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We introduce the concept of entropic nonsignaling correlations, i.e., entropies arising from prob-
abilistic theories that are compatible with the fact that we cannot transmit information instanta-
neously. We characterize and show the relevance of these entropic correlations in a variety of differ-
ent scenarios, ranging from typical Bell experiments to more refined descriptions such as bilocality
and information causality. In particular, we apply the framework to derive the first entropic in-
equality testing genuine tripartite nonlocality in quantum systems of arbitrary dimension and also
prove the first known monogamy relation for entropic Bell inequalities. Further, within the context
of complex Bell networks, we show that entropic nonlocal correlations can be activated.
Quantum nonlocality—the fact that correlations ob-
tained in quantum experiments performed by distant
parties are incompatible with local hidden variable
(LHV) models [1]—brings to light an intriguing aspect
of quantum mechanics (QM) and relativistic causality
[2]. QM is in accordance with the nonsignaling (NS)
principle, that is, local manipulations by an experi-
menter cannot influence the measurement outcomes of
other distant experimenters. However, as demonstrated
by Popescu and Rohrlich [3], special relativity alone
cannot single out quantum mechanical correlations as
there are theories, beyond QM, also in agreement with
NS. This result not only has triggered the search for
physically well-motivated principles for quantum me-
chanics [4–9] but also has led to new insights about its
limitations for information processing [10–14].
Given the intrinsic statistical nature of QM, probabil-
ities give a natural framework for nonlocality. Indeed,
Bell inequalities and NS relations are nothing other than
constraints on probabilities arising in a given theory,
local and NS, respectively [15]. Nevertheless, differ-
ent approaches are possible [16–18]. In particular, in
the information-theoretic approach to nonlocality [17–
23] the basic objects are the Shannon entropies [24] of
the observed data.
The information-theoretic approach provides a novel
and useful alternative for both conceptual and tech-
nical reasons. First, entropy is a key concept in both
classical and quantum information theory, thus devel-
oping a framework that focuses on entropies rather
than probabilities leads to new insights and applica-
tions [25–32]. For instance, the celebrated principle
of information causality [6] is nothing other than an
entropic inequality bounding the correlations that can
be achieved by imposing a certain causal structure to
quantum mechanics [14]. Second, entropies allow for
a much simpler and compact characterization of classi-
cal and quantum correlations in a variety of scenarios
[14, 21, 29, 33]. In spite of that, as opposed to the usual
probabilistic description, little is known about entropic
Bell inequalities beyond very simple cases and remark-
ably nothing is known about the structure imposed by
the nonsignaling principle on the entropies of measure-
ment outcomes.
In this letter, we aim to further develop the
information-theoretic approach to nonlocality and, in
particular, to define the concept of entropic nonsignal-
ing correlations, i.e., the entropies compatible with the
nonsignaling principle. We characterize NS entropic
correlations in a variety scenarios: from usual bipar-
tite and tripartite, to genuine multipartite nonlocal-
ity [34–36], bilocality [37], and information causality
[6]. Our framework can also be employed to derive
monogamy relations [38, 39] between entropic Bell in-
equalities. Furthermore, our methods highlight the use
of entropic NS correlations as a novel tool to derive Bell
inequalities in scenarios otherwise intractable.
Marginal scenarios, local and NS correlations.— In a
quantum experiment, only some of the relevant ob-
servables are jointly measurable; hence, we face fun-
damental restrictions on the empirically accessible joint
probability distributions. This fact is encoded in the
notion of a marginal scenario. Given n random vari-
ables {X1, . . . ,Xn}, a marginal scenario M is defined
as M =
{
S1, . . . , S|M|
}
, Si ⊆ {X1, . . . ,Xn}, such that
for each Si a joint probability distribution P[(Xs)s∈Si ] is
accessible [18, 20]. Clearly, it is sufficient to consider
maximal subsets.
A typical example is a Bell experiment: two sepa-
rated parties, Alice and Bob, at each run of the exper-
iment can perform one of m different measurements,
labeled as Ax and By, respectively, on their shares of a
joint system. Their marginal scenario is, then, MBell ={{
Ax, By
}}
x,y=1,...,m, corresponding to the probability
distributions pobs = p(ax, by) [40]— where ax labels
ar
X
iv
:1
60
1.
07
55
5v
2 
 [q
ua
nt-
ph
]  
15
 Ju
n 2
01
6
2the outcome when measurement x has been performed
(similarly for b)—estimated from the statistical data. As
shown by Fine [41], a LHV model for the data can be
equivalently defined as a joint probability distribution
p = p(a1, . . . , am, b1, . . . , bm). Hence, a set of marginals
is called local if it is consistent with a single joint prob-
ability distribution for all measurements. This, in turn,
implies the existence of a joint entropy of all possible
measurements HA1 ...AmB1 ...Bm and all its marginals [17],
where HX := H(X) := −∑x p(x) log2 p(x) stands for
the Shannon entropy. They can be represented as a 22m-
dimensional vector h =
(
H∅, HA1 , . . . , HA1 ...AmB1 ...Bm)
)
.
Notice that H∅ is defined to be 0, but it is convenient
to include it to have a more compact representation of
the constraints satisfied by the entropy vector (cf. Ap-
pendix I A).
The difference between the probabilistic and entropic
description solely relies on how we quantify corre-
lations. A marginal probability distribution pobs is
local if we can construct a well-defined joint prob-
ability distribution p. Similarly, marginal entropies
hobs = H(Ax, Bz) are local if a joint entropy and all its
marginals h, arising from a (nonunique) joint probabil-
ity distribution, can be defined. The existence of a well-
defined joint description p imposes strict constraints—
the famous Bell inequalities—on the empirically ob-
servable marginal correlations pobs [41–43]. Similarly,
marginal entropic correlations hobs admitting an exten-
sion to h also obey strict constraints. The closure set
of well-defined entropy vectors h defines a convex cone
ΓE, that is, if h and h′ are in ΓE so are ph+ (1− p)h′,
with 0 ≤ p ≤ 1, and λh, with λ ≥ 0 [44]. An ex-
plicit characterization of ΓE is yet to be found, how-
ever, an outer approximation, characterized by finitely
many linear inequalities [24] or, equivalently, in terms
of finitely many extremal rays (vectors defined up to
a positive factor [45]), is known: the Shannon cone
ΓSh. Such inequalities basically amount to the positiv-
ity of the conditional entropy, i.e. H(A|B) := H(A, B)−
H(B) ≥ 0, and the positivity of the conditional mutual
information, i.e., I(A : B|C) := H(A,C) + H(B,C) −
H(A, B,C)− H(C) ≥ 0, for disjoint subsets of variables
A, B,C (see Appendix I A for further details). Thus, in
full analogy with the probabilistic case [46], entropic
Bell inequalities can be understood as the constraints
arising from the projection of ΓE onto observable coor-
dinates, that is, the projection of h into hobs defining the
Bell entropic cone ΓBell.
On the other hand, NS probabilities are defined as
those where the outcomes of a part do not depend on
the measurements performed by another distant part,
i.e., such that p(ax) = ∑by p(ax, by) = ∑by′ p(ax, by′)
(similarly for b and for any number of parties). NS
correlations are then defined by the above linear con-
straints (NS conditions) together with the nonnegativ-
ity condition p ≥ 0; i.e., they are classical probability
distributions whenever restricted to p(ax, by), with con-
sistent marginals. Geometrically, they can be seen as
the intersection of the simplex polytopes [47] defining
each of the probabilities p(ax, by) and thus overlapping
over the marginals p(ax) and p(by). We can then nat-
urally define NS entropic cone, for a marginal scenario
M =
{
S1, . . . , S|M|
}
, as the intersection ΓNS = Γi ∩
· · · ∩ Γ|M|, where Γi is the entropy cone associated with
Si (see Fig. 1). For instance, in the bipartite scenario,
the NS cone is given by the intersection of 2m cones
corresponding to the subsets of variables appearing in
the marginal scenarioMBell =
{{
Ax, By
}}
x,y=1,...,m and
respecting the basic constraints given by H(Ax|By) ≥ 0,
H(By|Ax) ≥ 0 and I(Ax : By) ≥ 0. This intersection
can be understood as follows: since each Si contains a
restricted set of variables, we embed each Γi in a bigger
space where the variables not in Si are unconstrained.
In the following, we apply the above framework to
analyze from an entropic perspective a broad range of
scenarios. Notice that for n ≤ 3 variables, the entropy
cone corresponds to the Shannon cone, i.e., ΓnE = Γ
n
Sh
[24]; hence, all results for the bipartite and tripartite
cases lead to the exact description of the NS cones [48].
Further discussions and technical details can be found
in [49], including the derivation of all Bell inequalities
that, nicely, can be proven by simple sums of Shannon
inequalities.
FIG. 1. Pictorial illustration of the NS entropic cone.
Bipartite and tripartite scenarios.— We start with the
simplest Bell scenario as above, for m = 2. In contrast
to the probabilistic case, entropic correlations are con-
cisely defined for an arbitrary number of measurement
outcomes, highlighting another advantage of the en-
tropic approach. For dichotomic observables (ax, by =
0, 1), the only nontrivial probabilistic Bell inequality
is the Clauser-Horne-Shimony-Holt (CHSH) inequality
[50]
S = 〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉 − 2 ≤ 0, (1)
where
〈
AxBy
〉
= ∑(−1)ax+by p(ax, by) stand for the ex-
3pectation value. Its entropic version [17, 18],
SE = IA0 :B0 + IA0 :B1 + IA1 :B0 − IA1 :B1 − HA0 − HB0 ≤ 0,
(2)
is valid for any number of outcomes, where IAx :By =
HAx + HBy − HAxBy represents the mutual information.
Both inequalities are maximally violated by an ex-
tremal point or ray characterizing the NS correlations.
Eq. (1) is maximally violated by the Popescu-Rohrlich
(PR)-box pPR(ax, by) = (1/2)δa⊕b,xy. However, pPR
is entropically equivalent to the classical correlation
pC(ax, by) = (1/2)δa⊕b,0 and thus cannot violate (2).
On the other hand, Eq. (2) is maximally violated by
H(Ax, By) = log2(d)(1+ xy), with marginals H(Ax) =
H(By) = log2(d) and d the number of outcomes. Thus,
this correlation can be interpreted as the entropic coun-
terpart of a PR-box. For d = 2, these entropies are ob-
tained as an equal mixture of pPR and pC. The mixing
with pC is exactly the method proposed in [51] to turn
entropic inequalities into necessary and sufficient con-
ditions for nonlocality detection. It is thus appealing
that the NS entropic cone naturally retrieves this sort of
correlations.
Another important result of our approach is the
derivation of the first entropic monogamy relation for
Bell inequalities. The monogamy of Bell inequalities vi-
olations is a general feature of NS theories [38], and it
can be understood by the following example. For a tri-
partite distribution p(ax, by, cz) with binary inputs and
outputs, whenever the marginal distribution p(ax, by)
violates the CHSH inequality necessarily p(ax, cz) must
be local. Similarly, from the definition of NS entropic
cone, we can prove that
SABE + S
AC
E ≤ 0, (3)
meaning that both entropic Bell inequalities, between
Alice-Bob and Alice-Charlie, cannot be violated at
the same time, with the notable difference that this
monogamy inequality is valid for any number of out-
comes.
The similarities between the probabilistic and en-
tropic approaches, which may suggest a deeper geo-
metric connection [21], already disappear in the tripar-
tite scenario. For the case of three parties and two set-
tings, the probabilistic NS correlations for dichotomic
measurements consist of 46 different classes of extremal
points, with 45 of them nonlocal [52]. In turn, the en-
tropic NS cone is characterized by 1292 different classes
of extremal rays, 1164 of which correspond to nonlocal
correlations [53]. As it turns out, already at the tripar-
tite case we obtain a much more complex structure than
the one we could naively presume from the probabilis-
tic description.
Genuine tripartite entropic nonlocality.— In analogy to
entanglement [54], when moving beyond the bipartite
case, different classes of nonlocality arise. With three
parties, one can introduce the notion of genuine tri-
partite nonlocality, that is, a stronger form of non-
locality that cannot be reproduced even if any two
of the parties are allowed to share some nonlocal re-
sources [34–36]. We focus our attention to nonsignal-
ing resources (e.g., a PR-box) and two possible mea-
surements per party, extensions to more measurements
and parties are straightforward. For a given bipar-
tition, say A|BC, a hybrid local-nonsignaling (L|NS)
model is equivalent to the existence of probability
distributions p(a0, a1, bj, ck), with consistent marginal
p(a0, a1, bj), p(a0, a1, ck), i.e., Alice has local correlations
and Bob and Charlie share nonsignaling correlations.
Genuine tripartite nonlocal (GTNL) correlations corre-
spond to marginals p(ai, bj, ck) that cannot be explained
as a convex combination of models of the type A|BC,
B|AC, and C|AB.
Analogously to the NS case, an entropic A|BC model
corresponds to the joint entropies H(A0, A1, Bj,Ck),
j, k = 0, 1, and all its marginals, and similarly for B|AC,
and C|AB. We can then define the L|NS entropic cor-
relations via the cone ΓL|NS, constructed as the convex
hull (i.e., set of convex combinations) of the entropic
cones for each of the models A|BC, B|AC, and C|AB.
In turn, GTNL entropic correlations are those lying out-
side ΓL|NS.
From the 1164 different classes of extremal nonlocal
rays defining the tripartite scenario, 932 correspond to
GTNL correlations. One of these rays correspond to
the distribution (1/2)(pXYZ + pC), that is, the mixing
of pXYZ(a, b, c|x, y, z) = (1/4)δa⊕b⊕c,xyz [55] with clas-
sical correlations pC(a, b, c|x, y, z) = (1/4)δa⊕b⊕c,0. The
GTNL character of this correlation can be witnessed by
the violation of the following entropic inequality valid
for any L|NS correlation with arbitrary number of out-
comes:
SL|NS = HA1B1C0 + HA1B0C0 + HA1B0C1 + HA0B1C0
−HA1B1C1 − HA1B0 − HA1C0 − HA0C1 − HB1C0 ≥ 0. (4)
Furthermore, inequality (4) can also be used to wit-
ness the GTNL in quantum states, for instance us-
ing d-dimensional Greenberger-Horne-Zeilinger (GHZ)
states |GHZ〉 = (1/√d)∑d−1j=0 |jjj〉 and projective mea-
surements [56]. Results are plotted in Fig. 2 up to
d = 40.
Activating entropic nonlocality in networks.— The tri-
partite scenario permits also another possibility: that
the correlations between the parties are mediated by in-
dependent sources. The paradigmatic example is the
entanglement swapping experiment [57]. Two indepen-
dent pairs of entangled particles are distributed among
three spatially separated parties: Bob receives one par-
ticle of each pair, and Alice and Charlie the remaining
two. By jointly measuring his particles, Bob can gener-
4FIG. 2. The violation of inequality SL|NS ≥ 0 using GHZ
states. The points stand for the violation obtained via numer-
ical optimization.
ate (upon conditioning on outcomes) entanglement and
nonlocal correlations between the two remaining parti-
cles, even though the latter have never interacted. A
probabilistic and local realistic description of this ex-
periment involves two independent hidden variables,
the so called bilocality assumption [37, 58–61], implying
the independence relation p(a, c) = p(a)p(c), i.e., no
correlations between Alice and Charlie. The local and
NS correlations in the bilocality scenario are defined by
infinitely many extremal points and is extremely chal-
lenging to characterize [60].
The advantages of the entropic description
are here apparent: independence constraints
are encoded in simple linear relations, e.g.,
p(a, c) = p(a)p(c)→ I(A : C) = 0. Geometrically,
a set of extra linear constraints Lh = 0, as the one
above, corresponds to the intersection of the (poly-
hedral) convex cone (e.g.,ΓBell or ΓNS) with a linear
subspace, which is still a (polyhedral) convex cone [62].
For the case of two settings per party, we have fully
characterized the set of NS bilocal correlations: we
found 329 different classes of extremal rays, of which
314 are nonlocal. Out of these, 40 are genuinely non-
bilocal, i.e., the correlations admit a LHV model but
not a bilocal LHV model. A particularly interesting
extremal correlation is the following: H(A0, B,C) =
H(A1, B,C) = H(A1, B) = H(A0,C) = H(A1,C) =
H(B,C) = 2 and H(A0, B) = H(A0) = H(A0) =
H(B) = H(C) = 1. It can be understood as the case
where Bob and Charlie always measure the same ob-
servable (no measurement choice) while Alice still can
perform two different measurements. Clearly, since
only one of the parties has measurement choices, all
correlations arising in this scenario are compatible with
a LHV model. However, this correlation is not bilocal,
as it can be witnessed by the violation of the entropic
inequality valid for any bilocal decomposition:
H(A0,C) ≤ H(A0, B) + H(C|A1, B). (5)
The entropic correlation above arises from a probability
distribution p(a, b, c|x) = (1/4)δa⊕b,xc, obtained when
Alice and Bob share a PR-box pPR while Bob and Char-
lie share a classical correlated distribution pC. To that
aim, Bob assigns b to the output of his share of the PR-
box that takes as input the bit that is classically corre-
lated with the output c of Charlie. This result illustrates
two novel aspects of the bilocality scenario. First, we
see that the nonlocality of the PR-box, which in CHSH
scenario is entropically equivalent to a classical corre-
lation, can be activated by employing it in a network.
Even more remarkable is the fact that the emergence of
nonlocal correlations only requires one out of the three
parties to have access to measurement choices. This is
similar to what has been observed in [33, 63], where it
has been argued that since the role of Charlie can be
interpreted as defining measurement choices for Bob,
this scenario can be mapped to the CHSH one. In our
case, however, we do not need to hinge on this map-
ping, since we violate a new sort of entropic Bell in-
equality. Thus, as opposed to Refs. [33, 63], our result
does not rely on Bell’s theorem.
Another genuinely nonbilocal extremal entropic ray
is associated with the probability p(a, b, c|x, y, z) =
(1/8)(δa⊕b⊕c,xyz⊕xy⊕xz⊕yz⊕z⊕1 + δa⊕b⊕c,0). Its nonbilo-
cality can be witnessed via the violation of
SBL =−HA0B0C0 + HA1B1C0 (6)
+HA0B0C1 + HA1B1C1 − HA1,C1 − HA1,B1 ≥ 0,
specifically, with value SBL = −1. As opposed to
other known inequalities [37, 60, 61, 63], Eq. (6) includes
marginal terms, and it is valid for an arbitrary number
of outcomes.
Information causality.— Information causality (IC) [6]
is a principle introduced to explain the limitation of
quantum correlations, i.e., Tsirelson bound [64]. It can
be understood as a game: Alice receives two indepen-
dent random bits X0 and X1 and the task of Bob is to
guess, at each run of the experiment, the value of one of
them, having as resources some preshared correlations
with Alice and some classical communication (H(M)
bits) sent by her. For shared quantum correlations, the
following inequality holds [6]:
I(X0 : G0) + I(X1 : G1) ≤ H(M). (7)
where Gs denotes Bob’s guess of Xs.
To characterize the set of NS entropic correlations
associated to IC scenario [i.e, including post-quantum
correlations violating (7)], first notice that the mutual
information between Alice’s inputs and Bob’s guesses
should be limited, according to the assumed causal
structure, by the amount of communication, that is,
I(Xs : Gs) ≤ H(M), otherwise they could also com-
municate superluminally [2]. Here, similarly to what
has been done in [6], we consider the marginalsMIC =
{{X0,G0} , {X1,G1} , {M}}. The NS cone ΓIC is thus
5given by the intersection of the Shannon cone defined
by MIC with the constraints I(Xy : Gy) ≤ H(M)
(y = 0, 1) arising from the causal structure of the game
[14]. We found ΓIC to be characterized by 8 extremal
rays, 7 of which respect Eq. (7). The extremal ray vio-
lating Eq. (7) is given by H(X0) = H(X1) = H(G0) =
H(G1) = H(X0,G0) = H(X1,G1) = H(M) = 1. It is
achieved when the parties share a PR-box and apply
the protocol used in [6]. It is once more appealing that
the NS cone approach naturally retrieves an entropic
correlation of special importance.
Discussion.— Nonlocality stands nowadays as one of
the cornerstones in our understanding of quantum the-
ory. In turn, entropy is a key concept in the foundations
and applications of quantum information science. It is
thus surprising that still so little is known about their
relations and in particular what nonsignaling—another
guiding principle permeating all physics—has to say
about the entropies that can be generated by the out-
comes of physical measurements. Here, we introduced
the notion of entropic nonsignaling correlations charac-
terizing the entropies compatible with the fact that we
cannot transmit information instantaneously. To illus-
trate its relevance and novelty, we have applied it to
understand a broad range of different phenomena from
an entropic perspective: from monogamy relations and
nonlocality activation in networks, to genuine multipar-
tite nonlocality.
Nonsignaling also lies at the heart of the device-
independent approach to quantum information, which
has lately attracted growing attention [31, 65–70], and
we believe our results provide a new tool also for prac-
tical applications. In addition, the entropic approach
provides the natural ground to treat generalized Bell
scenarios [58–61] and understand novel forms of non-
local correlations emerging from it. Future lines of re-
search also include monogamy relations [39], the role of
non-Shannon type inequalities [24] in multipartite sce-
narios and possible applications in nonlocal games [71].
Finally, as demonstrated by information causality [6,
14], many of our current guiding principles are stated
in terms of entropy. Our current framework can help
to devise new entropic principles, in particular for the
multipartite case [72].
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I. APPENDIX
A. The Shannon and Bell entropic cones
Given a collection of n discrete random variables
X1, . . . ,Xn, we denote by [n] = {1, . . . , n} the set of
indices and 2[n] its power set. For every S ∈ 2[n],
let XS be the vector (Xi)i∈S and H(S) := H(XS)
the associated Shannon entropy, given by H(XS) :=
−∑xs p(xs) log2 p(xs). We can define the vector h =
(H(∅), H(X1), . . . , H(X1, . . . ,Xn)) ∈ Rn := R2n . Not
every vector h ∈ Rn will correspond to an entropy vec-
tor, as, e.g., entropies are nonnegative. The entropy
cone is defined as the closure of the region
ΓE := {h ∈ Rn | hS = H(S) for some entropy H}.
ΓE is known to be a convex cone but a tight and explicit
description is still to be found [24]. However, an outer
approximation to the entropic cone is known, the so-
called Shannon cone.
The Shannon cone ΓSh is a polyhedral closed convex
cone, i.e., a subset of Rn defined by a finite set of lin-
ear inequalities, known as basic Shannon-type inequal-
ities, plus a normalization constraint. The first type of
inequalities are given by monotonicity conditions, for
example, H(XS∪{i}) ≥ H(XS), stating that the uncer-
tainty about a set of variables should always be larger
than or equal to the uncertainty about any subset of
it. The second type is the strong subadditivity condi-
tion given by I(Xi : Xj|XS) = H(XS∪i) + H(XS∪j) −
H(XS∪{i,j}) − H(XS) ≥ 0 which is equivalent to the
positivity of the conditional mutual information. The
normalization constraint imposes that H(∅) = 0.
Given n variables, all the associated Shannon type
inequalities (and thus the Shannon cone) are charac-
terized by the following elemental (non-redundant) in-
equalities [24]
H([n] \ {i}) ≤ H([n]), (8)
H(S) + H(S ∪ {i, j}) ≤ H(S ∪ {i}) + H(S ∪ {j}),
H(∅) = 0,
for all S ⊂ [n] \ {i, j}, i 6= j and i, j ∈ [n]. Thus, the
Shannon cone associated with n variables is described
by 2n−2(n2) + n inequalities plus one normalization con-
straint.
Given a marginal scenario M, we are interested in
the projection of ΓSh in the subspace of Rn representing
only observable terms, that is, the Bell cone ΓBell asso-
ciated with the marginal scenario in question. Since we
6are given a description of the Shannon cone in terms of
linear inequalities, to perform this projection we need
to eliminate from this system of inequalities all terms
corresponding to non-observables terms. In practice,
this is achieved via a Fourier-Motzkin (FM) elimina-
tion [73]. The final set of inequalities obtained via the
FM elimination (and after eliminating over redundant
inequalities) gives all the facets of the associated Bell
cone, the non-trivial of which are exactly the entropic
Bell inequalities [17, 18, 20, 21]. By non-trivial, we de-
note those inequalities that are not simply basic Shan-
non type inequalities like (8).
To exemplify the general framework it is useful to
analyze the particular case of the CHSH scenario dis-
cussed in the main text. In this case, the existence
of an underlying LHV model implies the existence of
H(A0, A1, B0, B1) (and all its marginals) respecting the
elementary inequalities in (8). Proceeding with the
FM elimination and keeping only the observable terms
H(Ai, Bj), H(Ai) and H(Bj) (with i, j = 0, 1) we observe
that the only non-trivial inequality (up to permutations)
is given by
H(A0, B0) + H(A0, B1) + H(A1, B0) (9)
−H(A1, B1)− H(A0)− H(B0) ≥ 0.
This is exactly the inequality originally derived in [17].
Replacing the bipartite entropies by mutual informa-
tions in (9), that is, using H(Ax, By) = H(Ax) +
H(By)− I(Ax : By), we obtain the form (2) discussed in
the main text and that can be understood as the entropic
analogue of the CHSH inequality. However, opposed to
the probabilistic version of the CHSH inequality, its en-
tropic version can be used as a nonlocality witness for
an arbitrary finite number of measurement outcomes.
B. A tool for the derivation of entropic Bell inequalities
The formalism outlined above provides a general
framework for the derivation of entropic Bell inequal-
ities in basically any scenario [18, 20, 21]. In short, we
have to perform the projection –via a Fourier-Motzkin
(FM) elimination – of the Shannon cone ΓSh to the sub-
space of observable coordinates defining the Bell cone
ΓBell. The problem with this approach is that it turns
out to be computationally extremely demanding. The
FM algorithm eliminate a variable x from a system of
inequalities by summing, after proper normalization,
inequalities where x appears with coefficient +1 and
with coefficient −1, and keeping the rest. Eliminat-
ing over m variables in a system of N inequalities can
lead to a number O(N2
m
) of inequalities, that is, dou-
ble exponential. Since the number of initial inequali-
ties describing ΓSh is itself exponential [24], this leads
to a triple-exponential complexity algorithm, which is
limited, in practice, to very simple cases. In fact, no
systematic characterization of entropic inequalities is
known beyond particular instances of the bipartite case,
although particular multipartite inequalities have been
derived [21, 23]. In particular, no entropic Bell inequal-
ity witnessing genuine multipartite nonlocality [34] was
known to this date.
Nevertheless, checking whether a given inequality is
valid for a scenario of interest is computationally much
simpler. First, notice that any valid entropic inequal-
ity must follow from a FM elimination over the system
of inequalities defining the scenario at question, for ex-
ample, entropic Bell inequalities follow from the basic
Shannon type inequalities (8) plus possible additional
linear constraints. Given the entropy vector h ∈ Rn,
any linear inequality can be written as the inner prod-
uct 〈I , h〉 ≥ 0, where I is a vector to the inequality.
Similarly, a system of inequalities, e.g., Eq. (8), can be
represented as a matrix M, such that Γ := {h|Mh ≥ 0}.
To check the validity of an inequality 〈I , h〉 ≥ 0 with re-
spect to the system Mh ≥ 0, one simply needs to solve
the following (efficient) linear program [24]:
minimize
h∈R2n
〈I , h〉 (10)
subject to Mh ≥ 0.
If the minimum of 〈I , h〉 is larger or equal to zero, then
the inequality is valid.
Moreover, one can extend this result to inequal-
ities for the projected cone, even without perform-
ing the corresponding FM elimination on the system
Mh ≥ 0. More precisely, given Γ := { h | Mh ≥ 0 }
and Πk(Γ) = { h | M˜h ≥ 0, (h)l = 0 for l > k }, where
Πk is the projection on the first k coordinates, we prove
that the inequality 〈I , h〉 ≥ 0, with (I)l = 0 for l > k
is valid for the polyhedral cone Πk(Γ) if and only if
it is valid for the polyhedral cone Γ. If there exists
p ∈ Γ such that 〈I , p〉 < 0, then Πk(p) ∈ Πk(Γ) and
〈I ,Πk(p)〉 = 〈I , p〉. Vice versa, given p˜ ∈ Πk(Γ) such
that 〈I , p˜〉 < 0, there exists p ∈ Γ such that Πk(p) = p˜
and 〈I , p〉 = 〈I , p˜〉.
Similarly, it is again a linear program (in fact, a fea-
sibility problem) to check if a given observed entropic
correlation h˜obs is local or nonlocal. It is simply given
by
minimize
h∈R2n
〈I , h〉 (11)
subject to Mh ≥ 0, (12)
hobs = h˜obs.
where I in this case can be any linear objective func-
tion. We see that in this case, we not only impose the
constraints Mh ≥ 0 but also impose that some of the
coordinates of the vector h (those given by hobs) should
correspond to the observable quantities h˜obs. In case the
7linear program above has no solution (non-feasible), the
correlations h˜obs at question are thus nonlocal.
These linear programs together with the characteri-
zation of the entropic NS cone provide novel tools in
the derivation of entropic Bell inequalities, as explained
below.
A nonlocal extremal correlation given by h˜NSobs will im-
ply a non-feasible LP of the form (11). However, not all
the constraints encoded in the matrix M will be nec-
essary for witnessing this non-feasibility: many of the
inequalities in M can be eliminated until we reach a (not
unique) minimum set of inequalities that will still lead
to a non-feasible LP. Given this minimum set we can
then perform a FM elimination that thus will lead to an
inequality that is violated by the given correlation h˜NSobs.
Notice that in general the obtained inequalities are not
necessarily going to be facets of the marginal cone of
interest. However, we can obtain tight inequalities by
adding noise to the extremal correlations (for instance,
white noise). By doing that we guarantee that we are
deriving inequalities probing the nonlocal character of
the given correlation until the noise is strong enough
to make it enter in the marginal cone of interest (and
thus become local). Notice that a similar procedure
can be applied to obtain the minimum set of inequal-
ities required to prove the validity of a given inequality
bounding the marginal cone of interest.
C. Entropic NS cones in a variety of scenarios
For the entropic NS cone description, we use the el-
emental Shannon type inequalities (8) for each subset
of mutually compatible variables defined by a given
marginal scenario. In the sections below, we describe in
details the entropic NS cone in the bipartite and tripar-
tite scenario, and the hybrid local-nonsignaling mod-
els. Notice that for n ≤ 3, the Shannon cone correspond
with the true entropy cone, so our bounds are tight. For
each of the scenarios we consider, we have catalogued
all the inequivalent classes of extremal rays and char-
acterized whether they correspond to local or nonlocal
correlations.
1. Bipartite
In a bipartite Bell scenario, two parties Alice and Bob
can measure m possible different observables. Thus,
the bipartite entropic NS cone Γ2NS is defined by the
elemental inequalities for each subset of mutually com-
patible observables Ax, By, that is, it is simply described
in terms of the elemental inequalities I(Ax : By) ≥ 0,
H(Ax, By) ≥ H(Ax) and H(Ax, By) ≥ H(By) for x, y =
0, . . . ,m− 1.
As discussed in the main text, for the case m = 2 (cor-
responding to the CHSH scenario) Γ2NS is characterized
by 5 different classes of extremal NS rays, 4 of which
correspond to local correlations and only 1 correspond
to nonlocal correlations. In Table (I) we list all the dif-
ferent classes (a class is defined by the inequalities that
are equivalent up to the permutation of parties and/or
observables).
The class #1 of extremal rays corresponds to the
case where one of the variables has maximal entropy,
e.g, H(A0) = log2 d (where d is the number of out-
comes), while all other variables have null entropy
(that is, they represent probability distributions with
deterministic outcomes). Class #2 represents perfect
(anti)correlations between one observable of Alice and
one of Bob, e.g., H(A0) = H(B0) = I(A0 : B0) = log2 d
while all other entropies are null. Class #3 represents
perfect (anti)correlations between the two observables
of Alice with one observable of Bob, e.g, H(Ax) =
H(B0) = I(Ax : B0) = log2 d, while the other observ-
able of Bob has null entropy. Class #4 represents perfect
(anti)correlations between all the observables of Alice
and Bob, that is, H(Ax) = H(By) = I(Ax : By) = log2 d.
All these rays clearly correspond to local correlations.
In turn, the class #5 corresponds to entropic nonlocal
correlations. For d = 2, it can be understood as the
entropic version of the paradigmatic PR-box [3]
pPR (a, b|x, y) =
{
1/2 , a⊕ b = xy
0 , otherwise . (13)
First, notice that pPR is entropically equivalent to the
purely classical correlations [51]
pPC (a, b|x, y) =
{
1/2 , a⊕ b = 0
0 , otherwise . (14)
That is, both (13) and (14) correspond to the class #4 of
extremal rays. The reason for this equivalence is due to
the fact that entropies are unable to distinguish between
correlations and anti-correlations [51]. Interestingly, the
class #5 correspond to a probability distribution ob-
tained by mixing with equal weights the distributions
(13) and (14), that is, pclass#5 = (1/2)(pPR + pPC) corre-
sponding to three perfect (anti)correlated pairs of vari-
ables I(A0 : B0) = I(A0 : B1) = I(A1 : B0) = 1 and one
uncorrelated pair I(A1 : B1) = 0. The class #5 violates
the entropic version of the CHSH inequality (9) up to
the algebraic maximum, achieving SE = log2 d.
We have performed the same analysis for the case
m = 3 and obtained 20 different classes of extremal
rays, 7 of which correspond local and 13 to nonlocal
correlations. The different classes of extremal rays are
listed in Table (II). The interpretation of the local rays
is identical to the one we have detailed above to the
case of 2 measurement settings. Regarding the nonlocal
rays, we focus attention to the classes #8 an #19. Class
8Extremal ray
# H(Ax) H(By) H(AxBy)
x / y / xy 0 1 0 1 00 01 10 11
1 1 0 0 0 1 1 0 0
2 1 0 1 0 1 1 1 1
3 1 1 1 0 1 1 1 1
4 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 2
TABLE I. Inequivalent classes of extremal rays in the bipartite scenario where both parties measure two possible observables.
Extremal rays 1-4 correspond to local entropies while ray 5 correspond to the entropic analog of the PR-box [3]. All rays are
defined up to a positive constant multiplicative factor, that is, the rays are described by a vector in some real space v ∈ Rn such
that {λv | λ ≥ 0}
.
#8 basically correspond to the entropic version of the
PR-box discussed above, since H(A2) = H(B2) = 0.
In turn, class #19 can be understood as the NS correla-
tion that maximally violates the entropic version of the
Collins-Gisin inequality [74] given by [21]
S3 = I(A0 : B2)− I(A0 : B1) + I(A1 : B1) (15)
−I(A1 : B0) + I(A1 : B2) + I(A2 : B2) + I(A2 : B1)
+I(A2 : B0)− H(A2)− 2H(B2)− H(B1) ≤ 0,
reaching S3 = 2 log2 d.
2. Tripartite
In a tripartite Bell scenario, three parties Alice, Bob
and Charlie perform different measurements in their
shares of a joint state. Thus, the tripartite entropic
NS cone Γ3NS is defined by the elemental inequalities
for each subset of mutually compatible observables
Ax, By,Cz (with x, y, z = 0, . . . ,m− 1).
We have obtained the full characterization of Γ3NS in
terms of extremal rays for m = 2. There are 1292
different inequivalent classes of extremal rays, 128 of
which are local and 1164 are nonlocal. Furthermore,
as discussed in details below, in the tripartite case we
can introduce the notion of genuine tripartite nonlocal
(GTNL) correlations. From the 1164 different classes of
extremal nonlocal rays, 932 of them are GTNL.
There are thus 232 rays corresponding to nonlo-
cal correlations but displaying no GTNL. We focus
our attention to a particular class of these rays, given
by H(Ax) = H(By) = H(Cz) = 1, H(Ax, By) =
H(Ax,Cz) = H(By,Cz) = 2 and H(A0, B0,C0) =
H(A1, B1,C0) = H(A1, B0,C1) = H(A1, B1,C1) = 2
and H(A1, B0,C0) = H(A0, B1,C0) = H(A0, B0,C1) =
H(A0, B1,C1) = 3. It can be obtained by the mixing of
the nonlocal correlation
p (a, b, c|x, y, z) =
{
1/2 , a⊕ b⊕ c = yz⊕ x⊕ y⊕ z
0 , otherwise ,
(16)
with the classical correlation
pPC (a, b, c|x, y, z) =
{
1/2 , a⊕ b⊕ c = 0
0 , otherwise . (17)
The nonlocal character of this distribution can be wit-
nessed via the following tripartite entropic inequality
(obtained via the approach described in Sec. I B)
M3 =HA0B1C1 − HA1B1C1 − HA1B1C0 − HA1B0C1 (18)
−HA0B0C0 + HB0C0 + HA1C1 + HA1B1 ≤ 0,
since the correlations above imply that M3 = 1 thus
violating the inequality. To prove this inequality an-
alytically it is sufficient to consider the chain rule for
entropies, implying that
HA1B1C1A0B0C0 =HA0|B1C1A1B0C0 + HB0|C1A1B1C0 (19)
+HC1|A1B1C0 + HA1|B1C0 + HB1|C0 + HC0 .
Using the basic inequalities saying that H(A) ≤
H(A, B) and H(A|B,C) ≤ H(A|B), we can turn the
chain rule decomposition above in the inequality
HA0B1C1 =HA0|B0C0 + HB0|C1A1 + HC1|A1B1 (20)
+HA1|B1C0 + HB1|C0 + HC0 ,
that can be rewrite exactly as M3 ≤ 0 if we use that
H(A|B) = H(A, B)− H(B).
3. Proving the monogamy inequality for the entropic CHSH
In order to prove that the monogamy inequality (3)
of the main text holds for nonsignaling correlations, we
must show that if follows from the elemental inequali-
ties for each subset of mutually compatible observables
Ax, By,Cz. It is sufficient to add the the following ele-
9Extremal rays
# H(Ax) H(By) H(AxBy)
x / y / xy 0 1 2 0 1 2 00 01 02 10 11 12 20 21 22
1 1 0 0 0 0 0 1 1 1 0 0 0 0 0 0
2 1 0 0 1 0 0 1 1 1 1 0 0 1 0 0
3 1 1 0 1 0 0 1 1 1 1 1 1 1 0 0
4 1 1 0 1 1 0 1 1 1 1 1 1 1 1 0
5 1 1 1 1 0 0 1 1 1 1 1 1 1 0 1
6 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1
7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
8 1 1 0 1 1 0 1 1 1 1 2 1 1 1 0
9 1 1 1 1 1 1 2 2 1 2 2 1 1 1 1
10 1 1 1 1 1 1 2 1 2 2 2 1 1 1 1
11 1 1 1 1 1 1 2 1 2 1 2 1 2 1 1
12 1 1 1 1 1 0 2 1 1 2 1 1 1 1 1
13 1 1 1 1 1 0 1 2 1 2 1 1 1 1 1
14 1 1 1 1 1 1 2 2 1 2 1 1 1 1 1
15 1 1 1 1 1 1 1 2 2 2 1 1 1 1 1
16 1 1 1 1 1 1 1 1 2 1 2 1 2 1 1
17 1 1 1 1 1 0 2 1 1 1 1 1 1 1 1
18 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1
19 1 1 1 1 1 1 1 2 1 2 1 1 1 1 1
20 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1
TABLE II. Inequivalent classes of extremal rays in the bipartite scenario where both parties measure three possible observables.
Extremal rays 1-7 correspond to local entropies while rays 8-20 correspond to nonlocal correlations.
mental inequalities
HA0B0 + HA0C1≥ HA0B0C1 + HA0 , (21)
HA0B1 + HA0C0≥ HA0B1C0 + HA0 , (22)
HA1B0 + HB0C1≥ HA1B0C1 + HB0 , (23)
HA1C0 + HB1C0≥ HA1B1C0 + HC0 , (24)
HA0B0C1≥ HB0C1 , (25)
HA0B1C0≥ HB1C0 , (26)
HA1B0C1≥ HA1C1 , (27)
HA1B1C0≥ HA1B1 , (28)
leading to
HA0B0 + HA0B1 + HA1B0 − HA1B1 − HA0 − HB0 (29)
+HA0C0 + HA0C1 + HA1C0 − HA1C1 − HA0 − HC0 ≥ 0,
that can be rewritten exactly as
SABE + S
AC
E ≤ 0, (30)
with
SABE = IA0 :B0 + IA0 :B1 + IA1 :B0 − IA1 :B1 − HA0 − HB0 ,
(31)
and
SACE = IA0 :C0 + IA0 :C1 + IA1 :C0 − IA1 :C1 − HA0 − HC0 .
(32)
A similar construction can be used to show that the
monogamy relation (30) holds for any symmetry of the
entropic CHSH inequalities (31) and (32), thus prov-
ing that whenever entropic the marginal correlations
H(Ax, By) display nonlocality necessarily H(Ax,Cz)
must be local.
4. Genuine tripartite nonlocality
Similarly to what happens to entanglement [54],
when moving from the bipartite case, different classes
of nonlocality can be categorized. In the tripartite sce-
nario one can introduce the notion of genuine tripar-
tite nonlocality, that is, a stronger form of nonlocality
that cannot be reproduced by LHV models even if two
of the parties are allowed to share some nonlocal re-
sources. As discussed in the main text, hybrid local-
nonsignaling (L|NS) models are those that can be de-
composed as
p(a, b, c|x, y, z) =∑
λ
p(a|x,λ)p(b, c|y, z,λ)p(λ) + (33)
∑
µ
p(a, b|x, y, µ)p(c|z, µ)p(µ) +
∑
ν
p(a, c|x, z, ν)p(b|y, ν)p(ν).
where ∑λ p(λ) + ∑µ p(µ) + ∑ν p(ν) = 1 and where
p(b, c|y, z,λ) (similarly to the other permutations) rep-
resent some nonlocal resource. The different nonlo-
cal resources we allow the parties to share will lead
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to distinct notions of genuine multipartite nonlocal-
ity. See [35, 36] for a discussion of the different (non-
signalling or signalling) nonlocal resources that can be
used in the definition of genuine multipartite nonlo-
cality. Here we will focus our attention to nonsignal-
ing nonlocal resources, as for example, nonlocal quan-
tum correlations or PR-boxes [3]. In this case, (33) is
equivalent to the existence of probability distributions
p(a0, a1, bj, ck), p(ai, b0, b1, ck) and p(ai, bj, c0, c1) such
that the marginals p(ai, bj, ck) coincide ∀i, j, k = 0, 1.
To simplify the discussion let us consider that each
of the parties can perform two possible measurements.
The first term in the decomposition (33), that is, a model
with decomposition given by
p(a, b, c|x, y, z) =∑
λ
p(a|x,λ)pNS(b, c|y, z,λ)p(λ), (34)
is equivalent, in the entropic description, to the exis-
tence of H(A0, A1, Bj,Ck) and all its marginals. For each
value of j, k = 0, 1 we have therefore a collection of four
variables respecting the Shannon type inequalities (8).
Similarly, the two other terms in (33), namely
p(a, b, c|x, y, z) =∑
µ
pNS(a, b|x, y, µ)p(c|z, µ)p(µ),(35)
p(a, b, c|x, y, z) =∑
ν
pNS(a, c|x, z, ν)p(b|y, ν)p(ν), (36)
imply the existence of H(Ai, B0, B1,Ck) and
H(Ai, Bj,C0,C1) respectively. Thus, following the
general prescription, the entropic description of hybrid
local-nonsignaling (L|NS) correlations corresponds to
the intersection of the Shannon cones defined for each
of subsets of variables
{
A0, A1, Bj,Ck
}
, {Ai, B0, B1,Ck}
and
{
Ai, Bj,C0,C1
}
with i, j, k = 0, 1.
The marginal entropic cone ΓL|NS characterizing (33)
will be the convex hull of the of the cones ΓaL|NS, Γ
b
L|NS
and ΓcL|NS, characterizing, respectively, (34), (35) and
(36). We have tried computationally to compute the ex-
tremal rays of ΓL|NS however the computation seems
to be out of reach. In spite of that, checking whether
a given nonlocal extremal ray of Γ3NS defines or not a
genuine tripartite nonlocal correlation is computation-
ally much simpler.
Notice that ΓL|NS ⊂ Γ3NS and since ΓL|NS is ob-
tained as the convex hull of ΓiL|NS (i = a, b, c), checking
whether a given extremal ray of Γ3NS lies inside ΓL|NS
is equivalent to check whether it lies inside each of the
cones ΓiL|NS (i = a, b, c). This can be seen as follows.let
r ∈ Γ3NS, then r ∈ ΓL|NS if r = h1 + h2 + h3, where
hi ∈ ΓiL|NS Notice that, by cone properties, the sum can
be interpreted as a the convex sum 13 (3h1 + 3h2 + 3h3).
This can be written as a linear program (actually, as fea-
sibility problem, i.e., I is irrelevant)
minimize
r∈R2n
〈I , h〉 (37)
subject to M1h1 ≥ 0, (38)
M2h2 ≥ 0,
M3h3 ≥ 0,
h1 + h2 + h3 = r.
In addition, if r is an extremal ray of Γ3NS, then
r = h1 + h2 + h3 implies that at least two of the hi are
zero (extremal rays cannot be written as convex com-
binations). Hence, for extremal rays it is sufficient to
check that they belong to at least one of the ΓiL|NS.
Thus, running three sets of linear programs, one for
each cone ΓiL|NS (i = a, b, c), we can decide whether a
given extremal entropic NS ray displays or not genuine
tripartite nonlocality.
A similar construction holds to check whether a given
entropic inequality is a valid witness of GTNL. An en-
tropic inequality I for GTNL should be satisfied by any
correlation that can be written as the convex sum over
points within ΓiL|NS (i = 1, 2, 3), that is,
〈I , h1 + h2 + h3〉 ≥ 0, (39)
where hi ∈ ΓiL|NS. Any inequality satisfying 〈I , h1〉 ≥
0, 〈I , h2〉 ≥ 0 and 〈I , h3〉 ≥ 0 will also satisfy (39). This
means that in practice to check if a given inequality is
a valid GTNL inequality, we need to solve three linear
programs like (10), one for each set of inequalities char-
acterizing the cones ΓiL|NS (i = 1, 2, 3) . This can be seen
as follows. Consider the LP
minimize
r∈R2n
〈I , h1 + h2 + h3〉 (40)
subject to M1h1 ≥ 0, (41)
M2h2 ≥ 0,
M3h3 ≥ 0.
The inequality is valid if and only if min〈I , h1 + h2 +
h3〉 ≥ 0. However, since hi = 0 is a valid solution
for all three cones, the above is equivalent to require
separately that min〈I , hi〉 ≥ 0.
We now turn our attention to the entropic inequality
(4) of the main text witnessing GTNL and given by
SL|NS = HA1B1C0 + HA1B0C0 + HA1B0C1 + HA0B1C0 + HA0B1C1
−HA1B1C1 − HA1B0 − HA1C0 − HA0C1 − HB1C0 ≥ 0. (42)
To prove that this inequality is valid for the cone
ΓaL|NS, it is sufficient to consider the sum of the follow-
ing basic inequalities (valid for the subsets of variables
11{
A0, A1, Bj,Ck
}
):
HA0A1B1C0≥ HA0A1C0 , (43)
HA0A1B1C1≥ HA1B1C1 ,
HA0A1B0C0≥ HA0A1B0 ,
HA0A1B0C1≥ HA0A1C1 ,
HA1B1C0 + HA0B1C0≥ HA0A1B1C0 + HB1C0 ,
HA0A1C1 + HA0B1C1≥ HA0A1B1C1 + HA0C1 ,
HA0A1C0 + HA1B0C0≥ HA0A1B0C0 + HA1C0 ,
HA0A1B0 + HA1B0C1≥ HA0A1B0C1 + HA1B0 .
To prove the validity of (42) for the cones ΓbL|NS and
ΓcL|NS a similar sum of eight basic inequalities is again
enough.
As discussed in the main text, the entropic inequal-
ity (42) can be used to witness the presence of genuine
tripartite nonlocality in quantum states. To that aim we
consider d-dimensional GHZ states
|GHZ〉 = 1√
d
d−1
∑
j=0
|jjj〉, (44)
and projective measurements given by [56]
|k〉p,m = 1√
d
d−1
∑
j=0
ei
2pi
d j(k+αp,m)|j〉, (45)
where p = 1, 2, 3 denotes the party, m = 0, 1 denotes its
measurement choice and k denotes its outcome. For this
sort of measurements on GHZ states the probabilities of
outcomes can readily be computed to be given by
p(a, b, c|x, y, z) = 1
d4
csc2
(
γa,b,c,x,y,z
d
)
sin2
(
γa,b,c,x,y,z
)
,
with γa,b,c,x,y,z = pi(a+ b+ c+ α1,x + α2,y + α3,z).
Using this expression we can readily compute the as-
sociated Shannon entropies and thus perform numeri-
cal optimizations to obtain the optimal violation of in-
equality (42). We have performed such analysis up to
d = 40 and the results are shown in Fig. 2 of the main
text.
5. Bilocality
The so-called bilocality scenario [37] has been in-
troduced as the classical analogue of an entanglement
swapping experiment [57], where two independent
pairs of entangled particles are distributed among three
parties. Joint measurements on one particle of each pair
(e.g. in a Bell basis) can create entanglement and non-
local correlations among the remaining two particles,
even though they have never interacted. Formally, we
consider that a central node, Bob, receives one particle
from both pairs while two other parts, Alice and Char-
lie, receive each one particle from a given entangled
pair. As usual in a Bell scenario, we consider that at
each run of the experiment each of the parties can per-
form different possible measurements labeled by ran-
dom variables X, Y and Z and obtain, respectively, out-
comes labeled by A, B, C. The observed probability
distribution p(a, b, c|x, y, z) can thus be decomposed as
p(a, b, c|x, y, z) = ∑
λ1,λ2
p(λ1)p(λ2) (46)
p(a|x,λ1)p(b|y,λ1,λ2)p(c|z,λ2).
Notice that in (46) the finer structure of the underlying
causal structure is taken into account, namely in the
fact that p(λ1,λ2) = p(λ1)p(λ2) (independence of the
sources) and that the outcomes A of Alice (C of Charlie)
only depend on Λ1 (Λ2).
Considering that each of the parties perform two pos-
sible measurements, the entropic description of bilo-
cality is equivalent to the existence of a joint en-
tropy H(A0, A1, B0, B1,C0,C1) respecting the Shannon
type inequalities together with the bilocality constraint
H(A0, A1,C0,C1) = H(A0, A1) + H(C0,C1).
We further notice that in the bilocality scenario there
are two possible slightly different situations we may
want to consider. In the first scenario the random vari-
ables B0 and B1 stand for the measurement outcomes
of two different measurements performed by Bob. In
this case H(B0, B1) will correspond to a non-observable
quantity. In the second situation, we can understand
B0 and B1 as standing for a finer description of a single
measurement performed by Bob. For instance, consider
that Bob always measure in a Bell basis {|Ψ±〉, |Φ±〉}.
The variable B0 could stand for the information regard-
ing whether the measurement outcome correspond to
|Ψ〉 or |Φ〉 while B1 would stand for the information
about phase, for instance, |Ψ+〉 or |Ψ−〉. In this situa-
tion, H(B0, B1) corresponds to an observable quantity.
In the following we will focus our attention to the first
case, that is, we have to eliminate from our description
terms like H(B0, B1).
Similarly to what happens in the usual tripartite case,
the complete description of the bilocality scenario in
terms of a FM elimination is out of computational
reach. However, characterizing the extremal rays of the
bilocal entropic NS cone is much simpler. We have ob-
tained 329 different classes of extremal NS bilocal en-
tropic rays, 15 of which are bilocal while 314 corre-
spond to nonbilocal correlations. From this 314 rays, 40
are genuine-nonbilocal in the sense of admitting a LHV
model but not a bilocal LHV model. Using the tool de-
scribed in Sec. I B one can derive entropic inequalities
detecting the nonbilocality of these rays. Next we em-
ploy the framework in Sec. I B to provide an analytical
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proof for the bilocality inequalities (5) and (6) discussed
in the main text. To prove (5), we have to sum the fol-
lowing basic inequalities
HA0 + HC≥ HA0C, (47)
HA0A1BC≥ HA0A1C,
HA0A1 + HA0B≥ HA0A1B + HA0 ,
HA0A1B + HA1BC≥ HA0A1BC + HA1B.
and use the bilocality constraint HA0A1 +HC = HA0A1C.
In turn, to prove inequality (6) we have to sum the
following Shannon type inequalities
HA0A1B0B1C0C1≥ HA0A1B0B1C0 , (48)
HA0A1B0B1C0C1≥ HA0A1B0C0C1 ,
HB0C1 + HC0C1≥ HB0C0C1 + HC1,
HA0A1 + HA1C1≥ HA0A1C1 + HA1,
HA0B0C1 + HB0C0C1≥ HA0B0C0C1 + HB0C1 ,
HA1B1C0 + HA1B1C1≥ HA1B1C0C1 + HA1B1 ,
HA0A1C1 + HA1C0C1≥ HA0A1C0C1 + HA1C1 ,
HA0B0B1C0 + HA0B0C0C1≥ HA0B0B1C0C1 + HA0B0C0 ,
HA1B0C0C1 + HA1B1C0C1≥ HA1B0B1C0C1 + HA1C0C1 ,
HA0A1B0B1C0 + HA0B0B1C0C1≥ HA0A1B0B1C0C1 + HA0B0B1C0 ,
HA0A1B0C0C1 + HA1B0B1C0C1≥ HA0A1B0B1C0C1 + HA1B0C0C1 .
and use the bilocality constraint HA0A1 + HC0C1 =
HA0A1C0C1 .
6. Information Causality
Information causality (IC) [6] has been introduced
as a principle to explain the degree of nonlocality of
quantum mechanics. It basically states that the amount
of information a given part, Bob can have over some
bits in possession of another part, Alice, is limited by
the amount of information communicated from Alice
to Bob. Information causality is respected by quantum
correlations, however, as shown in [6] any nonlocal cor-
relation stronger then maximum permitted by quantum
mechanics, in sense of surpassing the Tsirelson’s bound
[64] for the CHSH inequality, will violate it.
IC can be understood as a game between Alice and
Bob: Alice receives two independent random bits X0
and X1 and the aim of Bob at each run of the game is
to guess the value of one of them, having as resources
some pre-shared correlations with Alice and a certain
amount of communication sent by her. Which of the
two bits he should guess is decided by a random vari-
able S. In a classical description we have the variables
X0,X1 representing the input bits of Alice; the variables
Y0,Y1 standing for the guesses of Bob (Ys is the guess of
bit Xs given that S = s); M stands for the message sent
from Alice to Bob and Λ corresponds to the pre-shared
correlations between them.
The (classical) entropic description of IC is
equivalent to the existence of a joint entropy
H(X0,X1, B0, B1, M,Λ) fulfilling the following
causal constraints imposed by the rules of the
game: I(X0 : X1) = 0, I(X0,X1 : Λ) = 0 and
I(X0,X1 : B0, B1|M,Λ) = 0. The first constraint
encodes the fact that both bits are uncorrelated and
thus have null mutual information (though this is
not strictly necessary [14, 75]). The second constraint
encodes the fact that the bits received by Alice are
independent of the pre-shared correlation with Bob.
Finally, the third constraint encodes the fact that
conditioned on the message sent by Alice and on the
pre-shared correlations, the guesses of Bob should
becomes completely uncorrelated with the input bits.
A similar description can be given for the case where
the pre-shared correlations arise from an entangled
state $ rather than a classical variable Λ [14].
Proceeding with the FM elimination we obtain the
description of the marginal entropic cone character-
izing the information causality game. To that aim,
first one needs to define the marginal scenario of in-
terest. Here, similarly to what has been done in
[6], we will focus on the marginal scenario MIC =
{{X0,Y0} , {X1,Y1} , {M}}. Notice, however, that more
general marginal scenarios can be defined [14]. It fol-
lows that the only non-trivial entropic inequality de-
scribing the IC game (for classical and quantum pre-
shared correlations) is given by:
I(X0 : Y0) + I(X1 : Y1) ≤ H(M). (49)
This inequality quantifies the qualitative expectation
that the amount of information Bob has about Alice’s
inputs is bounded by the amount of information con-
tained in the message (as quantified by H(M)).
We are now in position to define the set of entropic
NS correlation for the IC scenario. For the marginal sce-
nario under consideration, the NS set is simply charac-
terized by the Shannon type inequalities I(Xs : Ys) ≥ 0,
H(Xs,Ys) ≥ H(Xs), H(Xs,Ys) ≥ H(Ys), H(M) ≥ 0 to-
gether with the constraint I(Xs : Ys) ≤ H(M). The NS
cone is described in terms of 8 extremal rays (shown in
the Table (I C 5)), 7 corresponding to correlations that
respect the information causality constraint (rays 1 to 7)
and only 1 violating it (ray 8). The extremal ray vio-
lating (49) is exactly given by the entropic correlations
obtained if we replace the pre-shared correlation by a
PR-box and apply the protocol discussed in the original
IC paper [6]: Alice inputs x = x0 ⊕ x1 in her part of the
PR-box, obtaining an outcome a that is then used to en-
code the message m = x0 ⊕ a. Bob inputs in his part of
the PR-box, y = 0, 1 depending on which bit Xy he is in-
terested and obtains an outcome by. His guess is given
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Extremal ray H(X0) H(X1) H(Y0) H(Y1) H(X0,Y0) H(X1,Y1) H(M)
1 0 0 0 0 0 0 1
2 0 0 0 1 0 1 0
3 0 0 1 0 1 0 0
4 0 1 0 0 0 1 0
5 1 0 0 0 1 0 0
6 0 1 0 1 0 1 1
7 1 0 1 0 1 0 1
8 1 1 1 1 1 1 1
TABLE III. All the extremal rays defining the entropic NS cone of the information causality scenario.
by gy = m ⊕ by = x0 ⊕ a ⊕ by = x0 ⊕ y(x0 ⊕ x1), that is, he can perfectly guess both outputs of Alice thought
only one bit of information (H(M) = 1) has been sent.
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