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1 Introduction
Soit u une fonction de´finie sur un domaine Ω inclus dans C ≃ R2 et a` valeurs dans R. La
fonctionnelle de Dirichlet
E [u] :=
∫
Ω
(
∂u
∂x
2
+
∂u
∂y
2)
dxdy =
∫
Ω
|∇u|2dxdy
est un exemple bien connu de proble`me variationnel invariant par transformation conforme.
Ses points critiques sont les fonctions harmoniques, solutions de l’e´quation ∆u = 0 et sont
e´troitement relie´s aux fonctions holomorphes, puisque u est harmonique si et seulement si x +
iy 7−→ ∂xu− i∂yu est holomorphe. L’e´tude des surfaces minimales dans l’espace de dimension 3
a conduit assez naturellement les mathe´maticiens a` conside´rer la meˆme fonctionnelle pour des
applications d’un domaine Ω ⊂ C dans R3. En effet, pour toute application u : Ω −→ R3,
on a toujours E [u] ≥ A[u], ou` A est la fonctionnelle aire (rendue extre´male pour les surfaces
minimales), de´finie par
A[u] :=
∫
Ω
∣∣∣∣∂u∂x × ∂u∂y
∣∣∣∣ dxdy.
Et de plus, A[u] = E [u] si u est conforme. Or la fonctionnelle E posse`de des proprie´te´s de
compacite´ bien meilleures que A. Cela a permis a` J. Douglas et T. Rado´ en 1930 de re´soudre
le proble`me de Plateau. Le succe`s de cette approche a e´te´ confirme´ par les travaux de C.B.
Morrey: on peut construire des surfaces minimales dans des varie´te´s riemanniennes (N , g) en
cherchant les points critiques - appele´s applications harmoniques - de
E [u] :=
∫
Ω
gij(u)
(
∂ui
∂x
∂uj
∂x
+
∂ui
∂y
∂uj
∂y
)
dxdy,
qui ge´ne´ralise la fonctionnelle de Dirichlet classique donne´e plus haut. On peut e´galement
modifier E [u] en y ajoutant un terme du type
∫
Ω u
⋆ω, ou` ω est une deux-forme de´finie sur N et
u⋆ω son image inverse par u. Si N est de dimension 3, on obtient ainsi une fonctionnelle dont la
the´orie variationnelle produit des surfaces a` courbure moyenne prescrite (e´gale au rapport entre
dω et la forme de de volume riemannien sur N ), cf [He´].
Toutes ces actions sont des exemples de fonctionnelles invariantes par le groupe des trans-
formations conformes de R2. Ce sont meˆme les seules possibles, lorsque l’on se restreint a` des
fonctionelles du type
∫
Ω L(u,∇u)dxdy, en supposant que ξ 7→ L(u, ξ) est quadratique.
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L’inte´reˆt de ce type de fonctionnelle est aujourd’hui bien e´tabli en physique mathe´matique,
puisque la the´orie des cordes et des supercordes est baˆtie sur une quantification de E et de
ses ge´ne´ralisations supersyme´triques. En particulier, comme il a e´te´ montre´ A. M. Polyakov,
l’e´nergie E s’ave`re eˆtre plus approprie´e que l’aire A pour le calcul d’inte´grales fonctionnelles.
Notre but ici, est de de´crire une classe ge´ne´rale de proble`mes variationnels en dimension 2
qui sont invariants par le groupe des transformations conformes de C.
Nous verrons en particulier qu’une ge´ome´trie, que nous appelons C-finslerienne, similaire a`
la ge´ome´trie finslerienne est associe´e de fac¸on naturelle a` ces proble`mes. Essentiellement une
me´trique C-finslerienne est la donne´e d’une application F : TNC −→ [0,∞[ homoge`ne de degre´
deux sur chaque fibre, c’est a` dire telle que F (y, λz) = |λ|2F (y, z), ∀y ∈ N , ∀z ∈ TyN
C et
∀λ ∈ C. A travers une analyse succincte de cette ge´ome´trie, nous verrons qu’apparemment elle
partage nombre de proprie´te´s avec la ge´ome´trie finslerienne classique.
Dans une deuxie`me partie, nous nous inte´ressons aux formulations hamiltoniennes pour les
proble`mes invariants par transformations conformes. Rappelons qu’en calcul des variations a`
plusieurs variables, les possibilite´s sont multiples. Nous explorerons d’abord brie`vement le for-
malisme de De Donder-Weyl, puis nous nous inte´resserons au formalisme de Carathe´odory. Le
lecteur un peu spe´cialiste de cette the´orie constatera que j’ai introduit un parame`tre supple´mentaire,
note´ w (qui doit eˆtre remplace´ par 0 si on veut comparer ce qui est e´crit ici avec, par exem-
ple, l’expose´ dans [Ru]). Cela a e´te´ motive´ par le fait que l’analogue de la transformation de
Legendre pour la the´orie de Carathe´odory est en ge´ne´ral mal de´fini, sans ce degre´ de liberte´
supple´mentaire. Pour des de´veloppements supple´mentaires concernant ces diffe´rents types de
formalisme hamiltonien, voir [HK].
Remerciements Je tiens a` remercier Joseph Kouneiher pour les discussions que j’ai eu avec lui
sur ce sujet et ses encouragements.
2 Caracte´risation
2.1 Etude locale
Nous cherchons, parmi tous les lagrangiens L(t, u, du) continument diffe´rentiables, ceux qui sont
tels que la fonctionnelle de´finie par
L[u] =
∫
Ω
L(t, u, du)dt1dt2
est invariante par le groupe des transformations conformes de C≃ R2. Au pre´alable, il faut
rappeler le sens que nous donnons a` cette notion d’invariance. Conside´rons une famille de
diffe´omorphismes locaux Ψs de R
2, a` un parame`tre s, qui forme un groupe pour la composition.
Ψs est le flot d’un champ de vecteurs X de´fini sur un ouvert de R
2 contenant l’adhe´rence de Ω.
Cela entraˆıne en particulier que pour s proche de 0, on a
Ψs(t) = t+ sX(t) + o(s). (1)
L’image par Ψs de Ω est un ouvert Ωs, diffe´rent de Ω en ge´ne´ral. Soit maintenant une application
u de Ω vers Rn: nous dirons qu’elle est transforme´e en us si le graphe de us est l’image du
graphe de u par la transformation (t, y) 7−→ (Ψs(t), y) agissant sur R
2 × Rn. Donc le domaine
de de´finition de us sera Ωs = Ψs(Ω), et us satisfait a`
2
us ◦Ψs = u,∀s. (2)
Nous dirons que la fonctionnelle L est invariante par X si et seulement si pour tout sous-domaine
ω ⊂ Ω,
LΨs(ω)[us] = Lω[u].
Une fac¸on d’e´crire cette relation est de faire le changement de variable t = Ψs(τ), pour τ ∈ ω
dans l’inte´grale de gauche. Cela donne∫
ω
L (Ψs(τ), us(Ψs(τ)), dus(Ψs(τ))) det(dΨs(τ))dτ = Lω[u].
Or, en de´rivant la relation (2), on obtient:
dus(Ψs(τ)).dΨs(τ) = du(τ),
d’ou`
dus(Ψs(τ)) = du(τ).dΨs(τ)
−1.
Donc, en utilisant cette relation et (2), on obtient∫
ω
L
(
Ψs(τ), u(τ), du(τ).dΨs(τ)
−1
)
det(dΨs(τ))dτ = Lω[u]. (3)
Nous pouvons de´duire une version infinite´simale de cette relation, en supposant que s est petit
et en de´veloppant au premier ordre:
Lω[u] =
∫
ω
L (t+ sX(t), u(t), du(t).(1l − sdX(t))) det(1l + sdX(t))dt+ o(s).
Et comme cette relation doit eˆtre valable pour tout ω, ne´cessairement, ∀(t, y, z) ∈ Ω × Rn ×
M(R2,Rn),
L (t+ sX(t), y, z.(1l − sdX(t))) (1 + sdivX(t)) = L(t, y, z) + o(s). (4)
De fac¸on e´quivalente: ∀(t, y, z) ∈ Ω×Rn ×M(R2,Rn),
Xα(t)
∂L
∂tα
(t, y, z)−
∂L
∂ziα
(t, y, z)ziβ
∂Xβ
∂tα
(t) + L(t, y, z)
∂Xα
∂tα
(t) = 0. (5)
La question est de trouver les conditions sur L pour que cette relation soit vraie pour tout
groupe a` un parame`tre d’applications conformes Ψs. En testant (5) avec, comme groupe de
de´formations les translations de R2, engendre´es par les champs de vecteur constants, on obtient
∂L
∂tα
= 0 partout, a` savoir que L ne de´pend pas de t. Ainsi (5) se simplifie en(
∂L
∂ziα
(y, z)ziβ − L(y, z)δ
α
β
)
∂Xβ
∂tα
(t) = 0. (6)
De manie`re ge´ne´rale, chaque Ψs satisfait les e´quations de Cauchy-Riemann ∂t1Ψ
1
s − ∂t2Ψ
2
s =
∂t2Ψ
1
s + ∂t1Ψ
2
s = 0, donc, d’apre`s (1), X est aussi holomorphe, a` savoir,
3
∂t1X
1 − ∂t2X
2 = ∂t2X
1 + ∂t1X
2 = 0.
Et L satisfait (6) pour tout champ de vecteur holomorphe si et seulement si

∂L
∂zi1
(y, z)zi1 +
∂L
∂zi2
(y, z)zi2 = 2L(y, z)
∂L
∂zi1
(y, z)zi2 −
∂L
∂zi2
(y, z)zi1 = 0.
(7)
Nous pouvons exprimer la condition (7) de deux fac¸ons diffe´rentes. Premie`rement, nous
de´finissons le tenseur hamiltonien
Hαβ (t) =
n∑
i=1
∂ui
∂tβ
∂L
∂ziα
(t, u(t), du(t)) − δαβL(t, u(t), du(t)),
ge´ne´ralisant l’hamiltonien ou l’e´nergie totale associe´e a` un proble`me variationnel de dimension
1. Et il est clair que (7) e´quivaut aux relations H11+H
2
2 = H
1
2−H
2
1 = 0, signifiant que le tenseur
hamiltonien est syme´trique et a` trace nulle.
Deuxie`mement, en identifiant l’ensemble des variables {ziα/i = 1, ..., n;α = 1, 2} avec C
n, on
peut de´finir le lagrangien comme une fonction F des variables (y, z) ∈ Rn × Cn en notant
L(u, du) = F (u,
∂u
∂t1
+ i
∂u
∂t2
).
Fixons y ∈ Rn, z = z1 + iz2 ∈ C
n et diffe´rentions la fonction
C −→ R
λ 7−→ F (y, λz)
par rapport a` λ = a+ ib. En utilisant (7), il vient
dF (y, λz) =
(
∂L
∂zi1
(y, λz)zi1 +
∂L
∂zi2
(y, λz)zi2
)
da+
(
∂L
∂zi2
(y, λz)zi1 −
∂L
∂zi1
(y, λz)zi2
)
db
= 2L(y, λz)
ada + bdb
a2 + b2
= F (y, λz)
d|λ|2
|λ|2
.
d’ou` d
dλ
(
|λ|−2F (y, λz)
)
= 0, c’est a` dire |λ|−2F (y, λz) ne de´pend pas de λ. Nous en de´duisons
le re´sultat suivant.
The´ore`me 1 L’action L[u] :=
∫
L(t, u(t), du(t))dt1dt2 est invariante par transformations con-
formes si et seulement si L(t, yj , zjα) = F (yj, z
j
1 + iz
j
2), ou` F : R
n × Cn −→ R satisfait ∀λ ∈ C,
∀y ∈ Rn, ∀z ∈ Cn
F (y, λz) = |λ|2F (y, z). (8)
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2.2 Lois de conservation
L’action L e´tant en particulier invariante par translations, le the´ore`me de Noether permet de
de´duire que le tenseur hamiltonien est a` divergence nulle:
∂Hα
β
∂xα
= 0, pour β = 1, 2. Comme
de plus Hαβ est syme´trique a` trace nulle, nous pouvons reformuler cette loi de conservation en
introduisant la diffe´rentielle de Hopf ge´ne´ralise´e Q := f(dz)2, avec
f =
(
(H11 −H
2
2 )− i(H
1
2 +H
2
1 )
)
=
(
∂L
∂zj1
(u, du)
∂uj
∂t1
−
∂L
∂zj2
(u, du)
∂uj
∂t2
)
− i
(
∂L
∂zj1
(u, du)
∂uj
∂t2
+
∂L
∂zj2
(u, du)
∂uj
∂t1
)
,
et en e´crivant que Q est holomorphe:
∂f
∂z
= 0.
2.3 Un point de vue ge´ome´trique
Nous pouvons aise´ment ge´ne´raliser ce qui pre´ce`de a` des applications a` valeurs dans une varie´te´
N . L’action
∫
L(t, u, ∂1u, ∂2u)dt
1dt2 est invariante par transformation conforme si et seulement
si L(t, u, ∂1u, ∂2u) = F (u, ∂1u + i∂2u), ou` F est cette fois une application de´finie sur le fibre´
tangent complexifie´
TNC = TN ⊗ C = {(y, z)/y ∈ N , z ∈ TyN ⊗ C},
telle que ∀λ ∈ C, F (y, λz) = |λ|2F (y, z).
En imitant la de´finition d’une varie´te´ de Finsler, nous sommes naturellement conduits a`
introduire ce qui suit:
De´finition 1 Une pseudo-varie´te´ C-finslerienne est une varie´te´ diffe´rentielle N munie d’une
application F : TNC −→ R satisfaisant la condition
∀λ ∈ C, F (y, λz) = |λ|2F (y, z).
Une varie´te´ C-finslerienne est une pseudo-varie´te´ C-finslerienne telle que F satisfait les condi-
tions suivantes: F est deux fois diffe´rentiable sur TNC \ (N × {0}) et il existe une constante
c > 0, telle que ∀(y, z) ∈ TNC, ∀v = v1 + iv2 ∈ TyN
C,
∂2F
∂ziα∂z
j
β
(y, z)viαv
j
β ≥ c|v|
2. (9)
Les conse´quences de la “condition d’ellipticite´” (9) seront donne´es plus loin. Si N est une varie´te´
C-finslerienne, pour toute surface de Riemann Σ et pour toute application u : Σ −→ N , nous
pouvons de´finir son “e´nergie”
E [u] =
∫
Σ
F (u, 2∂u)dσ,
ou`, dans toute coordonne´e locale holomorphe t = t1+it2 sur Σ, 2∂u = ∂1u+i∂2u et dσ = dt
1∧dt2.
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Exemple 1 Toute varie´te´ riemannienne N est une varie´te´ C-finslerienne. Si g est le tenseur
me´trique, la fonction F correspondante est juste F (y, z) = 12gij(y)(z
i
1z
j
1 + z
i
2z
j
2). La meˆme
construction a` partir d’une varie´te´ pseudo-riemannienne (telle que gij soit une me´trique de
Minkowski) donne une pseudo varie´te´ C-finslerienne. Enfin si, en plus du tenseur me´trique gij ,
on se donne un tenseur antisyme´trique ωij sur N , on obtient une varie´te´ C-finslerienne avec
F (y, z) = 12
(
gij(y)(z
i
1z
j
1 + z
i
2z
j
2) + ωij(y)(z
i
1z
j
2 − z
i
2z
j
1)
)
.
3 La transforme´e de Legendre
Dans tout ce qui suit, nous supposerons que F est deux fois diffe´rentiable sur TNC \ (N ×{0})
et nous noterons, pour α, β = 1, 2 et i, j = 1, ..., n,
Gβαji (y, z) = G
αβ
ij (y, z) :=
∂2F
∂ziα∂z
j
β
(y, z).
3.1 Hypothe`se de Legendre
Nous aurons besoin dans la suite, de supposer
Hypothe`se de Legendre globale Pour tout y ∈ N et pour tout p = p1 + ip2 ∈ T ⋆yN
C, il
existe un unique z = z1 + iz2 ∈ TyN
C, tel que
∂F
∂zj1
(y, z) + i
∂F
∂zj2
(y, z) = p1j + ip
2
j . (10)
Cette proprie´te´ peut eˆtre montre´e localement, en utilisant le the´ore`me d’inversion locale, si l’on
suppose ce qui suit:
Hypothe`se de Legendre locale Pour tout a = a1 + ia2 ∈ T ⋆yN
C, il existe un unique v =
v1 + iv2 ∈ TyN
C, tel que
Gαβij (y, z)v
j
β = a
α
i . (11)
Mais dans le cas des varie´te´s C-finsleriennes, la condition d’ellipticite´ (9) entraˆıne l’hypothe`se
de Legendre globale (10). En effet, cela implique que, pour tout y ∈ N fixe´, la fonction z 7−→
F (y, z) est strictement convexe, puisqu’alors, pour tout v,w ∈ TyN
C la de´rive´e seconde de
l(s) = F (y, (1 − s)v + xw) est l′′(s) ≥ c|w − v|2. Donc, pour tout p ∈ T ⋆yN
C, une unique
solution a` (10) est obtenue en minimisant z 7−→ F (y, z) − pαi z
i
α. De plus, par homoge´ne´ite´,
F (y, 0) = ∂F
∂z
j
α
(y, 0) = 0 et donc la convexite´ de F entraˆıne F (y, z) ≥ 0, ∀y, z.
3.2 Impulsions ge´ne´ralise´es
Nous notons 2∂F
∂z
: TNC −→ T ⋆NC l’application de´finie par
2
∂F
∂zj
(y, z) :=
∂F
∂zj1
(y, z) + i
∂F
∂zj2
(y, z).
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Ses parties re´elles et imaginaires sont les impulsions ge´ne´ralise´es. Nous faisons ici l’hypothe`se de
Legendre globale. Alors nous de´finissons ψ1(y, p
1, p2) := z1 et ψ2(y, p
1, p2) := z2 comme e´tant
les solutions de l’e´quation (10). Nous notons Ψ : T ⋆NC −→ TNC l’application de´finie par
Ψ(y, p1 + ip2) := ψ1(y, p
1, p2) + iψ2(y, p
1, p2).
Donc Ψ est l’application inverse de 2∂F
∂z
.
Lemme 1 Les applications ∂F
∂z
et Ψ satisfont les relations suivantes:
∀(y, z) ∈ TNC, ∀λ ∈ C,
∂F
∂z
(y, λz) = λ
∂F
∂z
(y, z), (12)
∀(y, p) ∈ T ⋆NC, ∀λ ∈ C,
Ψ(y, λp) = λΨ(y, p). (13)
Preuve Montrons d’abord (12). Fixons λ ∈ C et de´rivons la relation (8) par rapport a` zj. Il
vient:
λ
∂F
∂zj
(y, λz) =
∂F (y, λz)
∂zj
= |λ|2
∂F
∂zj
(y, z).
En simplifiant par λ, cela donne (12). A pre´sent, puisque Ψ est l’inverse de 2∂F
∂z
, on a, notant
z = Ψ(y, p),
Ψ(y, λp) = Ψ(y, λ2
∂F
∂z
(y, z)) = Ψ(y, 2
∂F
∂z
(y, λz)) = λz = λΨ(y, p),
ce qui donne (13). CQFD.
4 Ge´ome´trie C-finslerienne
La ge´ome´trie finslerienne est obtenue en de´finissant une fonction F sur le fibre´ tangent TN , a`
valeurs dans les re´els positifs, qui est homoge`ne de degre´ 1, c’est a` dire F (y, λv) = |λ|F (y, v),
pour tout (y, v) ∈ TN et tout λ ∈ R. Elle consiste en une vision ge´ome´trique des proble`mes
variationnels a` une variable invariants par les diffe´omorphismes de R (cf [Ch]). La ge´ome´trie
C-finslerienne, que nous allons de´crire plus bas, mode´lise de fac¸on ge´ome´trique les proble`mes
variationnels a` deux variables invariants par transformation conforme et se pre´sente comme
une version complexe de le ge´ome´trie finslerienne. Par exemple, une belle construction de la
ge´ome´trie finslerienne consiste a` de´finir sur le fibre´ tangent TN un tenseur me´trique (un produit
scalaire sur chaque TyN ) gij(y, v) =
1
2(∂
2/∂vi∂vj)F 2(y, v). Ce produit scalaire est homoge`ne de
degre´ ze´ro, c’est a` dire gij(y, λv) = λgij(y, v). Cela signifie qu’il est de´fini sur le fibre´ projectif
tangent PTN . On fabrique ainsi une me´trique sur chaque fibre du fibre´ PF1, dont la varie´te´
base est PTN et la fibre en un point (y,Rv) est TyN . Dans ce qui suit, nous pre´sentons une
construction similaire en ge´ome´trie C-finslerienne.
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4.1 Tenseurs me´triques
Nous diffe´rentions la relation (12) une fois de plus, par rapport aux variables z. Introduisons la
notation
∂
∂zk
=
1
2
(
∂
∂zk1
− i
∂
∂zk2
)
,
et appliquons cet ope´rateur a` (12), Il vient
λ
∂2F
∂zj∂zk
(y, λz) = λ
∂2F
∂zj∂zk
(y, z).
En simplifiant par λ et en identifiant les parties re´elles et imaginaires, nous trouvons
G11jk(y, λz) +G
22
jk(y, λz) = G
11
jk(y, z) +G
22
jk(y, z)
G12jk(y, λz) −G
21
jk(y, λz) = G
12
jk(y, z) −G
21
jk(y, z).
(14)
Nous sommes ainsi conduits a` poser
gjk(y, z) =
1
2
(
G11jk(y, z) +G
22
jk(y, z)
)
ωjk(y, z) =
1
2
(
G12jk(y, z)−G
21
jk(y, z)
)
.
(15)
Il est imme´diat que gjk est syme´trique, ωjk est antisyme´trique et que l’on a gjk(y, z)v
jvk ≥ c|v|2.
A partir de gjk et de ωjk, on peut former le tenseur hjk := gjk−iωjk, qui satisfait hkj = hjk, c’est
a` dire, qui est hermitien. Notons F le fibre´ image inverse de TN par la fibration TNC −→ N .
Nous avons obtenu le re´sultat suivant.
Lemme 2 et de´finition Les tenseurs g et ω donne´s par (15) de´finissent une “me´trique her-
mitienne”
hjk = gjk − iωjk = 2
∂2F
∂zj∂zk
sur F .
Cette me´trique est homoge`ne complexe de degre´ ze´ro sur chaque TyN
C. En d’autres termes,
nous introduisons PTNC, le fibre´ dont la fibre en y est l’espace projectif complexe PTyN
C (le
quotient de TNC par C). Nous notons PF le fibre´ image inverse de TN par la projection
PTNC −→ N . Alors le tenseur h de´finit une me´trique hermitienne sur PF .
Nous allons a` pre´sent voir qu’il existe des relations entre les “vitesses ge´ne´ralise´es” z ∈ TyN
C ,
les impulsions ge´ne´ralise´es p ∈ T ⋆yN
C et la me´trique hermitienne g − iω similaires a` celles de la
ge´ome´trie riemannienne. Repartons de (7), que nous pouvons re´e´crire sous la forme
1
2
pjz
j =
∂F
∂zj
(y, z)zj = F (y, z). (16)
De´rivons (16) par rapport a` zk:
∂2F
∂zj∂zk
(y, z)zj =
∂F
∂zk
(y, z).
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Remarquant que ∂
2F
∂zj∂zk
= 12(gjk + iωjk), nous en de´duisons
(gjk + iωjk)(z
j
1 + iz
j
2) = 2
∂F
∂zk
(y, z) = (p1k + ip
2
k). (17)
Enfin, utilisant (16) et (17), on obtient:
F (y, z) = 12
(
p1k − ip
2
k
) (
zk1 + iz
k
2
)
= 12 (gjk − iωjk) (y, z)
(
zj1 − iz
j
2
) (
zk1 + iz
k
2
)
= 12 (gjk − iωjk) (y, z)
(
(zj1z
k
1 + z
j
2z
k
2 ) + i(z
j
1z
k
2 − z
j
2z
k
1 )
)
= 12
(
gjk(y, z)
(
zj1z
k
1 + z
j
2z
k
2
)
+ ωjk(y, z)
(
zj1z
k
2 − z
j
2z
k
1
))
.
(18)
Remarque 1 On a aussi F (y, z) = 12hjk(y, z)z
jzk.
Il est maintenant possible de reformuler l’action d’une application u : Σ −→ N de la fac¸on
suivante. Nous supposons que ∂u(t) := 12
(
∂u
∂t1
+ i ∂u
∂t2
)
ne s’annule nulle part. Nous de´finissons
l’unique rele`vement Pu : Σ −→ PTNC de u qui soit horizontal, c’est a` dire:
∀t ∈ Σ, Pu(t) = (u(t),C∂u(t)), (19)
ou` C∂u(t) est la droite complexe dans Tu(t)N
C engendre´e par ∂u(t). Alors
Lemme 3 L’action de u : Σ −→ N est e´gale a` l’inte´grale
E [u] =
∫
Σ
1
2
gjk(Pu)(∂1u
j∂1u
k + ∂2u
j∂2u
k)dt1 ∧ dt2 +
1
2
ωjk(Pu)du
j ∧ duk.
Dans cette dernie`re formule, l’action apparaˆıt comme la somme d’une inte´grale de Dirichlet et
d’une inte´grale
∫
Σ Pu
⋆ω, ou` ω = 12ωjk(y,Cz)dy
j ∧ dyk. Bien e´videmment, Il faut faire attention
que tout cela n’est valable que lorsque la condition d’horizontalite´ (19) sur Pu est ve´rifie´e.
4.2 Equation d’Euler-Lagrange
Ecrivons les e´quations ve´rifie´es par les points critiques dans notre formalisme. Nous partons de
∂
∂tα
(
∂F
∂zjα
(u, 2∂u)
)
=
∂F
∂yj
(u, 2∂u),
qui donne en de´veloppant:
∂2F
∂zjα∂zkβ
∂2uk
∂tα∂tβ
+
∂2F
∂zjα∂yk
∂uk
∂tα
−
∂F
∂yj
= 0. (20)
Pour interpre´ter cette relation, nous de´rivons les relations (17) et (18) par rapport y. Pour (18)
ou F (y, z) = 12hkl(y, z)z
kzl, on obtient:
∂F
∂yj
=
1
2
∂hkl
∂yj
zkzl. (21)
Et pour (17) ou 2 ∂F
∂zj
= hjlz
l,
9
2
∂2F
∂zj∂yk
=
∂hjl
∂yk
zl,
relation qui entrane, notant zk = ∂u
k
∂t1
+ i∂u
k
∂t2
,
∂2F
∂zjα∂yk
∂uk
∂tα
= 2Re
(
∂2F
∂zj∂yk
zk
)
= Re
(
∂hjl
∂yk
zlzk
)
=
1
2
∂hjl
∂yk
zlzk +
1
2
∂hlj
∂yk
zlzk. (22)
Donc, utilisant (21) et (22), on obtient
∂2F
∂zjα∂yk
∂uk
∂tα
−
∂F
∂yj
=
1
2
[
∂hjl
∂yk
zlzk +
∂hlj
∂yk
zlzk −
∂hkl
∂yj
zkzl
]
=
1
2
[
∂gjl
∂yk
+
∂gkj
∂yl
−
∂gkl
∂yj
]
(zk1 z
l
1 + z
k
2z
l
2)
+
1
2
[
∂ωjl
∂yk
+
∂ωkj
∂yl
+
∂ωlk
∂yj
]
(zk1z
l
2 − z
k
2z
l
1).
(23)
Nous en de´duisons que l’e´quation (20) peut s’e´crire
gjmGαβjk
∂2uk
∂tα∂tβ
+ Γmkl(z
k
1z
l
1 + z
k
2z
l
2)−
1
2
gjm(dω)jkl(z
k
1z
l
2 − z
k
2z
l
1) = 0, (24)
o
Γmkl =
1
2
gjm
(
∂gjl
∂yk
+
∂gkj
∂yl
−
∂gkl
∂yj
)
et
(dω)jlk =
∂ωjl
∂yk
+
∂ωkj
∂yl
+
∂ωlk
∂yj
.
Enfin, il est possible d’expliciter diffe´remment le terme d’ordre 2 dans l’e´quation d’Euler-
Lagrange, en introduisant les tenseurs syme´triques ajk et bjk donne´s par
ajk − ibjk :=
1
2
(
G11jk −G
22
jk
)
−
i
2
(
G12jk +G
21
jk
)
= 2
∂2F
∂zj∂zk
, (25)
tels que
G11jk = gjk + ajk, G
12
jk = ωjk + bjk, G
21
jk = −ωjk + bjk, G
22
jk = gjk − ajk.
En effet, on a alors
gjmGαβjk
∂2uk
∂tα∂tβ
= ∆um + gjmajk(∂
2
1 − ∂
2
2)u
k + 2gjmbjk∂1∂2u
k,
o ∂1 =
∂
∂t1
, ∂2 =
∂
∂t2
. Donc l’e´quation d’Euler est dans ces notations
∆um+gjmajk(∂
2
1−∂
2
2)u
k+2gjmbjk∂1∂2u
k+Γmkl(z
k
1z
l
1+z
k
2z
l
2)−
1
2
gjm(dω)jkl(z
k
1 z
l
2−z
k
2z
l
1) = 0. (26)
Cette e´quation serait identique l’e´quation d’une application harmonique valeurs dans N
munie de la me´trique gjk, en pre´sence d’une forme ωjk, si les termes en ajk et bjk e´taient nuls.
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Lemme 4 Les tenseurs ajk et bjk sont nuls si et seulement si F (y, z) =
1
2hjk(y)z
jzk.
Preuve D’apre`s (25), ajk = bjk = 0 si et seulement si
∂2F
∂zj∂zk
= 0. Comme F est re´el,
cette relation entraˆıne aussi ∂
2F
∂zj∂zk
= 0 et donc ne´cessairement F est de la forme F (y, z, z) =∑n
j=1Aj(y, z)z
j + A0(y, z) =
∑n
j=1Bj(y, z)z
j + B0(y, z). De plus, F doit eˆtre homoge`ne de
degre´ 2 en zjα, et donc F (y, z) =
1
2ηjk(y)z
jzk, ou` ηjk est un tenseur hermitien. Les relations (15)
permettent alors de conclure que ηjk = hjk
1. CQFD.
5 Approches hamiltoniennes
Dans le formalisme hamiltonien classique pour des proble`mes variationnels a` une variable, lorsque
l’hypothe`se de Legendre est satisfaite, on remplace les variables t ∈ R et (y, z) ∈ TN par
t ∈ R et (y, p) ∈ T ⋆N . L’e´quivalence entre les deux syste`mes de coordonne´es repose sur le
fait que pi =
∂L
∂zi
(y, z) est un diffe´omorphisme entre TN et T ⋆N . On de´finit l’hamiltonien sur
R×T ⋆N par H(t, y, ∂L
∂z
(t, y, z)) = ∂L
∂zi
(t, y, z)zi−L(t, z, y). Alors H joue deux roˆles: d’une part,
lorsque le proble`me est inde´pendant du temps, il est une quantite´ conserve´e, d’autre part, il
dicte la dynamique du proble`me par les e´quations de Hamilton. On peut meˆme adopter une
description plus syme´trique en espace et en temps en conside´rant sur T ⋆ (R×N ) l’hamiltonien
Hˆ(t, y1, ..., yn, p0, p1, ..., pn) = H(t, y, p) + p0. Une fac¸on d’obtenir les e´quations de Hamilton est
d’e´crire que la trajectoire γ(t) = (t, y1(t), ..., yn(t), p0(t), p1(t), ..., pn(t)) est un point critique de
la fonctionnelle
A =
∫
I
pi(t)dy
i(t)−H(t, y(t), p(t))dt
ou encore de
A =
∫
I
pidy
i + p0dt,
avec la contrainte Hˆ(t, y, p0, p) = 0. Dans le cas de cette dernie`re formulation, c’est la contrainte
qui dicte la dynamique.
L’ide´al serait de pouvoir faire de meˆme pour le calcul des variations a` plusieurs variables.
Malheureusement les choses ne marchent pas aussi bien. Des constructions partiellement sat-
isfaisantes existent. Nous en pre´sentons deux ici, la the´orie de Weyl et celle de Carathe´odory.
Mais il y en a en re´alite´ une infinite´ (the´ories de de Donder, de Boerner...). De plus, les deux
roˆles joue´s par l’hamiltonien pour les proble`mes a` une variable sont en ge´ne´ral re´partis entre
deux objets diffe´rents: un hamiltonien scalaire, dont le roˆle est dynamique et un hamiltonien
tensoriel (le tenseur e´nergie-impulsion), qui contient les quantite´s conserve´es. Dans la suite, nous
exposerons les the´ories de Weyl et de Carathe´odory de fac¸on succincte et axiomatique. Pour une
1Remarquons que, bien que ajk et bjk soient non nuls en ge´ne´ral, on a toujours (ajk − ibjk) z
j = 0. En effet,
en de´rivant (16) par rapport a` zk, on obtient
∂2F
∂zj∂zk
(y, z)zj +
∂F
∂zk
(y, z) =
∂F
∂zk
(y, z),
d’ou`, en simplifiant ∂
2F
∂zj∂zk
(y, z)zj = 0, qui donne cette relation d’aprs (25)
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pre´sentation plus approfondie et les liens avec la the´orie d’Hamilton-Jacobi, nous recommandons
de lire l’ouvrage de H. Rund [Ru] 2.
5.1 The´orie de Weyl
Nous avons juste besoin ici de la condition de Legendre globale. Comme nous l’avons vu au
paragraphe 3.2, cela garantit l’existence d’une application inverse de z 7→ ∂F
∂z
j
α
(y, z), que nous
avons note´e Ψ = ψ1 + iψ2. Nous de´finissons alors l’hamiltonien de Weyl H : T
⋆NC −→ R par
H(y, p) := pαj ψ
j
α(y, p)− F (y,Ψ(y, p)) . (27)
Un calcul direct donne
∂H
∂pαj
(y, p) = ψjα(y, p) (28)
et
∂H
∂uj
(y, p) = −
∂F
∂uj
(y,Ψ(y, p)) . (29)
Nous remarquons qu’en substituant pαj =
∂F
∂z
j
α
(y, z), avec z = Ψ(p) dans (27), nous obtenons
H
(
y,
∂F
∂z
(y, z)
)
=
∂F
∂zjα
(y, z)zjα − F (y, z) = F (y, z),
en vertu de (7). Et donc
H(y, p) = F (y,Ψ(y, p)). (30)
Graˆce a` cette identite´, nous de´duisons imme´diatement de l’hypothe`se (8) et du Lemme 1 que
∀(y, p) ∈ T ⋆NC, ∀λ ∈ C, H(y, λp) = |λ|2H(y, p).
Egalement, en utilisant les relations (17) et (18), on obtient que H(y, p) = 12η
jk(y, p)pjpk, ou`
ηjk(y, p) est de´fini par ηjk(y, p)hkl(y, z) = δ
j
l .
De plus, le syste`me d’e´quations d’Euler-Lagrange ∂
∂tα
(
∂L
∂z
j
α
(u, du)
)
= ∂L
∂yj
(u, du) peut eˆtre
transforme´ en y ajoutant les relations (28), reliant ∂u
j
∂tα
a` pαj . En utilisant aussi (29), cela donne
les e´quations de Hamilton ge´ne´ralise´es, comme suit


∂uj
∂tα
=
∂H
∂pαj
(u, p)
∂p1j
∂t1
+
∂p2j
∂t2
= −
∂H
∂yj
(u, p).
(31)
Nous remarquons que les premie`res relations entraˆınent aussi les relations de compatibilite´
∂
∂t1
(
∂H
∂p2j
(u, p)
)
−
∂
∂t2
(
∂H
∂p1j
(u, p)
)
= 0.
De plus, pour un ouvert Ω ⊂ C, (u, p) : Ω −→ TNC est solution de (31) si et seulement si
son graphe Γ = {(t, u(t), p(t)) ⊂ Ω× T ⋆NC/t ∈ Ω} est un point critique de
2voir e´galement dans ce livre les re´fe´rences bibliographiques des auteurs suivants: E. T. Davies, A. Kawaguchi,
A. Kawaguchi et Y. Katsurada, A. Kawaguchi et K. Tandai, L. Berwald
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∫
Γ
p1jdu
j ∧ dt2 + p2jdt
1 ∧ duj −H(t, u, p)dt1 ∧ dt2.
5.2 The´orie de Carathe´odory-Rund
Dans ce qui suit, nous reprenons et de´veloppons le formalisme canonique construit par H. Rund
[Ru], [Ru1], dans le but d’interpre´ter les e´quations d’Hamilton-Jacobi de Carathe´odory (voir le
paragraphe 5.3). L’ide´e est d’utiliser comme variables d’impulsion des quantite´s ǫαβ et π
α
j , pour
α, β = 1, 2 et j = 1, ..., n, telles que
F (y, z) + w =
∣∣∣∣∣ π
1
j z
j
1 + ǫ
1
1 π
1
kz
k
2 + ǫ
1
2
π2j z
j
1 + ǫ
2
1 π
2
kz
k
2 + ǫ
2
2
∣∣∣∣∣ , (32)
et qu’il existe une matrice 2× 2 inversible T , telle que
π = T
∂F
∂z
et ǫ = wT − TH, (33)
avec
π =
(
π11 . . . π
1
n
π21 . . . π
2
n
)
, ǫ =
(
ǫ11 ǫ
1
2
ǫ21 ǫ
2
2
)
,
et
∂F
∂z
=
(
∂F
∂z1
1
. . . ∂F
∂zn
1
∂F
∂z1
2
. . . ∂F
∂zn
2
)
,H =
(
H11 H
2
1
H12 H
2
2
)
.
Ici, w est un parame`tre re´el (qui n’apparaˆıt pas dans [Ru]), dont le roˆle sera e´clairci plus tard.
Remarquons que si l’on note
Z =


z11 z
1
2
...
...
zn1 z
n
2

 ,
on a H = ∂F
∂z
Z − F1l2 et donc (32) entraˆıne que
F (y, z) + w = det(πZ + ǫ) = det
(
T
∂F
∂z
Z + wT − TH
)
= det((F + w)T ) = (F + w)2 detT.
Nous en de´duisons que si F (y, z) + w 6= 0,
(F (y, z) + w) detT = 1. (34)
Re´ciproquement, il est imme´diat que pour tout T qui satisfait (34), si ǫ et π sont de´finis par
(33), alors (32) est ve´rifie´. En excluant le cas F (y, z) + w = 0, on en de´duit qu’e´tant donne´ w,
a` tout z, on peut associer un couple (ǫ, π) satisfaisant (32) et (33). Cette solution (ǫ, π) n’est
pas unique, puisque l’on peut changer T en gT (ce qui revient a` changer (ǫ, π) en (gǫ, gπ)), pour
tout g ∈ SL(2,R). Donc, dans les variables (ǫ, π), l’ensemble des quantite´s “observables” 3 est
invariant par le groupe de jauge SL(2,R).
3c’est a` dire les fonctions de (y, z)
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5.2.1 Correspondance de Legendre-Carathe´odory
Nous allons ve´rifier que l’on peut remplacer les variables (y, z, w) par (y, ǫ, π). Dans ce qui suit,
nous supposerons que F (y, z) + w 6= 0. Ce qui pre´ce`de montre qu’e´tant donne´ z, w, l’on peut
toujours trouver (ǫ, π) tels que (32) et (33) aient lieu. La re´ciproque est un peu plus de´licate.
Commenc¸ons par caracte´riser T en fonction de z, ǫ et π.
Lemme 5 Si T est solution de (32) et (33), alors
T =
πZ + ǫ
det(πZ + ǫ)
,
ou, de fac¸on e´quivalente, T−1 est la comatrice de πZ + ǫ, c’est a` dire,
T−1 =
(
π2kz
k
2 + ǫ
2
2 −(π
1
kz
k
2 + ǫ
1
2)
−(π2j z
j
1 + ǫ
2
1) π
1
j z
j
1 + ǫ
1
1
)
:= P =
(
P 11 P
1
2
P 21 P
2
2
)
. (35)
Preuve A partir de la relation F1l2 =
∂F
∂z
Z −H, nous obtenons
(F (y, z) + w)T = T
∂F
∂z
Z − TH + wT = πZ + ǫ,
d’ou`, utilisant (34), T
detT
= πZ + ǫ. Cela implique (detT )−1 = det(πZ + ǫ), donc T = πZ+ǫdet(πZ+ǫ) .
La relation (35) s’ensuit. CQFD.
A pre´sent, pour trouver z en fonction de ǫ et π, il suffit de re´soudre (33) en y substituant T
selon (35), c’est a` dire re´soudre le syste`me
∂F
∂zj1
(y, z) =
∣∣∣∣ π1j π1kzk2 + ǫ12π2j π2kzk2 + ǫ22
∣∣∣∣ , ∂F∂zk2 (y, z) =
∣∣∣∣∣ π
1
j z
j
1 + ǫ
1
1 π
1
k
π2j z
j
1 + ǫ
2
1 π
2
k
∣∣∣∣∣ , (36)
H12 (y, z) = −
∣∣∣∣ ǫ12 π1kzk2 + ǫ12ǫ22 π2kzk2 + ǫ22
∣∣∣∣ =
∣∣∣∣∣ π
1
j z
j
2 π
1
kz
k
2 + ǫ
1
2
π2j z
j
2 π
2
kz
k
2 + ǫ
2
2
∣∣∣∣∣ ,
H21 (y, z) = −
∣∣∣∣∣ π
1
j z
j
1 + ǫ
1
1 ǫ
1
1
π2j z
j
1 + ǫ
2
1 ǫ
2
1
∣∣∣∣∣ =
∣∣∣∣∣ π
1
j z
j
1 + ǫ
1
1 π
1
kz
k
1
π2j z
j
1 + ǫ
2
1 π
2
kz
k
1
∣∣∣∣∣ .
(37)
et
H11 (y, z) = w −
∣∣∣∣ ǫ11 π1kzk2 + ǫ12ǫ21 π2kzk2 + ǫ22
∣∣∣∣ , H22 (y, z) = w −
∣∣∣∣∣ π
1
j z
j
1 + ǫ
1
1 ǫ
1
2
π2j z
j
1 + ǫ
2
1 ǫ
2
2
∣∣∣∣∣ . (38)
Nous allons voir que,
• sous des hypothe`ses ge´ne´riques sur ǫ et π, le syste`me (36) admet une unique solution z
• on peut ve´rifier qu’alors z est automatiquement solution de (37)
• enfin, il existe un unique w tel que z et w soient solutions de (38).
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Auparavant, nous remarquons sur (36), (37) et (38) que z et w ne de´pendent que des coeffi-
cients
Aj,k :=
∣∣∣∣ π1j π1kπ2j π2k
∣∣∣∣ , Aj,n+2 :=
∣∣∣∣ π1j ǫ12π2j ǫ22
∣∣∣∣ , An+1,k :=
∣∣∣∣ ǫ11 π1kǫ21 π2k
∣∣∣∣ et An+1,n+2 :=
∣∣∣∣ ǫ11 ǫ12ǫ11 ǫ22
∣∣∣∣ ,
quantite´s invariantes par un changement de (ǫ, π) en (gǫ, gπ), pour g ∈ SL(2,R). C’est pourquoi
nous adopterons plutoˆt ces notations ((Ajk)1≤j,k≤n+2 formant une matrice antisyme´trique (n+
2)× (n+ 2)) et les e´quations (36), (37), (38) se re´e´crivent respectivement
∂F
∂zj1
(y, z) = Aj,kz
k
2 +Aj,n+2,
∂F
∂zk2
(y, z) = Aj,kz
j
1 +An+1,k, (39)
H12 (y, z) = Aj,n+2z
j
2, H
2
1 (y, z) = An+1,kz
k
1 (40)
et
H11 (y, z) = w −
(
An+1,kz
k
2 +An+1,n+2
)
, H22 (y, z) = w −
(
Aj,n+2z
j
1 +An+1,n+2
)
. (41)
Re´solution de (39). Nous conside´rons la fonctionnelle
W (y, z, ǫ, π) :=
∣∣∣∣∣ π
1
j z
j
1 + ǫ
1
1 π
1
kz
k
2 + ǫ
1
2
π2j z
j
1 + ǫ
2
1 π
2
kz
k
2 + ǫ
2
2
∣∣∣∣∣− F (y, z)
ou
W (y, z,A) :=

 n∑
j,k=1
Aj,kz
j
1z
k
2 +
n∑
j=1
Aj,n+2z
j
1 +
n∑
k=1
An+1,kz
k
2 +An+1,n+2

− F (y, z).
Toute solution z de (39) est obtenue en fixant A := (Ajk)1≤j,k≤n+2 et en extre´misant z 7−→
W (y, z,A). En effet, il est imme´diat que l’e´quation d’Euler-Lagrange pour ce proble`me varia-
tionnel est exactement (39). Tout consiste donc a` savoir si ce proble`me variationnel a une unique
solution ou non. En ge´ne´ral, cela sera vrai pour A variant dans un domaine ouvert. Si tel est le
cas, nous noterons
Z : (y, ǫ, π) ou (y,A) 7−→ z,
l’application qui, a` (y,A), associe la solution z de (39).
Ve´rification de (40). Si z = Z(y,A), il vient, en utilisant la de´finition de H et (39),
H12 (y, z) =
∂F
∂zj1
(y, z)zj2 = Aj,kz
j
2z
k
2 +Aj,n+2z
j
2 = Aj,n+2z
j
2,
qui co¨ıncide avec la premie`re identite´ de (40). On ve´rifie de meˆme l’identite´ pour H21 .
Ve´rification de (41) et de´termination de w. Nous choisissons
w =W (y,Z(y,A), A). (42)
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En utilisant (39) et (42), nous avons, notant z = Z(y,A),
H11 (y, z) =
∂F
∂zj1
(y, z)zj1 − F (y, z) = Aj,kz
j
1z
k
2 +Aj,n+2z
j
1 − F (y, z)
=
(
Aj,kz
j
1z
k
2 +Aj,n+2z
j
1 +An+1,kz
k
2 +An+1,n+2 − F (y, z)
)
−An+1,kz
k
2 −An+1,n+2
= w −An+1,kz
k
2 −An+1,n+2
et
H22 (y, z) =
∂F
∂zk2
(y, z)zk2 − F (y, z) = Aj,kz
j
1z
k
2 +An+2,kz
k
2 − F (y, z)
=
(
Aj,kz
j
1z
k
2 +Aj,n+2z
j
1 +An+1,kz
k
2 +An+1,n+2 − F (y, z)
)
−Aj,n+2z
j
1 −An+1,n+2
= w −Aj,n+2z
j
1 −An+1,n+2.
Et nous obtenons ainsi (41).
5.2.2 Equations de Hamilton
Supposant que l’e´quation ∂W
∂z
(y, z, ǫ, π) = 0 a une unique solution z = Z(y, ǫ, π), nous de´finissons
l’hamiltonien H par
H : (y, ǫ, π) 7−→W (y,Z(y, ǫ, π), ǫ, π).
(H(y, ǫ, π) est aussi e´gal a` w, solution de (41)). Remarquons que nous avons les relations
suivantes
∂H
∂yj
(y, ǫ, π) =
∂W
∂yj
(y,Z(y, ǫ, π), ǫ, π) +
∂W
∂zkα
(y,Z(y, ǫ, π), ǫ, π)
∂Zkα
∂yj
(y, ǫ, π)
=
∂W
∂yj
(y,Z(y, ǫ, π), ǫ, π) = −
∂F
∂yj
(y,Z(y, ǫ, π)),
(43)
et en notant(
P11 P
1
2
P21 P
2
2
)
(y, ǫ, π) =
(
π2kZ
k
2 (y, ǫ, π) + ǫ
2
2 −(π
1
kZ
k
2 (y, ǫ, π) + ǫ
1
2)
−(π2jZ
j
1(y, ǫ, π) + ǫ
2
1) π
1
jZ
j
1(y, ǫ, π)1 + ǫ
1
1
)
, (44)
(remarquer qu’alorsW (y, z, π, ǫ) = P1α(y, ǫ, π)
(
παj z
j
1 + ǫ
α
1
)
−F (y, z) = P2α(y, ǫ, π)
(
παj z
j
2 + ǫ
α
2
)
−
F (y, z))
∂H
∂παj
(y, ǫ, π) =
∂W
∂παj
(y,Z(y, ǫ, π), ǫ, π) +
∂W
∂zkβ
(y,Z(y, ǫ, π), ǫ, π)
∂Zkβ
∂παj
(y, ǫ, π)
=
∂W
∂παj
(y,Z(y, π, ǫ), ǫ, π) = Pβα(y, ǫ, π)Z
j
β(y, ǫ, π),
(45)
∂H
∂ǫαβ
(y, ǫ, π) =
∂W
∂ǫαβ
(y,Z(y, ǫ, π), ǫ, π) +
∂W
∂zkγ
(y,Z(y, ǫ, π), ǫ, π)
∂Zkγ
∂ǫαβ
(y, ǫ, π)
=
∂W
∂ǫαβ
(y,Z(y, ǫ, π), ǫ, π) = Pβα(y, ǫ, π).
(46)
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A pre´sent, nous conside´rons la fonctionnelle suivante. A toute application (u, ǫ, π) de´finie sur
un ouvert Ω de C, nous associons son graphe Σ := {(t, u(t), ǫ(t), π(t))/t ∈ Ω} et nous posons
AH(u, ǫ, π) =
∫
Σ
(
π1j du
j + ǫ1αdt
α
)
∧
(
π2kdu
k + ǫ2βdt
β
)
−H(u, ǫ, π)dt1 ∧ dt2
=
∫
Ω
(∣∣∣∣∣ π
1
j (t)
∂uj
∂t1
(t) + ǫ11(t) π
1
k(t)
∂uk
∂t2
(t) + ǫ12(t)
π2j (t)
∂uj
∂t1
(t) + ǫ21(t) π
2
k(t)
∂uk
∂t2
(t) + ǫ22(t)
∣∣∣∣∣−H(u(t), ǫ(t), π(t))
)
dt1 ∧ dt2.
Ecrivons les e´quations satisfaites par les points critiques de cette fonctionnelle. Pour cela,
nous noterons(
Pˆ 11 (t) Pˆ
1
2 (t)
Pˆ 21 (t) Pˆ
2
2 (t)
)
=
(
π2k(t)
∂uk
∂t2
(t) + ǫ22(t) −(π
1
k(t)
∂uk
∂t2
(t) + ǫ12(t))
−(π2j (t)
∂uj
∂t1
(t) + ǫ21(t)) π
1
j (t)
∂uj
∂t1
(t) + ǫ11(t)
)
, (47)
Variations par rapport a` u:
∂
(
Pˆαβ π
β
j
)
∂tα
= −
∂H
∂yj
. (48)
Variations par rapport a` π:
Pˆ βα
∂uj
∂tβ
=
∂H
∂παj
. (49)
Variations par rapport a` ǫ:
Pˆ βα =
∂H
∂ǫαβ
. (50)
En comparant (45) avec (49) et (46) avec (50), on obtient respectivement Pβα(y, ǫ, π)Z
j
β(y, ǫ, π) =
Pˆ βα
∂uj
∂tβ
et Pβα(y, ǫ, π) = Pˆ
β
α . De ces deux e´quations, il vient aise´ment
∂uk
∂tα
= Zkα(u(t), ǫ(t), π(t)).
Cela entraˆıne que Pˆαβ π
β
j =
∂F
∂z
j
α
. En reportant cela dans (48) et en utilisant (43), on retrouve que
u est solution de l’e´quation d’Euler-Lagrange (20).
Nous pouvons aussi e´crire que l’action est stationnaire sous l’effet de variations de t, vue
comme variable inde´pendante (il faut penserAH comme l’inte´grale d’une 2-forme sur une surface
plonge´e dans l’espace des coordonne´es (t, y, ǫ, π)). Par exemple,
0 = δAH(δt
1) =
∫
Σ
δt1d
(
ǫ21(π
1
j du
j + ǫ1αdt
α)− ǫ11(π
2
kdu
k + ǫ2βdt
β) +Hdt2
)
.
En calculant, on obtient
∂
∂tα
(
H(u(t), ǫ(t), π(t))δαβ − Pˆ
α
γ (t)ǫ
γ
β(t)
)
= 0. (51)
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Cette e´quation exprime la conservation du tenseur e´nergie-impulsion
∂Hα
β
∂tα
= 0, en vertu de (38).
Le syste`me d’e´quations (48), (49), (50) et (51) constitue un analogue des e´quations classiques
de Hamilton, (t, y) e´tant les variables de temps et d’espace et (ǫ, π) celles d’e´nergie et d’impulsion.
Une forme diffe´rente est obtenue si, exploˆıtant l’invariance par transformation de jauge, l’on
choisit (ǫ, π) tels que
∂Pˆαβ
∂tα
= 0. (52)
Pour voir cela, notons φα := παj du
j + ǫαβdt
β et supposons que φ1 ∧ φ2 6= 0. Alors, d’apre`s un
the´ore`me de J. Moser [Mo] il existe des coordonne´es sur Ω qui trivialisent la forme symplectique
φ1 ∧ φ2, c’est a` dire deux fonctions f1, f2 : Ω −→ R telles que φ1 ∧ φ2 = df1 ∧ df2. Soit
g : Ω −→ SL(2,R) l’unique fonction telle que d
(
f1
f2
)
= g
(
φ1
φ2
)
. En remplac¸ant (ǫ, π) par
(ǫ˜, π˜) := (gǫ, gπ), on obtient des variables de´crivant le meˆme proble`me lagrangien, mais telles
que dφ˜1 = dφ˜2 = 0, ce qui e´quivaut a` (52).
Dans un tel choix de coordonne´es , les e´quations (48), (49), (50) et (51) donnent
∂
(
Pˆ βγ (t)ǫ
γ
α(t)−H(u(t), ǫ(t), π(t))δ
β
α
)
∂tβ
= 0,
∂
(
Pˆ βα (t)παj (t)
)
∂tβ
= −
∂H
∂yj
∂
(
Pˆ βα (t)tγ
)
∂tβ
=
∂H
∂ǫαγ
,
∂
(
Pˆ βα (t)uj(t)
)
∂tβ
=
∂H
∂παj
(53)
5.2.3 Formulation avec contrainte
Le parame`tre w, introduit initialement pour construire la correspondance de Legendre-Carathe´odory
ne joue aucun roˆle dans la dynamique. Nous pouvons imposer que w soit e´gal a` une constante
arbitraire C et restreindre la correspondance a` {(y, z, C)/(y, z) ∈ TNC}. L’image de cette
correspondance est alors l’hypersurface
HC := {(y, ǫ, π)/H(y, ǫ, π) = C}.
Le proble`me variationnel est alors simplement obtenu en travaillant dans l’ensemble des surfaces
Σ = {(t, u(t), ǫ(t), π(t))/t ∈ Ω} plonge´es dans Ω×HC avec la fonctionnelle
A(u, ǫ, π) =
∫
Σ
(
π1jdu
j + ǫ1αdt
α
)
∧
(
π2kdu
k + ǫ2βdt
β
)
.
Les points critiques de A sous la contrainte Σ ⊂ Ω×HC satisfont aux e´quations suivantes (avec
la notation (47))
∂
(
Pˆ βγ (t)ǫ
γ
α(t)
)
∂tβ
= 0,
∂
(
Pˆ βα (t)παj (t)
)
∂tβ
= −µ
∂H
∂yj
Pˆ βα (t)
∂tγ
∂tβ
= µ
∂H
∂ǫαγ
, Pˆ βα (t)
∂uj(t)
∂tβ
= µ
∂H
∂παj
,
(54)
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ou` µ est le multiplicateur de Lagrange associe´ a` la contrainte. En utilisant (45) et (46), on en
de´duit
µPβα(u, ǫ, π)Z
j
β(u, ǫ, π) = Pˆ
β
α
∂uj
∂tβ
(55)
et
µPβα(u, ǫ, π) = Pˆ
β
α . (56)
En substituant (56) dans (55), on obtient Pˆ βα
∂uj
∂tβ
= Pˆ βαZ
j
β(u, ǫ, π), d’ou` l’on tire
∂uj
∂tβ
= Zjβ(u, ǫ, π).
En reportant dans (56), on conclut que µ = 1. Le syste`me (54) conduit donc a`
∂
(
Pˆ βγ (t)ǫ
γ
α(t)
)
∂tβ
= 0,
∂
(
Pˆ βα (t)παj (t)
)
∂tβ
= −
∂H
∂yj
Pˆ βα (t)
∂tγ
∂tβ
=
∂H
∂ǫαγ
, Pˆ βα (t)
∂uj(t)
∂tβ
=
∂H
∂παj
.
(57)
5.2.4 Proprie´te´s du hamiltonien pour un proble`me invariant par transformation
conforme
Nous notons ~A := (Aj,k)1≤j,k≤n. Il est possible de re´e´crire la fonctionnelle W sous la forme
W (y, z,A) = −
i
2
~Ajkz
jzk +Aj,n+2z
j
1 +An+1,kz
k
2 +An+1,n+2 − F (y, z).
Donc, les e´quations (39), a` re´soudre pour trouver z en fonction de y et de A, sont e´quivalentes
a` la relation suivante
∂W
∂zj
= −
∂F
∂zj
−
i
2
~Ajkz
k +
1
2
(Aj,n+2 + iAn+1,j) = 0. (58)
En multipliant cette e´quation par zj, en sommant et en utilisant (16), nous obtenons
[
−F (y, z)− i2
~Ajkz
jzk + 12
(
Aj,n+2z
j
1 +An+1,jz
j
2
)]
+ i2
[
An+1,jz
j
1 −Aj,n+2z
j
2
]
=
−
∂F
∂zj
zj −
i
2
~Ajkz
jzk +
1
2
(Aj,n+2 + iAn+1,j) z
j = 0.
On en conclut que
An+1,jz
j
1 −Aj,n+2z
j
2 = 0 (59)
et en reportant dans l’expression pre´ce´dente de W (y, z,A),
H(y,A) =
1
2
(
Aj,n+2z
j
1 +An+1,jz
j
2
)
+An+1,n+2. (60)
Nous pouvons de´duire du Lemme 1 et de (58) que, ~Ajk e´tant donne´, z est une fonction
homoge`ne complexe de degre´ 1 de Aj,n+2 + iAn+1,j , id est (notant Z = Z1 + iZ2)
Z(y, ~A, λ(Aj,n+2 + iAn+1,j)) = λZ(y, ~A,Aj,n+2 + iAn+1,j),
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pour tout λ ∈ C; (60) entraˆıne alors que H(y, z,A) = H˜(y, ~A,Aj,n+2 + iAn+1,j) + An+1,n+2, ou`
H˜ est tel que
H˜(y, ~A, λ(Aj,n+2 + iAn+1,j)) = |λ|
2H˜(y, ~A,Aj,n+2 + iAn+1,j).
Dans les variables (ǫ, π), cela signifie que
H(y, λ(ǫα1 + iǫ
α
2 ), π) = |λ|
2H(y, ǫα1 + iǫ
α
2 , π).
5.2.5 Le cas hermitien
A titre d’exemple, nous examinons ce qui se passe lorsque F (y, z) = 12hjk(y)z
jzk, ou` hjk(y) =
gjk(y) − iωjk(y) est un tenseur me´trique hermitien. Etudions d’abord la correspondance de
Legendre-Carathe´odory. Nous avons alors l’expression suivante pour W
W (y, z,A) = −
1
2
[
gjk − i
(
ωjk − ~Ajk
)]
zjzk +Aj,n+2z
j
1 +An+1,kz
k
2 +An+1,n+2.
Alors les e´quations (39) sont e´quivalentes a`
∂W
∂zj
= −
1
2
(
hjk + i ~Ajk
)
zk +
1
2
(Aj,n+2 + iAn+1,j) = 0.
Et le proble`me est donc de trouver z, solution de
h⋆jkz
k = Aj,n+2 + iAn+1,j, (61)
avec h⋆jk := hjk + i
~Ajk. Cette e´quation a une unique solution si et seulement si deth
⋆
jk 6= 0.
Remarque 2 Il est possible d’e´crire tout le syste`me (39), (40), (41) sous une forme condense´e,
de la manie`re suivante. Nous notons
ζ1 :=


z11
...
zn1
1
0

 ∈ R
n+2, ζ2 :=


z12
...
zn2
0
1

 ∈ R
n+2, ζ := ζ1 + iζ2 ∈ C
n+2.
Alors W (y, z,A) = − i2Ajkζ
j
ζk − F (y, z) et (39), (40), (41) est e´quivalent a`
Gζ = 0,
ou`
G :=
(
h 0
0 w1l2 −
tH
)
+iA =


h⋆11 . . . h
⋆
1n iA1,n+1 iA1,n+2
...
...
...
...
h⋆n1 . . . h
⋆
nn iAn,n+1 iAn,n+2
iAn+1,1 . . . iAn+1,n w −H
1
1 −H
2
1 + iAn+1,n+2
iAn+2,1 . . . iAn+2,n −H
1
2 + iAn+2,n+1 w −H
2
2

 .
Ici, hjk et A sont donne´s et z, w et H sont les inconnues.
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Dans cette situation, nous pouvons expliciter d’avantage H: notant K ~A l’inverse de h
⋆ =
h+ i ~A, c’est a` dire tel que
Kjk
~A
(
hkl + i ~Akl
)
= δjl ,
nous de´duisons de (61)
zj = Kjk
~A
(Ak,n+2 + iAn+1,k) ,
et en reportant dans (60) (exploˆıtant (59)),
H(y,A) =
1
2
Kjk
~A
(Aj,n+2 − iAn+1,j) (Ak,n+2 + iAn+1,k) +An+1,n+2. (62)
5.2.6 Une ge´ne´ralisation
On peut introduire, a` la place des variables ǫ, π, une famille de variables ǫ(J) = ǫ
(J)α
β et π
(J) =
π
(J)α
j , ou` J = 1, ..., N , pour un certain entier N . On remplace alors la de´finition pre´ce´dente de
W par
W (y, z, ǫ(J), π(J)) :=
N∑
J=1
∣∣∣∣∣ π
(J)1
j z
j
1 + ǫ
(J)1
1 π
(J)1
k z
k
2 + ǫ
(J)1
2
π
(J)2
j z
j
1 + ǫ
(J)2
1 π
(J)2
k z
k
2 + ǫ
(J)2
2
∣∣∣∣∣− F (y, z).
A y fixe´, les variables (z, w) sont lie´es aux variables (ǫ(J), π(J)) de fac¸on telle que z soit la solution
Z(y, ǫ(J), π(J)) de ∂W
∂z
(y, z, ǫ(J), π(J)) = 0 et w = W (y,Z(y, ǫ(J), π(J)), ǫ(J), π(J)). L’analyse
de cette correspondance de Legendre-Carathe´odory est identique a` ce qui pre´ce`de, il suffit de
prendre comme nouvelle de´finition de (Ajk)1≤j,k≤n+2:
Aj,k :=
N∑
J=1
∣∣∣∣∣ π
(J)1
j π
(J)1
k
π
(J)2
j π
(J)2
k
∣∣∣∣∣ , Aj,n+2 :=
N∑
J=1
∣∣∣∣∣ π
(J)1
j ǫ
(J)1
2
π
(J)2
j ǫ
(J)2
2
∣∣∣∣∣ ,
An+1,k :=
N∑
J=1
∣∣∣∣∣ ǫ
(J)1
1 π
(J)1
k
ǫ
(J)2
1 π
(J)2
k
∣∣∣∣∣ et An+1,n+2 :=
N∑
J=1
∣∣∣∣∣ ǫ
(J)1
1 ǫ
(J)1
2
ǫ
(J)2
1 ǫ
(J)2
2
∣∣∣∣∣ .
Il ressort de l’analyse faite que ge´ne´riquement, a` tout (ǫ(J), π(J)), correspond un unique (z, w).
De plus, Z(y, ǫ(J), π(J)) est maintenant une fonction invariante par le groupe des transformations
symplectiques de R2N , pre´servant la 2-forme dx(1)1 ∧ dx(1)2 + ... + dx(N)1 ∧ dx(N)2. On de´finit
ainsi H(y, ǫ(J), π(J)) =W (y,Z(y, ǫ(J), π(J)), ǫ(J), π(J)).
Les solutions du proble`me variationnel initial peuvent eˆtre obtenues comme suit. Nous as-
socions a` chaque application (u, ǫ(J), π(J)) son graphe Σ := {(t, u(t), ǫ(J)(t), π(J)(t))/t ∈ Ω} et
nous utilisons l’un des deux proble`mes variationnels suivants
AH(u, ǫ
(J), π(J)) =
∫
Σ
N∑
J=1
(
π
(J)1
j du
j + ǫ(J)1α dt
α
)
∧
(
π
(J)2
k du
k + ǫ
(J)2
β dt
β
)
−H(u, π(J), ǫ(J))dt1∧dt2;
ou bien
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A(u, ǫ(J), π(J)) =
∫
Σ
N∑
J=1
(
π
(J)1
j du
j + ǫ(J)1α dt
α
)
∧
(
π
(J)2
k du
k + ǫ
(J)2
β dt
β
)
,
avec la contrainte H(y, ǫ(J), π(J)) = C. Notant(
Pˆ
(J)1
1 Pˆ
(J)1
2
Pˆ
(J)2
1 Pˆ
(J)2
2
)
=
(
π
(J)2
k
∂uk
∂t2
+ ǫ
(J)2
2 −(π
(J)1
k
∂uk
∂t2
+ ǫ
(J)1
2 )
−(π
(J)2
j
∂uj
∂t1
+ ǫ
(J)2
1 ) π
(J)1
j
∂uj
∂t1
+ ǫ
(J)1
1
)
,
on obtient, pour les points critique de A sous la contrainte H(y, ǫ(J), π(J)) = C, le syste`me
d’e´quations d’Euler-Lagrange suivant
∂
∂tβ
(
N∑
J=1
Pˆ (J)βγ (t)ǫ
γ
α(t)
)
= 0,
∂
∂tβ
(
N∑
J=1
Pˆ (J)βα (t)π
α
j (t)
)
= −
∂H
∂yj
Pˆ (J)βα (t) =
∂H
∂ǫ
(J)α
β
, Pˆ (J)βα (t)
∂uj
∂tβ
(t) =
∂H
∂π
(J)α
j
,
(63)
analogue aux e´quations de Hamilton.
Il semble inte´ressant d’essayer de comprendre les proprie´te´s de ce genre de proble`me. On
peut observer que dans le cas ou` N = 1, qui correspond au cas ou` A est de rang deux, a`
une valeur (y, z, w) est associe´e, via la correspondance de Legendre-Carathe´dodory, une famille
{(y, gǫ, gπ)/g ∈ SL(2,R), mais dans le cas ou` N > 1, A peut eˆtre de n’importe quel rang,
compris entre 2 et 2N et, une meˆme valeur (y, z, w) correspond a` plusieurs familles de valeurs de
(ǫ(J), π(J)), selon le rang de A. Cela rappelle une situation bien connue en me´canique quantique:
l’espace des e´tats en me´canique quantique est plus gros que l’espace des e´tats de la me´canique
classique et autorise la superpositions d’e´tats quantiques purs.
5.3 Equations d’Hamilton-Jacobi
Historiquement, la de´marche de Carathe´odory fut de construire une ge´ne´ralisation de l’e´quation
d’Hamilton-Jacobi pour les proble`mes variationnels a` plusieurs variables, ce qui l’a amene´ assez
naturellement a` de´finir l’hamiltonien H. Plus tard H. Rund a e´crit un syste`me d’e´quations
canoniques associe´es a` cet hamiltonien. C’est pourquoi, il me semble inte´ressant de rappeler les
e´quations d’Hamilton-Jacobi pour les diffe´rentes the´ories que nous avons rencontre´es.
Conside´rons d’abord un proble`me variationnel a` une variable. Soit I un intervalle de R, U
un ouvert de Rn et L : I × U × Rn −→ R un lagrangien satisfaisant la condition de Legendre.
Nous cherchons une fonction S : I × U −→ R, telle que ∀(t, y, z) ∈ I × U × Rn,
L(t, y, z) ≥
∂S
∂yj
(t, y)zj +
∂S
∂t
(t, y), (64)
avec e´galite´ pour un certain z = ψ(t, y):
L(t, y, ψ(t, y)) =
∂S
∂yj
(t, y)ψj(t, y) +
∂S
∂t
(t, y). (65)
ψ est appele´ champ de Mayer 4. En particulier, pour tout (t, y) ∈ I × U fixe´, ψ(t, y) est un
4noter que pour toute application u : I −→ U , ∂S
∂yj
(t, u(t)) ∂u
j
∂t
(t) + ∂S
∂t
(t, u(t)) = d
dt
(S(t, u(t)))
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minimum de z 7−→ L(t, y, z) − ∂S
∂yj
(t, y)zj + ∂S
∂t
(t, y), ce qui entraˆıne
∂L
∂zj
(t, y, ψ(t, y)) =
∂S
∂yj
(t, y). (66)
Cette relation a la conse´quence que
H
(
t, y,
∂S
∂yj
(t, y)
)
=
∂L
∂zj
(t, y, ψ(t, y))ψj(t, y)− L(t, y, ψ(t, y)). (67)
Maintenant, en substituant (66) dans (65), on obtient
L(t, y, ψ(t, y)) =
∂L
∂zj
(t, y, ψ(t, y))ψj(t, y) +
∂S
∂t
(t, y).
Cette dernie`re relation signifie exactement, graˆce a` (67) que S est solution de
H
(
t, y,
∂S
∂yj
(t, y)
)
+
∂S
∂t
(t, y) = 0, (68)
l’e´quation d’Hamilton-Jacobi.
Une e´quation analogue pour la the´orie de Weyl s’obtient comme suit. Nous partons de
L : Ω × U × Rmn (Ω ⊂ Rm, U ⊂ Rn) satisfaisant la condition de Legendre et nous cherchons
S : Ω× U −→ Rn tel que, ∀(t, y, z) ∈ Ω× U × Rmn,
L(t, y, z) ≥
∂Sα
∂yj
(t, y)zjα +
∂Sα
∂tα
(t, y), (69)
avec e´galite´ pour un certain z = ψ(t, y). Par le meˆme raisonnement, on trouve comme condition
ne´cessaire et suffisante sur S:
H
(
t, y,
∂Sα
∂yj
(t, y)
)
+
∂Sα
∂tα
(t, y) = 0. (70)
Enfin, la the´orie de Carathe´dory correspond au proble`me suivant: trouver S : Ω× U −→ Rn
tel que, ∀(t, y, z) ∈ Ω× U × Rmn,
L(t, y, z) ≥ det
(
∂Sα
∂yj
(t, y)zjβ +
∂Sα
∂tβ
(t, y)
)
, (71)
avec e´galite´ pour z = ψ(t, y). On constate alors que παj =
∂Sα
∂yj
(t, y), ǫαβ =
∂Sα
∂tβ
(t, y) forment
une solution de (36), (37) et (38) avec z = ψ(t, y) et w = 0. Cette dernie`re condition w = 0 se
transcrit en l’e´quation d’Hamilton-Jacobi
H
(
t, y,
∂Sα
∂tβ
(t, y),
∂Sα
∂yj
(t, y)
)
= 0. (72)
On peut envisager une ge´ne´ralisation sur des familles de N fonctions S(J) : Ω×U −→ Rn, pour
J = 1, ..., N , a` partir du formalisme propose´ en 5.2.6.
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