Abstract. We improve a previously known general bound on Waring rank of forms (hence, on symmetric rank of tensors). The improvement is obtained by changing the base case in the inductive procedure based on the notion of open rank. We show that the maximum open rank for plane quartics is eight. To our knowledge, this gives the first example of n, d, such that the maximum open rank for degree d forms that essentially depend on n variables is strictly greater than the maximum rank. In the case of ternary forms, we exhibit a further improvement for odd d ≥ 5. Namely, in this case, by a direct argument we get that the rank is bounded above by (d 2 − 1) 2. Alhough these bounds are likely still far from the sharp ones, the tools involved in the proofs seem worthy of consideration, in view of further improvements.
Introduction
Part of the considerable amount of work that the scientific community is devoting to recently emerged aspects of tensor theory addresses the polynomial Waring problem. Let us recall that, if in a decomposition
of a degree d homogeneous polynomial, the number r of summands is minimum, then (1) is called a Waring decomposition, and r =∶ rk f is the (Waring) rank of f . When f can be regarded as a symmetric tensor (in particular, when the coefficients are in a field of zero characteristic), the Waring rank becomes the symmetric rank (which is sometimes called polar rank : see [19] ). Perhaps, in its broadest sense, the polynomial Waring problem consists of finding the rank of specified polynomials (see [9, Introduction] ). In a restricted sense, and in analogy with the numbertheoretic Waring problem, one wonders about the maximal rank of homogeneous polynomials of fixed degree and number of variables (see [13] ). The solution to the main ('generic') version of such a problem, given in [1] , is now a classical result. But the maximum rank rk(n, d) for all homogeneous polynomials of degree d and number n of variables, at the time of writing, is known only when n ≤ 2, when d ≤ 2, and in the special cases (n, d) = (3, 3) (see [16, Chap. 2] , or [18] ) and (n, d) = (3, 4) (see [16, Chap. 3] , or [11] ). To improve our knowledge on rk(n, d), we may exploit outcomes of careful investigations on polynomials of low dimension and degree (such as those in [16] , [18] , [7] , [11] ), or on some classes of polynomials of special interest (as done in [9] ).
We work with dually paired standard graded rings S • = Sym
• S 1 , S • = Sym • S 1 , and make use of the contraction operation
which simply amounts to constant coefficients partial derivation, when dual bases x 0 , . . . , x n ∈ S 1 , x 0 , . . . , x n ∈ S 1 are fixed. The sign ⊥ refers to orthogonality with respect to the apolarity pairing in fixed degree (typically, in degree one); we shall not use it to denote apolar ideals. The partial polarization map f δ,d ∶ S δ → S d of f ∈ S d+δ , is given by f d,δ (t) ∶= t ⨼ f .
For more details, see [11, Introduction] . Given f ∈ S d , the notions of its (Waring) rank, denoted by rk f , and border rank, which we denote by Brk f , are quite standard. Rank and border rank can also be regarded as particular instances of a more general notion of rank and border rank of a point, with respect to an arbitrary variety in a projective space (see [17, 5. with ⟨ v 1 ⟩ , . . . , ⟨ v r ⟩ ∈ PS 1 ∖ X. The minimum r for a fixed X is denoted by Ork(f, X). We shall also denote by Or(n, d) the maximum of all Ork f , when f ranges in S d with dim S 1 = n. The number Ork(n, d), instead, is defined by letting f range only over those f ∈ S d that essentially depend on n variables, that is, f ∈ Sym d T ⊂ S d for all proper subspaces T ⊊ S 1 . Finally, rk(n, d) will denote the maximum rank for forms in S d , when dim S 1 = n.
For the purposes of the present work, to concentrate on Or(n, d), instead of Ork(n, d), will suffice.
Proof. We have 2 ≤ 2b ≤ d + 2, with b ∶= Brk f . Let P ∶= ⟨ f ⟩ ∈ PS d and C be the rational normal curve given by d-th powers in PS d . For any integer k, let Z(P, k) be the set of all degree k zero-dimensional schemes W ⊂ C such that P ∈ ⟨W ⟩ (scheme-theoretic, projective span). The set Z(P, k) is naturally identified with the projective space associated to the degree k component of the ideal I f , apolar to f . The Artin graded algebra A f = S
• I f is a complete intersection, with I f generated by a form of degree b and a form of degree
In this case Z(P, b) has a unique element, Z, and if b < k < d + 2 − b, then each element of Z(P, k) is the union of Z and a scheme E ⊂ C of degree k − b. Hence Ork f ≥ d + 2 − b in this case, too.
To prove the opposite inequality Ork f ≤ d + 2 − b, it suffices to prove that the linear system of divisors on PS 1 given by (I f ) d+2−b has no base points. But this immediately follows from the fact that I f is the ideal of a complete intersection, generated by a form of degree b and a form of degree
Proof. An immediate consequence of the proposition and the Comas-Seiguer theorem (see, e.g., [17, Theorem 9.2.2.1], or [10] ).
Lemma 2.4. Let Q be the rational normal curve in PS 4 given by fourth powers, Z a degree 2 subscheme of Q, supported on (possibly coinciding) P 0 , P 1 ∈ Q, and X ⊊ Q a closed, proper subset. Let H ∞ be the line spanned by Z, H a projective plane containing it and let us consider A ∶= H ∖ H ∞ , which can be regarded as an affine plane with line at infinity H ∞ . Then there exist a nonempty open subset U ⊂ A such that Ork(f, X) = 3 for all ⟨ f ⟩ ∈ U and R ∶= A ∖ U is the affine part of a (possibly degenerate) conic in H.
Proof. An easy consequence of [11, Lemmas 2.1 and 2.4] and Corollary 2.3.
Lemma 2.5. Let Q, X, P 0 , P 1 , H, H ∞ , A be as in the statement of Lemma 2.4. Let C be the (closure of the) projection of Q from H ∞ into P 2 , and suppose that the projection of H do not lie on C. Then there exist R ⊊ A that is either a nondegenerate affine conic with points at infinity P 0 , P 1 or an affine line with point at infinity different from P 0 , P 1 , and a nonempty U ⊆ R such that
Proof. Suppose first P 0 ≠ P 1 and let R be as in [11, Lemma 2.1] . Taking into account the discussion after that lemma, we have that if the projection of H do not lie on C, then case 2 (in that statement) is excluded and the conic in case 1a can not be degenerate. According to the same discussion, for each P ∈ Q ∖ {P 0 , P 1 } there is a secant (or tangent) of Q through P and some P ′ ∈ Q, that meets R in exactly one point. Since X is finite, only for a finite subset of R we can have P ∈ X (or P ′ ∈ X). Moreover, looking at R ′ in the statement of [11, Lemma 2.1], we have a tangent (P = P ′ ) only for at most two points of R. Excluding these finitely many exceptional cases, we get the required open U ⊆ R in the case when P 0 ≠ P 1 . The case P 0 = P 1 is similar, but now with reference to [11, Lemma 2.4] . 
We can also assume that z is chosen so that l 
Proof. The case f = 0 being trivial, let us assume f ≠ 0. Recall that for every nonzero h ∈ S e and nonzero x ∈ S 1 , we have that x 
Then the result follows from Lemma 2.6 with g ∶= l
We shall sometimes use the following notation (cf. the proof of [11, Proposition 3.1]).
for all i ∈ {0, . . . , k}, and define
For each i ∈ {0, . . . , k}, we denote by
Maximum Open Rank for Plane Quartics
Lemma 3.1. Assume dim S 1 = 3 and that a finite set Σ ⊂ PS 1 is given. Let f ∈ S 4 and suppose that, whenever ⟨ l
Then there exist nonzero x, y ∈ S 1 such that xy ⨼ f = 0. Moreover, for each fixed l 0 , l 1 , l 2 as before (when they exist), we can take x = l 1 .
Proof. Assume first that distinct
Then we can find an appropriate nonzero linear combination l ′′′ of l ′ , l ′′ with v l ′′′ = 0. Therefore, it suffices to set x = l 1 , y = l ′′′ . In the case when it is not possible to find distinct ⟨ l
Lemma 3.2. Assume dim S 1 = 3 and that a finite set Σ ⊂ PS 1 is given. Let f ∈ S 4 with Brk f ≥ 4, and suppose that there exist distinct ⟨ x ⟩ , ⟨ y ⟩ ∈ PS 1 such that
and
Let X be the set of all points of PS y (i.e., the line y = 0 in PS 1 ) that lies on some line l
be the partial polarization S 3 → S 1 of f , and let us also consider its restrictions
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Let us first point out that at least one of ϕ x 0 , ϕ y 0 must be surjective. Suppose indeed the contrary, and note that, consequently, we can choose nonzero ⟩ in PW , with W ∶= Ker ϕ (i.e., to find a union of three suitable lines, inside a linear system of cubics). To this end, we look at the linear systems cut on the two lines x = 0, y = 0. Every w ∈ S 3 can be split as
The divisor w = 0 cuts on PS x (the line x = 0) the same divisor as w x = 0, and on PS y the same divisor as w
If we split a w y ∈ W y as w Ker ϕ x 0 = ⟨ yq 0 ⟩ for some nonzero q 0 ∈ ⟨ y, z ⟩. Now, for every ⟨ w
we can choose a representative (generator) w x that splits as w 
) being defined as before.
We may regard PW y as a linear system of divisors of PS y , of projective dimension 2 (since dim W y = 3) and degree 3. It follows that we can fix a ⟨ w y ⟩ ∈ PW y such that the divisor w y = 0 in PS y is supported on distinct
y ⨼ x 0 x 1 x 2 = 0 and x 0 , x 1 , x 2 are pairwise linearly independent). We can furthermore require that ⟨ x 1 ⟩ , ⟨ x 2 ⟩ are not in the forbidden locus X, they differ from ⟨ o ⟩, and impose independent conditions to the linear system, that is:
Let us first suppose that ⟨ o ⟩ is not a base point of PW y . Under that assumption, we can also impose that ⟨ x 0 ⟩ ≠ ⟨ o ⟩, and it is easy to see
) is linear system on PS x , of projective dimension 1 and degree 3. We check that at least one of the following additional conditions can be imposed:
• ⟨ x 0 ⟩ is not a base point of PW y (and hence we can take ⟨ x 0 ⟩ ∈ X, too), or • the degree of the base locus of P (W with w ⨼ o ≠ 0, the divisor w = 0 must contain Z 0 , and this implies that the base locus of PW contains Z 0 . Similarly, if ⟨ x 0 ⟩ is in the base locus of W y , then it is in the base locus of W . Now, if neither of the two conditions above can be imposed, then the degree 3 scheme Z ∶= Z 0 ∪ {⟨ x 0 ⟩} is in the base locus of PW . But this implies that W ⊆ I(Z) 3 , and hence W = I(Z) 3 by dimension reasons. This is excluded because Brk f ≥ 4.
Next, we can choose ⟨ w
and such that ⟨ y 2 ⟩ is not a base point, so that:
⟩ ∈ PW x , we have that
Moreover, if the degree of the base locus of P (W
is at most one, we can also
This means that at least one of the conditions ⟨ x 0 ⟩ ∈ X, ⟨ y 0 ⟩ ∈ Y can be fulfilled.
Recall that w x and w y determine a ⟨ w ⟩ ∈ PW such that w = w 
The cubic curves w = 0 and Since
. But this is excluded, because of (5) 
⟨ x, z ⟩, which means that
Moreover, since we already know that ϕ
We point out that the restriction ϕ 
we have
for some nonzero scalar λ x . Moreover, writing l
Similarly, taking into account (7), we deduce that
From (11), (12) and (13) follows that
Then the apolar ideal of f in S • contains the ideal I ∶= xy, This shows that l 1 l 2 ⨼ f is not a square, as required, and concludes the proof. 1 We say that a zero-dimensional scheme is curvilinear if it can be embedded in some smooth curve.
Lemma 3.3. Assume dim S 1 = 3 and that a finite set Σ ⊂ PS 1 is given. Let f ∈ S 4 with Brk f ≥ 4, and suppose that there exist a nonzero l Then we can find, as in the mentioned proof, distinct
⨼ f may be a square, but we can find the required ⟨ l
Suppose that there exist a nonzero y
⨼ f = 0 and the statement follows again from Lemma 3.2, now with
∈ S 1 . Now, the statement follows from Lemma 3.1. 
Proof. If xy ⨼ f ≠ 0 for all nonzero x, y ∈ S 1 , the result follows from Lemma 3.1. When xy = 0 for some nonzero x, y ∈ S 1 , the result follows from Lemma 3.2 if ⟨ x ⟩ ≠ ⟨ y ⟩, and from Lemma 3.3 (with l 
Proof. When l i ⨼ f = 0 for some i ∈ {0, 1, 2}, the result follows from Proposition 2.2, hence we assume that ⨼ f = 0. Therefore, from now on we can assume that
for whatever distinct indices i, j ∈ {0, 1, 2}, and redefine V i , σ, L, L i , α i (i ∈ {0, 1, 2}) as in Notation 2.8, but now with reference to
Let us consider the usual Veronese embedding
and, for each i ∈ {0, 1, 2}, let
is a plane, because of (14) = 0 is mapped by ν to a degree 2 subscheme Z 0 of (the scheme-theoretic counterpart of) Q 0 . Let
Note that Q 0 is mapped onto the conic C 0 ⊂ P 2 given by the squares of vectors
⨼ f is not a square by hypothesis, and H 0 is spanned by H 0,∞ and ⟨ f 0 ⟩, we have that ω(H 0 ) ∈ C 0 . According to Lemma 2.5, we get R 0 ⊊ A 0 ∶= H 0 ∖ H 0,∞ , that is either a nondegenerate affine conic with points at infinity in Z 0 , or an affine line with point at infinity outside Z 0 , and a nonempty U 0 ⊆ R 0 such that Ork(g, X 0 ) = 2 for all ⟨ g ⟩ ∈ U 0 . Working now with i ∈ {1, 2} instead of i = 0, we can argue a in similar way, with reference to Lemma 2.4, instead of Lemma 2.5. This way, we get affine planes
and nonempty open subsets
are the affine parts of (possibly degenerate) conics in H 1 , H 2 , respectively. These open subsets are such that Or(g, X i ) = 3 for all ⟨ g ⟩ ∈ U i (i ∈ {1, 2}).
Proof. Let ν ∶ PS 1 → PS 4 be the Veronese embedding and set P ∶= ⟨ f ⟩ ∈ PS 4 . If Brk f = 3, then there exist a degree three zero-dimensional subscheme Z of PS 1 , such that the P is in the (scheme-theoretic, projective span) ⟨ ν(Z) ⟩, and
We first check that Ork f ≥ 7. Assume that a ∶= Ork f ≤ 6. Fix a closed subset X ⊊ PS 1 . Since Z is curvilinear, there are only finitely many lines L ⊂ PS 1 such that deg(L ∩ Z) ≥ 2. Increasing if necessary X, we may assume that X contains the union of these lines. In particular, X contains Z red . Take a degree a reduced subscheme B of PS 1 ∖ X, with P ∈ ⟨ ν(B) ⟩. We have P ∉ ⟨ν (B 
and B ∩ X = ∅, we get a contradiction. Now we check that Ork f ≤ 7. Fix a closed set X ⊊ PS 1 and let C ⊂ PS 1 be a general conic containing Z. Since C is general, C ⊈ X. Since Z is curvilinear and not contained in a line (otherwise P ∈ ⟨ ν (Z ′ ) ⟩ for some Z ′ ⊊ Z), C is a smooth conic. Therefore, P has border rank 3 with respect to the rational normal curve ν(C). By Proposition 2.2, there exist E ⊂ C ∖ C ∩ X such that ♯(E) = 7 and P ∈ ⟨ν(E)⟩. Hence Ork f ≤ 7.
Example 3.7. Assume dim S 1 = 3 and let ν ∶ PS 1 → PS 4 be the Veronese embedding. We can certainly fix a degree 4 curvilinear zero-dimensional scheme
Assume that a ∶= Ork f ≤ 7. Fix a closed set X ⊊ PS 1 containing the union of the finitely many lines D with deg(
Because of the last condition, h Proof. Assume dim S 1 = 3, let f ∈ S 4 and X ⊊ PS 1 be a closed (proper) subset. Let Σ be the (necessarily finite) set of all ⟨ l ⟩ ∈ PS 1 such that the line l = 0 is contained in X.
When Brk f ≥ 4, Propositions 3.4 and 3.5 give Ork(f, X) ≤ 8. When Brk f = 3, Proposition 3.6 gives Ork(f, X) ≤ 7 < 8. Finally, if Brk f ≤ 2, then there is a zerodimensional scheme Z ⊂ PS 1 of degree at most two, such that ⟨ f ⟩ is in the span of ν(Z), with ν ∶ PS 1 → PS 4 being the Veronese embedding. Hence we can find distinct ⟨ l Remark 3.10. We point out that if f is as in Example 3.7, then l ⨼ f ≠ 0 for all nonzero l ∈ S 1 (that is, f essentially depends on three variables). Suppose indeed the contrary, and note that in this case Brk f ≤ 3. The border rank can not be three by Proposition 3.6. If Brk f ≤ 2, then there is some zero-dimensional scheme Z ′ ⊂ PS 1 , of degree at most two, such that P = ⟨ f ⟩ is in the span of ν (Z 
Another Bound
Proposition 4.1. Let C ⊂ P d be a rational normal curve and L ⊊ P d be a nonempty projective subspace of dimension k (0 ≤ k < d). Then there is a nonempty open subset U ⊆ L such that for all P ∈ U we have rk C P ≤ max{d + 1 − k, d+2 2
}.
Proof. We can assume that C is the curve given by d-th powers in PS d , with dim S 1 = 2. Let C r be the r-th secant variety of C and recall that C r = C [10] , and take into account that the statement is quite trivial when r > ⌊ d+1 2 ⌋). Let us choose distinct P 1 , . . . , P d+1−k ∈ C ∖ L. Since they are certainly linearly independent, we can pick P L ∈ L ∩ ⟨ P 1 , . . . , P d+1−k ⟩ ≠ ∅ , so that rk
⌋. Let h be the minimum r such that L ⊆ C r , so that U ∶= L ∖ C h−1 is nonempty and open in L. Since P L ∈ C hi k , either h > k or L ⊆ C lo k . In both cases rk P ≤ d + 1 − k for all P ∈ U .
