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a b s t r a c t
Lattice Boltzmann methods are paradigmatic discrete evolutions with incomplete initial
conditions. This is due to the fact that the variables of the (mesoscopic) method outnumber
the variables of the (macroscopic) problem to be solved. In such situations, most
initializationswhich are compatiblewith the givenmacroscopic data lead to solutionswith
oscillatory or steep initial layers. In order to reduce such initial effects, we present a general
approach to construct initial values which are compatible with the partial information
available, and which guarantee a smooth start of the evolution. Our smoothness condition
prescribes the unknown initial values as the polynomial backward extrapolation of the
values obtained from a few time steps. Specifically for constant and linear extrapolation,
we study the consistency, stability and accuracy of the approach in the case of a lattice
Boltzmann method for one-dimensional advection. Moreover, the applicability of a simple
iteration scheme as the solution method is investigated.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In general, starting a microscopic or mesoscopic simulation from given macroscopic initial conditions includes some
arbitrariness because there are, typically, a large number of microscopic/mesoscopic variables and only a few macroscopic
variables given. In other words, initialization is a one-to-many problem. In molecular dynamics, for example, the initial
positions and velocities of all the particles have to be computed from the given temperature and density profile. Similarly,
simulations with lattice Boltzmann (LB) methods are traditionally bootstrapped from the initial macroscopic fields (like
density and velocity) by setting the LB variables (the particle distribution functions) in each point to a local equilibrium.
However, it has been shown in [1–5] thatmodifications using derivatives of the initialmacroscopic fields are crucial to ensure
smooth behavior of the solution and to avoid initialization errors, which may otherwise persist throughout the simulation.
This extra information on the initial state is contained in asymptotic expansions of the lattice Boltzmann solution
which show how the space and time derivatives of the macroscopic quantities enter. If the regular expansion is readily
available for the system at hand, it could be used to construct the unknown initial LB variables up to any desired order.
However, the expressions in the expansion vary for different schemes and can be tedious to derive analytically. Second, the
actual implementation can be cumbersome due to the required discretization of the derivatives, for example, in turbulence
applications [6,7] where the initial velocity field is even based on a random distribution.
In this paper, we look for (i) conditions that allow for a smooth initialization up to a desired order and (ii) iterative
schemes that perform such initialization automatically.
Since the problem of initialization from partial information is not restricted to LB schemes, we consider it from a more
general point of view in Section 2. Here, the central point is the smooth initialization condition. It requires that variables with
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undetermined initial values should be set so that the output of the discrete evolution scheme starts smoothly. While this
condition appears to be very natural, it contains some difficulty because the usual smoothness concept cannot be applied to
discrete functions. Therefore, the first task is to define smoothness.
A natural idea would be to call a discrete function smooth whenever it looks like a slowly varying classical smooth
function evaluated at the grid points (we call this a comparison function). Obviously, this approach shifts the problem
of defining smoothness to the problem of defining slowly varying which requires some bound on the derivatives of the
comparison function.However, since there is nouniversally acceptable value for suchbounds, the definition of slowvariation
is necessarily ambiguous.
In our situation, we circumvent this ambiguity by considering not a single output of the discrete evolution but a whole
sequence resulting from decreasing the time step. Assuming that the outputs converge to some smooth limit function, we
still do not know how large the derivatives of the limit are, but we know that they are finite. Therefore it is natural to require
that there exists a sequence of comparison functions corresponding to the sequence of outputs which observes a common
bound on the relevant derivatives. This actually rules out certain singular behavior on the grid scale attributed to initial
layers. For example, steep layers or rapid oscillations are characterized by the fact that the values of the output always vary
by a fixed amount in the first few time steps. For comparison functions on fine grids this leads to very large derivatives
which are incompatible with a common bound when the grid size tends to zero.
In the next step, we show that our initialization condition based on this notion of smoothness necessarily requires
that any value of a smooth output is reasonably close to the polynomial interpolation based on neighboring values. This
observation finally leads to a family of equations for the unknown initial values (Theorem 2). Of course, a successful
smooth initialization is only possible if the discrete evolution is able to produce smooth output. Under this assumption and
certain stability conditions, Theorem 2 shows that the proposed initialization guarantees a smooth result. For any specific
application, it therefore remains to check the required stability conditions.
As a concrete example, we consider a one-dimensional lattice Boltzmann evolution which approximates a linear
advection process. For this evolution, stability has been shown in [8,9]. Therefore it remains to study the stability of the
equation defining the missing initial values which is done in Section 4.1 for the case of constant and linear interpolation.
In Section 4.2, we investigate the applicability of the simple relaxed Richardson iteration to solve the initialization
equation. The advantage of this simple algorithm is that it can be easily implemented using the basic lattice Boltzmann
evolution.
The close relation of the presented approach to the ‘‘equation-free’’ initialization conditions proposed in [10,11] and to
the initialization method proposed by Mei et al. in [1] is discussed in Sections 4.3 and 5.
2. Basic idea of smooth initialization
It is not uncommon that numerical algorithms for evolutionary differential equations lead to discrete systems with
partially missing initial data. For instance, multistep methods need several initial values while the original ODE problem
prescribes only one (see, for example, [12]). Another example is provided by relaxation schemes [13] where additional
variables are introduced to simplify the numerics. Usually, the original problem does not a priori furnish appropriate initial
values for these new variables. This case is particularly encountered in the context of lattice Boltzmann methods.
A similar situation occurs in connection with the Navier–Stokes equation that requires the knowledge of the initial
velocity field while the initial pressure is implicitly given through the incompressibility constraint. This complicates the
implementation ofweakly compressible numerical schemeswhich do not enforce the incompressibility condition explicitly.
In these cases, the pressure is an independent variable that requires initialization.
To handle such situations appropriately, we propose an ‘optimal’ initialization of the variables for which initial values
are lacking because they are introduced only by the numerics. Let us begin with a preliminary reasoning:
A numerical scheme can be considered as a discrete evolution system whose output approximates the solution of a
differential equation that usually is a smooth function of time and space. The requirement of a smooth output is therefore
reasonable to ensure proper convergence. This idea is essentially our construction principle for the missing initial data: we
define them in such a way that the output behaves smoothly.
To turn this idea into a working method, we first have to specify what wemean by smooth. Surely, the classical notion of
smoothness does not make sense for a single grid function because it is not a function of continuously varying arguments.
Nevertheless, considering grid functions defined on a sequence of refined grids, the following notion of smoothness can be
introduced.
Definition 1. Let H be the range of a positive, strictly monotonous null-sequence, I := [0, T ] ⊂ R (time interval) and
m ∈ N0. Additionally, we consider for each h ∈ H
• an equidistant grid J := {0, h, 2h, 3h, . . .} ∩ I with step size h,
• a grid function uˆ : J → U into an (h-dependent) normed vector space U .
uˆ is called m-regular if there exists for each h ∈ H an m-times continuously differentiable (Cm) function u : I → U (also
referred to as the comparison function) satisfying the following properties:
(i) Uniform boundedness of uwith respect to h: suph∈H ‖u‖Cm(I,U) <∞.
(ii) Asymptotic proximity of uˆ and u for h ↓ 0: supt∈J ‖uˆ(t)− u(t)‖U = O(hm).
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Remarks. • Loosely speaking, uˆ is m-regular if it can be approximated by smooth functions. Asymptotically, the
approximation gets better on finer grids. For m ≥ 1, property (i) prevents the comparison function u from developing
infinitely large gradients. Together with property (ii), this excludes oscillations or steep layers of uˆ on the scale of the
grid spacing h, as h tends to zero.
• It should be kept in mind that J, uˆ and u depend on h as U does. Consequently J should be thought of as a sequence of
grids while uˆ represents a sequence of grid functions (on a sequence of refined grids).
• The sequence of comparison functions is not supposed to be continuous with respect to h. Therefore, even for close
h1 6= h2, the corresponding u functions could be very distinct from each other. Consequently, uˆmay look quite different
from grid to grid. This does not pose problems when defining smoothness (as opposed to convergence).
• If uˆ converges to some function u at order m, i.e. supt∈J ‖uˆ(t) − u(t)‖U = O(hm), then uˆ is automatically m-regular if
the limit is at least m-times continuous differentiable. This situation naturally appears if u is a smooth solution of some
initial value problem which is discretized by a convergent algorithm that produces the output uˆ.
• m-regularity implies k-regularity for k ≤ m. 0-regularity just means that uˆ is bounded independently of the grid
parameterized by h.
• Finally, the triangle inequality yields that another sequence of grid functions uˆr ism-regular too if supt∈J ‖uˆr(t)− uˆ(t)‖ =
O(hm). In particular, this means thatm-regularity is not lost under perturbations of magnitude O(hm).
In the sequel, we consider a numeric scheme that fits into the abstract form1
uˆ(t + h) = Euˆ(t), t ∈ J. (1)
So, uˆ – henceforth also denoted as output – is defined in a recursive manner by iteratively applying the evolution operator
E : U → U to the initial value uˆ(0) ∈ U . To express the fact that not all initial values are provided, we assume that uˆ is
composed of two subvariables uˆ = (vˆ, wˆ)where the initial value vˆ(0) is explicitly given while wˆ(0) is missing.
The decomposition of uˆ implies that U is conceived as the direct sum of two normed spaces V ,W with vˆ(t) ∈ V and
wˆ(t) ∈ W for t ∈ J . To simplify notation, I : U → U denotes the identity on U while P : U → W is the canonical projection
ontoW , i.e. onto the ‘second component’.
Using our definition ofm-regularity, we define the smooth initialization condition (of orderm):
Variables with undetermined initial values should be set so that the scheme (1) starts smoothly. More precisely, the
initial values in question should enforcem-regularity of the output uˆ.
To turn this condition into some explicit and practical rule for determining the value of wˆ(0), we use the fact that
the initial value uˆ(0) of some m-regular output uˆ must coincide with the polynomial backward extrapolation of its values
pertaining to the iterations t1 = h, t2 = 2h, . . . tm = mh (details are given in Lemma 6 in the appendix). For the lowest
order extrapolations, we have
constant ⇒ m = 1 : uˆ(0) ≈ uˆ(h),
linear ⇒ m = 2 : uˆ(0) ≈ 2uˆ(h)− uˆ(2h),
quadratic ⇒ m = 3 : uˆ(0) ≈ 3uˆ(h)− 3uˆ(2h)+ uˆ(3h),
cubic ⇒ m = 4 : uˆ(0) ≈ 4uˆ(h)− 6uˆ(2h)+ 4uˆ(3h)− uˆ(4h).
(2)
From each of these relations, a sufficient number of equations for the determination of the second component wˆ(0) is
obtainedby assuming equality, i.e. wˆ(0) = wˆ(h) form = 1, or wˆ(0) = 2wˆ(h)−wˆ(2h) form = 2 etc. In termsof the evolution
operator E and the projection Pwe can rewrite these conditions as P(I− E)uˆ(0) = 0 form = 1, P(I− 2E+ E2)uˆ(0) = 0 for
m = 2, and in general, P(I− E)muˆ(0) = 0 as shown in Lemma 7 in the appendix. Under suitable stability conditions on the
evolution algorithm and the equation for wˆ(0), we can finally show the following main result.
Theorem 2. Let m ∈ N and let vˆ0 ∈ V be given. Further, assume that the scheme (1) is stable and that the problem to find wˆ0
such that
P(I− E)m (vˆ0, wˆ0)︸ ︷︷ ︸
uˆ0=uˆ(0)
= 0 ∈ W , (3)
is well posed with a unique solution wˆ0. Provided that (1) admits at least one m-regular output uˆr = (vˆr , wˆr) satisfying
vˆr(0) = vˆ0, the output uˆ associated with (vˆ0, wˆ0) is m-regular as well and matches with uˆr up to terms of magnitude O(hm).
The proof of the theorem is also given in the appendix together with a more detailed description of the stability
requirements. We remark that equation (3) is understood as an equation for the unkown initial value wˆ(0), whereas vˆ(0)
occurs as a prescribed parameter. Observe that the initialization requirement only guaranteesm-regularity of the resulting
output when the algorithm is capable of producingm-regular output.
Finally, we want to mention an immediate consequence of the above theorem which clarifies the relation between
smooth initializations and regular expansions.
1 The abstract notation is chosen to settle the essential idea. It is not intended to subsume all concrete situations.
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It is well known that many numerical algorithms admit output that can be approximated by regular expansions
u = u(0) + hu(1) + · · · + hm−1u(m−1),
where u(0), . . . , u(m−1) : I → U are smooth, h-independent functions which are defined as solutions to certain initial value
problems (see, for example, [14]).
More specifically, if the discrete evolution is initializedwith u(0) = (v(0), w(0)), then the resulting output uˆr stays close
to the expansion, i.e.
uˆr = u+ O(hm).
In view of Definition 1, this implies that the output uˆr is m-regular, provided the expansion function is smooth enough.
According to Theorem 2, we conclude that the initialization based on (3) yields an output uˆwhich differs from uˆr , and thus
also from u, only by terms of orderO(hm). In particular, this statement holds for the initial time t = 0 so that the constructed
initial value wˆ(0) reproduces the one of the regular expansionw(0) up to terms of order hm. In this sense, our initialization
procedure of orderm automatically recovers the initial structure of the regular expansion up to order hm−1.
3. A model problem
Before demonstrating the application of the smooth initialization condition, let us shortly introduce the lattice Boltzmann
scheme that will serve as our test case. As in [8,9], we use a D1Q2 algorithm discretizing the one-dimensional advection
equation on the unit interval [0, 1]with periodic boundary conditions.
3.1. Definition of the algorithm
The primary variables of the LB algorithm are two distribution functions (populations) fˆ−1, fˆ+1 : T × X → R that
are defined on a time–space lattice T × X having equal step size in time and space, i.e. ∆t = ∆x =: h = 1/N for
some N ∈ N. More precisely the temporal grid is T = {0, h, 2h, . . .} ∩ [0, T ] while the spatial mesh may correspond to
[0, h, . . . , (N − 1)h] ⊂ [0, 1]. Periodicity means that the neighbor of the spatial grid site 0 is the rightmost node (N − 1)h
and vice versa.
The population fˆ−1 is associated with particles moving with unit speed to the left (negative direction), whereas fˆ+1 refers
to the other species of particles moving with the inverse velocity. The evolution of fˆ−1 and fˆ+1 is prescribed by the lattice
Boltzmann equation with BGK collision as:
fˆ−1(t + h, x) = (1− ω)fˆ−1(t, x+ h)+ ωfˆ eq−1(t, x+ h),
fˆ+1(t + h, x) = (1− ω)fˆ+1(t, x− h)+ ωfˆ eq+1(t, x− h).
}
(4)
Both equations are coupled via the equilibrium distribution function which depends on fˆ through the mass moment
(density) ρˆ := fˆ+1 + fˆ−1
fˆ eq±1(t, x) =
1
2
(1± a)
[
fˆ+1(t, x)+ fˆ−1(t, x)
]
︸ ︷︷ ︸
=:ρˆ(t,x)
. (5)
Eqs. (4) and (5) contain two parameters: the relaxation or collision frequency ω and the advection velocity a of the mass
moment.
In [9], it was shown that the LB algorithm (4) with (5) is stable in the `2-norm (based on the standard scalar product) if
and only if 0 ≤ ω ≤ 2 and |a| ≤ 1.
3.2. Regular expansion
Using the stability result in connection with the formal asymptotic expansion presented in [8], one can prove that the
algorithm (4) admits a regular expansion. This means that the scheme is capable of producing output fˆ±1 that can be
represented, for somem ∈ N, in the form
fˆ±1(t, x) = f (0)±1 (t, x)+ · · · + hm−1f (m−1)±1 (t, x)+ O(hm) (t, x) ∈ T ×X (6)
where f (0)±1 , . . . , f
(m−1)
±1 are smooth and h-independent functions on the time–space domain [0, T ] × [0, 1]. In particular, the
mass moment of the zeroth order function ρ(0) = f (0)−1 + f (0)+1 turns out to be a solution of the advection equation
∂tρ
(0) + a∂xρ(0) = 0. (7)
If (6) holds form ≥ 1, one immediately obtains
ρˆ(t, x) = ρ(0)(t, x)+ O(h) (t, x) ∈ T ×X,
which justifies the statement that the algorithm (4) with the equilibrium (5) discretizes the advection equation.
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Moreover, from the computations in [8], we get the following explicit expressions for the initial structure of the first two
asymptotic order functions:
f (0)±1 (0, x) = f eq±1(0, x) =
1
2
(1± a)ρ(0)(0, x) (8)
f (1)±1 (0, x) = ∓
1
2ω
(1− a2)∂xρ(0)(0, x). (9)
3.3. The initialization problem
Supposewewant to use the lattice Boltzmann scheme to solve the advection equation for some initial valueρ0 : [0, 1] →
R. Then, the initial state of both populations fˆ±1 is required to run algorithm (4). Equivalently, one may provide the initial
value for the mass moment ρˆ := fˆ+1 + fˆ−1 and the flux moment (momentum) φˆ := fˆ+1 − fˆ−1 using the invertible linear
transformation:
mˆ =
[
ρˆ
φˆ
]
=
[
1 1
−1 1
] [
fˆ−1
fˆ+1
]
= M fˆ . (10)
In this moment representation it is obvious, that the macroscopic initial value ρ0 provides only half of the information
required for the lattice Boltzmann algorithm.
A reasonable definition of the missing moments φˆ0 can be obtained from the initial structure of the regular expansion,
noting that
fˆ+1(0, x)− fˆ−1(0, x) = φˆ(0, x) = φ(0)(0, x)+ · · · + hm−1φ(m−1)(0, x)+ O(hm).
Here we have set φ(k)(0, ·) := f (k)+1 (0, ·)− f (k)−1 (0, ·) for k ∈ {0, 1, . . . ,m− 1}. Using (8) and (9) this yields in particular
φ(0)(0, ·) = aρ0, (11)
φ(1)(0, ·) = − 1
ω
(1− a2)∂xρ0. (12)
In summary, the initialization
ρˆ(0, x) = ρ0(x), φˆ(0, x) = aρ0(x)
matches the leading order of the regular expansion while
ρˆ(0, x) = ρ0(x), φˆ(0, x) = aρ0(x)− h 1
ω
(1− a2)∂xρ0(x) (13)
recovers the first two orders using derivatives of the initial value.
As we will see below, the smooth initialization condition produces exactly the same initial values in the relevant order
with the additional advantage that
• explicit formulas for the asymptotic order functions analogous to (8) and (9) need not be derived,
• ρ0 need not be provided as an analytic expression since no spatial derivatives are required.
3.4. Application of the smooth initialization condition
The moment representation (10) splits the lattice Boltzmann variables in two components ρˆ and φˆ where the first one
is initially provided while the second one is missing. Therefore, the general situation described in Section 2 is recovered if
we work in moment variables.
In order to recast the evolution equations (4) in terms of the moments, we start with the formulation
fˆ−1(t + h) = L
[
(1− ω)fˆ−1(t)+ 12ω(1− a)ρˆ(t)
]
, (14)
fˆ+1(t + h) = R
[
(1− ω)fˆ+1(t)+ 12ω(1+ a)ρˆ(t)
]
, (15)
where we used the left-shift L and right-shift R operators,2 defined for any spatial grid function g(x) onX as
[Lg] (x) = g(x+ h) ⇒ [L2g] (x) = g(x+ 2h),
[Rg] (x) = g(x− h) ⇒ [R2g] (x) = g(x− 2h). (16)
2 See Appendix A for the definition and algebraic properties of the shift operators. Further details about these operators can be found in [9] and [15].
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Taking the sum and difference of (14) and (15) and using the relations inverting (10), i.e.
fˆ−1 = 12 (ρˆ − φˆ), fˆ+1 =
1
2
(ρˆ + φˆ),
we end up with the equivalent moment system describing the evolution of ρˆ and φˆ:
ρˆ(t + h) = 1
2
(1− aω)Lρˆ(t)+ 1
2
(1+ aω)Rρˆ(t)+ 1
2
(1− ω)
[
Rφˆ(t)− Lφˆ(t)
]
(17)
φˆ(t + h) = −1
2
(1− aω)Lρˆ(t)+ 1
2
(1+ aω)Rρˆ(t)+ 1
2
(1− ω)
[
Lφˆ(t)+ Rφˆ(t)
]
. (18)
Now, the smooth initialization conditions read for
constant extrapolation: φˆ(0) != φˆ(h), (19)
linear extrapolation: φˆ(0) != 2φˆ(h)− φˆ(2h), (20)
where the exclamation mark emphasizes that equality is to be required. Likewise, quadratic and higher extrapolations can
be imposed. For the subsequent analysis, we focus on constant and linear extrapolation.
In order to obtain equations in φˆ0 = φˆ(0), we express φˆ(h) and φˆ(2h) in terms of φˆ0 employing (17) and (18). After some
algebra we arrive at
φˆ(h) = (αLL+ αRR) φˆ0 + (βLL+ βRR) ρˆ0 (21)
φˆ(2h) = (αLLL2 + α0I+ αRRR2) φˆ0 + (βLLL2 + β0I+ βRRR2) ρˆ0 (22)
with the coefficients
αL = αR := 12 (1− ω) βL := −
1
2
(1− aω) βR := 12 (1+ aω) (23)
αLL := 14 (1− ω)
2 + 1
4
(1− ω)(1− ωa),
α0 := 12ω(ω − 1),
αRR := 14 (1− ω)
2 + 1
4
(1− ω)(1+ ωa)

(24)
βLL := −14 (1− ωa)
2 − 1
4
(1− ω)(1− ωa),
β0 := 12ωa(1− ω),
βRR := 14 (1+ ωa)
2 + 1
4
(1− ω)(1+ ωa).

(25)
Defining the operators
A1 := αLL+ αRR, B1 := βLL+ βRR (26)
and
A2 := −αLLL2 + 2αLL− α0I+ 2αRR− αRRR2, (27)
B2 := −βLLL2 + 2βLL− β0I+ 2βRR− βRRR2, (28)
equations (19) and (20) can be written in the following compact notation:
constant extrapolation: φˆ0
!=A1φˆ0 + B1ρˆ0, (29)
linear extrapolation: φˆ0
!=A2φˆ0 + B2ρˆ0. (30)
Altogether, we see that the abstract smooth initialization condition developed in Section 2 turns into a standard system of
linear equations once it is applied to the linear lattice Boltzmann algorithm. Apart from invertibility of the system matrix,
Theorem 2 requires well-posedness in the sense that a norm of the inverse can be bounded independent of h. Before turning
to this crucial consideration (Section 4.1), we want to substantiate our remark at the end of Section 2 that the smooth
initialization condition recovers the initial structure of the regular expansion. For our model problem, this can be easily
checked explicitly.
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3.5. Consistency analysis
Wewill prove that φˆ0 computed from (29) and (30) is a zeroth, respectively first order correct approximation of the state
described by the regular expansion. To this end, we also expand φˆ0
φˆ0(x) = φ(0)0 (x)+ hφ(1)0 (x)+ · · · + hm−1φ(m−1)0 (x)︸ ︷︷ ︸
=:φ0(x)
+O(hm) for x ∈ X (31)
and show that φ(k)0 coincides with the corresponding coefficient φˆ
(k)(0, ·) of the expanded flux moment (see (11) and (12)).
The case of constant extrapolation. Since L,R and thus A1 and B1 are uniformly bounded with respect to h (actually L,R
have norm 1 independently of hwith respect to standard operator norms), the hypothesis (31) implies
φ0 = A1φ0 + B1ρ0 + O(hm). (32)
Using the definition of A1, B1 and (16) for g(x) = φ0, this becomes
φ0 + O(h2) = [αL(1+ h∂x)+ αR(1− h∂x)]φ0 + [βL(1+ h∂x)+ βR(1− h∂x)] ρ0,
where Taylor expansion up to first order has been applied to the shifted arguments appearing in (32). Substituting φ0 by the
truncated expansion in (31) and equating the coefficients of equal powers of h, leads in zeroth and first order to
φ
(0)
0 = [αL + αR]φ(0)0 + [βL + βR] ρ0 = (1− ω)φ(0)0 + aωρ0,
φ
(1)
0 = [αL + αR]φ(1)0 + [αR − αL] ∂xφ(0)0 + [βL − βR] ∂xρ0 = (1− ω)φ(1)0 − ∂xρ0.
So we arrive at
φ
(0)
0 = aρ0 and φ(1)0 = −
1
ω
∂xρ0, (33)
which proves that φ(0)0 agrees with φ
(0)(0, ·) in (11) while φ(1)0 differs from φ(1)(0, ·) in (12).
The case of linear extrapolation. Proceeding analogously to the previous case by plugging φ0 and ρ0 into (30), we obtain
upon Taylor expansion
φ0 + O(h2) = [−αLL(1+ 2h∂x)+ 2αL(1+ h∂x)− α0 + 2αR(1− h∂x)− αRR(1− 2h∂x)]φ0
+ [−βLL(1+ 2h∂x)+ 2βL(1+ h∂x)− β0 + 2βR(1− h∂x)− βRR(1− 2h∂x)] ρ0.
In order to determine φ(0)0 and φ
(1)
0 , again a comparison of coefficients is performed with respect to equal powers of h. This
gives in zeroth order
φ
(0)
0 =
=:C1︷ ︸︸ ︷
[−αLL + 2αL − α0 + 2αR − αRR] φ(0)0 + [−βLL + 2βL − β0 + 2βR − βRR]︸ ︷︷ ︸
=:C2
ρ0. (34)
Inserting (23)–(25), we find C1 = 1− ω2 and C2 = aω2, which yields
φ
(0)
0 =
C2
1− C1 ρ0 and thus φ
(0)
0 = aρ0 . (35)
Similarly, the comparison of coefficients in first order results into
φ
(1)
0 = [−αLL + 2αL − α0 + 2αR − αRR]φ(1)0
+ [−2αLL + 2αL − 2αR + 2αRR] ∂xφ(0)0
+ [−2βLL + 2βL − 2βR + βRR] ∂xρ0 . (36)
The coefficients in front of φ(1)0 , ∂xφ
(0)
0 and ∂xρ0 – abbreviated by D1,D2 and D3 respectively – are given more explicitly by
D1 = 1− ω2, D2 = aω(1− ω), D3 = ω(a2ω − 1),
where (23)–(25) have been used again. Substituting (35) in (36), we conclude that
φ
(1)
0 =
1
1− D1 (aD2 + D3) ∂xρ0 and thus φ
(1)
0 = −
1
ω
(1− a2)∂xρ0 , (37)
which verifies the asserted form of φ(0)0 and φ
(1)
0 (compare with (11) and (12)).
It should be noted that the accuracy of the smooth initialization conditions depends verymuch on the scaling used in the
LBM. For purely advective problems, we have∆t ∼ ∆x, while for e.g. purely diffusive problems, we have∆t ∼ ∆x2. For the
latter type of systems, it was shown in [16,17] that the smooth initialization conditions for constant and linear extrapolation
accurately compute the terms in the regular expansion up to and including first, respectively third order terms with respect
to ∆x. This is different from the results obtained in this paper with the advective scaling, where we only gain one term in
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the expansion with each higher order extrapolation. The reason is that the smooth initialization of order m, recovers the
regular expansion with an error of order∆tm, which happens to be∆x2m under the diffusive scaling.
4. Solvability
In practice, one would try to solve the smooth initialization condition and then observe whether the regularity of the
output improves. However, for our model problem, we can actually prove that the approach works in the case of constant
and linear extrapolation. According to Theorem 2, there are three conditions which ensure the applicability of the smooth
initialization idea. These are
• the stability of the evolution,
• the well-posedness of the initialization condition,
• the existence of at least one smooth output with initial moment ρ0.
In our model scenario, the stability with respect to the `2-norm is available, as mentioned in the previous section.
Therefore themain task is to analyze the initialization conditionwhich is nowgiven in the formof equation (29), respectively
(30), or equivalently, in the standard equation form
(I− Ak)φˆ0 = Bkρˆ0 k ∈ {1, 2}. (38)
As Bkρˆ0 must be considered as a given right hand side, a unique φˆ0 is obtained if (I− Ak) is invertible. Moreover, our notion
of well-posedness used in the proof of Theorem 2 requires that the inverse is bounded independent of hwith respect to the
same norm for which stability of the evolution is available. The corresponding investigations are presented below.
Finally, the existence of a regular expansion ensures the last condition. More precisely, if the initial value ρ0 is sufficiently
smooth, the corresponding regular expansion can be set up and is sufficiently regular (note that smoothness of ρ0 is required
to properly define, for example, the first order coefficient of the expansion as can be seen from equation (9)). Then, taking
the initial value of the expansion to start the discrete evolution, a smooth output results in the sense of Definition 1 with
the expansion as comparison function.
Since equations (29) and (30) come along as fixed point problems, it is natural to employ fixed point iterations to compute
their solution. This is considered in Sections 4.2 and 4.3.
4.1. Well-posedness
Proposition 3. Consider the LB model algorithm introduced in the previous section and equation (29) for φˆ which has been
obtained from the smooth initialization condition using constant extrapolation. If 0 < ω < 2, then
(i) I− A1 is invertible and thus equation (29) has a unique solution for given ρˆ0.
(ii) (I−A1)−1 is uniformly boundedwith respect to the operator norm induced by the `2-norm (standard scalar product). So there
is a constant K1 > 0, which is independent of the grid spacing h and the number N of grid nodes, such that ‖(I−A1)−1‖2 < K1.
Proof. For the first part of the assertion we have to show that I − A1 is invertible. Certainly, this is the case if the spectral
radius %(A1) is less than 1, because then 0 6∈ σ(I− A1) = 1− σ(A1)which means that 0 is no eigenvalue of I− A1. Hence
I− A1 has a trivial kernel implying injectivity and also surjectivity as operating on a finite dimensional vector space.
In order to verify %(A1) < 1, we observe that the left and right shift operator L and R are mutually inverse and unitary.
Therefore, L andR are simultaneously diagonalizablewith eigenvalues of the form eiϕ, ϕ ∈ R havingmodulus 1. In particular,
if eiϕ is an eigenvalue of R for some ϕ ∈ R, then e−iϕ is an eigenvalue of L, where both eigenvalues refer to the same common
eigenvector. Thanks to these properties we infer that the eigenvalues of A1 = αLL + αRR lie on the following curve in the
complex plane,
C1 : R 3 ϕ 7→ αLeiϕ + αRe−iϕ = (1− ω) cos(ϕ)
which actually corresponds to the segment [−|1− ω|, |1− ω|] of the real axis. So all eigenvalues of A1 must be bounded
by |1− ω|which is less than 1 for ω ∈ (0, 2).
For the second part we remark that A1 = αLL + αRR is symmetric because αL = αR and L> = R,R> = L due to the
unitarity and the fact that L and R are inverse to one another. Hence (I − A1)−1 is symmetric too. Since the ‖ · ‖2 norm of
symmetric matrices corresponds to their spectral radius, we get the following estimate independent of h
‖(I− A1)−1‖2 = %
(
(I− A1)−1
) = max
λ∈σ(A1)
{
1
|1− λ|
}
≤ max
λ∈σ(A1)
{
1
1− |λ|
}
= 1
min
λ∈σ(A1)
{1− |λ|} =
1
1− max
λ∈σ(A1)
|λ|
≤ 1
1− |1− ω| ,
where we have used the triangle inequality |1− λ| ≥ |1− |λ|| from the first to the second line and |λ| ≤ |1 − ω| < 1. So
we may choose (1− |1− ω|)−1 for K1. 
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Fig. 1. The plots illustrate the curve C2 defined in (40) (full line) in the complex plane for a range of ω-values but fixed advection velocity a = 0.66. The
dotsmark the positions of eigenvalues of A2 in the case of 30 grid nodes, i.e.N = 30 and h = 1/30. Finally, the dashed line represents the unit circle around
0. Let us point out that, actually, the eigenvalues sample C2 and fill it up densely as the number of grid nodes tends to infinity. The eigenvalues of A2 are
obtained from (40) by setting ϕ = ϕk := 2pikN with k ∈ {0, 1, . . . ,N − 1}. This is due to the fact that eigenvalues of the shift operators are given by eiϕk .
Proposition 4. Consider the LB model algorithm introduced in the previous section and equation (30) for φˆ which has been
obtained from the smooth initialization condition using linear extrapolation. If 0 < ω < 2, then
(i) I− A2 is invertible and thus equation (30) has a unique solution for given ρˆ0.
(ii) (I − A2)−1 is uniformly bounded with respect to the operator norm induced by the `2-norm. So there is a constant K2 > 0,
which is independent of the grid spacing h and the number N of grid nodes, such that ‖(I− A2)−1‖2 < K2.
Proof. Proceeding similarly as in the proof of the previous proposition, we find that the eigenvalues of A2 are located on the
curve (see Fig. 1)
C2 : R 3 ϕ 7→ −αLLe−2iϕ + 2αLe−iϕ − α0 + 2αReiϕ − αRRe2iϕ ∈ C. (39)
Using (23)–(25), this can be simplified to
C2(ϕ) = 12 (1− ω) [ω + 4 cos(ϕ)− (2− ω) cos(2ϕ)+ iaω sin(2ϕ)] . (40)
Observing that I− A2 is invertible if and only if A2 does not admit the eigenvalue 1, we check that 1 does not belong to the
image of C2 if ω ∈ (0, 2) (note that there is no condition on a). Since C2 is 2pi-periodic, we can restrict the check to the case
of ϕ ∈ [0, 2pi).
Obviously, the imaginary part vanishes only for ϕ ∈ {0, 12pi, pi, 32pi}. It is easily verified that the real part, which depends
onω only, equals 1 if eitherω = 2 for ϕ = pi orω = 0 for ϕ ∈ {0, 12pi, 32pi}. Therefore C2 cannot attain the value 1whenever
ω ∈ (0, 2).
In contrast to A1, the current operator A2 is not symmetric as αRR 6= αLL for a 6= 0. However A2 is still normal,
i.e. A>2 A2 = A2A>2 , because the shift operators L and R commute and are the transposed of each other. The normality of
A2 entails ‖A2‖2 = %(A2). The same is true for I − A2 as the identity operator is transposed to itself and commutes with
every other operator. Therefore we are allowed to argue analogously to the case of A1. So we obtain the estimate
‖(I− A2)−1‖2 = %
(
(I− A2)−1
) = 1
min
λ∈σ(A2)
{|1− λ|}
≤ 1
min
ϕ∈[0,2pi ]
{|1− C2(ϕ)|} =
1
dist (1, C2([0, 2pi ])) =: K2 <∞,
where we have used that σ(A2) ⊂ C2([0, 2pi ]). Furthermore, C2 is a continuous function, which maps the compact interval
onto a compact subset C2([0, 2pi ]) ⊂ C. The distance function dist(1, ·) : C→ [0,∞) with respect to 1 is continuous too
such that it attains aminimumon the compact set C2([0, 2pi ]). Sincewe have 1 6∈ C2([0, 2pi ]) as shown above, theminimum
must be different from 0 so that K2 is well-defined. Observe that the estimate is independent of the underlying spatial grid
since C2([0, 2pi ]) does neither depend on h nor on N . 
If the smooth initialization condition is combined with higher order extrapolation, results similar to Propositions 3 and
4 can be proved in an analogous manner. In particular, the normality of the operators corresponding to A1,A2 persists
also in the general case. However, the curves corresponding to C1, C2 become increasingly more complicated3 as the order
of extrapolation is raised. Therefore it should be more difficult to verify that 1 does not lie on the corresponding curve,
3 For extrapolation ofmth order, the corresponding curve is a polynomial of degreem+ 1 in eiφ and e−iφ .
876 P. Van Leemput et al. / Computers and Mathematics with Applications 58 (2009) 867–882
guaranteeing solvability and thereby alsowell-posedness.4 It is an open question,whether solvabilitymust hold for arbitrary
extrapolation orders.
The cases of ω = 0 and ω = 2 are excluded in Propositions 3 and 4 although 0 and 2 belong to the stability range for our
lattice Boltzmann model algorithm (see [9,15]). Especially the limit case of ω = 2 is interesting because the solution of the
advection equation is then approximated with second order accuracy instead of first order (cf. [18,15]). An analysis of this
exceptional situation, where I− A1 and I− A2 are not necessarily invertible (no unique solvability), is postponed to future
work.
4.2. Solution methods
In principle, equation (38) can be solved for φˆ0 by any method one likes. However, as (29) and (30) come out as fixed
point problems, fixed point iterations are naturally suggested. Besides, certain iterations fit well to the recursive form of the
lattice Boltzmann algorithm and can be implemented with little effort within the lattice Boltzmann framework.
Direct iteration Replacing φˆ0 in (29) and (30) on the left and right hand side by φˆ
{n+1}
0 and φˆ
{n}
0 respectively, yields the
following direct iteration
φˆ
{n+1}
0 = Akφˆ{n}0 + Bkρˆ0 k ∈ {1, 2}, (41)
where Ak itself occurs as iterationmatrix. The iterationmight be started by the equilibrium value for the fluxmoment being
associated with ρˆ0 — although arbitrary starting values could be taken. In general, an affine linear iteration like (41) is only
convergent if the spectral radius of the iteration matrix is less than 1.
This condition is fulfilled for A1 (constant extrapolation) if 0 < ω < 2. To justify this we just have to go back to the
proof of Proposition 3 where we have seen that %(A1) = |1 − ω| being less than 1 under the above hypothesis on ω. The
convergence speed is determined by |1− ω|; it becomes slow for |1− ω| close to 1, i.e. ω close to 0 or 2.
In opposition to %(A1), the spectral radius %(A2) of A2 is only less than 1 over a restricted range of the collision frequency,
more precisely for ω ∈ (2−√2,√2) as found out by numerical tests. This is also recognized by means of Fig. 1, where the
curve C2 reaches into the exterior of the closed unit disk around 0 for certain values of ω. Therefore the direct iteration fails
where smooth initialization would be most wanted because initial layers are only badly damped by the lattice Boltzmann
algorithm if ω is about 2. In this case, the relaxed iteration discussed below offers an alternative.
Let us point out that the direct iteration results into the constrained runs algorithm presented in Section 4.3.
Relaxed iteration
The subsequent Richardson iteration
φˆ
{n+1}
0 = φˆ{n}0 +∆α(Ak − I)φˆ{n}0 +∆αBkρˆ0 k ∈ {1, 2} (42)
represents a stabilization of the direct iteration using an additional parameter∆α > 0. In the limit – if existing – φˆ{n+1}0 and
φˆ
{n}
0 becomeboth φˆ
{∞}
0 = φˆ0 such that equation (38) is recovered. The iterationmatrix of (42) is I+∆α(Ak−I)whose spectral
radius is required to be less than 1 to ensure convergence. Equivalently this means that the eigenvalues of ∆α(A2 − I) lie
inside the open unit disk around−1.
% (I+∆α(A2 − I)) < 1 ⇔ σ (∆α(A2 − I)) ⊂ D1(−1). (43)
For more complicated problems (e.g. lattice Boltzmann algorithms in two and three space dimensions), the Richardson
iteration may turn out to reach practical stationarity rather slowly as reported in [19]. Therefore, it could be beneficial
to implement more advanced numerical methods to solve (38), like Newton–Krylov methods or the Recursive Projection
Method (see [20,21] for details).
Let us finally show that the Richardson iteration works forω close to 2, where the direct iteration becomes unstable. The
reason why the Richardson extrapolation works better is that it only needs σ(A2) left from 1.
Proposition 5. For ω ∈ (1, 2) there is ∆α > 0 (depending on ω) such that the Richardson iteration (42) for k = 2 (which is
obtained from the smooth initialization condition with linear extrapolation) is convergent for arbitrary initial values.
Proof. The right condition of (43) implies that σ(A2 − I) lies inside the open left halfplane {z ∈ C : Re(z) < 0}, because
D1(−1) ⊂ {z ∈ C : Re(z) < 0} and division by∆α > 0 does not alter the sign of the real part.
As σ(A2 − I) ⊂ {C2(ϕ)− 1 : ϕ ∈ [0, 2pi ]} (see proof of Proposition 4) (43) is certainly satisfied if
{C2(ϕ)− 1 : ϕ ∈ [0, 2pi ]} ⊂ {z ∈ C : Re(z) < 0}
or equivalently C2([0, 2pi ]) ⊂ {z ∈ C : Re(z) < 1}.
It follows that
r(ϕ) := Re (C2(ϕ)) < 1 for all ϕ ∈ [0, 2pi ].
4 The corresponding curve then must have non-zeros distance from 1. But the reciprocal value of the distance is basically the h-independent constant
analogous to K1, K2 in the preceding propositions.
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In order to verify this, the extremal values of r(ϕ) are computed by equating the derivative of r with zero5:
d
dϕ
r(ϕ) = 0 ⇔ cos(ϕ) = 1
2− ω or [sin(ϕ) = 0 ⇔ ϕ ∈ {0, pi}] .
The first condition cannot be accomplished since 12−ω > 1 if 1 < ω < 2. For the second condition, we find r(0) = 1 − ω2
and r(pi) = (1− ω)(ω − 3)which are both less than 1 if 1 < ω < 2. 
Observe that the step size ∆α for the Richardson iteration depends on C2 which again depends on ω and a. So ∆α can be
chosen independently of the spatial grid spacing h.
Algorithm 1 Constrained runs schemes CR-n for 1D advective LBM
Required: ρˆ0(x) = ρˆ(0, x), order informationm = n+ 1, and a tolerance θ  1
fˆ {0}i (0, x) = fˆ eqi (ρˆ0(x)) ; Choose fˆ {0}i based on ρˆ0
repeat
fˆ (mh) = LBMm(fˆ {k}(0)) Apply algorithm (4)m times
mˆ = Mfˆ Compute φˆ with (10)
φˆ{k+1}(0, x) = I(0; {h, . . . ,mh}, φˆ(·, x)) Extrapolate φˆ
ρˆ{k+1}(0, x) = ρˆ0(x) Reset macroscopic variables
fˆ {k+1}(0, x) = M−1mˆ{k+1}(0, x) Map back (10)
until ‖φˆ{k+1}(0)− φˆ{k}(0)‖ < θ
4.3. Connection with the constrained runs algorithm
In [10,11], the authors proposed an initialization condition in the context of equation-free computing and singularly
perturbed ODE systems that is very similar to the smooth initialization condition defined in Section 2. Suppose that we
are given the singularly perturbed ODE system defined as dtv = f (v,w); εdtw = g(v,w) for small ε. This system has a
clear separation of time scales in its evolution. The variablew evolves quickly to a functional of the slowly evolving variable
v, i.e. w = s(v). These functionals s(v) are called slaving relations. After a short period, the evolution of the system can
be described by the reduced equation dtv = f (v, s(v)). This equation describes a trajectory on a lower-dimensional slow
manifold described by v. To initialize such systems, it was proposed in [10,11] to set the (n + 1)st derivative of the fast
variable w to zero, i.e. the condition dn+1w/dtn+1 = 0. These authors showed in [10,21] that this results in an nth order
correct approximation of the theoretical solution (with errorO(n+1)). By discretizing this (n+1)st derivative with forward
differences, one obtains an expression very similar to (3). Again in [10,11], these conditions were cast into a class of fixed
point iteration schemes to compute the full state of amicroscopic ormesoscopic simulation code corresponding to the initial
macroscopic quantities. We call these initialization routines constrained runs schemes of nth order (abbreviated as CR-n).
When relating this to our LB algorithm,w can be thought of as the higher ordermoments, here themomentum φ, while v
represents the lower order moments, here the density ρ. The slaving relation s(v) is the regular expansion of φ in terms of ρ
as given, for example, in (13) up to first order. It can be checked easily that the higher ordermoments (hereφ) evolve quickly
to a functional of the lower order ones (here ρ), see [3,22]. The variablem from Section 2 is related to n asm = n+1. Further,
it is well known that, after initialization, the lower order moments themselves can display unexpected behavior when the
higher order ones are not initialized properly, see [1–3,17], which motivates our research in this area.
For the LBM from Section 3, the CR schemes iterate upon the higher order moment φˆ, given ρˆ0 = ρˆ(0, x). The details are
summarized in Algorithm 1. First, we initialize the distributions as a simple functional of the given density field, e.g. with the
BGK equilibrium fˆ eqi defined in (5). The corresponding momentum is φˆ
{0} = aρˆ0. The kth iteration step of the CR algorithm
consists of the following operations. First, the lattice Boltzmann evolution (4) is applied for n + 1 time steps. Second, we
compute the higher order moments φˆ at time steps h, 2h, . . . , (n+1)h. These n+1 higher order moments are extrapolated
backward in time to obtain the value φˆ{k+1}(0, x) at time zero. The coefficients of the unique interpolating polynomial I
of degree n based on the nodes {h, . . . , (n + 1)h} can be read off from the right hand sides of (2) with m = n + 1. After
the extrapolation, we reset the macroscopic density to its initial value. This procedure is repeated until the convergence
heuristic in Algorithm 1 signals either convergence or divergence.
Fig. 2 sketches a possible scenario for the evolution of the CR-0 (constant extrapolation) and CR-1 (linear extrapolation)
scheme. Upon convergence, the fixed point φˆ0 is an approximation to the missing higher order moment φˆ(ρˆ0) of the full
initial state, i.e. the state described by the regular expansion (see (13) for the first two terms). It follows from the consistency
results in Section 3 that the CR-0 and CR-1 scheme approximate the theoretical slaving relations defined by the regular
5 Due to the 2pi-periodicity of C2 , it is sufficient to consider ϕ ∈ [0, 2pi). Moreover, periodicity and smoothness make separate checks at the boundaries
ϕ ∈ {0, 2pi} redundant.
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Fig. 2. Conceptual sketch of the evolution of the CR-0 (left) and CR-1 (right) scheme. The higher order moment (the momentum) φˆ is plotted with respect
to the macroscopic variable (the density) ρˆ. The CR fixed point φˆ0 is an approximation to the full state φˆ(ρˆ0) that can be described in terms of the initial
ρˆ0 through a regular expansion.
Fig. 3. Initial layers in the LB simulation when initializing with the zeroth order term f (0)i = f eqi (left, labeled RE-0) in the regular expansion and when
initializing with the CR-0 scheme (middle). These initial layer phenomena do not occur when initializing with the regular expansion up to first order terms
f (0)i + hf (1)i (labeled RE-1) nor when initializing with the CR-1 scheme (right).
expansion up to zeroth and first order respectively. When factoring in the∆x- and∆t-scaling of the system (see the remark
at the end of Section 3.5), these results are comparable to the ones obtained for (reaction)-diffusion LBMs in [16,17]. Also in
[16], the CR-0 schemewas compared to the initialization scheme ofMei et al. [1] for the same diffusivemodel problem. There
it was shown that both approaches are very similar to the extend that our accuracy results also apply to the latter scheme.
Next, we illustrate our theoretical results. The parameters for our advective LB scheme are h = 1/30,ω = 1.99, a = 0.66,
80 time iterations and ρˆ0(x) = cos(2pix). We initialize using the regular expansion (8) and (9), (i) f (0)i = f eqi , (ii) f (0)i + hf (1)i
as well as (iii) the CR-0 scheme, and (iv) the CR-1 scheme. Actually, since ω = 1.99 6∈ (2 − √2,√2), the CR-1 iteration
will be unstable. Therefore, we solved (38) directly. Alternatively the Richardson iteration (42) can be used. In Fig. 3, we
plot the norm of the error on ρˆ(t, x7) at the seventh lattice site x7 during the subsequent time simulation. Fig. 3 shows that
both the initialization with the CR-0 scheme and with the zeroth order term f {0}i = f eqi introduce similar initial layers in the
subsequent LB simulation. Note that the oscillations are similar but not the same, because the higher order terms that are
neglected or approximated (i.e. the local error terms) are different. Initialization with the CR-1 scheme (corresponding to
the smoothness condition with linear extrapolation andm = 2) results in the desired smooth behavior.
5. Conclusions
In this article, we have addressed the question how discrete evolution algorithms with incomplete initial data can be
started to avoid initial layers. Themethod has been successfully applied and carefully analyzed in the case of a simple lattice
Boltzmann algorithm. Since our approach encloses themethod byMei et al. [1] as a special case with constant extrapolation
(m = 1), see also [16], the usefulness in the case of LB algorithms for the Navier–Stokes equation is also established.
A preliminary study with a D2Q9 lattice Boltzmann scheme for periodic Stokes problems shows that the initial structure
of the regular expansion can be recovered up to second order in the time step size by using quadratic extrapolation (m = 3).
As far as the system matrix of the initialization equation is concerned, one finds that its condition number depends on
the choice of the moment projection and, for linear extrapolation, the invertibility is lost for certain grid sizes.
Apart from a more deeper analysis of these findings, there are several open questions which need a more careful
investigation. For example, in the case of higher order extrapolations m ≥ 2, the Navier–Stokes case leads to nonlinear
initialization conditionswhichmay not be solvablewith simple fixed point iterations, so thatmore suitablemethods have to
be developed. Also, the role of non-periodic boundary conditions has to be analyzed. Generally, it is expected that boundary
conditions reduce the spatial regularity of the solution and, due to couplings, also the smoothness in time. Therefore, higher
order initializations are probably only reasonable in connection with high order boundary conditions.
It will be the subject of future work to find answers to these questions.
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Appendix A. Properties of the shift operators L, R
The left-shift and right-shift operators L and R are applied to grid functions (of the spatial grid) as linear operators. If such
a function f : X→ R is written in the following form
f = (f (x0), f (x1), . . . , f (xN−1))
then
Lf = (f (x1), . . . , f (xN−1), f (x0)), Rf = (f (xN−1), f (x0), . . . , f (xN−2)).
Obviously, a left-shift undoes a right-shift and vice-versa, such that
LR = RL = I ⇔ L = R−1 ⇔ R = L−1,
where I denotes the identity operation. In particular, L and R commute as being mutually inverse to one another. If the shift
operators are applied to functions defined on a grid with N nodes, the following relations hold additionally: LN = RN = I
which is equivalent to L−1 = LN−1 and R−1 = RN−1. Since standard norms in RN are invariant under permutations of the
components, which particularly include shift operations, one obtains ‖Lf ‖ = ‖Rf ‖ = ‖f ‖ implying ‖L‖ = ‖R‖ = 1. As
this holds most notably for the `2-norm (Euclidean norm), it follows that the shift operators are orthogonal (unitary), i.e.
L> = L−1 and R> = R−1.
Appendix B. Proof of Theorem 2
Before proving Theorem 2, we elaborate on the smooth initialization condition. For this a rather intrinsic characterization
ofm-regularity would be desirable. The result of the following lemma will be helpful in this regard.
Lemma 6. Let uˆ be m-regular and N0 3 k ≤ m. Consider
• t ∈ J ,
• S ⊂ J,#S = k, t 6∈ S, (interpolation stencil)
• the largest distance diam({t} ∪ S) = O(h).
Then the following estimate∥∥uˆ(t)− I(t; S, uˆ)∥∥U = O(hk) (B.1)
holds true for h ↓ 0 where I denotes the polynomial interpolating the values of uˆ at the grid sites contained in S.
Proof. The m-regularity of uˆ guarantees the existence of a comparison function u. Applying the triangle inequality to the
left hand side of (B.1) yields
∥∥uˆ(t)− I(t; S, uˆ) ∥∥U ≤
=:A︷ ︸︸ ︷∥∥ uˆ(t)− u(t) ∥∥U +‖u(t)− I(t; S, u) ‖U︸ ︷︷ ︸
=:B
+ ∥∥I(t; S, u)− I(t; S, uˆ)∥∥U︸ ︷︷ ︸
=:C
. (B.2)
The assertion follows if each of the three terms A, B and C is of magnitude O(hk).
In the case of A this immediately ensues from the asymptotic proximity of the comparison function. Furthermore, each
O(hm)-term is trivially anO(hk)-term if k ≤ m. As far as B is concerned, we quote the standard error estimate for polynomial
interpolation6leading directly to the desired result.
6 If f is a C`-function and if p`−1 is the interpolation polynomial of degree ` − 1 referring to t1, . . . , t` , it can be shown that there exists θ ∈
[min{t0, t1, . . . , t`},max{t0, t1, . . . , t`}], such that
f (t0)− p`−1(t0) = 1
`! f
(`)(θ)(t0 − t1) · · · · · (t0 − t`).
If t0, t1, . . . , t` are contained in a compact interval I then
‖f − p`−1‖∞ = 1
`! ‖f
(`)‖∞ (diam{t0, t1 · · · · · t`})`
where ‖ · ‖∞ denotes the supremum-norm over I .
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To handle C , we recall that I is linear with respect to the interpolated values at the interpolation sites. Representing I in
terms of the Lagrange polynomials Lj(t), see (B.3), we arrive at the following estimate
C := ∥∥ I(t; S, u)− I(t; S, uˆ) ∥∥U = ∥∥ I(t; S, u− uˆ) ∥∥U
=
∥∥∥∥∥ k∑
j=1
(
u(tj)− uˆ(tj)
)
Lj(t)
∥∥∥∥∥
U
≤
k∑
j=1
∥∥u(tj)− uˆ(tj)∥∥U︸ ︷︷ ︸
=O(hk)
∣∣Lj(t)∣∣︸ ︷︷ ︸
=O(1)
= O(hk),
where the asymptotic proximity of uˆ and u has been employed again. For the estimate of the Lagrange polynomials defined
by
Lj(t) :=
k∏
i=1
i6=j
t − ti
tj − ti (B.3)
we remark that maxi |t− ti| ≤ diam({t}∪ S) ≤ dhwith an appropriate constant d > 0 independent of h. Similarly, we have
mini6=j |ti−tj| ≥ h as the distance between two different grid nodes of J cannot be less than one step size, i.e. h. So numerator
and denominator in (B.3) can be estimated from above and below respectively, thus yielding |Lj(t)| ≤ (dh)k−1/hk−1 =
dk−1 = O(1). 
Lemma 7. Let D abbreviate the displacement (translation) operator which is defined by [Df ](t) := f (t + h) for any function
f : R→ R. For equidistant t0, t1, . . . , tm ∈ R satisfying tj+1 − tj =: h > 0 as j ∈ {0, . . . ,m − 1}, the evaluation at t0 of the
polynomial I interpolating f at t1, . . . , tm is given by
I (t0; {t1, . . . , tm}, f ) =
[(
1− (1− D)m) f ] (t0).
Proof. Let us introduce them-dimensional vector space
Pm−1 := {p : R→ R |p is a polynomial with deg(p) ≤ m− 1}
hereD operates as a linearmapping. First, we recall that (1−D) is nilpotent onPm−1, whichmeansmore exactly that (1−D)m
vanishes identically on Pm−1, i.e.
(1− D)mp = 0 for all p ∈ Pm−1, (B.4)
where 1 denotes the identity on Pm−1. The reason for this is that D does not modify the polynomial coefficient in front
of the highest power tm−1. Hence p and Dp have a common leading term which is canceled in the difference yielding
(1− D)p ∈ Pm−2. So application of (1− D) reduces the polynomial degree by 1 until (1− D)m−1p is a constant polynomial
of degree 0. Applying 1− D again produces the zero polynomial.
Since I := I ( · ; {t1, . . . , tm}, f ) ∈ Pm−1, it follows for arbitrary t ∈ R[
(1− D)mI] (t) = 0 ⇔ I(t) = I(t)− [(1− D)mI] (t),
which implies especially
I(t0) =
[(
1− (1− D)m) I] (t0). (B.5)
Expanding the rectangular brackets by the binomial formula[(
1− (1− D)m) I] (t0) = m∑
j=1
(−1)j−1
(
m
j
)
I(t0 + jh︸ ︷︷ ︸
=tj
)
shows that only the evaluation of I at the interpolation nodes t1, . . . , tm is involved. Since I and f agree in these points, I
can be replaced by f at the right hand side of (B.5), thus yielding the assertion. 
Corollary 8. Lemma 7 holds also in the case of vector-valued functions F : R→ V where V is a vector space.
Proof. Let ` : V → R be a linear functional. Setting f := ` ◦ F , we can apply Lemma 7, which yields:
I (t0; {t1, . . . , tm}, ` ◦ F) =
[(
1− (1− D)m) ` ◦ F] (t0).
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Expanding the right hand side and using the linearity of `, it follows that ` commutes with the displacement operator (D
acts on the argument while ` acts on the value),[(
1− (1− D)m) ` ◦ F] (t0) = ` ([(1− (1− D)m) F] (t0)) .
Similarly, I and ` can be interchanged, (more exactly ` can be drawn out of the interpolation polynomial, since in the vector-
valued case the only difference is that the coefficients7 of the interpolation polynomial are no scalars but vectors). So we
end up with
` (I (t0; {t1, . . . , tm}, F)) = `
([(
1− (1− D)m) F] (t0)) .
Since the equality holds for arbitrary ` ∈ V ′ (dual space of V ) it must also hold for the arguments, which yields the assertion.

Derivation of the explicit initialization condition for wˆ
In order to motivate requirement (3) we start with the smooth initialization condition. If the output uˆ and a fortiori
its second component wˆ is m-regular, Lemma 6 states that wˆ(0) is recovered up to a residual of magnitude O(hm) by
extrapolating the values wˆ(h), . . . , wˆ(mh), i.e. we have
wˆ(0) = I (0, {h, . . . ,mh}, wˆ)+ O(hm) = [(1− (1− D)m) wˆ] (0)+ O(hm)
where Corollary 8 has been applied to obtain the second equality. Subtracting wˆ(0) on both sides yields equivalently
⇔ O(hm) = [(1− D)mwˆ] (0).
By expanding (1− D)m and because Djwˆ(0) = wˆ(jh), we obtain
⇔ O(hm) =
m∑
j=0
(−1)j
(
m
j
)
wˆ(jh).
Using the relation wˆ(jh) = Puˆ(jh) = PEjuˆ(0) = PEj (vˆ(0), wˆ(0)) leads to
⇔ O(hm) =
m∑
j=0
(−1)j
(
m
j
)
PEj
(
vˆ(0), wˆ(0)
)
which simplifies due to the linearity of P to
⇔ O(hm) = P(I− E)m (vˆ(0), wˆ(0)) .
Since the O(hm)-term on the right hand side is not specified a priori, it is required to vanish in (3). This step is primarily
of pragmatic reason. As it is not cogent by the argumentation, other possibilities (like 3hm etc.) are imaginable to make the
unkownO(hm)-term explicit so that a reasonable equation for wˆ(0) results. The proof of Theorem 2 – being based on certain
stability assumptions – constitutes the justification of this approach.
Proof of Theorem 2. For given vˆ0 ∈ V , let uˆr = (vˆr , wˆr) denote some m-regular output of scheme (1) satisfying the initial
condition vˆr(0) = vˆ0. Supposing equation (3) is well posed such that the map
W 3 wˆ0 7→ P(I− E)m(vˆ0, wˆ0) =: F (wˆ0) ∈ W
7 To see that the interpolation coefficients are also uniquely defined in the vector-valued case, one can either argue componentwise (finite dimensional
case) or in the following way: A priori it is not clear whether a1, . . . , am ∈ V exist such that
m−1∑
κ=0
aκ tκj = bj j ∈ {1, . . . ,m} (B.6)
for given b1, . . . , bm ∈ V . Therefore we first consider
m−1∑
κ=0
ακ tκj = `(bj) j ∈ {1, . . . ,m}
with ` ∈ V ′ . Since this corresponds to the standard scalar case, the above system has a unique solution for the real-valued coefficients ακ , . . . , αm−1 (the
systemmatrix is the Vandermonde matrix which is invertible for mutually different t1, . . . , tm). Now, it can easily be checked that ακ depends linearly on
`. Hence it gives rise to amapping ακ : V ′ 3 ` 7→ ακ (`). This means that ακ represents an element of the bidual V ′′ . If V is reflexive, then it can be identified
with V ′′ . Thus there exists aκ ∈ V satisfying ακ (`) = `(ak) for all ` ∈ V ′ . So we conclude
m−1∑
κ=0
`(aκ )tκj = `(bj) j ∈ {1, . . . ,m}.
As this equation holds for all ` ∈ V , equation (B.6) follows.
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admits a Lipschitz continuous8 inverse F −1 with Lipschitz constant L > 0 (independent of h), there is a unique solution of
(3), i.e.F (wˆ0) = 0, denoted by wˆ0. Initializing the scheme by (vˆ0, wˆ0) defines an output uˆ = (vˆ, wˆ). It remains to be shown
that uˆ ism-regular too. This follows from the remarks after Definition 1 as soon as we have verified that
sup
t∈J
‖uˆr(t)− uˆ(t)‖U = O(hm). (B.7)
Due to them-regularity of uˆr , Lemma 6 implies that the residual
r := F (wˆr) = P(I− E)m(vˆ0, wˆr)
vanishes like hm for h ↓ 0, i.e. r = O(hm). Now, using the Lipschitz continuity of F −1, we get
‖wˆr − wˆ0‖ = ‖F −1(r)− F −1(0)‖W ≤ L‖r − 0‖W = O(hm).
Since vˆr(0) = vˆ(0) = vˆ0, we see that uˆr and uˆ almost agree with respect to their initial values, more precisely
‖uˆr(0)− uˆ(0)‖U = ‖wˆr(0)− wˆ(0)‖W = O(hm).
The hypothesized stability9 of the scheme eventually implies (B.7).
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