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MEAN DIMENSION OF Zk-ACTIONS
YONATAN GUTMAN, ELON LINDENSTRAUSS, MASAKI TSUKAMOTO
Abstract. Mean dimension is a topological invariant for dynam-
ical systems that is meaningful for systems with infinite dimension
and infinite entropy. Given a Zk-action on a compact metric space
X , we study the following three problems closely related to mean
dimension.
(1) When is X isomorphic to the inverse limit of finite entropy
systems?
(2) Suppose the topological entropy htop(X) is infinite. How much
topological entropy can be detected if one considers X only
up to a given level of accuracy? How fast does this amount of
entropy grow as the level of resolution becomes finer and finer?
(3) When can we embed X into the Zk-shift on the infinite dimen-
sional cube ([0, 1]D)Z
k
?
These were investigated for Z-actions in [Lindenstrauss, Mean di-
mension, small entropy factors and an embedding theorem, Inst.
Hautes E´tudes Sci. Publ. Math. 89 (1999) 227-262], but the gen-
eralization to Zk remained an open problem. When X has the
marker property, in particular when X has a completely aperiodic
minimal factor, we completely solve (1) and a natural interpreta-
tion of (2), and give a reasonably satisfactory answer to (3).
A key ingredient is a new method to continuously partition every
orbit into good pieces.
1. Introduction
1.1. Main results. Mean dimension is a topological invariant of dy-
namical systems introduced by Gromov [Gro99]. Just like topological
entropy measures the number of bits per second to describe a point
in a system, mean dimension measures the number of parameters per
second. A basic example is the shift action on the Hilbert cube [0, 1]Z,
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whose mean dimension is 1. This system has infinite dimension and in-
finite topological entropy; mean dimension, however, provides a useful
numerical invariant for such large dynamical systems. Soon after the
introduction of mean dimension, some basic properties of mean dimen-
sion, in particular its relation to toplogical entropy and to embedding
questions were studied by Benjamin Weiss and the second named au-
thor ([LW00, Lin99]).
Both [LW00, Lin99] focus on the case of Z-actions. However, there
is a substantial difference between these two papers in this respect:
The paper [LW00] studied the basic theory of mean dimension, and
the restriction to Z-action in this paper was purely because of exposi-
tional reasons. As explained in that paper, all its main results can be
generalized to the actions of discrete amenable groups without any es-
sential change given a result due to Ornstein and Weiss on subadditive
functions on amenable groups (cf. Lemma 2.3 below) that is given in
[LW00, Appendix] (this lemma is implicit in Ornstein–Weiss [OW87,
Ch. I, Sec. 2 and 3] and written explicitly for similar purposes also
in Gromov [Gro99, p. 336]). Recently Hanfeng Li [Li13] successfully
generalized theses results even to the much larger class of sofic groups.
The paper [Lin99] studied more delicate questions and in that paper
specific properties of Z were used. How to generalize these results to
Zk-actions was one of the questions left open in [LW00, Lin99], and it
is precisely this question which we are finally able to address in this
paper.
Our motivation to develop the generalization is two-fold. The first
is a purely theory motivated: There is a tradition in ergodic theory
and dynamical systems to consider actions of more general group. A
notable example in this vein is the paper [OW87], where much of the
body of knowledge of ergodic theory of Z-actions is generalized to the
context of actions of amenable groups.
Moreover, some of the most natural and interesting examples of sys-
tems with nontrivial mean dimension arise in the context of Zk actions
(or Rk-actions, which for our point of view are almost equivalent).
Indeed, the concept of mean dimension was introduced by Gromov
[Gro99] in order to study dynamical systems in geometric analysis from
the viewpoint of mean dimension. In most of the systems considered in
[Gro99], the acting groups are more complicated than Z. For example,
[Gro99, Chapter 4] studied a dynamical system consisting of complex
subvarieties in Cn. In this case Cn and its lattice Z2n are the acting
groups, the action being by translation. Readers can find many more
examples in [Gro99, Chapters 3 and 4].
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Fix a positive integer k. Let X be a compact metric space with a
continuous action T : Zk × X → X . We call (X,Zk, T ) a dynamical
system. We often abbreviate (X,Zk, T ) to X and denote T (n, x) by
T nx for n ∈ Zk and x ∈ X , The mean dimension of the system X is
denoted by mdim(X). Its definition is given in Section 2. The paper
studies three problems closely related to mdim(X).
The first problem: When can we approximate a dynamical system X
arbitrarily well by finite topological entropy systems? More precisely,
when is X isomorphic to the inverse limit of Zk-actions
· · · → Xn → Xn−1 → · · · → X2 → X1
such that every Xn has a finite topological entropy?
The inverse limit of finite entropy systems is always zero mean di-
mensional ([Lin99, Proposition 6.11]). So mdim(X) = 0 is a necessary
condition. We conjecture the following
Conjecture 1.1. Let Γ be a discrete amenable group (in particular,
consider Γ = Zk). A Γ-system (X,Γ, T ) is an inverse limit of zero
entropy systems iff it has zero mean dimension.
Our first main result is a partial result towards this conjecture for
Γ = Zk. The following definition is a variant of [Dow06, Def. 2]
Definition 1.2. Let (X,Γ, T ) be a dynamical system. It is said to
have the marker property if for any finite subset F ⊂ Γ there exists
an open set U ⊂ X such that
X =
⋃
n∈Γ
T nU
and that U ∩ T nU = ∅ for all non-identity n ∈ F .
In particular it follows from the definition that if (X,Γ, T ) has the
marker property the Γ-action is free, i.e. T nx 6= x for all x ∈ X and
n ∈ Γ. To conform with the standard terminology for Z-actions, we
shall say a dynamical system (X,Γ, T ) is aperiodic if the underlying Γ-
action is free. Clearly, the marker property is preserved by extensions:
if (X,Γ, T ) is a Γ-system and (Y,Γ, S) a factor with the marker property
then so does X . A large class of systems with this property is the
class of aperiodic minimal systems: a system (X,Γ, T ) is said to
be minimal if every Γ-orbit is dense; it is an aperiodic minimal
system if the system is in addition aperiodic.
It is not clear whether any aperiodic Zk-system has the marker prop-
erty or not. For further discussion of this question see [Gut12, Gut13]
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Theorem 1.3 (Cf. [Lin99, Prop. 6.14]). Suppose a Zk-system X has
the marker property. Then mdim(X) = 0 if and only if X is isomorphic
to the inverse limit of finite topological entropy systems.
The result cited, [Lin99, Prop. 6.14], gives the theorem for actions
of Z; even though it is assumed there that X has an aperiodic minimal
factor, what is actually used in the proof is that X has the marker
property. Note that if a minimal system is not aperiodic then its topo-
logical entropy is zero, hence Theorem 1.3 completely answers the first
problem for minimal Zk-systems.
The second problem: Suppose the topological entropy of X is infi-
nite. How much topological entropy can be detected if one considers
X only up to a given level of accuracy? How fast does this amount of
entropy grow as the level of resolution becomes finer and finer?
Suppose X is endowed with a distance d. For ε > 0 we define
S(X, ε, d) as the amount of entropy that can be detected in X by
considering it only up to accuracy ε with respect to the metric d— see
Section 6 for the precise definition.
The topological entropy htop(X) is the limit of S(X, ε, d) as ε goes to
zero; the limit, unlike the S(X, ε, d), does not depend on the choice of
d. When htop(X) =∞, we are interested in its growth. This motivates
the introduction of the metric mean dimension mdimM(X, d):
mdimM(X, d) = lim inf
ε→0
S(X, ε, d)
| log ε| .
Weiss and the second named author ([LW00, Theorem 4.2]) proved
mdimM(X, d) ≥ mdim(X) for any distance d. Our second main result
is the following.
Theorem 1.4 (Cf. [Lin99, Thm. 4.3]). Suppose (X,Zk, T ) is a Zk-
system with the marker property. Then there exists a distance d on X,
compatible with the topology, satisfying
(1.1) mdimM(X, d) = mdim(X).
Therefore, at least for extensions of completely aperiodic minimal
systems, the growth of S(X, ε, d) can be controlled by the mean di-
mension mdim(X).
Again we conjecture that (1.1) holds for any Zk-system X , without
having to assume the marker property, and indeed not just for Zk-
systems but for any countable amenable group.
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The third problem: Let D be a positive integer, and consider the
Zk-shift on ([0, 1]D)Z
k
:
Z
k × ([0, 1]D)Zk → ([0, 1]D)Zk , (a, (xn)n∈Zk)→ (xn+a)n∈Zk .
Given a dynamical system X, when can we equivariantly embed X into
([0, 1]D)Z
k
? Beboutov showed that any action of R on a compact met-
ric space whose fixed points can be embedded in an interval can be
embedded in the space of continuous function on R, with the natural
action of R (cf. [Kak68]). In his Ph.D. thesis, Jaworski [Jaw74] proved
that if a system (X,Z, T ) is finite dimensional and has no periodic
points then there exists an embedding from X into the Z-shift [0, 1]Z.
It was left unclear whether the periodic points are the only obstruction
for such an embedding. Weiss and the second named author [LW00]
observed that mean dimension is another obstruction. The mean di-
mension of Zk-shift ([0, 1]D)Z
k
is D. Hence if X is embedded into it, its
mean dimension mdim(X) is not greater than D. The paper [LW00,
Proposition 3.5] constructed an aperiodic minimal system for Z whose
mean dimension is strictly greater than 1; this construction was gen-
eralized to arbitrary amenable groups in [Kri09]. These constructions
give examples of aperiodic minimal systems which cannot be embedded
into [0, 1]Z
k
.
Even if the Zk-action is free, mean dimension is not the only ob-
struction for embedding. In [LT14] a Z-minimal system is given with
mdim(X) = D/2 that cannot be embedded in ([0, 1]D)Z for any D ∈ N,
and it is straightforward to adapt this example to Zd (and even to gen-
eral discrete amenable groups).
Our third main theorem is a partial converse to this result.
Theorem 1.5 (Cf. [Lin99, Thm. 5.1]). Suppose (X,Zk, T ) is a Zk-
system with the marker property. If it satisfies
mdim(X) <
D
2k+1
,
then there exists an embedding from X into ([0, 1]2D)Z
k
.
In [Lin99, Thm. 5.1] it was shown that a Z-systems with the marker
property1 with mdim(X) < D/36 can be embedded in ([0, 1]D)Z. For
technical reasons, it is useful for us to have as a target the Zk-shift on
([0, 1]2D)Z
k
rather than ([0, 1]D)Z
k
.
Note also that in our condition mdim(X) < D/2k+1, the constant
involved is likely far from optimal. Presumably for an aperiodic Zk-
system if mdim(X) < D
2
then X can be embedded in ([0, 1]D)Z
k
; for
1Formally the assumption was that X has a non-periodic minimal factor.
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Z-actions, it is conjectured in [LT14] that if a system (X,Z, T ) satisfies
mdim(X) < D
2
, 1
n
dim ({x|T nx = x}) < D
2
(∀n ≥ 1)
then there is an embedding from X into ([0, 1]D)Z.
We can obtain an embedding result with the optimal constant of
1/2 if we make a stronger assumption about X than in Theorem 1.5
above. Any closed invarinat subspace of {1, 2, . . . , l}Zk on which Zk
acts freely (whether minimal or not) can be seen to satisfy the marker
propert. We shall call such a system an aperiodic symbolic system.
Following [GT14] (who treated the case of Z-actions) we show that if X
is assumed to have an aperiodic symbolic factor one can get an optimal
embedding constant:
Theorem 1.6 (Cf. [GT14, Corollary 1.8]). Suppose X has an aperiodic
symbolic factor. If mdim(X) < D/2 then there exists an embedding
from X into ([0, 1]D)Z
k
.
We note that the proof of Theorem 1.6 is substantially less compli-
cated than that of Theorem 1.5.
1.2. Main ideas. To explain the main ideas, we briefly review the
proof of Jaworski’s theorem [Jaw74]: If a system (X,Z, T ) is finite
dimensional and has no periodic points, then it can be embedded into
[0, 1]Z. We follow the presentation of Auslander [Aus88, Chapter 13].
For a continuous map f : X → [0, 1] we define If : X → [0, 1]Z
by If(x) := (f(T
nx))n∈Z. This is always Z-equivariant. By the Baire
category theorem, it is enough to prove that for any distinct x1, x2 ∈ X
we can find closed neighborhoods Ai of xi such that
(1.2) {f ∈ C(X, [0, 1])| If(A1) ∩ If(A2) = ∅}
is open dense in the space C(X, [0, 1]) of continuous functions f : X →
[0, 1].
Fix a natural number N > 2 dimX . Since X has no periodic points,
we can find j1 < j2 < · · · < jN such that 2N points
T j1x1, . . . , T
jNx1, T
j1x2, . . . , T
jNx2
are all distinct. (If x2 = T
mx1 for some m then we take 0, m+1, 2(m+
1), . . . , (N−1)(m+1). Otherwise we take 0, 1, 2, . . . , N−1.) There exist
open neighborhoods Ui of xi such that 2N sets T
jnUi (1 ≤ n ≤ N, i =
1, 2) are pairwisely disjoint. We take closed neighborhoods Ai ⊂ Ui of
xi. Let ϕ : X → [0, 1] be a cut-off function such that ϕ = 1 on the
union of the 2N sets T jnAi and its support is contained in the union
of T jnUi.
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Obviously the set (1.2) is open. Take arbitrary f ∈ C(X, [0, 1])
and δ > 0. The condition N > 2 dimX implies that generic contin-
uous maps from X to [0, 1]N are topological embeddings. (See [HW41,
Thm. V2]; it can be also deduced from Lemmas 2.1 and 3.3 below.)
Hence we can find an embedding F : X → [0, 1]N such that the ℓ∞-
distance between F (x) and (f(T jnx))1≤n≤N is less than δ for all x ∈ X .
We define a perturbation g of f as follows: If x ∈ T jnUi for some n
and i then
g(x) = (1− ϕ(x))f(x) + ϕ(x)F (T−jnx)n.
Otherwise set g(x) = f(x). This satisfies |g(x) − f(x)| < δ and for
x ∈ A1 ∪A2
(g(T j1x), . . . , g(T jNx)) = F (x).
Then g satisfies Ig(A1) ∩ Ig(A2) = ∅ because F is an embedding. This
shows the density of (1.2) and finishes the proof.
The above proof has three important steps:
(1) Find good pieces T j1x1, . . . , T
jNx1 and T
j1x2, . . . , T
jNx2 of the or-
bits of x1 and x2.
(2) Find an embedding F approximating If |{j1,...,jN} by using N >
2 dimX .
(3) Define a perturbation g of f by “painting F on the good pieces of
orbits”.
The proofs of our main theorems develop similar three steps for infinite
dimensional systems. We do not need a substantial change in step (3).
In step (2) we replace “embedding” with “ε-embedding”, which is an
approximative version of embedding (see Section 2.) The condition
N > 2 dimX is replaced with a condition on mean dimension. So we
crucially need mean dimension theory in step (2). But machineries for
this step were already developed for Z-actions in [Lin99]; the Zk-case
does not require a new idea.
The central issue is step (1). We need to continuously partition every
orbit into good pieces where steps (2) and (3) work well. For dealing
with this problem the paper [Lin99] introduced a new topological ana-
logue of the Rokhlin tower lemma in ergodic theory. But this does not
work for Zk. The failure of the tower lemma technique is the main
barrier to the generalization to Zk.
The first idea to overcome this difficulty is the use of Voronoi tiling.
Gutman [Gut11] is the first paper using Voronoi tiling in mean dimen-
sion theory. We develop this technique further. Suppose Zk continu-
ously acts on a compact metric space X . Take a small open set U ⊂ X .
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For each point x ∈ X we consider the set
C(x) = {n ∈ Zk| T nx ∈ U},
and let
R
k =
⋃
n∈C(x)
V (x, n), V (x, n) = {u ∈ Rk| ∀m ∈ C(x) : |u−n| ≤ |u−m|},
be the Voronoi tiling associated with C(x). We try to use an appro-
priate piece V (x, n) (or the lattice points V (x, n)∩Zk) as a substitute
for {j1, . . . , jN} in the proof of Jaworski’s theorem. This idea perfectly
works if X has an aperiodic symbolic factor. We prove Theorem 1.6
by this method. There is some analogy here to [Lig03, Lig04] where
Voronoi tilings were used to obtain a Zk-analogue of the Krieger em-
bedding theorem [Kri82] for symbolic subshifts.
In general the tiles V (x, n) do not depend continuously on x ∈ X ,
and the above idea cannot be directly applied to Theorems 1.3, 1.4
or 1.5. So we introduce the second idea: Adding one dimension.
This is the most important new idea in this paper. We take a cut-off
function φ : U → [0, 1] supported in the above open set U , and consider
the set
{(n, 1/φ(T nx))|n ∈ Zk : φ(T nx) 6= 0}.
Note that this is a subset of Rk+1. So we go up one dimension higher.
Let Rk+1 =
⋃
n∈Zk V (x, n) be the associated Voronoi decomposition.
We take a large number H and set W (x, n) = V (x, n)∩ (Rk × {−H}).
Then we get the decomposition
R
k × {−H} =
⋃
n∈Zk
W (x, n).
This does depend continuously on x ∈ X . Thus we can use W (x, n)
as a substitute for {j1, . . . , jN} in Jaworski’s theorem. This establishes
step (1).
1.3. Open problems. The following three questions are the main
open problems arising from the paper.
• Can one remove the marker property assumption in Theorems 1.3
and 1.4? We conjecture that mdim(X) = 0 is equivalent to the
condition that X is isomorphic to the inverse limit of finite en-
tropy systems without any additional condition. We also conjecture
that for any system X there always exists a distance d satisfying
mdim(X) = mdimM(X, d). These conjectures are open even for Z-
actions.
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• What is the optimal condition to ensure the existence of the embed-
ding into the Zk-shift ([0, 1]D)Z
k
? Probably it is enough to assume
mdim(X) < D/2 and some conditions on the periodic points.
• How can one extend the theory to actions of non-commutative groups?
Our new technique in this paper uses the Euclidean geometry in an
essential way, and hence cannot be generalized to other groups di-
rectly.
1.4. Organization of the paper. In Section 2 we recall some ba-
sic definitions related to mean dimension. In Section 3 we prove the
embedding theorem for extensions of aperiodic symbolic systems (The-
orem 1.6) by using Voronoi tiling. Although this motivates more dif-
ficult arguments in later sections, it is logically independent of other
theorems. In Section 4 we explain the technique of adding one dimen-
sion. In Section 5 we review the idea of small boundary property (a
dynamical analogue of totally disconnectedness) and solve the problem
of approximating a zero mean dimensional system by finite entropy
ones (Theorem 1.3). In Section 6 we prove the existence of a distance
d satisfying mdimM(X, d) = mdim(X) (Theorem 1.4). In Section 7
we prove the embedding theorem for extensions of aperiodic minimal
systems (Theorem 1.5). Sections 5, 6 and 7 are almost independent
of each other; Section 7 is substantially more complicated than other
sections.
2. Review of mean dimension
Here we recall some basic facts on mean dimension. For the details,
see Gromov [Gro99] and Lindenstrauss–Weiss [LW00]. Throughout the
paper we assume that k is a fixed positive integer. For a positive integer
N we set
[N ] = {0, 1, 2, . . . , N − 1}k ⊂ Zk.
All simplicial complexes are implicitly assumed to be finite, i.e. consist
of only finitely many simplices.
Let (X, d) be a compact metric space. Let Y be a topological space,
and f : X → Y a continuous map. For a positive number ε the map f
is called an ε-embedding if diamf−1(y) < ε for all y ∈ Y . We define
Widimε(X, d) as the minimum integer n ≥ 0 such that there exist an
n-dimensional simplicial complex P and an ε-embedding f : X → P .
Let P be a simplicial complex, and V a Banach space. A map
f : P → V is said to be linear if it has the following form on every face
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∆ ⊂ P :
f
(
n∑
i=0
λivi
)
=
n∑
i=0
λif(vi)
where vi are the vertices of ∆ and λi are nonnegative numbers satisfying∑n
i=0 λi = 1.
Lemma 2.1. Let C ⊂ V be a convex subset, (X, d) a compact metric
space, and f : X → C a continuous map. Suppose ε and δ are positive
numbers satisfying
d(x, y) < ε =⇒ ||f(x)− f(y)|| < δ.
Let π : X → P be an ε-embedding from (X, d) to a simplicial complex
P . Then, after replacing P by a sufficiently finer subdivision, there
exists a linear map g : P → C satisfying
||f(x)− g(π(x))|| < δ, ∀x ∈ X.
Proof. By subdividing P , we can assume diam π−1(O(v)) < ε for all
vertices v of P . Here O(v) is the open star of v, namely the union
of the relative interiors of faces containing v. For each vertex v ∈ P
we define g(v) as follows: If π−1(O(v)) 6= ∅ then we choose a point
xv ∈ π−1(O(v)) and set g(v) = f(xv). If π−1(O(v)) = ∅, then we
choose g(v) ∈ C arbitrarily. We define a linear map g : P → C by
extending it linearly on every face.
Take x ∈ X , and let v0, . . . , vn be the vertices of the face of P
containing π(x) in its relative interior. Suppose π(x) =
∑
i λivi with
0 < λi < 1 and
∑
λi = 1. Since π(x) ∈ O(vi) for each i, we get
d(x, xvi) < ε. Hence ||f(x)− f(xvi)|| < δ. So
||f(x)− g(π(x))|| =
∣∣∣∣∣∣∑ λi(f(x)− f(xvi))∣∣∣∣∣∣ < δ.

Suppose (X, d) is a compact metric space with a continuous action
T : Zk ×X → X . For a subset Ω ⊂ Zk we define a new distance dΩ on
X by
dΩ(x, y) = sup
n∈Ω
d(T nx, T ny).
We define the mean dimension mdim(X,Zk, T ) (often abbreviated
to mdim(X)) by
mdim(X,Zk, T ) = lim
ε→0
(
lim
N→∞
1
Nk
Widimε(X, d[N ])
)
.
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The limit with respect to N in the above equation exists because of
the following sub-additivity and invariance:
Widimε(X, dΩ1∪Ω2) ≤Widimε(X, dΩ1) +Widimε(X, dΩ2), (Ω1,Ω2 ⊂ Zk),
Widimε(X, da+Ω) = Widimε(X, dΩ), (a ∈ Zk,Ω ⊂ Zk),
where a + Ω denotes the set {a + n|n ∈ Ω}. From this property and
the standard division argument
lim
N→∞
1
Nk
Widimε(X, d[N ]) = inf
N≥1
1
Nk
Widimε(X, d[N ]).
Note that the value of mdim(X) is independent of the choice of a
distance d compatible with the topology, hence mean dimension is a
topological invariant.
Example 2.2. Let X = ([0, 1]D)Z
k
with the standard shift action of
Zk. Then its mean dimension is D.
In Section 3 we use more general Følner sequences. For a subset
Ω ⊂ Zk and R > 0 we define ∂ZRΩ as the set of n ∈ Zk such that there
exist m ∈ Ω and m′ ∈ Zk \Ω satisfying |n−m| ≤ R and |n−m′| ≤ R.
We set intZRΩ = Ω \ ∂ZRΩ. Here the symbol Z indicates that these are
defined for subsets of Zk. In later sections we will consider ∂ and int
for subsets of Rk. A sequence {Ωn}n≥1 of finite subsets of Zk is called
a Følner sequence if for every R > 0
lim
n→∞
|∂ZRΩn|
|Ωn| = 0.
For example the sequence {[n]}n≥1 is Følner. We use the following
lemma (Gromov [Gro99, p. 336] and Lindenstrauss–Weiss [LW00, Ap-
pendix]). This lemma is originally due to Ornstein–Weiss [OW87,
Chapter I, Sections 2 and 3] and holds for general amenable groups.
Lemma 2.3. Let h : {finite subsets of Zk} → R be a nonnegative
function satisfying the following three conditions.
• If Ω1 ⊂ Ω2, then h(Ω1) ≤ h(Ω2).
• h(Ω1 ∪ Ω2) ≤ h(Ω1) + h(Ω2).
• For any a ∈ Zk and any finite subset Ω ⊂ Zk, we have h(a + Ω) =
h(Ω).
Then for any Følner sequence {Ωn}n≥1 in Zk, the limit of the sequence
h(Ωn)
|Ωn| (n ≥ 1)
exists and is independent of the choice of a Følner sequence.
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For example the function h(Ω) = Widimε(X, dΩ) (defined for a dy-
namical system (X,Zk, T )) satisfies the above three conditions. So for
any Følner sequence {Ωn}n≥1 in Zk we have
(2.1) mdim(X) = lim
ε→0
(
lim
n→∞
Widimε(X, dΩn)
|Ωn|
)
.
3. An embedding theorem: proof of Theorem 1.6
In this section we prove Theorem 1.6. Fix a positive integer D. Let
(Z,Zk, S) be an aperiodic zero dimensional system. Here dimZ = 0
means that clopen (closed and open) subsets form an open basis. Sym-
bolic systems are zero dimensional. Let π : X → Z be an extension.
Namely (X,Zk, T ) is a dynamical system with a Zk-equivariant contin-
uous surjection π. Let C(X, [0, 1]D) be the space of continuous maps
f : X → [0, 1]D with the uniform norm topology. For f : X → [0, 1]D
we define the map If : X → ([0, 1]D)Zk by If (x) = (f(T nx))n∈Zk .
Theorem 3.1. If mdim(X) < D/2 then for a dense Gδ subset of
f ∈ C(X, [0, 1]D) the map
(If , π) : X → ([0, 1]D)Zk × Z, x 7→ (If(x), π(x))
is an embedding.
Theorem 1.6 in the introduction follows from this theorem.
Proof of Theorem 1.6. Suppose Z is an aperiodic subsystem of
{1, 2, . . . , l}Zk
and X is its extension with mdim(X) < D/2. We can topologically
embed the space [0, 1]D × {1, 2, . . . , l} into [0, 1]D. Hence we can dy-
namically embed the system ([0, 1]D)Z
k×{1, 2, . . . , l}Zk into ([0, 1]D)Zk .
So we can also embed ([0, 1]D)Z
k × Z into ([0, 1]D)Zk . Then Theorem
3.1 implies that we can embed X into the system ([0, 1]D)Z
k
. 
In the rest of this section we always assume that Z is an aperi-
odic zero dimensional system and π : X → Z is an extension with
mdim(X) < D/2. We set K = [0, 1]D for simplicity of the notation.
Let d be a distance on X . For each δ > 0 the set{
f ∈ C(X,K)
∣∣∣∣(If , π) : X → KZk × Z is a δ-embeddingwith respect to d
}
is open in C(X,K). Consider the Gδ subset⋂
n≥1
{
f ∈ C(X,K)
∣∣∣∣(If , π) : X → KZk × Z is a 1n-embeddingwith respect to d
}
.
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This is equal to the set of f ∈ C(X,K) such that (If , π) is an embed-
ding. Therefore Theorem 3.1 follows from the next proposition.
Proposition 3.2. Let f : X → K be a continuous map. For any δ > 0
there exists a continuous map g : X → K satisfying
(1) |f(x)− g(x)| < δ for all x ∈ X,
(2) (Ig, π) : X → KZk × Z is a δ-embedding with respect to the dis-
tance d.
We recall the following well-known fact about simplicial complexes:
Lemma 3.3. Let n be a positive integer, and P a simplicial complex
with dimP < n/2. Then almost every linear map ϕ : P → [0, 1]n is a
topological embedding.
Proof. Let v1, . . . , vs be the vertices of P . The space of linear maps
f : P → [0, 1]n is identified with
([0, 1]n){v1,...,vs}
which is endowed with the standard Lebesgue measure. The above “al-
most every” is defined with respect to this measure. For almost every
choice of vectors u1, . . . , us ∈ [0, 1]n, all (n + 1)-tuples ui1 , . . . , uin+1
(i1 < · · · < in+1) are affinely independent. Then for such a choice of
u1, . . . , us the linear map ϕ : P → [0, 1]n defined by ϕ(vi) = ui becomes
a topological embedding because 2 dimP + 2 ≤ n+ 1. 
The following lemma established in particular that an aperiodic zero-
dimensional system has the marker property (cf. Definition 1.2). Note
however that the set U in the lemma below is not just an open set as
in Definition 1.2 but clopen, which greatly simplifies the subsequent
constructions.
Lemma 3.4. For any L > 0 there exists a clopen subset U ⊂ Z such
that
(3.1) Z =
⋃
|n|<L
SnU
and U ∩ SnU = ∅ for all non-zero n ∈ Zk with |n| < L.
Proof. This lemma is close to the argument of Lightwood [Lig03, Sec-
tion 4]. From dimZ = 0, there exists a clopen covering {V1, . . . , Va} of
Z such that
Vi ∩ SnVi = ∅ (∀1 ≤ i ≤ a, 0 < |n| < L).
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We inductively define clopen sets U1, . . . , Ua by U1 = V1 and
Ui+1 = Ui ∪

Vi+1 \ ⋃
|n|<L
SnUi

 .
Then Ui ∩ SnUi = ∅ for 0 < |n| < L and
V1 ∪ · · · ∪ Vi ⊂
⋃
|n|<L
SnUi.
Thus U = Ua satisfies the required properties. 
Let L be a positive integer, and U ⊂ Z a clopen subset given by
Lemma 3.4. For each point x ∈ Z we define C(x) ⊂ Zk as the set
of n ∈ Zk satisfying Snx ∈ U . From (3.1), this is syndetic (coarsely
dense) in Zk. From U ∩ SnU = ∅ (0 < |n| < L) we have |n −m| ≥ L
for any distinct n and m in C(x). We have
(3.2) C(Snx) = −n+ C(x).
The set C(x) depends continuously on x; for any x ∈ Z and any finite
set Ω ⊂ Zk if y ∈ Z is sufficiently close to x then C(y)∩Ω = C(x)∩Ω.
We consider the Voronoi decomposition associated with C(x). We
define a bounded convex polytope V (x, n) ⊂ Rk for each n ∈ C(x) by
V (x, n) = {u ∈ Rk| ∀m ∈ C(x) : |u− n| ≤ |u−m|}.
This contains the closed ball BL/2(n) of radius L/2 centered at n. These
form a tiling:
R
k =
⋃
n∈C(x)
V (x, n).
The tiles V (x, n) are locally constant; for any x ∈ Z and n ∈ C(x) if
y ∈ Z is sufficiently close to x then n ∈ C(y) and V (y, n) = V (x, n).
We set V Z(x, n) = Zk ∩ V (x, n).
Lemma 3.5. For any R > 0 we can choose L sufficiently large so that
all V (x, n) satisfy
|∂ZRV Z(x, n)|
|V Z(x, n)| <
1
R
.
Proof. For simplicity of the notation, we write V = V (x, n). For a
positive number c we define cV by
cV = {n + c(u− n) ∈ Rk| u ∈ V }.
When c < 1, cV is contained in V . When c > 1, cV contains V .
Claim 3.6. If c < 1 then all points p in cV satisfy B(1−c)L/2(p) ⊂ V .
If c > 1 then all points p outside of cV satisfy B(c−1)L/2(p) ∩ V = ∅.
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Proof. We consider the case c < 1. The case c > 1 is similar. Pick
p ∈ cV and let q ∈ ∂V be any point in the boundary ∂V . Let F
be a facet ((k − 1)-dimensional face) of V containing q. Let cF =
{n + c(u − n)| u ∈ F} be the corresponding facet of cV , and H the
hyperplane containing cF . Since BL/2(n) ⊂ V , the distance between
H and F is at least (1 − c)L/2. The line segment between p and
q must intersects with H because p and q are located on different
sides of H . Hence |p − q| ≥ d(H,F ) ≥ (1 − c)L/2. This implies
B(1−c)L/2(p) ⊂ V . 
Now that the claim has been established we can finish the proof of
Lemma 3.5. Let c = 1 − 2√k/L and p ∈ cV . Take m ∈ Zk satisfying
p ∈ m+ [0, 1)k. By (1− c)L/2 = √k and Claim 3.6
m ∈ B√k(p) ⊂ V.
So m ∈ V Z = V ∩ Zk. This means that⋃
m∈V Z
(m+ [0, 1)k) ⊃ cV.
Then |V Z| ≥ vol(cV ) = ckvol(V ) = (1− 2√k/L)kvol(V ) where vol(V )
is the k-dimensional Lebesgue measure of V .
Set c1 = 1 − 2(R +
√
k)/L and c2 = 1 + 2(R +
√
k)/L. Note (1 −
c1)L/2 = (c2 − 1)L/2 = R +
√
k. Take m ∈ ∂ZRV Z. Then for every
point p in m + [0, 1)k the ball BR+
√
k(p) has non-empty intersections
both with V and Rk \ V . This implies that m+ [0, 1)k is contained in
c2V \ c1V by Claim 3.6. Hence⋃
m∈∂Z
R
V Z
(m+ [0, 1)k) ⊂ c2V \ c1V.
Therefore |∂ZRV Z| ≤ vol(c2V \ c1V ) = (ck2 − ck1)vol(V ). As a conclusion,
|∂ZRV Z|
|V Z| ≤
(1 + 2(R +
√
k)/L)k − (1− 2(R +√k)/L)k
(1− 2√k/L)k .
If L is sufficiently large then the right-hand-side is smaller than 1/R.

Proof of Proposition 3.2. Let δ > 0 and f ∈ C(X,K). We choose
0 < ε < δ such that
(3.3) d(x, y) < ε =⇒ |f(x)− f(y)| < δ.
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Using mdim(X, T ) < D/2 and the definition of mean dimension in
(2.1), we can find R > 0 such that if a finite subset Ω ⊂ Zk satisfies
|∂ZRΩ|
|Ω| <
1
R
then we have
(3.4)
Widimε(X, dΩ)
|intZ1Ω|
<
D
2
.
Here recall intZ1Ω = Ω \ ∂Z1Ω.
We define an equivalence relation between finite subsets of Zk by
Ω1 ∼ Ω2 ⇐⇒ ∃a ∈ Zk : Ω2 = a+ Ω1.
We set
A :=
{
Ω ⊂ Zk: finite set| |∂
Z
RΩ|
|Ω| <
1
R
}
/ ∼ .
Choose Ω1,Ω2, · · · ⊂ Zk so that
A = {[Ω1], [Ω2], . . . }, Ωi 6∼ Ωj (i 6= j).
For each Ωi we consider
If |intZ1Ωi : X → K int
Z
1Ωi , x 7→ (f(T nx))n∈intZ1Ωi .
This satisfies (by (3.3))
dΩi(x, y) < ε =⇒∣∣∣∣∣∣If (x)|intZ1Ωi − If (y)|intZ1Ωi
∣∣∣∣∣∣
∞
def
= max
n∈intZ1Ωi
|f(T nx)− f(T ny)| < δ.
Choose an ε-embedding pi : (X, dΩi) → Pi such that Pi is a simpli-
cial complex of dimension Widimε(X, dΩi) < (D/2)|intZ1Ωi| (by (3.4)).
Then by Lemmas 2.1 and 3.3 we can find a linear embedding gi : Pi →
K int
Z
1Ωi satisfying ∣∣∣∣∣∣gi(pi(x))− If(x)|intZ1Ωi
∣∣∣∣∣∣
∞
< δ.
Set Fi = gi ◦ pi : X → K intZ1Ωi . This is an ε-embedding with respect
to dΩi.
By Lemma 3.5 we can choose L > 0 so that all Voronoi tiles V (x, n)
(x ∈ Z) satisfy |∂ZRV Z(x, n)|/|V Z(x, n)| < 1/R. We want to define
a perturbation g : X → K of f . Roughly speaking we define it by
painting the functions Fi inside the Voronoi tiles. Take x ∈ X . We
look at the decomposition Zk =
⋃
n∈C(pi(x)) V
Z(π(x), n) associated with
π(x) ∈ Z, and we ask which tile contains the origin 0. There are two
cases:
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(1) For any n ∈ C(π(x)) the origin is not contained in intZ1V Z(π(x), n).
(2) There uniquely exists n ∈ C(π(x)) satisfying 0 ∈ intZ1V Z(π(x), n).
In Case (1) we set g(x) = f(x). In Case (2) we proceed as follows. The
Voronoi tile V (π(x), n) satisfies |∂ZRV Z(π(x), n)|/|V Z(π(x), n)| < 1/R.
Hence there uniquely exist i ≥ 1 and a ∈ Zk satisfying V Z(π(x), n) =
a+ Ωi. Then we set
g(x) = Fi(T
ax)−a.
Here −a ∈ intZ1Ωi because 0 ∈ intZ1V Z(π(x), n). The Voronoi tile
V (π(x), n) is locally constant with respect to x. Hence the map g
becomes continuous. (The above i and a are also locally constant.) It
satisfies |g(x)− f(x)| < δ because
|Fi(T ax)−a − f(x)| ≤
∣∣∣∣∣∣Fi(T ax)− If (T ax)|intZ1Ωi
∣∣∣∣∣∣
∞
< δ.
Claim 3.7. Let x ∈ X and n ∈ C(π(x)). Take i ≥ 1 and a ∈ Zk
satisfying V Z(π(x), n) = a + Ωi. Then Ig(x)|intZ1V Z(pi(x),n) = Fi(T ax).
Here we naturally consider Ig(x)|intZ1V Z(pi(x),n) as an element of K int
Z
1Ωi
through intZ1V
Z(π(x), n) = a+ intZ1Ωi.
Proof. Take m ∈ intZ1V Z(π(x), n) = a+ intZ1Ωi. By (3.2)
V Z(π(Tmx), n−m) = −m+ V Z(π(x), n) = −m+ a+ Ωi.
Hence the origin is contained in intZ1V
Z(π(Tmx), n−m), and
g(Tmx) = Fi(T
−m+a(Tmx))m−a = Fi(T ax)m−a.
When m runs over intZ1V
Z(π(x), n), m − a runs over intZ1Ωi. Thus we
get Ig(x)|intZ1V Z(pi(x),n) = Fi(T ax). 
We want to prove that the map (Ig, π) : X → KZk × Z is a δ-
embedding with respect to d. Suppose (Ig(x), π(x)) = (Ig(y), π(y)) for
some x, y ∈ X . Set z = π(x) = π(y), and take n ∈ C(z) satisfying
0 ∈ V Z(z, n). We can find i ≥ 1 and a ∈ Zk satisfying V Z(z, n) = a+Ωi.
(Note that this implies −a ∈ Ωi.) By Claim 3.7
Ig(x)|intZ1V Z(z,n) = Fi(T ax) = Ig(y)|intZ1V Z(z,n) = Fi(T ay).
Since Fi is an ε-embedding with respect to dΩi, we get dΩi(T
ax, T ay) <
ε. Then −a ∈ Ωi implies d(x, y) < ε < δ. 
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4. Adding one dimension
The key idea in Section 3 is the use of the Voronoi tiling. The
purpose of this section is to present a modified version of Voronoi tiling
technique. This has a wider applicability and will be used in the rest
of the paper.
Suppose a system (X,Zk, T ) has the marker property (cf. Defini-
tion 1.2). Let M be a positive integer. From the marker property
there exist an integer L ≥M and a continuous function φ : X → [0, 1]
so that
• If φ(x) > 0 at some x ∈ X , then φ(T nx) = 0 for all non-zero n ∈ Zk
with |n| < M .
• For any x ∈ X there exists n ∈ Zk satisfying |n| < L and φ(T nx) = 1.
Proof. Let U ⊂ X be an open set satisfying the definition of the marker
property. Since X is compact, there exists a compact set K ⊂ U and
an integer L ≥M satisfying
X =
⋃
|n|<L
T−nK.
Take a continuous function φ : X → [0, 1] satisfying φ = 1 on K and
suppφ ⊂ U . 
Now we introduce the key technique: adding one dimension. Take
a point x ∈ X , and we consider the Voronoi tiling in Rk+1 associated
with the set
{(n, 1/φ(T nx))|n ∈ Zk : φ(T nx) 6= 0}.
We define the Voronoi cell V (x, n) ⊂ Rk+1 with the Voronoi center
(n, 1/φ(T nx)) by
V (x, n) =
{
u ∈ Rk+1
∣∣∣∣∀m ∈ Zk :|u− (n, 1/φ(T nx))| ≤ |u− (m, 1/φ(Tmx))|
}
.
Here | · | is the standard Euclidean norm. For n ∈ Zk with φ(T nx) = 0
we set V (x, n) = ∅. The space Rk+1 is decomposed into these convex
subsets:
R
k+1 =
⋃
n∈Zk
V (x, n).
We choose a real number H ≥ (L+√k)2 and set
W (x, n) = πRk
(
V (x, n) ∩ (Rk × {−H})) ,
with πRk denoting the projection to the first k coordinates.
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Then Rk is decomposed into these W (x, n):
R
k =
⋃
n∈Zk
W (x, n).
This construction is naturally Zk-equivariant:
W (Tmx, n−m) = −m+W (x, n).
For each n ∈ Zk the polytope W (x, n) depends continuously on x in
the following sense: Suppose W (x, n) has a non-empty interior. For
any ε > 0 if y ∈ X is sufficiently close to x then the Hausdorff distance
between W (x, n) and W (y, n) are smaller than ε. We gather basic
properties of the Voronoi tiling in the next lemma.
Lemma 4.1. Let n ∈ Zk and a ∈ Rk.
(1) If φ(T nx) > 0, then
BM/2(n, 1/φ(T
nx)) ⊂ V (x, n).
Here BM/2(·) denotes the ball of radius M/2 with respect to the
Euclidean norm.
(2) If W (x, n) is non-empty, then 1 ≤ 1/φ(T nx) ≤ 2.
(3) If (a,−H) ∈ V (x, n), i.e. a ∈ W (x, n), then |a− n| < L+√k.
(4) Let s > 1 and r > 0. We can choose M sufficiently large depending
on s, r so that if (a,−sH) ∈ V (x, n) then
Br(a/s+ (1− 1/s)n) ⊂ W (x, n).
Note that the choice of L,H depends on M .
Taking s ≈ 1 and r large, property (4) of Lemma 4.1 implies that if
V (x, n) intersects Rk × {−sH} then W (x, n) contains a large ball.
Proof. (1) Since φ(T nx) > 0, we have φ(T n+ix) = 0 for 0 < |i| < M .
Hence for any m 6= n with φ(Tmx) > 0 we have |n − m| ≥ M . For
u ∈ BM/2(n, 1/φ(T nx))
|u− (m, 1/φ(Tmx))| ≥
|(n, 1/φ(T nx))− (m, 1/φ(Tmx))| − |u− (n, 1/φ(T nx))|
≥M/2.
(2) and (3): Suppose (a,−H) ∈ V (x, n) and set t = 1/φ(T nx) ≥ 1.
Let b ∈ Zk be the nearest integer point to a. There exists |i| < L
satisfying φ(T b+ix) = 1. Set m = b+ i. We have |a−m| < L+√k and
|(a,−H)− (n, t)| ≤ |(a,−H)− (m, 1)| <
√
(L+
√
k)2 + (H + 1)2.
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We get |a−n| < L+√k (by t ≥ 1) and (H+t)2 < (L+√k)2+(H+1)2.
Recall H ≥ (L+√k)2. Then
t ≤ 1 + (L+
√
k)2 + 1
2H
≤ 2.
This proves (2) and (3).
(4) The same argument as above shows |a − n| < L + √k. Set
t = 1/φ(T nx). For any u ∈ Rk with |u − n| ≤ M/2 the point (u, t)
is contained in V (x, n) by (1). Consider the line ℓ between (a,−sH)
and (u, t). By the convexity of V (x, n), the intersection between ℓ and
Rk × {−H} is contained in W (x, n). It follows that
(4.1) B (s−1)HM
2(sH+t)
(
a+
(s− 1)H
sH + t
(n− a)
)
⊂W (x, n).
The radius of the ball in the left hand side of (4.1) goes to infinity
as M →∞ because
(s− 1)HM
2(sH + t)
=
(s− 1)M
2(s+ t/H)
(recall H depends on M , but as M →∞ so do both L and H).
Our choice of paramters ensures that the center of the ball in (4.1)
is close to a/s+ (1− 1/s)n. Indeed,∣∣∣∣as +
(
1− 1
s
)
n−
(
a+
(s− 1)H
sH + t
(n− a)
)∣∣∣∣ =
=
∣∣∣∣
(
1− 1
s
− (s− 1)H
sH + t
)
(n− a)
∣∣∣∣
≤
∣∣∣∣1− 1s − s− 1s+ t/H
∣∣∣∣ (L+√k)
=
∣∣∣∣
(
1− 1
s
)
· t
H
· 1
s + t/H
∣∣∣∣ (L+√k)
≤ 4(L+
√
k)
H
≤ 4
L+
√
k
.
Here we have used |n−a| < L+√k, 1 ≤ t ≤ 2 andH ≥ (L+√k)2. Since
L ≥ M , this goes to zero as M → ∞. Therefore if M is sufficiently
large then Br(a/s+ (1− 1/s)n) is contained in W (x, n). 
Let A ⊂ Rk. We denote by ∂A and intA = A \ ∂A the standard
boundary and interior of A. For E > 0 we define ∂EA as the set of
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u ∈ Rk satisfying BE(u) ∩ A 6= ∅ and BE(u) ∩ (Rk \ A) 6= ∅. Set
intEA = A \ ∂EA. For x ∈ X , we define a set ∂(x, E) in Rk by
∂(x, E) =
⋃
n∈Zk
∂EW (x, n).
The next lemma is crucial in the proofs of Theorems 1.3 and 1.4.
Lemma 4.2. For any ε > 0 and E > 0 if we choose M sufficiently
large then
lim sup
R→∞
1
vol(BR)
sup
x∈X
vol(∂(x, E) ∩BR) < ε.
Here BR = {u ∈ Rk| |u| ≤ R}, and vol(·) is the k-dimensional Lebesgue
measure.
Proof. Choose s > 1 with 1 − s−k < ε. By Lemma 4.1 (4), we can
choose M so that
(a,−sH) ∈ V (x, n) =⇒ BE
(
a
s
+
(
1− 1
s
)
n
)
⊂W (x, n).
For n ∈ Zk and x ∈ X we set
W ′(x, n) = πRk
(
(Rk × {−sH}) ∩ V (x, n)) .
For each x ∈ X these W ′(x, n) (n ∈ Zk) form a tiling of Rk. For any
a ∈ W ′(x, n), the point a/s + (1 − 1/s)n is contained in intEW (x, n).
Hence
vol(intEW (x, n)) ≥ vol
({
a
s
+
(
1− 1
s
)
n
∣∣∣∣a ∈ W ′(x, n)
})
= s−kvol(W ′(x, n)).
Let R > 0. As in the proof of Lemma 4.1, all points a ∈ W ′(x, n)
satisfy |a−n| < L+√k. Hence ifW ′(x, n) has a non-empty intersection
with the ball BR−2L−2√k then |n| < R − L −
√
k and W (x, n) ⊂ BR.
Therefore when n ∈ Zk runs over {n|W (x, n) ⊂ BR}, the setsW ′(x, n)
cover the ball BR−2L−2√k. Thus∑
n∈Zk :W (x,n)⊂BR
vol(intEW (x, n)) ≥ s−k
∑
n∈Zk:W (x,n)⊂BR
vol(W ′(x, n))
≥ s−kvol(BR−2L−2√k).
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Hence
vol(∂(x, E) ∩ BR) ≤ vol(BR)− vol
( ⋃
n:W (x,n)⊂BR
vol(intEW (x, n))
)
≤ vol(BR)− s−kvol(BR−2L−2√k).
Thus
1
vol(BR)
sup
x∈X
vol(∂(x, E) ∩ BR) ≤ 1− s−k
(
R− 2L− 2√k
R
)k
,
lim sup
R→∞
1
vol(BR)
sup
x∈X
vol(∂(x, E) ∩ BR) ≤ 1− s−k < ε.

A main trick in the above proof was going down to Rk×{−sH} from
R
k × {−H}. This idea will be used again in Section 7.
5. Small boundary property: proof of Theorem 1.3
We prove Theorem 1.3 in this section. We need to introduce the
notion small boundary property defined in [LW00, Lin99] and used
implicitly by Shub–Weiss in [SW91] (a related, weaker condition was
used in [Lin95] that allows for some periodic points). Let (X,Zk, T ) be
a dynamical system. For a subset A ⊂ X its orbit capacity ocap(A)
is defined by
ocap(A) = lim
N→∞
1
Nk
sup
x∈X
∑
n∈[N ]
1A(T
nx).
This limit exists because of the sub-additivity:
sup
x∈X
∑
n∈Ω1∪Ω2
1A(T
nx) ≤ sup
x∈X
∑
n∈Ω1
1A(T
nx)+sup
x∈X
∑
n∈Ω2
1A(T
nx) (Ω1,Ω2 ⊂ Zk).
In particular
(5.1) ocap(A) = inf
N≥1

 1
Nk
sup
x∈X
∑
n∈[N ]
1A(T
nx)

 .
From Lemma 2.3 we also have
(5.2) ocap(A) = lim
R→∞

 1
|BR ∩ Zk| supx∈X
∑
n∈BR∩Zk
1A(T
nx)

 .
The system X is said to have the small boundary property if for
any point x ∈ X and any open set U ∋ x there is an open neighborhood
V ⊂ U of x satisfying ocap(∂V ) = 0. The importance of this notion is
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clarified by the following (see Lindenstrauss [Lin95, Section 4]; many
ideas of this theorem were already presented by Shub–Weiss [SW91]).
Theorem 5.1. If X has the small boundary property, then for any ε >
0 and any two distinct points x, y ∈ X there exists a factor π : X → Y
such that π(x) 6= π(y) and htop(Y ) < ε.
Therefore, if X has the small boundary property, any two points
can be distinguished by an arbitrarily small entropy factor. The paper
[Lin95] discussed only Z-actions, but its argument can be easily gen-
eralized to Zk-actions. (For a sketch of the proof, see also [Lin99, p.
257].)
Corollary 5.2. If X has the small boundary property then it is iso-
morphic to the inverse limit of finite entropy systems.
Proof. Let ∆ be the diagonal of X × X . By Theorem 5.1 there exist
a countable open covering {Un × Vn}n≥1 of X × X \ ∆ and factors
πn : X → Yn such that πn(Un) ∩ πn(Vn) = ∅ and htop(Yn) <∞. Define
Xn = (π1×π2×· · ·×πn)(X) in Y1×Y2×· · ·×Yn. These Xn naturally
form an inverse system and its limit is isomorphic to X . Every Xn has
finite topological entropy. 
We denote by C(X) the Banach space of continuous functions f :
X → R with the uniform norm ||·||. The following is the main result of
this section.
Theorem 5.3. Suppose X has the marker property and mdim(X) = 0.
Then the set of continuous functions f : X → R satisfying
ocap ({x ∈ X| f(x) = 0}) = 0
is a dense Gδ subset of C(X).
The following corollary contains Theorem 1.3.
Corollary 5.4. Suppose X has the marker property and mdim(X) = 0.
Then X has the small boundary property. In particular it is isomorphic
to the inverse limit of finite entropy systems.
Proof. Take x ∈ X and its open neighborhood U . There is a continuous
function f : X → R such that f(x) = 1 and f = −1 over X \ U . By
Theorem 5.3 we can find a continuous function g : X → R such that
||f − g|| < 1 and {g = 0} has zero orbit capacity. Set V = {g > 0}. We
have x ∈ V ⊂ U and ocap(∂V ) = 0. 
The rest of this section consists of the proof of Theorem 5.3. Let
(X,Zk, T ) be a dynamical system. From the equation (5.1), for any
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closed set A ⊂ X and any ε > 0 there is an open set U ⊃ A satisfying
ocap(U) < ocap(A) + ε. This implies the next lemma.
Lemma 5.5. For any c > 0 the set
{f ∈ C(X)| ocap({f = 0}) < c}
is open in C(X).
Proof. Suppose a continuous function f : X → R satisfies ocap({f =
0}) < c. Then there is an open set U ⊃ {f = 0} satisfying ocap(U) < c.
Let δ > 0 be the infimum of |f(x)| over x ∈ X\U . Suppose a continuous
function g : X → R satisfies ||f − g|| < δ. Then {g = 0} ⊂ U . Hence
ocap({g = 0}) < c. 
It follows from Lemma 5.5 that the set
{f ∈ C(X)| ocap({f = 0}) = 0} =⋂
n≥1
{f ∈ C(X)| ocap({f = 0}) < 1/n}
is a Gδ subset of C(X). Therefore Theorem 5.3 follows from the next
proposition.
Proposition 5.6. Suppose X has the marker property and mdim(X) =
0. Let δ be a positive number, and f : X → R a continuous function.
Then there exists a continuous function g : X → R satisfying ||f − g|| <
δ and ocap({g = 0}) < δ.
We need one preparation:
Lemma 5.7. Let n be a positive integer, and P a simplicial complex.
Then almost every linear map f : P → Rn satisfies
|{1 ≤ i ≤ n| f(x)i = 0}| ≤ dimP (∀x ∈ P ).
Proof. Let v1, . . . , vs be the vertices of P . For almost every choice of
vectors u1, . . . , us ∈ Rn the following holds: For every A ⊂ {1, 2, . . . , n}
and 1 ≤ i1 < i2 < · · · < i|A| ≤ s the convex hull of ui1|A, . . . , ui|A||A
does not contain the origin in RA. Suppose the vectors u1, . . . , us satisfy
this condition, and define a linear map f : P → Rn by f(vi) = ui. Take
any x ∈ P and let A = {1 ≤ i ≤ n| f(x)i = 0}. Then f(x)|A = 0. The
assumption on u1, . . . , us implies |A| ≤ dimP . 
Proof of Proposition 5.6. Let d be a distance on X . Take 0 < ε < δ/2
such that
d(x, y) < ε =⇒ |f(x)− f(y)| < δ.
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Since mdim(X) = 0, we can find N > 0 satisfying
Widimε(X, d[N ])
Nk
< ε.
We set If (x) = (f(T
nx))n∈Zk for x ∈ X . If x, y ∈ X satisfy d[N ](x, y) <
ε then we have∣∣∣∣If (x)|[N ] − If(x)|[N ]∣∣∣∣∞ def= maxn∈[N ] |f(T nx)− f(T ny)| < δ.
As in Section 3, by Lemmas 2.1 and 5.7 we can construct a continuous
map F : X → R[N ] satisfying
• ∣∣∣∣F (x)− If(x)|[N ]∣∣∣∣∞ < δ for all x ∈ X ,
• |{n ∈ [N ]|F (x)n = 0}| ≤Widimε(X, d[N ]) < εNk for all x ∈ X .
Set E =
√
k(N + 1). We choose a sufficiently large positive integer
M and apply the Voronoi tiling construction of Section 4 to X . By
Lemma 4.2 we can assume
(5.3) lim sup
R→∞
1
vol(BR)
sup
x∈X
vol(∂(x, E) ∩ BR) < ε.
Here recall that we have the tiling Rk =
⋃
n∈Zk W (x, n) and ∂(x, E) =⋃
n∈Zk ∂EW (x, n). By Lemma 4.1 (3), diam(W (x, n)) < 2L+ 2
√
k.
We define a continuous function g : X → R by painting F in the
tiles W (x, n). Let α : [0,∞) → [0, 1] be a continuous function such
that α(0) = 0 and α(t) = 1 for t ≥ 1. Take x ∈ X . If 0 ∈ ∂W (x, n) for
some n ∈ Zk then we set g(x) = f(x). Otherwise there uniquely exists
n ∈ Zk satisfying 0 ∈ intW (x, n). Choosing a ∈ Zk satisfying a ≡ n
(mod N) and 0 ∈ a+ [N ], we set
g(x) = {1− α(dist(0, ∂W (x, n)))}f(x)+
+ α(dist(0, ∂W (x, n)))F (T ax)−a,
with dist denoting the Euclidean distance. Since W (x, n) depends con-
tinuously on x, the function g(x) is continuous. It satisfies ||f − g|| < δ
because |F (T ax)−a − f(x)| ≤
∣∣∣∣F (T ax)− If(T ax)|[N ]∣∣∣∣∞ < δ. We will
show ocap({g = 0}) < δ.
Claim 5.8. Let a, n ∈ Zk such that a ≡ n (mod N) and a + [N ] is
contained in int1W (x, n). Then
Ig(x)|a+[N ] = F (T ax).
Here we naturally consider Ig(x)|a+[N ] = (g(T a+nx))n∈[N ] as a vector in
R
[N ].
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Proof. Take m ∈ a+[N ] ⊂ int1W (x, n). ThenW (Tmx, n−m) = −m+
W (x, n) and hence 0 ∈ int1W (Tmx, n −m). Since 0 ∈ (a −m) + [N ]
and a−m ≡ n−m (mod N),
g(Tmx) = F (T a−mTmx)−a+m = F (T ax)−a+m.
Thus we get Ig(x)|a+[N ] = F (T ax). 
Claim 5.9. For all x ∈ X and n ∈ Zk
|{m ∈ Zk ∩ intN√kW (x, n)| Ig(x)m = 0}| ≤ ε vol(W (x, n)).
Proof. The set Zk ∩ intN√kW (x, n) is contained in the disjoint union
of a + [N ] where a ∈ Zk satisfies a ≡ n (mod N) and a + [N ] ⊂
int√kW (x, n). Take such a+[N ]. Then Ig(x)|a+[N ] = F (T ax) by Claim
5.8. The second condition of F implies
|{m ∈ a+ [N ]| Ig(x)m = 0}| < εNk = ε vol(a+ [0, N)k).
Summing up this estimate, we get the result. 
Continuing with the proof of Proposition 5.6, let R > 0 and x ∈ X .
The number of m ∈ Zk satisfying |m| ≤ R and Ig(x)m = 0 is bounded
by∣∣∣Zk ∩BR ∩ ∂(x,N√k)∣∣∣+
+
∑
n:W (x,n)∩BR 6=∅
∣∣{m ∈ Zk ∩ intN√kW (x, n)∣∣ Ig(x)m = 0}∣∣
≤ |Zk ∩ BR ∩ ∂(x,N
√
k)|+ ε
∑
n:W (x,n)∩BR 6=∅
vol(W (x, n))
(by Claim 5.9)
≤ |Zk ∩ BR ∩ ∂(x,N
√
k)|+ ε vol(BR+2L+2√k)
(by diam(W (x, n)) < 2L+ 2
√
k).
Recall E =
√
k(N +1). If m ∈ ∂(x,N√k), then m+ [0, 1)k ⊂ ∂(x, E).
Hence ∣∣Zk ∩BR ∩ ∂(x,N√k)∣∣ ≤ vol(∂(x, E) ∩ BR+√k).
Therefore
|{m ∈ Zk ∩ BR| Ig(x)m = 0}|
|Zk ∩ BR|
≤ vol(∂(x, E) ∩ BR+
√
k)
|Zk ∩ BR| + ε
vol(BR+2L+2
√
k)
|Zk ∩BR| .
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Using the formula (5.2) and the condition (5.3) we get
ocap({g = 0}) = lim
R→∞
supx∈X |{m ∈ Zk ∩ BR| Ig(x)m = 0}|
|Zk ∩ BR|
< ε+ ε = 2ε < δ.
Here we have used |Zk ∩ BR| ∼ vol(BR) as R→∞. 
6. Metric mean dimension: proof of Theorem 1.4
We prove Theorem 1.4 in this section. Let (X, d) be a compact metric
space, and α an open covering of X . We denote by mesh(α, d) the
supremum of diamU over U ∈ α. For ε > 0 we define A(X, ε, d) as the
minimum cardinality of open coverings α of X satisfying mesh(α, d) <
ε. Let T : Zk × X → X be a continuous action. We have a natural
sub-additivity: logA(X, ε, dΩ1∪Ω2) ≤ logA(X, ε, dΩ1)+logA(X, ε, dΩ2).
We define
(6.1)
S(X, ε, d) = lim
N→∞
1
Nk
logA(X, ε, d[N ]) = inf
N≥1
1
Nk
logA(X, ε, d[N ]).
By Lemma 2.3 we also have
(6.2) S(X, ε, d) = lim
R→∞
1
|BR ∩ Zk| logA(X, ε, dBR∩Zk).
We define the metric mean dimension mdimM(X, d) by
mdimM(X, d) = lim inf
ε→0
S(X, ε, d)
| log ε| .
This is a dynamical analogue of box-counting dimension in fractal ge-
ometry. Metric mean dimension is always an upper bound on mean
dimension ([LW00, Theorem 4.2]):
Theorem 6.1.
mdim(X) ≤ mdimM(X, d).
The main question here is whether the equality holds for generic
distances d or not. We apply to this question a machinery developed in
Section 5. Let V be a Banach space (possibly infinite dimensional) with
a norm ||·||V , and K ⊂ V a compact convex subset. Let (KZ
k
,Zk, σ) be
the Zk-shift on KZ
k
where
σn(x) = y, ym = xm+n.
We define a distance D on KZ
k
by
D(x, y) =
∑
n∈Zk
2−|n| ||xn − yn||V .
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We study maps from X to KZ
k
. Let C(X,K) be the space of con-
tinuous maps from X to K equipped with the distance ||f − g|| =
supx∈X ||f(x)− g(x)||V . For a continuous map f : X → K we de-
fine If : X → KZk by If(x) = (f(T nx))n∈Zk . The image If (X) is a
subsystem of KZ
k
. The next theorem is the main result of this section.
Theorem 6.2. Suppose X has the marker property. Then for a dense
Gδ subset of f ∈ C(X,K)
mdimM(If(X), D) ≤ mdim(X).
Assuming this theorem, we can easily prove Theorem 1.4.
Proof of Theorem 1.4. Let V = ℓ2(N) be the standard ℓ2-space with
K = {(un)∞n=1 ∈ ℓ2| 0 ≤ un ≤ 1/n}. Now K is a compact convex sub-
set homeomorphic to [0, 1]N. Generic continuous maps from compact
metric spaces to [0, 1]N are topological embeddings. This is well-known
in classical dimension theory (Hurewicz–Wallman [HW41, Theorem
V4]); it can be also deduced from Lemmas 2.1 and 3.3. So the map
If : X → KZk becomes an embedding for generic f ∈ C(X,K) because
f itself is an embedding. Then by Theorem 6.2 we can find a continuous
map f : X → K such that If is an embedding and mdimM(If(X), D) ≤
mdim(X). Let d be the pull-back of the distance D by If . We get
mdimM(X, d) ≤ mdim(X). The inequality mdimM(X, d) ≥ mdim(X)
is always true. Thus mdimM(X, d) = mdim(X). 
Let (X,Zk, T ) be a dynamical system.
Lemma 6.3. For δ > 0 and c > 0 the set of f ∈ C(X,K) satisfying
∃0 < ε < δ : S(If (X), ε, D)| log ε| < c
is open.
Proof. Suppose f : X → K and 0 < ε < δ satisfy S(If (X), ε, D) <
c| log ε|. Then there exist N > 0 and an open covering α of If(X) such
that mesh(α,D[N ]) < ε and |α| < exp(cNk| log ε|). For each U ∈ α
we can find an open set U˜ ⊃ U of KZk with diam(U˜ , D[N ]) < ε. Set
α˜ = {U˜}U∈α. If g : X → K is sufficiently close to f then Ig(X) ⊂
⋃
α˜.
Hence
A(Ig(X), ε, D[N ]) ≤ |α˜| < exp(cNk| log ε|).
By (6.1), we get S(Ig(X), ε, D) < c| log ε|. 
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By this lemma the set
{f ∈ C(X,K)|mdimM(If(X), D) ≤ mdim(X)}
=
⋂
n≥1
{
f ∈ C(X,K)
∣∣∣∣∃0 < ε < 1n : S(If(X), ε, D)| log ε| < mdim(X) + 1n
}
is a Gδ subset of C(X,K). Therefore Theorem 6.2 follows from the
next proposition.
Proposition 6.4. Suppose X has the marker property. Let δ be a
positive number, and f : X → K a continuous map. There exist
0 < ε < δ and a continuous map g : X → K satisfying ||f − g|| < δ
and
S(Ig(X), ε, D) < (mdim(X) + δ)| log ε|.
We need some preparations. Let Y ⊂ KZk be a closed invariant
subset. For R > 0 we denote by Y |BR the image of Y under the
natural projection KZ
k → KBR∩Zk . Let ||·||∞ be the ℓ∞-distance on
KBR∩Z
k
defined by ||x− y||∞ = maxn∈BR∩Zk ||xn − yn||V .
Lemma 6.5. There exists a universal constant κ > 0 such that for
every ε > 0
S(Y, ε,D) ≤ lim sup
R→∞
1
vol(BR)
logA(Y |BR, κε, ||·||∞).
Proof. Set c =
∑
n∈Zk 2
−|n|, and take L = L(ε) > 0 satisfying∑
n∈Zk,|n|>L
2−|n|diamK < ε/2.
Let π : KZ
k → KBR+L∩Zk be the projection. For any n ∈ BR ∩ Zk and
x, y ∈ KZk
D(σn(x), σn(y)) =
∑
m∈Zk
2−|m| ||xn+m − yn+m||V
≤
∑
|m|≤L
2−|m| ||xn+m − yn+m||V +
∑
|m|>L
2−|m|diamK
< c ||π(x)− π(y)||∞ +
ε
2
.
So DBR∩Zk(x, y) < c ||π(x)− π(y)||∞ + ε/2. We set κ = 1/(2c). Then
for every ε > 0
A(Y, ε,DBR∩Zk) ≤ A(Y |BR+L, κε, ||·||∞).
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Using (6.2) and |BR ∩ Zk| ∼ vol(BR) as R→∞,
S(Y, ε,D) = lim
R→∞
1
|BR ∩ Zk| logA(Y, ε,DBR∩Zk) ≤ lim supR→∞
1
vol(BR)
logA(Y |BR, κε, ||·||∞).

Lemma 6.6. Let W be a Banach space, P a simplicial complex, and
f : P →W a linear map. Then for any 0 < ε ≤ 1
A(f(P ), ε, ||·||) ≤ const · ε−dimP ,
where const is a positive constant depending only on diamf(P ), dimP
and the number of the simplices of P .
Proof. We can assume without loss of generality that diamf(P ) ≤ 1
and P is an n-dimensional simplex. Then we can find a, u1, . . . , un ∈ W
with ||ui|| ≤ 1 such that
f(P ) = {a+ x1u1 + · · ·+ xnun| x1, . . . , xn ≥ 0, x1 + · · ·+ xn ≤ 1}.
Consider the following (1 + ⌊2n/ε⌋)n points in W :
a+ x1u1 + · · ·+ xnun
(
xi = 0,
ε
2n
,
2ε
2n
, . . . ,
⌊
2n
ε
⌋
ε
2n
)
.
Now f(P ) is covered by the open ε/2-balls around these points. Hence
A(f(K), ε, ||·||) ≤
(
1 +
⌊
2n
ε
⌋)n
≤ (2n+ 1)
n
εn
.

Proof of Proposition 6.4. We can assume mdim(X) < ∞. Let f ∈
C(X,K). By Lemma 6.5 it is enough to prove that for any δ > 0
there exist 0 < ε < δ and a continuous map g : X → K satisfying
||f − g|| < δ and
lim sup
R→∞
1
vol(BR)
logA(Ig(X)|BR, ε, ||·||∞) < | log ε|(mdim(X) + δ).
Fix 0 < τ < δ/3 satisfying
d(x, y) < τ =⇒ ||f(x)− f(y)|V < δ.
We choose N > 0 satisfying
1
Nk
Widimτ (X, d[N ]) < mdim(X, T ) + τ.
By Lemma 2.1 there exists a continuous map F : X → K [N ] such that
• ∣∣∣∣F (x)− If(x)|[N ]∣∣∣∣∞ < δ for all x ∈ X .• The set F (X) is contained in the image of a linear map from a
Widimτ (X, d[N ])-dimensional simplicial complex to K
[N ].
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From the second condition and Lemma 6.6, we can find 0 < ε < δ
satisfying
(6.3) A(F (X), ε, | ·||∞) < ε−N
k(mdim(X)+τ).
We also assume (for the later convenience) log 2 < τ | log ε| and | log ε| >
1.
Set E =
√
k(N + 1). As in Section 5 we choose a sufficiently large
integer M and apply the Voronoi tiling construction in Section 4 to X .
From Lemma 4.2 we can assume
(6.4) lim sup
R→∞
1
vol(BR)
sup
x∈X
vol(∂(x, E) ∩ BR) < τ
logA(K, ε, | ·||V )
.
Here Rk =
⋃
n∈Zk W (x, n) and ∂(x, E) =
⋃
n∈Zk ∂EW (x, n). We define
g : X → K in the same way as in Section 5. Let α : [0,∞)→ [0, 1] be
a continuous function such that α(0) = 0 and α(t) = 1 for t ≥ 1. Take
x ∈ X . If 0 ∈ ∂W (x, n) for some n ∈ Zk then we set g(x) = f(x).
Otherwise there uniquely exists n ∈ Zk satisfying 0 ∈ intW (x, n).
Choosing a ∈ Zk satisfying a ≡ n (mod N) and 0 ∈ a+ [N ], we set
g(x) = {1−α(dist(0, ∂W (x, n)))}f(x)+α(dist(0, ∂W (x, n)))F (T ax)−a.
This satisfies ||f(x)− g(x)||V < δ. We estimate A(Ig(X)|BR, ε, ||·||∞) for
R≫ 1.
For R > 0 we define CR as the set of subsets C ⊂ BR ∩Zk satisfying
• a+ [N ] ⊂ BR for all a ∈ C,
• (a+ [N ]) ∩ (b+ [N ]) = ∅ for any two distinct a, b ∈ C,
• a+ [N ] (a ∈ C) cover most of BR ∩ Zk in the following sense:
|BR ∩ Zk \
⋃
a∈C
(a+ [N ])| < τ vol(BR)
logA(K, ε, ||·||V )
.
Claim 6.7. If we choose R sufficiently large, then for any x ∈ X there
exists C ∈ CR such that Ig(x)|a+[N ] ∈ F (X) for all a ∈ C.
Proof. Let R > 0 and x ∈ X . For each n ∈ Zk with W (x, n) ⊂ BR
we define Cn ⊂ Zk as the set of a ∈ Zk satisfying a ≡ n (mod N) and
a+[N ] ⊂ int1W (x, n). We define C as the union of Cn over n ∈ Zk with
W (x, n) ⊂ BR. For every a ∈ C we can prove Ig(x)|a+[N ] = F (T ax) ∈
F (X) as in Claim 5.8.
The set C obviously satisfies the first and second conditions in the
definition of CR. The problem is to confirm the third condition. For
each n ∈ Zk with W (x, n) ⊂ BR the set Zk ∩ intN√kW (x, n) is covered
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by a+ [N ] (a ∈ Cn). Hence⋃
n:W (x,n)⊂BR
(Zk ∩ intN√kW (x, n)) ⊂
⋃
a∈C
(a+ [N ]).
By diamW (x, n) < 2L + 2
√
k (Lemma 4.1 (3)), the union of W (x, n)
with W (x, n) ⊂ BR contains the ball BR−2L−2√k. Therefore BR ∩ Zk \⋃
a∈C(a + [N ]) is contained in
{Zk ∩ (BR \BR−2L−2√k)} ∪ {Zk ∩BR−2L−2√k ∩ ∂(x,N
√
k)}.
The first term is small compared to vol(BR):
|Zk ∩ (BR \BR−2L−2√k)| = O(Rk−1) = o(vol(BR)).
The second term is bounded by
|Zk ∩ BR−2L−2√k ∩ ∂(x,N
√
k)| ≤ vol(BR−2L−√k ∩ ∂(x, E))
≤ vol(BR ∩ ∂(x, E))
(Recall E =
√
k(N + 1)). The last term can be estimated by (6.4).
Thus if R is sufficiently large (uniformly in x ∈ X) then
|BR ∩ Zk \
⋃
a∈C
(a+ [N ])| < τ vol(BR)
logA(K, ε, ||·||V )
.

For each C ∈ CR we set
QC =
{
u ∈ KBR∩Zk | ∀a ∈ C : u|a+[N ] ∈ F (X)
}
.
Every C ∈ CR satisfies |C| ≤ |BR ∩ Zk|/Nk. Hence
logA(QC , ε, ||·||∞) ≤ |C| · logA(F (X), ε, | ·||∞)
+ |BR ∩ Zk \
⋃
a∈C
(a+ [N ])| · logA(K, ε, ||·||V )
<
|BR ∩ Zk|
Nk
logA(F (X), ε, ||·||∞) + τ vol(BR)
< |BR ∩ Zk| · (mdim(X) + τ)| log ε|+ τ vol(BR),
where we have used (6.3) to pass to the last line of the above inequality.
From Claim 6.7, the set Ig(X)|BR is contained in the union of QC over
C ∈ CR if R is sufficiently large. Hence for R≫ 1
logA(Ig(X)|BR, ε, ||·||∞) < log |CR|+
+ |BR ∩ Zk| · (mdim(X) + τ)| log ε|+ τ vol(BR).
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Obviously |CR| ≤ 2|BR∩Zk|. Recall that we assumed log 2 < τ | log ε|.
Hence
logA(Ig(X)|BR, ε, ||·||∞) < |BR∩Zk|·(mdim(X)+2τ)| log ε|+τ vol(BR).
Since |BR ∩ Zk| ∼ vol(BR) as R→∞,
lim sup
R→∞
1
vol(BR)
logA(Ig(X)|BR, ε, ||·||∞) ≤ (mdim(X) + 2τ)| log ε|+ τ
< (mdim(X) + 3τ)| log ε|
(recall | log ε| > 1)
< (mdim(X) + δ)| log ε|
(recall 3τ < δ).

7. A more difficult embedding theorem: Proof of
Theorem 1.5
Theorem 1.5 follows from
Theorem 7.1. Let D be a positive integer, and (X,Zk, T ) a dynamical
system having the marker property. If mdim(X) < D/2k+1, then for a
dense Gδ subset of f ∈ C(X, [0, 1]2D) the map
If : X → ([0, 1]2D)Zk , x 7→ (f(T nx))n∈Zk ,
is an embedding.
Throughout this section, we set K = [0, 1]D. We always assume that
(X,Zk, T ) has the marker property and mdim(X) < D/2k+1. Let d be
a distance on X . As in Section 3 the Gδ subset⋂
n≥1
{
f ∈ C(X,K2)
∣∣∣∣ If : X → (K2)Zk is a (1/n)-embeddingwith respect to d
}
is equal to the set of f ∈ C(X,K2) such that If is an embedding.
Therefore Theorem 7.1 follows from the next proposition.
Proposition 7.2. Let f = (f1, f2) : X → K2 be a continuous map.
For any positive number δ there exists a continuous map g = (g1, g2) :
X → K2 satisfying
(1) |fi(x)− gi(x)| < δ for both i = 1, 2 and all x ∈ X,
(2) the map Ig : X → (K2)Zk is a δ-embedding with respect to the
distance d.
The proof of this proposition occupies the rest of the section.
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7.1. Linear maps on simplicial complexes. The purpose of this
subsection is to prove Lemma 7.5 below. The argument here is elemen-
tary but notationally complicated.
Lemma 7.3. Let V be a finite dimensional real vector space, A a finite
set, and n a natural number. Let M be an (n, n dimV +1) matrix with
entires in A such that no value appears twice in a row or in a column.
Then for almost every choice of (ua)a∈A ∈ V A the columns of the matrix
(uMij)1≤i≤n,1≤j≤ndimV+1
are affinely independent.
Proof. Case 1. Suppose V = R. We prove the statement by induction
on n. The statement is trivial for n = 1. We consider the case n ≥ 2.
Take (ta)a∈A ∈ RA. Then the columns of the matrix (tMij)1≤i≤n,1≤j≤n+1
are affinely independent if and only if the following (n+1, n+1) matrix
is regular:
(7.1)


tM11 . . . tM1n+1
. . . . . . . . . . . . . . . . .
tMn1 . . . tMnn+1
1 . . . 1


Set α = M11, and suppose that α appears r times in M . Then the
determinant of the above matrix is a polynomial of tα of degree r, and
the coefficient of the trα term is equal to (up to ±) the determinant of
the matrix of the same type (7.1) of smaller size. So by the induction
the matrix (7.1) is regular for almost every choice of (ta)a∈A ∈ RA.
Case 2. Set m = dimV , and take a basis e1, . . . , em of V . Set
B = A×{1, 2, . . . , m} and define an (nm, nm+1) matrix N valued in
B by
Nij = (Mqj , r), (i = (q − 1)m+ r, 1 ≤ q ≤ n, 1 ≤ r ≤ m)
for 1 ≤ i ≤ nm and 1 ≤ j ≤ nm + 1. We can apply Case 1 to N ; for
almost every choice of (tb)b∈B ∈ RB the columns of the matrix (tNij )
are affinely independent. Define (ua)a∈A in V A by
ua =
m∑
r=1
t(a,r)er.
Then the columns of (uMij)1≤i≤n,1≤j≤nm+1 are affinely independent for
almost every choice of (tb). This proves the lemma. 
Lemma 7.4. Let s and n ≤ N be positive integers. For almost every
choice of vectors u1, . . . , us ∈ V [N ], if we choose at most (nk dimV +1)
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distinct vectors in V [n] from
ua|b+[n] (1 ≤ a ≤ s, b ∈ [N − n+ 1])
then they are affinely independent. Here ua|b+[n] is the restriction of ua
to b+ [n] ⊂ [N ]. We consider it as a vector in V [n].
Proof. Set m = dimV and A = {1, 2, . . . , s} × [N ]. We can assume
s ≥ nkm + 1. Take distinct (aj , bj) ∈ {1, 2, . . . , s} × [N − n + 1] for
1 ≤ j ≤ nkm + 1. We define an (nk, nkm + 1) matrix M valued in
A by Mij = (aj, bj + i) for i ∈ [n] and 1 ≤ j ≤ nkm + 1. Now M
satisfies the condition of Lemma 7.3. Hence for almost every choice of
(uc)c∈A ∈ V A the columns of the matrix (u(aj ,bj+i))i∈[n],1≤j≤nkm+1 are
affinely independent. We define vectors in V [N ] by
ua = (u(a,b))b∈[N ] (1 ≤ a ≤ s).
Then uaj |bj+[n] (1 ≤ j ≤ nkm+ 1) are affinely independent. 
The next lemma strengthens Lemma 3.3
Lemma 7.5. Let n ≤ N be positive integers, and P a simplicial com-
plex satisfying
dimP <
nk dimV
2
.
Then almost every linear map f : P → V [N ] satisfies the following. If
x, y ∈ P and a, b ∈ [N − n+ 1] satisfy
f(x)|a+[n] = f(y)|b+[n],
then x = y and a = b.
Proof. Let v1, . . . , vs be the vertices of P . Take vectors u1, . . . , us ∈
V [N ] and define a linear map f : P → V [N ] by f(vi) = ui. Let x =∑s
i=1 αivi and y =
∑s
i=1 βivi with
∑
i αi =
∑
i βi = 1. Here αi and βi
are zero except for at most dimP + 1 ones respectively. The equation
f(x)|a+[n] = f(y)|b+[n] implies
s∑
i=1
αiui|a+[n] =
s∑
i=1
βiui|b+[n].
The number of non-zero αi and βi are at most 2(dimP+1) ≤ nk dimV+
1. Now Lemma 7.4 implies the conclusion. 
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7.2. Idea of the proof. Throughout the rest of this section, we fix a
positive number δ and a continuous map f = (f1, f2) : X → K2 (recall
K = [0, 1]D). We fix 0 < ε < δ so that for both i = 1, 2
(7.2) d(x, y) < ε =⇒ |fi(x)− fi(y)| < δ.
Since mdim(X) < D/2k+1, we can find η > 0 satisfying
mdim(X) < D
(
1
2k+1
− η
)
.
We choose a positive integer N sufficiently large so that
(7.3) n ≥ N =⇒Widimε(X, d[n]) < D
(
1
2k+1
− η
)
(n− 1)k.
We also assume that N is even; this is just for simplicity of the expo-
sition.
We now use the tiling construction of Section 4. Let M be a positive
integer. Since X is assumed to have the marker property, we can find
an integer L ≥M and a continuous function φ : X → [0, 1] so that
• If φ(x) > 0 at some x ∈ X , then φ(T nx) = 0 for all non-zero n ∈ Zk
with |n| < M .
• For any x ∈ X there exists n ∈ Zk satisfying |n| < L and φ(T nx) = 1.
For each x ∈ X let Rk+1 = ⋃n∈Zk V (x, n) be the Voronoi decomposition
associated with the set {(n, 1/φ(T nx))|n ∈ Zk}. We choose a real num-
ber H ≥ (L +√k)2 and set W (x, n) = πRk
(
V (x, n) ∩ (Rk × {−H})).
These form a tiling of Rk.
We choose s > 1 satisfying
(7.4)
1
2k+1
− η < 1
2(1 + sk)
.
Choosing the above M sufficiently large, we can assume (by Lemma
4.1 (4)) that for any x ∈ X , n ∈ Zk and a ∈ Rk
(7.5) (a,−sH) ∈ V (x, n) =⇒ B3√kN(a/s+ (1− 1/s)n) ⊂W (x, n).
Now we have completed the setup for the proof of Proposition 7.2.
Before going further, we explain its strategy here. The map f =
(f1, f2) : X → K2 has two components f1 and f2. We first construct a
perturbation g1 of f1 and next a perturbation g2 of f2. These functions
g1 and g2 play different roles. Take x ∈ X . We try to encode the tiling
R
k =
⋃
n∈Zk W (x, n) by the value of Ig1(x) = (g1(T
nx))n∈Zk . If all the
(non-empty) tiles W (x, n) are sufficiently large, then this encoding can
be done almost without error. Such a good situation could be taken for
granted in Section 3; but in the current context this is not so — some
tiles will be small. We cannot encode such small tiles by Ig1(x), and
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this is the main difficulty we need to overcome in this proof. Lemma
4.2 implies that such bad tiles are asymptotically negligible. But this
is not enough here.
Our argument goes as follows. We give up on encoding all the infor-
mation of the tiling
⋃
n∈Zk W (x, n). Instead we construct a “pseudo-
tiling” of Rk from the value of Ig1(x):
tiling (W (x, n))n∈Zk
encode
y
Ig1(x) ∈ KZk
decode
y
pseudo-tiling W = (Wn)n∈Zk .
The pseudo-tiling W consists of ℓ∞-functions Wn ∈ ℓ∞(Zk). When
W (x, n) is sufficiently large, the functionWn is approximately equal to
the characteristic function of W (x, n) ∩ Zk. The definition of W will
be given later.
Next we construct a perturbation g2(x) of f2(x) by using the pseudo-
tiling associated with x. Then the map g = (g1, g2) : X → K2
has been constructed. Take two points x and y in X , and suppose
(Ig1(x), Ig2(x)) = (Ig1(y), Ig2(y)). The first equation Ig1(x) = Ig1(y) im-
plies that the pseudo-tilings associated with x and y are equal. So Ig2(x)
and Ig2(y) are constructed from the same pseudo-tiling. Using this ad-
ditional information, we can conclude d(x, y) < ε from the equation
Ig2(x) = Ig2(y). This last step is analogous to the situation of Propo-
sition 3.2: in that case we also had two equalities Ig(x) = Ig(y) and
π(x) = π(y). The equation π(x) = π(y) implied that the Voronoi tilings
associated with x and y are equal, and then we deduced d(x, y) < ε
from Ig(x) = Ig(y).
7.3. Construction of g1 and encoding the tiling. In this subsec-
tion we construct a perturbation g1 of f1. We choose an ε-embedding
π : (X, d[N ]) → P where P is a simplicial complex of dimension
Widimε(X, d[N ]). Replacing P with a sufficiently fine subdivision, we
can apply Lemma 2.1 to P and find a linear map f˜1 : P → K [N ]
satisfying∣∣∣∣∣∣f˜1(π(x))− If1(x)|[N ]∣∣∣∣∣∣∞ def= maxn∈[N ] |f˜1(π(x))n−f1(T nx)| < δ (∀x ∈ X).
Set P ′ = P × {n ∈ Zk| |n| < L+√kN}, and consider the map
(7.6) P ′ → K [N ], (x, n) 7→ f˜1(x).
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Note dimP ′ = dimP = Widimε(X, d[N ]) < DNk/2k+1. We perturb
the map (7.6) using Lemma 7.5 (applied with V = RD and n = N/2),
and construct a linear map F : P ′ → K [N ] satisfying the following two
conditions2. Note that the map F has two variables x ∈ P and n ∈ Zk;
the second variable n of F will be used for encoding the positions of
the Voronoi centers.
(7.7) For all x ∈ X and n ∈ Zk with |n| < L+√kN∣∣∣∣F (π(x), n)− If1(x)|[N ]∣∣∣∣∞ < δ.
(7.8) If x, y ∈ P ′ and a, b ∈ [N/2 + 1] satisfy
F (x)|a+[N/2] = F (y)|b+[N/2],
then x = y and a = b.
Take x ∈ X . We define g1(x) ∈ K as follows. We take a cut-off
function α : [0,∞)→ [0, 1] satisfying α(0) = 0 and α(t) = 1 for t ≥ 1.
If 0 ∈ ∂W (x, n) for some n ∈ Zk, then we set g1(x) = f1(x). Otherwise
there uniquely exists n ∈ Zk satisfying 0 ∈ intW (x, n). Taking a ∈ Zk
with a ≡ n (mod N) and 0 ∈ a+ [N ], we set
g1(x) = {1− α(dist(0, ∂W (x, n)))} f1(x)
+ α(dist(0, ∂W (x, n)))F (π(T ax), n− a)−a.
Note that 0 ∈ IntW (x, n) implies |n| < L + √k by Lemma 4.1 (3).
Hence |n − a| < L + √kN and the term F (π(T ax), n − a)−a is well-
defined. The map g1 : X → K is continuous since W (x, n) depends
continuously on x. From Condition (7.7), the function g1 satisfies
|g1(x)− f1(x)| < δ because
|F (π(T ax), n− a)−a − f1(x)| = |F (π(T ax), n− a)−a− If1(T ax)−a| < δ.
We will need the following formula of Ig1(x) later. The proof is the
same as Claim 5.8 in Section 5.
Claim 7.6. Let a, n ∈ Zk such that a ≡ n (mod N) and a + [N ] ⊂
int1W (x, n). Then
Ig1(x)|a+[N ] = F (π(T ax), n− a).
2Recall that N is even.
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7.4. Decoding and the construction of pseudo-tiling. For n ∈
Z
k with |n| < L + √kN we define Qn ⊂ K [N ] as the set of F (x, n)
(x ∈ P ). These Qn can be thought as the decoder of the encoding Ig1.
From Condition (7.8), for m,n ∈ Zk with |m|, |n| < L + √kN and
a, b ∈ [N/2 + 1] we have
Qm|a+[N/2] ∩Qn|b+[N/2] = ∅ if (m, a) 6= (n, b).
We choose τ > 0 so that
(7.9) τ < min
(m,a)6=(n,b)
dist(Qm|a+[N/2], Qn|b+[N/2])
where the minimum is taken over all pairs of distinct (m, a) and (n, b)
in Zk×[N/2+1] with |m|, |n| < L+√kN , and dist(·, ·) is the Euclidean
distance.
Let 1[N ] ∈ ℓ∞(Zk) be the characteristic function of [N ] = {0, 1, . . . , N−
1}k. We choose a cut-off function β : [0,∞)→ [0, 1] such that β(0) = 1
and β(t) = 0 for t ≥ τ . Take a point ω ∈ KZk . For n ∈ Zk we define
an ℓ∞-function Wn : Zk → [0, 1] by
Wn(t) = min

1, ∑
|a−n|<L+√kN
β(dist(ω|a+[N ], Qn−a))1[N ](t− a)

 .
The function Wn is supported in BL+√kN(n+ [N ]). We set W(ω) =
(Wn)n∈Zk . This is the pseudo-tiling associated with ω. We sometimes
denote Wn by Wωn . Now the map
KZ
k ∋ ω 7−→ W(ω) ∈ (ℓ∞(Zk))Zk
is continuous. It is also equivariant in the following sense: Let m ∈ Zk,
and take ω′ ∈ KZk with ω′n = ωn+m. Then Wω′n (t) = Wωn+m(t + m).
The meaning of the terminology “pseudo-tiling” is clarified by the next
lemma.
Lemma 7.7. Let x ∈ X and set (Wn)n∈Zk =W(Ig1(x)) .
(1) Let n ∈ Zk. If m ∈ Zk satisfies B2√kN(m) ⊂W (x, n) then
Wn(m) = 1 and Wn′(m) = 0 (∀n′ 6= n).
(2) There exists n ∈ Zk such that Wn(m) = 1 and Wn′(m) = 0 for
every m ∈ B√kN ((1 − 1/s)n) ∩ Zk, n′ 6= n. Here s > 1 is the
positive constant introduced in Subsection 7.2.
Roughly speaking, property (1) of the lemma says that the function
Wn looks like the characteristic function of W (x, n) ∩ Zk for “nice”
tiles W (x, n).
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Proof. (1) Take a ∈ Zk satisfying a ≡ n (mod N) and m ∈ a + [N ].
The 1-neighborhood of a+[N ] is contained inW (x, n). Hence Claim 7.6
implies
Ig1(x)|a+[N ] = F (π(T ax), n− a) ∈ Qn−a,
which implies that Wn(m) = 1.
Next we prove Wn′(m) = 0 for n′ 6= n by showing
dist(Ig1(x)|b+[N ], Qn′−b) ≥ τ
for all b ∈ Zk satisfying m ∈ b + [N ] and |n′ − b| < L + √kN . We
choose c ∈ Zk satisfying c ≡ n (mod N) and b ∈ c + [N ]. We define
b′, c′ ∈ Zk by
b′i = bi, c
′
i = ci if bi − ci < N/2,
b′i = c
′
i = ci +N if bi − ci ≥ N/2.
Now b′ − c′ ∈ [N/2], b′ − b ∈ [N/2 + 1], c′ ≡ n (mod N) and the
1-neighborhood of c′ + [N ] is contained in B2√kN(m) ⊂ W (x, n). So
Ig1(x)|c′+[N ] = F (π(T c′x), n− c′) by Claim 7.6. Then
(Ig1(x)|b+[N ])|b′−b+[N/2] = Ig1(x)|b′+[N/2]
= (Ig1(x)|c′+[N ])|b′−c′+[N/2]
= F (π(T c
′
x), n− c′)|b′−c′+[N/2].
This is contained in Qn−c′|b′−c′+[N/2]. Suppose
dist(Ig1(x)|b+[N ], Qn′−b) < τ.
Then we have dist(Qn−c′|b′−c′+[N/2], Qn′−b|b′−b+[N/2]) < τ . By condi-
tion (7.9) on τ it follows that n− c′ = n′− b and b′− c′ = b′− b, hence
c′ = b and n′ = n.
(2) Take n ∈ Zk with (0,−sH) ∈ V (x, n). From condition (7.5),
B3
√
kN ((1− 1/s)n) ⊂W (x, n).
Then for m ∈ B√kN((1− 1/s)n) ∩ Zk we have
B2
√
kN (m) ⊂ B3√kN ((1− 1/s)n) ⊂W (x, n).
By (1) above we get Wn(m) = 1 and Wn′(m) = 0 for n′ 6= n. 
7.5. Construction of g2 and the proof of Proposition 7.2. In
this subsection we construct a perturbation g2 of f2 and prove Proposi-
tion 7.2. For u = (u1, . . . , uk) ∈ Rk we set ⌈u⌉ = (⌈u1⌉, . . . , ⌈uk⌉) ∈ Zk
(⌈ui⌉ is the smallest integer not smaller than ui). Set N ′ = ⌈sN⌉.
For each n ∈ Zk we consider the distance d[N ]∪(⌈(1−s)n⌉+[N ′]) on X . Al-
though this looks complicated, its geometric meaning is clear: Consider
the projection from Rk × {−H} to Rk × {−sH} with respect to the
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center (n, 0). Then (⌈(1−s)n⌉+[N ′])×{−sH} is approximately equal
to the image of [N ]×{−H} under this projection. So this is a version
of our trick of going down to Rk × {−sH} from Rk × {−H}.
Using (7.3) and (7.4), we have
Widimε(X, d[N ]∪(⌈(1−s)n⌉+[N ′])) ≤Widimε(X, d[N ]) +Widimε(X, d[N ′])
< D
(
1
2k+1
− η
)
Nk +D
(
1
2k+1
− η
)
(N ′ − 1)k
≤ D
(
1
2k+1
− η
)
(Nk + skNk) <
DNk
2
,
so there exists an ε-embedding
πn : (X, d[N ]∪(⌈(1−s)n⌉+[N ′]))→ Rn
where Rn is a simplicial complex of dimension < DN
k/2. Let R be the
disjoint union of Rn over |n| < L+3
√
kN . By Lemmas 2.1 and 3.3 we
can find a linear embedding G : R→ K [N ] satisfying∣∣∣∣G(πn(x))− If2(x)|[N ]∣∣∣∣∞ < δ (x ∈ X, |n| < L+ 3√kN).
We define a continuous map g2 : X → K as follows. For a real num-
ber t we set 〈t〉 = max(0,min(1, t)) ∈ [0, 1], and for u = (u1, . . . , uD) ∈
R
D we set 〈u〉 = (〈u1〉, . . . , 〈uD〉) ∈ [0, 1]D = K. For each n ∈ Zk
we take an ∈ Zk satisfying an ≡ n (mod N) and 0 ∈ an + [N ]. Let
x ∈ X . Let (Wn)n∈Zk =W(Ig1(x)) be the pseudo-tiling associated with
Ig1(x) ∈ KZk . We define A(x) as the set of n ∈ Zk with Wn(0) > 0.
Since Wn is supported in BL+√kN(n + [N ]), every n ∈ A(x) satisfies
|n| < L+ 2√kN . We set
g2(x) =
〈
f2(x) +
∑
n∈A(x)Wn(0) (G(πn−an(T anx))−an − f2(x))
max
(
1,
∑
n∈A(x)Wn(0)
)
〉
,
where the term G(πn−an(T
anx)) is well-defined because
|n− an| < L+ 2
√
kN +
√
kN = L+ 3
√
kN.
This satisfies |g2(x)− f2(x)| < δ because
|G(πn−an(T anx))−an − f2(x)| = |G(πn−an(T anx))−an − If2(T anx)−an |
≤ ∣∣∣∣G(πn−an(T anx))− If2(T anx)|[N ]∣∣∣∣∞ < δ.
Claim 7.8. Let x ∈ X and a, n ∈ Zk with a ≡ n (mod N). Suppose
the pseudo-tiling (Wn)n∈Zk =W(Ig1(x)) satisfies Wn = 1 and Wn′ = 0
(∀n′ 6= n) over a+ [N ]. Then
Ig2(x)|a+[N ] = G(πn−a(T ax)).
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Proof. Take b ∈ a + [N ]. We have a − b ≡ n − b (mod N) and 0 ∈
(a − b) + [N ]. Hence an−b = a − b. Let W(Ig1(T bx)) = (W ′m)m∈Zk .
Then W ′m(t) =Wm+b(t+ b) and
W ′m(0) =
{
1 (m = n− b)
0 (m 6= n− b).
Therefore A(T bx) = {n− b} and
g2(T
bx) = f2(T
bx) +G(πn−b−an−b(T
an−bT bx))−an−b − f2(T bx)
= G(πn−a(T ax))−a+b.
Hence Ig2(x)|a+[N ] = G(πn−a(T ax)). 
The proof of Proposition 7.2 is completed by the next lemma.
Lemma 7.9. The map I(g1,g2) : X → (K2)Zk is a δ-embedding with
respect to the distance d.
Proof. Suppose (Ig1(x), Ig2(x)) = (Ig1(y), Ig2(y)) for some x, y ∈ X . Set
(Wn)n∈Zk =W(Ig1(x)) (=W(Ig1(y)).
From part (2) of Lemma 7.7 there exists n ∈ Zk such that Wn = 1
and Wn′ = 0 (n′ 6= n) over B√kN ((1 − 1/s)n) ∩ Zk. Take a ∈ Zk
satisfying a ≡ n (mod N) and (1−1/s)n ∈ a+[0, N)k. Then a+[N ] ⊂
B√kN((1−1/s)n), and henceWn = 1 andWn′ = 0 (n′ 6= n) over a+[N ].
By Claim 7.8
Ig2(x)|a+[N ] = G(πn−a(T ax)) = Ig2(y)|a+[N ] = G(πn−a(T ay)).
SinceG is an embedding, we get πn−a(T ax) = πn−a(T ay). The map πn−a
is an ε-embedding with respect to d[N ]∪(⌈(1−s)(n−a)⌉+[N ′]). Hence
d⌈(1−s)(n−a)⌉+[N ′](T ax, T ay) = d⌈(1−s)(n−a)⌉+a+[N ′](x, y) < ε.
Setting (1− 1/s)n = a+ t with t ∈ [0, N)k,
⌈(1− s)(n− a)⌉ + a = ⌈(1− s)n+ (s− 1)a+ a⌉ = ⌈(1− s)n+ sa⌉
= ⌈−st⌉ (by (s− 1)n = sa + st)
= −⌊st⌋ ∈ −[N ′] (by N ′ = ⌈sN⌉).
Therefore the origin is contained in ⌈(1 − s)(n − a)⌉ + a + [N ′]. Thus
d(x, y) < ε < δ. 
Remark 7.10. By a little more careful argument, we can prove the
following slightly stronger (but slightly more cumbersome to state)
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variant of Theorem 7.1: Suppose D1 and D2 are positive numbers. Let
(X,Zk, T ) be a dynamical system having the marker property and
mdim(X) < min
(
D1
2k+1
,
D2
4
)
.
Then for a dense Gδ subset of f ∈ C(X, [0, 1]D1+D2) the map If : X →
([0, 1]D1+D2)Z
k
is an embedding.
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