In a recent paper, Durán, Gravano, McConnell, Spinrad and Tucker described an algorithm of complexity O(n 2 ) for recognizing whether a graph G with n vertices and m edges is a unit circular-arc (UCA) graph. Furthermore the following open questions were posed in the above paper: (i) Is it possible to construct a UCA model for G in polynomial time?; (ii) Is it possible to construct a UCA model, whose extremes of the arcs correspond to integers of polynomial size?; (iii) If (ii) is true, could such a model be constructed in polynomial time? In the present paper, we describe a characterization of UCA graphs, based on network circulations. The characterization leads to a different recognition algorithm and to answering these questions, in the affirmative. We construct a UCA model whose extremes of the arcs correspond to integers of size O(n). The proposed algorithms, for recognizing UCA graphs and constructing UCA models, have complexities O(n + m). Furthermore, the complexities reduce to O(n), if a proper circular-arc (PCA) model of G is already given as the input, provided the extremes of the arcs are ordered. We remark that a PCA model of G can be constructed in O(n + m) time, using the algorithm by Deng, Hell and Huang. Finally, we also describe a linear time algorithm for finding feasible circulations in networks with non negative lower capacities and unbounded upper capacities. Such an algorithm is employed in the model construction for UCA graphs.
Introduction
In a recent paper, Durán, Gravano, McConnell, Spinrad and Tucker [2] described an algorithm of complexity O(n 2 ), for recognizing whether a graph G,
with n vertices and m edges, is a unit circular-arc (UCA) graph. Furthermore the following open questions were posed in [2] : (i) Is it possible to construct a UCA model for G in polynomial time?
(ii) Is it possible to construct a UCA model, whose extreme points of the arcs correspond to integers of polynomial size?
(iii) If (ii) is true, could such a model be constructed in polynomial time?
Problems (ii) and (iii) were also proposed in the book by Spinrad [10] . As for problem (i), the proof of the characterization of UCA graphs in terms of forbidden subgraphs by Tucker [13] , actually contains an algorithm for constructing a UCA model. However, due to the possible manipulation of large integers, the complexity of this algorithm is unknown, and so far the construction of a UCA model in polynomial time remains unsolved [2, 10] .
In the present paper, we propose a characterization for UCA graphs, which leads to a different recognition algorithm and to answering in affirmative the above three questions. An extended abstract of the present paper appeared in [7] . The proposed algorithm recognizes UCA graphs and constructs UCA models whose extremes of the arcs correspond to integers of O(n) size, in overall time O(n + m). Furthermore, if the graph G is already given by a proper circular-arc (PCA) model of it, then the complexity of the proposed algorithm reduces to O(n), provided the extremes of the arcs are ordered.
Observe that a PCA model for G, when given by its vertices and edges, can be constructed in O(n + m) time, employing the algorithm by Deng, Hell and Huang [1] . Recall that UCA graphs are PCA graphs.
Our method employs network circulations. We formulate an algorithm finding a feasible circulation in a netwrok with non negative lower capacities and unbounded upper capacities. The algorithm has linear time complexity in the size of the network.
Denote by G an undirected graph, with vertex set V (G) and edge set E(G).
For an edge e ∈ E(G), write e = uv, where u and v are the extremes of e. Denote by d G (v) for the degree of v in G. We may also simply write d(v), instead. Use a similar notation for a digraph D. For a directed edge e = uv ∈ E(D), say that u is the start and v the end of e. A network is a digraph D, having real values b j , c j associated to each edge e j ∈ E(D). Call b j the lower capacity of e j , while c j is the upper capacity of e j . A circulation of D is a function W assigning a real number w j to each edge e j of D, called the flow of e j . Denote
, and b j ≤ w j ≤ c j , for each e j ∈ E(D).
For our purposes, we only consider networks with finite non negative lower capacities and flow values, and unbounded the upper capacities. In this case, the condition w j ≤ c j is always satisfied.
A circular-arc (CA) model for a graph G is a pair (C, A), where C is a circle and A is a collection of arcs of C, such that each arc A i ∈ A corresponds to a vertex v i ∈ V (G), and any A i , A j intersect precisely when v i , v j are adjacent in G, 1 ≤ i, j ≤ n and i = j. A CA graph is one admitting a CA model. When no arc of A properly contains another arc of A then (C, A) is a proper circular-arc (PCA) model, while if all arcs of A have the same length then (C, A) is a unit circular-arc (UCA) model. A PCA (UCA) graph is one admitting a PCA (UCA) model. A normal model is a PCA model where no two arcs cover the circle. Figure 1 (a) depicts a PCA graph and a normal model of it is in Figure 1(b) . When traversing the circle C, always choose the clockwise direction. If s, t are points of C, write (s, t) to mean the arc of C defined by traversing the circle from s to t. Call s, t the extremes of (s, t), while s is the start and t the end of the arc. The extremes of A are the extremes of A i ∈ A. For A i ∈ A, write A i = (s i , t i ). We assume the labelling A 1 , . . . , A n of the arcs is such that the sequence of the start points s 1 , . . . , s n is in the circular ordering of C. For p, q ∈ A i , if (s i , p) ⊆ (s i , q) then p precedes q, and q succeeds p in A i . For p, q, t ∈ C, write max{p, q} t to represent the point, p or q, which is farthest from t, in the circular ordering of C. If p is an extreme of A, denote by P RED(p) and SU C(p), the extreme of A which immediately precedes and succeeds p, in the circular ordering, respectively. We assume that all arcs of C are open, no two extremes of distinct arcs of A coincide and no single arc covers C. An arc of C defined by two consecutive extremes of A is a segment of (C, A). Clearly, C is the union of the 2n segments of (C, A) and the extreme points. Figure 1(b) shows the 10 segments of the corresponding CA model.
The first characterization of CA graphs leading to a polynomial time recognition algorithm is due to Tucker [12, 14] . Subsequently, faster algorithms have been described by Hsu [6] and by Eschen and Spinrad [3] . More recently, a linear time recognition algorithm for CA graphs has been formulated by McConnell [8] . Deng, Hell and Huang [1] described an algorithm for recognizing PCA graphs in linear time. This algorithm also constructs a corresponding PCA model for the graph. As for UCA graphs, the first polynomial time recognition algorithm is that by Durán, Gravano, McConnell, Spinrad and Tucker [2] .
Given a graph G, the algorithm [2] initially employs [1] to construct a PCA model (C, A) of G, if any. Clearly, G is not UCA if such a model does not exist. Afterwards, this algorithm proceeds with two main phases: The first of them is to transform (C, A) into a normal model. The last phase is the actual algorithm for deciding if G is a UCA graph, employing the normal model constructed in the first phase. The complexities of the algorithms corresponding to these two phases are both O(n 2 ). The method proposed in the present paper is also composed by similar phases. However, the complexities of the two corresponding algorithms are O(n).
In Section 2, we describe the characterizations in which are based the proposed algorithms. The characterization of UCA graphs relates them to circulations in special networks. Section 3 describes the algorithm for finding feasible circulations in general networks, having non negative lower capacities and unbounded upper capacities. Section 4 presents the algorithm for constructing normal models. Section 5 contains the actual algorithm for recognizing UCA graphs and constructing UCA models. Further comments form the last section.
A characterization for UCA graphs
In this section, we characterize UCA graphs in terms circulations of a special network. The following two theorems are basic to our purposes.
Theorem 1 (Golumbic [4] , Tucker [13] ): Let G be a PCA graph. Then G admits a normal model. Theorem 2 (Tucker [13] ): Let G be a UCA graph and (C, A) a normal model of it. Then G admits a UCA model, such that its extremes are in the same circular ordering as those of (C, A).
Let G be a CA graph, and (C, A) a CA model of it. Denote by S 1 , . . . , S 2n the segments of (C, A) in circular ordering, where the start of S 1 and that of A 1 coincide. Denote by l j the length of S j . Clearly, any arc A i ∈ A may be decomposed into the segments which form it. The length of A i equals S j ⊆A i l j . The decomposition allows to represent relations between lengths of arcs by relations between lengths of the corresponding segments. Consequently the condition of equality between any two arc lengths required by a UCA model can be expressed by a system of n − 1 linear equations q i , together with 2n inequalities, called the full system of (C, A):
Clearly, equation q i corresponds to the condition that the length of arc A i equals that of A i+1 . The segment lengths l j are the variables of such a system of equations. Our aim is to find a solution of the full system, if existing. The values of l j , obtained from the solution of the system, would define a UCA model for G. In equation q i , call the term S j ⊆A i l j the left side of q i , while
l j is its right side. Each equation q i can possibly be simplified if the length l j of a same segment appears in both the left and right sides of q i . In this case, subtract l j from both sides of q i . The equations so obtained form the reduced system of (C, A). The following lemma describes a useful property of these systems.
Lemma 1 : Let G be a PCA graph, (C, A) a normal model of it and R the reduced system of (C, A). Then each segment length l j of (C, A) appears at least once in R, unless S j is a segment contained in all arcs of A or in none of them. Furthermore, l j appears at most twice in R. In the latter situation, the two instances of l j in R occur in different sides of their equations.
Proof: Let S j be any segment of the normal model (C, A). Denote by A ′ the set of arcs of A covering S j . If A ′ = ∅ then no arc of A contains S j , implying that l j does not appear in R, and the Lemma is satisfied. Consider A ′ = ∅. We know that A ′ does not entirely cover C, otherwise there would be two arcs of A which would do so, contradicting (C, A) to be normal. Consequently, the circular ordering of the extremes of (C, A), when restricted to the arcs of A ′ , is a linear ordering. Let A i and A k be the first and the last arcs of A ′ , respectively in the considered linear ordering.
First, let i ≤ k. Observe that l j is not on the right side of any of equations q i , . . . , q k , of R. Because if l j is on the right side of q t , k ≥ t ≥ i, in the full system. However, l j is also on the left side of q t , hence it gets simplified in R. However, l j is on the right side of q i−1 in R provided i > 1. Similarly, l j is not on the left side of any q i , . . . , q k−1 but it is at the left of q k , provided k < n. On the other hand, i = 1 and k = n imply that S j is common to all arcs of A. Consequently, each l j appears at least once in R, unless S j is contained in all arcs of A, or in none of them.
Consider the alternative i > k. If i − 1 > k then l j appears on the left of q i−1 and on the right of q k . There are no other ocurrences of l j . Finally, when i − 1 = k it follows that S j is common to all arcs of A. Again, each l j always appears at least once in R, except when S j is contained in all arcs of A. Furthermore, it appears at most twice in R. In the latter situation, l j occurs on different sides of the corresponding equations. △ Aiming to solve R efficiently, we describe a graph theoretical model for it. Define the segment digraph D, as follows. There is a vertex v i ∈ V (D) for each equation q i of R, and one edge e j for each segment S j of (C, A). In additional, there is a distinguished vertex v 0 ∈ V (D). Each edge e j ∈ E(D) is directed according to:
(i) if l j appears at the left of some equation q i of R then e j starts at v i , otherwise it starts at v 0 .
(ii) if l j appears at the right of some equation q k then e j ends at v k , otherwise it ends at v 0 .
The description of D is complete. Clearly, D has n vertices and 2n edges and no loops, except possibly at v 0 . By adding to each edge e j ∈ E(D) a lower capacity b j = 1 and an unbounded upper capacity c j , we obtain the segment network of D.
As an example, the reduced system of the PCA model of Figure 1 (b) is illustrated in Figure 3 (a), while the corresponding segment digraph is in Figure  3 The following theorem characterizes UCA graphs in terms of feasible circulations.
Theorem 3 : Let G be a PCA graph, (C, A) a normal model of it and D its segment network. Then G is a UCA graph if and only if D admits a feasible circulation. Proof: Let G be a UCA graph, and (C, A) a normal model of G. By Theorem 2, there exists a UCA model (C ′ , A ′ ) of G, such that the endpoints of the arcs of A and A ′ are in the same ordering. That is, (C, A) and (C ′ , A ′ ) differ only by the lengths of the corresponding segments. Let R be the reduced system of (C, A) and D be the segment network. Define a circulation W by assigning a flow w j to each edge e j of D, equal to the length l ′ j of the segment of (C ′ , A ′ ), corresponding to S j . We show that such an assigment W is a circulation of
. It remains to show that this equality also holds for v 0 . This assertion follows from the fact that
Conversely, by hypothesis D admits a feasible circulation W . We prove that G is UCA, by constructing a UCA model (C ′ , A ′ ) for G. First, consider the situation where no segment S j of (C, A) is contained in all arcs of A or in none of them. Let w j be the flow of edge e j of D. Construct the model (C ′ , A ′ ) of G, by maintaining the endpoints of the arcs of A ′ in the same circular ordering as those in A, while possibly modifying the lengths of the segments. The length of C ′ is defined as e j ∈E(D) w j , while the length of the segment of (C ′ , A ′ ) corresponding to S j is set to the flow w j of e j . We show that the model so constructed is a UCA model. Let R be the reduced system of (C, A). We show that the assigment l j := w j , for each segment S j of (C, A) is a solution to R. Let q i be a equation of R and v i the corresponding vertex of D. By the construction of D, the left side of q i corresponds to the flow values of the edges of D ending at v i , while the right side of q i corresponds to the flow values of the edges, starting
Moreover, all l j are positive, because the lower capacities are satisfied. Consequently, W is a solution to R. Clearly, any solution to R is also a solution to the full system. On the other hand, because no segment is contained in all arcs of A or in none of them, Lemma 1 implies that all segment lengths appearing in the full system also appears in the reduced system, and consequently have been assigned a required value, The latter implies that all arc lengths of A ′ are equal, meaning that (
Finally, examine the situation where there is a segment S j contained in all arcs of A, or in none of them. Construct (C ′ , A ′ ) as above, and assign any positive length to S j . Clearly, all arc lengths of A ′ are equal and (C ′ , A ′ ) is a UCA model. △
The above theorem implies that the problem of recognizing if a given graph G is UCA is equivalent to deciding if the corresponding segment network admits a feasible circulation. We describe a characterization for the existence of circulations in general networks, with arbitrary real non negative lower capacities and unbounded upper capacities. This is a special case of Hoffman's circulation theorem, as below. See [9] . ) . Using Theorem 4, we conclude that B admits a feasible circulation. Repeat this argument, for the remaining strongly connected components of D. Finally, assign the flow value equal to zero to all bridges of D. We have so obtained a feasible circulation. Simply, by replacing each lower capacity b j by the value ⌈b j ⌉, we obtain a feasible circulation with integer flow values. △ As examples, observe that the segment digraph of Figure 3(b) is strongly connected, while that of Figure 4(b) is not. Consequently, the graph of Figure 1(a) is a UCA graph, while that of Figure 2(a) is not. 
Finding Feasible Circulations
Let D be a network having finite real non negative lower capacities and unbounded upper capacities. We describe an algorithm which finds a feasible circulation W of D, or reports that such circulation does not exist. For each edge e j of D, let b j be the given non negative lower capacity. The algorithm below computes integer flow values w j of the feasible circulation W of D.
OUT PROCEDURE:
Choose an arbitrary vertex v * ∈ V (B) and find an out-arborescence T of B, with root v * . Repeat the following operations, for each vertex
where e j = uv is the edge of T ending at v.
IN PROCEDURE:
Construct an in-arborescence T of B, with the same root v * , as chosen in the computation of the OU T P ROCEDU RE for B. Repeat the following operations, for each vertex
where e j = vu is the edge of T starting at v.
Next we assert the correctness of the algorithm. Proof: From Corollary 1, it follows that the algorithm correctly reports the non existence of a circulation, whenever there exists a bridge having a positive lower capacity. Otherwise, let B be any strongly connected component of D. We show that the flow values assigned by the algorithm to the edges of B define a feasible circulation for B. Furthermore, since the bridges are assigned a zero flow, the latter implies that the circulation of D so obtained is also feasible.
First, observe that since B is strongly connected it admits both an outarborescence and in-arborescence, rooted at the same arbitrary vertex v * ∈ V (B). Classify the vertices v i of D into three types, according to the initial values of w − (v i ) and w
, and balanced when
Consider the computation of OUT PROCEDURE and examine the vertices of the chosen out-arborescence T of B, in the ordering chosen by the algorithm. Let v = v * be the vertex next to be visited, in the considered ordering. If v is in-deficient then the algorithm chooses the edge e j of T ending at v and modify its weight from w j to the value w j + w + (v) − w − (v). It is clear that v becomes balanced. Moreover, since T contains exactly one edge e j entering v, we can assure that v remains balanced until the end of OUT PROCEDURE. Consequently, B does not contain in-deficient vertices at the completion of the procedure, except possibly v * . Similarly, after the completion of IN PROCEDURE, B does not contain out-deficient vertices, except possibly v * . Furthermore, the computation of IN PROCE-DURE cannot create in-deficient vertices. Consequently, after completing the visits to the second tree, we can assure that all vertices are balanced, except possibly v * . However, w j = 0, for every bridge e j of D. Consequently,
* is automatically balanced. Finally, the vertices of B ′ outside B are clearly balanced, because all edges entering and leaving them have flow value zero. Therefore W is indeed a feasible circulation. △ It is simple to determine the complexity of the algorithm. Finding strongly connected components can be done in O(n + m) time [11] , so as for the initial flow value assignments. The computation of OUT PROCEDURE and IN PROCEDURE require O(n) time. Consequently, the overall time is O(n + m). 
Constructing normal models
Let G be a PCA graph, and (C, A) a PCA model of it. We describe an algorithm for transforming (C, A) into a normal model. The algorithm is based on [2, 4, 13] . For each A i ∈ A, the idea is to traverse C, searching for an arc A j of A which together with A i would cover C. If such arc is found then the arc A j is conveniently shrunk with the purpose that A i , A j would no longer cover C. Clearly, it has to be assured that the new model so obtained is still a PCA model for G. Recall from Theorem 1 that any PCA graph admits a normal model. Clearly, p is either a start point or an end point. The following is the action taken, according to these alternative. If p is a start point nothing is done and the examination of p is terminated. Otherwise, p = t j , for some j, and check whether A i and A j cover C. In the affirmative case, shrink A j in such a way that A i and A j would no longer cover C, and terminate the examination of p. The actual shrinking operation consists of moving t j counterclockwise in C, so that it becomes an interior point of the segment (P RED(s i ), s i ). When A i and A j do not cover C then terminate the computation N ORM AL(i), disregarding all possible extreme points of (C, A) contained in A i which lie after p = t j when traversing A i in the circular ordering. Consequently, such an extreme point is the last point t 
The following theorem assures that N ORM AL(i) terminates, and (C, A) is a normal model after the computation of N ORM AL(n).
Theorem 6 : The algorithm is correct.
Proof: The algorithm consists of the computation of N ORM AL(i), for i = 1, . . . , n. We prove that after completing N ORM AL(i), no two arcs A k and A j cover C, with 1 ≤ k ≤ i. Furthermore, we ought to prove that the shrinking operations maintain (C, A) as a PCA model for G.
Clearly, if there is an arc A j such that A i and A j cover C then s j , t j ∈ A i and t j precedes s j in A i . Suppose the point p = t j is reached during N ORM AL(i). Then A i ∪ A j = C implies that t j will be moved to P OIN T (P RED(s i ), s i ). Let A * j be the new arc A j , after shrinking. We know that A i , A * j no longer cover C. We show that the configuration of (C, A) still reflects the adjacencies of G. Clearly, A i and A * j still intersect, otherwise A i , A j would not cover C. Discuss the intersections between A * j and any other arc A k = A i . We can restrict to arcs A k which intersect A i and have an extreme point , s k or t k , inside (s i , t j ), since the intersections of A * j and the remaining arcs are not affected by the shrinking of A j . The following are the possible alternatives.
is not a PCA model. Consequently, A k and A * j also intersect. When t k ∈ (s i , t i ) it follows that A * j and A k again intersect, because s j ∈ (s i , t i ).
By the initial assumption, t k ∈ (s i , t j ). Examine the possibilities for
Consequently, shrinking A j in the manner N ORM AL(i) does, actually preserve adjacencies. In the sequel, we show that the modified model is still a PCA model. It is sufficient to prove that A * j cannot be contained in any other arc of A, except A j that has been removed. Suppose the contrary, that is, A * j is contained in some arc A k . In this case, the circular ordering of the considered extreme points must be t *
Since t k precedes t j in A i , it follows that A k would have been shrunk before A j in N ORM AL(i). The latter contradicts A k to contain A * j . It remains to show that any arc A k which together with A i covers C is detected by the algorithm. Suppose the contrary. That is, N ORM AL(i) terminates and does not shrink
there are two possibilities.
Observe that A i−1 and A j may (or may not) coincide. Because (C, A) is a PCA model, the sequence s j , s i−1 , s i , t k , t j , t i−1 , t i is in the circular ordering. Try to locate s k . Because A i ∪ A k = C, s k ∈ (t k , t i ). However, s k ∈ (t k , t i−1 ) because A k and A i−1 would also cover C, implying that N ORM AL(i − 1) would also have moved t k from the considered position, by an inductive argument. On the other hand, s k ∈ (t i−1 , t i ) because in this case A i−1 ∪ A k = C, implying that t k would have been reached by N ORM AL(i − 1) before t j . In the latter situation, N ORM AL(i − 1) would have terminated at t k , contradicting the assumption.
We know there is an arc A j , such that t j = t ′ i and A i ∪A j = C. Because A i ∪ A k = C, it follows that s k ∈ (t k , t i ). In this situation, A k contains A j , contradicting (C, A) to be a PCA model. Hence, Case 2 also does not occur.
Therefore every arc which together with A i covers C is shrunk by the algorithm, completing the proof of correctness. △ Theorem 7 : The algorithm terminates within O(n) time. Moreover, there are less than 6n iterations of the repeat block, during the entire process.
Proof: The number of steps performed by the algorithm corresponds to the number of iterations of the repeat block, of the described formulation. Such a number is equivalent to the number of assignments of extreme points to p, during the entire process. We will prove that the total number of such assignments is less than 6n. The first value of p is s 1 and the last one is t n , in the worst case. We know that p never moves counterclockwise in C. First, assume for a while that p does not stay stationary in two consecutive iterations, and also disregard the shrinking of arcs. Any of the 2n extreme points can be assigned to p. If t n ∈ A 1 the assignments would correspond at most to a complete turn around the circle, because the model is PCA. That is, 2n assignments. On the other hand, if t n ∈ A 1 any extreme lying between s 1 and t n may be assigned again to p, but at most once more, besides its assignment in N ORM AL (1) . This corresponds to an additional n units, in our account.
Next, examine the case when p stays stationary in two consecutive iterations. Such a situation may only occur, possibly at the first iteration within N ORM AL(i), when s
Overall, it counts to additional n − 1 units, at most, in the total number of assignments to p.
Finally, examine the shrinking operations. Each time an arc A j is shrunk, an extreme point t * j is placed in a different position of (C, A), offering the possibility to t * j itself to be assigned to p. Hence the shrinking operations may contribute to our account. In fact, if an arc gets shrunk k times during the algorithm, this may represent an additional k assigments to p, in the worst case. Furthermore, there might be O(n) distinct arcs, each of them covering C, together with A j . However, the next assertion assures that even in this case, the number of times A j gets shrunk is low.
Claim: any arc of (C, A) may be shrunk at most twice during the entire algorithm.
Proof: Let A j be an arc of (C, A). Clearly, if A j together with some other arc does not cover C then A j is not shrunk at all. Otherwise, consider the model (C, A) at the beginning of the computation N ORM AL(k), where A j gets shrunk for the first time, if any. Denote by A j 1 , . . . , A j l the arcs of (C, A), each of them covers C, together with A j . This implies that all extreme points of the arcs A j 1 , . . . , A j l belong to (s j , t j ). Furthermore,
Without loss of generality, the starting points s j 1 , . . . , s j l are in the circular ordering. Clearly, the arc of least index among A j , A j 1 , . . . , A j l corresponds to one of this collection which is first handled by the algorithm. Let i = min{j, j 1 , . . . , j l }. The following are the alternatives for i:
We know that N ORM AL(j) does not shrink A j . Furthermore, Theorem 6 implies that N ORM AL(j) would shrink all arcs A j 1 , . . . , A j l . Consequently, A j never gets shrunk.
Case 2 : i = j 1 Because A j and A j 1 cover C, during N ORM AL(j 1 ) the assignment p := t j necessarily occurs, since Theorem 6 assures that N ORM AL(j 1 ) shrinks A j . Then t j moves to the position t * j , becoming the predecessor of s 1 . The arc A * j so obtained does not intersect any of A j 1 , . . . , A j l , and consequently it cannot get shrunk. Consequently, A j is shrunk only once during the process.
Then N ORM AL(j k ) moves t j to t * j , where t * j , this time, is the new predecessor of s j k . Following the circular ordering of (C, A), the first subsequent computation which can possibly shrink A j is N ORM AL(j 1 ). By Case 2, the latter would shrink A j , exactly once more. Consequently, A j gets shrunk twice.
The conclusion is that any arc may get shrunk at most twice, during the process. △ Consequently, the shrinking operations contribute at most 2n units to our account. Therefore the algorithm perform less than 6n iterations of the repeat block. Each of these iterations requires no more than constant time. That is, the overall complexity is O(n). △
Recognition and Model Construction
In this section, we describe the algorithms for recogning UCA graphs and for constructing UCA models. Also, we determine the size of the obtained model, by showing that its extremes correspond to integers of size O(n).
The algorithm is as follows. Let G be the given graph.
1. Verify if G is a PCA graph, using the algorithm [1] . In the affirmative case, let (C, A) be the PCA model so obtained. In the negative case, G is not UCA.
2. Transform (C, A) into a normal model (C ′ , A ′ ), using the algorithm of Section 4.
3. Construct the segment digraph D of (C ′ , A ′ ). Find the connected components of D. Verify if each of the connected components is strongly connected. In the negative case, report that G is not UCA and stop. Otherwise, report that G is UCA and construct a UCA model (C ′′ , A ′′ ) of it , by running Step 4. The correctness follows basically from from Theorems 3, 5, 6 and Corollary 1. We evaluate the complexity of the recognition algorithm.
Step 1 require O(n + m) time [1] .
Step 2 takes O(n) time by Theorem 7. As for Step 3, note that for constructing the segment digraph, we need to construct the full and reduced systems of (C ′ , A ′ ). The first of them is a family of n − 1 equations, whose variables are segment lengths. In each side of the equations, the segment lengths are consecutive. Consequently, we need 4n − 4 indices to represent these equations, overall. On the other hand, in the reduced system, each segment length appears at most twice. That is, it requires at most 4n indices. The segment digraph has n vertices and at most 2n edges. There is no difficulty to construct D in O(n) time. The connected and the strongly connected components can be constructed in linear time [11] .
Step 4 also requires linear time in the size of D, according to Section 3. Consequently, the overall complexity of algorithm is O(n + m). Furthermore, Steps 2,3 and 4 require O(n) time, meaning that the complexity of the algorithm reduces to O(n), if the input is a PCA model of G, with ordered extremes of the arcs.
Finally, we verify the size of the UCA model obtained by the algorithm.
Corollary 2 : Let (C, A) be a UCA model constructed by the algorithm. Then the extremes of (C, A) correspond to integers of size < 4n.
Proof: Let p 1 , . . . , p 2n be the extremes of (C, A) in circular ordering. We associate the segment length l j to the extreme p j+1 , 1 ≤ j < 2n. From Step 4 of the algorithm, we know that the length l j of each segment of (C, A) equals the flow value w j of the corresponding edge e j of D. On the other hand, we know from Section 3 that w j < 2m. Since m < 2n, it follows l j < 4n. △ 
Conclusion
The proposed algorithms for recognizing UCA graphs and constructing UCA models terminate within O(n + m) time. Furthermore, the complexity reduces to O(n) when the input is a PCA model. It should be noted that the algorithms require the extreme points of the given model to be ordered. If the input is a graph given by its vertices and edges, then there is a preprocessing step, which consists of running the algorithm by Deng, Hell and Huang [1] , for constructing a PCA model of the graph. The algorithm [1] can be implemented so as to construct a PCA model with ordered extreme points, within O(n + m) time. On the other hand, if the input is already a PCA model and its extreme points are not ordered then we need an additional O(n log n) steps for ordering.
The UCA model constructed by the proposed algorithm is such that its extreme points correspond to integers of size O(n). Regarding this feature, we leave the four related questions, below.
Given a UCA graph G, find a UCA model whose extremes of the arcs correspond to integers, satisfying (i) the maximum segment length is minimized.
(ii) the circle length is minimized.
More generally, for given n, find the least l, such that any UCA graph with n vertices admits a UCA model whose extremes of the arcs correspond to integers, such that (iii) the maximum segment length is ≤ l.
(iv) the circle length is ≤ l.
Corollary 2 implies that l < 4n for Question (iii), and that l < 4n 2 for Question (iv).
