INTRODUCTION

; Wylie & Streeter ).
Besides the above-mentioned computational obstacles, all conventional MOC based on compatibility equations suffer from the inability to secure a feasible solution when two characteristic lines of the same family converge. It is the usual scenario when the flow convection effect is substantial or the variation in wave celerity is not negligible.
The results of calculation obtained by MOC will be questionable since the transmitted characteristics become multivalued. Physically, a shock comes into existence in this circumstance. A single-state computational node is insufficient to reveal the proper solution attributes across a shock. In fact, the compatibility equations must be discarded and substituted by the Rankine-Hugoniot relation to accommodate possible solution jump (Shapiro ) . Accordingly, a multi-state computational node will be essential to depict the intricacy associated with an admissible shock.
The objective of the present study is to introduce and validate a novel numerical scheme to resolve the transient phenomena in pipe flows. It is also built upon the compatibility equations as in MOC. However, the computational nodes are reallocated to follow the characteristic lines such that the numerical obstacle for the CFL limitation can be got rid of. Furthermore, unlike the CG arrangement, our computations can be implemented at any specified time without superfluous interpolation on the transmitted characteristics. With this peculiar mobility of computational nodes, the present formulation can be coined as a particle method of characteristics (PMOC) to distinguish it from the conventional ones. Individual characteristics are accurately traced and imitated by their respective computational particles along the associated characteristic lines. Therefore, there are two groups of particles to tackle the unsteady features in pipe flows. The right-running particle is employed to deal with the right-running characteristic and left-running particle with left-running characteristic. Meanwhile, commencement of a shock can be identified as two particles in the same group colliding, which is in accordance with the intersection of two characteristic lines. Once a shock is detected, a particular particle with dual states is imposed to mimic its intricacy. These states are deduced from the fulfillment of Rankine-Hugoniot relation across a shock. The shock structure and its subsequent evolution can then be accurately coped with. In this sense, this particle is designated a shock particle. On the other hand, those following characteristic lines to sort out the compatibility equations are regarded as regular ones. It is worth noting that the present methodology is formulated to resolve flow features along the characteristic lines rather than the streamlines used in a conventional particle method (Gingold & Mona- ghan ; Hwang ). 
CHARACTERISTICS OF TRANSIENT PIPE FLOW
In this section, governing equations and their essential features required for the present formulation are briefly outlined. It emphasizes the transmitting characteristics in the governing equations and Rankine-Hugoniot relations to depict an admissible shock. Numerical treatments for these equations will be detailed in the next section.
Governing equations
The continuity and momentum equations of describing flow transient phenomena in a horizontal pipeline can be summarized as follows (Chaudhry ; Wylie & Streeter ) :
where τ is a temporal variable, X is the spatial variable, H is flow piezometric head, V is the cross-sectional averaged velocity, a is the wave transmitting speed, g is the gravitational acceleration, and J accounts for the friction term. In a circular pipe, the wave transmitting speed a can be derived as:
where ρ is the fluid density, K is bulk modulus of elasticity of the fluid, E is the Young's modulus of elasticity for the pipe, D and e are the diameter and thickness of the pipe, respectively. It is noted that the nonlinear flow convection terms (i.e., V(@H=@X) and V(@V=@X)) are retained in these governing equations.
The friction term J can be estimated by the Darcy-Weisbach model:
where f is the Darcy-Weisbach friction factor. For comparison with the linearized exact solution (Sobey ) , this friction term is further simplified by the following linear form:
As noted by Sobey (), the quadratic expression in Equation (3a) is still not entirely satisfactory and the utility of the linear approximation can be enhanced by realistic estimates of Λ. However, it is noted that the original quadratic model in Equation (3a) can be easily taken up in the present numerical treatment.
For convenience, the governing Equation system (1) is normalized with
to yield its dimensionless counterpart:
In the normalization procedure, L is the reference pipe length. This dimensionless Equation system (5) can then be equivalently expressed in a vector form:
with the following solution vector V, coefficient matrix A, and source vector S:
In the above and subsequent equations in this article, the boldface letters are employed to represent the vector or matrix quantities. Although the present formulation concerns the simulation of transients in a horizontal pipe, it can be applied to describe those in a sloping pipe without serious difficulty. Indeed, effects in a sloping pipe can be taken into account by incorporating an additional source term in the governing equations. Essential features of the equation characteristics revealed in the present study are still applicable.
Characteristic analyses
The present particle method is also formulated on the characteristics of flow equations. Detailed descriptions on the characteristics of an equation system, Equations (5) 
with the right-side eigenvector R and diagonal matrices D:
respectively. The Equation system (6) can then be rearranged as:
or, equivalently
It is interesting to note that R À1 ¼ R in this case. The above Equation (8b) introduces two relevant characteristic variables:
Conversely, the solution variables (h, v) can be obtained from the characteristic ones:
Furthermore, the source term in the right-hand side of Equation (8) becomes:
Associated with the above relations, the governing equations expressed in characteristic form, Equation (8),
can be arranged as:
Physically, they can be interpreted as the compatibility equations along their corresponding characteristic lines:
(i) Along the characteristic line of:
(ii) Along the characteristic line of:
In this way, the original partial differential Equation It must be emphasized that the propagation of characteristic lines will depend upon the local flow condition. They may be divaricating to form expansion fans or agglomerated to shocks. In the latter case, the characteristic lines will merge together such that it becomes impractical to determine a unique characteristic at the shock location.
Therefore, the relationship in Equation (12) fails to describe the flow evolution and it must be substituted by the Rankine-Hugoniot relation to link the states across a shock (Shapiro ).
Rankine-Hugoniot relation
The Rankine-Hugoniot relation is proposed by accommodating solution discontinuity to yield a plausible calculation. For practice, the differential governing Equations (5a) and (5b) must be rearranged with their conservative form:
with the associated conserved variables and flux functions:
This equation system can be integrated over a region with solution jump. With the control element lifetime locus depicted in Figure 1 , its consequential integral form reads:
where e h S is the average values of e h S in the control volume.
By taking the limit of infinitesimal control volume (δx, δt ! 0), the above equation becomes:
or, in the componentwise expression
where σ is the shock speed with σ ¼ δx=δt, and the subscripts L and R, respectively, denote the left and right sides of a shock. Accordingly, the Rankine-Hugoniot relation can be derived from Equations (14b) and (14c) after eliminating the shock speed:
That is, a shock sustains if the above relation is satisfied. For computational convenience, this relation can be further generalized in the account of right-and left-running shocks:
The right-and left-running shocks are formed from the amalgamation of right-and left-running characteristic lines, respectively. It is worth noting that a plausible shock exists only for m > 0. It is the direct consequence of h L > h R and h L < h R for a right-and left-running shock, respectively. In this expression, η is directly related to the piezometric head difference across a shock and m can be considered as a shock strength indicator.
As shown in Equation (15), the Rankine-Hugoniot relation is a nonlinear equation which needs an appropriate iterative scheme to yield a converged solution. A practical initial guess will be helpful to secure an efficient solution:
This estimation is deduced from the approximation of
can yield solution residual less than 2 × 10 À8 for m 0:15.
In addition, only three iterations are required for m ¼ 2 
NUMERICAL TREATMENT
In this section, we will describe the numerical tactics adopted in the present study to solve the governing
Equations (1) or (5). Since a shock may emerge in the solution procedure, both the regular and shock particles must be taken into consideration for a feasible numerical simulation.
Regular particles
As depicted in Equations (12a) (i) For the right-running characteristic,
(ii) For the left-running characteristic,
In these equations, superscript n and n þ 1, respectively, denote the computational results at previous and current steps; Δt is the time step, and subscripts p þ and p À are employed to signify the right-and left-running computational particles, respectively. That is, the right-running (p þ ) and left-running (p À ) particles are managed to move along the right-and left-running characteristic lines, respectively. In this manner, the right-running characteristic of a right-running node is updated by Equation (17a) and the left-running characteristic of a left-running node by Equation (17b). For convenience, these characteristics are regarded as the transmitted characteristics. In the case of negligible friction term (i.e., λ ¼ 0), Equations (17a) and (17b) can be reduced as w
p À , respectively. It implies the transmitted characteristics will remain unchanged along their associated characteristic lines. Finally, it should be noted that the discrete counterpart for updating the transmitted characteristics is derived by the direct integration of compatibility equations while assuming the variations in w À,n p þ and w þ,n p À are negligible. Nevertheless, it will yield an unconditionally stable prediction regardless of the adopted time step.
Besides the transmitted characteristics, another solution variable is required to settle down the solution state at a typical computational particle. It is the left-running characteristic for a right-running particle (w À p þ ) and right-running characteristic for a left-running particle (w þ p À ). Since a right-running particle may not happen to be coincident with a left-running particle, these quantities must be interpolated from the secured transmitted ones.
As shown in Figure 2(a) , the left-running characteristic for a right-running particle (w À p þ ) is deduced with a linear approximation between two successive left-running
Similarly, as shown in Figure 2 (b), the right-running characteristic for a left-running particle (w
Because the transmitted characteristics are directly derived from the compatibility equations, these interpolations will not induce serious numerical error such as that in a conventional MOC. Indeed, the accuracy of the transmitted characteristics will not be contaminated by these interpolations. For discrimination, those obtained by interpolation from the transmitted ones can be denoted as the interpolated characteristics. Therefore, the complete state of a computational particle is specified by its transmitted and interpolated characteristics. It provides a simple scheme to specify the formation location of a plausible shock. As illustrated in Figure 3 (a), a shock comes into existence if two successive computational particles collide:
which is applicable for both the right-and left-running characteristic particles. In fact, it is also related to the time-step constraint to prevent occurrence of overtaking in computational particles:
This condition will be taken as a constraint in the determination of the current time step. Once a shock is detected, these participating particles will be transformed to be shock particles to represent the peculiar dual states associated with the shock. However, the interpolated characteristic behind the shock must be modified to satisfy the Rankine-Hugoniot relation, Equation (15). A shock particle will move according to the shock speed rather than along with the characteristic lines as a regular particle: where subscript s signifies a shock particle. The shock speed is also derived from the Rankine-Hugoniot relation, Equation (14):
Since a shock particle moves with the shock speed and its resulting trail may not happen to be a characteristic line, the compatibility Equation (12) is not applicable to determine its transmitted characteristic. Alternatively, an appropriate interpolation must be taken to determine the transmitted characteristics before and after the shock. As illustrated in Figure 3(b) , the transmitted characteristic
after the shock can be acquired from those at neigh-
, with a linear approximation between these two nodes:
where sL* denotes the virtual state if the left-side shock particle moves as a regular one:
It is noted that the virtual node will move across the shock since v n sL þ þ 1 > σ for an admissible shock. Similarly, as shown in Figure 3(c) , the transmitted characteristic before the shock w þ,nþ1 sR þ can be obtained as:
The virtual right-side shock particle with subscript sR* reads:
It is also noted that its location will be lagged behind the shock.
As for the interpolated characteristics, the one ahead of the shock can be determined from the interpolation as its transmitted counterpart:
However, that behind the shock must be secured with the Rankine-Hugoniot relation in Equation (15). Evolution of a left-running shock can be handled in the same manner.
Once the states at the shock particles have been determined, they can be employed as internal moving boundary nodes to proceed with the simulation. In this sense, locations of shocks are explicitly detected without any intermediate nodes, which can be categorized as a shock-fitting procedure.
Particle management
In the present PMOC, the computational particles are maneuvered to move with transmitting velocity, which is heavily dependent upon the local flow condition. Therefore, the relative location between two successive particles may vary dramatically in the course of a computation. They may be divaricating due to the existing expansion fans or agglomerated by the compression shocks. Meanwhile, a particle may move across the computational boundary in which the special treatments to put up predefined boundary conditions must be taken into account. Consequently, several important issues concerning the management of computational particles must be clarified to ensure an effective simulation:
1. Time-step restriction mentioned in Equation (19b) is utilized to prevent the occurrence of overtaking between two successive particles. It is equally applied for the regular as well as shock particles of the same type.
2. Two agglomerated regular particles will be transformed as shock ones to characterize the associated shock structure. They will be imposed with dual states for the fulfillment of the Rankine-Hugoniot relation in Equation (15). 3. A regular particle merging with a shock one will be removed from the subsequent calculation. For concrete demonstration, this scenario is depicted in Figure 4 (a)
for a right-running particle. 4. A regular particle is also removed if it moves across a shock particle of a different type. Figure 4(b) shows the case of a left-running regular node move across a rightrunning shock one.
5. To ensure a sufficient number of computational particles to resolve flow features, a particle is inserted when two successive ones are separated with a distance larger than a prescribed value. As depicted in Figure 4 (c), the inserted particle is assigned with the following attributes:
In the above relations, subscript in denotes the inserted particle and δ min is the assigned length scale to resolve flow features. Similar treatment will be applied for left-running particles. 
The left-running characteristic at the boundary node can then be derived from the prescribed boundary condition.
For example, if the piezometric head (h B ) or flow velocity (v B ) is given as the physical boundary condition, the left-running characteristic becomes: respectively. Conditions at the left boundary can be handled in the same manner.
In addition to the above particle management tactics, more versatile treatments can be considered to increase simulation effectiveness. For instance, the resolution scale for flow features δ min can be assigned in accordance with the local flow condition. It will yield an adaptive solution strategy in the account of solution efficiency. Meanwhile, clustered computational nodes with insignificant solution variations may be removed to economize the computational load.
Solution procedure
The numerical treatments in the above derivations are put into practice with the following steps:
1. Set up the initial conditions for all computational particles.
2. Calculate the time step with Equation (19b) to avoid particle overtaking.
3. Calculate the particle positions according to Equations (17) and (20) for regular and shock nodes, respectively.
4. Update nodal identity and transmitted characteristics.
5. Remove particle crossing shocks or computational domain.
6. Update the interpolated characteristics.
7. Update the flow conditions at boundary nodes.
8. Add regular particles in regions with deficient distribution.
9. Calculate transmitting velocity for all computational nodes.
Go to
Step 2 until the assigned stop criterion has been met.
Since a computational particle may be added or removed in the computational course, a linked-list is adopted to record all particle information for computational convenience. Chung ). As mentioned in the particle management section, computational time step is assigned to prevent occurrence of particle overtaking, and an adaptive particle addition and removal strategy is adopted to economize the computational effort with sufficient accuracy.
VALIDATION
Problems with negligible convection term
The governing Equations (1) or (5) can be simplified to become a linear form if the nonlinear convection is omitted.
Consequently, it can then be analyzed with series solutions based on the principle of superposition. These problems are raised and analytically solved by Sobey as testing benchmarks for numerical methods (Sobey ). The general analytical solution for piezometric head can be summarized as: 
Sudden valve closure
The initial condition (IC) and boundary condition (BC) for this case are given as:
BC:
where the head at reservoir is h 0 ¼ 10 À4 , the initial flow vel- 
Valve closure over finite time
This problem explores the response to valve closure from t 0 sinusoidally over a duration t C . The initial and boundary conditions are assigned as:
It is worth noting that a reservoir with piezometric head h L is located at right end (x ¼ 1) and the valve is Again, the present method can provide very accurate predictions as revealed in the comparison with analytical solutions.
Periodic forcing
This problem explores the unsteady response to a sudden periodic forcing in the reservoir at x ¼ 0. The associated initial and boundary conditions read:
In this problem, the initial piezometric head at the reservoir is h 0 ¼ 10 À4 and the steady flow velocity is v 0 ¼ h 0 =λ. A sinusoidal variation in piezometric head at the reservoir is assigned to drive the unsteady flow field. The amplitude and frequency of this periodic forcing are a 0 ¼ 10 À5 and ω ¼ π=6, respectively. Figure 9 illustrates the piezometric head and flow velocity response at various locations from the computational results as well as the analytical solutions.
As shown in this figure, a sinusoidal variation is imposed upon the piezometric head but with diminishing magnitude toward the exit. In contrast to that flow velocity varies with nearly the same magnitude at all locations. There is also a phase difference between the head and velocity variations.
These phenomena are closely replicated by the present method, which provides a very good agreement with the analytical solution.
Problems with significant convection term 
With these initial states, a compression wave will develop propagating into the right region (x > 0.5) and an expansion one into the left region (x < 0.5) which can be deduced from the characteristic relations (Hwang & Chung ):
The intermediate state can be secured by the following relations:
which will yield h Ã ¼ 1:4974 and v Ã ¼ 0:5026. In the above equations, some solution parameters are introduced for convenience:
where the superscript * denotes the intermediate state The second problem is assigned with the following initial states:
It will develop two compression waves evolving into both the left and right regions since the following characteristic relations prevail (Hwang & Chung ):
Accordingly, the intermediate state can be secured: 
The intermediate state can be obtained:
which will yield h Ã ¼ 0:5 and v Ã ¼ À0:5 in this case. As for the required computer resource to accomplish a simulation, the present particle method may induce much heavier computational load than a FV method since it demands more complicated manipulations in handling wave interactions explicitly. In fact, almost 20-fold of computational time is entailed by the characteristic particle method as compared with a FV method in our programming.
Nevertheless, it may attain quite excellent simulation to compensate the excessive computational load. Furthermore, the required computational load is not such a serious issue in one-dimensional problems as in multi-dimensional ones. 
