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Electron and hole Bloch states in gapped bilayer graphene exhibit topological orbital magnetic
moments with opposite signs near the band edges, which allows for tunable valley-polarization in an
out-of-plane magnetic field. This intrinsic property makes electron and hole quantum dots (QDs)
in bilayer graphene interesting for valley and spin-valley qubits. Here we show measurements of
the electron-hole crossover in a bilayer graphene QD, demonstrating the opposite sign of the orbital
magnetic moments associated with the Berry curvature. Using three layers of metallic top gates,
we independently control the tunneling barriers of the QD while tuning the occupation from the
few-hole regime to the few-electron regime, crossing the displacement-field controlled band gap. The
band gap is around 25 meV, while the charging energies of the electron and hole dots are between
3-5 meV. The extracted valley g-factor is around 17 and leads to opposite valley polarization for
electron and hole states at moderate B-fields. Our measurements agree well with tight-binding
calculations for our device.
Carbon-based quantum dots (QDs) are attracting at-
tention as promising hosts for spin, valley or spin-valley
qubits. While spin qubits - the central building blocks of
spin-based quantum computing [1] - have already been
intensively studied in III/V heterostructures [2, 3] and
silicon [4–6], the valley degree of freedom (where present)
has been considered mainly as an undesirable constraint.
This is beginning to change and proposals of valley-based
quantum computation [7–9] have led to the demonstra-
tion of spin-valley qubits in carbon nanotubes [10] and
more recently in silicon [11]. Bilayer graphene (BLG)
could play an important role in this development. Be-
sides the small spin-orbit interaction and the weak hy-
perfine coupling [12], the tunability of the valley de-
pendent topological orbital magnetic moment in gapped
BLG [13] offers new knobs for controlling the valley de-
gree of freedom. As the topological orbital magnetic mo-
ment is associated with the Berry curvature, it has differ-
ent signs for the different valleys, as well as for electrons
and holes and causes a large and adjustable effective val-
ley g-factor [13, 14]. In contrast to silicon, where the
lifting of the valley degeneracy is set by the confining
potential, the large valley g-factor in BLG offers control
of the valley splitting and allows to achieve full valley
polarization as a function of magnetic field and quasi-
particle index (electrons or holes). This, together with
the tunable band gap, makes BLG interesting for the im-
plementation of spin-valley qubits based on electron and
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hole QDs.
Quantum dots in single-layer and bilayer graphene
have been investigated intensively in the last decade.
First QD devices were carved out from individual
flakes [15] and allowed to study excited states spec-
tra [16, 17], spin-states [18] and charge relaxation [19].
However, these devices were heavily affected by edge dis-
order [20, 21], which limited the control over the QD
occupation, making it difficult to identify the electron-
hole crossover [22]. Recent technological improvements
that combine the encapsulation of BLG in hexagonal
boron nitride (hBN) [23] with a graphite back gate [24]
have opened the door to gate-controlled quantum point
contacts [25, 26] and QDs [27, 28]. Excited state spec-
troscopy [29], charge detection [30] and single-electron
occupation of single [27] and double QDs [31] have been
shown for such BLG quantum devices. Common to all
these devices is that a set of gates (the so-called split
gates) is used to form either a p-doped or n-doped chan-
nel in which an additional finger gate forms a p-n-p or
n-p-n band profile. The two naturally occurring pn-
junctions serve as tunneling barriers of the gated-defined
QD. This technology, however, limits the control of the
tunneling rates and requires the QD to have the opposite
polarity as the neighboring reservoirs [27–32]. The lack of
independent control of the dot occupation explains why it
has remained a challenge to demonstrate the direct tran-
sition from the few-electron to the few-hole regime (as in
carbon nanotube QDs [33, 34]) in BLG QD devices.
Here, we report on the observation of the electron-hole
crossover in a gate-defined bilayer graphene QD, by inde-
pendently controlling the tunneling barriers and the dot
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FIG. 1. (a) Scanning electron microscopy image showing the geometry of the QD device. The split gates (SGs) define the
conducting channel, which can be modulated by voltages on the finger gates (highlighted by false colors). The ohmic source
and drain contact to the BLG are labelled by S and D, respectively. (b) and (c) Schematic cross-sections through the device
along different directions (see white arrows in panel (a)). The hBN/BLG/hBN heterostructure rests on a graphite flake, which
serves as a back gate (BG) and is placed on a SiO2/Si substrate. The gate stack placed on top of the heterostructure consists
of three metal (Cr/Au) layers, insulated from each other by Al2O3-layers as gate dielectric: The SGs are followed by two layers
of finger gates, some labeled here as barrier gates (BL, BR; yellow) and plunger gate (PG; orange). (d) Schematics of the
valance and conduction band edge profiles along the p-doped channel illustrating the different regimes (I, II, III and IV) set by
the barrier gate and plunger gate voltages (the darker grey the finger gate, the higher the applied voltage). The band edges
separate electron (El) and hole (Ho) states. (e) Charge stability diagram showing the conductance as a function of the barrier
gate voltages VBL and VBR at VPG = 0 V and VSD = 200µV. (f) Similar to panel (e) but at VPG = 5 V. The labels in (e) and
(f) correspond to the ones in panel (d), the dashed lines are described in the text and the black crosses mark the exact same
barrier gate voltages.
occupation. Two dedicated finger gates induce two tun-
neling barriers in a split-gate defined channel and define a
single QD between the barriers. The electrochemical po-
tential of the QD can then be independently controlled
by a third finger gate. Thanks to the small band gap
in BLG, moderate gate voltages allow the tuning of the
QD from the few-hole regime through the band gap into
the few-electron regime. Finite-bias spectroscopy mea-
surements allow to determine the energy scales of the
system such as the charging energies (3-5 meV) and the
band gap (around 25 meV), which is in good agreement
with the applied displacement field. Finally, we show
that when applying an out-of-plane magnetic field elec-
trons and holes are polarized in different valleys (K+ and
K−) due to a large valley g-factor but an opposite sign
of the topological orbital magnetic moment. The exper-
imentally extracted valley g-factor (gv ≈ 17) is in good
agreement with tight-binding calculations.
The geometry of our device is shown in Figs. 1a-c. A
dry van der Waals stacking technique [23, 35] is used
3to encapsulate a BLG flake by two hBN flakes (each
≈ 25 nm thick). This stack is then placed on a graphite
flake serving as back gate and ohmic source/drain con-
tacts are made by etching holes into the stack (see
Fig. 1a). Next metallic (Cr/Au) split gates (SGs) with
a lateral separation of ≈ 130 nm are deposited (cross-
section shown in Fig. 1b), which define the 2 µm long
channel where the QDs will be formed (see top view in
Fig. 1a and cross-section along the channel in Fig. 1c).
This structure is covered by a 25 nm thick layer of atomic
layer deposited (ALD) Al2O3. On top we place a first
set of finger gates with a width of 70 nm and a pitch of
150 nm, which later serve as left and right barrier (BL
and BR) gates (see cross-section in Figs. 1b,c). Finally
we deposit a second ALD Al2O3 layer and place a second
set of interdigitated finger gates (again with a width of
70 nm. One of these gates will later be used as a plunger
gate (PG). The different metall layers (all Cr/Au) have
a thickness of ≈ 25 nm. All measurements are performed
in a 3He/4He dilution refrigerator at a base temperature
of 10 mK, using standard DC measurement techniques.
To confine the charge carriers to the 130 nm wide chan-
nel connecting the source and drain leads, we open a
band gap in the BLG areas below the split gates. This
is achieved by applying a transverse displacement field of
0.35 V/nm, which we induce by a back gate voltage of
VBG = −2 V and a split gate voltage of VSG = 2.15 V.
The displacement field breaks the inversion symmetry
of the BLG resulting in a band gap of around 28 meV
[36, 37] (see left illustration in Fig. 1d,I). Moreover, the
similar magnitudes of the applied voltages make sure that
below the SGs the Fermi level is within the band gap.
The negative BG voltage leads to a p-doping of the chan-
nel as there is no SG above the channel for compensat-
ing the field-effect induced charge carrier density. This
task, however, can now be performed by the different
finger gates, which allow full electrostatic control of the
shape of the band profile along the channel as depicted
in Fig. 1d. For example, while keeping the PG voltage
constant (VPG = 0 V) we can use the left and right bar-
rier gate, BL and BR, to pinch-off the current through
the channel. In Fig. 1e we show a corresponding charge
stability diagram, i.e. the conductance (in log-scale) as
function of positive BL and BR voltages (VBL and VBR),
showing a number of different regimes (see labels). In
the lower left corner (regime I) the conductance is on the
order of e2/h and the Fermi level is throughout the en-
tire channel below the valence band edge (see Fig. 1d,I).
When increasing the voltages on the left and right bar-
rier gate we locally push the band edges down in energy
such that below BL and BR the Fermi level is within
the band gap (see Fig. 1d,II). This forms a hole QD
(hQD) coupled by two tunneling barriers to the p-doped
source and drain reservoirs. In the charge stability dia-
gram a strongly reduced conductance and nearly periodic
Coulomb resonances with a slope of around -1 (regime
II) appear, meaning that both barrier gates are tuning
the QD states equally well. The slightly negative cur-
vature of the Coulomb resonances in the VBL-VBR-plane
(see dashed line in Fig. 1e) are typical for gate-defined
hole QDs: With increasing voltage at one barrier gate the
QD is shifted towards the other barrier gate, which then
couples more strongly, resulting in an overall asymmetric
gate coupling.
By keeping the barrier gate voltages fixed (see cross in
Figs. 1e and 1f) but changing the PG we can tune the
system from a hole QD to an electron QD (eQD) con-
figuration (Fig. 1d,III). A corresponding charge stability
diagram for VPG = 5 V is shown in Fig. 1f. Again we
see Coulomb resonances with a slope of about -1 (regime
III around the cross in Fig. 1f). The spacings of these
Coulomb resonances are smaller compared to those of
the hQD, which is due to the fact that the eQD is larger
than the hQD (compare Fig. 1d,II with Fig. 1d,III). In
addition, a slight positive curvature of the Coulomb reso-
nances is observed in Fig. 1f, which fits well with an eQD:
By increasing the voltage at one of the barrier gates, the
band edges are pushed down locally and the QD shifts
exactly in the direction of this gate, which leads to an
enhanced gate coupling and an increasing asymmetry
in the coupling of BL and BR. Note that even in the
case of VPG = 0 V at very high barrier gate voltages
(VBL, VBR & 5.8 V) an even larger eQD can be formed
(see Fig. 1e and blue dashed line in Fig. 1d,IV). However,
when using the barrier gates to tune from this configura-
tion towards the hQD, one passes through a double quan-
tum dot regime consisting of two eQDs (see Fig. 1d,IV
and regime IV in Fig. 1e), highlighting the importance of
having the plunger gate for observing the electron-hole
crossover in a single QD. Additional charge-stability di-
agrams for different plunger gate voltages are shown in
the supplementary material (Fig. S1).
The crossover from a hole to an electron QD becomes
visible at best in the conductance as a function of VPG
at constant barrier gate voltages. Such a measurement
is shown in Fig. 2a, where the Coulomb peaks of the
first 10 holes and the first 10 electrons as well as the
BLG band gap can be identified (see labels). To prove
the single quantum dot nature of these resonances we
measure in Fig. 2b a charge-stability diagram as func-
tion of VPG and VBR, highlighting two sets of Coulomb
resonances with a linear slope (see dashed lines) sepa-
rated by a gap. This gap separates the hQD from the
eQD (see schematic in Fig. 2c) and is directly connected
to the displacement-field induced band gap in BLG. The
observed slopes of the Coulomb resonances provide the
relative lever arm, i.e. the relative gate coupling of the
plunger gate with respect to the barrier gate BR. For in-
stance, the plunger gate couples to the hQD about 3.5
times worse than the BR gate (slope of around −0.28),
which can mainly be explained by the larger vertical dis-
tance of the PG (see Fig. 1c) and partial screening by
the barrier gates. This effect even gets enhanced when
tuning to the eQD, where the BR gate couples around
5.5 more strongly than the PG (slope of around −0.18),
because the eQD is larger and extends more towards the
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FIG. 2. (a) Coulomb resonances as function of the plunger gate voltage VPG and fixed VBR = 5.09 V and VBL = 4.9 V
(VSD = 200 µV). The red and blue arrows (incl. labels) mark the occupations of hole and electron dot states separated by
the band gap. (b) Charge stability diagram showing the device conductance as a function of VPG and VBR for VBL = 4.9 V,
highlighting the hole, gap and electron regime. (c) Schematic band structure around the K+ valley, highlighting possible QD
states of an electron and hole QD. The gap originates from the transverse displacement field. The Fermi level lies in the
conduction band such that the QD is filled with one electron. (d) Finite bias spectroscopy measurement (along the arrow in
panel (b)) showing the electron-hole crossover and the first Coulomb diamonds (see labels for occupation) of the few-electron
and hole QD. For highlighting the charge neutrality point (set by the center of the band gap diamond) we plot this data as
function of the relative gate voltage change ∆VPG with respect to the charge neutrality point (∆VPG = 0 V).
barrier gates (see Fig. 1c,III).
To extract energy scales of our system we performed
finite bias measurements. In Fig. 2d we show correspond-
ing Coulomb-blockade diamond measurements, i.e., mea-
surements of the differential conductance (G =dI/dVSD)
as a function of bias voltage VSD and VPG for fixed barrier
gate voltages (taken in the same regime as the data pre-
sented in Fig. 2a). A large diamond associated with the
band gap separates the hole QD from the electron QD,
highlighting the few-hole and the few-electron regime.
Here, the first hole and the first electron exhibit lever
arms of α1h = 0.016 meV/mV and α1e = 0.009 meV/mV.
From the extension of the big diamond, i.e. the intersec-
tion of the corresponding charging lines (see dashed lines
in Fig. 2d), a band gap of ≈ 23.5 meV is extracted. This
gap is in agreement with the one estimated from the ap-
plied transverse displacement field (see above). The band
gap itself appears in this measurement as not completely
blocking transport for larger source-drain voltage values.
For |VSD| values that exceed ≈ 2.5 mV a background con-
ductance sets in and increases step wise with |VSD|. This
is not fully understood but the fact that this background
conductance is independent of the plunger gate voltage
suggests that it originates from a parallel channel formed
under the split gates rather than from transport through
the QD.
The Coulomb diamond measurements (Fig. 2d) also
allow to determine the addition energies of the first
hole, Ehadd = 5.3 meV, and of the first electron, E
e
add
= 2.4 meV. With the help of the gate lever arms α1h
and α1e we accordingly extract the QD capacitances of
ChΣ = 31 aF and C
e
Σ = 66 aF. Using a simplified plate
capacitor model consisting of a disk 25 nm above the
graphite back gate, we estimate an effective diameter
of the hole and electron quantum dot of about 170 nm
and 250 nm, respectively. This is a rather rough esti-
mate, but the order of magnitude is reasonably consistent
with the geometry of our device and reflects the different
sizes of the hole and electron QD (compare Figs. 1d,II
and 1d,III).
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FIG. 3. (a) Calculated single particle spectrum of a BLG QD with a size of 100 × 250 nm as function of an out-of-plane
magnetic field (see text). With increasing field, the electron and hole states become K+ and K− polarized, respectively. At zero
magnetic field, orbital degeneracies are observed (multiplets of colored lines at B = 0 T). (b) Coulomb peaks reproduced from
(a) by adding a charging energy of 3.4 meV to each single particle eigenstate in order to model the experimental transport data.
The two-fold spin and two-fold orbital degeneracy lead to a four-fold degenerate spectrum. (c) Measured Coulomb resonances
in the electron and hole regime as a function of VPG and an out-of-plane magnetic field, B (VSD = 400 µV). (d) Energy shift
of the Coulomb resonances (i.e. peaks) in panel (c) with respect to the peak position at B = 0 T, averaged over the first ten
charge transitions for the electron (top) and hole (bottom) regime. The colored lines show the average energy shift of the first
ten states obtained from the tight-binding calculation presented in panel (b). The colors of the lines indicate the increasing
valley polarization with the color code indicated in the inset.
Next, we show that electrons and holes respond al-
most mirror-symmetrically to an out-of-plane magnetic
field. The Berry curvature [38] near the valley centers
K± in gapped bilayer graphene induces a topological or-
bital magnetic moment [39–41] giving rise to an anoma-
lously large effective valley g-factor. Just as the Berry
curvature has different signs for the different valleys, as
well as for electrons and holes, the sign of the topological
magnetic moment changes accordingly. This leads to a
different valley polarization of the confined electrons and
holes when applying an out-of-plane magnetic field.
The valley-polarization can indeed be clearly seen
when looking at the single particle spectrum of an elec-
tron/hole quantum dot as function of out-of-plane mag-
netic field (Fig. 3a). Here, we present tight-binding cal-
culations of a BLG QD of experimental dimensions using
a finite mass term [42]. Explicitly, we assume a soft box
of dimensions 150×200 nm, and additionally add a cosine
and a small linear term, to account for a not perfectly flat
confinement. Moreover, we add a displacement field to
open a band gap of ∆ = 20 meV with on-site terms of
±∆/2.
At zero magnetic field each orbital state is fourfold de-
generate due to the spin and valley degrees of freedom.
Applying an out-of-plane magnetic field causes a valley
splitting [39], where states from one valley (see e.g. green
lines in Fig. 3a) rapidly increase in absolute energy value
(see green and red lines in Fig. 3a), while states from
the other valley (blue and orange lines) evolve towards
the lowest Landau levels. At higher B-fields, a net val-
ley polarization is therefore established for the first QD
states (see labels in Fig. 3a). This valley-polarization is
different for electrons (K+) and holes (K−).
In order to compare theory with experiment we add
to our model a phenomenological charging energy of
Ec = 3.4 meV by shifting the n
th eigenvalue of the sin-
gle particle Hamiltonian by n · Ec (see Fig. 3b). The
model shows not only the band gap but also the differ-
ent sign of the topological orbital magnetic moment for
electrons and holes, expressed by the different sign of
the slope of the individual states. The steepness of the
slope at high B-field is given by the valley g-factor. Our
model can be directly compared to Coulomb resonance
measurements recorded as function of plunger gate volt-
age and out-of-plane B-field (Fig. 3c). We observe that
the Coulomb resonances in the hole and in the electron
regime shift towards the gap with increasing out-of-plane
magnetic field, in good agreement with Fig. 3b. This shift
originates from a net valley polarization of the the QD
due to the large valley g-factor. Although we cannot re-
solve individual level crossings in the experiment, which
is mainly due to the rather large size of the QDs, we ob-
serve that for small magnetic fields there is a very low
B-field dependence of the QD states. This fits well with
the zig-zag lines in Fig. 3b, which are due to level cross-
ings of states with different valleys (see Fig. 3a) showing
up as small kinks in Fig. 3b. Note that with increasing
magnetic field, tunneling through the QD is increasingly
6suppressed, resulting in lower Coulomb peak amplitudes.
For a quantitative comparison between experiment and
theory and for extracting the valley g-factor gv, we inves-
tigate the energy shift of the Coulomb peaks with respect
to the peak position at B = 0 T, averaged over the first
ten holes and ten electrons, as a function of B-field, see
Fig. 3d. The experimental data shows an increasing val-
ley polarization, reflected in the increasing energy shift
towards lower (higher) values for electron (hole) states,
respectively. The colored lines are the result of the same
averaging treatment applied to the tight-binding model
calculation shown in Fig. 3b and are in good agreement
with the experiment, highlighting the opposite valley po-
larization for electrons and holes (see labels and inset in
Fig. 3d). The maximum extracted gv is ≈ 16 for electrons
(see dashed line in Fig. 3d) and ≈ 17 for holes.
For achieving agreement between theory and experi-
ment it is crucial that in the model system the QD poten-
tial is not ’flat’ but exhibits a sizeable zero point energy
of a few meV. This is because in a large and ’flat’ QD
the evolution of the lowest Landau level near the band
gap would limit the slopes of the lowest individual states
to gv ≈ 3 [43]. This value is in contrast to the maximum
extracted gv of around 17 which has also been observed
in earlier works [29]. The slightly smaller average val-
ley g-factor in the model compared to experiment might
be due to the specific potential shape, strain [44], addi-
tional valley splitting, or effects which are not captured
by the single particle Hamiltonian. The small electron
hole asymmetry might be explained by the different QD
size for electrons and holes [14].
To conclude, we demonstrate the electron-hole
crossover in a gate defined BLG QD by employing a
gating scheme where three finger gates independently
control the two tunnel barriers and the electrochemical
potential of the QD. We tune the occupation of the QD
from the few hole regime across the band gap into the
few electron regime, where the extracted band gap of
23.5 meV is in good agreement with the gap induced by
the transverse displacement field. Finally we show that
electrons and holes have different signs of the topological
orbital magnetic moments allowing for different valley
polarization at moderate out-of-plane magnetic fields.
This together with the large valley g-factor makes
quantum systems based on combinations of coupled
BLG electron and hole quantum dots interesting for
valley and spin-valley qubits.
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FIG. S1. Gallery of charge stability diagrams for different plunger gate voltages similar to Fig.1 e
and f of the main text. The conductance is plotted as function of VBL and VBR. With increasing
VPG a transition from a hole QD (lower left hand corner in panels a-d) to an electron QD (panels
e-g) is observed. (a) VPG = 0 V, (b) VPG = 1 V, (c) VPG = 2 V, (d) VPG = 3 V, (e) VPG = 4 V,
(f) VPG = 5 V and (g) VPG = 6 V.
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FIG. S2. Total logarithmic conductance as function of the applied bias and plunger gate voltage.
The black dashed lines mark the charging of the first electron and hole. In between a band gap of
≈ 23.5 meV is observed.
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