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A B S T R A C T
A new sectional aerosol dynamics model, MAFOR, was developed with the focus to study nucleation in the marine
boundary layer. Novel aspects of the model are (1) flexibility in the treatment of gas phase chemistry, (2) treatment
of liquid phase chemistry, which can be extended according to needs and (3) simultaneous calculation of number and
mass concentration distributions of a multicomponent aerosol as functions of time. Comparison with well-documented
aerosol models (MONO32 and AEROFOR), a comprehensive data set on gas phase compounds, aerosol size distribution
and chemical composition obtained during the AOE-96 (Arctic Ocean Expedition, 1996) was used to evaluate the model.
Dimethyl sulphide decay during advection of an air parcel over the Arctic pack ice was well captured by the applied
models and predicted concentrations of gaseous sulphuric acid and methane sulphonic acid range up to 1.0 × 106 cm−3
and 1.8 × 106 cm−3, respectively. Different nucleation schemes were implemented in MAFOR which allow the
simulation of new particle formation. Modelled nucleation rates from sulphuric acid nucleation via cluster activation
were up to 0.21 cm−3 s−1 while those from ion-mediated nucleation were below 10−2 cm−3 s−1. Classical homogeneous
binary and ternary nucleation theories failed to predict nucleation over the central Arctic Ocean in summer.
1. Introduction
The aerosol indirect radiative effect is poorly constrained in the
existing climate models and this represents the single greatest
uncertainty in assessing the climate change (Penner et al., 2001;
IPCC, 2007). For a given cloud water content, cloud reflec-
tivity increases with the state of division of the cloud elements
(Twomey, 1974). The microphysical properties of clouds warmer
than 0 ◦C depend strongly on the concentration of airborne
aerosol particles having a water-soluble component beyond a
critical mass, known as cloud condensation nuclei (CCN).
Nucleation events, that is, the formation of ultrafine particles
(diameter between 3 nm and 25 nm) and their subsequent growth
to larger sizes, have been observed in the marine boundary layer
(BL) (Hoppel et al., 1994; Weber et al., 1998; Clarke et al.,
1998). Over remote oceans particles with sizes less than 20 nm
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diameter typically do not occur frequently (Heintzenberg et al.,
2004). On the other hand, new particle formation events are
relatively common in coastal areas (O’Dowd et al., 1998, 1999;
Modini et al., 2009), in Antarctic areas (O’Dowd et al., 1997;
Virkkula et al., 2007; Asmi et al., 2009), and in Arctic areas
(Shaw, 1989; Heintzenberg and Leck, 1994; Ferek et al., 1995;
Wiedensohler et al., 1996; Pirjola et al., 1998; Leck and Bigg,
1999; Leck and Bigg, 2010; Stro¨m et al., 2009). The available
number of nuclei for the initial cloud condensation will largely
depend on the ability of the newly formed ultrafine particles to
grow to size where they could act as CCN.
One of the major difficulties in specifying the indirect ef-
fect of aerosol particles on climate arises from the very large
number of potential aerosol sources in continental areas and
atmospheric transformation during transport of the particles to
the most remote parts of the globe. The Arctic summer atmo-
sphere is nearly free from influences of continental or anthro-
pogenic sources and constitutes a clean environment ideal to
study aerosol processes. The Ymer-80 expedition to the fringes
of the pack ice region of the central Arctic Ocean (Lannefors
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et al., 1983) was the first major attempt to measure Arctic sum-
mer unperturbed aerosols and trace gases. Average total aerosol
number concentration was rather low, typically less than hundred
of particles per cubic centimetre. The properties of summertime
Arctic aerosol, enhanced Aitken mode (25–80 nm diameter) par-
ticle number concentrations along with a very low accumulation
mode (>80–1000 nm diameter) were confirmed in other studies
in the same area (Covert et al., 1996; Bigg et al., 1996; Bigg
et al., 2001; Heintzenberg et al., 2006). Together, these results
suggest that the central Arctic Ocean in summer might pro-
vide a site where there were few sources of aerosol particles and
where optically thin stratiform clouds whose reflectivities would
be influenced by CCN concentrations were frequent (Twomey,
1974).
A series of subsequent studies (Leck et al., 1996, 2001) of
atmospheric aerosol over pack ice in the central Arctic Ocean
have raised questions about the origin of aerosol particles that
can act as CCN. It was suggested that the oxidation of dimethyl
sulphide (DMS), which is produced by marine phytoplankton
and subsequently released from the ocean into the atmosphere,
is an important source of particles (Charlson et al., 1987). DMS
emitted from the ocean south of the Arctic ice shield was found
to be advected into the pack ice region (Leck and Persson, 1996a,
1996b) and was postulated to be linked to particle production
over the central Arctic Ocean. Indeed were measurements of the
CCN composition (Leck and Persson, 1996b) consistent with
aerosol grown from the oxidation products of DMS released
in the upper most ocean surface when zooplankton graze on
phytoplankton around the life-affirming ice edges of the pack
ice area. However, as fogs and low clouds were found to cause a
very rapid turnover of particles entering the atmosphere over the
pack ice (Nilsson and Leck, 2002) it seemed relevant to ask the
question: How could the particles survive long enough to grow
from nucleation sizes around 3 nm to 10 nm diameter to CCN
size around 100 nm diameter in the presence of frequent fogs
and low-level clouds?
Based on theoretical considerations, it has been postulated
that nucleation continuously provides a reservoir of thermo-
dynamically stable clusters (TSC) below 3 nm diameter size
(Kulmala et al., 2000). Sulphuric acid is probably the most im-
portant nucleation agent in the air over remote oceans (Shaw,
1989; Kreidenweis et al., 1991; Ferek et al., 1995; Weber et al.,
1995, 1998). Several nucleation mechanisms involving sulphuric
acid have been proposed. The most common mechanisms are
classical binary (Kulmala et al., 1998; Vehkama¨ki et al., 2002)
and ternary nucleation theory. Homogeneous binary nucleation
of water and sulphuric acid, H2O–H2SO4, most likely occurs
in the free troposphere (Raes, 1995) from where fresh particles
may be mixed downwards. Wiedensohler et al. (1996) presented
statistical evidence to suggest that the ultrafine and Aitken par-
ticles observed in the BL over the Arctic pack ice area probably
come from higher altitudes. Subsequently, Leck and Bigg (1999)
used the BL structure and the vertical distribution of particles
during nucleation events to show that if the ultrafine and Aitken
particles did come from above, it was from a level <250 m above
the surface and not from the free troposphere.
Binary nucleation of water and another important DMS oxida-
tion product, methanesulphonic acid (MSA), was postulated to
be responsible for particle formation in humid air (Hatakeyama
et al., 1985). However, due to the low concentrations of MSA
prevailing over the remote oceans it was concluded that binary
nucleation of H2O–MSA is of minor importance compared to bi-
nary H2O–H2SO4 nucleation (Hoppel, 1987; Kreidenweis and
Seinfeld, 1988a; Wyslouzil et al., 1991b; Van Dingenen and
Raes, 1993), instead MSA is expected to mainly participate in
the subsequent growth of nucleated particles by condensation
(Kreidenweis and Seinfeld, 1988b). An extension of the
binary nucleation theory is the ternary nucleation model
(Korhonen et al., 1999; Napari et al., 2002a, 2002b) of
H2SO4–H2O–ammonia (NH3). This theory gives significantly
higher nucleation rates and thus predicts nucleation at typical tro-
pospheric sulphuric acid (1 × 105 to 1 × 107 cm−3) and ammonia
(some pptv) concentrations. Recently, the discovery of ammo-
nium bisulphate cluster formation (Anttila et al., 2005) led to a
revision of the ternary nucleation model (Merikanto et al., 2007).
The nucleation rates from the new parameterization are several
orders of magnitude lower than the ones predicted by Napari
et al. (2002a). Significant ternary nucleation rates are found in
the upper troposphere and in the lower troposphere if concentra-
tion of sulphuric acid and ammonia are high (Merikanto et al.,
2007). Ion-mediated nucleation (Raes et al., 1986; Yu and Turco,
2000) is probably a common mechanism for new particle for-
mation, since charged clusters (diameter <2 nm) produced by
ionization of air through galactic cosmic rays (GCR) have been
shown to be always present in the atmosphere (Ho˜rrak et al.,
1998; Kulmala et al., 2007). Other concepts for nucleation are
dimer controlled nucleation (Lushnikov and Kulmala, 1998),
homogeneous nucleation of iodide constituents in coastal envi-
ronments (O’Dowd et al., 2002; Pirjola et al., 2005; Pechtl et al.,
2006; Saiz-Lopez et al., 2006; Vuollekoski et al., 2009), and
the participation of sulphuric acid in the kinetic nucleation and
activation mechanisms (Kulmala et al., 2006). Leck and Bigg
(1999) proposed a mechanism of co-production of freshly nu-
cleated particles (<5 nm) and particles of up to 50 nm sizes
following evaporation of haze and fog droplets over the Arctic
open leads (open water surfaces between ice floes). Leck and
Bigg (1999) attributed the formation of the very small particles
to the nucleation of an amino acid (L-methionine) of marine
biological origin which they supposed to be released during the
evaporation of haze and fog droplets.
Growth of stable clusters to detectable sizes (>3 nm) or fur-
ther to CCN (Kulmala, 2003) within one or more hours can only
occur either by self-coagulation, if concentration of pre-existing
particles is low, or by condensable vapours (organics, inorganic
acid, ammonia), if these are present in high concentration (sev-
eral pptv), conditions that do not apply over the Arctic pack ice
Tellus 63B (2011), 5
MARINE AEROSOL FORMATION MODEL 1003
area. Observations of newly formed particles in the marine BL
revealed a factor of about 10 times faster growth rates than can be
explained by the binary and ternary nucleation mechanisms (e.g.
Weber et al., 1998; O’Dowd et al., 1999). Model calculations
indicate that a source rate of an additional (organic) condensable
vapour of 5 × 107 cm−3 s−1 is required to reproduce the observa-
tions of coastal nucleation events (Pirjola et al., 2002). A faster
growth means less time for scavenging and thus the probability
increases that nucleated particles reach the Aitken mode and
commute themselves into CCN. High nucleation rates together
with the presence of an additional condensable compound make
atmospheric nucleation an important process in urban, rural and
marine environments (Pirjola et al., 2004).
The first objective of this paper is to present a new size-
resolved aerosol dynamics model, MAFOR (Marine Aerosol
Formation model). In a previous study of the aerosol formation
in the marine BL (Karl et al., 2007) the monodisperse aerosol
dynamics model MONO32 (Pirjola and Kulmala, 2000; Pirjola
et al., 2003) was used. However, monodisperse models are not
appropriate for the modelling of continuous (several hours) or
more intense nucleation events, unless an additional mode is
inserted to allocate the newly evolving 1 nm diameter sized
particles. Hence, the sectional model MAFOR was mainly de-
veloped to overcome the limitations of MONO32 with respect
to nucleation modelling.
AEROFOR (Pirjola, 1999) is a Lagrangian type sectional
box model to study new particle formation and growth. With
AEROFOR it is possible to follow the particle size distribution
as a function of time; however all particles are composed of
H2SO4–H2O. Subsequently, AEROFOR2 (Pirjola and Kulmala,
2001) was developed to allow for multicomponent condensa-
tion and particles of different composition classes for soluble,
weakly soluble and insoluble particles. Both AEROFOR and
AEROFOR2 are coupled to a gas phase chemistry module, the
modified EMEP chemistry scheme (Simpson, 1992), added on
the DMS chemistry by Saltelli and Hjorth (1995). Both models
have limitations with respect to the treatment of liquid phase
chemistry and they do not solve mass concentration distribu-
tions as function of time. Table 1 provides an overview of se-
lected sectional aerosol models in comparison with the newly
developed model, including two more recent sectional multi-
component models, UHMA (Korhonen et al., 2004) and SALSA
(Kokkola et al., 2008).
MAFOR was designed with the objective to study aerosol
evolution in the marine BL. Novel aspects of the coupled gas
phase/aerosol model MAFOR are (1) the full flexibility of gas
phase chemistry and the degree of detail specifically in the chem-
istry of DMS, (2) the detailed treatment of liquid phase chem-
istry (gas/liquid equilibrium partitioning, dissociation equilib-
rium reactions, aqueous phase chemical reactions), which can
be extended according to needs and (3) simultaneous solution of
the time evolution of the particle number and mass concentra-
tion distribution of a multicomponent aerosol using a sectional
approach.
The second objective of the paper is to compare the new
sectional model MAFOR with the two well-documented aerosol
dynamics box models AEROFOR and MONO32. MONO32 has
been found to predict reasonably well both the particle number
concentrations and the particle size distribution and performs
even better than sectional methods with low size resolution
(Pirjola et al., 1999a; Korhonen et al., 2003). The monodis-
perse model MONO32 and the sectional model AEROFOR2
have earlier been tested against measurements available from
the Biogenic Aerosol Formation in the Boreal Forest 3 (BIO-
FOR3) campaign (Pirjola et al., 2003) and produced compara-
ble results in several sensitivity tests. In this work, the chem-
istry modules in MONO32 and AEROFOR were replaced by a
chemistry mechanism based on RACM (Regional Atmospheric
Chemistry Mechanism; Stockwell et al., 1997) and the EL CID
DMS scheme (EL CID, 2003; Karl et al., 2007). The EL CID
scheme contains updated mechanistic and kinetic data, has been
evaluated with chamber experiments and is suitable for the simu-
lation of DMS chemistry in clean and polluted marine air. Due to
its high degree of detail, the EL CID scheme offers the necessary
flexibility to study the sensitivity of DMS oxidation products to
their specific production and loss pathways. For the comparison
of the aerosol models in this work, model runs were carried
out with the same initial configurations of MAFOR, AEROFOR
and MONO32 using a marine transport scenario over the Arc-
tic pack ice area north of 80◦N similar to the scenario de-
scribed by Kerminen and Leck (2001). Comparison of MAFOR
simulation results with simulation results from MONO32,
AEROFOR and measurements was used to evaluate the new
aerosol model. Moreover, the nucleation probability over the
central Arctic Ocean was addressed with the new model.
2. Model description
A 0-dimensional Lagrangian type sectional aerosol box model,
MAFOR version 1.0, which includes gas phase and aqueous
phase chemistry in addition to aerosol dynamics, was de-
veloped. The following processes are considered: (1) multi-
phase chemistry of the BL, (2) emission of gases, (3) con-
densation/evaporation of H2SO4, MSA and one organic vapour
onto/from pre-existing particles, (4) Brownian coagulation of
particles, (5) nucleation (different mechanisms, see below), (6)
dry deposition of gases and particles and (7) wet deposition of
particles. Growth of particles occurs through condensation of in-
organic or organic vapours onto particles and coagulation. The
water content of aerosol particles is parameterized with empir-
ical polynomials for the mass fraction of solute as function of
water activity (Tang and Munkelwitz, 1994).
The time evolution of the particle number and mass concen-
tration distribution of a multicomponent aerosol is solved using
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Table 1. Comparison of selected zero-dimensional sectional aerosol dynamics models
AEROFOR2 UHMA SALSA
AEROFOR Pirjola and Kulmala Korhonen et al. Kokkola et al. MAFOR
Pirjola (1999) (2001) (2004) (2008) This Work
Primary objective Formation of
H2SO4/H2O
particles
Boreal forest aerosol New particle
formation and
growth
Aerosol climate
effects
Marine aerosol
formation
Gas-phase chemistry Modified EMEP
scheme
(Simpson, 1992)
Modified EMEP
scheme (Simpson,
1992)
– – MECCA scheme
(Sander et al.,
2005)
DMS chemistry:
reactions/compounds
32/14 (Saltelli and
Hjorth, 1995)
32/14 (Saltelli and
Hjorth, 1995)
–/– –/– 65/30 (Karl et al.,
2007)
Liquid phase chemistry No No Thermo dynamic
equilibrium
models
Oxidation of SO2
in clouds
MECCA scheme
(Sander et al.,
2005)
Number or mass
concentration
Number Number (composition) Number and mass Number
(composition)
Number and mass
Size resolution, Dp in
μma
0.001–2 (optional) 0.001–10 (optional) 0.0007–2 (optional) 0.003–10 (20) 0.001–10 (optional)
Typical number of
aerosol components
1 9 Unspecified 6 7
Condensing vapours
other than water
H2SO4 H2SO4, OV H2SO4, NH3, OV1,
OV2b
H2SO4, OV H2SO4, MSA, OV
Nucleation Several options Several options Several options,
Nano-Ko¨hler
Several options Several options
Activation/interactions
with fog and cloud
No No Yes Yes Noc
Particle population Monomer Externally and/or
internally mixed
Internally mixed Externally and/or
internally mixed
in 3 subranges
Internally mixed
Aerosol size distribution Logarithmic Logarithmic Logarithmic Volume ratio Logarithmic
Aerosol size distribution
over time
Fixed sectional Fixed sectional Hybrid structure;
moving centre;
retracking
Moving centre;
fixed-sectional
Fixed sectional
Implementation into 3-D
models
No No Planned ECHAM5-HAM
(Roeckner et al.,
2003)
Planned
aThe number in parenthesis is the number of size sections, ‘optional’ if model user can select.
bAn unspecified number of water-soluble and water-insoluble organic compounds can be included.
cWill be implemented in the next model version.
the fixed sectional method. The fixed sectional method is com-
putationally efficient and is also advantageous when treating
continuous nucleation, which is important for the modelling of
new particle formation. A fixed sectional grid is used where
the number of size sections can be selected by the user. In this
work 60 size sections were used to represent the aerosol size
distribution. Size bins are evenly distributed on a logarithmic
scale, ranging from the smallest diameter of 1 nm to the largest
diameter of 10 μm. It is possible to use a different maximum
diameter.
The kinetic pre-processor KPP version 1.1 (http://people.cs.
vt.edu/∼asandu/Software/Kpp) is used to generate Fortran95
code for the chemistry module. The Rosenbrock ROS3 solver
(Sandu et al., 1997) with automatic time step control is used
to integrate the differential equation system of gas phase and
aqueous phase reactions. The discrete equations describing the
change of particle number concentration with time are solved
with forward finite differences. The time step for the integration
of chemistry and of the aerosol processes is 10 s. Change of
number and mass concentration of particles is solved subsequent
to the integration of the gas phase/liquid phase chemistry. Due
to the use of the kinetic pre-processor, new chemical compounds
and reactions can be easily included.
Implementation of the presented aerosol box model into 3-
dimensional atmospheric transport models is facilitated by the
splitting of processes and by the efficient integration of gas
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phase/liquid phase concentrations, particle number and mass
concentrations. In the following sections the representation of
particles in the model (Section 2.1) and the treatment of the
implemented aerosol microphysical processes (Section 2.2) are
described in detail. The numerical solution for the temporal
evolution of the aerosol size distribution in terms of particle
number concentrations and component mass concentrations is
presented in Section 2.3.
2.1. Representation of the high Arctic aerosol
size distribution
According to Covert et al. (1996), the airborne particles collected
over the Arctic pack ice area was classified in four different size
modes: nucleation (Particle diameter (Dp) 3–25 nm), Aitken (Dp
25–80 nm), accumulation (Dp 80–1000 nm) and coarse (Dp >
1000 nm). In MONO32, four moving monodisperse size classes
of the size distribution are represented: nucleation, Aitken, accu-
mulation and coarse mode (the number of modes in MONO32
is optional and can be prescribed by the user). Particles are
placed at the geometric-mean number diameter (GMDn) of the
lognormal modes. It is noted that this procedure potentially un-
derestimates the size of the largest pre-existing particles in each
mode. Field studies have shown that the marine aerosol is typ-
ically an internal mixed aerosol (Bates et al., 1998; Raes et al.,
2000). In both MONO32 and MAFOR, the aerosol is assumed to
be internally mixed, and all particles in a class (mode or section)
are characterized by the same size and the same composition.
The composition of particles in any class can change with time
due to multi-component condensation and/or due to coagulation
of particles. The following particulate composition classes are
available in both models: non-sea–salt sulfate (nss-SO2−4 ), am-
monium (NH+4 ), nitrate (NO−3 ), methane sulphonate (MSAp),
(secondary) organics, sea salt and (primary emitted) biological
material (X). Simulations are initiated with the measured average
particulate mass concentrations (in ng m−3) of non-sea–salt sul-
phate, MSAp, ammonium, nitrate, organic acids, sea salt and the
unknown compound X in the Aitken, accumulation and coarse
modes. The number of initial nucleation mode particles is set to
zero. In MAFOR, the initial mass concentrations of the lognor-
mal modes are distributed over the size sections, according to
(Jacobson, 2005):
mq,k = ML,qdp,k
dp,k
√
2π ln σL
exp
[
− ln
2(dp,k/GMDm)
2 ln2 σL
]
, (1)
where ML,q and σ L are the mass concentration of the constituents
and the band width of the lognormal mode, respectively, dp,k
is the diameter of size section k and dp,k the corresponding
diameter width. The initial number concentration in each mode
is then matched by varying the geometric-mean mass diameter
GMDm in eq. (1).
Index q (q = 1, . . . , NC) is used throughout the paper to denote
the chemical constituents, NC being the number of constituents
in the aerosol. Index k (k = 1, . . . , NB) is used to denote the
current size section of the particle and NB is the number of size
sections.
2.2. Processes included in the model
2.2.1. Multiphase chemistry. The basic gas phase chemistry of
MAFOR includes tropospheric photochemistry with optional
halogen chemistry (Sander and Crutzen, 1996) and is based on
the Module Efficient Calculating the Chemistry of the Atmo-
sphere (MECCA) by Sander et al. (2005). Diurnal variations of
photolysis rates are based on Landgraf and Crutzen (1998) using
updated data on quantum yield and absorption cross-sections
from the Jet Propulsion Laboratory (JPL) Evaluation No. 14
(Sander et al., 2003). DMS gas phase chemistry is taken from
the EL CID scheme (EL CID, 2003; Karl et al., 2007) using a
revised value for the rate constant of the thermal decomposition
of CH3SO2 (10 s−1, Mellouki et al., 1988). The currently applied
DMS chemistry scheme comprises 30 compounds and 65 reac-
tions in the gas phase, and 13 compounds and 39 reactions in the
aqueous phase. The liquid phase DMS chemistry mainly treats
the oxidation of S(IV) to S(VI)) and involves 5 gas/liquid phase
equilibrium constants (Henry’s Law constants). Since the liquid
phase chemistry of DMSO and DMSO2 remains highly specula-
tive it was not included in the current version. In this study only
oxidation of hydrocarbons and DMS with the hydroxyl radical
(OH), ozone (O3) and the nitrate radical (NO3) was considered.
In a system with equilibrium partitioning of gas phase con-
stituents to the aqueous phase of aerosols and clouds, the changes
of gas phase and aqueous phase concentrations of compound i
with time are described by:
dCg,q
dt
= Qg,q − km,qL
(
Cg,q − Caq,q
Hq
)
(2a)
dCaq,q
dt
= Qaq,q + km,qL
(
Cg,q − Caq,q
Hq
)
, (2b)
where Cg,q and Caq,q are the gas phase and aqueous phase con-
centrations of compound q, respectively. Both concentrations are
given in terms of gas phase units (i.e. cm−3). Qg,q and Qaq,q are
the respective gas phase and aqueous phase net production terms
(cm−3 s−1), L is the liquid water content, Hq is the dimensionless
Henry coefficient. The transfer of molecules from the gas phase
to the aqueous phase and vice versa is treated by the resistance
model of Schwartz (1986). The mass transfer coefficient, km,q,
is a first-order loss rate constant (in s−1) that describes the mass
transport of compound q from the gas phase to the aqueous phase
and depends on the particle’s radius (Schwartz, 1986):
km,q =
(
r2k
3Dq
+ 4rk
3cm,qαq
)−1
, (3)
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where Dq is the gas phase diffusion coefficient (in m2 s−1), cm,q
is the molecular speed (in m s−1) and αq is the mass accommoda-
tion coefficient of compound q and rk is radius of particle in sec-
tion k. The mass transfer coefficients of partitioning compounds
are calculated for Aitken, accumulation and coarse mode. Nu-
cleation mode particles are assumed to be without water. The
dimensionless Henry’s Law coefficient is defined as:
Hq = Caq,q
Cg,q
. (4)
The partitioning coefficient, as dimensionless value, is inde-
pendent of the liquid water content. It is assumed that the liquid
aerosol behaves as an ideal solution and that no formation of
solids from the liquid mixture occurs. Aqueous phase partition-
ing parameters and aqueous phase reactions are adopted from
the MECCA chemistry module (Sander et al., 2005). Aqueous
phase concentrations are initially set to zero to avoid mass trans-
fer from the liquid aerosol to the gas phase in the beginning of
the simulation.
Dry deposition rates and emission rates of relevant gas-phase
compounds can be provided in the input files by the user. For
strong inorganic, organic acids and water-soluble organic sul-
phur compounds from DMS oxidation a dry deposition velocity
of 1 cm s−1 is applied in this study.
2.2.2. Condensation. The molecular flux of the condensing
compound depends on the difference between the vapour con-
centration far away from the particle and its vapour concentra-
tion at the particle surface, and on the condensation sink due
to pre-existing particles. The rate of condensation/evaporation I
of compound q to a particle in section k is equal to (Fuchs and
Sutugin, 1970):
Iq,k =
(
48π 2vk
)× Dqβq,kνg,q [Cg,q − S ′q,kCg,eq,q] , (5)
where βq,k is the transitional correction factor, νg,q is the molecu-
lar volume of the condensing vapour (in cm3), Cg,q, is the vapour
concentration in the gas phase, Cg,eq,q, its concentration over a
flat solution of the same composition as the particle, and S ′q,k is
the equilibrium saturation ratio of the condensing vapour. Con-
densation of sulphuric acid and MSA onto particles is considered
in all scenarios of this study, while condensation of an organic
vapour to the particles is optionally allowed. The effect of hy-
dration of H2SO4 and MSA on the condensation rate of these
vapours is taken into account as described in Karl et al. (2007).
Since the organic vapour (OV) has not yet been identified, we
assume that it has the properties of succinic acid, which is one of
the three dicarboxylic acids observed in Aitken, accumulation
and coarse mode aerosol during the AOE-96 expedition with
concentrations ranging from 0.2 to 15 ng m−3. Water-soluble
saturated dicarboxylic acids are commonly present in atmo-
spheric aerosols of the marine BL (Kawamura and Usukura,
1993; Kawamura et al., 1996; Mochida et al., 2003). They are
thought to originate from the photochemical oxidation of bio-
genic and anthropogenic hydrocarbons (Jacobson et al., 2000)
but the exact formation mechanism is still speculative. It appears
that a large fraction of oxalic acid is formed in-cloud through
the aqueous phase oxidation of glycolaldehyde originating from
the gas-phase oxidation of isoprene (Ervens et al., 2008; Tilgner
et al., 2008). The saturation vapour pressure of succinic acid is
3.9 × 10−5 Pa at 296 K (Bilde et al., 2003) and, using the tem-
perature dependence given by Bilde et al. (2003), is calculated to
be 1.3 × 10−7 Pa at 270 K, allowing for efficient condensation at
cold temperatures. The saturation concentration of the condens-
able vapour, Cg,eq (in cm−3), is derived from saturation vapour
pressure p0a (in Pa) using the relation Cg,eq = p0a/(106kBT ),
where kB is the Boltzmann constant (kB = 1.3807 × 10−23 kg
m2 s−2 K−1). Temperature-dependent expressions for the satura-
tion vapour pressure given by Kreidenweis and Seinfeld (1988a)
for MSA, by Kulmala and Laaksonen (1990) for H2SO4 and by
Bilde et al. (2003) for succinic acid were adopted in this work.
The Kelvin (curvature) effect describes the saturation vapour
pressure increases over a curved surface relative to a flat surface
and is expressed as:
S ′q,k = exp
(
2σqMWq
RT ρL,qrk
)
. (6)
In this study, the Kelvin effect is considered for the condensa-
tion/evaporation of sulphuric acid, MSA and organics. Inclusion
of the Kelvin effect in particular reduces the condensation flux of
vapours to small particles of sizes below 10 nm diameter. In eq.
(6), MWq is the molecular weight of the condensing vapour. R is
the universal gas constant (R = 8.3144 kg m2 s−2 K−1 mol−1), σ q
is the surface tension (in kg s−2) and ρL,q is the density of the liq-
uid (in kg m−3). To calculate the Kelvin effect of the condensing
organic vapour, surface tension and density of succinic acid are
used. We use the temperature-dependent expression for the sur-
face tension of (pure) succinic acid derived by Hyva¨rinen et al.
(2006) based on the method of Macleod-Sugden. The molecular
weight of succinic acid is 0.118 kg mol−1 and a density value of
1566 kg m−3 is used. For MSA, a surface tension of 0.053 kg s−2
(Kreidenweis and Seinfeld, 1988a) and a density of the pure liq-
uid of 1507 kg m−3 (Wyslouzil et al., 1991a) is used. For H2SO4,
the expressions for surface tension and density from Vehkama¨ki
et al. (2002) using unity mass fraction of H2SO4 are applied.
Based on the above, the concentrations of a condensable
compound q in the gas phase with respect to condensa-
tion/evaporation and gas phase chemistry is predicted using the
following equation:
dCg,q
dt
= Qq − 2πDq
NB∑
k=1
Nkdp,kβq,k ×
[
Cg,q − S ′q,kCg,eq,q
]
.
(7)
The first term, Qq, is the net gas phase chemical production
rate, that is, the sum of production and loss processes in the gas
phase. The second term on the right hand side of Eq. (7), rep-
resents the condensation/evaporation flux of compound q to the
pre-existing particle population as defined with Eq. (5). If Cg,eq,q
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is zero, the second term of Eq. (7) describes the condensation
sink of the vapour q. The condensation sink CS to the aerosol
population is defined by,
CSq = 2πDq
NB∑
k=1
βq,kdp,kNk. (8)
The condensation sink CS is a measure of the rate by which
the vapour condenses onto the whole particle population. The
transitional correction factor βq,k (Fuchs and Sutugin, 1970) is
βq,k = Kn + 1
1 +
(
4
3αq
+ 0.377
)
Kn + 4
3αq
Kn2
, (9)
where αq is the accommodation (or sticking) coefficient. Ac-
commodation coefficient for sulphuric acid is 0.5 inferred from
field studies (Jefferson et al., 1998; Bardouki et al., 2003), and
for MSA is 0.13 (De Bruyn et al., 1994). The accommodation
coefficient of the organic vapour on particle surfaces is assumed
to be equal to unity. The Knudsen number is Kn = λv/rk, where
λv is the mean free path of vapour molecules. A non-iterative
solution for the change of the gas phase concentration with time
is obtained by making use of the mass balance equation of final
aerosol and gas phase concentrations (Jacobson, 2005)
Ctot,q = Cg,q +
NB∑
k=1
mq (10)
Cg,q,t =
Cg,q,t−t + t
NB∑
k=1
(
2πdp,kNk,t−tDqβq,kS ′qCg,eq,q
)
1 + t
NB∑
k=1
(
2πdp,kNk,t−tDqβq,k
) .
(11)
The condensation rate of condensable vapours in each size
bin is calculated each time step. The calculation procedure
for mass transfer of vapour molecules to particles follows the
mass-conserving Analytical Predictor of Condensation scheme
(Jacobson, 2005). Absorption of water by the particles is ne-
glected. Instead the water content of particles in each size bin is
estimated using the polynomial expression by Tang and Munkel-
witz (1994) for ammonium sulphate aerosols.
2.2.3. Coagulation. Particle coagulation is a process in which
small particles (assumed to be spherical) collide with each
other and coalesce completely to form larger spherical particles.
A semi-implicit solution is applied to coagulation (Jacobson,
2005). The semi-implicit solution yields an immediate volume-
conserving solution for coagulation with any time step. Though
particle number is not exactly conserved, the error in number
concentration reduces when the number of size bins to describe
the size distribution is increased.
Brownian coagulation coefficients Kk,j between particles in
size bin k and j are calculated according to Fuchs (1964). If
colliding particles result in a particle that has exactly the same
size as particles in section k, the particle is attributed to section k
and the number concentration of section k increases. In all other
cases, particles are redistributed among the nearest sections ac-
cording to the resulting particle’s volume. If particles in section
k coagulate with any particles of the other size classes or with
each other, the number concentration in section k decreases.
2.2.4. Dry deposition and precipitation scavenging. Size-
dependent dry deposition rates are modelled according to Schack
et al. (1986) and take into account Brownian diffusion, inter-
ception and gravitational settling. Precipitation scavenging is
assumed to occur by accretion, that is, incorporation of parti-
cles into precipitation-size drops as a result of droplet collision
and coalescence. According to Pruppacher and Klett (1978), the
scavenging rate for in-cloud removal of particles by accretion
can be parameterized as
λwet = fc · 3.49 × 10−4 · R0.79, (12)
where PR is precipitation rate (in m s−1) and fc is the volume
fraction occupied by clouds. The typical marine BL volume
cloud fraction is 5–10%, and fc = 0.1 was used. Only in-cloud
scavenging is considered. Nucleation mode particles are not
scavenged. Precipitation rate can be provided in the input files
by the model user and may vary with time.
2.2.5. Nucleation. Based on a review of extensive set of field
measurements, Kulmala et al. (2004a) concluded that sulphuric
acid is a very likely candidate for atmospheric nucleation. How-
ever, the nature of the exact nucleation mechanism(s) remains
unknown. In MAFOR, several options for nucleation mecha-
nisms can be chosen. It is generally accepted that the most
likely nucleating compounds under tropospheric conditions are
H2SO4, H2O and NH3. Organic vapours may also be directly
involved in nucleation through the formation of stable organic
acid-sulphuric acid complexes (e.g. Zhang et al., 2004). This
possibility is however not considered. In the current implemen-
tation growth of newly formed particles to larger sizes can op-
tionally be enhanced by condensation of an arbitrary organic
vapour (see Section 2.2.2).
Six nucleation mechanisms are included in this study:
(i) Binary homogeneous nucleation of sulphuric acid-water.
Based on the classical, thermodynamically correct, nucleation
theory, Vehkama¨ki et al. (2002) developed a parameterization
that holds at temperatures between 230 K and 305 K and relative
humidity between 0.01% and 100%. Resulting nucleation rates
from this parameterization are within an order of magnitude
compared with theoretical values. The parameterization takes
into account the effect of hydrate formation (Jaecker-Voirol et al.,
1987; Noppel et al., 2002).
(ii) Ternary homogeneous nucleation of sulphuric
acid–ammonia–water. Merikanto et al. (2007) revised the
classical theory on ternary nucleation of H2SO4–NH3–H2O by
including the effect of stable ammonium bisulphate formation.
Predicted nucleation rates from the revised ternary theory
are lowered by many orders of magnitude compared to the
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older ternary model (Napari et al., 2002a), and are in closer
agreement to the available experiments. The parameterization
of the ternary nucleation by Merikanto et al. (2007) is valid for
temperatures above 235 K and for relative humidity between
5% and 95%. Using sulphuric acid concentrations of 5 ×
104–109 cm−3 and ammonia mixing ratios of 0.1–1000 pptv, no
significant nucleation occurs at temperatures above 295 K.
(iii) Ion-mediated nucleation of sulphuric acid–water. Am-
bient ions are generated continuously, and ubiquitously, by
ionization of air through GCR. The ionization rate is about
2 ion pairs cm−3 s−1 at ground level and increases up to
20–30 cm−3 s−1 in the upper troposphere (Reiter, 1992). The
11-year cycle of solar activity has a weak effect on the GCR
below 8 km altitude (Bazilevskaya et al., 2008). We adopt a
constant ionization rate of QGCR = 2.2 ion pairs cm−3 s−1 which
was found over the oceanic surface at high latitudes (Hensen
and van der Hage, 1994). The most significant loss process for
charged clusters in the real atmosphere is ion–ion recombina-
tion. In this work, a rate coefficient of kir = 1.0 × 10−6 cm3
s−1 (Loeb, 1960) is used for the recombination process, which
is lower than the typically used value of 1.6 × 10−6 cm3 s−1
(Laakso et al., 2004). A value of 2.0 × 10−6 cm3 s−1 can be
considered an upper limit for this rate. Another loss process is
the dissociation (evaporation) of cluster ions. This process is
neglected in the current approach. The rate coefficient for the
association of a neutral molecule to the ion or charged cluster,
kif , is set to 6.0 × 10−10 cm3 s−1, laboratory experiments indicate
an upper limit of 2 × 10−9 cm3 s−1. We assume that the same
rate coefficient applies for all reaction steps. Under quasi steady
state conditions for the charged cluster, the nucleation rate from
ion-mediated process can be approximated (Yu and Turco, 2001)
Jnucl = QGCR
(
1
1 + √QGCR
√
kir/kif Cg,H2SO4
)nc+1
, (13)
where nc is the number of sulphuric acid molecules in the critical
cluster. The wet diameter of a sulphuric acid molecule is roughly
0.65 nm (Yu and Turco, 2001). With the observed size of stable
(neutral and charged) clusters of around 1.5 nm (Kulmala et al.,
2007), we assume that three sulphuric acid molecules are present
in a critical cluster (nc = 3). Calculations by Yu (2006) with an
improved ion-mediation nucleation model confirm that under
certain average conditions (T = 298 K, RH = 75%, 107 cm−3
H2SO4) the nucleation barrier for negative ions is 3–4 sulphuric
acid molecules in the cluster. It is around seven molecules for
positive ions. Nucleation rates calculated from the presented
parameterization are therefore at the higher end of the possible
nucleation through the ion-mediated process by GCR.
(iv) Activation of sulphuric acid clusters. Field observations
of new particle formation show that during nucleation events, the
rate of new particle formation is a function of the sulphuric acid
concentration to the power of one or two. To bring the nucleation
theorem in agreement with these observations, the critical clus-
ter is predicted to contain one or two sulphuric acid molecules.
This is in contrast to thermodynamic binary nucleation theory
which predicts more than 10 sulphuric acid molecules per clus-
ter. Consequently, Kulmala et al. (2006) proposed an activation
mechanism based on the concept of activation probability which
is commonly used in the heterogeneous nucleation theory. A
simple parameterization of the nucleation rate during cluster
activation is (Kulmala et al., 2006)
Jnucl = A
(
Cg,H2SO4
)
. (14)
Thus the nucleation rate of 1 nm particles has a linear dependence
on sulphuric acid concentration. In Eq. (14), A is a coefficient
that contains details about the nucleation process. In this study, A
is taken from field measurements during the BACCI/QUEST IV
campaign in Hyytia¨la¨ (Riipinen et al., 2007). The median value,
A = 2.4 × 10−7 s−1, is used here. The activation mechanism
assumes that neutral or ionic clusters containing one sulphuric
acid molecule are activated for further growth. In addition to het-
erogeneous nucleation, the activation may involve the activation
of mutually soluble clusters according to nano-Koehler theory
(Kulmala et al., 2004b), heterogeneous chemical reactions, or
polymerization.
(v) Kinetic nucleation of sulphuric acid. Kulmala et al.
(2006) found that observed nucleation events could be explained
by assuming kinetic nucleation of sulphuric acid. Kinetic (bar-
rier less) nucleation involves two molecules of sulphuric acid
in a critical cluster. A simple parameterization of the nucleation
rate during cluster activation is (Kulmala et al., 2006)
Jnucl = Ks
(
Cg,H2SO4
)2
. (15)
For kinetic nucleation, the nucleation rate of 1 nm particles has
a power-law dependence on sulphuric acid concentration. The
value for Ks in Eq. (15) is taken from field measurements during
the BACCI/QUEST IV campaign in Hyytia¨la¨ (Riipinen et al.,
2007). The median value, Ks = 3.2 × 10−14 cm3 s−1, is used
here.
(vi) Combined nucleation scheme. A combination of nucle-
ation through ion-mediated nucleation and cluster activation
to provide an upper estimate to the nucleation rate can be
obtained under tropospheric conditions involving H2SO4 and
H2O molecules. The nucleation rate of the combined nucleation
scheme is obtained by adding Jnucl calculated by Eq. (13) and
Eq. (14).
The nucleation rate calculated using the combined nucleation
mechanism (option vi) is referred to as the total/overall nucle-
ation rate throughout the remainder of this paper.
2.3. Numerical solution of the aerosol dynamics
The sectional approach approximates the aerosol size distribu-
tion by a finite number of size sections whose locations on the
diameter coordinate can either vary (using a moving sectional
grid) or can be fixed (using a fixed sectional grid) to describe
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Fig. 1. Initial (solid black line) and final (solid red line) number size
distribution from MONO32 and final number size distribution
computed by MAFOR (blue lines) using either 16 (dash-dotted), 60
(solid), or 120 (dashed) size bins and by AEROFOR (green line) using
60 size bins. The resulting lines for 60 and 120 size bins almost
coincide. Resulting size distributions were obtained from simulations
with the marine transport scenario described in Section 3.3. For
MONO32, a continuous number size distribution curve was obtained
from computed final number concentrations and GMD (wet diameter)
of the three monodisperse modes. These, together with initial band
width (σ L) and the diameter ranges of the three modes (20–190,
190–1000 and 1000–10000 nm) were then used to calculate
dN/dlogDp for each mode (assuming a lognormal distribution). Note
the lower cut-off of the graph at 20 nm and that the nucleation mode
was excluded.
the growth of particles. Several different sectional methods have
been developed to numerically solve the temporal changes of
the aerosol size distribution. The fixed sectional method (Gel-
bard and Seinfeld, 1980; Tsang and Rao, 1988), which is used
in MAFOR, is the most convenient method to treat nucleation,
emission, coagulation and particle transport because the parti-
cle volume in one size section is always constant. Alternative
methods are the full-moving structure (Gelbard, 1990), the hy-
brid structure (Jacobson and Turco, 1995) and the moving centre
structure (Jacobson, 1997). Numerical methods that have been
used to solve condensation/evaporation in 3-dimensional mod-
els include Bott’s method (Dhaniyala and Wexler, 1996) and the
partitioned flux integrated semi-Lagrangian method (Nguyen
and Dabdub, 2002). All of the methods have some advantages
and some disadvantages. It is referred to Jacobson (2005) for a
more detailed discussion of the first four structures listed above.
A drawback of the fixed sectional method is that the treatment
of condensation/evaporation is subject to numerical diffusion. In
MAFOR, numerical diffusion is reduced by using a high number
of size sections (blue lines in Fig. 1).
The various aerosol dynamical processes are treated by mod-
elling the number concentration and the mass concentration of a
chemical constituent for each size section. Due to the logarith-
mic spacing of the aerosol size distribution, collision of particles
from section i with particles from section j generates an interme-
diate particle which has a volume between those of two sections
k and k + 1, and needs to be partitioned between the two bins.
To this end, an intermediate volume V i,j for the collision of
particles and a volume fraction f of the intermediate volume is
determined. The intermediate volume, V i,j, for the collision of
particles from size bin i (volume vi) with particles from size bin
j (volume vj) is
Vi,j = vi + vj . (16)
A volume fraction f i,j,k of the intermediate volume that is
partitioned to each model bin k is defined as (Jacobson, 2005)
fi,j,k =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
vk
Vi,j
vk ≤ Vi,j < vk+1 k < NB
1 − fi,j,k−1 vk−1 < Vi,j < vk k > 1
1 Vi,j ≥ vk k = NB
0 all other cases.
(17)
Condensation/evaporation of vapours results in the redistri-
bution of particles between adjacent size sections. Number con-
centration in size bin k increases when particles from size bin
k−1 grow by condensation or particles from size bin k+1 shrink
due to evaporation and it decreases when particles of size bin k
change volume by condensation or evaporation.
The change of the particle number concentration in the first
section, N 1, with time occurs by nucleation, coagulation (self-
coagulation and coagulation with particles from other size bins),
condensation/evaporation and deposition
dN1
dt
= Jnucl − N1
NB∑
j=1
(
1 − f1,j ,1
)
K1,jNj
−
⎛
⎜⎜⎜⎜⎜⎝
NC∑
q=1
Iq,1
v2 − v1
⎞
⎟⎟⎟⎟⎟⎠N1 − λdryN1 − λwetN1,
(18)
where Jnucl is the nucleation rate (in particles m−3), I is the rate
of condensation/evaporation (in m3 s−1) as defined in Eq. (5),
K1,j refers to the coagulation coefficient of a particle of the first
section and a particle in size bin j. For the collisions of particles
from the first size section with particles from other sections, the
volume fraction f 1,j,1(j > 1) is zero because the intermediate
volume is always larger than the volume of a particle of the first
size section. Loss of particles by dry deposition is described by
the first-order loss rate constant λdry (in s−1) and loss of particles
by precipitation scavenging is described by the first-order loss
rate constant λwet (in s−1). The third term on the right hand
side (RHS) has a negative sign because condensation (flux I is
positive) always causes particle number loss from the first size
section.
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The change of the particle number concentration, Nk, with
time for all further size bins is given by
dNk
dt
= 1
vk
k∑
j=1
(
k−1∑
i=1
fi,j,kviKi,jNiNj
)
− Nk
NB∑
j=1
(
fk,j,k
)
Kk,jNj
−
⎛
⎜⎜⎜⎜⎜⎝
NC∑
q=1
Iq,k
vk+1 − vk
⎞
⎟⎟⎟⎟⎟⎠Nk +
⎛
⎜⎜⎜⎜⎜⎝
NC∑
q=1
Iq,k−1
vk − vk−1
⎞
⎟⎟⎟⎟⎟⎠Nk−1
− λdryNk − λwetNk (k > 1). (19)
The corresponding change of the particle mass concentration
of a chemical constituent q in size section k with time is given
by
dmq,k
dt
= Iq,kNkρp,kcm −
⎛
⎜⎜⎜⎜⎜⎝
NC∑
q=1
Iq,k
vk+1 − vk
⎞
⎟⎟⎟⎟⎟⎠mq,k
+
⎛
⎜⎜⎜⎜⎜⎝
NC∑
q=1
Iq,k−1
vk − vk−1
⎞
⎟⎟⎟⎟⎟⎠mq,k−1
+
k∑
j=1
(
k−1∑
i=1
fi,j,kKi,jmq,iNj
)
− mq,k
NB∑
j=1
(
1 − fk,j,k
)
Kk,jNj
− (λdry + λwet)mq,k (k > 1), (20)
where ρp,k is the density of particles in section k (kg m−3) and
cm is a conversion factor to convert kg into ng. The first term on
RHS of Eq. (20) describes the effect of condensation (or evapo-
ration) of component q on the total aerosol mass since conden-
sation (or evaporation) of a component results in the growth (or
shrinkage) of the mass concentration distribution. The second
and third term on RHS take into account that the mass of the
individual component increases (or decreases) and consequently
the mass concentration distribution moves on the diameter
coordinate.
3. The methods of evaluation of MAFOR using
observations in the Arctic
In order to evaluate the performance of MAFOR, the model
was compared with both calculations from MONO32 and with
observations utilizing a marine transport scenario (objective 2).
Using different nucleation schemes MAFOR was further evalu-
ated with nucleation mode (<10 nm diameter) particle number
concentrations samples collected at different locations over the
Arctic pack ice area north of 80◦N. The observations at 4 (#1;
2; 3; 5) out of 20 stations were used in the scenario. Figure 2
shows the geographical location of the stations during the cruise
track of the Arctic Ocean Expedition, 1996 (AOE-96). The sun
was continuously above horizon at all stations.
3.1. Brief description of measurement techniques
An overview of the sample collections made and instrumentation
used on board the Swedish icebreaker Oden during the expedi-
tion to the central Arctic Ocean in summer of 1996 (AOE-96) is
given by Leck et al. (2001). Here, we briefly describe the particle
measurements that were used in the present model study. Parti-
cle number size distributions were obtained from a differential
mobility particle sizing system (DMPS) similar as that described
by Heintzenberg et al. (2006). Particle number concentrations in
the range 2.7–5 nm were determined by a pulse height analyser
(PHA) attached to a modified TSI-3010 condensation nucleus
counter (CNC). Size-resolved chemical composition of the par-
ticles was inferred from aerosol mass collected with duplicate
high-volume (80 cm3 min−1) low-pressure 5-stage Berner cas-
cade impactors (BCIs). Substrate material collected with the
BCIs was analysed for water-soluble anions and cations using
ion chromatography (Leck et al., 2002). Measured concentration
data for particulate phase MSA and sulphuric acid (MSAp, nss-
SO2−4 ), ammonium (NH+4 ), sea salt and organics (sum of oxalic
acid, succinic acid and glutaric acid) for the observation stations
of AOE-96 was adapted from the study of Lohmann and Leck
(2005).
3.2. Meteorological conditions encountered during
station #1; 2; 3; 5 and 20
Station #1, July 20–21 (JD 202–203), was located near Bear Is-
land [73.5◦N; 25.5◦E] in the open water. At station #2 [81.2◦N;
68.5◦E], July 25 (JD 207), the icebreaker Oden was situated
within partly ice covered waters (20–70% ice coverage) of the
marginal ice zone (MIZ). During station #3 [83.5◦N; 66.0◦E],
July 27 (JD 209), the icebreaker was already inside the pack ice
region with 80–95% ice coverage, which also was the case for
Station #5 [86.2◦N; 74.4◦E], July 31 to August 1 (JD 213–214)
and Station #19 (Ice Camp) [87◦N; 143◦E], August 21–23 (JD
233–235). Below follows a brief description of the meteorologi-
cal conditions encountered during each of the stations. For more
details we refer to Nilsson and Barr (2001). Station #1: the period
was characterized by a persistent 100 m deep stratiform cloud
layer. The data used were collected during a 4-hour post-weak
frontal period of a brief cloud break up. The temperature aver-
aged 8 ◦C. There was a well-defined mixing layer below 550 m.
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Fig. 2. Map of the icebreaker Oden (thick
black line) cruise track during the Arctic
Ocean Expedition, 1996 (AOE-96). Stations
are indicated with red circles. The grey line
illustrates the location of the ice edge zone
(adapted from Leck et al., 2001).
Station #2: a classic frontal passage passed the location of the
icebreaker around 02:00 UTC on July 25. Selected data was col-
lected during the pre-frontal cloud break up when the inversion
top reached 300 m. Prior to the frontal passage a surface fog
was prevalent until 23:00 UTC on July 24 due to high RH (92%)
and temperatures around 0 ◦C. The cloud base then began to lift,
followed by a complete disappearance of clouds at 23:50 UTC.
Around 04:00 UTC on July 25, clouds lowered and thickened
and rain showers occurred. Station #3 and #5: a weak station-
ary high pressure ridge dominated the weather during these two
stations located within the pack ice. For the entire period, subsid-
ing motion of dried air was observed, causing mainly clear skies
with light winds (<4 m s−1). Shipboard temperatures varied be-
tween −2 and 3 ◦C. Under these conditions the surface mixed
layer was less than 100 m in depth and was capped with a strong
temperature inversion giving a highly stable layer of the order
of 90 (#3) to 200 m (#5) deep, which would have prohibited
communication between the free troposphere and the surface.
The anticyclonic circulation that dominated during stations #3
and #5 prevailed again during station #19 resulting in air masses
with clear skies and mainly low wind speeds (<5 m s−1) and
temperatures between −5 and −8 ◦C. In opposite to stations #3
and #5, which were sunny and free of local fog and clouds, sta-
tion #19 period had intermittent shallow fogs that persisted for
a few hours between sunny intervals.
3.3. The marine transport scenario
We defined a marine transport scenario, which follows a La-
grangian approach by simulating an air parcel (containing DMS
and particles) that is advected from the DMS source at the
MIZ or just south of it (Leck and Persson, 1996a, 1996b)
over the pack ice. Although measurements onboard Oden have
not always been performed in the same air volume, and thus
are not truly Lagrangian, it is according to Nilsson and Leck
(2002) possible to use them in a pseudo-Lagrangian approach,
if the respective source region of the sampled air volume is
known. The time elapsed since the air was last in contact with
the open ocean (using current ice maps; National Ice Center,
United States) was calculated for each five-day back trajec-
tory reaching the ship’s position and pressure level at 6 hourly
intervals.
The trajectories were calculated with a 3-D model (McGrath,
1989) at the European Centre of Medium-range Weather Fore-
casts, UK. The geographical location of the individual stations
#2–5 in the pack ice thus marks the end point for an air parcel
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Fig. 3. Meteorological variables from measurements during AOE-96
for 80 h after last contact with open sea, starting at station #1.
Temperature, relative humidity and wind speed were measured onboard
the icebreaker, boundary layer height was estimated from rawinsondes
profile data. Grey shaded boxes indicate periods when the icebreaker
Oden was situated at station #2, 3 and 5. Meteorological data between
the station periods was obtained from linear interpolation.
that left the ice edge between 0 and 5 days ago. Figure 3 shows
the time series of meteorological variables representative of clear
sky conditions during 80 h since last contact with open sea. Data
was interpolated linearly between gaps in the observed time se-
ries and used as input values in the model simulation of the
marine transport scenario.
4. Results and discussion
In Section 4.1, the modelled time series of the concentrations of
relevant trace gases as well as gaseous and particulate sulphuric
constituents obtained from the MAFOR simulation of the marine
transport scenario are compared to the modelled concentrations
from MONO32, AEROFOR and to observations. The sensitiv-
ity of gaseous and particulate sulphuric constituents towards
changes of influential parameters is studied. The sensitivity of
the Arctic aerosol size distribution in the marine transport sce-
nario towards main aerosol dynamic processes was investigated
in further tests using both MAFOR and AEROFOR. From these
tests, it can be concluded that nucleation mode particles are
rapidly scavenged by coagulation and by dry deposition during
their transport over the pack ice. In Section 4.2 it is investigated
how the uncertainties of the initial concentrations of DMS and
ozone propagate into modelled concentrations of sulphuric acid
and particle number concentrations and possibilities to predict
nucleation probability are discussed. Finally, in Section 4.3, the
role of a condensing organic vapour is tested and conditions for
the enhancement of number concentrations of observable (>3
nm diameter) fresh particles are briefly explored.
Table 2. Modal parameters of the initial aerosol size distribution used
in the model comparison
Mode N (particles cm−3) GMD (nm) σ L
Nucleation 0 4 1.3
Aitken 411 62 1.45
Accumulation 191 242 1.45
Coarse 18.3 600 1.9
4.1. Model evaluation with MONO32, AEROFOR
and observations
Simulations of the marine transport scenario (80 h) were car-
ried out with MONO32, AEROFOR and MAFOR for clear sky
conditions. All models included the same aerosol processes and
DMS chemistry (EL CID scheme). Partitioning of gaseous con-
stituents to the water phase of aerosol particles was not allowed.
Entrainment from the free troposphere was not taken into ac-
count. The following emission sources were included: a DMS
source of 3 × 109 cm−2 s−1 in the first 3 h, emissions of SO2
(4 × 108 cm−2 s−1) as well as hydrogen peroxide, H2O2, (4 ×
109 cm−2 s−1) in the period from 30 to 60 h since contact with
open sea, and constant emissions of nitrogen dioxide, NO2, of
5 × 107 cm−2 s−1 during the whole simulation. Emissions of
SO2 and H2O2 were included to bring the model simulations
in closer agreement with the observations of these compounds.
Gas phase/aerosol phase concentrations were initialized with ob-
served median values from station #1 for the compounds these
were available. A constant NH3 concentration of 2 × 1010 cm−3
(ca. 800 pptv) was used in the simulation. Table 2 summarizes
the modal parameters of the initial aerosol size distribution used
in the model comparison.
Results from the comparison are shown in Fig. 4. Observed
concentration of DMS decreased steadily during the advection
of the air parcel from the open ocean to station #5. Observed
SO2 concentration first increased and then began to decline.
As mentioned, SO2 emissions were allowed in the model run
during the period at station #3 in order to match the measure-
ments of SO2 at stations #3 and #5. Modelled OH concentrations
showed diurnal variations ranging between 2 × 105 and 1.7 ×
106 cm−3 depending on the solar zenith angle. Simulated decay
of DMS is faster when using MONO32 and AEROFOR due
to the slightly higher oxidation capacity in these simulations. A
possible reason for this is the different parameterization of (clear
sky) photolysis rates in the models. In MONO32 and AERO-
FOR, photolysis rates are calculated according to Finlayson-Pitts
and Pitts (1986) with updated data for quantum yield and ab-
sorption cross-sections from Atkinson et al. (2004); whereas in
MAFOR photolysis rates are calculated according to the param-
eterization by Landgraf and Crutzen (1998). OH levels in the
MAFOR simulation were lower (by up to 25%) compared to
MONO32 and AEROFOR.
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Fig. 4. Marine transport scenario comparison of models and observations. Concentration time series of: (a) DMS, (b) SO2, (c) H2O2 and (d) O3.
The most significant deviation between the three models is
the SO2 concentration during station #2. SO2 concentrations
simulated with MAFOR and with AEROFOR were about 20%
and 35% higher, respectively, than those from the MONO32
simulation and were roughly a factor of two higher than the
observed average SO2 concentrations at station #2.
Observed concentration of H2O2 ranged between 250 and
500 pptv at station #3 and #5. Observed ozone concentration
was rather constant during the transport over the pack ice. A
dry deposition velocity of 0.01 s−1 was derived from the slight
decrease of O3 with time since contact with open sea and used
in the model calculations. This value is in the range of reported
ozone deposition velocities (0.006–0.016 s−1) over the snow and
ice surface of the central Arctic Ocean (Gong et al., 1997). In
general, observed concentrations of long-lived gas phase com-
pounds are relatively well reproduced by the applied models
and this is the basis for the further comparison of sulphuric
constituents in gas and particle phase.
Concentrations of gaseous H2SO4 and MSA follow closely
the diurnal cycle of OH during the marine transport scenario.
H2SO4 concentrations obtained from MAFOR and AEROFOR
on the first simulation day were lower than those from MONO32
(Fig. 5a), suggesting that differences in aerosol dynamics, in par-
ticular the different representation of aerosols (monodisperse
versus sectional), have an effect on modelled H2SO4 concentra-
tions. MSA concentrations obtained from MAFOR were slightly
higher than those from MONO32 and AEROFOR (Fig. 5c).
The modelled concentrations of H2SO4 and MSA ranged up to
1.0 × 106 cm−3 and 1.8 × 106 cm−3 at station #2, respectively.
Modelled MSA concentrations are comparable to observed lev-
els in the coastal Antarctic BL (Davis et al., 1998; Jefferson
et al., 1998) and somewhat higher than observed levels (1–9 ×
105 cm−3) at the South Pole (Mauldin et al., 2001). Modelled
H2SO4 concentrations are in the lower range of observed levels
in the coastal Antarctic BL (Davis et al., 1998; Jefferson et al.,
1998) but agree well with measured concentrations at the South
Pole (Mauldin et al., 2001).
Figures 5b and d show the mass concentrations of nss-SO2−4
and MSAp in the Aitken mode aerosol during the simulation.
Measured particle phase concentrations at station #1, #2, #3 and
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Fig. 5. Concentration time series of gas-phase and particulate phase sulphuric constituents in the marine transport scenario: (a) gaseous H2SO4, (b)
particulate nss-SO2−4 in Aitken mode, (c) gaseous MSA and (d) particulate MSAp in Aitken mode. Simulation with MONO32 (dashed black), with
AEROFOR (dash-dotted black, only gas-phase constituents), with MAFOR using the reference (ref) configuration (dashed black), with MAFOR
(aq) allowing for partitioning to the aqueous phase (red lines), and with MAFOR (kde; dotted blue lines) using the rate constant of CH3SO2 thermal
decomposition given by Kerminen and Leck (2001). Observed nss-SO2−4 and MSAp concentrations in the Aitken mode aerosol obtained during
AOE-96 are indicated as green squares. Note that for MAFOR (kde) gaseous MSA concentrations were scaled by a factor of 0.1. For details on the
uncertainty tests see text.
#5 are added for comparison. Simulated particulate concentra-
tions of the two sulphuric constituents with MONO32 (dashed
black lines) and MAFOR (solid black lines) are comparable and
match the observations.
To demonstrate, how uncertainties of the most sensitive pa-
rameters influence the modelled results of gaseous sulphuric
constituents as well as of nss-SO2−4 and MSAp, two tests were
carried out with the MAFOR model. In a first test, partitioning
of gas phase constituents to the aqueous phase of the aerosol
was allowed, simulation MAFOR (aq), and in a second test,
the value of the rate constant of the thermal decomposition of
methylsulphonyl radical (CH3SO2) provided by Kerminen and
Leck (2001) was used, simulation MAFOR (kde).
Allowing for partitioning to the aqueous phase reduced the gas
phase concentrations of H2SO4 and MSA by up to 50% (dotted
red lines in Figs 5a and c) compared to the reference simula-
tion (termed MAFOR (ref) in Fig. 5). As mentioned in Section
2, the possible conversion of aqueous phase constituents into
solid constituents is not yet implemented in MAFOR. In order
to make a conclusion about the change of particulate concentra-
tions due to the conversion of SO2 into sulphate in the aqueous
phase, two extreme cases were considered. To obtain the mini-
mum particulate concentration, we assumed that no conversion
of dissolved SO2 into sulphate took place [dashed red lines in
Figs 5b and d, MAFOR (aq-)] and to obtain the maximum par-
ticulate concentration, we assumed that 100% of dissolved SO2
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was converted into sulphate [dotted red lines in Figs 5b and d,
MAFOR (aq+)]. The result from the partial conversion should
lie between the two curves. However, the simulations suggest
that reactive uptake of SO2 to Aitken mode aerosol is negligible
in the marine transport scenario, in line with the previous study
by Karl et al. (2007). Due to the partitioning of acid gas phase
constituents Aitken mode aerosol pH decreased to values of 3–4
in simulation MAFOR (aq) (not shown). Under these conditions,
H2O2 is the main oxidant in the liquid phase of Aitken mode
aerosol, but the oxidative conversion of SO2 by H2O2 is not
efficient enough to affect the growth of particles significantly
(Pirjola et al., 1999b).
The methylsulphonyl radical, CH3SO2, is an important inter-
mediate in DMS oxidation schemes. The rate constant of the
thermal decomposition of CH3SO2 is a very sensitive parame-
ter. Its value is highly uncertain: reported values range from 2 ×
10−3 to 500 s−1 (at 280 K). The rate constant affects directly the
yield of SO2 from the oxidation of DMS and indirectly the yield
of gaseous and particulate H2SO4 and MSA. In our earlier study,
we demonstrated that the production of MSA is strongly con-
trolled by the thermal decomposition of CH3SO2 rate constant
(Karl et al., 2007). Using the rate constant parameterization
given by Kerminen and Leck (2001), 6 × 1012exp(−9062/T)
(corresponding to 0.05 s−1 at 280 K), instead of the currently
applied value of 10 s−1 (Mellouki et al., 1988), gas phase con-
centrations of H2SO4 and MSA increase by a factor of about
2.5 and 12, respectively (MAFOR (kde) simulation, dotted blue
lines in Figs 5a and c), compared to the reference simulation.
As can be seen in Fig. 5d, resulting concentrations of MSAp in
the Aitken mode by far exceed observed concentrations, clearly
indicating that the absolute value proposed by Kerminen and
Leck (2001) is not adequate. However, their derived activation
energy of 18 kcal mol−1 might still be valid.
Figure 1 shows the resulting final particle number size dis-
tributions of the marine transport scenario after 80 h from the
simulation with MONO32 (red line), AEROFOR (green line)
and MAFOR (solid blue line). Despite largely different repre-
sentations of the aerosol in the three models, good agreement of
the modelled final number size distributions is found. Resulting
final total number concentrations of >3 nm diameter size par-
ticles deviated less than 15% among the three models. Aitken
mode and accumulation mode diameters of the final distribution
obtained from MAFOR and AEROFOR deviated by 20% and
12%, respectively.
In a further set of tests, the marine transport scenario described
in Section 3.3 was used to study the sensitivity of the particle
number size distribution with respect to aerosol processes. As
described earlier, the model approach was to follow an air parcel
that is advected from the DMS source region in the open waters
at the MIZ and south thereof into the arctic pack ice. The photo-
chemical oxidation of DMS provides precursor compounds for
condensation and nucleation. Nucleation of sulphuric acid parti-
cles was treated according to the kinetic nucleation mechanism.
Table 3. Modal parameters of the initial aerosol size distribution used
to test the sensitivity towards aerosol processes with MAFOR and
AEROFOR
N GMDm (nm)
Mode (particles cm−3) (dry) σ L
Nucleation 100 4 1.45
Aitken 403 79 1.37
Accumulation 191 403 1.53
Coarse 1.8 1500 1.61
Table 3 summarizes the modal parameters of the initial aerosol
size distribution used in the test.
All model runs of the aerosol process sensitivity test were
done using the two sectional models, MAFOR and AEROFOR.
Certain aerosol dynamics processes have been switched off dur-
ing some of the runs. Figure 6 shows initial number size distri-
bution (grey line), distributions during the simulation after each
8 h obtained using MAFOR (i.e. 9 curves, shown as dashed grey
lines) and the final size distribution after 80 h from the MAFOR
model (black line) and from AEROFOR (red dashed line).
Considering the main aerosol processes (nucleation, coagu-
lation, condensation, dry deposition), the final size distribution
(Fig. 6a) showed a decrease of Aitken mode particle numbers.
Nucleation produced particles with diameter <3 nm during the
simulation. Nucleation mode particles were rapidly lost by co-
agulation scavenging to the Aitken, accumulation and coarse
modes (coagulation sink was 2–3 × 10−3 s−1) and by dry depo-
sition.
If coagulation is switched off, the Aitken mode changed only
slightly throughout the simulation (Fig. 6b). In this simulation,
particle loss only occurred by dry deposition. Removal of nu-
cleation mode and Aitken mode particles by dry deposition was
faster in the simulation using MAFOR than in the simulation
using AEROFOR. Available sulphuric acid vapour was mostly
consumed by condensation to pre-existing particles (sulphuric
acid condensation sink was 4–5 × 10−3 s−1 in the MAFOR
simulation) and to a certain extent was involved in nucleation
of fresh particles. In contrast to the simulation using MAFOR,
nucleation mode particles (>3 nm) were present after 80 h in
the simulation using AEROFOR. Reasons for this discrepancy
are differences in the removal of nucleation mode particles by
dry deposition and differences in the condensational growth due
to different gas phase H2SO4 production rates.
On the other hand, if condensation is switched off, nucleation
is much stronger, because essentially all sulphuric acid vapour is
available for nucleation (Fig. 6c). Total number concentrations
of <3 nm particles was rather high at the end of this simulation
(about 5500 particles cm−3). However, freshly nucleated parti-
cles did not grow further and remained at sizes <3 nm during
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Fig. 6. Test of aerosol processes with MAFOR during the simulation of the marine transport scenario: (a) nucleation/condensation/coagulation/dry
deposition, (b) no coagulation, (c) no condensation, (d) all processes including wet deposition with a constant precipitation rate. Grey line: initial
number distribution, black line: final distribution using MAFOR, red dashed line: final distribution using AEROFOR, dashed grey lines: snap shots
of the distributions after each 8 h using MAFOR. Note that the smallest diameter of the AEROFOR size distributions is 1.5 nm.
the simulation. Existing nucleation mode particles >3 nm were
rapidly scavenged by coagulation and dry deposition.
If in addition to the main aerosol processes also wet scav-
enging of particles is taken into account (using a constant pre-
cipitation rate of 0.1 mm h−1), both Aitken and accumulation
mode particle numbers are largely reduced during the simulation
(Fig. 6d). Calculated nucleation rate using the kinetic nucleation
scheme followed the diurnal cycle of H2SO4 concentrations and
increased from 3 × 10−4 cm−3 s−1 to 5 × 10−3 cm−3 s−1 between
40 and 80 h of the simulation. Due to the simultaneous decrease
of the condensation sink (from 9 × 10−4 s−1 to 5 × 10−4 s−1), a
higher number of nucleated particles with diameter <3 nm were
present after 80 h than in the simulation without wet scavenging
(Fig. 6a).
Aerosol size distributions computed by the two sectional mod-
els MAFOR and AEROFOR are found to be in overall agreement
for the different aerosol process sensitivity cases. The response
of the modelled size distributions towards selected aerosol pro-
cesses is similar for both models. Differences of total number
concentrations of >3 nm diameter sized particles after the 80 h
simulation were less than 25% in all cases. Both MAFOR and
AEROFOR predict that nucleation mode particles have been
scavenged after 10 h of the simulation when all main aerosol
processes are considered.
4.2. Prediction of nucleation probability
In the reference simulation (MAFOR(ref)) the kinetic nucle-
ation scheme was applied. In a further set of simulations with
MAFOR different nucleation schemes were tested using the ma-
rine transport scenario as described in Section 4.1. Both classical
binary and ternary nucleation failed to predict nucleation in the
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Fig. 7. Modelled nucleation rate, Jnucl, from MAFOR simulations
using different nucleation schemes in the marine transport scenario.
Modelled nucleation rates using cluster activation (activation, solid
line) and combined nucleation (comb, dashed grey line) almost
coincide.
marine transport scenario. Classical binary and ternary nucle-
ation rates were calculated to be zero (Jnucl = 0 cm3 s−1) due
to reduced availability of sulphuric acid and abundance of pre-
existing particles. The onset temperature for ternary nucleation
was calculated to be 242 K for the given relative humidity and
H2SO4 and NH3 concentrations, about 30–35◦ below the tem-
peratures in the scenario. Highest nucleation rates resulted from
the cluster activation scheme, ranging up to 0.21 cm−3 s−1, as ex-
pected due to the linear dependence of the computed nucleation
rate on sulphuric acid concentrations (solid line in Fig. 7). Ion-
mediated nucleation produced only few new particles (less than
20 particles cm−3) and nucleation rates were below 10−2 cm−3
s−1. Kinetic nucleation of sulphuric acid was slightly more effi-
cient than ion-mediated nucleation.
In the combined nucleation scheme (dashed grey line in Fig. 7
and Fig. 8), nucleation rates are calculated as the sum of clus-
ter activation and ion-mediation nucleation rates. In the marine
transport scenario, the difference between nucleation rates from
cluster activation and combined nucleation is negligible. The
contribution of ion-mediated nucleation to the overall number
concentration of new particles is less than 2% (Fig. 8; dash-
dotted line).
Total number concentration of nucleation mode particles was
in the order of 100–400 particles cm−3 when using the activa-
tion or combined nucleation schemes, and was below 50 par-
ticles cm−3 when using the kinetic or ion-mediated nucleation
schemes (Fig. 8). Independent of the chosen nucleation mecha-
nism, newly formed nucleation mode particles remained at sizes
below 3 nm diameter due to the limited availability of sulphuric
acid.
The choice of the initial concentrations of DMS and O3 is
expected to strongly affect predicted sulphuric acid concentra-
Fig. 8. Modelled total nucleation mode number concentrations (Ntot)
from MAFOR simulations using different nucleation schemes in the
marine transport scenario. Grey diamonds indicate number
concentration of particles with sizes <10 nm observed by DMPS.
Fig. 9. Modelled daily maximum number concentrations of nucleated
particles (Nnew(max)) from steady state simulations using different
DMS and O3 concentrations.
tions and consequently also number concentrations of nucleated
particles. Figures 4a and d show a considerable spread of mea-
sured concentrations of DMS and O3 at station #1. A set of 7×7
runs with a simulation duration of 52 h was performed with the
MAFOR model using initial DMS concentrations in the range
of 250–670 pptv (steps of 70 pptv) and initial O3 concentrations
in the range of 20–50 ppbv (steps of 5 ppbv). Meteorological
parameters were held constant (T = 270 K, RH = 94%, BL
height: 300 m), no emissions were included, and concentra-
tions of DMS and O3 were kept at their respective initial values.
The combined nucleation scheme was applied. Test simulations
showed that short-lived compounds and number concentrations
of new particles had reached a steady state after 24 h. Figure 9
shows relationships between DMS concentration and the daily
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maximum number concentration of nucleated particles
(Nnew(max)) which are almost linear for a given O3 concen-
tration. Linear relationships were also found between DMS and
the maximum daily sulphuric acid concentration (not shown).
Nucleation rates calculated using the combined nucleation
scheme are approximately proportional to sulphuric acid con-
centration [Eq. (14)] due to the negligible contribution from
ion-mediated nucleation. Sulphuric acid is mainly formed in the
reaction between OH radicals and SO2 produced in the reaction
chain of the OH-initiated oxidation of DMS, via
(R1) SO2 + OH → HSO3
(R2) HSO3 + O2 → SO3
(R3) SO3 + H2O → H2SO4.
There is also a direct formation route of SO3 in the reaction
chain of DMS
(R4) CH3SO3 + M → SO3 + CH3.
However, sensitivity analysis using the EL CID DMS scheme
has shown earlier that H2SO4 concentrations are not sensitive
toward reaction (R4) under arctic conditions. In the remote air of
the Arctic, the most important source of OH radicals is the UV
photolysis (λ < 320 nm) of ozone and the subsequent reaction
of excited O(1D) atoms with water vapour
(R5) O3 + hν → O2 + O(1D)
(R6) O(1D) + H2O → 2OH.
Increased levels of O3 lead to increased production of OH
radicals which in turn enhances the rate of DMS oxidation and
consequently also the conversion of SO2 into sulphate. In re-
action sequence (R5) and (R6) two OH radicals are generated
per molecule ozone that undergoes UV photolysis and thus the
dependence of sulphuric acid concentrations on ozone levels can
be expected to be quadratic. Indeed a quadratic dependence of
the maximum daily sulphuric acid concentration on O3 concen-
trations was found in this test for a given DMS concentration
(not shown). Note, that increased O3 levels do not affect the SO2
oxidation rate through reaction (R1) because SO2 is already a
result of the DMS oxidation chain mechanism.
For the given range of DMS and O3 concentrations, maxi-
mum daily concentrations of sulphuric acid concentration and
nucleated particle numbers (N new) vary from 2.0 × 105 to 8.5 ×
105 cm−3 and from 100 to 460 cm−3, respectively. The estimated
spread of initial O3 and DMS concentrations in the marine trans-
port scenario simulation (Section 4.1) is about ±5 ppbv and
±50 pptv, respectively. Thus the uncertainty of modelled H2SO4
gas phase concentration and number concentration of nucleated
particles is estimated to be 20% and 21%, respectively.
Temperature is another key parameter that modifies calcu-
lated numbers of nucleated particles. In Table 4 modelled N new
Table 4. Modelled maximum daily
concentration of nucleated particle
numbers (particles cm−3) for varying
O3 concentration at three different
temperatures (260, 265 and 270 K)
and 670 pptv DMS obtained in steady
state calculations with MAFOR.
O3 conc.
(ppbv) 260 K 265 K 270 K
20 141 161 181
25 156 184 212
30 181 212 248
35 208 245 291
40 239 284 342
45 274 337 395
50 313 376 458
is shown for three temperatures (260, 265, 270 K) at 670 pptv
DMS and with O3 varying from 20 to 50 ppbv. Temperature
affects the production of H2SO4 in the oxidation of DMS in
a non-linear way. At low temperatures, the reaction between
OH and DMS predominantly proceeds via the addition chan-
nel, while with increasing temperature the abstraction channel
becomes increasingly competitive. At about 280 K the addi-
tion and abstraction pathways become equally important (Karl
et al., 2007); this fundamentally changes the chemical regime
for the production of H2SO4. Thus the near linear relationship
between DMS and N new strictly applies only for temperatures
below 0 ◦C.
The found relationships between DMS, O3, temperature and
Nnew(max) could be further expanded to derive a simple proxy
for nucleation probability valid for the remote polar and arctic
BL. To this end it is necessary to consider the condensation sink
[defined in Eq. (8)] since condensation and nucleation compete
for available sulphuric acid. In steady state, ignoring liquid phase
uptake and dry deposition, the concentration of H2SO4 available
for nucleation is roughly
Cg,H2SO4 ≈
Qg,H2SO4
CSH2SO4
. (21)
With the help of multivariate analysis it might be possible to
derive an expression for the prediction of nucleation probability
depending on DMS, O3, temperature and condensation sink.
Unfortunately, at current no measured time series of gaseous
sulphuric acid exists in the Arctic to evaluate such a relationship.
4.3. The role of a condensable organic vapour
In an additional simulation with the MAFOR model, the role of
a semi-volatile organic vapour (OV) in the growth of nucleation
mode particles was studied. The formation mechanism of the
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condensable OV is highly uncertain; it might be directly emitted
from the water surface or formed in the atmospheric oxidation
of a volatile precursor. Therefore the gas phase OV concentra-
tion was prescribed to the model calculation and was kept con-
stant during the simulations. The nucleation mode was initialized
with 250 particles cm−3 at a modal diameter of 6 nm to repre-
sent remaining particles from a preceding nucleation event. All
other modes were initialized in the same way as summarized in
Table 3. The combined nucleation option was used. Wet scaveng-
ing depleted numbers of Aitken and accumulation mode particles
in the first 7 h of the simulation.
The presence of OV in the simulation of Arctic aerosol en-
hances the growth of nucleation mode particles compared to a
simulation with no condensing OV (Fig. 10). Condensation of
the OV to the existing Aitken and accumulation mode particles
occurs at the same time and leads to a shift of Aitken and accu-
mulation mode particles to larger diameters, eventually to sizes
where these become CCN. For the prescribed OV concentration
of 30 × 107 cm−3 (ca. 11 pptv), the condensation sink dropped
from 6.5 × 10−3 s−1 at the start of the simulation to 3.6 ×
10−3 s−1 after 7 h and afterwards increased continuously up to
4.5 × 10−3 s−1 at the end of the simulation. Due to the growth
of the Aitken mode particles, the coagulation sink increased
slightly (from 1.8 × 10−3 s−1 to 2.1 × 10−3 s−1) and coagulation
of the nucleated particles to the Aitken mode particles increased
during the simulation.
Growth of nucleation mode particles by condensation of OV
assisted in the formation of a new number peak (mode) in the di-
ameter range between 8 nm and 20 nm. The new mode vanished
after about 30 h due to the scavenging of particles to the pre-
existing Aitken and accumulation mode particles (Figs. 10b–d).
Some particles from the new mode could grow further by con-
densation of OV and reached sizes of the pre-existing Aitken
mode (at OV concentrations >20 × 107 cm−3). However, we
note that the freshly nucleated stable clusters of 1–2 nm diam-
eter sizes did not grow to detectable sizes >3 nm during the
simulations. For 1–2 nm clusters the Kelvin effect imposes a
huge barrier and thus clusters can initially probably only grow
Fig. 10. Growth of nucleation mode particles by condensation of organic vapour (OV) with MAFOR during the simulation of the marine transport
scenario: (a) no OV, (b) with OV concentration of 20 × 107 cm−3, (c) with OV concentration of 30 × 107 cm−3, (d) with OV concentration of 40 ×
107 cm−3.
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by condensation of a non-volatile or extremely low volatile com-
pound.
The case study shows that a condensing organic vapour is re-
quired for the growth of nucleation mode particles to CCN sizes.
Nucleation mode particles are rapidly lost by dry deposition and
by coagulation scavenging to the pre-existing larger particles.
It is questionable whether concentration levels of the condens-
able organic vapour of 7–15 pptv that have been prescribed in
these simulations are realistic over the MIZ of the central Arctic
Ocean.
Hydrocarbons of anthropogenic origin were reported to de-
crease in concentration with increasing latitude over the Atlantic
and Arctic oceans (Hopkins et al., 2002). Phytoplankton in the
oceans are known to produce a large variety of volatile organic
compounds, among others isoprene (Shaw et al., 2003). Plankton
emissions of isoprene have been suggested to play a dominant
role in the formation of secondary organic aerosol (SOA) over
tropical oceanic regions (Meskhidze and Nenes, 2006; Gantt
et al., 2009). Global emissions of isoprene from the oceans are
estimated from in situ observations (e.g. Bonsang et al., 1992)
and satellite observations (Palmer and Shaw, 2005) to range
from 0.1 to 1.2 Tg C yr−1. Based on the estimated emission
range and a mass-based yield of 2% SOA from isoprene oxi-
dation (Henze and Seinfeld, 2006), oceanic isoprene appears to
be an insignificant source of particulate organic matter in the
remote marine atmosphere (Arnold et al., 2009). Hopkins et al.
(2002) found no evidence for increased biogenic hydrocarbon
emissions in the marginal ice zone. Rather low summertime me-
dian isoprene concentrations of 2 pptv have been reported by
Hopkins et al. (2002) for the marine BL of the Norwegian Sea
(80◦N). Isoprene concentrations measured onboard the Swedish
icebreaker Oden during the Arctic Summer Cloud Ocean Study
(ASCOS) expedition in August–September 2008 (Paatero et al.,
2009) were between 7 and 13 pptv in the MIZ of the central
Arctic Ocean (J. Paatero, unpublished data). The presence of
elevated concentrations of condensable vapours from biogenic
origin however cannot be excluded a priori. Phytoplankton emis-
sions of monoterpenes (Yassaa et al., 2008) might occur in open
water south of the MIZ, for example, in the Greenland Sea or
the Barent Sea, and the subsequently formed semi-volatile oxi-
dation products like pinonaldehyde could be transported into the
MIZ.
5. Summary and conclusions
New particle formation or nucleation is the least understood of
the processes determining the dynamics of the aerosol size dis-
tribution (Kulmala, 2003). Several nucleation mechanisms and
their potential to predict particle formation under Arctic sum-
mer conditions are tested in this study. Simulated gas phase
concentration of sulphuric acid is low as expected for clean ma-
rine air and never exceeded 1.0 × 106 cm−3. Classical theory
of homogeneous binary H2SO4–H2O (Vehkama¨ki et al., 2002)
and ternary H2SO4–H2O–NH3 (Merikanto et al., 2007) nucle-
ation clearly fail to predict new particle formation in the Arctic
(Jnucl = 0 cm−3 s−1). Three of the investigated nucleation mech-
anisms are able to predict new particle formation in the Arctic
BL: ion-mediated, kinetic sulphuric acid and cluster activation.
The most efficient nucleation scheme involving sulphuric acid as
nucleating agent assumes a linear dependence of the nucleation
rate of 1 nm particles on sulphuric acid concentration (cluster
activation; Kulmala et al., 2006). The nucleation rate computed
for activation is about 1–2 orders of magnitude higher than for
the kinetic or ion-mediated schemes.
One of the unexpected outcomes of the AOE-96 expedition
was, that particles between the collection limit (15 nm diameter)
and below 50 nm diameter collected during enhanced nucleation
periods did not contain any sulphuric acid component according
to electron microscopy analysis (Leck and Bigg, 1999; subse-
quently confirmed in Leck and Bigg, 2005a, 2005b). Instead
the particles were found to be solid, often crystalline and unaf-
fected by heating with the electron beam. Absence of sulphuric
acid in particles between 15 nm and 50 nm diameter would be
inconsistent with classical binary nucleation and other nucle-
ation mechanisms that involve sulphuric acid, unless substantial
amounts of another condensable vapour, likely organic, would
condensate on the stabilized clusters or participates in the nu-
cleation process. In this case the initial sulphuric acid cluster
or mixed sulphuric acid/organic cluster would be surrounded
by one or several layers of (organic) molecules masking the
presence of sulphuric acid in the electron microscope analysis.
In the last years, an enormously wide range of organic com-
pounds has been found in polar and remote marine aerosols
(Masclet and Hoyau, 1995). Dicarboxylic acids were present in
the collected aerosols during AOE-96 in significant amounts. We
have chosen one of the detected dicarboxylic acids, succinic acid,
in our model study as condensing vapour to assist in the growth
of nucleation mode particles. The growth of nucleation mode
particles due to condensation of this OV competes with their
loss through dry deposition and coagulation to the pre-existing
particle population. Model simulations indicate that growth of
ultrafine particles to CCN sizes under Arctic conditions can
only occur in the presence of sufficiently high concentrations of
a condensing organic vapour (>7 pptv) in the gas phase.
Freshly nucleated stable clusters of 1–2 nm diameter sizes do
not grow to detectable sizes >3 nm during the simulations since
the Kelvin effect prevents condensation of the organic vapour to
the small particles. The presence of a sufficiently low volatility
vapour or non-volatile vapour is probably required for the initial
growth of stable clusters. In addition, heterogeneous reactions
may play a critical role in helping the fresh clusters to overcome
the huge Kelvin barrier (Zhang and Wexler, 2002). Choosing
an organic compound with different molecular properties, for
instance lower saturation vapour pressure, than succinic acid to
represent the OV will therefore affect both the concentration
required for growth of nucleation mode particles into CCN sizes
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and the initial growth of nucleated clusters. It was however not
in the scope of this study to explore the potential molecular
properties of the condensable OV.
Aerosol size distribution and total particle number concentra-
tions calculated by the new sectional aerosol dynamics model
MAFOR compared reasonably well with the sectional model
AEROFOR. For example, resulting final total number concen-
trations of >3 nm diameter sized particles deviated less than
25% in the different test simulations.
Modelled concentrations of sulphur-containing compounds
in the gas and particulate phase obtained from the new model
were in agreement with the widely applied monodisperse aerosol
model MONO32. DMS decay during advection of an air parcel
from the DMS source region at the marginal ice edge over the
pack ice was captured by all three models and predicted concen-
trations of H2SO4 and MSA in the gas phase ranged up to 1.0 ×
106 cm−3 and 1.8 × 106 cm−3, respectively. Predicted concen-
tration of H2SO4 and MSA were shown to be highly sensitive
to the exact value of the CH3SO2 thermal decomposition rate
constant.
Uncertainties of modelled H2SO4 gas phase concentration is
propagated into modelled numbers of newly formed particles.
Variation of initial O3 and DMS concentrations in the marine
transport scenario simulation by ±5 ppbv and ±50 pptv results
in an uncertainty of 20% and 21%, respectively, for the mod-
elled number concentrations of newly formed particles. There
is urgent need for measurements of H2SO4 and MSA gas phase
concentrations in the summer Arctic BL to better constrain their
availability for nucleation and condensation processes in the
aerosol models.
The newly developed sectional aerosol model MAFOR
performs well under summer Arctic conditions which are char-
acterized by low abundance of pre-existing particles and sud-
den changes of the aerosol size distribution. For more gen-
eral application of the model in marine aerosol modelling,
the implementation of a primary marine source (e.g. a com-
bined organic–inorganic sea spray function) and an improved
treatment of the thermodynamic condensation of water and
the liquid–solid phase transformation of sulphur compounds in
aerosol droplets are envisaged.
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