Bioinformatics challenges and potentialities in studying extreme environments by Angione, Claudio et al.
Bioinformatics challenges and potentialities in
studying extreme environments
Claudio Angione1,∗, Pietro Lio´2,∗, Sandra Pucciarelli3,∗, Basarbatu Can4,
Maxwell Conway2, Marina Lotti5, Habib Bukhari6, Alessio Mancini3, Ugur
Sezerman4, and Andrea Telatin7
1 School of Computing, Teesside University, UK
2 Computer Laboratory, University of Cambridge, UK
3 School of Biosciences and Veterinary Medicine, University of Camerino, Italy
4 Epigenetiks Genetik Biyoinformatik Yazilim A.S., Turkey
5 Department of Biotechnology and Biosciences, State University of Milano Bicocca,
Italy
6 COMSATS Institute of Information Technology, Islamabad, Pakistan
7 BMR Genomics, Italy
*These authors contributed equally to this work
Abstract. Biological systems show impressive adaptations at extreme
environments. In extreme environments, directional selection pressure
mechanisms acting upon mutational events often produce functional and
structural innovations. Examples are the antifreeze proteins in Antarctic
fish and their lack of hemoglobin, and the thermostable properties of
TAQ polymerase from thermophilic organisms. During the past decade,
more than 4000 organisms have been part of genome-sequencing projects.
This has enabled the retrieval of information about evolutionary relation-
ships among all living organisms, and has increased the understanding of
complex phenomena, such as evolution, adaptation, and ecology. Bioin-
formatics tools have allowed us to perform genome annotation, cross-
comparison, and to understand the metabolic potential of living organ-
isms. In the last few years, research in bioinformatics has started to
migrate from the analysis of genomic sequences and structural biology
problems to the analysis of genotype-phenotype mapping. We believe
that the analysis of multi-omic information, particularly metabolic and
transcriptomic data of organisms living in extreme environments, could
provide important and general insights into the how natural selection in
an ecosystem shapes the molecular constituents. Here we present a review
of methods with the aim to bridge the gap between theoretical models,
bioinformatics analysis and experimental settings. The amount of data
suggests that bioinformatics could be used to investigate whether the
adaptation is generated by interesting molecular inventions. We therefore
review and discuss the methodology and tools to approach this challenge.
Keywords: multi-omic, multi-layer networks, adaptation, metabolism,
extreme environments.
Introduction
Population genetics and multi-omics systems biology have independently
witnessed increasing research attention in recent years [1, 2]. For in-
stance, mathematical models for investigating genotype-phenotype re-
lations have been developed for specific organisms, mainly bacteria [3,
4]. However, predictions of cellular behavior cannot disregard bioinfor-
matics methodologies that estimate the capability of adaptation of the
cell to varying environmental conditions [5]. Methods for studying the
molecular response to adaptation are still lacking, and would require a
multi-scale and multi-omic combination of tools commonly employed in
bioinformatics, but currently used referring only to single scales or to a
single omic.
This paper reviews molecular and bioinformatics methods for study-
ing molecular adaptation. The review is divided into distinct meth-
ods/software blocks describing existing software tools and techniques
(Fig. 1), further reviewed in the following sections. Note that we fo-
cus mainly on the analysis of organisms from extreme environments as
they possess distinct properties that allow deciphering the basis of en-
vironmental adaptation. In fact, the evolution of genome and phenome
depends on the robustness of an organism and on its ability to adapt
to varying conditions [6]. For this reason, as we discuss in the following,
innovations are often found in organisms living in extreme environments.
The sequence of functional blocks in the figure leads to the identification
of pathways, genes and proteins involved in adaptation. Each block con-
tains distinct methodologies which could be implemented in one or more
existing software tools, reviewed in the relevant sections. For the sake of
clarity, each block is numbered and described below in the paper.
Throughout the paper, we will stress the need for multi-omic tools. Anal-
ogously, since many tools rely on networks to represent relations between
biological entities, we will propose the use of multi-layer networks instead
of single-layer networks. The strengths of our design are the following:
(i) use and calibration of multi-omic and multi-layer information; (ii)
use of pathway information; (iii) machine learning, bioinformatics and
multi-objective optimization integrated in a powerful and novel inferen-
tial engine. The paper is structured according to the three main figures.
First, we follow Fig. 1 to describe how experimental techniques produce
data that need models, bioinformatics and machine learning for useful in-
terpretations. Then, we describe the main problem of the present study,
i.e. the relationship between molecular changes and selection (Fig. 2 and
Fig. 3). We list below the main definitions of multi-omic terms employed
in this paper:
– Multi-omics approach: Method that combines several omics data,
such as genomics, proteomics and transcriptomics.
– Multi-layer network: A set of networks with a 1:1 correspondence
between nodes, but different edges. This can be a useful methodology
to represent relations between biological networks, e.g. from genes
to proteins, and from pathways to metabolic fluxes. Networks are
often a natural way to model many types of biological knowledge at
different levels.
– Multi-scale model: Typically, a model that has been created by com-
bining techniques that are valid at different scales of organization.
For instance, combining a number of individual flux balance models
(traditionally fine-grained single cell models) to model an entire pop-
ulation (which would normally be done using coarse-grained agents).
The main tools described in this paper are:
– METRADE: pipeline for building and optimizing genome-scale multi-
omic models that accounts for metabolism, gene expression and
codon usage at both transcriptional and translational levels. Freely
available as a MATLAB toolbox [7].
– Colombos v3.0: database integrating publicly available transcrip-
tomics data for several prokaryotic model organisms [8].
– MMETSP: database providing over 650 assembled, functionally an-
notated, and publicly available transcriptomes. These transcriptomes
largely come from some of the more abundant and ecologically sig-
nificant microbial eukaryotes in the ocean [9].
– Panoga: software used to identify the affected pathways in organisms
living in extreme conditions [10]. It takes the list of significantly al-
tered genes and their significance values and maps them to a protein-
protein interaction network. Panoga is also a web-server for iden-
tification of SNP targeted pathways from genome-wide association
study data. The web-server is freely available at: http://panoga.sabanciuniv.edu/.
Sampling, Next Generation Sequencing (NGS)
and Ribotyping to detect microbial diversity and
adaptations
One of the most important parts in studying environmental adaptation
is the acquisition of data needed to perform multi-omic analysis. It is
essential to carefully plan the number and location for up-taking envi-
ronmental samples that will be collected, in order to avoid a number of
gaps for future analysis. Furthermore, it is worth developing a protocol
detecting even the least prevalent type of microorganisms from relative
abundant index from different sources. Sampling biases such as selec-
tion of least turbulent sites, depth, width as well as time of the year
and later on DNA extraction methods for direct isolation without cul-
turing depending must be taken into consideration during the analysis.
The analysis of metagenomes from samples collected in extreme environ-
ments, such as volcanoes, glaciers, or deep ocean waters (Fig. 1, panel
1) represents a valuable resource to study the molecular mechanisms un-
derlying environmental adaptation. An extreme environment can also be
found in the human body, e.g. gut microbiota during dietary extremes
and exercise, or during metabolic diseases, for which models are available
[11].
According to the extreme environment under consideration, different
molecular, physiological and phenotypic strategies can be unraveled by
applying multi-omic approaches. For example, in [12], a comprehensive
survey of the distribution of bacteria from 213 samples was generated
from 60 stations along the horizontal and vertical salinity gradients of
the Baltic Sea. This represented the first detailed taxonomic study of an
indigenous brackish water microbiome composed by a diverse combina-
tion of freshwater and marine clades that appears to have adapted to
the brackish conditions. Furthermore, by applying whole-genome shot-
gun sequencing to microbial populations collected en masse from the
Sargasso Sea near Bermuda, it was possible to discover 148 previously
unknown bacterial phylotypes and to identify over 1.2 million previously
unknown genes, suggesting substantial oceanic microbial diversity [13].
Microbial community profiling is also benefiting from advanced Bayesian
techniques that have proven efficient strategies when multiple species are
present in the mixture sampled [14].
Different populations within the same species may adapt differently to
specific environmental conditions. These ecotypes or ecospecies are usu-
ally genetically distinct geographic subspecies of organisms that typically
exhibit different phenotypes. However, microbial ecotypes cannot always
be recognized by obvious phenotypic differences. In the last years, several
genotypic methods usually based on the small subunit (SSU) ribosomal
RNA (rRNA) analysis, or the rRNA internal transcribed spacer (ITS)
regions (ribotyping) have greatly enhanced our capacity to quickly iden-
tify microbial species and sometimes populations from environmental
samples. Also, they can be used to compare the distribution of various
microorganisms isolated from animals, humans and food.
The analysis of SSU/ITS RNA sequences is also a powerful tool to char-
acterize symbiote/host association and to identify whether a species is
widespread in its distribution, or has dispersed through recent human-
mediated events. For example, SSU/ITS RNA sequences were used to
assess that a ciliate species of Stentor genus was introduced in the Lake
Garda by anthropogenic activities [15]. Recently, SSU RNA phylogenetic
analysis was used to characterize a bacterial consortium associated to
Euplotes focardii, a strictly psychrophilic marine bacteria isolated from
Terra Nova Bay, in Antarctica [16]. This study indicates that the con-
sortium is also represented by Antarctic bacteria that were probably
acquired by E. focardii after the colonization of the Antarctic marine
habitat and may have contributed to its adaptation to the extreme con-
ditions of this environment.
Extreme environments played a key role in shaping processes that are
currently used in molecular biology. At extreme temperatures, it is in
fact more difficult to keep a stable DNA replication process; this ex-
plains why innovations are often found in organisms living in extreme
conditions. For instance, Taq polymerase, which is frequently a key step
for the polymerase chain reaction, originates from Thermus aquaticus,
a thermophilic microorganism. The high discriminatory power and re-
producibility of polymerase chain reaction ribotyping (PCR RT) is also
used for studying outbreaks at a local level, like in healthcare centers.
Nosocomial infections are one of the leading causes of death among hos-
pitalized patients and remain a major problem in all hospitals across
the world. Many types of microorganisms cause infections in humans.
Therefore, understanding the microbial diversity is a fundamental goal
in healthcare. An increase in incidence of a PCR RT in hospitals could
provide useful data for monitoring changes in type prevalence rates and
control outbreaks [17]. In this survey, 14 Clostridium difficile have been
isolated from nosocomial patients. PCR RT was used to prove if these
microorganisms were identical. Result showed that among the isolations
there was a predominant C. difficile lineage spreading in the hospital,
with 5 out 14 identical ribotyping patterns. PCR RT has rapidly become
the most widely used, straightforward and affordable typing method to
detect diversities among the same microorganism species [18].
Omic datasets to measure cellular response to
varying environments
Due to reduced costs and improved technology, data collection has wit-
nessed a massive growth in speed and efficiency. For instance, multi-omic
datasets can be used in association with multi-omic models to further
extend, optimize and refine them [19], as well as to give insights into
mechanisms of adaptation to different environmental conditions (Fig. 1).
By combining network inference algorithms and experimental data de-
rived from 445 Escherichia coli microarrays, Faith et al. [20] identified
1079 regulatory interactions, 741 of which were new regulators of amino
acid biosynthesis, flagella biosynthesis, osmotic stress response, antibi-
otic resistance, and iron regulation. This approach contributed to the
understanding on how organisms can adapt to changing environments.
A more comprehensive dataset of gene expression levels measured in var-
ious environmental conditions, named Colombos v3.0, has been recently
published by Meysman and colleagues [8]. Colombos includes E. coli mi-
croarray profiles for over 4000 conditions, measured using microarrays
(Affymetrix E. coli Genome 2.0) with raw hybridization of intensities,
and RNA-seq (Illumina MiSeq) with short read sequences. The expres-
sion profiles, measured on different platforms, have been then homoge-
nized, and the conditions have been fully annotated.
RNA-seq and microarray techniques have revolutionized gene expression
studies and allowed large-scale parallel measurement of whole genome ex-
pression. Both approaches represent valuable tools for the identifications
of genes that are up- or down- regulated to respond to extreme condi-
tions. High-resolution RNA-Seq transcriptome analysis of Deinococcus
gobiensis following UV irradiation indicated the induction of genes in-
volved in photoreactivation and recombinational repair, together with
a subset of previously uncharacterized genes [21]. The investigation of
the unknown genes and pathways required for the extreme resistance
phenotype will highlight the exceptional ability of D. gobiensis to with-
stand environmental harsh conditions [21], providing the groundwork for
the understanding of the general mechanisms of adaptation to extreme
environments.
The Marine Microbial Eukaryotic Transcriptome Sequencing Project MMETSP1
provided over 650 assembled, functionally annotated, and publicly avail-
able transcriptomes. These transcriptomes largely come from some of
1 http://marinemicroeukaryotes.org/
the more abundant and ecologically significant microbial eukaryotes in
the ocean, and allowed the creation of a valuable benchmark against
which environmental data can be analyzed [9]. By exploiting MMETSP
datasets, researchers are allowed to study the evolutionary relationships
among marine microbial eukaryotic clades, such as ciliates [22], and
within the overall eukaryotic tree of life (Keeling et al., 2014). Further-
more, the interpretation of metatranscriptomic data generated from ma-
rine ecosystems allows us to explore the physiology and adaptation of
diverse microbial eukaryotes from marine ecosystems [9].
Microarray transcriptional profiling of Arctic Mesorhizobium strain N33
allowed the identification of the most prominent up- and down- regu-
lated genes under eight different temperature conditions, including both
sustained and transient cold treatments, compared with cells grown at
room temperature [23]. Up-regulated genes encode proteins involved in
metabolite transport, transcription regulation, protein turnover, oxidore-
ductase activity, cryoprotection (mannitol, polyamines), fatty acid metabolism,
and membrane fluidity [23]. Some genes were significantly down-regulated
and classified in secretion, energy production and conversion, amino acid
transport, cell motility, cell envelope and outer membrane biogenesis
functions. This transcriptional profiling suggests that one of the strategy
to survive under cold stress conditions is to adjust cellular function and
save energy by reducing or ceasing cell growth rate.
Multi-omic models can predict cellular activity
Several computational algorithms have been developed to analyze genes
and gene sets in a multi-omic fashion [24]. The main goals are detecting
dependencies among genes over different conditions and unraveling gene
expression programs controlled by the dynamic interactions of hundreds
of transcriptional regulators [20] (Fig. 1, panel 3).
The dataset by Faith et al. [20] was mapped to a multidimensional objec-
tive space through METRADE [7], a comprehensive tool for multi-omic
flux balance analysis (Fig. 1, panel 4). The Colombos dataset has been
exploited to predict growth rates and secretion of chemicals of interest
(acetate, formate, succinate and ethanol) by mapping each environmen-
tal condition onto a multi-omic E. coli model that includes underground
metabolism [25]. More specifically, using a multi-level linear program and
a multi-omic extension of flux-balance analysis (FBA), gene expression
was mapped onto a model of Escherichia coli. As a result, condition-
specific models of E. coli were generated, and their predicted growth
rate and production of byproduct were assessed.
A hybrid method combining multi-omic FBA and Bayesian inference
was recently proposed [26] with the aim of investigating the cellular ac-
tivities of a bacterium from the transcriptomic, fluxomic and pathway
standpoints under different environmental conditions. The authors inte-
grate an augmented FBA model of E. coli and a Bayesian factor model to
regard pathways as latent factors between environmental conditions and
reaction rates. Then, they determine the degree of metabolic pathway
responsiveness and detect pathway cross-correlations. They also infer
pathway activation profiles as a response to a set of environmental con-
ditions. Finally, they use time series of gene expression profiles combined
with their hybrid model in order to investigate how metabolic pathway
responsiveness vary over time.
In two research works, Taffi and colleagues proposed a computational
framework that integrates bioaccumulation information at the ecosystem
level with genome-scale metabolic models of PCB degrading bacteria [27,
28]. The authors applied their methods to the case study of the poly-
chlorinated biphenyls (PCBs) bioremediation in the Adriatic food web.
Remarkably, they were able to discover species acting as key players in
transferring pollutants in contaminated food web. In particular, the role
of the bacterial strain Pseudomonas putida KT2440, known to be able
to degrade organic compound, in the reduction of PBCs in the trophic
network, was assessed in different scenarios. Interestingly, one aspect of
their analysis involved a scenario computed by using a synthetic strain
of Pseudomonas performing additional aerobic degradation pathways.
Combining these computational tools allows designing effective remedi-
ation strategies for contaminated environments, which can present chal-
lenges of natural selection, and provides at the same time insights into
the ecological role of microbial communities within food webs.
Genome-scale modeling and community
detection of extreme environmental conditions
Omics technologies facilitate the study of organisms living at extreme
conditions from different perspectives. They provide insights at genomic
level, transcription level, protein level, and metabolites level. When com-
pared to omics data from the organisms living at normal conditions, these
may help understand mechanism of adaptation to extreme conditions.
However, each dataset represents one portion of the whole picture and
to understand the whole mechanism it is vital to integrate the data and
reveal the mechanisms supported by diverse range of omics data. One
way to integrate omics data is through identification of the pathways
affected by each data source, and through combining the significance of
affected pathways via Fisher’s z-score. Panoga [10] is one of the meth-
ods that is used to identify the affected pathways in organisms living
in extreme conditions. It takes the list of significantly altered genes and
their significance values and maps them to a protein-protein interaction
network. Then it searches for active subnetworks containing most of the
affected genes. Affected KEGG pathways from the set of genes in the ac-
tive subnetworks are determined and assigned significance values based
on hypergeometric distribution. Combination of significance values of all
the affected pathways for each type of omics data reveals affected path-
ways by all the data available.
In the past decade, genome-scale metabolic modeling has been success-
fully applied also for studying large-scale metabolic networks in microbes,
with the aim of guiding rational engineering of biological systems, with
applications in industrial and medical biotechnology, including antibiotic
resistance [29]. Even though antibiotics remain an essential tool for treat-
ing animal and human diseases in the 21st century, antibiotic resistance
among bacterial pathogens has garnered global interest in limiting their
use, and to provide actionable strategies to search and support devel-
opment of alternative antimicrobial substances [30]. It is interesting to
note that bacterial strains such as Arthrobacter and Gillisia sp. CAL575,
producing an array of molecules with potential antimicrobial activity
vs human pathogenic Burkolderia cepacia complex strains were isolated
from Antarctica [31]. These strains represent useful models to unravel
metabolic pathways responsible for the production of bioactive primary
and/or secondary metabolites [32].
Using methods for community detection in networks (Fig. 1, panels 5-6),
environmental conditions can be grouped according to their predicted
response, which is measured in the metabolic network using multi-omic
models. Interestingly, this response can be measured on different omic
levels. For instance they can be evaluated on the transcriptomic and
fluxomic levels, each of which can constitute a layer of a multi-layer net-
work. This approach would enable the study of the response individually
on each omic layer, but also globally, e.g. by using a network fusion ap-
proach, where layers can be weighted and the multi-layer network can
be fused to a single-layer network. Finally, although not covered here,
another important approach to study metabolic networks is stochastic
simulation based on an approach pioneered by Gillespie [33], and relying
on molecular counts to simulate the evolution of populations of chemical
species [34].
Protein homology modeling and directed
evolution
The proteome forms the primary link between the genome and the metabolome.
As such, understanding protein function is extremely important to taking
a truly multi-omic view where we understand the causal interactions be-
tween layers, rather than just finding correlations. Computational models
allow us to predict protein folding, and hence functionality, and are par-
ticularly useful when combined with directed evolution, which can allow
us to explore entirely new structures and their properties.
Computational methods such as homology modeling and molecular dy-
namic simulation can be employed for protein engineering and design.
Directed evolution of enzymes and/or bacterial strains can be exploited
for industrial processes [35]. For instance, protein modeling and molec-
ular dynamic simulation can be applied to molecules from psychrophilic
organisms to unravel the molecular mechanisms responsible for cold-
adaptation. In [36], a computational structural analysis based on molec-
ular dynamics (MD) was performed for three β-tubulin isotypes from
the Antarctic psychrophilic ciliate Euplotes focardii. Tubulin eterodimers
(the building block of microtubules composed of α-tubulin and β-tubulin)
from psychrophilic eukaryotes can polymerize into microtubules at 4 ◦C,
a temperature at which microtubules from mesophiles disassemble. The
structural analysis based on MD indicated that all isotypes from E. fo-
cardii, with respect to those of mesophilic organisms, display different
flexibility properties in the regions involved in the formation of longitu-
dinal and lateral contacts during microtubule polymerization. A higher
flexibility of these regions may facilitate the formation of lateral and
longitudinal contacts among heterodimers for the formation of micro-
tubules in an energetically unfavorable environment. Given that the pro-
tein structure could be thought of as a unit of phenotype, homology
modeling analysis plays a major role in the generation of testable hy-
pothesis on selection processes (disruptive, directional, stabilizing; see
Fig. 2) acting at the level of genomic coding regions. One of the most
important parameters influencing selection processes is the temperature.
Molecular dynamics studies provide important insights into the mecha-
nism of activity and stability of enzymes working in extreme conditions.
If the three dimensional structure of the enzyme is known, one can con-
duct molecular dynamics runs at variable temperatures and compare
the root mean square deviation (RMSD), root mean square fluctuation
(RMSF) and the radius of gyration values of the enzyme at room temper-
atures, elevated temperatures and at low temperatures. This approach
would allow tracing the unfolding mechanism and the flexibility of the
enzyme. When compared with enzymes that are working at room temper-
atures, these runs would reveal crucial factors for activity and stability
at extreme conditions. One such study that used a MD-based approach
to study the mechanism of temperature stability of thermophilic lipases,
showed the importance of tryptophans involved in dimer formation and
enhancement of aggregation tendency [37]. Another study conducted on
the same family of lipases also revealed the importance of these trypto-
phans for coordination of zinc ions and the dependence of the thermosta-
bility to zinc concentrations [38]
Bioinformatics and mathematical methods play a crucial role in the ex-
perimental design and in understanding the pathways of the natural and
artificial evolution of protein properties. Focused databases and compu-
tational tools to study and design evolution pathways have been devel-
oped. A promising collaboration between computational methods and
evolutionary mutagenesis is envisaged in the field of de novo protein de-
sign, in which folds and functions not yet existing in nature are simulated
computationally. Coupling computational design with directed evolution
can help improve the performance of new proteins, as shown by design-
ing and evolving proteins able to catalyze reactions not accessible to
natural enzymes [39]. Interestingly, concepts originally developed in pro-
tein design studies such as protein folding funnels and fitness adaptive
landscapes [40–42] could be further extended to multi-omic information.
Multi-omic adaptive landscapes
One of the biggest challenges of multi-omic bioinformatics is the estima-
tion of mutual relationships between different omics. As shown in Fig. 3,
one omic level Z may show a different structure over time. This can de-
pend on a previous structure at the same level, but also on the structure
of the interacting levels X and Y . By hypothesizing a linear relation
between two omic levels, and a perturbation term P affecting X, in a
discrete time domain we can define the interdependencies between omic
levels as
x(t+ T ) = Λx(t) + p(t), (1)
where x = (X,Y, Z)ᵀ, Λ = (λij)i,j=1,2,3, p = (P, 0, 0)ᵀ. Note that,
due to the large availability of genotype/phenotype data, the parame-
ters (λij)i,j=1,2,3 can be calculated with parameter estimation techniques
(e.g. minimization of root mean square error).
From a reverse engineering point of view, reconstructing systems from
multi-omic data will require identifying correlations between selective
micro-level identifiers and macro-level properties (for example the phys-
iological level). To achieve this aim, we need to model structure and
dynamics of the funnel to figure out requisite dimensionality (danger of
losing dimensions instead of merely losing detail) and covariates of the
problem space, given that many possible paths may have led to the same
observed outcome. The funnel reconstruction is affected by the uncer-
tainty due to multi-omic data analytics from different sources (quality,
and conditions), i.e. the identifying the structure and dimensionality of
metadata.
Although the different omics are subtly coupled, one meaningful and
useful perspective from the operational standpoint, is the concept of
multi-layer networks. Network theory investigates the global topology
and structural patterns of the interactions among the constituents of a
multi-omic adaptive system. Networks are the most natural way to model
many types of biological knowledge at different levels. Recently, complex
network theory has been extended towards multiple networks. Multilay-
ered networks can be used for the representation and quantification of
the interactions arising from the combined action of omics in response to
mutational events and selection pressures. The architecture of complex
networks is a natural embedding for fitness-changes diffusion processes
as a function of natural selection constraints, e.g. those observed during
environmental changes.
Conclusion
In this paper, we reviewed available methods to study selection and adap-
tation processes to extreme environments by means of multi-omic experi-
mental and bioinformatics approaches. To date, a great deal of biological
information has already been acquired through application of individual
‘omics’ approaches. However, “multi-omic technology”, coupled with or
mapped to multi-layer networks, will enable the integration of knowledge
at different levels: from genes to proteins, from pathways to metabolic
fluxes. We have also discussed how the investigation of the correlation
between changes at the level of omics and the selection processes may
provide a useful approach to study the genotype-phenotype mapping.
We argue that extreme conditions could provide better insights into
genotype-phenotype mapping, because extreme phenotypes are required
to adapt to extreme environments. Large adaptations such as the pro-
duction of vast amounts of antifreeze protein are much easier to detect
and understand than the far more subtle changes one expects in more
hospitable environments, where adaptation is primarily concerned with
slight changes to an already near-optimal phenotype.
Multi-omic and multi-layer models represent a novel and powerful tool
to generate discrete and testable biological hypotheses. We also argue
that the study of life in extreme environments will provide useful clues
to general laws of biological adaptations and easier conditions to test
mechanistic hypotheses.
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Fig. 1: Sampling in extreme ecosystems and bioinformatics method-
ological applications. The response to extreme environmental conditions (for
instance Arctic and Antarctic regions, glaciers, deep ocean seawater, volcanoes
and arid areas, and also similarly extreme but less exotic locations such as
gut microbiota) is sampled for different associated species (1), and measured
through expression profiling (2). To evaluate the environmental conditions and
detect their community structure, a multi-omic model (3) can be applied to
the species’ metabolism, taking into account gene expression and codon usage.
This model lets us map the input genotype and environment to the external
behavior. The set of possible states for the organism as a response to the set
of growth conditions is called condition space (4). Conditions can be measured
for various biomarkers and therefore on various levels of omic information, e.g.,
a gene expression profile on the transcriptomic layer and a profile of flux rates
on the fluxomic layer. Their interaction can be modeled using multi-layer net-
works (5). Statistical estimators and community detection methods defined on
the multi-omic model can be used to investigate the pathway basis of the rela-
tionships between conditions and species in the association (6). After sampling,
in parallel, homology modeling and molecular dynamic simulation can be applied
to calculate structure flexibility and binding affinity of molecules of interest at
different temperatures (7).
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Fig. 2: Multi-omic changes - selection problem statement. (A) This is
an extension of Fig. 1, panel 5; we show how multi-omics enlarge the molecular
changes events affecting the phenotypic variations. For the sake of clarity, we
show only few connections between the different omic levels. The changes are
then filtered by selection processes. (B) We show the three main types of selec-
tion pressure: disruptive, directional and stabilizing. In green we show the allele
distribution before the selection and in red the distribution after the selection
process. It is noteworthy that with adaptation there is an increase of specificity,
i.e. the number of many-to-many relationships decreases and the number of one-
to-one relationships increases.
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Fig. 3: Interdependency among omic layers in a multi-layer network.
One of the challenges is to estimate the mutual relationships between omics, i.e.
the causal relationships. In general terms, the control and target is an important
bioinformatics challenge. Nodes represent genes forming a network, but they can
also represent different features. A perturbation P may affect one or more layers.
The overall response of each layer is produced by the combination of X, Y and
Z, according to the interdependency among layers (see Eq. 1).
