Abstract One of the most popular problems in usage mining is the discovery of frequent behaviors. It relies on the extraction of frequent itemsets from usage databases. However, those databases are usually considered as a whole, and therefore, itemsets are extracted over the entire set of records. Our claim is that possible subsets, hidden within the structure of the data and containing relevant itemsets, may exist. These subsets, as well as the itemsets they contain, depend on the context. Time is an essential element of the context. The users' intents will differ from one period to another. Behaviors over Christmas will be different from those extracted during the summer. Unfortunately, these periods might be lost because of arbitrary divisions of the data. The goal of our work is to find itemsets that are frequent over a specific period, but would not be extracted by traditional methods since their support is very low over the whole dataset. We introduce the definition of solid itemsets, which represent coherent and compact behaviors over specific periods, and we propose Sim, an algorithm for their extraction.
business management, or decision analysis. The core of this problem lies in the extraction of frequent itemsets. In market basket analysis, for instance, frequent itemset mining aims to discover sets of items that correspond to a large number of customers. If this number is above a certain threshold (given by the end user), then this itemset is considered to be frequent.
Many algorithms have been proposed for efficiently extracting frequent itemsets [14, 15, 25, 29, 30] . However, in the initial definition of frequent itemset mining, the search is performed over the whole database (i.e. given min supp , the user's minimum support, the extracted itemsets appear in at least |D|×min supp transactions of database D). Unfortunately, for many real world applications, this definition of frequent itemsets is not appropriate. Possible interesting itemsets might remain undiscovered despite their very specific characteristics. In fact, interesting itemsets are often related to the context in which they occur. The moment during which they can be observed is an essential component of this context. We may consider, for instance, the behaviors of the customers during the Super Bowl. Another example would be the users of an online store after a special discount on recordable DVDs and CDs, advertised on TV. We could also consider the adverse drug reports related to a specific drug that appeared after an alert was publicized on that drug. Similarly, the web site of a conference will observe that a frequent behavior related to the submission procedure mainly occurs within a window of a few hours before the deadline. A necessary condition in order to discover this kind of knowledge is that each transaction is associated with a time-stamp. This condition has already been proposed, for instance in [2, 16] . In [2] , the authors propose the notion of temporal association rules. Their idea consists of extracting itemsets that are frequent over a specific period that is shorter than the whole database. However, the periods proposed in [2] are defined by the lifetime of each item. Therefore, a data mining process for extracting the periods is not necessary since they only depend on the first and last occurrences of each item.
In this paper, we propose an extension of [27] . Our goal is to extract itemsets that are frequent in a temporally contiguous subset of the database. For instance, navigations on web sites of recordable CDs and DVDs occur randomly and are not correlated if we consider the whole year. However, the frequency of this behavior will certainly be higher within the few hours (or days) that follow the TV spot. Therefore, the challenge is to find the time window that will optimize the support of this behavior. In other words, we want to find B, a contiguous subset of D where the support of the behavior on B is above the minimum support and the size of B is optimal. Let us consider that the TV spot was on March 3 and it has influenced the customers for two days. Our goal is to find the following kind of knowledge: "25% of the users, between March 3 and March 5, have requested the page about recordable CDs, the page about recordable DVDs and the page about special discounts." The support of this behavior would certainly be too low for its extraction over the whole year, but this knowledge (i.e. the behavior along with its associated period of frequency) may be very important for decision makers since they will want to discover this behavior and its specific window of frequency and finally link it to the context and the TV spot.
This problem could seem similar to the problem of mining itemsets and bursty events in data streams [9, 12, 21, 34] . However, we will prove that our method provides features that have not been offered in the fields of burst mining or data stream mining (i.e. we are able to extract itemsets with no fixed window size and to obtain the exact and exhaustive set of periods of optimal frequency for these itemsets).
The remainder of this paper is organized as follows. Section 2 gives the necessary definitions of itemset discovery and our new definitions for mining solid itemsets. In Sect. 5, we give an overview of existing methods for the temporal aspects of itemset mining. Section 3 summarizes the complexity of the problem exposed in this paper, and Sect. 4 presents our algorithm for the extraction of solid itemsets. Finally, Sect. 6 gives a synthesis of our experiments leading to the conclusion of Sect. 7 with future avenues.
Definitions
The problem of association rule mining is based on the extraction of frequent itemsets. This problem has been proposed in [1] , and numerous algorithms have been proposed in literature to solve it [3, 14, 15, 18, 19, 24, 25, 29, 30] . Definition 1 states the characteristics of frequent itemsets. It is different from the initial or traditional definitions in [1] since we consider that each item in the database is associated with a time-stamp. Therefore, a transaction may cover a range of several time-stamps.
Definition 1 Let
. . , u m } be a set of time units, over which a linear order < U is defined, where u i < U u j means that u i occurs before u j . A transaction T is a couple T = (tid, X ) where tid ∈ U is the transaction identifier and X is the associated itemset. For simplicity of writing, we consider that each transaction identifier is the time-stamp of that transaction, and no more than one transaction is recorded for each time unit.
A transaction T = (tid, I ) is said to support an itemset X ∈ I if X ⊆ I . A transaction database D is a set of transactions. The cover of an itemset X in D is the set of identifiers of transactions in D that support X : cover(X, D) = {tid : (tid, I ) ∈ D, X ∈ I }. The support of an itemset X in D is the number of transactions in the cover of X in D:
. Given a user's minimum threshold γ ∈]0..1], an itemset X is said to be frequent if frequency(X, D) ≥ γ .
Definition 2
The set F of frequent itemsets in D with respect to γ is denoted by
Given a set of items I, a transaction database D and a minimal threshold γ , the problem of frequent itemset mining aims to find F(D, γ ) and the actual support of the itemsets in F. Example 1 gives an illustration of the notions presented above. Figure 1 shows the example database D. Each transaction Id is associated with the set of items in this transaction. In order to simplify the illustration, we assume that the transactions of D are sorted by order of date (i.e. T 1 occurred before T 2 , etc.). Let us consider a minimum frequency γ = Our problem is based on the time-stamps associated with the records in D and aims to provide itemsets that are frequent on particular periods of time in D. The main issue is to discover these periods and the frequent itemsets they contain. In the following definitions, we introduce the notions of temporal itemset and solid itemset that are the core of this paper.
Example 1

Definition 3
A period P = (P s , P e ) is defined by a start time P s and an end time P e . The set of transactions that belong to period P is defined as T r(P) = {T : T ⊆ D, P s ≤ T.tid ≤ P e }. We define the set of all potential periods over D as P R. The frequency of x over T r(P) the transactions of a period P is denoted by frequency(x, P) whenever it is clear from the context (as well as cover(x, T r(P)) which is denoted by cover(x, P) and support(x, T r(P)) which is denoted by support(x, P)).
where x i is an itemset, x p is a period associated with x i , and x σ is the threshold of x i over x p . Let k be the size of x i , then x is called a k-temporal itemset.
Let us consider the temporal itemset y = ({a, b, c}, [7. .10], Definition 5 Let x be a temporal itemset. x is called a Solid Itemset (SI) iff the following conditions hold:
Let k be the size of x i , then x is a k-solid itemset. Finally, SI k is the set of all k-solid itemsets.
The first condition of Definition 5 ensures that x represents an itemset that is frequent over its associated period. The second condition ensures that the size of x p is maximal. If a larger period exists, then, on this period, x i is not frequent or the cover of x i is the same (i.e. it is not worth extending the period from x p to p 2 , since the extension will not contribute to the support of x i ). Finally, the third condition ensures that the size of x p is minimal. In fact, x i is supported by the first and last transaction in x p , so if a smaller period exists where x i is frequent, the cover will be lower anyway (i.e. relevant transactions supporting x i would have been dropped from the period and should be kept). An illustration of this definition is given in Example 2. Definition 6 gives the formal definition of a maximal solid itemset.
Definition 6
The set of Maximal Solid Itemsets (MSI) is defined as follows: let x be an SI, x is an M S I if the following condition holds:
In other words, if x i is included in y i and if the period x p is included or equal to y p , then x is not a maximal solid itemset.
The goal of this paper is to propose an optimized algorithm in order to extract the exact and entire set of maximal solid itemsets, as stated in Definition 6.
Solid itemsets and minimum threshold: a discussion
As illustrated in Example 2, our problem aims to find itemsets that:
1. Do not correspond to the minimum threshold when the entire database is considered, 2. Satisfy this threshold over particular periods in the database.
This could be seen as a mere lowering of the minimum threshold (the itemset (a b c) in Example 1 has a threshold of 4 10 over D) in order to find the itemsets corresponding to our solid itemsets. However, this point of view has two major drawbacks, compared with our problem definition:
1. Lowering the support is a well-known source of failure for existing data mining algorithms. Generally, the number of candidates, or the number of frequent items, will not fit in the main memory. Even if this set is able to fit in the memory, the response time will be prohibitive. Finally, even if the extracted itemsets fit in the memory and the user is patient enough, the number of rules might be too high. 2. Even with a lower support, if the itemsets are extracted despite their number, they will not be associated with their period of frequency (they would be extracted because they are frequent on a period corresponding to the whole database, which is not really instructive from the localization point of view). Even if the itemset is frequent over a specific period, the user will not be aware of that, since traditional data mining algorithms are not designed for exhibiting the periods of frequency of the extracted itemsets.
Another naive method would consist of dividing the database into multiple subsets corresponding to periods of fixed size. For instance, the web access log file of a shop for one year could be divided into 365 subsets corresponding to each day of this year. In this case, we have to keep in mind that:
1. Undiscovered periods will remain (for instance, a period of two consecutive days or a period of one hour embedded in one of the considered days). 2. Undiscovered behaviors will remain (embedded in the undiscovered periods). 3. The method would be based on an arbitrary division of the data (why working on each day and not on each hour or week or half day?).
Generally speaking, tuning the minimum support is a difficult task for users [33] , and there is a need to go beyond that notion. To conclude this section about the motivation of this work, let us note that the total amount of combinations for enumerating the possible solid itemsets is (2 n × k!) with n being the number of itemsets and k = |D|. So, 2 n is the number of potential itemsets on D, and k! is the number of possible contiguous subsets (windows) of D. Fortunately, the monotonicity property of frequent itemsets allows avoiding the enumeration of 2 n possible itemsets. Based on this property, our goal is to show that avoiding the enumeration of the k! potential periods is also possible, and we provide in Sect. 4 an exhaustive and optimized algorithm for mining solid itemsets.
General principle and algorithm
This section is devoted to the presentation of SIM (solid itemset miner), our algorithm designed for the extraction of solid itemsets in databases. The notion of kernels, introduced in this section, will allow extracting the solid itemsets efficiently. First, we give an overview of the principle and main idea for this extraction in Sect. 4.1, and the details of the algorithm are given in Sect. 4.2.
General principle
Sim introduces a new paradigm for the counting step of the generated candidates. Let us consider y to be a temporal itemset that is not a solid itemset (i.e. y σ < γ ). Any superset
Sim thus extends the generating-pruning principle of a priori in order to generate candidate solid itemsets and count their support. The generating principle is provided with a filter on the possible intersection of the candidates (i.e. if two solid itemsets of size k have a common prefix but do not share a common period, they are not considered for generating a new candidate).
However, the counting step (or "pruning" in a priori) is not straightforward in our case. It is not correct to just count the number of occurrences of a candidate over a period. Let us consider c = ((a b) , [1..10] , c σ ), a candidate temporal itemset that has been generated thanks to the solid itemsets of size 1: Based on this observation, our goal, during the counting step, is to build "kernels" of the candidate temporal itemsets over their period of possible frequency. Then, the kernels will be merged in order to find the corresponding solid itemsets. This principle is illustrated in Fig. 3 , and details are given in Definition 7.
The following definition is based on the fact that we perform successive scans over the data in order to find the periods that correspond to solid itemsets. The way a scan is performed (i.e. reading the transaction from the first to the last one) requires to discover the kernels "on-the-fly." Intuitively, the kernels of an itemset are the longest periods such that:
1. The first and last records support the itemset. 2. The support of the itemset is always higher than the minimum support when it is counted record after record in the period, starting from the lower time-stamp.
Definition 7 gives the formal properties of a kernel and our algorithm, given in Sect. 4.2 allows for their effective discovery.
Definition 7
A kernel is a period. Let K (x, P, γ ) be the set of kernels for the item x over the period P with respect to the minimum threshold γ . K (x, P, γ ) is defined as follows: Let k ⊆ P be a period such that x ⊆ T r(k s ) and T r(k s ) is the first occurrence of x in P. If k does not exist then K = ∅. If k exists, then let N be the set of time-stamps such that
.n]) < γ (in other words, N is the set of time-stamps in P such that extending the period k up to any of those time-stamps leads to the loss of the frequency for x). If N is empty, then k e is defined as the last occurrence of x in P, and Let us consider that we are provided with an itemset x and K the kernels of x over a period P with respect to γ . Based on lemma 1, we show that merging the kernels with algorithm MergeKernels (given in Fig. 5 and illustrated in Fig. 3 ) makes it possible to find the solid itemsets of x over P with respect to γ .
Lemma 1
Let K be the set of kernels of x on P with respect to γ . Algorithm MergeKernels makes it possible to find all the solid itemsets s = (x, x p , σ ) on P with respect to γ .
Proof Let k ∈ K , be a kernel of x after Algorithm MergeKernels (i.e. k cannot be merged with any other kernel in K ), then:
2. ∀q such that k ⊆ q, we have one of the following cases: -x ∈ k − q, then x is not frequent on q (otherwise, let us consider k the kernel to which belongs the occurrence of x in q, then k and k would have been merged). -x ∈ k − q, then cover(x, q)=cover(x, k) (in this case, x may remain frequent on q or not, depending on the size of q).
3. According to Definition 7, x is supported by the first and the last transaction in k. Then, x will have a lower cover on any subperiod of k. Based on the three observations above, let T x = {(x, k, σ )∀k ∈ K )} be the set of temporal itemsets corresponding to all the merged kernels of x on P with respect to γ , then T x is the set of all solid itemsets s = (x, x p , σ ) on P with respect to γ .
SIM algorithm
Our algorithm is based on the candidate generating principle. Our goal is to start with solid itemsets of size 1 and explore the support of larger solid itemsets with a limited number of scans over the database. To this end, we need to find the periods of frequency for a candidate solid itemset in only one scan. Let c ∈ C k be a candidate of size k in the set of candidates (C k ). Then, in our data structure, c is associated to c.i, the itemset, c. p, the period of possible frequency (i.e. the limits within c has to be compared to a transaction), and c.kernels, the set of kernels of c.i over c. p with respect to γ (one of our goals is to extract c.kernels for all the candidates in C k during one single scan). Furthermore, a boolean value makes it possible to know the status of the current kernel ("kernel_closed" means that Definition 7 was not respected "on-the-fly" during the scan Let us consider that we are provided with C k , a set of candidates. During the scan, the goal of Algorithm Update (Fig. 6) is to update the information about the kernels of a candidate having a period of scan that includes the time-stamp of the current transaction. At the end of the scan performed by Algorithm Sim, we are provided with all the kernels for each candidate.
Algorithm Sim (given in Fig. 7 ) aims to generate candidates from size 1 to k. At each step, the set of candidates is compared to the database thanks to Algorithm Update. At the end of the scan, the kernels obtained for each candidate temporal itemset are merged in order to obtain the solid itemsets. The generating principle of Sim is based on the following lemma.
Lemma 2 Let γ be the minimum threshold and x be a solid itemset then
The proof is straightforward and based on the monotonicity property. x is a solid itemset and x i is frequent on x p . Then, any subset of x i is frequent on x p .
The algorithm does not give details about the particular case of generating candidates of size 2. This case is similar to size n > 2, but the generated candidates come from the self join S I 1 × S I 1 filtered by the intersection of the periods of each considered items (i.e. if two solid itemsets of size 1 (a) and (b) do not share a common period, then (a b) is not generated). The candidate generation of Algorithm GenerateCandidates (Fig. 8) is based on the properties of Lemmas 1 and 2
Fig. 6 Algorithm update
Another special case is not detailed in this algorithm: solid itemsets that have a cover of one transaction. In fact, any itemset supported by at least one transaction can be considered as a solid itemset according to Definition 5. In order to avoid the enumeration of all such itemsets, we add a filter on the minimum cover that has to be respected for a solid itemset before it is added to S I k , the set of solid itemsets of size k in Sim.
Theorem 1 At each step of Algorithm
Proof Based on Lemma 2, we know that ∀s ∈ S I k , ∃u, v ∈ S I k−1 such that: Therefore, if we extend each itemset of the solid itemsets in S I k−1 with all possible items, and limit their period of possible frequency to the intersections of the corresponding (k − 1) solid itemsets, we would be provided with a superset of S I k . Clearly, Algorithm GenerateCandidates builds candidates on this principle and limits their period of possible frequency to that intersection. Finally, based on lemma 1, the detection of the kernels of C k and the generated k-candidates on the corresponding intersection, and the merging of the obtained kernels, leads to the discovery of the k-solid itemsets.
Related work
Our problem can be compared with two main fields of data mining: mining burst events from data streams and mining temporal itemsets. In this section, we provide an overview of existing methods and problems as well as a comparison with our study.
Data streams, bursts, and sliding windows
In recent years, burst mining in data streams has gained growing attention. An event is considered bursty if it occurs with strong support in a certain time window. The definitions of bursts may vary in literature, but the idea is generally to find the items that correspond to this time window and a significant threshold. The notion of burst is thus close to our definition of solid itemsets. However, at this time and to the best of our knowledge, there is no method for mining bursty itemsets since the existing methods propose to detect events of one item (except [7] with events made of correlations between multiple items).
Let us mention that mining in data streams requires a compromise between the time response and the quality of the result. As a consequence, approximation is a key in data stream mining methods, whereas in our framework, we want to extract the exact set of solid itemsets without compromising on the quality of the result. In fact, when dealing with security issues, such as fraud or intrusion detection, such exhaustive methods can be helpful. For these reasons, our problem cannot be reduced to a data stream mining problem such as frequent itemsets in sliding windows [8, 12, 28] or batches [13] . In methods based on sliding windows, the goal is usually to extract the frequent patterns of the current window in reduced time (at least, before the arrival of the next records). In this case, the threshold is computed over the window and corresponds to this specific size. In our definition of the problem, we want to extract the frequent patterns as well as the window size that will allow this frequency. Therefore, the main difference is on the window size that is not pre-defined in our case, which makes the problem challenging.
In [9, 21, 34] , we can find methods for mining bursty events in the form of frequent items. In [34] , the data stream is a unique sequence of items (or a 2D image), and the authors propose to exploit a wavelet-based method in order to find bursty items. In this case, the items can be photons.
The authors of [9] also propose to consider a stream consisting of a single series of items. Their goal is to extract false-negative items with an algorithm (loss-negative) that handles bursting.
Fast burst correlation of financial data is considered in [21] , and the authors propose to find bursty events (i.e. items) in a data stream that consists of m time-series. The authors then propose burst identification in the form of burst intervals, and the discovery of overlapping bursts with a query Q.
More similar to our problem, a definition of bursty event detection in text stream can be found in [7] . In this case, the stream consists of text documents. However, the authors propose to use the time information to determine a set of bursty features that may occur in different time windows and to detect bursty events based on the feature distributions with the algorithm HB-event. The bursty events are made of correlations between features, but the main difference with our problem is that overlapping sets of features (for instance E 1 = {a, b}, E 2 = {b, c}) cannot be found using HB-event. Furthermore, this method is based on fixed window sizes, whereas our goal is to extract the exact window size that optimizes the threshold of the itemsets.
Let us mention that [34] makes it possible to find the exact size of the time period for a bursty event, but in this case, the events consist of items and not itemsets. In [4] , the authors propose to discover the optimal size of a window regarding the frequency of a pattern. This problem is closely related to ours but deals with data streams where the end of the window is fixed (and corresponds to the current point in the stream). Their goal is to find the latest record up to which the window can be extended while optimizing the threshold of the itemset. This is very different from our problem, where we have random access to all the records and can choose the record where the window ends.
Finally, mining itemsets in data streams is frequently linked to a time decaying model. For instance, in [5, 13] , the authors propose to diminish the effect of old transactions on the mining result by decaying the old occurrences of each itemset as time goes by. This can be considered as closely related to our problem since frequent itemsets can be associated with their periods of frequency. However, in time decaying models, if the user wants a minimum support of 1 4 , with a batch or a window of size 10,000, the minimum number of occurrences should be 2,500 for an itemset to be extracted. Our claim is that an itemset with a cover of, say, size 3, on a window of size 12 should be extracted. It will not be the case with decaying models or models based on batches having a fixed size (e.g. 10,000), because the division of data is arbitrary and not guided by the frequency of patterns (like we want to do).
To conclude the subject of data streams, bursts and sliding windows, at present and to the best of our knowledge, we can affirm that despite some similarities, there is no method that allows mining frequent itemsets at optimal time granularities in an exhaustive manner (like we propose to do with solid itemsets).
Temporal itemsets
Interesting studies have been proposed on the temporal aspects related to association rule mining. We propose to divide these studies into three main categories: 1. A specific period is given and the goal is to find the frequent itemsets within this period.
In [2] , the authors propose the notion of temporal association rules. Their idea consists of extracting itemsets that are frequent over a specific period that will be shorter than the whole database. However, the periods proposed in [2] are defined by the lifetime of each item. Therefore, a data mining process for extracting the periods is not necessary since they only depend on the first and last occurrence of each item. Furthermore, let us consider the itemset (a b c) in Example 2, this itemset would not be discovered with the definition of periods given in [2] , since the first occurrence of the involved items is 1 and their last occurrence is 10 (and we know that the itemset (a b c) has a threshold of 4 10 on this period). A similar idea is proposed in [16] , where the authors propose to extract itemsets in a publication database. Their goal is to extract rules in the form (X ⇒ Y ) t,n , where t is the first occurrence of X and Y in the same transaction and n is the end of the whole database. Both previous studies have opened the door to exploring the temporal aspects of association rules. However, if a data mining paradigm is necessary for extracting the itemsets, this is not the case for the periods they propose since they correspond to a straightforward definition. In our work, we want to avoid the usage of such a specific time granularity. The different window sizes will be discovered by the algorithm we propose, and they will optimize the frequency of the corresponding itemsets. 2. A specific pattern is given and the goal is to find the corresponding periods. In [6] , the authors propose to identify the valid period and periodicity of patterns. In other words, given a specific association rule specified by the user, their goal is to find the valid interval for this rule. In [32] , the authors propose to extract time-profiled associations in order to discover interacting relationships consistent with a query prevalence sequence over time. 3. Mining periodic (repetitive) patterns. In this category, the time-stamps are analyzed in order to find repetitive patterns, i.e. patterns that occur regularly and with a precise periodicity in the records. In [17] , a repetition model or pattern is given by the user in the form of a calendar. For instance, < 2, 000, * , 16 > corresponds to the 16th day of a month in 2000. They propose the extraction of association rules during this time interval with two methods: one precise and the other fuzzy. In [22] , the problem of mining cyclic association rules is proposed. A rule is considered cyclic if it has minimal confidence and support at regular time intervals, and two algorithms are proposed to solve the problem of their extraction.
We note that an instructive survey on temporal knowledge extraction can be found in [26] .
We have defined a fourth kind of study: given a minimum support, extract all the optimal periods, and the corresponding patterns, as stated in Definition 6. In [20] , we have proposed a problem related to sequential patterns and period mining in a Web access log file. However, the definition of periods in [20] is straightforward (a period lasts as long as no user logs in or out). Furthermore, the proposed solution was based on a heuristic, whereas in this paper, we propose an exhaustive and exact extraction of such periods and patterns.
Context-aware division of the data
How to divide data and where to search for interesting knowledge is a subject of growing interest [23, 31] . Usually, when the context is involved in the division, it enables the extraction of patterns that are relevant and useful.
In [23] , the context is made of locations on a map that are used to perform a better clustering in a set of trajectories. The authors propose to use a set of geographic objects given by the user to find interesting places (though we are searching for interesting periods, the goal is to obtain a better division of the data). The goal of [31] is to divide the data using a pattern-preserving method. The authors claim that interesting patterns might be ignored if the data that support them are divided into separate clusters. They propose clustering solutions that do not split the patterns between different clusters.
Experiments
The goal of this section is to show the points of interest of our approach from two main points of view. First, the extracted patterns associated with their periods of frequency are the core of a new kind of relevant knowledge. Second, they would not be extracted with a traditional method of itemset mining. In Sect. 6.1, we will provide some examples of extracted itemsets, and for each itemset, we provide its possible interpretation. In Sect. 6.2, we provide some studies on the threshold of the patterns extracted by our method. Our dataset comes from the Web access log of Inria Sophia Antipolis from March 2004 to June 2007, and its size is 253 GB. The total number of navigations after the preprocessing is 36,710,616. Sim has been written in C++ on a PC (2.1 Ghz) running Linux with 2 GB of main memory.
Behaviors
The goal of this section is to show some of the most relevant behaviors that we have extracted. For each behavior in this section, we have investigated and found a convincing explanation of the frequency of the pattern and its associated period. That explanation is always related to the context. Let us mention that a behavior with a cover of, say, 15 navigations within one day may be considered as highly frequent. This is due to the fact that proxies generally hide most navigations from the Web server (the pages are stored in caches of the proxy, and requests are often handled by the proxy rather than the server itself). Meanwhile, given the characteristics of our data, a cover of 15 navigations would represent a threshold of 4 × 10 −5 over three years of records. Our goal is not to extract "frequent" navigations with a minimum threshold γ ≈ 0%, because that would be of no interest and would lead to a impracticable number of behavior patterns (and there is no data mining algorithm able to handle such supports). In fact, thanks to the characteristics of the solid itemsets, we are able to extract patterns that have such a low support while being highly frequent on "regions of interest." This makes it possible to decrease the number of patterns and consume less CPU time.
In In order to reduce the number of extracted solid itemsets, we proposed to add a parameter to Sim: the minimum cover. In our dataset, the number of solid itemsets having a cover of 2 is very high (approximately 80,000 for March 2006). Furthermore, the corresponding solid itemsets are not very informative. This is why we decided to provide Sim with a filter on the minimum cover and therefore make it possible to lower the number of irrelevant itemsets. In order to study the impact of the minimum cover on the number of solid itemsets, we have reported in Fig. 9 the number of solid itemsets corresponding to each possible cover that has a size greater than three for March 2006. The information is provided for five different minimum thresholds of solid itemsets: 5, 4, 3, 2, and 1.5%. The results of Fig. 9 show, for instance, that we have extracted ten solid itemsets with a cover of six and a minimum sup- port of 3%. The possible covers range from 4 to 18 (however, in order for the graphic to be readable, we only report the number of SI for a selected set of covers). The minimum number of solid itemsets with a specific cover is 1 (i.e. cover 8 and support 3%), and the maximum number of solid itemsets having a specific cover is 89 (cover 4 and support 1.5%).
It is difficult to compare Sim with traditional algorithms since our itemsets have very particular thresholds. Hence, we propose to compute the average threshold of the solid itemsets over the whole dataset. Let us consider, for instance, a solid itemset x. Our goal is to scan the dataset and find the exact support of x i over the entire dataset. This operation is performed for all the solid itemsets, and the average global support is computed. This global support is reported in Fig. 10 . We can observe, for instance, that the average global support of the solid itemsets extracted with γ = 2% is 0.07%. The average global supports are very low, and this is a well-known issue for traditional data mining algorithms. However, even in the case of a possible extraction by means of a traditional data mining method with such supports, the following is true: 2. Itemsets with this support would be extracted over the whole dataset, even if they do not correspond to a period of interest (in other words, the number of itemsets would be very large and would not have the interesting characteristics of the solid itemsets).
Execution times and scalability
Our last experiment is dedicated to studying the response times of Sim. In Fig. 11 , we have reported the response times of Sim with different thresholds and a minimum cover of four, on the log file corresponding to March 2006. The first observation is that the execution time of Sim still needs to be improved. Presently, however, this kind of knowledge can only be extracted using Sim. Second, we demonstrate the scalability of our algorithm in Fig. 12 .
We can see that, for three different values with minimum support, our algorithm has linear response times regarding the data size. For this experiment, we built a synthetic data set by selecting subsets of the original file. The size of these subsets grows from 300,000 navigations up to 1,200,000 navigations (which corresponds to the whole file of March 2006).
Conclusion
In this paper, we have proposed a new definition of itemsets that present a high frequency over a specific period without specifying a time granularity or a particular period. The periods of frequency and the corresponding itemsets have to be determined by the algorithm based on the only notion of minimum support. However, discovering these itemsets is a true challenge since the periods of frequency and the corresponding itemsets have to be discovered at the same time. Furthermore, the number of possible combinations is impracticable and has to be reduced. We provided the theoretical foundation of our approach, and our algorithm is based on the discovery of 'kernels' of frequency and their possible aggregations. Our experiments showed that Sim is able to extract the solid itemsets from very large datasets and provides useful and readable results. Since our method is intended to discover periods of frequency, we have observed that this extraction might be divided into subprocesses. Our goal is now to study possible divisions of the data that will ensure a safe extraction of solid itemsets. In other words, instead of an arbitrary division that might touch a period of frequency, we will study a division driven by the data mining algorithm on the basis of a first scan. That would be a first step toward a parallel version of this algorithm. His research interests include data mining (particularly sequential patterns and applications such as Web Usage Mining), data streams, and databases. He has co-chaired the 6th and 7th editions of the international workshop on "Multimedia Data Mining" in conjunction with the KDD conference. He is one of the guest editors of two special issues on this topic in the IEEE TMM and the MTAP journal. Florent Masseglia is co-editor of two books on data mining ("Data Mining Patterns: New Methods and Applications" and "Successes and New Directions in Data Mining"). He is reviewer for a dozen of major international journals.
