Indium phosphide is the basic semiconductor material for long-wavelength optoelectronic and photonic device fabrication devoted to future optical communication systems. Several modern applications in this field such as, wavelength-division multiplexing, design of Bragg reflectors, or modal calculations require an accurate knowledge of InP refractive index in the 1.3-1.5 m wavelength range. Such considerations have revived the field of InP refractive index experimental determination 1, 2 with the goal of increasing the accuracy of previously available reference data 3, 4 up to, at least, 10 Ϫ3 . Evidently, such accuracy necessitates a thorough knowledge of free-carrier induced change in refractive index due for instance to voluntary impurity doping. Unfortunately, the few available experimental data [5] [6] [7] show marked discrepancies. One frequently resorted in a theoretical model 8 to evaluate doping influence.
One of the most accurate techniques for refractive index measurements employs a grating coupler etched on the surface of a guiding layer. 1, 9 It provides the effective guidedmode indices, n eff , of allowed propagating modes within a planar waveguide. Very sharp peaks are observed either on the reflected or guided signals as the input angle of incidence, , is varied. Effective guided-mode indices, n eff , are determined from the resonant-coupling angles according to the formula n eff ϭsin ϩm/⌳, where is the wavelength in vacuum, ⌳ the grating period, and m the grating order. The range of and ⌳ are kept so that mϭ1 in our experiments. This procedure has been employed to determine the refractive index of a thin nonintentionally doped InP layer grown by molecular beam epitaxy ͑MBE͒.
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In the present work, the InP substrate index is obtained from a slightly different scheme which in fact is implicit in our earlier work. For example, as we have remarked in Ref.
1, a guiding layer is not required to observe a sharp peak, the substrate index, n, then being given by nϭsin 0 ϩ/⌳, where 0 is the angle of peak position. The physical origin of this somewhat unexpected 10 peak resides in the experimental setup ͑see the inset of Fig. 1͒ used for guided-mode observation. 11 Clearly, rays having incidence angles between 0 -⌬ and 0 can only give rise to an optical signal detected by the photodiode. Provided that the detector aperture d is small compared to its distance L to the sample exit edge, the angle straightforwardly follows from grating diffraction theory and Snell's law according to 
A first-order expansion yields an estimate of ⌬ ͑Fig. 1͒,
Applying Eq. ͑2͒ to our experimental conditions, i.e., d ϭ0.5 cm, Lϭ20 cm, and with the InP substrate of Ref. 1 at ϭ1.5577 m, we obtain ⌬ϭ6ϫ10 Ϫ3 degrees. In practice, the measured peaks are wider as seen in Fig. 1 for a typical measurement at ϭ1.3159 m with sample No. 7. The measured peak extends over ⌬Ϸ0.05°, corresponding to five steps of the motorized rotating sample holder. Accordingly the standard derivation is ϭ0.02°. This value is about three times greater than the ⌬-value calculated from Eq. ͑2͒. Such a broadening of the response comes from the beam divergence of our illuminating laser, which is of about the same order of magnitude. This 0.02°angle uncertainty corresponds to a 3ϫ10 Ϫ4 uncertainty on the substrate refractive index. Because of the novelty of our measurement technique, we had to ensure that the above crude ray analysis agrees well with the rigorous electromagnetic theory. Therefore, we calculated the optical intensity in the mϭϩ1 diffracted order using Moharam's formalism 12 without (kϭ0) and with (kϭ2ϫ10 Ϫ4 ) absorption. The results are given in Fig. 2 together with their convolution with a Gaussian experimental apparatus response having the standard deviation ϭ0.02°. Without absorption, the optical intensity reaches zero with an infinite slope exactly at 0 ϭ12.521°. This angle is directly related to the prescribed substrate index nϭ3.1553, grating period ⌳ϭ530.1 nm, and wavelength ϭ1.5577 m. Consequently, there is no path for a light ray emerging exactly parallel to the grating surface. The resulting signal accounting for the apparatus response exhibits in that case a maximum noticeably shifted from 0 . However, with a realistic absorption of kϭ2ϫ10 Ϫ4 , the optical intensity decreases smoothly without the previous singular point occurring at 0 . Accounting for a Gaussian apparatus response yields a signal with a nearly Gaussian shape whose maximum occurs at 12.513°. The systematic error made by assuming that the substrate index corresponds to this 0.008°-shifted peak maximum is much smaller than the angle accuracy of 0.02°q uoted above. Consequently, this method appears to be the best tradeoff between accuracy and simplicity.
Gratings were defined on each substrate sample by means of a holographic technique using calibrated fringes obtained with an argon laser. They were further etched in a Plasmalab 80 chamber with SiCl 4 . Resulting grating profile was therefore nearly square. Calibration procedures either in gas flow and rf power have allowed a perfect control of grating depth that was always kept close to Ϸ100 nm. Owing to this low value, we could eliminate any secondary effect resulting from deep gratings. Experiments were conducted with two distributed feedback ͑DFB͒ semiconductor lasers emitting at 1.5577 and 1.3159 m. Both these devices were operated at a Ϸ1 mW output power that corresponds to the calibrated wavelength given above. The sample temperature was stabilized at 300 K using a thermoelectric cooler, ensuring a negligible sample heating. As is well known, this is required for accurate index measurements.
1,2
Experimental results are listed in Table I and plotted in Fig. 3 . The data of sample No. 1, shown in Table I doped substrate. The mean accuracy of our refractive index data from the modified grating-coupler method described here is estimated to be Ϸ5ϫ10 Ϫ4 when all contributions are considered. The doping level was measured from the Hall effect on all samples. The typical accuracy on this measurement being estimated to be of the order of Ϸ20%. For the three nonintentionally doped samples No. 1-3, we have as- . This discrepancy is probably a consequence of substrate manufacturing conditions and/or the nature of dopant atoms and/or different densities of growth-induced defects. One can expect that a more accurate determination of the free-carrier concentration together with a thorough knowledge of the sample crystalline quality would further reduce data dispersion. Nevertheless, the most important conclusion of our study is the large decrease of the n-value, ϳ4.5ϫ10 Ϫ2 at ϳ1.3 m and ϳ5.5ϫ10 Ϫ2 at ϳ1.5 m, when the N-doping is increased from a low level ͑non-intentionally doped, ϳ10
15 cm Ϫ3 ͒ up to about ϳ10 19 cm Ϫ3 . Also worth indicating is the reduced effect in the case of P doping.
A simple comparison of our results with those previously published, both experimental [5] [6] [7] or calculated, 8 show a general agreement. The overall tendency for a rapid decrease of n as soon as doping level exceeds 10 18 cm Ϫ3 can be clearly evidenced from Fig. 3 . Its origin is mainly the intraband free carrier absorption also known as the plasma effect. 5, 6, 8 
