Rank aggregation is the combining of ranking results from different sources to generate a "better" ranking list. In our applications, the rank data contain covariate information of ranked entities and incomplete ranking lists for non-overlapping subgroups. Since most existing rank aggregation methods do not handle covariate information of the ranked entities as well as the rankers' heterogeneity, we propose the Bayesian Aggregation of Rank-data with Covariates (BARC), its weighted version (BARCW), and its extension to mixture models (BARCM). All three methods employ latent variable models to account for the covariate information and heterogeneity of rankers. Specifically, BARC assumes identical opinion of all rankers with the same quality; BARCW extends it by allowing varying qualities of rankers, while BARCM clusters heterogeneous ranking opinions with a Dirichlet process mixture model. Moreover, we use a parameterexpanded Gibbs sampler to draw posterior samples, and generate aggregated ranking lists with credible intervals quantifying their uncertainty. Simulation studies show the superior performance of our methods compared with other existing methods in a variety of scenarios. Finally, we exploit our proposed method to solve two real-data problems.
fantasy sports games. After collecting ranking lists from the experts, the websites mostly aggregate them using arithmetic means. Besides rankings, the summary statistics of the NFL players are also available online. For example, Table 2 shows the statistics of the ranked quarterbacks prior to week 12 of season 2014. Not surprisingly, in addition to watching football games, the experts may also use these summary statistics when ranking quarterbacks. In Example 1, the primary goal is to obtain an aggregated ranking list of all players, which is hoped to be more precise than the simple method using arithmetic means. In particular, we want to incorporate the covariates (i.e., the summary statistics here) of the players to improve the accuracy of rank aggregation. Moreover, according to Table 1 , most of the experts give very similar ranking lists, with a few exceptions such as experts 4 and 5. Therefore, it is also important to discern the varying qualities of the rankers, in order to diminish the effect of low-quality rankers and make the aggregation results more robust. Example 2 (Orthodontics treatment evaluation ranking). In 2009, 69 orthodontics experts were invited by the School of Stomatology at Peking University to evaluate the post-treatment conditions of 108 medical cases [Song et al., 2015] . In order to make the evaluation easier for experts, cases were divided into 9 groups, each containing 12 cases. For each group of the cases, each expert evaluated the conditions of all cases and provided a within-group ranking list, mostly based on their personal experiences and judgments of the patients' teeth records. In the meantime, using each case's plaster model, cephalometric radiograph and photograph, the School of Stomatology located key points, measured their distances and angles that are considered to be relevant features for diagnosis, and summarized these features in terms of peer assessment rating (PAR) index [Richmond et al., 1992] . Table 3 shows 15 of the 69 ranking lists for two groups, and Table 4 shows the corresponding features for these two groups.
The rank aggregation problem emerges naturally in Example 2 because the average perception of experienced orthodontists is considered the cor- nerstone of systems for the evaluation of orthodontic treatment outcome as described in Song et al. [2014] . However, Example 2 contains many "local" rankings among non-overlapping subgroups, and thus differs from Example 1 and most prevailing rank aggregation applications. Having been demonstrated to be associated with ranking outcomes by Song et al. [2015] , the covariates information not only helps in improving ranking accuracy, but also is crucial for generating full ranking lists. Moreover, the individual reliability and overall consistency of these orthodontists (or rankers) are critical concerns prior to rank aggregation [Liu et al., 2012; Song et al., 2014] . There could be heterogeneous quality or opinions among rankers as evidenced by the ranking discrepancies in Table 3. For example, the ranking position of case A9 from the listed 15 experts ranges from 2 to 12. Therefore, Example 2 presents a rank aggregation problem with covariates information and heterogeneous rankers.
Related work and main contributions. There are mainly two types of methods dealing with rank data. The first type tries to find an aggregated ranking list that is consistent with most input rankings according to some cri- Dwork et al. [2001] proposed to aggregate rankings based on the stationary distributions of certain Markov chains, which are constructed heuristically based on the ranking lists; and DeConde et al. [2006] and Lin [2010] extended this approach to fit more complicated situations. Lin and Ding [2009] obtained the aggregated ranking list by minimizing its total distance to all the input ranking lists, an idea that can be traced back to the Mallows model [Mallows, 1957] . The second type of methods builds statistical models to characterize the data generating process of the rank data and uses the estimated models to generate the aggregated ranking list [Critchlow, Fligner and Verducci, 1991; Marden, 1996; Alvo and Yu, 2014] . The most popular model for rank data is the Thurstone order statistics model, which includes the Thurstone-Mosteller-Daniels model [Thurstone, 1927; Mosteller, 1951; Daniels, 1950] and Plackett-Luce model [Luce, 1959; Plackett, 1975] as special cases. Together with variants and extensions [Benter, 1994; Böckenholt, 1992] , the Thurston model family has been successfully applied to a wide range of problems [e.g., Murphy, 2006, 2008a; Johnson, Deaner and Van Schaik, 2002; Gray-Davies, Holmes and Caron, 2016] . Briefly, the Thurstone model assumes that there is an underlying evaluation score for each entity, whose noisy version determines the rankings. In the ThurstoneMosteller-Daniels and Plackett-Luce models, the noises are assumed to follow the normal and Gumbel distributions, respectively. The PlackettLuce model can be equivalently viewed as a multistage model that models the ranking process sequentially, where each entity has a unique parameter representing its probability of being selected at each stage up to a normalizing constant.
Challenges arise in the analysis of ranking data when (a) rankers are of different qualities or belong to different opinion groups; (b) covariates information are available for either rankers or the ranked entities or both; and (c) there are incomplete ranking lists. Gormley and Murphy [2006 , 2008a ,b, 2010 developed the finite mixture of Plackett-Luce models and Benter models [Benter, 1994] to accommodate heterogeneous subgroups of rankers, where both the mixing proportion and group specific parameters can depend on the covariates of rankers. Böckenholt [1993] introduces the finite mixture of Thurstone models to allow for heterogeneous subgroups of rankers; Yu [2000] attempts to incorporate the covariates information for both ranked entities and rankers; Johnson, Deaner and Van Schaik [2002] examines qualities of several known subgroups of rankers; and Lee, Steyvers and Miller [2014] represents qualities of rankers by letting them have different noise levels. See Böckenholt [2006] for a review of developments in Thurstonian-based analysis, as well as some further extensions. Recently, Deng et al. [2014] proposed a Bayesian approach that can distinguish high-quality rankers from low-quality ones, and Bhowmik and Ghosh [2017] proposed a method that utilizes covariates of ranked entities to assess qualities of all rankers.
We here employ the Thurstone-Mosteller-Daniels model and its extensions because they are flexible enough to deal with incomplete ranking list and can provide a unified framework to accommodate covariate information of ranked entities, rankers with different qualities, and heterogeneous subgroups of rankers. In particular, we use the Dirichlet process prior for the mixture subgroups of rankers, which can automatically determine the total number of mixture components. Moreover, in contrast to focusing on inferring parameters of Thurstone models in most previous studies, we focus mainly on the rank aggregation and the uncertainty evaluation of the resulting aggregated ranking lists.
Computationally, the estimation for the Thurstone model is generally difficult due to the complicated form of the likelihood function, especially when there are a large number of ranked entities. To overcome the difficulty, Maydeu-Olivares [1999] transformed the estimation problem to a one involving mean and covariance structures with dichotomous indicators, Yao and Böckenholt [1999] proposed a Bayesian approach based on Gibbs sampler, and Johnson [2013] advocated the JAGS software to implement the Bayesian posterior sampling. We here develop a parameter-expanded Gibbs sampler [Liu and Wu, 1999] , which facilitates group moves of the latent variables, to further improve the computational efficiency. As demonstrated in the numerical studies, the improvement of the new sampler over the standard one is significant.
The rest of this article is organized as follows. Section 2 elaborates on our Bayesian models for rank data with covariates. Section 3 provides details of our Markov Chain Monte Carlo algorithms. Section 4 introduces multiple analysis tools using MCMC samples. Section 5 displays simulation results to validate our approaches. Section 6 describes the two realdata applications using the proposed methods. Section 7 concludes with a short discussion.
Bayesian models for rank data with covariates.
2.1. Notation and definitions. Let U be the set of all entities in consideration, and let n = |U | be the total number of entities in U . We use i 1 i 2 to denote that entity i 1 is ranked higher than entity i 2 . A ranking list τ is a set of non-contradictory pairwise relations in U , which gives rise to ordered preference lists for entities in U . We call τ a full ranking list if τ identifies all pairwise relations in U , otherwise a partial ranking list. When τ is a full ranking list, we can equivalently write τ as τ = [i 1 i 2 . . . i n ] for notational simplicity, and further define τ(i) as the position of an entity i ∈ U . Specifically, a high ranked element has a small-numbered position in the list, i.e. τ(i 1 ) < τ(i 2 ) if and only if i 1 i 2 . Furthermore, for any vector z = (z 1 , . . . , z n ) ∈ R n , we use rank(z) = [i 1 i 2 . . . i n ] to denote the full ranking list of z i 's in a decreasing order, i.e., z i 1 ≥ . . . ≥ z i n .
As introduced in Examples 1 and 2, we also observe some covariates of ranked entities. Let x i ∈ R p be the p dimensional covariate vector of ranked entity i, and let X = (x 1 , x 2 , . . . , x n ) ∈ R n×p be the covariate matrix for all n entities. For clarification, in the following discussion we use index i for ranked entities and index j for rankers, with n and m denoting the total numbers of ranked entities and rankers, respectively. 2.2. Full ranking lists without covariates. Suppose we have m full ranking lists τ 1 , τ 2 , . . . , τ m for entities in U = {1, 2, . . . , n}. Thurstone [1927] postulated that the ranking outcome τ j is determined by n latent variables Z ij 's, for 1 ≤ i ≤ n, where Z ij represents ranker j's evaluation score of the ith entity, and Z i 1 j > Z i 2 j if and only if i 1 i 2 for ranker j. Define Z j = (Z 1j , . . . , Z nj ) as ranker j's evaluations of all entities, and rank(Z j ) as the associated full ranking list based on Z j . Similar to Thurstone's assumption, we assume that Z j follows a multivariate Gaussian distribution with mean µ = (µ 1 , . . . , µ n ) representing the underlying true score of the ranked entities:
where ij 's are jointly independently. Because we only observe the ranking lists τ j 's, multiplying (µ, σ) by a constant or adding a constant to all the µ i 's does not influence the likelihood function. Therefore, to ensure identifiability of the parameters, we fix σ 2 = 1 and impose the constraint that µ lies in the space Θ = {µ ∈ R n : 1 µ = 0}. Model (2.1) implies that the τ j 's are independent and identically distributed (i.i.d.) conditional on µ, so the likelihood function is
Specifically, for any possible full ranking list τ on U = {1, 2, . . . , n}, the probability mass function is
Our goal is to generate an aggregated rank based on an estimate of µ in model (2.1). One approach is to use the maximum likelihood estimate (MLE)μ m defined asμ
We have the following consistency result forμ m with the proof deferred to the Supplementary Material. Theorem 2.1. Let true parameter value of model (2.1) be µ 0 ∈ Θ, and we observe τ 1 , . . . , τ m generated from model (2.1). Letμ m be the MLE of µ 0 . Then, for any > 0 and any compact set K ⊂ Θ, we have
as n is fixed and m → ∞.
Alternatively, we can employ a Bayesian procedure, which is more convenient to incorporate prior information, to quantify estimation uncertainties, and to utilize efficient Markov chain Monte Carlo (MCMC) algorithms including data augmentation [Tanner and Wong, 1987] and parameter expansion strategies [Liu and Wu, 1999] . With a reasonable prior, the posterior mean of µ is also a consistent estimator under the same setting as in Theorem 2.1. Denote the prior of µ by p(µ). The posterior distribution of µ and (Z 1 , .
We can then generate the aggregated ranking list as
where theμ i 's are the posterior means of the µ i 's. Let P n = I n − n −1 1 n 1 n denote the projection matrix that determines a mapping from R n to Θ. We choose the prior of µ, which is restricted to the parameter space Θ, to be N 0, σ 2 µ P n . The intuition for choosing this prior is that when µ ∼ N (0, σ 2 µ I n ), we have P n µ ∈ Θ and P n µ ∼ N (0, σ 2 µ P n ). For computation, it is equivalent to using the prior µ ∼ N (0, σ 2 µ I n ) and considering the posterior mean of P n µ ≡ µ −μ,
where π 1 ∼ N 0, σ 2 µ P n and π 2 ∼ N (0, σ 2 µ I n ) denote the prior of µ. More generally, although we restrict µ to the parameter space Θ, we only need to specify a prior for unconstrained µ and make inference based on posterior distribution of µ −μ. Therefore, under such Bayesian model setting, it is extremely flexible to extend the model to incorporate covariate information, as illustrated immediately.
2.3. Ranking lists with covariates. As in both examples, each ranked entity is associated with relevant covariates that are available systematic information determining how a ranker ranks it. To incorporate the covariate information into model (2.1), we assume that the score of entity i depends linearly on the p-dimensional covariate vector x i , for i = 1, . . . , n. To avoid being too restrictive, we allow the intercept term for each entity to be different. In sum, we have the following over-parameterized model:
where the ij 's are mutually independent. Model (2.3) is over-parameterized because µ is invariant if we add a constant vector c to β and change α i to α i − x i c. As a result, the parameters α = (α 1 , . . . , α n ) and β are non-identifiable. However, the structure between µ and (α, β) help us construct some informative priors on µ, incorporating the covariate information. Intuitively, entities with similar x i 's should be close in the underlying µ i 's. Such intuition is conformed by Model (2.3) with suitable priors on (α, β), because similar entities will have higher correlation among their µ i 's a priori. Model (2.3) can be helpful when the ranking information is weak and incomplete, and the covariate information is strongly related to the ranking mechanism.
We further illustrate Model (2.3) using the quarterback data in Example 1. The unobserved variable Z ij represents ranker j's evaluation for the performance of quarterback i. The expression α i + x i β quantifies a hypothetically universal underlying "quality" of the quarterback, and each ranker evaluates it with a personal variation modeled by ij . The linear term x i β can explain the part of their performance, but there are many aspects in a football game that cannot be reflected through a linear combination of these summary statistics. The term α i can capture the remaining "random effect". Without α i , Model (2.3) reduces to a rank regression model in Johnson [2013] , which can be too restrictive in some applications.
We set the prior
The hyper-parameter σ α and σ β can reflect prior belief on the relevance of covariates information to ranking mechanism. Intuitively, the stronger the belief on the role of covariates, the smaller the ratio σ 2 α /σ 2 β will be chosen. We address the choice of hyper-parameters (σ 2 α , σ 2 β ) in the simulation studies. With this prior, the posterior mean of µ −μ = µ − (n −1 ∑ n i=1 µ i )1 n is our estimates for µ ∈ Θ. Below we name this Bayesian approach based on model (2.3) as BARC, standing for Bayesian aggregation of rank data with covariates.
2.4. Weighted rank aggregation for varying qualities of rankers. In practice, the rankers in consideration may have different quality or reliability. In these cases, a weighted rank aggregation is often more appropriate, where each ranker j has a weight w j reflecting the quality of its ranking list. However, it is difficult to design a proper weighting scheme in practice, especially when little or no prior knowledge of the rankers is available. To deal with this difficulty, we incorporate weights into variance parameters in our model, and infer them jointly with other parameters. More precisely, we model the ranker's quality by the precision of the noise, i.e, extending model (2.3) to the following weighted version:
where the ij 's are mutually independent and w j > 0. Note that the variance of ij , which is the inverse of the ranker's reliability measure w j , depends only on ranker j's quality, but does not depend on entity i. The prior for the w j 's can be any distribution bounded away from zero and infinity such as uniform and truncated chi-square distributions. A more restrictive choice is to let the weights take only on a few discrete values. Our numerical study shows that the more restrictive prior specification for the weights can lead to a much less sticky MCMC sampler without compromising much in the precision of aggregated rank as well as the quality evaluation of rankers. Specifically, we restrict w j to three different levels for reliable, mediocre and low-quality rankers, separately. The corresponding weights for these rankers are 2, 1 and 0.5, respectively, with equal probabilities a priori, i.e., (2.5)
where the w j 's are mutually independent. We call this weighted rank aggregation method as BARCW, standing for Bayesian aggregation of rank data with entities' covariates and rankers' (unknown) weights.
2.5. Ranker clustering via mixture model. Our previous models assume that the underlying score µ is universal to all rankers, which can sometimes be too restrictive. Böckenholt [1993] and Murphy [2006, 2008a,b] suggested that there are often several categories of voters with very different political opinions in an election, and subsequently a mixture model approach should be applied to cluster voters into subgroups. Differing from BARCW, which studies differences in rankers' reliabilities, this mixture model focuses on the heterogeneity in rankers' opinions while assuming that all rankers are equally reliable.
A common issue in mixture models is to determine the number of mixture components. Here we employ the Dirichlet process mixture model, which overcomes this problem by defining mixture distributions with a countably infinite number of components via a Dirichlet process prior [Antoniak, 1974; Ferguson et al., 1983] . We first extend Model (2.3) so that the underlying score of entities is ranker-specific: (2.6)
where X ∈ R n×p is the covariate matrix for all ranked entities, µ (j) represents the underlying true score for ranker j, and ε j 's are jointly independent. We then assume that the distribution of (α (j) , β (j) ) follows a Dirichlet process prior, i.e.
where G 0 defines a baseline distribution on R n × R p for the Dirichlet process prior, satisfying E(G) = G 0 , and γ is a concentration parameter. For the ease of understanding, we can equivalently view model (2.6)-(2.7) as the limit of the following finite mixture model with K components when K → ∞:
where the latent variable q j ∈ {1, 2, . . . , K} indicates the cluster allocation of ranker j, and µ k corresponds to the common underlying score vector for rankers in cluster k.
We choose the baseline distribution G 0 on R n × R p using two independent zero-mean Gaussian distributions with covariances σ 2 α I n and σ 2
Clearly, G 0 is the same as the prior distribution of (α, β) we use in the previous models, and the conjugacy between G 0 and the distribution of Z j 's leads to a straightforward Gibbs sampler as described in Neal [1992] and MacEachern [1994] . Parameter γ represents the degree of concentration of G around G 0 and, thus, is related to the number of distinct clusters. According to the Pólya urn scheme representation of the Dirichlet process in Blackwell and MacQueen [1973] , the prior probability that a new ranker belongs to a different cluster with all m existing rankers is γ/(m + γ − 1). In addition, the expected number of clusters with in total m rankers is ∑ m j=1 γ/(j + γ − 1) a priori. We discuss the sensitivity of this hyper-parameter in the simulation studies.
Under this Dirichlet process mixture model, we are interested in rank aggregation within each cluster as well as rank aggregation across all clusters. The aggregated ranking in each cluster k is determined by the order of µ k , or equivalently µ (j) 's with cluster allocation q j = k. The aggregated ranking list across all clusters depends on the underlying score of all rankers:
whereμ (j) is the posterior mean of the µ (j) for each ranker j. We regard this rank aggregation method as BARCM, standing for Bayesian Aggregation of Rank data with Covariates of entities and Mixture of rankers with different ranking opinions.
2.6. Extension to partial ranking lists. Model (2.1),(2.3),(2.4) and (2.6) can all be applied when the observations are partial ranking lists. Because we define ranking list as a set of non-contradictory pairwise relations among ranked entities, partial ranking lists appear when any of the pairwise relations is missing. Thus, besides the partial ranking list τ j (1 ≤ j ≤ m), we also observe the δ j 's, which indicate which pairwise relationship is missing. Under latent variable models, we denote τ j rank(Z j ) if the partial ranking list τ j is consistent with the full ranking list rank(Z j ). Our models, BARC, BARCW and BARCM, for the observed individual partial ranking lists are the same as in (2.3), (2.4) and (2.6)-(2.7), except that τ j = rank(Z j ) is replaced by τ j rank(Z j ). Let θ δ and θ τ denote the parameters for missing indicators δ j 's and ranking lists τ j 's, respectively. We can then write the likelihood of (δ j , τ j ) as
If the pairwise relations are missing at random, in the sense that p(
If the priors for the parameters θ δ and θ τ are mutually independent, we can further ignore the δ j 's when conducting the Bayesian inference for the parameter θ τ of ranking mechanisms.
MCMC computation with parameter expansion.
We use Gibbs sampling with parameter expansion [Liu and Wu, 1999] in our Bayesian computation for the latent variable models with covariates. We start with model (2.3) and then generalize this MCMC strategy to two extended models, (2.4) and (2.6)-(2.7). To simplify the notation, we define
3.1. Parameter-expanded Gibbs Sampler. The most computationally expensive part in our model is to sample all the Z ij 's from the truncated Gaussian distributions. Furthermore, because Z and (α, β) are intertwined together due to the posited regression model, they tend to correlate highly, similar to the difficulty of the data augmentation method introduced by Albert and Chib [1993] for probit regression models.
To speed up the algorithm, we follow Scheme 2 in Liu and Wu [1999] and exploit a parameter-expanded data augmentation (PX-DA) algorithm. In particular, we introduce a group scale transformation of the "missing data" matrix Z, the evaluation scores of all rankers for all ranked identities, indexed by a non-negative parameter θ, i.e., t θ (Z) ≡ Z/θ. The PX-DA algorithm updates the missing data Z and the expanded parameters (θ, α, β) iteratively as follows:
is the Jacobian of scale transformation, H(dθ) = θ −1 dθ is the Haar measure on a scale group up to a constant, and
is the marginal density of latent variables evaluated at t θ (Z), where
Below we give some intuition on why the PX-DA algorithm improves efficiency. Without Step 2 and with t θ (Z) in Step 3 replaced by Z, the algorithm reduces to the standard Gibbs sampler, which updates the missing data and parameters iteratively.The scale group move of Z under the usual Gibbs sampler is slow due to both the Gibbs update for Z in Step 1 and the high correlation between Z and (α, β). To overcome such difficulty, the PX-DA algorithm introduces a scale transformation of Z to facilitate its group move and mitigate its correlation with (α, β). To ensure the validity of the MCMC algorithm, the scale transformation parameter θ has to be drawn from a carefully specified distribution, such that the move is invariant under the target posterior distribution, i.e., t θ (Z) follows the same distribution as the original Z under stationarity. To aid in understanding, we provide a proof in the Supplementary Material that the specified distribution of θ in Step 2 satisfies this property.
3.2. Gibbs sampler for BARCW. Under Model (2.4) for BARCW, the Gibbs steps for [Z, β, α | T , W ] is very similar to that for [Z, β, α | T ] in the previous model for BARC, with details relegated to the Supplementary Material. The additional step is to draw w j given all other variables. For j = 1, . . . , m, we draw discrete random variable w j from the following conditional posterior probability mass function:
3.3. Gibbs sampler for BARCM. Under model (2.6)-(2.7) for BARCM, we first represent the parameters {α (j) , β (j) } m j=1 by cluster allocation vector q = (q 1 , . . . , q m ) and cluster-wise parameters {α k , β k : k ∈ {q 1 , . . . , q m }}, and then use the MCMC algorithm to sample q, (α k , β k )'s and Z = (Z 1 , . . . , Z m ).
Let A k (q) = {j | 1 ≤ j ≤ m, q j = k} denote the set of rankers that belong to cluster k given cluster allocation q. Due to the conjugacy between G 0 and the distribution of Z j 's, we can integrate out (α k , β k )'s when sampling q, and Gibbs sampling of q given Z follows from Algorithm 3 in Neal [2000] . Specifically, the Gibbs steps are as follows:
where
| denotes the number of units except j that are in cluster k, and P q j | q [−j] is determined as follows: 
Rank aggregation via MCMC samples.
Following the Bayesian computation in the previous section, we can obtain MCMC samples from the posterior distribution of (α, β) under BARC or BARCW, and from the posterior distribution of (α (j) , β (j) )'s under BARCM. As described in (2.2) and (2.9), we use the posterior mean of µ i ≡ α i + x i β's to generate the aggregated ranking list in BARC and BARCW, and use the posterior mean of
Moreover, we have some byproducts from the Bayesian inference besides the aggregated ranking lists, as illustrated below.
4.1. Probability interval for the aggregated ranking list. In existing rank aggregation methods, people usually seek only one aggregated rank, but ignore the uncertainty of the aggregation result. When we observe i j in a single ranking list ρ, we cannot tell whether i is much better than j or they are close. The Bayesian inference provides us a natural uncertainty measure for the ranking result. Under BARC or BARCW, suppose
, we calculate a ranking list ρ [l] = rank(µ [l] ). We denote τ [l] (i) as the position of entity i in ranking list ρ [l] , and define the (1 − α) probability interval of entity i's rank as 
. The construction of credible intervals for entities' ranks under BARCM is very similar, and thus is omitted here.
4.2.
Measurements of heterogeneous rankers. In BARCW and BARCM, we aim to learn the heterogeneity in rankers and subsequently improve as well as better interpret the rank aggregation results. Both methods deliver meaningful measures to detect heterogeneous rankers.
In BARCW, we assume that all rankers share the same opinion and the samples from p(w | T ) measure the reliability of the input rankers. In BARCM, we assume that there exist a few groups of rankers with different opinions, despite all being reliable rankers. The MCMC samples from p(q | T ) estimate ranker clusters with different opinions. The number of clusters is determined by the number of distinct values in cluster allocation q. The opinion of rankers in cluster k can be aggregated by the posterior means of α k i + x i β k 's. We compare both methods later in simulation studies and real applications.
4.3. Role of covariates in the ranking mechanism. As discussed in Section 2.3, the interpretation of α and β is difficult due to over-parameterization. However, noting that the α i 's are modeled as i.i.d Gaussian random variables with mean zero a priori, the posterior distribution of β still provides some meaningful information about the role of covariates in the ranking mechanism. Intuitively, for each ranked entity i, the projection x i β can be seen as the part of the evaluation score µ i linearly explained by the covariates, and α i as the corresponding residual. The sign and magnitude of the coefficient β k for the kth covariate indicate the positive or negative role of covariates and its strength in determining the ranking list. In practice, we can incorporate nonlinear transformations of original covariates to allow for more flexible role of covariates in explaining the ranking mechanism.
5. Simulation Studies. We adopt the normalized Kendall tau distance [Kendall, 1938] between ranking lists in evaluation to compare our methods with other rank aggregation methods. Another popular distance measure Spearman's footrule distance [Diaconis and Graham, 1977] gives very similar results and is thus omitted here.
5.1.
Comparison between BARC and other rank aggregation methods. Recall that U is the set {1, . . . , n} of entities, and entity i has true value µ i . We generate m full ranking lists {τ j } m j=1 via the following model:
We generate i.i.d. vectors x i = (x i1 , . . . , x ip ) ∈ R p from the multivariate normal distribution with mean 0 and covariance Cov(x is , x it ) = ρ |s−t| for 1 ≤ s, t ≤ p, and examine three scenarios. In Scenario 1, the true difference between entities can be linearly explained by covariates. In Scenario 2, a linear combination of covariates can partially explain the ranking. In Scenario 3, the ranking mechanism is barely correlated with the covariates.
1. µ i = x T i β, where β = (3, 2, 1, 0.5) , p = 4, and ρ = 0.2. 2. µ i = x T i β + x i 2 , where β = (3, 2, 1) , p = 3, and ρ = 0.5. 3. µ i = x i 2 , where p = 4, and ρ = 0.5.
We first examine the impact of the noise level σ on the performance of BARC and other rank aggregation methods. Fixing n = 50 and m = 10, we tried four different values of σ (= 5, 10, 20, 40) . For each configuration, we generated 500 simulated datasets. We applied Borda Count (BC), Markov-Chain based methods (MC1, MC2, MC3), Plackett-Luce based method (PL) and our BARC method. A brief review of the aforementioned methods can be found in the Supplementary Material. When utilizing BARC and its extensions, we input standardized covariates and set hyper-parameters σ α = 1 and σ β = 100 unless otherwise stated. Intuitively, with a small σ α and a large σ β , BARC would exploit the role of covariates in rank aggregation. The Kendall's tau distances between the true rank and the aggregated ranks produced by the six methods, averaged over the 500 simulated datasets, are plotted against the noise level in Figure 1 . We can observe that BARC uniformly outperformed the competing methods in Scenarios 1 and 2 when the linear combination of covariates is useful, and was competitive in scenario 3. The PL method underperformed all other methods but MC1 due to its misspecified distributional assumption. Average distance between true rank and aggregated ranks of different methods. As the covariates become increasingly dis-associated with the ranking mechanism from Scenarios 1 to 3, the advantage of BARC over existing methods shrank. Under these scenarios, the lines of MC2, MC3 and Borda Count overlap. In Scenario 3, the results of MC2, MC3, Borda Count and BARC are extremely close as the ranking does not associate with covariates linearly.
Computational advantage of parameter expansion.
Before we move to more complicated settings, we would like to use the above simulation to demonstrate the effectiveness of parameter expansion in dealing with rank data. We use Scenario 2 with noise level σ = 5 as an illustration. Figure 2 shows that Gibbs sampler with parameter expansion reduces the autocorrelation in MCMC samples compared to regular Gibbs sampler.
5.3. BARC with partial ranking lists. We further explore how BARC performs for aggregating partial ranking lists, where subgroups have no overlap with each other. This is a similar situation as we observe in Example 2. We simulated data from Scenario 2 with n = 80, m = 10 and p = 3. We randomly divide these 80 entities into k (= 1, 2, 4, 8, 10, 16) subgroups, each with size n/k. As k increases, the pairwise comparison information decreases. For example, when k = 16, we have only 5.06% of all the pairwise comparisons in a partial ranking list. Figure 3 displays the Kendall's tau distances between the true rank and the aggregated ranking lists inferred by BARC in different cases. BARC is quite robust with respect to partial ranking lists when unobserved pairwise comparisons are missing completely at random and the input ranking lists have moderate dependence on the available covariates. In contrast, denoted by BAR in Figure 3 , the BARC method without using covariates is susceptible to partial lists. 5.4. BARCM for heterogeneous opinions in ranking lists. In real world, there can be a few groups of rankers with different opinions, despite all being reliable rankers. Dirichlet process mixture model (2.6)-(2.7) clusters the rankers and can automatically determine the total number of clusters. Here, we use simulation to study the sensitivity of BARCM to hyper-parameter γ in the Dirichlet process prior. In addition, we explore the performance of BARCW under this misspecified model setting.
We simulated under the BARC model with three mixture components. Mimicking the dataset in Example 2, we have m = 69 rankers, p = 11 covariates each entity, and n = 108 entities divided into 9 non-overlapping groups of equal size. The categories of rankers are generated with probability π = (0.5, 0.3, 0.2). The covariates x i 's are generated from multivariate normal distribution with mean 0 and covariance Cov(x is , x it ) = (0.2) |s−t| , and the coefficients are generated from β k iid ∼ N (0, I p ) and α k i iid ∼ N (0, 2 2 ) for k = 1, 2, 3 and i = 1, . . . , n. The noise level is fixed at σ = 1. Table 5 shows the average clustering accuracy under different hyper-parameters. The clustering accuracy here is measured by Rand Index, which is the percentage of pairwise clustering decisions that are correct [Rand, 1971] . The hyper-parameters clearly impacts the number of clusters in the mixture model, but the results are quite robust in terms of the clustering error. Table 5 Clustering analysis under heterogeneous setting: average clustering accuracy and number of clusters given by BARCM over 100 simulations under each γ value. We also applied BARCW to this simulated data set. Figure 4 shows that the minority opinions are down-weighted by BARCW, which assumes that all rankers share the same opinion. As a result, BARCW reinforces the majority's opinion in rank aggregation. In practice, we recommend to apply BARCM to check if there are several sizable ranker subgroups. By studying rankers' heterogeneity, we can better understand our ranking data even if we seek only one aggregated ranking list. 5.5. Robustness of BARCM and BARCW under homogeneous setting. In contrast to the simulation with heterogeneous ranker qualities or opinions, we also simulated the BARC model under the homogeneous setting to verify the robustness of BARCM and BARCW. The simulation is the same as 5.4 except that all rankers are from one component with equal qualities. Table 6 shows the average clustering accuracy under different hyper-parameters. Figure 5 shows the histogram of the rankers' weights given by BARCW. Under this homogeneous setting, BARCM clustered therankers into one group, and BARCW assigned the rankers' weights mostly near the maximum. 
Analyses of the Two Real Data Sets.
6.1. Aggregating NFL Quarterback rankings. Ranking NFL quarterbacks is a classic case where experts' ranking schemes are clearly related to some performance statistics of the players in their games. Information in Tables 1 and 2 enables us to generate aggregated lists using both rank data and the covariates information, as shown in Table 7 . For quarterbacks at the top and bottom of the list, these methods mostly agree with each other. Among all compared rank aggregation results, the PL method has the largest discrepancy with other methods, especially in the bottom half where the ranking uncertainty is large. Some diagnostics plots for MCMC convergence are provided in the Supplementary Material. Figure 6 shows the 95% probability interval for each quarterback's rank under both BARC and BARCW. We can see that the interval width is large for mediocre quarterbacks, and that is exactly where a majority of discrepancies occurred among different rankers and different rank aggregation methods. The interval estimates of aggregated ranks can separate several elite quarterbacks from the others.
All methods except BARCW assume equal reliability for all input lists. Figure 7 shows the posterior boxplots and posterior means of the weights. Out of the 13 rankers, seven are inferred to have significantly higher quality than the other six rankers. We further validated our weights estimation using the prediction accuracy of each expert at the end of the season. Table  8 shows the means and standard deviations of two well separated groups of rankers. Figure 8 gives us intuition about the role of covariates in our rank aggregation. TD and Int, which stand for percentage of touchdowns andinterceptions thrown when attempting to pass, are the most significant covariates; touchdowns have a positive effect, while interceptions have a negative one. Based on our football common sense, touchdowns and interceptions can directly impact the result of a game.
6.2. Aggregating orthodontics data. As mentioned in Section 1, the orthodontics data set contains 69 ranking lists for each of the 9 groups of the orthodontic cases. With ranking lists produced by a group of highprofile specialists, the rank aggregation problem emerges because the average perception of experienced orthodontists is considered the cornerstone of systems for the evaluation of orthodontic treatment outcome [Liu et al., 2012; Song et al., 2014 Song et al., , 2015 . The covariates for these cases are objective assessments on their teeth. It is quite difficult to aggregate ranking Table 8 Summary of 13 experts' prediction accuracy evaluated after the 2014 NFL season. Throughout the season, FantasyPros.com compare each expert's player preference to the actual outcomes. The prediction accuracy is calculated based on the incremental fantasy points implied by ranking lists.
"reliable" rankers "unreliable" rankers mean ( Posterior mean and 95% probability interval of β given by BARCW in aggregating quarterback rankings. Please refer Table 2 for the covariates information, and each column of covariates are standardized when applied in BARCW.
lists of many non-overlapping subgroups, as covariates are the only source of information available in bridging different groups. In addition, Table 3 shows that the rankers did not have very similar opinions. Previously, Liu et al. [2012] and Song et al. [2014] assessed the reliability and the overall consistency of these experienced orthodontists through simple statistics including Spearman's correlation among these highly incomplete ranking lists within each subgroup of cases. To gain deeper understanding of these ranking lists, we first study the heterogeneity among rankers using BARCM. We applied Dirichlet process mixture model with γ = 1. The 69 experts are clustered into 24 subgroups. The sizes of the leading three clusters are (19, 9, 6) . Other clusters have fewer than 5 rankers each. Figure 9 shows the Kendall tau distances among the posterior means of the µ (j) s, which are the underlying ranking criteria of all rankers. We see that almost half of the rankers cannot be grouped into sizable clusters, indicating that their opinions are closer to the baseline distribution in Dirichlet process than to other rankers. Because a ranking lists drawn from the baseline distribution is just noise, the rankers in the small groups either were unreliable rankers, or used information other than the available covariates in their ranking systems.
We subsequently applied BARCW to this data set. Figure 10 shows the box plot of rankers' weights by their estimated clusters from BARCM. The rankers in the largest cluster are mostly considered reliable rankers, while the rankers in the small clusters are labeled as low-quality rankers. Implied by lower weights, the noisier ranking evaluation explains why the small-size clusters are not combined into the big ones. The weights of rankers in cluster 2 and cluster 3 are around the middle. This result is similar to our demonstration using simulation in Section 5.4. Among clusters 1-3, BARCW tends to down-weight the minority opinions when heterogeneous opinions exist. Based on the results from BARCM and BARCW, we conclude that there are three ranking opinions among half of the experts, while the others have considerable discrepancy that can be attributed to low individual reliability. Finally, we use both BARCW and BARCM for rank aggregation. The key to aggregate these nine non-overlapping groups of patients is to figure out the rank of patients' orthodontics conditions using, but not overly relying on, the covariates. Tables 9 and 10 show the top and bottom cases in aggregated ranking lists. Recall that BARCM aggregates opinions of the whole sample by averaging over all clusters with their corresponding proportions. The results from BARCW and BARCM are quite consistent with each other although they employed different assumptions. The Kendall distance between these two aggregated lists is 0.047. It supports our conclusion that rankers' discrepancy can be mostly explained by their heterogeneous reliability. (19, 9, 6) , while "other" combines all rankers from the remaining 21 fragmented clusters. Table 9 The five cases that are considered to have the best conditions based on rank aggregation.
BARC BARCW BARCM Cl. 1 Cl. 2 Cl. 3  1  H2  G7  G7  E2  A1  G7  2  E2  E2  E2  H3  G7  A1  3  G7  H2  H2  G7  H2  E2  4  H3  H3  H3  H2  E2  A4  5  H4  H4  A1  F8 H4 H4 Figure 11 shows coefficient plot of β in BARCW. It illustrates the role of covariates in our rank aggregation, especially in positioning those nonoverlapping groups. Among the covariates, overjet, overbite and centerline all measure certain types of overall displacement, and thus are generally considered to have stronger negative effect compared to the other local displacements in this study.
7. Discussion. We described three model-based Bayesian rank aggregation methods (BARC, BARCW, BARCM) for combining different ranking lists when some covariates for the entities in consideration are also Table 10 The five cases that are considered to have the worst conditions based on rank aggregation.
BARC BARCW BARCM Cl. 1 Cl. 2 Cl. 3  108  F4  F4  F4  H5  F4  F4  107  H5  H5  F10  F10  F10  F10  106  F10  F10  H5  F4  H5  E6  105  E6  E6  E6  D11  D11  H5  104  D11  D11  D11  E6  E6 Posterior mean and 95% probability interval of β given by BARCW in aggregating orthodontics data. Please refer Table 4 for the covariates information, and each column of covariates are standardized when applied in BARCW.
observed. With the help of covariates, these methods can accommodate various types of input ranking lists, including highly incomplete ones. Under the assumption of homogeneous ranking opinion, BARCW learns the qualities of rankers from data, and over-weighs high quality ones in rank aggregation. BARCM, on the other hand, studies the possibility of having heterogeneous opinion groups among rankers under the same framework. All three methods generate uncertainty measures for the aggregated ranks. Our simulation studies and real-data applications validate the importance of covariate information and our estimation of rankers' qualities and their heterogeneous opinions. We note that our methods consider only the covariate information of the ranked entities. It is of interest to further incorporate available covariate information of rankers, which can be helpful for detecting rankers' qualities and clustering rankers into subgroups with different opinions. We leave this extension of BARC for a further work.
The foundation of our rank data modeling is the Thursthone-MostellerDaniels model, which can be extended in many ways. Although these models have been around for a long time, the standard MCMC procedure for their Bayesian inference does not mix well for our real-data applications due to the entangled latent structure of the models. We took advantage of the conjugacy of Gaussian distributions and exploited parameterexpanded Gibbs sampler to improve the computation efficiency. We can also speed up the MCMC algorithm through parallelization when there are many rankers, i.e., when m is large. For all the three models, BARC, BARCW and BARCM, we can parallelize the Gibbs steps for updating {Z j } m j=1 given µ, or equivalently (α, β). However, this full Bayesian inference still has its limitation in computational scalability when dealing with very large datasets such as those arisen from voting. An interesting future work is to develop approximate likelihood and Bayesian priors for the BARC model family under "big-data" settings that can enable us to do both efficient point estimation and approximate Bayesian inference.
Supplementary Material
A1. Proof for the consistency of MLE. We need the following two lemmas to prove Theorem 1. Lemma A1. Given µ ∈ Θ, for every > 0, there exists R such that for all v ∈ Θ with µ − v < 1,
Proof: According to the triangle inequality and the fact that v − µ < 1, we have Note that the right hand side of inequality (A1) converges to zero as R goes to infinity. For any > 0, there exists R such that R ≥ 2(1 + µ ) and B(R) c e − 1 8 Z 2 dZ < , which further implies B(R) c e − 1 2 Z−v 2 dZ < for any v − µ < 1. Lemma A2. (Identifiability) The true distribution of τ is identifiable on parameter space Θ: P µ = P µ for every µ = µ .
Proof: Suppose µ, µ ∈ Θ and P µ (τ) = P µ (τ) for all possible full ranking list τ on U. Since
), where Φ(·) is the Normal CDF. Hence, µ i 1 − µ i 2 = µ i 1 − µ i 2 for 1 ≤ i 1 < i 2 ≤ n, and 1 µ = 1 µ = 0. Hence, we have µ = µ .
Proof of Theorem 1:
We apply Wald's consistency proof [Van der Vaart, 2000] by verifying the following three conditions. First, we denote m µ (τ) de f = log P µ (τ) and show that the map µ → m µ (τ) is continuous for all τ. According to Lemma 1, given µ ∈ Θ, for every > 0, there exists R such that for all v ∈ Θ with µ − v < 1, We conclude that τ(Z)=τ e − 1 2 Z−µ 2 dZ is continuous with respect to µ. Second, for every sufficiently small V ⊂ Θ the function τ → sup µ∈U m µ (τ) is measurable and satisfies E µ 0 sup µ∈V m µ (τ) < ∞.
The domain of τ a finite set containing all possible ranking lists of n entities. Thus, for any t ∈ R, the preimage of (t, ∞) under τ → sup µ∈U m µ (τ) is a finite set. Thus, τ → sup µ∈U m µ (τ) is a measureable function. Third, because P µ (τ) ≤ 1, we have sup µ∈V m µ (τ) ≤ 0. Since the domain of τ is a finite set, there exists a lower bound c such that sup µ∈V m µ (τ) ≥ c for every τ. Thus, E µ 0 sup µ∈V m µ (τ) exists and E µ 0 sup µ∈V m µ (τ) < ∞.
Due to the identifiability of P µ in Lemma 2, E µ 0 m µ (τ) attains its maximum uniquely at µ 0 . Then according to Wald's consistency proof, for every > 0 and every compact set K ⊂ Θ, P ({ μ m − µ 0 ≥ } ∩ {μ m ∈ K}) → 0, as n is fixed, m → ∞.
A2. Validity of the parameter-expanded Gibbs sampler.
Below we show the validity of parameter expanded Gibbs sampler under BARC, and the validity under BARCW and BARCM follows by the same logic. We use π to denote the marginal posterior distribution of Z given all the observed ranking lists T , i.e.,
In order to show the validity of parameter expansion, it suffices to prove that for any Z following the marginal posterior distribution π(Z), its transformation t θ (Z) also follows the same distribution π, as long as θ is draw from the distribution with density proportional to π(t θ (Z))|J θ (Z)|θ −1 . The proof is as follows.
By construction, the joint density of (Z, θ) is Figure A1 , we present convergence diagnostics for MCMC samples of µ −μ, which BARCW uses to generate aggregated ranking list in quarterback ranking example. In Figure A2 , we present convergence diagnostics for MCMC samples of µ (j) − µ (j) in BARCM method when applied to orthodontics example. 
A6. Diagnostic. In

