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 In the first chromosome division of meiosis (MI), homologous chromosome 
pairs are separated, allowing for the production of fertile haploid gametes from diploid 
progenitor cells.  Proper MI segregation of homologous chromosomes in most 
eukaryotic organisms requires that at least one programmed DNA double-strand break 
(DSB) per pair of homologous chromosomes is repaired as a crossover.  These 
crossover events tether homologous chromosomes together, which allows for the 
generation of a bipolar spindle to separate the homologous chromosomes.  The widely 
conserved PCH2 gene of Saccharomyces cerevisiae is involved in regulating the 
repair of meiotic DSBs.  First, Pch2 promotes the use of the homologous chromosome, 
instead of the sister chromatid, as a DSB repair template.  Second, Pch2 regulates the 
fate of DSBs that are repaired using the homologous chromosome by limiting gene 
conversion and by promoting crossover interference.  pch2∆ mutants repair a greater 
proportion of meiotic DSBs using the sister chromatid than wild-type cells, but the 
majority of DSBs are still repaired using the homologous chromosome.  The DSBs 
that are repaired using the homologous chromosome in pch2∆ mutants have a higher 
likelihood to be associated with gene conversion events and to be repaired as 
crossovers, as opposed to noncrossovers.  The distribution of crossover events 
observed in pch2∆ also demonstrates a significant reduction in crossover interference 
in these mutants.  I hypothesize that a single Pch2-dependent role in meiotic 
 chromosome axis organization inhibits intersister DSB repair, limits gene conversion 
tract length, and promotes the interference regulation of interhomolog DSB repair.           
 iii 
BIOGRAPHICAL SKETCH 
 
 Sarah Elizabeth Zanders is the daughter of Darrold and Suzanne Nord.  Sarah 
grew up the youngest of five children in the small town of Glenwood, located in the 
beautiful loess hills of southwest Iowa.  Sarah graduated from Glenwood High School 
in 2001 and then moved to the eastern side of the state to attend the University of 
Iowa.  At Iowa, Sarah majored in Biology and was fortunate to be introduced to both 
genetics and the study of meiosis by her mentor Dr. Robert E. Malone.  After 
graduating from Iowa with honors and highest distinction in 2005, Sarah married her 
high school sweetheart Patrick and came to Cornell University to pursue a Ph.D. in 
Genetics.  Sarah joined the lab of Dr. Eric Alani where she studied DNA mutagenesis 
and meiotic recombination.  Now that Sarah has completed her dissertation, she plans 
to continue and expand her studies of meiosis in the lab of Dr. Harmit Malik at the 
Fred Hutchinson Cancer Research Center.        
 iv 
 
 
 
 
 
 
 
 
 
 
 
 
To Patrick
 v 
ACKNOWLEDGMENTS 
 
 I want to first thank my advisor Eric Alani.  I have learned a lot from Eric and 
greatly appreciate his guidance and support.  I especially want to thank Eric for 
challenging my thinking and giving me the freedom to both make mistakes and try out 
new ideas.  Also, I want to thank Eric for the significant amount of cloning he did to 
assist my projects in the lab.  I would also like to thank my committee members Tom 
Fox and Dan Barbash for their support throughout my time here. 
   I was fortunate to be a part of two collaborations during my time at Cornell.  
First, I would like to thank Jennifer Wanat, Megan Sonntag, Keun Kim, Romain 
Kozul, Beth Weiner, and Nancy Kleckner for letting me join in on their studies of the 
role of CSM4 in meiosis.  Second, I would like to thank Ann Demogines, Maria Ma, 
Arindam RoyChoudury, Ryan Hernandez, Brandon Barker, Zhenglong Gu, and Carlos 
Bustamante for their efforts on our long, drawn out project identifying a novel 
mutational hotspot.    
 I am also grateful for the enjoyable environment in the Alani lab created by all 
of its members throughout my years here.  Specifically, I would like to thank Jennifer 
Surtees, Ann Demogines, Amy Lyndaker, Jen Wanat, and Megan Sonntag. 
 I want to give a special thanks to my classmates and Heather Flores and Maho 
Shibata, whose friendship greatly enriched my years in Ithaca. 
 Finally, I want to thank my parents, siblings and husband for their love, 
support, and unwavering confidence in my abilities. 
 vi 
TABLE OF CONTENTS 
 
BIOGRAPHICAL SKETCH iii 
DEDICATION iv 
ACKNOWLEDGEMENTS v 
TABLE OF CONTENTS vi 
LIST OF FIGURES viii 
LIST OF TABLES x 
CHAPTER 1.  Introduction to meiosis and meiotic recombination mechanisms 1 
          References 20 
CHAPTER 2.  Zanders and Alani (2009) The pch2∆ mutation in baker’s yeast 
alters meiotic crossover levels and confers a defect in crossover interference.  
PLoS Genet 5: e1000571.  
28 
          Abstract 29 
          Author’s Summary 29 
          Introduction 30 
          Results 34 
          Discussion 79 
          Materials and Methods 86 
          Acknowledgements 88 
          References 89 
CHAPTER 3.  Zanders and Alani (2010) Pch2 regulates interhomolog and 
intersister double-strand break repair in budding yeast meiosis.  (submitted) 
96 
          Abstract 97 
          Author’s Summary 97 
          Introduction 98 
 vii 
          Results 102 
          Discussion 117 
          Materials and Methods 125 
          Acknowledgements 130 
          References 131 
CHAPTER 4.  Zanders et al. (2010)  Identification of mutagenesis patterns in 
mismatch repair defective diploid yeast by whole-genome sequencing. 
(submitted) 
140 
          Abstract 141 
          Introduction 142 
          Materials and Methods 144 
          Results and Discussion 155 
          Acknowledgements 181 
          References 182 
 viii 
LIST OF FIGURES 
 
1-1 Interhomolog crossovers and sister chromatid cohesion contribute to 
chromosome segregation in meiosis. 
4 
1-2 Models for different interhomolog DSB repair pathways. 7 
1-3 Meiotic recombination occurs in a complex and dynamic chromosomal 
context. 
10 
2-1 pch2∆ has increased levels of meiotic COs on the large chromosome 
XV. 
35 
2-2 pch2∆ has increased levels of meiotic CO levels on chromosomes VII 
and VIII, but not the small chromosome III. 
37 
2-3 Pch2 promotes spore viability in spo11 hypomorphs 41 
2-4 pch2∆ mutants display a synthetic decrease in spore viability when 
combined with msh5∆ or mms4∆ mutations.  
43 
2-5 CO interference is reduced in absence of Pch2. 59 
2-6 pch2∆ does not appear to have increased levels of meiotic DSBs. 75 
2-7 The pch2∆ MI delay is suppressed by the spo11-HA hypomorph. 78 
2-8 Model for interference-regulation of the CO vs. NCO decision. 80 
3-1 DSB levels observed in the dmc1∆ and dmc1∆ rad54∆ backgrounds at 
the YCRO48W DSB hotspot. 
107 
3-2 DSB levels observed in the dmc1∆ background at the HIS2 DSB 
hotspot. 
109 
3-3 DSB levels observed in the rad50S background at the YCRO48W DSB 
hotspot. 
111 
3-4 Intersister recombination is increased in pch2∆. 116 
3-5 Model for DSB repair and meiotic progression in wild-type, dmc1∆, 119 
 ix 
pch2∆ spo11-HA dmc1∆ meiosis. 
3-6 Model proposing Pch2-promoted chromosome axis organization both 
inhibits intersister DSB repair and regulates interhomolog DSB repair. 
121 
4-1 Flow chart describing bioinformatic methods used to identify 
heterozygous mutants from Illumina GA whole-genome sequencing. 
149 
4-2 100 bp regions surrounding indel mutations in the Mut3 and Mut4 lines. 168 
4-3 Window analysis for indel (A) and base substitution mutations (B) in 
Mut2, Mut3, and Mut4 lines. 
170 
4-4 Multiple HP tracts act as a constitutive promoter 177 
x 
LIST OF TABLES 
 
 
2-1 Yeast strains. 38 
2-2 Genetic map distances calculated from four-spore viable tetrads. 45 
2-3 pch2∆ increases the frequency of aberrant marker segregation. 50 
2-4 CO:NCO ratio of markers flanking gene conversion events of 
chromosomes VII and VIII. 
51 
2-5 Interference calculations using NPD ratios. 53 
2-6 Interference calculations using coefficients of coincidence. 57 
2-7 Interference calculations using the method of Malkova et al. 61 
2-8 Genetic recombination frequencies in spores. 71 
3-1 Spore formation efficiency and viability in pch2∆ mutants. 103 
3-2 Yeast strains. 126 
4-1 False positive and negative rated based on simulation analysis. 157 
4-2 Genome location of mutations detected in the Mut2, Mut3, and Mut4 
lines. 
159 
4-3 Mutation rates for Mut2, Mut3, and Mut4 lines grown in bottlenecks for 
160 generations. 
163 
4-4 Goodness of fit test for indel and SNP mutations in HP tracts from the 
yeast Mut2, Mut3, and Mut4 lines. 
173 
  
  1 
CHAPTER 1 
Introduction to meiosis and meiotic recombination mechanisms 
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 Meiosis is a specialized form of cell division that generates haploid gametes 
from diploid progenitor cells, thus permitting eukaryotes to reproduce sexually while 
maintaining a stable genome size [1].  Meiosis consists of one round of DNA 
replication, followed by two rounds of chromosome segregation.  In the first meiotic 
division (MI) homologous chromosome pairs are separated or disjoined.  Because the 
reduction in cell ploidy from diploid to haploid occurs at this division, it is also known 
as the “reductional division.”  The second meiotic division (MII) is similar to mitosis 
because it is an equational chromosome division in which sister chromatids are 
disjoined [1].  Chromosome missegregation (nondisjunction) in either MI or MII can 
lead to the production of aneuploid gametes which can lead to infertility or conditions 
like Down syndrome and Edwards syndrome in humans [2]. 
 An elaborate series of meiosis-specific events occur prior to the MI division to 
ensure reductional chromosome segregation.  For proper MI disjunction to occur, the 
spindle apparatus must attach to the individual chromosomes of a homologous pair 
and pull them towards opposite spindle poles.  This is a major challenge because, with 
two centromeres per replicated homolog, there are numerous possible spindle-
chromosome orientations.  Four meiosis-specific processes help promote MI 
reductional division in budding yeast (reviewed in [3]).  First, homologous 
chromosomes are physically tethered together at the sites of genetic exchanges 
between chromosome arms, or crossovers (COs).  Crossovers serve to hold homologs 
together because of sister chromatid cohesion centromere-distal from the crossover 
site.  Second, a single kinetochore assembles at the centromeres of sister chromatid 
pairs to ensure the sisters are disjoined from their homolog as a unit at anaphase of MI.  
Third, sister chromatid cohesion is lost in a step-wise fashion.  In anaphase of MI, 
most sister chromatid cohesion is lost to allow homologs joined by COs to separate, 
but cohesion is protected around the centromeres to keep sister chromatids joined until 
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anaphase of MII [3].  The spindle checkpoint apparatus can sense that homologous 
chromosome pairs are attached to opposite poles when there is tension resisting pole-
directed forces ([4]; Figure 1-1).  Homologous chromosome pairs lacking crossover 
connections cannot generate tension across the spindle apparatus and therefore often 
fail to segregate properly at MI [1].  Chromosome nondisjunction can also result if 
crossovers are present, but not properly placed on chromosomes and/or if sister 
chromatid cohesion is prematurely disrupted [5-8].  Finally, an inefficient last-resort 
backup system (sometimes called distributive pairing) involving recombination-
independent centromere pairing can promote MI disjunction of chromosomes that fail 
to receive a crossover [9-12].   
 Models of meiotic double-strand break repair.  Meiotic recombination 
occurs in prophase I and in budding yeast begins with the formation of ~170 
programmed DNA double-stranded breaks (DSBs) by a group of ten proteins [1, 13, 
14].  Spo11 is thought to be the catalytic component of this complex because it is 
covalently attached to the DNA ends during break formation [15].  After DSB 
formation, the short oligo-nucleotide with attached Spo11 is removed by Mre11-
Rad50-Xrs2 and Sae2 and the 5’ of the DNA ends are resected by Exo1 to expose a 3’ 
single-stranded DNA overhang with an average length of around 800 nucleotides [16, 
17].  This single-stranded DNA can then invade a homologous sequence on either the 
sister chromatid (~10-30% of breaks) or the homologous chromosome (~70-90%) and 
be repaired by homologous recombination (see Chapter 3; [18-21]).  Both intersister 
and interhomolog DSB repair events can be resolved as crossovers or noncrossovers in 
which chromosome/chromatid arms are not exchanged.  All types of DSB repair 
events can also be associated with gene conversion events in which the allele at the 
DSB site is changed due to copying information from the repair template.   Because 
intersister events are in the minority, unless otherwise specified, crossover, 
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Figure 1-1.  Interhomolog crossovers and sister chromatid cohesion contribute to 
proper chromosome segregation in meiosis. 
 
A model of meiosis depicting one pair (red and blue lines) of homologous 
chromosomes is shown [3].  The centromeres are represented by the circles.  After 
undergoing pre-meiotic DNA synthesis, the two sister chromatids comprising each 
homologous chromosome are held together throughout their lengths by sister 
chromatid cohesion, represented here by the light horizontal lines between chromatids.  
Crossovers serve to tether homologs together prior to the MI division because of the 
crossover-distal sister chromatid cohesion.  When the individual chromosomes of a 
homologous pair are attached to MI spindles from opposite poles, pole directed forces 
will be resisted, generating tension.  This tension signals proper spindle attachment. 
Sister chromatid cohesion is then removed along the chromosome arms and homologs 
are separated at MI.  The centromeric sister chromatid cohesion is protected until 
anaphase of MII.  In budding yeast, the four meiotic products are packaged together in 
a tetrad.     
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noncrossover, and gene conversions usually refer to products of interhomolog DSB 
repair products.     
 The meiotic DSB repair utilizing the sister chromatid as a template is thought 
to proceed via a homologous recombination pathway similar to the one which repairs 
DSBs incurred during vegetative growth [22].  This repair pathway, which utilizes the 
Rad51-Rad54 recombinase to mediate intersister strand exchange, does not promote 
MI disjunction, and is therefore actively inhibited in meiosis ([18, 20, 21, 23-29]; see 
Chapter 3).     
 The ~90 interhomolog crossovers (COs) per meiosis are formed via two main 
pathways in budding yeast ([30-34]; Figure 1-2).  The crossovers formed by the first 
pathway (Figure 1-2B), are said to be “interfering” because they display crossover 
interference; the COs are more uniformly spaced than if placed at random ([34]; see 
Chapter 2).  In this pathway, the Rad51 loads the Dmc1-Rdh54 complex onto the 
exposed 3’ overhangs of DSBs which then promote invasion of the single-stranded 
DNA into the homologous chromosome to create what is known as a D-loop (Figure 
1-2A, B; [28, 29, 35-37].  These nascent D-loops can mature into stable structures 
known as single-end invasions (SEIs) (Figure 1-2B; [38]).   SEIs are thought to be 
stabilized by the Msh4-5 complex, which counteracts the SEI disruptive function of 
the Sgs1helicase [39].  SEIs mature into double Holiday junctions (dHJs) [38, 40, 41].  
Although a dHJ could theoretically be resolved to form a CO or NCO, evidence 
suggests they are resolved primarily into crossovers ([38, 40-42]; Figure 1-2B).   
 The COs formed via the second major pathway (Figure 1-2D) are also thought 
to begin with Dmc1-Rdh54 mediated strand exchange, but D-loops do not mature into 
SEIs and dHJs (Figure 1-2A, D).  Little is known about the intermediates that form in 
this latter pathway, but the prevalent model posits that single or half Holiday junctions 
form and are resolved by the Mms4-Mus81 nuclease pair ([32, 33, 43, 44]; Figure 1-
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Figure 1-2.  Models for different interhomolog DSB repair pathways. 
 
Two of the four homologous chromatids present in meiotic prophase I are shown.  
Each chromatid is composed of two lines which represent the Watson and Crick 
strands of the DNA.  (A)  The red chromatid incurs a DSB which is processed to 
reveal single-stranded 3’ ends.  One of these ends then invades the homologous 
chromosome.  Following the nascent strand invasion event, the DSB repair pathways 
are thought to branch apart.  The break can be repaired using the “interfering” CO 
pathway (B), the NCO pathway (C), or the “non-interfereing CO pathway (D).  The 
scissors represent sites of endonuclease DNA cutting.  See text for additional details.  
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2D).  The crossovers formed in this pathway are said to be “non-interfering” because 
the do not display crossover interference [34].   
 In all eukaryotes where meiotic DSB and crossover levels have been analyzed, 
there is an excess of DSBs over the number of crossovers formed [13, 14, 45-47].  
Some of these extra breaks are repaired using the homolog, but result in noncrossover 
formation.  Noncrossovers are thought to form via a synthesis-dependent strand 
annealing pathway (SDSA) [48].  Like CO formation, SDSA begins with a Dmc1-
Rdh54 catalyzed strand invasion event (Figure 1-2A, C).  The 3’ end of the invading 
strand is then used to prime DNA synthesis using the DNA from the homolog as a 
template.  After this DNA synthesis extends beyond the site of the initial break 
formation, the D-loop can be dissolved and the invading strand can bridge the DSB 
site by annealing back to the broken chromosome ([48]; Figure 1-2C).  The 
mechanisms regulating whether a meiotic DSB is repaired as a CO or NCO are 
discussed in Chapter 2.  
 Meiotic recombination occurs within a highly complex and dynamic 
chromosomal context.  Meiotic prophase is subdivided into five stages (leptotene, 
zygotene, pachytene, diplotene, and diakinesis) based on the progressive condensation 
of chromosomes and the changing morphology of the zipper-like structure linking 
homologous chromosomes known as the synaptonemal complex (SC; Figure 1-3; 
Reviewed in [49]).  In leptotene, the Hop1 and Red1 proteins load along each pair of 
sister chromatids to form what are called “axial elements” [50-53].  Mature SC 
formation begins in zygotene when the Zip1-containing SC central element connects 
the axial elements, which are now termed “lateral elements” [54-56].  The first 
crossover-specific recombination intermediates, SEIs, are also first detectable in 
zygotene.  SC formation is completed by the pachytene and all recombination 
intermediates are resolved by the end of this stage.  The SC disassembles in diplotene 
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Figure 1-3.  Meiotic recombination occurs in a complex and dynamic 
chromosomal context. 
 
The events of meiotic prophase from leptotene to diplotene are shown in temporal 
order from left to right.  The top images depict the telomere led chromosome 
movements.  A grey yeast cell with a blue nucleus, two pink chromosomes, and green 
telomeres is shown.  The telomeres attach to the nuclear envelope, transiently cluster 
near the spindle-pole body at the leptotene-zygotene transition, and then move rapidly 
and dramatically throughout pachytene.  The DNA processing steps of the “interfering 
crossover” repair pathway are shown in the center of the image.  The bottom images 
are typical mouse meiocyte spreads from the given stages to illustrate the steps of 
synaptonemal complex construction.  See text for details.  Figure kindly provided by 
Jennifer Wanat. 
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and throughout diplotene and diakinesis chromosomes continue condensing prior to 
metaphase I [49].   
 In addition to progressive condensing and packaging into the SC, meiotic 
chromosomes are also subject to dramatic telomere-led movements that, like meiotic 
recombination, begin at the leptotene-zygotene transition and end at the end of 
pachytene [57-62].  Although the relationships between the events of prophase I are 
not fully understood, they are clearly interconnected.  For example, recombination is 
required for SC formation and SC formation is required for completion of 
recombination [1].  Additionally, two of the structural components of the SC 
axial/lateral elements, Red1 and Hop1, are required for wild-type levels of DSB 
formation and to inhibit intersister DSB repair [24-27, 63, 64].  The SC central 
element protein, Zip1, promotes: homologous pairing prior to DSB formation, 
interhomolog CO formation, and MI disjunction of non-exchange chromosomes [9-11, 
41, 55].  Chromosome motion in prophase has been shown to regulate chromosome 
pairing and DSB repair outcomes, as well as promote to timely progression through 
prophase [57-62].   
 The meiotic recombination checkpoint ensures completing of DSB repair 
prior to the MI division.  It is important that one stage of meiosis is complete before 
cells progress to the next stage.  Just as in the mitotic cell cycle, the order of meiotic 
events is ensured by several known checkpoints.  A suite of checkpoints is thought to 
monitor the recombination events of meiotic prophase to ensure that no broken DNA 
persists when cells proceed to the MI division [65].  The best studied of these 
checkpoints is the “recombination checkpoint,” which is also known as the “pachytene 
checkpoint.”  In mutants that are unable (i.e. dmc1∆) or slow (i.e. ndj1∆) to complete 
meiotic recombination, the recombination checkpoint is activated and cell cycle 
progression is delayed or arrested at pachytene [66-68].   The lesion recognized by the 
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recombination checkpoint may be Rad51 and/or Dmc1-coated ssDNA.  This 
checkpoint requires Mec1, Rad24, Rad17, Ddc1, and Mec3, which are also used in the 
mitotic DNA damage checkpoint [65, 67].  If any of these checkpoint factors are 
mutated, recombination deficient mutants, such as dmc1∆, progress through the MI 
division with broken chromosomes and produce inviable gametes [67]. 
 zip1∆ mutants also arrest or delay in pachytene, depending on the strain 
background [54, 55].  Like many of the mutants that trigger meiotic recombination 
checkpoint arrest, zip1∆ mutants have trouble completing recombination and 
accumulate unresolved double Holliday junctions [41, 69].  Many of the same 
components required for the recombination checkpoint have been shown to be 
required for the zip1∆ checkpoint [65].  However, the checkpoint triggered in the 
zip1∆ mutant is currently considered distinct from the recombination checkpoint 
because the consensus opinion in the field is that the zip1∆ checkpoint requires the 
protein Pch2 (see below), whereas the recombination checkpoint does not [65].  
 The PCH2 gene is reported to be a meiotic checkpoint signaling factor. 
The function of an additional meiosis-specific factor, Pch2, in the recombination 
checkpoint has been disputed.  PCH2 (Pachytene CHeckpoint 2) was first identified in 
yeast as a recombination checkpoint factor because a pch2 mutation was seen to 
suppress the meiotic arrests of both dmc1∆ and zip1∆ recombination defective mutants 
in the BR strain background [70].  Although the ability of a pch2 mutation to suppress 
the meiotic arrest or delay (in the SK1 strain background) of zip1∆ mutants has been 
confirmed, the phenotype of pch2∆ dmc1∆ mutants is disputed ([70-73]; A. 
Hochwagen personal communication).  One group supported the initial observation of 
meiotic progression in a pch2∆ dmc1∆ double mutant, whereas others have been 
unable to replicate this result [72, 73].  Additionally, unlike other recombination 
checkpoint factors, the pch2∆ mutation is unable to suppress the meiotic arrest/delay 
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phenotypes of other mutants (csm4∆, ndj1∆ and mnd1∆) known to trigger the 
recombination checkpoint ([72, 74]; SZ unpublished data).  These results prompted the 
hypothesis that Pch2 is not required for the recombination checkpoint.   Instead, it was 
proposed that zip1∆ triggers a Pch2-dependent “synapsis checkpoint” that recognizes 
defects in SC formation and halts defective recombination intermediates and prevents 
progression to the MI division [69, 74, 75].   
 In support of a synapsis checkpoint role for Pch2, the gene is conserved in 
organisms that construct a synaptonemal complex in meiosis, but not in organisms in 
which SC formation has been lost, such as Schizosaccharomyces pombe [74].  
Additionally, the synapsis checkpoint signaling role proposed for budding yeast Pch2 
has been reported to be conserved in C. elegans [75].  Unlike budding yeast, C. 
elegans homologous chromosomes contain sequences known as pairing centers which 
allow homologs to pair and construct SC independently of recombination [76].  In 
hermaphrodites heterozygous for a pairing center deletion on the X chromosome, the 
X chromosomes fail to synapse and trigger a Pch2-dependent checkpoint that causes 
apoptosis [75, 76].   
 Not all data, however, is consistent with the existence of a conserved Pch2-
dependent “synapsis checkpoint.”   In budding yeast, most mutants that are unable to 
make SC do not trigger a checkpoint to delay meiosis; in fact, they go through meiosis 
faster (i.e. [77]).  Additionally, the Pch2-dependent checkpoint that has been described 
in D. melanogaster is triggered by mutations in genes required for crossover 
formation, not all of which have synapsis defects [78]. 
 Despite Pch2’s classification as a checkpoint factor in three organisms with 
dramatically different meioses, several phenotypes of pch2 mutants appear 
inconsistent with loss of checkpoint regulation.  In checkpoint arrested cells, Pch2 
accumulates in the nucleolus, which houses the rDNA, and is unable to promote 
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checkpoint arrest in sir2∆ or dot1∆ mutants in which Pch2 fails to localize to the 
nucleolus [70, 79].  Pch2 also acts to inhibit DSB formation near, and gene conversion 
within, the rDNA repeats ([70]; A Hochwagen personal communication).  It is unclear 
why nucleolar localization and anti-recombinase functions would be seen in a 
signaling factor required for a checkpoint that recognizes lesions that can occur 
anywhere in the genome.  In addition, PCH2 is required for the proper organization of 
meiotic chromosomes.  In pch2∆ mutants, the SC is longer and the alternating 
organization of Hop1 and Zip1 proteins is lost, thus allowing both proteins to localize 
along the entire length of the SC [69, 80].  Mutants of the mouse ortholog of PCH2, 
Trip13
-/-
, display a similar disruption of the reciprocal organization of the HORMAD 
proteins (Hop1 homologs) and the mouse SC central element protein SYCP1, 
suggesting the chromosome organizational role of PCH2 is conserved between yeast 
and mouse [81].    
 Finally, evidence for increased intersister DSB repair has been observed in 
some pch2∆ double mutants.  In a physical analysis of DSB repair, Borner et al. [69] 
saw an increase in intersister DSB repair products in pch2∆ zip1∆ mutant.  Genetic 
analyses done by Wu and Burgess showed that the spore inviability of a pch2∆ 
rad17∆ could be suppressed by a spo13∆ mutation [74].  spo13 mutants undergo one 
meiotic division in which chromosomes can divide reductionally (like MI) or 
equationally (like MII and mitosis) [82, 83].  Because equational divisions do not 
require crossovers to ensure proper chromosome disjunction, spo13 mutants can 
produce viable spores if no DSBs are formed or if DSBs are repaired in ways that do 
not form COs [25, 50, 52, 84].  Therefore, the high spore viability of the pch2∆ 
rad17∆ spo13∆ mutant could be explained by an increase in intersister DSB repair in 
pch2∆ rad17∆ [74]. 
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 Outline of experiments presented in this thesis.   The experiments described 
in this thesis were designed to develop a deeper understanding of the mechanisms 
regulating meiotic DSB repair.  This aim was achieved by examining the role the 
widely-conserved PCH2 gene of budding yeast in the regulation of meiotic 
recombination.   Chapter 2 presents experiments designed to assay the role of Pch2 in 
interhomolog DSB repair.  These experiments confirmed the finding of others that the 
pch2∆ mutant has wild-type spore viability, despite exhibiting a delay in completing 
meiosis [69, 70, 74].  Although initial reports concluded that Pch2 has no role in 
recombination, I discovered that pch2∆ mutants displayed a dramatic increase in 
interhomolog crossover frequencies on chromosome XV [70].  Further investigation 
revealed a similar increase in crossing over on large and medium chromosomes (VII 
and VIII), but no increase on a small chromosome (III).  Unlike crossovers, an 
elevated level of gene conversion of all markers on all chromosomes was observed in 
the pch2∆ mutant.   
 The increases in both crossover frequencies and gene conversion events in the 
pch2∆ mutant could be explained by an increase in DSB formation.  Wu and Burgess 
assayed DSB frequencies at a known DSB hotspot on chromosome III and found DSB 
levels were not altered at this site in pch2∆.  However this analysis was done in the 
sae2∆ mutant background in which DSBs are not processed or repaired, but sub-
maximal levels of DSBs are likely formed [13, 14, 74].  DSB levels have also been 
assayed utilizing a less sensitive genome-wide approach in pch2∆ and no change in 
DSB frequencies were observed, other than an increase in DSB formation near the 
rDNA repeats on chromosome XII (A. Hochwagen Personal communication).  I 
confirmed that pch2∆ does not increase DSB levels by analyzing the DSB frequencies 
in both the dmc1∆ mutant background, in which maximal levels of DSBs are thought 
to form, and the rad50S strain background, which is similar to sae2∆ [13, 14, 85].  My 
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findings demonstrate that the crossover and gene conversion phenotypes observed in 
pch2∆ are not due to changes in DSB formation, but are rather due to differences in 
DSB repair.   
 One class of mutants, consisting of ndj1∆ and csm4∆, are also known to have 
increased crossover frequencies, although the increase is less dramatic than that 
observed in pch2∆ [59, 60, 86, 87].  Evidence suggests that the excess crossovers 
produced in ndj1∆ (and likely csm4∆) are produced by the non-interfering Mus81-
Mms4-dependent crossover pathway, not the interfering Msh4-Msh5-dependent 
pathway [88].  To test if a similar mechanism led to the increased COs observed in 
pch2∆, I assayed the recombination frequencies in both pch2∆ mms4∆ and pch2∆ 
msh5∆ double mutants.  Unlike ndj1∆, I found that both known crossover pathways 
contributed to the excess crossovers produced in pch2∆ mutants as the pch2∆ mms4∆ 
had higher CO frequencies than mms4∆ and pch2∆ msh5∆ had higher CO frequencies 
than msh5∆.   
 I also found that crossover interference is significantly reduced in pch2∆ 
mutants, suggesting that Pch2 promotes the nonrandom distribution of crossovers.  
Consistent with this, I observed that combining the pch2∆ mutation with spo11 
hypomorphs resulted in synthetic losses of spore viability due to MI nondisjunction 
events.  I hypothesize that Pch2 limits gene conversion, crossing over and promotes 
crossover interference via a common mechanism.   
 My discovery that Pch2 regulates interhomolog DSB repair and the intersister 
DSB repair phenotypes described above seemed inconsistent with Pch2’s 
characterization as a checkpoint signaling factor.  This motivated me to hypothesize 
that the phenotypes observed in pch2∆ mutants were due to errors in DSB repair, not 
checkpoint function.  To test my hypothesis, I reexamined the role of Pch2 in the 
checkpoint arrest and delay phenotypes of dmc1∆ and zip1∆ mutants, respectively 
  18 
 
[70].  I confirmed that the pch2∆ mutation partially suppresses both the dmc1∆ arrest 
and the zip1∆ delay.  I also observed that the pch2∆ dmc1∆ arrest bypass phenotype is 
very sensitive to slight changes in strain background and temperature, possibly 
explaining the discrepancies in the literature regarding this phenotype.  Unexpectedly, 
I found that the dmc1∆ arrest could be suppressed by spo11 hypomorphs which 
decrease DSB levels.  This suggests that the extent of the recombination checkpoint is 
sensitive to the level of unrepaired DSBs.  This is a stark contrast to the mitotic DNA 
damage checkpoint that can trigger cell-cycle arrest in response to a single unrepaired 
DSB [89].   
 Although I observed checkpoint bypasses in pch2∆ mutants, my data from 
genetic and physical assays monitoring DSB repair are inconsistent with a checkpoint 
signaling role for the Pch2 protein.  I add genetic support for physical analyses 
concluding that pch2∆ zip1∆ mutants have increased intersister repair by 
demonstrating that the synthetic spore inviability of pch2∆ zip1∆ can be suppressed by 
the spo13 mutation.  Similar analyses in the spo13 strain background show that 
checkpoint bypass in pch2∆ dmc1∆ mutants is also due to increased levels of DSB 
repair.  The sporulation and spore viability (of spo13 derivatives) in pch2∆ dmc1∆ is 
Rad54-dependent, suggesting the repair is intersister homologous recombination.   
 Previously, increased intersister repair in pch2∆ rad17∆ and pch2∆ zip1∆ has 
been interpreted to result from lack of Pch2-dependent checkpoint signaling in 
response to lesions accrued in rad17∆ or zip1∆ mutants [69, 74].  I propose that the 
“checkpoint signaling” phenotypes of pch2∆ are explained by a larger portion of 
DSBs being repaired using the sister chromatid.  This repair decreases the number of 
checkpoint eliciting lesions below the threshold required for checkpoint activation, 
leading to checkpoint bypass in the pch2∆ dmc1∆ and pch2∆ zip1∆ and pch2∆ rad17∆ 
mutants. 
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 Although Pch2’s role in limiting intersister recombination is most easily 
observed in mutants defective for interhomolog recombination, I utilized two 
independent experiments to show that Pch2 inhibits intersister recombination in wild-
type meiosis as well.  First, pch2∆ rad54∆ double mutants display a synthetic spore 
inviability phenotype, suggesting pch2∆ mutants are more reliant upon Rad54-
dependendent intersister recombination.  Second, I used a genetic reporter assay to 
show an increased in intersister DSB repair in pch2∆ as compared to wild-type.  These 
experiments confirm my hypothesis that Pch2 is a recombination, not a checkpoint 
protein. 
 Together, Chapters 2 and 3 demonstrate that Pch2 contributes to the regulation 
of both major DSB repair decisions in meiosis: 1) sister vs. homolog repair template 
choice and 2) the CO vs. NCO interhomolog repair decision.  I propose a model in 
which a common Pch2-dependent chromosome organization both inhibits intersister 
DSB repair and regulates the interhomolog crossover vs. noncrossover decision.  The 
possibility that the function of Pch2 is conserved, and that the protein is not a 
checkpoint factor in any organism is explored.   
 Finally, Chapter 4 presents a separate project unrelated to Pch2 or meiosis.  
This project utilized whole-genome sequencing of diploid wild-type and mismatch 
repair deficient temperature-sensitive mutants (mlh1-7) allowed to accumulate 
mutations for 160 generations [90].  This project was a collaboration with Xin Ma, 
Arindam RoyChoudury, and Carlos Bustamante and required the development of a 
method to detect heterozygous mutations using short-read whole genome sequencing 
data.  After identifying and verifying a set of heterozygous mutations, we were able to 
identify a novel mutational phenotype in which insertion/deletion mutations within 
homopolynucleotide (HP) tracts are more likely to occur in genomic regions 
containing additional HP tracts in S. cerevisiae.   
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CHAPTER 2 
 
The pch2∆ mutation in baker’s yeast alters meiotic crossover levels and confers a 
defect in crossover interference
1
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
This chapter is published as Zanders S, Alani A (2009) PLoS Genet 5: e1000571 and 
also appears as reference 19 of Chapter 4. 
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ABSTRACT 
 
Pch2 is a widely conserved protein that is required in baker’s yeast for the 
organization of meiotic chromosome axes into specific domains.  We provide four 
lines of evidence suggesting that it regulates the formation and distribution of 
crossover events required to promote chromosome segregation at Meiosis I.  First, 
pch2∆ mutants display wild-type crossover levels on a small (III) chromosome, but 
increased levels on larger (VII, VIII, XV) chromosomes.  Second, pch2∆ mutants 
show defects in crossover interference.  Third, crossovers observed in pch2∆ require 
both Msh4-Msh5 and Mms4-Mus81 functions.  Lastly, the pch2∆ mutation decreases 
spore viability and disrupts crossover interference in spo11 hypomorph strains that 
have reduced levels of meiosis-induced double-strand breaks.  Based on these and 
previous observations, we propose a model in which Pch2 functions at an early step in 
crossover control to ensure that every homolog pair receives an obligate crossover.  
 
AUTHOR SUMMARY 
 
During meiosis, cells that ultimately become gametes (such as eggs or sperm) undergo 
a single round of DNA replication followed by two consecutive divisions.  In most 
organisms, the segregation of chromosomes at the first meiotic division is dependent 
upon genetic exchange, or crossing over, at homologous sites along chromosomes.  
Crossing over must therefore be regulated to ensure that every pair of matched 
chromosomes receives at least one crossover.  Matched chromosomes that do not 
receive a crossover frequently undergo missegregation at the first meiotic division, 
yielding gametes that do not contain the normal chromosome number.  Such 
missegregation events have been linked to human infertility syndromes.  We used a 
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genetic approach to study meiotic crossover control in baker’s yeast.  Our work 
suggests that Pch2 is required in crossover control during meiosis; mutants lacking 
Pch2 display altered crossover levels and distribution.  Furthermore, pch2 mutations 
cause enhanced gamete inviability in strains that are mildly defective in initiating 
recombination.  Based on these observations, we hypothesize that Pch2 acts early in 
crossover control, in steps that occur prior to those proposed for previously 
characterized crossover-promoting factors.  
 
INTRODUCTION 
 
Meiosis generates haploid gametes from diploid progenitor cells.  The reduction in 
ploidy results from the segregation of homologous chromosome pairs in the first 
meiotic division (MI, [1]).   Prior to MI, each chromosome is joined to its homolog at 
chiasmata, which serve to tether homologs to each other.  This interaction promotes 
the tension between homologs needed to form a bipolar spindle that facilitates 
homolog segregation.  Homologous chromosome pairs lacking chiasmata connections 
often fail to segregate properly at MI.  Chromosome nondisjunction can also result if 
chiasmata are present, but not properly placed on chromosomes, or if sister chromatid 
cohesion is disrupted [2-5].  Regardless of the cause, chromosome missegregation 
produces aneuploid gametes that lead to infertility or conditions like Down syndrome 
in humans [6].   
 Chiasmata form at sites where programmed Spo11-catalyzed DNA double-
stranded breaks (DSBs), induced early in meiotic prophase, are repaired to form 
crossovers [1].  In baker’s yeast, crossovers (COs) are formed via two main pathways.  
The first pathway, by which the majority of COs are made, involves Msh4-Msh5 and 
Mlh1-Mlh3 [7-15].  In this pathway, DSBs are processed and acted upon by strand 
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exchange enzymes to form single-end invasion intermediates (SEIs) that are converted 
into double Holliday junctions (dHJs).  The latter are resolved into crossovers which 
display interference; the COs are more uniformly spaced than if placed at random (see 
below; [16-22]).  The COs formed via the second major pathway, which require 
Mms4-Mus81, are not subject to CO interference [10, 11, 23].  Little is known about 
the intermediates that form in this latter pathway.   
 The recombination steps that lead to CO formation occur in meiotic prophase.  
In leptotene, when meiotic DSB formation initiates recombination, an axial element 
containing Hop1 and Red1 proteins assembles along each pair of sister chromatids.  In 
zygotene, when SEIs are detected, mature tripartite synaptonemal complex (SC) starts 
to form when the Zip1-containing central element connects the axial elements, which 
are now termed “lateral elements.”  Mature SC initiation begins at centromeres and 
later at CO-designated sites.  These SC initiation events then spread outward until 
synapsis is completed in pachytene [24, 25].  Hop1/Red1 and Zip1 are enriched in 
separate domains on the mature SC.  This organization is Pch2-dependent because in 
pch2∆ mutants, Zip1 and Hop1 appear to be more uniformly distributed along the 
chromosome axes [26, 27].   At the end of pachytene, recombination intermediates are 
resolved (reviewed in [28]).   
 In yeast, ~40% of the ~140-170 meiotic DSBs are repaired to generate 
noncrossover (NCO) products [29, 30].  These NCO products are thought to form by a 
synthesis-dependent strand annealing mechanism (SDSA, [31]), separate from the 
interfering CO mechanism, and do not result in MI disjunction-promoting chiasmata.  
Martini et al. [32] found that when meiotic programmed DSBs are decreased in spo11 
hypomorphic strains, COs are favored at the expense of NCOs [24].  This CO 
homeostasis phenomenon may be an additional manifestation of CO interference [32, 
33].  The above studies indicate that DSBs are subject to a CO vs. NCO decision step, 
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which is regulated by interference.  Interference regulates this decision by ensuring 
that CO designation for a given DSB inhibits nearby DSBs from receiving this 
designation, thereby relegating them to a NCO fate.  It is not clear whether non-
interfering COs are formed through such a decision process; these COs are thought to 
form through a parallel pathway [10, 23].  For this paper, the CO vs. NCO decision 
refers solely to COs that are subject to interference.   
 The interference-regulated CO vs. NCO decision likely occurs very early in 
recombination, roughly at the time of SEI formation (late leptotene-early zygotene) 
and does not appear to be controlled by domains or sequences contained within the 
chromosome [17, 18, 20, 21, 34, 35].  CO interference is strongest near a CO event 
and weakens with distance along the chromosome, although interference can act over 
large distances, up to ~150 kb in yeast and ~60 Mb in mice [30, 33, 36, 37].  In 
addition, interference between COs appears stronger on longer chromosomes 
compared to shorter chromosomes [35, 38-40], but see [41].  However, smaller 
chromosomes have relatively high DSB density and may also have a higher density of 
non-interfering COs [39, 41, 42].    
 The mechanisms underlying interference regulation of the CO vs. NCO 
decision are unknown, despite the fact that numerous mutants showing defects in CO 
interference have been identified in baker’s yeast.  For at least a subset of these 
mutants, the defects in CO interference likely reflect problems in CO formation and 
not in the early CO vs. NCO decision (reviewed in [28]).  For example, mutants 
defective in either the SC central element protein Zip1 or the CO-promoting factor 
Msh4 have reduced CO levels and the remaining COs show reduced or no interference 
[7, 33, 43-45].  However, Zip2 foci, which mark the early CO designated sites, still 
display interference in zip1 and msh4 mutants [35].  This result, combined with the 
fact that NCOs form in zip1∆ and msh4∆, suggests that interference regulation of the 
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CO vs. NCO decision requires neither these factors nor the mature SC [20, 22, 35, 46].  
Rather, Zip1 and Msh4 are needed downstream of the decision to ensure CO 
formation [22, 35].  It is likely that these results are applicable to other members of the 
ZMM (Zip, Msh, Mer) class of proteins.      
 We examined the PCH2 gene for a role in interference regulation of the CO vs. 
NCO decision.  PCH2 is a putative AAA-ATPase widely conserved in organisms that 
construct a synaptonemal complex in meiosis [26, 47].  PCH2 was first identified in S. 
cerevisiae as a meiotic checkpoint factor due to the ability of pch2∆ to suppress the 
meiotic arrest of zip1∆ mutants [26].  This observation was extended by Wu and 
Burgess [47]; they proposed that Pch2 and Rad17 comprise separate branches of a 
checkpoint that ensures proper timing of the MI division, with the Pch2-dependent 
branch monitoring synaptonemal complex formation and the Rad17-dependent branch 
monitoring recombination events.  Other checkpoint roles for Pch2 were reported in C. 
elegans, where it is required for apoptosis in response to unsynapsed pairing centers 
and in Drosophila, where it is required to delay meiotic progression in certain CO 
formation mutants [48, 49].  
 Recent studies indicate that PCH2 is not solely a checkpoint factor; it is 
essential for proper meiotic axis organization and timely meiotic progression in 
baker’s yeast, and complete DSB repair and fertility in mice [27, 47, 50].  Here we 
report that pch2 mutants display increased meiotic CO levels on larger chromosomes 
and are defective in CO interference.  We also show that mutation of PCH2 reduces 
spore viability in spo11 hypomorphic strains.  These data support an early role for 
Pch2 in DSB repair and a model in which Pch2-promoted meiotic axis organization 
controls CO levels and their distribution.   
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RESULTS 
 
Genetic analysis of recombination. 
 A new phenotype for pch2∆ mutants: increased crossing over on large 
chromosomes.  We analyzed the pch2∆ phenotype in two different strain backgrounds 
at 30°C.  In the EAY1108/1112 (EAY) SK1 congenic strain background, one large 
chromosome (XV, 1095 kb) is marked, whereas large (VII, 1040 kb), medium (VIII, 
582 kb), and small (III, 333 kb) chromosomes are marked in the SK1 isogenic 
NHY942/943 (NHY) strain background ([10, 11]; Figures 2-1A, 2-2A; Table 2-1).  
Similar to previous studies, pch2∆ mutants show wild-type spore viability (~95%; [26, 
47, 51]; Figures 2-3, 2-4). 
 In the EAY strain background, the total map distance across four intervals on 
chromosome XV was 152 cM in pch2∆ compared to 101 cM in wild-type (Figure 2-1; 
Table 2-2).  Increased crossing over in pch2∆ was statistically significant in all four 
intervals (G-test where p<0.017 is considered significant due to Dunn-Sidak 
correction for multiple tests; see Table 2-2 for p values).  Similar results were 
observed on the large (VII) and medium (VIII) chromosomes in the NHY background 
(Figure 2-2B; Table 2-2).  Significantly more crossing over was observed in each of 
three intervals on chromosome VII, raising the map distance of the marked region 
from 69 cM in wild-type to 115 cM in pch2∆ (G-test where p<0.017 is considered 
significant due to Dunn-Sidak correction for multiple tests; see Table 2-2 for p 
values).  For chromosome VIII, statistically significant increases in crossing over were 
observed in both genetic intervals, raising the map distance from 46 cM in wild-type 
to 72 cM in pch2∆.  The increases in crossing over observed in pch2∆ on 
chromosomes XV, VII, and VIII resulted from an increase in both tetratype and non- 
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Figure 2-1.  pch2∆ has increased levels of meiotic COs on the large chromosome 
XV. 
 
Recombination levels in four genetic intervals were analyzed on chromosome XV in 
the EAY1108/EAY1112 strain background (A).  CO frequencies were calculated in 
cM from tetrads (B) and as recombination frequencies in spores (C).  See Tables 2-1 
and 2-2 for raw data and statistical analyses.  
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Figure 2-2.  pch2∆ has increased meiotic CO levels on chromosomes VII and 
VIII, but not the small chromosome III. 
 
A) The organization of genetic markers assayed on a small (III), medium (VIII), and 
large (VII) chromosome in the NHY942/NHY943 strain background is shown.  B) CO 
frequencies in cM were calculated from four-spore viable tetrads in wild-type, 
pch2∆/pch2∆, spo11-HA/spo11-HA and pch2∆ spo11-HA/spo11-HA strains.  See 
Table 2-2 for raw data and statistical analyses. 
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Table 2-1.  Yeast Strains 
 
The strains used are listed with their genotypes and the papers in which the strains 
were originally used.  EAY1108 and EAY1112 and their derivatives are SK1 congenic 
strains.  NHY942 and NHY943 and their derivatives are SK1 isogenic strains. 
 
 
 
 
 
 
 
 
 
 
  
39
S
tr
a
in
 n
a
m
e 
G
en
o
ty
p
e 
S
o
u
rc
e
 
 
 
 
E
A
Y
1
1
0
8
 
M
A
T
a
, 
h
o
::
h
is
G
, 
ly
s2
, 
u
ra
3
, 
le
u
2
::
h
is
G
, 
tr
p
1
::
h
is
G
, 
U
R
A
3
-C
E
N
1
5
, 
iL
E
U
2
-c
h
X
V
, 
iL
Y
S
2
-c
h
X
V
 
A
rg
u
e
so
 e
t 
a
l.
 [
1
1
] 
E
A
Y
1
9
7
5
 
as
 E
A
Y
1
1
0
8
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
1
2
8
1
 
as
 E
A
Y
1
1
0
8
 e
x
ce
p
t 
m
sh
5
∆
::
N
A
T
M
X
4
 
A
rg
u
e
so
 e
t 
a
l.
 [
1
1
] 
E
A
Y
1
1
6
7
 
as
 E
A
Y
1
1
0
8
 e
x
ce
p
t 
m
m
s4
∆
::
K
A
N
M
X
4
 
A
rg
u
e
so
 e
t 
a
l.
 [
1
1
] 
E
A
Y
2
3
3
2
 
as
 E
A
Y
1
2
8
1
ex
ce
p
t 
p
ch
2
∆
::
K
A
N
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
3
4
3
 
as
 E
A
Y
1
1
6
7
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
 
 
 
E
A
Y
1
1
1
2
 
M
A
T
α
, 
h
o
::
h
is
G
, 
ly
s2
, 
u
ra
3
, 
le
u
2
::
h
is
G
, 
tr
p
1
::
h
is
G
, 
a
d
e2
::
h
is
G
, 
h
is
3
::
h
is
G
, 
T
R
P
1
-C
E
N
1
5
 
A
rg
u
e
so
 e
t 
a
l.
 [
1
1
] 
E
A
Y
1
9
7
6
 
as
 E
A
Y
1
1
1
2
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
1
2
8
0
 
as
 E
A
Y
1
1
1
2
 e
x
ce
p
t 
m
sh
5
∆
::
N
A
T
M
X
4
 
A
rg
u
e
so
 e
t 
a
l.
 [
1
1
] 
E
A
Y
1
1
6
8
 
as
 E
A
Y
1
1
1
2
 e
x
ce
p
t 
m
m
s4
∆
::
K
A
N
M
X
4
 
A
rg
u
e
so
 e
t 
a
l.
 [
1
1
] 
E
A
Y
2
3
3
3
 
as
 E
A
Y
1
2
8
0
 e
x
ce
p
t 
p
ch
2
∆
::
K
A
N
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
3
4
1
 
as
 E
A
Y
1
1
6
8
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
 
 
 
N
H
9
4
2
 
M
A
T
α
, 
h
o
::
h
is
G
, 
a
d
e2
∆
, 
ca
n
1
, 
u
ra
3
(∆
S
m
a
-P
st
),
 m
et
1
3
-B
, 
tr
p
5
-S
, 
C
E
N
8
::
U
R
A
3
, 
th
r1
-A
, 
cu
p
1
s  
d
e 
lo
s 
S
an
to
s 
et
 a
l.
 [
1
0
] 
E
A
Y
2
2
0
9
 
as
 N
H
9
4
2
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
2
5
6
 
as
 N
H
9
4
2
 e
x
ce
p
t 
d
m
c1
∆
::
K
A
N
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
2
6
0
 
as
 E
A
Y
2
2
0
9
 e
x
ce
p
t 
d
m
c1
∆
::
K
A
N
M
X
4
 
th
is
 w
o
rk
 
S
K
Y
6
3
3
 
as
 N
H
9
4
2
 e
x
ce
p
t 
M
A
T
a
, 
sp
o
1
1
-H
A
3
H
is
6
::
K
A
N
M
X
4
 
M
ar
ti
n
i 
et
 a
l.
 [
3
2
] 
S
K
Y
1
0
6
2
 
as
 N
H
9
4
2
 e
x
ce
p
t 
M
A
T
a
, 
sp
o
1
1
(D
2
9
0
A
)-
H
A
3
H
is
6
::
K
A
N
M
X
4
 
M
ar
ti
n
i 
et
 a
l.
 [
3
2
] 
E
A
Y
2
2
6
7
 
as
 S
K
Y
6
3
3
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
2
6
9
 
as
 S
K
Y
1
0
6
2
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
5
4
5
 
as
 E
A
Y
2
2
6
7
 e
x
ce
p
t 
d
m
c1
∆
::
H
P
H
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
5
4
6
 
as
 S
K
Y
6
3
3
 e
x
ce
p
t 
d
m
c1
∆
::
H
P
H
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
5
6
2
 
as
 N
H
9
4
2
 e
x
ce
p
t 
M
A
T
a
, 
d
m
c1
∆
::
K
A
N
M
X
4
, 
sp
o
1
1
-H
A
3
H
is
6
::
K
A
N
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
5
6
3
 
as
 N
H
9
4
2
 e
x
ce
p
t 
d
m
c1
∆
::
K
A
N
M
X
4
, 
sp
o
1
1
-H
A
3
H
is
6
::
K
A
N
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
5
6
4
 
as
 N
H
9
4
2
 e
x
ce
p
t 
M
A
T
a
, 
d
m
c1
∆
::
K
A
N
M
X
4
, 
sp
o
1
1
-H
A
3
H
is
6
::
K
A
N
M
X
4
, 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
5
6
5
 
as
 N
H
9
4
2
 e
x
ce
p
t 
d
m
c1
∆
::
K
A
N
M
X
4
, 
sp
o
1
1
-H
A
3
H
is
6
::
K
A
N
M
X
4
, 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
 
 
 
N
H
9
4
3
 
M
A
T
a
, 
h
o
::
h
is
G
, 
a
d
e2
∆
, 
u
ra
3
(∆
S
m
a
-P
st
),
 l
eu
2
::
h
is
G
, 
C
E
N
3
::
A
D
E
2
, 
ly
s5
-P
, 
cy
h
2
r ,
 h
is
4
-B
 
d
e 
lo
s 
S
an
to
s 
et
 a
l.
 [
1
0
] 
  
40
T
a
b
le
 2
-1
 (
C
o
n
ti
n
u
ed
) 
S
tr
a
in
 n
a
m
e 
G
en
o
ty
p
e 
S
o
u
rc
e
 
 
 
 
E
A
Y
2
2
1
0
 
as
 N
H
9
4
3
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
2
5
7
 
as
 N
H
9
4
3
 e
x
ce
p
t 
d
m
c1
∆
::
K
A
N
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
2
6
1
 
as
 E
A
Y
2
2
1
0
 e
x
ce
p
t 
d
m
c1
∆
::
K
A
N
M
X
4
 
th
is
 w
o
rk
 
S
K
Y
6
3
5
 
as
 N
H
9
4
3
 e
x
ce
p
t 
M
A
T
α
, 
sp
o
1
1
-H
A
3
H
is
6
::
K
A
N
M
X
4
 
M
ar
ti
n
i 
et
 a
l.
 [
3
2
] 
S
K
Y
6
3
8
 
as
 N
H
9
4
3
 e
x
ce
p
t 
M
A
T
α
, 
sp
o
1
1
(D
2
9
0
A
)-
H
A
3
H
is
6
::
K
A
N
M
X
4
 
M
ar
ti
n
i 
et
 a
l.
 [
3
2
] 
S
K
Y
6
6
5
 
as
 N
H
9
4
3
 e
x
ce
p
t 
M
A
T
α
, 
sp
o
1
1
(Y
1
3
5
F
)-
H
A
3
H
is
6
::
K
A
N
M
X
4
 
M
ar
ti
n
i 
et
 a
l.
 [
3
2
] 
E
A
Y
2
2
6
4
 
as
 S
K
Y
6
3
5
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
  
th
is
 w
o
rk
 
E
A
Y
2
2
6
5
 
as
 S
K
Y
6
6
5
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
  
th
is
 w
o
rk
 
E
A
Y
2
2
7
1
 
as
 S
K
Y
6
3
8
 e
x
ce
p
t 
p
ch
2
∆
::
N
A
T
M
X
4
  
th
is
 w
o
rk
 
E
A
Y
2
5
3
5
 
as
 S
K
Y
6
3
5
 e
x
ce
p
t 
d
m
c1
∆
::
H
P
H
M
X
4
 
th
is
 w
o
rk
 
E
A
Y
2
5
4
0
 
as
 E
A
Y
2
2
6
4
 e
x
ce
p
t 
d
m
c1
∆
::
H
P
H
M
X
4
  
th
is
 w
o
rk
 
       
  41 
 
 
 
 
 
 
 
 
Figure 2-3. Pch2 promotes spore viability in spo11 hypomorphs. 
 
A) Spore viability distributions of wild-type and mutant strains in the 
NHY942/NHY943 strain background are displayed.  The X-axes represent the number 
of viable spores per tetrad and the Y-axes represent the percent of tetrads comprising 
each class.  The total number of tetrads dissected (n) and the overall percent spore 
viability (% SV) are shown.  B) Bar graph showing spore viability in wild-type (gray) 
and pch2∆ (black) mutants containing the indicated spo11 mutations.  The 
SPO11/SPO11, spo11-HA/spo11-HA, spo11-HA/spo11yf-HA, and spo11da-
HA/spo11da-HA alleles confer 100, 80, 30 and 20% total DSB levels, respectively, in 
the PCH2 background [32].     
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Figure 2-4. pch2∆ mutants display a synthetic decrease in spore viability when 
combined with msh5∆ or mms4∆ mutations. 
 
Spore viability distributions of wild-type and mutant strains in the 
EAY1108/EAY1112 strain background are displayed.  The X-axes represent the 
number of viable spores per tetrad and the Y-axes represent the percent of tetrads 
comprising each class.  The total number of tetrads dissected (n) and the overall 
percent spore viability (% SV) are shown. 
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Table 2-2.  Genetic map distances calculated from four-spore viable tetrads. 
 
The map distances in cM between the indicated markers and the number of each tetrad 
type observed (as calculated by RANA software; Argueso et al. [11]) are shown. 
Chromosome XV data were obtained from EAY background strains; chromosome III, 
VII and VIII data were obtained from NHY background strains.  The Stahl lab online 
tools (http://www.molbio.uoregon.edu/~fstahl/) were used to calculate the genetic 
distances and standard errors (SE).  p values for G-tests comparing the tetrad type 
distributions for all mutant combinations were calculated using the spreadsheet 
available from The Online Handbook of Biological Statistics 
(http://udel.edu/~mcdonald/statintro.html). 
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parental ditype tetrads (Table 2-2).  These data argue against the increase being due to 
multiple COs resulting from a single initiating DSB [52].   
 The effect of pch2∆ on crossing over on the small chromosome III was similar 
to that reported by San Segundo and Roeder [26], who saw no effect of the pch2∆ 
mutation on crossing over.  We observed a significant increase in crossing over in 
pch2∆ in only one (LEU2-CEN3) of three genetic intervals (Figure 2-2B; Table 2-2).  
However, the overall map distance for the marked region in pch2∆ was 37 cM, which 
was not significantly different from wild-type (35 cM).  
   Gene conversion is elevated in pch2∆ mutants.  The pch2∆ mutation 
conferred an increase in gene conversion for 15 of the 17 markers that were examined 
(Table 2-3).  Two markers with the most dramatic increases in gene conversion were 
met13 (2.4% in wild-type, 11.0% in pch2∆) and thr1 (5.1% in wild-type, 11.9% in 
pch2∆), both in the NHY strain background.  Tetrads in which high levels of gene 
conversion were observed (THR1, chromosome VIII, MET13, chromosome VII) were 
analyzed for exchange of flanking markers (Table 2-4; see [32]).  For example, tetrads 
containing MET13 gene conversions were scored in the CO class if LYS5 and CYH2 
markers were non-parental ditype or tetratype, but were in the NCO class if those 
markers were parental ditype.  A ratio of CO:NCO was then computed from these 
classes.  At MET13, the CO:NCO ratio was 1.8 in wild-type and 2.6 in pch2∆, but this 
difference was not statistically significant (G-test where p<0.05 is significant).  At 
THR1 the ratio was 1.9 in wild-type and 9.4 in pch2∆ (p<0.0001; Table 2-4).  
Assuming no change in DSB formation in pch2∆ (see below), these data suggest that 
at least for the THR1 locus, the increase in crossing over observed in pch2∆ was 
accompanied by a relative decrease in noncrossover events.  However, more extensive 
genetic analyses at multiple loci, using markers that can eliminate incidental COs, will 
be required to solidify this observation (see Discussion).  
  50 
 
 
 
Table 2-3.   pch2∆ increases the frequency of aberrant marker segregation. 
 
The percent of non 2:2 marker segregations were calculated for the indicated loci.  
Chromosome XV data were obtained from EAY background strains; chromosomes III, 
VII, and VIII data were obtained from NHY background strains.  Most events were 
3:1 or 1:3 gene conversions although one 4:0 event in the EAY background and two 
4:0 events in the NHY background were observed in pch2∆ mutants.  In addition, one 
post-meiotic segregation event (5:3) was observed in the pch2∆ spo11-HA mutant. 
 
Chromosome XV             
 Tetrads TRP1 URA3 LEU2 LYS2 ADE2 HIS3 Total 
wild-type 1087 0.0 0.0 0.2 0.6 0.1 0.8 1.7 
pch2∆ 1015 0.3 0.2 1.1 0.4 0.4 1.5 3.9 
msh5∆ 757 0.1 0.1 1.6 1.2 0.8 1.2 5.0 
pch2∆ msh5∆ 94 0.0 0.0 1.1 1.1 1.1 0.0 3.3 
 
Chromosome III            
 Tetrads HIS4 LEU2 ADE2 MATa Total 
wild-type 572 2.1 0.3 0.2 0.2 2.8 
pch2∆ 611 3.8 1.3 0.0 1.3 6.4 
spo11-HA 518 1.2 0.8 0.0 0.6 2.6 
pch2∆ spo11-HA 556 2.2 0.9 0.0 0.2 3.3 
    
Chromosome VII             
 Tetrads LYS5 MET13 CYH2 TRP5 Total 
wild-type 572 1.6 2.4 0.3 0.7 5.0 
pch2∆ 611 1.8 11.0 1.8 1.5 16.1 
spo11-HA 518 0.2 6.8 0.6 0.4 8.0 
pch2∆ spo11-HA 556 0.4 7.0 0.2 0.7 8.3 
     
Chromosome VIII           
 Tetrads URA3 THR1 CUP1 Total  
wild-type 572 0.2 5.1 0.7 6.0  
pch2∆ 611 0.2 11.9 2.1 14.2  
spo11-HA 518 0.0 2.1 0.4 2.5  
pch2∆ spo11-HA 556 0.0 2.9 0.2 3.1  
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Genetic analysis of meiotic CO control. 
 Pch2 is required for wild-type levels of CO interference.  The crossover 
phenotype of pch2∆ mutants, increased crossing over on large chromosomes, 
encouraged us to test a role for Pch2 in CO interference.  As shown below, our data, 
and work by Joshi et al. [53], indicate that pch2∆ mutants are defective in CO 
interference.  We employed three methods to measure CO interference.  First, we 
measured the NPD ratio for those loci in which a significant number of NPD events 
were expected (>10; chromosome III data are thus excluded) using Stahl’s “Better 
Way” calculator.  This method compares the observed number of each tetrad class 
(NPD, PD and TT), to the numbers expected if CO distribution was random [54-56].  
In the absence of CO interference, the NPD ratio is expected to be one.  Values 
significantly less than one reflect the presence of CO interference with smaller 
numbers indicating stronger interference.  We found pch2∆ mutants had a larger NPD 
ratio than wild-type in all genetic intervals in both strain backgrounds (Table 2-5).  In 
the EAY strain, statistically significant levels of interference were seen in all genetic 
intervals in wild-type and in two of three intervals in pch2∆ (where p<0.05 is 
considered significant; see Table 2-5).  In the NHY strain interference was seen in all 
four intervals in wild-type, but in only one interval in pch2∆ (Table 2-5).  These 
results are similar to those reported for a previously identified interference mutant 
tid1.  Shinohara and colleagues found that tid1 mutants showed larger NPD ratios than 
wild-type in all six genetic intervals assayed and a decrease in the number of intervals 
where interference was statistically significant, from five in wild-type to three in tid1 
[34, 57].     
 Second, we measured the coefficient of coincidence (COC).  This method 
compares the observed number of times that a CO occurs in each of two adjacent 
genetic intervals to the number of such double COs expected due to chance.  In the
  53 
 
 
 
 
 
 
 
 
Table 2-5.  Interference calculations using NPD ratios. 
 
The number of NPDs was compared to the expected number using the Stahl Online 
Laboratory “Better Way” calculator (http//www.molbio.uoregon.edu/~fstahl/). 
Chromosome XV data were obtained from EAY background strains; chromosomes III, 
VII, and VIII data were obtained from NHY background strains.  The total number of 
4-spore viable tetrads used for analysis is shown.  The number of PD, NPD and TT 
tetrads can be found in Table 1.  p values were calculated from the chi-square values 
provided by the “Better Way” program using Vasserstats 
(http://faculty.vassar.edu/lowry/VassarStats.html) chi-square to p calculator with one 
degree of freedom. “I” indicates if interference was statistically detectable. 
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absence of interference, the COC value is expected to equal one.  Values significantly 
less than one indicate interference, with smaller numbers indicating stronger 
interference.  All intervals in the two strain backgrounds displayed COC values that 
were higher in pch2∆ than in wild-type (Table 2-6).  For three intervals, interference 
could not be detected in either wild-type or pch2∆.  In one interval, interference was 
seen in wild-type, but not pch2∆.  For the remaining four intervals, interference was 
seen in both wild-type and pch2∆, but was weaker in pch2∆. 
 Lastly, we employed the method of Malkova et al. [37] to analyze CO 
interference.  This method compares the map distance calculated for a given interval 
when a CO has occurred in the adjacent interval to the map distance calculated for the 
same given interval when a CO has not occurred in the adjacent interval.  In the 
absence of interference, these map distances are expected to be the same and a ratio of 
the map distances is equal to one.  However, in the presence of interference, a CO in 
one interval would make a nearby CO less likely.  This would cause the map distance 
ratio to be less than one, with smaller ratios resulting from stronger interference [37].  
In both strain backgrounds the map distance ratios were larger in pch2∆ than wild-type 
for all adjacent interval pairs, indicating that, as seen with the NPD ratio and COC 
tests, pch2∆ disrupted CO interference (Figure 2-5; Table 2-7).  In the EAY strain 
background, G-tests indicated that interference was statistically detectable in wild-type 
between all three interval pairs, but was detectable between only two interval pairs in 
pch2∆ (Figure 2-5A; Table 2-7).  In the NHY strain background, interference was 
statistically detectable in pch2∆ for two out of five interval pairs, although it was 
weaker than in wild-type.  For one interval pair, interference was not detected in 
pch2∆, whereas it was present in wild-type.  For the remaining two intervals,  
interference was not detected in wild-type or pch2∆ (Figure 2-5B; Table 2-7).  We saw  
no evidence of chromatid interference in any strain analyzed in this study.   
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Table 2-6.  Interference calculations using coefficients of coincidence. 
 
Chromosome XV data were obtained from EAY background strains; chromosomes III, 
VII and VIII data were obtained from NHY background strains.  The number of 
double crossovers observed was compared to the expected number (as calculated by 
RANA software; [11]) for the EAY (A) and NHY (B) strain backgrounds.  Two-tailed 
p values were calculated using the Vasserstats binomial properties calculator using a 
normal distribution.  “I” indicates if interference was statistically detectable. 
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 4-spore viable tetrads DCO obs. DCO exp. COC  p I 
Chromosome XV      
URA3-LEU2-LYS2       
wild-type 1087 177 246.9 0.72 <0.0001 YES 
pch2∆ 1015 232 265.9 0.87 0.017 YES 
       
LEU2-LYS2-ADE2       
wild-type 1087 65 141.9 0.46 <0.0001 YES 
pch2∆ 1015 181 210.6 0.86 0.024 YES 
       
LYS2-ADE2-HIS3       
wild-type 1087 158 179.9 0.88 0.080 NO 
pch2∆ 1015 258 265.4 0.97 0.624 NO 
 
Chromosome III      
HIS3-LEU2-CEN3       
wild-type 572 5 17.7 0.28 0.003 YES 
pch2∆ 611 14 25.4 0.55 0.027 YES 
spo11-HA 518 8 16.0 0.50 0.057 NO 
pch2∆ spo11-HA 556 11 18.0 0.61 0.119 NO 
       
LEU2-CEN3-MAT       
wild-type 572 17 20.3 0.84 0.529 NO 
pch2∆ 611 31 27.0 1.15 0.490 NO 
spo11-HA 518 16 19.3 0.83 0.516 NO 
pch2∆ spo11-HA 556 17 12.0 1.42 0.190 NO 
       
Chromosome VII      
TRP5-CYH2-MET13      
wild-type 572 59 68.1 0.87 0.267 NO 
pch2∆ 611 122 132.3 0.92 0.337 NO 
spo11-HA 518 63 76.1 0.83 0.119 NO 
pch2∆ spo11-HA 556 55 60.8 0.91 0.472 NO 
       
CYH2-MET13-LYS5      
wild-type 572 20 40.5 0.49 0.001 YES 
pch2∆ 611 69 78.5 0.88 0.276 NO 
spo11-HA 518 17 43.4 0.39 <0.0001 YES 
pch2∆ spo11-HA 556 25 27.7 0.91 0.667 NO 
       
Chromosome VIII      
CEN8-THR1-CUP1       
wild-type 572 67 108.0 0.62 <0.0001 YES 
pch2∆ 611 125 150.4 0.83 0.019 YES 
spo11-HA 518 85 125.1 0.68 <0.0001 YES 
pch2∆ spo11-HA 556 76 95.5 0.80 0.032 YES 
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Figure 2-5.  CO interference is reduced in absence of Pch2. 
 
Interference was measured using the method of Malkova et al. [32, 37] for strains in 
the EAY (A) and NHY (B) strain backgrounds.  For each interval, the map distance 
was separately calculated for tetrads in which the adjacent interval had (+) or did not 
have (-) a CO event.  If the two map distances are significantly different (G-test), then 
CO interference is present between the two intervals.  The ratio of the CO+ to CO- 
map distances gives the strength of the interference, with values nearer to zero 
indicating stronger interference.  The average interference ratio between adjacent 
genetic intervals is shown above the intervals.  Solid lines indicate interference was 
statistically significant when either interval was used as the reference.  The broken 
lines indicate interference was not statistically significant when one or both intervals 
were used as the reference.  See Table 2-7 for raw data and statistical analyses.  
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     0.53    1.5                          0.80      1.0                                           0.76 
     0.44    0.82                        0.30      0.73                                         0.44 
      0.24    0.7                        0.39       0.82                                         0.46 
      0.47    1.2                         0.82       1.1                                          0.68                                   
 his4  leu2 CEN::ADE2  MAT   lys5    met13  cyh2                        trp5  CEN::URA3    
wild-type 
pch2∆ 
pch2∆ spo11-HA 
spo11-HA 
     0.79   0.78       0.90 
     0.5     0.34       0.82 
  chromosome XV A 
B 
wild-type 
pch2∆ 
  ura3          leu2     lys2   ade2                     
 chromosome III          chromosome VII            chromosome VIII 
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Table 2-7.  Interference calculations using the method of Malkova et al. [37]. 
 
Chromosome XV data were obtained from EAY background strains; chromosomes III, 
VII, and VIII data were obtained from NHY background strains.  All pair-wise 
comparisons between adjacent intervals are shown.  The top genetic interval listed in 
each box is the reference interval.  All tetrads were divided into two classes: those 
with (CO +; i.e. NPD or TT) and those without (CO-; i.e. PD) an observable CO event 
within the reference interval using Mactetrad 6.9.  The genetic size and standard error 
(SE) of the adjacent genetic interval (the lower listing at the top of the box) was then 
calculated for each class (CO+ and CO-) using the Stahl Laboratory Online Tools 
(http://molbio.uoregon.edu/~fstahl/).  A ratio of the CO+/CO- class cM values was 
computed.  Interference was considered significant if the CO+ and CO- classes were 
found to be significantly different via G-tests calculated using the spreadsheet 
available from The Online Handbook of Biological Statistics 
(http://udel.edu/~mcdonald/statintro.html). 
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We also found no evidence for negative interference between genetic intervals on 
different chromosomes or between widely spaced intervals on the same chromosome 
in pch2∆, suggesting that the decreases in positive interference we observed did not 
result from variability in recombination between meioses (data not shown; [58, 59]).      
  Pch2 is required for maintaining spore viability in spo11 hypomorphs.  
Previously, Martini et al. [32] observed that CO levels were maintained at the expense 
of NCOs when meiotic DSBs became limiting in spo11 hypomorphs showing reduced 
DSB levels (20-80%; [24, 32, 33, 60]).  This homeostasis mechanism is thought to 
ensure obligate CO formation between all homologous chromosome pairs and thereby 
promote spore viability.  If interference and homeostasis result from a common 
mechanism, a mutation disrupting CO interference (e.g. pch2∆) would severely 
compromise the spore viability of spo11 hypomorph strains [33].   
We tested the effect of the pch2∆ mutation on the spore viability of spo11 
hypomorph strains (NHY background).  As shown in Figure 2-3, spore viability was 
similar in wild-type (91%) and the spo11-HA/spo11-HA hypomorph (91%), which 
displays 80% of the wild-type level of DSBs.  These results confirm work by Martini 
et al. [32].  Interestingly, the pch2∆/pch2∆ spo11-HA/spo11-HA mutant displayed 
significantly lower spore viability, 73%, despite having CO levels (165 cM total) that 
were similar to spo11-HA/spo11-HA (166 cM) and above wild-type levels (150 cM; 
Figures 2-2 and 2-3).  Spore viability in pch2∆ strains was compromised even further, 
relative to PCH2, in strains bearing more defective spo11 alleles (Figure 2-3; 86% 
spore viability in spo11-HA/spo11yf-HA vs. 16% in pch2∆/pch2∆ spo11-HA/spo11yf-
HA; 50% in spo11da-HA/spo11da-HA vs. 1% in pch2∆/pch2∆ spo11da-HA/spo11da-
HA).  We also observed that the pch2-G319A mutation, which maps to the Walker A 
motif and is predicted to disrupt Pch2 ATP binding/hydrolysis activities [26, 47], is 
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unable to complement the pch2∆ mutation (S. Zanders, J. Olszewski, M. Dowicki, E. 
Alani, unpublished data). 
The excess of tetrads with 4, 2, and 0 viable spores per tetrad observed in the 
pch2∆ spo11-hypomorph double mutants suggests that the spore death results from MI 
chromosome nondisjunction, although we are unable to rule out additional causes (see 
Discussion).  In support of this, we observed that 68% (n=130) of two-spore viable 
tetrads were sisters in the pch2∆/pch2∆ spo11-HA/spo11-HA double mutant, as 
determined by the centromere-linked markers URA3 and ADE2.  This was higher than 
what we observed in spo11-HA/spo11-HA and pch2∆/pch2∆ where only 35% (n=52) 
and 48% (n=29), respectively, of the two-spore viable tetrads were sisters (G-test 
where p<0.025 is significant due to correction for multiple comparisons).  We also 
observed significantly more (9/936) tetrads in which chromosome III had undergone 
MI nondisjunction, as determined by the ADE2 centromere-linked marker and an 
inability to mate, in the pch2∆/pch2∆ spo11-HA/spo11-HA double mutant as 
compared to spo11-HA/spo11-HA (0/649) and pch2∆/pch2∆ (1/707).  Together these 
observations are consistent with Pch2 regulating the distribution of CO events required 
to promote MI disjunction.       
 The interference defect in pch2∆ is not dependent upon extra COs.  Previous 
studies suggested that the CO interference mechanism is intact in ndj1 and csm4 
mutants but appears to be disrupted due to excess non-interfering COs [7, 8, 10, 15, 
23, 45].  We entertained such a mechanism to explain the interference defect in pch2∆ 
by examining interference in pch2∆ spo11 hypomorphs and pch2∆ mutants defective 
in the non-interfering (Mms4-Mus81) and interfering (Msh4-Msh5) CO pathways.   
As described below, our data do not support the excess non-interfering CO hypothesis. 
First, pch2∆/pch2∆ spo11-HA/spo11-HA mutants showed interference defects 
similar to pch2∆ /pch2∆ (Figures 2-2, 2-5B; Tables 2-5, 2-6, 2-7).  This defect was 
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seen even though the total number of COs decreased from 224 cM in pch2∆/pch2∆ to 
165 cM in pch2∆/pch2∆ spo11-HA/spo11-HA.  
 Second, we tested if the decreased interference in pch2∆ was due to additional 
COs formed through the Mms4-Mus81 non-interfering CO pathway.  This was done 
by analyzing pch2∆ mms4∆ and pch2∆ msh5∆ tetrads in the EAY strain background.  
The pch2∆ mms4∆ mutant had considerably lower spore viability (18%) than the 
mms4∆ mutant (53%; Figure 2-4).  Overall, the recombination frequency of pch2∆ 
mms4∆ spores was about 14% higher than mms4∆ spores, but still lower than pch2∆ 
(Figure 2-1C; Table 2-8).   In three out of four genetic intervals, the recombination 
frequencies were significantly higher in pch2∆ mms4∆ than in mms4∆ spores (G-test 
where p<0.025 is considered significant due to Dunn-Sidak correction for multiple 
comparisons; Table 2-8).  These data suggest that the elevated crossing over seen in 
pch2∆ was not solely due to Mms4-Mus81-specific crossing over.   
 The spore viability of the pch2∆ msh5∆ mutant was 26%, compared to 36% for 
the msh5∆ single mutant (Figure 2-4).  Like the mms4∆ mutant, overall CO 
frequencies (in tetrads and spores) were higher in the pch2∆ msh5∆ double mutant 
than in msh5∆ (~30%; Figures 2-1B, 2-1C; Tables 2-2, 2-8), but were much lower 
than in pch2∆.  When only data from complete tetrads were compared, there were no 
statistically significant difference between msh5∆ and pch2∆ msh5∆ (G-test where 
p<0.025 is considered significant due to Dunn-Sidak correction for multiple tests).  
However, when data from all surviving spores were analyzed, pch2∆ msh5∆ had 
significantly higher recombination frequencies than msh5∆ in two out of the four 
genetic intervals (G-test where p<0.025 is considered significant due to Dunn-Sidak 
correction for multiple tests).  A caveat to these analyses is that the low spore 
viabilities observed in both the pch2∆ mms4∆ and pch2∆ msh5∆ mutants constrained 
analysis to a selected minority of meiotic products.  Together, these data are consistent 
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Table 2-8.  Genetic recombination frequencies in spores. 
 
The recombination frequencies between the indicated markers and the number of 
parental and recombinant spores (as calculated by RANA software; Argueso et al. 
[11]) in the EAY strain background are shown. p values for G-tests comparing the 
recombinant and parental spore numbers for all mutant combinations were calculated 
using the spreadsheet available from The Online Handbook of Biological Statistics 
(http://udel.edu/~mcdonald/statintro.html). 
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with COs in pch2∆ requiring both Mms4-Mus81 and Msh4-Msh5 pathways and argue 
against the idea that pch2∆ mutants show decreased CO interference due to additional 
COs formed through a non-interfering CO pathway. 
 pch2∆ does not increase DSB formation at two sites.  Previous work 
indicated that pch2∆ mutants show delays in meiotic DSB repair; thus, a time course 
comparison of DSB levels in meiotic prophase between pch2∆ and wild-type could be 
misleading [27, 47, 61].  Wu and Burgess [47] assayed DSB formation at the well-
characterized HIS4LEU2 hotspot in wild-type and pch2∆ in a sae2∆ strain background 
where DSBs are formed but not resected or repaired.  They reported that wild-type and 
pch2∆ strains displayed similar DSB levels.  More recently, the Hochwagen group, 
using microarray analysis, observed increases in DSB formation in pch2∆ surrounding 
the rDNA on chromosome XII, but nowhere else in the genome (A. Hochwagen 
personal communication). 
We assayed DSB formation in pch2∆ mutants at the YCR048W hotspot on 
chromosome III and near the centromere on chromosome XV [42, 62, 63].  These 
experiments were performed in a dmc1∆ background where DSBs are formed at wild-
type levels and resected (eventually hyperresected), but not repaired [29, 42, 64].  This 
approach allowed us to assay total DSB at loci other than HIS4LEU2, where DSBs are 
thought to occur at saturating levels, and avoid the use of the sae2∆ background where 
maximal DSB levels may not be reached [29, 32, 42, 65].  One concern with 
performing this analysis in the dmc1∆ background is that two reports [26, 66] 
indicated that the checkpoint arrest seen in dmc1 mutants is bypassed in pch2 dmc1 
strains; however, a more recent report [61] indicated that it is not.  Our pch2∆ dmc1∆ 
mutants displayed a meiotic arrest as measured by a failure to form spores (< 0.6% 
spore formation for pch2∆ dmc1∆ vs. ~90% for wild-type at T=24 hrs).  However as 
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shown below, we observed a significant bypass of the dmc1 arrest in pch2∆ spo11-HA 
dmc1∆ strains.  
Quantification of DSB levels in the dmc1∆ background is difficult due to the 
extensive resection of the breaks.  We therefore analyzed five independent cultures of 
dmc1∆ and pch2∆ dmc1∆ strains.  Similar to previous work ([47]; A. Hochwagen 
personal communication), we saw no difference in DSB levels (% of total DNA) 
between dmc1∆ and pch2∆ dmc1∆ strains at the YCR048W (5 and 6 kb DSB bands; 19 
+ 6% for dmc1∆, 18 + 5% for pch2∆ dmc1∆) and CEN15 (8 kb DSB band; 4.7 + 1.2% 
for dmc1∆, 4.5 + 1.0% for pch2∆ dmc1∆) hotspots (Figures 2-6A, 2-6B; T=7 hrs in 
meiosis).  It is important to note that Hochwagen et al. [61] reported that pch2∆ 
dmc1∆ mutants do not resect DSB ends as rapidly as dmc1∆; however, such a 
difference in resection rate could only result in an overestimation of the level of DSBs 
in pch2∆ dmc1∆.  These data, together with previous work, suggest that the pch2 
mutation does not disrupt DSB levels in a SPO11 background. 
 As shown above, the pch2∆ mutation severely compromised the spore viability 
of spo11 hypomorph strains.  Because some spo11 mutations confer semi-dominant 
and conditional phenotypes, as well as alter DSB patterns [60], we assayed DSB levels 
at YCR048W in spo11-HA dmc1∆ strains in the presence or absence of the pch2∆ 
mutation (Figure 2-6C).  At T=3.5 hrs in meiosis, similar DSB levels were observed in 
pch2∆ spo11-HA dmc1∆ (16%) and spo11-HA dmc1∆ (15%) strains.  However, at 
T=7 hrs, lower levels were observed in pch2∆ spo11-HA dmc1∆ (13 + 6 %; seven 
independent cultures) compared to spo11-HA dmc1∆ (18 + 6%; seven independent 
cultures).  In time courses performed side by side, pch2∆ spo11-HA dmc1∆ strains 
displayed 30 to 90% of the spo11-HA dmc1∆ levels at T=7 hrs.  Such variability was 
not observed in side-by-side experiments involving pch2∆ dmc1∆ and dmc1∆ strains.  
As shown below and analyzed in the Discussion, we attribute the variability in DSB 
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Figure 2-6.  pch2∆ does not appear to have increased levels of meiotic DSBs.   
 
Southern blots were performed to measure meiotic DSBs in dmc1∆, pch2∆ dmc1∆, 
spo11-HA dmc1∆, and pch2∆ spo11-HA dmc1∆ strains.  For the YCR048w hotspot on 
chromosome III (A) DNA was digested with BglII and probed with a chromosome III 
fragment (SGD coordinates 215,422-216,703, [63]).   For the CEN15 hotspot (B), 
DNA was digested with SphI and NheI and probed with a chromosome XV fragment 
(SGD coordinates 331,713-332,402, [42]).  The parental bands are marked with 
asterisks and arrows show bands that form due to DSB formation.  Approximate sizes 
for all bands are shown [42, 63].  The lanes on the CEN15 blot have been reordered 
for easy comparison of the two strains.  C) Analysis of DSBs at the YCR048W hotspot 
at T=3.5 and 7 hrs in spo11-HA dmc1∆ (EAY2562/EAY2563) and pch2∆ spo11-HA 
dmc1∆ (EAY2564/EAY2565) strains.  A representative blot is shown.  In side-by-side 
experiments the DSB levels at T=7 hrs in pch2∆ spo11-HA dmc1∆ ranged from 30-
90% (30, 61, 72, 76, 80, 89, and 90%) of the levels observed in spo11-HA dmc1∆.   
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levels to the bypass of the dmc1∆ arrest in pch2∆ spo11-HA dmc1∆.  This was 
determined by measuring the completion of the MI division in spo11-HA dmc1∆ and 
pch2∆ spo11-HA dmc1∆ strains.  At T=28 hrs in meiosis, only 1-2% of spo11-HA 
dmc1∆ strains completed MI; this indicates that the dmc1∆ arrest is maintained in 
these strains.  For pch2∆ spo11-HA dmc1∆, at T=4.5 hrs, no cells (n>200) had 
completed the MI division.  However, at T=6.5 hrs, 8 to 30% of the cells completed 
MI, and these values increased to 54 to 60% (with similar spore formation levels) at 
T=28 hrs.  As predicted for a dmc1∆ mutant, the spores produced by pch2∆ spo11-HA 
dmc1∆ were inviable. 
 The spo11-HA hypomorph suppresses the MI delay of pch2∆.  Wu and Burgess 
[47] showed that the pch2∆ MI delay is suppressed by a null mutation in the mitotic 
and meiotic checkpoint gene RAD17.  The delay is also suppressed by the spo11∆ 
mutation [47, 67].  One interpretation of these and our data is that the greater than 
wild-type number of COs in pch2∆, rather than a recombination-associated DNA 
aberration inherent to the mutant, triggers the Rad17-dependent checkpoint.  If the 
additional time required to complete the additional COs causes the delay in pch2∆, 
then reducing the number of recombination events by lowering the number of DSBs 
should suppress the delay.  We assayed MI division timing in pch2∆/pch2∆ spo11-
HA/spo11-HA mutants displaying total CO levels (165 cM) that are somewhat similar 
to wild-type (150 cM) but significantly lower than pch2∆/pch2∆ (224 cM; Figures 2B; 
[24, 32]).  pch2∆/pch2∆ spo11-HA/spo11-HA strains progressed through meiosis with 
timing indistinguishable from spo11-HA/spo11-HA and wild-type (Figure 2-7).  These 
data suggest there are no inherent recombination defects recognized by a Rad17-
dependent checkpoint in pch2∆ mutants, unless the defect appears only when DSBs 
are at wild-type levels [32, but see 27].  We favor the idea that the MI delay in pch2∆ 
is caused by the prolonged recombination period needed to generate the additional 
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Figure 2-7. The pch2∆ MI delay is suppressed by the spo11-HA hypomorph. 
 
Synchronous cultures were induced to undergo meiosis and progression past MI (MI + 
MII) was assayed in the NHY background for wild-type (diamonds), spo11-HA (open 
squares), pch2∆ (triangles), and pch2∆ spo11-HA (stars; Materials and Methods).  A 
representative time course is shown.  
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COs observed in pch2∆.  Alternatively, the extra COs observed in pch2∆ could result 
from, rather than cause, the MI delay [68].  In this case, it is unclear what could be 
eliciting the delay in pch2∆.  Importantly, the fact that the pch2∆ spo11-HA double 
mutant has wild-type MI timing and disrupted CO interference (Figures 2-5, 2-7; 
Tables 2-5, 2-6, 2-7) demonstrates that the interference defects observed in pch2∆ are 
not simply the result of a prolonged CO designation period [68].      
 
DISCUSSION 
 
 In this study we show that pch2 mutants display elevated crossing over on 
medium and large chromosomes and are defective in CO interference.  Based on this 
work, our initial studies suggesting an increased CO:NCO ratio in pch2∆ mutants 
(Table 2-4), and previous work [27, 32, 47], we hypothesize that the increase in COs 
in pch2∆ on the medium and large chromosomes results from a greater than normal 
proportion of DSBs being repaired as COs at the expense of non COs, due to the loss 
of CO interference, rather than an increase in initiating DSBs (Figure 2-6; Table 2-4).  
In other words, we propose Pch2-mediated CO control acts not only to uniformly 
space COs within the genome, but also to limit the overall number of COs.  The same 
defect in pch2∆ that disrupts interference could lead to longer heteroduplex tracts, 
causing the increases in gene conversion frequencies observed in pch2∆.  
 We favor a model in which Pch2 promotes wild-type levels of CO interference 
at the CO vs. NCO decision, which is though to occur in late leptotene, perhaps by 
acting in meiotic axis organization/assembly (Figure 2-8;  [17, 18, 20]).  In this model, 
CO designation at one site inhibits nearby DSBs from receiving CO designation; such 
a decision could then influence the Pch2-dependent domainal organization of Hop1 
and Zip1 observed in pachytene [27; see below].  Two recent studies support the idea
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Figure 2-8. Model for interference-regulation of the CO vs. NCO decision. 
 
We propose that Pch2 acts to inhibit CO designation in a chromosomal region in 
response to a prior crossover-designated recombination event in that region.  See text 
for details.
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that Pch2 acts in early prophase.  1. Hochwagen et al. observed changes in DSB 
processing in pch2 mutants [61].  2. Shinohara and colleagues (personal 
communication) found that meiotic depletion of CDC53 causes a defect in meiotic 
axis construction in leptotene, resulting in aberrant SC formation.  A pch2 mutation 
fully suppresses the SC construction defect of CDC53 meiotic depletion, suggesting 
that Pch2 is a negative regulator of meiotic axis assembly.   
 Our proposal that Pch2 acts at the CO vs. NCO decision differs from 
interpretations presented by Börner et al. [27].  They examined NCO and CO 
formation at the HIS4LEU2 hotspot on chromosome III in pch2∆ mutants using 
Southern blot analysis and found that CO levels were decreased and NCO levels were 
increased at this site [27, 69].  They also monitored progression through 
recombination at HIS4LEU2 and found that pch2∆ mutants were delayed after SEI 
formation and accumulate SEIs and dHJs.  Given these results and the finding that CO 
and NCO formation were coordinately delayed, Börner et al. [27] proposed that the 
meiotic delay in pch2∆ is caused by a defect downstream of the CO vs. NCO decision.  
We did not observe an effect of the pch2∆ mutation on crossing over on chromosome 
III.  One explanation for this difference is that the Börner et al. [27] performed their 
analysis at HIS4LEU2, which was shown previously to lack CO homeostasis [32].  
Additionally, the delay that they saw in processing recombination intermediates in 
pch2∆ may be due to an upstream defect at the CO vs. NCO decision.  Specifically, 
the additional load of SEIs and dHJs that the recombination machinery must process in 
a pch2∆ mutant could delay their turnover genome-wide.  It is important to note that 
we do not have a clear explanation for why CO levels on chromosome III are not 
elevated in pch2∆.  However, smaller chromosomes in yeast, such as chromosome III, 
have higher map distances per kb compared to larger chromosomes, and CO 
interference appears weaker on smaller chromosomes compared to larger ones [38, 
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39].  Thus, because interference is stronger on larger chromosomes, eliminating 
interference should have a more pronounced effect on CO levels on larger 
chromosomes, as was seen in our study.  
 Meiotic axis organization appears to be conserved in S. cerevisiae and C. 
elegans.  Martinez-Perez [70] recently reported a link between meiotic axis protein 
organization and CO interference in C. elegans.  They analyzed the distribution 
patterns of the central element protein SYP-1 and the axial element proteins HTP-1 
and HTP-2, which, like Hop1, are HORMA domain proteins.  Analogous to 
observations made for Hop1 and Zip1 in yeast, Martinez-Perez et al. [70] found that 
the HTP axial element and the SYP-1 central element proteins sort into reciprocal 
domains on late pachytene chromosome axes.  Based on the above, the finding that 
HTP1/2 is depleted at COs, the fact that Spo11 and Msh5 are required for domain 
formation, and the correlation seen between HTP1/2 depletion sites and chiasmata, 
Martinez-Perez et al. [70] suggest that HTP/SYP-1 domain boundaries mark CO sites.  
This information suggests that Hop1/Zip1 boundaries indicate where the CO/NCO 
decision marks subsequent CO sites.  Such a model takes into account the finding that 
C. elegans displays only one domain of each type whereas S. cerevisiae contains a 
large number of alternating Zip1/Hop1 domains.  This pattern is consistent with the 
fact that each chromosome pair in C. elegans typically enjoys a single CO whereas 
chromosome pairs in S. cerevisiae enjoy multiple COs (~80-90 total COs in S. 
cerevisiae [30, 35] vs. six in C. elegans [21, 70]).    
 Based on observations presented in Martinez-Perez et al. [70] we suggest that 
the altered pattern of Hop1 and Zip1 localization on the chromosome axis seen in 
pch2∆ mutants results from, but is not the cause of, the increase in COs.  In this 
interpretation, the defect in CO control in pch2∆ mutants leads to additional COs, 
reflected by a greater number of domains, thus making the axis distribution of Hop1 
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and Zip1 appear more uniform.  This model fits with respect to the known timing of 
the CO vs. NCO decision [17, 18, 20, 21, 34, 35], and the finding that early Hop1 
organization appears normal in pch2∆ mutants [27].  Testing such a model will require 
an examination of Hop1 and Zip1 localization patterns in strains (e.g. pch2∆spo11 
hypomorphs) containing decreased levels of DSBs; our model predicts that the Hop1 
and Zip1 domains would become more distinct due to fewer COs, although not 
completely like wild-type due to defects in CO interference. 
 Why do pch2 mutants show wild-type spore viability?  The wild-type spore 
viability seen in pch2∆ mutants suggests that Pch2-mediated CO control is not 
required to maintain the viability of yeast grown in lab conditions.  We offer two 
explanations for this finding:  1) COs are present in excess (~80-90 per cell) of the 
number needed for all homologs to receive an obligate CO (16 per cell).  2) The 
reduction in interference in pch2∆ is accompanied by, and likely causes, an increase in 
the overall number of COs.  This increase in crossing over could compensate for 
distribution failures that jeopardized obligate CO formation ([30, 33]; Figures 2-3, 2-4; 
Tables 2-5, 2-6, 2-7).  Our results and those of Martini et al. [32] demonstrate a 
buffered system in baker’s yeast in which excess DSBs and COs lessen the need for 
interference to ensure obligate CO formation.  Because of this buffer, obligate CO 
formation can be maintained if interference or DSBs are reduced, but not both (Figure 
2-3; [32]).  Such buffering may exist because the consequences of having too many 
COs are less severe than too few.  For example, pch2∆ mutants have dramatic 
increases in CO levels, but show wild-type spore viability, whereas mutants that 
significantly decrease CO levels like mlh3∆, have reduced spore viabilities due to MI 
nondisjunction [9, 11].  Future searches for mutants that disrupt the CO vs. NCO 
decision must be broadened to include genes with high spore viability or synthetic 
phenotypes with spo11 hypomorphs.    
  84 
Although the role of Pch2 in limiting CO levels, after the requisite number 
required for ensuring obligate CO formation is reached, is not required, it is likely to 
be advantageous.  Too many COs, especially closely spaced ones, have been 
suggested to disrupt the sister chromatid cohesion required to create tension on the MI 
spindles and ensure proper homolog disjunction at MI [71, 72].  In addition, our data 
suggests that the CO limiting role of Pch2 also promotes timely meiotic progression, 
which could also be advantageous to cells (Figure 2-7).  
What causes the loss in spore viability seen in pch2∆ spo11 hypomorphs?  
pch2∆/pch2∆ spo11-HA/spo11-HA strains displayed an excess of tetrads with 4, 2, and 
0 viable spores, a high percentage of two-spore viable tetrads containing sisters, and 
an increased frequency of chromosome III nondisjunction.  Our data are consistent 
with MI chromosome nondisjunction being a major component of the spore death 
phenotype, perhaps due to a failure to ensure obligate CO formation on all 
chromosomes.  In such a model, when DSBs become limiting, the proper distribution 
of COs becomes even more critical to ensure obligate CO formation.  Similar DSB 
levels were seen at YCRO48W at 3.5 hours in meiosis in spo11-HA dmc1∆ and pch2∆ 
spo11-HA dmc1∆; however, by 7 hrs, fewer breaks were observed in the triple mutant 
(Figure 2-6C and D).  Our DSB level measurements are not definitive due to the 
checkpoint bypass observed in the triple mutant.  We provide two explanations for the 
triple mutant phenotype.  In one scenario, early forming DSBs appear at wild-type 
levels while later-forming DSBs form at lower levels that are insufficient for sustained 
recombination checkpoint activation.  In a second scenario, DSBs form normally, but 
undergo some level of Dmc1-independent, possibly intersister, repair that permits a 
bypass of the checkpoint.  Such repair would not lead to MI disjunction-promoting 
chiasmata.  Both of these scenarios are sufficient to explain the spore inviability seen 
in pch2∆ spo11 hypomorphs (Figure 2-3).  Future experiments to distinguish these 
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hypotheses should include an analysis of meiotic Rad51foci in spo11-HA dmc1∆ and 
pch2∆ spo11-HA dmc1∆ strains [73]. 
We cannot rule out that other cellular defects contribute to the MI non-
disjunction phenotype seen in pch2∆ spo11 mutants.  For example, both pch2∆ and 
spo11 hypomorphs have SC defects, which could lead to CO control-independent 
synthetic phenotypes in the double mutants [24, 27].   It is also possible that Pch2 
promotes MI disjunction by regulating sister chromatid cohesion establishment and/or 
removal, or by preventing/resolving chromosome entanglements [2-4, 68], or that 
some spore death in pch2∆ spo11 hypomorphs is independent of MI non-disjunction.  
   Additional factors are likely to act early in meiosis to establish CO 
interference.  Interference mutants have been proposed to act downstream of the CO 
vs. NCO decision (e.g. zip1, msh4; Introduction; [22, 35]), or display an apparent 
defect in interference due to an increase in non-interfering COs (ndj1, csm4; [15, 35]).  
The only other yeast interference mutants that appear similar to pch2∆ are tid1∆ and 
dmc1∆-2µRad54 [34; but see 58].  We will focus on tid1∆, because its CO phenotype 
is better characterized.  Tid1/Rdh54 is a member of the Swi2/Snf2 family, and thus 
may act in meiotic chromatin axis remodeling, though this has yet to be tested [74].  
tid1∆ mutants display moderate levels of spore viability (58% 4-spore viable tetrads), 
and Tid1 has been shown to be involved in the strand exchange step of recombination 
[57].  Similar to pch2∆, tid1∆ mutants display a defect in interference and increased 
gene conversion.  Also, like pch2∆, CO levels in tid1∆ appear similar to wild-type on 
a small chromosome (III).  On a medium-sized chromosome (V), tid1∆ mutants 
displayed wild-type CO levels in two intervals, but a significant (2.4-fold) increase in 
a third [34].  These data suggest that tid1∆ and pch2∆ have similar CO patterns.  We 
are eager to test this hypothesis in the strain sets used in this study.  Furthermore, we 
are intrigued by the idea that strand exchange and meiotic chromatin axis components 
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are both required/involved in interference-regulation of the CO vs. NCO decision.  
  
MATERIALS AND METHODS 
 
Media and yeast strains.  Yeast strains are listed in Table 2-1.  All strains were 
grown at 30°C on standard YPD (yeast peptone dextrose; [75]).  The sporulation 
media was described previously [11, 68].  For tetrad genotyping, synthetic minimal 
selective media, synthetic complete media with 5 µM Cu, and YPD supplemented 
with complete amino acid mix and 3 mg/L cycloheximide were used [75].  When 
required, Geneticin (Invitrogen), nourseothricin (Hans-Knoll Institute fur Naturstoff-
Forschung), and hygromycin B (Calbiochem) were added to YPD media as described 
[76, 77]. 
 The EAY1108/EAY1112 SK1 congenic strain set is described in Argueso et 
al. [11], and the NHY942/NHY943 SK1 isogenic strain set is described in de los 
Santos et al. [10].  The spo11 hypomorphic mutants were described by Diaz et al. [60] 
and Henderson and Keeney [24] although the NHY942/NHY943 strains containing 
these alleles, which are used in this work, are described in Martini et al. [32].  As in 
Martini et al. [32], we refer to spo11-HA3His6 as spo11-HA, spo11(D290A)-HA3His6 
as spo11da-HA, and spo11(Y135F)-HA3His6 as spo11yf-HA. Strains EAY2562-2565 
are derivatives of a cross between EAY2260 and SKY633.  The msh5∆, mms4∆, and 
dmc1∆ alleles used in this work were all complete open reading frame (ORF) 
deletions.  The pch2∆ allele contains a deletion of amino acids 17-587 (in the 603 
amino acid ORF).  All deleted regions were replaced with HPHMX4, KANMX4, or 
NATMX4 as shown in Table S1 [76, 77].  The deletion cassettes were made via PCR 
and integrated into the genome using standard techniques [78].  Details on strain 
construction and primer sequences are available on request.  
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 Tetrad analysis.  Diploids for tetrad analysis were all made using the zero 
growth mating protocol [79].  The haploid parental strains were patched together on 
YPD for 4 hours and then spread on sporulation plates.  The plates were incubated at 
30°C for 2 days, after which tetrads were dissected.  Tetrads from the 
EAY1108/EAY1112 strain background were dissected on synthetic complete media, 
whereas tetrads from the NHY942/NHY943 strain background were dissected on YPD 
media supplemented with complete amino acids.  All tetrads were incubated 3-4 days 
at 30°C and then replica-plated to various selective media. The replica plates were 
scored after one day of incubation at 30°C.  In the EAY strain background, the data for 
wild-type, mms4∆, and msh5∆ were originally published in Argueso et al. [11].  In the 
NHY strain background, a subset of the wild-type data was originally published in 
Wanat et al. [68].  The distributions of each tetrad type were calculated using RANA 
software [11].   
 Genetic map distances +/- the standard error were calculated using the Stahl 
Laboratory Online Tools (http://www.molbio.uoregon.edu/~fstahl/) which utilizes the 
formula of Perkins [54].  The G-test spreadsheet, available from The Online 
Handbook of Biological Statistics (http://udel.edu/~mcdonald/statintro.html), was used 
to compare tetrad distribution patterns between strains.  The Dunn-Sidak correction (p 
value of 0.05/ number of comparisons) was applied when multiple comparisons per 
data set were performed [80].  Recombination frequencies from spore data were 
calculated as described previously (RANA software; [11]), with p-values determined 
as above (http://udel.edu/~mcdonald/statintro.html).  
 Three different analyses were performed to measure interference.  The NPD 
ratio (Table 2-5) was determined using the “Better Way” calculator 
(http://www.molbio.uoregon.edu/~fstahl/). This method compares the number of each 
tetrad type observed to the numbers expected if CO distribution was random and 
  88 
calculates a chi square value, which was converted to a p value using VassarStats 
(http://faculty.vassar.edu/lowry/VassarStats.html).  Coefficients of coincidence (Table 
2-6) were determined as described previously [11, 68].  Tetrads were sorted using 
Mactetrad 6.9 software to calculate interference via the Malkova et al. method ([37], 
Figure 2-5; Table 2-7). 
 Meiotic time courses and DSB Southern blotting.  For all time courses, a 
saturated YPD overnight culture from each strain to be analyzed was diluted in 200 ml 
YPA (2% potassium acetate) and grown for 17 hours.  The YPA culture was then spun 
down, washed once in 1% potassium acetate and resuspended in 100 ml 1% potassium 
acetate (similar to [81]).  All strains were grown in the same batches of media and 
treated identically.  DAPI staining to analyze progression past MI (MI + MII) was 
performed as described [81].  Cells were visualized using an Olympus BX60 
microscope and at least 200 cells were counted for each time point.  DNA was isolated 
from meiotic cultures as described [29].  Southern blotting was performed using 
standard techniques [82].  The percent of DSB formation for four to six independent 
time courses (% of hybridizing bands +/- standard deviation, SD) was calculated using 
Image Quant software.  
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CHAPTER 3 
 
Pch2 regulates interhomolog and intersister double-strand break repair in budding 
yeast meiosis
1
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
A version of this chapter has been submitted for publication by Zanders S and Alani 
E.  Chapter 2 is reference [19] of this chapter. 
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ABSTRACT 
 
PCH2 is a widely conserved gene reported to be a meiotic checkpoint factor in S. 
cerevisiae, C. elegans and D. melanogaster.  However, several non-checkpoint roles 
in meiotic chromosome axis organization and the regulation of interhomolog double-
strand break (DSB) repair have been described for PCH2 and its mouse ortholog, 
Trip13.  Here we find that Pch2’s role in DSB repair can explain many of the protein’s 
checkpoint phenotypes in budding yeast.  Specifically, we found that the 
recombination checkpoint requires a threshold level of unrepaired DSBs to halt 
meiotic progression and that pch2∆ lowers the level of checkpoint-eliciting lesions in 
recombination mutants by allowing some DSB repair.  Genetic experiments are 
consistent with an increase in the Rad54-dependent intersister DSB repair in pch2∆ 
mutants, but physical analyses of DSB levels suggests aberrant DSB repair may still 
occur in pch2∆ dmc1∆ rad54∆ mutants.  We propose a model in which a Pch2-
dependent meiotic chromosome structure suppresses intersister DSB repair and 
regulates interhomolog repair decisions.   
 
AUTHOR’S SUMMARY 
 
During the cell cycle, chromosomes are replicated and held together as sister 
chromatids until just before cell division.  If one chromatid is broken, it is 
preferentially repaired using information from its sister, rather than from the other 
parental chromosome.  During meiosis, the cell division pathway that makes gametes, 
chromosome breaks are induced and preferentially repaired using information from 
the other parental chromosome.  This shift in repair preferences, from using the sister 
chromatid to using the other parental chromosome in meiosis is known as 
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“interhomolog bias.”  This bias promotes fertility because interhomolog break repair 
can generate crossovers between homologous chromosomes which help chromosomes 
segregate properly into gametes.  We discovered that the yeast Pch2 protein acts to 
promote interhomolog bias.  In its absence, a smaller proportion of meiotic 
chromosome breaks are repaired using the homologous chromosome.  This 
observation may help explain why the mouse version of Pch2 is required for fertility.     
 
INTRODUCTION 
 
 DNA double-strand breaks (DSBs) that occur during vegetative growth are 
preferentially repaired via homologous recombination (HR) between sister chromatids.  
Strand exchange during intersister HR is mediated by the Rad51 recombinase and its 
partner Rad54.  This intersister repair occurs even in diploid cells where a homologous 
chromosome template is available, and is thought to help prevent chromosome 
rearrangements [1-4].  In meiosis, repair of programmed DSBs using the homologous 
chromosome is essential for the production of viable gametes [5].  Although Rad51 
and Rad54 are still present, meiotic interhomolog strand exchange is accomplished by 
their respective homologs, Dmc1 and Rdh54 [2,3,6-8].  Interhomolog DSB repair can 
create crossovers (CO) between homologous chromosomes.  In many organisms these 
crossovers are required for reductional chromosome segregation at the meiosis I (MI) 
division, which reduces cell ploidy by half, allowing for the generation of haploid 
gametes [5].  If any pair of homologous chromosomes fails to receive a crossover, MI 
nondisjunction can occur and produce aneuploid gametes, which in humans can cause 
conditions such as Down syndrome and infertility [9].  
 During meiotic prophase I in budding yeast, ~140-170 DNA double-strand 
breaks are introduced into the genome by a group of ten proteins, of which Spo11 is 
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the catalytic component [5, 10-12].  Although crossovers are the only repair products 
known to promote MI disjunction, only ~50% of DSBs seen in yeast meiosis are 
repaired to form interhomolog crossovers.  Some DSBs are repaired using the 
homologous chromosome without producing a CO; this is known as a noncrossover 
(NCO) [10-13].  Obligate CO formation, crossover interference, and crossover 
homeostasis are thought to regulate the interhomolog DSB repair to ensure each pair 
of homologous chromosomes disjoins at MI [13-17].  The obligate CO refers to the 
observation that all homologous chromosome pairs receive at least one crossover.  
Crossover interference promotes the nonrandom, evenly spaced distribution of CO 
events and crossover homeostasis maintains CO levels as DSB frequencies are 
decreased (reviewed in [17-18]).  Little is known about the mechanisms or relatedness 
of the different aspects of CO control, although one mutant, pch2∆, has decreased 
crossover interference and may also be defective for crossover homeostasis [19, 20]. 
 The ~10-33% of meiotic DSBs estimated to not be repaired using a 
homologous chromosome are repaired via HR using the sister chromatid as a template 
[21-26].  The shift in DSB repair template preference from the sister chromatid in the 
mitotic cell cycle, to the homologous chromosome in meiosis, is referred to as 
“interhomolog bias” [22, 24, 25-31].  Interhomolog bias is established shortly after 
DSB formation and requires components of the axial elements, which are linear 
structures that form along each pair of sister chromatids early in meiotic prophase [8].  
An early step in instituting interhomolog bias is phosphorylation of Hop1 of the 
Hop1/Red1 axial element duo by the Mec1 and Tel1 kinases [32-35].  Red1 and 
phosphorylated Hop1 are required for the activation of the effector kinase Mek1 [29, 
30, 35].  Mek1 phosphorylates Rad54, which inhibits the interaction between the 
sister-chromatid recombinase partners Rad51 and Rad54 [31].  Activated Mek1 has an 
additional role in promoting interhomolog bias, independent of Rad54 
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phosphorylation, that is yet to be elucidated [31].  The meiosis-specific protein Hed1 
also contributes to interhomolog bias by preventing Rad51-Rad54 complex formation 
by competing with Rad54 for Rad51 binding [36, 37].  Interhomolog bias is 
maintained in haploid meiosis and inhibits DSB repair, suggesting that interhomolog 
interactions are not required [38, 39].  At hemizygous DSB sites in diploid meiosis, 
intersister repair is still constrained by a Mek1-dependent delay, although efficient 
intersister DSB repair does occur [26].      
 The mechanisms promoting interhomolog bias are often studied in dmc1 null 
mutant backgrounds in which unrepaired DSBs trigger the meiotic recombination 
checkpoint to arrest cells at pachytene, the last stage of meiotic prophase before cells 
are committed to undergo the MI division [10, 11, 27, 29-31, 40-43].  There are two 
ways recombination checkpoint arrest can be overcome in a dmc1 mutant background.  
The first is to eliminate any of the essential checkpoint genes such as MEC1, RAD17, 
or RAD24.  In such cases, meiosis proceeds with unrepaired breaks to form inviable 
gametes [43].  The second is to eliminate (or reduce; see below) the checkpoint-
eliciting DNA lesions by either preventing DSB formation or by allowing 
inappropriate Dmc1-independent DSB repair [24, 25, 42, 44-46].  The latter can be 
accomplished by several mechanisms.  Overexpressing RAD51 or RAD54 and/or 
mutating HED1 in a dmc1 background allows for meiotic progression and the 
production of moderate to wild-type levels of interhomolog COs and thus viable 
spores [36, 37, 45, 47].  Alternatively, when RED1, HOP1, or MEK1 are mutated, 
interhomolog bias is lost and DSBs are rapidly repaired via Rad51-Rad54-dependent 
strand exchange using the sister chromatid as a template and meiosis progresses to 
produce inviable spores [27, 29, 30, 45].   
 Pch2 (Pachytene checkpoint) is a putative AAA ATPase reported to cause 
checkpoint arrest/delay in the following recombination mutants: zip1, rad17, mms4, 
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and sae2 [48-51].  The ability of the pch2∆ mutation to suppress the dmc1∆ arrest is 
disputed.  Two groups found that mutation of PCH2 also allows partial bypass of the 
recombination checkpoint in dmc1 mutants [48, 52], but this finding was not seen by 
others [19, 49, 53].  It is likely these discrepancies are due to differences in strain 
background and experimental conditions, as meiosis in pch2∆ and pch2∆ dmc1∆ 
mutants is especially sensitive to slight changes in strain background, sporulation 
media, and temperature (SZ, unpublished data; [19, 20]).    
 Additional studies concluded that PCH2 orthologs also function in a meiotic 
checkpoint capacity in C. elegans, and D. melanogaster [54, 55].  However, it is 
becoming clear that classifying PCH2 and its orthologs as “checkpoint factors” is 
insufficient to explain all the phenotypes associated with pch2 mutants.  In budding 
yeast, Pch2 is required for wild-type kinetics of meiotic progression, crossover 
interference, and establishing proper organization of Hop1 and Zip1 on meiotic 
chromosomes [19, 20, 56, 57].  An additional study suggested that Pch2 may also 
regulate DSB processing steps [53].  Several of these non-checkpoint roles appear 
conserved in the PCH2 ortholog in mouse, Trip13.  Trip13 is required for wild-type 
levels of DSB repair, crossover interference, wild-type crossover distribution, and 
proper organization of HORMADs (which share homology with Hop1) and the 
synaptonemal complex central element protein SYCP1 on meiotic axes [58-60]. 
 Here we investigated the mechanisms by which the pch2∆ mutation suppresses 
the meiotic arrest/delay phenotypes of both dmc1∆ and zip1∆ mutations.  We find 
Pch2 is not acting as a bona fide checkpoint factor to mediate the checkpoint 
arrests/delays [40].  Rather, we discovered 1) that the recombination checkpoint is 
sensitive to DSB levels and 2) that Pch2 prevents inappropriate intersister 
recombination, which lowers the levels of checkpoint-eliciting lesions below the level 
required for full checkpoint activation.  These results, combined with earlier studies, 
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redefine Pch2’s role in budding yeast meiosis as a regulator of interhomolog and 
intersister DSB repair.   
 
RESULTS 
 
 We initiated this study in the budding yeast SK1 strain background to 
understand the involvement of Pch2 in ensuring meiotic arrest/delay in the absence of 
Dmc1 or Zip1 proteins.  Recent work demonstrating Pch2 acts to regulate the 
interhomolog CO vs. NCO DSB repair decision suggested that the initial 
interpretations of Pch2’s checkpoint activities needed to be re-examined [19, 20, 49, 
53, 57].  We hypothesize that pch2∆ relieves the dmc1∆ (and zip1∆) arrest by allowing 
elevated levels of DSB repair. 
 The recombination checkpoint is sensitive to DSB levels.  Investigating 
suppression of the dmc1∆ arrest (0% sporulation) by the pch2∆ mutation was 
complicated by the fact that the suppression was incomplete; only ~5% of pch2∆ 
dmc1∆ cells completed meiosis to form spores (Table 3-1; [19, 48, 52, 53]).  Because 
so few cells sporulated, we analyzed dmc1∆ arrest suppression in the spo11-HA 
background where the sporulation defect is less severe [19].  spo11-HA strains display 
~80% of wild-type DSBs levels [16, 61].  Wild-type, pch2∆, and spo11-HA strains all 
had roughly 80% sporulation efficiencies.  Whereas 0% dmc1∆ cells and 0.4% of 
spo11-HA dmc1∆ cells formed spores, 39% of pch2∆ spo11-HA dmc1∆ sporulated 
(Table 3-1).  The spores produced by pch2∆ dmc1∆ and spo11-HA pch2∆ dmc1∆ were 
mostly inviable (<3% spore viability for each), suggesting that interhomolog 
recombination was not restored in these mutants (Table 3-1; [19, 48]).   
   
  103 
 
 
 
 
 
 
 
 
 
Table 3-1.  Spore formation efficiency and viability in pch2∆ mutants 
 
Sporulation efficiencies for the above strains were counted after five days on 
sporulation media at 30° C.  Tetrads (for SPO13 strains) or dyads (from spo13 strains) 
were dissected on YPD and scored for spore viability after three days.  NA indicates 
that % spore viability is not applicable for strains that do not sporulate.  ND indicates 
that spore viability was not assayed.  
 
 
 
 
 
 
 
 
 
 
  104 
 
 
Genotype 
% 
sporulation 
number 
analyzed  
% spore 
viability 
spores 
analyzed 
wild-type 79.1 436  93.5 400 
pch2∆ 80.9 429  95.3 400 
spo11-HA 81.1 434  92.5 400 
pch2∆ spo11-HA 74.9 453  56.8 400 
      
dmc1∆  0.0 406  NA NA 
pch2∆ dmc1∆ 4.6 431  2.9 148 
spo11-HA dmc1∆ 0.4 239  NA NA 
pch2∆ spo11-HA dmc1∆ 39.0 439  1.3 160 
      
spo11-HA/spo11yf-HA 79.6 421  ND ND 
pch2∆/pch2∆; spo11-HA/spo11yf-HA 67.7 440  ND ND 
spo11-HA/spo11yf-HA; 
dmc1∆/dmc1∆  4.6 415  ND ND 
pch2∆/pch2∆; spo1l-HA/spo11yf-HA; 
dmc1∆/dmc1∆  42.8 523  ND ND 
      
rad54∆ 58.3 439  59.5 400 
 pch2∆ rad54∆ 46.0 443  47.0 400 
spo11-HA rad54∆  63.5 425  62.8 400 
pch2∆ spo11-HA rad54∆  30.7 440  38.0 400 
      
dmc1∆ rad54∆  0.2 422  NA NA 
 pch2∆ dmc1∆ rad54∆  0.0 444  NA NA 
spo11-HA dmc1∆ rad54∆  0.0 409  NA NA 
pch2∆ spo11-HA dmc1∆ rad54∆  0.0 403  NA NA 
      
      
spo13 63.3 441  47.3 400 
 pch2∆ spo13 49.2 417  44.8 400 
spo11-HA spo13  51.8 454  44.8 400 
pch2∆ spo11-HA spo13  56.9 457  44.3 400 
      
dmc1∆ spo13 9.6 428  7.3 400 
pch2∆ dmc1∆ spo13  43.4 422  15.5 400 
spo11-HA dmc1∆ spo13  16.6 441  16.0 400 
pch2∆ spo11-HA dmc1∆ spo13 57.9 480  25.5 396 
pch2∆ spo11-HA dmc1∆ rad54∆  
spo13 14.0 222  0.0 120 
      
zip1∆ 60.1 441  36.7 412 
 pch2∆ zip1∆ 61.8 437  17.5 400 
zip1∆ spo13  60 408  25.0 400 
pch2∆ zip1∆ spo13  55.8 430   25.0 400 
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 The ability of the spo11-HA allele to allow a more efficient arrest bypass in 
pch2∆ dmc1∆ suggests that full activation of the recombination checkpoint requires a 
threshold level of DSBs.  We tested this by analyzing the effect of further decreasing 
DSBs using strains heterozygous for the spo11-HA hypomorph and the spo11yf-HA 
allele, in which the catalytic tyrosine is changed to a phenylalanine [62].  spo11-
HA/spo11yf-HA heterozygotes make ~30% of the wild-type level of DSBs; we 
observed 80% sporulation in these mutants [16].  We saw 5% sporulation in 
dmc1∆/dmc1∆ spo11-HA/spo11yf-HA mutants compared to 0% in dmc1∆/dmc1∆, 
demonstrating that the recombination checkpoint is sensitive to DSB levels in budding 
yeast.  The pch2∆ mutation increased sporulation in dmc1∆/ dmc1∆ spo11-
HA/spo11yf-HA mutants to 43% (Table 3-1).  These results show that spo11 
hypomorphs and the pch2∆ mutation act synergistically to partially bypass the dmc1∆ 
arrest.   
 The pch2∆ dmc1∆ arrest bypass is not due to a decrease in DSB formation.  
As shown above, we found that complete meiotic arrest in dmc1∆ mutants requires a 
threshold level of DSBs.  Thus it was possible that pch2∆ allows checkpoint bypass by 
decreasing DSB formation, rather than by permitting intersister DSB repair.  Genetic 
and physical analyses, however, suggest pch2∆ mutants do not form fewer DSBs.  
pch2∆ mutants have increased COs on large chromosomes and increased gene 
conversion frequencies on chromosomes of all sizes; the opposite effect would be 
expected from a mutant with reduced DSB frequencies [19, but see 20].  The pch2∆ 
spo11-HA double mutant has near wild-type CO and gene conversion frequencies, 
which is not consistent with a large decrease in break formation in this mutant [19].  
Additionally, several groups have assayed DSB formation in pch2∆ mutants and found 
no change in DSB formation, apart from an increase in breaks near the rDNA repeats, 
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suggesting the checkpoint bypass is not due to a reduction in DSBs in pch2∆ mutants 
([19, 49]; A. Hochwagen personal communication).   
 Previously, we found that dmc1∆, pch2∆ dmc1∆, and spo11-HA dmc1∆ 
mutants form similar levels of DSBs at the YCR048W DSB hotspot on chromosome 
III, but fewer breaks were apparent in pch2∆ spo11-HA dmc1∆ mutants [19].  We 
repeated and expanded this analysis in the slightly different strains used in this study 
in which checkpoint bypass in pch2∆ dmc1∆ and pch2∆ spo11-HA dmc1∆ is more 
pronounced.  In a representative experiment, the dmc1∆ mutant displayed 14.4% 
DSBs at YCRO48W 6 hours after meiotic induction.  pch2∆ dmc1∆ and spo11-HA 
dmc1∆ mutants displayed fewer DSBs at this hotspot with 10.0 and 9.4% breaks, 
respectively.  The pch2∆ spo11-HA dmc1∆ triple mutants showed even fewer DSBs at 
3.6% (Figure 3-1).  Similar differences in DSB formation were observed at the HIS2 
DSB hotspot where 3.5, 2.4, 1.8 and 0.4% DSBs were observed in dmc1∆, pch2∆ 
dmc1∆, spo11-HA dmc1∆, and pch2∆ spo11-HA dmc1∆ mutants, respectively (Figure 
3-2; [63]).  The significance of the decreased break levels observed in pch2∆ dmc1∆ 
as compared to dmc1∆ is difficult to assess because they are small and were not 
observed in a slightly different strain background [19].  However, we contend that the 
decrease in break levels observed in pch2∆ spo11-HA dmc1∆ is significant because 
the decrease is pronounced and was previously observed in another strain [19].  The 
decrease in observable DSBs in the pch2∆ spo11-HA dmc1∆ (and perhaps pch2∆ 
dmc1∆) mutant could result from an increase in Dmc1-independent intersister DSB 
repair [19]. However, it was still possible that fewer breaks occur in pch2∆ and/or 
pch2∆ spo11-HA mutants. 
 We employed the rad50S mutation to formally test if a decrease in DSB levels 
can explain why fewer DSBs are observable in the pch2∆ spo11-HA dmc1∆ mutant.  
rad50S mutants form DSBs, but the breaks are not resected or repaired [64].   In a  
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Figure 3-1. DSB levels observed in the dmc1∆ and dmc1∆ rad54∆ backgrounds at 
the YCRO48W hotspot. 
 
Southern blots on DNA obtained from 0, 3, 4, 5 and 6 hrs post meiotic induction to 
measure DSBs at the YCR048W hotspot on chromosome III are shown.  The DNA was 
digested with BglII and probed with a chromosome III fragment (SGD coordinates 
215,422-216,703) (See Methods).  A representative blot of dmc1∆ (n, number of 
replicates, =4), pch2∆ dmc1∆ (n=3), spo11-HA dmc1∆ (n=2), pch2∆ spo11-HA dmc1∆ 
(n=5), spo11-HA dmc1∆ rad54∆ (n=4), pch2∆ spo11-HA dmc1∆ rad54∆ (n=4), 
dmc1∆ rad54∆ (n=3), and pch2∆ dmc1∆ rad54∆ (n=3) is shown in.  The dmc1∆ 
rad54∆ and pch2∆ dmc1∆ rad54∆ lanes are from a different time course and blot from 
all other samples (which were from the same experiment).  The asterisk denotes the 
parental band and the arrows designate the DSB bands quantified.  The percent DSB 
signal present at 6 hours post meiotic induction for each strain is displayed at the 
bottom of the blots.  
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Figure 3-2.  DSB levels observed in the dmc1∆ background at the HIS2 hotspot. 
 
Southern blots were performed on DNA obtained from 0, 3, 4, 5 and 6 hrs post 
meiotic induction to measure DSBs at the HIS2 hotspot on chromosome VI [6].  The 
DNA was digested with BglII and probed as in [6].  A representative blot of dmc1∆ (n, 
number of replicates, =4), pch2∆ dmc1∆ (n=2), spo11-HA dmc1∆ (n=2), and pch2∆ 
spo11-HA dmc1∆ (n=4) is shown.  The asterisk denotes the parental band and the 
arrows designate the DSB bands quantified.  The percent DSB signal present at 6 
hours post meiotic induction for each strain is displayed at the bottom of the blots.    
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representative Southern blot of the YCR048w hotspot, rad50S and pch2∆ rad50S 
mutants showed similar DSB levels, 8.7 and 7.5%, respectively (Figure 3-3).  The 
spo11-HA rad50S and pch2∆ spo11-HA rad50S also showed similar levels of DSBs, 
although the level was lower than rad50S alone (5.0 and 6.4%, respectively; Figure 3-
3).  These results demonstrate that the decrease in DSBs observed in pch2∆ dmc1∆ 
and pch2∆ spo11-HA dmc1∆ mutants was not due to a decrease in DSB formation, 
and are consistent with pch2∆ suppressing the dmc1∆ arrest by allowing Dmc1-
independent DSB repair.   
 pch2∆ suppresses dmc1∆ arrest by allowing DSB repair.  If pch2∆ suppresses 
the arrest of dmc1∆ mutants by allowing more DSB repair, then the spore inviability 
of pch2∆ dmc1∆ and pch2∆ spo11-HA dmc1∆ mutants should be suppressed by the 
spo13 mutation [65].  Spo13 facilitates reductional chromosome segregation at 
Meiosis I by preventing the removal of centromeric sister chromatid cohesion and by 
promoting sister kinetochore coorientation by maintaining the monopolin complex at 
kinetochores [66-69].  In spo13 mutants, meiosis consists of one chromosome division 
and produces two spores [65].  The meiotic division in spo13 mutants is mixed: some 
chromosomes undergo an equational division (like wild-type MII) whereas others 
segregate reductionally (like wild-type MI) [70].  Because they can bypass the CO-
dependent reductional division, spo13 mutants can produce some viable meiotic 
progeny in the absence of meiotic DSBs; or if DSB repair does not yield COs, such as 
the case in intersister repair [29, 32, 43, 71, 72].   
 Similar to previous work in the SK1 strain background, we found that spo13 
dmc1∆ showed low levels of sporulation and spore viability, 10 and 7%, respectively, 
compared to spo13 (63 and 47%, respectively; Table 3-1; [45]).  Introducing the 
spo11-HA allele to dmc1∆ spo13 increased sporulation to 17% and spore viability to 
16% (Table 3-1).  This is likely because fewer DSBs are produced in spo11-HA strains 
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Figure 3-3.  DSB levels observed in the rad50S background at the YCRO48W 
hotspot. 
 
A representative blot of two showing DSB levels at the YCRO48W hotspot in rad50S, 
pch2∆ rad50S, spo11-HA rad50S, and pch2∆ spo11-HA rad50S is shown.  The DNA 
was digested with BglII and probed with a chromosome III fragment (SGD 
coordinates 215,422-216,703) (See Methods).   The lanes are all from the same blot, 
but have been rearranged for easy comparison.  The asterisk denotes the parental band 
and the arrows designate the DSB bands quantified.  The percent DSB signal present  
at 6 hours post meiotic induction for each strain is displayed at the bottom of the blots. 
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[16, 61].  Deleting PCH2 in dmc1∆ spo13 had a strong effect; sporulation increased 
from 10 to 43% and spore viability increased from 7 to 16% (Table 3-1).  The spo11-
HA pch2∆ spo13 dmc1∆ quadruple mutant showed even greater sporulation (58%) and 
spore viability (26%; Table 3-1).  These results demonstrate that the spore inviability 
observed in pch2∆ dmc1∆ and pch2∆ spo11-HA dmc1∆ mutants is not caused by a 
complete lack of DSB repair: Dmc1-independent repair is occurring in these mutants 
[19, 48].  The increases in spore viability observed in pch2∆ dmc1∆ spo13 and pch2∆ 
spo11-HA dmc1∆ spo13 are smaller than the increases in sporulation efficiency.  
These spore viability phenotypes, combined with the physical analyses of DSBs 
(Figures 3-1, 3-2, 3-3), show that DSB repair is incomplete in pch2∆ dmc1∆ and 
pch2∆ spo11-HA dmc1∆ mutants.  However, the increases in sporulation suggest that 
the remaining DSBs in these mutants are below the level required to trigger the 
recombination checkpoint in all cells.    
 Our main observations were: 1) complete meiotic arrest in dmc1∆ mutants 
requires a threshold level of unrepaired DSBs, 2) some pch2∆ spo11-HA dmc1∆ (and 
pch2∆ dmc1∆) cells sporulate and 3) the spo13 mutation partially suppressed the spore 
inviability observed in pch2∆ spo11-HA dmc1∆ and pch2∆ dmc1∆.  Together, these 
data are consistent with an increase in DSB repair occurring in the absence of Pch2, 
leading to suppression of the dmc1∆ arrest. 
 pch2∆ mutants have an increased dependence on Rad54 mediated repair.  
Intersister DSB repair is mediated by Rad51-Rad54 [2, 45].  If more intersister DSB 
repair occurs in pch2∆ mutants, then these mutants should show a greater dependence 
on Rad54 function.  Although completion of meiosis is delayed, the pch2∆ single 
mutant has no defect in final sporulation efficiency or spore viability ([19, 48, 49]; 
Table 3-1).  However, we observed a synthetic reduction in sporulation (46%) and 
spore viability (47%) in the pch2∆ rad54∆ double mutant compared to pch2∆ (81% 
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sporulation and 95% spore viability) and rad54∆ (58% sporulation and 60% spore 
viability) single mutants (Table 3-1).  This synthetic phenotype is consistent with an 
increased requirement for Rad54-mediated intersister DSB repair in the absence of 
Pch2 [2].   
 If an increase in intersister DSB repair leads to checkpoint bypass in pch2∆ 
dmc1∆ and pch2∆ spo11-HA dmc1∆ mutants, then this checkpoint bypass phenotype 
should also be Rad54-dependent [2, 29, 45].  We found that all strains that all strains 
we analyzed that are SPO13 dmc1∆ rad54∆ failed to sporulate.  pch2∆ spo11-HA 
dmc1∆ rad54∆ spo13 mutants displayed a low level of sporulation (14%), with all 
spores being inviable (Table 3-1).  These results are consistent with our hypothesis 
because the sporulation observed in pch2∆ spo11-HA dmc1∆ and pch2∆ dmc1∆ was 
Rad54-dependent, as was spore viability in pch2∆ spo11-HA dmc1∆ spo13.    
 Our genetic experiments suggest Rad54 is required for break repair that leads 
to checkpoint bypass in pch2∆ dmc1∆ and pch2∆ spo11-HA dmc1∆ mutants and spore 
viability in pch2∆ spo11-HA dmc1∆ spo13 mutants.  If so, Rad54 should be 
responsible for repairing a subset of DSBs in pch2∆ dmc1∆ and pch2∆ spo11-HA 
dmc1∆ mutants (10.0 and 3.6% DSBs in these mutants compared to 14.4% in dmc1∆; 
Figure 3-1).  We tested this hypothesis by analyzing DSBs in rad54∆ mutants at the 
YCR048W hotspot.  Contrary to our predictions, pch2∆ dmc1∆ rad54∆ (12.5%) 
diplayed slightly fewer breaks than dmc1∆ rad54∆ (15.5%).  Additionally, fewer 
breaks were apparent in the pch2∆ spo11-HA dmc1∆ rad54∆ (4.8%) mutant as 
compared to spo11-HA dmc1∆ rad54∆ (11.6%).  These data are not consistent with 
Rad54-dependent repair alone causing the reduction in apparent DSBs in pch2∆ 
spo11-HA dmc1∆ mutants, unless additional repair pathways are allowed in pch2∆ 
dmc1∆ rad54∆ mutants.  It is therefore unclear what factors contribute to the DSB 
repair observed in pch2∆ spo11-HA dmc1∆ mutants at this locus.   
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 pch2∆-mediated suppression of the zip1∆ meiotic delay phenotype is 
consistent with intersister DSB repair.  In the BR strain background, zip1∆ mutants 
arrest in pachytene [73].  In the SK1 strain background used in this study, zip1∆ 
mutants complete meiosis with delayed kinetics [74].  Deleting PCH2 suppresses 
these delay/arrest phenotypes [48, 49, 50, 57].  Based on observations indicating 
relaxed recombination restraints in the absence of PCH2 (above; [19, 20]) and the 
previous observation by Borner et al. [57] of increased intersister repair at the HIS4-
LEU2 hotspot in pch2∆ zip1∆, we predicted that intersister recombination could also 
explain the bypass of zip1∆ arrest/delay in pch2∆ zip1∆.  We tested this hypothesis 
using spore viability analyses to obtain a genome-wide picture of DSB repair.  We 
found that zip1∆ and pch2∆ zip1∆ mutants have very similar sporulation efficiencies 
(60 vs. 62%) on solid sporulation media (Table 3-1).  Similar to the observations of 
Wu and Burgess [49], we found that the pch2∆ zip1∆ mutant displayed a synthetic 
spore viability defect, with only 18% spore viability compared to 95% in pch2∆ and 
37% in zip1∆ (Table 3-1).  The low spore viability observed in zip1∆ is thought to be 
caused by MI nondisjunction due to a failure to ensure CO formation between each 
pair of homologous chromosomes [74].  The synthetic decrease in spore viability 
observed in pch2∆ zip1∆ is consistent with an increase in DSB repair that does not 
promote MI disjunction, such as intersister repair.  In support of this interpretation, the 
synthetic pch2∆ zip1∆ spore viability phenotype was completely suppressed by the 
spo13 mutation because both pch2∆ zip1∆ spo13 and zip1∆ spo13 mutants displayed 
25% spore viability (Table 3-1).   
 pch2∆ mutants display elevated rates of sister chromatid recombination.  
Pch2 has been suggested to promote recombination progression in wild-type meiosis 
and inhibit aberrant recombination in mutant meiosis (i.e. zip1∆ and dmc1∆; [57]).  
These observations suggest that intersister DSB repair observed in pch2∆ dmc1∆ and 
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pch2∆ zip1∆ may not occur in pch2∆ meiosis.  This hypothesis is supported by the 
high level of spore viability seen in pch2∆, as well as the increase in interhomolog CO 
frequencies observed on large chromosomes in pch2∆ mutants [19, 48, 49].  The 
synthetic spore viability defect observed in pch2∆ rad54∆ mutants (above), on the 
other hand, is consistent with excess interhomolog repair occurring in pch2∆ single 
mutants.    
 To distinguish between these hypotheses, we surveyed intersister 
recombination in wild-type and pch2∆ mutants using the sister chromatid exchange 
assay developed by Fasullo and Davis [75].  The sister-chromatid exchange assay 
utilizes a HIS3 reporter gene rearranged such that the 3’ end (his3-∆5’) is placed 
before the 5’ end (his3-∆3’) and a central region of the gene (grey box) is included in 
both fragments (Figure 3-4A; [75]).  In a his3∆ strain background, haploid cells 
containing the sister chromatid exchange reporter are His
-
, but can become His
+
 if a 
sister-chromatid recombination event (either a crossover or gene conversion) occurs 
between the his3 truncations to produce full length HIS3 (Figure 4B).  To monitor 
sister chromatid exchange in meiosis, his3∆ diploid strains heterozygous for the 
reporter construct were constructed [29, 32, 46].  Meiotic sister chromatid 
recombination was quantified by dividing the number of His
+
 colonies by the total 
number of colony forming units (on complete media) observed upon plating liquid 
sporulation cultures.  The median frequencies of His
+
 colonies was 1.1 x 10
-6
 (n=22) 
in wild-type and 2.1 x 10
-6
 in cells lacking Pch2 (n=24).  pch2∆ values were 
significantly higher than wild-type (p=0.008, Mann-Whitney U test; Figure 4C).  
 The mitotic His
+
 frequency observed was 100-fold lower and similar for wild-
type and pch2∆, indicating that the increase in His
+
 colonies observed in pch2∆ was 
not a result of mitotic events (see Materials and Methods).  Additionally, the observed 
increase is unlikely to be due to differences in DSB levels (Figures 3-1, 3-2, and 3-3)  
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Figure 3-4.  Intersister recombination is increased in pch2∆. 
 
 (A) The intersister recombination assay of Fassullo and Davis [73] is shown.  The 
HIS3 gene is rearranged such that the 3’ end (his3-∆5’) comes before the 5’ end (his3-
∆3’) and inserted into one copy of chromosome IV.  Strains containing this construct 
are His
-
, but can become His
+
 if an intersister recombination event, either a crossover 
(represented by the double headed arrow), or gene conversion (not shown) creates a 
full-length HIS3 gene (B).  The frequency of post-meiotic His
+
 colony forming units 
was assayed in wild-type and pch2∆ mutants.  The average frequencies are shown in 
(C) and “n” represents the number of replicate of each genotype.  The values observed 
in pch2∆ were significantly higher than wild-type (Mann-Whitney U test, p=0.008). 
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or meiotic completion as wild-type and pch2∆ have similar sporulation efficiencies 
and spore viabilities (Table 3-1; [19, 20, 48, 49]).  These data suggest that a greater 
proportion of DSBs are repaired using the sister chromatid in pch2∆ mutants 
compared to wild-type.      
 
DISCUSSION 
 
 The recombination checkpoint is sensitive to DSB levels.  We find that both 
pch2∆ and spo11 hypomorphic mutations can contribute to checkpoint bypass in 
dmc1∆ mutants.  The checkpoint bypass facilitated by the spo11 mutations is greater 
in a hypomorph which makes fewer DSBs, indicating that the suppression is most 
likely due to decreased DSB formation and not downstream DSB repair effects of the 
hypomorphs.  These results demonstrate that the extent of the recombination 
checkpoint delay is dependent on the level of unrepaired DSBs.  Two recent studies 
also proposed such a threshold effect on recombination checkpoint signaling in 
budding yeast.  Callender and Hollingsworth found that the rec8∆ and mek1-as (a 
weak hypomorph) mutations synthetically contribute to checkpoint bypass in dmc1∆.  
These authors hypothesized that the mek1-as allele raised the threshold number of 
DSBs required to trigger checkpoint arrest to a level above that produced in rec8∆ 
[38].  Similarly, Goldfarb and Lichten proposed that increased levels of Mek1 kinase 
activation occurs when there is an increased level of unrepaired DSBs, such as in 
dmc1∆ mutants and in haploid meiosis [26].  Evidence for a DSB threshold effect on 
checkpoint arrest has also been reported in C. elegans.  Hermaphrodites heterozygous 
for a deletion that removes the pairing center on the X chromosome (meDf2/+) display 
unrepaired recombination intermediates that fail to trigger the recombination 
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checkpoint.  However syp-1 mutants, which have higher levels of unrepaired DSBs, 
trigger the checkpoint [54, 76].   
 A DSB threshold model for checkpoint activation (and therefore Mek1 
activation) is sufficient to explain the synergistic effects on sporulation efficiency that 
the pch2∆ and spo11-HA mutations have in dmc1∆ cells.  Through different 
mechanisms, both pch2∆ and spo11-HA mutations lower the level of unrepaired DSBs 
available to trigger the checkpoint (Figure 3-5).  The resulting lower levels of 
checkpoint activation lead to less Mek1 signaling, which in turn leads to even less 
constraint on intersister DSB repair.  This scenario creates a positive feedback loop 
where increased levels of DSBs are repaired and increased meiotic progression is 
allowed.   
 The requirement for a threshold level of unrepaired DSBs to trigger the 
recombination checkpoint is a stark contrast to the mitotic DNA damage checkpoint in 
which a single unrepaired DSB can prevent G2 to M phase cells cycle progression 
[77].  How can cells ensure that the MI division is delayed until all DSBs are repaired 
if the recombination checkpoint requires a threshold number of DSBs to halt cell cycle 
progression?  One possible scenario is that proposed by Malone and colleagues of a 
“recombination initiation signal” (RIS) that delays the MI division [78].  The nature of 
the RIS is unknown, but the signal is not DSBs as DSB-deficient rec103/ski8 mutants 
have wild-type MI division timing [78].  Perhaps the recombination checkpoint can 
induce a longer delay/arrest when the unrepaired DSB threshold is exceeded, but that 
the RIS is primarily responsible for wild-type MI division kinetics.  
 Pch2 acts to limit inappropriate recombination in meiosis.  We demonstrate 
here that Pch2 acts in meiosis to suppress inappropriate DSB repair.  Such a 
phenotype has been described for Pch2 in checkpoint-triggering mutants (zip1∆ and 
rad17∆), but we find that Pch2 suppresses intersister recombination in wild-type 
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Figure 3-5.  Model for DSB repair and meiotic progression in wild-type, dmc1∆, 
and pch2∆ spo11-HA dmc1∆ meiosis. 
 
IH, interhomolog; IS, intersister.  See text for details.
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meioses (Table 3-1; Figure 3-4; [49, 57]).   This anti-recombination function of Pch2 
promotes checkpoint-mediated delay/arrest of dmc1and zip1 mutants by preventing 
DSB repair (Table 3-1; [57]).  This repair is most likely intersister recombination 
because decreased DSB levels and sporulation in pch2∆ dmc1∆ mutants and spore 
viability in pch2∆ dmc1∆ spo13 mutants were dependent on Rad54.  However, it is 
important to note that lower than expected DSB levels were observed in pch2∆ dmc1∆ 
rad54∆ and pch2∆ spo11-HA dmc1∆ rad54∆ mutants (Table 3-1; Figure 3-1 [2]).  It 
is, therefore, still formally possible that both Dmc1 and Rad54-independent DSB 
repair can occur in pch2∆ mutants and contribute to the low level of remaining DSBs 
observed in pch2∆ spo11-HA dmc1∆ and pch2∆ spo11-HA dmc1∆ rad54∆ mutants.   
 Pch2’s role in suppressing intersister repair is certainly less crucial than seen 
for previously identified factors (i.e. Hop1, Red1, and Mek1; see Introduction).  For 
example, in hop1∆ mutants interhomolog bias is lost, whereas interhomolog bias is 
only diminished in pch2∆.  However, our work suggests that the search for factors 
involved in regulation of DSB repair decisions should be expanded to include genes 
not required for high spore viability in budding yeast. 
 Links between meiotic interhomolog bias and the CO vs. NCO DSB repair 
decision.  Pch2 acts in meiotic crossover control to limit crossover formation on large 
chromosomes and promote crossover interference [19, 20].  The mechanisms 
promoting interhomolog bias and the interference-regulated CO vs. NCO DSB repair 
decision are often considered separately.  The increased level of intersister joint 
molecules and increased CO levels observed in sgs1 mutants, however, suggest a link 
between the two [79, 80].  This work strengthens this connection by demonstrating 
that Pch2, in addition to its key role in crossover control, plays a role in promoting 
interhomolog bias.  We propose that a Pch2-dependent chromosome structure, acting 
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Figure 3-6.  Model proposing Pch2-promoted chromosome axis organization both 
inhibits intersister DSB repair and regulates interhomolog DSB repair. 
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before or shortly after DSB formation, regulates both interhomolog DSB repair and 
inhibits intersister DSB repair (Figure 3-6; [20, 57]).  Although the mechanism of 
Pch2 function is unknown, there are several avenues worthy of investigation.  RTEL-
1, the C. elegans homolog of the yeast SRS2 helicase has recently been shown to be 
defective in CO interference and CO homeostasis [81].  Pch2’s role in DSB repair 
could involve facilitating access of a helicase to inappropriate strand invasion events.  
Borner et al. [57] posit another attractive (and not mutually exclusive) hypothesis that 
Pch2 somehow promotes Mec1 regulatory action.  Indeed, at least one downstream 
target of Mek1 (a Mec1 target) that promotes interhomolog bias is still unknown [8, 
31].  Perhaps Pch2 is a Mek1 target and/or influences Mek1 signaling in some way.  
Experiments to test these hypotheses are underway.   
 Budding yeast Pch2 as a regulator of recombination.  Pch2 has been 
characterized as a checkpoint factor based on the ability of the pch2∆ mutation to 
suppress the meiotic arrest/delay phenotypes of dmc1, zip1, rad17, mms4, and sae2 
mutants [48, 49, 50, 51, 57].  Although proteins can be both recombination and 
checkpoint factors [82], we argue that this is not the case for Pch2.  First, the 
suppression of dmc1∆, zip1∆, and likely rad17∆ arrests/delay phenotypes by the 
pch2∆ mutation are accompanied by an excess of intersister DSB repair [this work; 
49; 57].  Therefore, these pch2∆ phenotypes can be explained by a reduction in the 
checkpoint-eliciting lesions to sub-threshold levels, without Pch2 having checkpoint 
signaling capabilities.  It is feasible that suppression of the mms4∆ delay by pch2∆ 
occurs via a similar mechanism [51].  Second, the pch2∆ mutation does not suppress 
all mutants such as hop2∆, mnd1∆, sgs1∆, and csm4∆, which have been demonstrated 
to elicit recombination checkpoint arrests/delays ([41, 52, 83-85]; our unpublished 
data).  Finally, the existence of a synapsis checkpoint in budding yeast is challenged 
by 1) the numerous mutants which have synapsis defects, yet have wild-type or 
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accelerated MI division timing [i.e. 78] and 2) the fact that the zip1 arrest/delay is 
mediated by the same factors as the recombination checkpoint, which are thought to 
recognize ssDNA recombination intermediates [reviewed in 53].    
 The only phenotype left unexplained by our intersister DSB repair model is the 
higher percentage of cells that complete the MI division in pch2∆ sae2∆ (~90%) as 
compared to sae2∆ (60-70%) [49].  The sae2∆ mutation is similar to rad50S in that no 
DSB processing or repair occurs [64, 86].  It is, therefore, formally possible that Pch2 
is acting as a checkpoint factor to promote meiotic delay in response to what has been 
termed the rad50S checkpoint [41].  However, a more parsimonious explanation is 
that the same Pch2-dependent chromosome organization we propose regulates DSB 
repair could also facilitate recognition of lesions which trigger the rad50S checkpoint.   
 In zip1∆ mutants arrested in meiotic prophase, Pch2 accumulates in the 
nucleolus [48].  This nucleolar localization of Pch2 is likely required for its role in 
preventing meiotic progression in zip1∆ and dmc1∆ mutants because in a dot1∆ (and 
presumably sir2∆) strain background, in which Pch2 fails to accumulate in the 
nucleolus, zip1∆ and dmc1∆ mutants repair DSBs and complete meiosis [48, 57, 87].  
This phenotype can also be explained by Pch2’s role in suppressing inappropriate 
recombination.  The nucleolus houses rDNA, ~150 tandem repeats of the ribosomal 
RNA genes [88].  Recombination is normally inhibited in the rDNA to prevent 
expansions/contractions of the tandem repeats [89].  Sir2 and Pch2 are required to 
inhibit rDNA recombination, although the contribution of an anti-recombinase activity 
is unclear because pch2∆ and sir2∆ mutants also have increased DSB formation in or 
near the rDNA ([48, 90, 91]; A. Hochwagen personal communication).  We interpret 
the whole of the yeast Pch2 literature to mean that Pch2 suppresses inappropriate 
recombination genome-wide and this role is especially needed in the highly repetitive 
rDNA region, where Pch2 is recruited in a Dot1 and Sir2-dependent manner.  In the 
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absence of Zip1 or Dmc1, excess recombination intermediates trigger the 
recombination checkpoint to delay/arrest meiosis.  Mutating PCH2 can thus allow a 
greater proportion of the DSBs to be repaired and allow more cells complete 
meiosis/complete meiosis more quickly.   
 Functions of PCH2 orthologs.  In C. elegans and D. melanogaster, the 
checkpoint responses dependent upon PCH2 orthologs are independent of DSB 
formation [49, 54, 55].  Thus, like the yeast pch2∆ sae2∆ mutant, the checkpoint 
bypasses provided by mutation of PCH2 orthologs in these organisms cannot be 
caused by inappropriate DSB repair.  The PCH2 orthologs may have different roles in 
flies and worms, but similar chromosome organization roles could underlie the 
checkpoint phenotypes observed in these organisms [54, 55].  For example, the 
checkpoint elicitors described by Bhalla and Dernburg [54] and Joyce and McKim 
[55] could require Pch2-dependent chromatin organization in order to be recognized 
by checkpoint sensors.  Without this Pch2-created chromatin context, the checkpoint 
trigger would go unnoticed.  Thus, a PCH2 mutation would lead to checkpoint bypass 
by preventing checkpoint activation, not checkpoint signaling ability, analogous to the 
situation we have proposed for yeast. 
 Our hypothesis that the repetitive nature of the rDNA explains the special role 
budding yeast Pch2 plays in the nucleolus could also help explain the more severe 
phenotype observed in mice mutants of the PCH2 ortholog, Trip13.   pch2∆ and 
Trip13
-/- 
mutants both display altered crossover interference/crossover distribution and 
altered late-pachytene organization of HORMAD proteins and the SC central element, 
suggesting that the DSB repair and chromosome axis organization functions of the 
protein may be conserved between the two organisms.  However, pch2∆ mutants have 
wild-type spore viability whereas Trip13
-/-
 mice are completely sterile [48, 49, 58-60].  
This difference could be caused by a greater dependence upon our proposed anti-
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recombination function of Trip13 due to the more complex, repetitive nature of the 
mouse genome. 
 
MATERIALS AND METHODS 
 
 Media and yeast strains.  All yeast strains (Table 3-2) were grown at 30°C on 
standard YPD (yeast peptone dextrose), synthetic complete, or synthetic complete –
histidine [92].  The sporulation media was described previously [93, 85].  Geneticin 
(Invitrogen), nourseothricin (Hans-Knoll Institute fur Naturstoff-Forschung), and 
hygromycin B (Calbiochem) were added in standard concentrations to YPD media 
when required [93, 94].  
 All strains, except those used in the sister chromatid recombination assays (see 
below), are isogenic to the NHY943 SK1 strain described in de los Santos et al. [95].  
The spo11 hypomorphic mutants were described by Cha et al. [62], Diaz et al. [96] 
and Henderson and Keeney [61].  The NHY943 strains containing these alleles are 
described in Martini et al. [16].  As in Martini et al. [16], we refer to spo11-HA3His6 
as spo11-HA and spo11(Y135F)-HA3His6 as spo11yf-HA. The dmc1∆, and zip1∆ and 
rad54∆ alleles used in this work were all complete open reading frame (ORF) 
deletions.  The pch2∆ allele contains a deletion of amino acids 17-587 [19].  All 
deletion cassettes were made via PCR and the deleted regions were replaced with 
HPHMX4, KANMX4, or NATMX4 as shown in Table 3-2 [93, 94].  A BamHI fragment 
of pNKY58 was integrated into the genome to create the spo13::hisG-URA3-hisG 
mutation [64].  A BglII to EcoRI fragment of pNKY349 was used to replace RAD50 
with rad50S::URA3 [64].    All mutations were initially integrated into the genome 
using standard transformation techniques [98].  Standard genetic crosses were used to 
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Table 3-2.  Yeast strains. 
 
The strains used are listed with all strains are isogenic to NH943 [95].  The strains are 
listed as diploids.  The diploid strain names are composites of the haploid strains used 
to create them. 
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generate the various mutant combinations.  Details on strain construction and primer 
sequences are available upon request.  
 To create the strains used in the sister chromatid exchange assays, the HIS3 
gene was deleted from a haploid segregant of the SK1 diploid EAY28 to create 
EAY2908.  A cross of EAY2908 by EAY2209 (pch2∆ in NHY943) [19] generated 
EAY2910 and EAY2913.  The HIS3 sister chromatid recombination reporter assay 
contained on plasmid pNN287 (provided by Mike Fasullo) was integrated into the 
genome near TRP1 in EAY2913 as described by Fasullo and Davis [75] to create 
EAY2918.  Correct integration of the sister-chromatid recombination assay in 
EAY2918 was confirmed using Southern blot analysis.  EAY2918 was then crossed to 
EAY2910 to generate strains EAY2951-EAY2952 (wild-type) and EAY2955-
EAY2956 (pch2∆) used in the sister chromatid recombination experiments.          
 Meiotic time courses and DSB Southern blotting.  For the time courses to 
analyze meiotic DSB levels, 0.3 ml (for RAD54 strains) or 0.6 ml (for rad54∆ strains) 
of a saturated YPD overnight culture from each strain to be analyzed was diluted into 
200 ml YPA (2% potassium acetate) and grown for 17 hours.  The YPA culture was 
then spun down, washed once in 1% potassium acetate, and resuspended in 100 ml 1% 
potassium acetate [98].  All strains were grown in the same batches of media and 
treated identically.  DNA was isolated from meiotic cultures as in [10] for dmc1∆ 
strains and as in [99] for rad50S strains.  Southern blotting was performed using 
standard techniques.  The percent of DSB formation for four to six independent time 
courses (% of hybridizing bands +/- standard deviation, SD) was calculated using 
Image Quant software.  
 Meiotic sister-chromatid recombination assay.  Saturated YPD overnight 
cultures were diluted into 22 ml YPA and grown for 17 hours.  A sample of each YPA 
culture (0.4 to 2 ml) was plated on synthetic complete –HIS plates to detect early 
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mitotic sister-chromatid recombination events which would skew meiotic analyses.  
No such His
+
 jackpots were observed in cells plated from YPA cultures (generally, 
fewer than 1 His
+
 cell/ml plated was observed for all strains).  After 17 hours, the 
YPA cultures were spun down, washed once in 1% potassium acetate, resuspended in 
10 ml 1% potassium acetate and then allowed to sporulate 24 hours.  Undiluted 
sporulated cells were then plated on synthetic complete –HIS and cell dilutions were 
plated on synthetic complete media.  The frequency of His
+
 cells was found by 
dividing the number of His
+
 cells/ml by the total number of cells/ml.  Experimental 
replicates in which fewer than 90% of cells sporulated were not included in the data 
presented.   
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CHAPTER 4 
 
Identification of mutagenesis patterns in mismatch repair defective diploid yeast by 
whole-genome sequencing
1
.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1
This chapter has been submitted for publication by Zanders S, Ma X, RoyChoudhury 
A, Hernandez R, Demogines A, Baker B, Gu Z, Bustamante C, Alani E.  
Contributions to this work were as follows: All authors aided in the conception and 
design of experiments.  A Demogines isolated a subset of the genomic DNA that was 
sequenced; X Ma and A RoyChoudhury carried out the simulation, sequence 
alignments and mutation calling; E Alani created the plasmids used for the mutational 
reporter assays; all other work was completed by S.E. Z.   
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ABSTRACT 
 
 DNA replication errors that escape polymerase proofreading and mismatch 
repair (MMR) can lead to base substitution and frameshift mutations.  Such mutations 
can disrupt gene function, reduce fitness, and promote diseases such as cancer, and are 
also the raw material of molecular evolution.  To analyze with limited bias genomic 
features associated with DNA polymerase errors, we performed a genome-wide 
analysis of the mutations that accumulated in MMR-deficient diploid lines of 
Saccharomyces cerevisiae.  These lines were derived from a common ancestor and 
were grown for 160 generations, with bottlenecks reducing the population to one cell 
every twenty generations.  We sequenced to between eight and twenty-fold coverage 
one wild-type and three mutator lines using Illumina Solexa 36-bp reads.  Using an 
experimentally aware Bayesian genotype caller to pool experimental data across 
sequencing runs for all strains, we detected a combined 28 heterozygous single-
nucleotide polymorphisms (SNPs) and 48 single nt insertion/deletions (indels) in the 
mutator lines.  No mutations were detected in the wild-type line.  The genotype caller 
was evaluated on simulated data sets and found to have a very low false positive rate 
(~6 x 10
-5
) and a false negative rate of 0.08 within the unique mapping regions of the 
genome that contained at least seven-fold coverage.  The method was also confirmed 
by Sanger sequencing the detected mutations.  All of the mutations were unique to a 
given line, except for a single nt deletion mutation which occurred independently in 
two lines.  All 48 indels, comprised of 46 deletions and two insertions, occurred in 
homopolymer tracts (i.e., 47 poly A or T tracts, 1 poly G or C tract) between five and 
thirteen base pairs long.  Furthermore, we found that insertion/deletion (indel) 
mutations within homopolymeric (HP) tracts appear more likely to occur when present 
in 50-500 bp windows that contain additional HP tracts (p < 0.05, Mann-Whitney U-
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test).  Importantly, no such enrichment is seen for SNPs.  Our findings are of interest 
because HP tracts are present at high levels in the yeast genome (> 77,400 for five to 
twenty nt HP tracts), and frameshift mutations in these regions are likely to disrupt 
gene function.  Also, the Bayesian method provides a robust tool to detect 
heterozygous mutations in diploid organisms from short read sequencing data.   
 
INTRODUCTION 
 
 Mutation rates in prokaryotic and eukaryotic organisms are typically 
determined by measuring reversion or forward mutation for specific marker alleles.  
These values are then extrapolated to obtain genome-wide estimates.  Mutation rates 
in higher eukaryotes are also estimated by analyzing sequence divergence between 
different strains or species, followed by reconstructing the accumulation of mutations 
since divergence (reviewed in [1]).  These approaches suffer from two main 
limitations.  First, recent studies have shown that mutation rate and repair efficiency 
vary across the genome and are affected by parameters that include base composition, 
local recombination rate, gene density, transcriptional activity, repair efficiency, 
chromatin structure, nucleosome position, and replication timing [2-10].  Second, 
genomic comparisons can yield inaccurate rate measurements because DNA repair 
and subsequent purifying natural selection can bias the number and type of mutations 
that remain in the population, especially for mutations that occur in coding regions 
(reviewed in [1]).   
 Our goal in this study was to analyze with limited bias the rate at which 
mutations occur due to DNA polymerase errors during DNA replication, and to 
identify novel genomic features associated with these errors.  This was accomplished 
by whole genome sequence analyses of diploid DNA mismatch repair (MMR)-
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defective strains which had previously been allowed to accumulate mutations for 160 
generations [11].  These lines contain a temperature sensitive mutation in the mlh1 
MMR gene (mlh1-7, referred to here as mlh1
ts
; [11]).  Mlh1 is an essential component 
of the DNA mismatch repair machinery that acts to repair base-base and 
insertion/deletion loop mismatches (indels) that occur as the result of DNA 
polymerase errors during DNA replication [12].  The sequenced lines were created by 
allowing one wild-type and three mlh1
ts
 diploids to grow for 160 generations at the 
non-permissive temperature with a bottleneck that reduced the population size to one 
cell every 20 generations.  A conditional mlh1 allele was chosen instead of a null so 
that mutation accumulation in the absence of MMR could be limited to 160 
generations by shifting cells at generation 160 to the permissive temperature for MMR 
function.  Unlike mlh1∆ strains that display poor spore viability due to defects in 
meiotic crossing over, mlh1-7
ts 
lines display wild-type spore viability at the permissive 
temperature.  Such a phenotype allowed us to easily identify recessive lethal mutations 
[11]. At the non-permissive temperature, the mlh1-7
ts
 mutation conferred a phenotype 
similar to the null in the canavanine resistance mutation assay and a mutator 
phenotype in the lys2-A14 reversion assay that was 1000-fold higher than MLH1 but 
four-fold lower than the null ([11]; Julie Heck, and E. A., unpublished observations).   
 Tetrad analysis showed that the mlh1-7
ts
 bottleneck lines would be ideally 
suited for a high-throughput DNA sequencing approach that would identify 
mutagenesis patterns.  First, the wild-type line maintained high spore viability (~94%) 
at generation 160.  In contrast, the mlh1-7
ts
 lines sequenced displayed reduced spore 
viabilities demonstrating that the lines had accumulated mutations.  Second, 
comparative genome hybridization (CGH) and pulse-field (PFGE) analyses of the 
mlh1-7
ts
 strains indicated that they did not undergo major genome rearrangements 
[11].   Third, because the lines were grown as diploids for a limited number of 
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generations, secondary mutations should rarely occur that alter the rate or type of 
mutagenesis.  Also, because there is no sexual reproduction and mutations should 
clonally propagate after escaping the initial bottleneck, newly arising mutations should 
appear as heterozygous sites.  Finally, the above strategy should limit biases in 
mutation accumulation because the diploid cells were grown in rich media under 
minimal selection pressure where deleterious mutations could accumulate [11]. 
 As described below, a Bayesian method was developed to detect heterozygous 
mutations in one wild-type and three mlh1-7
ts
 lines using whole-genome sequencing.  
We detected 28 heterozygous single-nucleotide polymorphisms (SNPs) and 48 single 
nt insertion/deletion (indels) in the mutator lines, all of which mapped to 
homopolymeric runs of nucleotides (HP tracts).  The mutation spectra matches closely 
with that predicted by previous mutational analysis of different reporter constructs.  In 
addition, we were able to correlate genotype to phenotype for one locus in one mutator 
line and provided bioinformatics evidence that regions of the genome enriched for 
polymeric runs can alter DNA polymerase fidelity.  Together this work provides new 
insights into how sequence context can shape genome evolution.   
  
MATERIALS AND METHODS 
 
 Whole-genome sequencing analysis of Mut lines: Bottleneck experiments 
involving ten independent wild-type (MATa/MATalpha, his3/HIS3, LEU2/leu2, 
cyh
r
/cyh
s
, ade2/ADE2, ura3/ura3, trp1/trp1) and isogenic mlh1-7
ts
 (MATa/MATalpha, 
mlh1-7::KanMX4/mlh1-7::KanMX4, his3/HIS3, LEU2/leu2, cyh
r
/cyh
s
, ade2/ADE2, 
ura3/ura3, trp1/trp1) lines were performed previously [11].  Three of the ten mlh1-7
ts
 
lines at generation 160 were analyzed by whole genome sequencing.  These lines were 
chosen to ensure a reasonable sample set of mutations, and displayed a lower range of 
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spore viabilities (2.5-15.6%) following tetrad dissection compared to the entire set 
(1.1-77%).  
 Whole-genome sequencing was performed at the Cornell University Life 
Sciences Core Laboratory Center (CLC) using an Illumina Genome Analyzer 
(http://www.illumina.com).  Yeast genomic DNA for whole genome sequencing was 
prepared using a Qiagen genomic DNA preparation kit (www.qiagen.com).  
Sequencing was performed using the Illumina pipeline for 36 bp single-end reads.  
Reads were aligned onto the S288c genome (http://genome.ucsc.edu/cgi-
bin/hgGateway) using Novoalign (www.novocraft.com), a program that performs a 
gapped alignment with high specificity and sensitivity. 
 Detection of DNA sequence heterozygosity using a Bayesian approach: We 
analyzed five diploid strains in this study: a wild-type strain at generations 0 and 160 
(Wt0, Wt160) and three derived mlh1-7
ts
 mutator lines grown vegetatively (i.e., no 
meiosis) and bottlenecked to one cell every twenty generations until generation 160 
(Mut2, Mut3, Mut4).  Several aspects of the experiment required us to develop a novel 
approach for calling genotypes from the sequencing data.  First, the initial wild-type 
strain (Wt0) likely contained SNPs and indels that distinguish it from the reference 
yeast genome.  Because all lines were grown vegetatively, they were all expected to 
have the "propagated" SNPs and indels.  Thus reads from the five sequenced lines 
were used to identify these variants.  Furthermore, we expect new mutations (i.e., 
those occurring in Wt160, Mut2, Mut3, or Mut4 during generations 1-160) to be 
heterozygous at the end of the experiment and few, if any, variants expected to be 
shared (i.e., would require independent hits in replicate lines).  Lastly, the sequencing 
depth (~8-20X) suggests moderate but not exceptional power to detect heterozygous 
mutations from the sequence of a single line on its own.  Therefore, we developed a 
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Bayesian SNP caller that (1) aligns all reads to the genome, (2) uses read depth and 
quality scores at a given position to call genotypes for all five lines simultaneously.   
Importantly, our Bayesian model allows us to distinguish between a propogated 
mutation, (defined as a variant seen in all five strains in either heterozygous or 
homozygous state from Wt0) and a derived mutation, defined as a DNA sequence 
variant that arose in only a single line.  First, we indexed the five diploid strains as s = 
1, 2, 3, 4, 5 for Wt0, Wt160, Mut2, Mut3, Mut4 respectively.  We set the prior 
probability of strain s being heterozygous as Priors = 10
−7
, 10
−8
, 10
−5
, 10
−5
, 10
−5
 for s = 
1, 2, 3, 4, and 5, respectively, according to mutation rates previously determined in 
wild-type and mismatch repair defective organisms [1, 12, 13].  At a given locus, let A 
and a be the major and minor allele types, respectively, based on the allele counts 
from all the strains.  Let Ns be the total number of alleles observed for strain s; let Aj,s 
be the type of the j
th
 allele copy among these Ns alleles, j = 0, 1, . . . Ns.  Let ej be the 
probability that the j
th
 allele has been assigned the wrong allele-type. We estimated ej 
from the error rates given by Dohm et al. [14] for 36 bp Solexa reads as a function of 
read position. 
 In order to call SNPs and indels in Wt0, we used the allele count data from 
Wt0 along with that from the other four strains. The posterior probabilities of a given 
genomic position being homozygous or heterozygous in Wt0 are: 
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where Ps(.) denotes the probability in the context of strain s.  Based on the posterior 
probabilities above, we classified each locus as homozygous or heterozygous for Wt0.  
If a locus was classified as heterozygous for Wt0, then it was assumed to have a 
propagated mutation in the rest of the strains.  To call derived mutation in strains s = 
2, 3, 4, 5, we use similar logic: 
 
 
 
 
 
 
 
 We use the posterior probabilities calculated above, to make a decision as to 
whether a site is called as heterozygous for a new mutation, heterozygous for a 
propagated mutation, or invariant for the four evolved strains: s = 2, 3, 4, 5.  
Specifically, if the posterior probability of heterozygosity was greater than 50% at a 
given position, then we classified the site as containing a SNP or indel. Visual 
inspection of the alignments for some of the inferred indel positions revealed that pair 
wise alignment of reads could induce false positives across multiple lines due to 
variations on how the alignment software interprets the alignment of different reads 
around a given position.  These are characterized by one allele count being much 
smaller (but non-zero) compared to the other, across multiple strains.  To 
bioinformatically cull such sites from our data set, we carried out an additional 
Likelihood Ratio Test for the allele frequencies to be equal (i.e., a propagated SNP had 
to have statistical support for the model of 50% frequency across Wt0, Wt160, Mut2, 
Mut3, and Mut4; a derived SNP had to have statistical support for 50% in one of the 
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evolved lines and 0% in all the others).  If the hypothesis of equality was rejected for 
an indel, we flagged it as low-confidence (Figure 4-1). 
 We expected, based on previous estimates of mutation rate in MMR defective 
strains, to find ~125 mutations for each of the MMR deficient strains (~one mutation 
per line generation).  This corresponds to a prior mutation rate of 10
-5
 mutations per 
site per generation.  However, we detected 12, 24, 40 mutations for each of the MMR 
deficient strains, which yield mutation rates of 1 x 10
-6
, 2 x 10
-6
 and 3 x 10
-6
 in each 
line, respectively.  Although our estimated prior values differ somewhat from the real 
data, the alignment analysis allowed us to calculate very accurate posterior subjective 
probabilities.  This accuracy is due to the large number of observations and has in 
practice made the influence of the prior negligible.  Thus given the high coverage for 
the Mut lines, the difference in our prior estimates does not influence our analysis.  
Even with low coverage data where accurate estimates of prior are critical, a higher 
prior value would yield a larger number of false positives.  The majority of mutations 
(and all low confidence mutations) were verified by Sanger sequencing, suggesting 
that false positives were rare, but we may have false negatives (i.e., missed variants) 
due to the medium coverage (~8-20X) of the lines. 
 Simulation study: To estimate the False Positive (FP) and False Negative 
(FN) rates (as well as to check our bioinformatics and SNP/indel calling pipelines), we 
set up a simulation to test the accuracy of our Bayesian approach.  We started with a 
complete genome of a yeast S288c strain (http://genome.ucsc.edu/cgi-bin/hgGateway; 
June 2008 assembly from the SGD (http://www.yeastgenome.org/) and introduced 
SNPs and indels to simulate five strains: Wt0, Wt160, Mut2, Mut3 and Mut4.  To 
simulate Wt0, we duplicated the S288c genome to create a diploid.  We then randomly 
selected nµ and nd positions for SNPs and indels respectively. (nµ = 2, nd = 8; the 
values of nµ and nd were chosen to mimic changes between S288c and the Wt0 
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Figure 4-1.  Flow chart describing bioinformatic methods used to identify 
heterozygous mutations from Illumina GA whole-genome sequencing. 
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strainused in the bottleneck experiment).  One of the two copies of S288c was 
randomly selected to incur each SNP or indel.  For an indel mutation, the nt in that 
copy was deleted, or a new randomly chosen allele was inserted after it.  For a SNP 
position, the nt was randomly changed to another nt. The resulting two copies of the 
genome were defined as the Wt0 diploid.  The other four strains were all simulated 
directly from Wt0 by introducing SNPs and indels in the two copies of Wt0.  The 
mechanism of adding SNPs and indels was exactly as described above.  The values of 
nµ and nd for each of the simulations are given below.  These values mimic the number 
of mutations that were expected in the bottleneck experiments.  One distinction 
between the simulations and the real data is that the SNPs and indels in the simulations 
were not introduced into HP tracts.  As described below, we believe that our ability to 
detect indels in HP tracts is lower because indels in HP tracts can be identified only if 
the entire tract and sequence flanking both sides are present in a 36 nt read.   
 
 0 →Wt0      Wt0 →Wt160       Wt0→Mut2     Wt0→Mut3       Wt0 →Mut4 
nµ       2                     1                          25                    25                       25 
nd              1                     1                        100                  100                      100 
 
 Next, we simulated 32 nt Illumina GA reads from each of the five strains by 
randomly choosing read-start positions and copying 32 nt of strain s starting from that 
position.  For each strain, the number of reads simulated matches the coverage 
achieved in the real sequencing experiment.  We also simulated a quality score for 
each position of each read, following the error rate distribution given in Dohm et al. 
[14].  The reads were aligned with S288c using Novoalign (www.novocraft.com).  
Based on the alignment, we listed the allele-counts and associated quality scores in 
each of the variable, potentially heterozygous, positions.  We used this list as the input 
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to a computer-program created based on our method of heterozygosity detection, 
which went through all the steps described in the last section.  The rates of false 
positives and negatives (based on the output of the program) are given in Table 4-1.  
We believe that these rates are similar to those seen in the bottleneck experiment. 
 Verifying mutations identified using Bayesian method: Our method for 
heterozygous mutation calling from the whole-genome sequencing data yielded both 
low and high confidence predictions (see above).  All low confidence predictions (ten 
in total) were verified and either validated (n = 4) or disproved (n = 6) using Sanger 
sequencing.  Briefly, to assay heterozygous mutations predicted from the whole-
genome sequence data, genomic DNA was prepared from wild-type generation zero, 
and mutation accumulation lines Mut2, Mut3, and Mut4 using standard techniques.  
Approximately 400 bases-pairs of DNA flanking the predicted mutated site was 
amplified in all lines using PCR and Sanger sequenced at the Cornell CLC using an 
Applied Biosystems Automated 3730 DNA Analyzer.  The sequencing traces were all 
analyzed visually.  A heterozygous base change mutation was confirmed if a doublet 
representing both alleles was observed only in the sequencing trace of the predicted 
Mut line, but all other lines showed only a singlet representing the parental allele.  A 
heterozygous indel mutation was confirmed if the sequencing reaction failed (i.e. tall 
singlet peaks fall to small doublet peaks or random noise) at the predicted location 
only in the predicted Mut line, but the sequencing reactions in all other lines were able 
to successfully sequence past the site.        
 For the high confidence predictions, 31 (out of 65) were sequenced and 
verified using the methods described above.  Of those 31 mutations, ten were further 
verified by genotyping the haploid progeny of the diploid containing the heterozygous 
mutation via Sanger sequencing.  Both alleles comprising the heterozygote were 
observed in the haploid progeny with the exception of the frameshift mutation in the 
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essential MDN1 gene.  Six additional high confidence predictions were also verified 
by genotyping the haploid progeny of the heterozygous diploid. 
 We also found and verified by Sanger sequencing of the diploid lines (see 
above) four heterozygous mutations that were detected in earlier, less accurate 
prediction protocols that were not found using the final more stringent prediction 
method.  
 Yeast indel and SNP window analysis: One intriguing result of our 
experiment was that all indels occurred in homopolymer (HP) runs of at least five 
bases (e.g., AAAAA or TTTTT).  To assess whether clustering of homopolymer runs 
(which we termed “HP tracts”) conferred an additional increase for mutability, we 
analyzed the distribution of HP tracts in the yeast genome.  This was accomplished by 
testing whether regions containing an indel tended to have additional HP tracts as 
compared to regions that did not contain an indel.  All analyses were conditioned on 
comparing regions with at least one homopolymer run, since all indels occurred in HP 
tracts of at least 5 nt in size.  Since we were also interested in the scale at which this 
phenomenon might occur, we varied window size in the analysis.   
 Specifically, we quantified the distribution of the number of 5-20 bp HP tracts 
in 50-2000 bp windows, each containing a 5-20 bp HP tract with an indel (Population 
1). We then quantified the distribution of the number of 5-20 bp HP tracts in 50-2000 
bp windows that each contained a non-mutated 5-20 bp HP tract (Population 2).  We 
then performed a Mann-Whitney U test to compare these two populations, with the 
null hypothesis that the distribution of the number of nearby HP tracts is the same for 
indel-containing vs. non-mutated HP tracts.  We repeated the same analysis for base 
substitutions (instead of indels), and performed the same test as described above.  For 
both sets of analyses, HP tracts were considered within the window if any part of the 
tract fell within the window.   Statistical significance was assessed using the two-sided 
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Mann-Whitney U tests.  A Goodness-of-Fit test was also performed (see Table 4-4) to 
compare the distribution of "additional HP tracts" for windows with (n = 47) and 
without indels (monomorphic), and windows with (n = 28) and without SNPs 
(monomorphic).  The G-statistic and associated p-value with degrees of freedom (df) 
used to bin the data are presented.   
 Analysis of hotspot function in yeast:  To test whether regions with multiple 
homopolymer runs have higher mutation rates than those with a single HP run, we 
constructed plasmids with varying predicted mutation rates based on our 
bioinformatics results.  pEAA533 is a TRP1 ARS CEN vector bearing a URA3 fusion 
construct.  In this construct the GAL1 promoter drives expression of a chimeric protein 
consisting of 28 amino acids of Gal1, 93 amino acids of His4, and amino acids 6-267 
of Ura3 [15].  ura3 mutants containing pEAA533 display Ura
+
 and Ura
-
 phenotypes 
when grown in minimal yeast media containing galactose + sucrose and glucose, 
respectively [15, 16]. 
 Derivatives of pEAA533 were constructed in which 55 bp duplexes containing 
an A10 run (creating a +1 frameshift mutation; DNA sequences shown in Figure 4-
4A) were inserted immediately after the GAL1 ORF.  pEAA534 also contained A8 and 
A7 runs within the 55 bp insertion.  A stop codon was introduced out of frame 
immediately after the A8 and A7 runs so that -1 frameshifts in these runs would not 
result in reversion to Ura
+
.  The hotspot insertion in pEAA534 was modeled after the 
HP tract pattern observed in Figure 4-3.  Three control duplexes (1-3) were inserted 
into pEAA533 to create pEAA535-537, respectively.  Control Insertion 1 does not 
contain the nearby A8 and A7 runs but encodes the same amino acids as the hotspot 
insertion.  Control Insertion 2 contains the same AT content present in the nearby A8 
and A7 runs of the hotspot insertion, and Control Insertion 3 is matched for the amino 
acid sequence of Control Insertion 2.  Derivatives of pEAA533-537, pEAA538-
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pEAA542, respectively, were constructed in which the methionine codon at position 
91 (relative to the gal1-his4-URA3 reporter in pEAA533) was changed to alanine.  
These mutations were constructed by overlap PCR [17].   
 pEAA533-pEAA542 were transformed into FY23 (MATa, ura3-52, leu2∆1, 
trp1∆63) using previously described methods [18, 19].  For the transcription induction 
experiments (Figure 4-4B), transformants were replica plated on minimal yeast media 
containing 2% galactose + 2% sucrose or 2% glucose.  Cells were grown for 2 days at 
30
o
C and then photographed.  For the Ura
+
 reversion experiments, FY23 containing 
pEAA539 or pEAA540 were streaked to single colonies on selective (Trp dropout) 
minimal glucose media.  Single colonies were used to set up ten independent minimal 
media cultures grown in tryptophan dropout minimal sucrose media.  1 ml of each 
overnight culture was plated to tryptophan and uracil dropout media containing 2% 
sucrose + 2% galactose and dilutions of the same culture were plated to tryptophan 
dropout media containing 2% sucrose + 2% galactose.  The median rate of Ura
+
 
reversion was determined using the method of Lea and Coulson [20]. 
 
RESULTS AND DISCUSSION 
 
 Identification of mutations in diploid bottleneck lines using maximum 
likelihood and Bayesian methods: One wild-type and three mlh1-7
ts
 lines (Mut2, 
Mut3, and Mut4) allowed to accumulate mutations for 160 generations were 
sequenced using the Illumina Genome Analyzer technology (Materials and Methods; 
http://www.illumina.com).  The wild-type progenitor of all the strains was also 
sequenced.  The analysis was performed with three independent mlh1-7
ts
 lines to 
control for chance associations within an individual line and for mutations that could 
alter the mutation rate of a given line.  The Mut2, Mut3, and Mut4 lines at generation 
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160 displayed 15.6, 7.1, and 2.5 % spore viability, respectively [11].  As shown below 
and in Tables 4-2 and 4-3, our data analysis indicated that the mutation spectra and 
rates in the three mlh1-7
ts
 lines were indistinguishable.  In total, 25 million, out of 35 
million sequenced, 36 nt sequence reads were uniquely mapped to the yeast genome, 
allowing up to two mismatches per read (Materials and Methods).  The wild-type and 
Mut2 generation 160 strains were sequenced to 9X and 8X average genome coverage 
depth, respectively.  Mut3 (160) and Mut4 (160) were sequenced to average depths of 
18X and 22X, respectively.  We then developed and employed an “experiment aware” 
probabilistic framework using maximum likelihood and Bayesian methods that 
utilized sequence coverage of the entire data set (~70-fold; Figure 4-1; Materials and 
Methods; [14]).  Briefly, the approach classifies each site in the yeast genome with 
uniquely mapping reads into one of three categories:  (1) invariant across all strains, 
(2) heterozygous in the wild-type (and all derived strains) which we term 
“propagated” SNPs or indels, or (3) heterozygous in one of the mutant strains which 
we term “derived” SNPs or indels.  As described below, this method allowed us to 
pool experimental data across sequencing runs for all strains and detect with high 
reliability heterozygous single-nucleotide polymorphisms (SNPs; 28 identified) and 
single nt indels (48 identified) from the 36 nt read data set.  This method was 
evaluated on simulated data sets and found to have a very low false positive rate (~6 x 
10
-5
) and a false negative rate of 0.08 within the unique mapping regions of the 
genome that contained at least seven-fold coverage (Table 4-1). The low false positive 
rate was verified by PCR amplifying genomic fragments covering a specific mutation 
site and then confirming the presence of a heterozygous mutation by Sanger 
sequencing the fragment (Materials and Methods).  Based on simulations, we 
estimated that the method, as applied to regions with at least seven-fold sequencing 
coverage, allowed us to detect heterozygous mutations in 60%, 41%, 69%, and 84 % 
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Table 4-1. False positive and negative rates based on the simulation analysis. 
 
 
Mutation Type False-positive rate False-negative rate 
Base Substitution 6 x 10
-5
 0.030 
Indel 0 0.089 
   
Propagated 0 0 
Derived 6 x 10
-5
 0.091 
   
Total 6 x 10
-5
 0.078 
  158 
of the total genome for the generation 160 wild-type, Mut2, Mut3, and Mut4 lines, 
respectively. 
 We did not detect any mutations in the wild-type generation 160 line, which 
was predicted based on the previously calculated mutation rate of 3.3 x 10
-10
 mutations 
per base per generation (< 1 expected; [21]).  As shown in Tables 4-2 and 4-3, only 
heterozygous mutations, comprised of 28 base substitution and 48 single nt indel 
mutations, were detected in the three MMR-defective lines.  All of the mutations were 
unique between lines except for a single nt deletion mutation between Saccharomyces 
Genome Database (SGD; http://www.yeastgenome.org) coordinates 92,271-92,279 on 
chromosome 2, which occurred independently in both Mut2 and Mut3 (Table 4-2).  
All 48 indels, comprised of 46 deletions and 2 insertions, occurred in HP tracts (47 
poly A or T tracts, 1 poly G or C tract) between 5-13 base pairs long (Table 4-2).  Due 
to the constraints of using 36 nt Illumina GA reads, we do not have the power to detect 
mutations in HP tracts larger than 13 nt, but less than 400 such tracts are present in the 
yeast genome.   
 Our analysis permitted the detection of up to two single nt indels in a 36 nt 
reads; these indels can be right next to each other to create a two nt indel or separated.  
We assigned this limit because creating high quality and unique alignments became 
very difficult when allowing indels larger than two nt.  We were unable to detect 
indels of two nt in any of the lines.  Such a result is not surprising based on previous 
studies of wild-type and MMR mutants analyzed for reversion of frameshift mutations 
in HP runs.  In these studies the overwhelming majority of mutations involved single 
nt deletions.  For example Tran et al. [22] found that 225 of 227 reversions in +1 HP 
tracts in wild type, polymerase proofreading, and mismatch repair mutants were due to 
deletions of a single nt.  For -1 HP tracts, they found that 206 of 218 reversions were  
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Table 4-2.  Genome location of mutations detected in the Mut2, 3, and 4 lines. 
 
The type of mutation is shown, as well as the length of the HP tracts containing an 
indel.  The specific Mut line (2, 3, or 4) is indicated under “strain.”  All HP tracts 
were polyA or polyT except for the mutation in Chromosome 3 at 212,451-212,457, 
which involved a polyC tract.  For mutations that occurred within an open reading 
frame, both the systematic gene name and predicted amino acid (aa) changes (fs; 
frameshift) are provided.  NA; not applicable.  Coordinates are presented as shown in 
the SGD http://www.yeastgenome.org/).   
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Table 4-3.  Mutation rates for Mut2, Mut3 and Mut4 lines grown in bottlenecks 
for 160 generations. 
 
The base substitution mutation rate was determined by first calculating the percentage 
of the genome in which at least seven-fold DNA sequencing coverage to unique 
regions was obtained.  This was done because our statistical analysis did not have 
sufficient power to reliably detect heterozygous mutations in regions with lower 
coverage.  This information was used to calculate the mutation rate based on the 
following formula: (number of mutations)/(160 generations)/(adjusted genome size), 
with the diploid S. cerevisiae genome size determined as 24,141,794  bp 
(http://www.yeastgenome.org/).  To obtain indel mutation rates, we first determined 
the number of HP tracts of a given length in unique regions of the genome which had 
> seven-fold sequence coverage.  We then used the following equation to calculate 
mutation rate: (number of indels)/(160 generations)/(number of HP tracts with ≥ 
seven-fold coverage). 
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Base substitution mutations 
Strain # mutations % genome ≥ 
7X coverage 
Genome Size 
(bp) adjusted 
Mutation rate (per 
base/gen x10
-9
 
Mut2 6 41 9,898,136 3.8 
Mut3 9 69 16,657,838 3.4 
Mut4 13 84 20,279,107 4.0 
average    3.7 
     
Single nucleotide indel mutations in 5-13 nt HP tracts 
Strain # mutations #HP tracts ≥ 7X 
coverage 
Mutation rate (per HP 
tract/generation x 10
-7
) 
Mut2 6 57,502 6.5 
Mut3 15 99,714 9.4 
Mut4 27 122,816 14 
average   10 
    
Single nucleotide indel mutations in 8-13 nt HP tracts 
Strain # mutations #HP tracts ≥ 7X 
coverage 
Mutation rate (per HP 
tract/generation x 10
-7
) 
Mut2 4 2,820 89 
Mut3 10 7,054 89 
Mut4 19 8,696 140 
average   110 
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due to additions of a single nt.  The remaining evertants in both HP tracts involved 
expansions or contractions of no greater than two nt in size.  
  The predominance of single nt deletions over single nt insertions and base 
substitutions was similar to previous reports for the mutational spectra in reporter 
genes in MMR null mutants [13, 22-24].  The average mutation rate in the 5-13 bp HP 
tracts was 1.0 x 10
-6
 per HP tract per generation (Table 4-3).  The rate was an order of 
magnitude greater (1.1 x 10
-5
) if only runs between 8-13 base pairs long were 
considered (Table 4-3).  These values approach the rates seen in MMR-defective yeast 
(mlh1, msh2) containing reporters bearing 10 bp poly T (2.8 x 10
-4
; [22]) and 10 bp 
poly A (7.3 x 10
-5
; [25]) tracts.  Low sequence coverage provides one explanation for 
why the rate is lower than seen previously in reporter assays.  In our analysis, indels in 
HP tracts can be identified only if the entire tract and sequence flanking both sides are 
present in a 36 nt read; the longer the HP tract, the less likely it is to obtain reads that 
cover the entire tract.  Thus higher sequence coverages are required to identify indels 
in HP tracts.  Consistent with this, a higher indel mutation rate was seen in lines that 
had higher sequencing coverage (Table 4-3).  In contrast, SNPs that occur outside of 
an HP tract should not be as affected by sequence coverage (aside from the 
relationship between coverage and probability of detecting sufficient copies of the 
alternate base in order to reliably make a call).  This was seen for the analysis of base 
substitutions (Table 4-3).  
 The average rate of base substitution mutations was 3.7 x 10
-9
 mutations per 
base per generation (Table 4-3), which is eleven-fold higher than the base substitution 
rate observed in wild-type haploid strains [21].  Of the 28 base substitution mutations 
detected in the Mut2-4 lines, sixteen were transitions and twelve were transversions 
(Table 4-2).  Nineteen of these mutations resulted in a change from a G-C to an A-T 
base pair, whereas only four were in the opposite direction.  This overall mutational 
  166 
bias towards A-T base pairs was seen and discussed previously [21, 26-27].  The 
modest increase that we observed in the base substitution rate in MMR defective 
strains is significantly lower than predicted (~100 fold increase for base substitutions 
and frameshifts; [12, 13].  We suggest two reasons for these differences.  First, our 
measurements were determined from a genome-wide measurement rather than by 
extrapolation from a few marker loci.  Second, the mlh1-7
ts
 allele is not a complete 
null mutation.  It phenocopies the mlh1∆ phenotype in the CAN1 mutational assay, but 
has a four-fold lower mutation rate than mlh1∆ in the lys2-A14 reversion assay ([11]; 
data not shown).  Because mlh1-7
ts
 strains display residual DNA repair, it is possible 
that there is a bias towards the repair of specific mismatches in these strains.  While 
we cannot rule this out, the fact that the mutation signature seen in mlh1-7
ts
 appeared 
indistinguishable from mlh1 null strains argues against such a possibility [22-24].  
 Because the three lines showed viability that ranged from 2.5 to 15.6%, we 
expected to identify mutations that conferred a lethal phenotype.  We examined 
whether any of the mutations that mapped to open reading frames in the Mut4 line 
(2.5% viability) were not detected in haploid progeny.  This was done by sequencing 
the DNA surrounding a particular mutation in twenty viable spore clones obtained by 
sporulating the Mut4 generation 160 line.  Of these fourteen mutations, only the 
frameshift mutation in MDN1 was not detected, consistent with previous work 
showing that mdn1∆ mutants are inviable [28].  While it is unclear how many 
mutations would confer lethality in the absence of other mutations, the assortment of 
five independent lethal mutations would result in 3% spore viability, similar to that 
seen in the Mut4 line.  We hypothesize that other lethal mutations were not identified 
in Mut4 and other lines because: 1. A large number of frameshift mutations in HP 
tracts may not have been detected because indels can be identified only if the entire 
tract and sequence flanking both sides are present in a 36 nt read.  Identifying indels in 
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HP tracts is very challenging using short read sequencing.  However, increasing 
sequence coverage and using paired-end reads of a larger size (~180 bp) should 
provide a good test of this idea.  2. Our sequence analysis did not cover the entire 
genome (84% for Mut4).  3. While previous CGH and PFGE analyses (~ 1 KB 
resolution; [11]) did not reveal rearrangements, it is possible that mutations occurred 
that involved indels larger than two nt and smaller than 1 KB.  However, we find this 
to be less likely because a previous analysis of mutation spectra in MMR mutants 
indicate that indels greater than two nt are extremely rare [17].  
 Identification of a hotspot pattern for mutagenesis in the S. cerevisiae 
genome: Visual inspection of the DNA sequences surrounding the indel mutations 
(~400 bp; Figure 4-2) suggested that they were enriched for HP runs.  These are 
primarily poly(dA:dT) tracts that are present in the yeast genome at a 20-fold higher 
frequency than poly(dG:dC) tracts.  Consistent with this, the AT content of the 
genomic regions surrounding the indel mutations was significantly higher than for 
unmutated HP regions (windows up to 500 bp; data not shown).  We found that 
mutations in the intergenic regions tend to be associated with highly expressed genes,  
consistent with the idea that transcription confers a mutagenic effect on the 
surrounding regions [7].  However, this correlation was marginally significant and 
would require a larger data set to be confirmed (data not shown). 
 We performed an increasing window size analysis comparing the sequence 
context of our mutated HP tracts to all similar-sized HP tracts (5 to 13 nt in length) in 
which a mutation was not detected (Materials and Methods).  Genomic regions 
surrounding the mutated HP tracts contained significantly more HP tracts than regions 
surrounding unmutated HP tracts, but no apparent asymmetry or bias towards the same 
tract was seen for these tracts with respect to the indel position.  This difference was 
marginally significant (p values of 0.054 to 0.084 for 50 to 500 bp windows) when the 
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Figure 4-2.  100 bp region surrounding indel mutations in the Mut3 and Mut4 
lines. 
 
 The locations of the indel mutations are indicated in black bold font.  HP runs of  > 5 
in this window are color coded as shown. 
Indel 
site 
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minimum size required to designate a tract was increased to 7 nt.  If the 50 bp 
surrounding the mutated HP tract is excluded, the genomic context of the mutated HP 
tracts still contains significantly more HP tracts (5 to 20 nt in length) than unmutated 
HP tracts for window sizes of 200 and 500 bp (p=0.034 and 0.00078, respectively).  
This shows that the significance is not driven solely by sequences immediately 
flanking an HP site; a larger genomic context, ~500 bp, is also playing a role.  
Significantly more HP tracts (5 to 20 nt in length) were also observed surrounding 
mutated as compared to unmutated HP tracts for the same window sizes (50, 100, 200 
and 500 bp) when the Mut3 and Mut4 lines were analyzed individually; this could not 
be done for Mut2 because of low levels of sequence coverage and mutation detection 
(data not shown).   
 No significant association was found with any of the mutant lines (together or 
separately) when a similar window analysis was performed to examine a correlation 
between HP tracts and SNPs (Figure 4-3).  This observation is of interest because Tian 
et al. [29] examined the distribution of base substitutions near indels in six different 
genomes and found an increased base substitution rate in regions close to indels.  
Their work suggests that indels are mutagenic to surrounding areas or that mutational 
processes that cause indels result in an increased nearby base substitution rate.  We did 
not see a correlation between increased base substitution rate and HP runs (Figure 4-
3).  However, because our data sets are limited we were unable to ask the question of 
whether indels in HP tracts were associated with increased nearby base substitutions.  
Such questions will likely be answered in follow up studies that include larger data 
sets.  
 To assess the robustness of our results with regards to assumptions of the 
Mann-Whitney U test, we used a G-test (goodness-of-fit) to compare the distribution 
of additional HP tracts for windows with an indel to the expected frequency 
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Figure 4-3.  Window analyses for indel (A) and base substitution mutations (B) in 
the Mut2, 3 and 4 lines. 
 
The number of 5-20 nt HP tracts was counted under different window sizes (W; 50-
2000 bp).  This was determined for windows centered on indel mutations in HP tracts 
(A, red bars) or on base substitution mutations (B, red bars).  The mutated sites were 
excluded from the counting analysis.  The genomic context of the mutated sites was 
compared to an HP tract length-matched set of unmutated tracts (A, blue bars) or to a 
set of unmutated sequence (B, blue bars).  The X-axis displays the number of HP 
tracts contained within each window.   The Y-axis, left, shows the frequency at which 
each HP tract was observed.  The Y-axis, right, shows the total counts/events for 
which each HP tract was observed in the Mut2-4 lines (Population 1).  This was 
compared to the distribution in the genome of the number of 5-20 bp HP tracts in 50-
2000 bp windows that each contained a non-mutated 5-20 bp HP tract (Population 2).  
Mann-Whitney U p-values (Materials and Methods) are shown for each window 
indicating the statistical significance for a distribution containing a mutation (red bars) 
versus one that lacks a mutation (blue bars).   
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distribution given by windows of the same size without an indel.  Similarly, we used 
the G-test to compare the distribution of additional HP tracts for windows with a SNP 
to the expected frequency distribution for windows without one (Table 4-4).  
Essentially, these analyses compared the distribution of the "red bars" in Figure 4-3 to 
the frequency distribution of the "blue bars" for six different window sizes (w = 50, 
100, 200, 500, 1000, 2000).  Similar to the two-sided Mann-Whitney U analysis 
shown in Figure 4-3, for window sizes of 50 to 500 bp, the goodness-of-fit test 
strongly rejected (p < 5 x 10-4) the model of homogeneity among the distribution of 
indel vs. non-indel containing windows in terms of number of additional HP tracts.  
Specifically, there was a shift towards a higher mean number of HP tracts for windows 
with an indel.  This was not observed for the window size of 2000 (p = 0.376).  Also, 
the distributions of HP tracts for SNP and non-SNP windows were similar, with no 
window size having a p-value less than 0.444.  
 A hotspot motif can induce transcription in yeast:  Individual HP tracts 
have long been known to be sensitive to indel mutations, which are most likely caused 
by DNA slippage during DNA replication [13, 22, 25, 30, 31].  Why would clusters of 
HP sites be especially prone to mutation?  One possibility is that clusters of HP tracts 
form a secondary structure such as bent or flexible DNA that would predispose DNA 
polymerase to slippage [32-33].  If such structures exist, they are likely to be unstable, 
because we were unable to detect in acrylamide gels a change in the expected mobility 
of ~400 bp DNA fragments containing the DNA sequence in which indels were 
detected (data not shown).  A second possibility is that DNA polymerase stalling at 
HP tracts facilitates polymerase switching, perhaps to a DNA polymerase 
thatreplicates adjoining HP tract with lower fidelity [34].  Work by Kim et al. [35] 
support such an idea.  They found that frameshift mutations in HP tracts under high- 
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Table 4-4.  Goodness of fit test for indel and SNP mutations in HP tracts from the 
yeast Mut2-4 lines. 
 
A Goodness-of-Fit test was performed that compares the distribution of "additional 
HP tracts" for windows with (n=47) and without indels (monomorphic), and windows 
with (n = 28) and without SNPs (monomorphic).  The G-statistic and associated p-
value with degrees of freedom (df) used to bin the data are presented.  Because cell 
counts are often below five, we pooled the bins to ensure enough observations per cell. 
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Window length 
(bp) 
Type of allele mean additional HP tracts         p-value 
Window with an indel vs. windows without one  
50 indel 0.57  
 monomorphic 0.24 1.02 x 10
-4
 
(G=18, df=2) 
100 indel 0.98  
 monomorphic 0.50 2.09 x 10
-5
 
(G=22, df=2) 
200 indel 1.66  
 monomorphic 1.03 2.46 x 10
-4
 
(G=22, df=4) 
500 indel 4.09  
 monomorphic 2.81 5.13 x 10
-4
 
(G=24, df=6) 
1000 indel 7.45  
 monomorphic 5.99 0.042 
 (G=13, df=6) 
2000 indel 14.53  
 monomorphic 12.73 0.376 
 (G=8.6, df=9) 
Window with a SNP vs. windows without one  
50 SNP  0.39  
 monomorphic 0.35 0.964 (G=0.002, 
df=1) 
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Table 4-4 (Continued) 
Window length 
(bp) 
Type of allele mean additional HP tracts         p-value 
Window with a SNP vs. windows without one   
100 SNP  0.74  
 monomorphic 0.71 0.599 (G=1.0, 
df=2) 
200 SNP  1.48  
 monomorphic 1.40 0.444 (G=2.7, 
df=3) 
500 SNP  3.39  
 monomorphic 3.54 .745 (G=1.2, 
df=3) 
1000 SNP  6.75  
 monomorphic 7.00 0.651 (G=1.6, 
df=3) 
2000 SNP  12.72  
 monomorphic 13.63 0.562 (G=2.0, 
df=3) 
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transcription conditions were partially dependent on the function of polymerase zeta, 
an error-prone translesion DNA polymerase.  A third possibility is that a cluster of HP 
tracts confers an increased mutation rate through increased transcription.  
 To test possible roles for the hotspot pattern identified in Figure 4-3 in 
mutagenesis, we constructed a URA3 DNA slippage reporter bearing an insertion of a 
predicted hotspot in the open reading frame (Figure 4-4; Materials and Methods).  In 
this reporter the GAL1 promoter drives expression of a chimeric protein consisting of 
28 amino acids of Gal1, 93 amino acids of His4 and amino acids 6-267 of Ura3 [15].  
The hotspot sequence was inserted immediately after the GAL1 ORF.  It contains an 
A10 run that creates a +1 frameshift mutation and nearby A8 and A7 runs.  Control 
insertions that lack the nearby A8 and A7 runs and either maintain or change AT 
content were also analyzed. 
 As shown in Figure 4-4B, ura3 strains containing the URA3 reporter without 
the hotspot insertion displayed a Ura
+
 phenotype when grown in minimal media 
containing galactose + sucrose but a Ura
-
 phenotype when grown in media containing 
glucose.  In contrast, ura3 strains bearing the URA3 reporter with the control 
insertions displayed an Ura
-
 phenotype in both carbon source conditions.  However, 
Ura
+
 revertants appeared in these strains on galactose + sucrose media that were likely 
to arise as the result of DNA slippages that restore the reading frame [22].   The URA3 
reporter bearing the hotspot insertion conferred an Ura
+
 phenotype in ura3 strains 
grown in either carbon source condition (Figure 4-4).   This observation is consistent 
with previous work showing that poly(dA:dT) and poly(dG:dC) tracts present in either 
orientation increase the accessibility to transcription factors and are considered 
ubiquitious promoter elements [36, 37].  Additional studies have shown that 
poly(dA:dT) tracts are stiff, resist bending, and exclude nucleosomes [38].   
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Figure 4-4.  Multiple HP tracts act as a constitutive promoter. 
A)  Map of the URA3 slippage plasmid pEAA533.  In this TRP1 ARS CEN plasmid 
the GAL1 promoter drives expression of a chimeric protein consisting of 28 amino 
acids of GAL1, 93 amino acids of HIS4 and amino acids 6-267 of URA3.   pEAA534 
is a derivative of pEAA533 containing a 55 bp hotspot that is modeled based on the 
bioinformatic analysis shown in Figure 3.  It is inserted immediately after the GAL1 
ORF.  This hotspot contains a +1 frameshift mutation in the A10 run that disrupts the 
open reading frame as well as nearby A8 and A7 runs.  Control insertion plasmids 
(pEAA535-537) contain the A10 run but lack the nearby A8 and A7 runs (Materials and 
Methods).  B)  FY23 (ura3) derivatives bearing pEAA533 to 537 were plated onto 
tryptophan and uracil dropout plates containing the indicated carbon sources.  
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 The above data suggest that the hotspot sequence can act as a constitutive 
promoter element.  Such an observation is of interest because previous studies have 
shown that high levels of transcription confer a modest (four to nine-fold) mutagenic 
effect on surrounding regions that include HP runs and simple repetitive DNA 
sequences [7, 35, 39].  This observation is also consistent with our finding that 
mutations mapping to intergenic regions associated with highly expressed genes.  The 
mechanisms by which increased transcription increase mutation rate are not 
completely known, though genetic studies have shown that mutations in nucleotide 
excision repair and translesion polymerase factors affect this process [35, 40].   
 To test whether the hotspot created in the URA3 reporter construct caused an 
increase in DNA slippage, we mutated the methionine codon at position 91 in the 
gal1-his4-URA3 reporter and the equivalent positions in the four insertion constructs 
(Figure 4-4) to alanine codons.  This was done because we hypothesized that 
methionine 91 served as the initiation codon for translation of the URA3 reporter in the 
hotspot insertion construct in conditions where galactose was not included.  This ATG 
codon is located 42 bp downstream of a TATA sequence and is in frame with the 
URA3 coding region.  The next ATG codon is 29 bp downstream from the methionine 
91 codon and is out of frame with the URA3 coding region.  The pGAL1-gal1-his4-
URA3 reporter containing this mutation complemented ura3 strains in the presence of 
galactose, indicating that the alanine substitution did not affect function of the 
reporter.  The hotspot insertion construct did not complement ura3 strains grown in 
glucose, indicating that mutating this codon prevented URA3 translation initiation 
downstream of the hotspot insertion site.  The modified hotspot and control insertion 1 
constructs were introduced into ura3 strains to measure the rate of reversion to Ura
+
.  
The reversion rate (Ura
+
 per cell per generation) for the hotspot insertion construct 
was 1.7 (1.0-2.4, 95% confidence interval) x 10
-7
; the rate for control 1 was 2.1 (1.1-
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2.9, 95% confidence interval) x 10
-7
.  These data indicate that the hotspot insertion did 
not increase the DNA slippage rate in mismatch repair proficient cells.  Two 
possibilities are: 1.  The level of transcription seen in the hotspot construct is modest 
relative to the high levels that appear to be required to affect the DNA slippage rate of 
a reporter but might be significant for instability in a while genome context [39].  In 
support of this idea, Iyer and Struhl [43] showed that the effect of a poly(dA:dT) tract 
on stimulating transcription in the absence of GCN4 function is quite modest.  2. 
Alternatively, a larger genome context involving HP tracts that is missing from our 
plasmid reporters may be required to observe genomic stability.  3. Lastly, because the 
mlh1-7
ts
 allele is not a complete null at the non-permissive temperature, it is formally 
possible that the pattern that we observed is specific to the mutant allele.  
 Closing thoughts: In the S. cerevisiae S288c haploid genome there are over 
77,425 HP tracts five nt or greater.  More importantly, there are over five thousand 
200 bp windows containing three HP tracts that we predict are hotspots (Figures 4-2, 
4-3) for frameshift mutations.  Frameshift mutations in coding regions that disrupt 
protein function are likely to have significant effects on organism fitness.   In wild-
type yeast, insertion/deletion mutations appear to be relatively rare compared to base 
substitutions; comparative analyses of multiple domestic and wild yeast strains 
identified ~14,000 indels compared to ~235,000 SNPs [41, 42].  In contrast, MMR 
mutants display a strong bias towards frameshifts over base substitutions in the 
genome.  Thus our data, together with previous work, illustrate the critical role that 
MMR plays in preventing frameshifts in HP tracts across the genome. 
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