In this paper, we propose two algorithms, namely extrapolated proximal iterative hard thresholding (EPIHT) algorithm and EPIHT algorithm with line-search (EPIHT-LS), for solving 0 norm regularized wavelet frame balanced approach for image restoration. Under the theoretical framework of Kurdyka-Lojasiewicz property, we show that the sequences generated by the two algorithms converge to a local minimizer with linear convergence rate. Moreover, extensive numerical experiments on sparse signal reconstruction and wavelet frame based image restoration problems including CT reconstruction, image deblur, demonstrate the improvement of 0 -norm based regularization models over some prevailing ones, as well as the computational efficiency of the proposed algorithms.
Introduction
The generic image restoration problem is often formulated as an inverse problem
where A is an ill-posed linear operator and is a white Gaussian noise or observation error. To suppress noise and preserve latent image features, many sparse approximations have been proposed, such as total variation, wavelet frame/dictionary based representation. In this paper, we focus on sparse approximation by wavelet frame systems due to its flexibility and promising performance for image restoration problems.
Image restoration by wavelet frame sparse approximation
In recent years, wavelet frames [31, 34, 49, 69, 68, 70] have been well developed and widely used in image restoration and medical imaging [18, 12, 14, 15, 17, 21, 23, 25, 26, 27, 36, 38, 46, 51, 54, 55] . The basic idea of all the wavelet frame based approaches is that images can be well approximated by few non-zero wavelet frame coefficients. More recently, wavelet frame based approaches have been linked with variational and PDE based approaches in [16, 19, 37] and references therein, where new models and algorithms for image restoration problems have been introduced as well. In this paper, the tight Email addresses: matbc@nus.edu.sg (Chenglong Bao), dongbin@math.pku.edu.cn (Bin Dong), houlk@sjtu.edu.cn (Likun Hou), matzuows@nus.edu.sg (Zuowei Shen), xqzhang@sjtu.edu.cn (Xiaoqun Zhang), zhangxue2100@sjtu.edu.cn (Xue Zhang) wavelet frame system we used is the B-spline tight wavelet frame, which was constructed by the Unitary Extension Principle [69] .
We start with the balanced approach, originally used in [25, 27] for image super-resolution and further developed for various image restoration tasks in [12, 13, 14, 15] . The balanced approach nowadays can be formulated as the following optimization problem
where R n is the n-dimensional Euclidean space, W is a multi-level wavelet tight frame transform operator (i.e W W = I, others maybe have different definition, see, e.g. [39] for more details), W is the transpose of W , x can be seen as a coefficient vector in the transformed domain of W , D is some weighted positive definite matrix ( y D := y Dy), 0 < κ < ∞ is the balanced weight, λ is a nonnegative sparsitypromoting weight vector that has the same size as x and λ · x 1 = i λ i |x i | denotes the weighted 1 norm.
The balanced approach can be considered as an intermediate between two common sparse approximation models: analysis approach which aims to find an image u * whose representation coefficients are sparsest and synthesis approach [43] which seeks for the sparsest representation coefficients x * . It is well known that these two approaches behave differently when the tight wavelet frame is redundant. However, the balanced model (1) unifies both popular sparse approximation models and provides balanced image quality between sparseness and regularity. When κ = 0, (1) becomes the synthesis model and when κ → ∞, it becomes the analysis model.
The other advantage of the balanced model (1) is that many efficient algorithms can be proposed for this type of convex minimization problem. For instance, the numerical scheme originally used in [25] [27] was proved in [15] to be a proximal forward-backward splitting algorithm [28, 5, 32, 33, 56, 64, 73, 30] . More specifically, the proximal forward-backward splitting method for solving (1) is written as
where F 1 (x) = λ · x 1 , F 2 (x) = 1 2 AW x − b 2 D + κ 2 (I − W W )x 2 , α k > 0 is some appropriate step size and Prox F1/α k (·) is the proximal mapping [63] Prox F1/α k (x 0 ) = arg min x∈R n F 1 (x) + α k 2
x − x 0 2 .
It is well-known that when F 1 (x) = λ·x 1 , Prox F1/α k = S λ/α k (x) is the componentwise soft thresholding operator [35] : S γ (x) = sign(x) max{0, |x| − γ}, with γ = λ/α k .
The above iterative soft thresholding based scheme has inspired extensive numerical schemes for solving 1 based sparse approximation models with applications in diverse signal and image processing tasks, see e.g. [5, 12, 13, 14, 15, 32, 33, 48, 75, 76, 24, 45 ].
Motivations
It is well known that under suitable assumptions, the 1 -norm based approaches are capable of obtaining a sparse solution as shown by the compressive sensing theory (see e.g. [22] ). However, the non-convex 0 norm based regularization has its advantages over convex 1 norm based model in many applications, e.g. image restoration [25, 40, 78] , MRI reconstruction [72] , bioluminescence tomography [77] . Historically, soft and hard thresholding have been studied by Donoho and Johnstone [42] in the context of nonlinear estimators under orthonormal bases. Although the soft thresholding operator may have less artifacts, it yields loss of contrast and eroded signal peaks as 1 estimator leads to bias estimation for large coefficients [44] .
In this paper, we are interested in minimizing 0 norm of wavelet frame coefficients for image restoration. More generally, we consider the following 0 -norm minimization problem
where λ · x 0 = i λ i |x i | 0 denotes the weighted number of nonzero elements in the vector x. It is well-known that the solutions of min x∈R n λ · x 0 + 1 2 x − c 2 is the following set
where H γ (·) denotes the componentwise hard thresholding operator with thresholding γ ∈ R n
Due to the non-convexity and discontinuous of 0 norm, it remains challenging to find an efficient and convergent numerical method to solve (4) . A popular method for solving problem (4) is iterative hard thresholding. Note that this algorithm has already been considered in [25, 6, 7] for wavelet frame based image super-resolution and compressive sensing reconstruction [41] . The corresponding scheme for solving (4) is as follows
where L is the Lipschitz constant of ∇f , which we refer to as proximal iterative hard thresholding (PIHT) algorithm.
Recently, 0 -norm minimization problem has been attractive to researchers again. In particular, the proximal forward-backward splitting algorithm has been studied in [3, 10] for solving a general nonconvex and nonsmooth problem of the form min
where g is lower semi-continuous and f is smooth. Lu [58] has studied the convergence behavior of PIHT algorithm. In [78] , Zhang, Dong and Lu propose an adapted penalty decomposition (PD) method [59] to solve 0 norm based wavelet frame analysis model and demonstrate significant improvements of their method over some commonly used 1 minimization models. Dong and Zhang also propose the mean doubly augmented Lagrangian (MDAL) method [40] to solve 0 analysis based model and show that using 0 -norm can generate higher quality images than 1 -norm based methods by numerical experiments. However, the convergence analysis is not established. Besides, some other types of non-convex problems and algorithms are also of great interests to researchers, see e.g. [65, 11, 30, 1, 20, 50, 52, 60, 61 ].
Our contributions
Motivated by the previous work on balanced approach with 1 regularization and recent progress on the convergence analysis of 0 regularization problem, we aim at developing an efficient and convergent numerical solver for the 0 norm based balanced approach. Due to the non-convexity and discontinuous of 0 regularization term, it is difficult to accelerate iterative hard thresholding method. With extrapolated step and modification, we propose extrapolated proximal iterative hard thresholding (EPIHT) algorithm and EPIHT algorithm with line search (EPIHT) algorithm for solving the 0 norm regularized problem. Under the theoretical framework of Kurdyka-Lojasiewicz property, we show that the sequence generated by EPIHT/EPIHT-LS algorithm converges to a local minimizer of the objective function with linear convergence rate. Finally, we show the performance of EPIHT and EPIHT-LS algorithms by applying them to compressed sensing and image restoration problems. Extensive computational results demonstrate that EPIHT and EPIHT-LS algorithms for 0 minimization models outperform typical methods for 1 minimization models (like FISTA, APG, etc) and PIHT algorithm for 0 minimization models in terms of solution quality and (or) number of iterations.
Organization
The rest of this paper is organized as follows. In section 2, we introduce the two algorithms EPIHT and EPIHT-LS. In section 3, we establish some convergence results about EPIHT and EPIHT-LS algorithms. In section 4, we propose several 0 -norm based regularization models for some practical problems, and then solve them using EPIHT and EPIHT-LS algorithms. We compare these results with those of the 1 -norm based regularization models solved by some prevailing algorithms for 1 -norm minimization and PIHT algorithm for 0 -norm minimization .
Proximal iterative hard thresholding methods

Model and algorithms
Given that 0 -norm is an integer-valued, discontinuous and non-convex function, to ensure convergence of the proposed iterative scheme, similar as in [58, 71] , we consider the following model
where t ≥ 0, F (x) is smooth convex function. We emphasize that, the following relaxed 0 based wavelet frame balanced approach
which will be used in section 3, is a special case of (8) when
Throughout this paper, our common assumption on problem (8) is: F is convex differentiable, bounded from below and ∇F is L-Lipschitz continuous.
Before presenting our algorithms, we define the surrogate function S τ (x, y) of H(x),
where τ > 0. We may directly use PIHT to solve the problem (8) , namely PIHT Algorithm [58] Choose parameters λ > 0, t ≥ 0, 0 < a < b < +∞; choose starting point x 0 ; let k = 0. while k< maximum no. of iterations Choose σ k ∈ (a, b) and compute
The step (11) is given by
where H 2λ L+t+σ k (·) is the hard thresholding operator defined in (5) .
Note that for a general nonconvex and nonsmooth problem studied in [10] min x,y
where s, r are lower semi-continuous functions and g(x, y) is a smooth function, a proximal alternating linearized minimization (PALM) algorithm is introduced. When r(y) ≡ 0, s(x) = λ · x 0 and g(x, y) = G(x), (12) reduces to (8) , and PALM algorithm becomes PHIT algorithm. In [58] , this algorithm was also studied for 0 regularized convex cone programming and the convergence to a local minimizer was established. In [3] , an inexact forward-backward algorithm was studied for
where s is lower semi-continuous function and ∇g(x) is Lipschitz continuous. When s(x) = λ · x 0 , the algorithm in [3] is an inexact version of PIHT.
The first algorithm that we propose is analogous to the extrapolation used in APG algorithm [5, 71] with adaptive restart [66] for convex case. We propose the following extrapolated PIHT (EPIHT) algorithm.
EPIHT Algorithm
Choose parameters λ > 0, t > 0, 0 < a < b < +∞ and a sequence of extrapolation weight 0 < ω k ≤ ω < 1; choose starting point x −1 = x 0 ; let k = 0. while k < maximum no. of iterations
We note that the inertial algorithm proposed in [65, 11] and a variable metric algorithm proposed in [30] look similar to EPIHT algorithm, but they are different in the following perspectives. Firstly, the algorithms in [11, 30] are proposed for minimizing the sum of a smooth function and a convex function while our EPIHT algorithm is proposed for minimizing the sum of a smooth convex function and 0 -norm regularized term. Secondly, the algorithm in [11] uses a Bregman diatance. when we take the Bregman diatance function as 1 2 · 2 and apply the algorithm to 0 regularization problem, the iterative scheme is
where α k , β k > 0. The algorithm looks very similar to our EPIHT algorithm, except for the linearization is performed at different point and the setting for parameters α k , β k is also different. And for the algorithm proposed in [30] , the extrapolation step is taken as
The second algorithm that we proposed is to apply line search scheme to 'accelerate' the convergence speed. More specifically, we say the step size τ k is acceptable if the following condition holds:
where σ k ∈ (a, b) and a, b are two positive constants. The extrapolated proximal iterative hard thresholding algorithm with line search (EPIHT-LS) is shown in the following.
EPIHT-LS Algorithm
Choose parameters λ > 0, t, τ > 0, 0 < a < b < +∞ and a sequence of extrapolation weight 0 < ω k ≤ ω < 1; choose shrinking parameter 0 < η < 1, starting point x −1 = x 0 and τ max ≥ τ min > 0; let k = 0. while k < maximum no. of iterations
The following lemma shows that (15) is a well-defined condition.
the condition (15) holds whenever τ k ≥ L + t + σ k .
Proof. Since ∇G is L + t Lipschitz continuous, we have
It implies
Remark 1. For the choice of τ k 0 , we choose it as the one proposed by [4] , namely
Remark 2. It can be seen from the EPIHT-LS algorithm that τ min ≤ τ k ≤ max{τ max , L + t + σ k }/η.
Convergence analysis
Preliminaries
For x ∈ R n , [x] i denotes the i-th component of x. Given any index set I ⊆ {1, 2, . . . , n}, we let
conversely, given any x ∈ R n , we define the zero element index set of a vector x ∈ R n as
Definition 3.1 (Subdifferentials [10] ). Let f : R n → R be a proper and lower semi-continuous function.
• For a given x ∈ domf , the Fréchet subdifferential of f at x, denoted as∂f (x), is the set of all vectors u ∈ R n which satisfy
• The limiting subdifferential of f at x ∈ R n , denoted as ∂f (x), is defined as
For more details about subdifferential of non-convex function, one can see [67, 62] 
is bounded under the following conventions: 0 0 = 1, ∞/∞ = 0/0 = 0. In other words, in a certain neighborhood U ofx, there exists φ(s) = cs 1−θ for some c > 0 and θ ∈ [0, 1) such that the KL inequality holds:
where dom(∂ψ) = {x : ∂ψ(x) = ∅} and dist(0, ∂ψ(x)) = min{ y : y ∈ ∂ψ(x)}.
For more about Kurdyka-Lojasiewicz property, one can see [8, 9, 53, 2, 57] and references therein. In the next, we show that the every stationary point of the 0 norm related minimization which is defined in (8) is a local minimizer. 
by the convexity of g, we have
So x is a local minimizer of f .
Global Convergence
This section is devoted to the global convergence property of EPIHT algorithm and EPIHT-LS algorithm. The convergence results of these two algorithms are almost identical, and their proofs are similar as well. Thus, we put these two convergence results together to form the main result of this section. For clarity, we first state this main result.
Theorem 3.5. Let H(x) be the objective function defined in (8) , and {x k } ∞ k=0 be the sequence generated by EPIHT/EPIHT-LS algorithm, then there existsx such that x k →x as k → +∞ andx is a local minimizer of H(x).
Before giving the proof of the above theorem, we will first present a few technical lemmas.
Lemma 3.6. Let H(x) be the objective function defined in (8) and {x k } be the sequence generated by EPIHT/EPIHT-LS algorithm. Then, it has the following descent property:
where
Proof. For EPIHT algorithm, from (10), (14), (13), we have
Combine (26) and Lemma 2.1, we know that
Similarly, for EPIHT-LS algorithm, from (10), (17) and (16), we have
Combine (27) and (15), we know that
Thus, for the sequence {x k } generated either by EPIHT algorithm or by EPIHT algorithm, we arrive at the same inequality as follows
Set ρ 1 = a 2 > 0, the inequality (24) holds. Sum up k from 0 to j in (24), we have
Since H(x k ) is decreasing and bounded below, we have +∞ j=0
x k − y k 2 < +∞, which implies (25) .
In the next, we bound the distance between the limiting subgradient of H(x k ) and the set of stationary points.
Lemma 3.7. Let H(x) be the objective function defined in (8) and {x k } be the sequence generated by the EPIHT/EPIHT-LS algorithm. Then, {x k } is bounded. Define
Proof. Since H(x) has coercive property and H(x k ) is decreasing, we know {x k } is a bounded sequence. For EPIHT algorithm, by the optimal condition of (14) and Lemma 3.3, we have
Similarly, for EPIHT-LS algorithm, by the optimal condition of (17) and Lemma 3.3, we have
Then, as ∇G is L + t-Lipschitz continuous, we know the inequality (29) holds.
In the following, we summarize the properties for the limiting point set started from x 0 . Define Ω(x 0 ) = {x : there exists a subsequece {x kj } of {x k } such that x kj → x}.
Lemma 3.8. Let H(x) be the objective function defined in (8) and {x k } be the sequence generated by EPIHT/EPIHT-LS algorithm. Then we have:
• for any x ∈ Ω(x 0 ), we have 0 ∈ ∂H(x);
• Ω(x 0 ) is a non-empty, compact and connected set.
• H is constant on Ω(x 0 ).
Proof. Assume {x kj } is a sub-sequence of {x k } which converges tox. From (25) , we know y kj →x as j → +∞. From (14) and (18), we have
where ν k = L + t + σ k , for EPIHT algorithm, τ k , for EPIHT-LS algorithm. .
Let k = k j − 1 and j → +∞ in (30) , as x k − y k → 0 and ∇G is Lipschitz continuous, we have lim sup j→+∞ λ · x kj 0 ≤ λ ·x 0 .
Together with the fact that · 0 is lower semi-continuous, we have lim j→+∞ λ · x kj 0 = λ ·x 0 and lim j→+∞ H(x kj ) = H(x). From the definition of limiting subdifferential, Lemma 3.6 and Lemma 3.7, we know 0 ∈ ∂H(x).
The last two arguments are exactly the same as the proof of lemma 3.5 in [10] .
In the next, we use Kurdyka-Lojasiewicz property to prove the global convergence for the sequence {x k } generated by EPIHT/EPIHT-LS algorithm. In the proof of Lemma 3.7, we know the sequence {x k } is bounded. Thus, there exists a subsequence {x kj } such that x kj →x as j → +∞. We assume that H(x k ) > H(x). Otherwise, there exists some K, such that x k = x K for all k > K by the descent property of H(x k ) and it is easy to show thatx is a stationary point. By the fact lim k→ H(x k ) = H(x), given η > 0, there exists K 0 such that H(x k ) < H(x) + η for all k > K 0 . And from lim dist(x k , Ω(x 0 )) = 0, we have for any > 0, there exists K 1 such that dist(x k , Ω(x 0 )) < for all k > K 1 . Let = max(K 0 , K 1 ) and Ω(x 0 ) is nonempty and compact and f is constant on Ω(x 0 ). We can apply Lemma 3.9 to B = Ω(x 0 ), for any k > , we have
From Lemma 3.7, we have
where M > 0. Meanwhile, as ψ is concave, we have
Define
From lemma 3.6, (32) and (33) , there exists c 0 > 0, such that for k > ,
by Cauchy-Schwarz inequality. Summing (34) over i, we have
as p,q + q,r = p,r . Then, for any k > ,
Therefore,
Putting (35) and (36) together, it is easy to see that the sequence {x k } is globally convergent, and thus x k →x. By Lemma 3.4 and Lemma 3.8, we knowx is a local minimizer of the function H(x).
In the following, we establish the convergence rate results for the two algorithms. Proof. The proof is given in section 2.2 in [74] as G(x) is t-strongly convex. Proof. By lemma 3.11, there exists k 0 , such that for all k > k 0 , {x k } is a sequence generated by the EPIHT/EPIHT-LS algorithm for minimizing H(x, I(x k0 )) andx is the unique global minimizer of H(x, I(x k0 )). Without loss of generality, we assume that H(x, I(x k0 )) = 0 and H(x k , I(x k0 )) > 0.
Convergence rate of the proposed EPIHT/EPIHT-LS algorithm
Then, from H(x k , I(x k0 )) = H(x k ) − n + |I(x k0 )| for all k > k 0 , (35) and (36), we have
since 0 < w < 1 and ∆ k−2 ≥ ∆ k−1 . From (32), lemma 3.12 and ψ(s) = 2 t √ s, we have
Then, it implies
Let C 1 = C 2 t 2 ρ 2 and C 2 = 1 1−w , (37) and (39) imply
Numerical implementation
In this section, we will show some numerical results of EPIHT and EPIHT-LS algorithms for solving some 0 minimization problems of the form (8) , and compare them with the results of PIHT algorithm and some previous algorithms designed for 1 -norm minimization in the literature (like FISTA, APG, etc). For set valued operator H used in EPIHT and EPIHT-LS algorithms, we set [
in all numerical experiments. In section 4.1, we apply EPIHT and EPIHT-LS algorithms to the compressive sensing problem. Our main interest is on the application of EPIHT (as well as EPIHT-LS) algorithm to the wavelet frame based image restoration problems. In section 4.2, we will perform the test on the simulated CT reconstruction and image deblurring. All the experiments are conducted in MATLAB using a desktop computer equipped with a 4.0GHz 8-core AMD processor and 16GB memory.
Compressive sensing
Compressive sensing problem can be formulated as the following regularization problem
where A ∈ R m×n is a data matrix, b ∈ R m is an observation vector, and g(x) is the regularization term.
With λ 1 , λ 2 > 0, we consider the regularization problem
to be analogue with the Naive elastic net model [79] min x∈R n
In numerical experiment, the data matrix A ∈ R m×n is a Gaussian random matrix (mean 0 and standard deviation 1) and the columns of A are normalized to have 2 norm of 1. We fix the number of rows of A to be m = 500 and vary the number of columns n as well as the sparsity parameter s of original signalx. For each combination of (n, s), we generate the original signalx ∈ R n containing s randomly placed ±1 spikes. The observed data b ∈ R m is generated by
where η is a white Gaussian noise of variance 10 −4 .
For parameters, we choose λ 2 = 10 −7 , L = λ max (A A + λ 2 I) and the stopping criteria to be
with tol = 10 −6 for all algorithms (namely FISTA, PIHT, EPIHT, EPIHT-LS). The parameter λ 1 is chose according to low relative error x−x x for the four alsorithms. And for EPIHT algorithm, we choose λ 1 = 0.1, ω k ≡ 0.8, σ k ≡ 0.001. For EPIHT-LS algorithm, Let λ 1 = 0.1, σ k ≡ 0.001, we choose τ k 0 as (21) where τ min = 1e − 2L, τ max = 10L and let ω k be: ω 0 = 0.6; for k ≥ 1, if H(x k ) < H(y k+1 ), we let ω k+1 = max(ω k /2, 0.1); otherwise, we let ω k+1 = min(1.1ω k , 0.9). We choose λ 1 = 0.1, µ = 0.001 for PIHT algorithm and λ 1 = 0.001 for FISTA algorithm. From the convergence analysis in section 3, we know that algorithms for solving 0 regularization problem can merely guarantee local convergence. Thus, we firstly run FISTA algorithm with x 0 = A T b, tol = 10 −2 to get an initial point for PIHT,EPIHT, EPIHT-LS algorithms (the corresponding runtime and iteration number are added in the results of the three algorithms). For each algorithm and each choice of (n, s), we run our experiment 50 times to guarantee that the result is independent of any particular realization of the random matrix and original signalx. We record the average runtime, the average relative error x−x x to the original signalx, the average number of iteration the algorithm needed and their standard variance. The numerical results are listed in Table 1 , 2, 3. The bold numbers are the best results.
One may observe from Table 2 that, compared to FISTA, the three 0 -based algorithms, namely PIHT, EPIHT and EPIHT-LS, can always reach solutions of higher precision. The precision of solutions between PIHT, EPIHT and EPIHT-LS is similar. However, we can see from Table 1 , 3 that EPIHT enjoys better iteration complexity and less CPU time than PIHT, which shows the advantage of extrapolation. And EPIHT-LS algorithms enjoys better iteration complexity than EPIHT, which shows the advantage of line search. In figure 1 we show the evolution of τ k in EPIHT-LS algorithm, where we can see that line search leads to a relatively 'larger' stepsize than the uniform parameter used in EPIHT.
Image restoration
In this subsection, we conduct several numerical experiments on the image restoration problem to demonstrating the improvement of the proposed 0 -norm based regularization algorithm (9) against traditional 1 -norm based regularization methods.
In implementation, the sparsity-promoting weight vector λ is set in the following manner: for any position p of the original image vector, one has (i) λ 0 [p] ≡ 0, and (ii) λ t,j [p] = λ · w t−1 , t = 1, . . . , Q, j = Table 3 : Results of the average and the standard variance of the runtime. 1, . . . , J, where λ is a positive constant, t indicates the level of wavelet decomposition, j stands for the index of high-pass filters of the adopted wavelet tight frame system, and w ∈ (0, 1) is a penalizationdecreasing weight (i.e. the penalizing weight decreases as the level of decomposition increases). In experiments we use isotropic wavelet regularization for comparison since it usually leads to restoration results with better image quality.
From [71] , we have ∇F (x) − ∇F (y) L x − y , ∀x, y, for anyL ≥ κ + λ max (A * A).
Thus for EPIHT algorithm, we use L = κ + λ max (A A) as the Lipschitz constant of ∇F . For other parameters related to the two algorithms, if not specified, we use t = 10 −5 and σ k = 0.1 for all iterations, and the initial extrapolation weight ω 0 is set to be 0.7, and other ω k 's are set inductively by: if H(x k ) < H(y k+1 ), we let ω k+1 = max (0.8 * ω k , 0.1); otherwise, we let ω k+1 = min (ω k /0.8, 0.9). As our previous theoretical results imply, the proposed iterative algorithms can merely generate sequences that convergence to local minimizers. For this reason, initialization plays an important role, and it may determine the local minimizers to which the generated sequences will convergence. To guarantee the proposed algorithms will reach 'good' local minimizers, we take the solution (computed by APG) of the 1 -balanced model for both EPIHT algorithm and EPIHT-LS algorithm, and we also count in the time for computing their initial points for EPIHT and EPIHT-LS algorithms.
CT Image Reconstruction
For simplicity, the test is merely performed on simulated data. For CT image reconstruction, degradation matrix A happens to be a projection matrix. The test image is a head phantom generated by MATLAB (version 8.1.0.604) built-in functions. After the construction of the projection matrix A, we then add some Gaussian noise with variance σ to the projected data to obtain the observed data f . In our simulations, we set σ = 0.01 · f ∞ .
The results of EPIHT-LS are compared with other two popular algorithms for wavelet tight frame based image restoration: analysis based approach
and balanced approach (1). We use the accelerated proximal gradient (APG) algorithm (see e.g. [71] ) to solve the balanced approach, while split Bregman algorithm [17, 47] is adopted for solving the analysis based approach. For both iterative schemes that solve the balanced approach and (9), similar as in [78] , we use the following stopping criteria min
As to the split Bregman algorithm for solving the analysis based approach (1), the following stopping criteria is adopted
For both the balanced approach (1) and the proposed model in (9), we commonly set κ = 2. For all three methods involved, the preconditioning matrix D is set to be the identity matrix for simplicity. The wavelet tight frame transform W used in this simulation is the one generated by 2D tensor-product Haar wavelet tight frame system, and the level of wavelet decomposition is set to be 4. We perform the test on the 128×128 Shepp-Logan phantom. In simulations one can control the number of projections, which will result in projection matrices with different row sizes. In our experiment we use 20 and 50 projections for illustration, and the results are summarized in the following Figure 2 .
One may observe from Figure 2 the the 0 -based algorithms achieve better reconstruction quality measured by PSNR values. We exclude the results of the EPIHT algorithm since they are very close to those of the PHIT algorithm under our experimental settings. For a comparison between PIHT and EPIHT-LS, the former one takes less processing time, while the later one has slightly better PSNR values at the time when the same stopping criteria is satisfied. However, the longer processing time of EPIHT-LS is largely due to the additional function-value evaluation step as indicated in its implementation. To demonstrate this fact, we also plot the energy (i.e. value of the objective function with respect to the current x k ) evolving curves of PIHT and EPIHT-LS under different parameter settings for displaying the actual acceleration of EPIHT-LS with respect to the number of iterations. The two plots in Figure 3 show that, at least within the first few iterations, the EPIHT-LS algorithm indeed accelerates the decreasing rate of objective function in (9) compared to PIHT, and it also reaches a local minimizer of the objective function with slightly lower objective value.
Image deblurring
In this subsection, we apply the proposed model (9) to the problem of image deblurring, and compare the results with those of the analysis based approach in (43), balanced approach (1) and the 0 approximation model SNC (ii) (For a fair comparison, we use tight wavelet frame basis instead of total variation) (3MG) method [29] ), it obtains the next iterative point by u k+1 = u k + T k α k where T k = [d 1 k , . . . , d M k ] is some suitable search direction matrix and α k is a multivariate step size. The parameters in SNC (ii) are t = 10 −5 δ = 0.1 (seems optimal) and λ is chose by the same way with PIHT and our algorithms. The initial point for all the algorithms and models are the same. In this simulation, the degradation matrix A is the convolution matrix of a Gaussian function (generated by 'fspecial(9,1.5)' in MATLAB), i.e. the image is blurred by Gaussian kernel. The blurred image is further corrupted by some Gaussian noise with variance σ (σ = 3 if not specified). For both balanced approach (1) and the proposed model (9) , the value of κ is fixed to be 1. Same as in the case of CT image reconstruction, the iterative solver we have adopted for the analysis approach is the split Bregman algorithm, while the balanced approach is solved by the APG algorithm. Besides, the 2D tensor-product piecewise linear wavelet tight system is adopted for the generating the transforming operator W , and the level of wavelet decomposition is set to be 4 (which in most cases seemingly leads to the best reconstruction results). Moreover, we use the conditioning matrix D := (A A + 2σ) −1 for all 3 approaches in order to facilitate their convergence. The stopping criteria we adopt for both PIHT and APG is min
And for the split Bregman algorithm for solving the analysis based approach, the following stopping criteria is adopted
The stopping criteria for 3MG algorithm is
where u is the observed image.
In our experiments, we test all four methods on twelve different images. These results are fully summarized in Table 4 , where the size of each image is in the small bracket following its name. The restored images are quantitatively evaluated by their peak signal-to-noise ratio (PSNR) and structural similarity (SSIM). Furthermore, we show some zoom-in views of original images, degraded images and restored images in Figure 4 and Figure 5 , so that man can evaluate the visual quality of the restoration results as well. To guarantee a fair comparison of all three methods, we have manually tuned up the parameter λ, so that best quality of the restoration images for each individual method is (approximately) achieved.
One may observe from Table 4 that, the EPIHT-LS method shows certain extent of improvement in PSNR values compared to the other two 1 -norm based minimization methods and the 0 approximation model SNC(ii). The proposed 0 minimization method is consistently the best in terms of SSIM values(the closer to 1 the better) except two cases, which due to the fact that the sharpness of edges are better preserved by hard thresholding. One can also see from the zoom-in views in Figure 4 and Figure 5 that the 0 balanced approach produces cleaner (seemingly with less artifacts) restoration results compared to the other three approaches.
Conclusions and perspectives
In this paper, we have studied two algorithms, namely extrapolated proximal iterative hard thresholding (EPIHT) and extrapolated proximal iterative hard thresholding with line-search (EPIHT-LS), for Table 4 : The comparison of analysis based approach, balanced approach, EPIHT-LS for (9) and 3MG [29] in terms of PSNR and SSIM values.
solving the 0 -norm of wavelet frame approach (9) for image restoration. We provide a general convergence analysis for the general 0 regularization problem (8) by assuming t > 0 and G(x) is convex with L-Lipschitz continuous gradient map. In particular, we have proved the global convergence of the proposed algorithms, and the limiting point of the generated sequence must be a local minimizer of the objective function H(x) defined in (8) . We further show in our numerical experiments that, for solving 0norm based regularization models, the proposed EPIHT and EPIHT-LS schemes can yield better results and image quality compared to soft thresholding scheme for solving the 1 -norm based models (including FISTA, APG, etc). The computational results also suggest that, in some cases (i) EPIHT algorithm is enjoys a 'faster' convergence rate compared to the PIHT algorithm proposed in [58] , and (ii) line search is helpful for identifying faster local solutions of the proposed 0 regularization model. However, the essence of these phenomenons are still not so well understood, and some issues of the proposed algorithms still needs further exploration. This is left as a future research direction.
