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Onset of Thermal Conwection in a 
Fluid Layer Subjected to Transient 
Heating From Below 
The onset of convection in a horizontal layer of fluid subject to time-dependent 
heating from below is studied both experimentally and analytically. The fluid layer 
is confined by a rigid boundary at the bottom and a shear-free surface at the top. 
The fluid, which is initially quiescent, is heated by increasing the temperature of the 
lower surface at a constant time-rate. The experimental observation of the time of 
the onset of convection is made through the sudden change in variation of the 
temperature of the lower surface with respect to time. The onset is also observed 
through the sudden change in the fringe pattern created by holographic in-
terferometry. Various layer depths are considered in order to observe the influence 
of this variable on the onset time. The analytical prediction is made by application 
of the linear amplification theory subject to boundary conditions similar to those of 
the experiment. Good agreement is found between the experimental and analytical 
results. Comparisons are also made with the experimental and analytical results 
available in the literature. 
1 Introduction 
The stability of a horizontal fluid layer subject to time-
independent temperature distribution has been studied ex-
tensively [1]. However, most of the situations in which the 
criteria for the onset of convection are required involve time-
dependent temperature fields. In some instances, these 
situations can be approximated or reduced to time-
independent problems [2, 3]. Theoretical treatment of the 
time-dependent temperature field through the application of 
the linear amplification theory was initiated by Foster [4, 5] 
and continued by others [6-8]. Although this initial value 
approach does not completely describe the physics of the 
system, good agreement has been found between its 
predictions and available experimental results [6, 8-10]. Two 
empirical aspects of this dynamic linear stability analysis that 
have been subjects of refinement are: (/) the initial condition 
for the disturbances, and (ii) the criterion for the deter-
mination of the onset of convection time. Among the various 
causes for the disturbances are thermodynamic fluctuations, 
nonuniformity in the temperature of the layer, and en-
vironmental vibrations. A general description of the 
disturbances is not presently feasible. The results obtained to 
data [6, 11] suggest that if the temperature changes taking 
place at the boundaries are rather smooth, the initial con-
ditions have a less significant effect on the magnitude of onset 
time. Regarding the criterion for marking the onset time, an 
empirical determination suggested by Foster [4] seems to be 
satisfactory. He suggested that the onset time be marked as 
the time at which the magnitude of the disturbance grows by 
one thousand times its initial value. This assumes that even at 
the time of the onset the disturbances are small enough to 
justify the linearization approximation. 
The lower bounds for the time of the onset is determined via 
the method of energy [12], which results in the time interval 
over which the generalized energy of the fluid layer is 
guaranteed to decay. This time interval is lower bound of the 
onset time. 
The prediction of the time of the onset is also approached 
via the nonlinear amplitude equation using a forcing function 
[13-15]. The solutions to the nonlinear amplitude equation 
[16], which are valid only for low heating rates, lead to the 
determination of the time of the onset as well as the later 
stages of the growth. Random as well as deterministic 
descriptions of this forcing function are made by using the 
experimental data. The results [15] show that a deterministic 
model can predict the time of the onset of both step change 
and ramp-type change in the surface temperature, while the 
stochastic model is only appropriate for a ramp-type change. 
The time-dependent problem has also been investigated 
experimentally [9-10, 17-22] where evaporative heating, gas 
absorption, and heating from below are the causes of in-
stability. General agreement between the experimental results 
and theoretical predictions has been reported [9-10, 18, 21], 
The problem considered here is that of a horizontal layer of 
water heated from below by increasing the temperature of the 
lower surface at a constant temporal rate. This is similar to 
the experiment in [10], except that the heating rates used are 
smaller, and shallow as well as deep layers are considered. 
Figure 1 gives a schematic of the system considered. The lower 
surface is rigid and the upper surface, which is exposed to air, 
is approximated as a shear-free surface. The effect of the side 
walls is not considered. The time of the onset of convection is 
predicted by applying the amplification theory (similar to [5] 
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Fig. 1 A schematic of the problem considered 
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except for a finite layer thickness). The experimental deter-
mination of the time of the onset is made by examination of 
the temporal variation of the lower surface temperature and 
also by holographic interferometry. The effect of the layer 
thickness and the heating rate on the time of the onset is 
examined. The experimental and analytical results obtained 
here are compared with the results available in the literature. 
2 Governing Equations and Solution 
The linearized governing equations which are based on the 
principles of conservation of mass, momentum, and energy, 
for a fluid layer of infinite horizontal extension and subject to 
the Boussinesq approximation and a linear equation of state, 
can be found in [1, 4, 6]. By separating the temperature field 
into mean component T and perturbation component 6, and 
in the absence of any mean motion, these equations (after 
proper manipulation) become 
(Px-1d,-dzz+a
2)(dzz-a




where u = iw + jv + kw, and a is the horizontal wave 
number. The variables are nondimensionalized using L2a~[, 
L, cL2a~\ avg~' / 3 - 1 L~i, and aL~l to scale the time, 
length, mean temperature, perturbation temperature, and 
perturbation velocity, respectively. 
2.1 Mean Temperature Distribution. The temperature of 
the lower surface is allowed to increase linearly with time. The 
upper surface is assumed to be adiabatic which, for some 
systems is more realistic than a constant temperature surface. 
Note that if the conduction mode persists, due to molecular 
diffusion, the upper surface temperature will eventually 
change (unlike the situations studied in [4, 5, 12-15, 19]). 
Therefore, the initial and boundary conditions for equation 
(3) are 
T(z,t = 0) = 0 
Tz(z = 0,t) = 0 
T(z=l,t) = t. 
The solution to equation (3) subject to the foregoing condition 
is given by Ozisik [22] and is 
Oo 
r = ? + 2 - 1 ( z 2 - l ) + 2 j ] ( / - 2 - 1 ) " 3 7 r ' 3 ( - l ) ^ 1 
exp[-(/-2-1)2Tr2?]cos(/-2-1)7rz (4) 
d(z,t = 0) = 0,-(z) 
ez(z=o,t) = o 
0(z = l,O = 0 
The abiabatic upper surface condition is the same as that 
applied to the mean temperature and the lower surface 
boundary condition corresponds to a perfectly conducting 
surface. 
The method of solution is that of inner Galerkin as 
described in [24]. In this method, a set of trial functions is 
chosen such that they satisfy the boundary conditions. By 
properly choosing these functions, their orthogonality 
property can be used such that after proper manipulations the 
spatial dependence can be eliminated. The perturbation 
component of temperature can be written as 
6= J^ Bm(t)cos(m~2-
l)Trz (5) 
2.3 Velocity Distribution. Equation (1) is subject to the 
following boundary and initial conditions 
w(z,t = 0) = w,(z) 
wzz(z = 0,t) = w(z = 0,0 = 0 
wz(z=l,t) = w ( z = l , 0 = O 
The boundary conditions are for shear free upper and rigid 
lower surfaces. 
Due to the spatial orthogonality property required [6], the 
following trial function is used 




where A* and rk are given in the Appendix. 
(6) 
2.2 Perturbation Component of Temperature. Equation 
(2) is subject to the following boundary and initial conditions 
2.4 Characteristic Equations. By substituting equation 
(5) into equation (2) and multiplying the resulting equation by 
cos ( / -1 /2 ) 7rz and integrating over the range of z between 
zero and unity, one obtains 
(5, ) , = - [ ( / - 2 " T ^ + a 2 ] ^ . 
00 00 
"2Ra ^Ak\lkql + D/ w exp[ ( / -2 -
1 ) 2 7r 2 ?] ] 
k=\ K 1=1 J 
7 = 1 , 2 , 3 . . . (7) 
Similarly, by substituting equation (6) into equation (1) and 
after performing the proper manipulations [21], one obtains 
N o m e n c l a t u r e 
Ak,B,„ = coefficients in the 
Fourier series 
a = horizontal wave number 
c = rate of change of the 
increase in the tem-
perature of the lower 
surface 

















= Prandtl number, va~' 
= Rayleigh number, 
g/3cL sy- 'a-2 
= time 
= mean temperature 
= perturbation com-
ponents of velocity 
= velocity vector 
= amplification factor, 
defined by equation (9) 
= cartesian coordinate 
axes 
Greek 
/3 = coefficient of 
volumetric expansion 
7 = eigenvalue 
,rk = defined in the Appendix 
d = p e r t u r b a t i o n com-
ponent of temperature 
v = kinematic viscosity 
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(Aj),= -Ptiyj+a^j+Nj-'Pra2 tA*h 
-KJ- Pra
2 
"m^mj 7=1,2,3 (8) 
Ikoj, and where the eigenvalue jj and quantities TV), Ikj, I,„ 
Iklj are given in the Appendix. 
2.5 Initial Condition for the Disturbances. Among the 
sources of disturbances are the thermodynamic fluctuations, 
temperature nonuniformity within the fluid, and en-
vironmental vibrations. The numerical solutions are sensitive 
to the initial conditions and the specification of these con-
ditions is done empirically. The sensitivity of the results on the 
initial condition has been discussed in [11] and also in [4, 6]. 
Here we assume identical initial magnitudes for all 
wavelengths and for all modes in the series representing the 
disturbances (i.e., equations (5) and (6)), but these magnitudes 
are not the same for w and 6. As will be shown, this results in 
magnitudes for the time of the onset of convection (the critical 
time) that is in agreement with the experimental results. The 
initial conditions chosen are 
Ak{t = 0) = 5 x 1 0
5 
B,„(t = 0) = 3.5 x 10"5 
Other choices for these quantities did not alter the time of the 
onset of convection as long as the magnitudes for all modes 
are the same. 
The linear amplification theory does not describe the 
physics of the problem completely. For example, the 
description of the disturbances that are actually generated 
continuously by this initial value method is not physically 
correct. A discussion of the advantages and disadvantages of 
the linear amplification theory is given in [6]. A more realistic 
description based on a forcing function is given in [15]. 
The time of the onset of convection is defined [4] as when 
j o w
2(z,t)dz/^Q w
2(z,t = 0)dz\ (9) 
reaches a magnitude of 1000. The experimental results of [19] 
show that this criterion should depend on the Prandtl number, 
i.e., as the Prandtl number increases, this amplification factor 
should decrease. The empirical specification of this depen-
dency is not pursued here. However, as will be shown, the 
experimental results of this study nearly follow the trend 
found in [19]. 
Equations (7) and (8) subject to the above initial conditions 
are solved numerically using the Runge-Kutta-Gill method 
[25]. The series was truncated by using fifteen terms for each 
k and I and m [21]. 
3 Experiment 
An experiment was devised so that the time of the onset of 
convection could be measured for selected and controlled 
heating rates. 
3.1 Apparatus. The inside of the test cell has a width of 
13 cm, a depth of 7.5 cm, and a height of 16 cm. The top is 
covered by an adjustable urethane foam block. The sides of 
the cell are made of plexiglass and glass. The base is made of a 
lead block. This lead block and the four copper tubes that 
pass through it constitute a heat exchanger. The copper tubes 
are imbedded into the lead block by casting of molten lead. 
The four counterflow passages are 1.9 cm from the top 
surface of this lead block. The top surface of the block is in 
contact with the water layer. This arrangement results in a 
near uniform lower surface temperature for the water layer. 
The fluid used in the heat exchanger is distilled water, and its 
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Fig. 2 Variation of the lower surface temperature with time. The 
symbols show the recorded results, and the solid curve is a curve fit to 
the recorded results. There are 41 (pv) per 1 °C in this temperature range. 
temperature is controlled by an adjustable-temperature 
circulator. The cell is insulated by several layers of fiber glass 
wrappings. The test cell rests on a 1.2 x 2.4 m2 vibration 
isolation table. Thermocouples are placed in the fluid layer, in 
the lead block near its upper surface, in the small gap above 
the water layer, inside the insulations in the circulator, and 
along the lines from the circulator to the heat exchanger. The 
output of the thermocouples is monitored and stored at a 
preselected rate in a digital voltmeter (HP 3456A) capable of 
reading voltages as low as 10 "7 V. The aforementioned 
system allows for control of the lower surface of the cell to as 
low as 0.020 C/min. 
3.2 Determination of Onset Time. This is done by two 
means. The first one is by monitoring the temperature of the 
lower surface of the cell. When convection starts, an abrupt 
change in the rate of heat transfer from the base will occur. 
This change can readily be observed in the curve showing the 
variation of the lower surface temperature with time. Prior to 
the onset of convection, the slope of this curve is kept con-
stant; by properly varying the temperature of the circulator, 
at the time of the onset the slope changes and becomes smaller 
in magnitude. Figure 2 gives an example of this phenomenon. 
The straight lines are curve fit to the recorded output from the 
thermocouple. 
Due to the particular response time associated with the 
heater-heat exchange-test cell system, it is not possible to start 
with an exactly linear increase in the temperature of the lower 
surface. The initial portion of the heating process deviates 
from the desired constant rate, as shown in Fig. 2. In 
determining the onset time, the time at which the heating 
begins was taken to be the intercept of the constant c line 
(solid line) and the initial temperature. However, since the 
initial nonlinear portion of the curve must also be accounted 
for, by approximating the nonlinear portion with another 
straight line and by making the appropriate correction1 the 
onset time is then given in a range instead of a single value. As 
the dimensional onset time increases the contribution of this 
nonlinear portion becomes smaller. Therefore, for the larger 
dimensional onset times, only single values are given. It 
should be noted that although the absolute accuracy of the 
thermocouples is not very high, for results that are presented 
here the change in the slope of the lower surface temperature 
was always clear. 
The second method of determining the onset time is by 
passing a monochromatic and collimated beam of light 
through the fluid layer and observing any sudden changes in 
' If c was the heating rate over At and c' was over At', then it was assumed 
that c was applied through At + A/'c'/c. 
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Fig. 3 The onset of convection and the consequent changes In the
fringe pattern created by holographic Interferometry. The time of the
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Fig.4 Variation of the critical wave number with the Rayleigh number
for Pr =7
the fringe pattern created by holographic interferometry. The
principle of this method is given by Vest [26] and has been
used very successfully by many investigators, e.g., [27]. A 15-
mW He-Ne laser was used as the source. The holographic
plate was processed in-situ to allow for real time observations.
For the test cell used here, using water as the fluid, the
temperature difference corresponding to one fringe shift is
0.085°C. The heating rate c required for the onset of con-
vection to take place in 3 to 20 min is in the range of 0.020 to
0.30°C/min. Therefore, the number of fringes that are ob-
served are not more than 4. Longer durations of heating were
avoided because of the changes in the ambient temperature
8201 Vol. 106, NOVEMBER 1984
and also because of complications with evaporative cooling,
especially for a layer thickness of less than 3 cm. Figure 3
shows the evolving fringes. The start of convection is
demonstrated by the deviation of the fringes from horizontal
straight lines.
In all the cases reported, the onset times determined in-
dependently by these methods were in good agreement with a
maximum difference of 8 percent. When the contribution of
the nonlinear portion of the heating curve was significant, it
was found that the onset time determined by interferometry
was within the range found from the heating curve.
3.3 Procedure. Pure water and 30 percent by weight
glycerin-water solution were used as the fluid. The fluid was
poured into the tank to selected depths. Then the temperature
of the lower surface was matched to the uniform water layer
temperature verified using thermocouples and interferometry.
It was not possible to obtain a complete and continuous
adiabatic condition at the upper surface. However, for each
experiment with water, before the heating began, this con-
dition was obtained in the following manner. The small air
gap above the water layer was never completely saturated. In
order to avoid the cooling effect of evaporation (which ac-
celerates the onset), the water layer temperature was varied
(throughout) in order to balance the heat loss due to
evaporation by equal heat gain from the air gap. The dry- and
wet-bulb air temperatures were measured; and, through the
use of the available formulas for partial pressure of water in
air and correlations for coefficients of convective heat and
mass transfer [28], the desired water layer temperature was
determined. However, for a large onset time (associated with
small fluid depths), the upper surface temperature increased
during the experiment and this balance was upset. This
process was not as practical when a glycerin-water solution
was used; consequently, no thickness layer less than 2.15 cm
was attempted for this fluid.
Once the conditions of uniform layer temperature,
negligible evaporative heating and near steady state were
satisfied, the heating processes were commenced. The tem-
perature of the circulator was increased by a constant amount
and at equal time intervals. The proper mass flow rate for the
circulating water was determined a priori and was kept
constant through the experiment.
4 Predicted Results
Application of the dynamic linear stability theory results in
determination of the time of the onset of convection with the
Rayleigh number and the Prandtl number as the independent
parameters. It will also result in the distributions of the
perturbation temperature and velocity, as well as variation of
the onset time with the wave number. The wave number that
corresponds to the smallest onset time (for a given Ra and Pr)
is called the critical wave number. The predicted onset times
reported hereafter correspond to the critical wave numbers.
4.1 Critical Wave Number. For a given Prandtl number,
as Rayleigh number increases, the critical wave number also
increases. This is shown in Fig. 3 for Pr = 7. The trend is
similar to those predicted for different boundary conditions
[4,5] and also measured [9].
4.2 Effect of Prandtl Number. Under the Boussinesq
approximation, the thermophysical properties are assumed to
remain constant, except for density in the body force. In the
experimental results that follow, due to the heating process,
the Prandtl number changes slightly. Figure 5 shows the
variation of the critical time with Prandtl number. The results
are for Ra = 108 • As the Rayleigh number decreases, this
Prandtl number dependency becomes less pronounced. The
results show that the critical time is only slightly sensitive to
Transactions of the




























Fig. 5 Variation of the time of the onset with Prandtl number, Ra 
irr 
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Fig. 6 Comparison between the predicted temperature distributions 
for two different fluid layer thicknesses. Other parameters are kept the 
same. 
the changes in Prandtl number for water at and around room 
temperature. 
4.3 Effect of Layer Thickness. Due to the adiabatic 
condition imposed on the upper surface, its temperature will 
increase if the effect of the lower surface heating penetrates 
up to this surface. For a given fluid and heating rate c, this 
requires L to be small. Figure 6 shows that for c = 
0.055 °C/min, with water as the fluid at the time of onset, the 
upper surface is substantially increased for L = 1 cm (Ra = 
104, tc = 0.751), while it is unchanged for L = 6.3 cm (Ra = 
10\?c = 0.0117). 
4.4 Comparison With Other Predictions. Variations in 
the onset time with respect to the Rayleigh number are shown 
in Fig. 7. The results are for this study and several other 
studies. Here, due to excessive computational requirements, 
the results are not extended below Ra = 4 x 103. The ap-
proximate relationship between tc and Ra, which is valid for 
Ra > 105, is also given. The results found in [4] for two 
shear-free surfaces are also shown. In [4], the adiabatic 
surface considered here was replaced by a constant tem-
perature surface. The lower limit as predicted by the energy 
method [12] for two shear-free surfaces, using thermal 
boundary conditions identical to those of [4] are also shown. 
The predictions made using the finite-amplitude method [15] 
for liquid Helium (Pr = 0.78), two rigid surfaces, and 
thermal boundary conditions identical to [4] are also given. 
These results are based on a forcing function that is deter-
-This Study 
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Fig. 7 The results of several predictions for the variations of the 
onset time with the Rayleigh numbers. Also shown are the critical 
Rayleigh numbers associated with the marginally stable states. 
mined from the experimental results. It has been suggested in 
[12] that for long time scales, when the temperature profile is 
nearly linear (when one surface is heated and the other kept at 
constant temperature), that for this quasi-steady situation the 
results of marginally stable states may be applicable. The 
critical Rayleigh numbers for marginally stable states for the 
case of rigid-rigid (1707.76), rigid-free (1100.65), and free-
free (657.51) are also shown. According to [12], since for the 
linear profile the dimensional temperature difference is 
ctcL
2a~], then Rac = g@L
5ci>~[a~2tc = Ra tc or Ra = 
Rac./~'. Moreover, the experimental results of [19] (Fig. 3 in 
[19], not shown here) and also the results of the energy 
method show that this quasi-steady behavior begins at ap-
proximately tc = 1. However, this is not the case for the 
results of amplification theory, which show this to happen 
approximately at tc = 3, i.e., Ra — 3 Ractlr
l or tc = 3 
RacRa~'. This overprediction for large tc by the am-
plification method was also pointed out in [19]. The adiabatic 
boundary condition applied here allows for the upper surface 
temperature to increase, and therefore, for large time scales, 
the effective temperature difference is smaller than that given 
above. Thus no direct comparison can be made. The results of 
finite amplitude method show an asymptotic trend for Ra < 
1000, with a slope that is larger than that expected for quasi-
steady behavior. 
From Fig. 7, it can be seen that the predicted results of this 
study, which are an extension of [4], are in general agreement 
with the available results. 
5 Experimental Results and Comparison 
The experimental results of this study and those of others 
are given in Fig. 8 in terms of nondimensionalized variables. 
For clarity, only the predictions of this study are shown. A 
few typical data points from the results of [9] (where the cause 
of instability is evaporative cooling) and [10] (which is due to 
heating from below) are shown. Some of the experimental 
results of [15] for liquid Helium subject to rigid-rigid 
boundary conditions are also shown. As mentioned earlier, 
the error bars are only present for those data points with 
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Fig. 8 Variation of the time of the onset with Rayleigh number, Pr = 'c ' s e c ' 
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Fig. 9 Variation of the time of the onset of convection with the heating 
rate Pr = 6.6. Symbols show the experimental results and the solid 
curve shows the predicted results. 
relatively short dimensional time2, where the contribution of 
the nonlinear portion of the heating curve is relatively 
significant (Fig. 2). For small fluid layer depths the 
evaporation from the top was difficult to control. Therefore, 
at low Rayleigh numbers, the agreement between the ex-
perimental and predicted results is not as good as it is for large 
Rayleigh numbers. The results of [15] seem to follow the trend 
that is found in this study for low Rayleigh number. However, 
Note that the nondimensional onset time is scaled with uL ~ 2. 
Ra 10' 
30% Glycerin-Water Solution 
Pr = 17 
Experiment 
Prediction 
Fig. 11 Variation of the time of the onset with Rayleigh number, Pr = 
17. The symbols show the experimental results and the solid curve 
shows the predicted results. 
note that the presence of the second rigid boundary and also 
the smaller Prandtl number both result in an increase of the 
nondimensional onset time. 
Figure 9 shows the dimensional results (for water) for the 
variation of the critical time with the heating rate for a layer 
thickness of 8 cm. The predicted results are shown with the 
solid curve and the experimental results are shown with 
symbols. For a smaller layer thickness the agreement is not as 
good as seen in Fig. 8. 
Figure 10 shows the dimensional results (for water) of the 
variation of the critical time with the layer thickness for 
heating rates of about 0.0625°C/min. The measured results 
for a layer thickness of 1 cm are not typical for small layer 
thicknesses. As previously mentioned, evaporative cooling 
822/Vol. 106, NOVEMBER 1984 Transactions of the ASME 
Downloaded From: https://heattransfer.asmedigitalcollection.asme.org on 06/28/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use
causes added instability and accelerates the onset of con-
vection. 
Figure 11 shows the variation of nondimensionalized 
critical time with the Rayleigh number for 30 percent by 
weight Glycerin-water solution. The agreement between the 
predicted and measured results is not as good as that for water 
but a general and fair agreement is apparent. This trend was 
also observed in [19] (Fig. 1 in [19], not shown here), where a 
large range of Prandtl numbers were considered. As men-
tioned in [19], this suggests that the amplification factor used 
as the criterion for marking the onset time must depend on the 
Prandtl number. 
An attempt was made to measure the critical wavelength via 
the distorted isothermal lines. However, since in the in-
terferometry method used here the change in the index of 
refraction is integrated over the path length of the beam, any 
such measurement will not be associated with a single wave 
and therefore is not meaningful. Ahlers et al. [15] have 
discussed the structure of the cellular motion at the onset. 
6 Summary 
Predicted and experimental results of the time of the onset 
of thermal convection for a horizontal fluid layer heated from 
below have been presented. The dynamic linear stability 
theory predicts the dependency of the time of the onset on the 
Rayleigh and Prandtl numbers. The experimental results 
obtained here apply the sudden changes in the heat transfer 
rate from the lower surface, and also the sudden changes in 
the fringes created by holographic interferometry, as in-
dicators of the time of the onset. Heating rates of 0.020 to 
0.30°C/min and layer thicknesses of 1-8 cm are considered. 
Good agreement is found between the experimental and 
predicted results, but it is better for water than for the 
glycerin-water solution. For the smaller layer thicknesses, 
evaporative cooling from the top surface becomes more 
difficult to control, which results in the acceleration of the 
onset of convection. Comparison of the results obtained here 
with the available predicted and experimental results also 
show a general agreement. 
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A P P E N D I X 
The following trial differential equation is chosen [6] 
with the boundary conditions 
i/«(0) = i/(0) = 1 (̂1) = iKi)=o 
The solution is that given in equation (12), where 
A* = [-7* + ( r K 4 r X ) 1 / 2 ] , / 2 2 - 1 / 2 
T* = [ + Y* + (Y£ + 4 7 ^ 2 ) 1 / 2 ] 1 / 2 2 - 1 / 2 
The eigenvalues yk are obtained from the following tran-
scendental equation 
\ k ' tanhA,<. — rk~
l tanrj. = 0 
The integrals which are evaluated analytically, but are not 
given here, are 
hj = ] o (Vk)zzVjdz 
InJ = \ r)jCOs(m-l/2)irzdz 
hoj = \ Z7ikcos(j-l/2)-Kzdz 
hij = \ Vk^n(l-l/2)irzcos(j-l/2)Tzdz 
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