We prove a new criterion of weak hypercyclicity of a bounded linear operator on a Banach space. Applying this criterion, we solve few open questions. Namely, we show that if G is a region of C bounded by a smooth Jordan curve Γ such that G does not meet the unit ball but Γ intersects the unit circle in a non-trivial arc, then M * is a weakly hypercyclic operator on H 2 (G), where M is the multiplication by the argument operator M f (z) = zf (z). We also prove that if g is a non-constant function from the Hardy space H ∞ (D) on the unit disk D such that g(D) ∩ D = ∅ and the set {z ∈ C : |z| = 1, |g(z)| = 1} is a subset of the unit circle T of positive Lebesgue measure, then the coanalytic Toeplitz operator T * g on the Hardy space H 2 (D) is weakly hypercyclic. On the contrary, if g(D) ∩ D = ∅, |g| > 1 almost everywhere on T and log(|g| − 1) ∈ L 1 (T), then T * g is not 1-weakly hypercyclic and hence is not weakly hypercyclic (a bounded linear operator T on a complex Banach space X is called n-weakly hypercyclic if there is x ∈ X such that for every surjective continuous linear operator S : X → C n , the set {S(T m x) : m ∈ N} is dense in C n ). The last result is based upon lower estimates of the norms of the members of orbits of a coanalytic Toeplitz operator. Finally, we show that there is a 1-weakly hypercyclic operator on a Hilbert space, whose square is non-cyclic and prove that a Banach space operator is weakly hypercyclic if and only if it is n-weakly hypercyclic for every n ∈ N.
Introduction
In this article, all vector spaces are assumed to be over the field K being either the field R of real numbers or the field C of complex numbers. As usual, N is the set of all positive integers, Z + = N ∪ {0}, T = {z ∈ C : |z| = 1} and D = {z ∈ C : |z| < 1}. The symbol log always sands for the logarithm base e. The symbol λ always denotes the normalized Lebesgue measure on T. When we write, say L p (T), we always assume T to be equipped with λ. For a Banach space X, L(X) stands for the algebra of bounded linear operators on X, while X * is the space of continuous linear functionals on X. For T ∈ L(X), its dual is denoted T ′ : T ′ ∈ L(X * ), T ′ f (x) = f (T x) for every f ∈ X * and every x ∈ X. For a continuous linear operator T on a Hilbert space H, the symbol T * denotes the Hilbert space adjoint of T : T * ∈ L(H), T * x, y = x, T y for every x, y ∈ H, where ·, · is the inner product of H. Remark 1.1. Let H be a Hilbert space and T ∈ L(H). Then, due to the Riesz theorem, T ′ and T * are similar with the similarity provided by an R-linear isometry R between H and H * , which associates to x ∈ H the functional ·, x . Note that R is conjugate linear in the case K = C.
For a self-adjoint operator T on a Hilbert space H, we write T 0 if T x, x 0 for each x ∈ H and we write T > 0 if T x, x > 0 for each non-zero x ∈ H. Equivalently, T > 0 iff T 0 and ker T = {0}. As usual, we write T S or S T is T −S 0 and we write T > S or S < T if T −S > 0. A continuous linear operator T on a Hilbert space H is called hyponormal if T * T T T * . Similarly, T is called hypernormal if T T * T * T . Let X be a Banach space, T ∈ L(X) and x ∈ X. Recall that x is called a hypercyclic vector (or a norm hypercyclic vector) for T if the orbit O(T, x) = {T n x : n ∈ Z + } is norm dense in X. Similarly, x is called a weakly hypercyclic vector for T if O(T, x) is dense in X with respect to the weak topology on X. Recently, Feldman [11] has introduced and studied the concept of an n-weakly hypercyclic vector. Namely, for n ∈ N, x is called an n-weakly hypercyclic vector for T if for every continuous surjective linear map S : X → K n , the set S(O(T, x)) is dense in K n . The operator T is called hypercyclic (respectively, weakly hypercyclic or n-weakly hypercyclic) if it possesses a hypercyclic (respectively, weakly hypercyclic or n-weakly hypercyclic) vector. The concepts of (norm) supercyclicity, weak supercyclicity and n-weak supercyclicity are defined in exactly the same way: one has just to replace the orbit O(T, x) by the projective orbit O pr (T, x) = {zT n x : n ∈ Z + , z ∈ K}.
For further information on these and other concepts of linear dynamics we refer to the book [5] and references therein. We prove the following two criteria of weak hypercyclicity of a bounded operator on a Banach space. Recall that if T ∈ L(X) and x ∈ X, then a backward T -orbit of x is a sequence {x n } n∈Z + in X such that x 0 = x and T x n+1 = x n for every n ∈ Z + . Theorem 1.2. Let X be a separable infinite dimensional Banach space and T ∈ L(X). Assume that there is a T -invariant dense linear subspace F of X such that (B1) the space F carries an inner product ·, · such that the corresponding norm x 0 =
x, x on F defines a topology (not necessarily strictly) stronger than the one inherited from X; (B2) the continuous extension of the restriction S = T F : F → F to the (Hilbert space) completion of the normed space (F, · 0 ) is an isometry with no non-trivial finite dimensional invariant subspaces; (B3) every x ∈ F has a backward T -orbit norm-convergent to 0 in the Banach space X.
Then the operator T is weakly hypercyclic. Theorem 1.3. Let X be a separable infinite dimensional Banach space and T ∈ L(X). Assume that there is a T -invariant dense linear subspace F of X such that the condition (B1) is satisfied and (B2 ′ ) the restriction of T to F is an isometry on the normed space (F, · 0 ) and T n x, y → 0 for every x, y ∈ F ; (B3 ′ ) for every x ∈ F , there is a backward T -orbit of x containing 0 in its norm closure.
Then the operator T is weakly hypercyclic. Remark 1. 4 . We say that a bounded linear operator T on a normed space X is weakly nullifying if the sequence {T n x} n∈N weakly converges to 0 for each x ∈ X. It is well-known and easy to see that every unitary operator with purely absolutely continuous spectrum is weakly nullifying. Note that (B2 ′ ) is automatically satisfied if the continuous extension of the restriction S = T F : F → F to the (Hilbert space) completion of the normed space (F, · 0 ) is a weakly nullifying isometry.
We start by illustrating the above criteria of weak hypercyclicity. Note that the first ever example of a weakly hypercyclic operator, which is not norm hypercyclic, was obtained by Chan and Sanders [8] . Recall that if 1 p < ∞ and w = {w n } n∈Z is a bounded sequence of non-zero scalars, then bilateral weighted shift T w ∈ L(ℓ p (Z)) is defined by the formula (T w x) n = w n+1 x n+1 . Equivalently, T w e n = w n e n−1 , where {e n } n∈Z is the standard Schauder basis in ℓ p (Z). Chan and Sanders [8] proved that the bilateral weighted shift T w with the weight sequence w n = 1 for n 0 and w n = 2 for n > 0 is weakly hypercyclic on ℓ 2 (Z). In order to illustrate how to apply Theorems 1.2 and 1.3, we show how they imply the main result of [8] and more. Example 1.5. Let p 2 and w = {w n } n∈Z be a sequence of positive numbers. Denote r 0 = 1, r n = w −1 1 · . . . · w −1 n for n > 0 and r n = w 1+n · . . . · w 0 for n < 0. Assume also that the sequence r = {r n } n∈Z is bounded and lim n→∞ r n = 0. Then the bilateral weighted shift T w is a weakly hypercyclic operator on ℓ p (Z).
If additionally, lim n→∞ r −n > 0, then T w is not norm hypercyclic.
Proof. It is easy to see that if lim n→∞ r −n > 0, then inf{ T n w x : n ∈ Z + } > 0 for every non-zero x ∈ ℓ p (Z) and therefore T w can not be norm hypercyclic.
Since r is bounded and p 2, the space
∞ n=−∞ |xn| 2 r 2 n < ∞ equipped with the inner product x, y = ∞ n=−∞ xnyn r 2 n satisfies G ⊆ ℓ 2 (Z) ⊆ ℓ p (Z) and the Hilbert space topology of G is stronger than the one inherited from ℓ p (Z). Furthermore, since T w (r n e n ) = r n−1 e n−1 for every n ∈ Z, G is T -invariant and the restriction T G : G → G as an operator on the Hilbert space G is unitarily equivalent to the unweighted backward shift on ℓ 2 (Z). The latter is an isometry and is a unitary operator with purely absolutely continuous spectrum in the complex case. Hence T G : G → G as an operator on the Hilbert space G is a weakly nullifying isometry. Let F = span {e n : n ∈ Z}. Then F is a dense in ℓ p (Z) T -invariant linear subspace of G. Clearly, every x ∈ F has a unique backward T w -orbit. Condition lim n→∞ r n = 0 ensures that 0 is in the ℓ p -norm closure of the backward T w -orbit of any x ∈ F . Thus (B1), (B2 ′ ) and (B3 ′ ) are satisfied. Theorem 1.3 implies that T w is a weakly hypercyclic operator on ℓ p (Z).
The above example represents a known result, see [21] . It is included merely as an illustration. Feldman [11] has conjectured that if for a continuous linear operator T on a separable Banach space X every x ∈ X has a norm convergent to zero backward orbit and every x from a dense in X subset have weakly convergent to 0 forward orbit, then T is weakly hypercyclic or at least 1-weakly hypercyclic. It is shown in [21] that every weakly hypercyclic bilateral weighted shift on ℓ p (Z) with p < 2 is norm hypercyclic. Thus if we take the above mentioned weight w = (. . . , 1, 1, 1, 2, 2, 2, . . . ) of Chan and Sanders, the corresponding weighted shift T w is not weakly hypercyclic on ℓ p (Z) with 1 < p < 2. On the other hand, T w is invertible, all its backward orbits norm-converge to 0 and the forward orbits of elements of span {e n : n ∈ Z} converge weakly to 0. Thus T w ∈ L(ℓ p (Z)) with 1 < p < 2 provides a counterexample to the weak hypercyclicity part of the above conjecture [11] . The 1-weak hypercyclicity part of the conjecture as well as its weak hypercyclicity part for Hilbert space operators remain open.
Right here we include another example of an application of the above criteria. Feldman [11] conjectured that if G is a region of C bounded by a smooth Jordan curve Γ such that G does not meet the unit ball but Γ intersects the unit circle in a non-trivial arc, then M * is a 1-weakly hypercyclic operator on H 2 (G), where M is the multiplication by the argument operator M f (z) = zf (z). We prove this conjecture by means of applying Theorem 1.2. Note that with just a small adjustment of the proof the smoothness condition can be significantly relaxed. Theorem 1.6. Let Γ be a C 1 -smooth closed path (=a homeomorphic image of T under a C 1 -map from T into C with nowhere vanishing derivative) encircling the bounded domain G. Assume also that G ∩ D = ∅ and that Γ ∩ T contains a non-trivial open arc A of T. Then M * is a weakly hypercyclic operator on the Hardy space H 2 (G), where M is the multiplication by the argument operator M f (z) = zf (z).
It is easy to see that (M ′ ) −n δ w = w −n δ w . Since G ∩ D = ∅, |w| > 1 and therefore (M ′ ) −n δ w → 0. Hence (M ′ ) −n ψ → 0 for every ψ ∈ E = span {δ w : w ∈ G}. Since the functionals δ w for w ∈ G separate the points of the reflexive Banach space H 2 (G), E is dense in H 2 (G) * . By Lemma 1.7, (M ′ ) −n ψ → 0 for every ψ ∈ H 2 (G) * . That is, every ψ ∈ H 2 (G) * has a norm convergent to 0 backward M ′ -orbit. Now it is easy to see that for every ϕ ∈ L 2 (A, λ),
is a continuous linear functional on H 2 (G), where f (z) in the integral stands for the non-tangential boundary value of f at z. Furthermore, the map Φ(ϕ) = G ϕ is an injective continuous linear operator from L 2 (A, λ) to H 2 (G) * . Moreover, it is easy to check that M ′ (G ϕ ) = G Sϕ , where Sϕ(z) = zϕ(z). Thus, F = Φ(L 2 (A, λ)) is an M ′ -invariant subspace of H 2 (G) * , the inner product ·, · on F transferred from L 2 (A, λ) by the operator Φ defines the Hilbert space topology stronger than the one inherited from the norm topology of H 2 (G) * and the restriction of T to F is a unitary operator with purely absolutely continuous spectrum on the Hilbert space F (it is unitarily equivalent to S). In particular, the last restriction has no non-trivial finite dimensional subspaces. Thus conditions (B1-B3) for T = M ′ are satisfied. By Theorem 1.2, M ′ is weakly hypercyclic. According to Remark 1.1, M * and M ′ are similar with the similarity provided by an R-linear isometry. Hence M * is weakly hypercyclic as well.
We would like to mention the following result of the opposite nature. Theorem 1.8. Let H be a complex Hilbert space and T ∈ L(H) be such that there exists S ∈ L(H) for which S 2 = 0, T S = ST and T * T S * S + I. Then T is not 1-weakly hypercyclic.
Now we describe the main application of the above results. Recall that the Hardy space
The coanalytic Toeplitz operators are exactly the adjoints of the analytic Toeplitz operators since T * g = T g . The hypercyclic coanalytic Toeplitz operators were characterized by Godefroy and Shapiro [13] , see also [12] .
) is norm hypercyclic if and only if g is non-constant and g(D) ∩ T = ∅.
The question of characterizing 1-weakly hypercyclic coanalytic Toeplitz operators is raised in [11] . Note that if g ∈ H ∞ (D) and g(D) ∩ D = ∅, then either T * g is norm hypercyclic according to Theorem GS or T * g is a contraction and can not be 1-weakly hypercyclic. Thus the only case to consider is when g(D) ∩ D = ∅. The following two results provide a partial answer to the above question. 
∩ D = ∅ and g extends analytically to rD for some r > 1. Then T * g is not 1-weakly hypercyclic. Proof. Since the case of constant g is trivial, we may assume that g is non-constant. Clearly, |g| 2 − 1 is a non-negative real-analytic function on T. Since g is non-constant and g(D) ∩ D = ∅, |g| can not be identically 1 on T (use the maximum modulus principle). Thus |g| 2 − 1 is positive on T with the exception of finitely many zeros each of which has finite order. Hence log(|g| 2 − 1) can have only finitely many singularities each of which is logarithmic. It follows that log(|g| 2 − 1) ∈ L 1 (T) and therefore log(|g| − 1) = log(|g| 2 − 1) − log(|g| + 1) ∈ L 1 (T). It remains to apply Theorem 1.10.
Of course, the analyticity of g on T condition in the above corollary can be replaced by the condition of g on T being from a quasi-analyticity class. The proof remains virtually the same.
Feldman [11] has asked whether a 1-weakly hypercyclic operator on a Hilbert space must be norm supercyclic. The following result provides a negative answer to this question. Proposition 1.12. There is a 1-weakly hypercyclic operator T ∈ L(ℓ 2 ) such that T 2 is non-cyclic. In particular, T is not 2-weakly supercyclic.
The last assertion is due to Feldman [11] , who had observed that T n must be cyclic if T is an n-weakly supercyclic operator on a Banach space. Finally, we answer affirmatively the question [11] whether n-weak hypercyclicity for every n ∈ N implies weak hypercyclicity. Proposition 1.13. Let X be a separable infinite dimensional Banach space and T ∈ L(X). Then T is weakly hypercyclic if and only if T is n-weakly hypercyclic for every n ∈ N. Similarly, T is weakly supercyclic if and only if T is n-weakly supercyclic for every n ∈ N.
Our way of proving Proposition 1.13 has the following surprising byproduct. It is well-known and easy to see that the set of hypercyclic vectors of every norm hypercyclic operator on a Banach space X is a dense G δ -set. The canonical proof relies heavily upon the second countability of X. It was widely believed that the same statement does not hold for the set of weakly hypercyclic vectors. Curiously enough it does. Proposition 1.14. Let X be a separable infinite dimensional Banach space and T ∈ L(X). Then the set of weakly hypercyclic vectors for T either is empty or is a dense G δ subset of X (both the density and the G δ -property are with respect to the norm topology). The same dichotomy holds for the set of weakly supercyclic vectors of T .
We derive Theorem 1.9 from Theorem 1.2 and derive Theorem 1.10 from Theorem 1.8 in Section 2. We prove Theorems 1.8 and derive few corollaries in Section 3. Theorems 1.2 and 1.3 together with some more general statements are proved in Section 4. Section 5 is devoted to the proof of Propositions 1.12, 1.13 and 1.14 as well as to concluding remarks and open questions. It is worth noting that we shall actually prove Propositions 1.13 and 1.14 in the more general setting of Fréchet space operators.
While proving Theorem 1.10, we shall see that (T * g ) n f cn for some c = c(f, g) > 0 whenever f is a non-zero element of H 2 (D) and g satisfies the conditions of Theorem 1.10. In fact, we can prove a number of related results on the orbits of expanding coanalytic Toeplitz operators. These estimates are collected in the Appendix.
Weak hypercyclicity of coanalytic Toeplitz operators
) n ψ → 0 for every ψ ∈ E = span {δ w : w ∈ D}. Since the functionals δ w for w ∈ D separate the points of the reflexive Banach space H 2 (D), E is dense in H 2 (D) * . By Lemma 1.7, (T ′ g ) n ψ → 0 for every ψ ∈ H 2 (D) * . By Remark 1.1, T * g and T ′ g are R-linearly similar and therefore (T * g ) n f → 0 for every f ∈ H 2 (D).
First, we prove Theorem 1.9 taking Theorem 1.2 as granted.
The injectivity follows from the fact that a non-zero f ∈ H 2 (D) can not vanish on a subset of T of positive Lebesgue measure. Moreover, it is easy to check that
by the operator Φ defines the Hilbert space topology stronger than the one inherited from the norm topology of H 2 (D) * and the restriction of T to F as an operator on the Hilbert space F is unitarily equivalent to S. Now since |g| = 1 on A, S is unitary. Since an H ∞ function can not be constant on a subset of T of positive Lebesgue measure, g can not take one value on a subset of A of positive Lebesgue measure. It follows that the point spectrum of S is empty and therefore S has no finite dimensional invariant subspaces. Hence the restriction of T to F as an operator on the Hilbert space F (being unitarily equivalent to S) is an isometry with no non-trivial invariant subspaces. Thus conditions (B1-B3) for T = T ′ g are satisfied. By Theorem 1.2, T ′ g is weakly hypercyclic. Since T * g is R-linearly similar to T ′ g , T * g is weakly hypercyclic as well. Proof. Since B is invertible, we can consider the operator T = AB −1 . Using the equality AB = BA, one can easily verify that A * A B * B ⇐⇒ T * T I, A * A < B * B ⇐⇒ T * T < I, AA * BB * ⇐⇒ T T * I and AA * < BB * ⇐⇒ T T * < I. Now it is straightforward to see that each of the inequalities T * T I and T T * I is equivalent to T 1, while each of the inequalities T * T < I and T T * < I is equivalent to | T x, y | < 1 for every x, y ∈ H satisfying x 1 and y 1.
Remark 2.3. On can not scrape the invertibility condition in the above lemma. It can be somewhat relaxed however. By means of applying the Douglas lemma, one can see that the invertibility of B can be replaced by the assumption that B is injective and has dense range. Proof. It is straightforward to see that Sf, f = T |f | 2 H dλ for every f ∈ H 2 (D). Note that the inner/outer factorization theorem for Hardy space functions easily yields that the set {|f
h 0} with respect to the metric inherited from L 1 (T). Thus the condition H 0 is equivalent to S 0. Similar considerations together with the fact that a non-zero f ∈ H 2 (D) is almost everywhere on T different from zero imply that S > 0 if and only if H 0 and H > 0 on a subset of T of positive Lebesgue measure.
Recall that H ∞ (D) carries the natural structure of a Banach algebra. We say that g ∈ H ∞ (D) is invertible if g is invertible as an element of H ∞ (D). Of course, g is invertible if and only if there is ε > 0 such that |g| > ε everywhere on D.
g if and only if |h| |g| almost everywhere on T. Furthermore, T h T * h < T g T * g if and only if |h| |g| almost everywhere on T and |h| < |g| on a subset of T of positive Lebesgue measure.
Proof. By Lemma 2.4, T *
h T h T * g T g if and only if |h| |g| almost everywhere on T and T * h T h < T * g T g if and only if |h| |g| almost everywhere on T and |f | < |g| on a subset of T of positive Lebesgue measure. Obviously T h and T g commute and T g is invertible with T −1
The required result immediately follows.
It is easy to see that the required inequality
From the definition it immediately follows that every analytic Toeplitz operator is hyponormal (see [9] for a complete characterization of hyponormal Toeplitz operators). Since m j=1 |f j | 2 1 almost everywhere on T, Lemma 2.4 yields
T f k I and the required inequality follows.
Recall that h ∈ H 1 (D) is called an outer function if there is a real valued function q ∈ L 1 (T) such that e q ∈ L 1 (T) and h : D → C is given by the formula
Moreover, the function in the right-hand side always belongs to H 1 (D) and belongs to H ∞ (D) if and only if q is bounded above. Furthermore, log |h| = q almost everywhere on T.
Proof. Since log(|g| − 1) ∈ L 1 (T) is real valued and bounded above, the formula (2.1) with q = log(|g| − 1) defines an outer function h ∈ H ∞ (D) such that log |h| = log(|g| − 1). Hence |h| = |g| − 1 almost everywhere on T and h satisfies all desired conditions. Now we shall prove Theorem 1.10, taking Theorem 1.8 as granted.
Proof of Theorem 1.10. By Lemma 2.7, there is a non-zero h ∈ H ∞ (T) such that |h| |g| − 1 almost everywhere on T. Then |h| 2 (|g| − 1) 2 (|g| − 1)(|g| + 1) = |g| 2 − 1 almost everywhere on T. By Lemma 2.6, T h T * h + I T g T * g . Since T * h and T * g commute and (T * h ) 2 = T * h 2 = 0, Theorem 1.8 implies that T * g is not 1-weakly hypercyclic.
Theorem 1.8 and its applications
Lemma 3.1. Let H be a complex Hilbert space and T, S ∈ L(H) be such that S 2 x = 0, T S = ST and T * T S * S + I. Then T n x 2 n(n−1) 2 S 2 x 2 for every x ∈ H and n ∈ N.
Proof. Since T * T S * S + I, we have (T * T − I − S * S)x, x 0 for every x ∈ H. That is, T x 2 x 2 + Sx 2 for every x ∈ H. Since S and T commute, applying the last inequality with T n x in the place of x, we obtain
Since T * T I, T x x for every x ∈ H. Thus (3.1) implies
for every x ∈ H and every n ∈ Z + .
Hence T n x 2 n Sx 2 for every x ∈ H and n ∈ N. Applying this inequality with Sx plugged in instead of x, we see that T n (Sx) 2 n S 2 x 2 for every x ∈ H and n ∈ Z + . Using this inequality together with (3.1), we get
for every x ∈ H and n ∈ Z + .
Summing up the first n of the above inequalities, we obtain
for every x ∈ H and n ∈ N, as required.
We shall also need the following beautiful result of Ball [2, 3] .
Theorem B. Let X be a real or complex Banach space and {x n } n∈N be a sequence in X.
If X is a complex Hilbert space and
1, then there is y ∈ X such that y 1 and
Proof of Theorem 1.8. Take an arbitrary x ∈ H. First, consider the case S 2 x = 0. Since T and S commute the closed linear space Y = ker S 2 is T -invariant. Since S 2 = 0, Y = H. Thus, there is a non-zero y ∈ H, which is orthogonal to Y . It follows that T n x, y = 0 for each n ∈ Z + and therefore x is not a 1-weakly hypercyclic vector for T (actually, it is not even a cyclic vector).
It remains to consider the case S 2 x = 0. In this case Lemma 3.1 ensures that
Theorem B, there is y ∈ H such that | T n x, y | 1 for each n ∈ Z + . Hence x is not a 1-weakly hypercyclic vector for T and therefore T is not 1-weakly hypercyclic.
We derive a curious corollary from Theorem 1.8.
Corollary 3.2. Let H be a complex Hilbert space and S ∈ L(H), S 1. Then for every c > 0, the operator T = (c + 1)I + cS is not 1-weakly hypercyclic.
Proof. Consider the operator R = c(c + 1)(I + S). It is straightforward to verify that
Since S 1, we have I − S * S 0. Hence T * T − R * R − I 0. By Theorem 1.8, T is not 1-weakly hypercyclic unless R 2 = 0. In the latter case T satisfies a degree two polynomial identity and therefore is not 1-weakly hypercyclic as well.
Feldman [11] has conjectured that the operator 2I + B * is not 1-weakly hypercyclic, where B * is the backward shift on the complex Hilbert space ℓ 2 (Z + ). Obviously, Corollary 3.2 proves this conjecture. For what it matters, the same also follows from Corollary 1.11 since 2I + B * is unitarily equivalent to the coanalytic Toeplitz operator T * g with g(z) = 2 + z.
Proof of Theorems 1.2 and 1.3
We need a lot of preparation. The following lemma follows from Lemmas 2.3 and 2.6 in [21] . For the sake of convenience, we provide an independent proof.
Lemma 4.1. Let {a n } n∈N be a sequence in a pre-Hilbert space H such that ∞ n=1 a n −2 = ∞ and
Then 0 is in the closure of the set {a n : n ∈ N} in the weak topology.
Proof. Passing to the completion of H does not change a thing. Thus without loss of generality H is a Hilbert space. Obviously, none of the vectors a n is zero. Denote c n = a n and v n = an an . Then v n = 1, c n > 0 and a n = c n v n for each n ∈ N. The conditions imposed upon a n now read:
First, we shall demonstrate that there is a unique continuous linear operator T : ℓ 2 (N) → H such that T e n = v n for every n ∈ N, where {e n } n∈N is the standard orthonormal basis in ℓ 2 (N). This is equivalent to showing that there is a positive constant d such that
Applying the Cauchy-Schwartz inequality to the last sum, we get
where r is defined in (4.1). Obviously,
By the last two displays
Plugging this estimate into (4.3), we get
|z j | 2 , which proves (4.2) with d = 1 + r/2. Thus there is a continuous linear operator T : ℓ 2 (N) → H satisfying T e n = v n for every n ∈ N. Obviously, T (c n e n ) = a n for every n ∈ N. Since T is continuous, in order to show that 0 is in the closure of the set A = {a n : n ∈ N} in the weak topology, it suffices to verify that 0 is in the closure of the subset B = {c n e n : n ∈ N} of ℓ 2 (N) in the weak topology. | y j , e n | 2 c −2 n for every n ∈ N. Summing these inequalities up, we obtain
c −2 n , which contradicts (4.1) and thus completes the proof. | a m , a n | 2 < ∞. Then 0 is in the closure of the set {a n : n ∈ N} in the weak topology.
Proof. If 0 is in the closure of the set { a n : n ∈ N} of positive numbers, then 0 is in the norm closure of the set {a n : n ∈ N} and therefore belongs to its closure in the weak topology. It remains to consider the case when 0 is not in the closure of { a n : n ∈ N}. Then there is c > 0 such that a n c for each n ∈ N. Hence, the condition
an 2 am 2 < ∞. By Lemma 4.1, 0 is in the closure of the set {a n : n ∈ N} in the weak topology. We define the required map ϕ : N → N according to the rule: 
Two general statements
Theorem 4.4. Let X be a Banach space and T ∈ L(X). Assume that there exists a double sequence {u k,n } k∈N, n∈Z of elements of X and an infinite subset A of N such that (A1) {u k,0 : k ∈ N} is dense in X; (A2) T u k,n = u k,n+1 for every k ∈ N and n ∈ Z; (A3) the T -invariant space E = span {u k,n : n ∈ Z + , k ∈ N} carries an inner product ·, · such that the corresponding norm x 0 = x, x on E defines a topology (not necessarily strictly) stronger than the one inherited from X; (A4) for every k ∈ N, lim n→∞ n∈A u k,−n = 0; (A5) for every k ∈ N, the sequence { u k,n 0 } n∈Z + is bounded and for every k, a ∈ N, b ∈ Z + and s ∈ A, lim Then the operator T is weakly hypercyclic.
We shall prove these two results in one go.
Proof of Theorems
of the conditions (A5) and (A5 ′ ) ensures that for every k ∈ N,
Thus {c k } is a sequence of positive numbers. By Lemma 4.3, there is a map ϕ : N → N such that
Under the assumptions of Theorem 4.5 we assume A = N. Using (A4-A6) under the assumptions of Theorem 4.4 and using (A4 ′ -A6 ′ ) under the assumptions of Theorem 4.5, we can construct inductively a strictly increasing sequence {θ(j)} j∈N of integers with θ(1) = 0 and θ(j) ∈ A for j > 0 such that for every j ∈ N (actually (A4-A6) and (A4 ′ -A6 ′ ) are specifically designed for this very purpose),
−j whenever 1 s, t, r < j; (4.8)
Condition (A2) together with each of the conditions (A4) or (A4 ′ ) implies that T > 1. Thus (4.10) ensures that the series
The proof will be complete if we verify that u is a weakly hypercyclic vector for T . By (A2),
Using (4.10), we obtain
Recall that A k = ϕ −1 (k). By (4.11) and the above display, By (A1), the set {u k,0 : k ∈ N} is dense in X. Thus in order to show that u is a weakly hypercyclic vector for T , it suffices to demonstrate that each u k,0 belongs to the closure of O(T, u) in the weak topology. According to (4.12) , the latter will be achieved if we verify that 0 is in the closure of the set {a r : r ∈ A k } with respect to the weak topology. Since each a r belongs to E and the norm · 0 defines a stronger topology on E than the one inherited from X, it is enough to show that 0 is in the closure of {a r : r ∈ A k } in the weak topology of the pre-Hilbert space (E, · 0 ). By Corollary 4.2, it suffices to show that
In
We split the above sum into the summands with j = l and with j = l. If j = l, then by (4.9), According to (4.8) for r, q, j, l as in the above display, | u ϕ(j),θ(r)−θ(j) , u ϕ(l),θ(q)−θ(l) | < 2 −q . Plugging these estimates into the above display, we get
Summing up over q, we get r,q∈A k r<q
Thus both parts of (4.13) are satisfied. This completes the proof of Theorems 4.4 and 4.5.
Proof of Theorem 1.3
Since X is separable and F is dense in X, we can pick a countable set {u k,0 : k ∈ N} ⊂ F , which is norm dense in X. By (B3 ′ ), we can find {u k,−n : k, n ∈ N} ⊂ X such that T u k,−n = u k,1−n for every k, n ∈ N and lim n→∞ u k,−n = 0. Now we set u k,n = T n u k,0 for k, n ∈ N. By Theorem 4.5, the proof will be complete if we show that the double sequence {u k,n } k∈N, n∈Z satisfies conditions (A1-A3) and (A4 ′ -A6 ′ ), where we equip E = span {u k,n : n ∈ Z + , k ∈ N} with the inner product inherited from F . Obviously, (A1), (A2), (A3) and (A4 ′ ) are satisfied. Now let k, a ∈ N and b ∈ Z + . Then by (B2 ′ ), u k,n , u a,b = T n u k,0 , u a,b → 0 as n → ∞. Thus (A5 ′ ) is satisfied. Finally, let k, m ∈ N . By (B2 ′ ), T restricted to F is an · 0 -isometry. Hence for every j, n ∈ Z + , u k,n+j , u m,n = T n u k,j , T n u m,0 = u k,j , u m,0 → 0 as j → ∞ according to the already verified (A5 ′ ). Condition (A6 ′ ) easily follows. Thus (A1-A3) and (A4 ′ -A6 ′ ) are all satisfied and T is weakly hypercyclic by Theorem 4.5. The proof of Theorem 1.2 requires some extra preparation.
Auxiliary facts
We need some extra notation. The symbol M(T) will stand for the space of Borel σ-additive complex valued measures on T equipped with the full variation norm. It is well-known that M(T) is a Banach space and that the subset M c (T) of continuous (=purely non-atomic) measures µ ∈ M(T) is a closed linear subspace of the Banach space M(T). Symbol M + (T) stands for the set of µ ∈ M(T) taking values in the set R + of non-negative real numbers. Recall that for µ ∈ M(T) and n ∈ Z, the n th Fourier coefficient of µ is defined by
Proof. It is easy to see that the set of measures µ ∈ M(T) satisfying (4.14) is a linear subspace of M(T).
, it is enough to verify (4.14) for µ ∈ M c (T) ∩ M + (T). That is, without loss of generality, we may assume that µ ∈ M + (T). In the latter case, the Fubini theorem yields
Summing these equalities up for 0 k n, we obtain
For each δ ∈ (0, 2), we can split the above integral:
where A δ = {(z, w) ∈ T 2 : |z − w| < δ} and B δ = {(z, w) ∈ T 2 : |z − w| δ}. Note that |1 − (z/w)| δ and |1 − (z/w) n+1 | 2 for (z, w) ∈ B δ . Hence |h n (z, w)| 2 δ(n+1) for (z, w) ∈ B δ . Thus
.
On the other hand, for every z, w ∈ T and n ∈ N, h(z, w), being the average of several unimodular numbers, satisfies |h n (z, w)| 1. Hence
Combining the last three displays, we get
Next, note that the continuity of µ is equivalent to the equality lim δ→0 (µ × µ)(A δ ) = 0. Thus for every ε > 0, we can find δ ∈ (0, 2) such that (µ × µ)(A δ ) < ε 2 . Having δ fixed, we observe that | µ(k)| 2 < ε for all sufficiently large n. Since ε > 0 is arbitrary, this proves (4.14).
Recall that a subset A of N is said to have density 0 if
It is straightforward to see that Lemma 4.6 implies the following result.
Corollary 4.7. Let µ ∈ M c (T).
Then for every ε > 0, the set {n ∈ N : | µ(n)| ε} has density 0. Proof. Fix an enumeration of M : M = {µ j : j ∈ N}. It suffices to verify that for every k ∈ N, the set
is infinite. Indeed, this being the case we can choose inductively a strictly increasing sequence {m k } k∈N of positive integers such that m k ∈ A k for every k ∈ N. By the above display then | µ j (m k )| < k −1 for 1 j k. It follows that lim k→∞ µ j (m k ) = 0 for every j ∈ N. That is, the infinite set A = {m k : k ∈ N} satisfies the desired conditions. Thus it remains to verify that each A k is infinite. It is easy to see that
By Lemma 4.7 each B j,k has density 0. Since the union of finitely many sets of density 0 has density 0, the above display implies that A k is the complement in N of a set of density 0. Hence A k can not possibly be finite, which completes the proof.
Lemma 4.9. Let H be a separable Hilbert space and U ∈ L(H) be an isometric invertible operator with no non-trivial finite dimensional invariant subspaces. Then for every countable set N ⊆ H × H there is an infinite set A ⊆ N such that lim n→∞ n∈A
Proof. Passing to the complexification, if necessary, we can, without loss of generality, assume that K = C. In this case U is a unitary operator whose point spectrum is empty. By the spectral theorem, U is unitarily equivalent to the direct ℓ 2 -sum of a finite or countable set of operators M j of multiplication by the argument (M j f (z) = zf (z)) on L 2 (T, µ j ) with µ j ∈ M + (T). Thus we can assume that H IS the direct ℓ 2 -sum of L 2 (T, µ j ) and U IS the direct sum of M j :
Since the point spectrum of U is empty, so is the point spectrum of each M j . Hence µ j ∈ M c (T) for every j. Now for every (a, b) ∈ N and every n ∈ N,
where ν a,b = j a j b j µ j and hµ stands for the measure absolutely continuous with respect to µ ∈ M(T)
with the density h ∈ L 1 (T, µ). Note that the series in the definition of ν a,b converges with respect to the variation norm since We can further generalize the above lemma by dropping the invertibility condition. Proof. For each k ∈ N let H k be the orthogonal complement of T k (H) in T k−1 (H). We also denote
U n (H). Now it is easy to see that H is the direct ℓ 2 -sum of the spaces H j for j ∈ Z + . Moreover, H 0 is a U -invariant subspace and the restriction U 0 = U H 0 : H 0 → H 0 is an invertible isometry on H 0 . Furthermore, the orthogonal complement H + of H 0 in H (=the direct ℓ 2 -sum of H j for j ∈ N) is also U -invariant, and the restriction U + = U H + : H + → H + is a forward shift in the sense that U + provides an invertible isometry between H j and H j+1 for every j ∈ N. It immediately follows that U + is weakly nullifying. That is, {U n + y} converges weakly to 0 for each y ∈ H + . Since H is the orthogonal direct sum of H 0 and H + we can consider the orthogonal projections P 0 onto H 0 along H + and P + = I − P 0 onto H + along H 0 . Let Since U + is weakly nullifying,
The required property follows easily from the above two displays.
Proof of Theorem 1.2
Since X is separable and F is dense in X, we can pick a countable set {u k,0 : k ∈ N} ⊂ F , which is norm dense in X. By (B3), we can find {u k,−n : k, n ∈ N} ⊂ X such that T u k,−n = u k,1−n for every k, n ∈ N and lim n→∞ u k,−n = 0 for each k ∈ N. Now we set u k,n = T n u k,0 for k, n ∈ N. By (B2), the continuous extension U of the restriction S = T F : F → F to the (Hilbert space) completion H of the normed space (E, · 0 ) is an isometry with no non-trivial finite dimensional invariant subspaces. Applying Lemma 4.10 with N = Q × Q and Q = {u a,b : a ∈ N, b ∈ Z + }, we see that there exists an infinite set A ⊆ N such that lim n→∞ n∈A U n u k,m , u a,b = 0 for every k, a ∈ N and m, b ∈ Z + .
Since the restriction of U to the space F containing E = span {u k,n : n ∈ Z + , k ∈ N} coincides with the restriction of T , we have u k,m+n = U n u k,m and therefore By Theorem 4.4, the proof will be complete if we show that the double sequence {u k,n } k∈N, n∈Z satisfies conditions (A1-A6), where we equip E = span {u k,n : n ∈ Z + , k ∈ N} with the inner product inherited from F . Obviously, (A1), (A2) and (A3) are satisfied. The already established equality lim n→∞ u k,−n = 0 implies (A4). Boundedness of { u k,n 0 } n∈Z + follows from (A2) and the fact that T acts isometrically on (E, · 0 ). Let k, a ∈ N, b ∈ Z + and s ∈ A. Then using (A2) and the fact that T acts isometrically on (E, · 0 ), we get u k,n−s , u a,b = u k,n , u a,b+s . Now by the above display lim 
Further comments and open questions
We start this last section by proving Proposition 1.12. We need the following elementary lemma.
Lemma 5.1. Let X be a Banach space, S ∈ L(X) and x ∈ X be a hypercyclic vector for S. Assume also m ∈ N that w ∈ K is such that w m = 1 and w j = 1 for 1 j < m. Then u = (x, . . . , x) ∈ X m is a 1-weakly hypercyclic vector for T = S ⊕ wS ⊕ . . .
Note that in the case K = R, we do not have a wide choice of the numbers w. Namely, we must have w = 1 (trivial) or w = −1. The case w = −1 is singled out in the next corollary.
Corollary 5.2. Let X be a Banach space, S ∈ L(X) and x ∈ X be a hypercyclic vector for S. Then (x, x) ∈ X m is a 1-weakly hypercyclic vector for T = S ⊕ (−S) ∈ L(X × X).
Proof of Lemma
Since each of the vectors x, Sx, . . . , S j−1 x are hypercyclic for S, each of them is also hypercyclic for S m . Indeed, due to Ansari [1] , any operator shares its hypercyclic vectors with each of its powers. It follows that each O j is a dense subset of the closed linear subspace Y j of X m defined by the formula
Now the invertibility of the Van-der-Monde matrix {w (k−1)(j−1) } m j,k=1 easily implies that
Let now F be a non-zero continuous linear functional X m . According to the last display, there is j ∈ {1, . . . , m} such that the restriction of F j of F to Y j is non-zero. Hence F j is a continuous map from
is dense in K. By definition, u is a 1-weakly hypercyclic vector for T .
Proof of Proposition 1.12. Bayart and Matheron [4] constructed a continuous linear operator S on a separable infinite dimensional Hilbert space H (real or complex) such that S is hypercyclic, while the operator S ⊕ S ∈ L(H × H) is non-cyclic. Consider the operator
That is, T (u, v) = (Su, −Sv) for every u, v ∈ H. By Corollary 5.2, T is 1-weakly hypercyclic. On the other hand, T 2 = S 2 ⊕ S 2 = (S ⊕ S) 2 . Thus the non-cyclicity of S ⊕ S implies that T 2 is non-cyclic. Theorems 1.9 and 1.10 leave the following gap.
) to be weakly hypercyclic or at least 1-weakly hypercyclic?
Note that the standard comparing the topologies argument extends Theorem 1.9 to coanalytic Toeplitz operators acting on H p (D) with 1 p 2. Furthermore, the proof of Theorem 1.10 can be adjusted to work for coanalytic Toeplitz operators acting on every H p (D) for 1 p < ∞. In this article we just preferred to stick to the Hilbert space situation. It seems though that our proof of Theorem 1.9 fails miserably for coanalytic Toeplitz operators acting on H p (D) with p > 2. 
2I + S is not 1-weakly hypercyclic if S 1
It is natural to be curious whether Corollary 3.2 extends Banach space operators. Well, it does! Theorem 5.5. Let X be a (real or complex) Banach space, c > 0 and S ∈ L(X) be power bounded. Then T = (c + 1)I + cS is not 1-weakly hypercyclic.
The key to the proof of the above theorem is the following lemma.
Lemma 5.6. Let k 2 be an integer, c > 0 and for each n ∈ N, f n be the rational function defined by
It is worth noting that the estimate N (n) = O(n 1−k 2 ) is not the best possible. The best at the level of O-estimates is N (n) = O(n − k 2 ) but its proof we have at the moment is too technical and is left out since the above lemma suffices for our purposes.
Proof of Lemma 5.6. Consider the contour Γ given by γ : [−π, π] → C, γ(t) = 2e it − 1. Clearly, Γ encircles the origin once in the positive direction and leaves the only pole 1 + 1 c of each f n outside the domain it bounds. By the Cauchy formula,
Plugging in the definitions of f n and Γ, we get
(1 − e it ) k e it dt (1 + 2c − 2ce it ) n (2e it − 1) m+1 for every m ∈ Z + and n ∈ N.
The above display yields
Summing up the geometric series and taking into account that the function we integrate is even, we get
for every n ∈ N.
It is easy to verify that |1 − e it | t, |2e it − 1| − 1
> 0. Plugging these estimates into above display, we arrive to
Performing the change of variables x = αnt 2 , we obtain
Since k 2, the last integral is finite and the required estimate follows from the above display. for every n ∈ N.
Proof. Power boundedness of S easily implies the invertibility of T . Let f n , a m (f n ) and N (n) be as in Lemma 5.6. Since N (n) = ∞ m=0 |a m (f n )| < ∞ and S is power bounded, the series R n = ∞ m=0 a m (f )S m is operator norm convergent and R n qN (n), where q = sup{ S m : m ∈ Z + }. On the other hand, from the equalities f n (z) =
for every n ∈ N, which is the required estimate.
Lemma 5.8. Let S be a power bounded operator on a Banach space X, c > 0 and T = (1 + c)I − cS. Then for every integer x ∈ X at least one of the following statements holds:
• span (O(T, x)) is finite dimensional;
• for every m > 0, lim
Proof. Let x ∈ X. Assume that the second of the above statements fails. That is, there is m > 0 such that n −m T n x → ∞. Pick an integer k 2 such that T n x −1 < ∞. By Theorem B, there is f ∈ X * such that |f (T n x)| > 1 for every n ∈ N and therefore x is not a 1-weakly hypercyclic vector for T . Thus T is not 1-weakly hypercyclic.
Norm hypercyclic Toeplitz operators
It seems that norm hypercyclic Toeplitz operators have not been completely characterized.
Question 5.9. Characterize norm hypercyclic Toeplitz operators T g in terms of the symbol g ∈ L ∞ (D).
There are obvious obstacles to the hypercyclicity of T g . Since the spectrum of any hypercyclic operator must meet T, σ(T g ) ∩ T = ∅ is a necessary condition for the hypercyclicity of T g . Of course, a contraction can never be hypercyclic and therefore the hypercyclicity of T g implies g ∞ > 1. Similarly, an expansion can not be (norm) hypercyclic. It is not immediately clear which Toeplitz operators T g are expansions (that is, satisfy T g f f for each f ∈ H 2 (D)). It is clear however that T g is an expansion if the distance from 0 to the convex hull of the (essential) closure of g(T) is at least 1. Thus for a hypercyclic T g the last distance should be less than 1. Next, a hyponormal operator can not be norm supercyclic [6] , let alone hypercyclic. Since hyponormal Toeplitz operators have been characterized [9] , this provides another obstacle to hypercyclicity easily formulated in terms of the symbol. Finally, the point spectrum of the adjoint of a hypercyclic operator is always empty. Since the point spectra of Toeplitz operators have been described in terms of the symbol ( [14, 10] in special cases and [16] in general), this gives yet another obstacle to hypercyclicity written in terms of the symbol. These observations are nearly enough to characterize 3-diagonal hypercyclic Toeplitz operators. Apart from the above observations, in order to prove Proposition 5.10 we need the following easy lemma.
Lemma 5.11. Let d ∈ C and q : D → C be a holomorphic function such that |d| < 1 and q(z) = q(d/z) for every z ∈ A, where A is a subset of the annulus W = {z ∈ C : |d| < z < 1} with at least one accumulation point in W . Then q is constant.
Proof. Since the two holomorphic on W functions z → q(z) and z → q(d/z) coincide on the set A with an accumulation point in W , the uniqueness theorem guarantees that q(z) = q(d/z) for every z ∈ W . Extend q to a function on C by setting q(z) = q(d/z) for z ∈ C \ D. Using the fact that q(z) = q(d/z) for every z ∈ W , one easily sees that thus extended q is an entire function satisfying q(z) = q(d/z) for every z ∈ C \ {0}. In particular, lim |z|→∞ q(z) = q(0) and therefore q is bounded. By the Liouville theorem, q is constant.
Proof of Proposition 5.10. First, a direct computation shows that T * g T g − T g T * g = (|c| 2 − |a| 2 )P , where It remains to prove the hypercyclicity of T g in the case when |a| > |c| and min
In [10] , the explicit description of the point spectra and the eigenvectors of band (that is, the symbol is a Laurent polynomial) Toeplitz operators are given. In our specific case it is an easy exercise anyway (even without looking into [10] ) to see that for each z from the annulus W g = {z ∈ C : |c/a| < |z| < 1},
(n + 1)z n w n for the 2 points z satisfying z 2 = c/a. Furthermore, we have just listed all the eigenvectors of T g up to a scalar multiple (and most of them twice:
), which is exactly the region encircled by the ellipse g(T). The condition min
that Ω g meets both D and C \ D. Let E − = span {f z : |g(z)| < 1} and E + = span {f z : |g(z)| > 1}. Since E − is spanned by eigenvectors with eigenvalues of absolute value < 1 and E + is spanned by eigenvectors with eigenvalues of absolute value > 1, every f ∈ E − has norm convergent to 0 forward T g -orbit, while every f ∈ E + has a norm convergent to 0 backward T g -orbit. The Kitai Criterion [5] says that T g must be hypercyclic (even mixing) provided both E + and E − are dense in H 2 (D). The latter will be verified if we show that span {f z : z ∈ A} is dense in H 2 (D) for every A ⊆ W g with at least one accumulation point in W g . Assume the contrary. Then there is an A ⊆ W g with an accumulation point in W g such that span {f z : z ∈ A} is not dense in H 2 (D). Without loss of generality A does not contain the points z satisfying z 2 = c/a. The non-density of span {f z : z ∈ A} means that there is a non-zero function
the last equality is equivalent to q(z) = q(c/(az)) for each z ∈ A, where q(w) = wh(w). By Lemma 5.11, q is constant. Since q(0) = 0, q is identically 0 and therefore so is h. We have arrived to a contradiction, which completes the proof.
Proof of Propositions 1.13 and 1.14
Of course, the hypercyclicity/supercyclicity, the weak hypercyclicity/supercyclicity and the n-weak hypercyclicity/supercyclicity all make sense for operators on arbitrary locally convex topological vector spaces. In this section all topological spaces are assumed to be Hausdorff. Recall that a Fréchet space is a complete metrizable locally convex topological vector space. We need the following general concept. Let X and Y be topological spaces and F = {T a : a ∈ A} be a family of continuous maps from X to Y . An element x ∈ X is called universal for F if the orbit {T a x : a ∈ A} is dense in Y . We denote the set of universal elements for F by the symbol U(F). The following lemma follows directly from [22,
Lemma 5.12. Let A be a set and X, Y, Ω be topological spaces such that Y is second countable and Ω is compact. For each a ∈ A, let (ω, x) → F a,ω x be a continuous map from Ω × X to Y . For each ω ∈ Ω, let F ω = {F a,ω : a ∈ A} be treated as a family of continuous maps from X to Y . Then
Let X be an infinite dimensional locally convex topological vector space, n ∈ N and T be a continuous linear operator on X. For the sake of brevity we denote the set of n-weakly hypercyclic vectors for T by the symbol H n (T ) and we denote the set of n-weakly supercyclic vectors for T by S n (T ). Obviously,
are the sets of weakly hypercyclic and weakly supercyclic vectors for T respectively. The following lemma is a straightforward modification of a very well-known result on the sets of hypercyclic/supercyclic vector with the proof modified accordingly.
Lemma 5.13. Let X be an infinite dimensional locally convex topological vector space, n ∈ N and T be a continuous linear operator on X. Then the set H n (T ) is either empty or is dense in X. Similarly, S n (T ) is either empty or is dense in X if n 2.
Proof. First, assume that x ∈ H n (T ). Then T is n-weakly hypercyclic and therefore T is 1-weakly hypercyclic. According to Feldman [11] , a 1-weakly hypercyclic operator can not have non-trivial closed invariant subspaces of finite codimension. It follows that p(T ) has dense range for every non-zero polynomial p. Let S : X → K n be a surjective continuous linear operator. Then S(O(T, p(T )x)) = S(p(T )(O(T, x))) = (Sp(T ))(O (T, x) ). Since p(T ) has dense range, Sp(T ) : X → K n is surjective and therefore (Sp(T ))(O(T, x)) is dense in K n because x ∈ H n (T ). In particular, S(O(T, p(T )x)) is dense in K n , which proves that p(T )x ∈ H n (T ). Hence {p(T )x : p = 0} ⊆ H n (T ). Since every 1-weakly hypercyclic vector is cyclic, H n (T ) is dense in X.
Next, assume that n 2 and x ∈ S n (T ). Then T is n-weakly supercyclic and therefore T is 2-weakly supercyclic. According to Feldman [11] , in the case K = C, T can not have closed invariant subspaces of finite codimension 2. Thus either p(T ) has dense range for every non-zero polynomial or there is λ ∈ C such that p(T ) has dense range whenever p(λ) = 0. Running a similar argument in the case K = R, one easily sees that either p(T ) has dense range for every non-zero polynomial or there is an irreducible polynomial r (of degree at most 2 automatically) such that p(T ) has dense range whenever r does not divide p. Exactly as in the first part of the proof, one sees that p(T )x ∈ S n (T ) provided p(T ) has dense range. Combining these observations with the fact that x is cyclic for T , we see that S n (T ) is dense in X.
Recall that if X is a locally convex topological vector space, then the * -weak topology on its dual X * is the weakest topology making continuous every functional f → f (x) with x ∈ X. We shall say that a topological space Ω is a K Σ -space if Ω is the union of countably many of its compact metrizable subspaces. Since an open subset of a metrizable compact space is a K Σ -space, we easily see that (K1) An open subset of a K Σ -space is a K Σ -space; (K2) The product of finitely many K Σ -spaces is a K Σ -space.
By a way of warning, note that the product of countably many K Σ -spaces may fail to be a K Σ -space.
Lemma 5.14. Let X be a separable metrizable locally convex topological vector space. Then its dual X * equipped with the * -weak topology is a K Σ -space.
Proof. Since X is metrizable, we can pick a countable base {U n } n∈N of neighborhoods of 0 in X. For
By the Alaoglu theorem [19] , each U • n is compact in the * -weak topology. Next, since X is separable, there is a dense in X countable set A. Then the functionals Φ x (f ) = f (x) for x ∈ A are * -weakly continuous on X * and separate points of X * . Since every compact topological space admitting a countable separating points collection of continuous functions is actually metrizable, each U • n is a metrizable compact space. Thus X * equipped with the * -weak topology is a K Σ -space.
For a locally convex topological vector space X, we denote
It is easy to see that Ω n (X) is an open subset of (X * ) n when X * is equipped with the * -weak topology. Since the class of K Σ -spaces is closed under finite products and under passing to open subspaces, Lemma 5.14 implies the following corollary.
Corollary 5.15. Let n ∈ N and X be a separable metrizable locally convex topological vector space. Then Ω n (X) is a K Σ -space provided X * is equipped with the * -weak topology.
In general, the sequential continuity in the following lemma can not be replaced by the continuity.
Lemma 5.16. Let X be a Fréchet space. Then the evaluation map b : X ×X * , b(x, f ) = f (x) is sequentially continuous provided X * carries the * -weak topology.
Proof. Since b is bilinear, it suffices to show that b(x n , f n ) = f n (x n ) → 0 whenever x n → 0 in X and f n → 0 in X * equipped with the * -weak topology. By the uniform boundedness principle (=the Banach-Steinhaus theorem) [19] , the sequence {f n } is uniformly equicontinuous. That is, there is a continuous seminorm p on X such that |f n (x)| p(x) for every n and every x ∈ X. Hence |f n (x n )| p(x n ) → 0 since x n → 0 in X.
Now we are ready for the main ingredient of our proof.
Lemma 5.17. Let X be a separable Fréchet space, n ∈ N and T ∈ L(X). Then H n (T ) and S n (T ) are G δ -subsets of X.
Since h is outer, the coanalytic Toeplitz operator T * h is injective [18] and therefore T * It immediately follows that lim n→∞ n −k (T * g ) n f = +∞ for every k > 0 and for every non-zero f ∈ H 2 (D).
Next, we show that the conclusion of Theorem 6.2 does not carry on to the whole class E(D). That is, the condition log(|g| − 1) ∈ L 1 (T) can not be removed (not entirely at least). In order to make the result look more spectacular, we introduce the following class of functions:
T) and for z ∈ T, |g(z)| = 1 ⇐⇒ z = 1}.
Obviously, E 0 (D) ⊂ E(D).
Remark 6.3. Let p : T → R be such that p ∈ C ∞ (T), p(1) = 1 and p(z) > 1 for every z ∈ T \ {1}. Then the outer function h provided by (2.1) with q = log p belongs to E 0 (D) and satisfies |h| = p on T. g ∈ E 0 (D) and a non-zero f ∈ H 2 (D) such that the inequality (T * g ) n f < q(n) holds for infinitely many n ∈ N.
Proof. First, observe that for every increasing q : (0, ∞) → (0, ∞) satisfying lim x→∞ q(x) = ∞, we can find an increasing q : (0, ∞) → (0, ∞) such that lim x→∞ q(x) = ∞, the function x → 2 −x q(x) is decreasing and q(x) q(x) for x ∈ [1, ∞).
It immediately follows that we can, without loss of generality, assume that the function x → 2 −x q(x) is decreasing and q(1) = 1.
For every ϕ ∈ L 2 (T), we consider the continuous linear functional Φ ϕ on H 2 (D) given by the formula
Of course, different functions ϕ may lead to the same functional, but we do not care. Obviously,
Let I n = {e it : − 1 n t 1 n } for n ∈ N and H n be the space of ϕ ∈ L 2 (T) vanishing outside I n . First, we observe that for every n ∈ N, {Φ ϕ : ϕ ∈ H n } is dense in the Banach space H 2 (D) * . (6.3)
Indeed, since {Φ ϕ : ϕ ∈ H n } is a linear subspace of H 2 (D) * and H 2 (D) is reflexive, in order to verify (6.3), it suffices to show that {Φ ϕ : ϕ ∈ H n } separates the points of H 2 (D). This easily follows from the fact that a non-zero element of H 2 (D) can not vanish almost everywhere on I n . We shall construct inductively sequences {ϕ n } n∈N in L 2 (T) and {k n } n∈N of positive integers such that Φ ϕ1 = 1 and for every n ∈ N, ϕ n ∈ H n , k n+1 > k n , ϕ n L 2 q(k n ) 4 and Φ ϕn+1 − Φ ϕn 5 −n q(k n )2 −kn . (6.4)
We start by picking an arbitrary ϕ 1 ∈ H 1 such that Φ ϕ1 = 1. Since q(t) → ∞ as t → ∞, we can choose k 1 ∈ N such that ϕ 1 L 2 q(k1) 4 . This completes the induction step and thus the inductive construction of {ϕ n }, {k n } satisfying (6.4).
By (6.4) and (6.1), Φ ϕn+1 − Φ ϕn 5 −n for every n ∈ N. Since also Φ ϕ1 = 1, the sequence {Φ ϕn } converges in the Banach space H 2 (D) * to a non-zero Φ ∈ H 2 (D) * . It is an elementary exercise to show that for every sequence {c n } n∈N of numbers in (1, ∞), there is a function p ∈ C ∞ (T) such that p(1) = 1, p(z) > 1 for every z ∈ T \ {1}, p L ∞ (T) 2 and p L ∞ (In) c n for each n ∈ N. Indeed, one just has to take p n ∈ C ∞ (T) such that p n vanishes on I n and p n (z) > 0 for z ∈ T \ I n and build p as p = 1 + ∞ k=1 a k p k . All that remains is to choose the positive coefficients a k small enough to satisfy all desired conditions. This observation implies that there exists p ∈ C ∞ (T) such that p L ∞ (T) 2, p L ∞ (In) 2 1/kn for each n ∈ N, p(z) > 1 for each z ∈ T \ {1} and p(1) = 1. By Remark 6.3, there is g ∈ E 0 (D) such that |g| = p on T. In particular, g satisfies g L ∞ (T) 2 and g L ∞ (In) 2 1/kn for each n ∈ N. (6.5)
Let n ∈ N. By (6.1), the sequence {2 −km q(k m )} decreases and therefore (6.4) ensures that Φ ϕm+1 − Φ ϕm 5 −m q(k n )2 −kn whenever m n. Adding up these inequalities, we obtain Φ − Φ ϕn q(k n )2
Next, it is easy to see that T ′ g Φ ϕ = Φ gϕ for every ϕ ∈ L 2 (T). Combining this observation with (6.2), we get (
for each ϕ ∈ H n and m ∈ Z + . Applying this to Φ ϕn and using (6.4) and (6.5), we get
Combining the last two displays, we obtain (T ′ g ) kn Φ < q(k n ) for each n ∈ N. By Remark 1.1, T ′ g and T * g are isometrically similar. Thus there is a non-zero f ∈ H 2 (D) for which (T * g ) kn f q(k n ) for every n ∈ N. 
