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ABSTRACT Choosing a higher education course at university is not an easy task for students. A wide range 
of courses is offered by individual universities whose delivery mode and entry requirements all differ. A 
personalised recommendation system can be an effective way of suggesting relevant courses to prospective 
students. This paper introduces a novel approach that personalises course recommendations that will match 
the individual needs of users. The proposed approach developed a framework of an ontology-based hybrid-
filtering system called OPCR. This approach aims to integrate information from multiple sources based on 
hierarchical ontology similarity with a view to enhancing efficiency and user satisfaction and to provide 
students with appropriate recommendations. OPCR combines collaborative based filtering with content-
based filtering. It also considers familiar related concepts that are evident in the profiles of both the student 
and the course, determining the similarity between them. Furthermore, OPCR uses an ontology mapping 
technique, recommending jobs that will be available following completion of each course. This method can 
enable students to gain a comprehensive knowledge of courses based on their relevance, using dynamic 
ontology mapping to link course profiles and student profiles with job profiles. Results show that a filtering 
algorithm that uses hierarchically related concepts produces better outcomes compared to a filtering method 
that considers only keyword similarity. In addition, the quality of the recommendations improved when the 
ontology similarity between the items’ profiles and the users’ profiles were utilised. This approach, using a 
dynamic ontology mapping, is flexible and can be adapted to different domains. The proposed framework 
can be used to filter items for both postgraduate courses and items from other domains. 
INDEX TERMS Information Overload, Recommendation Systems, Course Recommender system, 
Ontology, Education Domain 
I. INTRODUCTION 
Finding information regarding higher education from a 
large number of websites is a challenging and time-
consuming process. Helping students to make the correct 
choice from a myriad of available courses in order to meet 
their individual needs is a real challenge [1]. We have used 
the term “course” in this paper to refer to any program of 
study such as undergraduate, postgraduate and so forth. Such 
abundant information means that students need to search, 
organise and use the resources that can enable them to match 
their individual goals, interests and current level of 
knowledge. This can be a time-consuming process as it 
involves accessing each platform, searching for available 
courses, carefully reading every course syllabus and then 
choosing the one that is most appropriate for the student [2]. 
Furthermore, even though some course titles are similar, they 
can lead to a different career path [3]. Studies have shown 
that, naturslly,  the students’ choices are influenced by their 
background, personal interests and career interests [4]. 
Researchers Gordon and Cuseo found that three out of every 
four students were uncertain or tentative about their career 
choice at the time of  college entry [5].  
 The process of choosing a course can be incredibly 
tedious and extremely complicated. Nowadays, students can 
rapidly find information relating to universities and the 
courses offered by them using online resources [6]. 
However, simply because more course information is now 
provided on university websites, this does not automatically 
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mean that students possess the cognitive ability to evaluate 
them all [1]. Instead, they are confronted with a problem that 
is termed “information overloading” [7]. 
Artificial intelligence methods developed at the beginning 
of research are now being applied to information retrieval 
systems. Recommended systems provide a promising 
approach to information filtering [8] as they help users to 
find the most appropriate items [9]. Based on the needs of 
each user recommendation system, a series of specific 
suggestions will be generated [10]. Recommendation 
systems are widely classified into three main techniques in 
the literature: collaborative-based filtering (CF) [11], [12]–
[15], content-based filtering (CBF) [16]and hybrid filtering 
[17]–[21].  
There are many online systems currently available that can 
be used to find and search for courses [22], which use tools 
based on the users’ prior  knowledge of the courses [19], 
keyword-based queries [23], [24] collaborative filtering 
based [25] [26], data mining and association rules based [19], 
[27] and content-based filtering models [28]. Despite the 
high impact of the course recommendation system and how 
useful it is, there are certain significant limitations, such as: 
 Models based mainly on the keywords 
failed to address the individual user’s needs in the 
recommendation process.  
 Although models use collaborative 
filtering, and data mining such as association rule 
and decision tree, there is often a lack of historical 
information that makes it challenging to adopt this 
approach. For instance, new students who wish to 
use the systems do not have sufficient information 
about the model and therefore cannot generate any 
recommendations.  
 The shortcoming of models that use 
content-based filtering is that current approaches 
are based only on a specific subject 
recommendation rather than an entire university 
course. Moreover, the similarity calculation in these 
models is based on the weighted average of features 
and does not take into account user interaction with 
the system, such as the rating value of 
recommendation items. 
 Another shortcoming of the current 
models is that they do not provide comprehensive 
knowledge about the course that is most relevant to 
the student. For example, students need to know 
what future career the course will lead to and 
require information about this aspect, as well as the 
quality of the facilities of the educational institution 
itself that will be providing the course.      
 Through categorising the needs of students and their areas 
of interest, it is possible to recommend an appropriate course. 
It is possible to help students to select a course by developing 
methods that will both integrate the data from multiple 
heterogeneous data sources and allow this to rapidly set 
valuable course-related information [6]. By using this 
ontology, the user will be able to gain precise knowledge 
about the course [22]. We have been able to build a 
relationship between the relevant information available 
through the internet, including the course modules, job 
opportunities and the users’ interests. Ontology provides a 
vocabulary of classes and properties that can be used to both 
describe a domain and emphasise knowledge sharing [29]. 
The use of semantic descriptions of the courses and the 
students’ profiles allows there to be both qualitative and 
quantitative reasoning regarding the matching, as well as the 
required information about the courses and the student’s 
interests which is necessary in order to refine the process of 
deciding which course to select. 
A novel hybrid filtering is proposed in this study, based on 
both the CBF and CF methods and using ontology as a way 
by which to overcome the problem of information 
overloading which has been a key challenge when 
consideration is given to building an effective 
recommendation system. This problem is related to the 
sparsity of information that is available (i.e. for users and 
items) in the recommendation filtering algorithms [30]. The 
proposed approach uses ontology for data extraction and 
integration from multiple data sources. Data integration that 
is based on ontology is used in the ontology-based metadata. 
It utilises a combination of model-based and memory-based 
use of ontology in CF to provide a high-quality 
recommendation. 
User profiling that is based on ontology, item ontology, 
the semantic similarity between two ontologies and the 
proposed OKNN algorithm is used in the CF to overcome the 
new user problem. On the other hand, item-based ontology 
and semantic similarity are both applied in CBF to overcome 
the new item cold start problem. In order to ensure the 
measurement of semantic similarity is more accurate, a 
heuristic method is used in the CBF. This measures the “IS-
A” degree between the two nodes of item ontology, which 
was found to yield a more precise recommendation list for 
the target user. 
This paper is structured as follows. In Section 2, we 
discuss related work that is relevant to this study. Section 3 
presents the proposed methodology with all of the process 
functions. Section 4 presents the implementation and 
evolution of the methodology, Section 5 describes the 
discussion results and finally, Section 6 includes the 
conclusion and recommendations for future work.  
 
II. RELATED WORK 
A recommender system is a tool that provides 
personalised recommendations for those items that are most 
likely to be relevant and interesting to a user in order to help 
him/her to find the most useful items [13], [31]. 
Recommended items can be any products, services, books, 
news or information in a given application domain. 
Recommender systems have been applied in different 
domains, including the traditional e-commerce domain and, 
remarkably, in emerging domains such as education and 
engineering [13], [32], [33]. 
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Recommendation systems have more recently offered 
personalised and more relevant recommendations. The 
personalised approach is achieved by using information that 
is found in certain situations, such as studying various 
objects, the context and areas of interest, location and careers 
[34]–[36]. For instance, courses that are recommended to a 
student who wishes to work in IT and who searches for 
“business information” will differ from those that are 
recommended to a student who aims to become an academic 
member of staff in the same area, since their requirements 
and level of education will be different. It is treated as 
contextual data that is a significant source of the accuracy of 
the recommendations [37], [38]. 
Various approaches are contained within the 
recommendation system. The main approaches are content-
based filtering (CBF), collaborative-based filtering (CF) and 
hybrid-based filtering [16], [19], [39]. CBF attempts to 
recommend items that are related to those which a given user 
has preferred in the past. In CF, however, the system 
identifies users whose preferences are similar to those of the 
given user and suggests items they have favoured. A hybrid 
recommender system is one that combines two or more 
recommendation approaches to achieve a better performance 
with fewer disadvantages than an individual approach. CF is 
combined, most frequently, with certain other techniques in 
an attempt to avoid the cold start problem. In the following 
sub sections, we focus on literature using recommendation 
systems in the education domain and how the use of ontology 
will improve the quality of the recommendations. 
A. RECOMMENDATION SYSTEM IN EDUCATION 
DOMAIN 
A significant number of recommender systems have been 
proposed in the education domain, as well as in teaching and 
academic advising. In the education domain, the target users 
are students, teachers or academic advisors, and the 
recommendable items are educational materials, universities 
or information, such as courses, topics, student performance 
and the field of study. Sandvug and Burke presented  
Academic Advisor Course Recommendation Engine 
(AACORN) that used a case-based reasoning approach, 
which utilised knowledge that had been acquired from 
previous cases in order to solve new problems [40]. Their 
system used both the course histories and experience of past 
students as the basis of assisting students in course decision 
making. 
At the same time, it was noticed that the future career of 
students is an essential factor which can influence their 
decision to choose a particular course [41]. Farzan and 
Brusilovsky proved this by using a reported course 
recommendation system that was based on an adaptive 
community [3]. They employed a social navigation approach 
to analyse the students’ assessment of their career goal in 
order to provide recommendations for courses. The primary 
idea of this approach was to obtain the students’ explicit 
feedback implicitly, as part of their natural interaction with 
the system. 
In this respect, Artificial Intelligence techniques could 
develop and improve the decision making and reasoning 
process of humans to minimise the amount of uncertainty 
there is in active learning to ensure a lifelong learning 
mechanism [21]. The challenge for recommender systems, 
therefore, is to better understand the student’s interest and 
the purpose of the domain [1]. An association mining based 
recommender has been developed for recommending tasks 
that are related to learning, and are most suitable for learners 
based on the performance of the targeted student and other 
students who are similar to them [27]. A course 
recommendation system has been proposed that would check 
how similar university course programmes are to the 
students’ profiles.  
The proposed framework is a comprehensive one that 
combines CBF and CF with an ontology technique in order 
to overcome the overloading information problem. It does 
this by using a similar hierarchal ontology to map the courses 
profiles with the user (student) profile. The new approach 
develops two new methods to extract and integrate data from 
multiple sources and then line them. This ontology mapping 
of the different data improves the ability to obtain a 
comprehensive knowledge of the recommended items. The 
approach tackles the new user problem by calculating the 
ontology similarity there is between the users’ profiles by 
measuring the user rates for each item. The proposed 
recommender system is used to work out the hierarchy 
ontology similarity there is between the item profiles and 
users’ profiles before the student enrolling in the research 
program chooses courses to match his/her requirements.  
B. ONTOLOGY BASED RECOMMENDER SYSTEM 
The original definition of “ontology” in computer science 
was provided by Gruber [42] as being “explicit speciﬁcation 
of a conceptualisation”. An ontology is used to represent an 
area of knowledge that formally describes a list of terms. 
Each of these items represents an important concept, such as 
the classes of objects and the relationships that exist between 
them [29]. Ontologies provide formal semantics that can be 
used to both process and integrate a range of information on 
the internet. Modelling information is one of the main goals 
of using ontologies [43]. The authors in [44] reported that 
ontologies are concept properties, disjointedness statements, 
value restrictions and specifications of logical relationships 
between objects. Ontologies provide a tool for the formal 
modelling of the structure of a system, which is based on the 
relationships that emerge from its observation. 
The term taxonomy (topic hierarchy) has been used when 
the ontology contains only “IS-A” relationships. The use of 
the word ‘ontology’ is usually restricted to systems that 
support a rich variety of relationships between concepts, 
including logical propositions that formally describe the 
relationship. Many ontology classifications have been 
established [45]. For instance, ontology can refer to specific 
domains that may provide conceptual modelling of a 
particular domain. 
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Various ontology-based recommendation approaches 
have been developed by using a variety of different methods 
[46]. Furthermore, the concept of the semantic web is used 
to improve e-learning. In [47], Yang et al proposed a 
semantic recommender system approach for e-learning use 
to help learners to define suitable learning objectives. 
Moreover, the system could assist instructors by suggesting 
new resources that could be adopted to enhance the syllabus 
of the course. This system has been built with a query 
keywords extension and uses both semantic relations and 
ontology reasoning. The authors in [10]presented a 
personalised ontology-based recommendation system, 
which is similar to the two approaches mentioned above. It 
represents items and user profiles in order to provide 
personalised services that use semantic web applications. 
The evaluation shows that the semantics-based methods of 
the recommender system improve the accuracy of the 
recommendations. A recommendation system based on 
ontology can also solve the cold start problem, which occurs 
when user information from the past is insufficient [30]. 
Indeed, this problem occurs due to an initial lack of ratings 
for new users and hence it becomes impossible to make 
reliable recommendations. An ontology-based model has 
been proposed for e-learning personalisation which would 
recommend learning objectives by judging the past 
preference history of learners. Like traditional systems, this 
system suffers from a new user problem and is limited to 
learning objectives only [48]. Ontology structure 
significantly improves the ontology structure, which can lead 
to increased accuracy [49]. For instance, all of the “IS-A”s 
relations in the ontology for measuring semantic similarity 
were considered to be similar in a hierarchical tree in which 
the associations between the concepts were shown by “IS-
A”. Calculating the similarity between the two concepts is 
made less accurate by this. Consequently, this affects how 
accurate the recommender system is in finding similar items 
or users. To avoid this problem in our system, we will invite 
new users to complete their profile by providing their 
personal information and preferences and by responding to 
certain questions. We will then create the user profile model 
based on the user ontology model. 
 
The main contributions of this work are the following: 
 Develop a comprehensive framework that 
combines CBF and CF with an ontology technique 
in order to overcome the overloading information 
problem. This is achieved by using a similar 
hierarchal ontology to map the profiles of the 
courses with the user (student) profile. 
 Develop a new approach to extract and 
integrate data from multiple sources and then map 
them. This ontology mapping of the different data 
improves the ability to obtain a comprehensive 
knowledge of the recommended items. 
 The approach tackles the new user 
problem by calculating the ontology similarity there 
is between the users’ profiles by measuring the user 
rates for each item. The proposed recommender 
system is used to work out the hierarchy ontology 
similarity there is between the item profiles and the 
users’ profiles before the student enrols on the 
research program and chooses courses to match 
his/her requirements. 
III. PROPOSED SOLUTION 
A hybrid recommender method based on ontology has 
been proposed in this work. The method firstly aims to 
extract and integrate information from multiple sources 
based on ontology. The information sources are classified 
into three primary sources; course information sources, 
student information sources and career information sources. 
Integrating information using ontology will obtain an 
optimal result. Moreover, the second objective is to build 
dynamic ontology mapping between the user profiles and the 
item profiles that will help to reduce information 
overloading. In order to recommend an appropriate 
recommendation to the users, we have combined two main 
filtering approaches, CBF and CF, and thus the result is a 
combination of memory-based and model-based methods. In 
the CF, several techniques, such as user profiling that is 
based on ontology, item ontology and k-NN, are used to 
overcome the information overload problem and improve 
scalability and accuracy. 
On the other hand, item-based ontology and semantic 
similarity are applied in the content-based filtering to solve 
the new user issue and to also improve accuracy. The final 
objective is to put forward a list of recommendations and ask 
the user to assign a rating to each recommendation. The user 
then gives their feedback on the recommendation list and 
carries out a re-ranking. User feedback has been used to 
evaluate the system and improve its accuracy, as is shown in 
greater detail in the evaluation section. This work aims to 
increase the accuracy and performance of the recommender 
system by combining the hybrid method (CBF and CF) with 
enhanced ontology. 
A. FRAMEWORK OVEREIVEW 
 
The proposed ontology-based personalised course 
recommendation framework (OPCR) is focused on 
recommending courses to students by utilising a hybrid 
filtering approach that combines both content-based filtering 
and collaborative-based filtering with ontology support. As 
shown in Fig.1, OPCR consists of four main layers. The first 
layer is data gathering, which consists of all the information 
resources and the data collection model. This is used to 
extract useful information from multiple sources. The second 
layer is the database, which is used to store all of the items 
and user information. The middle layer is the core functional 
part, which includes the ontological data model and the 
recommender engine model. We will explain each model in 
detail in the following sections. The final layer is a user 
application layer that consists of the user interface model, 
which is responsible for user interaction with the framework, 
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for searching items and for giving feedback on the 
recommendation list. Every layer and model in the 
framework both links and interacts with the others, based on 
the input and output of each one. Our framework comprises 
the following steps:  
(1) Extract all the useful information for the system from 
multiple sources.  
(2) Build the courses’ profiles by extracting all the useful 
information regardong course features and sorting that 
information in the system database. Consideration is given to 
the ontology hierarchy of the course features.  
(3) Build the student profile by obtaining student 
information via both explicit and implicit approaches. We 
have identified different user attributes which can be used to 
profile the student into our system as well as the user ratings 
of the recommended courses.   
(4) Build dynamic ontology mapping in order to link the 
user profile and item profile.  
(5) Analyse user queries and calculate the similarity 
between the user profile and the course profile by employing 
ontology matching and cosine similarity.  
(6) Use a collaborative filtering technique in order to 
obtain top N users that are similar to the current user by using 
an ontology-based k nearest neighbour (OKNN) algorithm. 
The final step suggests the recommended list of courses to 
the user and obtains user feedback. The purpose of each of 
these components is explained in the following sections. 
              
FIGURE 1. OPRC main architecture 
 B. DATA GATHERING 
As it was decided that a content-based recommender 
system technique should be the primary approach for the 
provision of recommendations, there are different formats of 
information that need to be gathered to support this system. 
Fortunately, all of these are available through information 
sources which are publicly available, either through websites 
in HTML format, such as the universities' websites for 
course information and recruitment websites for career 
information, or Microsoft Excel documents that have been 
uploaded to the internet, such as statistical information 
regarding the reputation of educational institutions, for 
example the NSS score for universities. The data from both 
the student and course ontology is prepared and pre-
processed into the correct format for the recommendation 
engine by the pre-processing data component. It was a time-
consuming task to obtain information about each course 
from all the universities’ websites as each university 
publishes its course information in different formats. 
Extracting precise information from various websites is 
always a challenging task in the domain of information 
engineering so we customised a web crawler that browses 
the web page automatically. It scrapes information from a 
web page and then sorts this into the system database. The 
reformulated queries are allocated to web crawlers and APIs 
that search for specific course information and jobs. 
The web crawler analyses the web page based on a 
definition of the features of each course, and then extracts 
feature values. Each extracted feature value belongs to one 
of the features that we have used in this paper. Five features 
of the courses are marked in this study: course title, course 
major subject, course fee, university location and the 
language of the course. On the other hand, the feature that 
has been constructed in the user ontology is based on the 
feature in item ontology. The implicit information, such as 
the user, feedback and the rates of the recommendations, 
have been collected and added to the user profile for later 
use, when it is then utilised to locate a top-rated neighbour 
that is similar to the target user. 
C. CORE FUNCTIONAL  
This section is the most important part of the framework 
and it consists of two models. Firstly, the ontology model, 
which includes construction dynamic ontologies for the user 
and the items that map these ontologies in order to gain a 
comprehensive knowledge of the recommendations. After 
building the ontologies and mapping them, this will be used 
as an input in the recommender engine. The recommender 
engine model is the second model in the layer. We have 
combined both CBF and CF filters to recommend items to 
users and utilised ontology in order to enhance the 
performance of the recommender engine (see section D and 
E for more details). 
Ontologies are used in the proposed approach to model 
knowledge regarding the course content (the course profile), 
knowledge about the user (the student profile) and domain 
knowledge (the taxonomy of the domain being learned). 
Within the domain of knowledge representation, the term 
ontology refers to both the formal and explicit descriptions 
of the domain concepts [1]. These are frequently conceived 
as a set of entities, relations, functions, instances and axioms 
[7]. By enabling the users or contents to share a common 
understanding of the knowledge structure, ontologies give 
applications the ability to interpret the context of the student 
profiles and the course content features based on their 
semantics. In addition, the hierarchical structure of the 
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ontologies allows the developers to reuse the domain 
ontologies (for example, in computer science and 
programming language)[50] in order to describe the learning 
fields and to build a practical model without the need to start 
from scratch. 
The present work has constructed three ontologies. Firstly, 
the course ontology; secondly the student ontology; and 
thirdly, the job ontology. The protégé tool has been used to 
evaluate the ontologies with hierarchical mapping between 
the ontology classes that are used to compute the similarity 
between them. Knowledge, represented by the ontologies, 
has been combined into one single ontology. The ontology 
model created significantly helps to reduce information 
overloading. 
1) Dynamic ontology construction  
The difference between static and dynamic ontology is 
that the dynamic depends on certain parameters changing 
that can be considered globally to be situations. Static and 
dynamic ontologies are suitable examples of the static and 
the dynamic from classical physics [43]. There are generally 
several ways to make a given static ontology become a 
dynamic one; it simply depends on what we want to define 
as being changing objects. However, ontologies developed 
by static approaches consist of terms that are limited in their 
knowledge base due to a lack of updating. A dynamic 
ontology-based model is proposed to classify the extracted 
terms and to build a knowledge base for a specific domain. 
It is a challenge to obtain a well-classified corpus. Even if a 
corpus is available, it may be classified improperly due to 
fewer terms being classified because of the limited and static 
nature of the classifiers. To overcome this, we propose using 
an ontology-based model in order to classify the terms and 
prepare the knowledge base. Ontology is a data model that 
characterises knowledge about a set of classes or concepts 
and the relationships between them [44]. The classes define 
the types of attributes or properties that are common to 
individual objects within the class. 
The following modules explain our proposed dynamic 
ontology model: Document Analysis, Ontology 
Construction. Fig.2.   
There are many existing methods of constructing 
ontologies available. In the present work, we follow the 
‘‘Ontology Development 101’’ approach developed by 
Natalya Noy and Deborah McGuinness [51]. The language 
used to write the ontology is the OWL 2 Web Ontology 
Language [36] and the protégé tool (Version 5.2) [52] has 
been used to build the model. In order to construct this 
ontology, the following steps have been considered:  
1. Determine the domain and scope of the ontology 
In this proposed work, higher education has been 
determined as the domain and master’s courses in 
Computing and Business Management have been 
determined as the scope of the ontology. 
2. Take into account reusing existing ontology  
In education, many ontologies were found that model this 
aspect of the domain. However, no ontology was found that 
could be reused to serve our intended purpose. Despite this, 
current ontologies have been used as a guideline to model the 
common concepts of the new ontology. 
3. Enumerate the domain terms 
The ontology is defined as a taxonomy that helps to 
describe different aspects of the domain, such as the student, 
course and career. Some concepts are further divided into 
subclasses that would improve the classification of the 
instances of these classes.  
4. Determine the classes and the class hierarchy  
The classes are defined as a group of individuals or 
instances that represent a class where all of the members 
share the same concepts. When the classes are ordered 
hierarchically, this is termed a taxonomy. Inference engines 
use hierarchies to denote inheritance relationships. Classes 
are defined by following the combination development 
process, which is a combination of both bottom-to-top and 
top-to-bottom approaches. When this approach is followed, 
the important terms are first defined and then generalisation 
and specialisation takes place.  
5. Define the relationships between classes  
The relationship that exists between class members in an 
ontology is termed the properties. There are two types of 
properties: object and data properties. Object properties 
represent the binary relations that exist between members of 
the classes, such as the relationship between a student and 
the courses. Here, we define a property called HasSelected, 
which is used to represent this relationship. Data properties 
link an individual to a data literal, such a student’s ID. 
We found that, by analysing users belonging to a 
particular profile, they have a similar interest in course 
ontology. Thus attributes such as offereCourse, HasCareer, 
etc. can help to decide initial recommendations to a user 
according to his/her profile. In addition, in this work we have 
focused mainly on the recommendation of courses based on 
CBF, and the attributes in the course vector such as course 
title, main subject of course and location. The user nodes in 
the user profile ontology are linked to course attributes in the 
course ontology using a hasFeildOfStudy, HasLocation 
relations. The course ontology is linked with job ontology 
using a LeadTo relation. 
2) Course Ontology  
Identifying different attributes is necessary for course 
profiling[31]. In order to construct a course ontology, we 
need to identify factors that most influence a student when 
they make a decision in choosing a university course. These 
FIGURE 2. Dynamic Ontology Construction 
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factors then become the main classes of the ontology. We 
carried out a survey of students at the University of 
Portsmouth to discover the most important factors that had 
influenced their choice of university course. More than 200 
students participated in this survey. They were given 20 
factors that influenced their decision to choose a university 
course and were then asked to rank these on a scale of 1-10. 
The 20 factors were classified into six categories and the 
scores and standard deviations for each category were 
computed. The results have been summarised in Table 1.  
 
 
A course programme’s title, fees, location and prominence 
were all factors that appeared to be the most important when 
the students determined their choice of university for higher 
education (HE) study. The students chose computer sciences 
and business management programmes, although some 
differences in the prioritisation of elements within the broad 
factors were observed. The following points can be noted: 
Taking 5.5 as the midpoint on a ten-point Likert scale, 
three of the seven factors had a mean score that was lower 
than this midpoint. It can be assumed therefore that 
promotion, people and prospectus elements do not have a 
significant influence on the choices that students make 
regarding where to study for their higher education.  
Among the elements included in the programme factors, 
both the field of study and the details regarding course 
information appear to exert the most considerable influence 
on the students’ choice of university course programme. 
The factor that was uppermost in the students’ decision-
making frameworks was the issue of fees, which had the 
greatest impact on university choice and the type of career 
that could be achieved following completion of the course. 
It was found that issues of institutional prominence 
maintain a fairly high profile in students’ decision-making. 
The overall reputation of the institution and the National 
Student Survey score (NSS) of teaching students are both 
significant.  
The course attributes are considered when extracting the 
course profile, including the essential information, course 
information, as well as information regarding fees and 
university rankings and the university’s NSS score. This 
information is used for knowledge discovery at a later stage 
of the user profiling process. In Fig.3 the main classes and 
subclasses of course ontology are shown with instances. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The course profile attributes will match the user profile 
feature through the ontology mapping. Each class of the 
course profile will be a map to the equivalent class in the user 
profile. Ontology reference is used to identify the equivalent 
classes in both the course profile and the user profile. The 
protégé tool was used for the construction and evaluation of 
the ontology model. Fig.4  shows the graphical 
representation of the course ontology in the protégé 
environment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Factors and key constituent element Mean 
Course information( Field of study, Courses , 
major subjects , course structure) 
7.8 
Course Fee 7.5 
NNS score 7.4 
Prominence (institutional reputation ) 6.4 
Location ( institutional location) 6.9 
Career  7.9 FIGURE .3 Course ontology Structure 
FIGURE 4. Graphical Representation of the Course Ontology 
TABLE 1. Factors and keys constituent elements for selecting 
university courses 
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2) Student Ontology  
Firstly, we need to model the student profile before 
recommending the appropriate course. The user profile 
consists of two main parts. The first part is the personal 
attributes and education attributes of the user and the second 
is the user’s rating of the previously recommended course. 
The personal attributes include the user’s individual personal 
information, as well as education and background 
information, such as their hometown, gender, the field of 
study, main subject, major subject, interest area, technical 
and non-technical skills, as shown in Fig. 5 and in Fig.6, the 
graphical representation of student profile ontology in 
protégé environment is shown.     
Therefore, in this paper, a student profile can be formally 
defined as Formula (1) and Formula (2): 
 
 U= { a1,a2,…………, an}                     (1) 
Where U is the user/student, ai represents the users and ith 
attributes.  
If a student has obtained an offer from the system in the past 
and rated the courses, we can further define that student as: 
 Ur = {u,r} = { a1,a2,……, an ,r}         (2) 
Here, Ur is the user that received a recommendation for the 
courses from the system and has rated the courses.  
 Furthermore, in order to make a satisfactory 
recommendation, it is important to ensure that the 
characteristics of the recommended activities match the 
user’s interests. The course ontology is created for all the 
courses that are to be recommended to the user/student. The 
system recommends several courses in the faculties of arts, 
information technology, science, social science, 
management, commerce, engineering, education and law. 
The student obtains a recommendation for any course 
depending on their eligibility, i.e. if the student has a 
graduation degree, the system can recommend any 
postgraduate course and if the student has a postgraduate 
degree, either a research course or a PhD can be selected, 
depending on the faculty. The proposed approach conducts 
an entrance test as an eligibility criterion for admission into 
the undergraduate and postgraduate engineering courses.  
In the proposed system, there are three ontologies: course 
ontology, student profile ontology and job ontology. There 
are three aspects of the local ontology construction process. 
These are unstructured text documents from structured 
relational data sources and semi-structured data sources files. 
Unstructured text documents include four processes: data 
pre-processing, concept clustering, context extraction and 
local ontology construction. For more information about 
local ontology construction from the unstructured text, see 
[1]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 FIGURE 5. Student Ontology Structure FIRURE 6. Graphical Representation of the Student Ontology 
 9 
 
 
3) Job Ontology  
A student’s future career is an essential factor that can 
influence their decision making when they are selecting a 
university course [3]. Constructing a job ontology is vital if 
a student is to understand the attributes of the job. This is 
extracted from a recruitment website, such as Indeed.com. 
Job attributes include such information as job title, job 
description, job salary, job location and the required 
educational qualifications, as shown in Fig.7.  
  
 
 
 
 
 
 
 
 
 
 
There is also a graphical representation of the job ontology 
in protégé environment in Fig.8. 
 
 
 
 
 
 
 
 
 
 
 
E. RECOMMENDER ENGINE  
After constructing the ontology models, in this section we 
now discuss the recommender engine. We used a hybrid 
method which combined the CBF and CF filtering 
approaches with supporting ontology model mapping, and 
this is the core component of the framework. In the following 
sections, we explain in detail how each element of the hybrid 
approach works  
1) CBF METHOD 
As previously mentioned, CBF filtering is based on the 
similarities that exist between the items (courses) and the 
user’s preferences. In order to calculate the similarity, we 
need to generate a vector for the features of both the item and 
the user. According to the course ontology model, the main 
classes are used as the feature of the item vector. The features 
include the course title, the major subject of the course, the 
course fee and the institution’s location. A constant weight 
has been adjusted for each of these features. These are 15%, 
15%, 10%, 10%, respectively. An additional feature that was 
used in the CBF filtering to recommend the more relevant 
course was the university’s reputation and its NSS score. The 
weight assigned to each additional feature was 10% and 
10%, respectively in the final scoring function.  
Different techniques have been used to calculate the 
similarity between the user profile and the course profile, 
according to the nature of the attributes in the course profile 
and the user profile. Hierarchy ontology similarity has been 
used for attributes, such as the course subject root and user 
preferred subject. 
Moreover, the matching similarity has been used to 
compute the similarity between the user location and the 
location of the university that provides the courses. 
Additionally, we have matched the user’s city with the 
regions of the universities in order to obtain more results. 
The cities are as classified by the United Kingdom. These are 
based on 12 regions and each region is formed of many cities. 
For example, the South East includes Portsmouth, 
Southampton and Kent amongst others. We have used a 
different type of similarity in the CBF approach, such as 
cosine similarity, matching similarity and normalisation 
similarity, depending on the nature of the feature. This is as 
follows: 
 Used cosine similarity to calculate the course title and 
major course subject, according to the formula (3) 
 
𝑆𝑖𝑚(𝐼𝑓𝑎, 𝐼𝑓𝑏) =
𝐼𝑓𝑎⃗⃗ ⃗⃗ ⃗⃗  .𝐼𝑓𝑏⃗⃗ ⃗⃗⃗⃗  ⃗
||𝐼𝑓𝑎⃗⃗ ⃗⃗ ⃗⃗  || × ||𝐼𝑓𝑏⃗⃗ ⃗⃗⃗⃗  ⃗ ||
    
(3) 
 
 
Where Ifa , Ifb  are item features of item a, b. 
 
 Course fee similarity calculation: The similarity 
between the university course fees and the user preferred 
fees has been calculated by using the following formula 
(4):   
FIFURE 7. Job Ontology Structure 
FIGURE 8. Graphical Representation of the Job Ontology 
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𝐹𝑆(𝑈, 𝐶) =
𝐹𝑢𝑚𝑎𝑥 − 𝐹𝑐
𝐹𝑚𝑎𝑥 − (𝐹𝑚𝑖𝑛 − 1)
 
(4) 
 
 
Where: 
FS (U, C) = the course fee similarity between the 
user preferred fee and the course fee for each 
university  
Fumax = the maximum university course fee that is 
expected from the user  
Fmin = the minimum university course fee in the 
database  
Fc = the university course fee  
 Location similarity calculation: The matching 
similarity has been used to compute the similarity 
between the user location and the location of the 
university providing the courses. In order to achieve 
more results, we also matched the user’s city with the 
regions where the universities are situated. The United 
Kingdom has classified the cities, based on 12 regions, 
and each of the regions is formed of  many cities. For 
example, the South East includes Portsmouth, 
Southampton and Kent amongst others. 
 University ranking similarity calculation: we 
calculated the ranking attribute in the user query and 
course profile, according to the formula (5) 
 
𝑅𝑆(𝑈, 𝐶) =
𝑅𝑚𝑎𝑥 − 𝑅𝑐
𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛
 
(5) 
 
 
Where: 
 
𝑅𝑆(𝑈, 𝐶) = the university ranking similarity 
between the user preferred ranking and university 
ranking 
Rmax = the maximum university ranking in the 
database 
Rmin = the minimum university ranking in the 
database  
Rc = the ranking of the university which provides 
the course  
 
 NSS score similarity calculation: to find the 
similarity between the NSS score of the course and the 
NSS score that the user is satisfied with, the following 
formula (6) has been used: 
 
𝑁𝑆(𝑈, 𝐶) =
𝑈𝑁  − (𝑁𝑚𝑖𝑛 − 1)
𝑁𝑚𝑎𝑥 − (𝑁𝑚𝑖𝑛 − 1)
 
(6) 
 
 
Where:  
NS (U, C) = the NSS score similarity between the 
user and the course  
UN = the user preferred NSS score  
Nmin = the minimum NSS score in the database  
Nmax = the maximum NSS score in the database 
 
 
2) CF METHOD 
The previous section presented the way in which the CBF is 
able to calculate the similarity between the user profile and the 
item profile based on the available attributes in each profile 
vector. In this section, we explain how the CF works within 
the framework and how using the ontology-enhanced CF 
performs to find the most similar users to the active user. The 
most important aspect of the CF is how to measure the 
similarity between the active user and the other users in the 
database. In addition, a new algorithm has been produced in 
order to enhance the KNN algorithm by using the ontology 
similarity called (OKNN). In the following sub-sections, each 
part will be presented in detail. 
 
 USER SIMILARITY CALCULATION 
The user profile vector consists of two parts; the first part is 
the user attributes, such as personal and academic 
information. The second part is the ratings that the user gives 
the item in the CBF case. In the proposed work, a new 
method has been used to calculate the similarity between the 
target user and other users in the database. The main idea is 
to use an ontology hierarchy similarity in the user profile and 
the user profile attributes. The proposed system has ontology 
support from the user history similarity that enables it to 
calculate the similarity between the target user and the other 
users in the system, according to the formula (7). The user 
similarity value range will be between (0, 1) and the weight 
for each part 50%.   
 US (Ua, Un) = ontology similarity + 
recommendation history similarity 
(7) 
 
 
 
Where: 
(US) is a similarity between the target user Ua and the users 
in the system Un. The system considers the levels of the 
ontology concepts in the user profile by classifying the 
ontology similarity to four levels. Moreover, the given 
weight for each level is based on its importance, as follows:  
Level 1 (major subject, main subject, the field of study)  
Level2 (interest area)  
Level3 (user location)  
Level 4 (user skills), as shown in Fig.9. 
To compute the similarity between each level of the 
ontology, we need to adjust the weight of each level, based 
FIGURE 9. Hierarchical matching and matching parameters 
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on the importance of the concepts in the levels. The 
importance of the concepts in the ontology level has been 
adjusted according to the results of the survey of 
postgraduate students at the School of Computing and 
School of Business at the University of Portsmouth. The 
results of the survey showed that the concepts in Level 1 are 
more important when a user decides to choose a university 
course programme. The weight given to the levels is as 
follows:  
Level 1 (30%)  
Level 2 (10%)  
Level 3 (5%)  
Level4 (5%).  
For instance, if the Ua profile consists of these attributes: 
artificial intelligence as a major subject, computer sciences 
as a main subject, information technology as a field of study, 
management as an interesting area, Portsmouth as a location, 
programming as a skill, then user Ub profile has these 
attributes computer programming as a major subject, 
computer sciences as a main subject, information technology 
as a field of study, management as an interesting area, 
Southampton as a location, programming as a skill. The 
ontology similarity calculation between Ua, Ub will be based 
on the Eq.(8): 
 
𝑂𝑆(𝑈𝑎, 𝑈𝑏) =  ∑𝐿𝑚
𝑛
𝑙=1
 
 
(8) 
 
Where:  
OS= Ontology similarity  
N = number of levels in the ontology  
Lm = level concept matching  
 
OS (Ua, Ub) = level1 + level2 + level3+ level4  
OS (Ua, Ub) = (0+ 0.1+0.05) + (0.1) + (0.05) + (0.05) 
OS (Ua, Ub) = 0.35 
Moreover, after computing the ontology similarity it will 
be necessary to obtain the recommendation history similarity 
between Ua, Ub. In the proposed work, the recommendation 
history includes all the courses that have been rated by the 
user in the CBF case. Many algorithms have been applied to 
compute the similarity between the user recommendation 
histories. Cosine similarity is one of the algorithms that is 
most widely used in this area [18]. The similarity between 
the users’ recommendation histories has been computed 
according to Eq. (9) and Eq. (10), as follows: 
  
𝑆𝑖𝑚(𝑈𝑎 , 𝑈𝑏) =
𝑈𝑎⃗⃗ ⃗⃗   . 𝑈𝑏⃗⃗ ⃗⃗  
||𝑈𝑎⃗⃗ ⃗⃗   ||  × ||𝑈𝑏⃗⃗ ⃗⃗   ||
 
 
(9) 
 
 
  
𝑆𝑖𝑚(𝑈𝑎 , 𝑈𝑏) =
∑ 𝑈𝑎.𝑈𝑏𝑝∈𝑃
√∑ (𝑈𝑎)2𝑝∈𝑃                √∑ (𝑈𝑏)
2
𝑝∈𝑃
      
 
 
(10) 
 
 
Where: 
 𝑆𝑖𝑚(𝑈𝑎 , 𝑈𝑏) = cosine similarity of two vectors  
 P = the set of courses that have been rated by user Ua and 
Ua  
The algorithm firstly calculates the dot product that is the 
sum of the products of the two vectors. However, as the dot 
product is sensitive to the magnitude, it might show that two 
vectors with a similar direction are dissimilar to each other, 
owing to one having a larger magnitude than the other. 
Following this, we need to normalise the value by dividing 
the product of the lengths of the two vectors together and 
calculating the cosine similarity by using the unit vector 
rather than the normal vector. 
 
 ONTOLOGY BASED K-NEAREST NEIGHBOUR 
ALGORITHM 
The k-nearest neighbour users of the active user (target 
user) must be determined in order to make a 
recommendations list by CF. To achieve this result, we 
proposed a new algorithm, OKNN algorithm, that combines 
the ontology similarity of the user profile attribute and the 
item rate when the recommendation history is applied. The 
k-nearest neighbour users to the target user are found by 
searching only those who exist among the same group, rather 
than all the users. For instance, if the target user has a main 
subject of Computer Sciences and their major is Computer 
Programming, the nearest neighbour will search for all the 
users who have Computer Sciences as a main subject in their 
profiles. In addition, not all of the groups are searched in the 
User-Clustering attribute of the items selected. The user 
similarity, based on Eq. (11), has been used to locate who is 
the neighbouring user to the target user. To find the top k-
nearest neighbour to the target user, we needed to rank the 
users’ similarity score. A common rate problem we faced for 
the top k-nearest neighbour was that the same item had been 
rated by different values, respectively. In order to solve this 
problem, the following formula has been proposed:  
  
Average weight score = ((
ARW C∗(KNNW−Omax∗K)
KNNW
 ) 
+ Oc *K)/100 
 
(11) 
 
 
 Where:  
KNNW = KNN weight in the final scoring function 
ARW c = average weight of the rate for the current course 
*100% 
Omax = the maximum occurrence of the rate in the 
recommendation history of all the top N users 
K = constant (e.g. 2) 
Oc = the number of occurrences of the current course has 
been rated  
 
The proposed method improves the scalability and accuracy, 
leading to an improvement in the performance of the 
algorithm. We present the steps of this algorithm as follows: 
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In this algorithm, the similarity between ontologies is used 
to compare the target user profile to other users to obtain k-
NN users. In this method of similarity, the conceptual 
similarities are considered when measuring the similarity 
between two ontologies. The conceptual comparison level 
includes the comparison between two taxonomies and the 
comparison of relations between the corresponding concepts 
of the two taxonomies. After producing the k-nearest 
neighbour users, all courses that have been selected by the 
neighbour users, but have not been selected by the target 
user, are recommended to the target user. 
The final step in the method is that the final 
recommendation list can be presented to the active user 
according to a hybrid recommendation list from both the 
CBF and CF filters based on a weighted approach. 
3) Final Scoring Algorithm   
The proposed approach to filtering combines CBF and CF 
with ontology to recommend courses to the user. For the new 
user, the system will recommend courses based on his/her 
profile. The recommendation process will begin based on the 
OPCR algorithm by creating a vector of users and courses.  
The final recommendation list is produced by using the 
final scoring function (FSF). FSF combines the similarity 
score of a content-based filtering list and a collaborative 
filtering list. Moreover, the other factor will be added to the 
final score as well, such as the university ranking and the 
NSS score as shown in the Eq. (12). The value of the final 
score function similarity should be between the range (0-1). 
The weight percentage for each part in FCF (CBF, CF, 
university rank, NSS score) is 50%, 30%, 10%, 10%, 
respectively. 
 Final Scoring Function (FSF) = (CBF*(50%)) 
+CF*(30%)) + (university rank *(10%)) + (NSS 
score 8 (10%))        
(12) 
 
  
 
  
 IV. EXPERMENTAL STUDY 
An experimental prototype system has been designed 
based on the OPRC framework. All modules that have been 
developed use open source tools which have been organised 
in a traditional client and server structure. The main objective 
of the evaluation is to determine whether the proposed 
method, which considers ontology data integration and 
hierarchically-related concepts, is better than the existing 
filtering method, which does not consider hierarchically-
related concepts. 
To achieve the objectives, we organised an experiment in 
which participants used an experimental system for 
evaluating course items. We made sure that user interaction 
with the framework was flexible which allowed the 
participants to select and rate the items of the university 
course in several sessions; for example, they could use the 
CBF and CF algorithm individually to see how the results 
changed compared with the OPCR algorithms. The 
participants were asked to provide a rating for each item on 
the recommendation list and re-rank the position of the item 
in the recommendation list. The participants’ ratings were 
then compared with the system’s rankings. 
A. DESCRIPTION OF THE EXPRIMENT 
We requested students from different academic 
backgrounds from the University of Portsmouth to 
participate in our framework experiment. A total of 123 
students participated in the month-long experiment. The 
  (OKNN) ALGORITHM   
1: For user Uc Get user profile and create vector 
2:  while there are Users to compare U do 
3:            Create vector for U 
4: 
Calculate the Similarity between U and Uc                                                        
by using   Formula  7 
5:              Sort the nearest neighbour list 
6:              Get the top 5 nearest neighbour  
7:              for each user in the top 5 list do 
8: 
for each course in the user’s recommendation 
history 
9:                                If C rate >= 3 then  
10:                                       add the C to the KNN list 
11:                                end if  
12:                        end for  
13:                 end for 
14               for each C in the KNN list do  
15:                  Calculate the C rate using   Equation 11  
16:                    Update the KNN list with the new score 
17:                  end for  
18:  end while 
  
 OPCR  ALGORITHM   
1: Calculate  course score based on the  user’s profiles and  
query term 
2: Calculate course NSS score similarity using formula ( 
6) 
3: Calculate university rank similarity by using formula (5) 
4: Calculate course fees similarity by using formula (4) 
5: Rank and get the top 10 courses which have the highest 
similarity score 
6: Recommend the user by the top 10 courses 
7: If the user chooses any of the recommended  
courses then 
8:  Use OKNN algorithm to determine the five   nearest 
neighbours of the current user Uc  calculate course 
scores   
9:          add top 10 courses to the recommendation list   
10: end if  
11: Return the refined recommendations to the user   
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students were from two different departments, the School of 
Computing and the School of Business and Management. 
After evaluating the system, the participants were asked to 
answer questions regarding different aspects of the system’s 
performance. A total of 95 students responded to the 
questionnaires, including 50 students from the School of 
Computing and 45 from the School of Business and 
Management. The participants were from different levels of 
education and study, including undergraduate, postgraduate 
and PhD students. Table 2 shows the number of students 
from each level. 
TABLE 2. Number of participants and level of study 
 
Each participant that registered onto the system 
recommended courses based on his/her profile. The users 
were asked to give a rating on the recommended courses and 
re-rank the recommended positions. The participants were 
also asked to use the search criteria to search on the UCAS 
website and rank the user satisfaction in both cases. The 
course dataset used in the experiment was from the UCAS 
website.    
The experimental system used UCAS as the main source 
for course information on each day of the experiment. We 
collected all of the course items by using the web crawler 
that had been built and customised to extract course 
information. Each user was required to rate all the course 
items that were in the recommendation list provided on the 
day of the experiment. 
Each participant could use the system in two ways; one 
option was a general search based on keywords, and the 
second was a personalised search achieved by building a user 
profile. This is undertaken by the register in the system and 
gives the system information about the user’s educational 
background and interests. After the user profile has been 
built, the system search will become more personalised. The 
system will recommend the five top courses to participants 
that are more relevant to their user profile. The participant is 
required to rate each course that is on the recommendation 
list, based on their interest in it, on a scale of 0 (not interested 
at all) to 5 (strongly interesting). Several recommender 
systems use a 1-5 scale, particularly course filtering systems 
and news filtering systems, such as NewsWeeder [53] and 
the commercial Amazon system [11]. The final course 
recommendation list showed that each participant used CBF 
and then CF, as shown in Fig.10. The participants registered 
and each defined an initial profile. The initial profile 
consisted of two main parts; the first was personal 
information, such as username, gender, postal address, user 
contact. The second part included academic information for 
the user, such as field of study, main subject, major subject, 
current study level, interest areas, course language preferred 
and skills. 
Each user’s profile was updated implicitly by giving 
consideration to the course that was rated in the 
recommendation list by the user. The weight of each level 
was increased if the user rated the item relatively highly. The 
degree of the relevance of the recommended items was 
adjusted by using a certain threshold of the rating range.  
Each participant used the system three times in order to 
create different profiles with a different search. The 
participants’ user profiles were updated by the data collected 
from the experimental system. This data was also used in 
different variations of the algorithm’s runs. The system’s 
performance was evaluated against a ranked list of the items, 
as rated by the participants. 
Field of study 
Study 
level 
No. students 
 
Computer Sciences 
PhD 
MSc 
BSc 
5 
15 
30 
 
Business and   Management 
PhD 
MSc 
BSc 
5 
16 
24 
FIGURE 10. Course and job recommendations 
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Several metrics have been used to analyse the results that 
were collected during this experiment. The users’ ratings on 
the 0-5 scale were saved so as to enable a ranking order of 
the courses, and thereby express the items’ relevance to the 
user. The questionnaire was used to measure user satisfaction 
and the quality of the recommendations. A benchmark was 
used to compare OPCR with the current system. 
 
B. DATA SOURCE AND CONFIGURATION 
In this study, the data collection of the content of MSc 
courses was gathered from the UCAS (Universities and 
Colleges Admissions Service) website and Indeed.com 
website was then used for job information. In order to 
achieve this, a web crawler was built and customised. The 
collected data was used to construct the item ontology 
(courses and jobs), based on our knowledge. There was no 
existing dataset for master’s courses at UK universities. We 
have created our dataset, called ontologyset, which includes 
courses extracted from UCAS.com. However, there was no 
need for an established benchmark dataset to evaluate 
OPCR’s performance. The system metadata included close 
to 21,000 online courses in ontologyset, covering 70 diverse 
subject areas that had been archived from UCAS.com. These 
were focus chosen and downloaded from different 
departments at various universities and colleges in the 
United Kingdom for testing purposes. The breakdown was to 
select 20 of these subject areas with a number of courses, 
however we decided to use the computer sciences and 
business management courses. Courses in ontologyset cover 
every postgraduate academic level, which yields a 
representative set that includes a wide range of courses 
offered at different universities. 
We used the Indeed.com website as a source in order to 
extract job information. This information included the job 
title, description, salary, location and user reviews. For test 
purposes, any jobs that related to CS and BAM courses were 
extracted. 
C. EVALUATION METRICS  
There are many approaches to evaluating the 
recommendation systems. The evaluation can use either 
offline analysis or online user experimental methods or a 
combination of these two approaches [54]. The approaches 
will be discussed in detail in the following subsections. 
1) Offline evaluation: 
An offline evaluation is achieved by using a pre-gathered 
dataset of users who choose or rate items. In many cases, the 
offline evaluation will be useful as it will enable knowledge 
about user behaviour to be obtained, such as the movie 
domain and music domain [55]. However, it will be difficult 
to obtain accurate results for the user's interests in the 
education domain because each user needs to choose a 
different education path based on their preferences. For this 
reason, the online evaluation obtained more accurate results 
because it was possible to obtain a real user interaction with 
the recommendation system.  
 
 
2) Online evaluation: 
In an online evaluation, users interact with a running 
recommender system and receive a recommendation. 
Feedback from the users is then collected by either 
questioning them or observing them. Such a live user 
experiment may be controlled (e.g. randomly assigning users 
to different conditions) or a field study may be used in which 
a recommender system is deployed in real life, and the 
effects of the system then observed. Online evaluation is the 
most desirable as it can provide accurate results of how 
effective our system is with real users [56]. Conducting such 
evaluations is both time-consuming and complicated, but it 
is inevitable that we must conduct an online evaluation for 
this research, since it is the only way to measure real user 
satisfaction. Their multiple metrics have been used to 
evaluate factors, such as recovery, the accuracy of relevance 
and rank accuracy, as follows. 
 
1)Recovery 
The recovery metric has been employed to evaluate how the 
recommender algorithms performed in providing a proper 
ranking to the whole item set [57]. The user prefers a kind of 
system that provides a higher rank for items which are 
relevant to the target user. Items that are relevant to each user 
can be extracted, based on her/his ratings in the test dataset. 
We considered the course selected by a test user and found 
that the Like rating (ratings 3, 4, 5) in the test dataset was 
relevant to the active user. Therefore, the recovery RC can 
be obtained according to Eq. (13): 
 
𝑅𝐶 =
∑   u∈uTestSet
1
𝐾𝑢
∑
𝑝𝑖
𝐶𝑢
𝐾𝑢
𝑖=1
|uTestSet|
 
 
(13) 
 
Where Cu is the number of candidate items for a 
recommendation in an item set, Ku is the number of relevant 
items to user u, pi is the place for an item I in the ranked list 
for user u, and |uTestSet | is the number of users in the test 
dataset. Based on this definition of recovery, the lower the 
RC is, the more accurate the system. In Table 3, an example 
of measure recovery metric, five users received a list of 
recommended courses and they rated (R) these according to 
their individual needs. We used Eq. 13 to find the recovery 
metric value as following: 
 
𝑅 =
1
3
(
1
5
+
2
5
+
5
5
)+
1
2
(
2
5
+
3
5
)+
1
3
(
1
5
+
3
5
+
4
5
)+
1
2
(
1
5
+
2
5
)+
1
1
(
2
5
)
5
 = 0.45 
 
 
TABLE 3. Example of Recovery Metric 
 
 
Ranki
ng list 
User 1 User 2 User 3 User4 User 5 
Course R Course R Course R Course R Course R 
1 C1001 4 C1022 1 C1001 3 C1066 5 C1066 2 
2 C1004 5 C1034 4 C1222 2 C1032 5 C1032 5 
3 C1012 2 C1012 5 C1432 3 C1032 2 C1032 2 
4 C1023 2 C1023 2 C1004 4 C1033 2 C1033 2 
5 C1009 3 C1055 2 C1012 1 C1012 1 C1012 1 
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 2) Accuracy of list relevance  
 
In an ideal information retrieval system, documents 
should be ranked in order of how probable their relevance or 
usefulness is. Most IR and RS follow this principle and will 
be presented to the user in a list. There are several methods 
that have been presented in the past which measure the 
accuracy of the relevance. One of these methods is average 
precision (AP) [57]. This is the average of the precision value 
that is obtained from the set of top k documents that exist 
after each relevant document is retrieved for the single query 
(for one recommendation list). If we have a set of queries 
(many recommendation lists), then we need to determine the 
mean average precision MAP as shown in Eq. (14) and Eq. 
(15).  
 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛 (𝐴𝑃) =  
1
𝑀
∑ 𝑟𝑒𝑙(𝑘) ×𝑛𝑖=1
𝑃𝑟𝑒𝑐 @𝑘     
(14) 
 
 
𝑚𝑒𝑎𝑛 𝐴𝑣𝑎𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑀𝐴𝑃) =  
1
𝑀
 ∑𝐴𝑃𝑚
𝑚
 
 
(15) 
 
Where  
M: the total number of relevant documents  
n: The list length 
rel (k): 1 if relevant, otherwise 0 
Prec@k : precision at rate 3 and above at each rank 
m: number of queries 
According to the example in Table 4, we have five users who 
received a list of recommended courses and they rated (R) 
this based on their interest. We used Eq. (14) to obtain the 
average precision for each user as the following: 
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛 𝑓𝑜𝑟 𝑢𝑠𝑒𝑟 1 =  
1
1
+
2
2
+
3
5
3
=  0.86 
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛 𝑓𝑜𝑟 𝑢𝑠𝑒𝑟 2 =  
1
2
+
2
3
2
=  0.58 
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛 𝑓𝑜𝑟 𝑢𝑠𝑒𝑟 3 =  
1
1
+
2
3
+
3
4
3
=  0.8 
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛 𝑓𝑜𝑟 𝑢𝑠𝑒𝑟 4 =  
1
1
+
2
2
2
=  1 
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑒𝑟𝑐𝑖𝑠𝑖𝑜𝑛 𝑓𝑜𝑟 𝑢𝑠𝑒𝑟 5 =  
1
1
1
=  1 
Many applications have been designed so that they 
recommend N items to users. Precision for the list 
recommended user u, Pu(N) is defined as the percentage of 
the relevant items to user u in the list recommended to the 
user. We considered items selected by the target user in the 
test dataset and received Like rating (such as 3,4,5) as 
relevant items to the target user. The precision of the systems 
on a recommendation list with N items can be defined in Eq. 
(16) as: 
 
𝑃(𝑁) =
∑   u∈𝑢TestSet 𝑃𝑢(𝑁)
|uTestSet|
 
(16) 
 
According to the example in Table 5, the precision will be as 
the following: 
 𝑃(𝑁) =
3
5
+
2
5
+
3
5
+
2
5
+
1
5
5
 = 0.44 
3) Rank accuracy  
Rank metrics extend recall and precision to take the 
positions of correct items in a ranked list into account and 
measure the ability of an algorithm to produce an ordered list 
of items that match the opinion of the user. Relevant items 
are more useful when they appear earlier in the 
recommendation list than when the item appears at the 
bottom of the list and are particularly important in 
recommender systems as lower ranked items may be 
overlooked by users. We used the Spearman’s ranking 
correlation r to calculate the ranking metric for the system 
[55]. The ranking will be more accurate when the r value is 
close to (1).  For the calculation method of Spearman’s 
ranking correlation we used Eq. (17) 
 
𝑟 = 1 −
6
𝑛(𝑛2 − 1)
∑(𝑥𝑖 − 𝑦𝑖)
2
𝑛
𝑖=1
 
 
(17) 
 
Where n is number of recommended items  
xi is the rank of item i output by RS 
yi is the rank of item i offered by the user  
In order to explain how to measure rank metrics we have 
two cases scenarios, the example of the first case is shown in 
Table 6 for user U1, all the user rank is different from the 
system rank. We used Eq. (17) to find the value of rank 
metrics as the following: 
TABLE 6. Example of Represent System Ranking and User Ranking case1 
𝑟 = 1 −
6
5((5)2−1)
 ((1 − 2)2 + (2 − 1)2 + (3 − 5)2 + (4 −
3)2 + (5 − 4)2) r= 0.6 
User 1 User 2 User 3 User4 User 5 
Course 
Rec. List  
R Course 
Rec. 
List  
R Course 
Rec. List  
R Course 
Rec. 
List  
R Course 
Rec. 
List  
R 
C1001 4 C1022 1 C1001 3 C1066 5 C1066 5 
C1004 5 C1034 4 C1222 2 C1032 5 C1032 2 
C1012 2 C1012 5 C1432 3 C1032 2 C1032 2 
C1023 2 C1023 2 C1004 4 C1033 2 C1033 2 
C1009 3 C1055 2 C1012 1 C1012 1 C1012 1 
Ranki
ng list 
User 1 User 2 User 3 User4 User 5 
Course R Course R Course R Course R Course R 
1 C1001 4 C1022 1 C1001 3 C1066 5 C1066 2 
2 C1004 5 C1034 4 C1222 2 C1032 5 C1032 5 
3 C1012 2 C1012 5 C1432 3 C1032 2 C1032 2 
4 C1023 2 C1023 2 C1004 4 C1033 2 C1033 2 
5 C1009 3 C1055 2 C1012 1 C1012 1 C1012 1 
Recommendation 
courses for U1 
User 
rate 
System 
rank 
User 
rank  
C1001 4 1 2 
C1004 5 2 1 
C1012 2 3 5 
C1023 2 4 3 
C1009 3 5 4 
TABLE 5. Example of the percentage of relevant items to user u 
TABLE 4. Example of Accuracy of list relevance Metric 
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The second case is for user U2 as shown in Table 7. In this 
case we noticed that 3 over 5 recommendation ranks are 
similar in both the system and user ranking and when 
implemented with Eq.17 the result will be as following: 
𝑟 = 1 −
6
5((5)2 − 1)
 ((1 − 2)2 + (2 − 1)2 + (3 − 3)2
+ (4 − 4)2 + (5 − 5)2) 
   r= 0.9 
 
TABLE 7. Example of Represent System Ranking and User Ranking 
case2 
 
Furthermore, to measure the ranking metric for all the users, 
it is necessary to calculate the average for all the r-value for 
the testing users. 
D. EXPERIMENTAL RESULTS 
The experimental data that we collected, i.e. the user 
ratings, was used to both train and test the hybrid filtering 
algorithms with the ontology technique.  
We implemented OPCR in Java and ran it on an Intel(R) 
Core(TM)2 Dup CPU processor, with a CPU of 3.20 GHz 
and 16 GB of RAM, under Windows 7. HTML was used for 
the system interface, as shown in Fig.11, and the MySql 
server was used to allocate a system dataset and user rating. 
In addition, a protégé tool was used to evaluate the 
ontologies built into the system. 
The effectiveness of OPCR was assessed in an empirical 
study that used a group of university students who played the 
role of appraisers at our university in order to evaluate the 
performance of OPCR. To recruit the appraisers, they were 
firstly asked to create their user profile and verify the 
usefulness of the recommended courses. We presented our 
empirical study to two departments at the University of 
Portsmouth, CS (Computer Sciences) and BAM (Business 
and Management). Since these participants differed in their 
majors and their academic standing, they formed a group of 
diverse appraisers. Altogether, 123 appraisers were recruited 
which represented a range of groups, from undergraduate to 
postgraduate level, across 37 different majors. Additionally, 
each appraiser was asked to modify his/her profile twice 
during the evaluation process so that different courses would 
be requested with each modification. This produced a yield 
close to 200 cases that was used to verify the performance of 
OPCR. 
 
The three performance measure metrics mentioned in the 
online evaluation section were used to evaluate the results 
obtained from the participants in order to make a comparison 
between the traditional CBF and CF filtering algorithms and 
the OPCR algorithms. The result, shown in Fig.12, was that 
the proposed approach algorithms worked far more precisely 
than the traditional one. Moreover, when we compared the 
proposed approach with a current course finder system, such 
as UCAS, it showed that OPCR is more accurate and 
provides more personalised results than UCAS. The 
performance was also of a higher quality than that provided 
by UCAS, as shown in the Fig.13.  
 
 
 
 
 
 
 
 
 
Recommendation 
courses for U2 
User 
rate 
System 
rank 
User 
rank  
C1001 3 1 2 
    
C1004 5 2 1 
C1012 2 3 3 
C1023 1 4 4 
C1009 1 5 5 
FIGURE 13. Comparison between POCR and UCAS performance 
metrics 
FIGURE 12. Comparison between POCR and (CBF, CF) performance 
metrics 
FIGURE 11. OPCR User Interface 
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In contrast, we used a questionnaire to evaluate both user 
satisfaction and the quality of the items recommended to the 
participants. The questions were designed according to the 
design guidelines and principles, and are described in more 
detail by [58]. The Likert-type scales used statements such 
as: "Please rate the extent to which you agree/disagree with 
the following" and 5-point response scales have been used. 
The response scales used anchors such as 1 = Strongly 
Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly 
Agree, as shown in Fig.14. The sample of the questions was 
as follows:       
Q1 Overall, I am satisfied with this recommender system. 
Q2 I am convinced of the items recommended to me. 
Q3 I am confident I will like the items recommended to me. 
Q4 This recommender system made me more confident about 
my selection/decision. 
Q5 The recommended items made me confused about my 
choice. 
Q6 This recommender system can be trusted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results showed that 81% of the participants were 
satisfied with the recommendations they received. Ontology-
based recommendations helped the users to obtain a more 
suitable recommendation. Moreover, 66% of the participants 
agreed that the recommendation system had helped them to 
make the right decision without making them feel confused 
about what was an appropriate choice. We have considered 
many of the other factors that are required to obtain an 
accurate result regarding the quality of the recommended 
item, and the user satisfaction of the OPCR as follows: 
1. Quality of Recommended Items 
1.1 Accuracy  
Questions regarding accuracy evaluated how likely it was 
that users would see that the course recommended to them 
matched their interest (e.g. the location of the university, the 
financial budget). The second question about the accuracy 
measurement was whether the system recommended good 
suggestions that would help with the decision-making 
process. The accuracy questions were as follows:   
 Q1 The items recommended to me matched my interests 
Q2 This recommender system gave me good suggestions 
The results are shown in Fig.15 and more than 60% of the 
users were satisfied with the recommended courses 
regarding how the recommended course matched with users’ 
interests.  
 
 
 
 
 
 
 
 
 
 
 
 
 
1.2. Familiarity 
Familiarity captures how well the users know some of the 
recommended items. OPCR used an ontology-based 
recommendation technique to recommend the most relevant 
items to users. The users were asked, “are some of the 
recommended items familiar to you?” The responses showed 
that 65% had obtained recommendations which included 
some familiar items, and 35% of the users said the results 
included new items, as shown in Fig.16. 
 
 
 
 
  
 
 
 
 
 
 
 
1.3. Novelty 
Novelty is one of the important indicators of user 
satisfaction as it helps users in the decision-making 
process[59]. OPCR provided the users with 
recommendations that included novel items which were not 
expected because ontology mapping is able to link all of the 
attributes in the course profiles and user profiles. 
Recommendations were included for novel items and also 
helped the user to discover new items, according to the 
results of the user's responses to the novelty questions below 
as shown in Fig.17,  
FIGURE 14. Attitudes Questions 
FIGURE 15. Accuracy Questions 
FIGURE 16. Familiarity Question 
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Q1 The items recommended to me are novel 
Q2 This recommender system helped me discover a new 
course 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1.4. Diversity  
The course domain in the recommendation system is 
different from that of other domains, such as news and 
movies [60]. OPCR mainly recommended courses based on 
content-based filtering, which measures the similarity 
between the user profile and the item. The recommendations 
are similar to each other because the ontology mapping 
technique will not allow irrelative items to appear with the 
recommendation items. We asked two questions to 
understand whether the recommendations had diverse items 
and how similar the recommended items were to each other. 
The results in Fig.18 show that more than 65% of the 
recommendations items have no diversity.   
Q1 The items recommended to me are diverse. 
Q2The items recommended to me are similar to each other 
 
2. Interaction Adequacy 
OPCR is a flexible system that can dynamically modify 
any part that is related to the recommender engine or user 
profile. The user can give a rating for the recommended 
course, with the scale of the rating adjusted from (1-5). To 
measure how interactive the system is with the user and how 
satisfied the user is with the user interface, the users were 
asked the following questions. The results are shown in 
Fig.19. 
Q1 This recommender system allows me to tell what I 
like/dislike. 
Q2 This recommender system allows me to modify my 
taste profile. 
Q3 This recommender system explains why the courses 
have recommended to me. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
V. CONCLUSION AND FUTURE WORK 
Searching and finding an item that is relevant to the user 
is a huge challenge. Choosing a higher education course at 
university is a massive decision for students. The 
recommendation system in education plays a vital role in 
overcoming the problem of information overloading, and 
helps the students to find relevant and useful courses from a 
large number of online course resources that are available on 
the internet.  
The current approaches to filtering have many limitations. 
To generate a comprehensive knowledge of the 
recommended items, information from multiple heterogenic 
sources needs to be mapped and linked. This paper proposes 
a novel approach to the recommendation system, which 
combines CBF and CF, supported by ontology similarity. 
OPCR algorithms are used to recommend university courses 
to a target student based on the user’s interest and the choices 
made by similar students. The experiments showed that 
ontology matching is a desirable tool for making a 
recommendation to a target student, and it can be seen that 
the proposed approach can obtain better results, including 
greater user satisfaction and accuracy, than other approaches. 
Furthermore, the proposed approach can help to combat 
information overloading and the problems faced by new 
users by using ontology similarity between the users’ 
profiles. Furthermore, using the ontology-based integration 
approach to integrate data from multiple heterogeneous 
sources will help the system to provide a comprehensive 
recommendation to users.  
Throughout the experiments, we noticed that building a 
new hybrid recommendation system which combines CF and 
CBF utilising ontology improves the information 
FIGURE 17. Novelty Questions 
FIGURE 18. Diversity Questions 
FIGURE 19. Interaction Adequacy Questions 
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overloading problem. Moreover, the ontology mapping and 
recommendation filter algorithms were incorporated to 
improve the accuracy of the recommendation and increase 
the user stratification of the recommendation. In addition, 
this approach improves the new user problem in the CF by 
incorporating ontology similarity into the proposed method. 
It was found that using dynamic ontology mapping to link 
the course profiles and student profile with the job profile 
helped to provide comprehensive knowledge about the 
course that was not only more relevant to the student 
oncology-based course recommender system, but also 
successfully brought a new dimension of ontology domain 
knowledge about the student and the course resources into 
the recommendation process. 
In future, we will enrich our repository by absorbing more 
course and user information and heterogeneous data sources. 
In addition, we plan to incorporate additional user contexts, 
e.g., available student behaviour, learning style and learning 
interests into the recommendation process in order to make 
the system more comprehensive and intelligent. We may 
employ more feedback information from students for 
effective courses and improve the student model based on 
students’ feedback and consider more aspects and techniques 
related to recommender systems. We plan to carry out more 
experiments with a variety of actual students from different 
departments and from various academic backgrounds in 
order to prove the flexibility of our proposal. 
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