Abstract. We consider the Whitham equations for deformations of hyperelliptic spectral curves, which preserve all periods of a meromorphic differential. If the meromorphic differential has a root at a fixed point of the hyperelliptic involution, then the Whitham flow has a singularity. We prove that the stable and unstable manifolds are non-empty and extend the Whitham flow continuously through the singularity.
Introduction
In 1968, Peter Lax [12] reformulated the KdV equation (see [3, (2 
.1)-(2.2)])
u t = 6uu x − u xxx = 0 for a real or complex function u as
where
Writing the KdV equation as a Lax pair (1) makes apparent that the spectrum of the onedimensional Schrödinger operator L is preserved by the time evolution of u. This observation underpinned the development of the spectral curve correspondence, whereby periodic solutions of the KdV equation are described in terms of spectral curve data. This is comprised of a subvariety of C 2 (the spectral curve), a holomorphic line bundle, a marked point and a meromorphic differential with prescribed poles and periods. Of particular interest are the finite type solutions, for which the spectral curve is hyperelliptic. In particular, the periodic finite type solutions are in one-to-one correspondence to pairs of hyperelliptic curves with holomorphic line bundles. Here we are mainly interested in the moduli spaces of all hyperelliptic curves, which are the spectral curve of a periodic solution of the KdV equation or a similar integrable system. It is now considered a hallmark of an integrable system that it may be formulated as a Lax pair and the spectral curve correspondence has been extended to many other nonlinear partial differential equations. The integrable systems with hyperelliptic spectral curves include besides the KdV equation the nonlinear Schrödinger (NLS) equation and the sinh-Gordon equation. For these integrable systems the Whitham equations define vector fields on the corresponding moduli spaces [6] . These vector fields define on the moduli space local coordinates, which were discovered by Marchenko and Ostrovskii [13] . Under special circumstances these vector fields have singularities, and our main result extends their integral curves through these singularities. An important application of this extension of the Whitham flow through singularities is when the finite type solutions account for all solutions. For example all immersed constant mean curvature 2-tori in 3-dimensional space forms, and all properly embedded minimal anuli in S 2 × R are of finite type. In such cases the integral curves sweep out the moduli spaces, and the Whitham flow can be used to obtain classification results [8, 9, 11] .
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1.1. Outline of Paper. The primary motivation for studying deformations of a hyperelliptic curve with a meromorphic differential comes from the examples to which our theory applies. Hence we begin in Section 2 to present the main examples of integrable systems with hyperelliptic spectral curves. First we describe in Section 2.1 the spectral curves of periodic solutions of the KdV equation. In the two subsequent Sections 2.2-2.3 the modifications for periodic solutions of the NLS and the sinh-Gordon equation are explained. In Section 3 we present a general framework for hyperelliptic spectral curves which includes the three foregoing examples. The Whitham flow is introduced in Section 4. We identify the singularities and show in Theorem 1 that the flow is smooth away from them. The two remaining sections investigate the singularities. First we show in Theorem 2 (Section 5) that neighbourhoods around the singularities can be embedded into smooth higher-dimensional moduli spaces. Finally we extend in the main Theorem 3 (Section 6) the Whitham flow through the singularities.
2. Integrable systems with hyperelliptic spectral curves 2.1. Spectral curves of periodic solutions of the KdV equation. For periodic solutions u of the KdV equation the spectral curve is the Bloch curve of the Lax operator L (1). Let T be the operator acting as x-translation by the period γ and note that L and T commute. Then the Bloch curve B is the set of pairs (λ, µ) ∈ C 2 such that L and T have a non-trivial common eigenfunction ψ with eigenvalues λ and µ, respectively:
Instead of the Lax equation, we use a zero curvature equation introduced by Novikov [14] which clarifies the analogies between our three examples. We rewrite the eigenvalue equation as an ODE in terms of ψ 1 = ψ and
u−λ 0 . The time evolution can be lifted to an evolution of the eigenfunction:
Then the Lax equation (1) is equivalent to
Now Floquet theory [4, Section 3] applies with the monodromy M :
The Bloch curve contains all pairs (λ, µ) with µ being an eigevalue of M (λ). For u ∈ L 1 (R/γZ) the Peano-Baker series of F converges to an entire function in λ ∈ C. Since det F = 1, the Bloch curve is the subvariety
In the finite type case the discriminant ∆ 2 − 4 has only finitely many odd order roots. In this case the Bloch curve can be compactified to an algebraic curve Σ with a meromorphic function λ with a double pole at λ = ∞, and a function µ with essential singularity at λ = ∞. We encode the function µ into the abelian differential of the second kind ω = d ln µ with second order pole at λ = ∞. The hyperelliptic algebraic curve Σ together with the meromorphic function λ of degree two and the Abelian differential of the second kind ω uniquely determines the corresponding Bloch curve. The corresponding triples (Σ, λ, ω) are characterised by the following properties: (A) ω is anti-symmetric with respect to the hyperelliptic involution σ. It has one pole of second order, and λ has a second order pole there. Σ * denotes the complement of this point. (B) ω is the logarithmic derivative of a holomorphic function µ on Σ * , which is transformed by the hyperelliptic involution as µ → µ −1 . (C) In case of real potentials, Σ is endowed with an anti-holomorphic involution acting as (λ, µ) → (λ,μ −1 ). The fixed point set of this involution has one more component than the geometric genus of Σ.
As a reference we recommend [3, Chapter 2 §1]. The other integrable systems are similar. The main differences are different λ-dependent matrices U and V and different porperties (A) and (C). In Section 3 we descibe the triples (Σ, λ, ω) of periodic finite type potentials by pairs of polynomials (a, b).
Spectral curves of periodic solutions of the NLS equation.
We replace in the foregoing construction of the spectral curves of periodic solutions of the KdV equation, the λ dependent matrices U and V by 
The corresponding triples (Σ, λ, ω) are characterised by property (B) and (A') ω is anti-symmetric with respect to the hyperelliptic involution σ. It has two poles of second order at both poles of first order of λ which are interchanged by σ. Σ * denotes the complement of both points. (C') In case of real potentials, Σ is endowed with an anti-holomorphic involution acting as (λ, µ) → (λ,μ −1 ). The fixed point set of this involution has either one more component than the geometric genus of Σ (defocusing NLS) or is empty (self focusing NLS).
2.3. Spectral curves of periodic solutions of the sinh-Gordon equation. There exist different versions of the sinh-Gordon equation [1] . The highest derivatives might be either the Laplace operator or the wave operator and the constants differ. We present here the version of the sinh-Gordon equation in our main application [7, 8] , as derived from the Gauß-Codazzi equations of constant mean curvature surfaces in three-dimensional space forms [15, 10, 2] . Instead of the variable t we use here the variable y:
This equation is equaivalent to (2) with t replaced by y and with the following λ-dependent matrices U and V :
The corresponding triples (Σ, λ, ω) are characterised by property (B) and (A") ω is anti-symmetric with respect to the hyperelliptic involution σ. It has two poles of second order at the unique pole and root of second order of λ. Σ * denotes the complement of both points.
(C") In case of real potentials, Σ is endowed with an anti-holomorphic involution acting as (λ, µ) → (λ,μ) without fixed points.
3. Hyperelliptic spectral curves 3.1. Hyperelliptic spectral curves. We consider Σ with a meromorphic function λ of degree two and with either one, or two or four marked points. We distinguish between four cases parameterized by (a, b) ∈ {0, 1} 2 : For any subset S ⊂ P 1 letŜ denote the set
The marked points are invariant under the hyperelliptic involution σ and fit togehter to form a setŜ b of the form (4). It is determined by the parameter b:
The triples (Σ, λ, ω) are described by a pair of polynomials (a, b) of degree 2g + (1 − a)(1 − b) and g + b + ab, respectively, which do not vanish in C ∩ S b . The polynomial a defines the variety Σ * with hyperelliptic involution σ:
The spectral curve Σ is the unique projective (not necessarily smooth) hyperelliptic curve with finitely many smooth pointsŜ b , such that Σ \Ŝ b is biregular to Σ * . The preimage of each point of S b contains 2 a points, andŜ b contains 2 a+b points. The polynomial b defines the meromorphic differential
without residues atŜ b . Σ and Σ * are endowed with an anti-holomorphic involution, and the polynomials (a, b) satisfy a reality condition, i.e. are fixed points of an anti-linear involution of the space of polynomials of degree 2g + (1 − a)(1 − b) and g + b + ab, respectively. We consider three involutions:
For pairs (a, b) in the fixed point set of (8) or (9) or (10), Σ is invariant and ω is mapped tō ω. For b = 0 only (8) is considered, since the involution should permute the marked points. For b = 1 all involutions (8)-(10) are compatible. However, the involution (10) has non-trivial fixed points (a, b) only if both degrees 2g and g + 1 + a are even, i.e. g is odd for a = 0 and g is even for a = 1. Furthermore, the roots of all fixed points (a, b) of (9) or (10) are contained in C \ S b . For (a, b) = (0, 1) the corresponding equations for all three involutions are described in [1] . For (a, b) = (1, 1) to the authors' knowledge only the involution (9) has been considered so far in [10] . We normalise the polynomials a in such a way, that they are essentially determined by their roots. In case of the involution (8) the normalised poynomials a have highest coefficient 1 and a is uniquely determined by the roots. In case of the two other involutions (9) or (10) the highest and lowest coefficients have absolute value 1. In these cases the polynomials a are determined by the roots only up to multiplication with ±1. In particular, a continous deformation of a given normalised polynomial a is uniquely determined by the corresponding deformations of the roots of a. In some cases there is a unique way to determine a in terms of its roots. For example, in case of our main application [7, 8] with (a, b) = (0, 1) and S b = {0, ∞}, in addition the involution (9) is assumed to have no fixed points on Σ. Then a is uniquely determined by its roots and the condition
ab be the space of all pairs (a, b) with a normalised polynomial a of degree 2g + (1 − a)(1 − b) and a polynomial b of degree g + b + ab with the following three properties: Both a and b have no roots in C ∩Ŝ b , they are fixed points of the involution (8) or (9) or (10), and finally (7) has no residues at the elements ofŜ b . The subset of (a, b) ∈ P g ab with b/a having at most first order poles on
Since ω is antisymmetric with respect to σ, for a = 0, ω has no residues at the fixed pointsŜ b of σ for all a and b. For a = 1 this condition reduces the real dimension of the affine space of pairs (a, b) by 1 + b. Hence P g ab is an open subset of an affine real space of dimension (11) 2g
The subset R (8)- (10) change the polynomials (a, b), but the corresponding spectral curves Σ are biholomorphic and the forms ω are the pullbacks of each other. For b = 0 and the involution (8) they take the form λ → αλ + β with 0 = α, β ∈ R. For b = 1 they take the form λ → αλ with α ∈ R \ {0} in case of the involution (8) and |α| = 1 in case of the involution (9) or (10). Let us now introduce real parameters, whose values parameterize these Möbius transformations. For this purpose we define γ ∈ C such that ω − γd(νλ a−g ) is holomorphic at λ = ∞. Since ω and d(νλ a−g ) both have a second order pole without residue at the points inŜ b over λ = ∞, γ exists and is unique. For b = 0 we only consider the involution (8) and γ is real. In this case the two-dimensional Möbius transformations are parameterized by γ and the second highest coefficient of a. For b = 1 and the involution (8) the one-dimensional Möbius transformations are parameterized by γ. Finally for b = 1 and the involutions (9) or (10) γ/|γ| ∈ S 1 parameterizes the one-dimensional Möbius transformations.
3.3. The isoperiodic set. Let us now introduce our main object, namely the isoperiodic set. For (a, b) ∈ R g ab the integrals of ω along cyclels in H 1 (Σ, Z) are called periods. The isoperidoic set is the subset of R g ab on which all these periods are locally constant. To make this more precise we calculate the periods along special representatives of the cycles. For a = 1 we call the elements of {λ ∈ C \ S b | λ (1−a)b a(λ) = 0} branch points of a and for a = 0 the elements of {λ ∈ C | a(λ) = 0} ∪ {∞}. For a smooth path in P 1 which connects two branch points and does not pass through any other branch point, the difference of the two lifts to Σ defines a cycle in H 1 (Σ, Z). Such cycles generate H 1 (Σ, Z). Because ω is anti-symmetric with respect to the hyperelliptic involution σ, the integrals of ω along such a cycle is twice the integral of ω along one of the two lifts to Σ of the path in P 1 . For a = 0 the poles of ω are branch points and the integral of ω along a path starting or ending at a pole of ω does not exist. In this case we choose a meromorphic function g on P 1 without poles at the branch points in C \ S b , such that ω − d(gν) has no poles at S b . Since all periods of d(gν) vanish the integral of ω − d(gν) along a path from a branch point in S b to another branch point is equal to half the period of ω along the corresponding cycle. Here the path should not pass through other branch points or other poles of g. In the following definition the integral of ω along such paths ending at poles of ω should be replaced by the correponding integral of ω − d(gν) with a meromophic function g as decribed above. In order to define the isoperiodic set in the neighbourhood of a given (a, b) ∈ R If O has for given (a, b) ∈ R g ab the properties (i)-(ii), thenÔ is for all O ∈ O simply connected and there exist unique meromorphic functions
Furthrmore, if (ã,b) ∈ U has property (i) in Definition 2, then there exist unique meromorphic functionsf
HereÕ denotes the preimage of O with respect to the mapλ :Σ → P 1 of the spectral curve of a analogous to (4) . Then condition (ii) in Definition 2 is equivalent to the following equations for all non
Note that both sides are by definition of ξ O , ξ U ,ξ O andξ U constant onÔ ∩Û andÕ ∩ U , repsectively. Moreover, the isoperiodic sets defined in terms of two coverings with the proerties (i)-(ii) conincide on the intersection of the correpsonding open neighbourhoods of (a, b) in R g ab .
3.4. Adding and removing double points. We can add at any λ 0 to a a double root and to b a simple root without changing ω. Since a and b are fixed under the involution (8) or (9) or (10) . Again the polynomial p should be normalised and fixed under the involution (8) or (9) or (10) . If p collects all higher order roots ofâ, then the polynomial a of the transformed pair (a, b) has only simple roots. We denote these transformations by
The isoperiodic set of such pairs (â,b) with higher order roots of a contains generically pairs whose first polynomial has only simple roots and the geometric genus is increased. In case of an involution (8) or (9) without fixed points and a double point interchanged by the hyperelliptic involution (i.e. a fixed point of the composition of the anti-holomorphic involution with the hyperlliptic involution) only on a subsest of the level set the condition is preserved that the antiholomorphic involution has no fixed points. Such data (a, b) are boundary points of the subsest of level set in R g ab whose elements correspond to Σ without fixed points of the involution (8) or (9).
Deformations of hyperelliptic spectral curves
In this section we describe one-dimensional families t → (a, b) parameterized by a real variable t ∈ (−ǫ, ǫ) in I((a, b)| t=0 ), they are integral curves of vector fields on T g ab .
4.1. The Whitham flow. We consider such a smooth family t → (a, b) parameterized by t ∈ (-ǫ, ǫ). The functions on the corresponding spectral curves depend on λ and t. The derivative with respect to t is denoted by a dot. On the open set O ∈ O of a covering as in Section 3.3 we have
Since the left-hand side of (14) does not depend on t, the left-hand sides of (16) fit together to form a global meromorphic function on Σ * with poles of at most first order at the points inŜ b . This function is of the form (17) c(λ) λ ab ν with a polynomial c of degree at most g + 1 + ab in the fixed point set of an involution selected out of the following list accordingly to (8) (9) or (10) . It corresponds to the infinitesimal Möbius transformationλ = √ ±1λ. We differentiate (7) with respect to t, and (17) with respect to λ and derive ∂ ∂λ
Hence second partial derivatives of ξ O (12) commute if and only if
For b = 0 both sides vanish at λ = 0. Hence (19) is an equation for the polynomial 2aḃ −ȧb in the fixed point set of the action of the involution (8) or (9) or (10) on this polynomial. Hence the number of independent real equations in (19) is at most 1 + deg a + deg b, which is the real dimension of P g ab , since a is normalised. If a and b have no common root, then (19) uniquely determines the Taylor coefficients ofȧ andḃ at the roots of a and b up to the orders of the roots minus one, respectively, and the highest coefficient ofḃ. Hence in this case c uniquely determines the derivatives (ȧ,ḃ) of the pair (a, b) with normalised polynomial a. Moreover, smooth c define unique (ȧ,ḃ) depending smoothly on (a, b). This proves the first statement of the following theorem: Proof. A tangent vector (ȧ,ḃ) belongs to the intersection of the kernels of the derivatives of all periods, if and only if the infinitesimal version of the conditions (i) and (ii) in Definition 2 are satisfied. In particular, they are the tangent vectors determined by the polynomials c. This shows that the kernel is g + 2 + ab-dimemsional. The rank of H 1 (Σ, Z) is equal to the number of branch points minus 2, which is 2g − 2a. Hence the dimension (11) of T g ab minus the number of independent periods is equal to the dimension g + 2 + ab of the former kernel. Hence the derivatives of the periods are linear independent, and I(a, b) ∩ T g ab is due to the implicit function theorem a submanifold of T g ab of dimension g + 2 + ab. The former tangent vectors determined by the polynomials c are the elements of the tangent space of this submanifold.
In the case, where a and b have only simple pairwise different roots α i and β j , respectively, we get the equationṡ
4.2. The singularities of the Whitham flow. For given (a, b) ∈ P g ab the equations (19) are linear equations for the coefficients of (ȧ,ḃ) depending linearly on the coefficients of c. Such equations have a general solution, if the determinant of the corresponding matrix of coefficients does not vanish. This determinant is a polynomial with respect to the coefficients of a and b. Due to Theorem 1, this determinant does not vanish for Disc(a) = 0 = resultant(a, b). Hence (19) defines a vector field on P g ab , which depends rationally on the coefficients of a and b, and linearly on the coefficients of c. We may multiply these meromorphic vector fields with the least common multiple of the denominators of all entries of the rational vector field and obtain a non-trivial holomorphic vector field. The integral curves of the latter holomorphic vector field are reparameterized integral curves of the former meromorphic vector fields. In particular, the integral curves of both vector fields have the same image sets in P g ab , in which we are mainly interested. Hence we may consider the holomorphic vector fields instead of the meromorphic vector fields. Instead of the zeroes of the denominators of meormorphic vector fields defined by (19) the holomorphic vector fields have zeroes. They are called singularities of the holomorphic vector fields, since in finite time the trajectories can neither pass in or out from the roots of a holomorhic vector field. However, the linearisation of the vector fields at the roots give some information on the stable and unstable manifolds, i.e. the trajectories passing in and out in infinite time. Moreover, even if the linearisation of the vector field vanishes, then the linearisation of a blow up may be non-trivial. Along these lines we investigate the holomorphic vector fields defined by (19) in Section 6. In the next section we deform the local functions ξ O instead of (a, b) and the derivatives ω of the ξ O . The Whitham flow turns out to be non-singular at (a, b) ∈ R g ab , if a and the f O 's have no common roots.
A smooth parametrisation of the isoperiodic set
We consider data (a, b) ∈ R g ab with a covering O as in Section 3.3 and the corresponding functions f O and ξ O (12) . In this section we show that I(a, b) is a submanifold of P We obtain a new copy of P 1 . By uniformisation, there exists a new global parameterλ, which takes at the points of S b the same values as λ. This new parameter is unique up to a Möbius transformation decsribed in Section 3.2. In particular there exist biholomorphic maps λ →λ = φ(λ) from λ ∈ P 1 \ (V 1 ∪ . . . ∪ V M ) and z m →λ = φ m (z m ) from z m ∈ W m to the corresponding domains ofλ ∈ P 1 . Letλ →ã(λ) be the normalised polynomial whose roots (counted with multiplicities) coincide with the zero set ofÃ 1 (λ), . . . ,Ã M (λ) and the roots of 
We say that polynomialsÃ 1 , . . . ,Ã M respect the reality condition if the corresponding involution (8) or (9) or (10) lifts to an involution of the new copy of P 1 and ofΣ such that it acts onλ,ν andω in the same way as on λ, ν and ω, respectively. In this case, the parameterλ is determined up to a real Möbius transformation (see Section 3.2) and (ã,b) ∈ I(a, b). I(a, b) . The tangent space T (a,b) I(a, b) is again isomorphic to the polynomials c in Theorem 1.
Proof. We have seen that the polynomialsÃ 1 , . . . ,Ã M with coefficients nearby the coefficients of A 1 , . . . , A M which respect the reality condition together with a choice of the parameterλ determine (ã,b) ∈ I(a, b). With an appropriate choice ofλ the roots ofã andb stay nearby the roots of a and b. Conversely, for (ã,b) in a sufficiently small neigbourhood of (a, b) in I(a, b) the local functionsξ 2 m take at the roots ofω the same values as unique polynomialsÃ 1 , . . . ,Ã M . They define a new copy of P 1 which is parameterized byλ. The roots ofã are the corresponding branch points and the roots ofb coincide with the roots ofω. Sinceλ is determined up to the Möbius transformations described in Section 3.2 this proves the first statement. It remains to prove that the map fromÃ 1 , . . . ,Ã M and the 2 − b parameters for the Möbius transformations described in Section 3.2 into I(a, b) is an immersion into P g ab . First we establish a linear isomorphism from the tangent vectorsȦ 1 , . . . ,Ȧ M together with infinitesimal Möbius transformations described in Section 3.2 onto the polynomialsc as described in Section 4.1. In a second step we show that all these data together uniquely determine the tangent vectors (ȧ,ḃ). If we differentiate (24) with z m (λ) = φ −1 m (λ) we obtain with (17) for the corresponding functions with a tilde and with (25)
On the right-hand side of (26) the second term has no poles at the roots ofb, since the derivative z ′ m of the biholomorphic mapλ → z m (λ) on W m has no root. Hence the first term on the right hand side of (26) determines the values ofc at the roots ofb and vice versa. Since the degree ofc differs by 1 − b from the degree ofb, these values determinesc up to infintesimal Möbius transformation described in Section 3.2. This shows the first claim.
Equation (26) Proof. We denote the composition of the map from the coefficients of (27) to (ã,b) ∈ I(a, b) with the map c byc. Due to Theorem 2 the productĉ =pc defines a vector field on the image of the map I(a, b) ֒→ I(â,b). Sinceĉ is a lift of the mapc to the image of I(a, b) ֒→ I(â,b), this vector field is tangent to this image. Unfortunately this image is not a submanifold of I(â,b), which is due to Theorem 2 a manifold. Equation (26) lifts this vector field to an ODE for the parameters in (27). At the initial values of the coefficients in (27) which are mapped to (â,b) the map from the parameters in (27) into I(â,b) is no immersion, and the ODE turns out to be singular. Next we shall modify the ODE with respect to two different aspects. Firstly we blow up the coordinates in (27). Secondly we multiply the vector field with a real function Γ depending on the blown up coefficients in (27) in such a way that the new vector field becomes smooth. The new vector field will have a root at the initial value. Due to the second modification the integral curves are reparameterized, but do not change as subsets in P g ab . Due to the first modification the linearisation of the vector field at the root is non-trivial. We want to find two trajectories of the vector field, one moving in and one moving out of the initial singularity. For this purpose we calculate the first derivative of the vector field and find non-trivial stable and unstable eigenspaces. By the Stable Manifold Theorem there then exist integral curves moving in and out of the singularity. and the right-hand side of (30) converges in the limit α → 0 to a constant independent of w. Consequently for the intial valueq of q the following polynomial
is a non-vanishing constant. Let us now calculate this initial valueq:
Lemma 1. For each ℓ ∈ N there exists a unique polynomialq of degree ℓ with two highest coefficients 1, such that the polynomial (31) equals a constant K. This polynomial is the polynomial part of w ℓ (1 − 2 w ) −1/2 . Proof. For polynomialsq of degree ℓ with highest coefficient 1 the polynomial (31) has degree at most ℓ. The condition that (31) is constant yields ℓ − 1 linear equations on the coefficients ofq. We can solve these equations uniquely by first defining the coefficient of w ℓ−1 inq such that the coefficient of w ℓ of the polynomial under consideration vanishes and then the lower order coefficients in the inverse order of their power. If we insert forq(w) = w ℓ (1 − Continuation of the proof of Theorem 3: For this polynomialq we have
At the initial value the ODE takes the forṁ
where h(w) is the polynomial part of
andq(w) is the polynomial in the lemma above. The derivativeα has to be of order O(α) in order to compensate the nominator of the right hand side ofq in (32). This confirms Γ = α ℓ+1 in order to compensate the power of α in the nominator. Consequentlyα is of order O(α) anḋ q is of order O(q −q) for small t. The linearized vector field has block diagonal form with respect to the decomposition of α and q. Since we are interested in trajectories on whichq/α is bounded, we restrict to the eigenspaces of theα equation. For these eigenspacesα is non-zero whileq vanishes. It remains to collect all equations corresponding to m = 1, . . . , M , and to find eigenvalues of the equation (32) with non-zero real parts. We decorate the polynomials C in (29) Remark 1. We assume that the common roots of a and b are non-real, i.e. not fixed points of the involution (8) or (9) . At real common roots the coefficients of A m (22),Ã m (27) and ofq in Lemma 1 are real. In this case it can happen that there only exist integral curves moving in or out of the singularity after multiplying the vector field induced by c with ±1.
