Systematic model bias has been implicated in the global recession that began in 2007, and this bias can be traced back to assumptions about the normality of data. Nonetheless, the normal distribution continues to play a foundational role in quantitative finance. One reason for this is that the normal often emerges, without prompting, as the distribution of sums or averages of large collections of random variables. Precise statements of this miracle are known as Central Limit Theorems, and they appear throughout the physical and social sciences. In this note, we review some of the most widely-used Central Limit Theorems. Subsequently, we explore the gap between the normal distribution and financial risk. This can be traced to a failure of the financial data to satisfy the assumptions of even the most liberal versions of the Central Limit Theorem.
Introduction
The Gaussian distribution, also known as the bell curve and the normal distribution, was introduced in 1733 by Abraham de Moivre to approximate binomial distributions, which arise in coin-flipping. Pierre-Simon Laplace used the normal to analyze experimental errors in the late 1700s and early 1800s, and Carl Friedrich Gauss used it to rigorously specify the concept of regression in 1809. The normal is pervasive throughout the physical and social sciences, and it is used to describe phenomena as diverse as the thermal energy distribution at the molecular scale, the transfer of heat, latency periods of diseases, crystals in ice cream, and species abundance.
1 Applications of the normal distribution to finance date back at least as far as Bachelier (1900) , who suggested it as a model for changes in stock prices. Today, it is an important feature of many aspects of quantitative finance. It is used in the modeling of equity risk, default probability, and option pricing. Other tools may implicitly rely on a normal assumption, such as linear regression and mean-variance optimization.
The omnipresence of the normal distribution can be explained by a collection of mathematical results known as Central Limit Theorems. These results assert that under broad assumptions, sums of random observations tend to become increasingly normal as the number of summands grows larger. In other words, the normal can appear without introduction, and it is often a good approximation to random quantities that can be expressed as sums or averages.
The basic version of the Central Limit Theorem assumes a collection of independent and identically distributed variables that have finite variance, and concludes that if they are sufficiently numerous, their sum is approximately normal. All of these assumptions can be relaxed, although in some cases the conclusion requires modification.
Of course, the applicability of the normal distribution depends on the exact problem under consideration. In risk modeling applications it is oftentimes the least conservative model of risk: extreme events are vanishingly rare and independent in a normal setting. This rosy normal picture of risk has been implicated in the systematic underforecasting of value at risk (Goldberg et al. (2008) ) and underpricing of credit derivatives (Salmon (2009) ) and is thereby indirectly implicated in the global recession that began in 2007.
In Section 2, we review the basic version of the Central Limit Theorem and a few of its many generalizations. Section 3 provides a glimpse of the gap between the normal distribution and daily market returns. Concluding remarks are in Section 4.
Central Limits
In what follows, we consider the sum S T of a sequence of random variables
The first version of Central Limit Theorem that we consider is taken from Feller (1957, chapter VIII.4 , Theorem 1).
Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T are independent and identically distributed with standard deviation σ, then normalized sum S T / √ T is approximately normal with standard deviation σ if T is sufficiently large.
The difference between two distributions can be quantified using their cumulative distribution functions. Let F T denote the cumulative distribution function of the normalized sum S T / √ T . The Central Limit Theorem states that the maximum difference between F T and the cumulative normal distribution can be made arbitrarily small by choosing T to be sufficiently large.
In general, there is no reason to expect approximate normality of sums on a particular finite sample. However, if the X i s have a finite third moment, there is a definite relationship between the number of observations and the accuracy of the approximation. An example is the Berry-Esséen Theorem. This version is taken from Feller (1957, Chapter XVI.5 , Theorem 1) Berry-Esséen Theorem. If the variables X 1 , X 2 , . . . , X T are independent and identically distributed with standard deviation σ and their absolute values have a finite third moment ρ, then the difference between the distribution F T of S T / √ T and the normal distribution
These results have the appeal of simplicity, but they are of limited use in most financial applications. The observations under consideration might not be identical or independent, and their standard deviation σ or third moment ρ may be undefined. Below, we describe generalizations of the Central Limit Theorem that relax these sometimes unrealistic requirements.
Dependence
Financial data often take the form of time series. It is reasonable to expect a time series to exhibit dependence since we can look to the past for information before we act. Temporal dependence can take many different forms. A familiar example is serial correlation, which is a linear relationship between the current and lagged observations. A serial correlation model is simple to specify, estimate, apply and test. However, it implies an exponentially decaying autocorrelation function, which may not match the empirical properties of financial data.
Less well known is a quantitative measure of long-term dependence that was developed by Edwin Hurst in the early 1900s. Hurst's job was to determine the height of a dam that would contain the Nile, even during long runs of rainy years, and release an adequate amount of water during a drought. The assumption of independent annual rainfall statistics led to a dam height that was too low. To measure the dependence, Hurst developed the rescaled range statistic, which is the expected volatility-normalized distance between the peak and the trough along a path. It has been used to measure long-term dependence in financial returns in a number of studies.
Dependent variables do not satisfy the conditions for the simplest Central Limit Theorem, even if they are stationary and have finite variance. This is illustrated by the extreme case where the X i s are exact duplicates. In this situation, the normalized sums are identically zero, or grow to (plus or minus) infinity with the sample size. However, the independence assumption can be substantially relaxed while preserving the limiting normal distribution.
Mixing
The series X 1 , X 2 , . . . is strongly mixing if pairs X j and X k that are widely separatedmeaning that the difference |j − k| between their indices is sufficiently large-are approx-imately independent. Strong mixing is a manifestation of short-term memory that is used in Lo (1991) . Precise formulations of the strong mixing property vary in the literature; a standard is from Rosenblatt (1956) :
Mixing Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T are strongly mixing and identically distributed with standard deviation σ, then the normalized sum S T / √ T is approximately normal with standard deviation σ if T is sufficiently large.
Martingales
A martingale is a fair process: at any future time and in any future state of the world, an increase in the value of a martingale is just as likely as a decrease of the same magnitude. Martingales appear throughout quantitative finance. A fascinating instance is the efficient markets hypothesis, introduced in Samuelson (1965) , Fama (1965a) , Fama (1965b) and Fama (1970) , which asserts that prices of traded securities are physical martingales. This means that all available information is incorporated in current prices.
3
Another example is the statement that no-arbitrage implies (under mild assumptions) that prices of traded securities are market-implied (or risk-neutral) martingales. This result, due to Harrison and Kreps (1979) and Harrison and Pliska (1981) , underlies most of option pricing theory.
In mathematical terms, the variables Y 1 , Y 2 , . . . constitute a martingale if the expected value of Y t conditional on information at time t − 1 is
A standard reference that describes the theory of martingales is Hall and Heyde (1980) . This version of the Central Limit Theorem is taken from Jacod and Protter (2003, Theorem 27.7) . In the following we consider changes in value X t , where X t is the difference Y t −Y t−1 :
Martingale Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T satisfy
then the normalized sum S T / √ T is approximately normal with standard deviation σ if T is sufficiently large.
Association
Linear correlation is insensitive to important aspects of security price co-movements, especially the extreme co-movements that occur in periods of turbulence. This has led financial modelers to consider more general measures of dependence. For example, variables X and Y are said to be associated if all nondecreasing functions of X and Y have zero or positive correlation. A useful consequence of association is positive quadrant dependence, which holds for variables X and Y , if
As discussed in Lo (2008) , the validity of the efficient markets hypothesis is an active topic of discussion, despite more than four decades of analysis.
for all values of x and y. This concept was introduced in Lehmannn (1966) , and Esary et al. (1967) show that association implies positive quadrant dependence. Karlin (1983) uses association matrices to describe the magnitude of positive quadrant dependence in a number of practical situations.
A Central Limit Theorem for associated variables is described in Newman and Wright (1981, Theorem 3):
Associated Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T are independent and associated, and the sums of covariances
have an upper bound that does not depend on T , then the normalized sum S T / √ T is approximately normal if T is sufficiently large.
Non-Stationarity
Financial data series are commonly modeled as non-stationary processes: returns exhibit different statistical properties at different points in the business cycle, and an extreme event can trigger an abrupt change in regime. Financial modelers account for this by allowing for conditional or stochastic volatility, building regime shift models, and by other mechanisms. By contrast, the next result suggests that when averaging over enough data, it is sometimes possible to ignore non-stationarity.
Suppose that the X i s are independent and have finite variance, but are not identical. Once again, extra conditions are required for the Central Limit Theorem to hold. This version of the Central Limit Theorem is taken from Jacod and Protter (2003, Theorem 21 .2).
Central Limit Theorem with Rapidly Decaying Variance. If the variables X 1 , X 2 , . . . , X T are independent, the expectations E [|X i | 2+ ] are bounded for some > 0, and the sum i σ 2 i is divergent, then the normalized sum S T /
√
T is approximately normal with standard deviation
if T is sufficiently large.
If a particular summand X j has a variance that is much larger than the variance of the other summands, then the distribution of the sum will be dominated by the distribution of X j . This observation leads to another version of the Central Limit Theorem for nonstationary summands which requires that the variances of the X i s be small compared to the variance of the sum (Feller, 1957, Chapter XV.6 
Infinite Variance
It is commonly assumed that financial returns have finite variance. Even if this assumption holds, the squares of financial returns may have infinite variance-or equivalently, financial returns may have an infinite fourth moment. An extension of the Central Limit Theorem addresses this situation, although its conclusion differs from the previous versions.
If the X i s are identical and independent with infinite variance, there may be a limiting distribution for appropriately scaled sums. 4 The limit is an α-stable distribution, which is heavy-tailed relative to a normal distribution. An α-stable distribution is distinguished by its tail index or power law α, which lies in the interval (0, 2). Roughly speaking, if x is large enough, the α-stable probability of an observation that exceeds cx is approximately c −α times the probability of an observation that exceeds x. It follows that a smaller α corresponds to a heavier tail. A very general treatment of central limits is in Embrechts et al. (1997, Chapter 2) 
and this version of the Central Limit Theorem is a special case of Embrechts et al. (1997, Theorem 2.2.15)
Infinite Variance Central Limit Theorem. If the variables X 1 , X 2 , . . . , X T are independent and identically distributed with tail index α ∈ (0, 2), then the normalized sum S T /T 1/α is, under technical conditions, approximately α-stable if T is sufficiently large.
3 How (Ab)Normal are Financial Returns?
We have seen that Central Limit Theorems lead to approximate normality under a wide range of conditions. Nonetheless, the conclusions are asymptotic, and it is generally not possible to specify the rate of convergence. For these reasons, it is crucial to provide a sanity-check on the normality assumption whenever possible by examining empirical data or appealing to economic reasoning. For example, defaults commonly occur in tandem, and oftentimes it is evident that a single default sparks a wave of defaults. This observation stands in contrast to the conclusion of a Gaussian copula model of defaults, which takes the simultaneous default of many debtors to be increasingly unlikely. Another example of a mismatch between a normal assumption and empirical observation is associated with the allocation of capital reserves required to cover potential losses. In this value-at-risk application, a normal distribution is commonly used to extrapolate to a worst-case scenario defined with a particular probability, i.e., the worst loss expected on 99 days out of 100. Here again the normal may not provide a realistic picture of extreme losses, because the normal tail implies a proportion of extreme events that is typically too small by empirical standards.
We illustrate the disparity between the normal distribution and empirical daily market returns in Figure 1a , which shows empirical densities of daily returns to four MSCI Indices 5 along with a normal distribution with the same standard deviation. The mismatch is easy to appreciate visually because the empirical returns show a greater peak about their center. To offer a more rigorous analysis we test the daily returns for normality using the method in (Lilliefors (1967) ). The p-values are marked in Figure 1a , and we reject p-values less than 0.05 with 95% confidence. In this test, all p-values are less than 0.001, meaning that it is unlikely that empirical daily market returns are drawn from a normal distribution.
In the next section we introduce the subtle issue of dependence in market returns, followed by a discussion of the impact of volatility regimes. As seen in the previous section, both of these properties have implications for the normality assumption.
Do Financial Returns Exhibit Temporal Dependence?
There is disagreement with regard to the nature of temporal dependence in financial data, even in specific cases. For example, Greene and Fielitz (1977) find evidence of long-term memory in stock prices by estimating the rescaled range statistic for 200 common stocks using five years of daily New York Stock Exchange data.
6 However, this finding is disputed in Lo (1991) , who employs a fifteen year history of daily stock prices 7 and a sixty-one year history of monthly stock prices 8 to generate equal-and capitalization-weighted indices. Lo argues on statistical grounds against the conclusion that common stock returns have long-term memory. The argument is based on a modified version of the rescaled range statistic that is "robust to short term memory."
Volatility of Returns Varies with Time
Unlike the question of dependence in financial returns, there is little debate that their volatility varies with time. Some days in the market are quiet, with little trading activity and mostly stable prices. On other days, markets exhibit massive trading volume and wild price swings. From a broader perspective, markets undergo periods of relative calm, punctuated with times of extreme turbulence. These regimes reflect the business cycle of expansion and contraction, or bull and bear markets. This behavior can be seen in a time-series plot of daily returns to four MSCI indices, shown in Figure 2 .
Although it is easy to reject the hypothesis that daily returns are normally distributed, it is harder to answer the question of whether or not returns are conditionally 5 The indices include the MSCI US Broad Market Index, the MSCI Europe Index, the MSCI UK Index, and the MSCI Japan Index. normally distributed. A conditionally normal model expresses a return R t as a product of two terms: a standard normally distributed term t , and a volatility term σ t that is allowed to vary in time:
Given the wide range of possibilities for the series σ t , the question of conditional normality must be posed in reference to a particular model of σ t . We investigate the question of whether daily returns to four MSCI Indices are conditionally normally distributed using an exponentially weighted estimate of σ t , averaged over previous absolute returns |R s<t | with a 23-day half-life.
9 The empirical densities of the volatility-scaled returns are shown in Figure 1b along with a normal distribution. Again the mismatch is apparent, although comparing to Figure 1a , the distribution of is less peaked than that of R. We test the daily volatility-scaled returns for normality using the Lilliefors test, and the p-values are marked in Figure 1b . As with the normality test on R, we reject the hypothsis that is normally distributed in all four cases. In other words, given the observed history, it is unlikely that daily returns to these MSCI indices are conditionally normal with this particular volatility model.
Some Things Change, Others Stay the Same
The rejection of the narrowly-specified hypothesis of conditional normality suggests a broader question: do financial returns exhibit any long-term statistical regularity? We break our history of daily returns to the MSCI indices into two periods, and compare the distribution of the volatility-scaled returns in the first period to those in the second period, using the same volatility model as in the previous section. We test the null hypothesis that the distribution of volatility-scaled returns remains constant in the two periods using the nonparametric Kolmogorov-Smirnov test as described in Press et al. (1992) .
The empirical distributions in the two periods are shown in Figure 1c . Unlike the normality tests in Figures 1a and 1b , no systematic bias is immediately apparent when comparing the two densities. This impression is confirmed by the p-values, which show that we cannot reject the null hypothesis for any of the four indices at the 95% confidence level. In other words, it appears that the distribution of volatility-scaled returns remains constant in time.
This example demonstrates the power of an empirical model. Sufficient data to construct an empirical distribution obviate the need to make even mild assumptions about the detailed statistical properties of financial returns required to justify a Central Limit Theorem-which in any case are empirically false. We simply observe that the volatilityscaled returns appear stable in time, and propose this as a general framework for datadriven modeling. An application of this principle appears in Goldberg et al. (2008) . There the authors demonstrate the dramatic improvement in forecast accuracy from using an empirically based rather than normal approach in forecasting extreme risk measures value at risk and expected shortfall.
Conclusion
Many consider that the modern era of quantitative finance begins with Markowitz (1952) , who uses variance to measure portfolio risk. In this seminal article, the choice of variance is supported by its theoretically sound and crucially important tendency to diversify holdings. In practice, variance has proven to be a robust risk measure, and it is the basis for many of the techniques and tools used in investment management today.
In the absence of additional information, variance-based risk management may implicitly assume a normal model of portfolio return, and thereby relies on a set of assumptions consistent with one of the Central Limit Theorems in Section 2. However, the brief analysis in Section 3 along with more in-depth discussions such as the books by Mandelbrot and Hudson (2004) and Rebonato (2004) and references therein, indicate that a normal model may neglect important aspects of financial risk. The response to this analysis, and to the global recession that began in 2007, has been a substantial research effort to develop a broader and deeper understanding of financial risk.
10 In the near term, financial decisions should rest on a more comprehensive risk analysis that reflects all aspects of the empirical data.
