Abstract. Many devices nowadays record traveling routes, of users, as sequences of GPS locations. With the growing popularity of smartphones, millions of such routes are generated each day, and many routes have to be stored locally on the device or transmitted to a remote database. It is, thus, essential to encode the sequences, to decrease the volume of the stored or transmitted data. In this paper we study the problem of coding routes over a vectorial road network (map), where GPS locations can be associated with vertices or with road segments. We consider a three-step process of dilution, map-matching and coding. We present two methods to code routes. The first method represents the given route as a sequence of greedy paths. We provide two algorithms to generate a greedy-path code for a sequence of n vertices on the map. The first algorithm has O(n) time complexity, and the second one has O(n 2 ) time complexity, but it is optimal, meaning that it generates the shortest possible greedypath code. Decoding a greedy-path code can be done in O(n) time. The second method codes a route as a sequence of shortest paths. We provide a simple algorithm to generate a shortest-path code in O(kn 2 log n) time, where k is the length of the produced code, and we prove that this code is optimal. Decoding a shortest-path code also requires O(kn 2 log n) time. Our experimental evaluation shows that shortest-path codes are more compact than greedy-path codes, justifying the larger time complexity.
Introduction
Many devices, such as smartphones, contain a GPS receiver that allows users to record their locations, as they travel. Recording sequences of locations generates trajectories that can be used by various applications. Trajectories can be shared to recommend travel routes to users [1] or to find significant locations [2] . They can be used to determine similarity between users [3] or specify user behavior [4, 5] . They can be collected and analyzed to provide statistics about travels of individuals or of groups of people. Such statistics can be utilized by urban planners and policy makers in municipal, provincial and federal decision making.
An emerging problem is how to efficiently code these data sets in a world where millions of these trajectories are generated each day, and all have to be stored or transmitted for future processing in remote servers. Previous solutions were based on sampling and dilution [6] [7] [8] [9] . In this paper, we consider the representation of trajectories over a road network, and we present a comprehensive approach that uses the topology of the road network to provide a compact representation of the traveled route-a representation that is much more compact than the mere result of the dilution.
We present in this paper a three-step process that starts by applying dilution of the trajectory using the standard Douglas-Peucker polyline-simplification algorithm [10] . Then, we apply map-matching to provide a route over the road network. Once a route is generated based on the GPS trajectory, it may be represented as a path in a planar graph, namely, a sequence of vertices in the graph. A compact representation of the route is computed using the topology and the geometry of the network. The proposed approach allows applying the dilution prior to the map matching, e.g., in cases where the dilution is conducted in a mobile device that does not hold a map of the area.
Our main contribution is two novel ways to compactly represent a path in a planar graph, and efficient algorithms to compute these compact representations. In both methods, we represent the path as a subsequence of vertices such that this path can be uniquely reconstructed from the vetrtices by computing for each pair of consecutive vertices a well-defined path and concatenating these paths. For example, given a path, we seek to decompose it into the smallest possible sequence of shortest paths. Then, given the subsequence of vertices and the graph, the route may be recovered by generating a shortest path between every two consecutive vertices in the code.
In Section 2 we define the problem and provide an overview of the approach. The dilution phase is described in Section 3. The map-matching step is presented in Section 4. Computing compact codes for the paths produced by the map matching is presented in Section 5. Experimental evaluation over real data is provided in Section 6. In Section 7, we conclude and discuss future work.
Framework
A vectorial road network is a representation of a road map as a directed planer graph G = (V, E) comprising a set V of vertices and a set E of edges, with a geometry X. The edges of the graph represent road segments and the vertices represent junctions. Each vertex v of G is associated with its real-world location, denote by X(v). In this paper we consider recordings of travel routes over a vectorial road networks.
Devices with an embedded GPS allow recording user locations. Based on recorded locations, travel routes of users can be represented as sequences of points (locations). Each sequence has the form (x 1 , . . . , x n ) where for each i < j, point x i is a location that was visited and recorded prior to point x j . We refer to such a sequence as a trajectory.
Trajectories are raw sequences of locations. Over a road network, our aim is to represent each sequence as a path on the graph. A path in G is a sequence of vertices (v 1 , . . . , v m ) of V such that each two consecutive vertices are connected by an edge. To represent a sequence of points as a sequence of vertices, we first need to map the points of the sequence to the graph, namely, apply map matching. This produces the actual travel path on G. Then, we can compute a compact representation of the path. In this paper, we consider a compact representation of a path P = v 1 , . . . , v m to be a subsequence C = (v i1 , . . . , v i k ) of P such that there is a known method to restore P from C.
Problem Definition: Given a trajectory as a sequence of points, the goal is to provide a compact representation, as short as possible, of the path of G that matches the given trajectory.
Our general approach is to apply the following three steps, for a given sequence of n location points. (1) Dilute the sequence, to remove unnecessary redundant points. (2) Apply map matching to associate the remaining points to vertices (junctions) of the road network. (3) Compute a compact representation of the sequence of vertices. In the following sections we describe these steps.
Trajectory Dilution
The first step of our method is to dilute (or simplify) the trajectory by removing redundant points. A redundant point is a point that is "almost" on the line connecting the points before and after it, as it does not add much new information about the location of the user. Since our map-matching step is not very sensitive to differences in the density of the GPS trajectory versus the density of vertices of the network, dilution does not reduce the accuracy of the matching.
Given a trajectory of points X = (x 1 , x 2 , . . . , x n ), removal of redundant points can be done using the Douglas-Peucker (DP) polyline-simplification algorithm [10] which has O(n 2 ) time complexity. The DP algorithm is controlled by a single parameter-the distance a point is allowed to deviate from a straight line. The algorithm discards most of the points and marks just those to be kept. The algorithm proceeds recursively as follows: Initially it starts with the pair of indices (1, n), representing the sequence of all the points x 1 , x 2 , . . . , x n of the trajectory. It automatically marks the indices 1 and n to be kept. It then finds the index i of the point x i that is furthest from the line segment between x 1 and x n . If the point is closer than ε to that line segment, then all points with indices 2, . . . , n − 1 may be discarded without the diluted trajectory being further than ε from the line segment, and the recursion terminates. If the point is further than ε, then index i is marked to be kept. The algorithm then calls itself twice recursively, first with the pair (1, i) and then with the pair (i, n). When the procedure is complete, the generated trajectory consists of all (and only) those points whose indices have been marked to be kept.
Simplifying a trajectory can typically reduce the number of points significantly, say from 1,000 in an extremely dense trajectory to a mere 30 points while preserving the geometric integrity of the trajectory. A slightly better reduction can be achieved by taking into account the heading of the travel and the distances between adjacent points, as shown in [8] . The DP simplification algorithm also helps in removing redundant trajectory points which accumulate while a vehicle stops in a traffic jam or at a traffic light. These points contain no additional information and just introduce noise because of GPS inaccuracy.
Map Matching
The second step after dilution is applying map matching. Map-matching has been studied for more than a decade, and the algorithms have evolved from very simple to quite sophisticated. Many papers studied this topic and it is not the focus of this paper, thus we do not present all the previous work in this area. Yet, so that the paper will be self contained, we present the map matching method we used, which is an adaptation of existing methods to handle well diluted trajectories. For a review of existing algorithms, we refer the reader to the comprehensive surveys of White, Bernstein, & Kornhauser [11] , Quddus, Ochieng, Zhao, & Noland [12] and Quddus, Ochieng, & Noland [13] .
Map Matching and HMM
Many recent map-matching algorithms are based on a Hidden-Markov Model (HMM) probabilistic approach [14] . Treating a GPS trajectory of edges T = (t 1 , t 2 , . . . , t n ) as a sequence of empirical observations (i.e. measurements), they attempt to compute the most likely sequence of map edges traversed given that sequence of observations.
A key principle in the HMM approach is that the algorithm must work simultaneously on the two inputs: the map and the GPS trajectory, hence operates in a state space consisting of states which are pairs of entities, one from the map and one from the GPS trajectory. Thus solving the HMM involves building a trellis, which is a replication of the map n times (one per each GPS trajectory point). Each replica is a layer of the trellis, containing all map edges and represents a trajectory edge. Thus, in this layered trellis graph, each trellis node represents a pair: an edge from the GPS trajectory and an edge from the map, and each trellis edge represents a connection between two map edges relevant to that edge of the trajectory. A trellis node (t i , e j ) is connected to a trellis node (t i+1 , e k ) if and only if the two map edges e j and e k are relevant (i.e. sufficiently close) to the GPS trajectory edges t i and t i+1 and connected one to the other. Note that trellis edges exist only between two adjacent layers of the trellis. Each trellis node (t i , e j ) has an emission probability that estimates the correlation between the GPS measurement t i and the edge e j based on (Euclidean) distance between them. The trellis edge connecting node (t i , e j ) to node (t i+1 , e k ) has a transition probability that estimates the distance between the two map edges e j and e k . In essence, the original HMM algorithm [14] proceeds monotonically along the temporal axis described by T , namely, along the horizontal dimension of the trellis, essentially traversing the map edges while traversing the trajectory, following the shortest weighted path through the trellis. The weight of a path is derived from the emission and transition probabilities of the vertices and edges along that path. The fact that there are no edges within layers allows efficient computation of this shortest path using the Viterbi dynamic programming algorithm [15] . The result is a list of map edges, which is the map-matched route.
The original HMM algorithm was designed primarily for the scenario of dense (but perhaps noisy) GPS trajectories. By "dense", we mean that, on the average, there are many GPS points per map edge. This means that the horizontal dimension of the trellis will be much larger than the vertical dimension, and there will be many edges in the shortest path computed through the trellis which will "march" along the same map edge. This precludes the opposite scenario-that of sparse GPS trajectories. In sparse trajectories, the trellis has a very small horizontal dimension, and many map edges should be traversed for a single trajectory edge. Since there are no edges within a trellis layer, this is not supported well, and the shortest path through the trellis is meaningless.
The variants of the HMM algorithm of Newson & Krumm [16] for map matching, attempts to modify the algorithm to deal also with the case of sparse GPS trajectories. For each trajectory edge, all the map edges in its vicinity-those that are not further away than some radius r are considered. An edge is added between two adjacent layers of the trellis corresponding to explicit shortest paths computed between any pair of map edges in adjacent vicinities. This way there are still no edges within trellis layers, but it is possible to move between layers, each layer corresponding to a GPS trajectory point, even if these points are quite far apart. While this modified HMM algorithm is now capable of map-matching sparse trajectories, the main problem is that it requires the computation of many shortest paths on the map, related to many of the trajectory edges, in order to construct the trellis in the first place. This can be time consuming.
Our Variation of the Map-Matching Algorithm
We now describe our map-matching algorithm, also based on a trellis graph, which deals correctly and naturally with sparse GPS trajectories. In contrast to the HMM algorithm of Newson & Krumm [16] , it does not require to construct all the explicit shortest paths between map edges.
The key idea behind our algorithm is to allow the map and the GPS trajectory to play completely symmetric roles. The algorithm advances along the trajectory T and map edges in parallel, allowing each to advance at the correct speed, slowing down if necessary by staying put at a specific trajectory edge or map edge. This is ultimately formulated as a shortest path problem on the same type of trellis graph used by other HMM algorithms, whose nodes are pairs of edgesone from the GPS trajectory and one from the map. An edge exists between two trellis nodes, (i, j) and (k, l) (i and k are indices of GPS trajectory edges and j and l are indices of map edges) if and only if edge k is a successor of edge i in the trajectory and l is a neighboring edge of j on the map. The main difference between our trellis and the standard HMM trellis is that ours contains edges within layers. The weight of a trellis edge is a combination of the directionality of the comprised edges and the Euclidean distance between them. Note that the trellis graph is very sparse. A solution to the map-matching problem is the path with the minimal length among the following paths: the shortest paths between (t 1 , e i ) and (t n , e j ), where edge e i is an edge within a radius r of the edge t 1 and edge e j is an edge within radius r of the edge t n (we found that r = 20m gives good results). If there are no edges within this radius r, then r will be increased, until there is some minimal number (typically 5) of edges to consider (both for the starting edges and for the ending edges).
Constructing the Trellis Graph. Given a map M with m edges and a GPS trajectory of edges T = (t 1 , t 2 , . . . , t n ), we build a trellis graph G, with O(nm) nodes. As mentioned before, each node is a pair of edges, one (t) from T , and one from the edges in the vicinity of t in M . As we will see, G is very sparse since every node is connected to very few other nodes. Graph G has the same trellis structure as the graph used by the standard HMM algorithms, namely, can be viewed as n layers of the edges of the map M . Trellis edges within a layer correspond to neighboring edges (i.e. two edges where the target vertex of the first edge coincides with the source vertex of the second edge) within a single vicinity in the map, and edges between layers correspond to graph edges connecting between the vicinities of trajectory edges. Thus, movement within each layer corresponds to movement within the map at a given trajectory edge, and movement between layers corresponds to movement along the trajectory. Algorithm 4 describes this construction in detail.
The values dir 1 and dir 2 are the direction of edge t i relative to edge e and the direction of edge x relative to edge y, respectively. The parameter d 1 is the minimum among (1) the distance from the source of t i to e and (2) the distance from the source of e to t i . The parameter d 2 is defined similarlythe minimum between (1) the distance from the source of x to y and (2) the
Trellis-Graph Construction
Input: GPS trajectory T = (t1, t2, . . . , tn), a table Neighbors of map-edge adjacencies Output: Trellis graph G 1:
J is the group of relevant edges from the map in the vicinity of ti 3:
for each edge e ∈ J do 4:
for each x ∈ {ti, ti+1} do 5:
N ← Neighbors(e) 7:
for each edge y ∈ N do 10: addē = ((ti, e), (x, y)) to G 11: assign a weight of distance from the source of y to x. The parameters d 1 , d 2 , tLen 1 , tLen 2 , mLen 1 and mLen 2 measure the distances between all the edges, as illustrated in Fig. 6 . The dominant weight is the distance between the map edge and the trajectory edge, since if this distance is large, then there is a smaller chance that the true route passed through that edge. Using these weights allows the algorithm to take into account how far the map edges and the trajectory edges are from each other. Fig. 5 shows a trellis graph constructed by the algorithm in Fig. 4 .
After constructing the trellis graph G, we choose a couple of choices for the source edge on the map and a couple of choices for the target edge on the map. This is done by taking all the map edges that fall within a small radius r from the first and last point of the trajectory.
Computing the Matching. The last step of the algorithm is to find the weighted shortest path from a pair (t 1 , e) to a pair (t n , e ), where e is an optional starting edges and e is an optional ending edge of G. The resulting path P will consist of pairs (t, e ), where t ∈ T and e is an edge of the map. The map-matched route of the GPS trajectory to the map will be the ordered map edges of P after deleting consecutive duplicates of map edges. For example, in Fig. 5 , P (the bold red path) is ((A, e 1 ), (B, e 3 ), (B, e 10 ), (C, e 11 ), (C, e 12 )), corresponding to the map-matched route (e 1 , e 3 , e 10 , e 11 , e 12 ).
The algorithm fails if no shortest path can be found. This usually means that either the map is not connected in the region we are working on, or that we did not extract enough map edges to support such a path during the extraction of relevant data. In such case, we may run the algorithm again on larger trajectory edge vicinities. (Right) The trellis graph constructed by our algorithm from the map and trajectory. The bold blue path is the shortest path between e 1 and e 12 through the trellis, corresponding to bold red path in the input graph, which is the resulting map-match of the GPS trajectory.
Path Codes
Once a route is generated based on a GPS trajectory, it may be represented as a path in a planar graph, namely, a sequence of vertices in the graph, implying edges between every two consecutive vertices, which translates to a sequence of vertex IDs. Thus, storing (or transmitting) long paths could be quite costly. In applications which involve building large databases of user paths, these costs could be prohibitive.
Thus, we present two novel ways to compactly represent a path in a planar graph, and efficient algorithms to compute these compact representations. Our methods represent the path as a subsequence of vertices from which the path can be uniquely reconstructed as a sequence of well-defined paths between each two consecutive vertices. In this representation, given the subsequence of vertices and the graph, the route may be recovered by generating the relevant paths between each two consecutive vertices of the code.
Greedy-Path Coding
Our first method of representing a path in a graph is as a sequence of consecutive greedy paths.
Definition 1 (Greedy Path). Given a planar graph G = (V, E) with geometry X (i.e., a mapping of vertices to geographic locations), a path P = (i 1 , i 2 , . . . , i m ) is a greedy path from vertex i 1 to vertex i m when the sequence of Euclidean distances ||X(i 1 ) − X(i m )||, ||X(i 2 ) − X(i m )||, . . . , ||X(i m−1 ) − X(i m )|| is monotonically decreasing. Intuitively, a greedy path between vertex v and vertex u is one where each vertex w along the path is closer to u than pred(w) (the predecessor of w). This defines a greedy path in a weak sense, and we add another condition to define a greedy path in a stronger sense.
Definition 2. Given a planar graph G = (V, E) with geometry X , a path P = (i 1
is monotonically decreasing and for all 1 ≤ k < m, the following holds:
The extra condition implies that not only is each vertex w along the path closer to u than pred(w), but is the closest to u among all neighbors of pred(w). A greedy path in the strong sense can be viewed as the discrete equivalent of a gradient descent path from v to u when considering the Euclidean distance function from u. The motivation for this extra condition is that under mild conditions on the graph, the greedy path in the strong sense will be unique, as opposed to the greedy path in the weak sense, which is typically not unique. As we will see later, uniqueness is important for the path coding application.
Note that a greedy path (in the weak sense, and certainly in the strong sense) between two given vertices in a planar graph is not always guaranteed to exist, even if the graph is connected. This can happen, for example, if a greedy walk from v to u gets stuck at a vertex w from which no neighbors are closer to u than w. This is the equivalent of getting stuck at a local minimum when performing gradient descent in the continuous case. For some specific planar graphs, the situation is better, for example, it is known that a greedy path in the weak sense exists between any two vertices of a Delaunay triangulation [17] . Such greedy paths are used extensively for routing in embedded networks, where messages are greedily forwarded towards their destination. Fig. 7 shows some examples of greedy paths in the weak and strong senses in a planar graph. In Fig. 7 (Left) , the green path is a greedy path in the weak sense between A and B 1 , and the orange path is the greedy path in the strong sense. In Fig. 7 (Right), a greedy path in the weak sense exists between A and B 2 (depicted in green), but no greedy path in the strong sense exists. This is evident from the fact that a greedy walk proceeds along the orange path and reaches a dead end (i.e. a local minimum of the Euclidean distance function from B 2 ). From this point onwards, we will use just the term greedy path to mean greedy in the strong sense.
It is easy to decide whether a given path is a greedy path by simply checking the definition. It is not too difficult either to compute a greedy path (if it exists) between vertex i 1 and vertex i m using the following greedy algorithm. Start from vertex i 1 . When at i k , choose as i k+1 the neighbor of i k which is the closest to the final destination i m and also closer than i k to i m (if the latter condition is not satisfied, then the algorithm is stuck at a local minimum and fails). Then continue in the same manner from i k+1 .
Given a path P = (i 1 , i 2 , . . . , i m ), a greedy-path code of P is a subsequence Q = (j 1 , j 2 , . . . , j k ) of P such that i 1 = j 1 , i m = j k , and P is identical to the concatenation of the greedy paths between j t and j t+1 for 1 ≤ t < k, namely, if j t = i r and j t+1 = i s then the sub-path (i r , . . . , i s ) of P is a greedy path. An optimal greedy path code of P is a shortest possible Q (as measured by k). The objective is to produce a code such that greedy paths indeed exist between the code vertices. These greedy paths will be unique because of the extra (strengthening) condition.
We now describe two algorithms to compute a greedy path code of a path in a graph. The first is the simplest possible, running in linear time, but not necessarily generating an optimal greedy path code. The second algorithm is less efficient, but optimal. Note that in the worst case, the greedy path code of a path is the path itself.
Both algorithms take advantage of the fact that greedy paths have the suffix property, namely, any suffix of a greedy path is also a greedy path, which is a trivial consequence of the definition of a greedy path. It also means that given a graph G and a target vertex t, the uniqueness of the greedy paths implies that all greedy paths from all other vertices of G to t (if they exist) form a greedy tree rooted at t (after reversing the direction of the edges). This tree does not span the entire vertex set of G, rather only those vertices from which a greedy path to t exists.
Given a greedy path code of a path (i 1 , i 2 , . . . , i m ), it may be decoded in time complexity O(m) by simply computing the greedy paths in the graph between each two consecutive vertices of the code. The uniqueness of the greedy path guarantees that the decoding is correct, i.e. indeed recovers the original path. The linear complexity assumes that all vertices have a bounded valence, thus computing the correct neighbor of a vertex in a greedy path requires O(1) time.
Simple Greedy-Path Coding Algorithm
The simple greedy-path coding algorithm, presented in Fig. 8 , starts from i m , and proceeds checking backwards if the path is greedy. A codeword (an index of a vertex in the graph) is generated when the path ceases to be a greedy path, and the procedure repeats from there.
The suffix property of the greedy paths allows to check greediness in Line 4 by checking just the current s at each step, saving checking the greediness of the entire subpath between s and t. This algorithm has O(m) time complexity, Simple Greedy-Path Coding Input: Path P = (i1, i2, . . . , im) in the planar graph G = ((V, E), X), Output: Greedy path code of the path P 1: C ← (im) 2: t ← m, s ← m − 1 3: while t > 1 do 4: while s > 1 and is = argmin j∈neighbors(i s−1 ) (||X(j)−X(it)||) and ||X(is)− X(it)|| < ||X(is−1) − X(Xi t )|| do 5:
insert is at the beginning of C 7: t = s 8: return C where m is the number of vertices in the input path. The linear complexity assumes that all vertices have a bounded valence, thus checking the greediness of an edge in the path requires O(1) time. Unfortunately, this algorithm is not guaranteed to find the shortest possible greedy path code. See Figures 9, 10 and 11 for an example of greedy-path coding in a graph G consisting of a single path. A path of 6 vertices (which is also the entire graph G) is coded into 5 points using the simple greedy path coding algorithm, but using the optimal algorithm to be described next results in a greedy path code of 3 points.
Optimal Greedy-Path Coding Algorithm
The optimal greedy-path coding algorithm, presented in Fig. 12 , computes an optimal greedy-path code-a code with a minimal number of points. It is somewhat similar to the Imai-Iri algorithm [18] for simplifying a polyline. It starts by building a graph on the input points where an edge (v, u) represents the existence of a greedy path between v and u. Then, it computes a shortest path in Optimal Greedy-Path Coding Input: Path P = (i1, i2, . . . , im) in the planar graph G = ((V, E), X), Output: Optimal greedy-path code of the path P 1: create a graph R with m nodes and no edges 2: for t = 2 to m do 3:
while s > 1 and is = argmin j∈neighbors(i s−1 ) (||X(j)−X(it)||) and ||X(is)− X(it)|| < ||X(is−1) − X(Xi t )|| do 5:
add the edge (s, t) to R 6:
s ← s − 1 7: add the edge (s, t) to R 8: Find the shortest path, S, from Node 1 to Node m in R 9: return S this graph between the first and last vertices. This generates a greedy-path code with the minimal number of vertices.
The time complexity of this algorithm is O(m 2 ), since the outer loop (on t) iterates m times, and the inner loop can add up to t edges, resulting in a graph R containing m vertices and O(m 2 ) edges. Thus the shortest path computation in Line 8 also requires O(m 2 ) time when using Djikstra's algorithm with Fibonacci heaps [19] .
The optimal greedy path coder relies on finding a shortest path in the graph R (Line 8 of Fig. 12 ). In order to guarantee a unique coding (e.g. in order to determine if two paths are identical based only on their codes), this shortest path of R must be unique, i.e. independent of the shortest-path algorithm (e.g. Dijkstra, Bellman-Ford) used by the encoder. Since a priori there is no reason that the shortest path should be unique, we achieve this by slightly modifying the content of the graph R in a way that guarantees uniqueness without compromising the true shortest path, as described by Mehlhorn [20] . Essentially, the weight of edge (i r , i s ) will be w rs = 1 + m −2 (s − r) 2 , where m is the number of points in P . Using these perturbed weights will have the effect of generating shortest paths with a similar number of edges. Among all such codes, it will prefer those whose greedy path segments have approximately the same number of edges. This is because all candidate codes have the same number k of greedy path segments, representing the same total number of edges m (as in the input path). Denoting by x i the number of edges in the i-th greedy path segment, minimizing the sum of the squares
2 prefers uniform distribution of the x i 's, as the following lemma formalizes.
The proof of the lemma is straightforward using Lagrange multipliers.
Shortest-Path Coding
Greedy-path coding seeks to find the subsequence of points of P that segments P into a number of sub-paths, which are greedy paths between consecutive points of the subsequence. Greedy-path coding is relatively simple and decoding is extremely fast. It relies on the extrinsic geometry (i.e. coordinates of the embedding) of the graph. However, more compact codes are possible. In this section we explore shortest path coding, i.e. representing P as the subsequence of points of P which segments P into a number of sub-paths which are shortest paths between consecutive points of the subsequence. As we will see, these codes will be more difficult to compute and decoding them will be slower, but they will be more compact.
Define the length of a path to be the sum of the Euclidean lengths of the edges in the path. A shortest path between Vertex i and Vertex j is the path between the two vertices whose length is the shortest possible. This path can be computed using Dijkstra's algorithm and its many variants [21, 22] . As such, it relies only on the intrinsic geometry (edge lengths) of the graph.
In contrast with the greedy-path coding algorithms, shortest-path coding requires considering a larger portion of the graph than just the given path P and its neighboring edges-an entire bounding box of the path. Since the algorithm relies on computation of shortest paths between vertices, we need a much broader view of the region.
Optimal Shortest-Path Coding Algorithm
Shortest paths have the sub-path property, namely, any sub-path between vertex u and vertex v within a shortest path is necessarily also a shortest path between u and v. In particular, this implies the prefix property and the suffix property, that any prefix or suffix of a shortest path is a shortest path. The prefix property implies the well-known fact that given a graph G and a source vertex s all shortest paths from s to all other vertices form a spanning tree of G rooted at s. Using the suffix property, it is possible to prove that the following simple (i.e. greedy in the algorithmic sense) shortest-path coding algorithm is in fact optimal. The algorithm is presented in Fig. 13 . Essentially, it is similar to the simple greedy-path coding algorithm, except that it proceeds in the forward direction, as opposed to the reverse direction. It checks incrementally whether sub-paths of the input path are shortest paths, taking advantage of the suffix property to save computations. We assume that all path lengths are different real numbers. This is needed to guarantee that the shortest path tree computed in Line 4 is unique, to allow the decoder to reconstruct the original path from the code. The optimality of the algorithm follows from the next proposition. Proposition 1. Any shortest-path code C of a path P in graph G will have length greater than or equal to the length of C-the output of the algorithm.
Proof. Let C = (i 1 , . . . , i k ) be the output of the algorithm in Fig. 13 and C = (j 1 , . . . , j r ) be the output of any other shortest-path coding algorithm. It suffices Optimal Shortest-Path Coding Input: Path P = (i1, i2, . . . , im) in the planar graph G = ((V, E), X), Output: Optimal shortest-path code of P 1: C ← (i1) 2: s ← 1 3: while s < m do 4: compute the shortest-path tree, rooted at is, whose leaves are all vertices it where s < t ≤ m 5:
t ← s + 1 6: let v b be the vertex before it in the shortest path between is and it 7:
while t ≤ m and v b = it−1 do 8:
t ← t + 1 9:
set v b to be the vertex before it in the shortest path between is and it 10:
append it−1 to C 11: to prove that each of the k − 1 segments (i s , . . . , i s+1 ) contains at least one element of C for all 1 ≤ s ≤ k − 1, since then k ≤ r.
Note that the claim holds trivially for the first segment (s = 1) since i 1 = j 1 . So, assume 1 < s < k. Now assume by way of contradiction that the segment (i s , . . . , i s+1 ) does not contain any element of C . Let j p be the largest element of C such that j p < i s and j p+1 the next element of C (in the "worst case", p = 1). By the assumption, j p+1 ≥ i s+1 . Now, by definition, (j p , . . . , j p+1 ) is a shortest path, so the suffix property implies that (i s , . . . , j p+1 ) is also a shortest path, in contradiction to the fact that (i s , . . . , i s+1 ) is the longest possible shortest path starting at i s . (See illustration in Fig. 14.) Note that this proof does not hold for the simple greedy-path coding algorithm (Fig. 8) , because the algorithm does not guarantee the final contradictionthat (i s , . . . , i s+1 ) is the longest possible greedy path starting at i s , since the algorithm operates in reverse.
The complexity of the algorithm is O(k(n + n log n + m)) where n is the number of edges/nodes in the effective graph M (the path bounding box) and k is the number of points in the code. In general, n is O(m 2 ), since this is the relationship between the number of edges in a one-dimensional path and the number of edges in a two dimensional region whose boundary length is O(m), giving a complexity of O(km 2 log m). The decoding also has O(km 2 log m) time complexity due to the need to compute the shortest path between each consecutive pair in the code (there are k − 1 pairs).
Experiments
To test the effectiveness of our methods, we implemented them and tested them experimentally. We implemented our map-matching algorithm in an interactive browser-based system, using the Google Maps Javascript API and the Open Street Map digital database. The system was written in Javascript for the client side and uses JSP/Servlets on the server side. The algorithms were implemented in MATLAB and compiled to run independently on the server by JSP/Servlet calls. The machine we used contained an Intel i7 CPU with 8GB RAM.
We used the dataset of GPS trajectories of the ACM SIGSPATIAL Cup 2012 contest (see http://depts.washington.edu/giscup/) and the GPS trajectory dataset used in [16] , recorded in the Seattle area, to test our algorithms. These trajectories consist of GPS recording at a frequency of 1Hz through urban and rural areas (highways, small streets and intersections), which translates to a recording every 5-20 meters, depending on the vehicle velocity. These are considered dense recordings. The noise level was σ = 10m. A typical GPS trajectory contained 500 points. We also used a number of GPS trajectories we recorded ourselves using a smartphone application, while driving in the city of Haifa. These trajectory recordings were made such that at least 10 seconds and at least 10 meters elapsed between two successive recordings. These are quite sparse recordings. Here too the noise level was σ = 10m. In all the experiments, a grid-based spatial index was used for an efficient retrieval of road segments that are in a certain area or in the vicinity of a certain point. Figures 15, 16 and 17 compare the different types of codes. They illustrate typical compact representations of a path. The coding points are depicted in purple and the other removed points appear in orange. Note that by using the optimal shortest-path code only 5 points are required to represent a path of 214 points. In general, the difference between the simple greedy-path code and the optimal greedy-path code is relatively small, but the shortest-path code is typically much more compact than the other two codes.
We ran statistics on a set of 33 routes that were map-matched (using our algorithm) from the GPS trajectories in the ACM SIGSPATIAL Cup 2012 dataset and the GPS trajectory dataset used in [16] , to determine the average coding ratio and running time of the various algorithms. A typical path contains approximately 125 vertices after the dilution and the map-matching phases. The results are shown in Fig. 18 and Fig. 19 . As evident there, the simple greedy- path coding algorithm reduces the number of vertices to 7.3% of the original on the average, the optimal greedy-path coding algorithm reduces slightly more, to 7.1%. The shortest-path coding algorithm reduces to 4.5%, on the average. Typically, it is important that the decoder will be efficient since the process of decoding is done many times (essentially every time a route is extracted from a database) and in real-time, as opposed to the encoding process which usually happens only once, and is typically done in an offline process. Decoding of the greedy path codes takes O(m) time and decoding of the more compact shortest path code takes O(km 2 log m) time (where k is the length of the code). In some applications it is important to code a path online (as it is being generated). This would seem to be impossible for the two greedy-path coding algorithms, since they operate in reverse. Nonetheless, it is possible to modify these algorithms to run in forward order, paying a penalty in time complexity. In contrast, the optimal shortest-path encoding algorithm can be executed online with a lag of just one path vertex, i.e. it is possible to decide whether a path vertex is part of the shortest path code only after the next route vertex has been seen. There will also be a running-time penalty to implement this in practice.
We study the problem of computing a compact coding of routes over a vectorial road network. Given a trajectory as a sequence of GPS measurements, it is shown how to represent it compactly, in a three-step process: (1) diluting the sequence, (2) applying map-matching to receive a sequence of map vertices, and (3) generating a compact representation of the traveled route.
For the classical problem of map-matching, the paper presents an adaptation of an HMM-based method. The aim is to handle effectively scenarios where the GPS measurements are sparse and noisy. This ability is lacking in many existing approaches. The result of the map-matching is a route in the form of a sequence of vertices of the road network. We present two approaches to represent a route compactly-as a sequence of greedy paths or as a sequence of shortest paths. We provide two algorithms for computing the sequence of greedy paths. One algorithms is simple and highly efficient, having O(n) time complexity, over a sequence of n points, and the second algorithm has O(n 2 ) time complexity, however, it computes the optimal greedy-path code. Decoding a greedy-path code can be done in O(n) time. For generating the sequence of shortest paths, we provide an algorithm with O(kn 2 log n) time complexity, where k is the length of the (output) code. Decoding a shortest-path code also has O(kn 2 log n) time complexity. Experimentally, when applying our algorithm to real-world data sets, we observed that shortest-path codes are more compact than greedy-path codes but it takes more time to compute them. Evidently, our representation is more compact than merely applying dilution and map-matching.
Compact coding of routes on a map, coupled with a very fast decoding algorithm, is important for storage and transmission of this type of data from large (online) databases, especially as these databases become more and more widespread in the connected mobile world. An important related question is when is it possible to perform computations on routes in their coded form, i.e. without explicitly decoding them. For example, is it possible to intersect two routes by intersecting their greedy path or shortest path codes without decoding the two routes first? Similarly, is it possible to determine proximity of a given map vertex to a coded route, without decoding the route? These questions remain as future work. Future work also includes the question of how to use the timestamps of the GPS measurements, for improving the representation, and how to recover times when reconstructing a route.
