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ABSTRACT
STOCHASTIC MODELING WITH CONTINUOUS
FEEDBACK MARKOV FLUID QUEUES
Mehmet Akif Yazıcı
Ph.D. in Electrical and Electronics Engineering
Supervisor: Assoc. Prof. Dr. Nail Akar
January, 2014
Markov fluid queues (MFQ) are systems in which a continuous-time Markov chain
determines the net rate into (or out of) a buffer. We deal with continuous feedback
MFQs (CFMFQ) for which the infinitesimal generator of the background process
and the drifts in each state are allowed to depend on the buffer level through con-
tinuous functions. Explicit solutions of CFMFQs for a few special cases has been
reported, but usually numerical methods are preferred.
A numerically stable solution method based on ordered Schur decomposition
is already known for multi-regime MFQs (MRMFQ). We propose a framework for
approximating CFMFQs by MRMFQs via discretizing the buffer space. The param-
eters of the CFMFQ are approximated by piecewise constant functions. Then, the
solution is obtained by block-tridiagonal LU decomposition for the related MRMFQ.
Moreover, we describe a numerical method that enables us to solve large scale sys-
tems efficiently.
We model basically two different stochastic systems with CFMFQs. The first is
the workload-bounded MAP/PH/1 queue, to which the arrivals occur according to
a workload-dependent MAP (Markovian Arrival Process), and the arriving job size
distribution is phase-type. The jobs that would cause the buffer to overflow are re-
jected partially or completely. Also, the service speed is allowed to depend on the
buffer level. As the second application, we model the horizon-based delayed reser-
vation mechanism in Optical Burst Switching networks with or without fiber delay
lines. We allow multiple traffic classes and the effect of offset-based and FDL-based
differentiation among traffic classes in terms of burst blocking is investigated.
Lastly, we propose a distributed algorithm for air-time fairness in multi-rate
WLANs that overcomes the performance anomaly in IEEE 802.11 WLANs. We also
give a stochastic model of the proposed model, and provide a novel and elaborate
iv
vproof for its effectiveness. We also present an extensive simulation study.
Keywords: Continuous feedback Markov fluid queues, Block-tridiagonal LU decom-
position, Workload-bounded buffer, Horizon-based reservation, Air-time fairness.
ÖZET
SÜREKLI˙ GERI˙BESLEMELI˙ MARKOV AKIS¸KAN
KUYRUKLARLA RASSAL MODELLEME
Mehmet Akif Yazıcı
Elektrik Elektronik Mühendislig˘i, Doktora
Tez Yöneticisi: Assoc. Prof. Dr. Nail Akar
Ocak, 2014
Markov akıs¸kan kuyrukları (MAK), bir kuyrug˘un dolma/bos¸alma hızının, sürekli za-
manlı bir Markov zinciri tarafından belirlendig˘i sistemlerdir. Bu çalıs¸mada, sürekli
geribeslemeli MAK’lar (SGMAK) ön planda çalıs¸ılmıs¸tır. Bu sistemlerde arkaplan
sürecinin üreteci ve kuyrug˘un dolma/bos¸alma hızı, sürekli fonksiyonlarla kuyruk
dolulug˘una bag˘lıdır. Çok özel bazı durumlarda analitik olarak çözülebilen bu sis-
temlerde genellikle sayısal yöntemler tercih edilir.
SGMAK’ları çoklu rejimli MAK’lar (ÇRMAK) ile yaklas¸ıklayıp, ÇRMAK’lar için lit-
eratürde var olan Schur ayrıs¸tırmasına dayalı ve sayısal olarak kararlı oldug˘u bilinen
yöntemi kullanmak üzerine bir çerçeve sunuyoruz. Bu yöntemde, SGMAK parame-
treleri parçalı sabit fonksiyonlarla yaklas¸ıklanarak bir ÇRMAK elde edilir. Bu ÇR-
MAK, blok-üç bant kös¸egen LU ayrıs¸tırması kullanılarak çözülebilir. Bunun yanısıra,
çok büyük sistemleri zaman açısından verimli bir biçimde çözebilen sayısal bir yön-
tem önermekteyiz.
SGMAK kullanarak iki deg˘is¸ik sistem modellemekteyiz. Bunlardan ilki, is¸yükü
bag˘ımlı MAP/PH/1 kuyruklardır. Paket gelis¸i MAP, gelen is¸ yükü uzunlug˘u dag˘ılımı
da faz tipidir. Kuyrug˘a tam olarak sıg˘mayan paketler tamamen veya kısmen red-
dedilir. Ayrıca, kuyrug˘un sunucu hızı da kuyruk dolulug˘una bag˘lı olabilir. Mod-
elledig˘imiz ikinci sistem, optik çog˘us¸um ag˘larında ufuk parametresi tabanlı kay-
nak tahsisi yönteminin fiber gecikme hatları varlıg˘ı ya da yoklug˘undaki davranıs¸ıdır.
Çoklu trafik sınıflarını da hesaba kattıg˘ımız model kullanılarak gecikme zamanı ve
fiber gecikme hatlarına dayalı servis kademelendirmesi metotları incelenmektedir.
Son olarak, IEEE 802.11 kablosuz ag˘larında yas¸anan bas¸arım anomalisi soru-
nuna kanal zamanı adaleti sag˘layarak çözüm getiren dag˘ıtımlı bir algoritma öner-
mekteyiz. Bu metodun çalıs¸tıg˘ı, Markov zinciri tabanlı bir isbatla ve kapsamlı bir
benzetim çalıs¸masıyla teyit edilmektedir.
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Anahtar sözcükler: Sürekli geribeslemeli Markov akıs¸kan kuyrukları, blok-üç bant
kös¸egen LU ayrıs¸tırması, is¸yükü sınırlı kuyruk, ufuk parametresi tabanlı kaynak tah-
sisi, kanal zamanı adaleti.
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Chapter 1
Introduction
1.1 Stochastic Modeling and Markov Fluid Queues
Stochastic modeling deals with systems involving random events. From an engi-
neer’s perspective, it involves evaluating certain performance measures based on
the statistical behavior of the system at hand. This usually has two main purposes:
(i) to understand how the stochastic system behaves under certain conditions, and
(ii) to be able to design the system, if possible, so that the performance measures
are improved.
Queueing systems are one of the most important stochastic systems. Such sys-
tems are described by a number of parameters:
• The arrival process of the jobs (also called clients),
• The service time distribution, which has to do with the service rate of the
server and/or the job size,
• The number of servers in the system,
• The amount of buffer space, which can be finite or infinite, and can be defined
in terms of the number of jobs waiting to be serviced (in which case it is also
called waiting room), or the amount of workload remaining,
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• The queueing discipline such as First-Come-First-Served, or Processor Shar-
ing.
Queueing theory, which studies queueing systems, is an important tool for com-
munications networks engineering. Queueing systems are encountered in almost
every topic concerning communications networks from telephone networks and
satellite communications to cellular communications, optical networks and the In-
ternet. The focus of this thesis is on a more specific class of queueing systems,
namely the Markov fluid queues (MFQ) [1, 2].
Markov fluid queues are stochastic processes with two components:
(i) The background process: This is a continuous-time Markov chain (CTMC)
with a finite state space.
(ii) The buffer level: For each state of the background process, there is a drift rate
that the buffer is filled (or depleted if the drift is negative). The buffer capacity
can be finite or infinite.
Three categories of MFQs are considered in this thesis:
1. Single-regime Markov fluid queues (SRMFQ): These are the simplest type of
MFQs. The term single-regime means that the behavior of the MFQ is the
same throughout the whole buffer space. The infinitesimal generator of the
background process is a constant matrix, and the drifts for each state is a fixed
quantity whatever the buffer level is.
2. Multi-regime Markov fluid queues (MRMFQ): These queues have multiple
regimes in the sense that there are a number of portions of the buffer level
and in each of these regimes, the behavior of the fluid queue is different from
the others. Within each regime, the infinitesimal generator of the background
process and the drifts for each state are still constant, but they vary from
regime to regime. Therefore, there is a feedback from the buffer level on the
behavior of the queue.
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Figure 1.1: A sample path for the buffer level of an SRMFQ with three states. The
drifts in states 1, 2 and 3 are 0, −1 and 1 respectively.
3. Continuous feedback Markov fluid queues (CFMFQ): The behavior of CFM-
FQs has a continuous dependence on the buffer level. The infinitesimal gen-
erator of the background process and the drifts for each state are allowed to
be functions of the buffer level. Moreover, these functions are not piecewise-
constant as in MRMFQ.
Now, we will give an example for each category to make the distinction clearer. A
sample path for the buffer level of an SRMFQ with three states is given in Figure 1.1.
The drifts in states 1, 2 and 3 are 0, −1, and 1 respectively, and they remain con-
stant throughout the whole buffer space. Moreover, the infinitesimal generator of
the background process is also constant, although it is hard to infer that from this
sample path only.
In Figure 1.2, a sample path for the buffer level of an MRMFQ with two states and
two regimes is given. b is the regime boundary between regimes 1 (the buffer por-
tion between 0 and b) and 2 (the buffer portion between b and B). It is obvious that
drifts for each state vary between regimes but remain constant within each regime.
Also, there are more state transitions in regime 2, suggesting that the infinitesimal
generator of the background process also varies with regime.
Lastly, Figure 1.3 shows a sample path for the buffer level of a CFMFQ with two
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Figure 1.2: A sample path for the buffer level of an MRMFQ with two states and two
regimes.
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Figure 1.3: A sample path for the buffer level of a CFMFQ with two states. The drift
in state 1 is a function the buffer level.
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states. The drift in state 1 is a function the buffer level, whereas the drift in state 2 is
a constant quantity. Moreover, state transitions get more frequent as the buffer level
approaches the upper boundary B , meaning that the behavior of the background
process also depends on the buffer level. Note that the dependence of only one pa-
rameter on the buffer level is sufficient for an MFQ to be classified as a CFMFQ. For
instance, if the infinitesimal generator of the background process is fixed through-
out the buffer space and all the drifts but one are constants, this system is still a
CFMFQ.
The study of SRMFQs that was pioneered by the works of Anick et al. [1] and
Kosten [3] has been around for more than three decades. The spectral approach to
the solution of SRMFQs in its most general sense with finite or infinite buffer capac-
ity is laid out in the work of Kulkarni [2]. This work also touches on MRMFQs, and
even suggests approximating non-step dependence of the drifts on the buffer level
with step functions, which is a starting point to the framework we present with this
thesis. In the work of Akar and Sohraby [4], the numerical shortcomings of the spec-
tral solution is identified, and a novel method, the additive decomposition method
is proposed.
MRMFQs have been studied in different contexts, and they are also referred to
as “level dependent” [5], “multi-layer” [6],[7] or “multi-threshold” [8]. In the work
of Mandjes et al. [9], the spectral approach for SRMFQs is extended to solve MRM-
FQs. Kankaya and Akar [10] employ the additive decomposition method to provide
a general solution to MRMFQs. Further contributions of this paper include incorpo-
rating the ordered Schur decomposition into the additive decomposition method,
relaxing the set of assumptions on the MRMFQ to obtain a framework that supports
new types of boundaries and giving the whole framework (including the differential
equation system and the boundary conditions) in terms of the steady-state joint pdf
vector of the buffer. When the problem in expressed in the pdf form, the boundary
conditions can be represented in a shortened way.
CFMFQs have been formulated in the paper by Scheinhardt et al. [11]. However,
the solution of CFMFQs is quite complex. Scheinhardt et al. [11] give explicit solu-
tion for only a system with two states and recommend numerical methods in [12] for
5
more complex systems. German et al. [13] gives a numerical method based on se-
ries expansion for solving CFMFQs. There is an important assumption in this study:
the drift rates do not ever change sign. This avoids probability mass accumulations
within the buffer space. Building on this study, the paper by Gribaudo and Telek
[14] relaxes this assumption by defining boundaries at points of drift sign changes.
The common denominator in all these studies is that they treat the problem as a
boundary value problem and apply numerical methods known for such problems.
In contrast, we approximate the continuous dependence of the drifts and the back-
ground process on the buffer level as stepwise-constant functions. This effectively
means approximating a CFMFQ with an MRMFQ. Then, the existing methods for
solving MRMFQs can be employed to obtain the solution to the CFMFQ. For this
purpose, we have preferred the method by Kankaya and Akar [10]. In this way, we
keep the problem within the fluid queue framework rather than delving into the
boundary value problems setting.
In order to obtain a sufficiently accurate solution to the CFMFQ problem with
the MRMFQ approximation, the number of regimes should be as large as possible.
In this way, the difference between the original functions that describe the CFMFQ
parameters and their stepwise-constant counterparts is minimized. This means
solving large scale MRMFQs. The original study by Kankaya and Akar [10] make
the implicit assumption that size of the problem in the number of regimes is small.
Even though they present an example with 210 states [10, pp. 442-3], the number of
regimes in this example is 2 and there is no mention of systems with large number
of regimes.
As will be seen later, the solution of fluid queues involves solving a linear sys-
tem of equations. In the case of MRMFQs, the size of this linear system is in the
order of the number of states multiplied by the number of regimes. It is well known
that classical solutions such as Gaussian elimination to linear systems of equations
with size n require number of operations in the order of n3 [15, pp. 98-100]. This
fact becomes prohibitive to the increase of the number of regimes. Fortunately, the
structure of the linear system of equations turns out to be block-banded. It is possi-
ble to exploit this structure to reduce the time complexity of the operation. We will
6
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Figure 1.4: A sample path for the M/M/1 queue buffer level and its transformed
counterpart. Arrivals occur at times 1, 3 and 7 with sizes 3, 1 and 4 respectively.
describe a method based on the block-tridiagonal LU factorization to take advan-
tage of the structure of the linear system of equations. The time complexity of this
method is linear in the number of regimes as opposed to cubic. Therefore, it is pos-
sible to use quite large numbers of regimes. There are examples in this thesis with
numbers of regimes as large as 214.
To close this section, we will describe the procedure to model stochastic sys-
tems that involve jumps [16]. Consider the very simple system of the M/M/1 queue;
the inter-arrival and service times are exponentially distributed. Assume that the
service rate is constant, and the job sizes are exponentially distributed, hence the
exponentially distributed service times. A sample path of this queue is given in Fig-
ure 1.4(a). This system does not readily lend itself to fluid queue analysis as there
are abrupt jumps at arrival epochs. If the jumps are replaced with linear ascents of
slope 1 having durations equal to the size of the arriving job, we obtain the trans-
formed process as demonstrated in Figure 1.4(b). Now, the transformed system can
be described by an SRMFQ with two states, one for the linear ascents and one rep-
resenting the normal operation of the queue. The rate out of the first state is equal
to the rate parameter of the job size distribution, and the rate out of the second
state is equal to the arrival rate. After this SRMFQ is solved, the distribution of the
real M/M/1 queue can be obtained by censoring out the first state. In this manner,
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systems with jumps can be modeled using MFQs.
1.2 The Workload-Bounded MAP/PH/1 Queue
The first application of the CFMFQ that we will present in this thesis is the workload-
bounded MAP/PH/1 queue. This is a single-server queuing system in which the job
arrivals are modeled by a workload-dependent Markovian Arrival Process (MAP).
A workload-dependent MAP differs from an ordinary MAP [17],[18] by its matrix
parameters not being fixed but allowed to vary with the instantaneous buffer level.
The workload brought by an individual job, namely the job size, has a phase type
(PH-type) distribution. The queue service discipline is FIFO (first-in-first-out). The
queue is drained at a rate c(x) when the buffer level takes the value x > 0. In the
infinite queue capacity case, a new job arrival is always admitted and it increases
the buffer level (or workload) by the job size. We will also present the case of finite
queue capacity. Although most finite queue capacity models pose a limit on the
maximum number of jobs allowed in the system, the interest in this study will be
in models in which there is an upper limit on the overall workload that the buffer
can hold, say B . Such buffers are called workload-bounded in which case different
policies can take action depending on what to reject when the workload limit gets
to be exceeded:
• Partial rejection policy: If the current workload plus the job size of an arriving
job exceeds the workload capacity B , then the workload is increased up to B ,
which amounts to rejecting part of the arriving job.
• Complete rejection policy: The job is completely rejected in the same situa-
tion.
The complete rejection policy is especially of importance since it models the exact
behavior of the queues found in communication networks. In these systems, pack-
ets cannot be accepted partially as the packet chunks would be useless anyway due
to obvious reasons (check-sum error, loss of header and/or trailer). For a discussion
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Figure 1.5: A sample scenario with (a) complete and (b) partial rejection policies.
The buffer capacity is 5. Three arrivals occur at times 1, 3 and 5 with job sizes 4, 4
and 3 respectively.
of various rejection policies for finite buffer systems, refer to the paper by Perry and
Asmussen [19].
A sample scenario with complete and partial rejection policies is presented in
Figure 1.5. The buffer capacity is 5. Three arrivals occur at times 1, 3 and 5 with job
sizes 4, 4 and 3 respectively. Under complete rejection policy, the first and the third
arrivals are accepted into the buffer whereas the second one is rejected completely.
Under partial rejection policy, the first arrival is accepted entirely. However, the sec-
ond and the third arrivals do not fit into the buffer completely. One unit of workload
apiece are lost from each arrival.
The goal of this part of the study is the numerical calculation of the steady-state
distribution of the system workload in the infinite and finite queue capacity scenar-
ios, the latter for both rejection policies. Other performance measures of interest
including job loss probability, workload loss probability, etc., can then be derived
from this distribution. The main method we propose to find the steady-state distri-
bution of the workload-dependent MAP/PH/1 queue comprises the following three
main steps:
(i) The workload-dependent MAP/PH/1 queue for the infinite and finite queue
capacity cases is described by a CFMFQ using sample path arguments. In the
finite queue capacity case, this is done for both partial and complete rejection
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policies.
(ii) The resulting CFMFQ is approximated by an MRMFQ using discretization.
(iii) The boundary conditions for this MRMFQ are solved using block-tridiagonal
LU factorization [15] to obtain the steady-state distribution of the queue occu-
pancy.
For related work, Bekker et al. [20] study an M/G/1 queue with workload-
dependent arrivals and service rates for the infinite queue capacity case. The
workload-bounded M/G/1 buffer under complete rejection policy was studied in
the work by Perry et al. [21] with closed form expressions for the M/M/1 case. Bekker
[22] studies M/G/1 queues with finite buffers with workload-dependent arrival rate,
service speed, and both partial and complete rejection policies. Level crossings and
Volterra integral equations play a key role in [22] in which closed-form expressions
are also given. The goal of our study is to extend the model of Bekker [22] to allow
a more general arrival process, namely MAP, and develop a numerically stable and
computationally efficient algorithm to solve the steady-state workload distribution.
On the other hand, Sharma and Virtamo [23] investigate a workload-bounded
buffer using complete rejection policy with MMPP (Markov Modulated Poisson Pro-
cess) arrivals which is a sub-case of MAP. However, neither the MMPP nor the ser-
vice speed is allowed to depend on the workload in this work. The model in [23]
has also been extended to systems with multiple priority classes in [24]. Multi-class
MAP arrivals with workload-dependent acceptance policies are recently studied in
the work of Horváth and van Houdt [25] in the context of modeling customer im-
patience. The arrivals to the system studied in [25] are of an adaptive Markovian
arrival process with marked customers, the adaptiveness stemming from the differ-
ent state transition rates depending on whether the arriving job enters the system
or not according to an impatience model. The impatience is allowed to be a con-
tinuous function, which is then discretized into a piecewise-constant function. The
system is modeled as an MRMFQ and the boundary conditions are solved efficiently
by exploiting the block-tridiagonal structure of the resulting matrix. In compari-
son, our model solves a more general system in which the workload-dependency
is potentially intrinsic to the system at hand rather than being a result of customer
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impatience. Moreover, we also let the service speed to be a function of the work-
load. Although these generalizations do not bring further complications in terms
of the numerical algorithm, i.e., discretizing the buffer space and solving a block-
tridiagonal matrix equation, we provide the framework for workload-dependent
MAP/PH/1 queues in the most general setting, and provide the mathematical model
for queues in which jobs that do not fit to the available buffer space are rejected in
their entirety, which is a novelty in its own accord.
1.3 Modeling Horizon-based Reservation in OBS Net-
works
Optical Burst Switching (OBS) [26] has been the focus of research in the field of opti-
cal networks since it offers a compromise between optical packet switching that has
yet to be implemented due to lack of optical buffers, and the relatively IP-unfriendly
optical circuit switching. Recognizing the inherent burstiness of broadband multi-
media traffic, in the OBS paradigm, a number of packets are merged into a single
payload, called a burst. A control packet which is called the Burst Control Packet
(BCP) is sent in the electronic domain in advance of the burst with relevant infor-
mation in order to reserve resources for the burst. Optical nodes receiving the BCP
configure themselves to accommodate the burst to arrive, if possible. The burst is
then sent in the optical domain after an amount of time, called the offset time.
There are different reservation mechanisms for node configuration. The sim-
plest is the Just-in-Time (JIT) [27] mechanism that reserves a node for an incoming
burst and rejects all arrivals until the burst is entirely transmitted. With this imme-
diate reservation method, bursts that would arrive after the node becomes available
may be blocked if their BCPs arrive when the node is busy. On the other hand, de-
layed reservation methods such as Just-Enough-Time (JET) [28, 26] and Horizon [29]
keep track of the time that the node will become idle, allowing bursts that will arrive
later than this value (scheduling horizon) to be accommodated. Horizon is easier to
implement than JET that supports void-filling, which is the process of allocating the
idle times between consecutive reservations to bursts that can fit in.
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Figure 1.6: A sample scenario with the three reservation mechanisms in action: (a)
Just-in-Time, (b) Horizon, (c) Just-Enough-Time. Numbers in the parenthesis rep-
resent the offset time and the burst length, respectively.
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Figure 1.7: The evolution of the horizon parameter for the scenario in Figure 1.6. B1
and B2 are accepted whereas B3 is rejected since its offset parameter, 2, is less than
the horizon value upon the arrival of its BCP.
A sample scenario with the three reservation mechanisms is depicted in Fig-
ure 1.6. Three BCPs are received at times 0, 3, and 5 associated with with bursts B1,
B2, and B3, respectively. The offset times of the bursts are 0, 5, and 2; and the burst
lengths are 6, 4, and 2, respectively. Under JIT operation depicted in Figure 1.6(a), B1
is accepted. As soon as the setup packet for B1 is received, the channel is reserved.
As a result, the channel is reserved when the setup packets for B2 and B3 arrive. As
JIT is an immediate reservation mechanism and the channel is already reserved, B2
and B3 are rejected, even if they are to arrive after the channel becomes free.
With Horizon-based reservation, which is demonstrated in Figure 1.6(b), B1 is
accepted. The horizon parameter is updated to 6 and starts decreasing with time.
When the BCP for B2 arrives at time 3, the horizon parameter is 3, which is less
than the offset time declared in the BCP. Therefore, B2 is accepted and the horizon
parameter is updated to 9, which is the sum of the offset time and the length of B2.
At time 5, the BCP for B3 arrives and the horizon parameter has the value 7 at this
point. Therefore, B3 is blocked. The evolution of the horizon parameter is plotted
in Figure 1.7. JET, on the other hand, has a void-filling mechanism. Therefore, B3 is
accepted under JET operation, given in Figure 1.6(c), and is served before B2 even if
its BCP arrives later than that of B2.
The offset time can also be used as a means of providing loss probability-based
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service differentiation. By assigning larger offset times to high priority clients,
their burst blocking probability can be reduced. Yoo and Qiao [30] propose such a
scheme and provide a method for finding the required offset time for a certain level
of isolation between different priority classes. Other service differentiation tech-
niques such as burst segmentation [31], deflection routing [32] and preemption [33]
have also been proposed.
An important problem in OBS networks is the contention among multiple bursts
that arrive at a node on the same wavelength within each other’s duration. One so-
lution to this problem could be wavelength converters in multi-wavelength links.
Using wavelength converters, an incoming burst can be directed to a different wave-
length channel from which it is arriving on, since the node it arrives is already trans-
mitting another burst on that channel [34]. However, we consider single-wavelength
links in this study. In such links, a well-known solution to contention is fiber delay
lines (FDL) [35]. FDLs are basically coils of fiber that induce a fixed amount of delay
on a burst that traverses it. In case of contention between say two bursts, one of the
contending bursts is chosen to be transmitted right away (or it is being transmitted
already), and the other one is “stored” within an FDL, i.e. it is fed to an FDL so that
its arrival is delayed. Obviously, the additional delay imposed on this burst should
be long enough to ensure that when it comes out of the FDL, the transmission of the
other burst is completed and the channel is available.
For better performance, a number of FDLs can be available at an optical node.
These FDLs can be configured to provide degenerate buffering or non-degenerate
buffering. In degenerate buffering, each FDL provides an integer multiple of a fixed
delay. In other words, if there are N FDLs, the delay line i , 1≤ i ≤N , provides a delay
of i∆, where∆ is a fixed quantity and called the granularity parameter. On the other
hand, in non-degenerate buffering, the delays each FDL provides can be arbitrary.
A sample scenario with the horizon-based reservation mechanism in the pres-
ence of FDLs is given in Figure 1.8. Four BCPs are received at times 0, 2, 4, and 6,
associated with bursts B1, B2, B3, and B4, respectively. The offset times of the bursts
are 1, 1, 1, and 0; and the burst lengths are 3, 4, 3, and 3, respectively. B1 is accepted
and occupies the channel between times 1 and 4. Within this time the BCP for B2
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Figure 1.8: A sample scenario with the horizon-based reservation mechanism in the
presence of FDLs. Numbers in the parenthesis represent the offset time and the
burst length respectively. Two FDLs are available with delays 1 and 2.
arrives at time 2 with an offset value of 1, indicating that B2 is to arrive at time 3.
However, the channel is occupied by B1 at time 3. Therefore, B2 is channeled into
the FDL with delay 1 upon its arrival. As B2 leaves the FDL, the channel becomes
idle and B2 is transmitted. The BCP associated with B3 arrives at time 4 with an
offset time of 1, meaning that B3 will be arriving at time 5. The channel is being
occupied by B2 until time 8, so even with the delay of 2 time units that can be pro-
vided by the FDL, B3 cannot be accommodated. Therefore, it is blocked. B4 arrives
at time 6 with no offset time. Since the channel is busy transmitting B2 until time 8,
B4 is channeled into the FDL with delay 2, and is transmitted at time 8.
The burst blocking probability in OBS networks are studied extensively in dif-
ferent settings. Ref. [36] analyzes JET with generally distributed burst lengths and
deterministic offset times under low blocking assumption. Morató et al. [37] inves-
tigate the blocking time distribution in the existence of FDLs with multiple wave-
length channels. In [38], an M/G/k/k approximation is used to analyze a JET system
with exponential burst sizes and complete isolation between the multiple classes.
Ref. [39] gives a comparison of JIT, JET, and horizon-based reservations based on
the Erlang-B loss formula. A similar analysis is carried out in [40]. A slotted OBS-JET
approximate model is solved using a non-homogeneous Markov chain in [41]. A
JET system with uniformly distributed offset times and deterministic burst lengths
is analyzed in [42]. All of these studies assume Poisson burst arrivals. In [43], the
horizon reservation scheme is studied for a single-channel system with Poisson ar-
rivals, PH-type distributed burst lengths and deterministic offset times. The analysis
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is based on Markov fluid queues similar to our study. Moreover, as pointed out in
[43], analyses based on the Erlang-B loss formula such as [38, 39, 40] cannot reflect
the effects of higher order statistics of the burst lengths, or the offset times.
The study of the horizon-based reservation that will be presented in this thesis
comprises two steps:
(i) The horizon reservation scheme on a single-channel OBS system is investi-
gated. The offset times are allowed to have general distributions. The steady-
state distribution of the horizon parameter is solved, and the blocking prob-
ability is computed. This analysis is also extended to multiple traffic classes
with different arrival processes, and burst length and offset time distributions.
(ii) The horizon reservation scheme is investigated in the presence of FDLs. This
analysis is again extended to multiple traffic classes. Each class is assumed to
have access to different sets of FDLs and the effect of this setting on the QoS in
terms of blocking is observed.
1.4 Air-time Fairness in Multi-rate WLANs
The IEEE 802.11 Working Group publishes the most widely deployed suite of pro-
tocols for Wireless Local Area Networks (WLAN). On the Medium Access Con-
trol (MAC) side, IEEE 802.11 employs a Carrier Sense Multiple Access with Colli-
sion Avoidance (CSMA/CA) MAC protocol with binary exponential back-off, known
as Distributed Coordination Function (DCF) [44]. DCF defines a mandatory ba-
sic access mechanism and an optional Request-To-Send/Clear-To-Send (RTS/CTS)
mechanism which is less often used in practice. The focus of our study is on the ba-
sic access mechanism in which an 802.11 node with a frame to transmit listens to the
channel first to detect an idle period of length at least equal to the Distributed Inter-
Frame Space (DIFS). The node then sets its back-off timer value to an integer that is
uniformly chosen in the interval [0,CW −1], where CW is set to the minimum con-
tention window size, CWmi n , at the first transmission attempt. The back-off timer
is then decremented at each slot as long as the channel is idle whereas it is stopped
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when a transmission is detected on the channel. Re-activation of the timer upon
a transmission detection is done after the channel is sensed idle after this trans-
mission for at least a DIFS. The back-off timer hitting zero triggers the frame’s first
transmission. Once the destination host successfully receives the frame, it transmits
an acknowledgment frame (ACK) after a short inter-frame space (SIFS) time. If the
transmitting node does not receive an ACK within a specified ACK timeout for the
transmitted frame, a collision is said to have taken place. Upon each collision, CW is
doubled until a maximum contention window size CWmax value is reached and the
above back-off mechanism is repeatedly applied at each unsuccessful transmission.
Physical layer enhancements to the original 802.11 standard [44] made it pos-
sible to support raw data rates up to 54 Megabits per second (Mbps) [45],[46]. De-
spite the substantial increases in raw data rates for WLANs, since the used MAC
(Medium Access Control) is the same, the actual throughput is much lower due to
802.11 overhead whose reduction is crucial for IEEE 802.11 standards to achieve
higher throughputs [47]. Novel MAC-layer techniques besides PHY-layer enhance-
ments have been explored in the IEEE 802.11n working group to reduce overhead so
as to achieve a throughput surpassing 100 Mbps [48]. Frame aggregation in which
multiple frames are aggregated and transmitted at a single transmission opportu-
nity as a burst is one such technique to reduce overhead [49].
IEEE 802.11 standards support multiple raw data rates and hence such networks
are called multi-rate WLANs. As an example, the IEEE 802.11b supports data rates in
the set {1, 2, 5.5, 11} where the IEEE 802.11a standard supports data rates in the set
{6, 9, 12, 18, 24, 35, 48, 54}, all rates being in units of Mbps [45],[50]. Moreover, the
802.11 standards support link adaptation by which a host selects one of the available
transmission rates at a given transmission opportunity based on channel conditions
and/or application traffic type. Various link adaptation algorithms are developed to
increase throughput and vendors use proprietary link adaptation algorithms [51].
Although link adaptation appears to be a powerful means to enhance throughput
in multi-rate WLANs, its effective use in multi-user 802.11 WLANs has been shown
to be limited [52]. To explain, consider a scenario of multiple hosts with a higher
raw bit rate in addition to a single host with a lower bit rate as used in [52] with all
frame sizes assumed to be the same. Since the CSMA/CA algorithm of DCF provides
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the same equal channel access probability to all hosts, the throughput of high rate
hosts will be the same as the slow host. Therefore, DCF penalizes fast hosts and
instead favors the slow host. This artifact is known as the performance anomaly
problem of 802.11 DCF, which impedes a direct relationship between the raw data
rate and the actual throughput in scenarios with multiple users with different data
rates [52]. Actually, DCF is throughput-fair when frame sizes used by different nodes
are the same on the average. Time-based fairness is proposed in [53],[54],[55] as an
alternative to throughput fairness to cope with the performance anomaly problem.
With time-based fairness, each competing node receives an equal share of the wire-
less channel occupancy time, i.e., air-time. A system achieving time-based fairness
is called air-time fair. When air-time fair mechanisms are employed, the throughput
of an individual node becomes strictly proportional with its raw bit rate and there-
fore high rate nodes will no longer be dragged down by slower ones, which leads to
significantly higher cumulative throughputs [54].
We will demonstrate this situation with a very simple example. Consider the
scenario with two nodes. Node 1 has data rate r1 whereas node 2 has data rate
r2 = k r1, where k > 1. Assuming each node transmits the same amount of pay-
load, denoted p, each transmission, the air-time required by node 1 is p/r1, and the
air-time required by node 2 is p/(k r1). Employing standard DCF, the two nodes will
transmit equal number of frames in the long run. Assume each node transmits n
frames. In total, the time required for the transmission of n frames per each station
is np(1/r1+1/r2). So, ignoring the idle times, the average throughput is
2np
np
(
1
r1
+ 1k r1
) = 2k
k+1r1. (1.1)
On the other hand, if air-time fairness is achieved, for every frame node 1 trans-
mits, node 2 will transmit k frames on the average since the air-time required by
node 1 is k times that of node 2. Hence, among the 2n frames transmitted in this
scenario, only 2n/(k +1) of them will belong to node 1, and the rest will belong to
node 2. Therefore, ignoring the idle times once again, the average throughput in
this case is
2np
2n
k+1
p
r1
+ 2nkk+1
p
k r1
= k+1
2
r1. (1.2)
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Comparing (1.1) to (1.2), it is obvious that however large k is, the throughput
in the case of standard DCF is upper bounded by 2r1, demonstrating the fact that
the fast nodes are dragged down by the slow ones, whereas the throughput of the
air-time fair WLAN is linear in k.
A substantial amount of research has been dedicated to building air-time fair
WLANs most of which focus on systems that require as minimal modification as
possible to the existing widely deployed DCF. The first approach is based on the
use of contention window parameter CWmi n as an instrument to achieve air-time
fairness. The references [56] and [57] analytically show for DCF that under certain
assumptions, the nodal throughput is inversely proportional with the CWmi n value
of the node. In particular, air-time fairness can be achieved if the initial contention
window size CWmi n is chosen to be inversely proportional with the raw bit rate. Us-
ing CWmi n adjustment for more general service differentiation purposes has also
appeared in [58],[59],[60]. In [61], an algorithm for selecting optimal CWmi n val-
ues is proposed. This reference also explores the usage of the Arbitration Interframe
Space (AIFS) value defined in IEEE 802.11e for air-time usage control. The disadvan-
tage of the method given in this study is that it requires recomputation whenever a
station joins or leaves the network, or changes its rate. A neural network-based so-
lution for finding CWmi n and AIFS values to achieve air-time fairness is proposed
in [62]. The main advantage of the CWmi n-approach to deliver air-time fairness is
in its simplicity of implementation and the preservation of the DCF mechanism.
Several drawbacks of this approach within the scope of air-time based fairness are
given below:
• The relationship between CWmi n and the nodal throughput is valid only for
regimes where the collision probabilities are small. Actually, the relationship
between CWmi n and the nodal throughput is sensitive to system parameters
such as number of nodes, choice of initial congestion windows, etc. For ex-
ample, a simulation study of [58] demonstrates that the throughput ratio be-
tween two classes of nodes with a fixed CWmi n ratio is slightly sensitive to the
number of nodes in each class. Similar results also appear in [61].
• Large initial contention windows are necessary when the ratio between the
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lowest and highest raw bit rates is relatively large. This can lead to a consider-
able under-utilization of the channel [63].
• In actual implementations, CWmi n needs to be a power of two [59]. Therefore,
perfect air-time fairness between two nodes can not be achieved if the raw bit
rate ratio is not a power of two.
In order to attack the long contention window sizes problem, in [63], the au-
thors propose an on-line extension of the 802.11 DCF that dynamically adapts the
minimum contention window of contending stations to achieve air-time fairness.
However, each node is assumed to be aware of the number of competing nodes in
the network which is difficult to manage in a distributed way. In [64], the authors
propose a modification to the original CSMA/CA algorithm in which the contention
windows of contending nodes are adjusted based on an estimator of the number of
idle slots and the authors demonstrate high cumulative throughput as well as im-
proved time-based fairness relative to the DCF. Despite the merits demonstrated in
[64], deviation from the widely accepted CSMA/CA appears to be a drawback.
Packet fragmentation is another approach to achieve air-time fairness. The ref-
erence [65] proposes a solution where packets from higher layers are fragmented
based on the raw bit rate. In this solution, nodes with high bit rates use a frame size
equal to the MTU (maximum transmission unit) whereas slow nodes fragment their
packets so as to transmit smaller frames at each transmission opportunity. A similar
cross-layer scheme is proposed in [66] that uses IP path MTU discovery so as reduce
the number of bytes per frame sent by lower bit rate nodes while allowing higher bit
rate nodes to send full size frames. An immediate drawback of the fragmentation-
based approach is an increase in overhead due to fragmentation especially when
most nodes are slow. Implementation complexity is another drawback due to need
for cross-layer interaction.
Another category of solutions is the frame aggregation approach which is pro-
posed in the IEEE 802.11e standard in which a transmission opportunity (TXOP),
also referred to as the maximum channel occupation time, is broadcasted by the
base station to each contending node. Consequently, nodes can aggregate their
awaiting frames for transmission as long as the channel occupancy time does not
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exceed TXOP. Frame aggregation is also a crucial component of 802.11n due to the
benefits it offers due to the significant reduction of overhead [48]. Frame aggrega-
tion can be used as a means of achieving air-time fairness and nodes with better
channel conditions are allowed to send multiple frames at a transmission opportu-
nity as opposed to low bit rate nodes that do not perform aggregation. The reference
[67] proposes a dynamic and distributed aggregation mechanism which addresses
the performance anomaly in both UDP and TCP scenarios by achieving time-based
fairness in nearly all of the tested configurations. There are also existing results on
optimal aggregation policies in 802.11n that can substantially increase aggregate
throughput [68]. The reference [69] formulates DCF with respect to mixed data rates
and packet sizes, and offers an adaptive packet size adjustment method. The refer-
ence [70] demonstrates the advantages of TXOP operations over the legacy 802.11
DCF and compare different TXOP managing policies in order to obtain the optimal
one. Although TXOP can be used as an effective means of providing air-time fair-
ness, the following drawbacks are identified:
• Frames are typically of variable size and further mechanisms including frag-
mentation are needed to transmit a number of frames within TXOP.
• Frame aggregation is generally used as a means of reducing overhead and thus
enhancing cumulative throughput. If this method is used for air-time fair-
ness, then slow nodes would not benefit from aggregation as much in case
they dominate the user type.
• Let us assume all frames to be of the same length for the sake of simplicity. In
the TXOP approach to deliver air-time fairness, the TXOP may be defined to be
the time required for the slowest node to transmit a single frame. Let us now
assume a 802.11b WLAN occupied by two nodes with 11 Mbps raw bit rates.
In this case, when a node has channel access, it will transmit 11 back-to-back
frames. Clearly, such a scheme presents unfairness between these two nodes
in the short term. The situation worsens when the ratio between the lowest
and highest raw bit rates is even larger.
• Frame aggregation may lead to relatively poor delay performance as shown in
[62].
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A discrete-time Markov model for the performance analysis of the Enhanced
Distributed Channel Access (EDCA) function of the IEEE 802.11e standard with
EDCA parameters including CWmi n , TXOP, and AIFS is presented in [71]. The ref-
erence [72] describes another algorithm called TCP Friendly Rate Control (TFRC)
in a network in which all the nodes use TFRC as a transport layer protocol and air-
time fairness can be achieved by adjusting the sending rate at the transport layer.
The reference [73] solves the performance anomaly problem with a combination of
contention window scaling approaches and TCP rate control approach. According
to TCP rate control, each window adjusts its contention window and air-time fair-
ness for the system is exhibited and aggregate throughput of the system is shown
to improve. Another cross-layer approach is presented in [74] where CWmi n adap-
tation in the MAC layer is coupled with video bit rate adaptation in the application
layer. The drawback of these solutions in general lies in their cross-layer design and
in the cases of TFRC [72] and TCP rate control [73], the fact that they cannot support
transport protocols other than TCP.
Further literature on air-time fairness include Keceli et al. [75] who study the un-
fairness problem between the up-link and the down-link flows in the IEEE 802.11e
infrastructure Basic Service Set (BSS) when the default settings are employed, the
work by Lim et al. [76] that considers the unfairness problem among up-link and
down-link flows in error-prone environments, and Wang et al. [77] who investigate
fairness in terms of throughput and packet delays among users with diverse channel
conditions due to the mobility and fading effects in WLANs.
In this part of the thesis, we will propose a novel approach for achieving air-
time fairness in IEEE 802.11 WLANs which is relatively simple to implement. In our
proposed approach, multiple instances of the standard back-off algorithm are run
at each node. Equivalently, a competing node behaves as a collection of multiple
virtual nodes where each virtual node has its own DCF instant. When the back-
off timer of a virtual node hits zero, then its controlling physical node decides to
transmit the awaiting frame on behalf of the virtual node. Having multiple instances
of the back-off algorithm at a given node increases the channel access probability
when compared with ordinary nodes with a single DCF. The method we propose
employs the multiplicity of back-off algorithm instances as an instrument to deliver
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air-time fairness.
To explain further, consider a competing node i that runs Ni instances of the ba-
sic back-off algorithm. Let us assume that each node i requires an average air-time
E [Ai ] at each of its transmission opportunities. Let Amax ≥ E [A j ],∀ j be a value
known to all nodes. We propose that the parameter Ni is set to Ni = Amax/E [Ai ],
which can be done in a distributed manner since all nodes have the value of Amax .
Of course, for ideal performance, Amax should be set to maxi E [Ai ]. However,
this would require the dissemination of the E [Ai ] values of all nodes within the
WLAN and impose communication overhead. Moreover, in cases which E [Ai ] val-
ues change such as rate adaptation, the new E [Ai ] values should also be announced.
So, instead of using Amax =maxi E [Ai ], we opted for the ratio of the maximum sup-
ported frame size to the minimum supported data rate in the protocol employed. In
this manner, Amax becomes known to all nodes through protocol parameters and
the condition Amax ≥ E [A j ],∀ j is satisfied.
Note that the parameter Ni need not be an integer. For such cases, we will de-
scribe a novel distributed mechanism that appropriately switches between Ni− =
bNi c and Ni+ = dNi e back-off algorithms. A node with non-integer Ni runs Ni− and
Ni+ back-off algorithms for appropriate durations so that on the average, the node
obtains transmission opportunities proportional to Ni . Moreover, we will provide
a novel Markov chain-based analytical model for the validation of this switching
mechanism. In addition, we show that our method achieves air-time fairness at
the expense of an acceptable reduction in channel utilization through an extensive
simulation study. The proposed method can also be used in conjunction with frame
aggregation to substantially mitigate this utilization reduction.
This part of the thesis has a different theme compared to the rest. Rather than
providing methodology (as in the solution of CFMFQs) or demonstrating applica-
tions to the methodology (such as the workload-bounded queue or the analysis of
horizon-based reservation), we aim to solve a more practical engineering problem
in this part. However, it is still coupled to the general idea of the thesis in the aspect
that we provide a stochastic model in the form of a Markov chain-based analysis for
the switching mechanism to validate its effectiveness.
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1.5 Contribution Summary and Organization
The contributions of this thesis can be summarized as follows:
A. Markov Fluid Queues
• A general framework for the solution of CFMFQs is given. Rather than ap-
proaching the task at hand as a boundary value problem, we chose to ap-
proximate the CFMFQ by a MRMFQ and apply existing methods.
• We provide an efficient algorithm based on block-tridiagonal LU decom-
position for the solution of the linear system of equations stemming from
the boundary conditions. The algorithm has linear complexity with respect
to the number of regimes. Thus, a large number of regimes can be used for
the MRMFQ approximation to achieve satisfactory levels of accuracy. Since
the solution method for the MRMFQ we employ is based on the numeri-
cally stable additive decomposition method, the resulting solution frame-
work for the CFMFQs is both stable and efficient. Also note that the algo-
rithm based on block-tridiagonal LU decomposition can also be employed
to solve ordinary MRMFQs, which has not been addressed before.
• We give a treatment for MRMFQs which have temporarily-absorbing states,
that is there are some states that the background process cannot leave un-
less the buffer level reaches a certain value. These types of systems are en-
countered in our analysis for the horizon-based reservation mechanism.
B. The Workload-bounded MAP/PH/1 Queue
• We give a framework for modeling workload-bounded queues in which job
arrival process and the service speed are functions of the unfinished work-
load. The arrival process is a MAP and the job size has a PH-type distribu-
tion, which is the most general case possible in Markov fluid queue frame-
work. Two different rejection policies, namely partial and complete rejec-
tion, are formulated.
• Mathematical model for the workload-bounded MAP/PH/1 queue with
complete rejection policy is given. This derivation includes formulating
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the infinitesimal generator of the background process in terms of the ar-
rival process and job size distribution parameters. Due to the complete
rejection policy, even if none of the parameters depend on the buffer level,
the model still is a CFMFQ.
• We also give the solution to the workload-bounded MAP/PH/1 queue for
multiple customer classes.
C. The Horizon-based Delayed Reservation Mechanism in OBS Networks
• The horizon-based delayed reservation mechanism with deterministic off-
set times has been solved before in the context of MRMFQs. We formulate
and solve the horizon-based delayed reservation mechanism with gener-
ally distributed offset times. This is achieved by employing the hazard rate
function in modeling the offset time. The resulting model is CFMFQ, which
the methods proposed can be applied readily.
• We also formulate and solve the horizon-based delayed reservation mecha-
nism with generally distributed offset times for multiple traffic classes. QoS
differentiation in terms of blocking probability due to different offset time
distributions for each class is investigated.
• We show that deterministic offset times provide better performance than
stochastic offset times in terms of blocking in single class case, and both
overall blocking and QoS differentiation in multiple class case.
• The horizon-based delayed reservation mechanism in the presence of
FDLs is formulated and solved. The offset times can be deterministic, or
have discrete distributions. As deterministic offset times were shown to be
better than stochastic offset times, this choice seems logical.
• Service differentiation by means of FDL access limitation is investigated. In
this method, high priority class has access to the full set of FDLs, whereas
the low priority class can access only a subset of the FDLs. We show that
this method is a good candidate for service differentiation.
D. Air-time Fairness in Multi-rate IEEE802.11 WLANs
• We propose a fully distributed novel algorithm that provides air-time fair-
ness in multi-rate IEEE802.11 WLANs. The algorithm is based on each node
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running multiple instances of the standard DCF of IEEE802.11. The num-
ber of algorithms a node runs is inversely proportional to the air-time re-
quired by that node for the transmission of a frame.
• The number of algorithms a node needs to run might turn out to be non-
integer. For such cases, we propose a method for maintaining air-time fair-
ness. The method involves switching between the two integer neighbors of
the non-integer number of algorithms. We also give a stochastic model for
this method, and we present a novel and elaborate proof through a Markov
chain-based analysis that the method indeed maintains air-time fairness.
• The method we propose sacrifices a tolerable amount of air-time utiliza-
tion in favor of air-time fairness and overall throughput. We also provide
a method that employs frame aggregation to combat the reduction in air-
time utilization.
• We present an extensive simulation study that shows the effectiveness of
the proposed method even in scenarios in which nodes become online and
go offline, and have non-deterministic frame size distributions.
In chapter II, Markov fluid queues are summarized and the framework for solv-
ing CFMFQs including the block-tridiagonal LU decomposition algorithm is de-
scribed. The workload-bounded MAP/PH/1 queue is formulated and solved in
chapter III. The stochastic model for horizon-based reservation mechanism with
or without FDLs is given in chapter IV. Chapter V is on air-time fairness in multi-
rate IEEE802.11 WLANs, and our method for achieving air-time fairness is described
here. Chapter VI concludes and presents future research directions.
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Chapter 2
Markov Fluid Queues
2.1 Introduction
Markov Fluid Queues (MFQ) are systems in which the drift into or out of a buffer is
determined by a Markov process. This Markov process is called the modulating or
the background process, and usually is a continuous-time Markov chain (CTMC).
For every state of the CTMC, there is a drift value, possibly different from the rest
of the drifts. The buffer may have finite or infinite capacity. MFQs are described
by two parameters: the infinitesimal generator of the background process, and the
set of drift values for each state. MFQs can be categorized into three classes with
respect to the dependence of their parameters on the buffer level.
1. First, we have the single-regime MFQs (SRMFQ). The parameters of the SRM-
FQs are fixed and they are independent of the buffer level.
2. The second category is the multi-regime MFQs (MRMFQ). The parameters
of an MRMFQ depend on the buffer level in a piece-wise constant manner.
Therefore, the buffer can be partitioned into regimes that determine the pa-
rameters. The parameters are constant within each regime, however they dif-
fer from the ones associated with any other regime. As the parameters of the
MRMFQ are determined by the buffer level, this can be regarded as a sort
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of feedback. Hence, MRMFQs are sometimes called multi-regime feedback
MFQs.
3. In the last category, there is the continuous feedback MFQs (CFMFQ). The
parameters of a CFMFQ are functions of the buffer level. These functions are
not piece-wise constant functions, so defining regimes as in MRMFQs is not
possible.
Now, we will revisit the examples from chapter I this time by also indicating the
infinitesimal generators of their background processes and the drift matrices.
Example I: SRMFQ The buffer capacity B is finite and equal to 2. The background
process is a 3-state CTMC with the infinitesimal generator
Q =

−0.5 0.25 0.25
0.1 −0.5 0.4
0.1 0.4 −0.5
 .
The drifts in states 1, 2 and 3 are 0, −1 and 1 respectively, which we will denote in
diagonal matrix form as
R =

0
−1
1
 .
A sample evolution of the buffer level for this SRMFQ is given in Figure 2.1. The
system starts with an empty buffer and the background process in state 3. During
the time the background process stays in state 3, the buffer is filled with rate 1. When
the background process switches to state 1, the buffer level remains constant as the
drift in state 1 is 0. Then, the background process switches to state 3 and after a
while, the buffer level hits the upper boundary. As it cannot be filled any more, the
buffer level stays at B until the background process switches to state 2. Afterwards,
the buffer is depleted with rate −1 and it is completely drained before the next state
transition. So, the buffer level stays at 0 as it can be depleted no further.
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Figure 2.1: A sample path for the buffer level of the SRMFQ that has a background
process with infinitesimal generator Q =
[−0.5 0.25 0.25
0.1 −0.5 0.4
0.1 0.4 −0.5
]
. The drifts in states 1, 2 and
3 are 0, −1 and 1 respectively.
Example II: MRMFQ The buffer with capacity is again 2. The buffer is partitioned
into two regimes; first regime being the region (0,1) and the second regime being
(1,2). The background process is a 2-state CTMC with the infinitesimal generators
Q(1) =
[
−0.2 0.2
0.2 −0.2
]
and Q(2) =
[
−0.8 0.8
0.8 −0.8
]
in regimes 1 and 2 respectively. Also, the drift matrices in regimes 1 and 2 are
R(1) =
[
−0.25
0.25
]
and R(2) =
[
−1
1
]
respectively. Moreover, to completely describe the MRMFQ, we also need to define
the behavior at the regime boundaries, which are at 0, 1 and 2 in this specific sce-
nario. Let’s assume that the MRMFQ behaves the same as in regime 1 in boundaries
at 0 and 1, and as in regime 2 in boundary at 2.
A sample evolution of the buffer level for this MRMFQ is given in Figure 2.2. The
system starts with an empty buffer and the background process in state 1. There-
fore, the buffer level remains 0 until a state transition occurs as the drift in state 1
at boundary 0 is negative. When the background process switches to state 2, the
buffer level starts increasing with rate 0.25. When the buffer level surpasses the
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Figure 2.2: A sample path for the buffer level of the MRMFQ that has a back-
ground process with infinitesimal generators Q(1) = [−0.2 0.20.2 −0.2] and Q(2) = [−0.8 0.80.8 −0.8]
in regimes 1 and 2 respectively. The drifts in regimes 1 and 2 are R(1) = [−0.25 0.25]
and R(2) = [−1 1] respectively.
regime boundary at 1, the MRMFQ enters regime 2. At this point, the state is still
2, but the drift becomes 1. Afterwards, when the background process switches to
state 1, the buffer starts being depleted with rate −1. Later on, when the buffer level
drops below the regime boundary 1 in state 1, the drift becomes −0.25. Note that
apart from the different drifts within each regime, the behavior of the background
process, reflected on the distinct infinitesimal generators, is also different in either
regime as more state transitions are observed in regime 2 owing to Q(2) having larger
transition rates in absolute value on its diagonal than Q(1).
Example III: CFMFQ Like before, this CFMFQ has a buffer capacity of 2. The in-
finitesimal generator of the background process and the drifts are given by
Q(x)=
[
−(0.2+x2) 0.2+x2
0.2+x2 −(0.2+x2)
]
and R(x)=
[
0.2+2x2
−1
]
respectively.
A sample evolution of the buffer level for this CFMFQ is given in Figure 2.3. Ob-
serve that the filling rate of the buffer in state 1 depends on the instantaneous buffer
level rather than a fixed drift rate. Also, the dependence of the background process
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Figure 2.3: A sample path for the buffer level of the CFMFQ that has a background
process with infinitesimal generator Q(x) = (0.2+ x2)[−1 11 −1], and the drifts are
R(x)= [0.2+2x2 −1].
on the buffer level can be deduced from the figure as state transitions are more fre-
quent when the buffer level is closer to the upper boundary.
In the remaining of this chapter, we will give the formal definitions of SRMFQs,
MRMFQs and CFMFQs, and describe how to solve them.
2.2 Single-Regime Markov Fluid Queues
An SRMFQ is a joint process {X (t ), Z (t )}, where Z (t ) is the background CTMC, and
X (t ) is the buffer level. Let N denote the number of states of Z (t ). Z (t ) modulates
the SRMFQ in the following manner. With every state i ,1 ≤ i ≤ N of Z (t ), there is
an associated drift, denoted by ri . Then, the drift matrix of the SRMFQ, R, can be
defined as the diagonal matrix with the drift rates as its diagonal entries:
R =

r1
r2
. . .
rN
 .
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When Z (t ) = i , X (t ) increases (decreases) with rate ri (−ri ) if ri > 0 (ri < 0). Of
course, when X (t ) his 0, it can be depleted no further. Therefore, for infinite-
capacity SRMFQs, we have
d
d t
X (t )=
ri , when Z (t )= i and X (t )> 0,max{ri ,0}, when Z (t )= i and X (t )= 0.
Similarly, if the buffer is of finite capacity, which we denote by B , we have
d
d t
X (t )=

min{ri ,0}, when Z (t )= i and X (t )=B ,
ri , when Z (t )= i and B > X (t )> 0,
max{ri ,0}, when Z (t )= i and X (t )= 0.
The joint cdf vector at time t is defined as
F (x, t )=
[
F1(x, t ) · · · FN (x, t )
]
,
where
Fi (x, t )= Pr{X (t )≤ x, Z (t )= i } , 1≤ i ≤N , t ≥ 0,
with x ∈ [0,∞) for the infinite buffer and x ∈ [0,B ] for the finite buffer. Assuming that
Z (t ) is irreducible, the steady-state cdf vector F (x)= limt→∞F (x, t ) always exists for
the finite buffer case, and it exists under a stability condition for the infinite buffer
case. It is well known [2] that the steady-state joint cdf vector satisfies
d
d x
F (x)R = F (x)Q, (2.1)
where Q is the infinitesimal generator of Z (t ).
It is also possible to write (2.1) using pdf form. Defining the steady-state joint pdf
vector as f (x)=
[
f1(x) · · · fN (x)
]
where fi (x)= d Fi (x)/d x, 1≤ i ≤N , we have
d
d x
f (x)R = f (x)Q. (2.2)
If the solution is to be given in pdf form, the probability mass accumulations at 0,
that is
c(0) =
[
c(0)1 · · · c(0)N
]
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where
c(0)i = limt→∞Pr{X (t )= 0, Z (t )= i }, 1≤ i ≤N
should also be specified. Note that c(0) = F (0). In the finite buffer case, the proba-
bility mass accumulations at the upper boundary B ,
c(B) =
[
c(B)1 · · · c(B)N
]
where
c(B)i = limt→∞Pr{X (t )=B , Z (t )= i }, 1≤ i ≤N
should also be specified.
In the remainder of this section, we will summarize the solution of SRMFQs.
2.2.1 Boundary Conditions
Infinite Buffer Case For the steady-state cdf to exist in the case of infinite buffer,
the system should be stable. This means that the mean drift, r¯ =piR1 should be neg-
ative. Here, pi is the stationary distribution of Z (t ), and satisfies piQ = 0 and pi1= 0,
where 1 and 0 represent vectors of ones and zeros of appropriate sizes respectively.
Let’s also define three subsets of the set of all states, S = {1, . . . , N },
S− = {i | i ∈ S, ri < 0} ,
S0 = {i | i ∈ S, ri = 0} ,
S+ = {i | i ∈ S, ri > 0} .
These sets include the states for which the drift is positive, zero and negative respec-
tively. Obviously, the union of these three sets equal to S.
Once the stability condition is met, there are basically two sets of boundary con-
ditions:
(i) If the background process is in a state for which the drift is positive, the buffer
level X (t ) cannot stay at zero. Therefore, Fi (0)= 0, ∀i ∈ S+.
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(ii) In the solution of the either of the matrix differential equations (2.1) or (2.2),
eigenvalues with positive real parts should be suppressed in order to have a
stable cdf.
Finite Buffer Case Since the buffer is limited on both ends, we do not need a sta-
bility condition in this case. Similar to the infinite buffer case, there are two sets of
boundary conditions.
(i) If the background process is in a state for which the drift is positive, the buffer
level X (t ) cannot stay at zero. Therefore, Fi (0)= 0, ∀i ∈ S+.
(ii) For the states that have negative drifts, the value of the steady-state cdf at
the upper boundary point B should be equal to the corresponding entry of
pi, i.e. Fi (B)=pii , ∀i ∈ S−.
2.2.2 Spectral Solution
This method is due to the work of Kulkarni [2]. In this method, the following as-
sumptions are made:
(i) There are no states with zero drift, i.e. S0 =;. This ensures that the matrix R is
invertible.
(ii) All eigenvalues of the matrix QR−1 are distinct.
Let (λi ,φi ), 1 ≤ i ≤ N , denote the left eigenvalue-eigenvector pairs of the matrix
QR−1. First, rewrite the equation (2.1) as
d
d x
F (x)= F (x)QR−1. (2.3)
Obviously, the general solution to (2.3) is given by
F (x)=
N∑
i=1
ai e
λi xφi = aeΛxΦ, (2.4)
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where ai , 1 ≤ i ≤ N , are scalar coefficients to be determined from the boundary
conditions, and
a =
[
a1 · · · aN
]
, Λ=

λ1
λ2
. . .
λN
 , Φ=

φ1
...
φN
 .
The general solution (2.4) is valid for both infinite and finite buffers. However,
the solution of a is different for each case.
Infinite Buffer Case Observe that (0,pi) is a left eigenvalue-eigenvector pair to
QR−1. Let (λz ,φz)= (0,pi). Then, a can be solved from
ai = 0 ∀i ∈ S such that Re(λi )> 0,
N∑
i=1
aiφi j = 0 ∀ j ∈ S+,
az = 1.
Notice that as x goes to infinity, all that remains nonzero in (2.4) is azpi, which en-
sures F (∞)=pi as expected.
Finite Buffer Case In this case, a can be solved from
N∑
i=1
aiφi j = 0 ∀ j ∈ S+,
N∑
i=1
ai e
λi Bφi j =pi j ∀ j ∈ S−.
The spectral solution has three main drawbacks:
(i) It fails in the existence of repeated eigenvalues.
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(ii) Computation of eigenvalues of a matrix is problematic in general. This is es-
pecially amplified if there are eigenvalues close to each other. Detailed treat-
ments using perturbation analysis can be found in various classical texts such
as the books by Wilkinson [78], and Golub and Van Loan [15].
(iii) The linear equation to solve for a is ill-conditioned, especially in the finite
buffer case with large buffer capacities. This is due to the coexistence of grow-
ing and dying exponentials.
Akar and Sohraby [4] point out these drawbacks and propose a technique based
on ordered Schur form that is numerically stable. Before we present this technique,
we will go over the ordered Schur form.
2.2.3 Ordered Schur Form
Theorem 2.1 is stated in the book by Golub and Van Loan [15]. We refer the reader
to this work for the proof, which will be left out here.
Theorem 2.1. For every real square matrix A, there exists an orthogonal matrix U
such that
U T AU = T
where T is upper block-diagonal, and each diagonal block of T is either 1× 1 and
an eigenvalue of A, or a 2× 2 matrix with a complex conjugate pair of eigenvalues
belonging to A.
Furthermore, the decomposition is not unique and U can be chosen so that the
eigenvalues appear along the diagonal of T in any desired order.
For our purposes that will become clear in the next section, we would like to
order the eigenvalues so that the zero(s) comes first, followed by the eigenvalues
with negative and positive real parts respectively. So, we start with a Q matrix to
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have
U T AU = T =

A0 A0− A0+
A− A−+
A+
 , (2.5)
where A0, A− and A+ are upper triangular, and have the eigenvalues that are 0,
and that have negative and positive real parts respectively on their diagonals. Fur-
thermore, we would like to find a similarity transform on A that will make the off-
diagonal blocks in (2.5), namely A0−, A0+ and A−+, all zeros.
A procedure for this purpose was described in Kankaya’s work [79, pp. 28-31].
Letting
Y =U
[
I X1
0 I
]
I 0 0
0 I X2
0 0 I

produces
Y −1 AY =

A0
A−
A+
 . (2.6)
Here, 0 and I represent zero and identity matrices of appropriate sizes respectively.
It is easy to see that the matrices X1 and X2 can be solved from the Sylvester equa-
tions:
A0X1−X1
[
A− A−+
A+
]
+
[
A0− A0+
]
= 0
A−X2−X2 A++ A−+ = 0.
These Sylvester equations are always solvable due to A0, A− and A+ having separate
spectra [80].
2.2.4 Additive Decomposition Method
The additive decomposition method was proposed by Akar and Sohraby [4]. In this
section and the rest of the thesis, we will prefer the pdf formulation.
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First of all, assume that there are states with zero drifts, i.e. S0 6= ;. In that case,
without loss of generality, we can assume that the states are enumerated in such
a way that all states with zero drifts come after the rest. This is always achievable
through a similarity transform. Then, f (x), Q and R can be partitioned as
f (x)=
[
fn(x) fz(x)
]
, Q =
[
Qnn Qnz
Qzn Qzz
]
, R =
[
Rn
0
]
to write
d
d x
[
fn(x) fz(x)
][Rn
0
]
=
[
fn(x) fz(x)
][Qnn Qnz
Qzn Qzz
]
.
Simple algebra yields
fz(x)=− fn(x)QnzQ−1zz (2.7)
d
d x
fn(x)Rn = fn(x)
(
Qnn −QnzQ−1zz Qzn
)
. (2.8)
The equation pair (2.7) and (2.8) provide a treatment for SRMFQs that have states
with zero drifts. Therefore, for the remainder of this chapter, we will assume that R
is invertible.
Defining A =QR−1, we can rewrite (2.2) as
d
d x
f (x)= f (x)A. (2.9)
Following the procedures given in section 2.2.3, we find a matrix Y satisfying (2.6).
Defining f¯ (x)= f (x)Y , (2.9) can be rewritten as
d
d x
f¯ (x)= f¯ (x)

A0
A−
A+
 . (2.10)
Assuming that the background process is irreducible and the mean drift r¯ is
nonzero, the matrix QR−1 has exactly one eigenvalue at 0 [81], meaning that A0 is a
scalar and equal to 0. Therefore (2.10) becomes
d
d x
f¯ (x)= f¯ (x)

0
A−
A+
 .
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The solution of this equation is obviously f¯ (x) = a0 + a−e A− x + a+e A+ x for some
vector a =
[
a0 a− a+
]
, which is to be solved from the boundary conditions.
Let’s for the time being assume that the buffer is of finite capacity. Then, the
growing exponential term a+e A+ x can be written as
a+e A+ x = a+ e A+B e−A+B e A+ x
= a+ e A+B e−A+ (B−x),
where the multiplier e A+B can be absorbed into a+. Then, the solution to (2.10) can
be expressed as
f¯ (x)= a0+a−e A− x +a+e−A+ (B−x).
The only step at this point is to compute f (x) from f¯ (x)Y −1. Let
Y −1 =

L0
L−
L+
 ,
where the number of rows of the blocks L0, L− and L+ are equal to 1, and the size of
A− and A+ respectively. So, we can write the solution to (2.2) as
f (x)=
[
a0 a− a+
]
1
e A− x
e−A+ (B−x)


L0
L−
L+
 . (2.11)
For the infinite buffer case, only the dying exponential term can be present in the
solution. Therefore, a0 = 0 and a+ = 0, and the solution to (2.2) is f (x)= a− e A− x L−.
In additive decomposition method, the computation of eigenvalues is elimi-
nated altogether and the ordered Schur decomposition, which is known to be stable
[82, pp. 17-18], is preferred. Moreover, only dying exponentials exist in the solution
which leads to a well-conditioned equation in the unknown coefficient vector a.
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2.3 Multi-Regime Markov Fluid Queues
Consider the Markov fluid queue with the buffer space partitioned in K regimes
with the boundaries 0 = T (0) < T (1) < ·· · < T (K−1) < T (K ) = B . When the buffer level
x is in the range
(
T (k−1),T (k)
)
, the buffer is said to be in regime k. Within regime k,
the infinitesimal generator of the background process is Q(k), and the diagonal drift
matrix is R(k). In general, the pair Q( j ) and R( j ) is possibly different than Q(k) and
R(k) whenever j 6= k, 1≤ j ,k ≤ K . In this manner, the behavior of the fluid queue at
any point in time is determined by the regime at that time. Such systems are called
multi-regime Markov fluid queues (MRMFQ).
In each regime k, 1≤ k ≤ K , the infinitesimal generator of the background pro-
cess and the drift matrix are denoted by Q(k) and R(k), respectively, and the drift in
state i is denoted by r (k). At each regime boundary, T (k), 1≤ k ≤K , the infinitesimal
generator of the background process and the drift matrix are denoted by Q˜(k) and
R˜(k), respectively, and the drift in state i is denoted by r˜ (k).
Similar to SRMFQs, we can define the joint cdf vector at time t in regime k as
F (k)(x, t )=
[
F (k)1 (x, t ) · · · F (k)N (x, t )
]
, T (k−1) < x < T (k)
F (k)i (x, t )= Pr{X (t )≤ x, Z (t )= i } , t ≥ 0, 1≤ i ≤N ,
and the joint pdf vector at time t in regime k as
f (k)(x, t )=
[
f (k)1 (x, t ) · · · f (k)N (x, t )
]
, T (k−1) < x < T (k)
f (k)i (x, t )=
d
d x
F (k)i (x, t ), 1≤ i ≤N .
Then the steady-state joint cdf and pdf vectors in regime k are written as
F (k)(x)=
[
F (k)1 (x) · · · F (k)N (x)
]
, T (k−1) < x < T (k),
F (k)i (x)= limt→∞F
(k)
i (x, t ), 1≤ i ≤N ,
f (k)(x)=
[
f (k)1 (x) · · · f (k)N (x)
]
, T (k−1) < x < T (k),
f (k)i (x)= limt→∞ f
(k)
i (x, t ), 1≤ i ≤N .
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Figure 2.4: The structure of an MRMFQ
Lastly, the transient and steady-state probability mass accumulations at the regime
boundaries can be written as
c(k)(t )=
[
c(k)1 (t ) · · · c(k)N (t )
]
, 0≤ k ≤K ,
c(k)i (t )= Pr
{
X (t )= T (k), Z (t )= i
}
, t ≥ 0, 1≤ i ≤N ,
c(k) =
[
c(k)1 · · · c(k)N
]
, 0≤ k ≤K ,
c(k)i = limt→∞c
(k)
i (t ), 1≤ i ≤N .
The parameters that describe an MRMFQ is summarized in Figure 2.4.
The sets of states with positive, zero and negative drifts in each regime k, 1≤ k ≤
K , are defined as
S(k)− =
{
i | i ∈ S, r (k)i < 0
}
,
S(k)0 =
{
i | i ∈ S, r (k)i = 0
}
,
S(k)+ =
{
i | i ∈ S, r (k)i > 0
}
.
In addition, we need to define the counterparts of these sets for the regime bound-
aries:
S˜(k)− =
{
i | i ∈ S, r˜ (k)i < 0
}
,
S˜(k)0 =
{
i | i ∈ S, r˜ (k)i = 0
}
,
S˜(k)+ =
{
i | i ∈ S, r˜ (k)i > 0
}
.
The states of the background process can be classified at the regime boundaries
according to the signs of the drifts below and above the boundary.
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1. A state is called emitting at regime boundary T (k) if r (k) and r (k+1) have the
same sign. In such states, if r (k) > 0, the buffer level increases towards T (k)
from below in regime k and after it enters regime k+1, continues to increase.
Similarly, if r (k+1) < 0, the buffer level decreases towards T (k) from above in
regime k+1 and after it enters regime k, continues to decrease.
2. A state is called absorbing at regime boundary T (k) if r (k) > 0 and r (k+1) < 0. In
such states, the buffer level increases towards T (k) in regime k and decreases
towards T (k) in regime k+1.
3. A state is called repulsive at regime boundary T (k) if r (k) < 0 and r (k+1) > 0.
In such states, the buffer level decreases away from T (k) in regime k and in-
creases away from T (k) in regime k+1.
A set of assumptions was laid out in the work of Kankaya and Akar [10] which we
adopt here.
(i) S(k)+ 6= ;, S(k)− 6= ;, 1≤ k ≤K ,
S˜(k)+ 6= ;, S˜(k)− 6= ;, 0≤ k ≤K .
This avoids the buffer level being stuck within a portion of the buffer or at a
regime boundary.
(ii) If r (k)i > 0> r (k+1)i , then r˜ (k)i = 0, 1≤ k ≤K −1.
This means that state i is absorbing at regime boundary T (k). The assumption
avoids infinitesimal oscillations around T (k).
(iii) If state i is repulsive at regime boundary T (k), then one of the following is true:
r˜ (k)i = 0, or r˜ (k)i = r (k)i , or r˜ (k)i = r (k+1)i .
This means that the drifts at a repulsive boundary can be either zero, or left
continuous or right continuous.
(iv) If r (k)i = 0, then r˜ (k−1)i = r˜ (k+1)i = 0.
Like assumption (ii), this avoids infinitesimal oscillations around T (k−1) and
T (k), and eliminates the possibility of multiple probability mass accumulations
within arbitrarily small neighborhoods of the regime boundaries.
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(v) The drifts of the remaining states are either left or right continuous.
It is natural to assume left or right continuity of the drift value at regime
boundaries for emitting states. In this way, the possibility of multiple probabil-
ity mass accumulations within arbitrarily small neighborhoods of the regime
boundaries are also eliminated.
(vi) In all regimes, the mean drift is nonzero.
This ensures the additive decomposition method works by avoiding double
eigenvalues at the origin. On the other hand, we would like to point out that
this issue for the additive decomposition method has been resolved by the
work of Telek and Vecsei [83]. However, as we do not encounter this prob-
lem throughout the problems attacked in this thesis, we will not elaborate and
refer the reader to [83].
The set of differential equations that the joint cdf vector satisfies was derived
by Mandjes et al. [9]. Kankaya and Akar [10] derive the equations in pdf form along
with the boundary conditions. This choice of representation leads to a more concise
representation of the boundary conditions. We also adopt the pdf representation for
this purpose.
The steady-state joint pdf satisfies the differential equation
d
d x
f (k)(x)R(k) = f (k)(x)Q(k), T (k−1) < x < T (k), 1≤ k ≤K , (2.12)
along with the following boundary conditions:
c(0)i = 0, ∀i ∈ S(1)+ (2.13)
c(k)i = 0, ∀i ∈
(
S(k)+ ∩S(k+1)+
)
∪
(
S(k)− ∩S(k+1)−
)
, 1≤ k <K (2.14)
c(k)i = 0, ∀i ∈
(
S(k)− ∩S(k+1)+
)
∩
(
S˜(k)+ ∪ S˜(k)−
)
, 1≤ k <K (2.15)
c(K )i = 0, ∀i ∈ S(K )− (2.16)
f (1)(0+)R(1) = c(0)Q˜(0) (2.17)
f (k+1)(T (k)+)R(k+1)− f (k)(T (k)−)R(k) = c(k)Q˜(k), 1≤ k <K (2.18)
f (k)i (T
(k)−)= 0, ∀i ∈ S(k)− ∩
(
S˜(k)0 ∪ S˜(k)+
)
, 1≤ k <K (2.19)
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f (k+1)i (T
(k)+)= 0, ∀i ∈
(
S˜(k)0 ∪ S˜(k)−
)
∩S(k+1)+ , 1≤ k <K (2.20)
f (K )(B−)R(K ) =−c(K )Q˜(K ) (2.21)(
K∑
k=1
∫ T (k)−
T (k−1)+
f (k)(x)d x+
K∑
k=0
c(k)
)
1= 1. (2.22)
2.3.1 Solution of Multi-Regime Markov Fluid Queues
In this section, we will follow the additive decomposition method described in sec-
tion 2.2.4. We still hold the assumption of nonzero drifts valid so that R(k), 1≤ k ≤K ,
matrices are invertible. Note that the treatment given in section 2.2.4 for states with
zero drifts can easily be generalized to the multi-regime case.
Similar to the SRMFQ case, we start with defining A(k) =Q(k) (R(k))−1 , 1≤ k ≤K ,
and expressing (2.12) as
d
d x
f (k)(x)= f (k)(x) A(k).
Then, as described in section 2.2.3, we find a non-singular matrix Y (k) for each A(k)
such that (
Y (k)
)−1
A(k)Y (k) =

0
A(k)−
A(k)+
 .
Here, A(k)− and A
(k)
+ are upper-triangular matrices that have the eigenvalues of A(k)
on their diagonals with negative and positive real parts respectively. Partitioning(
Y (k)
)−1
as
(
Y (k)
)−1 =

L(k)0
L(k)−
L(k)+
 ,
where the number of rows of the blocks L(k)0 , L
(k)− and L
(k)
+ are equal to 1, and the
number of eigenvalues of A(k) with negative and positive real parts respectively, we
can write the steady-state joint pdf in regime k, 1≤ k ≤K , as
f (k)(x)=
[
a(k)0 a
(k)− a
(k)
+
]
1
e A
(k)−
(
x−T (k−1))
e−A
(k)
+
(
T (k)−x)


L(k)0
L(k)−
L(k)+
 . (2.23)
44
Assume for now that the MRMFQ has a finite buffer, i.e. T (k) = B < ∞. Solv-
ing the MRMFQ involves computing A(k)− , A
(k)
+ and
(
Y (k)
)−1
for each regime k,
1 ≤ k ≤ K , and then employing the boundary conditions (2.13)-(2.22) to solve for
a(k) =
[
a(k)0 a
(k)− a
(k)
+
]
, 1≤ k ≤K , and c(k), 0≤ k ≤K .
Notice that setting the normalization condition (2.22) aside, each a(k) appears
in equations involving only a(k−1), a(k+1), c(k−1) and c(k); and each c(k) appears in
equations involving only a(k) and a(k+1) in the boundary conditions (2.13)-(2.21).
Therefore, the system of linear equations can be made block-banded by ordering
the unknown coefficient vectors as[
c(0) a(1) c(1) a(2) c(2) · · · a(K−1) c(K−1) a(K ) c(K )
]
.
The block-banded structure can be exploited to cut down the time required for the
complete solution dramatically. A method for this purpose will be given in the next
section. After this method, a(k) and c(k) are found upto a normalization constant.
The complete solution is obtained by employing the normalization boundary con-
dition (2.22). Note that the integration in (2.22) can be written explicitly using matrix
algebra due to the form of f (k)(x), given in (2.23).
We conclude this section by describing the solution procedure for infinite
buffers where T (K ) = ∞. Instead of the boundary conditions (2.16) and (2.21)
that describe the behavior of the system at the upper boundary T (K ) = B when
B <∞, we need to have conditions to ensure stability. Therefore, we should have
a(K )0 = 0, a(K )+ = 0, so that the solution given in (2.23) remains bounded for all val-
ues of x. Moreover, there can not be any probability mass accumulation at infinity,
which gives c(K ) = 0. The condition for the existence of a steady-state distribution
for the infinite buffer case is that the mean drift in regime K should be strictly neg-
ative, i.e., pi(K )R(K )1< 0, where pi(k) denotes the stationary distribution of the CTMC
with the infinitesimal generator Q(k) [10].
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2.3.2 Efficient Solution of Boundary Conditions
In this section, we will describe a method that makes use of the block-banded
structure of the system of linear equations resulting from the boundary conditions.
Defining
z =
[
c(0) a(1) c(1) a(2) c(2) · · · a(K−1) c(K−1) a(K ) c(K )
]
,
the boundary conditions (2.13)-(2.21) (all but the normalization condition) yield a
system of linear equations that can be expressed as
zH = 0, (2.24)
where H is a square matrix that can be computed using the matrices A(k)− , A
(k)
+ and(
Y (k)
)−1
, 1≤ k ≤K .
To solve the equation (2.24), instead of using straightforward left null space com-
putation methods which are usually cubic in computational complexity, we propose
to use the block-tridiagonal LU factorization [15, pages 174-175].
In order to employ the block-tridiagonal LU factorization to solve the equation
zH = 0, the matrix H must be invertible and the right hand side of the equation
should be different from 0. For this purpose, we replace the very first column of H
and the right hand side of the equation with the column vector b =
[
1 0 · · · 0
]T
.
This means setting c(0)1 = 1, and solving the rest of the unknowns accordingly. Notice
that as the size of H is equal to the number of unknown constants and it does not
involve the normalization condition, we can replace one of the equations in H arbi-
trarily with an equation that is linearly independent from the rest of the equations
and that will not harm the block structure of H . This will not have any adverse effect
on the final solution as a(k) and c(k) values will be normalized using (2.22).
Denoting the modified H matrix with H˜ , the modified equation is zH˜ = b. The
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matrix H˜ can be partitioned as
H˜ =

H M1 H
U
1
H L1 H
M
2 H
U
2
H L2 H
M
3
. . .
. . . . . . HUK−1
H LK−1 H
M
K

. (2.25)
Then, the block-tridiagonal LU factorization of this matrix can be written as
H˜ =

I
E1 I
. . . . . .
EK−1 I


F1 HU1
F2
. . .
. . . HUK−1
FK
 ,
where the matrix blocks Ei , 1≤ i ≤K −1 and Fi , 1≤ i ≤K are to be found according
to the following procedure:
F1 =H M1
y1 = b1 F−11
for i = 2 : K
Ei−1 =H Li−1 F−1i−1
Fi =H Mi −Ei−1 HUi
yi = (bi − yi−1 HUi )F−1i
end
Here, y =
[
y1 · · · yK
]
is a suitably partitioned vector that satisfies
z

I
E1 I
. . . . . .
EK−1 I
= y.
Then, the following backward substitution gives us the solution z =
[
z1 · · · zK
]
:
zK = yK
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for i =K −1 : 1
zi = yi − zi+1 Ei
end
Now, a(k), 1 ≤ k ≤ K and c(k), 0 ≤ k ≤ K can be computed from the normaliza-
tion condition (2.22). Notice that this procedure has a computational complexity of
O(K ).
Employing the procedure described for solving a(k) and c(k) values also requires
the careful partitioning of the matrix H˜ . Notice that not all c(k) values are nonzero
due to the boundary conditions (2.13)-(2.16). The zero elements in c(k) vectors can
be eliminated from H to reduce the computation time. However, this spoils struc-
ture of H in the sense that all “natural” blocks, that is the blocks corresponding to
each a(k) and c(k) vector are no longer of equal size. Moreover, due to the boundary
conditions (2.19)-(2.20), some a(k) vectors may have more than one natural blocks.
All these factors should be taken into account when partitioning H˜ .
In addition to all these, due to the elimination of some elements in c(k) vectors,
the size of H may not be an integer multiple of K . Although Golub and Van Loan
[15] assume that all the blocks in the partitioning (2.25) are square, this is not a
necessary condition. Assume that the blocks H Li , 1 ≤ i ≤ K −2, H Mi , 1 ≤ i ≤ K −1
and HUi , 1 ≤ i ≤ K − 2 are m ×m; and the final block along the diagonal, H MK is
m′×m′, where m′ <m. This means that H LK−1 is m′×m and HUK−1 is m×m′. In this
case, the procedure described above still holds. Therefore, in cases where H˜ cannot
be partitioned into equal size blocks, the final block on the diagonal can be made
smaller compared to the rest of the blocks on the diagonal, and the final off-diagonal
blocks turn out to be rectangular matrices.
Obviously, the important point in all partitioning schemes is that all nonzero
elements of H˜ should be included in the blocks.
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2.3.3 Solution of MRMFQs with Temporarily-Absorbing States
In this section, we will give a treatment for a special case of MRMFQs in which Q(k)
for some k, 1 ≤ k ≤ K , has all-zero rows. Such MRMFQs will be encountered in
chapter 4. The assumption of invertible R(k), 1≤ k ≤K , is still standing without loss
of generality. Furthermore, we will assume the following. Let the background pro-
cess have N states, and the states are enumerated so that Q(k)i j = 0 for 1≤ i ≤N0 <N ,
1≤ j ≤N . This means that when the background process enters a state i ∈ {1, . . . , N0}
in regime k, it never leaves this state as long as the buffer level stays in regime k.
When the buffer level exits regime k, it enters either k−1 or k+1 depending on the
sign of r (k)i . Obviously, r
(k)
i 6= 0 as this would mean a permanent absorption. Upon
hitting T (k−1) (or T (k)), if r˜ (k−1)i = 0 (r˜ (k)i = 0) where 1 ≤ i ≤ N0, then we assume in
general that Q˜(k−1)i i 6= 0 (Q˜(k)i i 6= 0) so that state i is not absorbing at boundary T (k−1)
(T (k)) and the background process can leave state i at this boundary. If r˜ (k−1)i 6= 0
(r˜ (k)i 6= 0), then the buffer level enters regime k −1 (k +1). In this case, we assume
one of the following two conditions:
(i) Q(k−1)i i 6= 0 (Q(k+1)i i 6= 0), and the background process can leave state i within
regime k−1 (k+1).
(ii) The state i is emitting at the boundary T (k−1) (T (k)). If Q(k−1)i i = 0 (Q(k+1)i i =
0), then there exists a regime k ′, 1 ≤ k ′ < k − 1 (k + 1 < k ′ ≤ K ), such that the
background process can leave state i either at boundary T (k
′−1) (T (k
′)) or within
regime k ′.
These assumptions ensure that all states and buffer level values remain reachable.
Another assumption we will make is that within regime k, the background pro-
cess can transit from states j ∈ {N0+1, . . . , N } into states i ∈ {1, . . . , N0}. This ensures
that states {1, . . . , N0} are accessible from the remaining states, and that the matrix
Q(k)22 where
Q(k) =
[
0 0
Q(k)21 Q
(k)
22
]
,
is not stochastic, and is invertible.
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As R(k) is diagonal and invertible, the matrix
A(k) =Q(k)
(
R(k)
)−1 = [ 0 0
A(k)21 A
(k)
22
]
has the same number of all-zero rows as Q(k). Also, remember that there exists a
non-singular Y (k) that satisfies
(
Y (k)
)−1
A(k)Y (k) =

A(k)0
A(k)−
A(k)+
 .
Then, we can write
[
0 0
A(k)21 A
(k)
22
]
Y (k) = Y (k)

A(k)0
A(k)−
A(k)+
 ,
which clearly leads to the conclusion A(k)0 = 0, as Y (k) is non-singular, whereas the
left-hand-size is a matrix with as many all-zero rows as the size of A(k)0 , and the ma-
trices A(k)− and A
(k)
+ are upper-triangular with nonzero diagonal entries.
Therefore, in MRMFQs that have background processes with N0 absorbing
states in regime k, the solution to the MRMFQ stays the same but a slight modi-
fication (compare to (2.23) on page 44):
f (k)(x)=
[
a(k)0 a
(k)− a
(k)
+
]
I
e A
(k)−
(
x−T (k))
e−A
(k)
+
(
T (k+1)−x)


L(k)0
L(k)−
L(k)+
 .
Here, a(k)0 is a row vector of length N0, and the number of rows of the block L
(k)
0 is
N0.
2.4 Continuous Feedback Markov Fluid Queues
In CFMFQs, the transition rates within the states of the background process and/or
the drifts depend on the buffer level in a continuous fashion. Therefore, instead of
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the regime-dependent Q(k) and R(k) matrices of MRMFQs, we have Q(x) and R(x)
matrices that depend continuously on the buffer level x. In this case, the CFMFQ
is characterized with the matrix pair (Q(x),R(x)). Scheinhardt et al. [11] investigate
CFMFQs with finite buffer capacity under the following assumptions:
(i) Qi j (x), ∀i , j ∈ S, is continuous and finite on the domain [0,B ].
(ii) ri (x), ∀i ∈ S, is continuously differentiable on the domain (0,B), and finite on
[0,B ].
(iii) ri (x), ∀i ∈ S, are strictly bounded away from 0 on (0,B), i.e. mini infx∈(0,B) |ri (x)| >
0.
(iv) S− = {i | i ∈ S, ri (x)< 0} 6= ;,
S+ = {i | i ∈ S, ri (x)> 0} 6= ;.
(v) If i ∈ S−, then ri (0)= 0 and ri (B)= ri (B−)< 0.
If i ∈ S+, then ri (B)= 0 and ri (0)= ri (0+)> 0.
(vi) a. For all j ∈ S− ( j ∈ S+), there exists an i ∈ S+ (i ∈ S−) such that Qi j (B) > 0
(Qi j (0)> 0).
b. Denoting the indicator function with 1{·}, define the matrix Q˜ whose entries
are given by Q˜i j = 1{i∈S−} Qi j (0)+1{i∈S+} Qi j (B). The matrix Q˜ is irreducible.
(vii) Fi (x, t ), ∀i ∈ S, is twice continuously differentiable on the domain (0,B)×
[0,∞).
The continuity assumptions (i)-(ii) can be relaxed in the following way. Regime
boundaries are defined at points in (0,B) that Qi j (x), i , j ∈ S, or ri (x), i ∈ S, has a
discontinuity. This leads to a “multi-regime continuous feedback MFQ” in the sense
that within each regime, there is a CFMFQ that satisfies the continuity assumptions
(i)-(ii). The whole system can be described by describing CFMFQs in each regime
and writing additional boundary conditions for the regime boundaries.
By assumptions (iii)-(iv), the time that the joint process moves from (x1, i ) to
(x2, i ) without a state transition can be expressed as
∫ x2
x1
d x/ri (x) and is finite. Also
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notice that the sets S− and S+ are fixed sets that do not depend on the buffer level
due to assumption (iii).
Assumption (v) is a natural consequence of the boundedness of the system and
the continuity assumptions.
Assumption (vi) is a sufficient condition for the irreducibility of the system. The
assumption (vi)a ensures that any state (x2, j ), j ∈ S−, is accessible from any state
(B , i ), i ∈ S+, and any state (x2, j ), j ∈ S+, is accessible from any state (0, i ), i ∈ S−.
Then, the assumption (vi)b ensures that any state (B , j ), j ∈ S−, is accessible from
any state (B , i ), i ∈ S+, and any state (0, j ), j ∈ S+, is accessible from any state
(0, i ), i ∈ S−. Together, these two assumptions mean that any joint state (x2, j ), 0 ≤
x2 ≤ B , j ∈ S, is accessible from (x1, i ), 0≤ x1 ≤ B , i ∈ S. Scheinhardt et al. [11] em-
phasize that this is a sufficient irreducibility condition, and their derivations remain
intact if the CFMFQ is irreducible regardless of whether it satisfies assumption (vi)
or not.
Lastly, assumption (vii) yields the equality ∂x∂t Fi (x, t ) = ∂t∂xFi (x, t ), which is
used in the derivations by Scheinhardt et al. [11].
Under this set of assumptions, and the following definitions for the distributions
and the probability masses
Fi (x, t )= Pr{X (t )≤ x, Z (t )= i } 1≤ i ≤N , t ≥ 0
F (x, t )=
[
F1(x, t ) · · · FN (x, t )
]
F (x)= lim
t→∞F (x, t )
f (x)= d
d x
F (x)
c(0)i = Pr{X (t )= 0, Z (t )= i }
c(0) =
[
c(0)1 · · · c(0)N
]
c(B)i = Pr{X (t )=B , Z (t )= i }
c(B) =
[
c(B)1 · · · c(B)N
]
,
the steady-state joint pdf vector of the buffer level satisfies the differential equation
d
d x
(
f (x)R(x)
)= f (x)Q(x), 0< x <B , (2.26)
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along with the boundary conditions
c(0)i = 0 ∀i ∈ S+
c(B)i = 0 ∀i ∈ S−
f (0+)R(0+)= c(0)Q(0)
f (B−)R(B−)=−c(B)Q(B)(
c(0)+
∫ B
0
f (x)d x+ c(B)
)
1= 1.
Scheinhardt et al. [11] give the explicit solution for a two-state system and rec-
ommend numerical methods for more complex systems. Boxma et al. [84] study a
similar two-state system with infinite buffer. German et al. [13] attack the problem
as a boundary value problem and employ three different numerical discretization
methods to solve (2.26), whereas Gribaudo and Telek [14] extend this study to ac-
commodate sign changes in the drift matrix R(x) which leads to potential probabil-
ity masses at points of sign change. In this thesis, we propose approximating CFM-
FQs with MRMFQs, as the solution framework for MRMFQs is readily available.
For this purpose, the buffer space is divided into a number of regimes in any of
which the parameters of the background process are held constant. To specify, for a
finite buffer of capacity B , the buffer space is divided into K uniform regimes, i.e.
T (k) = k
K
B , 0≤ k ≤K .
In each regime k, the infinitesimal generator of the background process and the drift
matrix are chosen to be the matrices Q(x) and R(x) evaluated at the lower boundary
point:
Q˜(k) =Q
(
T (k)
)
, 0≤ k ≤K
Q(k) = Q˜(k−1), 1≤ k ≤K
R˜(k) =R
(
T (k)
)
, 0≤ k ≤K
R(k) = R˜(k−1), 1≤ k ≤K .
These expressions for Q˜(k), Q(k), R˜(k), R(k) and T (k) completely describe the MRMFQ
approximation to the CFMFQ. Afterwards, the methods to solve MRMFQs described
in section 2.3 can be utilized to obtain the solution to the CFMFQ.
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In the case of infinite buffer capacity, as B = T (K ) =∞, a method for picking a
suitable value for T (K−1) is needed. This value should be such that we can safely
assume Q(x) and R(x) matrices are approximately held constant beyond it. To this
end, we propose selecting T (K−1) the minimum value satisfying
max
{∣∣∣Q (T (K−1))− lim
x→∞Q(x)
∣∣∣
∞
,
∣∣∣R (T (K−1))− lim
x→∞R(x)
∣∣∣
∞
}
≤ ² (2.27)
for a given ² > 0. After selecting a suitable T (K−1), we can uniformly choose the
boundary points as
T (k) = k
K −1 T
(K−1), 0≤ k ≤K −1.
Lastly, we present the condition for the existence of a steady-state distribution
for the infinite buffer case. we consider the most general scenario in which Q(x)
and R(x) both depend on the buffer level x. Assuming convergence, we define
limx→∞Q(x) = Q¯ and limx→∞R(x) = R¯. Let p¯i satisfy p¯iQ¯ = 0, p¯i1 = 1. Then, the
distribution exists if p¯iR¯1< 0. For further exploration of this topic, see Brockwell et
al. [85].
We close this chapter with the observation that as more and more regimes are
used, the accuracy of the MRMFQ approximation increases. However, this does not
cause any problems as we have already given a method based on block-tridagonal
LU decomposition to solve the boundary conditions in linear time with respect to
the number of regimes
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Chapter 3
The Workload-Bounded MAP/PH/1
Queue
3.1 Introduction
The workload-bounded MAP/PH/1 queue can be described as follows:
• The job arrival process is modeled by a workload-dependent Markovian Ar-
rival Process (MAP). The matrix parameters of a workload-dependent MAP
are allowed to vary with the instantaneous buffer level.
• The workload brought by an individual job has a phase type (PH-type) distri-
bution. The parameters of this distribution is fixed.
• The queue is drained at a rate c(x) when the queue occupancy takes the value
x > 0. This means that two jobs with exactly the same amount of workload
may see different service times, depending on the buffer level at the instants
they arrive.
• The queue service discipline is FIFO (first-in-first-out).
• The buffer capacity can be finite or infinite. In the finite buffer case, we define
the buffer capacity in terms of the overall workload that the buffer can hold,
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instead of the maximum number of jobs allowed in the system as usually pre-
ferred by most finite queue capacity models.
• We investigate two different policies as to what to reject when the workload
limit gets to be exceeded.
– Partial Rejection Policy: If the current workload plus the job size of an
arriving job exceeds the workload capacity B , then the workload is in-
creased up to B , and the remaining part of the arriving job is rejected.
– Complete Rejection Policy: The job is completely rejected in the same
situation.
We achieve the following with our model:
• We obtain the steady-state distribution of the system workload in the infinite
and finite buffer capacity scenarios, and for both partial and complete rejec-
tion policies in the finite buffer capacity case.
• In the finite buffer capacity case with partial rejection policy, workload loss
probability, defined as the ratio of the rejected amount of workload to the total
amount of workload that arrived in steady-state, is obtained.
• In the finite buffer capacity case with complete rejection policy, both job and
workload loss probabilities are obtained.
• All results are verified through simulations.
The following main steps make up the framework for this purpose:
(i) Using sample path arguments, we model the workload-dependent MAP/PH/1
queue for the infinite buffer case, and for the finite buffer case under partial
and complete rejection policies, as a CFMFQ. This involves deriving the tran-
sition rates for different classes of states in terms of the workload-bounded
MAP parameters, the job size distribution and the buffer capacity.
(ii) The resulting CFMFQ is approximated by an MRMFQ using discretization.
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(iii) The boundary conditions for this MRMFQ are solved using block-tridiagonal
LU factorization in order to obtain the steady-state distribution of the buffer
level.
The main contributions of are as follows:
• We extend the problem addressed in [20] and [22] to a more general setting
with workload-dependent MAP arrivals as opposed to Poisson arrivals.
• We provide a numerical solution to the finite-capacity workload-dependent
MAP/PH/1 queue with complete rejection, which has not been addressed be-
fore in the literature. Complete rejection policy is essential in computer and
communication systems and networks in which jobs need to be processed in
their entirety.
• We employ the block-tridiagonal LU factorization to solve the linear system
of equations that arise in the solution of the MRMFQs. The entries of the
block-banded matrix is obtained by using Schur decomposition and Sylvester
equations as in [10]. We also show by numerical examples that the computa-
tional complexity of the proposed algorithm depends linearly on the number
of regimes used for discretizing the CFMFQ.
3.2 Stochastic Model for the Workload-dependent MAP/PH/1
Queue
We start by defining the Markovian arrival process (MAP) and the phase-type (PH-
type) distribution. The MAP is described by the count process {N (t )} and the phase
process {J (t )}, assuming values in {0,1, . . .} and {1, . . . ,`}, respectively. The two-
dimensional Markov process {N (t ), J (t )} is then modeled as a Markov process on
the state-space {(i , j ) : i ∈Z , 1≤ j ≤ `} whose infinitesimal generator matrix can be
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represented in block form as
D0 D1 · · ·
D0 D1 · · ·
D0 D1 · · ·
. . .
 . (3.1)
In the above generator, D0 and D1 are `×` matrices, D0 has negative diagonal ele-
ments and non-negative off-diagonal elements, D1 is non-negative, and D =D0+D1
is an irreducible infinitesimal generator. Note that an upward jump in the count
process {N (t )} above corresponds to a new packet arrival. When the generator is of
the form (3.1), the underlying process is called a MAP which is characterized with
the matrix pair (D0,D1).
The PH-type distribution is defined as the distribution of time till absorption
in a finite state continuous-time Markov chain [86]. For this purpose, we de-
fine a Markov process on the states {1,2, . . . ,h,h+ 1} with initial probability vector[
α1 · · · αh 0
]
and infinitesimal generator
Q =
[
T T 0
0 0
]
,
where T is an h×h matrix, T 0 is h×1, and T 1+T 0 = 0. The matrix T is assumed
to be nonsingular, which ensures that the absorbing state can be reached from any
other state [87]. The last state h + 1 is called the absorbing state, and the time till
absorption into this absorbing state is a random variable which is said to have a
PH-type distribution with representation (α,T ), where α=
[
α1 · · · αh
]
.
We study three different versions of the workload-dependent MAP/PH/1 queue;
the Infinite Buffer (IB) case, then the case of Finite Buffer with Partial Rejection (FB-
PR), and finally the Finite Buffer with Complete Rejection (FB-CR) policies. In all
the three versions, the following hold:
• The arrival process is a MAP characterized with the pair (D0(x),D1(x)) with
` phases. The matrices D0(x) and D1(x) are `×`, D0(x) has negative diago-
nal elements and non-negative off-diagonal elements, D1(x) is non-negative,
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and D(x)=D0(x)+D1(x) is an irreducible infinitesimal generator. The matrix
D0(x) (D1(x)) governs transitions among phases of the MAP without (with)
arrivals.
• The job size, represented by the random variable U , has a PH-type distribu-
tion characterized with the pair (α,T ) with h phases. α, the initial probability
vector, is a row vector of length h, and T is an h×h matrix with negative di-
agonal elements and non-negative off-diagonal elements. With the definition
T 0 =−T 1, the matrix [T T 00 0 ] defines the CTMC governing the PH-type process
where state h+1 is the absorbing state. The random variable U is defined as
the time till absorption into the absorbing state h+1.
• The workload depletion rate c(x) is a function of the instantaneous buffer
level, x.
Next, we describe the specific stochastic models for the three cases: the infinite
buffer, the finite buffer with partial rejection and the finite buffer with complete
rejection.
3.2.1 Infinite Buffer (IB)
Consider the operation of the infinite buffer. When the buffer is depleted, it stays
empty until the next job arrival. When an arrival occurs, the buffer level increases
abruptly by an amount equal to the arriving job size. Replacing these jumps by du-
rations of linear increase with unity slope, we can obtain a transformed process,
denoted by X (t ), from the buffer level process of the MAP/PH/1 queue, denoted by
Y (t ). The process X (t ) can be modeled as a Markov fluid queue. Since a sample
path of Y (t ) can be obtained from the sample path of X (t ) by deleting the time seg-
ments in which X (t ) is increasing, solving for the steady-state distribution of X (t )
will suffice as far as the steady-state distribution of Y (t ) is concerned. Therefore,
workload-dependent infinite buffers can be analyzed using the paradigm of Markov
fluid queues.
Next, we define the CFMFQ associated with the workload-dependent MAP/PH/1
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Figure 3.1: An example for the background process of the CFMFQ that models the
workload-dependent MAP/PH/1 queue. (a) The MAP has 2 states. Transition rates
between states without arrivals (D0) are omitted. (b) The job size distribution is
PH-type with two phases. The absorbing state is denoted with the doubly-encircled
state. (c) The CTMC corresponding to this workload-dependent MAP/PH/1 queue.
The pair of states at the top are the job size phases that return to MAP state 1 upon
absorption, whereas the pair of states at the bottom are the job size phases that
return to MAP state 2 upon absorption. The two states in the middle are the MAP
states. Transition rates between states without arrivals (D0) are omitted.
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queue for which Y (t ) denotes the buffer level at time t . Let X (t ) be the process
obtained from Y (t ) via the transformation described, and Z (t ) be its background
process. The states of Z (t ) will be made up of the phases of the arrival process and
those of the job size.
As an example, consider the system demonstrated in Figure 3.1. The MAP, shown
in Figure 3.1(a), has 2 states, and the job size distribution, shown in Figure 3.1(b), is
PH-type with two phases. When the MAP is in state 1, a job arrival without state
change occurs with rate D1(1,1), and a job arrival with a transition into state 2 oc-
curs with rate D1(1,2). Similarly, when the MAP is in state 2, a job arrival without
state change occurs with rate D1(2,2), and a job arrival with a transition into state 1
occurs with rate D1(2,1). Upon an arrival, the CTMC will go into one of the phases
for the job size distribution. Assume that the MAP is in state 1, and an arrival with a
state transition into MAP state 2 occurs. As the initial probability vector for the job
size distribution is α =
[
α1 α2
]
, the background process will transit into phase 1
with rate α1D1(1,2), and into phase 2 with rate α2D1(1,2). Then, the background
process will wander within the two phases with the transition rates given with T .
When absorption occurs, the background process must return to MAP state 2, as
the arrival would cause a state transition in the MAP. For this purpose, we need to
have as many replicas of the job size phases as the number of MAP states. Each set
of replicas will return a specific MAP state, and upon an arrival, the background pro-
cess should transit into the appropriate replica. In Figure 3.1(c), the pair of states at
the top represents the replica that return to MAP state 1 upon absorption, whereas
the pair of states at the bottom return to MAP state 2. The two states in the middle
represent the MAP states.
When the background process is in one of the MAP states, the buffer is being
depleted with rate c(x). On the other hand, when the background process is in one
of the phases belonging to the job size replicas, the buffer fills with a unit rate. Con-
sequently, the process X (t ) can be described by a CFMFQ with h`+` states with the
infinitesimal generator Q(x) and the rate matrix R(x) given as follows:
Q(x)=
[
I`⊗T I`⊗T 0
D1(x)⊗α D0(x)
]
, R(x)=
[
Ih`
−c(x)I`
]
, 0≤ x <∞. (3.2)
The first h` states represent the PH-type replicas, in which the drift is +1, and the
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states h`+1 through h`+` represent the MAP phases with drifts −c(x). Note that
the MAP states could also have been chosen to be the first ` states instead of the
last, which would require minor modifications in the definitions of Q(x) and R(x).
Let f (x) =
[
f1(x) · · · fh`+`(x)
]
and F (x) =
[
F1(x) · · · Fh`+`(x)
]
denote the
steady-state joint pdf and cdf vectors for this CFMFQ, assuming that the steady-
state distribution exists. In order to find the steady-state distribution of the buffer
level, the MRMFQ approximation described in section 2.4 is carried out, along with
the procedure to pick a suitable T (K−1) value.
Next, we examine the boundary conditions for the infinite buffer. Notice that, in
each state of the background process, the sign of the service speed remains the same
for all regimes, meaning that all states are emitting throughout the buffer space.
This allows us to simplify the set of boundary conditions given in (2.13)-(2.22) to
obtain:
c(0)m = 0,∀m ∈ S(1)+ (3.3)
c(k)m = 0,∀m ∈
(
S(k)+ ∩S(k+1)+
)
∪
(
S(k)− ∩S(k+1)−
)
,1≤ k <K (3.4)
c(K )m = 0,∀m ∈ S(K )− (3.5)
f (1)(0+)R(1) = c(0)Q˜(0) (3.6)
f (k+1)(T (k)+)R(k+1)− f (k)(T (k)−)R(k) = c(k)Q˜(k),1≤ k <K (3.7)
f (K )(B−)R(K ) =−c(K )Q˜(K ) (3.8)(
K∑
k=1
∫ T (k)−
T (k−1)+
f (k)(x)d x+
K∑
k=0
c(k)
)
1= 1. (3.9)
We have to solve c(k),0 ≤ k ≤ K , and a(k),1 ≤ k ≤ K . We immediately obtain
c(k) = 0, 1≤ k ≤K , and a(K )0 = 0, a(K )+ = 0. Defining
c(0)− =
[
c(0)h`+1 · · · c(0)h`+`
]
(3.10)
and expressing the steady-state joint pdf vector in regime k as
f (k)(x)=
[
a(k)0 a
(k)− a
(k)
+
]
L(k)0
e A
(k)−
(
x−T (k−1))L(k)−
e−A
(k)
+
(
T (k)−x)L(k)+
= a(k)V (k)(x), (3.11)
62
we obtain the linear equation zH = 0 where
z =
[
c(0)− a(1) · · · a(K−1) a(K )−
]
, (3.12)
H =

W (0)
−V (1)(0) V (1) (T (1))
−V (2) (T (1)) V (2) (T (2))
. . .
V (K−1)
(
T (K−1)
)
−W (K )

, (3.13)
W (0) =
[
0`×h` I`
]
Q˜(0)
(
R(1)
)−1
,W (K ) = L(K )− , (3.14)
and the matrix V (k)(x), 1 ≤ k ≤ K , is defined in (3.11). The unknowns[
c(0)− a(1) · · · a(K−1) a(K )−
]
can be solved through the block-tridiagonal LU de-
composition algorithm described in section 2.3.2 and the normalization condition
(3.9). In the block-tridiagonal LU decomposition algorithm, all the blocks can be
chosen to be (h`+`)× (h`+`).
After we obtain the steady-state pdf vector for the associated MRMFQ, denoted
by f (x), we can find the steady-state joint pdf vector of the buffer level denoted by
g (x)=
[
g1(x) · · · g`(x)
]
where
gi (x)= d
d x
lim
t→∞P{J (t )= i ,Y (t )≤ x}, x > 0, x 6= T
(k), 0≤ k ≤K , (3.15)
J (t ) being the phase process for the underlying MAP and Y (t ) being the buffer level
process. By conditioning on the components of f (·) which correspond to the states
in which the buffer is being depleted, we obtain
g (x)=
[
fh`+1(x) · · · fh`+`(x)
]
F (∞)
[
01×h` 11×`
]T . (3.16)
Note that this step corresponds to deletion of the segments in the sample paths of
X (t ) in which X (t ) is increasing.
Lastly, we present the condition for the existence of a steady-state distribution
for IB. Assume convergence, and define limx→∞D0(x)= D¯0, limx→∞D1(x)= D¯1 and
limx→∞ c(x)= c¯. Let p¯i satisfy p¯i(D¯0+ D¯1)= 0, p¯i1= 1. Then, the distribution exists if
βp¯iD¯11/c¯ < 1, where β=−αT−11 is the mean job size.
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3.2.2 Finite Buffer with Partial Rejection (FB-PR)
Now, assume that the buffer capacity B is finite, and whenever the job size of an ar-
rival causes the buffer to overflow, the portion of the arriving job that fits the avail-
able buffer space is accepted into the buffer, and the remaining part is lost. To solve
this model, we employ the same transformation used for IB. This time, the linear
increases will occasionally be accompanied by flat regions in which the buffer level
stays constant at B . These regions correspond to the overflows caused by arrivals
that do not fit into the available buffer space.
Using the same states and enumeration as in IB, we obtain the same Q(x) and
R(x) matrices given in (3.2). Since the buffer capacity is finite, we discretize the
CFMFQ into a MRMFQ using K regimes with boundaries T (k) = Bk/K , 0 ≤ k ≤ K .
Then, the matrices characterizing the MRMFQ are given by
Q˜(K ) =Q(B), Q(k) = Q˜(k−1) =Q(T (k−1)), 1≤ k ≤K (3.17)
R(k) =R(T (k−1)), 1≤ k ≤K (3.18)
R˜(K ) =R(B)−, R˜(k) =R(T (k)), 0≤ k ≤K −1 (3.19)
where R(B)− denotes the matrix which is equal to the R(B) matrix except for the
positive elements of R(B), which are set to 0.
The boundary conditions that hold for FB-PR are (3.3)-(3.9) from which we ob-
tain again the equation zH = 0 where this time
z =
[
c(0)− a(1) · · · a(K ) c(K )+
]
(3.20)
H =

W (0)
−V (1)(0) V (1) (T (1))
−V (2) (T (1)) V (2) (T (2))
. . .
V (K )
(
T (K )
)
−W (K )

, (3.21)
c(K )+ = [c(K )1 · · · c(K )h` ],
W (K ) =−
[
Ih` 0h`×`
]
Q˜(K )
(
R(K )
)−1
,
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and c(0)− , W (0), and V (k)(x) are given by (3.10), (3.14), and (3.11), respectively. Again,
the equation zH = 0 can be solved using block-tridiagonal LU factorization.
The steady-state joint pdf vector of the buffer level, g (x)=
[
g1(x) · · · g`(x)
]
, is
defined in the same way as in IB; and similar to (3.16), is given by
g (x)=
[
fh`+1(x) · · · fh`+`(x)
]
F (B)
[
01×h` 11×`
]T . (3.22)
For FB-PR, one can define the workload loss probability, denoted by Pw,FB-PR, as
the ratio of the workload lost to the overall amount of workload that has arrived at
the buffer. In terms of g (x), Pw,FB-PR is expressed as:
Pw,FB-PR = 1−αT−11
B∫
0
∞∫
B−y
(w −B + y)g (y)D1(y)1αeT w T 0d w d y . (3.23)
3.2.3 Finite Buffer with Complete Rejection (FB-CR)
In this model, the buffer capacity B is finite, and arrivals with job sizes exceeding the
available buffer space are rejected entirely. We will use the same approach as in IB
and FB-PR; however, due to the complete rejection policy, the underlying CFMFQ
will be different. We will now show that the characterizing matrices of the associated
CFMFQ for FB-CR are given as:
Q(x)=
[
I`⊗ T˜ (x) I`⊗ T˜ 0(x)
D1(x)⊗ α˜(x) D˜0(x)
]
, 0≤ x ≤B , (3.24)
R(x)=
[
Ih`
−c(x)I`
]
, 0≤ x <B , (3.25)
R(B)=
[
0h`×h`
−c(B)I`
]
,
where
T˜ 0(x)= [t˜ 0i (x)] , t˜ 0i (x)= t 0i1− v (i )eT (B−x)1 , 1≤ i ≤ h, (3.26)
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T˜ (x)= [t˜i j (x)] , t˜i j (x)= ti j 1− v ( j )eT (B−x)1
1− v (i )eT (B−x)1 , 1≤ i , j ≤ h, i 6= j , (3.27)
t˜i i (x)=−
h∑
j=1, j 6=i
t˜i j (x)− t˜ 0i (x), 1≤ i ≤ h, (3.28)
α˜(x)= [α˜i (x)], α˜i (x)=αi
(
1− v (i )eT (B−x)1
)
, 1≤ i ≤ h, (3.29)
D˜0(x)=D0(x)+D1(x)αeT (B−x)1, (3.30)
ti j , 1 ≤ i , j ≤ h, t 0i , 1 ≤ i ≤ h, and αi , 1 ≤ i ≤ h, denote the entries of T , T 0, and
α, respectively, and v (i ) denotes a row vector of zeros except for a value of one at
position i .
To see this, let us first assume the associated CFMFQ is in a state at time τ
during which the buffer level is increasing. Denoting the phase for the job size
at time τ by s(τ) = i , the buffer level with X (τ), we already know the remaining
job size denoted by u(τ) satisfies u(τ) < B − X (τ). Hence, as ∆τ→ 0, the quantity
Pr{s(τ+∆τ)= h+1 | s(τ)= i , u(τ)<B −X (τ)}
= Pr{s(τ+∆τ)= h+1, u(τ)<B −X (τ) | s(τ)= i }
Pr{u(τ)<B −X (τ) | s(τ)= i }
= t
0
i ∆τ
1− v (i )eT (B−X (τ))1 . (3.31)
Similarly, the probability Pr
{
s(τ+∆τ)= j | s(τ)= i , u(τ)<B −X (τ)}where 1≤ j ≤ h
reduces as ∆τ→ 0 to
= Pr
{
u(τ)<B −X (τ), s(τ+∆τ)= j | s(τ)= i}
Pr{u(τ)<B −X (τ) | s(τ)= i }
= Pr
{
u(τ+∆τ)<B −X (τ+∆τ) | s(τ+∆τ)= j} ti j∆τ
Pr{u(τ)<B −X (τ) | s(τ)= i }
= 1− v
( j )eT (B−X (τ+∆τ))1
1− v (i )eT (B−X (τ))1 ti j∆τ
= 1− v
( j )
[∑∞
n=0 (T (B −X (τ)+ c(τ)∆τ))n /n!
]
1
1− v (i )eT (B−X (τ))1 ti j∆τ
= 1− v
( j )
[∑∞
n=0 (T (B −X (τ)))n /n!+O(∆τ)
]
1
1− v (i )eT (B−X (τ))1 ti j∆τ
= 1− v
( j )eT (B−X (τ))1
1− v (i )eT (B−X (τ))1 ti j∆τ+O(∆τ
2). (3.32)
The north-east and north-west blocks of the characterizing matrix Q(x) in (3.24)
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follow from (3.31) and (3.32), respectively. Let us now look into epochs of new job ar-
rivals when the buffer level takes the value x. A new job is rejected if its size exceeds
the available buffer space B − x, which occurs with probability αeT (B−x)1. There-
fore, transitions associated with rejected arrivals should contribute to transitions
without arrivals. This observation is reflected in the south-east corner of Q(x) given
in (3.24). On the other hand, using Bayes’ rule, an accepted job’s service will start
at phase i with probability α˜i (x) = αi
(
1− v (i )eT (B−x)1) which is the probability of
being initially at phase i given that the PH-type random variable is less than B − x
from which the south-west corner of Q(x) in (3.24) follows.
After the CFMFQ is defined, its MRMFQ approximation with discretization is
carried out exactly as in FB-PR except for a slight modification. Notice that T˜ and
T˜ 0 approach infinity as x approaches B . Therefore, we can not use (3.17) towards
Q˜(K ). We need to use a Q˜(K ) matrix with finite entries in order to be able to carry
out numerical calculations. Moreover, arbitrarily large choices as the entries of Q˜(K )
have the potential to lead to an ill-conditioned system of equations. Therefore, we
opted for using Q˜(K ) =Q (B −B/2K ), which amounts to computing Q˜(K ) by evaluat-
ing Q(x) at the midpoint of regime K . We obtained reasonably well results with this
midpoint strategy, so we stick to this method throughout the study.
At this point, we have everything needed for solving the buffer level distribution
g (x), which is defined in (3.15). The solution procedure is exactly the same as in
FB-PR, and (3.22) still holds for g (x). Now that we have the buffer level distribution,
the job loss probability PFB-CR can be expressed as
PFB-CR =
∫ B
0
g (y)D1(y)1αe
T (B−y)1d y∫ B
0
g (y)D1(y)1d y
. (3.33)
On the other hand, the workload loss probability Pw,FB-CR can be written as
Pw,FB-CR = 1−αT−11
B∫
0
∞∫
B−y
w g (y)D1(y)1αe
T w T 0d wd y . (3.34)
Note that (3.34) differs from (3.23) only by the term w inside the integral instead of
the term w−(B−y), which reflects different rejection policies of these two schemes.
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Lastly, we would like to point out that all three models can be extended to
accommodate multiple traffic classes that have distinct arrival processes and job
size distributions. Here, we give the stochastic model of FB-CR with two traffic
classes. Let the arrivals processes of class A and B be MAPA and MAPB with param-
eters
(
D0,A(x),D1,A(x)
)
and
(
D0,B (x),D1,B (x)
)
respectively. We denote the number
of states in MAPA and MAPB with `A and `B respectively. The job size distributions
PHA and PHB have parameters (αA,TA) and (αB ,TB ) with number of phases hA and
hB respectively. Then, the infinitesimal generator of the background process can be
written as
Q(x)=

I`A`B ⊗ T˜A(x) I`A`B ⊗ T˜ 0A(x)
I`A`B ⊗ T˜B (x) I`A`B ⊗ T˜ 0B (x)
I`B ⊗
(
D1,A(x)⊗ α˜A
)
D1,B (x)⊗
(
I`A ⊗ α˜B
)
D0(x)

where
D0(x)=
(
I`B ⊗ D˜0,A(x)
)+ (D˜0,B (x)⊗ I`A) ,
and (3.26)-(3.30) can be used to compute D˜0,A(x), D˜0,B (x), T˜A(x), T˜ 0A(x), T˜B (x),
T˜ 0B (x), α˜A(x), and α˜B (x). The drift matrix is given by
R(x)=
[
I`A`B (hA+hB )
−c(x)I`A`B
]
.
The solution method is exactly the same as the single class case, the only difference
being that the composite MAP consists of `A`B states, and the number of states to
be censored out to obtain g (x) is `A`B (hA+hB ).
Note that the choice of the order of the states as well as the order of the MAP
states from each class in the composite MAP is arbitrary. Then, Q(x) and R(x) ma-
trices can be formed accordingly.
3.3 Numerical Examples
In this section, we present numerical examples to validate the proposed approach.
The analysis and simulations were carried out in Matlab. In order to simulate
68
non-homogeneous processes such workload-dependent MAP, we preferred a time-
slot based simulation instead of an event-based approach. Assume that at an in-
stant t in the simulation, the workload-dependent MAP, whose parameters are
(D0(x),D1(x)), is in state i , and the buffer level at t is x. For the time slot (t , t +
∆t ), we generate a transition out of state i with probability −D0,(i ,i )(x)∆t . If a
transition is actually to take place, we determine the next state using the vector[
D0,(i ,1)(x) · · · D0,(i ,N )(x) D1,(i ,1)(x) · · · D1,(i ,N )(x)
]
, which is the i -th row of the
matrix
[
D0(x) D1(x)
]
. Note that given a transition occurs, the probability of trans-
mitting into state j , j 6= i , from i without an arrival is −D0,(i , j )(x)/D0,(i ,i )(x), and the
probability of transmitting into state j from i with an arrival is−D1,(i , j )(x)/D0,(i ,i )(x).
The simulations are run for 106 units of simulated time, and we use ∆t = 5× 10−3
throughout this chapter.
The first example addresses the FB-CR case for which we fix B = 10 and c(x) =
1− 12 sin( 2piB x) which takes values in [0.5,1.5] in a single period within [0,B ]. This
function is selected since it drives the buffer level towards the middle of the buffer
space [0,B ]. The job size distribution is of phase-type characterized with the pair(
[ 1 0 ],
[−2 2
0 −3
])
. We define the following function Dγ,B (x) = 1−eγx/B1−eγ , which takes val-
ues in [0,1] for x ∈ [0,B ]. The functionDγ,B (x) is an increasing function of x in [0,B ],
and it is convex (concave) in x when γ > 0 (γ < 0). We use Dγ,B (x) to experiment
with general non-linear continuous functions which can be increasing or decreas-
ing, and convex or concave. For this example, we set
D0(x)=
[
−d11(x) D2,10(x)
1+D−1,10(x) −d22(x)
]
,
D1(x)=
[
2−D−4,10(x) 1−D−3,10(x)
1−D1,10(x) 12 (1−D1,10(x))
]
,
(3.35)
where d11(x) and d22(x) are selected such that D0(x)+D1(x) is stochastic. Note that
there are all possible combinations of increasing/decreasing and convex/concave
functions in (3.35). The steady-state density of the buffer level seen at an arbitrary
time, which we denote by g (x)= g (x)1, is plotted for varying number of regimes K
in Figure 3.2 along with the simulation results. It is clear that the analysis results
converge to simulation results as K is increased with the difference between the
two vanishing for K ≥ 1024. Throughout the rest of the numerical examples, we fix
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Figure 3.2: Steady-state buffer level pdf for varying number of regimes.
K = 1024.
We show the structure and the sparsity of the matrix H , as defined in (2.24), in
Figure 3.3 for this example using 4 regimes. Notice that the matrix can be partitioned
with square blocks of size 6, which is equal to the number of states.
In the second example, for the two finite buffer models FB-PR and FB-CR, we
present three scenarios in which the job size distribution is exponential, Erlangian
(E10), and Hyper-exponential (H2) with a coefficient of variation of 10 with balanced
means [88], all having mean job sizes of 1. We test the proposed approach in two dif-
ferent loading scenarios. For this purpose, the MAP in this example is characterized
by the matrices in (3.35) for the low loading case, and D1(x) is doubled for the high
loading case along with the corresponding modifications in di i (x), i = 1,2. The ser-
vice speed and the buffer capacity are chosen as in the previous example.
The steady-state buffer level density is given in figures 3.4 and 3.5 for low and
high loading scenarios, respectively, for FB-CR and FB-PR rejection policies. The
proposed approach perfectly captures the pdf of the buffer level for all the tested
job size distributions and for both loading scenarios without any numerical stabil-
ity problems. Moreover, as opposed to FB-PR, the pdf of the buffer level for FB-CR
vanishes as the buffer level approaches B due to the complete rejection policy. The
70
0 5 10 15 20 25 30
0
5
10
15
20
25
30
Figure 3.3: Structure of the 30×30 matrix H for K = 4. There are six states, and the
matrix H can be partitioned with square blocks of size 6.
workload loss probabilities produced by FB-PR (FB-CR) and the corresponding sim-
ulation results are given in Table 3.1 (Table 3.2), the latter table also presenting the
job loss probability. Note that with FB-CR, larger jobs are more likely to be rejected.
This situation is magnified with increased service time variability. If a rejection pol-
icy favors smaller jobs as opposed to larger jobs, this would have adverse effect on
workload loss probability but may lead to improved overall job loss probability. For
example, in Table 2, in low-loading case, the job loss rate is not even monotonically
increasing with the service time variability for FB-CR.
For validating the approach for the IB scenario, we use the previous example but
with a MAP arrival process characterized by
D0(x)=
[
−d11(x) 2−e−x
3−e−x/2 −d22(x)
]
,
D1(x)=
[
e−x 2e−x/2
1
2 e
−x/10 e−x/5
]
,
71
0 2 4 6 8 100
0.1
0.2
0.3
0.4
Buffer Level x
 
g(
x)
FB−PR, Low Loading Scenario
 
 
H2
Exp
E10
Simulation
0 2 4 6 8 100
0.1
0.2
0.3
0.4
Buffer Level x
 
g(
x)
FB−CR, Low Loading Scenario
 
 
H2
Exp
E10
Simulation
Figure 3.4: Steady-state buffer level pdf for FB-PR and FB-CR under low loading.
Pw,FB-PR Simulation
High Loading
H2 4.9714×10−1 4.9124×10−1±3.1493×10−3
Exp 2.9519×10−1 2.9185×10−1±7.0134×10−4
E10 2.6532×10−1 2.6206×10−1±5.3100×10−4
Low Loading
H2 4.7235×10−1 4.6966×10−1±4.0205×10−3
Exp 5.9215×10−2 5.8706×10−2±2.7172×10−4
E10 1.3103×10−2 1.2856×10−2±1.3227×10−4
Table 3.1: Workload loss probabilities for FB-PR: simulation results represent 10
runs with 106 of simulated time and 99% confidence intervals.
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Figure 3.5: Steady-state buffer level pdf for FB-PR and FB-CR under high loading.
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Pw,FB-CR Simulation
High Loading
H2 5.1012×10−1 5.0963×10−1±4.6680×10−3
Exp 3.2352×10−1 3.2191×10−1±5.1730×10−4
E10 2.6643×10−1 2.6353×10−1±4.4079×10−4
Low Loading
H2 4.9944×10−1 4.9837×10−1±4.5928×10−3
Exp 1.0427×10−1 1.0374×10−1±4.7205×10−4
E10 1.9091×10−2 1.8369×10−2±9.7872×10−5
PFB-CR Simulation
High Loading
H2 1.1453×10−2 1.1333×10−2±6.4506×10−5
Exp 1.3568×10−1 1.3457×10−1±3.6109×10−4
E10 2.3274×10−1 2.2964×10−1±4.4478×10−4
Low Loading
H2 4.8591×10−3 4.8388×10−3±4.8460×10−5
Exp 3.2901×10−2 3.2606×10−2±1.2858×10−4
E10 1.5654×10−2 1.5245×10−2±8.3769×10−5
Table 3.2: Workload and job loss probabilities for FB-CR: simulation results repre-
sent 10 runs with 106 of simulated time and 99% confidence intervals.
where d11(x) and d22(x) are again selected such that D0(x)+D1(x) is stochastic.
For the high loading case, we again doubled D1(x). The service speed is c(x) =
3− 12 e−x cos(2pix), which has no particular significance other than having a limit as
x →∞ and being complex enough to produce non-trivial buffer level distributions.
The resulting steady-state buffer level pdf obtained by analysis and simulation is
depicted in Figure 3.6 which clearly demonstrates the agreement between the two.
The behaviors of the systems having different job size distributions are quite differ-
ent, which is reflected in the pdf plots.
In the third example, we present a workload-bounded buffer example with FB-
CR policy for which the number of states of the MAP is varied, but its parameters
are not workload-dependent. Note that, this problem can again be modeled by
a CFMFQ because of the workload-bounded nature of the system. In this exam-
ple, the incoming MAP is assumed to be the superposition of N independent IPPs
(Interrupted Poisson Process). Each of the N sources goes through alternating on
and off intervals which are exponentially distributed with parameters λon = 0.1 and
λo f f = 0.15, respectively. When a source is on, it generates Poisson arrivals with rate
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Figure 3.6: Steady-state buffer level pdf for IB under low and high loading. The
T (K−1) values found via (2.27) for low and high loading scenarios are 62.2859 and
69.1978, respectively, for ²= 10−3. The plots are truncated as the pdf vanishes.
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Figure 3.7: Job loss probability for the FB-CR model under various loads (given by
ρ = 0.06N ) and buffer capacities. Simulation results represent 10 runs with 106 of
simulated time and 99% confidence intervals.
θ = 0.1, and there are no arrivals when the source is off. The job size distribution
is exponentially distributed with parameter µ= 1, and the service rate is c = 1. The
offered load to the buffer is
ρ = Nθλo f f /λon
1+ (λo f f /λon)
1
µ
,
which equals 0.06N for the values we chose. We plot the job loss probability for
various values of N and B in Figure 3.7. The simulation data is obtained with 10
runs of 106 seconds for each point, and 99% confidence intervals are provided on
the figure. This example demonstrates that our method is able to accurately solve
workload-dependent buffers with MAP arrivals of order larger than two, again with-
out numerical stability problems.
As for the fourth example, we analyze a finite buffer system with complete rejec-
tion whose arrivals occur according to an MMPP with N states. The job size has H2
distribution with mean 5 and coefficient of variation 10 with balanced means. Enu-
merating the states of the MMPP from 1 to N , a state i transits into all other states
with rate i , and leads to an arrival with rate
( 1
B − 2B i−1N−1
)
x + i−1N−1 within 0 ≤ x ≤ B ,
where B is the buffer capacity, and selected as 10 for this example. In other words,
the arrival rate in state 1 linearly goes from 0 up to 1 within [0,B ], the arrival rate in
state N goes linearly from 1 down to 0 within [0,B ], and the rates of the rest of the
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Figure 3.8: Steady-state buffer level pdf for the system with MMPP arrivals for N = 5
and 20.
states have equally spaced slopes that fall within 1/B and −1/B while all rate func-
tions intersect at the point (B/2,1/2). The service speed is taken c(x)= 1− 12 sin( 2piB x)
as before. The resulting pdfs for two values of N are given in Figure 3.8.
Besides demonstrating that our method is able to accurately solve workload-
dependent buffers with a large number of states, we also provide a computational
run time analysis with this example. Run times for various values of N and K are
presented in Table 3.3 which demonstrates the linear dependence of the computa-
tional complexity of the proposed approach on the number of regimes. The run
times for each case is provided in terms of overall run time, and the three ma-
jor steps that constitute the proposed method: Constructing the block-tridiagonal
matrix from the boundary conditions (Matrix Fill), the block-LU factorization, and
the normalization of the solution stemming from (3.9). It is clear that the most
computation-intensive step is the Matrix Fill, which consists of a Schur decomposi-
tion and a Sylvester equation for each regime in addition to the calculation of V (k)(x)
matrices, a procedure involving matrix exponentiation. We refer the reader to [15]
for the computational complexity and stability of the associated numerical algo-
rithms.
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N K Matrix Fill Block LU Normalization Overall
5
256 0.6245 0.0318 0.2284 0.8918
512 1.2618 0.0668 0.4593 1.7948
768 1.8902 0.1063 0.6799 2.6842
1024 2.5127 0.1472 0.8951 3.5635
10
256 0.8897 0.0622 0.2722 1.2327
512 1.7840 0.1279 0.5401 2.4631
768 2.6942 0.1979 0.8059 3.7114
1024 3.6196 0.2721 1.0772 4.9853
15
256 1.2297 0.1100 0.3612 1.7133
512 2.4828 0.2278 0.7021 3.4304
768 3.7789 0.3559 1.0391 5.1969
1024 5.0898 0.4861 1.3930 6.9971
20
256 1.6526 0.1654 0.4426 2.2772
512 3.3454 0.3406 0.8695 4.5815
768 5.0736 0.5262 1.2887 6.9237
1024 6.8673 0.7234 1.7191 9.3542
Table 3.3: Run times in units of seconds for various values of N and K obtained on
a PC with Intel Core i7, 2.20 GHz processor and 8 GB RAM.
We solve a two class system in FB-CR setting in the last example. The buffer
capacity is 10, and the parameters are as follows:
D0,A =
[
−0.6 0.4
0.2 −0.8
]
, D1,A =
[
0.2 0
0.4 0.2
]
,
D0,B =

−1.6 0.4 0.6
0.2 −1.8 0.4
0.2 0.2 −2
 , D1,B =

0.2 0 0.4
0.4 0.2 0.6
0.2 1 0.4
 ,
αA =
[
0.87457 0.12543
]
, TA =
[
−3 1
2.5 −3.5
]
,
αB =
[
1 0 0
]
, TB =

−10 10 0
0 −10 10
0 0 −10
 .
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Figure 3.9: Steady-state buffer level pdf for the two class system in FB-CR setting.
We selected the service speed as c(x)= 1.5+0.8sin(4pix), which is a rapidly oscillat-
ing function, in order to stress test our method. The steady-state buffer level pdf is
plotted in Figure 3.9, which shows an agreement between the analysis and the sim-
ulation result. Therefore, we conclude that our method works also with multiple
classes and is able to capture the behaviors of systems with rapidly varying param-
eters. Note that even though none of the parameters except for one depend on the
buffer level, the system is still a CFMFQ due to the dependence of the service speed
on the buffer level. Moreover, even without this dependence, the system would still
be a CFMFQ due to the complete rejection policy.
3.4 Conclusion
In this part of the study, using sample path arguments, we reduce the steady-state
analysis of a workload-dependent buffer with MAP arrivals and PH-type distributed
job sizes to that of a CFMFQ. Then, we appropriately approximate the CFMFQ using
uniform discretization by a K -regime MRMFQ and use the existing boundary con-
ditions to solve for the MRMFQ. Moreover, while solving the boundary equations
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of the MRMFQ, we take advantage of the block-tridiagonal structure of the equa-
tions in order to reduce the computational complexity to O(K ). With this method,
large number of regimes (in the order of thousands) can be used relatively easily for
discretization. we have demonstrated perfect match with simulation results in all
scenarios we tested provided that K is large enough.
Future work will be directed towards applications of the proposed method for
the analysis of real-world systems in which controlled queues play a major role.
Other directions of future research are the exploration of different discretization
techniques used for reducing CFMFQs to MRMFQs, and the comparison of our
method to existing CFMFQ solvers in terms of accuracy, numerical stability and
computational complexity. In addition, as we have shown that the matrix expo-
nentiation operation constitutes a significant portion of the overall run time for
the method we propose, there seems to be room for improvement by replacing the
procedure Matlab prefers to compute matrix exponentiation with approximate, but
faster numerical procedures [89, 90].
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Chapter 4
Analysis of Horizon-Based Reservation
in OBS Networks
4.1 Introduction
Optical Burst Switching (OBS) [26] offers a compromise between optical packet
switching that has yet to be implemented due to lack of optical buffers, and the
relatively IP-unfriendly optical circuit switching. In the OBS paradigm, a number of
packets are merged into a single payload, called a burst. A control packet, called the
Burst Control Packet (BCP), is sent in the electronic domain in advance of the burst
with relevant information in order to reserve resources for the burst. Optical nodes
receiving the BCP configure themselves to accommodate the burst to arrive, if pos-
sible. The burst is then sent in the optical domain after an amount of time, called
the offset time.
There are different reservation mechanisms for node configuration. A sample
scenario with three reservation mechanisms, Just-in-Time (JIT) [27], Horizon [29]
and Just-Enough-Time (JET) [28, 26], was given in Figure 1.6 (page 12).
The simplest is the Just-in-Time (JIT) mechanism. If the optical node is free
upon the arrival of a BCP, JIT reserves the node for the incoming burst. Then, the
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node becomes “reserved”. During the period of time a node is reserved, all arrivals
are blocked. After the transmission of the burst that reserved the node is completed,
the node becomes free again. In the example in Figure 1.6(a), the burst B1 arrives
at time 0 and the node becomes reserved for 6 time units. Within this period, two
BCPs arrive both of which are blocked.
Horizon-based reservation is a delayed reservation method, in which parameter
called the horizon is used to keep track of the remaining time the node is reserved.
Upon an arrival of a burst, its offset time is compared to the horizon parameter. If
the offset time is larger than the horizon, that means that the burst will arrive after
the node will become free. In this case, the burst is accepted, and the horizon is
updated to the sum of the offset time and the burst length in time units, since this
quantity is now the new time that the optical node will become free after it serves
the newly accepted burst. In the example in Figure 1.6(b), the burst B2 is accepted
since the offset time, 5, is larger than the horizon value at the time of its arrival,
which is 3. On the other hand, the burst B3 is blocked since its offset time, 2, is less
than the horizon value at the time of its arrival, which is 8.
Notice that burst B3 in this scenario can fit into the idle period, called the “void”,
between B1 and B2. However, horizon-based reservation has no mechanism to
make use of the voids. In contrast, Just-Enough-Time (JET) supports void-filling,
for which an example is given in Figure 1.6(c). Horizon is easier to implement than
JET since it does not deal with voids, and we will focus on the analysis of horizon-
based reservation in this thesis.
Another feature of OBS networks is fiber delay lines (FDL), which are basically
coils of fiber that induce a fixed amount of delay on a burst that traverses it. Us-
ing FDLs, contention can be resolved among multiple bursts that arrive at a node
within each other’s duration. One of the contending bursts is chosen to be transmit-
ted right away (or is already on the channel), and the rest is “stored” within FDLs,
meaning that they are forwarded to FDLs of appropriate sizes that can assure that
each burst, upon leaving the FDL it had been fed to, finds the channel available. A
sample scenario with the horizon-based reservation mechanism in the presence of
FDLs can be seen in Figure 1.8 (page 15). Bursts that are to arrive before the node
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becomes idle may be accepted if there are FDLs with sufficient delays that would
store the burst until the node is freed. On the other hand, if the horizon is greater
than the offset time of a burst even after the maximum delay achievable with the
FDLs, then that burst is blocked.
For better performance, a number of FDLs can be available at an optical node.
These FDLs can be configured to provide degenerate buffering or non-degenerate
buffering. In degenerate buffering, each FDL provides an integer multiple of a fixed
delay. In other words, if there are N FDLs, the delay line i , 1≤ i ≤N , provides a delay
of i∆, where∆ is a fixed quantity and called the granularity parameter. On the other
hand, in non-degenerate buffering, the delays each FDL provides can be arbitrary.
In case of contention, the choice of the FDL impacts the overall delay perfor-
mance of the system. Obviously, the delay caused by the chosen FDL should be suf-
ficient to guarantee a free channel to the burst that is fed into the FDL. On the other
hand, among the FDLs satisfying this condition, the FDL with the least amount of
delay should be chosen in order not to unnecessarily increase the overall delay the
burst experiences.
For instance, consider a scenario in which horizon-based reservation is em-
ployed along with degenerate buffering with N FDLs. Assume that a BCP arrives in-
dicating that a burst is to arrive with offset time TO < TH , where TH denotes the hori-
zon parameter. Then, the burst should be fed to FDL i , where i = d(TH −TO)/∆e and
∆ is the granularity parameter. In this case, the horizon is updated to be TO+i D+TB ,
where TB denotes the burst length in units of time.
In this study, we present a two-part analysis of the horizon-based reservation
scheme on a single-channel OBS system. First, the system is modeled without FDLs.
In this model, the offset times are allowed to have general distributions, while the
burst arrivals occur according to a Markovian Arrival Process (MAP) and the burst
lengths possess a phase-type (PH-type) distribution. Moreover, this analysis is ex-
tended to multiple traffic classes with different arrival processes, and burst length
and offset time distributions. Using the results of this analysis, we conclude that
deterministic offset times perform better than stochastic offset times in terms of
overall blocking probability, and in two-class scenarios, class differentiation .
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Figure 4.1: The sample path of (a) the horizon parameter and (b) its transformed
counterpart. Scenario explained in Figure 1.6 (page 12).
In the second part, we model the horizon-based reservation scheme in the pres-
ence of FDLs. This model is also extended to multiple traffic classes. Due to our
observation about deterministic offset times, we model the offset times determin-
istic, or having a distribution that can be expressed as a sum of impulses.
4.2 Stochastic Model for Horizon-based Reservation
with No Fiber Delay Lines
When a BCP arrives at an optical node, the corresponding burst is accepted if the
horizon of the node is smaller than the offset time of the burst, since the node will
not be busy when the burst arrives. In this case, the horizon of the optical node is
updated to be equal to the sum of the offset time and the burst length. Otherwise,
the burst is said to be blocked.
In order to clarify the stochastic model, we revisit the example given in Figure 1.6
(page 12). In Figure 4.1(a), we plot the evolution of the horizon parameter. As ex-
plained in section 1.1 (see Figure 1.4), we replace the abrupt jumps in the sample
path of the horizon with linear ascents to obtain the transformed horizon plotted in
Figure 4.1(b). The transformed horizon can be modeled with a CFMFQ.
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Figure 4.2: The sample path of the horizon parameter and its transformed counter-
part.
To construct the CFMFQ modeling the transformed horizon, we first need to un-
derstand the behavior of the system. In normal operation, the transformed horizon
is decreased with unity rate as long as it is nonzero. Upon a BCP arrival, if the offset
time exceeds the instantaneous transformed horizon value, the burst is accepted. At
this point, the transformed horizon starts increasing with unity rate until it reaches
the offset time. Then, it continues to increase for an amount equal to the burst
length. The breakdown of the evolution of the transformed horizon is depicted in
Figure 4.2.
Therefore, there will be three subsets of states in the background process of the
CFMFQ:
(i) The states that govern the normal operation, which is the horizon decreasing
with unity rate. These states will be made of from the states of the BCP arrival
process, and will have −1 drifts.
(ii) The states that take the instantaneous horizon value to the offset time of the
burst. The drift in these states will be +1.
(iii) The states that add the burst length. These states will be made of from the
states of the PH-type process that defines the distribution of the burst length,
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and will have +1 drifts.
Let θ(x) and Θ(x) denote the pdf and the cdf of the offset time distribution. If a
burst corresponding to an arriving BCP is accepted, it means that the offset time, TO ,
is greater than the horizon. We can write the probability of the offset time expiring
in an infinitesimal period between the horizon values x and x +d x, given that the
offset time “survives” the horizon value x as
lim
d x→0
Pr{x < TO ≤ x+d x}
Pr{TO > x}
= θ(x)
1−Θ(x) d x.
Therefore, the rate out of the hazard state is
H(x)= θ(x)
1−Θ(x) . (4.1)
Incidentally, H(x), as defined in (4.1), is called the hazard rate (or failure rate) for
distribution θ(x).
Now, we can fully describe the CFMFQ modeling the horizon. We assume that
the bursts arrive according to a MAP with parameters D0, D1, which are `×`. The
burst length has a PH-type distribution with parameters α, T , having h phases (ex-
cluding the absorbing state). Then, the infinitesimal generator of the background
process is
Q(x)=

I`⊗T 0 I`⊗T 0
H(x)I`⊗α −H(x)I` 0
0 D1(x) D0(x)
 , (4.2)
where Im denotes the m×m identity matrix, and
T 0 =−T 1, (4.3)
D1(x)=D1(1−Θ(x)),
D0(x)=D0+D1Θ(x),
and the diagonal rate matrix is given by
R(x)=R =
[
Ih`+`
−I`
]
.
Notice that the Q(x) matrix varies continuously with x, resulting in a CFMFQ. This
feedback arises due to the system being a blocking system.
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In this model, the first h` states correspond to the ` replicas of the PH-type dis-
tribution of the burst length, and the next ` states represent the offset time. Recall
that the need for the PH-type replicas was explained in section 3.2.1 (see Figure 3.1
on page 60).
Note that θ(x) is assumed to be smooth and of infinite support in this formula-
tion. In addition, we note the following cases:
• θ(x) is composed of a number of impulses.
In this case, regime boundaries are defined at the points where there is
an impulse in θ(x). One hazard state for each impulse is defined. Upon
an arrival, the background process enters one of these according to their
corresponding probabilities. Then, the background process does not
leave this state until it hits the corresponding regime boundary. At this
boundary, it transits into the subset of burst length states. This will be
formulated in more detail later in the analysis with FDLs. Note that a
special subcase of this where the offset times are deterministic was in-
vestigated by Kankaya and Akar [43].
• θ(x) is of finite support.
Two solutions can be employed in this case. The first is to just use the
hazard rate as defined in (4.1). The problem with this is that the hazard
rate become infinite to the right of the support of θ(x). For instance, as-
sume θ(x) is the uniform distribution over [0,1]. Then, when 0 ≤ x < 1,
we have H(x) = 1/(1− x). Notice that H(x) approaches infinity as x ap-
proaches 1. When x > 1, H(x) becomes infinity. Then, a large number
instead of infinity can be used as H(x). We used this method in the ex-
amples to come as it is easier.
In the second method, a regime boundary is defined at the upper limit of
the support of θ(x). When x is less than this value, H(x) as given in (4.1),
which produces H(x) = 1/(1− x) is used. If the horizon makes it to this
regime boundary, it can be made to get stuck there by defining the drift
at this regime boundary to be 0. Then, while the horizon is kept at the
87
regime boundary, the background process can transit into the subset of
burst length states.
• θ(x) is composed of a mixture of these two.
In this case, a combination of the methods mentioned can be used.
After the formulation of the CFMFQ, the solution is obtained by the methods
described in sections 2.3.1, 2.3.3, and 2.4. Once the steady-state pdf vector of the
horizon, denoted by g (x), is found, the burst blocking probability can be computed
via
pB =
∫∞
0 g (x)D11Θ(x)d x
c(0)D11+
∫∞
0 g (x)D11d x
. (4.4)
In addition, the blocking probability conditioned on the offset time can also be com-
puted easily. When the offset time is known to be equal to a known value, say to , the
burst will be blocked if the horizon is larger than this value. Hence, the conditional
blocking probability is equal to the complementary cumulative distribution func-
tion of the horizon:
pB |TO=to =
∫ ∞
to
g (x)1d x.
It is also possible to model multiple classes that have different arrival processes,
offset time and burst length distributions with this method. Here, we formulate
a system with two classes. Formulating systems with more than two classes is not
much difficult, although they might lack closed forms. In that case, enumerating the
states and building the Q(x) and R matrices algorithmically should be the preferred
method.
For classes A and B, let the MAP matrix pairs be denoted by (D0A,D1A) and
(D0B ,D1B ) with respective sizes `A and `B , the PH-type parameters by (αA,TA) and
(αB ,TB ) with respective number of phases hA and hB , and the offset time pdf and
cdf’s by θA(x), ΘA(x) and θB (x), ΘB (x) respectively. Then, the matrices describing
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the CFMFQ are given by
Q(x)=

I`A`B ⊗TA 0 0 0 I`A`B ⊗T 0A
0 I`A`B ⊗TB 0 0 I`A`B ⊗T 0B
HA(x)I`A`B ⊗αA 0 −HA(x)I`A`B 0 0
0 HB (x)I`A`B ⊗αB 0 −HB (x)I`A`B 0
0 0 I`B ⊗D1A(x) D1B (x)⊗ I`A D0(x)

R =
[
I(hA+hB+2)`A`B
−I`A`B
]
,
where
T 0A =−TA1, T 0B =−TB 1,
HA(x)= θA(x)
1−ΘA(x)
, HB (x)= θB (x)
1−ΘB (x)
,
D1A(x)=D1A(1−ΘA(x)), D1B (x)=D1B (1−ΘB (x)),
D0A(x)=D0A+D1AΘA(x), D0B (x)=D0B +D1BΘB (x),
D0(x)= I`B ⊗D0A(x)+D0B (x)⊗ I`A .
To compute the blocking probability, individual distributions corresponding to
the separate classes should be computed from the composite distribution. Note
that in the enumeration we used, the states from 1 upto `A`B correspond to the
state pairs (1,1), (2,1), . . . , (`A,1), (1,2), . . . , (`A,`B ), respectively. Defining
g A(x)=
[
g1,A(x) · · · g`A ,A(x)
]
, (4.5)
gB (x)=
[
g1,B (x) · · · g`B ,B (x)
]
, (4.6)
these individual distributions can be found from g (x) via
gi ,A(x)=
∑
j∈S Ai
g j (x), 1≤ i ≤ `A, (4.7)
gi ,B (x)=
∑
j∈SBi
g j (x), 1≤ i ≤ `B , (4.8)
where S Ai (S
B
i ) is the set of states of the composite MAP in which the MAP governing
class A (B) is in state i . A similar procedure can be defined for the probability masses
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at 0, c(0)A and c
(0)
B . Then, the blocking probability for each individual class and the
overall blocking probability can be expressed as
pB(A) =
∫∞
0 g A(x)D1A1ΘA(x)d x
c(0)A D1A1+
∫∞
0 g A(x)D1A1d x
,
pB(B) =
∫∞
0 gB (x)D1B 1ΘB (x)d x
c(0)B D1B 1+
∫∞
0 gB (x)D1B 1d x
,
pB =
∫∞
0 g A(x)D1A1ΘA(x)d x+
∫∞
0 gB (x)D1B 1ΘB (x)d x
c(0)A D1A1+
∫∞
0 g A(x)D1A1d x+ c(0)B D1B 1+
∫∞
0 gB (x)D1B 1d x
.
(4.9)
As a final note, we point out that for a system with N classes, the total number
of states of the background process will be
(
1+N +∑Ni=1 hi )∏Ni=1`i with ∏Ni=1`i of
them having −1 drifts.
4.3 Numerical Examples for Horizon-based Reserva-
tion with No Fiber Delay Lines
First, we start with a single class example in which the arrivals are MAP, the burst
lengths are PH-type distributed and the offset times are uniform on [0,3]. The ma-
trices defining the MAP are
D0 =
[
−2ρ 0
2ρ −2ρ
]
, D1 =
[
0 2ρ
0 0
]
,
and the parameters of the PH-type distribution are
α=
[
0.8 0.2
]
, T =
[
−2 1
0 −1
]
.
The mean of the burst length distribution is 1, which means that the load is ρ. We
obtained two sets of results for (i) load values between 0.02 and 0.2 with increments
of 0.02 (low loads), and (ii) load values between 0.2 and 2 with increments of 0.2
(moderate to high loads). The pdf plots for the loads 0.2, 0.8 and 2 are given in
Figure 4.3. The agreement between the analytical and simulated results is obvious,
thus validating our method.
90
0 2 4 6 8 100
0.05
0.1
0.15
0.2
0.25
0.3
Horizon
H
or
iz
on
 p
df
 
 
ρ=0.2, analysis
ρ=0.8, analysis
ρ=2.0, analysis
ρ=0.2, simulation
ρ=0.8, simulation
ρ=2.0, simulation
Figure 4.3: Horizon pdf plots for 3 different load values.
Within this scenario, we also would like to present the burst blocking probabil-
ity against load. First, we present in Figure 4.4 the burst blocking probability for
ρ = 0.02 computed by our method with various number of regimes. As seen, the
blocking probability converges as the number of regimes grow. It is possible to use
number of regimes as high as 215 due to the fact that the block-tridiagonal LU de-
composition has linear time complexity in the number of regimes. As a result, one
can pick a suitable value for the number of regimes in line with their required level
of accuracy.
We give the burst blocking probability against load in figures 4.5 and 4.6, for low
and moderate to high loads respectively. Figures given in Figure 4.5 were obtained
with K = 214 regimes and 108 seconds of simulated time, whereas figures given in
Figure 4.6 were obtained with K = 210 regimes and 106 seconds of simulated time.
T (K−1) value was selected in accordance with (2.27) in all examples to follow, al-
though the plots are truncated.
We also give the burst blocking probability conditioned on the offset time for
ρ = 2 in Figure 4.7. Note that obtaining this plot via simulation would require ex-
ceptionally long simulations, which we did not pursue.
Next, we investigate the effect of shifting the offset time distribution on the
blocking probability. In this example, the arrivals are Poisson with rate 0.1, the burst
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Figure 4.4: Burst blocking probability for ρ = 0.02 found via analysis with different
number of regimes.
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Figure 4.5: Burst blocking probabilities for different load values: Low loads. K = 214
regimes are used for the analysis and 108 seconds were simulated.
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Figure 4.6: Burst blocking probabilities for different load values: Moderate to high
loads. K = 210 regimes are used for the analysis and 106 seconds were simulated.
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Figure 4.7: Burst blocking probability conditioned on the offset time for ρ = 2.
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Figure 4.8: The effect of shifting the offset time distribution on the blocking proba-
bility.
lengths are exponentially distributed with mean 1 and the offset times are uniformly
distributed on intervals of width 5. We vary the mean of the offset times between
2.5 and 32.5 with increments of 5. The blocking probabilities, which are plotted in
Figure 4.8, barely change, so we conclude that shifting the offset time distribution
without changing its shape has only a marginal effect on the blocking probability.
After observing that shifting has a marginal effect, we investigate the effect of the
offset time variation. We use the same arrival process and burst length distribution
as the previous example. The offset times are uniformly distributed in the interval
[10−u/2,10+u/2], so the mean offset time is fixed at 10, but the variance increases
with the parameter u. In Figure 4.9, the blocking probability is plotted against u,
showing that increased variation in offset time hurts the performance in terms of
blocking probability, i.e. deterministic offset times are preferable over random ones.
This result was also obtained in [39], but through simulation.
Lastly, we give a two-class example. The arrivals of both classes are Poisson and
the overall rate is varied between 0.2 and 1 with increments of 0.2. Three scenarios
in which class 1, the low priority class, brings 25%, 50% and 75% of the overall traffic
are solved. Burst lengths are exponentially distributed with mean 1 for both classes.
In this example, we compare two cases.
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Figure 4.9: The effect of the offset time variation.
In the first one, the offset times of the two classes are taken to be deterministic,
and equal to 0 and 5 for classes 1 and 2 respectively. In the second case, we replace
the offset time distribution of class 2 with an exponential distribution with mean
5. We had showed that keeping the mean constant, offset time distributions with
higher variances lead to increased blocking probabilities. Therefore, an increase
in the overall blocking probability is to be expected, which is seen in Figure 4.10.
However, with this example, we intend to investigate the effect of the offset time
distribution on the quality of service (QoS) with respect to burst blocking in terms
of class separation. For this purpose, we plotted the ratio of the blocking probability
of the lower priority class to the blocking probability of the higher priority class in
Figure 4.11. We see that not only the exponentially distributed offset time for the
higher priority class increases overall blocking probability, it also reduces the sep-
aration between the classes. Therefore, we conclude that in addition to achieving
lower blocking probabilities, deterministic offset times also lead to better class sep-
aration when QoS is sought.
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Figure 4.10: Overall blocking probability with two classes.
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4.4 Stochastic Model for Horizon-based Reservation in
the Presence of Fiber Delay Lines
In this section, we will present the stochastic model of the horizon-based reserva-
tion scheme in the presence of FDLs. We will base this model on the model pre-
sented in section 4.2 with appropriate modifications that reflects the behavior due
to the existence of FDLs.
First of all, in this section, we assume that the distribution of the offset times is
composed of only impulses. This is justified as we have established in the previous
section that deterministic offset times lead to better performance in terms of block-
ing compared to random offset times. Therefore, it is natural for the optical ingress
nodes to pick deterministic values for the offset times of the bursts they form. On
the other hand, BCPs arriving at a core optical node may have different offset times
depending on the paths they have travelled and the nodes they originate. There-
fore, we used a distribution that is composed of a number of impulses to model the
offset times. Even so, some of the numerical examples we present will have purely
deterministic offsets resulting in a single impulse.
We also note that incorporating general continuous distributions for offset times
into the model is not difficult. The only modification necessary would be adding
states that model the continuous distribution of the offset times, and deriving the
rates of transition out of these states by taking into account the FDLs.
Upon an arrival of a BCP, the corresponding burst is accepted if one of the fol-
lowing is true:
(i) The offset time of the burst is greater than the horizon. In this case, no FDL is
used.
(ii) The offset time of the burst is less than the horizon, but there exists an FDL in
the system that has an amount of delay which, when added to the offset time,
exceeds the horizon. If this is the case, we assume that the FDL with the least
amount of delay is used among those that satisfy the condition.
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Let ∆i denote the delay FDL i , 1≤ i ≤N , produces, where N is the total number
of FDLs. Remember that if degenerate buffering is used, ∆i = i∆, where ∆ is the
granularity parameter. Assume that the FDLs are enumerated such that ∆i < ∆ j
when i <, 1 ≤ i , j ≤ N . Then, a burst with offset time TO whose BCP arrives when
the horizon is equal to x
• is accepted without being fed into any FDLs if TO ≥ x,
• is accepted and is fed into FDL i if TO +∆i ≥ x > TO +∆i−1,
• is blocked if x > TO +∆N .
Let the offset time distribution be
θ(x)=
m∑
j=1
p j δ(x−T j ).
For each value T j that the offset time can take, the burst is accepted if x < T j +
∆N . Remember that we had defined states that take the horizon value to the offset
time value. Similarly, in the presence of FDLs, we need to define states that take the
horizon value to the values T j +∆i for 1 ≤ i ≤ N . Note that the horizon should be
taken to T j +∆i whenever the horizon is between T j +∆i−1 and T j +∆i . Therefore,
a single state is sufficient to update the horizon to T j +∆i , 1≤ i ≤N .
Let s j , 1 ≤ j ≤ m, denote the state that takes the horizon value to T j +∆i , 1 ≤
i ≤ N . When the background process is in state s j , it cannot change state unless
the horizon takes one of the values T j +∆i , 1 ≤ i ≤ N . Therefore, the rate out of
state si j is 0 everywhere except when x = T j +∆i , and the drift in this state is +1.
Consequently, regime boundaries at points T j +∆i , 1≤ j ≤m, 1≤ i ≤ N should be
defined.
When the background process is in the subset of states that constitute the MAP,
it leaves that state with a rate given by the corresponding entry in the matrix D1,
provided that the burst is accepted. The state it transits into is one of the states that
updates the horizon with the offset time, which were described in the paragraph
above. The offset time is going to be one of the values T j , 1 ≤ j ≤ m. Therefore,
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the next state, s j , is determined by the offset time. Note that given state transition
occurs, the next state is s j with probability p j .
In addition to these two subset of states, we also have the states that add the
burst length to the horizon. As before, these consist of the states that describe the
PH-type distribution with parameters α and T . Moreover, we will have ` replicas of
the PH-type states, and the offset states, s j , as before to remember the MAP state to
return to after the burst length is added to the horizon.
Combining all these, the system can be modeled with an MRMFQ, and the in-
finitesimal generator of the background process can be written as
Q(k) =

D (k)0 0 p˜
(k)⊗D1
I`⊗T 0 I`⊗T 0
0 0 0
 , 1≤ k ≤K ,
Q˜(k) =

D (k)0 0 p˜
(k)⊗D1
I`⊗T 0 I`⊗T 0
0 J˜ (k)2 J˜
(k)
3
 , 0≤ k ≤K ,
where
p =
[
p1 · · · pm
]
,
p˜(k)j = p j 1{T (k)≤T j+∆N },
p˜(k) =
[
p˜(k)1 · · · p˜(k)m
]
,
D (k)0 =D0+D1
(
p− p˜(k)
)
1,
J˜ (k)2 =

1{T (k)=T1+∆i for some i}
...
1{T (k)=Tm+∆i for some i}
⊗ (I`⊗α) ,
J˜ (k)3 = diag

1{T (k)=T1+∆i for some i}
...
1{T (k)=Tm+∆i for some i}
⊗−I`,
and diag[·] denotes a diagonal matrix whose diagonal consists of the entries of its in-
put. Notice that the total number of states of the background process is (1+h+m)`.
On the other hand, the number of regimes, K , is the number of unique elements in
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the multiset
{
T |T = T j +∆i , 1≤ i ≤N , 1≤ j ≤m
}
. Also, the drift matrices are given
by
R(k) =
[
−I`
I(h+m)`
]
, 1≤ k ≤K −1,
R(K ) =

−I`
Ih`
−Im`
 ,
R˜(k) =

−I`
Ih`
0m`
 , 0≤ k ≤K .
The reason for R(K ) being different from R(k), 1≤ k ≤K−1, is to keep the background
process from entering regime K when the background process is in one of the states
that update the horizon, as the horizon cannot be increasing beyond T (K−1) = Tm +
∆N due to offset time and FDLs.
Note that when solving the distribution of the transformed horizon, f (x),
boundary conditions should be examined carefully. In contrast to the models pre-
sented upto this point, there will be probability masses at the regime boundaries
due to the states that have zero drifts at the boundaries. Also, the boundary con-
dition (2.20) will contribute. As a result, the corresponding linear system of equa-
tions result in a block-banded matrix that does not readily lend itself to the block-
tridiagonal LU decomposition algorithm with blocks that have sizes equal to the
number of the states. As mentioned in section 2.3.2, extra care must be taken in
order to fully cover the matrix when partitioning for the block-tridiagonal LU de-
composition algorithm.
Also notice that the state ordering in this model differs from the models we have
presented so far in the thesis. This means that the distribution of the real horizon,
g (x), can be found from f (x) via
g (x)=
[
f1(x) · · · f`(x)
]
[
F1(x) · · · F`(x)
]
1
.
The model for the two-class system can be found in a similar way. For classes A
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and B, we denote the MAP parameters with (D0A,D1A) and (D0B ,D1B ) with sizes `A
and `B , the PH-type distribution parameters with (αA,TA) and (αB ,TB ) with sizes
hA and hB , and the offset time distributions with
θA(x)=
mA∑
j=1
p j δ(x−T j A),
θB (x)=
mB∑
j=1
p j δ(x−T j B ),
respectively. Also, let the set of FDLs available to class A and B be
(
∆1, . . . ,∆NA
)
and(
∆1, . . . ,∆NB
)
respectively.
Then, by forming the composite MAP from the MAP parameters of classes A and
B, we can write the infinitesimal generator of the background process as
Q(k) =

D (k)0 0 0 p˜
(k)
A ⊗ (I`B ⊗D1A) p(k)B ⊗ (D1B ⊗ I`A )
I`A`B ⊗T 0A I`A`B ⊗TA 0 0 0
I`A`B ⊗T 0B 0 I`A`B ⊗TB 0 0
0 0 0 0 0
0 0 0 0 0

,
1≤ k ≤K ,
Q˜(k) =

D (k)0 0 0 p˜
(k)
A ⊗ (I`B ⊗D1A) p(k)B ⊗ (D1B ⊗ I`A )
I`A`B ⊗T 0A I`A`B ⊗TA 0 0 0
I`A`B ⊗T 0B 0 I`A`B ⊗TB 0 0
0 J˜ (k)A2 0 J˜
(k)
A4 0
0 0 J˜ (k)B3 0 J˜
(k)
B5

,
0≤ k ≤K ,
where
p A =
[
p1A · · · pm A
]
,
pB =
[
p1B · · · pmB
]
,
p˜(k)j ,A =p j ,A 1{T (k)≤T j A+∆NA },
p˜(k)A =
[
p˜(k)1,A · · · p˜(k)mA ,A
]
,
p˜(k)j ,B =p j ,B 1{T (k)≤T j B+∆NB },
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p˜(k)B =
[
p˜(k)1,B · · · p˜(k)mB ,B
]
,
D (k)0 =I`B ⊗
[
D0A+D1A
(
p A− p˜(k)A
)
1
]
+
[
D0B +D1B
(
pB − p˜(k)B
)
1
]
⊗ I`A,
J˜ (k)A2 =

1{T (k)=T1+∆i for some i}
...
1{T (k)=TmA+∆i for some i}
⊗ (I`A`B ⊗αA) ,
J˜ (k)A4 = diag

1{T (k)=T1+∆i for some i}
...
1{T (k)=TmA+∆i for some i}
⊗−I`A`B ,
J˜ (k)B3 =

1{T (k)=T1+∆i for some i}
...
1{T (k)=TmB+∆i for some i}
⊗ (I`A`B ⊗αB ) ,
J˜ (k)B5 = diag

1{T (k)=T1+∆i for some i}
...
1{T (k)=TmB+∆i for some i}
⊗−I`A`B .
The total number of states of the background process is (1+hA+hB+mA+mB )`A`B .
The drift matrices are
R(k) =
[
−I`A`B
I(hA+hB+mA+mB )`A`B
]
, 1≤ k ≤K −1,
R(K ) =

−I`A`B
I(hA+hB )`A`B
−I(mA+mB )`A`B
 ,
R˜(k) =

−I`
I(hA+hB )`A`B
0(mA+mB )`A`B
 , 0≤ k ≤K .
Finally, similar to (4.4) and (4.9), the blocking probability in the single class case
is given by
pB =
∫∞
0 g (x)D11Θ(x−∆N )d x
c(0)D11+
∫∞
0 g (x)D11d x
,
and in two classes case by
pB(A) =
∫∞
0 g A(x)D1A1ΘA(x−∆NA )d x
c(0)A D1A1+
∫∞
0 g A(x)D1A1d x
,
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pB(B) =
∫∞
0 gB (x)D1B 1ΘB (x−∆NB )d x
c(0)B D1B 1+
∫∞
0 gB (x)D1B 1d x
,
pB =
∫∞
0 g A(x)D1A1ΘA(x−∆NA )d x+
∫∞
0 gB (x)D1B 1ΘB (x−∆NB )d x
c(0)A D1A1+
∫∞
0 g A(x)D1A1d x+ c(0)B D1B 1+
∫∞
0 gB (x)D1B 1d x
.
Note that since we assume discrete offset times in this section, the distributions
Θ(x), ΘA(x), and ΘB (x) are piecewise constant, and the integrals appearing in the
loss expressions above can be computed easily without resorting to numerical inte-
gration.
4.5 Numerical Examples for Horizon-based Reserva-
tion in the Presence of Fiber Delay Lines
We start with demonstrating the benefit of FDLs in terms of blocking probability. We
have a single class with Poisson arrivals of rate 0.8, exponentially distributed burst
lengths with mean 1, and no offsets. The number of FDLs are varied from 0 upto 20.
Under this set of parameters, a granularity parameter of 0.5 is a good choice as can
be inferred from [91] (see Figure 6(a) on page 538). The burst blocking probability
against the number of FDLs used is plotted in Figure 4.12. The benefit of using FDLs
is obvious.
We also show the structure and the sparsity of the matrix H , as defined in (2.24),
in Figure 4.13 for this example using 8 FDLs. This means there are 9 regimes, and
the number of states is 3. Notice that this matrix can not be partitioned with square
blocks of size 3 as some elements would be left out.
With the rest of the examples, we focus on the two class model. First, we demon-
strate the accuracy of our model with an example with the following parameters:
D0A =
[
−0.8 0.8
0 −0.8
]
, D1A =
[
0 0
0.8 0
]
,
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Figure 4.12: The burst blocking probability with varying number of FDLs demon-
strating the merits of FDLs.
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Figure 4.13: Structure of the 36×36 matrix H with 8 FDLs. There are 3 states, but
the matrix H can not be partitioned with square blocks of size 3. Compare with
Figure 3.3 on page 71.
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Figure 4.14: The pdf of the horizon for a scenario with a variety of general cases.
D0B =

−0.5 0 0
0 −0.2 0
0 0 −0.8
 , D1B =

0 0.25 0.25
0.1 0 0.1
0.4 0.4 0
 ,
αA =
[
0.8 0.2
]
, TA =
[
−1.5 0
0 −2
]
,
αB =
[
1 0 0
]
, TB =

−6 6 0
0 −6 6
0 0 −6
 ,
θA(x)= δ(x−1), ∆A = 0.5, NA = 20,
θB (x)= 0.5δ(x)+0.3δ(x−2)+0.2δ(x−5), ∆B = 0.4, NB = 10.
This set of parameters include a variety of general cases, including even completely
different sets of FDLs for the two classes. Although this does not make a lot of sense
for a physical system, we preferred such a setting to demonstrate the capability of
the model. The pdf of the horizon is plotted in Figure 4.14, demonstrating perfect
match with the simulation result.
With the third example, we present three scenarios. In all three, both classes
have Poisson arrivals with rate 0.4 and exponentially distributed burst lengths with
mean 1. There are 20 FDLs with granularity 0.5.
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Class A Class B Overall
Scenario i 0.01057 0.23753 0.12405
Simulation 0.01110 0.24042 0.12568
Scenario ii 0.01001 0.22489 0.11745
Simulation 0.00994 0.22669 0.11852
Scenario iii 0.00197 0.53871 0.27034
Simulation 0.00192 0.53918 0.27074
Table 4.1: Per class and overall blocking probabilities for the three scenarios.
0 5 10 150
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Horizon
H
or
iz
on
 p
df
 
 
Analysis
Simulation
Figure 4.15: The pdf of the horizon for scenario i.
Scenario i. Both classes have 0 offsets. Class A can access all the FDLs, whereas
class B access only the first 10, producing delays from 0.5 upto 5. The
horizon pdf for this scenario is given in Figure 4.15.
Scenario ii. Both classes have access to all FDLs. Class A has a deterministic offset
of 5, whereas class B has no offset. The horizon pdf for this scenario is
given in Figure 4.16.
Scenario iii. Both classes have access to all FDLs. Class A has a deterministic offset
of 10, whereas class B has no offset. The horizon pdf for this scenario
is given in Figure 4.17.
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Figure 4.16: The pdf of the horizon for scenario ii.
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Figure 4.17: The pdf of the horizon for scenario iii.
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The Figures 4.15, 4.16 and 4.17 along with Table 4.1 demonstrate that our model
perfectly captures the behavior of the system. As demonstrated with these three
scenarios, an analysis of QoS differentiation in terms of burst blocking probability
and provisioning is possible using our model.
As the last example, we investigate QoS differentiation in terms of burst blocking
probability using FDL access limitation. Arrivals are Poisson, and burst lengths are
exponentially distributed with mean 1. There are 20 FDLs with granularity 0.5, and
both classes have no offsets. Class A (high priority) has access to all FDLs, while the
number of FDLs class B (low priority) is varied between 0 and 20. The separation of
classes as well as overall blocking performance is investigated for two different load
values under three different traffic share scenarios:
i. 25% high priority traffic - 75% high priority traffic,
ii. 50% high priority traffic - 50% high priority traffic,
iii. 75% high priority traffic - 25% high priority traffic.
The per class loss and overall probabilities for each scenario is given in Fig-
ure 4.18. It can be inferred from the plots that class separation is achievable using
FDL access limitation as long as the number of FDLs that the low priority class have
access to does not get too close to the full set of FDLs. Another observation is that
when the low priority class is dominant, if the number of FDLs the low priority class
can access is selected too small, unnecessary performance degradation can occur
as seen in Figure 4.18(a) and 4.18(d). So, we conclude that moderate levels of FDL
limitation on the the low priority class should be the preferred solution.
4.6 Conclusion
We model the horizon-based delayed reservation scheme on a single-channel OBS
system, and give an exact solution to the model for single user and two-user sce-
narios. We assume no specific circumstances such as low load. In the most general
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Figure 4.18: QoS differentiation in terms of burst blocking probability using FDL
access limitation.
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case, the bursts arrive according to a MAP, burst lengths are PH-type distributed and
the offset time is generally distributed.
We base our model on the continuous feedback Markov fluid queue (CFMFQ)
theory. We describe how the system maps to a CFMFQ by formulating the matri-
ces that describe the CFMFQ. Then, by discretizing the CFMFQ into a MRMFQ, we
obtain a much simpler system that can be solved using existing methods. We pro-
vide numerical examples validating our model, and also investigate the effect of the
offset time distribution on the burst blocking probability.
In addition, we model the same system in the presence of FDLs. The numerical
examples we present demonstrate that our model perfectly agrees with simulations
in a wide variety of scenarios. Using our model, we investigate QoS differentiation
by means of limiting the number of FDLs one of the classes can access. The results
show that FDL access limitation is a promising method that can be employed for
the purposes of QoS differentiation.
As our foremost aim with the numerical examples in this chapter was the
demonstration of the capability of the stochastic model we based on CFMFQs, we
did not pursue a very detailed analysis to solve actual practical problems related to
OBS networks. The study by Kankaya and Akar [91] investigates a number of prob-
lems in this setting such as the value of the optimal granularity parameter in terms
of the number of FDLs or the total fiber length. Their results reveal that finding
answers to such questions is not a trivial task, and requires exhaustive experimen-
tation.
We have significantly improved over the model of Kankaya and Akar [91] as well
as their study on offset-based differentiation [43] by
(i) allowing impulsive distributions for offset times instead of purely determinis-
tic ones,
(ii) modeling multiple traffic classes, and
(iii) combining the analysis of offset-based differentiation and FDLs.
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Building on this framework, more detailed provisioning analyses may be carried
out, which we leave as future work. In addition, other aspects of QoS such as de-
lay performance can be taken into account to provide a more encompassing under-
standing of the horizon-based single channel systems. Another research direction
is the investigation of multi-channel systems.
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Chapter 5
Achieving Air-time Fairness in
Multi-rate IEEE802.11 WLANs
5.1 Introduction
The IEEE 802.11 suite of protocols is the most widely used set for Wireless Local Area
Networks (WLAN). On the Medium Access Control (MAC) side, IEEE 802.11 employs
a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) MAC proto-
col with binary exponential back-off, known as Distributed Coordination Function
(DCF) [44]. DCF defines a mandatory basic access mechanism and an optional
Request-To-Send/Clear-To-Send (RTS/CTS) mechanism. The focus of this study is
on the basic access mechanism, which is more frequently used in practice.
In DCF basic access mechanism, an 802.11 node with a frame to transmit listens
to the channel first to detect an idle period of length at least equal to the Distributed
Inter-Frame Space (DIFS). The node then sets its back-off timer value to an inte-
ger that is uniformly chosen in the interval [0,CW −1], where CW is set to CWmi n
(minimum contention window size) at the first transmission attempt. The back-off
timer is then decremented at each slot as long as the channel is idle whereas it is
stopped when a transmission is detected on the channel. Re-activation of the timer
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occurs after the node senses the channel idle after this transmission for at least an-
other DIFS. The back-off timer hitting zero triggers the frame’s first transmission.
Once the destination host successfully receives the frame, it transmits an acknowl-
edgment frame (ACK) after a short inter-frame space (SIFS) time. If the transmitting
node does not receive an ACK within a specified ACK timeout for the transmitted
frame, a collision is said to have taken place. Upon each collision, CW is doubled
until a maximum contention window size CWmax value is reached and the above
back-off mechanism is repeatedly applied at each unsuccessful transmission.
IEEE 802.11 standards support multiple raw data rates and hence such networks
are called multi-rate WLANs. Moreover, the 802.11 standards support link adapta-
tion by which a host selects one of the available transmission rates at a given trans-
mission opportunity based on channel conditions and/or application traffic type.
Although link adaptation appears to be a powerful means to enhance throughput in
multi-rate WLANs, its effective use in multi-user 802.11 WLANs has been shown to
be limited du to the performance anomaly problem [52].
Consider a scenario of multiple hosts with a higher raw bit rate in addition to a
single host with a lower bit rate as used in [52] with all frame sizes assumed to be
the same. Since the CSMA/CA algorithm of DCF provides the same equal channel
access probability to all hosts (throughput-fair), the throughput of high rate hosts
will be the same as the slow host. Therefore, DCF penalizes fast hosts and instead
favors the slow host. This artifact is known as the performance anomaly problem of
802.11 DCF which impedes a direct relationship between the raw data rate and the
actual throughput in scenarios with multiple users with different data rates [52].
Time-based fairness is proposed in [53],[54],[55] as an alternative to throughput
fairness to cope with the performance anomaly problem. With time-based fairness,
each competing node receives an equal share of the wireless channel occupancy
time, i.e., air-time. A system achieving time-based fairness is called air-time fair.
When air-time fair mechanisms are employed, the throughput of an individual node
becomes strictly proportional with its raw bit rate and therefore high rate nodes
will no longer be dragged down by slower ones, which leads to significantly higher
cumulative throughputs [54].
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We propose a novel and relatively simple to implement method for achieving
air-time fairness in IEEE 802.11 WLANs. In this method, a competing node runs
multiple instances of the standard back-off algorithm at each node. Equivalently, a
competing node behaves as a collection of multiple virtual nodes where each vir-
tual node has its own DCF instant. When the back-off timer of a virtual node hits
zero, then its controlling physical node decides to transmit the awaiting frame on
behalf of the virtual node. The multiplicity of back-off algorithm instances acts as
an instrument to deliver air-time fairness.
Consider a competing node i that runs Ni instances of the basic back-off algo-
rithm. Assume that each node i requires an average air-time E [Ai ] at each of its
transmission opportunities. Let Amax ≥ E [A j ],∀ j be a value known to all nodes. We
propose that the parameter Ni is set to Ni = AmaxE [Ai ] which can be done in a distributed
manner once all nodes have the value of Amax .
Note that the parameter Ni need not be an integer. In that case, we propose a
novel mechanism that appropriately switches between Ni− = bNi c and Ni+ = dNi e
back-off algorithms. We also provide a Markov chain-based analytical model to
validate this switching mechanism actually delivers air-time fairness. Moreover,
through extensive simulations, we show that the method achieves air-time fairness
at the expense of an acceptable reduction in channel utilization. The proposed
method can also be used in conjunction with frame aggregation to substantially
mitigate this utilization reduction.
5.2 Existing Methods for Air-time Fairness
The first approach is based on the use of contention window parameter CWmi n as
an instrument to achieve air-time fairness. It has been shown that under certain
assumptions, the nodal throughput is inversely proportional with the CWmi n value
of the node [56, 57]. Therefore, it is natural to conclude that air-time fairness can
be achieved if the initial contention window size CWmi n is chosen to be inversely
proportional with the raw bit rate.
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The main advantage of the CWmi n-approach to deliver air-time fairness is in its
simplicity of implementation and the preservation of the DCF mechanism. How-
ever, several drawbacks of this approach within the scope of air-time based fairness
can be listed:
• The relationship between CWmi n and the nodal throughput is valid only for
regimes where the collision probabilities are small. Actually, the relationship
between CWmi n and the nodal throughput is sensitive to system parameters
such as number of nodes, choice of initial congestion windows, etc. For exam-
ple, a simulation study by Tinnirello et al. [58] demonstrates that the through-
put ratio between two classes of nodes with a fixed CWmi n ratio is slightly
sensitive to the number of nodes in each class. Similar results also appear in
[61].
• When the ratio between the lowest and highest raw bit rates is relatively large,
the nodes with highest raw bit rates need to use large initial contention win-
dows. This can lead to a considerable under-utilization of the channel [63].
• In actual implementations, CWmi n needs to be a power of two [59]. Therefore,
perfect air-time fairness between two nodes can not be achieved if the raw bit
rate ratio is not a power of two.
A number of solutions have been proposed for tackling these problems. How-
ever, the proposals include tracking WLAN population [63] that is hard to achieve in
a distributed way, and CWmi n adaptation based on an estimation of the number of
idle slots, which widely deviates from the standard.
Packet fragmentation is another approach to achieve air-time fairness. In this
approach, nodes with high bit rates use a frame size equal to the maximum trans-
mission unit (MTU) whereas slow nodes fragment their packets. The obvious draw-
back of the fragmentation-based approach is the increase in overhead. This disad-
vantage is even magnified when most nodes are slow. Implementation complexity
can be mentioned as another drawback.
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Another category of solutions is the frame aggregation approach, which is pro-
posed in the IEEE 802.11e standard in which a transmission opportunity (TXOP),
also referred to as the maximum channel occupation time, is broadcasted by the
base station to each contending node. Consequently, nodes can aggregate their
awaiting frames for transmission as long as the channel occupancy time does not
exceed TXOP. Frame aggregation is also a crucial component of 802.11n due to the
benefits it offers due to the significant reduction of overhead [48].
Frame aggregation can be used as a means of achieving air-time fairness and
nodes with better channel conditions are allowed to send multiple frames at a trans-
mission opportunity as opposed to low bit rate nodes that do not perform aggrega-
tion. Although TXOP can be used as an effective means of providing air-time fair-
ness, the following drawbacks are identified:
• Frames are typically of variable size and further mechanisms including frag-
mentation are needed to transmit a number of frames within TXOP.
• Frame aggregation is generally used as a means of reducing overhead and thus
enhancing cumulative throughput. If this method is used for air-time fair-
ness, then slow nodes would not benefit from aggregation as much in case
they dominate the user type.
• Let us assume all frames to be of the same length for the sake of simplicity. In
the TXOP approach, to deliver air-time fairness, the TXOP may be defined to
be the time required for the slowest node to transmit a single frame. Let us
now assume a 802.11b WLAN occupied by two nodes with 11 Mbps raw bit
rates. In this case, when a node has channel access, it will transmit 11 back-
to-back frames. Clearly, such a scheme leads to unfairness between these two
nodes in the short term.
• Frame aggregation may lead to relatively poor delay performance as shown in
the paper by Lin et al. [62].
Other efforts for air-time fairness involve either cross-layer techniques, or rel-
atively complex methods that involve a mixture of the mentioned schemes. In
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comparison, our proposed method is simple, fully distributed and avoids the listed
drawbacks.
5.3 Proposed MAC and Its Analytical Modeling
We assume a WLAN with K saturated users (nodes, stations) which always have
frames to send. We also assume that link adaptation at each node i ,1 ≤ i ≤ K , is
done in a way that frame error probabilities can be neglected. The case of non-zero
frame error probabilities are left for future research. In order to include the possibil-
ity of frame aggregation, we define a burst to be a number of back-to-back frames
to be transmitted at a given transmission opportunity. A burst may correspond to a
single frame if frame aggregation is not allowed.
Figure 5.1 illustrates a snapshot of the air-time utilization of the WLAN channel
in time which consists of alternating idle and busy periods. When the user i trans-
mits successfully, i.e., no collisions take place, the channel is said to be occupied for
an air-time of Ai with mean E [Ai ]. Actually, Ai = Bi /Ri where Bi is the burst size
and Ri is the raw bit rate, of user i . When a transmission occurs, this transmission
belongs to user i with probability pi . Transmissions are followed with idle periods
whose duration is a random variable denoted by AI with mean E [AI ]. In this generic
model, there is flexibility in what constitutes an idle or busy period. If air-time fair-
ness is sought only in terms of air-time required for the transmission of payloads, all
header transmissions at the higher and MAC layers may be counted towards the idle
period. The random variable AI has a fixed part which is examined in detail in [52],
but also has a varying component stemming from contention periods which may
dominate with increasing number of users K . The modeling and analysis of the idle
IDLE IDLE
BUSY BUSY
time
ﬀ -
Ai with probability pi ﬀ -
Ai with probability pi
ﬀ -
AI
ﬀ -
AI
Figure 5.1: A snapshot of the air-time utilization of a random access WLAN.
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period AI has received a lot of attention in the literature [92],[52]. In this study, we
will not seek for a stochastic model of AI but rather focus on the air-time utilization
values of individual users, which are crucial for air-time fairness. Note that users
with low bit rates tend to occupy the channel longer at each transmission opportu-
nity. Ai can also vary for the same user i in time due to varying frame lengths but
we assume that E [Ai ] is known to user i .
Let Ui denote the air-time utilization of user i which is defined as the overall
air-time consumed by successful transmissions of user i over a large time window
divided by the window length. With this definition,
Ui = pi E [Ai ]
E [AI ]+∑Kj=1 p j E [A j ] . (5.1)
The overall channel utilization U is then given by U =∑Kj=1U j . If Ui =U j , i 6= j ,∀i , j ,
then we say the system is air-time fair. The IEEE 802.11 DCF is known to provide
equal channel access probabilities, i.e., p(DC F )i = 1/K , for all i . Denoting the air-
time utilization of user i in DCF by U (DC F )i , we have
U (DC F )i =
E [Ai ]
K E [AI ]+∑Kj=1 E [A j ] . (5.2)
It is therefore clear that air-time utilizations of users may be different with DCF due
to either different raw bit rates or frame lengths. One possibility is to control E [Ai ]
by frame aggregation in a way that E [Ai ]= E [A j ], i 6= j , ∀i , j . Indeed, this is what is
done with frame fragmentation/aggregation approaches. Instead, we propose con-
trolling pi by letting the user i run Ni instances of the DCF. Here, Ni is set to
Amax
E [Ai ]
,
where the quantity Amax is such that Amax ≥ E [A j ], ∀ j , and is known to each user.
In theory, any value that exceeds all the E [A j ] values is acceptable for the quan-
tity Amax . However, in the ideal case, Amax should be kept as low as possible to
reduce the number of total virtual nodes in the system. This is because the vir-
tual population determines the channel utilization and has an adverse effect on
it. Therefore, the best value for Amax would be Amax = max j E [A j ]. However, this
choice would require the dissemination of the E [A j ] value of each node. Moreover,
further communication would be necessary in the case of rate adaptation, or nodes
becoming online or going offline. To avoid this complication, we propose that Amax
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is set to the time to transmit the largest possible frame with the minimum data rate
the protocol supports, which then lends itself to a distributed implementation.
With this choice of Amax , Ni ≥ 1 for all i , but Ni need not be an integer for some
user i . Let us first assume that Ni is an integer for all i ,1≤ i ≤K , in which case user
i behaves as a collection of Ni virtual users each running its own DCF. We call this
architecture Multiple DCF (MDCF). Consequently, the channel access probability
for user i for MDCF denoted by p(MDC F )i can be written as
p(MDC F )i =
Ni∑K
j=1 N j
= 1
Ai
∑K
j=1
1
A j
. (5.3)
Finally, the air-time utilization of user i in MDCF, denoted by U (MDC F )i , is written as
U (MDC F )i =
1
K + A¯I∑Kj=1 1A j . (5.4)
Since, the right hand side of (5.4) does not depend on i , Ui is independent of i and
consequently, MDCF is air-time fair for integer Ni .
In the case of non-integer N values, one can attack this problem by scaling up
Amax . As an example, assume K = 2, N1 = 1.4 and N2 = 3.1. One can achieve air-
time fairness by running 14 (31) instances of the DCF for user 1 (2), but at the ex-
pense of lowered cumulative throughputs stemming from significant increases in
the overall number of DCFs in the system and therefore E [AI ]. Instead, we pro-
pose an all-distributed approach still based on MDCF in the case of non-integer Ni .
For the sake of simplicity, consider the particular case K = 2, N2 is an integer but
N1 is not. Let N1− = bN1c and N1+ = dN1e. User 1 runs N1− instances of the DCF
for a geometrically distributed period of mean B1− transmissions belonging to user
1, and then switches to N1+ instances for again a geometrically distributed period
of mean B1+ of its own transmissions. For convenience, we set B = B1−+B1+ and
B1− = a1B , B1+ = (1−a1)B = b1B .
Another way of describing this operation is as follows. Assume that user 1 is run-
ning N1− instances of the DCF. When user 1 completes a successful transmission, a
new instance of the DCF is added with probability 1a1B . Similarly, when user 1 is
running N1+ instances of the DCF and when it completes a successful transmission,
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one of the existing DCF instances is dropped with probability 1b1B . Note that B can
be chosen large enough to ensure that these two values correspond to probabilities.
Let Ti , i = 1,2, denote the total air-time consumed by user i over a period of B
successful transmissions of user 1. It is obvious that T1 = BE [A1]= B Amax/N1. It is
not difficult to write
T2 = Amax
N2
(
N2
N1−
a1B + N2
N1+
(1−a1)B
)
.
In order to ensure air-time fairness, we should have T1 = T2, which then yields an
equation in the unknown a1. Solving for a1, we obtain
a1 = N1−
N1
(N1+−N1),
b1 = 1−a1 = N1+
N1
(N1−N1−).
(5.5)
Since the choice of a1 or b1 does not depend on any parameters of user 2, the alter-
nating MDCF policy proposed for user 1 can be implemented in an all-distributed
fashion.
The choice of B can have some implications. If B is chosen to be very large, it is
clear that short-term deviation from air-time fairness can result. On the other hand,
if B is chosen to be small, then transient effects stemming from high frequency in-
sertions and deletions of DCF instances may lead to undesirable behavior.
5.4 Air-time Fairness of MDCF for Non-integer Ni
Although we have shown air-time fairness for K = 2 and for only integer N2, the
choice of the switching parameter ai for user i , 1≤ i ≤K ,
ai = Ni−
Ni
(Ni+−Ni ),
bi = 1−ai = Ni+
Ni
(Ni −Ni−),
(5.6)
as a generalization of (5.5) also leads to air-time fairness for arbitrary K and non-
integer Ni , 1≤ i ≤K , where Ni− = bNi c and Ni+ = dNi e. Actually, it is true for MDCF
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Figure 5.2: The transition diagram of the four-state Markov chain described for the
two-user scenario.
that the identity (5.3) holds despite non-integer N j and the expression for U
(MDC F )
i
in (5.4) given for integer Ni remains intact for non-integer Ni as well, provided that
each user i switches among Ni− and Ni+ instances according to (5.6). In this sec-
tion, we give the proof for this generalization.
For the sake of convenience, let K = 2 first. Note that user 2 now alternates
between N2− and N2+ instances of the DCF according to the switching param-
eter a2 as defined in (5.6). Let Xi (k) denote the number of instances of DCF
run by user i just before the k-th transmission in the system. Then the process
X (k) = {(X1(k), X2(k)) : k ≥ 1} is a discrete-time Markov chain (DTMC) with four
states, namely the states (N1−, N2−), (N1−, N2+), (N1+, N2−), and (N1+, N2+). The
transition diagram of this Markov chain is depicted in Figure 5.2.
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Let pi(i , j ), i = N1−, N1+, j = N2−, N2+, denote the steady-state distribution of
this Markov chain. It is not difficult to show that this Markov chain is reversible and
its steady-state distribution is explicitly given by
pi(N1−, N2−)= (N1+−N1)(N2+−N2)(N1−+N2−)
(N1+N2)
,
pi(N1−, N2+)= (N1+−N1)(N2−N2−)(N1−+N2+)
(N1+N2)
,
pi(N1+, N2−)= (N1−N1−)(N2+−N2)(N1++N2−)
(N1+N2)
,
pi(N1+, N2+)= (N1−N1−)(N2−N2−)(N1++N2+)
(N1+N2)
.
(5.7)
To show this, one can substitute the above distribution and verify the detailed bal-
ance equations. A packet is transmitted by user 1 at state (N1−, N2−) with probability
N1−/(N1−+N2−) or at state (N1−, N2+) with probability N1−/(N1−+N2+) and so on.
Therefore,
p1 =
∑
i∈{N1−, N1+}
∑
j∈{N2−, N2+}
pi(i , j )
i
i + j =
N1
N1+N2
. (5.8)
Similarly, p2 =N2/(N1+N2). Therefore, we conclude that the expression for p(MDC F )i
in (5.3) remains intact for non-integer Ni when K = 2.
For the more general case K > 2, the process becomes X (k)= {(X1(k), . . . , XK (k)) :
k ≥ 1}. We define a state of X (k) as m= (m1, . . . ,mK ) where mi ∈ {Ni−, Ni+}, 1≤ i ≤
K . Clearly, X (k) is a DTMC with 2K states. We claim that the steady-state probability
of X (k) being in state m is given by
pim =
∑K
i=1 mi∑K
i=1 Ni
K∏
i=1
(
1{mi=Ni−}(Ni+−Ni )+1{mi=Ni+}(Ni −Ni−)
)
. (5.9)
Observe the agreement between this expression and the steady-state distribution
when K = 2 given in (5.7).
As Xi (k) is the number of instances of DCF run by user i just before the k-th
transmission, and Xi (k) can change only after a transmission by user i , each state
m can transit into K other states. These states consist of the states that differ from
m in only one of their entries.
From the entries of m, we define m¯ j as the alternate of m j , that is
m¯ j = 1{m j=N j−}N j++1{m j=N j+}N j−.
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Observe that 1{m j=N j−} = 1{m¯ j=N j+}. Using this definition, we denote the state that
differs from m in position j by m¯( j ):
m¯( j )= (m1, . . . ,m¯ j , . . . ,mK ).
Note that the sum of the entries of m¯( j ) is
K∑
i=1
i 6= j
mi +m¯ j .
The states that m can transit into are m¯( j ), 1≤ j ≤ K , and these also constitute
the entire set of states that transit into m. The transition probability from state m to
state m¯( j ), p(m,m¯( j )), can be expressed as
p(m,m¯( j ))= m j∑K
i=1 mi
1
B
(1{m j=N j−}
a j
+
1{m j=N j+}
b j
)
= m j
B
∑K
i=1 mi
( 1{m j=N j−} N j
m j (N j+−N j )
+
1{m j=N j+} N j
m j (N j −N j−)
)
= N j
B
∑K
i=1 mi
(1{m j=N j−}
N j+−N j
+
1{m j=N j+}
N j −N j−
)
.
Similarly,
p(m¯( j ),m)= m¯ j
K∑
i=1
i 6= j
mi +m¯ j
1
B
(1{m¯ j=N j−}
a j
+
1{m¯ j=N j+}
b j
)
= m¯ j
B
K∑
i=1
i 6= j
mi +m¯ j
( 1{m¯ j=N j−} N j
m¯ j (N j+−N j )
+
1{m¯ j=N j+} N j
m¯ j (N j −N j−)
)
= N j
B
K∑
i=1
i 6= j
mi +m¯ j
(1{m¯ j=N j−}
N j+−N j
+
1{m¯ j=N j+}
N j −N j−
)
= N j
B
K∑
i=1
i 6= j
mi +m¯ j
(1{m j=N j+}
N j+−N j
+
1{m j=N j−}
N j −N j−
)
.
Also, the steady-state probability of X (k) being in state m¯( j ) can be written from
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(5.9) as
pim¯( j ) =
K∑
i=1
i 6= j
mi +m¯ j
∑K
i=1 Ni
K∏
i=1
i 6= j
(
1{mi=Ni−}(Ni+−Ni )+1{mi=Ni+}(Ni −Ni−)
)
×
(
1{m¯ j=N j−}(N j+−N j )+1{m¯ j=N j+}(N j −N j−)
)
=
K∑
i=1
i 6= j
mi +m¯ j
∑K
i=1 Ni
K∏
i=1
i 6= j
(
1{mi=Ni−}(Ni+−Ni )+1{mi=Ni+}(Ni −Ni−)
)
×
(
1{m j=N j+}(N j+−N j )+1{m j=N j−}(N j −N j−)
)
To prove our claim (5.9), we will verify the detailed balance equations:
pim
K∑
j=1
p(m,m¯( j ))=
K∑
j=1
pim¯( j ) p(m¯( j ),m).
The left-hand-side equals
pim
K∑
j=1
p(m,m¯( j ))=
∑K
i=1 mi∑K
i=1 Ni
K∏
i=1
(
1{mi=Ni−}(Ni+−Ni )+1{mi=Ni+}(Ni −Ni−)
)
×
K∑
j=1
N j
B
∑K
i=1 mi
(1{m j=N j−}
N j+−N j
+
1{m j=N j+}
N j −N j−
)
= 1
B
∑K
i=1 Ni
K∑
j=1
N j
K∏
i=1
i 6= j
(
1{mi=Ni−}(Ni+−Ni )+1{mi=Ni+}(Ni −Ni−)
)
,
and the right-hand-side is
K∑
j=1
pim¯( j ) p(m¯( j ),m)=
K∑
j=1
K∑
i=1
i 6= j
mi +m¯ j
∑K
i=1 Ni
K∏
i=1
i 6= j
(
1{mi=Ni−}(Ni+−Ni )+1{mi=Ni+}(Ni −Ni−)
)
×
(
1{m j=N j+}(N j+−N j )+1{m j=N j−}(N j −N j−)
)
× N j
B
K∑
i=1
i 6= j
mi +m¯ j
(1{m j=N j+}
N j+−N j
+
1{m j=N j−}
N j −N j−
)
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= 1
B
∑K
i=1 Ni
K∑
j=1
N j
K∏
i=1
i 6= j
(
1{mi=Ni−}(Ni+−Ni )+1{mi=Ni+}(Ni −Ni−)
)
,
since (
1{m j=N j+}(N j+−N j )+1{m j=N j−}(N j −N j−)
)(1{m j=N j+}
N j+−N j
+
1{m j=N j−}
N j −N j−
)
= 1.
As the detailed balance equations are verified, we conclude that the steady-state
probability of X (k) being in state m given in (5.9) is indeed correct.
Now, to prove that MDCF yields air-time fairness with arbitrary K > 2, we have
to show that for any user i , 1≤ i ≤K , we have∑
m∈M
pim
mi∑K
j=1 m j
= Ni∑K
j=1 N j
,
where M is the set of all 2K states. For this purpose, we will first show that
∑
m∈M
( K∏
j=1
1{m j=N j−}(N j+−N j )+1{m j=N j+}(N j −N j−)
)
= 1 (5.10)
for any K . For K = 1,
∑
m∈M
( K∏
j=1
1{m j=N j−}(N j+−N j )+1{m j=N j+}(N j −N j−)
)
= (N1+−N1)+ (N1−N1−)
= 1.
Now assume that (5.10) holds for K users. For K +1 users, define
M(K+1)− =
{
m ∈M |mK+1 =N(K+1)−
}
, (5.11)
M(K+1)+ =
{
m ∈M |mK+1 =N(K+1)+
}
, (5.12)
where it is clear that M(K+1)−∪M(K+1)+ =M . Then we can write
∑
m∈M
(K+1∏
j=1
1{m j=N j+}(N j+−N j )+1{m j=N j−}(N j −N j−)
)
= ∑
m∈M(K+1)−
(N(K+1)+−N(K+1))
( K∏
j=1
1{m j=N j+}(N j+−N j )+1{m j=N j−}(N j −N j−)
)
+
∑
m∈M(K+1)+
(N(K+1)−N(K+1)−)
( K∏
j=1
1{m j=N j−}(N j+−N j )+1{m j=N j+}(N j −N j−)
)
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= (N(K+1)+−N(K+1))+ (N(K+1)−N(K+1)−)
= 1.
Therefore, (5.10) holds by induction. Then, for a user i in a system of K users,
∑
m∈M
pim
mi∑K
j=1 m j
= ∑
m∈M
mi∑K
j=1 m j
∑K
j=1 m j∑K
j=1 N j
K∏
j=1
(
1{m j=N j−}(N j+−N j )+1{m j=N j+}(N j −N j−)
)
= 1∑K
j=1 N j
∑
m∈M
mi
K∏
j=1
(
1{m j=N j−}(N j+−N j )+1{m j=N j+}(N j −N j−)
)
= 1∑K
j=1 N j
 ∑
m∈Mi−
Ni− (Ni+−Ni )
K∏
j=1
j 6=i
(
1{m j=N j−}(N j+−N j )+1{m j=N j+}(N j −N j−)
)
+ ∑
m∈Mi+
Ni+ (Ni −Ni−)
K∏
j=1
j 6=i
(
1{m j=N j−}(N j+−N j )+1{m j=N j+}(N j −N j−)
)
= Ni− (Ni+−Ni )+Ni+ (Ni −Ni−)∑K
j=1 N j
= Ni∑K
j=1 N j
.
This concludes the proof of pi = Ni /∑Kj=1 N j for K > 2, and leads us to the conclu-
sion that air-time fairness is achievable in an all-distributed manner for an arbitrary
number of users in the WLAN via the switching mechanism of MDCF.
5.5 Practical Aspects
In this section, we will offer solutions to some issues in practical implementations
for MDCF.
First, we describe how a physical node behaves under MDCF operation. Assume
that a user running N instances of the DCF, has a frame to transmit. As an example,
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let N = 3 and CWmi n = 32. Let the initial backoff timer values of the three DCF in-
stances be 3, 12, and 24. Then after DIFS plus three slots (assuming an idle channel),
the node will transmit on behalf of the first virtual node. If the transmission queue
is empty at the epoch of reception of the acknowledgment of this frame, then all
contention windows are reset. Upon an arriving frame, contention windows of all
three nodes will (independently) be initialized according to DCF rules.
If there are more frames to transmit, the initial contention window of the first
virtual node is chosen uniformly from the set {0, . . . ,CWmi n −1} and the other two
will continue to be decremented at each slot as long as the channel is idle.
An interesting situation arises when the backoff timer values of multiple virtual
nodes turn out to be identical. As an example, let the initial backoff timer values of
the three DCF instances be 12, 12, and 24. If this were a real WLAN, there would have
been a collision due to the two virtual nodes. However, since the node associated
with these virtual nodes will realize that this is an internal collision, it defers from
transmitting. We call this behavior Internal Collision Prevention (ICP). In this case,
we propose that the virtual nodes causing the internal collision behave like they
experienced a real collision, i.e., their contention windows are doubled.
ICP also gives rise to an interesting situation. Consider for example, a scenario
with two nodes having one and two virtual nodes respectively. Suppose that all three
virtual nodes have the same backoff counter values and therefore are destined for
a collision. However, due to ICP, the node with two virtual nodes will defer from
transmission and as a result, the other node transmits successfully.
Note that ICP behavior is not included in the mathematical model previously
described. However, as the simulation study will demonstrate, ICP has marginal
impact on air-time fairness but is obviously beneficiary in terms of overall channel
utilization. In all the numerical examples to follow, we employ ICP.
Another practical issue is assigning a value to Amax , which needs to be larger
than max j E [A j ]. The ideal value would be Amax = max j E [A j ], but this would in
general require communication between stations to find out and disseminate this
value. Instead, we propose to set Amax to the ratio of the maximum transmission
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unit allowed to the minimum data rate supported. Then, each station can inde-
pendently calculate Amax since the maximum transmission unit and the minimum
supported data rate are known through protocol parameters.
The obvious disadvantage of this solution is that stations might run more algo-
rithms than necessary. For instance, consider a scenario where each station runs
IEEE 802.11b, has 11 Mbps data rate and transmits the largest frames allowed. In
this case, MDCF would ideally work with each station running a single algorithm
since all A j values are equal. However, with the solution described above, each sta-
tion would want to run 11 algorithms apiece, which will result in degraded channel
utilization and overall throughput. We offer limited frame aggregation to remedy
this situation, and an example is provided in the next section.
Lastly, we assert that a station knows the mean of the air-time it requires, E [A j ].
To this end, we propose that a station can compute the mean payload it transfers
at each transmission opportunity using damped averaging, and calculate E [A j ] by
dividing this value by its current data rate. Specifically, starting with the size of a
maximum transmission unit as the initial value, a station j computes its current
payload estimate, B ej (n), using its previous estimate, B
e
j (n−1), via
B ej (n)=αB ej (n−1)+ (1−α)B j (n) (5.13)
after each successful transmission, where B j (n) is the size of the transmitted pay-
load. Here, α ∈ (0,1) is a parameter to be selected.
5.6 Simulation Study
The simulation study is carried out via an event-based simulator using Matlab. The
inter-frame spaces and the ACK mechanism including the ACK timeout are imple-
mented, but propagation delays are ignored. We also assume there are no hidden
nodes. We define the air-time fairness metric AF in a K -node scenario as the ratio
of the minimum of the air-times that the nodes get, to their maximum:
AF =
min
1≤i≤K
Ui
max
1≤i≤K
Ui
.
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The parameter AF varies between 0 (worst case) and 1 (ideal air-time fairness). We
present six numerical examples by which we investigate the performance of MDCF
with the help of three metrics:
(i) air-time fairness AF ,
(ii) channel utilization U ,
(iii) cumulative throughput T which is defined as the long-term average rate of
successful bits transmitted through the channel.
We experimented using IEEE 802.11b parameters, which are given in Table 5.1.
Another important point with MDCF is that it yields a system with more partic-
ipants compared with the standard DCF. The optimal value of CWmi n is shown in
[93] to depend linearly on the number of stations. Therefore, the value of CWmi n
for DCF should be multiplied with the expected increase in the number of virtual
nodes with MDCF. For the specific case of IEEE 802.11b, the mean increase in the
number of (virtual) nodes with MDCF relative to DCF is (1+2+5.5+11)/4= 4.875 in
case we have an equal number of users at each raw bit rate. Therefore, we suggest
that the CWmi n value for MDCF, denoted by CW
(MDC F )
mi n , to be set to 156= 32×4.875
(unless stated otherwise) as opposed to 32 which is the default value of CWmi n for
the standard DCF in typical implementations.
Throughout the simulations, we set B = 100. Experimentation with varying B
reveal that unless B is chosen small (order of ones) or large (order of several thou-
sands), the choice of the parameter B has marginal effect on MDCF performance.
Note that depending on the system, it is possible that any one of the quantities 1ai B
Slot time 20 µs CWmi n 32
DIFS period 50 µs CW (MDC F )mi n 156
SIFS period 10 µs CWmax 1024
ACK timeout 300 µs CW (MDC F )max 4992
ACK frame 14 bytes Max. frame size 1500 bytes
Table 5.1: Simulation parameters
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or 1bi B for 1 ≤ i ≤ K does not correspond to a probability for this choice of B . One
solution to this issue could be increasing B . However, this situation indicates that
ai or bi is relatively small. Consequently, the number Ni should be very close to
either Ni− or Ni+; see identity (5.6). Therefore, in this case, switching would not be
necessary at all, which is the approach we prefer.
We ran all the simulations until all virtual nodes have successfully transmitted
at least 10000 frames except for Example IV, which has a fixed simulation time. The
parameter Amax is fixed to 12 ms which is the air-time required to transmit a 1500 B
frame at 1 Mbps.
Example I In the first example, a simulation study is carried out for a scenario
with two nodes whose data rates are varied in the range 1 Mbps up to 11 Mbps in
0.5 Mbps steps. Obviously, this set of data rates includes non-standard values for
the purpose of justifying the air-time fairness feature of MDCF. We allow one frame
transmission at a given transmission opportunity and the frame length is fixed to
1500 bytes for all users. The results are given in figures 5.3, 5.4 and 5.5. It is observed
that MDCF achieves almost perfect air-time fairness, whereas the air-time fairness
metric of the standard DCF is proportional with the ratio of the data rates. Also, a
substantial gain in the cumulative throughput is demonstrated especially for asym-
metric data rates, which is an immediate consequence of air-time fairness. Note
that the price of the air-time fairness in terms of channel utilization reduction is
no more than 8% for MDCF. Standard DCF suffers a reduction in channel utiliza-
tion only due to the increase in the rates of the nodes which makes the busy peri-
ods shorter, whereas MDCF also looses in terms of channel utilization U stemming
from addition of new (virtual) nodes which leads to increased collision probability
as shown in [92].
Example II With the second example, we demonstrate the effectiveness of MDCF
in air-time fairness for non-integer Ni . We present a simulation example with two
nodes. Node 1 has a rate of 1 Mbps, whereas the rate of node 2 is varied from 1 Mbps
to 3 Mbps in 0.1 Mbps steps. Both stations transmit 1500 B frames. The proposed
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Figure 5.3: Air-time fairness comparison of standard DCF and MDCF as a function
of raw bit rates.
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Figure 5.4: Cumulative throughput comparison of standard DCF and MDCF as a
function of raw bit rates.
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method is compared to three cases where node 2 uses bN2c, dN2e, and the value N2
rounded to the closest integer. The AF metrics obtained with each of these methods
are plotted in Figure 5.6. Not surprisingly, when 1 ≤ N2 < 1.5 and 2 ≤ N2 < 2.5, the
rounded value is equal to bN2c and consequently, the two curves closely follow each
other. We have a similar case with dN2e when 1.5 ≤ N2 ≤ 2 and 2.5 ≤ N2 ≤ 3. All
three curves deviate significantly from the ideal AF value of 1, whereas MDCF stays
very close, thus illustrating the effectiveness of the proposed switching mechanism.
Note that although the data rates used in this simulation example are not standard
values, the corresponding N2 values can be encountered due to varying payloads,
frame aggregation mechanisms, and service differentiation schemes.
Example III We demonstrate the scalability of MDCF in terms of the number of
nodes using the system. For this purpose, we define a basic group of 4 nodes with
data rates 1, 2, 5.5, and 11 Mbps and simulate scenarios with up to 10 groups of
nodes. The frame length is again set to 1500 bytes for all users. Our findings that are
provided in Figure 5.7 show that MDCF maintains air-time fairness whereas the AF
parameter of the standard DCF is stuck at around 1/11 as expected. Therefore, we
conclude that MDCF remains precise even in scenarios with relatively large number
of nodes.
Example IV With the fourth example, we demonstrate the performance of the pro-
posed method under scenarios in which the behavior of the stations vary with time.
We simulate a scenario with five stations A-E. The rates and the frame sizes of each
station throughout the simulation are summarized in Table 5.2. To clarify, Station C
for instance, has no frames to send in the first 100 seconds. Then, it starts transmit-
ting frames whose lengths are uniformly distributed between 500 and 1500 bytes,
with a raw rate of 5.5 Mbps. At 500 seconds, its frame size is fixed to 1500 bytes. An-
other 100 seconds later, its rate becomes 11 Mbps. In addition to stations becoming
online and going offline, the envisaged scenario encompasses a number of possible
stress conditions including variable frame sizes and rate changes. For the payload
estimates, (5.13) is used online with α = 0.95. The air-time utilizations of individ-
ual stations (Ui ) are plotted in Figure 5.8. The Ui curves converging to the same
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Figure 5.5: Channel utilization comparison of standard DCF and MDCF as a func-
tion of raw bit rates.
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Figure 5.6: AF metrics obtained with using bN2c, dN2e, the value N2 rounded to the
closest integer, and with the switching algorithm of MDCF. There are two stations in
this scenario with N1 = 1.
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Figure 5.7: Comparison of standard DCF and MDCF under scenarios with up to 40
nodes.
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value following each disturbance demonstrates the effectiveness of the proposed
method in transient situations as well as the steady-state. The online averaging al-
gorithm given in (5.13) increases the time required for convergence when frames are
variable-sized. The particular common air-time utilization value after convergence
depends on the number of online stations for the corresponding scenario as well as
the type of online stations.
Example V An observation one can make due to examples I and III is that addition
of new nodes to a system running MDCF slightly worsens the performance in terms
of channel utilization more than it does in the case of standard DCF in general.
This is due to the fact that adding a single node to an MDCF system simply means
adding potentially multiple virtual nodes, leading to increased collision probability,
as opposed to the addition of just one node under standard DCF. In order to mit-
igate this adverse effect, we propose using frame aggregation in conjunction with
MDCF. We let each node aggregate a number of frames into a burst at each trans-
mission attempt in a way that its air-time requirement for the burst does not exceed
Amax (the air-time required for the slowest node to transmit one single frame), and
the number of frames aggregated does not exceed a predetermined value denoted
by Fmax . In this example, we demonstrate the performance of MDCF with the de-
scribed frame aggregation scheme. We simulate MDCF with four nodes with rates 1,
2, 5.5, and 11 Mbps, all using frame sizes of 1500 bytes while varying the parameter
Fmax . For MDCF, we use two CWmi n values, 156 and 128, the latter being an integer
power of two. We denote the number of aggregated frames with Fag g . The results
are given in Table 5.3.
When we allow aggregation, i.e., Fmax > 1, the number of virtual nodes used
for MDCF per node is reduced, thus increasing the channel utilization with respect
to the case Fmax = 1. We conclude that MDCF with moderate frame aggregation,
i.e., Fmax = 3, meets the air-time fairness requirement with a channel utilization
surpassing that of the standard DCF. Consequently, there may not be any need for
aggressive frame aggregation policies such as the one with Fmax = 11, recalling that
such policies may lead to short-term unfairness among nodes. Moreover, the results
of CWmi n being 156 or 128 are only slightly different, meaning that CWmi n can also
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be chosen to be a power of two in MDCF in real implementations without compro-
mising air-time fairness.
In this example, we assume that back-to-back frames are sent without any gaps
within between, but more general frame aggregation schemes including the ones
mentioned in [70] can also be used.
Example VI In the final example, we compare the performance of MDCF to the
technique of CWmi n adjustment in the context service differentiation. In this sce-
nario, which has been inspired from [58] (see Figure 2), all stations have 11 Mbps
rates and their frame sizes are 1500 bytes. There are two classes into which the sta-
tions are evenly distributed. The stations in the high priority class are to be given
twice the throughput that the stations in the low priority class. For this purpose, in
the CWmi n adjustment technique, the low priority stations are assigned a CWmi n
value that is twice that of the high priority stations. On the other hand, with MDCF,
high priority stations run two back-off algorithms (N = 2) each, as opposed to a sin-
gle algorithm run by each low priority station.
In Figure 5.9, the ratios of the throughput obtained by the high priority class to
that of the low priority class is plotted as a function of the total number of stations
in the system for various CWmi n values. In the graph for the CWmi n adjustment
technique, the CWmi n values given in the legend are used by high priority nodes,
whereas the CWmi n values are the same for all stations in MDCF and are given in the
corresponding legend. As the number of overall stations increases, CWmi n adjust-
ment technique has difficulty maintaining the required throughput ratio especially
with lower CWmi n values, dropping to as low as 1.75 whereas the ratios obtained by
MDCF remains within the range [1.973,2.025]. We plot the channel utilization un-
der this scenario in Figure 5.10, which shows similarity between the performances
of CWmi n adjustment and MDCF. On the other hand, both figures indicate that the
performance of CWmi n adjustment is sensitive to the specific scenario it is run.
Bearing in mind that we aim to come up with a distributed scheme, it is likely that
a predetermined and fixed set of parameters will be used under any scenario. This
137
leads us to believe that one can not expect a consistent level of throughput differen-
tiation from CWmi n adjustment, contrary to what appears to be valid for MDCF.
5.7 Conclusion
We presented a distributed air-time fair MAC (MDCF) for multi-rate WLANs by al-
lowing multiple instances of the DCF back-off algorithm to be run at each node. We
also propose to use MDCF together with frame aggregation to alleviate the slight re-
duction in channel utilization observed for MDCF without frame aggregation. We
show that MDCF achieves air-time fairness in all the scenarios studied. Although
MDCF is proposed as an instrument for air-time fairness, it can also be used for ser-
vice differentiation in WLANs as shown in Example VI, which is a topic for further
exploration. The impact of non-zero wireless packet errors and the capture effect
on MDCF performance is also left for future research.
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Time (s) St. A St. B St. C St. D St. E
0–100
1 Mbps
1500 B
11 Mbps
1500 B
offline
offline
offline100–200
5.5 Mbps
U[500,1500]
200–300
5.5 Mbps
1000 B
300–400
2 Mbps
1000 B
400–500
offline
500–600
5.5 Mbps
1500 B
600–700
11 Mbps
1500 B
700–800
2 Mbps
1500 B
800–900
5.5 Mbps
U[500,1500]
900–1000
5.5 Mbps
U[1000,1500]
1000–1100
2 Mbps
U[1000,1500]
1100–1200
11 Mbps
1500 B
Table 5.2: Simulation scenario for Example IV: The data rates in Mbps and payloads
in bytes. U[] denotes the uniform distribution.
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Figure 5.8: Air-time utilization for each station under the scenario summarized in
Table 5.2.
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Figure 5.9: Ratios of the throughput obtained by the high priority class to that of the
low priority class for various network sizes and CWmi n values.
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Figure 5.10: Channel utilization for various network sizes and CWmi n values.
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Chapter 6
Conclusion
In this thesis, we develop a framework for solving continuous feedback Markov fluid
queues (CFMFQ). The framework sits on top of a method that was proposed for
multi-regime Markov fluid queues (MRMFQ). The CFMFQ is approximated by an
MRMFQ by discretizing the buffer space appropriately. Then, the solution of the re-
sulting MRMFQ is formed using the additive decomposition method, which is based
on ordered Schur decomposition and known to be numerically stable.
The complete solution of the MRMFQ requires the solution of a system of lin-
ear equations that arise due to the boundary conditions. We describe an algorithm
based on block-tridiagonal LU decomposition that has linear complexity with re-
spect to the number of regimes. This enables us to use very large values for the
number of regimes of the MRMFQ that approximates the given CFMFQ. In this way,
the results we obtain turn out to be very accurate, as demonstrated by the numer-
ous examples provided throughout the thesis. Note that although we propose to use
the block-tridiagonal LU decomposition algorithm in the framework of CFMFQs, it
is basically a tool for MRMFQs. Therefore, we also address the problem of solving
large MRMFQs efficiently, a problem that has not been addressed before.
Within the CFMFQ framework, we solve two main problems. The first one is
the workload-bounded MAP/PH/1 queue, in which arrivals occur according to a
workload-dependent MAP, job sizes are PH-type distributed, and the service speed
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is allowed to depend on the buffer level in a general manner. We model the
workload-bounded MAP/PH/1 queue in three different settings:
(i) The Infinite Buffer (IB): The buffer capacity is infinite in this setting and there-
fore, there are no rejections.
(ii) The Finite Buffer with Partial Rejection (FB-PR): The buffer capacity is finite.
When the size of an arriving job exceeds the available buffer space at the time
of its arrival, the buffer is allowed to overflow. In this setting, part of the job
that fits into the available buffer space is accepted, and the rest is lost. We
solve the steady-state distribution of this system and obtain the workload loss
probability, defined as the ratio of the amount of the workload rejected to the
overall amount of workload that arrives at the buffer.
(iii) The Finite Buffer with Complete Rejection (FB-CR): The buffer capacity is fi-
nite. When the size of an arriving job exceeds the available buffer space at the
time of its arrival, the job is rejected completely. Note that with FB-CR, the
resulting model turns out to be a CFMFQ even if none of the parameters of
the queue depend on the buffer level. This is due to the rejection policy that
causes an intrinsic feedback. The modeling of this system is a novel contribu-
tion of this thesis. We solve the job loss probability as well as the workload loss
probability in this setting.
Several numerical examples show that our proposed method is able to solve
these systems very accurately. Moreover, we describe the two-class version of the
FB-CR setting.
Possible future directions in this problem are
• the comparison of our method to the existing methods that approach the
problem as a boundary value problem,
• the investigation of the effect of the discretization method and the number of
regimes,
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• describing a method for identifying the optimal level of discretization for a
given level of accuracy, and
• improving the speed of the overall method by detailed optimization of the al-
gorithm, for instance by testing different methods for matrix exponentiation
as this is identified as a major contributor to the overall run time.
The second problem we solve within the framework of CFMFQs is the stochas-
tic model of the horizon-based reservation mechanism in OBS networks. We model
the horizon parameter as a CFMFQ and solve its steady-state distribution. Using
this distribution relevant statistics such as burst blocking probability can be com-
puted. We also model the horizon-based reservation mechanism in combination
with FDLs. Moreover, we allow multiple traffic classes for either setting. The contri-
butions of the thesis on this topic can be listed as follows:
• We develop a method for representing the offset time with a single state (per
replica due to the MAP states) by employing the hazard rate concept. This also
allows us to model generally distributed offset times
• We propose methods for modeling systems in which the offset time distribu-
tion involves impulses, or is of finite support.
• In the most general setting, we are able to model systems with two traffic
classes with separate offset distributions and that are allowed to access dif-
ferent sets of FDLs.
The focus on this part of the study is on the methodology, rather than provision-
ing systems that employ horizon-based reservation and/or FDLs. Therefore, an ob-
vious research direction is a provisioning study based on the provided methodology.
Also, other aspects of QoS such as delay performance can be investigated within this
framework. Another research direction is the exploration of multi-channel systems.
In addition, the method we proposed that is based on the hazard rate concept can
be applied to the modeling of delayed reservation schemes in more general settings.
We have also identified a problem in the context of risk theory for which our
CFMFQ framework is a good suitor. In this so-called “Finite Horizon Ruin Problem”,
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an insurer starts a business with a certain amount of reserves, and collects premi-
ums from its clients according to given function that can depend on the current
amount of reserves it possesses. Claims from clients that have PH-type distributed
sizes arrive according to a MAP. This specific problem searches for the answer of the
following question: What is the probability of ruin within a given amount of time,
called the horizon? Note that the infinite counterpart of this problem, the probabil-
ity of ruin in the steady-state, can also be solved with our method.
Lastly, we propose a distributed algorithm that achieves air-time fairness in
multi-rate IEEE 802.11 WLANs. Air-time fairness is a solution to the “performance
anomaly” problem of the multi-rate IEEE 802.11 WLANs. The proposed method
is based on each node running multiple instances of the distributed coordination
function. When this number is not an integer, we propose a method that switches
the number of DCF instances between the floor and the ceiling of the number of
required instances.
Through extensive simulations, we show that our algorithm achieves air-time
fairness even in dynamic scenarios where the frame sizes of the nodes are modeled
as random variables, rate adaptation takes place, and nodes are allowed to go offline
or become online. We also compare our method to an existing method that aims
the same objective, the method of CWmi n adaptation, and show that the proposed
method has advantages over CWmi n adaptation. Moreover, we provide a discrete
Markov-chain based proof for air-time fairness in scenarios with arbitrary number
of nodes and non-integer DCF instances. Further studies on this topic may be on
the analysis of the proposed method in channels with non-negligible bit/frame er-
ror rates. The method can also be used for service differentiation, as briefly demon-
strated, which is another exploration option.
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