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Abstract
Bialgebras, dened by means of Yang-Baxter operators which verify the Hecke equa-
tion, are considered. It is shown that they are Koszul algebras. Their Poincare series are
calculated via the Poincare series of the corresponding quantum planes.
The theory of deformations of function algebras on algebraic groups was invented by Manin
[12], Faddeev, Reshetikhin, Takhtajan [7]. The idea is to consider deformations of coordinate
spaces, called quantum planes and then consider the \symmetries" of these quantum planes.




Quantum planes are represented by quadratic algebras, which should be considered as the
function algebras on them. Manin considered two quadratic algebras, dened on a nite di-
mensional vector space V and its dual V . And in the simplest case, when the commutativity
rules are controled by only one element q from the ground eld, he obtained the standard
deformation of GLq(n).
Manin’s construction was generalized by Takeuchi [11] to the case of orthogonal and sym-
plectic groups. Sudbery [15] and Mukhin [6] generalized the construction to the case of an
arbitrary family of quadratic algebras dened only on V . In fact in Manin’s construction as
well as in the classical case, the R-matrix is symmetric, so we can identify V and V .
One should mention some earlier works of Lyubashenko [10] and Gurevich [8], where the
authors quantized the \basic symmetry", i.e. quantized the category, where we are working in.
Thus being given a family of quadratic algebras, we want to consider their \symmetries".
In the language of algebraic geometry, these \symmetries" should be represented by a bialgebra
(or a Hopf algebra if we need only \invertible symmetries"), which universally coacts on the
quadratic algebras. It is shown that such a bialgebra (resp. Hopf algebra) always exists.
In this work we consider bialgebras, which are determined as above by only two quadratic
algebras, such that the R-matrix obeys the Yang-Baxter equation and Hecke equation. We call
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such bialgebras matrix bialgebras of type An. We will show that these bialgebras are Koszul
algebras and also consider their Poincare series.
1 Quadratic algebras and matrix bialgebras
1.1 Quadratic algebras
Let k be a xed algebraically closed eld of characteristic zero, V be a k-linear vector space of
nite dimension d. A quadratic algebra (QA) A over V is dened to be a factor algebra of the
tensor algebra over V by an ideal, generated by a set R(A) of quadratic elements, i.e. elements
of V ⊗ V . A inherits the grade of T (V ) : A = nAn. The Poincare series of A is by denition






The reader is referred to [12] for the denition of the Koszul complex (of second kind) of A. A
is said to have the Koszul property or to be a Koszul algebra if this Koszul complex is exact
[12, 9]. The following lemma is due to Backelin [1].
Lemma 1.1 A is a Koszul algebra i the lattice generated by R(A) in V ⊗n is distributive for
all n  2.
A lattice on V ⊗n is a set of subspaces of V ⊗n, which is closed under + and \. The lattice
generated by R(A) is the one generated by Rni (A); i = 1;    ; n− 1, where
Rni (A) := V
⊗i−1⊗ < R(A) >k ⊗V
⊗n−i−1:
The lattice L is distributive if and only if for all u; v; w 2 L
u \ (v + w) = (u \ v) + (u \ w);
u+ (v \ w) = (u+ v) \ (u+ w):
Note that the two equations are in fact equivalent.
Lemma 1.2 Let X be a vector space and L be a lattice on X. Let X =
L
i2I Xi be a decompo-





Then L is distributive if and only if for all i 2 I
L \Xi := fu \Xiju 2 Lg
is a distributive lattice on Xi.
Proof. Let ui := u \Xi. We have for u; v 2 L
u+ v = (u+ v)i  (ui + vi);
u  (ui + vi); v  (ui + vi):
Hence (u+ v)i = ui + vi. Whence the assertion follows.
Phung Ho Hai 3
1.2 Matrix bialgebras
Assume we are given a family of quadratic algebras over a vector space, we want to study the
algebra E, which universally coacts on this family [12, 13, 15]. It is shown that E exists and is
a quadratic algebra, and from the universal property it follows that E is a bialgebra. We call
such bialgebras matrix bialgebras.
We consider the following construction. Let R : V ⊗ V −! V ⊗ V be a diagonalizable
operator. Let R =
Pk
i=1 ciPi be the spectral decomposition of R. Let Ai be a QA with R(Ai) =
ImPi. Then the matrix bialgebra E, determined by the family fAiji = 1; 2;    ; kg, is the factor
algebra of the tensor algebra over E1 := V  ⊗ V by the ideal, generated by
R(E) = Im(R− 1);
where R := s23(R−1 ⊗ R)s23 : (V  ⊗ V )⊗2 −! (V  ⊗ V )⊗2, s23 denotes the operator which
interchanges elements in 2-nd and 3-rd places of the tensor product. Later on we shall however
identifyR with R−1⊗R, acting on V ⊗2⊗V ⊗2. The matrix R is some times called an R-matrix.
The construction is called Yang-Baxter if R obeys the Yang-Baxter equation [6, 7].
We are interested in the case when R obeys the Hecke equation
(R+ 1)(R− q) = 0
with q 6= 0. R is then called a Hecke operator and E is called a matrix bialgebra of type Ad−1,
i.e. E is considered as a deformation of the function algebra on the semigroup of dd matrices.
Thus we have two QA’s. We denote them by  and S, where
R() = Im(R+ 1); R(S) = Im(R− q):
This construction is motivated by the symmetric and antisymmetric tensor algebras over V
together with the function algebra on End(V ) coacting upon them.
1.3 Standard deformations
The most interesting example of the construction described in Section 1.2 which has many
applications in theoretical physics is the case, when R is Drinfeld-Jimbo’s R-matrix. We restrict
ourselves to the case of R-matrix of series Ad−1, which gives the standard deformation of GL(d).
This deformation plays a crucial role in my work. On some xed basis x1; x2;    ; xd the operator



















where eji is the operator e
j




kxi. R obeys the Yang-Baxter and the Hecke
equations. The two QA’s dened by R are
Sq = k < x1;    ; xd > =(xixj =
p
qxjxi; i < j);
and q = k < x1;    ; xd > =(x2i = 1; xixj = −
p
qxjxi ; i  j):
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i < j; k < l:
It is shown that Sq; q and Eq have PBW bases [12]. By a theorem of Priddy [14], Sq; q and
Eq are then Koszul algebras.
1.4 Hecke algebras
The reader is referred to [3] for a beautiful description of symmetric groups and Hecke algebras.
We recall some important facts. The length of an element w of the symmetric group Sn is
equal to
l(w) := #f(i; j)ji < j & iw > jwg:
The basic transpositions vi = (i; i + 1); i = 1; 2;    ; n− 1 generate Sn. An element w 2 Sn
can be expressed as a product of l(w) basic transpositions. Let B denote the set of the basic
transpositions. The elements vi; i = 1; 2;    ; n− 2 generate a subgroup of Sn, isomorphic to
Sn−1. By means of this isomorphism we will consider Sn−1 as a subgroup of Sn. The following
lemma will be needed in the next section.
Lemma 1.3 For every element v in Sn n Sn−1 there exist elements w and w0 in Sn−1 and
i; j; 1  i; j  n− 1 such that
v = vivi+1    vn−1w;
v = w0vn−1vn−2    vj
for some 1  i; j  n− 1:
Proof. For w in Sn−1 and 1  i  n− 1 we have
l(vi    vn−1w) = l(w) + n− i
hence for w 6= w0 in Sn−1 and 1  i; j  n− 1
wvi    vn−1w 6= vj    vn−1w
0:
Whence the rst equation of the lemma follows, the second equation is proved analogously.
The Hecke algebra Hn = Hq;n as a k-space has the basis Tw; w 2 Sn with the multiplication
subject to:
1. T1 = 1Hn .
2. TwTv = Twv if l(wv) = l(w) + l(v).
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3. T 2v = q + (q − 1)Tv for v = (i; i+ 1); i = 1; 2;    ; n− 1:
We shall allways assume that [n]q! 6= 0 and q 6= 0, therefore Hn is semisimple. If this is the













Then xn; yn are idempotents and
Twxn = xnTw = q
l(w)xn (2)
Twyn = ynTw = (−1)
l(w)yn (3)
(cf. [3, 4]). According to Lemma 1.3 we have
[n]qxn = xn−1(1 + Tvn−1 + Tvn−1Tvn−2 +   + Tvn−1   Tv1); (4)
where vk denotes the basic transposition: vk = (k; k + 1).
Let us consider the representation  of the Hecke algebra Hn on Endk(V ⊗n) induced by a
Hecke operator R:
 : Hn −! Endk(V
⊗n);
(Tvi) : x 7−! xR
n
i ; i = 1; 2;    ; n− 1;
where Rni := id
⊗i−1 ⊗R⊗ id⊗n−i−1 : V ⊗n −! V ⊗n. Let  and S be quadratic algebras with
R() = Im(R+ 1); R(S) = Im(R− q):
Then n = Im(yn) ; Sn = Im(xn) [8], hence
sn := dimkS = (xn) ; n := dimkn = (yn): (5)
where  is the character of . Thus the character  determines the Poincare series of  and S.
In Section 2.1 I will show that the Poincare series of  determines .
2 Matrix bialgebras of type An
In this section we dene the Schur algebra of a matrix bialgebra of type An, which will be called
R-Schur algebra. We show the double centralizer theorem for it. Using R-Schur algebra one
can calculate the Poincare series of the matrix bialgebra. This will be done in 2.1. In 2.2 we
show that the matrix bialgebra is a Koszul algebra. Using this fact we give in 2.3 the formula
for calculating the Poincare series of the matrix bialgebra via the ones of the quantum planes.
6 Koszul Property and Poincare Series...
2.1 R-Schur algebras and the Poincare series of E
Let E be the matrix bialgebra dened as in the rst section by a Hecke operator R. Every
homogeneous component En of E is a nite dimensional coalgebra, hence its dual E

n is an




Sd;n; Sd;n := E

n;
where d is the dimension of V . Let n be the isormorphism
n : V
⊗n ⊗ V ⊗n −! E⊗n1
n(x1 ⊗    ⊗ xn ⊗ y1 ⊗    ⊗ yn) = (x1 ⊗ y1 ⊗    ⊗ xn ⊗ yn):
Let us consider the natural action of En on V
⊗n by





⊗n −! V ⊗n ⊗ V ⊗n ⊗ V ⊗n −! V ⊗n:
The Hecke algebra Hn acts on V ⊗n by the representation  in Section 1.4.
Theorem 2.1 The natural action of En on V
⊗n and the action  of Hn on V ⊗n, induced by
R, are centralizers of each other in Endk(V ).
Proof. Using n one can identify E

n with a subspace of V
⊗n ⊗ V ⊗n. Then En acts on V
⊗n as
follows. For f =
P
















i jx > :
The Hecke algebra acts on V ⊗n from the right with
xTvk = xRk; vk 2 B:
Since En is invariant under Ri, k = 1; 2;    ; n− 1, we have for f 2 E

n













































i jx > Rk = (fx)Tvk :
Thus we obtain the embedding En ,! EndHn(V
⊗n).
Let now g be an element of EndHn(V
⊗n) ,! EndkV ⊗n. Using  one can consider g as an
element of V ⊗n ⊗ V ⊗n: g =
P
i gi ⊗ g








i jx > :
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Since g 2 EndHn(V
⊗n), one has
g(xTvk) = (gx)Tvk ; 8vk 2 B; x 2 V
⊗n:





























⊗n) as subalgebras of the algebra EndkV
⊗n.
Since Hn is semisimple, En = EndHn(V
⊗n) is also semisimple and by the density theorem
(see for example [2] Chapter 10) the homomorphism
Hn −! EndEnV
⊗n
is surjective, that completes the proof.
Let A1;A2;    ;Am be simple subalgebras ofHn. Since the k-dimension of Ai is independent
of the eld k, it is a matrix ring over k. Let ai be the unit element of Ai, then
P











⊗nA1)     EndHn(V
⊗nAm):
dimk(V
⊗nAi) is equal to (ai), where ai is the unit element in Ai. Let ri be the k-dimension













Thus, for calculating the dimension of En, it is sucient to calculate the character  of . We
show that this can be calculated via the Poincare series of S. We shall do it in three steps.
Let Cn := fci = v1v2    vi−1jvi = (i; i + 1); i = 1; 2;    ; n)g be a subset of Sn. In the rst
step we show the following lemma.
Lemma 2.2 For all v 2 Sn, (Tv) is a polynomial on (Tci) with coecients being polynomials
in q.
Proof. We use induction. Consider the sequence
S1  S2      Sn
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where Si is generated by v1; v2;    ; vi−1 and assume that the assertion holds for elements of
Sn−1. Let v 62 Sn−1. According to Lemma 1.3 one has
Tv = TviTvi+1   Tvn−1Tv0 ; v
0 2 Sn−1:
Hence
trRv = tr(Rvi   Rvn−1Rv0) =










where kw are polynomials in q. Since vn and Sn−2 commute, the terms in the latter sum of the
last part of the above equation are polynomials in trci; i = 1;    ; n − 1. Thus it is sucient
to show that tr(Rvn−1Rw) are polynomials in trci; i = 1;    ; n− 1 for w 2 Sn−1 nSn−2. There
exists an element w0 2 Sn−2 such that
Tw = TvkTvk+1   Tvn−1Tw0:
Proceed the above process once again, so that we can restrict ourselves to showing that
tr(Rvn−1Rvn−2Ru); u 2 Sn−2 n Sn−3 are polynomials in trci; i = 1;    ; n. After n − 2 times
we are led to the element tr(Rvn−1Rvn−2   Rv1). We have Tvn−1   Tv1 = cn, which concludes
the proof.
According to the equations (4,2) one has
[n]q(xn) = tr(xn−1(1 + Tvn−1 + Tvn−1Tvn−2 +   + Tvn−1   Tv1)) =
tr((1 + Tvn−1 + Tvn−1Tvn−2 +   + Tvn−1   Tv1)xn−1) =
tr(xn−1) + [n− 1]qtr(Tvn−1xn−1) =
(xn−1) + tr(Tvn−1xn−2(1 + Tvn−2 +   + Tvn−2   Tv1)) =
(xn−1) + tr(Tvn−1xn−2) + [n− 2]qtr(Tvn−1Tvn−2xn−1) =
(xn−1) + d
−n(Tc2)(xn−2) + [n− 2]qtr(Tvn−1Tvn−2xn−2) =    =
(xn−1) + d
−n(Tc2)(xn−2) +   + d
−n(Tcn−1)(x1) + (Tcn);
therefore
[n]q(xn) = (xn−1) + d
−n(Tc2)(xn−2) +   + d
−n(Tcn−1)(x1) + (Tcn): (7)
That means (Tci); ci 2 Cn are uniquely determined by (x1); (x2); :::; (xn). Consider ck and






The equation (7) is then
[n]qsn = sn−1p0 + p1sn−2 +   + pn−1s0 (8)
or PS(t)  P (t) =
P1
n=1[n]qsnt
n: Thus we have shown the following theorem.
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Proposition 2.3 The character  of the representation  can be determined by rational func-
tions in s1; s2;    ; sn and q.
From this proposition and the equation (6) the theorem follows immediately.
Theorem 2.4 Assume that q 6= 0; [n]q! 6= 0 then dimkEn is a rational function on s1; s2;    ; sn
and q.
2.2 The Koszul property
The idea of proving that S;  and E are Koszul algebras is based on using Lemmas 1.1 and 1.2.
We decompose the homogeneous components of those algebras into simple Hn-modules and
Hq−1;nHn-modules and prove the assertion (in terms of lattices) for each module. The asser-
tion for these modules is again provided by the Koszul property of the standard deformation
and the mentioned above Lemmas.
Let us denote by (d; n) the set of all compositions  = (1; 2;    ; k   ) of n with a = 0
if a > d and P(n) be the set of all partitions of n. Then the set of simple Hn-modules can be
indexed by P(n) [3]. Let L,  2 P(n) denote the set of all simple Hn-modules. Then we have





where the integer coecient ck denotes that Lk appears ck times in the decomposition. By
considering the action of Hq−1;n on V







with L0j denoting simple modules of Hq−1;n . Hence








is the decomposition of V ⊗n ⊗ V ⊗n as Hq−1;n Hn-module. We also have
Im(Ri + 1) =
M
k2K
ck(Im(Ri + 1)jLk); (10)
Im(Ri − q) =
M
k2K
ck(Im(Ri − q)jLk); (11)





j(Im(Ri − 1)jL0j⊗Lk): (12)
We remark that the action of Hn on L does not depend on R but only on .
Let us consider Drinfeld-Jimbo’s matrix Rq. From a theorem of Priddy ([14], Theorem 5.2)
it follows that q; Sq; Eq have the Koszul property. To every composition  there corresponds
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([5], Proposition 5.1). If d > n, P(n)  (d; n), hence all simple modules of Hn appear
in this decomposition. According to Lemma 1.2 Im(Ri + 1)jLk; i = 1; 2;    ; n− 1 generate
a distributive lattice on Lk. The same fact is true for Im(Ri − q)jLk ; i = 1; 2;    ; n− 1 and
Im(Ri− 1)jL0j⊗Lk ; i = 1; 2;    ; n− 1. Using Lemma 1.2 again we obtain the following theorem.
Theorem 2.5 Assume that q 6= 0; [n]q! 6= 0 then the algebras ; S and E are Koszul algebras.
2.3 The Poincare series of En
In this section we will give a formula to calculate the dimension of En by the dimensions of
Si; i = 1; 2;    ; n. Since E is a Koszul algebra it is enough to calculate the dimension of Bn,




i − 1) [12]. We will assume that q is transcendent over Q.
We introduce the following operator P : for S being a Yang-Baxter operator on V ⊗ V ,
Pn(S) operates on V
⊗n:
P1(S) = idV ;
Pn(S) = [n]
−1
q (Pn−1(S)⊗ id)(id + Sn−1 +   + Sn−1Sn−2   S1):
(14)
Let n = Pn(−R) and qn := Pn(−R
q), Rq is the Drinfeld-Jimbo’s Matrix (1).
For x = x(q) a polynomial on q, one considers the following operation (−)t:
(−)t : x = x(q) 7−! (x)t := x(1):
As we remarked in the previous section, the representation  of Hn, induced by R on V ⊗n,
restricted on a simple modules L does not depend on R any more. The same is true for the
representation of Hn⊗Hq−1;n on E
⊗n




Let Pn := Pn(−R)jL0⊗L, then Pn does not depend on R.




Im(Rni − 1) = Bn; (15)





holds for all Yang-Baxter matrix R. It remains to show the inverse inclusion. We rst show it








































Rank of an operator is not less then the number of its non-zero eigenvalues, hence for q tran-


























Im(Rqni − 1): (19)
The formulas (18) and (19) hold for all n and q transcendent. If d > n, then all simple Hn










Using the Equations (9){(12) we obtain the assertion for an arbitrary Hecke operator R:















where pn can be calculated by the formula










k; k  0:
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Since (tr(RvRw))t = (trRvw)t for all v; w 2 Sn we have
n(trn)t = (trn−1)t − p
2












Whence the equation (21) follows.
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