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RANDOM WALK IN DETERMINISTICALLY CHANGING
ENVIRONMENT
DMITRY DOLGOPYAT AND CARLANGELO LIVERANI
Abstract. We consider a random walk with transition probabilities weakly
dependent on an environment with a deterministic, but strongly chaotic, evo-
lution. We prove that for almost all initial conditions of the environment the
walk satisfies the CLT.
1. Introduction
The continuing interest in the limit properties of random walks has generated a
remarkable amount of literature (see [12, 13] for a review of the field). In particular,
many papers have addressed the case of random walks in dynamical environments.
Apart from few papers in which special hypotheses are imposed on the form of the
transition probabilities (implying that the process is reversible with respect to the
stationary measure of the environment, see [10]) the authors have usually investi-
gated the case in which the evolution of the environment is described by a Markov
process with positive transition probabilities and the transition probabilities of the
walk are close to constant (see, e.g., [4, 2] and references therein). While such a
situation has recently been settled in great generality ([5]) the case of more complex
local dynamics and/or far from constant transition probabilities is still wide open.
In this paper we address the first issue establishing conditions under which the
CLT holds for a deterministic local evolution with strong chaotic properties. Such
a CLT is established for almost all the initial conditions of the environment with
respect to a (natural) stationary measure (this is commonly called a quenched CLT).
The deterministic dynamics is taken to be independent at each site (although our
method can be easily extended to weakly interacting cases (cf. [8, 5])). The single
site dynamics is a piecewise expanding one dimensional map. While multidimen-
sional expanding dynamics could be treated similarly the case of Anosov map poses
a real problem. Indeed the technique used to control the environment dynamics
is borrowed from the study of coupled map lattices (more precisely from [9]) and
the extension of such a technique to coupled Anosov systems is still missing. In
general, the extension to more general dynamics (with substantially weaker ergodic
properties) would be of interest, but to obtain results in this direction new ideas
seem to be needed.
Note that the present strategy differs, in its probabilistic part, from the one
used in [5]. In particular, it is not necesary to prove absolutely continuity of the
invariant measure of the environment as seen from the particle with respect to the
invariant measure of the environment in a fixed reference frame. We hope that this
simplification may be helpful in treating more general cases.
The second author wishes to thank Penn State University where he was visiting during part
of this work. We thank the anonymous referees for a very thorough and helpful job.
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The plan of the paper is the following. In section 2 the system under investigation
is explained in detail and the main result of the paper is precisely stated. This
main result (Theorem 2.7) follows after estimating the asymptotic independence of
two random walks in the same environment (Lemma 2.8). In Section 3 we study
ergodic properties of the environment. Section 4 contains the proof of the annealed
(averaged) invariance principle. In section 5 the proof of Lemma 2.8 is reduced to
an estimate on the number of close encounters (Lemma 5.2). Lemma 5.2 is proven
in Section 6.
Convention 1.1. In this paper we will use C to designate a generic constant de-
pending only on the quantities appearing in the Assumptions 1, 2, 3, 4 below. We
will use instead Ca,b,c,... for constants depending also on the parameters a, b, c, . . . .
Consequently the actual numerical value of such constants may vary from one oc-
currence to the next. On the contrary we will use C1, C2, . . . , to designate constants
whose value is fixed through the paper.
2. Model and Results
Let I = [0, 1] and T : I → I be a piecewise C2 topologically mixing map such
that |DxT | ≥ λ > 2 for each x ∈ I for which the derivative is well defined. Then,
IZ
d
=: Θ is the space of environments (it is a measurable space with the product
(Borel) σ-algebra T ) and θ ∈ Θ is an environment on Zd. This environment evolves
deterministically according to a map F : Θ→ Θ.
Assumption 1 (Environment Dynamics). For each θ ∈ Θ
(F (θ))q := T (θq).
That is, the evolution is independent at each site.1
The evolution of the environment can be thus seen as a deterministic Markov
process on the space ΘN =: Ω such that, for all (θn)n∈N := θ ∈ Ω, θn := Fn(θ0). If
µ0 is the unique absolutely continuous invariant measure of T ,
2 then µe := ⊗p∈Zdµ0
is the natural invariant measure for F we are interested in. In fact, it is possible
to show ([9]) that it is the only invariant measure in a reasonably large class of
measures; see the precise statement below.
We consider a bounded increment random walk Xn in such an environment.
More precisely, let Λ := {z ∈ Zd : ‖z‖ ≤ C0} and ∆n = Xn+1 − Xn, then the
process is defined by the transition probabilities
(2.1) P({∆n = z} | Xn, θ0) = πz(τXnθn)
where πz ≡ 0 for all z 6∈ Λ, πz(θ) depends only on {θq}q∈Λ, and, for each z ∈ Zd,
(τzθ)i := θi+z . We will be interested in the measure Pν on Ω× (Zd)N determined
by the above process when the environment is started with the measure ν and the
walk starts from zero. We will use the notation Pe for Pµe . Finally, we will use E
for the expectation with respect to the latter measure and Eν for the expectations
with respect to the process Pν .
Assumption 2 (Regularity). The functions {πz}z∈Λ belong to C1.
1The case of weakly coupled maps can be treated similarly by using the techniques introduced
in [9] and used here to study the present, simpler, case.
2For the existence and uniqueness (among measures absolutely continuous w.r.t. Lebesgue)
see [1].
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The next assumption depends on a parameter ε > 0.
Assumption 3 (Perturbative regime). There exists {az}z∈Λ ⊂ R+,
∑
z∈Λ az = 1,
such that
‖πz − az‖C1 ≤ azε.
In the following, when we will say “assumption 3 holds for εi” we will mean that
it holds with ε = εi. The values εi will be taken small enough for Theorem 2.2,
Proposition 2.4, Lemma 2.5 and Lemma 3.5 to hold.
Assumption 4 (Ellipticity). For each l ∈ Zd \ {0}, the function
∣∣∣∣ ∑
z∈Λ
πze
i〈l,z〉
∣∣∣∣ ∈
C0(IΛ,R+) is not identically equal to 1.
It is well known that to study the properties of Xn it is convenient to study the
process of the environment as seen from the particle. In fact, such a process can be
considered in several fashions of which the following will be relevant in the sequel.
2.1. Process of the environment as seen from the particle. Consider the
process ω =: (ωn)n∈N ∈ Ω described by the action of the Markov operator S :
L∞(Θ)→ L∞(Θ) defined by
(2.2) Sf(ω) :=
∑
z∈Λ
πz(ω)f ◦ F (τzω) =:
∑
z∈Λ
Szf.
Remark 2.1. It is easy to verify that the process ω, ω0 = θ, has the same distri-
bution as the process (τXnθn)n∈N, θ0 = θ.
We can then consider the measure Pν on Ω of the associated Markov process
started with a measure ν.
In analogy with the techniques used in the study of coupled map lattices [9] it
is then natural to restrict the space of measures on which S′ acts.3 To this end we
start by defining the following norms
|µ| := sup
|ϕ|C0(Θ,R)≤1
µ(ϕ)
‖µ‖ := sup
i∈Zd
sup
|ϕ|C0(Θ,R)≤1
µ(∂θiϕ)
(2.3)
We then consider the Banach space of complex valued measures4
(2.4) B := {µ ∈M(Θ) : ‖µ‖ <∞}.
It is easy to check that such measures have finite dimensional marginals absolutely
continuous w.r.t. Lebesgue and the densities are functions of bounded variations
with variations bounded by the norm of the measure. Moreover µe is the unique
invariant measure for F belonging to B, [9].
Theorem 2.2. For each dynamics F satisfying assumption 1 and transition prob-
abilities satisfying assumption 2, the operator S′, is a bounded operator on B. In
addition, there exists ε0 > 0, depending on F , such that if assumption 3 holds for
ε0, then there exists a unique invariant probability measure µ
w ∈ B (S′µw = µw).
This measure enjoys the following properties: There exists η ∈ (0, 1) such that for
3As usual the dual operator S′ is defined as S′ν(f) = ν(Sf) for all f ∈ C0.
4By M(Θ) we designate the set of complex valued finite Borel measures on Θ.
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each ν ∈ B and local functions ϕ, φ ∈ C0 each depending only on L variables with
the two sets of dependency having distance at least M
(1) |ν(Snφ)− µw(φ)ν(1)| ≤ CLηn|φ|∞‖ν‖
(2) |µw(ϕφ) − µw(ϕ)µw(φ)| ≤ CLη M2C0 |ϕ|∞|φ|∞.
The proof of the above theorem can be found in Section 3.2.
Remark 2.3. Theorem 2.2 implies that the process Pµw is a stationary (and er-
godic) process.
2.2. Annealed statistical properties.
Proposition 2.4. For each dynamics F satisfying assumption 1 and transition
probabilities satisfying assumption 2, if assumption 3 is satisfied for ε0 (where ε0 >
0 is as in Theorem 2.2), then there exists a vector v ∈ Rd and a matrix Σ2 ≥ 0
such that, for each probability measure ν ∈ B we have
1
N
Eν(XN )→ v
XN − vN√
N
⇒ N (0,Σ2) under Pν .
Moreover, there exists C1 > 0 such that, setting X˜N := XN − vN , the following
inequality holds for all N ∈ N and t ∈ Rd:∣∣∣Eν (e i√N 〈t,X˜N 〉)− e− 12 〈t,Σ2t〉∣∣∣ ≤ C1(1 + ‖t‖3)N− 12 ‖ν‖.
Finally, if Assumption 4 is also satisfied, then Σ2 > 0.
Proof. Let us start noticing that
1
N
Eν (XN ) =
1
N
N−1∑
k=0
Eν(∆k) =
1
N
N−1∑
k=0
Eν (Eν(∆k | Fk)) ,
where Fk := σ{θ0, X1, . . . , Xk}. The relevance of the process as seen from the
particle is due to the following fact:
(2.5) Eν(∆k | Fk) =
∑
z∈Λ
z πz(τ
Xkθk) =
∑
z∈Λ
z πz(ω
k) =: g(ωk).
Thus,
1
N
Eν (XN ) =
1
N
N−1∑
k=0
ν(g(ωk)) =
1
N
N−1∑
k=0
[(S′)kν](g).
Accordingly, Theorem 2.2 implies
(2.6) lim
N→∞
1
N
Eν (XN ) = µ
w(g) =: v.
To prove the CLT let ∆˜n = X˜n+1 − X˜n, then
Eν
(
e
i√
N
〈t,X˜N 〉
)
= Eν
(
e
i√
N
〈t,X˜N−1〉
Eν
(
e
i√
N
〈t,∆N−1−v〉 ∣∣ FN−1)) .
Since
Eν
(
e
i√
N
〈t,∆k−v〉 ∣∣ Fk) =∑
z∈Λ
πz(τ
Xkθk)e
i√
N
〈t,z−v〉
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it is natural to introduce the operators, for all t ∈ Cd,
(2.7) Mth(θ) :=
∑
z∈Λ
πz(θ)e
〈t,z−v〉h(τzF (θ)) =
∑
z∈Λ
e〈t,z−v〉Szh.
Then,
Eν
(
e
i√
N
〈t,∆k−v〉 ∣∣ Fk) = (Mit/√N1)(τXkθk),
and the reader can then check, by induction, the formula
(2.8) Eν
(
e
i√
N
〈t,X˜N 〉
)
= ν(MN
it/
√
N
1).
The operatorM′t acting on the space B is an analytic perturbation of the operator
S′ =M′0. Unfortunately, S′ does not have a nice spectrum on B, so in order to apply
usual perturbation theory, it is necessary to lift the dynamics to an appropriate
space in the spirit of [3]. We do so in section 3.3 where we prove the following
result.
Lemma 2.5. Under the assumptions of Theorem 2.2 there exists C2 > 0 and a
function αt analytic near {‖t‖ ≤ C2} such that for each n ∈ N, probability measure
ν ∈ B and local function f depending on L variables we have
|ν(Mnt f)| ≤ CL|αnt | |f |∞‖ν‖
ν(Mnt 1) = αnt (1 +O(t‖ν‖)) +O(ηn‖ν‖).
Moreover, α0 = 1, α˙0 = 0 and α¨0 ≥ 0 (the “dot” stands for the derivatives with
respect to t). Finally, if Assumption 4 is also satisfied, then α¨0 > 0.
Using Lemma 2.5 and setting Σ2 := α¨0, we have
ν(MN
it/
√
N
1) = αN
it/
√
N
(1 +O(tN− 12 ‖ν‖) +O(ηN‖ν‖).
We can finally compute, for ‖t‖ ≤ CN 16 and N large enough,5
Eν
(
e
i√
N
〈t,X˜N 〉
)
= αN
it/
√
N
+O
(
1 + ‖t‖√
N
‖ν‖
)
=
(
1− 1
2N
〈t,Σ2t〉+O(‖t‖3N− 32 )
)N
+O
(
1 + ‖t‖√
N
‖ν‖
)
= e−
1
2 〈t,Σ2t〉+O(‖t‖3N−
1
2 ) +O
(
1 + ‖t‖√
N
‖ν‖
)
,
from which Proposition 2.4 follows. 
Next, we need a large deviations estimate.
Lemma 2.6. Under the assumptions of Theorem 2.2 and Assumption 4 there exists
a0 > 0 such that for each ν ∈ B, n,m ∈ N and a ∈ (0, a0) the following holds true
Pν
({∣∣∣∣ 1m (X˜n+m − X˜n)
∣∣∣∣ ≥ a}) ≤ Ce−Ca2m(‖ν‖+ 1).
5If ‖t‖ ≥ CN
1
6 the last statement of Proposition 2.4 is obvious: the left hand side is ≤ 2.
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Proof. Again this large deviation result can be obtained by perturbation theory of
the operator S′. Indeed, for each w ∈ Rd, ‖w‖ = 1 and t ∈ R,
Pν
({
1
m
〈w, X˜n+m − X˜n〉 ≥ a
})
≤ Eν
(
et(〈w,X˜n+m−X˜n〉−am)
)
= e−tam[(S′)nν](Mmtw1).
Since by Theorem 2.2 supn∈N ‖(S′)nν‖ ≤ C‖ν‖, we can apply Lemma 2.5 and
obtain, for t ≤ C2,
Pν
({
1
m
〈w, X˜n+m − X˜n〉 ≥ a
})
≤ Ce−tamαmtw(1 + C|t|‖ν‖) + Cηm‖ν‖
≤ Ce−tam
(
1 +
t2
2
〈w,Σ2w〉+O(|t|3)
)m
(1 + ‖ν‖) + Cηm‖ν‖
≤ Ce−tam+mt
2
2 〈w,Σ2w〉+O(m|t|3)(1 + ‖ν‖) + Cηm‖ν‖.
Finally, choosing t = a〈w,Σ2w〉 and a0 so small that the term O(t3) is small with
respect to
a20
2〈w,Σ2w〉 ,
a0
〈w,Σ2w〉 < C2 and e
− a
2
0
2〈w,Σ2w〉 ≥ η
Pν
({
1
m
〈w, X˜n+m − X˜n〉 ≥ a
})
≤ Ce−Ca2m(1 + ‖ν‖).
We then conclude by noticing that the above estimate for all the w in the set
{±ei}di=1, where {ei}di=1 is the standard base of Rd, implies the Lemma. 
2.3. Main result: Quenched C.L.T. Let Pθ be the measure P
e conditioned to
starting the environment in the configuration θ. We will use Eθ for the expectation
with respect to Pθ.
Theorem 2.7. For each dynamics F satisfying assumption 1 and transition prob-
abilities satisfying assumptions 2 and 4, if assumption 3 is satisfied for ε1 (where
ε0 ≥ ε1 > 0 is as in Lemma 3.5), then (using the same notations as in Proposition
2.4), for µe almost all θ ∈ Θ the following holds
(a) 1NXN → v Pθ a.s.;
(b) XN−vN√
N
⇒ N (0,Σ2) under Pθ.
Proof. Lemma 2.6 implies the bound Pe({|N−1XN − v| ≥ ε}) ≤ Ce−Cε2N ; (a)
follows then by applying Borel-Cantelli.
To prove (b) let α ∈ (0, 1) be a number to be specified later. Combining Lemma
2.6 and Borel-Cantelli Lemma we see that for any δ > 0, Pe-almost surely for any
k and 0 ≤ j ≤ 2(1−α)k we have6
(2.9) max
m∈[2k+j2αk,2k+(j+1)2αk]
∣∣∣X˜m − X˜2k+j2αk ∣∣∣ ≤ Cθ,X,δ 2(α2+δ)k
By Fubini Theorem for almost every θ (2.9) holds Pθ almost surely. Therefore it
is enough to prove the convergence along the subsequence njk = 2
k + j2αk where
0 ≤ j ≤ 2(1−α)k.
6The X in Cθ,X,δ stands for the dependence on the random walk {Xn}n∈N.
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To conclude it suffices to prove that there exists β > 0 and b ∈ N such that
for each smooth function ϕ : Rd → R compactly supported in a box of size L the
following inequality holds
(2.10) E
(∣∣∣Eθ(ϕ(N− 12 X˜N ))− EN (0,Σ2)(ϕ)∣∣∣2) ≤ CL|ϕ|CbN−β,
where EN (0,Σ2) is the expectation with respect to the Gaussian measure N (0,Σ2).
Indeed, denote
ξjk = Eθ
(
ϕ
(
X˜njk√
njk
))
.
Then (2.10) and Chebyshev inequality imply
(2.11) Pe
({∣∣ξjk − EN (0,Σ2)(ϕ)∣∣ ≥ ε}) ≤ CL|ϕ|Cbε−2n−βjk .
Hence, by finally choosing α such that α+ β > 1, ξjk → EN (0,Σ2)(ϕ) almost surely.
Next, choose a family ϕm which is dense in C00(Rd). Then, for almost every θ, we
have
Eθ
(
ϕm
(
X˜njk√
njk
))
→ EN (0,Σ2)(ϕm)
for all m. Then, for any such θ
Eθ
(
ϕ
(
X˜njk√
njk
))
→ EN (0,Σ2)(ϕ)
for any continuous compactly supported ϕ proving (b).
The result is then proved provided (2.10) is true. It turns out that (2.10) can
be conveniently interpreted in terms of two independent walks XN , YN in the same
environment. In fact, calling E2 the expectation with respect to such a process it
follows
E
(∣∣∣Eθ(ϕ(N− 12 X˜N ))− EN (0,Σ2)(ϕ)∣∣∣2) = E2(ϕ(N− 12 X˜N )ϕ(N− 12 Y˜N ))
− 2E(ϕ(N− 12 X˜N ))EN (0,Σ2)(ϕ) + EN (0,Σ2)(ϕ)2
=E2(ϕ(N−
1
2 X˜N )ϕ(N
− 12 Y˜N ))− EN (0,Σ2)(ϕ)2 +O(Ld‖ϕ‖Cd+1N−β).
where we have used the quantitative estimate in the Proposition 2.4.7
We have thus reduced the proof of the theorem to proving the following.
Lemma 2.8.∣∣∣E2(ϕ(N− 12 X˜N )ϕ(N− 12 Y˜N ))− EN (0,Σ2)(ϕ)2∣∣∣ ≤ C‖ϕ‖CbN−β.
Lemma 2.8 is proved in Section 5. 
7If ϕˆ is the Fourier transform of ϕ, then Proposition 2.4 yields, for each ρ < 1
6
and b ∈ N,
˛˛˛
E(ϕ(N−
1
2 X˜N )) − EN (0,Σ2)(ϕ)
˛˛˛
≤ C
Z
‖t‖≥Nρ
|ϕˆ(t)|dt + C
Z
‖t‖≤Nρ
(1 + ‖t‖3)N−
1
2 |ϕˆ(t)|dt
≤ CdL
d‖ϕ‖Cb
Z ∞
Nρ
x−b+d−1dx+ CdL
d‖ϕ‖C0N
− 1
2
Z Nρ
0
(1 + x3)xd−1dx,
which gives the advertised result provided b > d and ρ is chosen small enough.
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3. Proofs: Environment
In this section we establish all the needed properties of the environment dynam-
ics. The basic idea is to prove that the environment enjoys very strong mixing
properties. Our first aim is to prove Theorem 2.2, that is exponential decay of
space-time correlations.
Note that S1 = 1, hence
(3.1) |S′µ| ≤ |µ|,
that is S is a contraction in the | · | norm. In addition, it is possible to prove
(although we will not use it here) that there exists A,B > 0 and σ ∈ (2λ−1, 1) such
that, for each n ∈ N and µ ∈ B,8
‖(S′)nµ‖ ≤ Aσn‖µ‖+B|µ|.
For finitely many sites the above estimate would suffice to prove that the operator
S′ is quasi-compact and this, together with the topologically mixing assumption,
would imply the existence of a spectral gap. Unfortunately, such a proof is based
on the compactness of the unit ball {µ ∈ B : ‖µ‖ ≤ 1} in the topology of the | · |
norm which fails when one considers infinitely many sites.
The obvious idea is to use explicitly the fact that the dynamics in different sites
are independent, hence the system has a product structure, yet this is a subtle
issue. To understand better the situation, let us recall few fact about the single site
systems. At each site we have the dynamical system (I = [0, 1], T ). Let us consider
the norm in M(I) given by
‖ν‖0 = sup
|ϕ|C0≤1
µ(ϕ′),
where ϕ′ is the derivative of ϕ. The Banach space B = {ν ∈ M : ‖ν‖0 < ∞}
consists of measures absolutely continuous with respect to the Lebesgue measure
mL. In addition, if dν = h dmL, then the density h is a function of bounded
variation and |h|BV = ‖ν‖.9 By a change of variable one can compute that, if
dν = h dmL, then d(T ′ν) = (Lh)dmL, where the operator L is defined as
Lh(x) =
∑
y∈T−1(x)
|DyT |−1h(y).
The operator L is often called the Ruelle-Perron-Frobenious transfer operator. It
is well known that, if T is topologically mixing, then the operator L, acting on
BV has 1 as a simple eigenvalue (corresponding to the unique invariant measure
absolutely continuous with respect to Lebesgue) and enjoys a spectral gap, that is
there exists η0 ∈ (0, 1) such that the rest of the spectrum is strictly contained in a
disk of radius η0 (see, e.g., [1] for details). Clearly the above implies that T
′ has a
spectral gap when acting on B. Unfortunately, it turns out that the tensor products
of B is a too small a space to be really useful for our purposes.10 This is the reason
why we have introduced the spaces B which is a generalization of measures with
8See (2.4) for the definition of B.
9The equality of the norms follows from the usual weak definition of BV , the fact that the
measures must be absolutely continuos can be easily proved by approximating a measure with
finite norm by one with a smooth density (just use a mollifier) and remembering that the unit
ball of BV is compact in L1. See [8] for more details.
10The problem is already present for two sites since BV (I) ⊗BV (I) 6= BV (I2).
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density of bounded variations to the infinite dimensional setting. Yet on such a
space S′ does not behave very well and we will use an abstract covering space on
which the dynamics will exhibit a spectral gap.
More precisely, we would like to introduce a Banach space B and two (possibly
only partially defined) maps Ψ : B → B and Pr : B → B and an operator S : B → B
such that the dynamics of the latter covers the dynamics of S′ as illustrated by the
following commutative diagram
(3.2)
B Sn−−−−→ B
Ψ
x yPr
B −−−−→
(S′)n
B
We will first define the space B and the map S. Then we will prove Theorem 2.2 by
proving that S has a spectral gap on B. Next we will obtain others, more refined,
results by using the same strategy (albeit applied to different operators).
3.1. Covering dynamics. First we define the above mentioned abstract space.
Let B := C× [×p∈ZdBp] where11
Bp := {µ ∈ B : µ(ϕ) = 0 ∀ϕ ∈ C0(Θ) that do not depend on θp}.
The vector space B is a Banach space when equipped with the norm
‖µ‖ := sup{|cµ|, ‖µp‖ : p ∈ Zd} .
Here we use the notational convention that an element µ ∈ B has components
cµ ∈ C and µ¯ := (µp)p with µp ∈ Bp.
Next we define a projection Pr : D ⊂ B → B and a map Ψ : B → B allowing to
transfer objects between the two spaces.
Let µ∗ ∈ B be a fixed probability measure on I then m = ⊗Zdµ∗ is a product
probability measure on Θ. For each µ = (cµ, (µp)p) ∈ B and local function f we
define
(3.3) Prµ(f) := cµm(f) +
∑
p∈Zd
µp(f),
which makes clear in which sense B “covers” B ( or M(Θ)).
Remark 3.1. Note that, although Prµ(f) is well defined on each local function,
Prµ is not necessarily a measure. Let BM ⊂ B be such that the elements of PrBM
give rise to bounded linear functionals on the space of local functions, and hence
identify uniquely a measure.12 We will call such a measure Prµ.
The choice of the map Ψ is quite arbitrary, we will fix a convenient one. Consider
a strict total ordering ≺ of Zd such that 0 ≺ p for each p ∈ Zd \ {0} and the sets
{q : q ≺ p} are finite for each p ∈ Zd.13
Let q+ be the successor of q (that is, q ≺ q+ and there are no q′ ∈ Zd such that
q ≺ q′ ≺ q+). For each q ∈ Zd we can then consider the σ-algebra F0q determined
11For example, if νp, ν′p (p ∈ Z
d) are probability measures on I such that νp = ν′p for all p 6= q,
and we set ν := ⊗p∈Zdνp, ν
′ := ⊗p∈Zdν
′
p, then ν − ν
′ ∈ Bq.
12Since the local functions are dense in the continuous ones by the Stone-Weierstrass theorem.
13For example, one can start from zero and spiral out over larger and larger cubical shells.
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by all the variables θq′ with q  q′, hence F00 is the complete σ-algebra. Next, for
each f ∈ C0(Θ) and q ∈ Zd, define the operator Jqf = m(f | F0q ) −m(f | F0q+).
For each local function f we can write14
f = m(f) +
∑
q∈Zd
Jq(f)
Accordingly, for each µ ∈ B we define µq(f) := J ′qµ(f) ∈ Bq, and the lift
Ψ(µ) := (µ(1), (J ′qµ)q) .
Note that Ψ is a bounded operator. Indeed if q ≺ p, then
|J ′qµ(∂θpϕ)| ≤ |µ| |Jq(∂θpϕ)|∞ ≤ 2|µ| ‖µ∗‖ |ϕ|∞.
If q ≻ p, then
|J ′qµ(∂θpϕ)| ≤ |µ(∂θpJqϕ)| ≤ ‖µ‖ |Jq(ϕ)|∞ ≤ 2‖µ‖ |ϕ|∞.
Finally, for q = p, we have |J ′qµ(∂θpϕ)| ≤ (|µ| ‖µ∗‖ + ‖µ‖)|ϕ|∞. In other words
there exists C3 > 0, depending on the choice of µ∗, such that
(3.4) ‖Ψ(µ)‖ ≤ C3‖µ‖.
Clearly, Ψ(B) ⊂ D and for each µ ∈ B it holds true
Pr (Ψ(µ)) = µ.
Now that we know how to lift measures, we can address the dynamics.
For all z ∈ Zd, τzµq(ϕ) := µq(ϕ ◦ τz) = 0 if ϕ does not depend on θq−z . Thus
we can define the decomposition for τzµ via the decomposition µq = J
′
qµ of µ:
τzµ =
∑
q∈Zd
(τzµ)q :=
∑
q∈Zd
τzµq−z.
Setting Λ1 = ∪z∈Λτ−zΛ, we can define the covering dynamics Sµ by (cµ, S¯µ¯+ ζ¯cµ)
where ζ¯ := (ζq) with ζq := J
′
qS
′m =: J ′qζ and
(3.5) (S¯µ¯)p =
{∑
z∈Λ S
′
zµp−z +
∑
q∈Λ1
∑
z∈Λ J
′
pSˆ
′
zµq−z for each p 6∈ Λ1,∑
z∈ΛA
′
zµp−z +
∑
q∈Λ1
∑
z∈Λ J
′
pSˆ
′
zµq−z for each p ∈ Λ1,
where Szf(ω) := πz(ω)f ◦F ◦ τz(ω), Azf(ω) := azf ◦F ◦ τz(ω) and Sˆz := Sz −Az.
It is easy to check the following.
Lemma 3.2. The operator S is well defined as a bounded operator from B to B.
For each µ ∈ B and continuous local function f we have Pr(Sµ)(f) = Pr(µ)(Sf)
which implies that for each n ∈ N and µ ∈ B we have PrSnΨµ = Sn′µ
We have thus established a setting in which the commutative diagram (3.2) holds
true.
14As f is local there exists a box Λ∗ ⊂ Θ such that f depends only on the variables {θq : q ∈
Λ∗}, but this means that the sum consists only of finitely many terms.
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3.2. Mixing properties of the environment. We have now the necessary ma-
chinery to deal with the statistical properties of the environment.
Proof of Theorem 2.2 . Let us first discuss the environment dynamics F . Its
basic properties are described by the so called Lasota-Yorke inequalities asserting
that there exists B > 0 such that, for all n ∈ N,15
|F ′µ| ≤ |µ|
‖(F ′)nµ‖ ≤ (2λ−1)n‖µ‖+B|µ|.(3.6)
Note that the above implies that {‖(F ′)nµ‖}n∈N is bounded.
Lemma 3.3. There exists η∗ ∈ (η0, 1) such that, for each q ∈ Zd, µq ∈ Bq,
‖(F ′)nµq‖ ≤ Cηn∗ ‖µq‖.
Proof. For each local function ϕ ∈ C0, we can define ϕnθ 6=q (ξ) := ϕ(θn,ξ), where
θn,ξp = T
nθp for each p 6= q while θn,ξq = ξ,
|(F ′)nµq(ϕ)| =
∣∣∣∣µq (∂θq ∫ 1
0
[χ[0,θq](ξ)− θq]ϕnθ 6=q (T nξ)dξ
)∣∣∣∣
≤ ‖µq‖ ·
∣∣∣∣∫ 1
0
Ln[χ[0,θq](ξ)− θq] · ϕnθ 6=q(ξ)dξ
∣∣∣∣
∞
≤ C‖µq‖
∣∣Ln[χ[0,θq ] − θq]∣∣BV |ϕ|∞ ≤ C‖µq‖ηn0 |ϕ|∞,
by the spectral gap of L and the fact that mL(χ[0,θq ] − θq) = 0, i.e. it is a zero
average function. Then, by the Lasota-Yorke inequality,
‖(F ′)j+kµq‖ ≤ (2λ−1)j‖(F ′)kµq‖+B|(F ′)kµq|
≤ (2λ−1)j [(2λ−1)k‖µq‖+B|µ|]+BCηk0‖µq‖
≤ [(2λ−1)j+k + (2λ−1)jB +BCηk0 ] ‖µq‖.
The result follows by optimizing the choice of j + k = n. 
Lemma 3.4. Multiplication by a C1 local function is a bounded operator on B.
Proof. For any smooth local functions ψ, φ, |ψ|∞ ≤ 1 we have
(3.7) |ν(φ · ∂θiψ)| =
∣∣∣∣∣ν
(
∂θi
∫ θi
0
(φ∂θiψ)
)∣∣∣∣∣ ≤ ‖ν‖
∣∣∣∣∣
∫ θi
0
φ∂θiψ
∣∣∣∣∣
∞
≤ 3‖ν‖ |φ|C1.

15The first is trivial since |F ′µ(ϕ)| = |µ(ϕ ◦ F )| ≤ |µ| |ϕ|∞. For the second, given any smooth
local function ϕ, let ϕθ6=q (ξ) := ϕ(θ
ξ), where θξp = Tθp for each p 6= q while θ
ξ
q = ξ. Next introduce
a function φ, piecewise linear in the variable θq such that ϕθ6=q (θp)− φ(θ) = 0 for each θp on the
discontinuity values of T . By construction ϕθ6=q (Tθp)− φ(Fθ) is then a Lipschitz function in θp,
thus
|F ′µ(∂θqϕ| = |µ((∂θq (ϕ− φ)) ◦ F )|+ |µ| |∂θqφ|∞ ≤ |µ(∂θq (|DθqT |
−1(ϕ− φ) ◦ F )|+ C|µ| |ϕ|∞
≤ ‖µ‖ |DθqT |
−1(ϕ− φ) ◦ F |∞ + C|µ| |ϕ|∞ ≤
ˆ
2λ−1‖µ‖+ C|µ|
˜
|ϕ|∞.
The above yields ‖F ′µ‖ ≤ 2λ−1‖µ‖ + C|µ| which iterated yields the wanted result with B =
(1− 2λ−1)−1C. See [1, 8] if more details are needed.
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To use the above facts, it is convenient to introduce a more compact notation for
the pieces that make up the operator S¯. Let 1A : Z
d → {0, 1} be the characteristic
function of the set A ⊂ Zd. Then define the operators Kz,p,q,σ : B → B by
Kz,p,q,0 := 1{p}(q + z)A′z and Kz,p,q,1 := 1Λc1(p)1{p}(q + z)Sˆ
′
z + 1Λ1(q + z)J
′
pSˆ
′
z.
With this notation (3.5) can be rewritten as
(S¯µ¯)p =
∑
z∈Λ
∑
σ∈{0,1}
∑
q∈Zd
Kz,p,q,σµq.
Hence, iterating,
(3.8) (S¯nµ¯)q0 =
∑
z1,...,zn∈Λ
∑
σ1,...,σn∈{0,1}
∑
q1,...,qn∈Zd
Kz1,q0,q1,σ1 · · ·Kzn,qn−1,qn,σnµqn .
By Assumption 3, Lemma 3.3, Lemma 3.4 and the inequalities (3.6) it follows
that there exists a constant C4 > 0, depending only on F and πz, such that∑
q ‖Kz,p,q,1µq‖ ≤ C4 εaz‖µ¯‖ and∑
q1,...,qn∈Zd
‖Kz1,q0,q1,0 · · ·Kzn,qn−1,qn,0µqn‖ ≤ C4 az1 · · · aznηn∗ ‖µ¯‖
Accordingly, if C24ε + η∗ < 1, then there exists n∗ ∈ N and η ∈ (η∗, 1) such that
C4(η∗ +C24ε)
n∗ ≤ ηn∗ < 1. This means that every z1, . . . , zn∗ term in (3.8) will be
smaller than ηn∗az1 · · · azn∗‖µ¯‖, hence for all n ∈ N,
(3.9) ‖(S¯nµ¯)‖ ≤ C4 ηn−n∗‖µ¯‖ .
Since Snµ = (cµ, S¯
nµ¯+ cµ
∑n−1
k=1 S¯
kζ¯) and the series ζ¯∗ =
∑∞
k=1 S¯
k ζ¯ converges by
(3.9), it follows that µw := (1, ζ¯∗) is an invariant vector for S. In addition
(3.10) ‖Snµ− cµµw‖ ≤ Cηn‖µ‖,
That is the operator S on B has one as a simple maximal eigenvalue and a spectral
gap. From this result we can obtain the decay of temporal correlation simply by
projecting down to B. Indeed, let µ be a probability measure and φ be a smooth
local function depending only on the sites A ⊂ Zd and let L be the cardinality of
A, then, by Lemma 3.2 and (3.10), (3.4),
|µ(φ ◦ Sn)− Pr (µw)(φ)| = |Pr (Sn(Ψ(µ)− µw))(φ)|
=
∣∣∣∣∣∣
∑
q∈A
(Sn(Ψ(µ)− µw))q(φ)
∣∣∣∣∣∣
≤
∑
q∈A
‖(Sn(Ψ(µ)− µw))q‖ |φ|∞ ≤ CLηn(‖µ‖+ C)|φ|∞.
(3.11)
Thus, remembering (3.1), µw ∈ BM , that is it gives rise to a bounded linear
functional on local functions. Accordingly, we can define the measure µw = Pr (µw)
which will be invariant by S′. Equation (3.11) gives then the temporal correlation
decay for such a measure.
To have the spatial decay of correlations note that if ϕ and φ are supported at
a distance M , then their support, under the dynamics, grows at most linearly in
time, thus it will take a time M2C0 before the supports have a common variable.
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Accordingly, since ϕφ depends on 2L variables, (3.11) (applied repeatedly to the
product measure m) implies
µw(ϕφ) = (S′)M/2C0m(ϕφ) +O(LηM/2C0 |ϕφ|∞)
= m(SM/2C0ϕ)m(SM/2C0φ) +O(LηM/2C0 |ϕφ|∞)
= µw(g)µw(φ) +O(LηM/2C0 |ϕφ|∞).

3.3. Perturbation Theory. In this section we prove Lemma 2.5.
We deal with operators of the the typeMtf :=
∑
z∈Λ Sz(e
〈t,z−v〉f) where t ∈ Cd.
The problem is to study the spectrum for small t.16
Proof of Lemma 2.5. First of all we need to lift the operator to our covering
space. The obvious solution is to define Mtµ bycµm(Mt1) + ∑
p∈Λ1
∑
z∈Λ
e〈t,z−v〉µp−z(Sˆz1), S¯tµ¯+ ζ¯cµ

where ζ¯ = (ζq) := (J
′
qM′tm) and
(3.12) (S¯tµ¯)q =

∑
z∈Λ e
〈t,z−v〉S′zµq−z +
∑
p∈Λ1
z∈Λ
e〈t,z−v〉J ′qSˆ
′
zµp−z ∀ q 6∈ Λ1,∑
z∈Λ e
〈t,z−v〉A′zµq−z +
∑
p∈Λ1
z∈Λ
e〈t,z−v〉J ′qSˆ
′
zµp−z ∀ q ∈ Λ1.
A direct computation shows that, for each smooth local function ϕ, Pr(Mtµ)(ϕ) =
Pr(µ)(Mtϕ), thus the lift covers the dynamics. In addition, one can easily check
that M0 = S and that Mt is analytic in t.
17 Accordingly, standard perturbation
theory implies that there exists αt, µt, analytic in t, such that Mtµt = αtµt with
α0 = 1, µ0 = µ
w.
We will normalize µt so that µt = (1, µ¯t). Setting µt := Pr(µt), for each fixed
local function f , µt(f) = Prµt(f) is analytic in t since the sum implicit in the right
hand side is just a finite sum.18 However Lemma 2.5 requires a more quantitative
information.
By the arguments of section 3.2 (see (3.9)) it follows that M0 = S = Π + R
where Π2 = Π, ΠR = RΠ = 0 and ‖Rn‖ ≤ Cηn, for all n ∈ N. Thus by standard
perturbation theory (see [7]), Mt = αtΠt+Rt where |α0−αt| ≤ C‖t‖, ‖Πt−Π‖ ≤
C‖t‖, ‖Rnt ‖ ≤ Cηnt , with ηt ≤ η + C‖t‖. Hence, ‖Mnt ‖ ≤ C|αt|n + Cηnt and, for
each local function function f depending only on L variables
|Mnt ν(f)| = |Pr(Mnt Ψ(ν))(f)| ≤ L|f |∞‖Mnt Ψ(ν)‖ ≤ C|αt|n‖ν‖L|f |∞
16This problem is already well investigated, see in particular [3], here we treat it in detail only
because we need some explicit estimates not readily available in the literature.
17For the first assertion note thatX
p∈Λ1
X
z∈Λ
µp−z(Sˆz1) =
X
p∈Zd
X
z∈Λ
µp−z(Sˆz1) =
X
p∈Zd
X
z∈Λ
µp(Sz1) =
X
p∈Zd
µp(S1) = 0.
For the latter just write it as power series of t.
18Note that µt is not necessarily a measure and gives rise to an analytic object only when
applied to a local function. We will abuse notations by writing µ˙t to mean the functional on local
functions defined by Pr ( d
dt
µt)(ϕ).
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provided that |αt| ≥ ηt which holds for all ‖t‖ < B for some B > 0. This proves
the first inequality of Lemma 2.5.
To prove the second note that Πtν = ℓt(ν)µt with ℓ0(ν) = [ν]0 hence
19
Mnt ν(1) = [Mnt Ψ(ν)]0 = [αnt ΠtΨ(ν) +O(ηnt ‖ν‖)]0
= [αnt Π0Ψ(ν)]0 +O((ηnt + αnt Ct)‖ν‖) = αnt (1 +O(t‖ν‖)) +O(ηnt ‖ν‖).
Finally, to study the derivatives of α we use the relation µt(Mtϕ) = αtµt(ϕ) for
any local smooth function ϕ. Differentiating with respect to t yields
µ˙t(Mtϕ) + µt(M˙tϕ) = α˙tµt(ϕ) + αtµ˙t(ϕ)
µ¨t(Mtϕ) + 2µ˙t(M˙tϕ) + µt(M¨tϕ) = α¨tµt(ϕ) + 2α˙tµ˙t(ϕ) + αtµ¨t(ϕ)
µ˙t(1) = µ¨t(1) = 0,
(3.13)
Since M˙t =
∑
z∈Λ(z− v)e〈t,z−v〉Sz and M¨t =
∑
z∈Λ(z − v)⊗ (z − v)e〈t,z−v〉Sz the
above equations, for t = 0 imply (substituting ϕ = 1)
α˙0 = µ
w(M˙01) = µw(g − v) = 0,
where g is defined in (2.5) and we have used (2.6). Next, substituting in the first
of the (3.13), ϕ =
∑n−1
k=0 S
kφ, for some local function φ, we have
n−1∑
k=0
M˙′0µw(Skφ) = µ˙0((1− S)
n−1∑
k=0
Skφ) = µ˙0(φ) − Pr (Sn−1µ˙0)(φ).
By (3.10), taking the limit for n to infinity, we have
(3.14) µ˙0(φ) =
∞∑
k=0
M˙′0µw(Skφ).
Finally, the second of the (3.13), setting ϕ = 1 and t = 0, yields20
α¨0 = 2
∞∑
n=0
µw(M˙0SnM˙01) + µw(M¨01)
= 2
∞∑
n=0
Eµw
(
∆˜n ⊗ ∆˜0
)
+ Eµw
(
∆˜0 ⊗ ∆˜0
)
.
(3.15)
Since M˙1 is a local function the sum is convergent. Hence
α¨0 = lim
n→∞
1
n
2 n∑
k,m=0
Eµw
(
∆˜m+k ⊗ ∆˜k
)
+ Eµw
(
∆˜k ⊗ ∆˜k
)
= lim
n→∞
1
n
Eµw
(
X˜n ⊗ X˜n
)
≥ 0.
19Here we use the notation [ν]0 to designate the components cν of the vector ν = (cν , ν¯).
20Remember that α¨t = (∂ti∂tjαt) is a d× d
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Finally, if there exists w ∈ Rd such that α¨0w = 0, it means (from (3.15) and
Theorem 2.2) that there exists a constant C5 > 0 such that, for all n ∈ N,21
Eµw
(
|〈w, X˜n〉|2
)
≤ C5 ; E
(
|〈w, X˜n〉|2
)
≤ C5
We can thus extract a subsequence {nj} such that 〈w, X˜nj 〉 converges weakly almost
surely to a random variable Z. Let ψ = Eµw (Z | F0) and g˜w = 〈w, g− v〉, then, for
each F0 measurable smooth local function ϕ,
Eµw (ϕ(ψ − Sψ)) = lim
j→∞
Eµw (ϕ(X˜nj − X˜nj+1)) = lim
j→∞
µw(ϕ(g˜w − Snj+1g˜w))
= µw(ϕg˜w),
where we have used Theorem 2.2. Thus g˜w = ψ − Sψ, µe-a.s.. This implies that,
setting M0 = 0, and
Mn+1 −Mn = 〈w, ∆˜n〉 − E(〈w, ∆˜n〉 | Fn) + ψ(ωn+1)− Sψ(ωn)
= 〈w, ∆˜n〉+ ψ(ωn+1)− ψ(ωn),
Mn is a Pµw stationary martingale. Moreover,
〈w, X˜n〉 = Mn − ψ(ωn) + ψ(ω0).
From this it follows that
C ≥ Eµw (|Mn|2) =
n−1∑
k=1
Eµw (|〈w, ∆˜n〉+ ψ(ωn+1)− ψ(ωn)|2)
=
n−1∑
k=1
Eµw (|〈w, ∆˜n〉+ ψ(ωn+1)|2 − |ψ(ωn)|2)
= (n− 1)
[
Eµw (|〈w, ∆˜1〉+ ψ(ω1)|2 − |g˜w(ω0) + Sψ(ω0)|2)
]
.
Thus
∑
z πz|〈w, z − v〉 + ψ ◦ F ◦ τz |2 = |
∑
z πz(〈w, z − v〉+ ψ ◦ F ◦ τz)|2, that is
〈w, z − v〉+ ψ ◦ F ◦ τz = g˜w + Sψ = ψ, µw-a.s..
Next, let αz = µ
w(πz), then,
∑
z αz = 1 and
∑
z〈w, z − v〉αz = µw(g˜w) = 0.
Hence, ∑
z
αzψ ◦ F ◦ τz = ψ µw-a.s..
21The latter follows by Theorem 2.2. Let β =
P
z〈w, z − v〉
2piz , and Gj =
P
z〈w, z −
v〉Sz(Sj〈w, g − v〉), then
E
“
|〈w, X˜n〉|
2
”
=
n−1X
k=0
µe(Skβ) +
n−1X
j=1
n−j−1X
k=0
µe(SkGj)
and |µe(Skβ) − µw(β)| ≤ Cηk , |µe(SkGj) − µ
w(Gj)| ≤ Cj
dηk. Moreover, setting νk,z(ϕ) :=
〈w, z−v〉µe(SkSzϕ), for ε in assumption 3 such that (1+3ε)2λ−1 < 1 we have (by equation (3.6)
and (3.7)) ‖νk,z‖ ≤ C. Hence Theorem 2.2 yields
|µe(SkGj)| ≤ |
X
z
|νk,z(S
j(g − v))| ≤ Cηj
Thus we can write
˛˛
˛E“|〈w, X˜n〉|2
”
− Eµw
“
|〈w, X˜n〉|
2
”˛˛˛ ≤ C
nX
k=0
ηk + C
n−1X
j=1
2
4 jX
k=0
ηj +
n−jX
k=j+1
jdηk
3
5 ≤ C.
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Note that the operator Sαϕ :=
∑
z αzϕ ◦ F ◦ τz defines a Markov process with
invariant measure µe and satisfies the hypothesis of Theorem 2.2. Since ψ =∑n−1
k=0 S
kg˜w + S
nψ, for each φ ∈ L2(µw),
lim
j→∞
µw(φ
nj−1∑
k=0
Skg˜w) = lim
j→∞
Eµw (φ(ω
0)〈w,Xnj 〉) = µw(φψ).
In addition, assumption 3 implies that setting,22 for each smooth local function φ,
νn,φ(ϕ) = µ
w(φSnαϕ),
|νn,φ(ϕ)| ≤ (1 + ε)
n
(1 − ε)n |φ|∞µ
w(Sn|ϕ|) = (1 + ε)
n
(1− ε)n |φ|∞µ
w(|ϕ|).
Thus νn,φ is absolutely continuos with respect to µ
w with density ρn,φ ∈ L∞(µw).
Accordingly,23
µw(φψ) = µw(φSnαψ) = lim
j→∞
nj−1∑
k=0
µw(φSnαS
kg˜w)
=
nl−1∑
k=0
[
µe(Skg˜w)µ
w(φ) +O(Cφηnkd)
]
+ lim
j→∞
nj−1∑
k=nl
O(Cφηk)
=
nl−1∑
k=0
µe(Skg˜w)µ
w(φ) + CφO(ηnl + ηnndl ).
Taking first the limit for n→∞ and the one l →∞ yields µw(φψ) = µw(φ)µe(ψ).
That is ψ is µw almost surely constant. This implies that g˜w = 0 and hence
〈w, z − v〉πz = 0, µw a.s.. This is equivalent to saying that the vectors in the
set {(〈e1, z〉, . . . , 〈ed, z〉)}z∈Λ ∪ {(1, . . . , 1)} are linearly dependent over R, but this
implies that they are linearly dependent over Z. In other words we can assume that
w ∈ Zd. Finally, since πz is smooth, we have 〈w, z〉 = 〈w, v〉 unless πz ≡ 0, which
contradicts Assumption 4. 
3.4. Variation bounds for conditional measures. In the previous subsection
we obtained several results for random walks provided that we start the environment
in a measure with “density” of bounded variation. Here we show why such measures
constitute a natural class for the problem at hand. More precisely we shall show
that if we start with a nice measure and condition on a behavior of a walk during
an initial time interval we still have a good control on the variation of densities.
For future needs we consider two random walks (Xt, Yt) evolving in the same
environment starting respectively at a, b ∈ Zd and with the environment at time
zero distributed according to the measure ν ∈ B. Let P2a,b,ν be the measure on
(Θ × Z2d)N associated to such a process and E2a,b,ν the corresponding expectation
P2ν := P
2
0,0,ν and E
2
ν := E
2
0,0,ν .
Let m ∈ N and consider the σ-algebra FXYm = σ{X1, Y1, . . . , Xm, Ym}. We
are interested in computing E2a,b,ν(f(X,Y, θ
m) | FXYm ) for each local FXYm ⊗ T -
measurable function f and probability measure ν ∈ B. Thus, we are interested in
22Indeed, µw(piz) ≤ az(1 + ε), thus piz ≥ (1 − ε)az ≥ (1− ε)(1 + ε)−1αz .
23Note that (3.6) imply ‖S′αµ‖ ≤
P
z αz‖F
′µ‖ ≤ (2λ)−1‖µ‖ + B|µ| and |Sαµ| ≤ |µ|. Thus,
iterating, for each n ∈ N, ‖(Snα)
′µ‖ ≤ C‖µ‖.
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the measures νXYa,b,m defined by
E
2
a,b,ν(f(X,Y, θ
m) | FXYm ) =:
∫
Θ
f(X,Y, θ) νXYa,b,m(dθ).
Lemma 3.5. There exists C6 > 0 and 0 < ε1 ≤ ε0 such that, if assumption 3 is
satisfied for ε1, then for each m ∈ N, a, b ∈ Zd and probability measure ν ∈ B the
following holds
‖νXYa,b,m‖ ≤ C6‖ν‖.
Proof. Given two random walks realizations X,Y : N → Rd, let us define the
operators
SX,Y,kf(θ) := πzk(τ
Xkθ)πwk (τ
Ykθ)f ◦ F (θ),
where zk = Xk+1 −Xk and wk = Yk+1 − Yk. With such a notation we can write
νXYa,b,m =
S′X,Y,m−1 · · ·S′X,Y,0ν
S′X,Y,m−1 · · ·S′X,Y,0ν(1)
.
Recalling (3.7) and the Lasota-Yorke inequality for the map F (see (3.6)), and using
Assumption 3 we have
(3.16) ‖S′X,Y,kν‖ ≤ 2λ−1(1 + ε1)2‖ν‖azkawk +BS′X,Y,kν(1).
Hence, for ε1 such that 2λ
−1(1 + ε1)2 ≤ η(1 − ε1)−2 < 1 we can iterate the above
inequality and obtain
‖S′X,Y,m−1 · · ·S′X,Y,0ν‖ ≤ ηm(1 − ε1)2m‖ν‖
m−1∏
k=0
azkawk
+B
m−1∑
j=0
ηj(1− ε1)2jν (SX,Y,0 · · ·SX,Y,m−1−j1)
m−1∏
k=m−j
azkawk
≤ [ηm‖ν‖+ (1− η)−1B] ν (SX,Y,0 · · ·SX,Y,m−11) ,
which proves the Lemma with C6 = 1+ (1− η)−1B.24 
4. Annealed Invariance Principle.
This section is devoted to proving an averaged invariance principle. This result
is used in Section 5 to prove Lemma 2.8.
Consider the process
(4.1) XˆNt =
1√
N
{
X˜⌈tN⌉ + (tN − ⌈tN⌉)∆˜⌈tN⌉
}
.
Note that XˆNt ∈ C0([0, 1],Rd), by construction. In fact, Lemma 2.6 implies higher
regularity.
Lemma 4.1. The family of processes {XˆN} ⊂ C0([0, 1],Rd) is tight.
Proof. Let ς ∈ (0, 1/2),
Lς(f) := sup
t,s∈[0,1]
‖f(t)− f(s)‖
|t− s|ς ,
and KςL := {f ∈ C0([0, 1],Rd) : f(0) = 0, Lς(f) ≤ L}.
24Note that, for a probability measure, 1 = ν(1) = ν(∂θiθi) ≤ ‖ν‖.
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By Lemma 2.6 it follows that, for each N ∈ N, t ∈ [0, 1] and h ∈ [−t, 1− t],
(4.2) P
({
‖XˆNt+h − XˆNt ‖ ≥ Lhς
})
≤ e−CL2h2ς−1 .
In addition, if ‖XˆNt ‖ + ‖XˆNt+h‖ ≤ L1−ς , then the set in (4.2) is empty for all
h > L−1. Now the result follows in complete analogy with the usual proof of the
Ho¨lder continuity of the Brownian motion, based on applying the above estimates
to the dyadic rationals, yielding
P
({
XˆN 6∈ KςL
})
≤ e−CL.
Since KςL are compact in C0([0, 1],Rd) the tightness follows. 
Lemma 4.1 also allows us to prove the invariance principle.
Lemma 4.2. For each probability measure ν ∈ B the process {XˆNt } converges in
law to the Brownian motion with diffusion matrix Σ2.
Proof. In view of Lemma 4.1 we only need to check the convergence of finite dimen-
sional distributions. We consider two dimensional distributions, the general case
being very similar. Accordingly, let t1 < t2 and fix ξ1, ξ2. We have
Eν
(
exp(i〈ξ1, X̂Nt1 〉+ i〈ξ2, X̂Nt2 〉)
)
= Eν
(
exp(i〈[ξ1 + ξ2], X̂Nt1 〉) exp(i〈ξ2, [X̂Nt2 − X̂Nt1 ]〉)
)
=
Eν
(
E
(
exp(i〈ξ2, [X̂Nt2 − X̂Nt1 ]〉)|F[t1N ]
)
exp(i〈[ξ1 + ξ2], X̂Nt1 〉)
)
.
By Lemma 3.5 and Proposition 2.4 we have25
E
(
exp(i〈ξ2, [X̂Nt2 − X̂Nt1 ]〉)|F[t1N ]
)
= exp
(
−1
2
〈ξ2,Σ2ξ2〉(t2 − t1)(1 + o(1))
)
and so using Proposition 2.4 again we obtain
Eν
(
exp(i〈ξ1, X̂Nt1 〉+ i〈ξ2, X̂Nt2 〉)
)
∼ e− 12 [〈ξ2,Σ2ξ2〉(t2−t1))+〈(ξ1+ξ2),Σ2(ξ1+ξ2)〉t1]
Thus, (X̂Nt1 , X̂
N
t2 ) is asymptotically Gaussian with zero mean and the variance pre-
dicted by the Brownian Motion. 
25In fact, Lemma 3.5 considers two walks, yet the corresponding result for one walk can be
obtained by integrating over the second walk. Moreover, for each smooth function f : R2d → R,
Eν(f(Xˆ
N
t2
, XˆNt1 ) | F[t1N]) = Eν
“
E
`
f(XˆNt2 , Xˆ
N
t1
) | X˜[t1N], θ
[t1N]
´
| F[t1N]
”
= νX
X˜[t1N ]
,[t1N]
“
E(f(XˆNt2 , Xˆ
N
t1
)) | X˜[t1N], θ
[t1N])
”
= EXNt1 ,ν
X
X˜[t1N ]
,[t1N ]
“
E(f(XˆNt2−t1 , Xˆ
N
0 ) | X˜0, θ
0)
”
= EXNt1 ,ν
X
X˜[t1N ]
,[t1N ]
“
f(XˆNt2−t1 , Xˆ
N
0 )
”
.
Proposition 2.4 can then be applied after translating νX
X˜[t1N ]
,[t1N]
by X˜[t1N].
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5. Proofs: Quenched CLT via the study of two random walks
The goal of this section is to establish Lemma 2.8.
Lemma 4.1 shows that the distributions of the processes (XˆNt , Yˆ
N
t ) are tight,
hence they have accumulation points. Our next task is to characterize such accu-
mulation points. Let us consider any accumulation point (Xˆ∞t , Yˆ
∞
t ). We will see
that (Xˆ∞t , Yˆ
∞
t ) is a centered Gaussian random variables with variance
(5.1) Σ22 := t
(
Σ2 0
0 Σ2
)
.
More precisely, if we define the second order differential operator ∆Σ22 :=
∑
i,j Σ
2
2ij∂i∂j
we have the following.
Proposition 5.1. For any ψ ∈ C3(R× Rd × Rd,R) we have
d
dt
E
2(ψ(t, Xˆ∞t , Yˆ
∞
t )) = E
2(∂tψ(t, Xˆ
∞
t , Yˆ
∞
t ) +
1
2
∆Σ2ψ(t, Xˆ
∞
t , Yˆ
∞
t )).
More precisely, there exists β ∈ (0, 16 ) and ϑ ∈ (0, 1− 2β) such that, for all N ∈ N
and t, h ∈ [0, 1] such that h > Nϑ−1 we have∣∣∣∣E2 (ψ(t+ h, XˆNt+h, Yˆ Nt+h)− ψ(t, XˆNt , Yˆ Nt )− h [∂tψ(t, XˆNt , Yˆ Nt ) + 12∆Σ2ψ(t, XˆNt , Yˆ Nt )
])∣∣∣∣
≤ C‖ψ‖C3(N−βh+ h 32 +N− 12 ).
Thanks to the above Proposition for each φ ∈ C30(Rd × Rd) we can define ψ by
∂tψ +
1
2
∆Σ2ψ = 0
ψ(1, x, y) = φ(x, y)
(5.2)
and, by applying Proposition 5.1 with the choice h = ⌈N2β⌉−1, obtain the wanted
result:
E
2(φ(XˆN1 , Yˆ
N
1 )) = E
2(ψ(1, XˆN1 , Yˆ
N
1 ))
= E2(ψ(0, XˆN0 , Yˆ
N
0 )) +
h−1−1∑
i=0
E
2(ψ((i + 1)h, XˆN(i+1)h, Yˆ
N
(i+1)h)− ψ(ih, XˆNih , Yˆ Nih ))
= E2(ψ(0, 0, 0)) +O(‖ψ‖C3N−β) = EN (0,Σ22)(φ) +O(‖φ‖C3(N−β +N−
1
2+2β)),
where we have used the explicit solution of (5.2).26 Remembering the form of Σ22
(see (5.1)), Lemma 2.8, and hence Theorem 2.7, follow.
26Indeed, equation (5.2) is just the backward heat equation, thus for t ∈ (0, 1)
ψ(t, x, y) =
1
(4pi)d det(Σ−12 )(1− t)
d
Z
R2d
e
−
〈(x−z,y−w),Σ−2
2
(x−z,y−w)〉
2(1−t) φ(z,w) dz dw.
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Proof of Proposition 5.1. We start by the following Taylor expansion
E
2(ψ(t+ h, XˆNt+h, Yˆ
N
t+h))− E2(ψ(t, XˆNt , Yˆ Nt )) = E2(∂tψ(t, XˆNt , Yˆ Nt ))h
+ E2(∂xψ(t, Xˆ
N
t , Yˆ
N
t ) · (XˆNt+h − XˆNt ) + ∂yψ(t, XˆNt , Yˆ Nt ) · (Yˆ Nt+h − Yˆ Nt ))
+
1
2
E
2((XˆNt+h − XˆNt ) · ∂2xψ(t, XˆNt , Yˆ Nt ) · (XˆNt+h − XˆNt ))
+ E2((Yˆ Nt+h − Yˆ Nt ) · ∂xyψ(t, XˆNt , Yˆ Nt ) · (XˆNt+h − XˆNt ))
+
1
2
E
2((Yˆ Nt+h − Yˆ Nt ) · ∂2yψ(t, XˆNt , Yˆ Nt ) · (Yˆ Nt+h − Yˆ Nt ))
+
1
2
E
2(∂txψ(t, Xˆ
N
t , Yˆ
N
t ) · (XˆNt+h − XˆNt ))h
+
1
2
E
2(∂tyψ(t, Xˆ
N
t , Yˆ
N
t ) · (Yˆ Nt+h − Yˆ Nt ))h
+O
(
|∂2t ψ|∞h2 + ‖ψ‖C3
[
E(‖XˆNt+h − XˆNt ‖3) + E(‖Yˆ Nt+h − Yˆ Nt ‖3)
])
.
(5.3)
Next, we will analyze the terms in equation (5.3) one by one.
First of all note that the remainders are of order h
3
2 .27 Let us start the estimates
with the term E(∂xψ(t, Xˆ
N
t , Yˆ
N
t ) · (XˆNt+h − XˆNt )). To this end we consider the σ-
algebra FXYm generated by {X1, . . . , Xm, Y1, . . . , Ym}. Setting g˜ = g − v, ℓt :=
⌈tN⌉+ 1 we can write
E((XˆNt+h − XˆNt ) | FXYℓt ) = N−
1
2
ℓt+h∑
k=ℓt
E(∆˜Xk | FXYℓt ) +O(N−
1
2 )
= N−
1
2
ℓt+h∑
k=ℓt
E((Sk−ℓt g˜) ◦ τXℓt | FXYℓt ) +O(N−
1
2 )
= N−
1
2
ℓt+h∑
k=ℓt
[(Sk−ℓtτXℓt )′(µe)XYℓt ](g˜) +O(N−
1
2 ).
where, by Lemma 3.5, ‖(µe)XYℓt ‖ ≤ C and hence ‖(τXℓt )′(µe)XYℓt ‖ ≤ C. From
Theorem 2.2 and the fact that µw(g˜) = 0 it follows that
(5.4) |E2(∂xψ(t, XˆNt , Yˆ Nt ) · (XˆNt+h − XˆNt ))| ≤ CN−
1
2 ‖ψ‖C1 .
In complete analogy we have
(5.5) |E2(∂yψ(t, XˆNt , Yˆ Nt ) · (Yˆ Nt+h − Yˆ Nt ))| ≤ CN−
1
2 ‖ψ‖C1 .
The quadratic terms involving ∂tx and ∂ty are estimated in the same manner yield-
ing terms of order N−
1
2 h‖ψ‖C2. The quadratic terms involving only X or only Y
27 In fact Lemma 2.6 implies, for each p ∈ N, that
E(‖XˆNt+h − Xˆ
N
t ‖
p) ≤ N
p
2 hpE
„‚‚‚‚ 1⌈hN⌉ (X˜⌈(t+h)N⌉ − X˜⌈tN⌉)
‚‚‚‚
p«
≤ Ch
p
2 + CpN
p
2 hp
Z ∞
(Nh)
− 1
2
xp−1P
„‚‚‚‚ 1⌈hN⌉ (X˜⌈(t+h)N⌉ − X˜⌈tN⌉)
‚‚‚‚ ≥ x
ff«
dx
≤ Ch
p
2 + CpN
p
2 hp
Z ∞
(Nh)
− 1
2
xp−1e−Cx
2hNdx ≤ Cph
p
2 .
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yield the following
E
2((XˆNt+h − XˆNt )i(XˆNt+h − XˆNt )j∂xixjψ) = (Σ2)ijE2(∂xixjψ)h+O
(‖ψ‖C2√
N
)
E
2((Yˆ Nt+h − Yˆ Nt )i(Yˆ Nt+h − Yˆ Nt )j∂yiyjψ) = (Σ2)ijE2(∂yiyjψ)h+O
(‖ψ‖C2√
N
)
.
(5.6)
Indeed, in analogy with what we have done before, we can condition with respect
to FXYℓt and
E
2((XˆNt+h − XˆNt )i(XˆNt+h − XˆNt )j | FXYℓt ) =
1
N

ℓt+h−1∑
k=ℓt
E
2((∆˜Xk )i(∆˜
X
k )j | FXYℓt )
+
ℓt+h−1∑
k=ℓt
k−1∑
l=ℓt
E
2((∆˜Xk )i(∆˜
X
l )j + (∆˜
X
l )i(∆˜
X
k )j | FXYℓt )

+N−1O
1 + ℓt+h−1∑
l=ℓt+1
E
2((∆˜Xℓt+h−1)i(∆˜
X
l )j + (∆˜
X
ℓt+h−1)j(∆˜
X
l )i | FXYℓt )
 ,
(5.7)
where the boundary terms of the type E2((∆˜Xℓt−1)i(∆˜
X
l )j | FXYℓt ) have been esti-
mated as in (5.4). To estimate such an expression note that
E
2((∆˜Xk )i(∆˜
X
l )j | FXYℓt ) = (Sj−ℓtτXℓt )′νXYℓt
(
g˜jS
k−j g˜k
)
Since Lemma 3.5 and Theorem 2.2 imply ‖(Sj−ℓtτXℓt )′νXYℓt ‖ ≤ C‖µe‖ and also
that ‖g˜j(Sj−ℓtτXℓt )′νXYℓt ‖ ≤ C‖µe‖ we can apply Theorem 2.2∣∣∣E2((∆˜Xk )i(∆˜Xl )j | FXYℓt )∣∣∣ =νXYℓt (Sj−ℓtτXℓt g˜j)µw(g˜k) +O(ηk−j) = O(ηk−j)∣∣∣E2((∆˜Xk )i(∆˜Xl )j | FXYℓt )∣∣∣ =νXYℓt (1)µw(g˜jSk−j g˜k) +O(ηj−ℓt )
=µw(g˜jS
k−j g˜k) +O(ηj−ℓt).
Using such estimates in (5.7) and remembering formula (3.15) (for α¨0 = Σ
2) the
first equation of (5.6) follows. The second equation of (5.6) is proven in complete
analogy.
Finally, we must deal with the mixed quadratic term.
E
2((XˆNt+h−XˆNt )i(Yˆ Nt+h−Yˆ Nt )j) | FXYℓt ) =
ℓt+h∑
k,m=ℓt−1
E2((∆˜Xk )i(∆˜
Y
m)j | FXYℓt )
N
+O( 1√
N
).
If |k−m| ≥ A lnN , then, for A > ln η−1, by Lemma 3.5 and Theorem 2.2 it follows
that
E
2((XˆNt+h − XˆNt )i(Yˆ Nt+h − Yˆ Nt )j) | FXYℓt ) =
∑
ℓt+2A lnN≤k≤ℓt+h
|m−k|≤A lnN
E2((∆˜Xk )i(∆˜
Y
m)j | FXYℓt )
N
+O(N− 12 ).
Next, suppose that |m− k| ≤ A lnN and |Xk−A lnN − Yk−A lnN | > 4C0A lnN .
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Assume, to fix our ideas, that k ≤ m. Then, for all times l such that |l −
k| ≤ A lnN , the two walks explore disjoint parts of the environment. Thus, we
can consider the process started at time k − A lnN with the conditional measure
(µe)XYk−A lnN and with the walks starting from a = Xk−A lnN , b = Yk−A lnN , ‖a −
b‖ > 4C0A lnN . If we set f = SA lnNτXk g˜i and h = Sm−k+A lnNτYk g˜j we have
that the two functions depend on different sets of variables (let B ⊂ Zd be the set
of variables on which f depends and B′ the ones relative to h) and
E
2((∆˜Xk )i(∆˜
Y
m)j | FXYk−A lnN ) = (µe)XYk−A lnN (f h).
We can then define its Newtonian potential of f ,
Ψ(θ) =
1
|B|(|B| − 2)α|B|
∫
IZd
‖θB − ϑB‖−|B|+2f(ϑ)dϑB ⊗j 6∈B µ0(dϑj)
=
1
|B|(|B| − 2)α|B|
∫
IB
‖θB − ϑB‖−|B|+2f(ϑB)dϑB.
(5.8)
where θB = (θl)l∈B and αl is the volume of the unit ball in Rl. It is well known
that, for θB in the interior of IB ∑
l∈B
∂θlθlΨ = f .
Thus, remembering Lemma 3.5, we can write28∣∣∣E2((∆˜Xk )i(∆˜Ym)j | FXYk−A lnN )∣∣∣ ≤∑
l∈B
∣∣(µe)XYk−A lnN (∂θl(∂θlΨ · h))∣∣
≤ |B| · ‖(µe)XYk−A lnN‖ · sup
l∈B
|∂θlΨ · h|∞ ≤ CAdCd0 | lnN |d · |g|∞ · sup
l∈B
|∂θlΨ|∞.
By (5.8) we have, for l ∈ B,
∂θlΨ(θ) =
∫
IZd
θl − ϑl
|B|(|B| − 2)α|B| · ‖θB − ϑB‖|B|
f(ϑ)dϑB ⊗j 6∈B µ0(dϑj) =: νθl (f).
Unfortunately, νθl 6∈ B due to the singularity of the kernel. To take care of this
problem we need to isolate the singularity. For each r > 0 let χr ∈ C∞(RB, [0, 1])
such that χr(θ
B) = 0 for all ‖θB‖ ≤ r and χr(θB) = 1 for all ‖θB‖ ≥ 2r. Clearly
χr can be chosen radial and so that supl |∂θlχr|∞ ≤ Cr−1. We then define
νθl,r(φ) :=
∫
IZd
(θl − ϑl) · χr(θ − ϑ)
|B|(|B| − 2)α|B| · ‖θB − ϑB‖|B|
φ(ϑ) dϑB ⊗j 6∈B µ0(dϑj)
and µθl,r(f) := ν
θ
l (φ)−νθl,r(φ). A direct computation shows that |µθl,r| ≤ Cr(AC0 lnN)−d
and ‖νθl,r‖ ≤ C(AC0 lnN)−d ln r−1. Since |f | ≤ 2|g|∞ we can finally use Theorem
28Remember that the marginal of (µe)XYℓ on B ∪ B
′ is absolutely continuous with respect to
Lebesgue, hence the boundary of IB has zero measure, moreover ∂θlΨ is a continuous function
on IZ
d
.
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2.2 to estimate∣∣∣E2((∆˜Xk )i(∆˜Ym)j | FXYk−A lnN )∣∣∣ ≤ C
r + supl∈B
θ∈IB
|(τXk )′νθl,r(SA lnN g˜i)|

≤ C
r + µw(g˜i) + supl∈B
θ∈IB
‖(τXk)′νθl,r‖ηA lnN

≤ C {r +N−1 ln r−1} ≤ CN−1 lnN ,
where we have chosen r = N−1.
In conclusion,∣∣E2((XˆNt+h − XˆNt )i∂xiyjψ(t, XˆNt , Yˆ Nt )(Yˆ Nt+h − Yˆ Nt )j)∣∣ ≤ CN− 12 ‖ψ‖C2
+A lnN N−1E2(Card{t ≤ N : ‖Xt − Yt‖ ≤ 4C0A lnN})‖ψ‖C2.
(5.9)
In Section 6 we prove the following bound.
Lemma 5.2. Let A be a large constant and set LN := A lnN . There exists δ0 ∈
(0, 1) such that
(5.10) E2(Card{t ≤ N : ‖Xt − Yt‖ ≤ LN}) ≤ CN δ0 (N ∈ N).
Lemma 5.2 allows to estimate the last term in the right hand side of (5.9) by
CN δ0−1 lnN‖ψ‖C2 = Ch(h−1N δ0−1) lnN‖ψ‖C2,
proving the proposition by choosing β = 1−δ06 and ϑ = 1− 3β. 
6. Two walks estimates
In Section 5 we proved that Lemma 2.8 (and hence Theorem 2.7) holds provided
the average number of times two walks come closer than A lnN in time N is smaller
than N δ0 for some δ0 ∈ (0, 1). The purpose of this section is to prove such an
estimate and therefore conclude the argument.
6.1. On the number of close encounters. The proof of inequality (5.10) can
be reduced to the following simpler inequality.
Lemma 6.1. There exist ρ ∈ (0, 1), C7 > 0 such that for any m ∈ N and for any
a, b such that ‖a− b‖ > LN , we have
(6.1) P2 ({‖Xj − Yj‖ > LN ∀ j ∈ {m, . . . ,m+N}} | Xm = a, Ym = b) ≥ C7
Nρ
,
(Here P2 is the underlying probability for the process (θt, Xt, Yt) started with θ0
distributed according to µe).
We postpone the proof of the above Lemma until finishing the proof of (5.10).
Proof of Lemma 5.2. Notice that Assumption 4 implies that the walks can move
in different directions with positive probability. In particular, there exists γ > 0
such that for each a, b ∈ Zd, m ∈ N and δ > 0,
(6.2) P2
({
‖Xm+L2N − Ym+L2N‖ ≥ LN
} ∣∣∣∣ Xm = a, Ym = b) ≥ c(δ)γδLN ,
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Indeed
P
2
(
{‖Xm+δLN − Ym+δLN‖ ≥ δLN}
∣∣∣∣ Xm = a, Ym = b) ≥ γδLN
the latter being the probability of one fixed path in which Xi, Yi get further and
further apart at each step. On the other hand
(6.3) P2
({
‖Xm+L2N−δLN − Ym+L2N−δLN‖ ≥ LN
} ∣∣∣∣ ‖Xm − Ym‖ ≥ δLN) ≥ c(δ),
To verify (6.3) letW (1)(t) andW (2)(t) be independent Brownian Motions such that
W (2)(0)−W (1)(0) = v, where ‖v‖ = δ. Let vˆ := v ‖v‖−1, and
c(δ) :=
1
2
P
(
‖W (2)(1)−W (1)(1)‖ > 1, and for all t ∈ [0, 1]
〈W (2)(t), vˆ〉 > 〈W (2)(0), vˆ〉 − δ
3
and 〈W (1)(t), vˆ〉 < 〈W (1)(0), vˆ〉 − δ
3
)
Observe that the invariance principle established in Lemma 4.2, Lemma 3.5 and the
fact that local dynamics are independent implies a two particle invariance principle
as long as the walkers explore disjoint regions in the phase space. Therefore the
probability that two walkers grow LN apart exploring disjoint regions of the phase
space is at least c(δ) for large N proving (6.3). Choose ̺ < 1− ρ. Then,
P
2
({
sup
m≤i≤m+N̺
‖Xi − Yi‖ ≤ LN
} ∣∣∣∣ Xm = a, Ym = b)
≤
N̺L−2N∏
j=1
(1− c(δ)γδLN ) ≤ e−c(δ)γδLNL−2N N̺ ≤ e−CN̺/2 ,
(6.4)
provided that δ is sufficiently small.
Next, consider the sets B−R := {(x, y) : ‖x− y‖ ≤ R}, B+R := {‖x− y‖ > R} and
the stopping times, for k > 0,
s0 := inf
{
j ∈ N : j > 0, (Xj−1, Yj−1) ∈ B−LN , (Xj , Yj) ∈ B+LN
}
,
s2k := inf
{
j ∈ N : j > s2k−2, (Xj−1, Yj−1) ∈ B−LN , (Xj , Yj) ∈ B+LN
}
,
s1 := inf
{
j ∈ N : j > s0, (Xj−1, Yj−1) ∈ B+LN , (Xj , Yj) ∈ B−LN
}
,
s2k+1 := inf
{
j ∈ N : j > s2k−1, (Xj−1, Yj−1) ∈ B+LN , (Xj , Yj) ∈ B−LN
}
.
Clearly, s2k < s2k+1 < s2k+2 and sk > k. As X0 = Y0, these stopping times
are adapted to the filtration FXYt . Note that the s2k are upcrossing times hence
‖Xt − Yt‖ ≤ LN for all the t ∈ {s2k−1, . . . , s2k − 1}. With this notation, (6.4)
implies
P
2
({
sup
i≤N
(s2i − s2i−1) > N̺
})
≤ N sup
i≤N
P
2 ({s2i − s2i−1 > N̺}) ≤ Ne−N̺/2.
Let us set J := inf{k ∈ N : sk ≥ N}, clearly J ≤ N ,
(6.5) E2(Card{n < N : ‖Xn − Yn‖ ≤ LN}) ≤ N2e−N̺/2 +N̺E2(J).
It remains to investigate the length of the intervals of time in which the two
walks are further apart than LN . Let Sn := {supk≤n(s2k+1 − s2k) < N}, and
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denote by FXYs2k the σ-algebra associated to the filtration FXYt and the stopping
time s2k. Then, by (6.1),
P
2({J > n}) ≤ E2 (1Sn) = E2(1Sn−1P2({s2n+1 − s2n < N} | Sn−1))
= E2
(
1Sn−1P
2
({s2n+1 − s2n < N} | FXYs2n ))
≤
(
1− C0
Nρ
)
E
2(1Sn−1) ≤ · · · ≤
(
1− C0
Nρ
)n
.
Thus, letting 1− ̺ > α > ρ, it follows that
P
2({J > Nα}) ≤ Ce−C0Nα−ρ .
which means that E2(J) ≤ Nα + N P2({J > Nα}) ≤ CNα. In view of (6.5) this
proves (5.10) provided we have chosen δ0 so that ̺+ α < δ0. 
Our program is thus completed once we prove (6.1). To this end an intermediate
result is needed.
Lemma 6.2. Given R > 0, take two points aR and bR such that ‖aR − bR‖ = R.
Consider two walks starting at aR and bR respectively with the environment given
by the probability distribution ν ∈ B and define the stopping time τδ,R as the first
time n > 0 such that
‖Xn − Yn‖ ≤ R
1 + δ
or ‖Xn − Yn‖ ≥ (1 + δ)R.
For each C8 > 0, if ‖ν‖ ≤ C8, then there exist Rδ ∈ R+, c1, c2 > 0 such that for
each R ≥ Rδ
P
2
ν
({‖Xτδ,R − Yτδ,R‖ ≥ (1 + δ)R}) ≥ 12 + δ − c1e−c2/δ .
Proof. Let TR be the first time n > 0 such that
max(‖Xn −Xm‖, ‖Yn − Ym‖) ≥ R
2
.
Then, by Section 4 the pair(
Xmin(TR,tR2) −Xm
R
,
Ymin(TR,tR2) −Xm
R
)
is asymptotic, when R→∞, to a pair of independent Brownian Motions
(W (1)(t),W (2)(t)) ∈ Rd × Rd W (1)(0) = 0, ‖W (2)(0)‖ = 1
stopped at time T when one of them wanders more than 1/2 from its starting
position.29 Let τ be the first time ‖W (1)(t) −W (2)(t)‖ = (1 + δ) or ‖W (1)(t) −
W (2)(t)‖ = (1 + δ)−1. Recall that
P ({‖W (1)(τ )−W (2)(τ )‖ = (1 + δ)}) ≥ 1
2 + δ
(the worst case is then d = 1, see e.g. [11], Section XI.1). On the other hand
(6.6) P (T < τ ) ≤ P (τ > δ) + P (T < δ)
29More precisely, the fact that each component is approximately Brownian comes from Section
4 while independence is due to the fact that the walkers explore non-intersecting regions in the
phase space and can be proven by the same arguments use to estimate (5.9).
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and both terms are O(e−c/δ), the first one because
P (τ > (k + 1)δ2|τ > kδ2) ≤ γ < 1
and the second one by Hoeffding’s inequality (see e.g. [6]). Now30
P({‖Xτδ,R − Yτδ,R = R(1 + δ)})
≥ P({‖Xτδ,R − Yτδ,R = R(1 + δ) and τδ,R < TR}) ≥
1
2 + δ
− c1e−c2/δ.

We now use the following comparison criterion (proved in section 6.2).
Lemma 6.3. Suppose ξ1, ξ2 . . . ξn . . . is a random process such that ξn = ±1 and
for all n
P (ξn = 1|ξ1 . . . ξn−1) ≥ p.
Let ξ˜1, ξ˜2 . . . ξ˜n . . . be iid random variables such that ξ˜n = ±1, and P (ξ˜n = 1) = p.
Let
Xn =
n∑
j=1
ξn + X0 X˜n =
n∑
j=1
ξ˜n + X˜0.
Then for any α1 < α < α2
P (Xk reaches α2 before α1|X0 = α) ≥ P (X˜k reaches α2 before α1|X˜0 = α)
Recall that by Gambler’s Ruin Formula for p 6= 1/2
(6.7) P (X˜k reaches α2 before α1|X˜0 = α) =
(
p
1−p
)α2−α − ( p1−p)α2−α1
1−
(
p
1−p
)α2−α1
Proof of Lemma 6.1. LetXm = a and Ym = b with ‖a−b‖ ≥ LN and κ ∈ (12 , 1).
Using ellipticity of Assumption 4 for the first δLN steps we see that with proba-
bility greater than N−cδ our walkers move distance (1+δ)LN apart without getting
within distance LN from each other. Let τ1 be the first time afterm when our walk-
ers move distance (1 + δ)LN apart and let τn+1 be the first time after τn when
‖Xj − Yj‖ ≥ (1 + δ)‖Xτn − Yτn‖ or ‖Xj − Yj‖ ≤ (1 + δ)−1‖Xτn − Yτn‖.
Applying Lemma 6.3 to Xn = ln ‖Xτn−Yτn‖ln(1+δ) with α1 = lnLNln(1+δ) , α = α1 + 1, α2 =
κ lnN
ln(1+δ) and using Lemma 6.2, taking into account Lemma 3.5, to estimate the
probability of moving apart we conclude from (6.7) that for each ǫ > 0, by choosing
δ small and N large enough, the probability that the walkers move distance NκLN
apart without getting within distance LN from each other is at least cδN
−κ−ǫ.
Hence there is a polynomially small probability of making an excursion of size
NκLN before returning to a distance LN . On the other hand once we have such a
big excursion Lemma 2.6 implies that it will take more than N steps to come back,
indeed
P
2
({
inf
ℓ+1≤j≤ℓ+N
‖Xj − Yj‖ ≤ LN
} ∣∣∣∣ ‖Xℓ − Yℓ‖ ≥ NκLN)
≤ CNe−CN2κ−1 .
30Here c1 should be taken a little bit larger than the implied constants in (6.6) to take into
account that our process is only approximated by Brownian Motion.
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The last two estimates imply Lemma 6.1 
6.2. Comparison Lemma.
Proof of Lemma 6.3. Let U1, U2 . . . Un . . . be random variables which are inde-
pendent and uniformly distributed on [0, 1]. Define
ξ∗n = −1 if Un < P (ξn = −1|ξ1 = ξ∗1 , . . . , ξn−1 = ξ∗n−1) and ξn = 1 otherwise.
Also let ξ˜∗n = −1 if Un < 1− p and ξ˜∗n = 1 otherwise. Let
X ∗n =
n∑
j=1
ξ∗j , X˜ ∗n =
n∑
j=1
ξ˜∗j .
Then {X ∗n} has the same distribution as {Xn}, {X˜ ∗n} has the same distribution as
{X˜n} and X ∗n ≥ X˜ ∗n . 
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