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In this paper the theory of linear delay differential equations is extended in 
three directions. One, the underlying phase space is allowed to be a Banach space 
so that equations with unbounded operators may be considered. Two, the delay 
is permitted to be effective over an infinite interval and a connection is made 
between this type of system and neutral systems whose delay is effective over a 
finite interval. Three, a theory of uniform asymptotic stabilitji for linear delay 
differential equations in a Hilbert space is developed. 
This paper is concerned with extending the notion of solution for linear 
differential delay equations from a finite dimensional phase space setting into 
an infinite dimensional one. In finite dimensions one may consider a delay 
differential equation either in its original form or 2s an integral equation in which 
the derivative does not explicitly occur. This latter view is the one taken in this 
paper. To justify this approach, we point out that many problems involving 
linear partial differential equations are transformed into abstract settings, i.e., 
Banach spaces, in which it is more convenient to consider the problem as an 
integral equation than 2s a differential equation. However, in Section 2 the 
connection between these two viewpoints is demonstrated for certain classes of 
problems, particularly autonomous ones. 
Section 1 of the paper concerns preliminaries. Here certain conventions are 
given and propositions and definitions are stated which will be used in the sub- 
sequent sections. In Sections 2 the basic nonautonomous problem is considered, 
Loosely speaking the system 
$ (t) = A(t) x(t) +- 2 El& - q) s(t - co<), 
j=l 
(0.1) 
0 < oJ1 < ... < WY, < .“, is considered. The underlying phase space is a 
Banach space, A(t) is a, possibly unbounded, linear operator defined for t > 0, 
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{H,(r)} is a sequence of bounded linear operators defined for t > 0. Some 
additional restrictions are made which will be precisely stated in Section 2. 
Theorem 2.6 is the fundamental uniqueness and existence theorem. The method 
used to prove existence is the “method of steps” described by Elsgol’ts [g]. 
Theorem 2.8 gives an explicit representation for solutions which is the analogue 
of the representation developed in the finite dimensional setting (see, e.g., [9]). 
Theorem 2.10 develops a representation for solutions of nonhomogeneous 
delay equations and is entirely what one would expect. Theorem 2.11 states that 
for autonomous systems the solutions of (0.1) generate a semigroup of class C, 
on an appropriate Banach space. This theorem also describes the domain of the 
infinitesimal generator of the semigroup. Theorems 2.12 and 2.13 give conditions 
under which the solutions of the basic problem do indeed satisfy differential 
equations of the form (0.1). 
It has been shown (see e.g. [2] for a survey of results) that many problems 
involving what might be termed linear differential systems in Hilbert spaces 
have the property that they are uniformly asymptotically stable if and only if the 
norms of their solutions are square integrable over a positive half line. One reason 
for interest in this phenomenon is that it is frequently easier to verify this latter 
so-called L, property than other criteria for uniform asymptotic stability (see, 
e.g., [4]). The purpose of Section 3 is to examine for linear functional equations 
whose phase space is a real Hilbert space the extent to which the L, property 
is necessary and sufficient for the uniform asymptotic stability of a large class of 
linear neutral differential-difference equations whose delay is effective over a 
finite interval. To obtain this result it was found necessary in Section 2 to 
extend the notion of differential-difference equations with a finite lag interval 
to certain delay equations with an infinite lag interval. The equations studied in 
Section 2 have the additional theoretical advantage that their initial data may be 
given in terms of measurable functions and not continuous ones. 
In the hope of making Section 3 more intelligible, we shall outline the main 
results in terms of differential systems, cautioning the reader that we are 
considering more general evolutionary processes. We initially consider the 
neutral system discussed in Section 2 
= J(t) y(t, to ,C> + f 4(t) Y(t - 4 , to ,4>, (0.2) 
i=l 
0 < to < t, 0 < hl < ... < I$,~. In (0.2) th e initial value 4 is taken in a suitably 
defined Banach space of continuous functions. Setting 
s(t) = y(t) - 5 B,(t) y(t - Jzj) 
j=l 
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we transform (0.2) into 
where0 = h, = w1 < ... < w., < ..., lim,,, w, = co andlim,,,((ln ?z)/w,) -= 0. 
Because of assumptions we make on (B,(t)> the mappings (I-l;(t)) possess the 
property that for some 8 > 0, z:j”=, 1 Hj(t)\ eBsw. < co. The system (0.4) contains 
not only solutions of (0.2) via the transformation (0.3) but other extraneous 
solutions as well. Its merit is that the initial values for solutions may be chosen 
to lie in a Hilbert space of Bochner integrable functions. 
We define in Section 2 the concept of uniform L, stability for systems (0.2.) 
and (0.4). This amounts to, in the case of (0.2), s h owing that all solutions satisfy 
an inequality of the form 
where M is independent of to . We then show in Theorem 3.1 that (0.2) is 
uniformly L, stable if and only if (0.4) is also. In Theorems 3.2 and 3.3 some 
consequences of assuming uniform L, stability are derived. In Lemma 3.3 it is 
shown that all solutions of (0.4) with initial values having support on an arbitrary 
compact interval, [-Y, 01, are uniformly asymptotically stable if (0.4) is uniformly 
L, stable. Using this result we prove in Theorem 3.4 that (0.2) is uniformly 
asymptotically stable if and only if it is uniformly L, stable. Theorem 3.5 
translates the criterion for uniform L, stability into one involving Lyapunov type 
functionals. 
Section 4 consists of examples illustrating the theory of Sections 2 and 3. 
Example 3 serves to highlight an anomaly for general retarded systems which 
cannot occur in finite dimensional phase spaces. This is: that uniform asymptotic 
stability is not necessarily preserved under small pertubations of the delay for 
infinite dimensional problems with finite lags, whereas it is for finite dimensional 
ones. Example 2 illustrates, in an infinite dimensional phase space, the con- 
nection between neutral equations a la Bellman and Cooke [l] or Hale and 
Meyer [Ill and those with infinite delays discussed in this paper. Examples 2, 
4, 5 and 6 are examples of the stability theory described in Section 3. 
Recent work concerning delay equations in Banach spaces has been done by 
Dickerson and Gibson [5] and Travis and TVebb [IS, 161. However the riew- 
points of those papers are somewhat different from that taken in this paper. For 
example Dickerson and Gibson do not consider stability from the viewpoint of 
Lyapunov type functionals as is done here, and Travis and Webb do not discuss 
neutral equations or consider a representation theory. 
A final comment should be made concerning the choice of Banach spaces used 
in developing the material of Section 2. As is mentioned in Remark 3.1 a simpler 
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choice is available. However we feel that the spaces used in Section 2 are more 
suitable for the study of stability problems for neutral systems and this is the 
main reason they were selected. 
I. PRELIMINARIES 
DEFINITION 1.1. Let X stand for a complex Banach space. The bounded 
linear mappings from X into itself will be denoted by [XJ The identity mapping 
in X will be denoted by I. 
DEFINITION 1.2. The norm in any Banach space other than a Hilbert space 
will be denoted by 1 * 1. 
DEFINITION 1.3. The direct sum of two Banach spaces X1 and Xs will be 
denoted by X, + X, = ((x1 , xs): x1 E X1 and xs E X,}. If both Xr and Xa are 
not Hilbert spaces the norm is given by 1 x ] = 1(x1, xs)] = j x1 I + 1 xs I. 
If X1 and Xs are Hilbert spaces the norm is given by I] x II2 = /1(x, , Uv2)11 = 
II Xl II” + II x2 II”. 
DEFINITION 1.4. Let [a, b) C R, -co < a, b < co. Let X be a Banach 
space and f: [a, b] -+ X Bochner square integrable. The equivalence classes of 
such mappings, f, will be denoted by &[[a, b), XJ The space of all continuous 
mappings,f, from a bounded interval [a, b] into X will be denoted by C[[a, b], -Xl. 
The norm in this space is 
H will denote a real Hilbert space with norm I] . I] and inner product (., .). If 
0 < P < co the space of equivalence classes of Bochner square integrable 
functions from the interval [-Y, 0) into H will be denoted by Ls[[--Y, 0), H]. 
The norm on this space is II 4 II2 = J”:r II $(D)]]~ do. The space H, = H + 
-w--r, o>, Kl = -x31*7 #I: x E H and $ E&[[---T, 0), H]} is a Hilbert space with 
inner product 
<ii 6) = MO)7 WD + J” <4(4 Yw> do, 
--T 
where 4 = (+(O), 4) and 4 = (4(O), 16). The space C[[-r, 01, H] = CT will 
denote the space of continuous mappings from [--Y, 0] into H. The norm on C,r 
is I 4 I = sq4I +(~>ll: 0 EL--r, 011. 
DEFINITION 1.5. Let H be a complex Hilbert space. A mapping B E [H] is 
called positive Hermitian and denoted by B > 0 if B = B* (B* denotes the 
adjoint of B) and (Bx, x) > 0 for [/ x [j f 0. 
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Notational convention. Th e symbol d will denote the set in R+ x I?+ 
defined by 
A = {(t, to) 0 < t, < t < mc)). 
DEFINITION 1.6. A family of mappings (S(t, to)} in [Xj with (t, to) E d will 
be called a strongly continuous evolutionary process with exponential growth if 
for all (s, t,) and (t, S) in d with to < s < t and x E X: 
(i) S(t, s) S(s, t,)x = S(t, t,)x; 
(ii) there exist constants M, > 1 and w > 0 such that 
1 qt, t,)] < f%z++tO) 
for all (t, to) E d; 
(iii) S(., to) is strongly continuous for t > t, and 1 s(t, to)/ = 0 for 
t -==c t,;
(iv) lim,,,O+ S(t, t&c = .1c. 
A family satisfying (i)-(iv) will b e called an evolutionary process of class C{O, e). 
Observe that if (S(t, t,)} sa is t fi es, in addition to Definition 1.6, the condition 
qt, to) = S(t - to , 0) (1.1) 
then the evolutionary process is a semi-group of class C, (see, e.g., 1121). 
Let (A(t)) be an unbounded family of linear operators on X whose members 
are defined for each t in [O, CO). Assume that for each t E [0, co) the domain of 
A(t), .9?(A), is the same and that B(A) is dense in X. Consider the differential 
equation 
g = A(t) x(t), t > 0. (1.2) 
The following definition can be found in [13]. 
DEFINITION 1.7. The Cauchy problem for (1.2) is said to be uniformly 
correct if: 
(i) for all x,, E 9(A) there exists a unique family of mappings U(t, to) C [Xj: 
(t: t,,) E d, such that 
$ [up, &J%l = 4) qt, a>%j ; 
(ii) A(t) U(t, t&z, is continuous on d if x0 E B(A); 
(iii) if (x,J C B(A) tends to x0 , then on each finite interval [0, T], T < 00, 
u(t, t,)x, -+ U(t, t,)x, uniformly in (t, to) so long as 0 < to < t < 7’. 
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ASSUMPTION 1.1. We shall always assume a uniformly correct Cauchy 
problem generates an evolutionary process of class C(0, e), that for t 3 U, U(t, U) 
maps .%(A) into itself, that A-l( G exists for each Q E [0, CD) and for each (T, is in ) 
[Xj and that 
V(t, u) = A(t) U(t, u) A-l(o) 
is in [X] for all t > u 3 0 and is strongly continuous on A. 
PROPOSITION 1.1 (See, e.g., [13, p. 19.51.) On L@(A) the operator U(t, CT) is 
strongly dz@mntiable relative to t and (T and ;f x0 E 9?(A) 
; v-m 4, %I = 4) w, +o 
and 
g [U(t, u)x,] = U(t, u) A(u)xo . 
PROPOSITION 1.2 (See, e.g., [13, p. 1971.) If the opuator A(t) satisj?es Defni- 
tion 1.7 and Assumption 1 .l and if A(t) x,, is continuously dafluentiable for all 
CC,, E g(A) and the mapping f: [0, a) -+ X is absolutely continuous then wherever 
j(t) exists 
r(t, to> = 1: W u>f(u> da (1.4) 
is a solution of the diSfeerentia1 equation 
2 (6 tll) = JwY@> to) +f@> (l-5) 
with initial value 1 y(t,, , t,)l = 0. 
Proof. Because of the hypotheses of the proposition 
At, to) = j-1 W, u)f(u> do = j-1 U(t, 4 4~) .@(cJ)f(u) do 
- s 
-- t ; (u(t, 4 A-l(u) f (0) da = u(t, to) A-V,)f (to) 
- :-V,,,, + 1: W, 0) $ [A-'(o)f(u)l da. (l-6) 
Notice that a.e. on [to, to). 
$ WYdf (a)1 = --A-w A(o) A-l(u) f (u) + A-l(u) f (u). 
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Thus 
+ [” -A(t) U(r, U) [A-~(U) A(0) A-l(~)f(~) - A-l(~)f(~)] d0. 
-!tl3 (1.7) 
On the other hand the right side of (1.6) is differentiable whenever f is 
differentiable and a straightforward differentiation of (1.6) will yield (11.7) which 
proves the proposition. 
The proof of the next proposition is given in [4], but it is a variant of a lemma 
in Dunford and Schwartz [7, p. 531. 
PROPOSITION 1.3. Let p(p) be a colztinuous farnil of semi-norms on a Banach 
space X such that for each x E X s;p p(P)(x) < rx). Then there exists a constant 
M < a3 such that for all x in X 
Remark 1 .l. In Section 4 we shall present examples of the theory developed 
in Sections 2 and 3. Two convenient spaces to use are the sequence space Ez 
which is the Hilbert space of sequences of real number a = (aI ,..., a, ?...) such 
that x:j”=, aj2 < co, and 1s x l2 defined as follows: 
if 
(a, b) E l2 x 1, 
a = (a, ,..., a, ,... ), b = (b, ,..., b, ,...) 
are sequences of real numbers such that 
It n27r2a IL2 n=l + 2 b,” = [I(a, b)ll” < ~0. 
12=1 
Let 0 < h, < h2 < ... < h, = h < co. Consider the set of all reai numbers 
(w} defined by 
4nl ,..., n,,) = n,h, + ... + n,,h,, (1.8) 
where nj , j = I,..., m, is zero or a natural number. Let us order {w> in the usual 
way. We then obtain a countable sequence of positive real numbers {w,] where 
h, = WI < wg ... and lim,,, w, = co. 
Properties of {wJ 
LEMMA 1.1. lim n+m((ln n)h) = 0. 
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Proof. Define the following sets of numbers 
E(1) = (Wj: wj = h, for some Iz} 
E(2) = (w,: wj = n,h, + ... + h,h, and n, + n2 + ‘.. + n,, = 2 
E(p) = {wj: wi = nrh, + ... + n,,h, and ra, + ... + n, = 4 
. 
By an elementary counting argument it can be shown that for any integer 4 the 
cardinal of the set E(q) is less than or equal to 
( q+m-1 ) = (4 + m - l)! m-l q/(m - I)! ’ 
For any integer 4 let 
We wish to obtain an estimate for the growth of Z(q) as a function of q. Thus let 
us examine a typical term in Z(q). Let 1 < r < q. Then 
( r+m-1 i = (r + 1) ... (r + m - 1 m-1 (m - l)! 
_ (1 + l/r) *** (1 + (m - l)jr)v”-l< mm 
(m - l)! (m - l)! 
ym--l 
’ 
Thus for each 4 
-w G (mTl)! .r P+l 1 x”-ldx<~(q$l~. 
Now let q be any positive integer and suppose, for some integer 01, w, = qh, . 
We claim a < Z(q). 
Suppose the contrary; then there exist at least Z(q) terms of {wi} which are less 
than qhl . But this implies the existence of an wj such that q;1 > wj = 
F& + ... + n,hm and n, + ... + n 111 > q. This is impossible since q& > wj > 
Mnl + ... + n,) > qh, . Hence by (1.9) 
01 < Z(q) < 5 (q + l)m < m”(q + 1)“. 
Observe that Z(q) < Z(q + 1) for all q. Thus let 
+7) < n -=c z(q + 1). 
(1.10) 
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We claim w, 3 @, . For if W, < $z, then We < $zl = w, where 11 < 01 < Z(q) 
which by (1.10) is impossible. Thus for this n 
(1.11) 
Rut given E > 0 there exists q,, such that (m In m(q + 2))/h,q is monotonically 
decreasing for q > qO and less than E in value. Hence for that qO and 
we have from (1.11) 
which proves the lemma. 
Assume there exist a seuqence of positive numbers {ri} and a positive number 6 
such that 
(1.12) 
LEMMA 1.2. If (1.12) holds, then for every positive integer k the series 
gl WjkP%j (1.13) 
converges. 
Proqf. Because of (1.12) the function 
is a Dirchlet series analytic for Re x < 28 (see e.g. [17]). Thus 
ftM(s) = f WjlirgedWj 
i=l 
converges for ail positive integers k. 
COROLLARY. For any rational number q the series c,“=, TjwjSesn converges. 
Proof. Clearly the series converges for negative q since wj tends to infinity 
as j tends to infinity. For q positive we select the first integer, k, greater than q 
and apply the comparison test using the series (1.13) for comparison. 
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EXAMPLE 1.1. Let rj = pi, 0 < p < 1. For this sequence of {rj} we select 
6 > 0 as follows. By the comparison test 
Ti+le 
28wj+l 
= pe skoj+plj) y .e28Wj 3 
Since wj+r - wj < h, we choose 6 = (In p)/4h, . Then pe2d(Wj+l-Wj) ,< plp and 
hence the series Cj”=, pj eeswj converges. 
Assume (1.12) holds. We form the Hilbert space &[(--03,0), ZY] which 
consists of the equivalence classes of measurable mappings from (-CD, 0) into H 
which satisfy the condition 
I/ 4 /I2 = f Tj’P’j So I/ $(~)ll” de. 
i=l -wj 
The inner product on this space is given by 
(+, *> = gl rj2e28w5 j”” (+(4, #Cd> du. 
-wj 
We also define the Hilbert space 
2% = H + L2[(- co, O), H]. 
The inner product in Z is 
<$,6> = <$4X, $(O)) + f rj2e26w5 Jo <$(d, #W) du> 
j=l -"j 




LEMMA 1.3. Let C/ eE2[(- co, 0), H]. Then the following series are finite. 
zl rj (J:m, II #(~)ll” do)“‘, J 
(1.17) 
for any o1 > 0, (1.18) 
and fw any 01 > 0 
(1.19) 
(1.20) 
Fl ePwi < co (1.21) 
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Proof. (i) Proof (1.17) is finite. By assumption 
Here there existsj, such that 
Thus 
By Lemma 1.1 there exists n, such that (In n)/w, < S/2 if IZ > n,, . Thus for 
n > q, n < e(*/2)Wm or e-8wn(l/n2). But then C,“=, e--6tie < co which means that 
(1.17) is also. 
(ii) Proof (1.18) is @rite. By Lemma 1.1 there exists j, such that for 
jb&,e -(6/2)wj < l/j2. Hence the Dirichlet series 
g(x) = f emzwj 
is convergent for Re x < --S/Z. This means that 
g(JJ(-a) = f wFe--6wj 
j=l 
is convergent for all positive integers ii, but if k > a: then by majorization so is 
(1.18). 
(iii) Proof that (1.19) is conaergent. As in the proof of (i) we can find j,, 
such that 
if j > j,, . But then since (1.18) is convergent for oi = 3, it follows that (1.19) is 
also. 
(iv) Proof that (1.20) is conzergerrt. By the corollary to Lemma 1.2 
CT=, r+# eSor is convergent, hence so must (1.20) by majorization. 
(v) Proof tlzat (1.21) is co?rzvergent. By Lemma 1.1 there exists j, such that 
In j < (a/2)0+ for all j > j, . Another way of saying this is that for j > j, , 
e-aywj < l/j2, which proves (1.21). 
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Assume Bj: (-co, cc) + [K] are such that 1 B,(t)\ < b < cc forj = I,..., EZ. 
Assume Hj: (-XI, m) -+ [H] are related to the {Bi} in the following manner. 
If y: (- co, cc) -+ H is given and we let x: (- co, 03) --+ H be defined by the 
expression 
then 
x(t) = y(t) - 5 B,(t) y(t - hj) (1.22) 
j=l 
y(t) = x(t) + f Q,(t) x(t - Wj) 
j=l 
(1.23) 
where the {wj} are given by (1.8). We shall in the future assume that for each j 
1 fij(t)I < ij where the sequence (fj} satisfies 
g iie- < co. (1.24) 
DEFINITION 1.8. An evoIutionary process, T(t, t,), of class C(0, e) on a 
Banach space X is uniformly stable if there exists M > 1 such that ( T(t, &,)I < M 
for all t > to > 0. 
DEFINITION 1.9. An evolutionary process, T(t, to), of class C(0, e) is 
uniformly asymptotically stable if given any E > 0 there exists ~(6) such that 
j T(t,t,)l <efort a-(~)+&. 
2. THE MAIN RESULTS 
Let 0 < h, < ... < h, = 12 be as in Section 1. Let T(t, to) C [H] be a 
strongly continuous evolutionary process satisfying (ii) of Definition 1.6, let 
{B,(t)), 1 < j < m, be a strongly continuous set of mappings from [0, co) --t [K] 
and {Ai(t 1 < j < m, a strongly continuous family of mappings from 
[0, co)+[H].W e s a h 11 assume that for allj j A,(t)\ < b and ] B,(t)] < b, b < 00, 
and that for all j ( B,(t)1 = 0 if t < 0. 
Consider the system of delay equations defined as follows: 
y(t, to 3 4) - jJ Bj(t) YCt - h 1 tO 9 $1 
j=l 
= Vt, to) [Q(O) - ,g Bj(to) CC-h)] 
+ l; [T(t, to> : -%wY(~ - 4, to > TV] dLT 
j=l 
(2.la) 
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if t > t; 3 0 and 
Ye, to 3 +> = w - to), 4 E G (2.lb) 
if t E [to - h, to]. 
For system (2.1) the following two theorems are valid. Their proofs are omitted 
since they are similar to Theorems 2.6 and 2.7 and in fact are consequences of 
those theorems. 
THEOREM 2.1. Given $ E C, and to 3 0 thew exists a unique solution fat all 
t > to . If a, and a2 are real numbers and& and$, are in CA then for all t > t, - h 
y(t, to , a& + a&) + aly(t, to ,411 + a,y(t, t0 l $2) 
DEFINITION 2.1. For each pair t > to > 0 we define the mapping, ~(t, to), 
in [CA] by the relation T(t, to)+ = (~(a, to , $): a E [t - h, t] and y(u, to, 4) 
satisfies (2.1 j]. 
Tmomu 2.2. The mappings r(t, to) of D fi t * e nz zon 2.1 describe an evolutionary 
process of class C(0, e) on C, . 
DEFINITION 2.2. System (2.1) is said to be uniformly& stable if for every+ in 
C, there exists a finite constant A!($), independent of to , such that 
In conjugation with (2.1) let us consider a related system in Z. Thus let 
to >Oand#ECh.Define 




/J(U) = d(u) - f Bdto f u)~(u - hi) if u E C-h, 0] (2.3b) 
j=l 
II ill = 0 if u > -h. (2.3~) 
Clearly (2.3) defines a linear mapping from C, into A?. We write this mapping 
symbolically in the form 
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Applying (2.3a) to (2.la) we obtain 
The y terms under the integral in (2.5) may be replaced by x terms if we apply 
(1.19). Thus if t > to 
= T(t, to) $(O) + l; T(t, 0) 2 Hj(u - wi) ~(0 - wj, to , $) du. 
j=l (2.6a) 
If t = to , 
Nto 7 to 9 $1 = #CO) = (bt”) - f Bjfto) 4tdhj)* 
j-1 
If t E [to - h, to], 
& to 9 $1 = G(t - to) = +(t - to) - 2 B,(t) b(t - to - hj) (2.6by 
j=l 
and 
II 44 to ,b>ll =II VW = 0, if t < to - h. (2.6:)’ 
Notice, because 1 A,(t)1 < b for allj and 1 Bk(t)I < 4 for all k, that the implicitly 
defined mappings {H,(t)> in Eq. (2.6a) satisfy gTC1 1 I&(t) Pwi < CO. We may 
also assume that 1 ISk( < rk: for all k, where &=r rj Pwj < co, i.e. {rj> satisfies 
(1.12). To justify this statement observe that each Hz is of the form 
fJz(t) = &ltt) fL,,(t) + --* + 4&) an(t), 
and 
hzl + wzl = hza + WE, = *-a = htn + wz, = wz. 
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f / Hi(t)eswj j < mbesh f fjeswje 
g-1 j=l 
Having made the above observations, we see from the form of the equations 
in (2.6a), (2.6b)’ and (2.6c)‘, that if the requirements j/ 4(t) Ij = 0 for t < - br 
and # be piecewise continuous on L--h, 0) are dropped, the system can 
be enlarged to one which is more amenable to a functional analytic approach, 
Thus assume (2.6a) holds, but 
and that (26b)’ and (2.6~)’ are replaced by 
and 
VW) = X00 > to 7 6, (2.6b) 
if t E (-co, to). In the future we shall refer to Eqs. (2.6a), (2.6b) and (2.6~) by 
the collective term system (2.6). System (2.6) may be viewed as a retarded 
system of functional equations whose lag is effective over the interval (--co, to] 
and whose initial values lie in the space %. The following two theorems are 
consequences of Theorems 2.6 and 2.7 below. 
THEOREM 2.3. Given $ in S@ there exists a unique solution of (2.6) definedfor 
all t > to . If a, and a, are real numbers atzd y$ artd & are in SF, then 
.r(t, to , a& + a&> = 46 to , &I + a&, to , &I. (2.7) 
Furthermore for each pair of points t > to and z,8 in Y8 the function 
x,(t, ) $8) = {x(t + (3, to > 6): 0 E (-00, 0)) (2.S) 
is in&[(-c0,0), H]. 
DEFINITION 2.3. Let $ be in Z, t 3 t, and x(t, to, 4) the corresponding 
solution of system (2.6). Let +(t, t,)$ and x,(t, , $) in Z be defined by the 
relations 
‘wo 3 6) = (x(t, to > 6>, %@o 2 $Q, 
where xt(to , $) is given by (2.8). 
(2.9) 
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DEFINITION 2.4. The system (2.6) is said to be uniformly L, stable if for 
every $ in 3” there exists a finite constant M(q), independent of t, , such that 
(2.10) 
THEOREM 2.4. The family of mappings +(t, to) generated by the solutions of 
(2.6) describe an evolutionary process of class C(0, e) on SF’. 
The next theorem describes an explicit representation for solutions of system 
(2.6). It is a special case of Theorem 2.8 below. 
THE&JXM 2.5. There exists a family of mappings, (S(t, to)}, in [XJ which are 
dejinedfor t > to 3 0, suclz that the solutions of (2.6a) are given by 
S(t, u + q) H(u + wj) #(CT - to) da. (2.11) 
For to $xed and #(O) E H S(t, to) has the followine properties: 
(i) S(t, to) #(O) is continuous of2 [to , 00); 
(ii) limt+to+ Sk to) WV = W); 
(iii) / S(t, to)1 = 0 ;f t < to; 
(iv> S(t, to> 160.X = W, toI VW) 
+ j-1 [V, 4 t H,(u) S(o - wj > to> e(O)] da. 
r‘=l 
The Basic Nonautonomous Problem 
In the remainder of this section we assume {w,~}, 0 < wr < ... < w, *.* is 
a sequence of real numbers, not necessarily defined by (1.8), which satisfies 
and 
lim W, = co 
n+m 
(2.12) 
g+i((ln n)/qJ = 0. 
Let Hj: [O, 00) + [Xj, j = l,..., be a sequence of strongly measurable 
mappings such that for all t 3 0 
I Hj(t>l d rj 3 (2.14) 
LINEAR DIFFERENTIAL-DIFFERENCE EQUATIOlriS 121 
where (rl) satisfies the condition that there exists a 6 > 0 such that 
(2.15) 
Let .&[(- a, 0), X] denote the set of equivalence classes of all measurable 
mappings $ from (-03,0) + X such that 
Let 
j 4 j2 = zl r~P”j 1” i #(u)/” da < co. (3.16) 
--w j  
2 = x + L,[(- 03, O), q. (2.17) 
We shall, in the future, for convenience denote the elements of X by symbols 
of the form 4, z,$ ,..., etc., i.e., 
where 4(O) E X, + EL~[(-w, 0), X). Let T(t, to) be an evolutionary process of 
class C(0, e), i.e., a family of mappings which satisfies Definition 1.6. We shall 
study the system defined by 
if t > to , 
x(4 to ,J, = $(t - to), 4 E~2[(-03,01, xl? (2.19bj 
iftE(--CO, t,)and 
x@o ? to > 8) = wj. (2.19~) 
THEOREM 2.6. Given 4 EX and to 3 0 system (2.19) izm a unique solution 
for all t > to . 
Proof(i) Existence. Existence will be proved by demonstrating that a solution 
exists over the interval [to , to + wJ and then by arguing that by induction the 
solution can be extended to [t,, , to + nw,] for any natural number 1~. 
Since j T(t, to)/ satisfies an inequality of the form 
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we assume t E [to , s t + WJ and use (2.19a), (2.14) and the triangle inequality to 
obtain 
I 4b)12 do . (2.20) 
Observe that since by assumption xj”=, rj2 e26wj JTWj I rJ(u)]’ du converges, there 
existsj, such that, for all j > j, , ri2 epGwj jTwj I $(u)i” do < 1. That is, ifj 3 j. , 
ri JsW. 1 $(u)l" du < &% Since by assumption lim,,,J(ln n)jwJ = 0, there 
existsjj, > j,, such that for j > j, In j < (6/2)wj, i.e. e@+ < 1ljB. Hence if 
j >A 
(2.21) 
Applying (2.21) to (2.20) we obtain an estimate of the form 
I x(4 to, &I < Mt? ah-t& [ I W>l + W4) f $1 f-1 
if t E [to , to + wr]. 
(2.22) 
We now construct on X the continuous family of seminorms p(t - to, n) 
given by 
p(t - to, n)(J) = .Me”‘(t-to) [ #(O)l 
+ (;& (e 2”(t-to) - 1) [i rj (r”,, ) 4(u)12 duy”]. (2.23) 
j=l 9 
But by (2.22) we see that for each 4 E X 
Thus by Proposition 1.3 there exists Mr < co such that for all t E [to , to + ml] 
14hto,4)I <supp(t-tt,,n)(& <WlJl (2.24) 
which proves the convergence of the right-hand side of (2.19a) for 
t E [to, to + UJJ. Notice that MI depends not on t - to, but on wr. 
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Now let 
where 
#(a) = “~(&I + Wl + u, to 3 $)Y aE(-CQO). (2.26) 
We claim 4, defined by (2.26), is in &[(- co, 0), .X-J. To see this observe that by 
(2.24) 
Consequently, 
< ~~~~~~ / 4 I2 f rj%Pwj + 14 j2, (2.28) 
j=l 
which proves that # EE~[(-cxI, 0), X]. Furthermore from (2.24) and (2.28) 
we see that there exists 1 < &La < co which depends only on wI such that 
We now use the “method of steps” (see, e.g., [S]) to extend the solution of (2.19j 
to the interval [to + w1 , to + 2w,] using $ as our initial function. By the above 
argument the point 
i = (m(2w, + to, to ) 4,: T), 
where T(U) = x(201, + to + CJ, to , $), c E (-co, Oj, is in E2[(-co, 0), Xl and is 
a solution of (2.19) on [to + w1 , to + 2wJ. Moreover 
Proceeding inductively we find that for t E [to , to + nw,], II a natural number. 
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(ii) Umqueness. Uniqueness is a consequence of the inequality (2.30) and the 
linearity of (2.19). 
COROLLARY 1. The solutions of (2.19) satisfy the estimate 
j s(t, to , jJ)I < M2e”‘“-to’ I C$ 1 
where iVIz 3 1 and k > 0. 
Proof. \Ve use (2.30) and let k = (In Ma)/~r . 
(2.31) 
DEFINITION 2.5. For t 3 to 3 0 and 6 ~8 and the corresponding solution 
of (2.19) define x,(t, ,& E&[(--03, 0), AJ as 
%(&J , &> = @(t + 0, to 3 4): 0 E (-co, 0)). (2.32) 
COROLLARY 2. The point x,(t, ,q) E&[(- CO, 0), x] satisj%s the inequality 
1 xt(to ) $&)I < &!&e-J I$ 1 (2.33) 
where k and AI2 are the constants mentioned in Corollary 1 of Theorem 2.6. 
Proof. The proof follows from (2.29) by proceeding inductively. That is, 
since we have by (2.29) 
and clearly if t E [to , to + wr] 
(2.34) 
then by induction and using k = (In A&)/W, we obtain 
I x(6 to , +)I + I x&o , J>l < &3”‘f-t”‘. 
DEFINITION 2.6. For t > to >, 0 and 4 ET define, for the corresponding 
solution of (2.Q the point in J? given by 
wo 9 4) = (46 to > 41, “qo , B>>. 
COROLLARY 3. 
Proof. The proof is a restatement of inequality (2.34). 
(2.35) 
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THEOREM 2.7. For (t, to) E A define the point +(t, t,) E [z] by the relation 
qt, to@ = qt, ) J), r$ ET. (2.36) 
The fami@ +(t, to) generates an evolutionary process of class C(0, e) m 8. 
Proof. (i) We shall first show that +(t, to) has the evolutionary property 
qt, u) qu, to) = qt, to) 
if 0 < t, < u < t. 
For t 2 s we obtain, using the evolutionary property of T(t, to), 
= T(ty S) X(S, to ,$) + 1” T(T, U) F H,(U) .T(U - Wj , S, a,(to 9 $)) do 
s i=l 
= T(t, S> 
I 
T(s, to) b(O) + J”: T(sv 0) f H,(u) %(a - Wj > ‘O 3 J) dm] 
j=l 
+ j-” T(t, s) f H,(u) x(u - wj , s, &(to , 4)) du. 
s j-1 
(2.37aj 
If t < s observe that 
x(4 t,,8> =x(t, S? %(to 9 c>>- (2.37b) 
Also if t 3 s 




t T(t, u) f H,(u) x(u - wj , t, , $) da. (2.38) 
‘S i=l 
Thus comparing (2.37) and (2.38) and using the uniqueness of solutions of 
(2.19) we must have for t 3 s 
which proves the evolutionary property. 
(ii) We shall now show that for each $ E L$? limt++ S&t, , 4) = 4. 
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Assume t,, < t < t + w1 . Then 
+ fl rj2t?‘j l’xt. j (b(t + u - to) - C$(U - to)12 da 
0 3 
+ f yj2e”“wj .C, I x(t + u, to , $) - $(~>I” da (2.39) 
j=i,+l J 
Observe that if t E [to , to + wr] then we have shown (inequality 2.24)) that 
I x(f, to , $,I < Ml I 4 I. Thus 
s ’ Ix(t+U,to,~)12du -wj 
Hence 
can be made arbitrarily small for all t in [to , to + wr] by selecting j, sufficiently 
large. Thus let E > 0 be given. We choosej, so large that the last expression on 
the right-hand side of (2.39) is 1 ess than c/3. The middle term on the right side 
of (2.39) can be made less than e/3 since it is the sum of a finite number of terms 
which are continuous in t and zero when t is zero. Finally the first term on the 
right side of (2.39) can be made less than c/3 since the integrands in the sum are 
uniformly bounded and hence the integrals, which are finite in number, tend 
uniformly to zero as t tends to zero. Thus 
I MO 7 $1 - + l < E (2.40) 
if I t - t, j is sufficiently small. 
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Next observe that for t E [to , t, + or] the application of the triangle inequality 
to (2.19a) yields 





But since T(t, t,) is an evolutionary process of class C(0, e) (see Definition 1 @iv)) 
the right side of (2.40) tends to zero as t tends to t, from the right. Thus putting 
(2.40) and (2.41) together we have 
lim / Xt(t,, 4) - 4 [ = 0 
t-t&)+ 
which establishes property (iv) of Definition 1.6. 
(iii) From Corollary 3 of Theorem 2.6 we see that property (ii) of Definition 1.6 
also holds for the family +(t, to). 
(iv) We shall now establish property (iii) of Definition 1.6. First we assume 
t, and t, are in [to , t, + wl]. Then assuming t, > tI 
+ i It’ I(T(t, , u) - T(t, , u) Hj(u) x(u - wj , to , $)I da 
kl to 
+ j=.+l L; vk! ’ U) - T(t, U)) H,(U) X(U - CIJ~ ) to y J)] due 
Fix either tI or t, and let E > 0 be given. The fourth term on the right hand side 
of (2.42) can be made less than e/4 by choosing 12 sufficiently large. Once n is 
fixed we use the strong continuity of T(t, to) (property (iii) of Definition 1.6) 
to show that for t, - tl sufficiently small the first and third terms on the right- 
hand side of (2.42) are respectively less than c/4. The second term on the right 
hand side of (2.42) satisfies an estimate of the form 
505/29/r-9 
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G ($2 (e 2a(tz-t1) - 1)1/z [f yj (j-” 1 $@)I2 dcrr’2] (2.43) .j=l -0j 
(see, e.g., the second term on the right side of (2.43)). Clearly the right side of 
(2.43) can be made less than c/4 by choosing t, - tl sufficiently small. Thus give 
E > 0 and tl , t, in [to , to , wl] there exists a 8(c) > 0 such that 
if I t, - =Q 1 < 6(e). 
Next for to < tl < t, 9 to + q consider 
f I. I & + u’, 4, ,+) - “(t, + u’, to, &I” do 3 
= 
s tLm, I XC! + t, - t, 9 to 3 $I- x(B, to , $>I” dP 3 
= 
s t” I 4B + t, - t, , to 3 6) - HA to , $)I@ 
+ j-L.. I ~6 + t, - 5 > to 3 6) - XV, to , $>I 4 
3 
= s t; I 43 + t, - t, , to 9 6) - x(P, to 3 &I2 4 
+ [:_,-,, I w + t1 - t2) - ?v)12 dP. 
Using (2.45,) we obtain 
I %& , 4) - X&O , &I” 
(2.45) 
(2.46) 
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Given E > 0 and arguing as was done in establishing (2.44) we can make the 
third term on the right side of (2.46) 1 ess than c/3 by selecting n sufficiently 
large. Then once n is fixed the second term on the right of (2.46j can be made 
less than c/3 by selecting 1 tI - t, / sufficiently small, and because of (2.44) the 
first term on the right can be made less than ~/3 because of the uniform continuity 
of ~(t, t, , 4) on [t,, , to + wJ. Thus given E > 0 there exists S(e) > 0 such that 
for t, < to < t, < to + w1 and 1 tI - t, / < S(E) 
Putting (2.47) and (2.42) together we see that given E > 0 there is a S(E) > 0 such 
that for to < to < t, < t,, + w1 and j tl - t, j < &(E) 
This establishes the continuity of +(t, t,) on [a , t, + CUJ. 
Now suppose tI > to + w1 . Let C$ ~2. Let (tJ +- tl . We wish to show 
We can write tI = mt, + r, 0 < T < W, and we may assume without loss of 
generality that t, = mt, + 7, , 0 < ‘n < w1 . By (i) ab’ove 
But~=;i(mt,,t,)~E~,OOtt,--mt,,(w,andO~tl--mt,~w,.Thus 
by (2.48) where mt, replaces to and +(mt,, , t,,)q! repIaces 4 we see that 
lim,n+t F(& , t,& = F(fI , &&, which p 
compl&es the proof of the theorem. 
roves property (iii) of Definition 1.6 and 
EXAMPLE 2.1. Consider the system in RR defined by the different& equation 
$ [x(t) - B(t) x(t - k)] = 4(t) x(t) + f A,(t) .x(t - h,), (2.49) 
j=i 
where 0 < 4 < ... < h, = h, A(t), {k&(t)> and la(t) are n x n matrices which 
are uniformly bounded and continuous on [O, co), 1 B(t)\ = 0 if t < 0 and 
) B(t)/ < cl < 1 for all t > 0. 
Equation (2.46) is a neutral equation in R” (see, e.g., [I] or [l II). We make the 
transformation 
j)(t) = x(t) - B(t) x(t - II). (2.50) 
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Because of the assumption on B(t) we can invert (2.50) to obtain 
m = y(t) + f R,(t) y(t - jh) 
j=l 
where for each j 
j-1 
Rj(t) = fl B(t - (j - 1 - k)h). 
k=O 
Thus (2.49) becomes 
-g (y(t)> = -w 
[ 
r(t) + 2 at> YO - jh)] 
j=l 
+ 2 4(t) y(t - 4.) + f Rj(t - h,) J(t - hr - jh) 
T=l [ j=l I 
= A(t) y(t) + g Hj(t> J+- wj> (2.51) 
j=I 
where {wj> have the form 
q = n,h, + *.* + n,h, , 
with (nlz) being natural numbers such that n, + .-- + ?z~ > 1. Notice that the 
sequence (H,(t)> satisfies conditions (2.14) and (2.15). Notice also that the 
solutions of (2.49) are solutions, through the transformation (2.50), of (2.51). 
However there are solutions of (2.51) which are not solutions of (2.49). This is 
because solutions of (2.49) q re uire continuous initial data over the interval 
[-h, 01, whereas solutions of (2.51) only require measurable initial data over 
(-Co, 01. 
THEOREM 2.8. There exists a family of mappings (S(t, to)> C [xj such that all 
solutions of (2.19) can, fey t > to , be written in the form. 
& to ,& = Sk to> &O, + fl (“,. s(t, 0 + 4 %a + wj) C(u) du. (2.52) 
0 > 
Here S(t, to) is dejked by 
S(t, to)xo = T(t, t,)x, + j-1 T(t, u) 5 H,(u) S(u - wi , to)% da, (2.53a) 
j=l 
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dzere x0 E X and t 3 to and 
/ S(t, to)1 = 0 for t < t, . (2.53b) 
Proof. Notice that if 0 < t - s < w1 and s 3 cr > 0, then 
and 
S(t, s) = T(t, s) (2.54) 
= S(t, u)xo - 1” T(t, P> f f&(B) S(P - wj , +,, dfl. (2.55) 
‘S j=l 
Since (2.54) and (2.52) hold for t > to and t - to < w1 let us make the induction 
assumption that (2.52) holds for t E [t 0 , t, + KU+] where n is a natural number. 
Thus let L E [to + rt wl, t, + (n + I)wJ. Then we have, by the evolutionary 
property of solutions of (2.19), 
S(t, u + wj) H~(u + w?) ~(a, to 94) do, 
(2.56) 
and if (T E [t ,, , t,, + nwJ by the induction hypothesis 
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Substitution of (2.57) and (2.58) into (2.56) yields 




Substituting the identity (2.55) in (2.59) we obtain 
Collecting terms in (2.60) and observing that 
(2.60) 
s(t, 0 + WA f4& + u,d Sk 41) W) 43 (2.61) 
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we verify that (2.52) holds for all t in [to + nw, , t, + (n + l)wJ which completes 
the induction and proves the theorem. 
In addition to the system (2.19) we shall also consider its nonhomogeneous 
version. That is let f : [0, co) + X be Bochner integrable and define 
x(t, t, , J,f) = T(t, to) d(O) + I T(t, c> f f+j x(0 - wj , 4) , $,fj &I 
j=l 
+ J-1 T(t, df(4 AT (2.63a) 
if t > t, , 
x(6 t, , $, fj = $(t - to), (2.63b) 
4 &K-a> o>, Xl if t < t, 
and 
“(6) f t, 5 J9.f) = C(O). (2.63~) 
We state the following theorem without proof since this may be accomplished 
using the techniques of the proof of Theorem 2.6. 
THEOREM 2.9. There exists a unique solution of (2.63) for each triple (to , 4, f). 
Furthermore each solution of (2.63a) can be described by the equation 
x(t, t, ,J, 0) + x(4 f, , 0, f j = ~(6 to ,J, f j (2.64) 
where x(t, t,, , 6, 0) so ves 2 the homogeneous equation (2.19) with initial value 4 and 
x(t, t,, , 0,j) is the solution of (2.63) when 1 6 1 = 0. 
THEOREM 2.10. The solution of x(t, t, , 0,f) in. (2.63a) is given by 
x(t, to , 0, f) = J” qt, cj f(c) i&T (2.65) 
t 
where S(t, CT) satisjies (2.53). 
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Proof. We use the induction arguments in the proof of Theorem 2.8. Thus 
we assume for some natural number n that 
x(t, to 2 O,f) = [: SC4 f(u> 0% 
iftE[t,,t,+nw,].Thenift,+nw,~~t~t,+(n+l)w,wehave,ifweuse 
(2.53) and change variables judiciously, 
s(t, 0) f (0) da 
which proves the theorem. 
In finite dimensional settings the solutions of (2.19) are most often considered 
integrated versions of functional differential equations. Under what conditions 
is this true in a general Banach space ? The answer is that there exists a dense set 
& in X and a, possibly unbounded, linear operator A mapping a dense domain 
S?CXintoXsuchthatfor$EL%andt>,O 
$ (X(t, 0, $)) = AX(t, 0, $) + f HjX(t - Wj 7 0, 4) (2.66) 
i=l 
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THEOREM 2.11. Ijin (2.19) T(t, to) is a semi-group of class C, with injinitesimal 
generator A and H,(t) = Hj , a constant mapping in [Xl, for each j, then there 
exists a dense set of points, &‘, in 2 such that for 4 E & and t > 0 
4 (x(t, 0, 4)) = Ax(t, 0, $) + f Hjx(t -- wj , O,$). (2.67) 
j-1 
Furthermore, +(t, to) is a semi-group of class C,, whose infinitesimalgenerator, 01, has& 
as its domain and 
$2 = 
I 
4 : g (u) exists in E,[(- 00, 0), X] 
and $$ ('1 = A$(o> + gl Hj$(-Wj)) 
Proof. Observe that under the hypotheses of the theorem and because 
+(t, to) is an evolutionary process of class C(0, e) it is a semi-group of 
class C,, on X. Thus if ~1 is the infinitesimal generator of f(t, to) = +(t - to) and 
4 E domain (a) = & then this implies 
is differentiable with respect to t. This further implies that 
exist. But by looking at (2.19a) this is possible if and only if 
$ (x(t, 4)) = Ax(t, 4) + f H,x(t - wj , 4). 
j=l 
Since (d/dt)(x(t, $))jt=, _ . t exrs s we see that the domain is determined by this 
compatibility condition (see, e.g., [lo]), i.e., 
$ (0) = -4(O) + -f Hjd(--i) 
j=l 
which completes the proof of the theorem. 
Another circumstance under which the solutions of (2.19) are solutions of 
functional differential equations is the following extrapolation of a common finite 
dimensional problem to infinite dimensions. 
THEOREM 2.12. Let A: [0, CD) + [Xj be continuous and zcnifonn[y bomaded 
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on [0, co). Let Hi be, for each j, untformly continuous from [0, a) into the uniform 
operator topology of [Xl. If T(t, to) is generated by solutions of 
g (t> = JWYW 
and af 4 is continuous on (- 00,0] the solutions of (2.19) satisfy for t > t, the 
differential-dt@rence equation 
-& [(x(t, to , J>] = A(t) x(t, to ,B, + f H,(t) x(t - wj 3 to > d). (2-W 
j=l 
Proof. The proof follows from the fact that Hi(t) x(t - wj , to ,J) is con- 
tinuous on [0, co) for each j and that (d/dt)( T(t, to) = A(t) T(t, to) for t 3 to . 
The next theorem, although probably not the most general possible, does 
permit us to consider some solutions of (2.19) as solutions of functional differen- 
tial equations for nonautonomous problems. In this case T(t, to) is generated by a 
uniformly correct Cauchy problem with an unbounded A(t) which satisfies 
additional requirements. 
THEOREM 2.13. Assume T(t, t,J is generated by solutions of the uniformly 
correct Cauchy problem 
$ (y(t)> = A@> Y@> 
where A(t) satisfies Assumption 1 .l and assume A(t)xo is continuously dtf@entiable 
for all x0 E 9(A). Further assume that for each j and x0 in X(d/dt)(Hj(t)xo) is 
defined and continuously d$Grentiable on [0, co) and that there exists iI1 > 0 such 
that 
If 90: (-co, 0] -+ X is continuously dt$erentiable with a uniformly bounded 
derivative and zf 4(O) E 9(_4) th e solution of (2.19) for 4 = (4(O), 4) satisfies 
(2.68) a.e. on [to , co). 
Proof. Let t E [to , to + w,]. Then applying Proposition 1.2 
-y&t x t, to , 4)) = A(t) .$t, to ,J, + f H,(t) x(t - wj , to , d,. 
j-1 
Thus if A(t) x(t, to ,& is continuous on [to , to + wr], then x(& to ,+) is con- 
tinuously differentiable on (- co, to + wi], except possibly at the point to where 
the derivative may not exist. Proceeding inductively we can then readily show that 
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for any integer n x(t, t, , 4) is continuously differentiable on (-a, t, + ~zwJ, 
except possibly at points of the form 
where (nj} is a finite sequence of natural numbers. This would then verify the 
conclusion of the theorem. 
To prove ,4(t) x(t, t, ,4) is continuous on [t, , t, + WJ observe, that since d, is 
absolutely continuous, the {H,(t)} are strongly differentiable, and because A(tj 
satisfies Assumption 1.1 and A(t) is strongly differentiable on 53(/Q, we can write 
- A-l(t) f H,(t) x(t - q , f, ,a, 
j=l 
+ Jt T(t, U) $ [L‘-‘(U) f Hj(U) 2c(O - “j 1 to j Jj] dU* 
to j=l (2.69) 
Since 4(O) E B(A), -4(t) T(t, t,) 4(O) . 1s continuous. Also by Assumption 1.1, 
A(t) qt, to) A-l(t,) is strongly continuous on X, and x:j”=, H,(t) x(t - wi , t, , $) 
is continuous on [t, , co). That is to say, all terms not under the integral sign on 
the right side of (2.69) are continuous when operated on by -4(t). 
Let us examine the integral in (2.69). 
T(t, u) g- [L4-‘(o) f H,(u) A(, - wj , t, ) $1 
j=l 
= - qt, 0) A-l(u) A(u) A-l(u) f H,(u) x(0. - wj ) t, , (s) 
i=l 
f qt, u) -4-l(u) f g (H,(u) .T(u - OJj , t, , 4,. (2.70) 
j=l 
Clearly from (2.70) and the hypotheses of the theorem, particularly Assumption 
1.1, 
is continuous in t. Thus the right side of (2.69) is continuous and hence 
A(t) x(t, e , 4) is continuous on [to , t, + wJ. 
To complete the proof we observe that by steps we can now show A(t)x(t, f,, 4) 
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is continous on any interval [t,, , ton + wl] and thus d,r/dt(t, tO ,& is continuously 
differentiable except possibly at points of the form 
&I + WJl + *-- + n,w, + . . . . (2.71) 
But on any finite interval these are only finite in number. Thus the derivative of 
(2.19) exists on [to , t, + ~zwr] except possibly at a finite number of points which 
proves the theorem. 
3. SOME STABILITY RESULTS IN HILBERT SPACE 
In this section we shall consider some stability properties for delay systems in 
Hilbert spaces. The constants {n/r,} d erived in this section will be independent of 
those obtained in Section 2. 
LEMMA 3.1. If system (2. I) is uniform&L, stable, then thePe exists a constant, 
1 < M, < CO, such that fey every t, > 0 and # E C, 
Similarly ifsystem (3.6) is uniformlyl, stable there exists a constant, 1 < AI2 < 00, 
such that for every $ E &? and to > 0 
s 
m 
II 44 to , $>I” dt < fi4 II d 11’. (3.2) t0 
Proof. It suffices to prove the lemma for system (2.1) since the proof for 
system (2.6) is completely analogous. Thus assume (2.1) is uniformly L, stable. 
For each pair t > t, define on C, the seminorm 
& to)(+) = (j-1 II At, 4, 3 4)ll” df)“‘. 
For t and to fixed p(t, to) is a continuous seminorm. This is a trivial consequence 
of the fact that T(t, to) E [C,]. The L, condition implies p(t, to)(+) < Ml(+) for 
all t > t, . Thus by Proposition 1.3 
for some Ml < CD. If we choose Ml 3 1 condition (3.1) is satisfied. 
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THEOREM 3.1. System (2.1) is unifor.mly L1 stable if and only if system (2.6) is 
uniformly L, stable. 
Proof. (i) Assume system (2.6) is uniformly L, stable. Let 4 E C, and 
what is the same (2.3). Note that I\ $(o)jI = 0 to >, 0. Define $ E X using (2.4) or 
if u < -h and 
I [l + Er I W)I] < (m + l)b I + I. (3.3) 






Thus $ is a continuous function of $ and for all to there exists q < co such that 
Since for $ = B(t,)$ 
Y@, 43 3 4) = x(t, to, 4) + 2 Qt) x(t - q ) to, 4) 
j=l 
we can write [I y(t, t, , $)I? as follows. 
II ~(6 to , b)ll” = II 44 to T $jil” 
+ 2 f <x(t, tll 3 $1, q(t) x(t - WI > 3’0 , $1) 
j=l 
+ 2 f <i&(t) x(t - 
l=i<k 
Integrating both sides of (3.6) over [to , ok), using (3.4), Lemma 1.3, where fj 
replaces rj , and the assumption that Mz > 1 we obtain 
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+ 2 f fj (1, II 44 to > &II’ dt)1’2 (iyw, II x(t, to , &I” dt)l” 
j=l 0 3 
+ 2 f fj?k (Srn 
l=f<k 
to-wj II x(t, to 3 6>ll” dt)li2 (s,Iwk II dt, to , $)li” dt)1’2 
+2 5 
l=j<k 
F?, (M, II d II2 + so 
-wj 
II +(W d$” (ilrl, Ii 4 /I2 + j-;w,ll #(u)ll” dc)1’2 
(3.7) 
But (3.7) is precisely the definition of uniform L, stability given in Defini- 
tion 2.2. 
(ii) We now assume system (2.1) is uniformly L, stable. Let z/(O) E H. We 
construct the following sequence of functions in C, . 
For any natural number n define 
dn(4 = 0, --h < u < l/n, 
(3.8) 
d,(u) = 40 + l/4 $40)~ l/?Z < (5 < 0. 
Notice that for each n the sequence {$n} satisfies the identity 
Choose n, such that h, > l/x0 . From now on we shall only consider those & 
for which n > no . For n > n, the transformation (2.4) yields for all to > 0 the 
identity 
bn = ~(to)bz = +n - (3.10) 
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From (2.5) we obtain 
Ii x(t, f, , &II2 = /I Y@, to , AJll” 
Integrating both sides of (3.11) over [to , ~3) we obtain 
-t b2 zl (j-r IIY@> to > ~n)ll” dt + /:I,n /I &z(a)i12 du). (3.12) 
Observe that for each n > IZ,, 
(3.13) 
Thus because of (3.9), (3.12) and (3.13) we can infer for all 12 3 n, the existence 
of a finite constant M(#(O)), independent of to , such that 
1 
cc 
II ‘$4 to 3 $,,I’ dt d W+(o)>. (3.14) to 
We can also write, using Theorem 2.5, the solution x(t, t, , z,$J in the form 
& t, 3 $n> = qt, 4)) #(Oj 
S(t, u + wj) Hj(u + mj) &(u - t,) dg. 
142 RICHARD DATKO 
From this equation we obtain the inequality 
+ jgl .r,” I’ s(t, u + wj> Hj(O + wj) #n(, - &)I1 da- 0 w3 
Let tI > to be fixed. By Theorems 2.7 and 2.8 we see that / s(t, G)I < Mtl < 03 
for some constant Mt, and all t E [to , tl]. Thus using this information, (3.13) and 
the Cauchy-Schwarz inequality in (3.15) we obtain 
(3.16) 
Combining (3.14) and (3.16) we see 
s t1 II s(t, to> #(O)ll” dt < WWO). to (3.17) 
Using Proposition 1.3 and (3.17) we can deduce the existence of 1 < il& < a3 
such that for all g(O) E H, independently of to , 
s m II W, to) W)l12 dt G Ma II ~Wll”- to (3.18) 
We now let $ E &? be arbitrary and to 3 0. We define for use below the 
numbers 
qj = (la 11 s,“,. s(t, u + wj> %(a + wj) J&J - to) doll’ dt)lm, j = I,.... 
cl 0 3 (3.19) 
Using Theorem 2.5, (3.16) and the sequence of numbers defined by (3.19), 
we can obtain the inequality 
s tm II G, to > hl” dt G W II $(O)ll” + 2M,1’2 II W>ll ‘f qj j=l 
+ 2 f Qj4Y + f 4j2 
l=j<k i=l 
G M2 [II ?wN + g ql”. (3.20) 
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We will now prove zT=, qj < cc and in fact depends only on 4. To see this 
observe that by (3..18) for eachj 
co 




11 S(t, u + wj) Hj(o + o+) C&T - to)l12 dt do 
to-wj to 
to m = wj s s /I S(t, u + wj) H~(u + OJ~) $J(U - to)(j’ dt doto-oj a+wj 
s 
0 




But, by (1.19) of Lemma 1.3, (3.21) . rm pl ies that CT=, qj = -@($) < CO. Hence 
the assertion is proved and there exists M(q), independent of to, such that 
s 
m II 44 to , $>I” dt < M&h 
to 
i.e., system (2.6) is uniformly L, stable. This completes the proof of the theorem. 
DEFINITION 3.1. System (2.1) is said to be uniformly stable if there exists 
Ma < cc, independent -of to , such that for ail c > t,, 3 0 and 4 E C!, 
11 v(t, to 2 +>I1 < Ma I 9 I- 
DEFINITION 3.2. System (2.6) is said to be uniformly stable if there exists 
n/r, < co, independent of to , such that for all t > to 20 and $E&+ 
II .e to ,611i G fig5 II $ II. 
Definitions 3.1 and 3.2 are not the same as Definition 1.8. Definition I.8 
implies Definition 3.1 and 3.2 but the converse is not immediately evident, 
although it does happen to be true. 
505/29/I-= 
144 RICHARD DATKO 
THEOREM 3.2. System (2.1) is uniformly stable if and om!y ;f system (2.6) is 
un;formly stable. 
Proof. (i) Assume (2.6) is uniformly stable. Let 4 E C, and to 2 0 and 
4 = (4(O), #) = W(to)$ (see Eqs. (2.3) and (2.4)). Then by (2.5) the solutions of 
(2.1) and (2.6) are related by the equation 
Hence using the fact that 1 fij(Ql < fj for all t 
IlY@, to f 4)ll < II 46 to 3 4,ll + iI +j II 4t - wj 3 to > $>I. 
Also notice that for all wi and all t 
II 4 - wj 9 to , hII < max(J4 II 1F IL I 4 I) 
(3.22) 
which because of (3.3) and (3.4) satisfies an inequality of the form 
for all t and wi . Thus 
(3.23) 
which proves the first part of the theorem. 
(ii) To prove that (2.1) uniformly stable implies (2.6) uniformly stable 
we first show that there exists iI?S < CO and independent of t,, such that 
I S(t, toll < a f or all t > to . To do this let $(O) E Hand using equations (3.8) 
and (3.10) we construct the sequences {#sa} C C, and {&J C 2 (we assume 
7a 3 l/h). From (2.5) and (3.9) we obtain the inequality 
II %Ct, t0 9 dn>ll d )/ Y(C t0 9 &J - iI Bj(t) YCt - hi 3 t0 3 4%) 11 
G Ic;r, Ibn i = n;r II w9l1 (3.24) 
for all n > l//z1 . But since lim,,, ~8% = #(O) in S? and x(t, to, zj(0)) = 
S(t, to) #(O) we must have 
I1 Sk to) ?wll G a5 II $w)ll (3.25) 
for all t > to 2 0 and #(O) E H. 
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We now let $ E X be arbitrary. Then by Theorem 2.5 
+: Ito S(t, u + wi) H,(u + wj) $(u - to) do, 
j=l to-wj 
from which, using (2.35) and the Cauchy-Schwarz inequality, we obtain 
il x(4 to , $111 f as II Wjll + n;15 Jgl w:‘% (j;&,. II $(M du)l”- 
By Lemma 1.3, I/ x(t, to , $)I\ < M(J) where M(J) is independent of to . Thus 
by Proposition 1.3 there exists n/r, < a3 such that jj ~(t, to , &Ii < -M, jj $ /I for 
all to and $ E 3. This completes the proof of the theorem. 
THEOREM 3.3. Assume systems (2.1) and (2.6) are unijormly L, stable. Then 
they also have the property that 
and 
kc llY(C to , f$)II = 0 
t’z II x(t, to , $>I! = 0. 
The proof of Theorem 3.3 depends on the following lemma. 
LEMMA 3.2. Let 6 be a real number, then any solution of (2.la) satisfies the 
equation 
y(t> to 3 $I- 5 4(t) r(t - h > to > $1 
j=l 
= eSct-to’T(t, to) ($(O) - f Bj(to) 4(-hj)) 
j=l 
T(t, 4 ( Y(U, to , $1 - f &(4 ~(0 - hi , to ,$ do 
j=l 
+ 1” esctwU’T(t, u) [f A,(G) y(~ - h, , to, +)I dcr. 
to i=l 
Similarly atzy solution of (2.6a) sat$es 




’ esctwo)T(t, x) x(u, to, 4) d.y 
to 
+ f es(t-t ) O T(t, 0) [$ H,(c) X(O - hj , to, $)] da. (3.27) 
to 
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Proof. We shall prove only (3.26) since the proof of (3.27) is similar. We 
establish (3.26) by direct substitution. Thus let y(t, to , 4) be a solution of (2.la). 
We then substitute the right side of (2.la) into the right side of (3.26) wherever 
the expression y(t, t,, , 4) - cJzr B,(t) y(t - hj , to , 4) occurs. Thus 
e8-JT(t, to) [j(O) - 5 Eqt,) $(--hi)] i=l 
-s s t e-T(t, u) [T(u, to) (4(O) - to F B,(t,) 4(--h,)) do f=l 
7 
T(U, p) g .A@) y(P - hi ,to 1 #‘J 4’ do 
j=l 
+r es-)T(t, P) 2 A,(B) y(B - 4 , to , $)I 43 ill j=l 
= e*(-)T(t, to) [4(O) - 2 B&l) 9(--h,)] j=l 
+ T(t, to) (RO) - 2 ~#o> #4--h,)) 
j=l 
- e8-JT(t, to) (d(O) - f B&o) a(-hj)) j=l 
zz s t t ss e”(t-o)~(t, p) f A@) y(P - hj , to 94) du 43 to fl i=l 
es(t-s)T(t, ,q f A,(P) y(B - 4 9 to ,$1 dP j=l 
=A T(t, to) (4(O) - i qto> dW) + J-i m PI 5 4P)YCB - k 9 to, 4) @ 
i j=l i=l 
= At, to > 46) - f B,(t) y(t - h 3 to 9 CL 
j=l 
which establishes the identity and proves the theorem for system (2.1). 
Proof of Theorem 3.3. Assume systems (2.1) and (2.6) are uniformly L, 
stable. Since / T(t, 0)1 < Mew(t-o), w > 0, choose S = -2w in (3.27). Then since 
(2.6) is uniformly L, stable 
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+ M ’ 
is 
O” eezwO dc)liz f ri (j” /I x(0 - wj , to, $)liz do) 
112 
0 j-1 \ t, 
< l%fed”(t-to) // #(O)[l + (2~0)~” MM~‘2 
< l&I II II $ II + (2~)~‘~ M,1” /I$ II 
-+ (~oJ)-~” f ri (MS /I $ Ij + (so 
i=l -0Jj 
II #(u)ij2 du)l/%)]. 
By Lemma 1.3 the expression under the summation sign in the above 
inequality is finite and depends only on z,&. Thus by Proposition 1.3 there exists 
Ma < co and independent of to such that 
for all $ E Z. Hence all solutions of (2.6) are uniformly stable and by Theorem 
3.2 the same is true of all solutions of (2.1). 
Now let to < /3 < t. We use Lemma 3.2 and the evolutionary property of 
solutions of (2.6) to write 
x(t, to, 7j) = e-2”(t-B)T(t, j3) x(/3, to , I&) 
+ zw s," e-2w(t-o) 
W, 0) 40, B, %to > $1) do 
[,2&d 
T(t, 4 f f&(u) ~(0 - wj , P, Wo > $,] do. 
j=l 
(3.29) 
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‘Using (3.28) and (3.29) and the fact that 1 T(t, t,)] < MP(~-~~), where w > 0, 
we obtain the inequality 
+ (241bM (6 II x(5 B, d@o , &)Il” q2 
+ (2P2fif fl TI (J-Ty) II 4% P, %(&I, $>)ll” q2. (3.30) 
But for p > fa , ~(o, p, .$(t,-, , 4)) = ~(0, t, , 4). Thus (3.30) can be rewritten as 
/I X(t, to , $)I1 < MM5eC+a’ 11 z/i (1 
Let E > 0 be given. The last term on the right side of (3.31) can be made less 
than e/3, independently of /I, by selecting j, sufficiently large. Since (2.6) is 
uniformly L, stable, the second and third terms on the right side of (3.31) can 
be made less than e/3 by selecting PO sufficiently large. Then for /3 > PO the sum 
of these terms will remain less than c/3. Finally, the first term on the right side of 
(3.31) can be made less than c/3 by choosing tl - /3,, sufficiently large. Then for 
t > tl this term will remain less than c/3. Hence we can find, for any E > 0, 
a G(E, to , $1 such that II x(t, to , $>I1 -=c E if t > tr(c, to , $), which proves the 
theorem for system (2.6). 
To obtain the same result for system (2.1) we let 4 E C, and $ = a(t,)$. Then 
by (1.23) 
II A4 t0 9 +)ll G II dt, tO I d>ll 4 jgI fj II x(t - wi T tO 9 &I- (3.32) 
Since by what we have proven above the right side of (3.32) tends to zero as t 
tends to infinity, the theorem is also true for system (2.1). 
COROLLARY. If the systems (2.1) and (2.6) are unifornzly L, stable then the 
cowesponding evolutionary process r(t, to) and -?(t, to) are uniformly stable. 
Proof. The proof that ~(t, to) is uniformly stable is trivial and is omitted. 
To prove the uniform stability of +(t, to) we need only show, because of 
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(3.28), that there exists M7 < co, independent of t, , such that for all 4 E Z? 
II Go , $,I1 < M: II $ I!. (3.33) 
Observe that because (2.6) is uniformly L, stable, 
which proves the corollary. 
DEFINITION 3.3. Let T < co. In SC? we define the closed subspace 
ZP = {$: $ E Z and [I $(a)\1 = 0 a.e. on (---cc, -Y)>. 
LEnI- 3.3. Let Y < CC and let (2.6) b e uniformly L, stable. Then given 
0 < E < 1, there exists T(E) > 0, independent of to , such that for all 4 E ST 
II +Yt, to@ II d E q t > to + T(e), 
Proof. Assume (2.6) is uniformly L, stable. Let t > to and $ E 8.. ‘Using 
the theorems of Fubini and Tonelli [7] we obtain the estimate 
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B Y Lemma 1 3 - 9 L; .Y.~ eazwj < 03 and 33 
where wN is the first member of (w,J such that wN 3 r. Thus there exists 
Ms < co, independent of to , such that for all $ E ZT 
s 
w 
to II wo 9 $>112 dt = 1 $, II ~6 to 9 $>Il” dt + & II Go > $N” dt G WI II $ II20 
(3.36) 
Now let $ E &. be such that 114 1) = 1 and let 0 < E < 1. Since 11 gt(to , $)I] = 
II f(f, to)$ IL II 64 to@ II is continuous and (3.36) holds there exists a first-time 
T(E, to, $) > 0 such that 
II qto + w, to , J), f,>$ II = E 
ad on [to ,to + Tk, to ,$1) 
II wo + Tk, to , $9, to@ II > E* 
Using (3.36) we obtain the inequality 
Thus no matter which to we select 
II T(E, to > &II < W-h2 = W (3.38) 
;fll$ll = 1. 
By the corollary to Theorem 3.3, if t > to + MS/G = to + T(c) and $ E XV 
with Ij $ Ij = 1, then 
II w, 4& II = II w, 43 + T(E, to , J>> et0 + w, to ,1F>, toI+ II 
< M II +Yto + Tk, to , 4, to@ II < MC, (3.39) 
which proves the lemma. 
THEOREM 3.4. Let systems (2.1) and (2.6) b e uniformly L, stable. Then system 
(2.1) is uniformly asymptotically stable. That is, the process, T(t, to), generated by 
system (2.1) is uzz~wrnly asymptotically stable. Conversely zysystem (2.1) is w$‘ormZy 
asymptotically stable then the systems (2.1) and (2.6) are un@rmly L, stable. 
Proof. (i) Assume systems (2.1) and (2.6) are uniformly L, stable. Let 
r = h in Lemma 3.3. Then all solutions of (2.6) with initial values in sh have 
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the property that given 0 < E < 1 there exists T(E), independently of t, , such 
that 
II % to@ II d E II $ II (3.40) 
if t > t, + T(e). But given any 4 E C, we have 4 = W(t,j# where 4 E G%-$ a 
Moreover by (3.4) we know that there exists M, < co, independent oft, , such 
that 
1; 4 II = II ~hJ4 II < NJ I4 12. (3.41) 
Also for $ = W(t& 
Since, by the corollary to Theorem 3.3, i(t, to) is uniformly stabie, it follows there 
exists MI, finite and independent of to and of $ E C, such that 
II 44 to 9 $111 G Iw,o I 9 I (3.43) 
for all t E [--J2, 03). Thus given E > 0 we can find j, such that 
Then by (3.40) and (3.41) we can find T(E) such that 
if t > to + T(E). Combining (3.42), (3.33) and (3.44) we see that if (2.1) is 
uniformly L, stable, then given E > 0 there exists T(E) > 0 such that, for 
(T E: [--h, 01, I/ yft + 0, to , $)/I < E j + j whenever t 3 to -+ T(E), i.e., (2.1) is 
uniformly asymptotically stable. 
(ii) If (2.1) is uniformly asymptotically stable, then by Lemma I in [4] there 
exist M >, 1 and 01 > 0 such that 
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for all t > t,, > 0. But if (3.46) holds then for all 4 E C, 
j-, ]I y(t, to, +)[I” dt < M j-, e-ga(t-tO) [ 4 1’ dt = g I$ I’, (3.47) 
i.e., (2.1) is uniformly& stable and hence, by Theorem 3.1, so is system (2.6). 
COROLLARY. If (2.6) is uniformly L, stable, then there exists Ml, > 1 and 
0 < CX~ < 6 such that every solution of (2.6) satisjies for t 3 t, 
II x(t, to I $,I1 d %+t-to) II $ Il. (3.48) 
Proof. By Theorem 3.4 if t > to 
1 S(t, to)1 < Me-“ft-to), 
where 01 > 0. We use (2.11) in Theorem 2.5 to obtain the inequality 
/I x(6 to , &II d Mee’(t-tJ II W9 
+ M f 1” e-~(t-to)e”(u’wj-to)rj 11 $(u - t,)[l do. (3.49) 
jzl to-Wj 
Choose 01 = eI < 6. Then (3.49) can be written 
11 x(t, to , q$)]l < Me--oil(t-to) [II W)lI + f rj (g)liz (s” jE1 -wj 
II #(4l” du)l 
(3150) 
Observe that for some j,, , depending on 6, 
ifj > j,, . This means, since aI < 6, that 
rjeelwj (.c,j I/ #(u)l12 do)‘/$ < e-(*-+‘j 
ifj 3 j,, . Hence by (1.21) of L emma 1.3 the term in sqaure brackets on the right 
side of (3.50) converges. In fact applying Proposition 1.3, where 
/J@>($) = II $(O)ll + $ ‘-9 (z)“’ (s,” II 4~(4ll~ du)1’2, 
we obtain the existence of AI,, > 1 such that (3.48) holds for all $ in A?, which 
proves the assertion of the corollary. 
LINEAR DIFFERENTIAL-DIFFERENCE EQUATIONS 153 
Remark 3.1. One might ask why the norm (2.16) was introduced instead of 
the norm 
which would have served equally well in studying the existence, uniqueness and 
evohrtionary properties of system (2.6), and would have made the exposition of 
these properties simpler. One answer is that it does not seem possible to obtain 
the results of Theorem 3.4 with the norm (3.51). More specifically the resuIt in 
Lemma 3.3 does not appear to be obtainable if the norm (3.51) is used in place 
of (2.16). To see this let z,8 E 2, be defined by 11 #(O)]I f 0 and I/ #(u)i\ = 0 if 
u < 0. Assume (2.6) is uniformly L, stable, then 
m 0 
r s 11 x(t + u, 0, $)llp do dt = ’ ra s J 11 x(t + u, 0, $)ll’ dt do ‘0 -Lx --m 0 
= [” J’= /I x(/A 0, $)I!” d/3 da. (3.52) 
J-m 0 
Thus the right side of (3.52) diverges and we see that uniform asymptotic 
stability in x. is impossible with the norm (3.51j. On the other hand for any 
4 E &. we have, using (2.16), 
zl ~jee- j-; lo (/ x(t + u, 0, &I’ dudt 
-wj 
By Lemma 1.3 the right side of (3.53) is convergent and hence for $ E tin an 
inequality of the type 
is satisfied. 
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There is one circumstance in which the norm (3.51) can be used to obtain 
stability results. This occurs when 11 Z&(t)il = 0 for all j > j, . In this case 
system (2.6) is a system in which %r = Z-P, r = wj . Furthermore the two 
norms (2.16) and (3.51) are equivalent and hence all tke above stability results 
hold verbatim. 
A variety of criteria can be given for systems (2.1) and (2.6) to be uniformly.& 
stable. One which is phrased in terms of the finite dimensional Lyapunov 
theory extended to infinite dimensions is the following. 
THEOREM 3.5. System (2.6) is uniformly L, stable ;f and only if there exists 
a positive Hermitian mapping Q: [0, 00) -+ [%I such that 
(i) Q(t) > 0 for all t > 0, 
(ii) 1 Q(t)1 < q0 < GO for all t > 0, a& 
(iii) along solutions of (2.6) 
Proof. Assume Q satisfies the hypotheses of the theorem. Then we must 
have 
s *; II x0, to > @II” dt G (Q(to>$, $1 G czo IId II2 
Conversely suppose (2.6) is uniformly L, stable. Define Q as follows 
(Q(t)& d, = Jim (xb, t, $,, ~(a, t, 4)) dor. 
A trivial computation shows that (i) and (ii) of the hypotheses are satisfied, 
that Q(t) E [GFJ f or each t and is positive Hermitian for each t. To verify (iii) 
observe that by the evolutionary property of solutions of (2.6). 
= i im II 401, to , $1112 dt. 
4. EXAMPLES 
In this section we shall give examples of systems which satisfy the theory 
developed in Sections 2 and 3. Let us first mention that infinite dimensional 
systems with lagging arguments can be easily constructed from certain second 
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order linear partial differential equations with mixed initial and boundary 
values. The way this is done is to judiciously introduce delays with respect to the 
t, or time, variable into certain standard partial differential equations whose 
“undelayed” solutions are expressible using the Fourier method. Thus consider 
the following general problem, which is the delay-differential model of a general 
second-order hyperbolic partial differential equation discussed in [14]. 
A(t) -$ 
+ E(x) $ (xI t) + g F,(t) ,I&, t - wj) + G(x) &, t) = 0. 
j=O (4.3a) 
Here 0 < x < I < co, t>o, o=w,<w,<*.., A(t) > a, > 0 and 
C(x) < co < 0. The functions {Di(t)}, E(X), (F,(t)> and G(s) are smooth, and 
Cj”=, [I Di(t)i + lFj(t)l] esof < co for some S > 0 and t > 0. 
We also assume there are constants a,, b, , a, and 4 such that 
aop(O, t) + b, g- (0, tj = 0, 




If the “undelayed” system 
A(t) +$- (x, tj + C(x) +g (N, t) + 5 Q(t) g (x, t) 
j=O 
f E(x) $ (x2 t) % f F,(t) P(X, t) + G(x) p(x, tj = 0, “’ f=O (4.2a) 
p(x, 0) = #o(x) = bo(% 01, 
g (x, 0) = &(x) = r$&, 0) 
(4.2b) 
(4.k) 
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can be solved by the Fourier, or separation-of-variables method, so can the 
original system. In fact the problem reduces to looking at an infinite set of 
scalar delay-differential equations. Example 1 below is a specific case of this 
phenomenon. 
EXAMPLE 1. Consider the equation 
g (x, t) = ;; 2 (x, 9 + z1 +-Ax, t -j), 
O,(x<l,t>O,and 
p(X, u) = $(x, u) = i +n(a) sin n7rx, 
S=l 
$ (X, a) = +(X, a) = t $~~(a) sin nz-x, 
T&=1 
(4.3a) 
u E (-cc, 0). Assume that in (4.3b) the sequences ($3 and {&} are measurable 
and 
For t = 0 assume 
/4x, 0) = : an sin n7rx, 
91=1 
(4.3c) 
g (x, 0) = 2 b, sin nnx, 
TZ=l 
where ET=, (n2n2an2 + bn2) < co. 
Let the boundary conditions be 
for all t. 
Formally separating variables in (4.3) we obtain for t 3 0 
p(x, t) = f T,(t) sin nix, 
n=1 
where for each n and t > 0 T,(t) satisfies 
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If t E (- CD, 0), then 
Thus the original problem may be looked upon as the equation 
m 
2(t) = Ax(t) + 1 H&t - j) (43) 
j=l 
defined in the sequence space 1, , A being the unbounded operator which takes 
the jth coordinate of 1s into itself multiplied by -( j~)~ and {&} the bounded 
sequence of operators which have the property that each element of 1, is multiplied 
by 1/2j. The (wj} in this case are given by wi = j. Furthermore if S = (In 2)/2, 
then 
f,l I 8 I esoi = 
Thus it is easy to see that system (4.4)-(4.7) satisfies the conditions of Remark 2.1 
and is a model for our theory. 
EXAMPLE 2. Consider the scalar partial differential equation 
(4.lOa) 
where 0 < s < 1 and t > 0. 
Let the boundary conditions be 
(4. lob) 
for all t, and the initial conditions be 
p(x, u) = #IT, u) = 5 &Jo) sin nm, (4.1Oc) 
TZ=l 
ifoE(--,O)and 




+ j-O 5 (Mu)>~ do -=c *. 
--m n-1 
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As in Example 1 we separate variables to obtain the solution of (4.10) in the form 
p(x) t) = f T,(t) sin Gr.lc, (4.11) 
?L=l 
where for each n and t 3 0 
c@) = -“2”2Tn(t) + g $ T& - j). 
I=1 
As in Example 1 we may consider the totality of equations { fn} as a differential- 
difference equation in the sequence space I,. The form of this equation is 
n(t) = Ax(t) + 5 H&t - j) (4.13) 
i=l 
where A and (Hi> are as in Example 1. However (4.13) may also be considered as 
an extension of a neutral equation of the form 
$ [y(f) - BY@ - I>1 = AYW + QY@ - 1) (4.14) 
defined on lz . To see this observe that if for each integer n we set 
(4.15) 
then 
T?z(t) = r,(t) - ;Yn(t - 1). (4.16) 
Substituting yn( t) into (4.12) ( assuming differentiability) we obtain 
-$ (y,(t) - ;y& - 1,) = -n%r2y,(q + ?2+ l y,(t - I) (4.17) 
which is a neutral equation of the typ,e considered in [I, 111. 
In I, we can write the totality of solutions of (4.17) in the form 
$ [YN - ; y(t)] = Ay(t> + A,Y(~ - 11, (4.18) 
where A is defmed as in Example 1 and A, = (a + I)/2 (I is the identity 
mapping). 
We can relate (4.18), at least formally, to a partial differential equation which 
contains lagging terms. in the highest derivatives with respect to the space 
variable X. 
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For consider the equation 
a 
at 
r,(x, t)-; u(x, t - l)] = g [72(x, t)- !j v(x, t - l,] + B(xy ;- ;> . 
Assume the boundary and initial values are 
(4.19a) 
v(0, t) = $1, t) = 0 (4.19b) 
for -1 < t < co, and 
.u(s, IJ) = 7(x, 0) (4.19c) 
which is continuous in (x, cr) on [0, l] x [- 1, 01. Again using a formal separation 
of variables and assuming our solutions are, for t > 0, of the form 
u(x, t) = f Y,Jt) sin n57x, (4.20) 
j=l 
we obtain for each n the equation 
P&) - Q$&(t - 1) Y,,(t - 1) ~ = -4772. 
Y&) - &Y&t - 1) - 2(Y,(t) - +Yn(t - 1)) (4.21 j 
But (4.21) is (4.17). Thus at least formally, (4.18) is, in Z, , the analog of a neutral 
partial differential equation. We could also obtain (4.19a) from (4.10a) by the 
change of variables v(x, t) = ,u(x, t) - &(x, t - 1). 
Let us return to (4.13) where 
and 
Along a dense set of trajectories, {a,}, V(&) is differentiable and satisfies 
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Thus for a dense set of points {lF> in SP 
0 < q&(J)) < q$> - Jrn /I x(4 &II” &. 
0 
But V(b) = 11 #(0)\\z + cj”=l (1129 srYj Jj $(u)I12 do is a continuous functional 
on 8 and in fact V(J) < 114 11% for all /J E 2. Thus it follows that 
Jy II a $w Q!t < w> < II d IjP 
for all 4. This proves that system (4.13) is uniformly& stable. 
EXAMPLE 3. Consider the “damped” telegrapher’s equation with delay 
given by 
$ (x, t) = z (x, t) - s (x, t - h), (4.22a) 
0 < x < 1, t > 0. Assume the boundary values and initial values satisfy 
and 
p(W) = Al, t> = 0, t E [-A, co), (4.22b) 
p(x, u) = +(x, u) = F q&(u) sin mx, 
TZ=l 
(4.22~) 
-$ (x, u) = #(s, u) = zl #Jo) sin nrx, 
u E r---h, 0), where 
and 
0 * 
SC (~e~2(MJNe + &(uY) au -=c 00 -h .,,=I 
2 (x, 0) = z)(x). 
Again using separation of variables we obtain solutions of the form 
p(x, t) = F T,(t) sin nr.x, 
TZ=l 
where for t > 0 
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for f E [---Ii, 0) 
Equations (4.24) reduce the problem to a differential-difference equation in 
1s x I2 which is of the form 
i(t) = Ax(t) + A,iqt - Ii) (4.25) 
with A an unbounded closed densely defined linear map which generates a c0 
semi-group and A, E [Z, x Z,]. 
An interesting peculiarity of this example is that if h = 0 the system is 
exponentially stable. However for any bz > 0 the system contains solutions 
which diverge exponentially. This can be seen by examining (4.24a) and observing 
that for h fixed there exist an infinite number of integers n such that the spectra of 
the corresponding scalar differential-difference equations, (4.24a), contains 
points in the right half of the complex plane. Thus from the theory of functional 
differential equations in finite dimensional spaces (see, e.g., [lo]) these equations 
contain unbounded solutions. 
The above phenomenon cannot occur in finite dimensional settings which 
are given by equations of the type (4.25). 
EXAMPLE 4. In the last example the delay was in the wrong place. Let us 
consider a problem where the delay does not affect stability. Consider the 
system 
-g 6% t) = z& (x, t) - Ag (x, t) - g (x, t - I?). (426a) 
Assume the initial and boundary values are the same as in (4.22). Using separation 
of variables we arrive at a sequence of equations 
i;,(t) + 3F&) + Fn(t - h) + n”TrT,(t) = 0, (4.27) 
n = I,... . 
Let the norm on Ia x la be given by 
gl tn2~2xn2 + yn2) = 1; x, y f. 
Let 
x,(t) = T,(t), 5&(t) = j;z(t) = y,(t). 
(4.28) 
(4.29) 
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Thus for each n we have the equations 
Let 
&&) = -&72x,(t) - 3yn(t) - y& - h). 
(4.30) 
x(t) = ((x&h Yl(Q),..., G%(t), Y&)),...,). (4.31) 
Then Eqs. (4.30) are just the components of a delay differential equation in 
I, x I, . As in Section 2 we form the Hilbert space H = (Zz x ZJ + L,[[---12, 0), 
(Za x ZJ] and on this space we define the positive Hermitian form B as follows. 
(BJ, 4) = i (3 + gz”T?) x,2 + 2 g x,y, 
n=1 T2=1 
+ 3 fl ~2 + gl j-=': (n24L2(4 + #n2W da. (4.32) 
Here 4 = (C(O), 4) where 
and 
d(O) = K% 9 Yl),..., (% > Yn),...J 
Clearly B E [I?]. Furthermore differentiation along differentiable trajectories of 
the expression (B&(&, -fj(&) yields 
f (B&(&, i&8)) = -2 f n2?r2xn2(t) - 2 g m”(t) 
Tk=l T&=1 
- 2 y,“(t - 1). (4.33) 
9Z=l 
Equation (4.33) appears complicated. But if we look at only those terms involving 
a fixed integer n, the right side yields 
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The first two terms in the brackets on the right side of (4.34) are always less than 
or equal to zero. Thus using (4.34), (4.33) yields the inequality 
$ (B(&(J), Z,($)) < -4 jj x(t, $)\I”. (4.35) 
But then, since the differentiable trajectories are dense in fi, Theorem 3.4 is 
satisfied, which implies the system whose components are given by (4.30) is 
exponentially stable. This is equivalent to saying that the solutions of (4.26) 
generate an exponential stable semi-group of class C, on a Wilbert space isometric 
to 1s x I, (of course we assume the norm on Za x Za is given by (4.28)). 
Notice that this result is true for any delay It > 0. 
Remark 4.1. If we consider system (2.1) and all solutions satisfy a relation of 
the form 
St, /iY(G to > 4) - f w> Y@ - 4 > to > $4 /ja fit < w> 
j=l 
where A&(#) is independent of to, then both system (2.1) and system (2.6) are 
uniformly L, stable. This follows from the proof of Theorem 3.1 in which i,t is 
shown that only solution of (2.6) of the form 
where $ = 9?(t,), need be considered to prove that (2.6) is uniformly La stable. 
(This is a consequence of the relationships (3.8) through (3.18) inclusive,) 
EXAMPLE 5 (see also [3]). Consider the scalar linear neutral differential- 
difference equation 
if t > to and 
(4.36a) 
Y@) = $0 - to), d E CL- 1x01 (4.36b) 
if t E [to - 1, to]. We assume 0 < ,k? and a(t) is continuous on [0, co), a(tj = 0 
if f < 0, j ol(t)j < p < 1. 
If We set 
x(t) = y(t) - cd(t) y(t - 1) 
we obtain 
y(t) = x(t) + g .$(t) 3C(t - j) 
&l 
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where for each j 
z&(t) = n a(t - k). 
k=O 
The corresponding version of (2.6a) for this system is 
where 
a(t) = +3x(t) + f H,(t) x(t - j) 
i=l 
and 
Hj@) = -/3ll,(t) 
I Hj(t)l < PPpj = rj; wj = j. 
(4.37) 




g1 vBSWj = i=l p f (pz)j c ~0. 
Thus system (4.36) is a special case of system (2.1), and (4.37) is the corre- 
sponding analog of (2.6a). We shall show that these two systems are uniformly.& 
stable and hence by Theorem 3.4 that system (4.36) is uniformly asymptotically 
stable. Let 
V(y(t, to ) +>, t) = S[y(t,’ to 9 4) - 49 YQ - 1h to ’ 991” 
+ 9 s,:, (Y(u, to 9 $1)” da. 
Then 
g (y(t, to, $1, t> = - g [Y”(C to 9 $8 - W)y(t, to, 4)YP - 1, to 9 4) 
+ y2(t - 1, to, #)I < - ; (1 - P> Y”(h to ! $1. 
Thus for all 4 E C[- 1, 0] and to > 0 
; (1 - P> J; (~(a, to 9 VW” da G 2 I4 I29 (4.38) 
i.e., system (4.36) is uniformly L, stable and hence uniformly asymptotically 
stable. 
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EXAMPLE 6. Consider the equation with dynamics 
(4.39a) 
for t 2 to, boundary condition 
zI(0, t) = z(l, t) = 0 (4.39b) 
for t E [t, - I, co) and 
z)(x, cr) = $(x, t, - u) = f &(to - u) sin di5 (4.39c) 
n=1 
if 0 < x < 1 and o E [to - 1, t,]. T/Ve assume 4(x, to - cr) is continuous in G for x 
fixed and such that 
s : (W, to - 4)’ 4 = 4 5 Cn”(to - 4 <CJz 71=1 
for (T f [-1, 01. W e assume m(t) is continuous and 1 ~~(t)j < p < 1 for all t > 0. 
Formally separating variables in (4.39) we obtain 
D(X, t) = f yn(t) sin n77x, 
?l=l 
where for t 2 to and ra = I,... 
-g [Y&) - 49 Y,@ - I)1 = -n2?Y,(f). (4.40) 
But for each n (4.40) is a special case of Example 5. Thus, in the space & , the 
totality of equations (4.40) is of the form 
$ [y(t) - 4OY@ - 1)l = -Wt) (4.41) 
where v(t) = (yI(t),..., y,(t),...) and Y is the operator which takes the nth 
coordinate in I, into itself multiplied by n2G. Moreover by the arguments of 
Example 1, (4.40) or (4.41) is a model for our theory. 
Using (4.38) where p = z&r2 for each value of n we obtain the inequality 
for all 4 E C[[-1, 01, Z2]. Thus the evolutionary process generated by the 
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solutions of (4.39), or what is the same, (4.41), is by Theorem 3.4 uniformly 
asymptotically stable in C[[-1, 01, Z,]. 
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