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How rapidly does learning shape our brains? A new study in this issue ofNeuron by Sagi et al. (2012) that uses
diffusion magnetic resonance imaging in both humans and rats suggests that just 2 hr of spatial learning is
sufficient to change brain structure.We continue to learn new skills and refine
our existing abilities throughout life. To
what extent does this ongoing learning
shape our brain structure? We know
from studies of highly skilled populations
that the brains of experts are unusual:
London taxi drivers have a larger posterior
hippocampus, for example (Maguire et al.,
2000), which presumably supports their
unrivalled skills in navigating the labyrin-
thine streets of the city. However, these
experts have experienced many years of
training, and such cross-sectional studies
can always potentially be explained by
preexisting differences in brain structure
that determine our behavior. Longitudinal
studies, in which the same individuals are
followed over time, provide more direct
insights into how experience shapes the
brain. When novices are taught to juggle
over a period of weeks to months, for
example, this increases gray matter
volume and changes white matter organi-
zation in brain systems involved in visuo-
motor coordination (Draganski et al.,
2004; Scholz et al., 2009).
So experience shapes brain structure
and neuroimaging provides us with awindow into this structural change in
humans. But how rapidly do such
changes occur? Human studies of struc-
tural plasticity to date have considered
periods of weeks to months of training.
Yet experiments in nonhuman animals
suggest that structural remodeling is
a rapid, dynamic process that can be
detected over much shorter timescales.
Two-photon microscopy studies in
rodents, for example, reveal increases in
the number of dendritic spines in motor
cortex within 1 hr of training on a novel
reaching task (Fu and Zuo, 2011).
In this issue of Neuron, Sagi and
colleagues provide the first evidence that
rapid structural plasticity can be
detected in humans after just 2 hr of
playing a video game (Sagi et al., 2012).
The researchers used diffusion magnetic
resonance imaging, which is sensitive to
the self-diffusion of water molecules, to
assess brain structure. Water diffusion
in the brain depends on tissue architec-
ture; if there is more space between
obstacles (such as neurons, glial cells,
blood vessels), then water diffuses more
freely. If there is less space (asmight occurif cells or blood vessels increase in size or
number), then water diffuses less freely.
Mean diffusivity (MD) therefore provides
a probe of tissue structure. Maps of MD
across the whole brain were derived from
brain scans taken 2 hr apart. During the
2 hr interval, one group of participants
played a car racing game that required
them to repeatedly navigate around the
same track; their steady improvement in
performance demonstrated that they
were gradually learning the layout of the
track. In a control group, participants
drove around a different track on each
trial, so although they had a similar driving
experience, they did not learn any specific
spatial information. A second control
group did not play the driving game during
the interval period. Comparing the MD
maps from the different groups revealed
that the spatial learning group showed a
specific decrease in MD in the hippo-
campus and parahippocampus, struc-
tures known to be particularly important
for spatial learning and memory en-
coding. This decrease was behaviorally
relevant: faster learners showed greater
decreases in MD.
Figure 1. Possible Tissue Changes that Could Cause a Decrease in Water Diffusivity
A decrease in water diffusivity could reflect a number of different tissue changes, but not all could occur on the timescale observed in Sagi et al. (2012). Some
candidate changes are illustrated here. Neurons are in purple, vasculature in red, and astrocytes in orange.
(A and B) (A) illustrates the baseline state. (B) shows the swelling of astrocytes in the presence of increased activity—a process that can occur over a course of
seconds to minutes.
(C) Synapses (black circles) and their associated dendritic spines can be formed or modified over a period of minutes to hours.
(D) More elaborate structural change such as dendritic sprouting, neurogenesis, and angiogenesis occurs over a period of days to weeks.
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Unfortunately, there is not a simple
one-to-one relationship between most
magnetic resonance imaging (MRI)
measures and underlying tissue proper-
ties, so interpreting any MRI change
in biological terms is challenging. An
impressive feature of the current study is
that the authors went beyond typical
speculations on possible interpretations
and carried out a parallel study in rodents,
in which they were able to perform both
MRI and histological measures. As with
the human study, just 2 hr of spatial
learning in rats was associated with MD
decrease in the hippocampus, in this
case detected the following day. Sub-
sequent histological measures allowed
the authors to narrow down the possible
interpretations of their MRI findings.
Histology revealed that the learning group
had more synaptophysin (a marker of
synaptic vesicles), glial fibrillary acidic
protein (GFAP; a marker of astrocyte
activation), and brain-derived neurotro-
phic factor (BDNF; a marker of neuronal
growth that facilitates learning) in the
hippocampus.
These histological results provide im-
portant clues into what cellular changes
might be driving the detected MRI effect.
More synaptophysin suggests an in-
crease in synapse size or number. This
agrees with the finding of Fu and Zuo
(2011) that postsynaptic dendritic spines
change their shape over a similar time-
scale. However, spines are very small
structures making up less than 10% ofneuropil volume (Chklovskii et al., 2002).
The likelihood of a small and localized in-
crease in spine density accounting for this
macroscopic MRI change seems slim.
The authors suggest that the detected
decrease inMDmay reflect an overall shift
in the ratio of extracellular to intracellular
space. Extracellular space (ECS) is typi-
cally estimated at 20% of normal adult
brain tissue volume (Sykova´ and Nichol-
son, 2008), and it decreases with neural
activity due to swelling of cells, particu-
larly astrocytes (MacVicar et al., 2002).
Given the higher expression of GFAP
found in the rat study, rapid activity-
dependent astrocyte swelling is a likely
candidate to explainmuch of the detected
MD decrease (Figure 1). Astrocytes may
play an important role in learning and
memory: deleting the water channel pro-
tein aquaporin-4, which mediates astro-
cyte swelling, disrupts BDNF-dependent
long-term potentiation (LTP) (Skucas
et al., 2011). Increased expression of
BDNF was found in the learning group
by Sagi and colleagues, and the authors
propose that their findings might indicate
that diffusion imaging measures could
be used as an indirect marker of LTP in
humans. However, more research is
needed to test this hypothesis directly.
For example, future studies could use
aquaporin-4 knockout mice to block
astrocyte swelling in order to test
whether this mechanism is responsible
for learning-related decreases in MD.
Importantly, however, lack of this protein
does not disrupt Morris water mazeNeuron 73learning, the task used by Sagi and
colleagues, although its absence does
impair other tasks of spatial memory
(Skucas et al., 2011).
Other studies of learning-related
structural change have demonstrated
increases in dendritic sprouting, neuro-
genesis, angiogenesis, or changes in
astrocyte size and number. However,
growth of new or even existing cells
(neurons, glia cells, or endothelial cells)
takes considerable time (Figure 1), much
longer than the 2 hr learning period in
Sagi and colleagues0 study. However,
processes other than growth may con-
tribute to changing cell size or number.
For example, learning may enhance the
survival of recently created new neurons
(Zhao et al., 2008). Hence, it is possible
that a decreased MD in the dentate gyrus
reflects a slowing of the cell death
process in the learning group while cell
pruning continued at a higher rate in the
control groups.
The histological results provide im-
portant evidence about what cellular
changes accompany the detected MRI
effects, but they cannot directly demon-
strate whether any or all of these partic-
ular cellular changes drive the observed
MD change. Future studies using phar-
macological or genetic manipulations
could test more directly the relationships
between specific cellular changes and
MRI effects. The rapid and perhaps
transient nature of these learning-related
changes provides a further challenge.
In vivo methodologies will be useful, March 22, 2012 ª2012 Elsevier Inc. 1059
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Previewsto fully understand how neural tissue
changes in the minutes and hours after
learning. Thus, molecular and optical
imaging are perhaps most suited to
understand how these compartments
change in the living organism.
The present work, along with previous
studies (Blumenfeld-Katzir et al., 2011;
Lerch et al., 2011) combining imaging
and histology, provides valuable insights
into the types of structural changes
that can be detected on different time-
scales with noninvasive MRI. For in-
stance, 5 days of training in the water
maze task increased the volume of the
hippocampus, as measured with MRI,
and produced a correlated increase in
GAP-43, a marker for neuronal process
remodeling (Lerch et al., 2011). In another
study using 5 days of training with the
same task, changes in diffusion MRI
parameters were related to increases in
GFAP, synaptophysin, and myelin basic
protein (MBP) (Blumenfeld-Katzir et al.,
2011). The time frame of these studies
allows for slower remodeling mecha-
nisms like dendritric sprouting or glio-
genesis to occur (Figure 1). Such mecha-
nisms could contribute to the structural1060 Neuron 73, March 22, 2012 ª2012 Elsebrain changes detected using MRI in
humans with long-term learning (Dragan-
ski et al., 2004; Scholz et al., 2009).
Sagi and colleagues0 results provide
us with an important reminder that the
brain is an extremely dynamic structure.
This study used a focused period of
video game playing, but presumably
many of the learning experiences we
undergo throughout our lives produce
similar effects in task-relevant regions of
our brains. The findings therefore have
more general implications for human neu-
roimaging. Many studies that employ the
standard imaging methods used here
assume that human brain structure is rela-
tively static, at least on short timescales.
However, we must remember that we
are merely looking at snapshots of an
organ that is in a constant state of flux,
and these new findings demonstrate that
even the relatively crude technique of
MRI is sensitive to this rapid structural
change.REFERENCES
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In this issue of Neuron, Raj et al. (2012) and Zhou et al. (2012) use graph theory to suggest that neurodegen-
erative diseases spread diffusively via intrinsic brain networks. These studies provide a powerful model for
understanding and predicting disease-specific profiles of neurodegeneration.Neurodegenerative brain diseases are
collectively characterized by two core
features: abnormal protein deposition
and distinctive profiles of damage across
the brain and over time (Frisoni et al.,
2010; Rohrer et al., 2011). If we under-stood in detail how proteinopathies
translate to clinical phenotypes, we might
anticipate and perhaps prevent the
devastating impact of these diseases.
While we have recognized for some
time that spatiotemporal brain atrophyprofiles track neuropathological patterns
of disease evolution (Frisoni et al., 2010),
we have lacked a principled framework
for understanding and predicting the
profiles observed. The brain is composed
of neural networks and graph theory
