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Abstract— Offers an overview of an ongoing assessment of 
search by image through the Internet. This is a relatively new 
method for information retrieval, in which a query does not 
consist of text but of an image file. Various tests have been 
performed. The results show that search by image is evolving to a 
powerful, additional method to meet information needs that are 
difficult to handle with other, more classical methods. Various 
types of applications are presented. 
Keywords— search by image; WWW; duplicates; semantic 
image retrieval; semantic gap 
I.  INTRODUCTION / CONTEXT / BACKGROUND 
Two evolutions shape the context of this paper: 
A. Increasing number of images 
The number of images available is increasing rapidly, 
together with the decrease in costs and in technical difficulties, 
which are related to  
 digitization of hard-copy images,  
 digital cameras and photography,  
 publication / distribution of images through the WWW and 
even social interaction associated with images. 
B. Image retrieval 
To satisfy various information needs, various search 
methods on the WWW become available and are steadily 
improved. Several methods are not limited to text, but involve 
images in some way; the umbrella word “image searching” is 
often used, even though the methods can be quite different in 
their features, aims, power and limitations.  
The application of some image search method can be 
attractive, efficient, interesting and productive for several 
reasons: 
• Image search allows you to find relevant images, if some 
specific image is needed.  
• Images retrieved by the search service are shown as 
thumbnail images, so that evaluating each result in a 
list of results takes less time in comparison with the 
more classical/normal display of results that consist 
mainly of text fragments. 
• When you find an image that is related to your query and 
that is relevant, then the search system offers also a 
link to the WWW page plus the site that contains that 
image; all this can be relevant in the context of our 
information need.  
We can search for images by submitting a text query, like 
in classical searching for texts. To search in this way through 
the WWW, several systems are available and even free of 
charge; examples are Bing, Yahoo! and Google [see for 
instance 15]. These systems have become quite popular; for 
instance, to find images, users in a university rely heavily on 
Google Image Search [11] and in China on the Chinese search 
engine Baidu, as well as on Google [10]. These retrieval 
systems function mainly on the basis  
• of the image file name and other metadata added to the 
image file, 
• of the text surrounding the image, 
• of the text in hyperlinks to the image, which are located in 
other documents on the WWW. 
Such retrieval systems suffer from classical difficulties in 
information retrieval, such as synonymy and polysemy. Even 
worse, in most cases  
• the association of describing words with an image is loose, 
• image descriptions / metadata are lacking or scarce, 
• these descriptions are not controlled during creation by 
some thesaurus or ontology. 
A technique developed later than text-based retrieval is 
content-based image retrieval or “CBIR”. In this approach, 
images are indexed by a computer system on the basis of their 
visual content, such as colours, textures and shapes, with the 
ambition of creating some useful possibilities for searching 
(see for instance [1, 4, 5, 12, 18, 20, 21, 22, 23, 28] and a brief 
review available free of charge for anyone from http: 
//en.wikipedia.org /wiki /Content-based_image_retrieval.). 
Some of these systems allow users to search starting with a 
query in which an image file is submitted to the search engine. 
Generic names for such systems are “search by example” or 
“reverse image searching” or “reverse visual search” or 
“search by image”. 
II. PURPOSE OF THIS RESEARCH 
The framework of this contribution is an ongoing 
investigation and assessment of services that allow us to 
search for information through the WWW, which involve 
images. Some systems are publicly available free of charge. 
More specifically, this contribution offers an overview of our 
assessment of systems that allow us to search, not by 
submitting a query in the form of text, but by the more recent 
and less well known method in which even the query consists 
of an image file. Search by image can yield various types of 
matching / found images in the search results; this is 
illustrated in the Figure and explained in more detail below. 
 
Figure: Search by image can yield various types of search 
results. 
 
1. Images that contain at least some elements of the source 
image. Here we can distinguish various types as follows: 
• exact copies or duplicates of a source image; 
• almost exact duplicates, but different from the source 
image in size and/or colours and/or resolution 
and/or degree of compression of the data in the 
file, which causes some loss of details from the 
image; 
• other images based on the source image, in the sense 
that they include the source image, but also other 
images and/or texts, all composed or blended into 
one resulting image file; 
• other images that include only a part of the source 
image; 
• edited / changed / modified versions of the source 
image; 
• and of course also combinations of these types of 
images. 
The boundaries between the types listed above are not 
sharp and well-defined, but they overlap. Therefore we 
consider these together, here and also in the figure, as one 
category. 
2. Images that do not contain elements of the source image, 
but which are related to the content / meaning / subject / 
topic / significance / semantics of the source image, or --
in other words-- which are semantically related to the 
source image. This relation can vary in strength: 
• The semantic relation can be weak or superficial or 
broad; for instance all plants are related to a 
particular tree species, or for instance all masks 
are related to a particular, specific, individual 
mask that belongs to the type created and used by 
a particular people in Africa in the 20
th
 century. 
• The relation can be very strong or specific, right on 
target. 
The spectrum of similarities sketched above prepares us for 
the following problem statements / research questions: 
A. Which systems / services are available free of charge for 
searching by image through the WWW? 
B. Which differences / variations among these services are 
noteworthy for a user in practice? 
C. Which service performs best? 
D. To which extent can a service to search by image find one 
or several exact duplicates that are present on the WWW? 
E. We find that an image can exist on the WWW already for 
some time, but even when an exact copy is submitted as a 
query, search by image cannot locate it. Is this correlated 
with the success or failure of more classical searches by 
text for such an image? 
F. How effectively can the search system find images on the 
WWW, which are not exact copies of a particular image, 
but which have elements in common? 
G. Is search by image evolving / improving? 
H. We can search by image to find images that are 
superficially, visually similar in the sense that they show 
similar colours or shapes, but can this method also reveal 
images that are ‘semantically’ related to the image 
submitted? 
I. Can a more classical search for images by a text query be 
refined by adding a search by image, together in a single 
search action? 
III. METHODS USED IN THE INVESTIGATION 
In each search by image on the WWW, one source image 
from the computer disk is submitted as query to the search 
service. The images used in the tests are mainly photos made 
by the author of this paper, which have been made publicly 
available  
• in jpeg/jpg file format, because this is now a 
classical, popular, well known, standard format, 
• on the central WWW server of a university, 
• already for several years, 
• as images included in a WWW page that consists 
simply of HTML-formatted text in the classical, 
normal way, using hyperlinks to the image files that 
appear in the page and that reside on the same WWW 
server; the images are NOT present in a way that 
would make retrieval less easy, for instance only as a 
part of a larger container document file. 
To concentrate on a subject area that is familiar to the 
author and to investigate a type of information retrieval that 
may be useful in digital humanities, we use as source images 
mainly simple, documentary photos of static, sculptural, 
traditional, ethnic, art objects. 
We found that Google search by image does not function 
with large images. Therefore, in some cases we used a smaller 
version for the search by image. 
Image retrieval is relatively new and there is no standard 
image collection and method to measure and compare the 
performance of particular systems [see for instance 12, 25]. 
For each query, we inspect the search results offered by each 
search service and we note our observations in a table. The 
performance of the retrieval system is mainly measured / 
evaluated by considering the highest ranked results and by 
counting the number of relevant results. This is equivalent to 
measuring the precision, which is a method that is widely 
accepted as practical and useful [see for instance 12] and 
which is now the most popular choice, according to a recent 
survey of interactive search in image retrieval [25]. Keeping in 
mind that the concept of “relevance” is complicated [see for 
instance 27], this seems like a practical/realistic and 
reasonable approach. 
IV. FINDINGS / RESULTS 
A. Services available to search by image 
Several services are available free of charge to search by 
image through the WWW [16]. The system available at 
http://tineye.com has been available since 2008 and has been 
mentioned relatively often. ”Unfortunately, very little is 
known about the actual systems” [24]. More recently, since 
2011, search by image is also offered by the big and popular 
company Google and has been described briefly in a user 
manual [8]; this system is integrated with the huge database of 
WWW documents and algorithms that have already been 
developed for its more classical search engines. 
A few add-ons/extensions for the Internet browser software 
Firefox are available free of charge, which allow the user to 
indicate an image on a web page in the browser and to send 
this image as a query fast and easily to a few services that 
offer search by image. Such an add-on for Google Search by 
Image is also made available Google. 
B. Variations among services to search by image 
After the roll-out of Google search by image, a few quick tests 
with very limited samples have been reported online: 
• A very brief report mentions a test with 10 searches, 
which showed in all cases that the older TinEye did 
not perform as well as the more recent Google 
service [2].  
• A few test queries showed that TinEye and Google 
performed both in a similar way; in one case, when 
the source image was a photo of a cityscape, Tineye 
failed while Google yielded other, similar images 
[13].  
We have compared more matured versions of both services, in 
more detail and in a more systematic way [16]. We submitted 
10 images that have a duplicate, exact copy present on the 
WWW as a query to both TinEye and Google search by 
image. Of those 10 corresponding duplicate images on the 
WWW, TinEye revealed only 3, while Google revealed 7. 
Furthermore, we have investigated how well the services find 
images that have been derived from those 10 original images 
and that have been published on some other WWW site: 
TinEye found not a single derived image, while Google found 
at least one in the case of 7 images. So the differences among 
the services are substantial. 
C. Performance of the search services 
The tests mentioned above indicate that Google performed 
better than TinEye. Therefore, subsequent tests of search by 
image are carried out mainly using Google. Various ways are 
available to search by image with Google: “To search using an 
image, go to images.google.com and just put your picture in 
the search box. There are many ways to do this. You can click 
the camera icon in the search box and upload a photo from 
your computer or paste the URL of an image from the web. 
You can also drag and drop pictures from webpages or your 
computer into the search box. To search images on the web 
even faster with just one click, you can download the Chrome 
or Firefox extensions.” [8]. 
D. Finding copies of an image 
In each test we used a source image of which we know that a 
copy is also present on a static, stable, public WWW site, 
already for many months or years. 25 queries with Google 
search by image revealed 15 of the image duplicates on the 
WWW site. So this application is successful, effective, 
efficient, but not in a perfect, complete way. 
E. Correlation between various image search methods 
We know that the image files that we submit as query in 
search by image do exist on our own public WWW site, but 
nevertheless some of the queries did NOT reveal their 
duplicate existing on our WWW site. As users we expect that 
a search by image fails indeed in some cases, simply because 
Google is not aware of the image file on the WWW. More 
concretely, an image file has perhaps not been included in the 
search system database index or has not even been crawled / 
harvested or has even not been identified / noted by Google. 
There can be other reasons / causes / explanations for these 
observations, which we can catch with the phrase ‘erratic 
behaviour’ of the search engine. In general, search failures are 
understandable and acceptable in the sense that search systems 
for the WWW do not offer a complete coverage. With this in 
mind, we may expect a strong correlation between this search 
by image and the more classical search for images, because 
they are not separated but on the contrary integrated, in the 
sense that their database is based on the same WWW reality 
and crawling / harvesting and indexing systems of the same 
company. To investigate the correlation between various 
image search facilities, we started with some of our images 
and searched for duplicates on our WWW site, not only using 
search by image, but also using the more classical image 
search with a text query that consists of the known URL or file 
name or of words that occur in that URL or file name of the 
duplicates on our WWW site. We found the following. If a 
search by image revealed the known duplicate image file on 
the WWW, then the normal image search also found that 
duplicate. Four tests of search by image did not reveal the 
known duplicate; for these cases, we searched also for their 
duplicate on our WWW site, by using the normal image search 
with a text query. In only one of these searches, the existing 
duplicate was again not found, as we may perhaps expect; 
however, the normal classical image search did find the three 
other images on our WWW site and in two cases those images 
were even ranked on top as number 1 in the collection of 
thumbnail images that form the results of the search. [16] 
A second series of tests was performed later. In total, 25 
images were submitted as a query. 15 of these were found 
with search by text as well as with search by image. 10 were 
NOT found with search by text and also NOT with search by 
image. So not a single test gave an image found with one 
method, but not with the other method. In other words, the 
correlation between the two methods was complete. 
In conclusion, the effectiveness of a search by image to find 
the duplicate of that particular image on the WWW is strongly 
correlated with the effectiveness of a more classical search by 
text to find a copy of that query/source image file on the 
WWW. 
Furthermore we also observed that an image that is included in 
one and the same WWW page can either be retrievable or not; 
in other words, not all images that are included in a particular 
crawled WWW page are treated in the same way by the search 
engine and service. That is not easy to foresee, accept and 
understand. In other words, as outsiders, as users we 
experience this aspect of image search in practical reality as 
complicated and hard to grasp. [16] 
At least we conclude that search by image for duplicate 
images functions with an efficiency that is highly variable 
from case to case. 
F. Finding modified versions of the source image 
We have also investigated how effectively the search system 
can find images on the WWW that are NOT duplicates / exact 
copies of a particular source image, but that have common 
elements.  
Above, findings are mentioned that we should repeat briefly in 
this context: the TinEye search by image service did not reveal 
images derived from our original images, whereas Google 
search by image revealed numerous images that include some 
elements in common with the original images. 
In a test series, 16 queries were executed with Google search 
by image, each one of course with one image. Here we do not 
consider the original duplicate image on the WWW site of the 
author. In 12 of these searches, at least one other copy was 
revealed on another WWW site. The following paragraphs 
deal with more specific questions.  
How effectively can the search system even find images that 
have gone through some manipulation / modification / 
alteration that has resulted in a difference in resolution or in 
number of picture elements? In several tests, a search by 
image revealed that various WWW sites make a copy of that 
image available, even when that copy has a different size or 
modified colours or a combination of both.  
How effectively can the system to search by image even 
reveal other images on the WWW, which contain the image 
that is submitted as a query as only one component, besides 
other added images and/or texts, which are not present in the 
submitted image? The search service even revealed images 
that contain the image submitted as a query, only as a part 
besides other images or added text. The search service even 
revealed images that contain among other elements a modified 
version of the image submitted as a query, for instance with 
original colours turned into grayscale. 
The following gives some examples of remarkable findings of 
usage of images without informing the author/creator [16]: 
• A photo of a mask from Africa is used as part of a 
calendar.  
• A colour photo of another mask from Africa is used 
in a poster without colours.  
• A photo of a sculpture from Africa is used on the 
cover of a published book.  
• Two photos, each one of an African sculpture, have 
been combined on the cover of published 
contemporary music.  
• A WWW page containing a few images has been 
translated and made available on another WWW site.  
• A photo of the mountain Kilimanjaro made from an 
airplane has been copied and put on the popular, big 
Flickr photo WWW site; there it has already been 
inspected by thousands of users and it has received 
numerous comments. 
G. Search by image is improving 
Finding images and texts related to objects that are 
semantically similar to the object displayed in a known image 
would be a useful application to obtain more information 
about that particular object. This is true in particular if the user 
knows simply the general nature of the object(s)/subject(s) in 
the image, but does not know their specific character or 
names, so that the user cannot express the specific need for 
information by formulating a specific/focused text query. We 
have performed practical tests by submitting image files to 
Google search by image. Here we should realize that the 
search system can and will consider and analyse the image 
contents of course, but that the system can also take into 
account the name of the image file. This file name can provide 
additional useful information, if it is related to the meaning, to 
the content of the image. Therefore we have submitted queries 
each consisting of an image file that avoided to provide 
Google with a clue on the meaning of its content / subject; 
these image files were obtained by renaming each file name 
that was significant / meaningful to a name that was NOT 
meaningful, such as x.jpg. 
In a series of 20 test queries, the results were images showing 
similar colours, shapes and composition, but no images of 
other objects that are semantically related to the sculptures on 
the photos submitted [16]. Performance of semantic image 
retrieval was even poor in cases when many conceptually 
related images are present on the WWW, as we know from 
earlier, other, different ways of exploring the WWW [16].  
These disappointing, unproductive results are not surprising, 
because developing an effective system for a general, generic, 
high-level semantic search by image through a large and 
diverse/ heterogeneous collection of images is quite 
challenging if not impossible. Indeed, it is difficult or 
impossible for a computer system to match on the one side 
some or several of the many possible high-level, semantic 
contents/concepts that can be seen in an image by the user of 
the retrieval system with on the other side in the computer 
system the more basic/low-level/essential visual 
features/primitives of each image, such as the quantifiable 
attributes/features of colour, texture, shape and the spatial 
distribution or regions, which can be automatically detected 
within the pixel domain of the digitized image and which can 
be automatically extracted/indexed. In general, links between 
the high-level concepts and the low-level features are weak or 
even absent [see for instance 3, 5, 12]. This is reflected by 
poor performance of the systems, with a low recall and 
precision of the search results; this is particularly true in the 
case of big image collections with a broad content. In other 
words: on one hand, semantically similar images may have 
dissimilar low-level features, which causes low recall; on the 
other hand, semantically different images may contain similar 
low-level features, which causes low precision. This problem 
is one form of the more general problem in information 
retrieval, which is known as the “semantic gap” [see for 
instance 3, 5, 12, 26]. 
More recently, in 2014, we made more tests, including 
repetitions of the tests mentioned above. Unexpectedly, in this 
series of experiments, several test cases yielded search results 
that included a description of the source image that was 
correct and in some cases even quite specific, plus 
semantically related images [17]. This indicates improvement 
in the performance of search by image to find images that are 
semantically similar to the query/source image [17]. 
H. Finding semantically similar images 
As mentioned above, searches with some particular source 
images yield not only visually similar images, but also 
relevant descriptions and semantically similar images. The 
cases that deliver such fruitful results are mainly those that 
start from a source image that is well present on the WWW in 
the form of several copies, with some of these even in a 
significant text context [17]. This agrees with  
• the comments by the producer of the system, Google: 
“The feature works best for images of things that are 
quite well documented, such as often-photographed 
tourist attractions or images that are seen frequently 
online.” [quoted by 19], 
• the observation that a search with a source image of a 
few famous landmarks also yielded a correct 
description and other images of the same landmarks 
[13]. 
Al this is in accordance with the fact that the Google search 
system is not purely and simply a retrieval engine to find 
relevant images from a database that consists only of images, 
but that it also exploits the texts associated with the images on 
WWW pages.  
“Search by Image returns the best results for images that have 
related content already on the web, so you’re more likely to 
get relevant results for distinctive landmarks or paintings than 
you will for more unique photos like your toddler’s latest 
finger painting… The technology behind Search by Image 
analyses your image to find its most distinctive points, lines 
and textures and creates a mathematical model. We match that 
model against billions of images in our index, and page 
analysis helps us derive a best guess text description of your 
image.” [9]. 
“Search by image looks for similar content on the web, so 
unique or never-before-seen images won’t work well” [13].  
After the retrieval process, the service then offers ideally (i) a 
correct and specific description of the source image, (ii) 
semantically similar images and (iii) the WWW pages in 
which these occur. 
This elaborated procedure for information retrieval is a recent 
and successful example of the general view that exploiting text 
as well as images in a single, hybrid search action can be more 
fruitful than exploiting only one kind of retrieval [see for 
instance 4, 5, 6, 7, 12, 14, 18, 28]. “…a text retrieval and an 
image retrieval system can simply complement each other.” 
[18]. 
I. Combining search by image with search by text 
The findings mentioned above indicate, show and illustrate 
that Google exploits also text information on the WWW, even 
in a search by image only, in other words with a query that 
includes no text. This can be called an IMPLICIT, somewhat 
hidden application of a hybrid retrieval action in which images 
and text are both exploited. Then we can say that Google also 
allows us to perform EXPLICIT applications of hybrid search 
by text and by image, combined in one single query. Some 
tests with this approach have also been made [16]. We can 
consider the cases in which the image file that is submitted as 
a query has a filename that does carry some significance in the 
sense that it is semantically related to the object on the image. 
For instance, an image shows simply a chair and its filename 
is simply chair.jpg. In our test cases, search by image did 
reveal semantically related images and documents. In these 
cases, we are not dealing with pure search by image only. 
Furthermore, if we know the type or name of an object or 
person on the image, then we can also apply more classical 
searching for images with a query that includes this word or 
name; therefore, in those cases, search by image is less 
appealing, as it is not the last resort to find semantically 
related images. We have considered this in a deeper way, as 
follows. Can a search by image combined in one and the same 
query with a search by text for images be more productive in 
some way than a simple normal search with a text query for 
images? If we apply a search by image --that is in fact always 
a search by image in combination with a text search by 
filename-- then the precision of the results of this kind of 
search will probably be higher than when only the text search 
is executed. With the following example we try to clarify this. 
If we search for images with the word “chiwara”, then we find 
indeed images related to chiwara; these include images of the 
various subtypes of chiwara, such as male and female, vertical 
and horizontal. (It is not important in this context, but anyway: 
the chiwara is one of the generic names of a famous type of 
headdress created by the Bamana / Bambara people in Mali, 
Africa). More concretely, such a search in practice gave an 
image of some chiwara in 16 of the first 20 images showed by 
Google image search; 12 of these included a male, vertical 
chiwara. Such a high level of precision of the search results 
will be satisfactory for most users. But it can get even better as 
follows. If we search not only with the word “chiwara”, but if 
we make a search by image with a photo of a male, vertical 
chiwara and when the filename includes the word “chiwara”, 
then we also find images of chiwara, and furthermore all first 
20 shown by Google belong to the type male and vertical, 
without exception. Results like this will probably be 
experienced as a welcome increase in the precision of the 
ranked list of results. 
This finding agrees again with the view that information 
retrieval can be made productive in some systems by the 
combination/integration of content-based image retrieval with 
more classical text-based indexing and retrieval, as seen above 
in the more implicit combinations in Google search by image. 
In conclusion: search by text and image combined in a single 
search action can increase the precision of search results. 
V. CONCLUSIONS / APPLICATIONS / RECOMMENDATIONS 
From the findings described above, we conclude that 
searching by image is evolving to a powerful, additional 
method to meet information needs, exploiting the increasing 
number of images on the WWW plus the related texts. 
A recommendation: “… libraries should consider providing 
additional information literacy courses in the areas of image 
information seeking and visual literacy.” [10]. This 
recommendation was formulated after a survey of how 
students search for images, mainly with the classical method 
of searching for images by formulating a text query; clearly 
the more recent additional tool of search by image can or 
should also be demonstrated and explained to potential users. 
Possible applications of search by image are summarized in 
the following: 
A. Finding copies of your image 
Search by image allows you to investigate if a particular 
image that you have created is made available from another 
WWW site. Even modified versions can be traced. Probably 
the copy has been published without asking permission from 
the author or from the original publisher or even without 
informing the author or the original publisher. This can be 
interesting in several ways: 
 Copyright infringements can be discovered. 
 Curators or owners of a collection of objects can 
assess the impact and reuse of photos of the physical 
objects in their collection, on a worldwide scale. 
 Photographers or artists can assess the impact and 
reuse on the WWW of images that they have created. 
B. Finding other versions of an interesting image 
You can start from an image that you know and that you 
consider as interesting, but that you did not create and that is 
perhaps not the original version. Then searching by that image 
may allow you to find 
 a more suitable version of that image; for instance a 
version closer to the original image at a higher level 
of resolution or quality or integrity,  
 the creator/author or the copyright owner of the 
image or the copyright status of the image, 
 a copy or other version of the image plus also its 
location on some WWW page and WWW site, which 
can provide you with more information about the 
image. 
C. Finding visually similar images 
Search by image allows you to find visually similar images 
(colours, shapes, textures…). This may have some 
applications, even though these similar images are in most 
cases not at all semantically related to the source image. 
D. Finding semantically similar images 
The following is probably more important and interesting: 
when the source image is present on the WWW in the form of 
copies, then a search by image may even directly deliver a 
suitable and informative description in words of the image, as 
well as other images that are semantically related/similar, plus 
links to WWW pages that can provide more information. 
E. Increase the precision of search by text for images 
To find images that show a particular subject, we can use text 
queries in some of the available services to search for images 
on the WWW. Combining two search components in one 
query in Google image search can be fruitful: you can 
combine in one query (i) a text search with (ii) a search by 
image in which the image file subject is clearly and closely 
related to what you want to find; then this kind of image 
search can yield a precision that is higher than when only a 
text query is used. 
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