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ÖZETÇE
Diyalog ve ortamdaki diğer sesler arasındaki doğru dengeyi
bulmak, ses mühendisleri için önemli bir problem olup, dinleyici
şikayetlerinin de gittikçe artan bir sebebini oluşturmaktadır.
Dinleyiciler, kendi kişisel tercihlerine, dinleme ortamlarına
ve duymalarına uygun olarak diyalog ve çevresel sesler
arasındaki ses dengesini kendileri ayarlamak istemekte-
dirler. Bu çalışmada, birden fazla kaynak içeren stereo
ses kayıtlarındaki konuşma işaretlerini güçlendirmek için bir
yöntem sunulmaktadır. Daha önce ses kaynak ayrıştırma için
başarılı sonuçlar veren çekirdek katkı modelleme yöntemi kul-
lanılarak film seslerinden diyalog ve ortamdaki diğer ses-
lerin ayrıştırılmasına çalışılmıştır. Ayrıştırılan sesler daha
sonra yeniden karıştırılarak diyalog ve arka plan sesleri için
dinleyicinin kendi karışımını yapmasına olanak sağlayacaktır.
Filmlerden elde edilen sadece konuşma ve sadece müzik içeren
seslerin karıştırılması sonucu elde edilen seslerde ayrıştırma
başarımı incelenerek diyalog geliştirmede çekirdek katkılı mo-
delin başarılı bir şekilde uygulanabileceği gösterilmiştir.
Anahtar kelimeler— Diyalog geliştirme, çekirdek katkılı
modelleme, sesleri yeniden karıştırma.
ABSTRACT
It is a major problem for the sound engineers to find the right
balance between the dialogue signals and the ambient sources.
This problem also makes one of the main causes of the audi-
ence concerns. The audience wants to arrange the sound bal-
ance based on their personal preferences, listening environment
and their hearing. In this work, a method is proposed for en-
hancing the dialogue signals in stereo recordings that consist
of more than one source. The kernel additive modelling that
has been used successfully in sound source separation is used
to extract the dialogues and the ambient sources from the movie
sounds. The separated dialogue and ambient sources can later
be upmixed by the user to make a personal mix. The separation
performance of the proposed method is evaluated on the sounds
generated by mixing the sources which were taken from the only
dialogue and only music parts of the movies. It has been shown
that the Kernel Additive Modelling (KAM) based method can be
successfully used for dialogue enhancement.
Index terms— Dialogue enhancement, kernel additive
modelling, upmixing.
1. GİRİŞ
Son yıllarda film teknolojisindeki gelişmelerle birlikte, artan
çevresel seslerin yüksekliği de yayınlardaki ses kalitesi ile ilgili
endişelere yol açmaktadır. Yayınlarda sesle ilgili şikayetlerin
bir kısmını program ve reklamlar arasındaki ses yüksekliği
farkı oluştururken, önemli bir kısmını da diyaloglar ve diğer
çevresel seslerin dengesi ile ilgili şikayetler oluşturmaktadır.
Bazen arka planda çalınan müziğin ya da diğer gürültülerin sesi,
diyaloglara göre çok yüksek olabilmekte ve bu da bazı dinleyi-
cilerin konuşmayı anlamasını güçleştirmektedir. Benzer olarak
spor müsabakalarının sunumunda da seyircilerin tezahuratları
müsabaka ile ilgili açıklamaların duyulmasını engelleyebilmek-
tedir.
Sesle ilgili bu tip sorunlar özellikle duyma eksikliği
çekenlerde görülmektedir. Türkiye’de işitme cihazı kullansın
ya da kullanmasın, birden fazla kişi konuşurken söylenenleri ra-
hatlıkla duyma konusunda çok zorlananlar ile hiç duyamayan-
ların oranı yaklaşık olarak %2.2 olarak belirlenmiştir [1]. Bu
oran cinsiyet ve yaş grubu detayında incelendiğinde; 55-64
yaş grubundaki erkeklerin %1.8’i, kadınların ise %4’ü sorun
yaşadığını beyan etmiştir. Yaş ilerledikçe işitme konusunda
problem yaşayanların oranı artış göstermekte, 75 ve daha yukarı
yaş grubunda yaklaşık %22 seviyesine ulaşmaktadır.
Konuşmaların anlaşılabilirliği ile ilgili bir başka sorun da
kişilerin akıcı konuşabilse dahi anadili olmayan bir dildeki
konuşmaları anlayabilmesinde görülmektedir. Anadilinin
dışında bir dili dinlerken kişinin genellikle daha fazla odaklan-
ması gerekmektedir. Bu durumda diyalogların sesinin, arka-
plan seslerine göre daha yüksek olması, anlamaya yardımcı ola-
bilecektir ve konuşmanın anlaşılabilirliğini artıracaktır. Yapılan
testlerde, anadili dışında bir dildeki konuşmaları anlayabilmek
için bir insanın o sesi anadil seviyesine göre yaklaşık 3 dB daha
yüksek İşaret Gürültü Oranı (Signal to Noise Ratio - SNR) ile
dinlemesinin gerektiğini göstermiştir [2].
Ayrıca, diyalogların anlaşılırlığı sorunu sadece işitme kaybı
olanlar ya da anadili dışında bir dilde yayın izleyenler için sorun
olmamakta, dinleme ortamından ya da kullanılan sesin üretim
ve karıştırma cihazlarından da kaynaklanabilmektedir. Din-
leme ortamının, karışımın tercih edilen ayarı üzerinde önemli
bir etkisi vardır. Örneğin, bir filmin duyulabilirliğinin gürültülü
bir ortamda, mesela havalimanında kulaklık kullanarak din-
lendiğinde yapılacak karışım ayarı ile mükemmel bir stereo
veya çok kanallı sistem üzerinden evde sessiz bir ortamda din-
lenmesi esnasında yapılacak karışım ayarı birbirinden çok farklı
olacaktır.
Diyalogların anlaşılabilirlik sorunları, şu anda yayıncıların
kullandığı ses yüksekliği ölçüm teknikleri tarafından dikkate
alınmamaktadır. Bir çözüm sağlamak için, Fraunhofer IIS, kul-
lanıcıların kendi tercihlerine göre diyalog ve çevresel sesler
arasındaki dengeyi değiştirmesine olanak sağlayan “Diyalog
Geliştirme” adlı bir teknoloji geliştirmiştir [3]. Bu teknolo-
jide ses kaynakları (örneğin konuşma ve müzik), tek bir işarete
dönüştürülmeden yani karıştırılmadan önce analiz edilerek
karışımı oluşturacak ses kaynakları arasındaki ilişki parametrik
olarak üretilmekte ve karışım işaretiyle birlikte ek bir bilgi
olarak gönderilmektedir. Bu parametrik yan bilgiden fay-
dalanılarak, her bir kaynağın sesi ayrı ayrı ayarlanabilmekte ve
böylece diyalogların anlaşılabilirliği artırılabilmektedir. Ancak,
burada kaynakların ayrı ayrı kayıtlarına ihtiyaç duyulmaktadır.
Elimizde sadece stereo işaretin olduğu durumlarda bu yöntemin
uygulanabilirliği mümkün olmamaktadır.
Bilimsel yazında seslerin karışım oranlarını yeniden
düzenleyen yöntemler bulunmakla birlikte, bu yöntemler genel-
likle kanal sayısını artırmak için kullanılmaktadır. [4]’de
tüketici uygulamaları için stereo karışımlardan yeni karışımlar
oluşturan yöntemlerin karşılaştırması sonucu En Küçük Or-
talama Kareler (Least Mean Squares- LMS) yönteminin
en iyi sonucu verdiği gözlenmiştir. Bizim amacımız da
karışımı yeniden oluşturmak olduğuna göre bu yöntemlerden
de faydalanabiliriz. Stereo işaretleri çok kanallı işaretlere
dönüştüren yöntemlerden en bilineni Frekans Bölgesi Karışım
Tekniği (Frequency Domain Upmixing Technique- FDUT ) [5]
çalışmasında önerilip, bu çalışmada sol ve sağ kanal işaretlerini
karşılaştırarak çevresel seslerin ve her iki kanalda da farklı oran-
larda bulunan seslerin elde edilmesi amaçlanmaktadır. Önerilen
çalışma [4], stereo işaret, ayrı ayrı kaydedilmiş tek kanallı
ses kaynaklarının sentetik olarak farklı kanallarda farklı oran-
larda birleştirilmesi ile elde edilmişse başarılı bir şekilde kay-
naklarına ayrıştırılabilmektedir. Ancak stereo işaret gerçek bir
karışımsa bu yöntem başarılı olmamaktadır.
Bu bildiride, kaynak ayrıştırma yöntemlerinden fay-
dalanılarak diyalog geliştirme problemine bir çözüm sunul-
maktadır. Böylelikle önerilen yöntem, ses kaynaklarının bi-
linmediği durumda, elimizde sadece tüm seslerin karışımından
oluşan tek bir stereo işaret bulunduğunda da çalışabilmektedir.
Ses kaynak ayrıştırmadan farklı olarak amacımız tamamen ses-
leri birbirinden ayırmak değil, karışımdaki seslerin oranlarını
kullanıcının tercihine göre değiştirmesine olanak sağlamaktır.
Dolayısıyla kaynak ayrıştırmadan farklı olarak diyalog için
girişim kaynağı olan çevresel seslerin tamamen temizlen-
mesi değil, çevresel seslerin sesliliğinin düşürülmesi he-
deflenmektedir. Yöntem olarak müzik ve konuşma işaretlerini
ayrıştıran [6] ile verilen çekirdek katkılı modelleme yöntemi
kullanılmaktadır. Bu bir başlangıç çalışması olup, matris faktör
ayrıştırma [7, 8] ve tensör faktör ayrıştırma [9] yöntemleri kul-
lanılarak da diyalog geliştirme yöntemleri tasarlanacaktır.
Bölüm 2’de Çekirdek Katkılı Modelleme yöntemi an-
latılacaktır. Bölüm 3 ile Çekirdek Katkılı Modelleme
kullanılarak geliştirilen Diyalog Geliştirme algoritması an-
latılacaktır. Bölüm 4’de önerilen yöntemin filmlerden elde
edilen müzik ve diyalog karışımlarında [4]’de verilen LMS
yöntemi ile ve [5] yöntemi ile karşılaştırmalı olarak başarım
testleri raporlanacaktır.
2. ÇEKİRDEK KATKILI MODELLEME
Çekirdek Katkılı Modelleme (Kernel Additive Modelling-
KAM) [6], çok kanallı ses kaynak ayrıştırma problemi için
önerilmiştir. Bu yöntem, bir kaynağın spektrogramındaki her-
hangi bir (f, t) frekans-zaman bileşenindeki değerin, kaynağa-
özel bir yakınlık çekirdeği ile ifade edilen komşuluğundaki
bir başka değere yakın olduğu varsayımına dayanmaktadır.
Temel olarak periyodiklik, zamanda ya da frekansta kararlılık,
öz-benzerlik gibi özelliklerden faydalanılmaktadır. Spekt-
rogramlardaki bağımlılıkları modellemek için, çekirdek yerel
parametrik modeller kullanılmıştır [6].
Bu bölümde, KAM yönteminin çalışması anlatılacak olup,
önce simgelenimden bahsedilecektir. {sj}j=1···J ve x,
sırasıyla J kaynağın ve karışım işaretinin Kısa Zamanlı Fourier
Dönüşümünü (KZFD) temsil etmek üzere, her ikisi de boyutları
Nf ×Nt × I olan tensörlerdir. Burada Nf frekans bantlarının
sayısını, Nt zaman çerçevesinin sayısını, I ise gözlem sayısını
temsil etmektedir. sj(f, t), I × 1 boyutunda bir vektör olup, sj
kaynağının tüm kanallarda (f, t) frekans-zaman bileşenindeki
değerini vermektedir.
Yerel Gauss Modeli (YGM) altında çok kanallı bir sj(f, t)
işaretinin vektörlerinin her frekans-zaman bileşeninin bağımsız
olduğu, bir başka deyişle her bir bileşenin çok değişkenli
merkezi Gauss dağılımına göre dağıldığı varsayılmaktadır [6]:
∀(f, t), sj(f, t) ∼ N (0, sj(f, t)Rj(f)) . (1)
(1) eşitliğinde sj(f, t) ≥ 0, (f, t) frekans-zaman bileşeninde
j kaynağının spektrogramını temsil etmektedir. sj(f, t),
negatif olmayan bir değere sahip olup, (f, t) frekans-zaman
bileşeninde kaynağın enerjisini tutmaktadır. Rj(f) ise I × I
bir yarı kesin artı matris olup, j kaynağının f frekans bandında
uzamsal kovaryans matrisidir. Rj(f), sj kaynağının, bir
frekansta farklı kanalları arasındaki kovaryans değerini tutmak-
tadır.
x(f, t) karışım işareti de, J adet bağımsız Gauss vektörü
sj(f, t)’nin (j = {1, · · · , J}) toplamına eşit olduğu için Gauss
dağılımına sahiptir. sj(f, t) ve Rj(f) parametreleri bilindiği
durumda ya da ŝj(f, t) ve R̂j(f) şeklinde kestirildiğinde,
kaynakların KZFD’lerinin En Küçük Ortalama Karesel Hata
(Minimum Mean Square Error-MMSE) kestirimleri ŝj(f, t),
genelleştirilmiş uzamsal Wiener filtreleme ile rahatlıkla elde
edilebilmektedir [6]:






n zaman bileşeni olmak üzere, zaman bölgesindeki ˆ̃sj(n)
kaynak işaretlerini elde etmek için, kestirilen ŝj(f, t) kaynak
işaretlerine ters KZFD uygulanmaktadır.
Spektrogramları modellemek için kaynak ayrıştırmada
ve matris ayrıştırma tabanlı yöntemlerde sıklıkla uygulanan
parametrik model yerine, spektrogramları yerel olarak modelle-
mek için yerel regresyon fikirlerinden yararlanılmıştır [6]. Daha
detaylı olarak anlatmak gerekirse, kaynaklar hakkındaki önsel
bilgi, j kaynağının yakınlık çekirdeği olarak adlandırılan ve
Şekil 1: Kaynaklarla ilgili önsel bilgi olarak kullanılabilecek yakınlık çekirdekleri içn örnekler. (a) dikey, perküsyon aletleri için, (b)
düşey, durağan harmonik sesler için, (c) periyodik, tekrarlayan sesler için, (d) çarpı şeklinde, düzgün olarak değişen spektrogramlar
için.
spektrogramın sj(f, t) değerine yakın olduğu frekans-zaman
bileşenlerini ifade eden Ij(f, t) komşulukları şeklinde ifade
edilmektedir:
∀(f ′, t′) ∈ Ij(f, t), sj(f ′, t′) ≈ sj(f, t). (3)
Örnek olarak müzik işaretlerinde, perküsif elemanlar Şekil
1 (a)’ da görüldüğü gibi frekans ekseni boyunca öz-benzer olup,
harmonik durağan sesler Şekil 1 (b)’ de görüldüğü gibi zaman
ekseninde öz-benzerdirler. j kaynağının Tj periyodu ile periyo-
dik bir işaret olması durumda ise Şekil 1(c)’de görüldüğü üzere
Ij(f, t), {f, t+ kTj}k∈Z periyodunu içerir.
sj ses kaynak spektrogramlarının kestirilmesi için çekirdek
yenileme algoritması kullanılmaktadır [6]. Bu algoritma
yinelemeli olarak çalışmakta ve parametrelerin kestirimi
dönüşümlü olarak yapılmaktadır. ŝj kaynağının o anki kestir-
iminin spektrogramı zj , gerçek değerlerin gürültülü birer kesti-
rimi olarak değerlendirilmektedir. ŝj’nin zj’den tekrar kestir-
imi medyan süzgeçleme ile gerçeklenmektedir :
ŝj(f, t) = medyan{zj(f ′, t′)|(f ′, t′) ∈ Ij(f, t)} (4)
Bu yöntem, çok çeşitli işaretlerin farklı dinamiklerini
modelleyecek ve önsel bilgi kullanacak kadar esnektir ve bu
yöntemle ilgili daha detaylı bilgi [6] ile verilen çalışmada bu-
lunabilecektir.
3. ÇEKİRDEK KATKILI MODELLEME
İLE DİYALOG GELİŞTİRME
Bölüm 2’de KAM kullanılarak ses kaynaklarının ayrıştırılması
anlatılmaktadır. Bu çalışmada, KAM kullanılarak gerçek stereo
yayın kayıtlarından konuşma ve diğer sesler ayrı ayrı elde
edildikten sonra, yeniden farklı oranlarda karıştırılarak kul-
lanıcının duyma durumuna ya da zevkine göre bir kayıt din-
lemesi sağlanacaktır.
Diyalog geliştirme yöntemi gerçeklendiğinde birçok uygu-
lama alanı bulacaktır. Bu uygulamalardan biri, işitme kaybı
yaşayan insanlar için olup, bu insanların duymak istedik-
leri diyalogların sesini yükseltip, arka plan kaynaklarının
sesini kısmasına olanak sağlamaktadır. Diyalog geliştirmenin
önemli bir başka uygulaması da film, televizyon ya da spor
müsabakalarının izlenmesi esnasında görülecektir. Amacımız,
kullanıcıya bir arayüz aracılığıyla farklı kaynakların birbirine
göre bağıl seslerini basit bir şekilde değiştirmesini sağlamaktır.
KAM ile diyalog geliştirme yapabilmek için ortamdaki
seslerin önsel bilgileri bir yakınlık çekirdeği kullanılarak mo-
dellenmelidir. Bu modelden faydalanılarak ayrı ayrı elde
edilen kaynaklar, birbirlerine görece olarak kullanıcı tarafından
gerçek zamanlı olarak ayarlanabilmelidir. Bu çalışmada diya-
log geliştirmeye temel olacak sadece konuşma ve arka plan
müziğinin KAM kullanılarak ayrıştırılması gerçeklenmiştir.
4. TEST SONUÇLARI
Bu bölümde, önerilen KAM tabanlı diyalog geliştirme
yönteminin başarımı değerlendirilmektedir. Bu sebeple, farklı
filmlerden 44100 Hz örnekleme frekansında örneklenmiş, 18
saniye uzunluğunda sadece diyalog içeren ve sadece müzik
içeren altışar parça seçilmiştir. Bu parçaların karıştırılmasıyla
24 gerçek ve 12 sentetik stereo işaret elde edilmiştir. Gerçek
stereo işaret için stereo kaynaklar doğrusal olarak birbirine
eklenmiştir. Sentetik işaretler içinse, her bir kaynağın sadece
tek bir kanalı kullanılarak sentetik bir karışım oluşturulmuştur.
Sentetik sesleri oluştururken
x̃(n, 1) = 0.5s̃1(n, 1) + 0.7s̃2(n, 1), (5)
x̃(n, 2) = 0.5s̃1(n, 1) + 0.3s̃2(n, 1) (6)
eşitlikleri kullanılmıştır. (5) ve (6) ile verilen karışım
eşitliklerinde x̃(n, i), i = 1, 2 karışım işaretinin i. kanalının
n. zaman bileşimini; s̃j(n, 1) ise j. ses kaynağının birinci
kanalının n. zaman bileşenini ifade etmektedir.
Önerilen yöntemin başarımını ölçmek için normalize
edilmiş İşaret Bozulma Oranı (Normalized Signal-to-
Distortion-Ratio- ∆SDR, dB) ve normalize edilmiş İşaret
Girişim Oranı (Normalized Signal-to-Interference-Ratio-
∆SIR, dB) kullanılmıştır. ∆SDR ve ∆SIR, sırasıyla
SDR’deki ve SIR’daki hiçbir ayrıştırma yapılmadığı duruma
göre gelişimi göstermektedir ve BSSEval aracı [10] kul-
lanılarak hesaplanmıştır. Hiçbir ayrıştırmanın yapılmadığı
referans durumu için ise karışım işaretleri kaynak gibi
değerlendirilmektedir:
∆SDRj(ˆ̃sj , s̃j , x̃) = SDRj(ˆ̃sj , s̃j)− SDRj(x̃, s̃j), (7)
∆SIRj(ˆ̃sj , s̃j , x̃) = SIRj(ˆ̃sj , s̃j)− SIRj(x̃, s̃j). (8)
(7) ve (8) eşitliklerinde s̃j , ˆ̃sj ve x̃ sırasıyla orijinal ses, kestir-
ilen ses ve karışım ses işaretlerini zaman bölgesinde temsil et-
mektedir.
Önerilen KAM yöntemi, LMS [4] ve FDUT [5] yöntemiyle
karşılaştırılmış ve sonuçlar kutu gösterimi ile Şekil 2 ve Şekil
Şekil 2: ∆SDR’nin 24 gerçek stereo ve 12 sentetik ses verisi
üzerinde dağılımı.
Şekil 3: ∆SIR’nin 24 gerçek stereo ve 12 sentetik ses verisi
üzerinde dağılımı.
3’de gösterilmiştir. Kutu gösteriminde kırmızı yatay çizgiler
elde edilen tüm değerlerin orta değeri iken, değerlerin %50’
si kutu sınırları içine kalmaktadır. Kutuların üzerindeki ve
altındaki yatay çizgiler ise sırasıyla elde edilen en büyük ve
en küçük değerleri göstermektedir. Her iki şekilde de sağda
gerçek stereo karışımlar için sonuçlar verilirken, solda sentetik
olarak üretilen stereo işaretler için sonuçlar raporlanmaktadır.
Elde edilen tüm ∆SDRLMS ve FDUT yönteminin, gerçek
karışımlar için sesleri ayrıştıramadığı gözlenmektedir. KAM
yönteminin ise SDR türünden ortalama 4.5 dB, SIR türünden ise
ortalama 10 dB başarımı artırdığı görülmektedir. Özel olarak
(5) ve (6) ile verilen sentetik karışımlar için önerilen FDUT
yöntemi, ∆SDR ve ∆SIR türünden başarımı artırmaktadır.
LMS yönteminin ise bu uygulama için başarılı sonuçlar ver-
mediği gözlenmektedir.
5. SONUÇ
Bu çalışmada, kaynak ayrıştırma algoritmalarından faydalanan
bir diyalog geliştirme yöntemi önerilmektedir. Önerilen
yöntem, karışımlardaki kaynakların yerel özelliklerinden fay-
dalanarak ayrışmasını sağlamaktadır. Daha sonra ayrıştırılan
işaretler farklı oranlarda kullanıcının isteğine göre yeniden
birleştirilebilecektir.
Önerilen yöntemin amacı gerçek kayıtlardaki stereo sesler-
den öncelikle kaynakları elde etmek, daha sonra kullanıcının
isteği doğrultusunda karışımdaki müzik ve diyalogların görece
seviyesini değiştirmektir. Önerilen yöntem için bu bildiride
sadece ayrıştırmanın başarımı incelenmiş olup, karışımdaki ses-
leri ayırt edebildiği gözlenmektedir. Bu seslerin farklı oranlarda
birleştirilmesi doğrusal bir işlemle kolaylıkla yapılabilecektir.
İleriki çalışmalarda yöntemin başarımı farklı arka plan
seslerinde denenecek olup, elde edilen ilk sonuçlar KAM
algoritmasının diyalog geliştirme için kullanılabileceğini
göstermektedir. Ayrıca matris ve tensör ayrıştırma gibi kaynak
ayrıştırma yöntemleri kullanılarak karışımı oluşturan seslerin
daha az bozulma ile elde edilmesi konusunda çalışılacaktır.
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alised coupled tensor factorisation,” Advances in Neural
Information Processing Systems, pp. 2151–2159, 2011.
[10] E. Vincent, C. Fevotte, and R. Gribonval, “Performance
measurement in blind audio source separation,” IEEE
Trans. Audio, Speech, Lang. Processing, vol. 14, no. 4,
pp. 1462–1469, 2006.
