In this work we present an improved approach for the analysis of 1 H double-quantum nuclear magnetic resonance build-up data, mainly for the determination of residual dipolar coupling constants and distributions thereof in polymer gels and elastomers, yielding information on crosslink density and potential spatial inhomogeneities. We introduce a new generic build-up function, for use as component fitting function in linear superpositions, or as kernel function in fast Tikhonov regularization (ftikreg). As opposed to the previously used inverted Gaussian build-up function based on a second-moment approximation, this method yields faithful coupling constant distributions, as limitations on the fitting limit are now lifted. A robust method for the proper estimation of the error parameter used for the regularization is established, and the approach is demonstrated for different inhomogeneous elastomers with coupling constant distributions.
I. INTRODUCTION
The precise analysis of elastomer or gel components and microstructure is an important challenge for polymer physics, as this information is key to understanding their intriguing properties in applications as performance materials, separation membranes, and many more. In the recent years, simple time-domain 1 H solid-state NMR, possibly performed on simple low-field instruments, was demonstrated to be a powerful and versatile tool to investigate quantitatively the crosslink density of polymer networks. [1] [2] [3] [4] [5] [6] [7] [8] The NMR effect is due to the restrictions to fast segmental fluctuations posed by the crosslinks and other topological constraints such as entanglements, leading to nonisotropic orientation fluctuations. Therefore, intrasegmental dipole-dipole couplings are not averaged out completely and residual dipolar couplings (RDC) persist, which are directly related to the crosslink density and thus the network structure. [9] [10] [11] Residual dipolar couplings are most simply reflected in the T 2 relaxation behavior, 9 and despite the ambiguities related to the unknown shape of Hahnecho decay curves, 12 attempts have been made to extract even RDC distributions and, thus, information on crosslink density inhomogeneities. 13 Reliable numerical approaches to the determination of dipolar coupling constant distributions have for instance been reported for the case of heteronuclear couplings as obtained from the REDOR (rotational-echo double-resonance) NMR experiment, 14, 15 or for the case of electron-electron dipolar couplings from pulsed-electron paramagnetic resonance a) Electronic mail: walter.chasse@physik.uni-halle.de. b) Electronic mail: kay.saalwaechter@physik.uni-halle.de. data. 16, 17 These situations are favorable in that experimental data are composed of a sum of relaxation-free single-pair responses, which follow the theoretical prediction more or less exactly. The situation is less favorable for homonuclear dipolar couplings in systems with abundant spins, since the response of such a multispin system is homogeneous in nature and cannot be treated by analytical theory. Our previous work, as reviewed in Ref. 5 , has demonstrated that static 1 H multiple-quantum (MQ) NMR spectroscopy is the tool of choice to quantitatively measure homonuclear RDCs and their distribution in soft materials. 3 Up to now, we have used a generic yet rather approximate single-RDC Gaussian signal function based upon a second-moment approximation. Here, we present a substantially improved approach based on a new generic signal function and a reliable protocol for data analysis, yielding reliable RDC distributions.
The clear advantage of the MQ NMR experiment arises from the acquisition of two different sets of data, i.e., a double-quantum (DQ) build-up curve I DQ (τ DQ ) and a reference intensity decay curve I ref (τ DQ ), see Fig. 1 . The experiment is based upon a pure DQ Hamiltonian which generally excites all even quantum orders (thus the nomenclature MQ NMR). However, the initial rise of the build-up function is dominated by DQ coherences (thus its nomenclature DQ), yet at longer pulse sequence times τ DQ , it also comprises higher 2n + 2 quantum orders. Similarly, the initial decay of the reference curve is dominated by dipolar-modulated longitudinal magnetization (quantum order 0), yet contains contributions from higher 2n quantum orders at long times.
With the two signal functions, it is possible to obtain structure information about the polymer network independently of relaxation effects by normalizing the DQ buildup through point by point division by the sum relaxation function I MQ = I DQ + I ref , possibly after subtraction of (usually exponential) long-time signal tails related to network defects or solvent: I nDQ = I DQ /(I MQ −tails). The resulting normalized DQ build-up function must reach a relative amplitude of 0.5 in the long-time limit for theoretical reasons (equal partition among all excited even quantum orders) and is to a good approximation independent of temperature. The structural information in the form of RDCs is obtained by fitting such data to appropriate functions.
As mentioned, up to now we have used an approximated build-up function based on a static second-moment approximation: 3, 11, 18 
where D res is an apparent RDC characteristic of the whole monomer unit representing of course the averaged action of many pair couplings. This build-up function was shown to fit very well both simulated data of multispin systems as well as data measured on homogeneous single-component elastomers. In the latter, the segmental fluctuations are all subject to the same crosslink induced anisotropy, and a discussion of this a priori unexpected finding and the polymer-physical implications is found in Ref. 19 . In case of RDC distributions, i.e., in inhomogeneous polymer networks with broad or even multimodal distribution of RDCs, such as in swollen polymer networks or networks with spatially separated bimodal or multimodal chain length distributions, the above function does not give a proper fit, because it only considers a single RDC constant D res . The response is then generally given by a Fredholm integral equation (a distribution integral):
where the function g(τ DQ ) represents the measured data and f (D res ) is the RDC distribution. Taking Eq. (1) 
which applies for moderate distributions with σ G < D G . Note that from now on, Eq. (1) is referred to as "Gaussian fitting function," while Eq. (3) is the "Gaussian-distributed fitting function." More generally, one may try to fit linear superpositions of Eqs. (1) or (3) in order to model a multimodal distribution or resort to a numerical inversion procedure. The latter means that Eq. (2) has to be inverted to obtain f (D res ), which is an ill-posed problem, related to the well-known case of the inverse Laplace transformation. The program ftikreg, 20, 21 based on the fast Tikhonov regularization algorithm, combined with the Gaussian build-up function [Eq. (1)] as kernel function, was until now our method of choice to obtain an estimate of the distribution function.
However, one needs to keep in mind that Eq. (1) approximates simulated as well as true data only for nDQ intensities up to ∼0.45, corresponding to a time limit of τ max DQ = 2.4/D res , see Fig. 1 , resulting in systematic errors in the component fractions or the distribution shape obtained by ftikreg, in particular for networks with a dominating high-D res component. In addition, the regularization result is sensitively dependent on a user-defined error parameter ε, which should ideally reflect the uncertainty for each data point. This uncertainty, however, is not constant for normalized I nDQ data, as the noise-related error in the two experimental functions is constant, but its relative importance increases at long times due to division of small quantities. Due to these limitations to numerical regularization, in most of our previous papers we used results from multicomponent fitting as the more quantitative strategy for quantitative evaluations.
In this work, we introduce a new build-up function which allows for a more accurate description of the build up of very homogeneous polymer networks and thus to extend the fitting limit and further improve the accuracy of multicomponent fits. We further present an improved protocol for using ftikreg, 22 which includes the new kernel function and a reliable estimation procedure of the most probable error parameter ε, enabling a precise determination of the RDC distribution. We demonstrate the applicability of the new approach on examples of different bimodal networks, comprising simple mixed samples as well as cocrosslinked poly(dimethyl siloxane), (PDMS), model networks, proving the precise characterization of the potential modality of a network, including the correct RDCs and the mass fractions of the components.
II. EXPERIMENTAL SECTION

A. Samples
The studied natural rubber (NR) compounds were based on standardized poly(cis-1,4-isoprene) natural rubber kindly supplied by Malaysian Rubber (SMR-CV60). A conventional sulfur-accelerator recipe was used. Samples contain zinc oxide (five parts per hundred of rubber, phr) and stearic acid (2 phr) as activators, and different amounts of the accelerator N-cyclohexyl-2-benzothiazolesulphenamide and sulfur. The accelerator/sulfur ratio was always 0.2, and the sulfur contents were 1.3 phr (C2) and 11.1 phr (C8). Samples were prepared in an open two-roll mill using standard mixing procedures and vulcanized in a laboratory press at 150
• C at their respective optimum times (t 97 ), deduced from the rheometer curve (Monsanto Moving Die Rheometer, model MDR 2000E).
The sample ePDMS-t400 is a so-called PDMS "model network," prepared in high dilution by using vinyl endfunctionalized PDMS with M w ≈ 5.2 kDa and a fourfunctional crosslinker. The uncrosslinked polymer was dissolved in 400 wt. % toluene with respect to the used amount of polymer. After adding the crosslinker and a platinum catalyst, the sample tube was sealed. For details of the reaction mechanism see Ref. 23 . After the completed crosslink reaction, the toluene was carefully evaporated and the uncrosslinked network components were extracted by equilibrium swelling. The sample rPDMS-c040 was prepared by using a PDMS prepolymer with randomly distributed vinyl groups on the backbone. The polymer, the two-functional crosslinker, and the platinum catalyst were diluted by only 20 wt. % toluene just in order to facilitate homogeneous mixing of the components. The amount of crosslinker was chosen so as to react just 40% of the vinyl groups. The uncrosslinked components were also extracted by equilibrium swelling.
A third, very similar series of end-linked monomodal and bimodal PDMS model networks comprises precursor chains of high (M n = 91 kDa) and low (M n = 4.5 kDa) molecular weight at different mass fractions. The same samples were previously investigated by Genesky, Cohen and co-workers, who also published details on their preparation. 24, 25 
B. NMR spectroscopy
The 1 H MQ solid-state NMR experiments were carried out on a Bruker minispec mq20 spectrometer operating at a resonance frequency of 20 MHz (B 0 ≈ 0.5 T) with 90
• pulse length of 2.2 μs and a dead time of 13 μs. The experiments and the analysis of the measured raw data were performed following the previously published procedures, 5 including the subtraction of small contributions of signal tails related to network defects prior to calculating I nDQ . This fraction was in all cases on the order of a few percent.
III. DATA ANALYSIS
A. Improved fitting function
As mentioned, in many polymer networks as well as in simulations, the nDQ curve shows not only the typical buildup behavior to a plateau of 0.5, but also a local maximum (see Fig. 1 ). This maximum is particularly well pronounced in very homogeneous networks which are characterized by a narrow RDC distribution (σ G /D G ≤ 0.3). In our first publication on the topic 3 using PDMS model networks, we used spin-counting experiments to show that this maximum in fact results from multiple-quantum dynamics: it arises from the growing importance of four-quantum coherences, which are created from the DQ coherences that dominate the primary buildup. The DQ selection phase cycle, more precisely, the complementary phase cycle used for the reference experiment, ensures that 4n-quantum coherences are part of I ref , which means that their appearance reduces I DQ . Initially, I ref is of course composed of longitudinal magnetization with apparent quantum order 0. One could expect a minimum after the maximum due to the growing importance of six-quantum coherences, again detected as part of I DQ , but this is almost undiscernible due to low overall intensity of higher quantum orders. Thus the data quickly approaches the plateau of 0.5, arising from equal partition of all the different quantum orders in the long-time limit.
While our previous work showed that vulcanized NR samples can be extremely homogeneous, with σ G /D G ≤ 0.1, 8 most PDMS networks showed a significantly broader RDC distribution, always around σ G /D G ≈ 0.3. 3 We attribute this to inhomogeneities inherent in the preparation of the previously investigated samples, and to prove this point, the measured DQ build-up curves of an end-linked PDMS network which was crosslinked in high dilution (ePDMS-t400) and a randomly linked PDMS network (rPDMS-c040) are plotted in Fig. 2(a) .
The end-linked network shows a clear maximum in the buildup, whereas the randomly linked network shows a monotonic increase of the double-quantum intensity to the plateau value of 0.5, indicating a more homogeneous structure of the former, see Fig. 2 It becomes again obvious that the homogeneity of a polymer network is indicated by the maximum in the buildup curve, and it is now clear that end linking of highly dilute chains provides more homogeneous networks (after deswelling), probably as a result of better mixing, thus better controlled network structure. This statement is further supported by the corresponding RDC distributions plotted in Fig. 2(b) . These distributions were obtained by using the ftikreg software with the old Eq. (1) as kernel function.
As mentioned, the previously used inverted Gaussian fitting functions (1) and (3) cannot fit the local maximum, requiring a fitting limit I nDQ < 0.45. This leads to the systematic errors mentioned in the Introduction. It should be stressed that the main problem does not arise for the estimation of the average residual dipolar coupling constant, for which Eq. (3) is always a suitable choice, but for the proper characterization of the actual distribution. Especially for the regularization procedure with ftikreg, the kernel function representing J. Chem. Phys. 134, 044907 (2011) the response of a single monomer unit (or a segment thereof) has to be as accurate as possible.
For this reason, we introduce a new fitting function, which we have derived by resorting to the data of the most homogeneous networks at our disposal, i.e., NR-C2 and ePDMS-t400. We were inspired by the so-called "Abragamian" function, which is a product of a Gaussian and a sinc function and was used by Abragam to fit freeinduction decays (FIDs) of single crystals of fluorides, 26 and gained some popularity in fitting FIDs of rigid 1 H systems like crystalline components of polymers dominated by CH 2 spin pairs, 27 or other systems with similar local order. 28 However, an inverted Abragamian, 0.5[1 − A(x)], did not fit our MQ build-up data well, yet a modified version using a Weibullian and a cosine function fitted the data almost perfectly, see 
The numerical factors and the exponent 1.5 of the Weibullian in this "Abragam-like" (A-l) function were calibrated so as to result in the same RDC as obtained from fits using Eq. (1). For all used reference networks, the deviation between the fitted average D res was below 1% for the given prefactors in Eq. (4). It should be mentioned that the samples on which the function optimization was performed still had relative distribution widths σ G /D G ≈ 0.1 when fitted with the Gaussian-distributed function, Eq. (3). This means that Eq. (4) contains some a priori bias (it is, in a sense, the convolution of the "correct" unimodal result and a narrow point-spread function), and its use will always lead to a slight underestimation of the actual distribution width, which, however, is only relevant in extremely homogeneous samples with similarly narrow distributions.
The new A-l build-up function enables a precise fitting of the maximum in the build-up curves of homogeneous polymer networks. This means that the fitting range for DQ build-up curves can be extended beyond the potential maximum of the build-up curve, even until the last reliable points in the plateau region. For samples with wide distributions, the maximum in the experimental data of course vanishes [see Figs. 2(a) or 3(c)], which means that all data points up to I nDQ ≤ 0.5 can be fitted. As opposed to the previous use of the Gaussian or Gaussian-distributed functions, the component fractions will be precise because the signal functions of the individual subcomponents are faithfully represented. This gain in precision is central for a much improved analysis of RDC distributions. Equation (4) can be used in simple linear superpositions, modeling multimodal distributions with sharply peaked maxima, or one can also combine it with a Gaussian distribution of RDCs (in this case, the result is not analytical, requiring a least-squares fit to a numerially computed function, which is easily possible in modern data analysis software).
To appreciate the improvements on implementing the A-l function as kernel function in ftikreg, Figs. 3(a) and 3(b) display build-up data of two NR samples and a bimodal mixture, respectively. Note that the experimental data of the latter is virtually identical to a superposition of single-component build-up curves. The two horizontal lines indicate the fitting limits used for the Gaussian kernel. The solid lines correspond to the build-up curves calculated with the A-l kernel, which is in good agreement with the whole range of meaningful data. In Fig. 3(c) , the associated coupling constant distributions are plotted. Note that the NR-C8 sample contains a minority component with high crosslink density. Such impurities have been observed before, 11 and we attribute them to imperfect mixing before or during vulcanization.
Apart from the weak high-D res contribution, the distribution obtained for the mixture with the old kernel fails to comply with the expected bi-(or rather tri-) modality. This is because the initial buildup is mainly dominated by the highly crosslinked (highly dipolar-coupled) component in the mixture that is excited at shorter τ DQ , and the bimodal character of the build-up curve is only obvious beyond the fitting limit of the Gaussian kernel, Eq. (1). In contrast, the distribution obtained from the regularization with the A-l kernel shows a clearly bimodal behavior which is also in very good agreement with the weighted sum of the monomodal distributions. Thus, the new fitting function, with its extended fitting range, ensures access to the whole information about the RDC distribution encoded in the build-up curve, which is an essential improvement for the analysis of multimodal polymer networks. For very homogeneous samples with narrow distributions, the Gaussian-distributed fitting function will of course still give faithful results as long as its fitting/validity limit is taken into account. It is important to note that the A-l function fits the data for NR and PDMS (as well as butadiene rubber, 11 data not shown) equally well. This stresses that the nDQ build-up curves of such elastomers, all with dense 1 H spin systems directly attached to the main chain, are quite universal, and that the new function can thus be considered generic. Problems arise with copolymers such as SBR (styrene-butadiene rubber) or EPDM (ethylene propylene diene monomer rubber), which have broad D res distributions simply because the spin systems of the different monomer units are different. 29 This pertains to different average spin distances as well as geometries of the fast local bond fluctuations. Therefore, simple isomerism such as cis versus trans configurations in poly(butadiene) also leads to differences in apparent residual couplings, 30 and the same can be expected for monomers with side chains that are dynamically decoupled from the main chain by more than one bond, such as in poly(alkyl acrylates). Investigations along these lines, taking advantage of the good site resolution provided by 1 H DQ experiments under high-resolution magicangle spinning (MAS) conditions, 1, 30 based on improved recoupling pulse sequences, are ongoing.
B. Improved protocol for Tikhonov regularization
Experimentally not directly accessible distributions f are often connected to a measurable quantity g by an operator equation
and therefore the inverse of Eq. (5) is of interest:
Commonly, instead of exact data, just noisy data g ε with a noise level ε is available:
If the inverse operator A † of A exists but is discontinuous, Eq. (5) is called ill-posed and the solution has to be calculated numerically. In order to solve this problem, Tikhonov proposed a variation algorithm where the regularization parameter α, which quantifies a smoothing of the fitted distribution and stabilizes the result, is found such that Eq. (8) is fulfilled:
The main advantage of Tikhonov regularization is that it calculates the regularization parameter α and thus the resulting distribution for a given error parameter ε, which in turn is directly related to the known noise of the measured input data g ε . In contrast, other algorithms such as continuous inversion (Ref. 31) calculate the result in dependence of a given regularization parameter α, the value of which leading to the most realistic fitting result is subject to uncertainties. In the original ftikreg program by Weese, 20, 21 the regularization is performed in dependence of an error parameter ε which should, thus, reflect the average uncertainty of the measured input data. As the regularization results highly depend on the used error parameter (see Fig. 4 ), which is not constant over the whole build-up curve (see Fig. 1 ), a strong criterion needs to be identified in order to obtain a reliable distribution of coupling constants. A possible resolution is of course to use as input to the program the absolute error for each point, as for instance determined via conventional error propagation and the known noise. The use of individual realistic error estimates has in fact been shown to give substantial improvements in the determination of relaxation time spectra in dynamic light scattering. 32 For the present case, where we have to expect other small systematic errors arising from the still approximative nature of the improved Kernel function, we suggest an alternative protocol, implemented in a user friendly way via several new subroutines 22 in the original source code of ftikreg.
In the first step, an automated variation of the error parameter ε was implemented. This enables the program to perform the regularization in consecutive calculations within a given error interval range with a predefined number of logarithmic equidistant steps. For every obtained distribution f (D res ), a build-up curve g(τ DQ ) is calculated in a simple iteration by evaluating directly the integral Eq. (2) in a discrete form using the same Kernel function as for the regularization of the inverse problem. To gauge the precision of the distribution, a χ 2 test that simply calculates the mean square deviation between fit and data is used to compare the experimental build-up curve and the build-up curve obtained from the distribution resulting from the regularization procedure. Figure 5 shows the dependence of χ 2 on the used error parameter ε for the regularization.
In a double logarithmic representation, χ 2 is decreasing linearly with decreasing error parameter ε over several decades. At a certain error ε c the χ 2 dependence of ε is chang- ing, and a further reduction of the error parameter is not reflected in a comparably significant improvement of the accuracy of the calculated distribution. We assume that starting with the value ε c , the accuracy of the measured data is becoming overestimated and, therefore, a further reduction of the error parameter is not physically meaningful. As a strong indication, the regularization result in the lower ε range becomes multiply peaked, which is obviously not realistic. Similar dependencies of χ 2 on the regression error parameter ε were observed for all investigated natural rubber and PDMS networks and also for more complex filled rubber compounds, which are not discussed in this work.
At this point we conclude that the error parameter ε c corresponds to the most reliable measure of the uncertainty of the measured input data, and a further reduction leads to an overinterpretation of experimental noise. For further evaluations and investigations, the program also now automatically calculates the average D reg and the variance σ reg of the distribution of residual dipolar coupling constants obtained by the regularization.
Finally, we should discuss the consequences of the special property of nDQ build-up curves to reach a plateau of 0.5. It was until now necessary to add a number of additional longtime data points with I nDQ = 0.5 to externally enforce the resulting best-fit build-up curve to reach the expected plateau. For a more practical strategy, we realize that ftikreg was initially conceived for inverse Laplace transformations (i.e., with a falling exponential as kernel function), so it has the built-in option to enforce I = 0 in the long-time limit. In order to use this option and to obviate the use of an arbitrary number of additional points, the program now internally fits decay data of the form 0.5 − I nDQ to a correspondingly inverted fitting function.
IV. RESULTS AND DISCUSSION
A. Coupling constant distribution analysis of mixed monomodal NR compounds
In order to obtain information about the applicability and the accuracy of the new generic A-l build-up function, Eq. (4), and the new strategy for coupling constant distribution analysis, we prepared "metadata" corresponding to a series of bimodal rubber mixtures with known weight fractions ω of the individual monomodal components. Metadata simply means artificial datasets that were obtained by averaging experimental data for monomodal samples, which exhibit a realistic noise level. We calculated averages of the build-up curves of a rubber with lower (NR-C2: D G /2π ≈ 165 Hz) and higher (NR-C8: D G /2π ≈ 600 Hz) average RDC, weighted by their respective mass fraction ω. Since the RDC distributions of NR-C2 and NR-C8 have virtually no overlap, the distributions correspond to clearly bimodal samples. The weight fractions used for the bimodal mixtures are given in Table I . We note that we have also performed measurements on a few mixtures, and the results were virtually identical to the metadata (see Fig. 3 ).
The build-up curves were evaluated with the Gaussiandistributed fitting function (3) and by regularization. For the Gaussian fit, all data points of the normalized double quantum build-up curves I nDQ up to the fitting limit of I nDQ = 0.45 were taken into account. The average RDC constants D G and the standard deviations of the assumed Gaussian distribution σ G are stated in Table I . A continuous increase of the coupling constant D G with increasing weight fraction of the more densely crosslinked rubber NR-C8 can be observed, and expectedly, the standard deviation σ G is increasing up to a weight fraction ω = 0.5 of NR-C8, and is decreasing for higher weight fractions of NR-C8. These results, thus, correctly reflect the averaged properties of the bimodal rubber mixtures, but of course do not carry any information on the actual microstructure. For the determination of the RDC distribution of the different mixtures, the improved version of ftikreg including the new build-up kernel was used, evaluating all data points up to the maximum of the different build-up curves. From the actual full RDC distributions, the average RDC D reg , the standard deviation σ reg (square-root of the variance), and the weight fractions of the two rubbers were extracted by numerical integration of the two separate peaks of the distributions. See Fig. 3(c) for an example of the clearly bimodal distributions that were observed in all cases. All results are listed in Table I .
The average RDC constants D reg calculated with the regularization method show almost the same dependence on the fraction ω of the higher crosslinked rubber NR-C8 as the coupling constants D G obtained with the Gaussian fitting function, the two coupling constants differing only by a couple of Hz. Notably, even the coupling constants of the monomodal samples and the bimodal samples with a high amount of one component are in very good agreement. The relative deviations of the two coupling constants for fractions of the less crosslinked rubber NR-C2 reaching from ω C2 = 0 − 0.4 and ω C2 = 0.9 − 1 are not bigger than 1% or 2%, and for inbetween cases, the deviations are only as large as 8%. In Fig. 6 we plot the coupling constants from the regularization and the Gaussian fit versus the mass fraction of NR-C2. The straight solid line would correspond to the assumption that the RDCs of the bimodal mixture comply with a simple linear mixing law of the two components. The average coupling constants from the regularization D reg are in very good agreement with this assumption, while the coupling constants obtained from the Gaussian-distributed fitting function (3) show more apparent deviations. This is of course due to the approximative nature of the underlying approximate build-up function, but we note that the deviations are not too large, which means that this simple fitting function is still of practical use to estimate the degree of inhomogeneity of a given unknown sample, with in fact rather good-quality results for the average RDC constant of inhomogenoeus or bimodal or higher-modal networks or mixtures.
The comparison of the given fractions with the fractions obtained from regularization demonstrates an extremely good agreement over the whole range of the investigated bimodal mixtures. Especially for mixtures in which neither of the two rubbers is dominating (ω NR−C2 = 0.3 − 0.8), the deviation between given and estimated fractions is less than 1%. This error is slightly increasing up to 2% when one of the two components becomes dominant. For the lightly crosslinked (lowly coupled) rubber NR-C2, precise quantitative results for the fraction could be obtained up to a given fraction of ω NR−C2 = 0.95. For the highly crosslinked rubber NR-C8 it works just as well up to a fraction of ω NR−C8 = 0.9. Beyond this, the build-up curve of the bimodal mixture is so strongly dominated by this component that the influence of the lightly crosslinked component is readily apparent only beyond the maximum of the build-up curve.
For an alternative determination of the component fractions, we also tested a two-component fit based on the inverted Gaussian build-up function, Eq. (1):
. (9) Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp This strategy worked rather well in our previous work, 3 where we have investigated bimodal PDMS model networks with a rather large chain-length contrast, corresponding to RDCs differing by a factor of 6. In this study, it was possible to obtain good fit results for contents of highly crosslinked chains up to 70%. The results for the present mixtures, where the RDC contrast is only about half as large, are also listed in Table I and plotted in Fig. 6 . A comparison of the given fractions with the fractions obtained from the two-component fit also demonstrates a satisfactory agreement for lower fractions of NR-C8. However, for higher fractions beyond 50%, the fit fails completely in a sense that D 2 assumes unreasonably high values and D 1 takes on an average value between the expected RDCs, thus giving meaningless results for the fraction. The situation can be somewhat improved by actually fixing the D i values based on the pure components, but systematic errors at low ω C2 prevail.
In conclusion, the improved regularization analysis based on the new generic A-l build-up function (4) presents itself as the most robust and precise method to obtain information on the average RDC constants and the shape of the RDC distribution function for cases with no a priori knowledge, making it the tool of choice for the initial characterization of rubber compounds. This of course also holds for copolymer samples (such as SBR or EPDM), where apparent distributions partially arise from the different responses (different average D res ) of the different monomer units. In the present case, the A-l function was shown to yield extremely faithful mass fractions of the components in bimodal mixtures of homoelastomers over the whole range of compositions. For unknown samples, it can be used to check for a potential modality of the distribution, and then, bicomponent or multicomponent fits, also based on the new function, can be used to characterize the subcomponents even more reliably.
B. Distribution analysis of bimodal PDMS networks
In order to obtain further insights into practical applications and the precision of the regularization method for the analysis of elastomer structure, a new series of bimodal PDMS model networks were investigated. See Refs. 24 and 25 for in-depth investigations of these samples consisting of precursor polymers of M n = 91 and 4.5 kDa. For the in-depth characterization of the bimodal networks, the double-quantum build-up curves of the bimodal as well as the monomodal network samples were measured. In addition, mixtures of the high-and low-molecular weight monomodal networks were also measured, with mass fractions identical to the ones used for the preparation of the different bimodal networks. For a further comparison, I nDQ build-up curves of the monomodal networks were summed up according to the respective mass fraction in the bimodal networks.
In Fig. 7 the nDQ build-up curves of the monomodal networks and a bimodal network with a mass fraction of 48 wt. % short and 52 wt. % long chains are displayed, along with the measured mixed monomodal networks and a weighted superposition of the pure-component build-up curves of the same weight ratio. The superposed build-up curves and the build- up curve of the mixed monomodal networks are expectedly nearly identical and show a clearly bimodal behavior. In contrast, the response of the bimodal network, while being quite similar for small evolution times, is significantly different at longer evolution times (1-5 ms) and shows no apparent twostep behavior as is the case for clearly bimodal samples. Thus, while being chemically bimodal, the dynamics of the different chains in this network is not as dissimilar as expected from their length.
In Fig. 8 the corresponding residual dipolar coupling constant distributions are plotted, which were obtained by using the improved ftikreg. The results from the experiment on the mixed monomodal networks and the regularization result for the superposed metadata both show a clear bimodal distribution of coupling constants, proving that the components in the actual bimodal network could be resolved if they be- haved the same as in the pure networks. While the regularization results for the mixed cases overestimate the width of the individual component distributions only somewhat, it is remarkable that the overall shape of the distribution, characterized by an asymmetric shape for the more highly crosslinked component, is in fact reproduced very well.
In contrast, however, the true bimodal network shows a broad monomodal distribution of coupling constants with no apparent bimodality. Such coupling constant distributions were observed for all other investigated bimodal PDMS networks, ranging in mass fraction of short chains from 7 to 71 wt. %, and this fact deserves some further discussion. First of all, this observation is in stark contrast to our previous investigations, 3 where PDMS chains of 47 and 0.78 kDa, i.e., with a chain-length contrast factor of 60, were co-crosslinked. In this latter case, the bimodal networks showed clearly bimodal RDC distributions (even using the less reliable Gaussian fitting function), indicative of more or less complete spatial separation of "short" and "long" subnetworks. Therefore, we conclude that a chain-length contrast of a factor of 20 is not enough to lead to subnetwork formation on a mesoscopic scale, i.e., to domains that span at least a few R g.
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Such a spatial separation is in fact necessary for the observation of pronounced inhomogeneity or (as a limit that is observed in special samples) true bimodality or multimodality. This is easily proven by experiment, because when short and long chains are intimately interlinked, as is for instance trivially the case in a vulcanized (statistically crosslinked) rubber having a continuous and rather broad most-probable M c distribution, rather narrow distributions are still observed, see for instance Fig. 3(c) . It is important to remember that the NMR response is representative of the superposition of isolated monomer responses, as NMR measures all protons locally. In such a system, the orientation fluctuations of the individual monomers are, thus, homogenized and do not reflect either the length nor the end-to-end separation of the chain they are part of. Otherwise, the RDC distribution function of a vulcanized rubber could never be as narrow.
Some reasons for this interesting and unexpected yet generic behavior were already discussed in Ref. 19 . Currently, by aid of computer simulations, we are trying to explore further the origin and consequences of this interesting phenomenon, which should have implications for the validity of the common models of rubber elasticity. One possibility is that given no significant spatial separation of interlinked short and long network chains, internal force balances may reduce the orientational order in the short chains at the expense of the long chains. 33 In other words, the crosslink positions fluctuate and adapt themselves so as to minimize the forces on them, thereby rendering the orientation dynamics of the attached chains similar. Further, entanglements effects further aid in homogenizing the system response. 34 The latter is presumably the main reason why the 4.5 kDa network (see Fig. 8 ) has a relatively broader distribution than the 91 kDa sample. Note that the entanglement spacing of NR (=polyisoprene) is about 5 times lower than that of PDMS, which explains that NR samples appear very homogeneous up to rather highcrosslink densities.
Now for the present case, we therefore believe that the 4.5/91 kDa system simply does not spatially separate upon co-endlinking as completely as the systems with larger chainlength contrast. Consequently, the dynamic behavior of the individual chains changes when these chains are co-endlinked. Once the distributions of one or both components become significantly modified/broadened, they cannot be clearly separated any more via 1 H NMR of the full system. Even though the M c distribution is clearly bimodal, the orientational order in the individual chains as reflected in the RDC is subject to connectivity effects and is thus not clearly distinguishable any more.
This stresses the use of specific (and of course synthetically rather demanding) 2 H labelling schemes, which allow for a separate observation of the individual chain populations. A 2 H NMR study on the given type networks was recently published 25 and has in fact demonstrated that at short-chain contents significantly lower than 50 wt. %, it is mainly the short component that changes its behavior. The short chains presumably still form clusters, yet possibly smaller ones as in systems with larger chain-length contrast, and monomer fluctuations in these smaller clusters are more sensitive to the average mobility in the matrix that surrounds them, in particular when approaching the percolation threshold of the short-chain subnetwork. A great potential, yet to be explored, is the combination of 1 H MQ spectroscopy and the as yet more common 2 H lineshape analysis. This should enable us to better understand the influence of segmental dynamics, which leads to some additional broadening of 2 H spectra, but is is absent in 1 H MQ NMR via the intensity normalization procedure.
3
V. CONCLUSIONS
1 H time-domain multiple-quantum NMR spectroscopy, in combination with a new generic fitting function for the normalized DQ build-up and an improved Tikhonov regularization procedure, represents a powerful tool to investigate the residual dipolar coupling constant distribution in polymer elastomers and gels. The essential improvements addressed in this work concern a new fitting function, which was developed by way of fitting data of exceptionally homogeneous networks. Further, we have outlined a strategy to determine the most probable error parameter for use in the fast Tikhonov regularization program ftikreg and have thus established a method to obtain truly reliable distribution functions. See Ref. 22 for information on the software. We have demonstrated the potential of the approach in applications to monomodal and bimodal natural rubber and poly(dimethyl siloxane) samples, mixtures, and corresponding metadata. Having demonstrated that different components in bimodal samples can faithfully be separated, our application on bimodal samples that do not exhibit bimodal coupling distribution provides new support for the fact that segmental orientation fluctuations in short and long chains have a similar anisotropy when they are crosslinked in an intimately mixed state.
On the methodological side, we note that the distribution analysis using the new generic fitting function is not limited to static MQ experiments. Applying an improved and more robust version of the popular magic-angle spinning BaBa pulse sequence, 35 DQ build-up curves with exactly the same shape but of course a different scaling factor can be obtained and analyzed with the same approach, as will be published shortly. This again demonstrates that the shape of the generic buildup function is mainly determined by multiple-quantum coherence dynamics rather than by orientation dependence, which of course differs for static and MAS recoupling pulse sequences. Further research will show whether other DQ MAS experiments, such as the ones based on γ -encoded pulse sequences, yield the same generic response in 1 H NMR of softmatter systems.
