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We report a high-statistics measurement of the differential cross section of the process γγ → K0SK0S
in the range 1.05 GeV ≤ W ≤ 4.00 GeV, where W is the center-of-mass energy of the colliding
photons, using 972 fb−1 of data collected with the Belle detector at the KEKB asymmetric-energy
e+e− collider operated at and near the Υ-resonance region. The differential cross section is fitted by
parameterized S-, D0-, D2-, G0- and G2-wave amplitudes. In the D2 wave, the f2(1270), a2(1320)
and f ′2(1525) are dominant and a resonance, the f2(2200), is also present. The f0(1710) and possibly
the f0(2500) are seen in the S wave. The mass, total width and product of the two-photon partial
decay width and decay branching fraction to theKK¯ state ΓγγB(KK¯) are extracted for the f ′2(1525),
f0(1710), f2(2200) and f0(2500). The destructive interference between the f2(1270) and a2(1320)
is confirmed by measuring their relative phase. The parameters of the charmonium states χc0 and
χc2 are updated. Possible contributions from the χc0(2P ) and χc2(2P ) states are discussed. A new
upper limit for the branching fraction of the P - and CP -violating decay channel ηc → K0SK0S is
reported. The detailed behavior of the cross section is updated and compared with QCD-based
calculations.
PACS numbers: 13.25.Jx, 13.66.Bc, 14.40.Be, 14.40.Pq
3I. INTRODUCTION
We present a high-statistics study of the cross sec-
tion for the process γγ → K0SK0S , through the mea-
surement of e+e− → (e+e−)K0SK0S where neither a
scattered electron nor positron is detected (zero-tag
mode), in the W region from close to its threshold
to 4.0 GeV and in the angular range | cos θ∗| ≤ 0.8,
where W is the total energy of the parent pho-
tons and θ∗ is the scattering angle of the K0S in
their center-of-mass (c.m.) reference frame. Mea-
surements of exclusive hadronic final states in two-
photon collisions provide valuable information con-
cerning the physics of light- and heavy-quark reso-
nances, perturbative and non-perturbative QCD and
hadron-production mechanisms. The Belle collabo-
ration has measured the production cross sections for
charged-pion pairs [1–3], charged and neutral-kaon
pairs [3–5], and proton-antiproton pairs [6]. Belle has
also analyzedD-meson-pair production and observed
a new charmonium state identified as the χc2(2P ) [7].
In addition, Belle has measured the production cross
section for the pi0pi0, ηpi0 and ηη final states [8–11].
The statistics of these measurements are two to three
orders of magnitude higher than in pre-B-factory
measurements [12], opening a new era in two-photon
physics.
The fJ and aJ mesons (with even spin J) both
contribute to the process of γγ → KK¯. The almost
degenerate fJ and aJ that are predominantly uu¯ and
dd¯ are predicted to interfere destructively in γγ →
K0K¯0 and constructively in γγ → K+K− [13]. This
is due to the Okubo-Zweig-Iizuka rule [14] where the
dd¯ (uu¯) initial state dominates in K0K¯0 (K+K−)
production. To the extent that the ss¯ component is
ignored, the dd¯ (uu¯) state can be expressed as (fJ −
aJ)/
√
2 ((fJ +aJ)/
√
2) by the isospin consideration.
In the γγ → K0SK0S reaction near the threshold,
Refs. [15, 16] predict a destructive interference be-
tween the f0(980) and a0(980), irrespective of their
nature, that suppresses the production cross section
to below 1 nb. They consider the K0SK
0
S produc-
tion to be dominated by the rescattering process of
K+K− → K0K¯0 near the threshold. There have
been no further data to shed light on this.
The destructive interference between the f2(1270)
and a2(1320) was confirmed and the parameters
of the f ′2(1525) were measured in many experi-
ments [17–21]. More recently, the process γγ →
K0SK
0
S has been investigated by L3 [21], where
prominent peaks were observed around 1.3, 1.5 and
1.8 GeV. Two peaks were interpreted to be due
to f2(1270)/a2(1320) interference and the f ′2(1525),
respectively. The third was attributed to the
fJ(1710) (J = 2) [21]. The limited statistics of these
experiments (e.g., 0.588 fb−1 for the L3 results [21])
were insufficient to resolve and to study higher mass
resonances. Although these experiments operated at
higher e+e− c.m. energies, the cross section of each
two-photon production process in a specificW range
rises only logarithmically with the e+e− c.m. energy.
The CLEO collaboration published the distribu-
tion of the invariant mass for γγ → K0SK0S in a
search for η(1440) → K0SK±pi∓ based on 13.8 fb−1
of data [22]; the K0SK
0
S measurement was used solely
for the calibration of the K0S efficiency, but no
physics results were extracted. Intriguingly, several
resonant structures can be observed clearly in their
K0SK
0
S mass spectrum.
In the previous Belle study of the γγ → K+K−
reaction, enhancements near 1.75 GeV, 2.0 GeV
and 2.3 GeV were reported and attributed to the
a2(1700), f2(2010) and f2(2300), respectively [4, 23].
In this article, we present a high-statistics study
of the cross section for γγ → K0SK0S from close
to its threshold to W = 4.0 GeV. The data are
based on an integrated luminosity of 972 fb−1. This
significantly extends our previous study [5], where
the measurement of this process was reported for
2.4 GeV ≤ W ≤ 4.0 GeV with an integrated lu-
minosity of 397.6 fb−1. In that study, we compared
the high-energy behavior of the cross section with
the QCD-based calculations or models [24, 25]. Sig-
nals for the χc0 and χc2 charmonium states were ob-
served. Here, we extend the c.m. energy lower limit
down to 1.05 GeV and investigate the intermediate-
mass resonances with higher statistics data.
We report the first measurement of the differential
cross section for γγ → K0SK0S below 2.4 GeV. Previ-
ously, only the event distributions were obtained for
this process [17–19, 21] and the integrated cross sec-
tion was presented with limited statistics [20]. In an-
alyzing the differential cross section, we measure the
phase difference between the a2(1320) and f2(1270)
as well as the parameters (mass, width and prod-
uct of the two-photon partial decay width and decay
branching fraction to the KK¯, ΓγγB(KK¯) ) of the
f ′2(1525) including the interference. Resonance-like
enhancements are investigated in the region W >
1.6 GeV. We also provide some new information on
possible glueball candidates such as the f0(1710) and
fJ(2220) [26–29].
We then update the measurements of the parame-
ters of the χc0 and χc2 states. Possible contributions
from the radially excited states χcJ(2P ) are inves-
tigated. The χc2(2P ) was discovered and confirmed
in two-photon collisions [23], and the X(3915) found
in the γγ → ωJ/ψ process has been identified re-
4cently as the χc0(2P ) state [30]. In addition, we also
report searches for the P - and CP -violating decay
ηc → K0SK0S and set a new upper limit for its branch-
ing fraction. Finally, we compare the cross section
dependence onW and | cos θ∗| forW > 2.6 GeV with
QCD predictions.
This article is organized as follows. First we de-
scribe the details of the data selection (Sec. II), back-
ground subtraction (Sec. III), efficiency determina-
tion (Sec. IV) and derivation of the differential cross
section (Sec. V). We then present results on reso-
nance analysis (Sec. VI), update the properties of
several charmonia (Sec. VII), and model the cross-
section behavior for W > 2.6 GeV (Sec. VIII). Fi-
nally, we present a summary and draw conclusions
(Sec. IX).
II. THE EXPERIMENTAL APPARATUS
AND SELECTION OF SIGNAL CANDIDATES
In this section, we describe the Belle detector, data
sample, triggers, Monte Carlo simulation program
and selection of signal candidates.
A. Experimental apparatus
Data were collected with the Belle detector op-
erated at the KEKB asymmetric-energy e+e− col-
lider [31, 32]. A comprehensive description of the
Belle detector is given elsewhere [33, 34]. In this
paper we briefly discuss only those detector compo-
nents that are essential for the described measure-
ment. Charged tracks are reconstructed from hit
information in the silicon vertex detector and the
central drift chamber (CDC). The CDC is used as
the main device to trigger readout for the events
with charged particles. A barrel-like arrangement
of time-of-flight (TOF) counters and trigger scintil-
lation counters (TSC) are used to supplement the
CDC trigger on charged particles and to measure
their time of flight. Particle identification (ID) is
achieved by including information from an array of
aerogel threshold Cherenkov counters. Photon de-
tection and energy measurements are performed with
a CsI(Tl) electromagnetic calorimeter (ECL). All of
the above detectors are located inside a supercon-
ducting solenoid coil that provides a uniform 1.5 T
magnetic field. The detector solenoid is oriented
along the z axis, pointing in the direction opposite
that of the positron beam. The rϕ plane is trans-
verse to this axis.
B. Data sample
This analysis is based on a data sample cor-
responding to an integrated e+e− luminosity of
972 fb−1. Data were collected at the energy of the
Υ(4S) resonance (
√
s = 10.58 GeV) and 60 MeV be-
low it (784 fb−1), at energies between 10.6 GeV and
11.1 GeV (151 fb−1, mainly near the Υ(5S) reso-
nance at 10.88 GeV), and at lower energies between
9.4 GeV and 10.3 GeV (38 fb−1, primarily near the
Υ(2S) resonance at 10.02 GeV). We analyze these
data with a common algorithm for selecting K0S pair
candidates from a zero-tag two-photon process be-
cause the process is independent of incident e± en-
ergies.
C. Triggers and filtering
The analysis is based on data recorded with trig-
gers that are sensitive to low-transverse-momentum
(pt) pions from K0S → pi+pi− decays. Signal low-pt
pions have large curvatures in the CDC and deposit
only a small amount of energy in the ECL; as a result,
the trigger efficiency for the signal pions decreases
steeply toward the threshold energy for K0SK
0
S pro-
duction. To reduce the uncertainty in the trigger
efficiency, we select data events recorded inclusively
with triggers A, B and C as described below. These
triggers make use of full- (short-) length charged
tracks in the CDC volume that have pt > 0.3 GeV/c
(0.2 GeV/c < pt < 0.3 GeV/c) [35]. Trigger A re-
quires two or more full-length tracks in the CDC wire
layers with an opening angle of roughly 135◦ or larger
in the rϕ plane [36], and at least two TOF/TSC-
module hits [37] and energy deposit with more than
0.11 GeV in at least one ECL trigger segment. Trig-
ger B requires two CDC tracks, of which at least
one track is a full-length one, with the opening an-
gle requirement of trigger A, as well as a low-energy
threshold condition (LowE [38]) of 0.5 GeV for the
ECL total energy. By design, there is a large re-
dundancy between triggers A and B. Trigger C is a
three-track trigger with TOF/TSC-module and ECL
segment/energy requirements. This trigger is sensi-
tive to short and full tracks, but must have hits in the
TOF and ECL. Details of the efficiencies and correla-
tions of the three triggers are discussed in Sec. IVB.
To be recorded, a candidate event must pass the
level-4 software trigger (L4, see Ref. [39]), in which a
fast track-finding program reconstructs one or more
tracks with transverse momentum pt > 0.3 GeV/c,
each satisfying the requirements on the point of clos-
est approach of the track to the z axis of dr < 1 cm
5and |dz| < 4 cm, where dr and dz are the distances
between this point and the interaction point (IP) in
the rϕ plane and along the z direction, respectively.
D. Monte Carlo simulation
The signal Monte Carlo (MC) events for e+e− →
e+e−K0SK
0
S are generated using the MC code
TREPS [40] at 81 fixed W points between 1.0 and
4.1 GeV and isotropically in | cos θ∗|. Variables with
(without) the asterisk represent observables in the
c.m. (laboratory) reference frame. As we cannot
measure the γγ collision axis directly, in the mea-
surement we approximate it by the e+e−-collision
axis in the e+e− c.m. frame.
In our simulation, we use the experimental setup
and background files for runs at
√
s = 10.58 GeV. To
study the dependence of the analysis on run condi-
tions and beam energy, we have generated additional
signal MC events at 14 W points for each of the dif-
ferent run periods at
√
s = 10.58 GeV, and at 12 and
6W points with
√
s = 10.88 GeV and 10.02 GeV, re-
spectively. We embed background hit patterns from
random trigger data into MC events, thus taking into
account the efficiency dependence on run conditions.
In the signal MC generator, the Q2max parameter,
a maximum virtuality of the incident space-like pho-
tons is set to 1.0 GeV2. The form factor σγγ(0, Q2) =
σγγ(0, 0)/(1+Q
2/W 2)2 is assumed. This assumption
does not affect the results of our analysis, because we
select events with
√
Q2 ≈ |∑p∗t | < 0.1 GeV/c, thus
requiring Q2/W 2 to be much smaller than 1, where
|∑p∗t | is the transverse momentum of the γγ system
in the e+e− c.m. frame. Although the maximum Q2
value determined from the requirement of the non-
detection range of the scattered electron/positron is
about 2 GeV2, the |∑p∗t | condition applied to data
limits Q2 more tightly to be less than ∼ 0.01 GeV2.
The Q2max = 1 GeV
2 used in the MC is larger than
this experimental limit, and in this case the choice
of Q2max in the MC does not affect the final γγ-based
cross section results; i.e., the Q2max value is included
in the definitions of the luminosity function calcu-
lated by TREPS, as well as in the efficiency. As a
result, their effects are compensated in the cross sec-
tion derivation (see Eq. (6)).
A sample of 400,000 events is generated at eachW
point per experimental setup. These events are then
processed through the detector and trigger simula-
tions and reconstructed using the same algorithms
as for the real data. The decay of the K0S meson
is managed in the GEANT-based detector simula-
tion [42].
E. Selection criteria
We select K0SK
0
S two-photon event candidates in
which each K0S decays to pi
+pi− and neither scat-
tered lepton is detected, i.e., in the zero-tag mode.
Such candidates are required to contain exactly four
charged tracks with small total transverse momen-
tum in which two pairs of oppositely charged tracks
form K0S candidates with vertices significantly away
from the IP.
In order to reduce the background contribution
from e+e− annihilation processes, the sum of the ab-
solute momenta of the four tracks must be less than
6 GeV/c and the total energy of all ECL clusters
must be less than 6 GeV.
To reduce the systematic uncertainty arising from
reconstruction efficiency, we use only good-quality
tracks that have pt > 0.1 GeV/c, dr < 5 cm and
|dz| < 5 cm. The vector sum of the transverse
momenta of the four tracks |∑pt| must be less
than 0.2 GeV/c, using the azimuthal direction of the
tracks at their closest approach to the nominal IP
on its curved trajectory in the magnetic field. Each
of the four tracks has to be identified as a pion from
the particle-ID detectors with aK/pi likelihood ratio:
L(K)/(L(K) + L(pi)) < 0.8. The pion identification
efficiency is larger than 99% for p < 0.6 GeV/c and
95% for p = 0.8 GeV/c. To further reduce the anni-
hilation contribution, the invariant mass of the four
tracks with the pion mass assignment is required to
be less than 5 GeV/c2. To eliminate backgrounds
that include pi0 mesons, we require that there be no
pi0 candidates with pt > 0.1 GeV/c and χ2 < 4 in
the mass-constrained fit of the available two-photon
combinations.
Each pair of tracks forming a K0S candidate must
have a difference in z coordinates at their point of
closest approach in the rϕ plane, |∆z|, satisfying
|∆z| < (pK+1.6) cm, where pK is theK0S momentum
in GeV/c. The momentum dependence here incorpo-
rates the effect of resolution in the vertex determina-
tion. The reconstructed invariant mass of the two pi-
ons, Mpipi, should satisfy |Mpipi −mK | < 20 MeV/c2,
where mK is the nominal K0S mass. We require
a unique assignment of the four pions as the de-
cay products from the two K0S by rejecting events
that have ambiguous combinations. We further re-
quire that exactly two K0S candidates that are re-
constructed from non-overlapping combinations of
two charged tracks are found in the event. Figure 1
shows a two-dimensional plot of the two measured
K0S masses where K1 and K2 are randomly assigned
in each event.
To further reduce the background contribution
6and to select well-reconstructed events, we require
the difference of the reconstructed masses of the two
K0S to satisfy |MK1−MK2| < 10 MeV/c2. We define
the average of the reconstructed masses of the two
K0S as 〈MK〉 ≡ (MK1 +MK2)/2, which must satisfy
|〈MK〉 −mK | < 5 MeV/c2. These selection criteria
are depicted in Fig. 1 with diagonal lines. Then, the
decay position and momentum vector of each K0S are
determined by a kinematical fit.
The radial displacement of each K0S vertex from
the nominal IP, rV , must satisfy the condition rV i >
max(0,W −2)×0.1 cm, whereW is in GeV. This re-
quirement does not apply to events withW < 2 GeV.
Backgrounds from the non-K0SK
0
S two-photon
four-charged-pion production process (the “four-
pion” process) are strongly suppressed if we require
the two K0S vertices to be spatially separated, using
combinations of two-dimensional (dV r) and three-
dimensional (dV ) distances. The signed distance be-
tween the two vertices in the rϕ plane, dV r, defined
according to
dV r = |rV 2 − rV 1| (rV 2 − rV 1) · (pt2 − pt1)|(rV 2 − rV 1) · (pt2 − pt1)|
, (1)
must satisfy dV r > +0.05 cm, where rV i and pti
are two-dimensional vectors projected onto the rϕ
plane of the decay vertex and transverse momentum,
respectively, for each K0S . The event must satisfy
either dV > 0.7 cm or dV r > +0.3 cm, where dV
is a distance between the two vertices in the three-
dimensional space.
Figures 2 and 3 show the distributions for these
distances in the data (before the above selection cri-
teria on them are applied) and signal MC samples.
The peaks near zero in the data are due to the four-
pion process γγ → pi+pi−pi+pi− whose cross section
is larger than the signal one. This process is dis-
cussed in Secs. III B and IVB3. Note that events
with dV r < +0.05 cm or dV < 0.3 cm are rejected
by our selection criteria and the relation |dV r| ≤ dV .
We further require the projection of the distance be-
tween the vertices in the rϕ plane onto the vector of
the transverse momentum difference, δV , defined by
δV =
|(rV 2 − rV 1)× (pt2 − pt1)|
|pt2 − pt1|
= |dV r sin ∆ϕ|, (2)
to satisfy δV < 0.7 cm, where ∆ϕ is the azimuthal-
angle difference between the vertex-position differ-
ence vector and the transverse-momentum difference
vector.
To further eliminate events with significant photon
activity, we require the total energy deposit in the
MK1 (GeV/c2)
M
K
2 
(G
eV
/c
2 )
FIG. 1: Reconstructed masses of the two K0S candidates
in data. The labels K1 and K2 are randomly assigned in
each event. The diamond region near the center indicates
the signal region.
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FIG. 2: Distribution of dV r (the signed distance between
the two vertices in the rϕ plane) for the data (a,b) and
MC (c,d) samples in two W regions.
ECL to satisfy EECL < EK1+EK2−0.3 GeV, where
EKi is the total energy of each K0S . This selection
criterion is determined by a study based on the signal
MC in order not to lose any significant efficiency even
if a pion deposits energy in the ECL after a nuclear
interaction.
Finally, the pt balance of the K0S pair in the
e+e− c.m. frame is required to satisfy |∑p∗t | <
0.1 GeV/c.
We select candidates in the region 1.05 GeV ≤
W ≤ 4.10 GeV and | cos θ∗| < 0.8. The W distribu-
tion of the selected K0SK
0
S candidate events is shown
in Fig. 4.
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FIG. 3: Distribution of dV (the distance of the two ver-
tices in the three-dimensional space) for the data (a) and
MC (b) samples.
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FIG. 4: Distribution of W for candidate events (solid
histogram), as well as for the estimated non-exclusive
background (K0SK0SX, cross hatched) and non-K0SK0S
four-pion background (hatched, modeled as a multi-step
function). The requirement | cos θ∗| < 0.8 is applied.
III. BACKGROUND SUBTRACTION
We first consider non-exclusive background of the
type K0SK
0
SX, where X is one or more particles.
Then we discuss four-track events: pi+pi−pi+pi− and
K0SK
±pi∓.
A. Non-exclusive background
The contamination by the non-exclusive back-
ground process, K0SK
0
SX, is estimated by fitting the
pt-balance (|
∑
p∗t |) distribution with a function in
which both the signal and background are considered
in the region below 0.18 GeV/c. The region above
0.18 GeV/c is not used in this estimate because the
pt-balance requirement effectively suppresses events
in this region. We approximate the signal distribu-
tion with a function that is determined empirically
from a signal MC study:
fs(x) =
Ax
xα +Bx+ C
, (3)
where x ≡ |∑p∗t |, α = 1.56 is determined from sig-
nal MC, and the parameters A, B and C are floated
in the fits in each bin of W and | cos θ∗|.
The background distribution is approximated
with first- and second-order polynomials connected
smoothly at x = 0.05 GeV/c:
fb(x) = ax (x < 0.05 GeV/c) (4)
= bx2 + cx+ d (x ≥ 0.05 GeV/c). (5)
We verify this approximation in our analyses of the
pi0pi0 and ηpi0 two-photon production where we ob-
served a large amount of non-exclusive background
of the same type [8–10]. The fit is performed for
data in two-dimensional (W , | cos θ∗|) bins of width
∆W = 0.1 GeV (0.2 GeV) for W below (above)
2.0 GeV and ∆| cos θ∗| = 0.2.
The results of several such fits are shown for the
0.2 < | cos θ∗| < 0.4 region in Fig. 5. The background
component is small in the signal region where the
data are well described by our parameterization.
To extract the signal yields from data, we subtract
the background contributions from our fits. The (W ,
| cos θ∗|) dependence of the background is approxi-
mated with a continuous function that is quadratic
in most of theW range (connected to linear in a sub-
set of this range) and linear in | cos θ∗|. The back-
ground yields in each W region, integrated over the
angular bins, are shown in Fig. 4.
We estimate the systematic uncertainty associated
with this background and its subtraction as half of
the subtracted component. We add another 2% error
in quadrature to account for the uncertainty in the
background pt fit procedure.
B. Non-K0SK0S background – four-pion process
Background from the four-pion process is esti-
mated using the summed yield in the 〈MK〉 side-
band regions, 0.4826–0.4876 GeV/c2 and 0.5076–
0.5126 GeV/c2; the sum of the widths is the same as
that for the signal region (0.4926–0.5026 GeV/c2).
We show 〈MK〉 distributions for data in some W
regions in Fig. 6. The background contribution is
appreciable in the region W < 2.2 GeV only; as this
8|Σp*t| (GeV/c) |Σp*t| (GeV/c)
N
um
be
r o
f e
ve
nt
s/
0.
1 
G
eV
/c
|cos θ*|= 0.2 - 0.4
W = 1.2 - 1.3 GeV
1.4 - 1.5 GeV
2.4 - 2.6 GeV 3.4 - 3.6 GeV
1.8 - 1.9 GeV1.5 - 1.6 GeV
FIG. 5: The |∑p∗t | distributions for several regions of
W in data for the angular region 0.2 < | cos θ∗| < 0.4.
The solid (dashed) curve shows the total (background)
contribution obtained from the fit.
background is always less than 1% forW > 2.2 GeV,
we incorporate the uncertainty in our estimate of this
contribution in the systematic error but perform no
subtraction in this W region.
We obtain the W distribution of the 〈MK〉-
sideband yields for the four separate | cos θ∗| bins
with a bin width of 0.2. To subtract the four-pion
background, we approximate the (W , | cos θ∗|) de-
pendence of the background with a multi-step func-
tion for W (as shown in Fig. 4) and a linear function
for | cos θ∗|.
If there were an overlap in the two kinds of
backgrounds, i.e., if non-exclusive four-pion events
(pi+pi−pi+pi−X) were to mimic the K0SK
0
SX back-
ground, these contributions would be doubly counted
and over-subtracted. We find no significantly large
non-K0SK
0
S(X) contribution in the 〈MK〉 distribu-
tion for the pt-unbalanced events with 0.1 GeV/c <
|∑p∗t | < 0.2 GeV/c, and therefore estimate the sys-
tematic uncertainty associated with the background
subtraction as a half of the subtracted component.
The possible effect of the overlap is included in this
systematic uncertainty.
C. Non-K0SK0S background – K0SKpi process
The K0SK
∓pi± two-photon production, which has
a cross section about ten times larger than that of
the signal, would contaminate the signal sample if
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FIG. 6: 〈MK〉 data distributions for four W regions.
The vertical solid lines and the pairs of dashed vertical
lines indicate the signal region and two sideband regions
used for background subtraction, respectively.
the charged kaon were misidentified as a pion.
According to our MC-based studies, the probabil-
ity that a generated K0SKpi event is selected as a
K0SK
0
S signal candidate is smaller than ∼ 10−4 for
W > 2.0 GeV. This probability is so small because
of the requirement on the decay vertex distances rV 1
and rV 2 imposed to reject this background.
We use two data-based methods to estimate the
remaining K0SKpi background: from a study of the
rV distributions near the IP and using our previous
measurement of the K0SKpi production process [41].
In the first method, we investigate the rV distri-
bution after identifying one K0S with a large rV j ,
rV j > 1 cm on the opposite side. An excess of
events near rV = 0 cm is observed in data for
W < 2.0 GeV/c. This is due to the K0SKpi back-
ground process, constituting between 0.1% and 4% of
the sample at larger rV . This component is observed
primarily in the W region below 1.5 GeV. The con-
centration of the background in the W region may
be partially due to four-pion final processes, where
one pion track is misreconstructed, resulting in a fake
reconstructed vertex. Since we do not separate the
four-pion and K0SK
∓pi± backgrounds clearly in the
low-W region, we subtract this background assum-
ing the contribution to be 2% ± 2% of the signal in
the W region below 1.5 GeV. For W > 1.5 GeV, the
excess in the rV distribution is small; this is sup-
ported by a study using the measurement of K0SKpi
production.
9In the second method, the observed yield from the
process γγ → K0SKpi is an order of magnitude larger
than that of the signal process forW > 2.5 GeV [41],
but this background is suppressed by a factor of ∼
1000 in the data sample after our selection criteria
are applied. Thus, it contributes less than 1% to the
signal sample. We take this possible contamination
into account as a systematic uncertainty of 1% for
W > 1.5 GeV.
IV. EFFICIENCY AND EFFICIENCY
CORRECTIONS
In this section, we describe efficiency estimates in-
cluding the factors from the L4 filter, triggers and
K0SK
0
S reconstruction. Then we discuss corrections
for beam energy dependence.
A. The L4 efficiency
Some loss of efficiency is introduced by the L4
software filter that is designed to suppress beam-gas
and beam-wall events. Figure 7 shows the depen-
dence of the L4 efficiency onW for signal MC events
that pass the trigger and all the selection criteria
for an assumed isotropic angular dependence. The
efficiency is significantly reduced for W < 1.1 GeV
and is stable, in the range between 80% and 94%,
for W > 1.1 GeV. For very low W , the inefficiency
is dominated by the low reconstruction efficiency for
tracks with small pt; for high W , it is explained by
tracks with large dr.
B. Trigger efficiency
1. Tuning of the simulator for trigger B
We tune the energy threshold for the ECL trigger
(LowE), whose nominal value is 0.5 GeV, by com-
paring the efficiency curves of trigger B between the
data and MC events in the four-pion process. With
this tuning study in the trigger simulator (TSIM),
the optimal value is determined to be 0.52 GeV.
In addition, we find a disagreement of about 20%
between data and MC for the energy deposition in
the ECL by a low-energy pion. As it is impractical
to make dedicated changes in the trigger or detec-
tor simulation to describe the detector response to
low-energy charged pions for this analysis, we have
effectively shifted the LowE threshold by +110 MeV
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FIG. 7: W dependence of the L4 efficiency (dotted line)
and trigger efficiency (solid line) estimated using the sig-
nal MC, where K0SK0S were generated isotropically in the
γγ c.m. frame at each W point for the W region 1.05 –
4.0 GeV. The L4 efficiency (trigger efficiency) is defined
for the sample that passes through the trigger (L4) and
all the selection criteria.
(to 0.63 GeV) to compensate for the pion-energy de-
position mismatch.
This shift could affect the efficiency of the selec-
tion criterion based on EECL. We study this possible
effect and conclude that it is small, because of the
loose criterion on EECL. As our studies indicate that
we could underestimate the efficiency by ∼ 1% be-
cause of the ECL energy shift, we correct its value by
this amount and assign 1% to the systematic uncer-
tainty of this selection in the entire kinematic region.
2. Estimation of the trigger efficiency
Using TSIM, we estimate the trigger efficiency for
the combination of triggers A, B and C. Its valida-
tion using data is non-trivial, because we do not have
mutually exclusive triggers to precisely measure the
trigger efficiency from the data alone. We find that
the contribution of trigger C to the combined effi-
ciency is very small (0.3% – 2.0%, depending on W
and | cos θ∗|), so its contribution to the systematic
error is negligible. To estimate the systematic un-
certainty of the combined trigger efficiency, we study
“trigger-A efficiency” N(A ∩ B)/N(B) and “trigger-B
efficiency” N(A ∩ B)/N(A), where N(A ∩ B) is the
number of events recorded with both triggers, while
N(B) (N(A)) is that recorded with trigger B (A).
These values represent the true trigger-A and -B ef-
ficiencies if triggers A and B are uncorrelated. Even
though it is impossible to estimate the trigger cor-
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relation from data, it is useful to compare data and
MC. We show the trigger-A and -B efficiencies in
Fig. 8(a-d) for data and MC. In Fig. 8(e,f), the ratio
N(B)/N(A) is shown for data and MC. The figures
are shown separately for the two angular regions,
| cos θ∗| = 0.0 – 0.4 and 0.4 – 0.8.
The difference in the angular distribution between
the MC and data could cause an apparent devia-
tion of the trigger efficiencies and their ratios in
the comparison: in MC, we implement a flat dis-
tribution while, in data, steep changes of the dis-
tribution are seen for the small angles (typically,
in 0.5 < | cos θ∗| < 0.8) in some energy regions.
To reduce this artifact in the plot for the region
0.4 < | cos θ∗| < 0.8 (Fig. 8(b,d,f)), we subdivide the
region into two bins with the same width, 0.2, and
take an average for the two bins, for the trigger-A
and -B efficiencies and the ratio. The trigger efficien-
cies estimated by the data and the MC simulation
agree within 0.05 except for a low-statistics region.
The assumption of flat angular distributions in MC
introduces no bias in the efficiency calculation for
cross section derivation because the efficiency is es-
timated on a bin-by-bin basis with a further narrow
bin width, 0.05, in | cos θ∗|, whose resolution is much
finer than the bin width, as described in Sec. IVE.
In Fig. 7, we show the TSIM trigger efficiency as a
function of W for isotropically simulated MC events
that satisfy the L4 and all other selection criteria in
our analysis. The trigger efficiency rises steeply from
3% near W = 1.05 GeV to 90% near W = 1.6 GeV.
The systematic uncertainty of the trigger efficiency
is estimated using the differences in the trigger-A and
-B efficiencies and ratios between data and MC, tak-
ing into account the correlation between the triggers
A and B as estimated from MC. It is evaluated to be
5%–7%, with a weak W dependence.
3. Validation of the trigger efficiency
We compare our data with the results from the L3
experiment for the cross section of the γγ → 4pi pro-
cess [43], where the pi+pi−pi+pi− final-state includes
ρ0ρ0 production but not K0SK
0
S production. Ideally
we would prefer to compare our results directly with
K0SK
0
S data obtained in previous experiments; how-
ever, no such high-statistics data are available. Fig-
ure 9 shows a comparison between Belle and L3 for
the cross section of the four-pion process (exclud-
ing K0SK
0
S) at seven W points (the W bin widths
being different between Belle and L3). The Belle
selection for the four-pion process has a pt balance
cut at 50 MeV/c and non-exclusive backgrounds are
subtracted using the pt distribution.
The relative systematic error of the Belle result
is estimated to be 10%, while the statistical error is
much smaller than that of L3. The Belle result is
consistent with the L3 results, but no accurate com-
parison at a level better than 10% is possible. We
assume the L3-determined fractions of the ρ0ρ0 com-
ponents with spin 0 and 2. Note that the efficiency of
the four-pion final state depends on this assumption.
C. Reconstruction efficiency for the K0S pair
The systematic error associated with the selection
efficiency of the K0S pairs is estimated by varying the
selection criteria in the signal MC. When we do not
find two K0S candidates with our nominal criteria,
we loosen the |∆z| criterion to |∆z| < 10 cm, remove
the requirements on K0S vertices and loosen the re-
quirement on 〈MK〉 to |〈MK〉 −mK | < 10 MeV/c2,
keeping all other criteria at their nominal values.
These changes increase both signal efficiency and
backgrounds, and we evaluate them with the same
methods. The increase of the efficiency is 3%–10%
(10%–20%) for W > 1.15 GeV (W < 1.15 GeV).
After the background subtraction, we use the dif-
ferences in the fractional increase of the efficiency
between the original and the loose cuts as its sys-
tematic uncertainty. It is difficult to evaluate back-
grounds below W < 1.3 GeV because the contam-
ination is larger than the efficiency change and the
two different types of non-K0SK
0
S backgrounds are
not well separated. As the systematic uncertainty is
not expected to strongly depend onW , we assign 3%
for W < 2.6 GeV and 5% for W > 2.6 GeV as the
uncertainty in the efficiency reconstruction for the
K0S pairs.
Figure 10 shows the distribution of cos θ (cosine
of the laboratory angle) of K0S for the signal candi-
dates at W =1.7 – 1.9 GeV for the data and MC.
Good agreement between the data and MC is ob-
tained except for the forward-most bin (cos θ > 0.9).
The discrepancy there is due to the inadequate effi-
ciency estimation, but its effect (about 3%) is within
the systematic uncertainty from tracking, K0S recon-
struction and trigger efficiencies (see Sec. V).
D. Beam energy dependence
The beam-energy dependence of the luminosity
function and the efficiency is studied at the three en-
ergy points: Υ(4S) (10.58 GeV), Υ(5S) (10.88 GeV)
and Υ(2S) (10.02 GeV), with the signal MC samples
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FIG. 8: (a,b) The trigger-A efficiency and (c,d) the trigger-B efficiency (as defined in the text); (e,f) the ratio of the
number of selected events from the two trigger samples, A and B. Data (dots with error bars) and signal MC (curves)
samples are subdivided into the two | cos θ∗| angular bins as labeled on the plots.
generated at each energy. We compare the luminos-
ity function and efficiency at severalW points among
the three beam energies. We use 10.58 GeV as the
reference energy point and apply a correction propor-
tional to the integrated luminosity to each sample at
the other energies.
The luminosity function has a beam-energy de-
pendence with a factor depending on W ; for W in
(1.1 GeV, 2.0 GeV, 4.0 GeV), the factor is (−5%,
−6%, −10%) for 10.02 GeV and (+2%, +3%, +5%)
for 10.88 GeV. Meanwhile, the efficiency depends on
the beam energy: +3% at 10.02 GeV and −1% at
10.88 GeV, which is opposite to the trend in the lu-
minosity function. It is also weakly dependent on
W .
The overall effect of the beam-energy differences is
negligible when we apply the values of the efficiency
and luminosity function for 10.58 GeV to all the data,
and it is estimated to be at most 0.4% at anyW . We
do not correct for this effect and do not assign any
systematic error.
E. Invariant-mass and angular resolution
We estimate a K0SK
0
S mass resolution (i.e., a W
resolution) of σW /W = 0.2% for the entireW region,
with a small W dependence, according to a signal
MC study. As this is much smaller than the bin
width (at worst, σM < 4 MeV near W = 1.9 GeV,
where the bin width is 10 MeV), we do not apply
unfolding. The estimated systematic shift due to bin
migrations associated with resolution is less than 1%
and is absorbed in the systematics.
The resolution for the c.m. angle measurement in
each event is typically σ| cos θ∗| = 0.0025, which is
much smaller than the bin width of 0.1.
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FIG. 10: Distribution of cos θ of K0S in the K0SK0S can-
didate events at W = 1.7 – 1.9 GeV and | cos θ∗| < 0.8
(two entries per event) for the data (dots) and MC (his-
togram). MC distribution is normalized to have the same
number of kaons as observed in data.
V. DIFFERENTIAL CROSS SECTION
The differential cross section dσ/d| cos θ∗| is de-
rived after the subtraction of the backgrounds and
the application of the corrections to the yields and
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FIG. 11: The overall efficiency vs. W and | cos θ∗|.
efficiencies:
dσ
d| cos θ∗| =
1∫ Ldt Lγγ ∆W ∆| cos θ∗| ×
N −Nbkg
 B(K0S → pi+pi−)2
, (6)
where N (Nbkg) is the number of candidate (back-
ground) events,
∫ Ldt is the total integrated luminos-
ity and Lγγ is the two-photon luminosity function,
calculated as a function ofW . ∆W and ∆| cos θ∗| are
the bin widths, and  is the efficiency that includes
all trigger/selection effects. The W and | cos θ∗| de-
pendence of the overall efficiency is shown in Fig. 11.
The efficiency is smaller than 0.14 everywhere in the
measurement range. A major cause of the overall ef-
ficiency loss is associated with a Lorentz boost of the
two-photon system which results in at least one K0S
falling outside of the detector’s acceptance typically
more than half of the time. Note that this efficiency
loss strongly depends on W and | cos θ∗|.
We extract the differential cross section in the
range | cos θ∗| < 0.8 and 1.1 GeV< W < 3.3 GeV,
with aW bin width of 10 MeV forW = 1.1−1.9 GeV,
20 MeV for 1.9 – 2.4 GeV, 40 MeV for 2.4 – 2.6 GeV,
and 100 MeV for 2.6 – 3.3 GeV. In this extraction, we
first evaluate the differential cross section for finer
bin widths, ∆W = 10 MeV and ∆| cos θ∗| = 0.05
over the entire region, using the efficiency for the
central point of each bin. The values for these fine
bins are then combined via a weighted average into
the coarser bins, with a weight calculated from the
statistical errors.
In the range W = 1.05 − 1.10 GeV, we extract
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only the cross section integrated over | cos θ∗| < 0.6,
assuming a flat angular dependence of the differen-
tial cross section because of limited statistics and the
limited coverage in the forward angles in the vicinity
of | cos θ∗| ∼ 0.6.
In the rangeW = 3.3−3.6 GeV, we do not extract
the γγ → K0SK0S cross section where the contribu-
tions from the χc0 and χc2 resonances dominate the
yield; we cannot subtract leakages from these narrow
states reliably over the entire region.
In the range W = 3.6 − 4.0 GeV, we find some
contribution from the signal process. It is possible to
extract the integrated cross section for | cos θ∗| < 0.8
in this W region; however, we do not present differ-
ential cross section due to small statistics. There
could be a contribution from high-mass charmo-
nium resonance(s) (χcJ(2P ) for example) at W =
3.80− 3.95 GeV, as we find some events at large an-
gles in thisW range; these events are included in the
total cross section (see Fig. 28).
AtW = 4.0−4.1 GeV, we find only a small number
of signal events that give a peak near |∑p∗t | = 0,
consistent with a large background contamination.
No cross section measurement is therefore performed
in the W region above 4.0 GeV.
Figure 12 shows the cross section integrated over
| cos θ∗|. The integration is performed by summing
the differential cross section for | cos θ∗| < 0.8 or
| cos θ∗| < 0.6. The error bars are statistical only.
The curves in the figure show the total systematic
errors.
The systematic error includes contributions from
the uncertainties in tracking efficiency (2% for 4
tracks), beam-background effects (1%) estimated
from the stability of yield ratios between the data
and MC across all run periods, pion identification
(2% for four pions), non-exclusive and four-pion
backgrounds (described in Sec. IIIA and B), ge-
ometrical coverage and fit uncertainty (4% in to-
tal), K0SKpi background subtraction (Sec. III C),
K0S-pair reconstruction (Sec. IVC), trigger efficiency
(Sec. IVB), and the EECL cut (Sec. IVB). We as-
sign the uncertainty for the L4 efficiency to be about
10% of the inefficiency in different W regions. The
systematic error associated with the uncertainty in
the integrated luminosity and luminosity function in-
cludes the form-factor effect of space-like photons.
Summing in quadrature, the total systematic uncer-
tainty evaluated is typically 10%. The systematic
uncertainties are summarized in Table I.
VI. STUDY OF RESONANCES
Figure 12(a) shows the measured integrated cross
section (| cos θ∗| ≤ 0.8), where prominent peaks are
observed near 1.3, 1.5 and 1.8 GeV. Enhancements
are also observed around 2.3 and 2.6 GeV. A close-up
view of the integrated cross section (| cos θ∗| ≤ 0.6)
near the threshold is shown in Fig. 13, where the
cross section is small (< 1 nb), in agreement with
theoretical predictions [15, 16].
In this section we describe the extraction of partial
wave information from our data by fitting the differ-
ential cross section using suitable parameterizations
to estimate the mass, total width and ΓγγB(KK¯)
of the f ′2(1525), to derive the phase difference be-
tween the f2(1270) and a2(1320) and to identify the
nature and obtain the parameters of the resonances
near 1.8, 2.3 and 2.6 GeV.
A. Partial wave amplitudes
In the γγ → K0SK0S channel, only the partial waves
of even angular momenta contribute. Furthermore,
in the energy region W <∼ 3 GeV, the J > 4 partial
waves may be ignored, so only S, D and G waves are
considered in the fit. The differential cross section
can then be expressed as
dσ(γγ → K0SK0S)
dΩ
=
∣∣S Y 00 +D0 Y 02 +G0 Y 04 ∣∣2
+
∣∣D2 Y 22 +G2 Y 24 ∣∣2 , (7)
where S is the S-wave amplitude, D0 and G0 (D2
and G2) denote the helicity-0 (2) components of the
D and G wave [44], respectively, and Y mJ are the
spherical harmonics. The angular dependence of the
cross section is governed by the spherical harmonics
while the energy dependence is determined by the
partial waves.
Since the spherical harmonics are not indepen-
dent of each other, a unique decomposition of partial
waves cannot be determined using the measured dif-
ferential cross section. To overcome this problem, we
rewrite Eq. (7) as
dσ(γγ → K0SK0S)
4pid| cos θ∗| = Sˆ
2 |Y 00 |2 + Dˆ20 |Y 02 |2 + Dˆ22 |Y 22 |2
+Gˆ20 |Y 04 |2 + Gˆ22 |Y 24 |2 . (8)
The “hat-amplitudes” Sˆ2, Dˆ20, Dˆ22, Gˆ20 and Gˆ22 can
be negative because of interference terms, and corre-
spond to |S|2, |D0|2, |D2|2, |G0|2 and |G2|2, respec-
tively, when interference terms are ignored [8].
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FIG. 12: TheW dependence of the γγ → K0SK0S cross section after integrating over the angle up to (a,b) | cos θ∗| < 0.8
(black points) and (c,d) | cos θ∗| < 0.6 (blue points). The orange square markers in (d) are from our previous
publication [5] for | cos θ∗| < 0.6. The solid curves are the systematic uncertainties.
As the absolute squares of the spherical harmonics
are independent of each other, we can fit the differ-
ential cross section in each W bin to obtain Sˆ2, Dˆ20,
Dˆ22, Gˆ20 and Gˆ22. The fit with the value of J ≤ 4
is named the “SDG fit.” At low energy, we expect
that the contribution from J = 4 is negligible, so we
also perform a separate fit by setting Gˆ20 = Gˆ22 = 0,
which is named the “SD fit.”
The differential cross section is fitted according to
Eq. (8), where statistical errors only are taken into
account. The differential cross section for | cos θ∗| ≤
0.8 is extracted for 1.1 GeV ≤ W ≤ 3.3 GeV.
In the SDG fit, two consecutive data points of
∆W = 0.01 GeV are merged, resulting in bins of
width 0.02 GeV.
The obtained spectra of Sˆ2, Dˆ20 and Dˆ22 for the SD
fit are shown in Fig. 14. Figures 15 and 16 show the
hat-amplitudes for the SDG fit. Gˆ20 ± Gˆ22 are also
plotted in Fig. 16, since the angular dependences of
|Y 04 |2 and |Y 24 |2 are similar for | cos θ∗| <∼ 0.6. In the
SDG fit, the structures in Dˆ22 are less visible and the
G waves appear to be small for W ≤ 3.3 GeV. Fig-
ure 17 shows the differential cross section for selected
W bins with the fitted Sˆ, Dˆ0 and Dˆ2 waves.
Although the derived hat-amplitudes Sˆ2, Dˆ20, Dˆ22,
Gˆ20 and Gˆ22 in fact contain interference terms such as
<(S∗D0), they do provide useful information about
partial wave amplitudes. Two prominent peaks are
observed in the Dˆ22 spectrum: the peak near 1.3 GeV
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TABLE I: Summary of systematic uncertainties (%) in the cross section integrated over the angle in a single W bin.
When a range is shown, the uncertainty varies between the values with decreasing W .
Source Uncertainty (%)
Tracking efficiency (for 4 tracks) 2
Beam background effect 1
Pion identification (for 4 tracks) 2
Non-exclusive and four-pion backgrounds 2 – 19
Geometrical coverage and fit uncertainty 4
K0SKpi background subtraction 1 – 2
K0S-pair reconstruction 5 – 3
Trigger efficiency 5 – 7
EECL cut 1
Integrated luminosity and luminosity function 5 – 4
L4 efficiency 1 – 10
Total 9 – 25, typically 10
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FIG. 13: A close-up view of the measured integrated
cross section (| cos θ∗| ≤ 0.6) near the threshold for the
process γγ → K0SK0S . The solid curve is the systematic
uncertainty.
is due to the interference between the f2(1270) and
a2(1320) and the second peak is due to the f ′2(1525).
No other notable structures are observed in Fig. 14
(right). In the Sˆ2 spectrum shown in Fig. 14 (left
top), three peaks around 1.8, 2.3 and 2.6 GeV are
observed. The lowest may be due to the f0(1710)
(not a tensor meson, as discussed in past experi-
ments [4, 17, 21]). This might be an a0 meson,
though no such mesons have been observed previ-
ously in this mass region [23]. Dˆ20 is rather small
and featureless except around 2.1 and 2.6 GeV, and
hence the D0 wave may also be small but non-zero:
there appears to be an interference term between S
and D0.
We use our assumptions for the partial wave am-
plitudes and fit the data to extract the parameters
of the resonances. Note that we do not fit the ob-
tained spectra of hat-amplitudes Sˆ2, Dˆ20 and Dˆ22, but
rather fit the differential cross section directly using
Eq. (7). In our analysis, we fit the energy region
W ≤ 3.0 GeV, with separate fits for W ≤ 2 GeV
and W > 2 GeV.
B. Fitting the region W ≤ 2.0 GeV
In this section, we describe our fits in the W ≤
2.0 GeV region. Motivated by the spectra of Dˆ22 and
Sˆ2, we include the f2(1270), a2(1320) and f ′2(1525)
in the D2 wave and test the hypothesis of a scalar
meson (coined the f0(1710)) in the S wave. In this
analysis, we measure the relative phase probing the
destructive interference between the f2(1270) and
a2(1320) and determine relevant parameters of the
f ′2(1525), in particular, ΓγγB(KK¯).
1. Parameterization of amplitudes
Based on the above observation, the amplitudes S,
D0 and D2 are parameterized as follows:
S = Af0(1710)e
iφf0 +BS ,
D0 = BD0e
iφD0 ,
D2 = Af2(1270) +Aa2(1320)e
iφa2 +Af ′2(1525)e
iφf2p
+BD2e
iφD2 , (9)
where Af0(1710), Af2(1270), Aa2(1320) and Af ′2(1525) are
the amplitudes describing the resonances; BS , BD0
and BD2 are the non-resonant background ampli-
tudes for the S, D0 and D2 waves; and φf0, φa2, φf2p,
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FIG. 14: Amplitudes Sˆ2 (left top), Dˆ20 (left bottom) and Dˆ22 (right) obtained from the SD fit. The error bars represent
the statistical uncertainties when no correlations among the fit parameters are included.
FIG. 15: Amplitudes Sˆ2 (left top), Dˆ20 (left bottom) and Dˆ22 (right) obtained from the SDG fit. The error bars
represent the statistical uncertainties when no correlations among the fit parameters are included.
φD0 and φD2 are the phases of the resonances and
background amplitudes. The phases are defined rel-
ative to BS (f2(1270)) for helicity-0 (2) amplitudes.
Using this convention, the relative phase between the
f2(1270) and a2(1320) is given by φa2. We also study
the case in which the f0(1710) is replaced by a ten-
sor meson (labeled the f2(1710) here, although the
f2(1810) is listed in PDG [23]) in D2. To investigate
if our approximation could describe the data well
without this resonant contribution, we also perform
a fit assuming no resonance at 1.8 GeV.
We assume the background amplitudes to be
quadratic in W multiplied by the threshold factor
β2l+1 for all waves:
BS = β(aSW
′2 + bSW ′ + cS) ,
BD0 = β
5(aD0W
′2 + bD0W ′ + cD0) ,
BD2 = β
5(aD2W
′2 + bD2W ′ + cD2) , (10)
where W ′ = W − 2mK0S , β =
√
1− 4m2
K0S
/W 2 is
the velocity of the K0S divided by the speed of light,
mK0S is the mass of the K
0
S , and l is 0 (2) for S (D0
and D2).
We use the parameterization of the f2(1270) and
f ′2(1525) given in Ref. [8] and that of the a2(1320)
in Ref. [10]. We note that B(R → K0SK0S)/B(R →
KK¯) = 1/4 for any fJ or aJ resonance R.
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FIG. 16: Amplitudes Gˆ20 (left top), Gˆ22 (left bottom) and Gˆ20 ± Gˆ22 (right) obtained from the SDG fit. The error bars
represent the statistical uncertainties when no correlations among the fit parameters are included.
FIG. 17: Results of the SD- (solid line) and SDG-
(long-dashed line) fits of the differential cross section in
selected W bins. The number in each panel denotes the
W bin. Also shown are Sˆ2 (dotted line), Dˆ20 (dashed line)
and Dˆ22 (dot-dashed line) obtained from the SD fit.
The amplitude AR(W ) for each spin-J resonance
R of mass mR is parameterized using the relativistic
Breit-Wigner formula
AJR(W ) =
√
8pi(2J + 1)mR
W
×
√
Γtot(W )Γγγ(W )B(KK¯)
m2R −W 2 − imRΓtot(W )
. (11)
Hereinafter, we consider the case J = 2. The energy-
dependent total width Γtot(W ) is given by
Γtot(W ) =
∑
X1X2
ΓX1X2(W ) , (12)
where X1, X2 is pi, K, η, γ, etc. For J = 2, the
partial width ΓX1X2(W ) is parameterized as [45]:
ΓX1X2(W ) = ΓRB(R→ X1X2)
(
qX(W
2)
qX(m2R)
)5
×D2
(
qX(W
2)rR
)
D2 (qX(m2R)rR)
, (13)
where ΓR is the total width at the resonance mass,
qX(W
2) =
1
2W
[(
W 2 − (mX1 +mX2)2
)
× (W 2 − (mX1 −mX2)2)] 12 ,
D2(x) =
1
9 + 3x2 + x4
, (14)
and rR is an effective interaction radius that varies
from 1 (GeV/c)−1 to 7 (GeV/c)−1 in different
hadronic reactions [46–48]. For the three-body and
other decay modes,
Γother(W ) = ΓRB(R→ other)W
2
m2R
(15)
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TABLE II: A summary of the parameters assumed in our
fits.
Parameter f2 (1270) f ′2 (1525) Unit Reference
Mass 1275.1± 1.2 1525± 5 MeV/c2 [23]
Γtot 185.1
+2.9
−2.4 73
+6
−5 MeV [23]
B(pipi) 84.8+2.4−1.2 0.82± 0.15 % [23]
B(KK¯) 4.6± 0.4 88.7± 2.2 % [23]
B(ηη) 0.40± 0.08 10.4± 2.2 % [23]
B(γγ) 16.4± 1.9 1.11± 0.14 10−6 [23]
rR 3.62± 0.03 3.62± 0.03 (GeV/c)−1 [1, 2]
TABLE III: Parameters of the a2(1320) [23].
Parameter Value Unit
Mass 1318.3± 0.6 MeV/c2
Γtot 107± 5 MeV
B(ρpi) 70.1± 2.7 %
B(ηpi) 14.5± 1.2 %
B(ωpipi) 10.6± 3.2 %
B(KK¯) 4.9± 0.8 %
B(γγ) 9.4± 0.7 10−6
is used instead of Eq. (13). This formalism is used for
the f2(1270), a2(1320) and f ′2(1525). All parameters
of the f2(1270) and a2(1320) are fixed at the PDG
values [23] except for rR, which is fixed at the value
determined in Refs. [1, 2], as summarized in Tables II
and III.
Finally, the parameterization of the f0(M) meson
for M = 1710 MeV/c2 is taken to be:
f0(M) =
√
8pimf0
W
√
Γf0ΓγγB(KK¯)f0
m2f0 −W 2 − imf0Γf0
, (16)
where ΓγγB(KK¯)f0 is the product of the two-photon
width and the branching fraction to KK¯ for the
f0(M) meson. Its PDG [23] parameters are sum-
marized in Table IV, together with the parameters
(when known) of the f2(1810) and a2(1700).
2. Fit in the region 1.2 GeV ≤W ≤ 2.0 GeV
We perform a fit for the region 1.2 GeV ≤ W ≤
2.0 GeV by floating the mass, width, ΓγγB(KK¯) and
TABLE IV: Parameters (when known) of the f0(1710),
a2(1700) and f2(1810) [23].
Parameter f0(1710) a2(1700) f2(1810)
Mass (MeV/c2 ) 1720± 6 1732± 16 1815± 12
Γtot (MeV) 135± 8 194± 40 197± 22
fJ/aJ → KK¯ seen seen unknown
fJ/aJ → γγ unknown unknown seen
the relative phase of both the f ′2(1525) and fJ(1710)
(J = 0 or J = 2). Also floated are the relative phase
of the a2(1320) and the parameters (a, b and c and
the phases for D0 and D2) of the background am-
plitudes. To remove arbitrary sign uncertainties, the
coefficients cS , c0 and c2 are chosen to be positive.
Twenty parameters describing the assumed ampli-
tudes are obtained by fitting the differential cross
sections. To search for the global minimum good-
ness of fit χ2min to identify possible multiple solu-
tions, about 1000 sets of randomly generated initial
parameters are employed for fits performed using MI-
NUIT [49]. A fit is accepted as a satisfactory solution
if its χ2-value is within χ2min + 10 (corresponding to
3.2σ).
If the f0(1710) hypothesis is assumed to explain
the peak at W ∼ 1.8 GeV, four solutions are ob-
tained with χ2min/ndf = 677.2/580, where ndf is the
number of degrees of freedom. These solutions are
distinguished by the ΓγγB(KK¯) value, which ranges
from 6.3 to 216 eV for the f0(1710), and from 83 to
104 eV for the f ′2(1525), as listed in Table V.
When the f2(1710) hypothesis is used, the two ob-
tained solutions have lower quality with χ2min/ndf =
755.6/580. Their fitted values are also listed in
Table V. As the f0(1710) solutions have lower
χ2min/ndf , they are favored over the f2(1710).
We conclude that the region 1.2 GeV ≤ W ≤
2.0 GeV is too wide to fit in extracting the desired
parameters at once. We therefore fit individual pa-
rameters one at a time, keeping in mind the limita-
tions of this approach.
3. The “f ′2(1525) fit”
Based on the above observation, we first obtain
the f ′2(1525) parameters by fitting the c.m. energy
range 1.15 GeV ≤ W ≤ 1.65 GeV and ignoring the
contribution of the fJ(1710). The differential cross
section is fit with the parameterized amplitudes by
floating the f ′2(1525) parameters as well as the rela-
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TABLE V: Solutions of the fJ(W ≤ 2 GeV) fit.
Fit f0(W ≤ 2 GeV) fit f2(W ≤ 2 GeV) fit
Sol. 1 2 3 4 1 2
χ2 (ndf = 580) 677.2 682.3 685.4 686.7 755.6 759.6
φa2 (deg.) 178.3 184.7 183.8 178.7 183.2 180.3
Mass(f ′2) (MeV/c2) 1527.9 1527.2 1527.7 1526.1 1527.9 1527.5
Γtot(f
′
2) (MeV) 85.5 86.3 85.8 81.5 85.5 83.5
ΓγγB(KK¯)f ′2 (eV) 82.8 103.8 85.8 90.0 89.0 127.1
φf2p (deg.) 277 250 242 211 251 288
Mass(f0) (MeV/c2) 1781 1780 1783 1761 1793 1782
Γtot(f0) (MeV) 99 110 96 119 93 104
ΓγγB(KK¯)f0 (eV) 216 6.3 189 10.3 89.0 127
φf0 (deg.) 264 125 265 90 251 288
tive phase between the a2(1320) and f2(1270). Here-
inafter, this fit is referred to as the “f ′2(1525) fit.”
The background amplitudes are approximated with
linear functions because the fitting range is rather
narrow. There are thirteen parameters to extract
from this fit.
Two solutions are obtained, both with χ2/ndf =
0.97. The main difference between the two solutions
is the values of ΓγγB(KK¯) for the f ′2(1525): 113
and 48 eV, with the two solutions referred to as H
(high) and L (low), respectively. They correspond
to destructive and constructive interference between
the f ′2(1525) and non-resonant D2 background. The
fitted results are shown in Figs. 18 and 19 for the
H and L solutions, respectively. The fitted values
are listed and compared with those of PDG [23] in
Table VI. The quoted errors are MINOS statistical
errors, determined by evaluating the parameter val-
ues that give χ2min+1 for each variable being studied.
In the fit, all other parameters are floated. In both
solutions, the interference between the f2(1270) and
a2(1320) is indeed destructive as predicted [13], i.e.,
the measured φa2 is close to 180◦.
We stress that the previous measurements of
ΓγγB(KK¯) for the f ′2(1525) [21] assumed no interfer-
ence. In order to check the consistency with past ex-
periments, an incoherent fit is also performed, where
we replace |D2Y 22 |2 with |(D2−Af ′2(1525)eiφf2p)Y 22 |2+
|Af ′2(1525)Y 22 |2 in Eq. (7). The obtained value of
ΓγγB(KK¯) is 79.1± 1.4 eV, which is consistent with
76 ± 6 ± 11 eV reported by L3 [21], 110+30−20 ± 20 eV
by CELLO [19], 100+40+30−30−20 eV by PLUTO [18] and
110± 20± 40 eV by TASSO [17]. The results of our
fits are also shown in Table VI.
The following sources of systematic uncertainties
for the fitted parameters are considered: dependence
on the fit region, normalization errors of the differ-
ential cross section, assumptions on the background
amplitudes and assumed parameters of the f2(1270)
and a2(1320). In each study, a fit is performed
that allows all the parameters to float; the differ-
ences of the fitted parameters from the nominal val-
ues are quoted as systematic uncertainties for both
solutions, H and L.
Two fitting regions shifted by ±0.05 GeV (10% of
the W -range), are used to estimate the systematics
associated with the fitting range. The systematic
uncertainties associated with the normalization are
separated into two groups: one from the overall nor-
malization (±4.0%) and the other from the distortion
of the spectra in both | cos θ∗| and W . To estimate
the uncertainty associated with the overall normal-
ization, fits are performed by shifting the cross sec-
tions coherently by ±4%. For point-by-point nor-
malization, fits are performed by shifting the cross
section by ±|dσ/dΩ| × σ(W,| cos θ∗|), where σ is the
relative uncertainty of the efficiency (referred to as
Efficiency in Table VII). For the spectral distortion
studies, the differential cross sections are shifted by
±0.1 × |dσ/dΩ| × (| cos θ∗| − 0.4)) (referred to as
| cos θ∗| bias) and ±0.08× |dσ/dΩ| × (W − 1.4 GeV)
(referred to asW bias). We use the absolute value of
dσ/dΩ because some of the central values for mea-
sured differential cross sections are negative due to
background subtraction.
For studies of background (BG) amplitudes, each
background wave is approximated by a constant
or a parabola. The value of rR is changed by
±0.03 (GeV/c)−1 according to Refs. [1, 2]. Finally,
the parameters of the f2(1270) and a2(1320) are
changed one by one by their uncertainties shown in
PDG [23].
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TABLE VI: Parameters obtained from the f ′2(1525) fit and incoherent fit. For the H and L solutions, the first error
is statistical and the second systematic (itemized in Table VII). The parameters where the H and L solutions are
combined are also shown (explained in Sec. VIB 5).
Parameter Solution H Solution L H, L combined Incoherent fit PDG [23]
χ2/ndf 375.09/387 375.22/387 – 406.6/388 –
φa2(1320) (deg.) 178.1
+1.7+6.7
−1.3−12.5 172.6
+1.3+6.7
−1.0−3.1 172.6
+6.0+12.2
−0.7−7.0 173.6
+1.3
−1.4 –
Mass(f ′2(1525)) (MeV/c2) 1526.1+0.9+2.9−1.0−2.8 1524.3
+1.0+1.6
−0.9−1.1 1525.3
+1.2+3.7
−1.4−2.1 1530.7± 0.4 1525± 5
Γtot(f
′
2(1525)) (MeV) 83.4+1.9+2.0−1.7−3.4 81.8
+2.3+4.4
−2.0−0.9 82.9
+2.1+3.3
−2.2−2.0 82.7± 1.4 73+6−5
ΓγγB(KK¯)(f ′2(1525)) (eV) 113+25+43−28−77 48± 4+33−10 48+67−8 +108−12 79.1± 1.4 72± 7
FIG. 18: The solution H of the f ′2(1525) fit (solid line) superimposed on the spectrum of Sˆ2 (left top), Dˆ20 (left bottom),
Dˆ22 (middle) and on the integrated cross section (for | cos θ∗| ≤ 0.8) (right). In the Dˆ22 spectrum, the fitted results of
the f2(1270) (long-dashed line), a2(1320) (dashed line) and f ′2(1525) (dot-dashed line) are also shown together with
the fitted non-resonant background |BD2|2 (dotted line). In the integrated cross section, the fitted results of |S|2
(dotted line), |D0|2 (dashed line) and |D2|2 (dot-dashed line) are also shown.
The total systematic uncertainties are calculated
by adding the individual uncertainties in quadrature.
The resulting systematic uncertainties are summa-
rized in Table VII. In some of our studies, the value
of ΓγγB(KK¯) for the f ′2(1525) fluctuates between the
H and L solutions. The obtained results for the rel-
ative phase between the a2(1320) and f2(1270) and
parameters of the f ′2(1525) are given in Table VI.
4. A fit including the fJ(1710)
We fit the region 1.2 GeV ≤W ≤ 2.0 GeV by fix-
ing the parameters of the f ′2(1525) and φa2 to either
the H or L solution, and by including the contribu-
tion of the f0(1710) (coined the “f0(1710) fit”). The
background amplitude is assumed to be a second-
order polynomial, whose parameters are floated in
the fit.
A unique solution is obtained for each of the H and
L solutions (named “fit-H” and “fit-L,” where H and
L stand for the H and L solutions of the f ′2(1525)
fit, respectively). These solutions are summarized in
Table VIII. Figures 20 and 21 show the fitted results
for fit-H and fit-L, respectively. Figures 22 and 23
show fit-H and fit-L solutions superimposed on the
differential cross section for selected W bins.
We also study a case where the structure near
W = 1.8 GeV is assumed to be due to a tensor meson
(labeled the f2(1710), which can be either a2(1700)
or f2(1810) (referred to as the “f2(1710) fit”). The
contribution from tensor mesons may be suppressed
due to destructive interference between the f2(1810)
and a2(1700); this hypothesis could also be tested by
analyzing γγ → K+K− data. A unique best fit with
poor χ2 is obtained for the f2(1710) fit with either
of the H and L solutions of the f ′2(1525) fit. Thus,
the hypothesis of J = 2 for the fJ(1710) is disfa-
vored by the data. Fitted values are summarized in
Table VIII. Figures 24 and 25 show the fitted results
for the f2(1710) fit for each of the H and L solutions.
Furthermore, we fit the hypothesis where we as-
sume no resonance near W = 1.8 GeV. Three best
fits are obtained for the hypothesis H of the f ′2(1525)
fit with poor χ2/ndf : 1264.5/589, 1265.3/589 and
1267.8/589. One best fit is obtained for the L
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FIG. 19: The solution L of the f ′2(1525) fit (solid line) superimposed on the spectrum of Sˆ2 (left top), Dˆ20 (left
bottom), Dˆ22 (middle), and on the integrated cross section (for | cos θ∗| ≤ 0.8). See the caption of Fig. 18 for the line
convention (also shown in the legends).
hypothesis with even worse χ2/ndf of 1349.8/589.
We conclude that our fit favors the presence of the
f0(1710) in our data.
Systematic uncertainties are estimated similarly to
those for the f ′2(1525) fit. In the W -range study, fits
are performed in two fit regions: 1.12 GeV ≤ W ≤
1.92 GeV and 1.28 GeV ≤ W ≤ 2.08 GeV. For
W -distortion, a study is performed by shifting the
cross section by ±0.08× |dσ/dΩ|(W − 1.6 GeV); for
background waves, by changing each wave to a first-
or third-order polynomial; and for the parameters of
the f ′2(1525), by shifting the values by their MINOS
errors. The results for the systematic uncertainties
are summarized in Table IX. Table VIII lists the re-
sults for the f0(1710) fit (fit-H and fit-L).
5. Final results for the region W < 2.0 GeV
As described above, we obtain two solutions re-
ferred to as H and L for the f ′2(1525) fit, and cor-
responding fits are performed in the f0(1710) fit by
fixing the f ′2(1525) parameters to those of either the
H or L solution. Here, we combine solutions statis-
tically to obtain final results.
From each pair of solutions for an observable x, a
probability density function (PDF) P (x) is formed
as the sum of asymmetric Gaussian functions that
correspond to the two solutions with asymmetric er-
rors. These functions are weighted according to the
χ2 differences between the two solutions. The most
probable value xf is the one that gives the maxi-
mum in P (x). Asymmetric statistical errors σl and
σh are determined from a confidence interval such
that P (xf − σl) = P (xf + σh) with∫ xf+σh
xf−σl
P (x)dx = 0.683 . (17)
The systematic uncertainty for observable x is deter-
mined from the solution with the largest deviation
from xf . The final results thus obtained are listed in
Tables VI and VIII.
C. Fitting the region W > 2.0 GeV
We investigate the structures around 2.3 and
2.6 GeV. In fitting the region 2.0 GeV ≤ W ≤
3.0 GeV, we assume that the non-resonant back-
grounds in the S, D0, D2, G0 and G2 waves obey
a power law in W . When we parameterize them
using a polynomial approximation as in Eq. (10),
we obtain fits of poor quality. We parameterize the
backgrounds as
Bi = bi ×
(
W
W0
)−ci
eiφi , (18)
where the index i denotes S, D0, D2, G0 or G2 waves,
W0 is chosen to be the lower boundary of the fitting
region (nominally W0 = 2.0 GeV), and bi and ci are
the free parameters. The phases of BS and BD2
are chosen to be zero as a reference for the other
phases. The parameters bi are set positive to resolve
arbitrary sign ambiguities.
We also investigate a possible contribution from
the J = 4 resonances. Table X summarizes the pa-
rameters of the f0(2200), f2(2300) and f4(2300) that
are known to couple to KK¯ [23].
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FIG. 20: The fit-H of the f0(1710) fit (solid line) superimposed on the spectrum of Sˆ2 (left top), Dˆ20 (left bottom),
Dˆ22 (middle) and on the integrated cross section (for | cos θ∗| ≤ 0.8) (right). Shown in the Sˆ2 (Dˆ22) spectrum are the
fitted results of the f0(1710) (dashed line) and non-resonant background |BS |2 (dotted line) (f2(1270) (long-dashed
line), a2(1320) (dashed line), f ′2(1525) (dot-dashed line) and |BD2|2 (dotted line)). In the integrated cross section,
the fitted results of |S|2 (dotted line), |D0|2 (dashed line, not visible) and |D2|2 (dot-dashed line) are also shown.
FIG. 21: The fit-L of the f0(1710) fit (solid line) superimposed on the spectrum of Sˆ2 (left top), Dˆ20 (left bottom)),
Dˆ22 (middle) and on the integrated cross section (for | cos θ∗| ≤ 0.8) (right). See the caption of Fig. 20 for the line
convention (also shown in the legends).
We allow BG0 and/or BG2 to be non-zero in
Eq. (18). We fit 13 assumptions for the structures
around 2.3 and 2.6 GeV that are observed in the plot
of the integrated cross section shown in Fig. 12(a). A
fit performed assuming the presence of the fJ(2200)
(J = 0, 2, 4) and fJ′(2500) (J ′ = 0, 2, 4) is referred
to as an “fJ -fJ′ fit.” We also investigate hypothe-
ses in which there are no resonances (or only one)
for the two structures. These fits are referred to as
“no-resonance-” (“only-fJ -”) fits, respectively.
When both BG0 and BG2 are allowed to be non-
zero, too many solutions are obtained because of the
several combinations of interfering amplitudes (not
shown). Thus, we focus on the hypothesis wherein
onlyBG2 is non-zero. This choice is based on the idea
that the possible resonances f4(2200) and f4(2500)
are included in the G2 wave only because of helicity
considerations. A summary of the fitted results is
given in Table XI. In this case, once again, some of
the fJ -fJ′ fits give multiple solutions. In some cases,
one or more ci values in Eq. (18) assume unphysi-
cally large values. Thus, we constrain the maximum
values of ci to be 20.
A unique solution of relatively good quality is ob-
tained for the f2-f0 fit, while other hypotheses yield
larger values of χ2/ndf . The f2-f0 fit is also favored
for the case in which both BG0 and BG2 are assumed
to be non-zero. Thus, we conclude that the struc-
ture around 2.3 GeV is likely due to a tensor me-
son (referred to tentatively as f2(2200)) and the one
near 2.6 GeV is likely to be a scalar meson (possibly
f0(2500)).
The fitted values obtained from the f2-f0 fit are
summarized in Table XII for the mass, total width
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TABLE VII: Systematic uncertainties for the f ′2(1525) fit. The left (right) number in each row for each observable
indicates a positive (negative) deviation from the nominal values.
Solution H Solution L
f ′2(1525) f
′
2(1525)
Source φa2 Mass Γtot ΓγγB(KK¯) φa2 Mass Γtot ΓγγB(KK¯)
(deg.) (MeV/c2) (MeV) (eV) (deg.) (MeV/c2) (MeV) (eV)
W -range 6.1 −0.3 2.9 0.0 1.5 0.0 32 0 1.7 −1.1 0.7 −0.3 3.2 0.0 0 −2
W bias 0.0 −3.0 0.0 −0.2 0.0 −0.1 2 0 0.3 −0.3 0.1 0.0 0.2 0.0 0 0
Efficiency 2.9 −2.8 0.0 −0.2 0.1 −0.2 0 −4 2.4 −1.3 0.1 −0.1 0.9 0.0 2 −6
Overall normalization 1.0 −1.0 0.0 −0.1 0.1 −0.1 1 −1 0.9 −0.9 0.1 −0.1 0.1 0.0 2 −3
| cos θ∗| bias 0.1 −0.1 0.1 −0.2 0.7 −0.8 1 −4 0.3 −0.2 0.2 −0.1 0.8 −0.6 1 −1
BS 0.8 −1.8 0.0 −1.2 1.1 −1.3 28 −29 1.5 −1.2 0.0 −0.4 1.9 0.0 0 −3
BD0 0.0 −3.1 0.0 −0.8 0.2 −1.9 0 −25 0.0 −0.2 0.2 0.0 0.0 −0.6 0 0
BD2 0.0 −2.8 0.0 −1.5 0.0 −2.1 0 −21 5.0 0.0 1.3 −0.9 0.6 0.0 32 −1
Mass(f2(1270)) 0.0 −4.0 0.0 −0.3 0.0 −0.2 2 −3 1.1 −1.1 0.1 0.0 0.2 0.0 1 −1
Γtot(f2(1270)) 0.0 −2.9 0.0 −0.1 0.1 0.0 5 0 0.2 −0.2 0.2 −0.1 0.2 0.0 1 −1
B(γγ)(f2(1270)) 0.0 −4.7 0.1 −0.5 0.3 −0.4 0 −1 1.8 −1.6 0.3 −0.2 1.3 0.0 3 −4
rR 0.0 −3.0 0.0 −0.2 0.0 −0.2 1 −1 0.1 −0.1 0.1 0.0 0.0 0.0 0 0
Mass(a2(1320)) 0.0 −3.8 0.0 −0.2 0.0 −0.3 0 −4 0.6 −0.8 0.1 0.0 0.2 −0.1 0 0
Γtot(a2(1320)) 0.0 −5.9 0.0 −1.6 0.0 −0.8 3 −63 0.2 −0.1 0.3 −0.2 0.4 −0.1 0 −1
B(γγ)(a2(1320) 0.0 −3.5 0.0 −0.3 0.0 0.0 6 −2 0.7 −0.2 0.1 0.0 1.1 −0.1 1 −3
Total 6.9 −12.5 2.9 −2.7 2.0 −3.4 43 −77 6.5 −3.1 1.6 −1.1 4.3 −0.9 33 −10
TABLE VIII: Fitted parameters for the f0(1710) fit and f2(1710) fit. For the f0(1710) fit, the first errors are statistical
and the second systematic; they are summarized in Table IX. The parameters where the H and L solutions are combined
are also shown (explained in Sec. VIB 5).
Parameter f0(1710) fit f2(1710) fit
fit-H fit-L H,L combined PDG fit-H fit-L
χ2/ndf 694.2/585 701.6/585 – – 796.3/585 831.5/585
Mass(fJ) (MeV/c2) 1750+5+29−6−18 1749
+5+31
−6−42 1750
+6+29
−7−18 1720± 6 1750+6−7 1729+6−7
Γtot(fJ) (MeV) 138+12+96−11−50 145
+11+31
−10−54 139
+11+96
−12−50 135± 6 132+12−11 150± 10
ΓγγB(KK¯)fJ (eV) 12+3+227−2−8 21+6+38−4−26 12+3+227−2−8 unknown 2.1+0.5−0.3 1.6± 0.2
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FIG. 22: The fit-H of the f0(1710) fit (solid line) on the
differential cross section for selected W bins. Contri-
butions from |S|2 (dotted line), |D0|2 (dashed line) and
|D2|2 (dot-dashed line) are also shown.
FIG. 23: The fit-L of the f0(1710) fit (solid line) superim-
posed on the differential cross section for selectedW bins.
Contributions from |S|2 (dotted line), |D0|2 (dashed line)
and |D2|2 (dot-dashed line) are also shown.
and ΓγγB(KK¯) of the f2(2200) and f0(2500). Fig-
ure 26 shows the fitted results for the f2-f0 fit su-
perimposed on the integrated cross section. Fig-
ure 27 shows the fitted results and contributions
of |S|2, |D0|2, |D2|2, and |G2|2 to the differential
cross section in selected W bins. The systematic
uncertainties shown in Table XII are estimated sim-
ilarly to those described in Sec. VIB. To estimate
the uncertainties from the background parameteri-
zation, the background amplitudes are changed to
bi((W ± 1 GeV)/W0)−ci . The results of the studies
of systematic uncertainties are summarized in Ta-
ble XIII.
D. Discussion of the results of the resonance
study
In this subsection, we summarize the fitted results
and discuss their implications. First, the destructive
interference between the f2(1270) and a2(1320) [13]
is confirmed with high accuracy; the relative phase,
φa2, is measured to be
(
172.6+6.0+12.2−0.7−7.0
)◦
, where
the first error is statistical and the second system-
atic. The mass, total width and ΓγγB(KK¯) of the
f ′2(1525) are measured to be 1525.3
+1.2+3.7
−1.4−2.1 MeV/c
2,
82.9+2.1+3.3−2.2−2.0 MeV and 48
+67
−8
+108
−12 eV, respectively.
The systematic uncertainty of ΓγγB(KK¯) is fairly
large. Nevertheless, this is the first measurement of
this parameter that includes the interference with a
non-resonant amplitude.
The structure near 1.6 GeV is attributed to a
scalar meson and is interpreted to be the f0(1710).
To obtain the significance for the assignment of the
f0(1710) over that of the f2(1710), fits are performed
for each of the sources of systematic uncertainty for
the two hypotheses and the minimum χ2 difference
is identified among these fits. It is found to be 63.3,
which corresponds to a significance of 7.9σ favoring
the f0(1710).
A similar study is performed for the fJ(2200) hy-
pothesis by comparing the values of χ2min of the f2-f0
fit and f0-f0 fit for each source of systematic uncer-
tainty. We obtain a minimum χ2 difference to be of
11.3, corresponding to a 3.4σ significance. For the
f0(2500), the f2-f0 fit gives the best χ2; the next
best, the f2-f2 fit, yields a 4.3σ significance. Thus,
while we cannot make definitive assignments about
the spins of the fJ(2200) and fJ′(2500), J = 2 and
J ′ = 0 hypotheses, respectively, are favored.
The values of ΓγγB(KK¯) for the f0(1710),
f2(2200) and f0(2500) are estimated for the first time
and are found to be 12+3+227−2−8 eV, 3.2
+0.5+1.3
−0.4−2.2 eV and
40+9+17−7−40 eV, respectively. Each value could provide
important information on the constituents of the cor-
responding resonance. For example, the f0(1710) is
identified as an unmixed scalar glueball according to
a coupled-multi-channel analysis [50]. However, the
f0(1710) is unlikely to be a glueball candidate be-
cause the observed value of ΓγγB(KK¯), combined
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FIG. 24: The fit-H for the f2(1710) fit (solid line) superimposed on the spectrum of Sˆ2 (left top), Dˆ20 (left bottom), Dˆ22
(middle) and integrated cross section (for | cos θ∗| ≤ 0.8) (right). Shown in the Dˆ22 (Sˆ2) spectrum are the fitted results
f2(1270) (long-dashed line), a2(1320) (dashed line), f ′2(1525) (dot-dashed line), f2(1710) (very-long-dashed line) and
non-resonant background |BD2|2 (dotted line) (|BS |2 (dotted line)). In the integrated cross section, the fitted results
of |S|2 (dotted line), |D0|2 (dashed line) and |D2|2 (dot-dashed line) are also shown.
FIG. 25: The fit-L for the f2(1710) fit (solid line) superimposed on the spectrum of Sˆ2 (left top), Dˆ20 (left bottom),
Dˆ22 (middle) and integrated cross section (for | cos θ∗| ≤ 0.8) (right). See the caption of Fig. 24 for the line convention
(also shown on plots).
with the implied value of ΓγγB(pipi) (' ΓγγB(KK¯)
for the flavor-SU(3)-symmetric decay of a glueball)
would indicate a large two-photon width, contrary
to the expectation of much less than 1 eV for a glue-
ball (see, e.g., Refs. [26–29]). Therefore, we conclude
that the f0(1710) is a resonance with a large ss¯ ad-
mixture.
The measured mass of the f2(2200),
2243+7+3−6−29 MeV/c
2, is close to that of the fJ(2220)
and smaller than that of the f2(2300) [23]. The
fJ(2220) is usually assumed to be a glueball can-
didate due to the small value of its total width
(23+8−7 MeV). The structure found by Belle in the
γγ → K+K− reaction around 2.3 GeV [4] is inter-
preted as the f2(2300) by PDG [23]. The measured
total width of the f2(2200), 145 ± 12+27−34 MeV, is
much wider than that of the fJ(2220) and is similar
to that of the f2(2300).
The f0(2500), whose mass and width are found to
be 2539 ± 14+38−14 MeV/c2 and 274+77+126−61−163 MeV, re-
spectively, is the first scalar to be identified in this
mass region [23]; this observation invites an indepen-
dent confirmation.
VII. DERIVATION OF CHARMONIUM
CONTRIBUTION
We present our estimates of the χc0 and χc2 con-
tributions by measuring the yields of the fit compo-
nents in the region | cos θ∗| < 0.5 and 2.8 GeV <
W < 4.0 GeV (Fig. 28). We use only samples with
| cos θ∗| < 0.5 to enhance the fraction of the charmo-
nium components while disentangling them from the
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TABLE IX: Systematic uncertainties for the f0(1710) fit. The left (right) number in each row for each observable
indicates a positive (negative) deviation from the nominal values.
Fit-H Fit-L
Source Mass Γtot ΓγγB(KK¯) Mass Γtot ΓγγB(KK¯)
(MeV/c2) (MeV) (eV) (MeV/c2) (MeV) (eV)
W -range 21 0 0 −15 0 −1 16 0 5 −13 6 −4
W bias 2 −2 6 −5 2 −1 4 0 2 −7 2 −4
Efficiency 8 −4 25 −30 209 0 11 −5 0 −28 2 −12
Overall normalization 4 −2 9 −11 1 −2 7 −2 4 −16 5 −8
| cos θ∗| bias 0 −1 3 −1 1 0 4 0 2 −7 2 −4
BS 5 −7 84 −9 87 −2 7 0 26 −3 35 −2
BD0 0 0 1 0 0 0 1 0 0 −2 0 −1
BD2 1 0 0 −1 0 0 11 −37 4 −11 1 −2
Mass(f2(1270)) 3 −1 6 −6 1 −1 3 0 0 −4 2 −3
Γtot(f2(1270)) 0 0 1 0 0 0 2 −2 5 −4 4 −2
B(γγ)(f2(1270)) 7 0 12 −18 2 −4 6 −1 0 −17 5 −10
rR 0 0 0 0 0 0 1 −1 1 0 1 0
Mass(a2(1320)) 1 0 0 −2 0 0 2 0 0 −2 0 −1
Γtot(a2(1320)) 2 −2 7 −5 2 −1 3 0 2 −9 3 −6
B(γγ)(a2(1320)) 1 −1 2 0 1 0 2 0 0 −2 0 −1
Mass(f ′2(1525)) 2 −2 1 0 1 0 1 −1 3 −4 3 −3
Γtot(f
′
2(1525)) 2 −2 4 −3 2 −1 4 0 0 −4 0 −2
B(γγ)(f ′2(1525)) 14 0 0 −24 0 −4 14 −18 14 −27 9 −12
φf ′2(1525) 4 −15 33 −12 22 −3 4 −5 0 −17 3 −11
φa2(1320) 4 −1 5 −8 1 −2 3 0 0 −4 0 −2
Total 29 −18 96 −50 227 −8 31 −42 31 −54 38 −26
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TABLE X: Parameters of the f0(2200), f2(2300) and
f4(2300) [23].
Parameter f0(2200) f2(2300) f4(2300)
Mass (MeV/c2 ) 2189± 13 2297± 28 ∼ 2300
Γtot (MeV) 238± 50 149± 41 250± 80
fJ → KK¯ seen seen seen
fJ → γγ unknown seen unknown
TABLE XI: Summary of fitted results for 2.0 GeV ≤
W ≤ 3.0 GeV for 13 assumptions (with G2 background).
Assumption No. of sol. χ2 ndf
f0-f0 2 293.3, 293.9 214
f0-f2 4 320.9, 321.9, 324.5, 327.6 214
f0-f4 1 291.4 214
f2-f0 1 228.3 214
f2-f2 1 260.4 214
f2-f4 1 323.6, 306.7 214
f4-f0 1 411.6 214
f4-f2 2 468.6, 472.1 214
f4-f4 4 459.6, 464.1, 466.4, 467.5 214
Only-f0 1 390.0 218
Only-f2 1 323.6 218
Only-f4 1 518.7 218
No resonances 1 659.32 222
continuum contribution. We derive Γγγ(R)B(R →
K0SK
0
S) for these charmonium states. We also search
for a possible contribution from a higher-mass char-
monium in the 3.6 – 4.0 GeV/c2 region.
We assume the angular distributions for the χc0
and χc2 components to be flat and proportional to
sin4 θ∗ (from pure helicity-2 [51]), respectively, to de-
rive ΓγγB from the yield in | cos θ∗| < 0.5. We discuss
the effect of interference with the continuum.
TABLE XII: Parameters obtained from the f2-f0 fit.
The first errors are statistical and the second systematic
(summarized in Table XIII).
Parameter f2(2200) f0(2500)
Mass (MeV/c2) 2243+7+3−6−29 2539± 14+38−14
Γtot (MeV) 145± 12+27−34 274+77+126−61−163
ΓγγB(KK¯) (eV) 3.2+0.5+1.3−0.4−2.2 40+9+17−7−40
FIG. 26: Result of the f2-f0 fit (solid line) superimposed
on the integrated cross section (for | cos θ∗| ≤ 0.8). The
fitted results of |S|2 (dotted line), |D0|2 (dashed line),
|D2|2 (dot-dashed line) and |G2|2 (long-dashed line) are
also shown.
A. Evaluation of parameters for the χcJ
charmonia
The peak structures observed in the yield distribu-
tion for 3.3 GeV < W < 3.6 GeV (Fig. 28) are from
charmonium production: γγ → χc0, χc2 → K0SK0S .
We fit the distribution to contributions from the χc0
and χc2 as well as a smooth continuum component
represented by
Y (W ) = |
√
αkW−β + eiφ
√
Nχc0BWχc0(W )|2 +
Nχc2 |BWχc2(W )|2 + α(1− k)W−β , (19)
in the W and | cos θ∗| ranges 2.9 – 3.7 GeV and
| cos θ∗| < 0.5, respectively, where BWχcJ (W )
is a Breit-Wigner function for the charmo-
nium amplitude, which is proportional to
1/(W 2 − M2χcJ − iMχcJΓχcJ ) and is normal-
ized by
∫ |BWχcJ (W )|2dW = 1. The component
αW−β corresponds to the contribution from the
continuum, with a fraction k that interferes with
the χc0 amplitude with a relative phase φ.
It is impossible to determine the interference pa-
rameters for the χc2 by any fits because of its smaller
intrinsic width compared to the mass resolution. We
fit the χc2 yield (Nχc2) with a function in which no
interference term is included, as shown by Eq. (19);
later, we estimate the maximum effects from the in-
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TABLE XIII: Systematic uncertainties for the f2-f0 fit. The left (right) number in each row for each observable
indicates a positive (negative) deviation from the nominal values.
f0(2200) f0(2500)
Source Mass Γtot ΓγγB(KK¯) Mass Γtot ΓγγB(KK¯)
(MeV/c2) (MeV) (eV) (MeV/c2) (MeV) (eV)
W -range 3 −3 26 −14 1.3 −0.7 6 −11 101 −89 10 −5
W bias 0 0 0 0 0.1 −0.1 0 0 8 −7 1 −1
Efficiency 0 0 1 −1 0.3 −0.3 0 0 9 −9 4 −4
Overall normalization 0 0 0 0 0.1 −0.1 0 0 0 −1 2 −2
| cos θ∗| bias 0 0 0 0 0.1 −0.1 0 0 0 −2 2 −2
BS 0 −15 0 −24 0.0 −1.6 25 −1 0 −105 0 −39
BD0 0 −15 0 −25 0.0 −1.5 24 0 0 −108 0 −39
BD2 0 0 0 0 0.0 0.0 0 0 0 0 0 0
BG0 0 −19 7 0 0.1 0.0 0 −9 0 −62 0 −3
BG2 0 −1 0 0 0.0 0.0 1 0 0 −4 0 −1
Total 3 −29 27 −37 1.3 −2.3 35 −14 101 −186 11 −56
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FIG. 27: Differential cross section and the fitted results
of the f2-f0 fit (solid line) at the W bins indicated in
each panel. The contributions of |S|2 (dotted line), |D0|2
(dashed line), |D2|2 (dot-dashed line) and |G2|2 (long-
dashed line) are also shown.
terference term when we evaluate the uncertainty for
the two-photon decay width of χc2.
All parameters except the width of the χc2 are free.
The χc2 width is fixed to 2.0 MeV, which is smaller
than the estimated mass resolution of ∼ 7 MeV.
Smearing effects due to a non-zero mass resolution
are taken into account in the fit, using a Gaussian
function with σ = 7.0 MeV. The small W depen-
dence of the product of the efficiency and luminosity
function, ∓0.95% for a change in W of ±10 MeV, is
folded in the χc0 resonance curve.
A binned maximum likelihood method is applied
with the bin width ∆W = 10 MeV. We examine two
cases: with and without the interference of the χc0.
We could not determine the k parameter; that is,
any 0 < k ≤ 1 gives exactly the same fit quality
for the constructive (φ ≈ pi/2) and destructive (φ ≈
3pi/2) interference cases. Therefore, the statistical
error range for the yield of χc0 corresponds to the
full range of the interference assumption 0 < k ≤ 1.
The maximum effect of the interference of χc2 with
the continuum component is calculated from Eq. (20)
because we cannot measure it from the line shape of
the charmonium, so we include its maximum pos-
sible range in the statistical error. The number of
χc2 events that is proportional to the square of the
resonance amplitude is converted from the observed
number Nχc2 to that with the maximum interference
effect N ′χc2 using the relation√
N ′χc2 =
√
piΓnI
2
+Nχc2 ±
√
piΓnI
2
, (20)
where Γ and nI are the total width of the χc2 and
the observed yield density of the continuum compo-
nent per unit energy in the W range around the χc2,
respectively.
The fitted results are summarized in Table XIV,
where L is the likelihood value. The normaliza-
tion Nχc0 in Eq. (19) is proportional to the square
of the resonance amplitude, even when the interfer-
ence is assumed. The yields from the fits are trans-
lated to products of the two-photon decay width and
the branching fraction, Γγγ(χcJ)B(χcJ → K0SK0S),
shown in Table XV.
To estimate the systematic uncertainties associ-
ated with the choice of the signal shape approxima-
tion, we vary their shape parameters. We change
the W resolution from 7 to 8 MeV and modify the
term in the denominator of the Breit-Wigner func-
tion, from −iMΓ to −iWΓ. The observed changes
of the central values of the χc0 and χc2 yields are
less than 3%. This is because the χc0 and χc2 con-
tributions are well separated from each other, and
the continuum contribution is very small around the
charmonium peaks. The systematic uncertainty is
thus dominated by the contributions from the effi-
ciency and luminosity function, and is about 10%
in total. The systematic uncertainties for ΓγγB are
shown in Table XV.
The present results are consistent with and super-
sede those from the previous measurements [5, 23].
The interference effect was not taken into account in
the previous Belle result.
B. Possible higher-mass charmonium states
We could expect a contribution from the possible
higher-mass charmonium states, χcJ(2P ) (J = 0, 2)
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TABLE XIV: Results of the fits (see the text) to obtain the charmonium contributions with and without interference
effects. Errors are statistical only. Logarithmic likelihood (lnL) values are only meaningful when comparing two or
more fits.
Interference Nχc0 k φ Nχc2 −2 lnL/ndf
Not included 248.3+17.9−17.2 (0.0, by def.) − 53.0+8.1−7.4 57.34/73
Included 266± 53 any of 0–1 two sols. 53+14−12 57.22/71
TABLE XV: Products of the two-photon decay width and the branching fraction for the two charmonia, where
ΓγγB(χcJ) is the abbreviation for Γγγ(χcJ)B(χcJ → K0SK0S). Mass and width parameters determined by the present
fits are also presented. Comparisons with the previous Belle results [5] and the PDG2012 [23] values are also shown.
The first and second errors (if given) are statistical and systematic, respectively.
Interference ΓγγB(χc0) ΓγγB(χc2) Mass(χc0) Width(χc0) Mass(χc2) Width(χc2)
(eV) (eV) (MeV/c2) (MeV) (MeV/c2) (MeV)
Not included 8.09± 0.58± 0.83 0.268+0.041−0.037 ± 0.028 3414.8± 0.9 13.2± 2.1 3555.4± 1.3 (2.0, fix)
Included 8.7± 1.7± 0.9 0.27+0.07−0.06 ± 0.03 3414.6± 1.1 13.2± 2.1 3555.4± 1.3 (2.0, fix)
Belle 2007 7.00± 0.65± 0.71 0.31± 0.05± 0.03 - - - -
PDG 2012 7.3± 0.5 0.297± 0.026 3414.75± 0.31 10.4± 0.6 3556.20± 0.09 1.98± 0.11
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FIG. 28: W distribution of the candidate events for
2.8 GeV < W < 4.0 GeV and | cos θ∗| < 0.5. The two
distinct peaks are from the χc0 and χc2. The curve is a
fit without interference.
in the W region above 3.8 GeV. The χc2(2P ) has
been found near 3927 MeV/c2 in the two-photon
process [23] in its decay to the DD¯ state, but
the χc0(2P ) has not yet been observed in this de-
cay mode. Although no theoretical predictions are
available for the branching fractions B(χcJ(2P ) →
K0SK
0
S), a yield of a few events is expected if
Γ(χcJ(2P ) → K0SK0S) ≈ Γ(χcJ(1P ) → K0SK0S) and
postulated or observed values for Γtot and Γγγ for
such states are taken.
As seen in Fig. 28, we find 8 events in the W
region between 3.7 and 4.0 GeV, consistent with
5.2 events expected in the region from the extrap-
olated continuum background determined by the fit
below 3.7 GeV (with a continuum yield density of
dY/dW = 59.2(W/3.5GeV)−13.5 [GeV−1], includ-
ing interference). In the W region between 3.80 and
3.95 GeV, where we expect the presence of contribu-
tions from the two higher-mass charmonium states,
7 events are observed, while only 2.3 events are ex-
pected from the continuum. The probability for this
observation (p-value) is 0.9%.
We evaluate an upper limit for
Γγγ(χc2(2P ))B(χc2(2P ) → K0SK0S). We find
2 events in the χc2(2P ) mass region, 3.879 –
3.975 GeV/c2, which is defined by M ± 2Γ using
the known mass and total width [23]. We adopt
NULχc2(2P ) = 5.32 as the upper limit of the yield with
a 90% confidence level (CL) for the contribution of
the χc2(2P ), assuming no background contribution
for a conservative limit and based on the Poisson
distribution with this mean value giving a 10%
probability for two or fewer observed events. This
translates into an upper limit for the product of the
two-photon decay width and the branching frac-
tion of the χc2(2P ) of Γγγ(χc2(2P ))B(χc2(2P ) →
K0SK
0
S) < 0.064 eV (90% CL) without interference.
This upper limit takes into account the uncertainty
of the efficiency by increasing the limit by one
standard deviation.
TheX(3915) found in the γγ → X(3915)→ ωJ/ψ
process [52] has been confirmed and its spin-parity
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is assigned to be JP = 0+ [53]. Assigning this
resonance to be the χc0(2P ) state together with
the values of mass and total width given by the
most recent tabulation by PDG [30] (M = 3918.4±
1.9 MeV/c2 and Γ = 20 ± 5 MeV), we extract the
upper limit of Γγγ(χc0(2P ))B(χc0(2P )→ K0SK0S) <
0.49 eV (90% CL); the same two events that are
found for the analysis of the χc2(2P ) in the M ± 2Γ
region correspond to NULχc0(2P ) = 5.32.
C. Search for the decay ηc → K0SK0S
The decay ηc → K0SK0S violates both P and CP
invariance. We search for this decay mode in the
present data. Copious production of the ηc in two-
photon collisions has been established in several de-
cay modes by previous measurements [23].
A small peak-like structure near 2.99 GeV seen in
Fig. 28 is not statistically significant and corresponds
to a fluctuation at the 1.7σ level, which is evaluated
from the difference between log-likelihoods for the
fits without and with a contribution of the ηc, taking
into account the interference effect that is described
below. We thus set the upper limit of the branching
fraction for this decay mode.
We fit the event distribution in the range 2.8 GeV<
W < 3.3 GeV with a function similar to Eq. (19) in
which the χc0 contribution is replaced by that of the
ηc and the χc2 term is not included. We fix the mass
and width of the ηc to be 2981 MeV/c2 and 30 MeV,
respectively. The best fit without interference gives
Nηc = 5.4±5.0. This is consistent with zero. We de-
termine the 90% CL upper limit with the NULηc value
that corresponds to the (1.64)2 worse log-likelihood
−2 lnL than that of the best fit.
We take into account uncertainties in the mass,
width and the mass resolution associated with our
measurement, and repeat the fit by adjusting these
parameters by ±2 MeV/c2, ±4 MeV and in 5 −
−7 MeV, respectively, and choose the most con-
servative upper limit. The obtained upper limit is
NULηc = 15 (N
UL
ηc = 85) without (with) interference.
The curves describing the results of the fits used to
estimate the upper limits as described are shown in
Fig. 29.
The 90% CL upper limits for Γγγ(ηc)B(ηc →
K0SK
0
S) and B(ηc → K0SK0S) are summarized in Ta-
ble XVI; for the latter, Γγγ(ηc) = 5.3 ± 0.5 keV is
used [23]. These upper limits take into account the
uncertainties from systematic error of the measure-
ment and the Γγγ(ηc) value by shifting the limits
by a ratio corresponding to 1σ in the direction of
increased values.
TABLE XVI: Upper limits for products of the two-
photon decay width and the branching fraction for
the ηc → K0SK0S decay, where ΓγγB(ηc) stands for
Γγγ(ηc)B(ηc → K0SK0S).
Interference ΓγγB(ηc) B(ηc → K0SK0S)
Not included < 0.29 eV < 5.6× 10−5 90% CL
Included < 1.6 eV < 3.2× 10−4 90% CL
W (GeV)
N
um
be
r o
f e
ve
nt
s/
10
 M
eV Upper limit with interference
Upper limit without interference
FIG. 29: Experimental event distribution in the range
2.8 GeV < W < 3.3 GeV and | cos θ∗| < 0.5 and the
results of the fits used to estimate the upper limits for
ηc → K0SK0S in cases with (dashed) and without (solid)
interference.
VIII. QCD STUDIES IN THE
HIGH-ENERGY REGION
In this section, the cross-section behavior is stud-
ied and compared with predictions from QCD-based
models and calculations in the region W > 2.6 GeV.
First, we compare the differential cross section with
the 1/ sin4 θ∗ dependence. Then the W−n behavior
of the integrated cross section is examined.
A. Angular dependence of the differential cross
section
We compare the angular dependence of the differ-
ential cross section with the 1/ sin4 θ∗ dependence,
which is claimed by the handbag model [25]. Ear-
lier Belle measurements for this process supported
such a dependence in the W region between 2.4 and
3.3 GeV for | cos θ∗| < 0.6 [5].
To make a quantitative statement about the be-
havior of the cross section, we fit the differential cross
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section using the approximation A/ sinα θ∗, i.e.,
dσ
d| cos θ∗| =
A
sinα θ∗
(21)
in each W bin. We summarize the fitted results
for the 12 regions in Fig. 30, where the right scales
are differential cross sections normalized to the inte-
grated cross section in the range | cos θ∗| < 0.8 (that
gives the average 1/0.8 = 1.25). This scale is added
to improve the visibility of the plots for different W
bins. The χ2/ndf values obtained from the fits are
between 3/6 and 19/6. The obtained W dependence
of the parameter α is shown in Fig. 31. The pa-
rameter α is found to be above 4 for the W range
between 2.7 and 3.3 GeV, but no tendency toward
4 is observed in the high-energy part of the W re-
gion. We note that we find a resonance-like contri-
bution considered to be a scalar at around 2.5 GeV,
as described in Sec. VIC, which could affect the W
dependence of α in the region around 2.4 – 2.7 GeV.
Information on the meson (M) distribution am-
plitude (DA) φM can be obtained by comparing the
observed angular dependence to that of the theoret-
ical calculation [24]; the angular dependence of the
data is steeper and more forward-peaked, which in-
dicates that the DA is flatter than assumed.
The function proportional to 1/ sin4 θ∗ + b cos2 θ∗
that has been applied in our analysis of the γγ →
pi0pi0 process yields fits of poor quality in this study,
as the rise of the cos2 θ∗ term for the forward angles
is insufficient to describe the trend observed in data.
B. W dependence
The W dependence of the cross section integrated
over the angle provides important information about
the mechanism of the exclusive meson-pair produc-
tion. We fit the cross section with
σ(| cos θ∗| < 0.8) = aW−n , (22)
for the W region 2.6 – 4.0 GeV, excluding 3.3 –
3.6 GeV. We exclude the region below 2.6 GeV be-
cause a resonance-like contribution is found there.
We obtain n = 11.0 ± 0.4. This result is shown by
the dashed line in Fig. 32(a). The error is statistical
only.
We also try the fits for the narrower W region,
2.6 – 3.3 GeV, for σ(| cos θ∗| < 0.8) and σ(| cos θ∗| <
0.6), and obtain n = 10.0 ± 0.5 and n = 11.8 ± 0.6,
respectively.
In our previous work, we obtained n = 10.5 ± 0.6
for W = 2.4− 4.0 GeV excluding 3.3 – 3.6 GeV and
2.40 - 2.44 2.44 - 2.48 2.48-2.52
2.52 - 2.56 2.56 - 2.60 2.6 - 2.7
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σ(|
co
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)
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/d|
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/d|
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FIG. 30: Data for the cos θ∗ dependence of the differ-
ential cross section and the results of the fits performed
with the function proportional to 1/ sinα θ∗ (solid curve).
The numbers in each panel show the W region in GeV.
The left (right) vertical scale of each subfigure corre-
sponds to the absolute scale (normalized in such a way
that the average is 1.25, as described in the text) of the
differential cross section.
| cos θ∗| < 0.6 [5]. The present analysis in this region
yields n = 10.8 ± 0.2. We quote this number only
for verification, as we now know that it includes a
resonance-like contribution around 2.5 GeV. These
results are summarized in Table XVII.
We estimate the systematic uncertainty for the
n measurement as follows: since the overall nor-
malization error does not affect the determination
of n, we consider the W -dependent distortion ef-
fect only. As in the resonance studies, we assume
±4% distortions at the two ends of the fit range
and continuous variations between them. The dis-
tortion for a W range changes the n value with
∆n ≈ log 1.08/ log(W2/W1), where W1 and W2 de-
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FIG. 31: W dependence of the parameter α, which char-
acterizes the angular dependence of the differential cross
section. The horizontal line at α = 4 corresponds to the
claim of the handbag model (see the text).
limit the fit region (chosen to be 2.65 GeV and
3.25 GeV, respectively). We obtain the estimated
systematic uncertainty ∆n = 0.4.
The slope parameter n that ranges between 10 and
11 for the present process is larger than 6 and 7–8
that are predicted [24] and observed [3], respectively,
for the pi+pi− and K+K− processes. For the process
γγ → K0SK0S , as discussed in Refs. [54, 55], the coeffi-
cient of the leading-term amplitude is much smaller
than that of the non-leading term. Therefore, at
this energy the W dependence of the cross section is
mainly determined by that of the non-leading terms.
In the W region measured in this experiment and
including a non-leading term, the perturbative QCD
predicts n = 10 [55], which is in reasonable agree-
ment with our measurement.
IX. SUMMARY AND CONCLUSION
We have measured the cross section for the process
γγ → K0SK0S for 1.05 GeV ≤ W ≤ 4.00 GeV with
the Belle detector at the asymmetric-energy KEKB
collider. The data sample of 972 fb−1 is three or-
ders of magnitude larger than in the previous mea-
surements [17–21]. The differential cross section is
measured up to | cos θ∗| = 0.8, which allows high-
sensitivity studies of the amplitudes.
In our study, the differential cross section has been
fitted to obtain information on partial waves. The
obtained spectra of Sˆ2, Dˆ20 and Dˆ22 indicate the
0.1
0 01.
0 001.
0.0001
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0 01
0.1
0.001
.
2.4 2.9 3.4
σ (
nb
)
(a) |cosθ*|<0.8 (b) |cosθ*|<0.6
W (GeV) W (GeV)
FIG. 32: Results for the cross section integrated over
| cos θ∗| regions (a) below 0.8 and (b) below 0.6. The W
dependence is fitted to W−n in the different W regions:
2.6 – 4.0 GeV excluding 3.3 – 3.6 GeV (dashed line) and
2.6 – 3.3 GeV (solid line).
presence of the f0(1710), fJ(2200) and fJ′(2500) in
addition to the well known f2(1270), a2(1320) and
f ′2(1525). Then fits to the differential cross section
are performed by assuming possible resonances in the
partial waves.
First, we perform a fit in the region 1.15 GeV ≤
W ≤ 1.65 GeV to determine the parameters of
the f ′2(1525) as well as the relative phase between
the f2(1270) and a2(1320). Two solutions are ob-
tained and combined statistically. The phase differ-
ence between the a2(1320) and f2(1270) is measured
to be
(
172.6+6.0+12.2−0.7−7.0
)◦
, confirming the destructive
interference between the two mesons and agreeing
with theoretical predictions [13]. The mass, total
width and ΓγγB(KK¯) of the f ′2(1525) are measured
to be 1525.3+1.2+3.7−1.4−2.1 MeV/c
2, 82.9+2.1+3.3−2.2−2.0 MeV and
48+67+108−8−12 eV, respectively. Note that no interfer-
ence effect was taken into account in the previous
measurements [17–19, 21].
Evidence for the existence of the f0(1710),
f2(2200) and f0(2500) in this channel is obtained.
Masses (widths) of these resonances are measured
to be 1750+6+29−7−18, 2243
+7+3
−6−29, 2539 ± 14+38−14 MeV/c2
(139+11+96−12−50, 145 ± 12+27−34, 274+77+126−61−163 MeV), respec-
tively. Their ΓγγB(KK¯) values are measured for the
first time to be 12+3+227−2−8 , 3.2
+0.5+1.3
−0.4−2.2, 40
+9+17
−7−40 eV,
respectively.
We conclude that the f0(1710) and f2(2200) are
unlikely to be glueballs because their total widths
and ΓγγB(KK¯) values are much larger than those
expected for a pure glueball state.
Analyses in the region W > 2.6 GeV are up-
dated; parameters of the χc0 and χc2 and the ex-
ponents α and n in (sin θ∗)−α and W−n describ-
ing the angular and W behavior of the cross sec-
tion are extracted from data. The value of α does
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TABLE XVII: Results for the slope parameter n from the power fit σ ∼ W−n for γγ → K0SK0S in different fit
ranges. The result from the previous work [5] is also shown. The first and second errors are statistical and systematic,
respectively.
W range (GeV) | cos θ∗| range n Note
2.6− 4.0 (excluding 3.3− 3.6) < 0.8 11.0± 0.4± 0.4
2.6− 3.3 < 0.8 10.0± 0.5± 0.4
2.6− 3.3 < 0.6 11.8± 0.6± 0.4
2.4− 4.0 (excluding 3.3− 3.6) < 0.6 10.5± 0.6± 0.5 Belle 2007
not show the tendency toward 4 observed in our
previous work where the available angular region is
limited to | cos θ∗| < 0.6 [5]. The fitted value of
n = 11.0 ± 0.4 ± 0.4 is much larger than the QCD
asymptotic prediction of 6 or 7 [24] but agrees fairly
well with n = 10 predicted by a qualitative QCD es-
timate [55]. For the process γγ → K0SK0S , according
to Refs. [54, 55], the W dependence of the cross sec-
tion is determined by that of the non-leading term in
theW region measured by this experiment; the coef-
ficient of the leading term amplitude is much smaller
than that of the non-leading term. The results are
consistent with the previous analyses [5] with im-
proved statistics and supersede the measurements
for the cross section, the χcJ(1P ) parameters and
the slope parameter n.
We provide upper limits for the decay of the
χcJ(2P ), Γγγ(χc2(2P ))B(χc2(2P ) → K0SK0S) <
0.064 eV and Γγγ(χc0(2P ))B(χc0(2P ) → K0SK0S) <
0.49 eV at 90% CL, where the χc0(2P ) coincides with
the former X(3915) [23, 30]. A new upper limit for
the branching fraction of the P - and CP -violating
decay ηc → K0SK0S is obtained to be 3.2 × 10−4
(5.6 × 10−5) at 90% CL with (without) the inter-
ference effect.
Acknowledgments
We are grateful to V. Chernyak for fruitful dis-
cussions. We thank the KEKB group for the excel-
lent operation of the accelerator; the KEK cryogen-
ics group for the efficient operation of the solenoid;
and the KEK computer group, the National Insti-
tute of Informatics, and the PNNL/EMSL comput-
ing group for valuable computing and SINET4 net-
work support. We acknowledge support from the
Ministry of Education, Culture, Sports, Science, and
Technology (MEXT) of Japan, the Japan Society
for the Promotion of Science (JSPS), and the Tau-
Lepton Physics Research Center of Nagoya Univer-
sity; the Australian Research Council and the Aus-
tralian Department of Industry, Innovation, Science
and Research; Austrian Science Fund under Grant
No. P 22742-N16; the National Natural Science
Foundation of China under contract No. 10575109,
10775142, 10875115 and 10825524; the Ministry of
Education, Youth and Sports of the Czech Repub-
lic under contract No. MSM0021620859; the Carl
Zeiss Foundation, the Deutsche Forschungsgemein-
schaft and the VolkswagenStiftung; the Department
of Science and Technology of India; the Istituto
Nazionale di Fisica Nucleare of Italy; the BK21 and
WCU program of the Ministry Education Science
and Technology, National Research Foundation of
Korea Grant No. 2010-0021174, 2011-0029457, 2012-
0008143, 2012R1A1A2008330, BRL program under
NRF Grant No. KRF-2011-0020333, and GSDC of
the Korea Institute of Science and Technology Infor-
mation; the Polish Ministry of Science and Higher
Education and the National Science Center; the Min-
istry of Education and Science of the Russian Fed-
eration and the Russian Federal Agency for Atomic
Energy; the Slovenian Research Agency; the Basque
Foundation for Science (IKERBASQUE) and the
UPV/EHU under program UFI 11/55; the Swiss
National Science Foundation; the National Science
Council and the Ministry of Education of Taiwan;
and the U.S. Department of Energy and the Na-
tional Science Foundation. This work is supported
by a Grant-in-Aid from MEXT for Science Research
in a Priority Area (“New Development of Flavor
Physics”), and from JSPS for Creative Scientific Re-
search (“Evolution of Tau-lepton Physics”).
REFERENCES
[1] T. Mori et al. (Belle Collaboration), Phys. Rev.
D 75, 051101(R) (2007).
[2] T. Mori et al. (Belle Collaboration), J. Phys. Soc.
Jpn 76, 074102 (2007).
[3] H. Nakazawa et al. (Belle Collaboration), Phys.
Lett. B 615, 39 (2005).
[4] K. Abe et al. (Belle Collaboration), Eur. Phys.
J. C 32, 323 (2004).
35
[5] W.T. Chen et al. (Belle Collaboration), Phys.
Lett. B 651, 15 (2007).
[6] C.C. Kuo et al. (Belle Collaboration), Phys. Lett.
B 621, 41 (2005).
[7] S. Uehara et al. (Belle Collaboration), Phys. Rev.
Lett. 96, 082003 (2006).
[8] S. Uehara, Y. Watanabe et al. (Belle Collabora-
tion), Phys. Rev. D 78, 052004 (2008).
[9] S. Uehara, Y. Watanabe, H. Nakazawa et al.
(Belle Collaboration), Phys. Rev. D 79, 052009
(2009).
[10]S. Uehara, Y. Watanabe, H. Nakazawa et al.
(Belle Collaboration), Phys. Rev. D 80, 032001
(2009).
[11]S. Uehara, Y. Watanabe, H. Nakazawa et al.
(Belle Collaboration), Phys. Rev. D 82, 073011
(2010).
[12]See, e.g., the compilation in
http://durpdg.dur.ac.uk/review/2gamma/.
[13]H. Lipkin, Phys. Lett. 59B, 269 (1975).
[14]S. Okubo, Phys. Rev. D 16, 2336 (1977).
[15]N.N. Achasov and G.N. Shestakov, Physics-
Uskephi 54 (8) 799 (2011).
[16]N.N. Achasov and G.N. Shestakov, JTEP Lett.
96, 495 (2012).
[17]M. Althoff et al. (TASSO Collaboration), Phys.
Lett. B 121, 216 (1983).
[18]C. Berger et al. (PLUTO Collaboration), Z.
Phys. C 37, 329 (1988).
[19]H.J. Behrend et al. (CELLO Collaboration), Z.
Phys. C 43, 91 (1989).
[20]M. Althoff et al. (TASSO Collaboration), Z.
Phys. C 29, 189 (1985).
[21]M. Acciarri et al. (L3 Collaboration), Phys. Lett.
B 501, 173 (2001).
[22]R. Ahohe et al. (CLEO Collaboration), Phys.
Rev. D 71, 072001 (2005).
[23]J. Beringer et al. (Particle Data Group), Phys.
Rev. D 86 , 010001 (2012).
[24]S.J. Brodsky and G.P. Lepage, Phys. Rev. D 24,
1808 (1981).
[25]M. Diehl, P. Kroll and C. Vogt, Phys. Lett. B
532, 99 (2002).
[26]C. Amsler and N.A. To¨rnqvist, Phys. Rep. 389,
61 (2004).
[27]D.V. Bugg, Phys. Rep. 397, 257 (2004).
[28]F.E. Close and N.A. To¨rnqvist, J. Phys. G 28,
R249 (2002).
[29]E. Klempt and A. Zaitsev, Phys. Rep. 454, 1
(2007).
[30]Private communication from Particle Data
Group, 2013 partial update for the 2014 edition.
[31]S. Kurokawa and E. Kikutani, Nucl. Instr. and
Meth. A 499, 1 (2003), and other papers in-
cluded in this volume.
[32]T. Abe et al., Prog. Theor. Exp. Phys. 03A001
(2013) and following articles up to 03A011.
[33]A. Abashian et al. (Belle Collaboration), Nucl.
Instr. and Meth. A 479, 117 (2002).
[34]Section 2 in J .Brodzicka et al. Prog. Theor. Exp.
Phys. 04D001 (2012).
[35]See Sec. 11.1.1 of Ref. [33].
[36]See Sec. 11.7 of Ref. [33].
[37]H. Kichimi et al. (Belle TOF group), Nucl. Instr.
and Meth. A 453, 315 (2000).
[38]B.G. Cheon et al. (Belle ECL group), Nucl. Instr.
and Meth. A 494, 548 (2002).
[39]See Sec. 13.5 of Ref. [33].
[40]S. Uehara, KEK Report 96-11 (1996), arXiv
1310.0157 [hep-ph].
[41]H. Nakazawa, Proceedings of PHOTON2007,
Nucl. Phys. B (Proc. Supl.), 184, 220 (2008).
[42]R. Brun et al., CERN DD/EE/84-1 (1987).
[43]P. Achard et al. (L3 Collaboration), Phys. Lett.
B 638, 128 (2006).
[44]We denote individual partial waves by roman let-
ters and parameterized waves by italic.
[45]J.M. Blatt and V.F. Weisskopf, Theoretical Nu-
clear Physics (Wiley, New York, 1952), pp. 359-
365 and 386-389.
[46]G. Grayer et al., Nucl. Phys. B 75, 189 (1974).
[47]A. Garmash et al. (Belle Collaboration), Phys.
Rev. D 71, 092003 (2005).
[48]B. Aubert et al. (BaBar Collaboration), Phys.
Rev. D 72, 052002 (2005).
[49]F. James and M. Roos, Comput. Phys. Commun.
10, 343 (1975).
[50]M. Albaladejo and J.A. Oller, Phys. Rev. Lett.
101, 252002 (2008).
[51]K. Abe et al. (Belle Collaboration), Phys. Lett.
B 540, 33 (2002).
[52]S. Uehara et al. (Belle Collaboration), Phys. Rev.
Lett. 104, 092001 (2010).
[53]J.P. Lees et al. (BaBar Collaboration), Phys.
Rev. D 86, 072002 (2012).
[54]V.L. Chernyak, Phys. Lett. B 640, 246 (2006).
[55]V.L. Chernyak, arXiv 1212.1304 [hep-ph]; con-
tributed to “Workshop on QCD in two-photon
processes”, 2 - 4 October 2012, Taipei.
