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INTRODUCTION 
In the following we consider dynamical systems described by transfor- 
mations T:A + R” where A c R” is open. We do not assume T(A) CA, 
hence for x E A the trajectory {p(x)} oscillates in A for a certain time and 
eventually excapes A. Define the kickout time function nT by 
nT(x) = max{n: T’(x) E A i = l,..., n}. 
Let a measure ,u be given in A; what can be said about the distribution of 
n,? And does the measure p(Tp”E)/p(T-“A) converge to some limit 
measure pm(E), and if it does, is pu, independent of the initial measure ,u’? 
And what are the properties of p,? 
Pianigiani and Yorke [5] studied extensively such problems for mappings 
T which are “expansive” in a sense stated below. In particular they show the 
existence and the uniqueness of a smooth ,uu, and they prove that the 
distribution of n, is nearly exponential. 
In the first part of this paper we study the above questions for maps which 
are not expansive. 
In the second part of the paper we study systems depending upon a 
parameter. Such systems arise naturally from physical and biological 
problems. For example, the Lorenz model for a fluid flow is a system of 
differential equations depending on a parameter R, the Rayleigh number. 
Associated with this model is a family of maps T,: [0, l] -+ IR, see [6]. 
Interesting properties of the original system can be understood in terms of 
these maps. 
Let T, : A + IR”, A c IR”, E E [0, eO], E, > 0 be a family of maps and, for 
each E E [0, so], let n,(x) be the kickout time function. Define 
D,: R+ + [0, l] by: 
D,(z)=p{xEA:n,(x)>z}. 
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What can be said of the behavior of l3, as E --, O? Lasota and Yorke studied 
this problem for “unformly expanding” maps; they show that for any 
“smooth” measure p the cumulative distribution of D, satisfies the following 
equality: 
t$ D,(z/E) = e-“’ for all z E R+ P-1) 
independently of p where o is a constant depending on the family T,. We 
will show that a relation like (0.1) holds for a class of nonexpanding maps 
including the Lorenz family and the quadratic family. 
1. NOTATIONS AND DEFINITIONS 
In what follows A = l&‘= i Ai, Ai c R” are disjoint open connected sets. Ai 
is assumed to be “polygon-wise bounded,” that is there exists u > 0 such that 
any two points in Ai can be joined by a polygonal arc, contained in Ai, of 
length at most cr. A matrix M is said to be A-expansive if inf{ IM . XI : 
1x1= 1 } > A. A map T is called a Murkov map if 
(i) T(A) I A; 
(ii) A n c?T(A) is empty where aT(A) is the boundary of T(A); 
(iii) there exists an N such that Tv(Ai) 2 A for all i = l,..., p. 
A map T is called expansive if it is a Markov map and satisfies the 
following two assumptions 
El. T is twice continuously differentiable on A n T-IA and on this set 
there exists a uniform bound on all its first and second derivatives. 
E2. There exists a A > 1 such that the Jacobian matrix DT is A- 
expansive. 
A family Tc: A + R”, E E [0, co] is called uniformly expanding if T, is 
expanding for each E E [0, Q,] and the bound in El, as well as the coefficient 
I in E2 are independent of E. 
A measure p is called conditionally invariant if there exists a constant a 
0 < a < 1 such that ,u(T-‘E) = a&?) for all Bore1 sets E CA. Since 
p(A) = 1 the constant a is equal to ,a(T-‘A). If a = 1 the measure ,ff is 
actually invariant. 
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In what follows m is the Lebesgue measure on A. Let ,u~= J” f dm and 
define pr: L’(A) + L’(A) as 
F*(f) = dp, 0 T-‘/dm, (1.1) 
where the above is the Radon-Nikodym derivative. Define P,: 
L’(A) + L’(A) as the normalization of pr, i.e., 
PAf > = %f >/IIP,(flIL~ . (1.2) 
The operator P, is called the Frobenius-Perron operator. It is well known 
that PT(f) = f if and only if the measure f dm is conditionally invariant with 
respect to T. 
A density f is called a smooth density if it is lipschitzian and inf,4 f > 0 
sup,f < co. 
2. The following theorem guarantees the existence of an absolutely 
continuous measure conditionally invariant with respect to T. 
THEOREM 1. Let T be an expanding map. Then there exists a unique 
absolutely continuous conditionally invariant measure p = j g dm. Moreover, 
(i) for any smooth density f, the sequence P;(f) converges untformly 
to g 
(ii) SUP,,~ 1 g’/g] = M < 00. 
The proof of this theorem is in [5]. A first consequence of this theorem is 
the following: if p is conditionally invariant with respect to T, then with 
respect to this measure the distribution of nT is exponential, i.e., there exists 
a P > 0 such that 
In fact 
D,(N) =,u(T-“‘(A)) =,u(T-l(A))N = eCBN, 
where p = - log,uT-‘(A). 
The following lemma provides a sufficient condition for the existence of an 
absolutely continuous conditionally invariant measure for nonexpansive 
maps. 
LEMMA 1. Let T: A + R” be a Markov map and suppose that there 
exists an absolutely continuous homeomorphism F: A + A such that the map 
S = F 0 T 0 F-’ is expansive. Then there exists a p absolutely continuous 
and conditionally invariant with respect to T. 
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ProoJ: Since S is expansive there exists an absolutely continuous v such 
that v,!-‘(E) = av(E) for all Bore1 sets E. We claim that the measure 
p = v o F is conditionally invariant with respect to T. In fact 
,u(T-‘(E)) = v(F o T-‘(E)) = v(F o T-’ o F-’ o F(E)) 
= v(S- ’ 0 F(E)) = av(F(E)) = a/t(E). 1 
In the one-dimensional case there is a converse of the above lemma. 
LEMMA 2. Let T: (0, 1) + R be a Markov map. Suppose that there exists 
an absolutely continuous measure p conditionally invariant with respect to T. 
Then there exists an absolutely continuous conjugacy F such that S = 
F o To F-’ with IS’(x)l > A > 1 whenever S’ exists and the Lebesgue 
measure is conditionally invariant with respect to S. 
Proof. Set F(x) = ,u(O, x) and S = F o To F- ‘. Since ,u is conditionally 
invariant we have p(T- l(E)) = ap(E), a < 1 for all Bore1 sets E. Hence 
m(S’(E)) = m(F o T-’ o F-‘(E)) = ,u(T-’ o F-‘(E)) = ap(F-‘(E)) = 
am(E). This implies that m(S(E)) > a-‘m(E), that is IS’(x)1 > a-’ > 1, 
whenever S’ exists 
This last lemma suggest a way for proving the existence of absolutely 
continuous conditionally invariant measures. Suppose that, for a given map 
T, the expansivity condition / T’(x)1 > w > 1 is not satisfied. If there exists an 
absolutely continuous measure conditionally invariant with respect to T, then 
T is conjugate to an expansive map S; hence for any smooth density f, the 
sequence P:(f) converges to the fixed point h of P,Y and then the sequence 
P;(f) converges to the tixed point g of P,. From Lemma 2 it follows that 
the map G o To G-’ expands, where G’ = g. We can consider the map S, = 
G, o To G;’ where GL = P:(f); if n is large enough, it should be that 
IS’(x)1 > p > 1. We will use this argument later. 
Consider the quadratic family 
T,(x)=4(1 +&)x(1-x) x E A = (0, l), E E [O, ~~1, E, > 0. (Q) 
The expansivity condition I T: I > A > 1 on A n T;‘(A) is not satisfied (at 
least for small E). We will show, however, that for all E > 0 there exists an 
absolutely continuous conditionally invariant measure. 
THEOREM 2. For each E > 0 there exists a unique absolutely continuous 
measure conditionally invariant with respect to T,. 
Proof. Let h,(x) = 1(x + E)( 1 + E - x)1-“’ and F,(x) = A, s: h, dm where 
A, is such that F,(l) = 1. Set S, = F, o T, o F; ‘. We claim that for each 
.s > 0 S, is expansive. In fact 
CONDlTIONALLYINVARIANTMEASURES 19 
(x + E)( 1 + E - x) v2 
= 4(1 + E) 11 - 2x] 
(T,(x) + EN1 + E - T,(x)) 
=2 x-x2+&(1 +e) “2>2 
X-X2$&/4(1 +&) ’ . 
For any E > 0, S, is clearly C*(A f7 S;‘(A)) hence S, is expansive. From 
Theorem 1 and Lemma 1 there follows the existence of an absolutely 
continuous measure conditionally invariant with respect to T,. 1 
Consider now, for E E [0, so], e, > 0 the family 
T,(x) = (1 + E)( 1 - $u”~( 1 + u)) u=]l -2x], xE(O,l) CL) 
This family is associated with the subchaotic regime of the Lorenz model. 
The Lorenz model is a system of 3 ordinary differential equations depending 
on a parameter R, the Rayleigh number. To obtain the map T, Lorenz 
integrates numerically the system and he considers the successive local 
maxima for the z variable. He found that approximately z(t,+ i) = T,(z(t,)) 
where E depends on R and T, has the form (L) see [6]. For each E > 0 the 
map T, satisfies the assumptions of Theorem 1 hence there exists a unique 
absolutely continuous measure conditionally invariant under T,. For E = 0 
the assumptions of Theorem 1 are not satisfied since 1 Tb(1/2)) = co. For this 
case, however, the existence of an absolutely continuous invariant measure 
follows from [4]. 
3. In this section we study the law of exponential decay for family 
of mappings T, : A -+ R” depending on a parameter E E [0, aO], E, > 0. In the 
following we write f, for P;(f) and P,, Fc for PT,, Fr , respectively. For 
convenience of notation we indicate the following condi&ons for the family 
T, as Condition A. 
CONDITION A. (i) For each E E [0, E,], there exists a unique fixed 
point f, E L’(A) for the operator P, andf,(x) > 0 a.e.; 
(ii) for any smooth density f and for any n the map E + f,, E L’(A) is 
continuous; 
(iii) e + f, E L’(A) is continuous; 
(iv) for any smooth density f, lim, sup, ]]e(f - fE)((L1 = 0; 
(~1 lim,+, sup,+ I(f,(x) -f,(x>>/f,(x)l= 0 where B, =A\TT'@). 
409/82/l-h 
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THEOREM 3. Let T,: A + R” be a family of mappings satisfying the 
Condition A. Suppose there exists /I > 0 and IS > 0 such that 
ljy&-“. f,dm=o. 
I B< 
(3.1) 
Then for any smooth density f 
Iii @(zE-~) = lj~~~,+{x E A: n,(x) > ZE-‘} = e-“‘. 
Proof. Fix z > 0 and set N, = int(zeP4). We have 
&T;‘(A)=! (3.2) 
A 
e(f)dm< \ c(fJdm+y(n,f,&) 
-A 
From (iv) it follows that y(n,f, E) = /lc(f - f6)llL.l(Aj goes to 0 as E goes to 
0. Since f, is fixed point of P, we have: 
I e(fc) dm = A 
= (I’-E~ [ecy,/ 
B, 
fidrn+c-‘j 
B, 
(fe-fo)dm]]n. (3.3) 
From (v) and (3.1) it follows that sPD sB, (f, - f,) dm goes to zero as E goes 
to zero. By computing (3.3) for n = N, and letting E go to zero we obtain: 
lim pfu,TiN$4) = 1,” (1 - s4ap = lim (1 - cDc)zc-’ = eKaz. 
t 
Since (x: n,(x) > n} = T;“(A) it follows that 
lim @(z&-‘) = e-Or. I 
The following proposition guarantees that the uniformly expanding 
families satisfy the Condition A. 
PROPOSITION 1. Let T, be a uniformly expanding family. Then T, 
satisfies the Condition A. 
Prooj The properties (i) and (ii) of Condition A are trivially satisfied. 
Actually, the stronger statement E -+ f,,, E C(A) is continuous, is true. To 
prove (iii) we shall show that E + f, E C(A) is continuous. This follows from 
the uniqueness of f,. Suppose in fact that in 3, E + f, E C(A) is not 
continuous; that is ek + 6 and lim f,, # f;. We can assume that f,, is 
convergent to, say g, since Theorem 1 guarantees that the f,, are 
equilipschitzian. We are going to show the assumption g # f; leads to a 
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contradiction. Write f, for f,, and P, for PTk. We have (here 1 . ) is the 
sup norm in C(A)) 
P;(g) - gl < IP;(g) -pk(gl+ P,(g) -“cl + I.& - 4. 
But T, as well as its local inverses die and their derivatives depend smoothly 
on e, hence [P,(g) - P;(g)1 goes to zero as k goes to infinity. Since fk is 
fixed under P, and g is a smooth density, it follows that I Pk( g) - fk I goes to 
zero as k goes to infinity. Then g is a fixed point of P; different from f; 
which contradicts the uniqueness. In order to prove (iv) let f be a smooth 
density. From Theorem 1 it follows that P:(f) converges uniformly tof, for 
all F E [0, so]. This implies that for all E E [0, sO] lim, 1) e(f -f,)llL+,, = 0. 
Define the sequence h,:[O, E,,] + R by h,(s) = Il~(f-fE)(lL,,A). We have 
shown that h, converges to zero pointwise. In addition, we have 
I_ laf-f,>l dm q 
. A P’(A) 
lwwq IV-f,>ldm 
A 
hence h,, ,(&I < h,(E), and, from the Dini theorem, it follows that h, 
converges to zero uniformly, that is 
1,” syp lIEIf - LIIL~~A~ = 0. 
The proof of (v) is trivial since E +fE E C(A) is continuous. 1 
4. In this section we study the law of exponential decay for the 
quadratic family (Q) introduced in Section 2. Set A = (0, 1) and consider, as 
we did in the proof of Theorem 2, the conjugate family S, = F, o TE 0 F; ‘. 
For all E E [O, sO] the map S, is expansive, hence there exists a unique 
g, E C(A) such that g, = P, (g,). Unfortunately, the family S, is not 
uniformly expanding, since it is easily seen that sup ) S:(x)1 = co, where the 
supremum is over all E E [0, eO] and all x E A n S;‘(A). Moreover the 
mapping E -+ g, E C(A) is not continuous. To see this consider the following: 
S:(O) = 4(1 + E), S;(O) = 2 and 
g,(x) = Jfp Mv,(x)> + &Cl - VAX>)> t 
where IJ/, , 1 - v, are the inverses of S, and a, = JS-l(a) g, dm. Then g,(O) = 
O&WlaJ k(O) + g,(l)) which implies g,(l) = (4(1 + E) a, - 1) g,(O). 
Since, as we will see later, lim,+, a, = 1, it follows that 
while g,(O) = g,( 1) = 1. Hence E + g, E C(A) is not continuous. 
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Remark. One might think that a different family of conjugacies work 
better. We are going to show that this is not the case. 
Let G,, E E [0, eO] be any other family of absolutely continuous 
conjugacies such that the conjugated family 
R, = G, 0 T, o G,’ 
is expanding, not necessarely uniformly. We will show that R:(O) = 4( 1 t E) 
and R;(O) = 2. This will imply E --t c, E C(A) is not continuous, where c, is 
the unique fixed point of PRc. 
As a consequence of Theorem 1 we have that for any E > 0 there exists a 
unique measure pu,, with smooth density c,, conditionally invariant with 
respect to R, . From Lemma 2 it follows that the Lebesgue measure is 
conditionally invariant with respect to the conjugated family 
U,=C,oR,oC,‘=C,oG,oT,o(C,oG,)-‘, C, = (_ c, dm. 
We point out that for any E > 0 there exists a unique absolutely 
continuous measure conditionally invariant with respect to Tc. This measure 
AC has distribution C, o G,, i.e., 1,(0, x) = C, 0 G,(x). 
On the other hand we have proved that for any E > 0 the map S, = 
F, o T, o F; ’ is expansive. By the same argument as before there exists a 
measure v,, with smooth density I,, conditionally invariant with respect to 
S,. Hence 
V,=L,oS,oL,‘=L,oF~‘,TT,~(L,~F,)-’, L,= -1,dm J 
and the Lebesgue measure is conditionally invariant with respect to V,. It 
follows that 
C, 0 G, = L, o FE, G,=C;‘OL,OF,. 
We recall that for E > 0 the densities c, , I,, f, are smooth (not necessarily 
uniformly with respect to a), while for E = 0 c, and I, are smooth but Jo = 
(2/7c) (x( 1 - x))) l’* 
We have 
R,(G (x)) = CC,’ 0 L, 0 Fe)’ (T,(x)) T:(x) 
c E (C;’ 0 L, 0 F;)’ (x) * 
For E > 0 the function (C;’ 0 L, 0 F,)’ is smooth. Since T,(O) = 0 it follows 
R:(O) = Fe(O) = 4( 1 + E). 
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For E = 0 we have 
R;(qx)) = (Cl? o hl)’ PII o To(x)) m-o(x)) G(x) 
(Cc? o &J’ (F,(x)) FXx> 
Since (C,’ 0 L,)’ is smooth it follows that 
?‘ry R;(G,(x)) = ljy F&(T,(x)) T,(x)/F;(x) = 2. 1 
We are going to show that S,, and hence Tc, satisfy the condition A. 
LEMMA 3. The quadratic family T,(x) =4(1 +&)x(1 -x) 
x E A = (0, l), E E [O, cO] satis-es the Condition A. 
We prove first that the family S, satisfies the condition A. The properties 
(i) and (ii) are easily verified. The proof of (iii) is based on the following two 
steps: 
(a) there exist constants d,, d, independent of E such that 0 < d, < 
g,(x)<d,<coforallxE#; 
(b) sup(jg:(x)(:xE(&l)}=K,<co for all 6>0, with K, 
independent of E. 
From (4.1) it follows: 
[ I g:(x)lg&)l dm 
. A 
where C,, = (tq,(O), w,(l)), C,, = (1 - v,(l), 1 - v/,(O)). Hence, for 1’ = 1 or 
i = 2, we have 
J I g:(x)l&)l dm G log I wXl>/w:W = log 2(1 + ~1. A\Cir 
Since m(A\C,,) > l/2 and I, g,(x) dm = 1 there follows the existence of 1,) 1, 
such that for all E E [0, F,,] 
0 < 1, < g,(x) < I, < oc) for all x E A\C,,. (4.2) 
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On the other hand S;‘(A) = C,, U Czr, which 
Hence 
implies A\S-‘(A) 2 A\C, 
ljy a, = . 
J S;‘(A) 
g,(x)dm= 1 -:?I 
- Ap;‘(A) 
g,(x) dm 
= 1 - ljy 12m(A\S;‘(A)) = 1. 
From this, (4.1) and (4.2) it follows that 
g,(x) 2 I Y/XXI 4/a, > I w3llJa, = d, > 0 
for all x E A and all E E [0, q,]. Moreover 
yJ$ g,(x) < & (4 + EJ: g,(x)), 
t 
which implies 
s;:z g,(x) G 
12 
2a, - 1 
=d,<co for all 6 E (0, ~~1. 
In order to prove (b), note first that for all E E [0, co] 
sup{x Ist(x)l: x E (0, l/2)} < K with K independent of E. 
In fact from (2.1) we have: 
(4.3) 
w,(x) = SL(F,(x)) = 2 (:I:: ~~~)1’* sgn(1 -2x) 
where E, = ~(1 + E) and c2 = c/4(1 + E). By setting y = F;‘(x) and taking in 
account that F:(x) = A,(x + E) (1 + E - x))-‘I2 we get: 
SF(x) = 4(F:‘w (1 - 2Y>(% -&,I sgn(l _ 2y) 
F:(F,‘(x)) = A,(y - y* + E*)~‘* 
I 1 - 2Yl 61 - E2) 
= A,(y - y* + &,)“* * 
As x goes to 0, S:(x) goes to (E, - E~)/A,$ which behaves as E-I’*. 
However 
Ixs:(xI = + (y “J “; E2) (y _ if- E2),,* ’ l; 2y’ ; f 
CONDITIONALLY INVARIANT MEASURES 85 
for x E (0, l/2) and E E [0, E,,] all terms of the above equality are uniformly 
bounded, hence 
sup x]S:l(x)]<K< 03 
xe(0,1/2) 
which implies 
(4.4) 
with H (as well as K) independent of E. 
Let t(x) =x for x < l/2, t(x) = l/2 for x > l/2. We claim that 
;yy 0) I gXx>l < M for all E E [0, e,] (4.5) 
with M independent of E. We remark that is enough to prove (4.5) for E close 
to zero, since, for E away from zero, S, is uniformly expansive so that (4.5) 
is surely valid. We have 
t(x) I g’(x)1 < a;‘W) I Yc(x)l (&(V,(X)) + &(l - w,(x)>> 
+ 0) I vX412 (gXw,(x)) - gx1 - v&>>>). 
From (4.3) and (4.4) it follows that the first term of the right-hand side is 
bounded by, say M, , with M, independent of E. Set M, = supXEA t(x) I g’,(x)] 
and 
p (x) = 44 Iv4W12 + 4x> I ylXx)12 
F a, [(Y,(X)) a, t(l - w,(x)> 
(4.6) 
it follows that 
To prove the claim we have only to show that supxEA p,(x) < 19 <: 1 for E 
close to zero. We have 
p (x)’ +Y:w12 + xlY/:w12 t 
a, v,(x) a, l/2 
PEG>= 
l/2 I w:(x)lZ + l/2 I w:(x)lZ 
a, v,(x) a, l/2 
for x < l/2 
for x > l/2. 
(4.7) 
It is easily seen that for all x E A v,(x) > (x/2)(&(0) + t&(x)). Hence from 
this, (4.7), and (2.1), it follows that for E close to 0 supXEA p,(x) < B < 1, 
which implies M, < M,/( 1 - 0). This proves the claim and consequently (b). 
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The proof of (iii) follows now easily from the uniqueness of the fixed point 
g,. The proof of (iv) is the same as in Lemma 3 and (v) is immediate. 
We have shown that the family S, satisfies the Condition A. Letf, be the 
fixed point of PT,, since f, = g,(F,) F: it is easily seen that T, also satisfies 
the Condition A. 1 
A direct computation shows that: 
where fO(x) = (2/7r)(x( 1 - x))- “’ 
Hence the following theorem holds. 
THEOREM 4. Let T, be the quadratic family (Q). Then for any smooth 
density f 
This theorem was conjectured by Lasota and Yorke [2]. 
We consider now the Lorenz family (L) introduced in Section 2. This 
family is uniformly expanding for E away from zero but it is not when 
E E [0, E,,] for any E,, > 0, which is the case of our interest. In order to 
overcome this difficulty we consider the conjugate family S, = F, 0 T, o FL 1 
where FL = h,, h, = A, ](x + E) (1 + E -x)1” and A, is such that F,(l) = I. 
We have chosen such an h, following the scheme introduced in Section 2. 
That is: iff is any smooth density and we compute P:,(f) we see that it is of 
the form of h, in the sense that P;,(f) = h, . g where g is a smooth function 
and 0 < a < g(x) < b < 03. 
We claim that the family S, introducted above is expansive. Without loss 
of generality we can assume E,, < 1 since for large E, the map S, is surely 
expansive. We have: 
IS:(F,(x))l = (I + F)~ y (F’) 3 (x +T&+,“- x) > + 
for all x E A and all E E [0, so]. Since, on A n S;‘(A), the S, are clearly C* 
the claim is proved. 
We are now in position to prove the following: 
LEMMA 4. The Lorenz family 
T(x) = (1 + E)( 1 - +u”~( 1 + u)), u=]l-2x], 
x E A and E E [0, E,,] satisfies the Condition A. 
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Proof. Let g, be the fixed point of Psc, that is 
g,(x) = 9 (&(W,(X>) + &Cl - v/,(x>>> t 
where v/,, 1 - vu, are the inverses of S, and a, = js;lca, g, dm. With the same 
arguments as in Lemma 3 we get: 
vTae= 1 and 0 < d, < g,(x) < d, < 00 (4.8) 
for all x E A and all E E [0, q,]. Letf, be the fixed point of P,<. We have: 
f,(x) A!!p vMx>) + LU - #E(X))> (4.9) 
t 
where $,, 1 - (5, are the inverses of T, and p, = (T-~(A, f, dm. Since T, and c 
S, are conjugate, it easily seen that 
f,@> = g,(F,(x)) W). (4.10) 
Hence f,(x) < d,F:(x) < d, for all x E A and E E [0, E,,] with d, independent 
of E. We have: 
If:(xl < IK(x)l K(#&>> +LU -#,(4)lY3 
LW' ' Mx>IY3 I P, 
+ Iw>14’3 lfX#,(x))l + IfXl -#,(x)>l 
P f" .&(4,(x>> + 01 - uw3 * 
Since ]~~(x)]/]$~(x)]*‘” < C < co and (a + b)” > 2P-‘(ap + P) for a > 0, 
b > 0 and 0 < p < 1, it follows that 
If:(x)1 
3 (f,(x)y G c p, i i 
24 "3 +), sup If:(x>l 
XEA (f,(W’ 
where 
This implies that 
A = 2113 sup I@$!“’ < 1. 
XEA ~ 
where D = C(2d,/j?,)“3. 
From this point the proof follows easily. 1 
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It is easily seen that there exists a u > 0 such that: 
Then the following theorem holds. 
THEOREM 5. Let T, be the Lorenz family (L). Then, for any smooth 
density f, 
ljz ,+(x E A: nTc(x) > zc4 1 = e-“‘. 
This theorem is in agreement with what was found numerically in [ 6 1. 
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