Abstract-Networked systems, such as telecom networks and cloud infrastructures, generate and hold vast amounts of configuration and operational data. The goal of this work is to make all this data available through a real-time search process named network search, which will enable new real-time management solutions. The thesis contains several contributions towards engineering a network search system. Key elements of our design are a weakly structured information model that includes spatial properties, a query language that supports location-and schema-oblivious search queries, a peer-to-peer architecture, an echo protocols for scalable query processing, and an indexing protocol for efficient routing for spatial queries. The data against which network search is performed is maintained in local realtime databases close to the data sources. The design follows a bottom-up approach in the sense that the topology for query routing is constructed from the underlying network topology. We have built a prototype of the system on a cloud testbed and developed applications that use network search functionality. Testbed measurements suggest that it is feasible to engineer a network search system that processes queries at low latency and low overhead and that can scale to 100'000 nodes. Simulation results for spatial queries show that query processing achieves response times and incurs overhead close to an optimal protocol, and that it remains accurate under significant churn.
I. INTRODUCTION
Networks and networked systems keep and produce a huge volume of configuration and operational data in configuration files, device counters, flow caches, and data collection points. This data is partitioned in the sense that it is kept in various formats, needs to be accessed by different protocols, and changes at different time scales. It takes a considerable effort to identify, localize, and collect data that are relevant to tasks involving network management including fault, configuration, accounting/administration, performance, and security (FCAPS) management. Furthermore, the complexity increases if the required data is of operational nature and needs to be accessed in real-time. Therefore, only a small portion of this data is used by today's management processes.
We address this problem by introducing a generalized search process that makes data in network devices accessible to management processes in real-time-a concept we call network search [1] . The concept of network search can be broadly characterized in three ways [2] .
First, network search can be understood as the functionality of "googling the network in real-time" for operational data. This functionality is analogous to "googling the web" for content. Like web search, it is performed through matching search queries against a vast information space and presenting search results as ranked lists. For instance, the search query "find information about the flow < src, dest, app >" would be matched against the space that includes representations of physical and logical objects of a large IP network and may return a list of devices that the flow traverses and that impose traffic policies on the flow. However, unlike web search, network search relates to real-time information that is maintained inside the network.
Second, network search can be considered as a capability that treats a network as a giant database of operational and configuration data, which can be retrieved and correlated using a database-like interface.
Finally, search can be seen as a functionality that generalizes network monitoring, whereby the monitoring data is not explicitly specified by its location or precise structure. Rather, the data is retrieved by characterizing its contents in simple search terms.
We believe that network search has the potential to become an important technology for the management of large networks and networked systems. Firstly, we believe that network search is likely to speed up the development process of management applications, which, in turn, will result in innovative tools for tasks in network supervision and management. Secondly, we envision that network search may become an enabling technology for new classes of network control functions. We mention some examples of tools and applications in this context:
• tracing network sessions dynamically across network boundaries for quality of service assurance;
• tracking virtualized resources dynamically in a large cloud to support adaptive cloud controllers;
• analysing the root cause of critical network faults to minimize service downtime;
• performing real-time network analytics for anomaly detection;
• performing network "garbage collection" to maximize resource utilization.
Often, information associated with networked systems has spatial semantics, which is important for many manage-978-1-5090-0223-8/16/$31.00 c 2016 IEEE ment tasks. Many use cases in network management involve searches for nearby objects. For instance, an application may search for servers within a maximum round trip delay to guarantee service-level agreements, and a surveillance system may search for k sensors close to a given location to support disaster recovery efforts. These examples motivate including spatial concepts in network search and studying spatial queries in networked systems.
We believe that network search has a potential to enable a paradigm shift in designing large-scale management systems, since it stresses an information-centric view of network management. This is illustrated in Figure 1 . Figure 1 (a) presents a traditional view of network management, which is realized in many management systems. The top layer of Figure 1 (a) presents management applications for networked systems and the bottom layer shows network devices from target technologies. Information in the devices is accessed by different protocols based on the format of the information. The applications, which use network information, rely on dedicated mechanisms for information collection, which is illustrated in the middle of Figure 1 (a). To implement the information collection mechanism, the application requires knowledge about the format of the information, its access technology, and most importantly its location. Figure 1 (b) provides a flexible alternative for network management which is based on network search. Here, the middle layer contains real-time databases that maintain information from devices in the underlying layer. It also supports functions that provide uniform, location-independent access to the information in the database to management applications that reside in the layer above. Having such an interface, management applications do not need to focus on the information collection mechanism. In addition, since information access and application modules are decoupled, the modules can be reused by other applications.
We envision that the network search concept will be applicable to a wide range of networked systems. It should be applicable to a range of network technologies, for instance, enterprise, backbone, and access networks. Also, it should be applicable to large ICT infrastructures in general, for instance, large data centers and cloud technologies. This calls for design and engineering of network-agnostic solutions to the extent possible.
Since network search is often performed against operational data, which can be short-lived or fast changing, we envision that network search should be performed inside the network infrastructure, to achieve scalability in terms of fast response times and low overhead costs for search queries. A network search system should have a decentralized, selforganizing architecture with multiple access points.
If leveraged properly, recent advances in academic and industrial research and developments in the field of computing, storage, and networking make network search feasible for today's network environments. First, the cost of computing and networking resources has decreased significantly over the last decade, which makes it reasonable to allocate potentially more powerful resources for management tasks on which a network search can be realized. Second, additional processing capacity is becoming available within network elements, some of which is available for purposes other than traffic forwarding and signaling. Third, network devices are increasingly offering APIs that can be used to significantly extend their functionality. Finally, results in the area of resource discovery, in-network aggregation, distributed real-time monitoring, very large databases, and scalable storage-often using distributed algorithms-, can be drawn upon to develop scalable search functions.
Most system designs in the above mentioned fields follow a top-down approach, which is suitable for efficient search in a large collection of information that can be easily moved from its source. However, in our case, the data against which search will be performed cannot be moved in a feasible manner from the data sources, due to its dynamic nature. We, therefore, advocate a bottom-up design of the network search system. The rest of the paper contains a summary of the thesis work. The full text of the thesis can be found in [3] . Publications that contain results of this work are [1] , [2] , [4] , [5] . The paper presented at CNSM 2013 [4] won the Applied Network Research Prize awarded by IRTF and was presented at IETF 91 in 2014.
II. THE PROBLEM
The key problem that we address in this thesis is that of designing and engineering a network search system. We map out the problem space by identifying a set of requirements for a network search system:
Information model for operational and configuration data:
The design of a network search system must include an information model that can represent in a uniform way device data of various formats and obtained by different access methods, e.g., SNMP MIB data, Netflow information, etc. In addition, the model should support a naming scheme for uniquely identifying data objects. Also, names should be expressive so that objects can be searched using naming information.
Spatial information:
The design of a network search system should support a spatial model that allows to represent object locations and distances between objects. The search system should support a range of search queries with spatial search criteria.
Query language for network search:
The query language must be expressive enough to precisely capture the information need of management applications and human administrators. At the same time, the language should require minimal knowledge of structure of the data to be searched for and no knowledge of where this data can be accessed. Finally, a range of query semantics should be supported to meet the requirements of different management applications, which means that the same query could produce different results. For example, a compliance management application may search for a specific set of predefined statistics, while a fault management application may wish to retrieve a broad set of data for exploratory purposes.
Efficient query processing:
The processing of search queries should be efficient in terms of fast response times and incur low overhead costs. In a dynamic environment where nodes join, leave, or crash, links fail, information changes, etc., query processing should still achieve high accuracy. Since all these metrics can not be jointly optimized, the tradeoffs between the objectives need to be understood, and engineering solutions need to be developed so that the tradeoffs can be controlled.
Scalability:
The design of the network search system must be scalable in terms of the above metrics for networked systems with at least 100,000 nodes.
III. THE APPROACH
We address the above design and engineering requirements using the following methods and techniques:
Information model: The challenge of finding a suitable information model is less that of devising a new model than that of choosing one from a collection of proposed models from the fields of information retrieval, databases, and network management. For network search, a suitable option is to model device data as objects in form of attribute-value pairs. This approach allows heterogeneous data to be uniformly represented in a straightforward manner, and it allows the inclusion of data structured according to well-known information models, such as the relational model, SMIv2, and Yang.
Spatial model:
We choose the Euclidean model in R n to represent object locations and distances between them. The Euclidean model is simple and has been widely adopted in different contexts, including geographic information systems [6] , sensor networks [7] , and network-aware overlays [8] , [9] . Some of these systems use geographic coordinates, while others use so-called network coordinates, which are virtual. In a network coordinate system, the Euclidean distance between two locations represents the end-to-end delay between them. Spatial queries that are used with the Euclidean spatial models include the point query, which returns objects at a given location, the range query, the nearest-neighbor query, and the centroid query. Index structures have been developed to efficiently process spatial queries, first for centralised and later for distributed systems [10] , [11] , [12] . We develop query processing functions for spatial queries through adopting concepts from distributed indexing schemes for spatial queries.
Query language: To develop a query language for network search, we study languages for information retrieval, web search, and databases [13] . Key language constructs should express attribute names and attribute values, since operational data can be expressed well using attribute-value pairs. Invoking a query should not require information about the structure of the object to be searched for, neither should it require the address information where the object is maintained. For query processing, we investigate the applicability of concepts that have been developed for information retrieval and web search. In particular, we devise parameterized matching and ranking functions that support different query semantics. 
Efficient query processing:
First, queries are processed in a distributed fashion, on local databases of objects maintained in search nodes (see Figure 2) , which reduces query processing times. Second, on each search node a local index is maintained for fast data access. The local index is based upon the information retrieval concept of an inverted index. Third, a global index is dynamically constructed for efficient query routing and overhead reduction. The global index is a variant of an index structure used in geographic information systems. To study the tradeoffs between the above metrics, we evaluate our design choices through prototype experimentation and simulation.
Scalability: To achieve scalability of the search system in terms of the above metrics, the network search system follows a peer-to-peer design and is structured as a network of search nodes (see Figure 2) . Further, protocols that perform key functions of the search system, including constructing the global index and query processing, are based on efficient, innetwork aggregation protocols [14] .
Bottom-up design:
All designs of search systems we found in the literature, including web search systems, very large database systems, and spatial databases, follow a topdown approach. They all address the problem of efficiently processing queries on a very large database of data items that change slowly. A key aspect of efficiency is the optimal allocation of parts of this database to servers in a large infrastructure. In contrast, our design tackles the problem of efficiently processing search queries against fast changing operational data on a large number of distributed devices. In our case, the data cannot be allocated to a device, as its location is defined by the data source. For this reason, our design is bottom-up.
IV. THE CONTRIBUTION OF THIS THESIS
This thesis work makes several contributions towards designing and engineering a network search system that fulfills the requirements mentioned in Section II.
Information model:
In our design, data in a network system is represented as objects that are modeled as a set of attribute-value pairs. Objects have a type, expressed through a specific attribute, and two objects can be linked through a joint attribute. Objects can be named using URIs or URLs, which are unique and have expressive identifiers. Our information model is simple and allows to uniformly represent device data and statistics from various sources. For more details, see [2] and Chapter 7 in [3] .
Algorithm 1 MBRIndex.
Pseudocode for node v. Protocol executes on a spanning tree. for n ∈ N do
12:
MBRsend n := MBR({T .MBR[i] i∈N ∪{v}−{n} }); 13: send (UPDATE, v, MBRsend n ) to n; Spatial model: We use the Euclidean space R n to represent object locations. Object locations are encoded in object attributes. We developed a distributed indexing scheme to support spatial queries, which retrieve objects with given spatial properties. We developed a protocol based on the R-tree concept (MBRIndex) that creates and maintains this distributed index (see Algorithm 1) and we developed an Echo protocol (SpatialSearch) that supports the execution of a range of spatial queries, including range and k-nearest neighbor queries. Details can be found in [5] and Chapter 9 in [3] . Query language: We developed a query language for network search, which supports keyword search, in a similar way as web search does, through unstructured queries that require little meta information and are useful for exploration purposes. In addition, the language supports structured queries based on relational algebra to search for objects with specific operational states, for instance. Further, the language includes operators for discovering linked objects, filtering search results, and aggregating attributes of result objects. The language semantics allows for a range of matching and ranking options to support the specific requirements of different management applications. To achieve this, we make use of the extended boolean model (originally developed in information retrieval) [15] . For more details, see [4] and Chapter 8 in [3] .
Bottom-up design of a peer-to-peer search system:
To support real-time search on operational data and to keep the communication overhead low, our design includes realtime databases of network objects close to the sources of operational data. This is illustrated in Figure 2 , which shows the architecture of a network search system. The key part of this architecture is the search plane, in which peer-to-peer query processing is performed. The plane consists of a network of search nodes, which maintain the databases and run the indexing and query processing protocols. The graph topology of the search plane for query routing, as well as the distributed index for query processing, are constructed in a bottom-up fashion. The graph topology follows the link-layer or routing topology of the underlying networked system. The distributed index is created from information in the search node databases and the graph topology. For more details, see [1] , [5] and Chapter 6 and Chapter 9 in [3] .
Performance of query processing and scalability:
We implemented a prototype of a network search system on our cloud testbed. The prototype design is bottom up and follows the architecture in Figure 2 . It implements our information The efficiency metric E of the SpatialSearch protocol for range(l,r) queries with location l and distance r. The plot shows measurements on the Barabási-Albert topology. It shows efficiency vs distance, for different network sizes N . E = 0 is the efficiency of OptimalSearch, which gives the best-case result and E = 1 is that of CompleteSearch, which gives an upper bound. More details can be found in [5] . model, real-time object databases, query language support, and distributed query processing. Measurements on a cluster of nine high-performance servers show that the prototype can process a load of 50 queries per second with a median query latency of 40 milliseconds (see Figure 3) and a CPU overhead of below 1.5 percent (see Figure 4) . The real-time databases contain some 5000 objects on each server. From the testbed measurements and the properties of the query processing protocol, we estimate that for a cluster of 100'000 servers, for the same query load, the CPU overhead per server would stay at below 1.5 percent, while the median latency would increase to approximately 500 milliseconds. Furthermore, there is a tradeoff between the query latency and the overhead of query processing, which is controlled by the number of query processors. Testbed measurements support our intuition that the higher the number of query processors, the better the query latency and vice versa. A thorough description can be found in [4] and Chapter 8 in [3] .
The parts of the design that relate to spatial aspects have not been implemented in the prototype, and all aspects of processing spatial queries on the search plane have been evaluated through simulation. First, the simulation results show that our query processing protocol incurs significantly lower (up to 80%) overhead than a baseline protocol that searches all nodes (see Figure 5) . Second, the accuracy of query processing remains high for scenarios with dynamic object locations (see Figure 6 ). Third, simulation results indicate that the query processing protocol becomes more efficient with increasing network size, when compared to a baseline protocol (see Figure 5 ). We performed simulation studies with network sizes beyond 100,000 nodes. Fourth, by design, the execution time of the query processing protocol is asymptotically optimal. Finally, for scenarios with dynamic object locations, there is a tradeoff between the accuracy of the search results and the rate of repair of the local index, which is controlled by the maximum message rate per link. The simulation results confirm our intuition that the higher the rate of repair, the better the accuracy of the search results and vice versa (see Figure 6 ). For more details, see [5] and Chapter 9 [3] .
A demonstrator for network search: We have built a fully functional demonstrator for a cloud platform. The demonstrator can execute structured and unstructured queries, whose matching and ranking semantics can be easily changed. We learned that simple management applications that use the query interface for data collection can be built fast and with small effort (As mentioned above, there is currently no implementation of spatial search.). For details, see [4] and Chapter 8 in [3] .
V. SELECTED PERFORMANCE RESULTS Figure 3 and Figure 4 present the performance of our prototype network search system on a cloud testbed with nine high performance servers. Figure 3 shows the latency of search queries for query loads ranging from 50 milliseconds to 450 milliseconds. As we expect, both the median latency (more generally, the 25th, 50th, 75th, and 95th percentile), as well as the deviation of the latencies increase with increasing load. Further, up to a load of 200 queries/sec the deviations of the latencies are quite small, with latencies for the 75th percentile well below 100 milliseconds.
Second, Figure 4 shows the CPU utilization of the servers produced by the search nodes in function of the query load, for different number of query processors. As above, the figure shows four curves, for different numbers of query processors. The curve with the three concurrent processors is based on the same measurements as Figure 3 . Each curve shares a linear segment and flattens out at some query load. We attribute the sudden change of slope in a curve to the query processors becoming overloaded (which we confirmed through other measurements). Recall that we run the experiments on 24 core processors, where each processor can consume up to 4.1% of CPU capacity. The experiment shows that controlling the number of query processors is an effective way of controlling the overhead of the network search system. Figure 5 and Figure 6 present the evaluation results of our design of a SpatialSearch system through simulation. Figure 5 shows The efficiency metric E of the SpatialSearch protocol for range(l,r) queries executing on the Barabási-Albert topology for different network sizes.
The efficiency metric E is computed as
whereby N SpatialSearch is the number of nodes whose local databases are searched by SpatialSearch when processing the query, N is the size of the network graph, i.e., the number of nodes, and N Optimal is the minimal number of nodes to be searched. E = 0 is the efficiency of OptimalSearch and E = 1 that for CompleteSearch. The metric E allows us to compare the performance of SpatialSearch for different network sizes, and it indicates how well the protocol performs compared to CompleteSearch (upper bound) and OptimalSearch (lower bound). Further, the metric E not only implies efficiency, but also scalability. A small value of E means that the system has a greater capacity to support a larger number of concurrent spatial queries.
A query with r = 0 corresponds to a search for objects with a given location l. Figure 5 shows that the efficiency of this query is about 0.12 for the Barabási-Albert topology for all tested network sizes. With increasing r, the efficiency increases to about 0.31 and then decreases to approach 0. For r ≥ √ 2s (s is the side of the square area, see above), the efficiency of the protocol becomes undefined and the performance of OptimalSearch, SpatialSearch, and CompleteSearch becomes the same. Figure 6 shows the accuracy of the SpatialSearch protocol for different ratios R c /R u and different network sizes. We define accuracy as
O SpatialSearch
Ocorrect whereby O SpatialSearch refers to the number of objects returned by SpatialSearch that satisfy the query, and O correct is the total number of objects in the system that satisfy the query. Further, R c is the rate of disruption to the distributed index, and R u is the rate of repair of this index.
We observe from the figure that the accuracy decreases monotonically from one towards (close to) zero as the ratio R c /R u increases from zero towards large numbers. For instance, we can see that, for a network size of 131'072 nodes, the accuracy stays above 0.9 for R c /R u below 0.1. Assuming R u is one message per second, the protocol returns 9 of 10 correct result objects on average, while the network experiences up to 1 churn events per nodes every 10 seconds. We draw the conclusion that the system for the chosen configuration provides surprisingly accurate results under significant churn. Further, we observe that SpatialSearch has a higher accuracy Further, we observe that SpatialSearch has a higher accuracy on a smaller network than on a larger network.
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