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 Contributions au tri automatique de documents et de courrier d’entreprises  
 
Résumé 
Ce  travail de thèse s’inscrit dans le cadre du développement de systèmes de vision 
industrielle pour le tri automatique de documents et de courriers d’entreprises. Ces 
systèmes sont par nature très exigeants en temps de traitement mais aussi en 
justesse et précision des résultats. Les systèmes actuels sont composés, pour la 
plupart, de modules séquentiels exigeant des algorithmes efficaces et rapides tout 
au long de la chaîne des traitements, depuis les étapes de bas niveau jusqu’aux 
étapes de niveau supérieur d’analyse fine et de reconnaissance des contenus. Les 
architectures existantes, dont nous avons balayé les spécificités dans les trois 
premiers chapitres de la thèse, présentent des faiblesses qui se traduisent par des 
erreurs de lecture et des rejets que l’on impute encore trop souvent aux OCR. Or, 
les étapes responsables de ces rejets et de ces erreurs de lecture sont les premières 
à intervenir dans le processus, à savoir celles de segmentation et de localisation de 
zones d’intérêts ; ces deux étapes qui s’impliquent mutuellement conditionnent les 
performances des systèmes et le rendement des chaînes de tri automatique.  
Nous avons ainsi choisi porter notre contribution sur les aspects inhérents à la 
segmentation des images de courriers et la localisation de leurs régions d’intérêt 
(comme la zone d’adresse) en investissant une nouvelle approche pyramidale de 
modélisation par coloration hiérarchique de graphes ; à ce jour, la coloration de 
graphes n’a jamais été exploitée dans un tel contexte. Elle intervient dans notre 
contribution à toutes les étapes d’analyse de la structure des documents ainsi que 
dans la prise de décision pour la reconnaissance (reconnaissance de la nature du 
document à traiter et reconnaissance du bloc adresse). La partie de reconnaissance 
a été conçue autour d’un apprentissage traité à l’aide d’un modèle unique portant 
sur la b-coloration de graphe.  
Notre architecture a été conçue pour réaliser essentiellement les étapes d’analyse 
de structures et de reconnaissance en garantissant une réelle coopération entres les 
différents modules d’analyse et de décision. Elle s’articule autour de trois grandes 
parties : une partie de segmentation bas niveau (binarisation et recherche de 
connexités), une partie d’extraction de  la structure physique par coloration 
hiérarchique de graphe et une partie de localisation de blocs adresse et de 
classification de documents. Les algorithmes impliqués dans le système ont été 
conçus pour leur rapidité d’exécution (en adéquation  avec les contraintes de 
temps réels), leur robustesse, et leur compatibilité. Les expérimentations réalisées 
dans ce contexte sont très encourageantes et offrent également de nouvelles 
perspectives à une plus grande diversité d’images de documents. 
 
Mots-Clés: Extraction de la structure physique, catégorisation de documents, 
localisation de bloc adresse, coloration et b-coloration de graphes, tri de courriers 
en temps réel. 
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Contributions to the automatic sorting of company documents and mail 
 
Abstract 
This thesis deals with the development of industrial vision systems for automatic 
business documents and mail sorting. These systems need very high processing 
time, accuracy and precision of results. The current systems are most of time made 
of sequential modules needing fast and efficient algorithms throughout the 
processing line: from low to high level stages of analysis and content recognition.  
The existing architectures that we have described in the three first chapters of the 
thesis have shown their weaknesses that are expressed by reading errors and OCR 
rejections. The modules that are responsible of these rejections and reading errors 
are mostly the first to occur in the processes of image segmentation and interest 
regions location. Indeed, theses two processes, involving each other, are 
fundamental for the system performances and the efficiency of the automatic 
sorting lines. 
In this thesis, we have chosen to focus on different sides of mail images 
segmentation and of relevant zones (as address block) location. We have chosen to 
develop a model based on a new pyramidal approach using  a hierarchical graph 
coloring. As for now, graph coloring has never been exploited in such context. It 
has been introduced in our contribution at every stage of document layout analysis  
for the recognition and decision tasks (kind of document or address block 
recognition). The recognition stage is made about a training process with a unique 
model of graph b-coloring.  
Our architecture is basically designed to guarantee a good cooperation bewtween 
the different modules of decision and analysis for the layout analysis and the 
recognition stages. It is composed of three main sections: the low-level 
segmentation (binarisation and connected component labeling), the physical layout 
extraction by hierarchical graph coloring and the address block location and 
document sorting. The algorithms involved in the system have been designed for 
their execution speed (matching with real time constraints), their robustness, and 
their compatibility. The experimentations made in this context are very 
encouraging and lead to investigate a wider diversity of document images.  
 
Key words: Physical layout extraction, document categorization, address block 
localization, graph coloring and b-coloring, mail sorting in real time. 
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E l à t i
Introduction générale  
 
La quantité d'information disponible a eu une croissance exponen-
tielle ces dernières années dans notre société. Le document sur papier que 
l'on croyait, un temps, menacé semble bel et bien perdurer à l'ère du tout 
numérique. L’exploitation du courrier papier est même en progression 
constante malgré l’augmentation des courriers électroniques. Parallèlement 
à cette progression, on voit s’afficher de façon très marquée de nouvelles 
exigences de qualité venant des entreprises qui exigent une fiabilité totale 
dans la distribution des courriers, d’excellents rapports qualité/prix et des 
solutions globales innovantes permettant de renforcer l’efficacité de leurs 
campagnes de marketing et d’optimiser la gestion de leurs documents et de 
leur courrier. 
Le support papier remplit chaque jour des fonctions et répond à de 
nombreux usages pour lesquels peu d'utilisateurs préféreraient une version 
numérique. En conséquence, une très grande part de correspondances entre 
les personnes et les entreprises est toujours réalisée au moyen de docu-
ments papier. Les documents échangés sont aussi divers que les motifs de 
relations: bons de commande, formulaires, chèques, courriers, dossiers, 
contrats, questionnaires, colis, déclarations fiscales et sociales, feuilles de 
soin, etc. 
Face à la persistance des documents physiques, à la charge qu'ils 
représentent, à la diversité des formats de documents reçus, à la multiplicité 
des destinataires et à la recherche constante de productivité, les organisa-
tions souhaitent se doter de solutions intelligentes et efficaces. Elles ont 
longtemps cherché des moyens techniques permettant de réduire les coûts 
et les délais de traitement. 
C'est alors qu'il convient de définir et mettre en œuvre un proces-
sus de traitement informatique général allant de l'acquisition suivie par les 
meilleurs procédés Reconnaissance et Lecture Automatique de Documents 
(RAD/LAD) jusqu'à l’exploitation pour tirer pleinement parti des possibili-
tés offertes par cette tâche. De ce fait, la conception des systèmes de vision 
à haute cadence suscite un intérêt sans cesse croissant. Cette tendance a été 
accompagnée et encouragée aussi par l’évolution rapide de la puissance des 
ordinateurs qui continue de respecter la loi de Moore. 
Au cours de la dernière décennie, de nombreuses applications in-
dustrielles ont été mises en place avec des objectifs différents mais utilisant 
certains outils de solutions génériques. Les applications traitées ne présen-
tent pas toutes les mêmes caractéristiques ni les mêmes difficultés. Il est 
possible de les répartir en un certain nombre de familles : la lecture optique 
de questionnaires, la lecture de documents normalisés, la lecture automa-
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tique de formulaires, le traitement des chèques et les applications bancaires, 
le traitement de documents non structurés ou semi-structurés, la lecture au-
tomatique des adresses postales. 
Les applications de reconnaissance d'adresses postales sont en 
service dans des centaines de sites de la plupart des pays développés. Des 
systèmes de lecture automatique de formulaires sont utilisés dans tous les 
secteurs de l'économie. Des logiciels permettent d'extraire les informations 
principales des factures à payer par une entreprise avant leur gestion en 
comptabilité, alors que d'autres sont capables de trier et de qualifier les 
contenus des courriers entrant dans une organisation pour les orienter vers 
un ou plusieurs destinataires internes auxquels seront déjà fournies les 
principales données du courrier à traiter. Le traitement automatique des do-
cuments physiques est ainsi devenu une véritable technologie industrielle. 
Dans ce contexte, beaucoup d’efforts, de temps et de ressources 
ont été consacrés au développement des systèmes de vision spécialisés dans 
la lecture automatique de contenu de documents physiques. En particulier, 
le tri automatique de documents et de courriers d’entreprises est un do-
maine très actif où le nombre de produits commerciaux ne cesse de croître. 
Cette application engendre des études variées et elle requiert l’implication 
de plusieurs disciplines scientifiques pendant la conception d’un système 
de vision industrielle complet. Malgré la présence de résultats de qualité on 
peut encore apporter des améliorations.  
Le panorama des solutions de LAD et de RAD destinées à ce type 
d’applications propose de distinguer deux types d'acteurs : les "historiques" 
de la reconnaissance d'écriture tels A2IA, Iris, Itesoft et SWT et d'autres, 
s'appuyant le plus souvent sur les technologies de ces derniers. Dans cette 
catégorie on peut placer la société CESA, un véritable expert du domaine 
de tri automatique. 
C’est dans ce contexte, que s’inscrivent ces travaux de recherche. 
L’objectif de cette thèse se situe, donc, dans le cadre du développement 
d’un système complet de vision industriel pour le tri automatique de docu-
ments et de courriers d’entreprises. La société CESA partenaire de ce projet 
souhaite réduire à tout prix les taux de rejets et d’erreurs des systèmes de 
vision qu’elle conçoit et réalise en introduisant une meilleure coopération 
entre les différentes étapes du traitement et de l’analyse des images issues 
d’une acquisition en début de chaîne.  La succession des étapes allant de la 
lecture optique au tri final des documents passe d’un point de vue méthodo-
logique d’étapes fondamentales de reconnaissance de formes et d’objets à 
la prise de décision finale (comme le tri de courrier par exemple). 
L’ensemble des processus embarqués dans le système doit respecter la no-
tion fondamentale de temps réel. 
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Notre objectif est centré sur l’étude d’un nouveau schéma 
d’organisation, non linéaire du processus de traitement de l’image, allant de 
la capture à la prise de décision. Il conviendra pour cela de concevoir une 
solution alliant rapidité de temps de traitement et  échange d’information 
entre les différents étages du processus, afin de les faire contribuer intelli-
gemment à la reconnaissance. Compte tenu de l’ampleur du problème, on 
ne développera pas d’outils particuliers pour la reconnaissance proprement 
dite des caractères ; pour cette tâche, nous ferons appel à un logiciel exis-
tant qui est paramétrable, celui qui a été conçu par la société A2IA. De 
plus, nous utiliserons les travaux sur la théorie des graphes liés à 
l’intégration de mécanismes de vision pré-attentive grâce aux apports de la 
multi-résolution afin d’élaborer une stratégie de recherche progressive 
d’information. 
Notre travail s’articule, donc, en deux grandes phases :  
1) la première consiste à développer les briques élémentaires cons-
tituées d’outils logiciels qui participent à la préparation des informations en 
vue de la reconnaissance ; 
2) la seconde consiste à l’organisation optimale d’une réelle coo-
pération entre les briques logicielles du système : 
- extraction de la structure physique bas niveau des documents,  
- localisation des zones de texte et marqueurs de zones graphiques, 
- reconnaissance du type de documents / localisation de zones 
d’intérêt (bloc adresse), 
- reconnaissance de la structure du document / classification des 
documents. 
 
Nous allons structurer notre thèse qui s’intitule « Contributions au 
tri automatique de documents et de courrier d’entreprises » en cinq cha-
pitres. 
 
Nous allons présenter dans le premier chapitre les différentes 
briques logicielles nécessaires à la conception générale des systèmes de tri 
automatique de documents et de courriers. Nous évoquerons leurs spécifici-
tés et leurs limites. 
Le deuxième chapitre est consacré à la présentation des princi-
pales approches existant dans la littérature pour chaque module de la chaîne 
de tri et à l’analyse des causes de leurs imprécisions ou lenteurs. 
Nous présenterons tout d’abord les différents mécanismes de bina-
risation, et de détection des composantes connexes qui constituent généra-
lement les premières étapes de segmentation de bas niveau. Nous aborde-
rons ensuite les mécanismes d’analyse de structures des documents, 
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généralement présentés sous la forme d’approches ascendantes et descen-
dantes. Nous ferons le constat qu’un grand nombre de méthodes de segmen-
tation qui s’appliquent en temps réel sur des documents de type courriers et 
formulaires s’oriente vers la mise en place d’un mécanisme mixte (mi-
ascendant / mi-descendant). Nous montrerons également comment la re-
connaissance du type de document, la séparation texte / non texte des zones 
de document ou encore la séparation manuscrits / imprimés peut être initiée 
par une segmentation grossière du document et peut permettre d’aboutir à 
une segmentation plus fine des contenus. A ce stade, la reconnaissance et la 
segmentation constituent deux tâches qui s’influencent mutuellement et 
dont les interactions permettent des améliorations considérables à la fois de 
la segmentation et de la reconnaissance. Nous pourrions reformuler le para-
doxe de Sayre [Sayre73] en écrivant que « pour reconnaître une entité, il 
faut savoir la localiser, mais pour la localiser, il faut tout d’abord la re-
connaître». L’ensemble des contributions citées dans ce chapitre sera fina-
lement argumenté afin de justifier nos choix et directions méthodologiques 
que les chapitres suivants détailleront et valideront. 
La première partie du troisième chapitre est consacrée à la classi-
fication et la reconnaissance du type de document en argumentant leurs 
forces et leurs limites. Cette étape préalable permet de cibler les informa-
tions pertinentes pour le tri et de choisir un jeu de traitements plus adapté 
au contenu. La seconde partie de ce chapitre est destinée à la présentation 
de la problématique de la localisation automatique du bloc adresse qui 
constitue le cœur d’un système de tri. Elle consiste en une succession 
d’étapes allant de l’émergence des blocs informants à l’étiquetage et la dé-
cision. 
Dans le quatrième chapitre, nous avons choisi porter notre contri-
bution sur les aspects inhérents à la segmentation, la localisation des zones 
d’intérêt (localisation du bloc adresse)  et à la reconnaissance automatique 
du type de documents en investissant une approche innovante de modélisa-
tion basée sur la théorie de graphe. Au début du chapitre nous introduisons 
les aspects théoriques de la coloration et de la b-coloration de graphes dans 
le cas général. Nous présentons ensuite les algorithmes que nous avons 
produits et qui s’adaptent aux besoins de notre application temps réel avec 
trois grands objectifs visés : l’extraction de la structure physique des 
images, la localisation du bloc adresse et la reconnaissance des familles de 
documents et de courriers. 
Nous argumenterons donc la faisabilité d’une telle modélisation 
dans un contexte industriel où les contraintes de temps réels restent préva-
lantes. L’apport de la coloration et de la b-coloration de graphes dans les 
phases de segmentation et de reconnaissance de documents est ensuite vali-
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dé et discuté. À ce jour, la coloration de graphes n’a jamais été exploitée 
dans un tel contexte.  
Dans le cinquième chapitre «  Proposition d’une nouvelle architec-
ture pyramidale à base de coloration de graphes » nous allons décrire en dé-
tail le modèle retenu ainsi que les différents algorithmes développés pour 
résoudre les problèmes de segmentation et de reconnaissance des contenus. 
Dans ce chapitre, nous commenterons les résultats numériques des perfor-
mances de notre système en les comparant à des approches plus usuelle-
ment employées dans un tel contexte. Nous conclurons ce chapitre sur le 
constat que la coloration de graphe employée dans la résolution des pro-
blèmes de tri de courriers d’entreprise est très efficace. 
Dans la conclusion nous dresserons le bilan de nos contributions 
puis nous développerons quelques perspectives pour la suite de cette thèse.  
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Face au nombre toujours croissant de documents physiques à trai-
ter, à la diversité des formats, à la multiplicité des destinataires et à la re-
cherche constante de productivité, les organisations souhaitent se doter de 
solutions intelligentes, économiques et rapides. Depuis plusieurs années, de 
gros enjeux économiques se jouent dans les entreprises chargées du traite-
ment automatique des documents, lettres et courriers. Aussi elles 
s’intéressent à la mise en œuvre de processus innovant de traitement allant 
de l'acquisition à la Reconnaissance et Lecture Automatique de Documents 
(RAD/LAD). La conception des systèmes de vision à haute cadence suscite 
un intérêt sans cesse croissant, encore augmentée par l’évolution rapide de 
la puissance des ordinateurs. 
Le tri automatique est une opération qui s’inscrit dans ce contexte. 
Sa spécificité est qu’il est fortement dépendant de la nature des objets à 
trier et des modes de dépôts, voir figure 1.1. 
 
 
Figure 1.1 : Une très grande variété de documents et de courriers. 
 
De l'enveloppe standard à l'adresse imprimée en passant par les 
revues sous plastique transparent, tout doit être, à terme, traité automati-
quement. Certaines entreprises sont confrontées à la nécessité impérative 
d’automatiser leurs propres systèmes pour trier, en interne, leurs propres 
documents et courriers en plus de leur correspondance passant par La 
Poste. De plus cela permettre de les dégager de tâches fastidieuses et répé-
titives de saisie et de traitement qui entraînent leurs parts d'erreurs et de 
coûts. 
La plupart des pays industrialisés utilisent des systèmes de tri au-
tomatique. Leurs performances sont difficiles à comparer dans la mesure où 
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les codes postaux et les objectifs du tri automatique présentent des difficul-
tés variables : la taille des codes américains est de cinq ou neuf chiffres, les 
codes anglais comportent des chiffres et des lettres, les codes portugais seu-
lement quatre chiffres…  
En France, chaque jour, La Poste trie automatiquement des mil-
lions de lettres. Pour cela, elle dispose de plus de 100 machines de tri con-
çues et fabriquées par la société ALCATEL Postal Automation Systems. 
Ces équipements sont capables de saisir et d’interpréter les images des 
adresses de lettres défilant à 3 m/s à un débit maximal de 13 lettres à la se-
conde. Le résultat de la reconnaissance des adresses doit être produit en 
moins d’une seconde de manière à permettre la réalisation immédiate du tri 
physique des lettres. Les lettres soumises à la reconnaissance sont quel-
conques (manuscrites ou dactylographiées) et présentent la plupart des dif-
ficultés auxquelles doit s’attaquer un système de reconnaissance : localisa-
tion des blocs, séparation du manuscrit et du dactylographié, segmentation 




Figure 1.2 : Exemples de courrier et de documents d’entreprises à trier où les  
informations de positions de la zone d’intérêt peuvent varier d’un modèle de  
courrier à l’autre. 
 
Les informations reconnues permettent au centres de tri de cour-
rier de réaliser différents niveaux de tri : tri d’acheminement vers le centre 
de tri d’arrivée puis le bureau distributeur fondé sur le code postal et le 
Courrier postal (adresse imprimée)  
Courrier bancaire interne (code ACI manuscrit)   Document bancaire (adresse)  
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nom de ville, tri de distribution correspondant aux différentes tournées de 
facteur fondé sur le nom de la voie et le numéro de porte. La Poste est ainsi 
aujourd’hui capable de trier automatiquement plus de 85 % des adresses 
dactylographiées (acheminement et distribution) et plus de 70 % des 
adresses manuscrites (acheminement seulement). Elle le fait, de plus, avec 
à peine quelques pourcentages d’erreur. Ces performances sont toutefois 
perfectibles et la Poste a, elle-même, développé au sein du Service de Re-
cherche Technique de la Poste (SRTP) un logiciel capable de reconnaître 
une partie des rejets des machines de tri actuelles. Ce logiciel opère en 
temps différé, il ne rend pas son résultat dans un délai contraint par la né-
cessité d’un tri physique immédiat. Grâce à ce degré de liberté, des mé-
thodes nouvelles ont pu être mises en œuvre permettant l’interprétation des 
images rejetées en première instance.  
Dans le même temps, la banque BNP Paribas gère chaque jour une 
dizaine de tonnes de courrier et de documents envoyées aux 2300 agences 
du groupe et Immeubles Centraux. La fusion des banques BNP et Paribas 
en 1999 a engendré une nécessaire restructuration des services internes, no-
tamment au niveau de l'entité chargée du traitement quotidien du courrier. 
Dès lors, BNP Paribas a décidé de réorganiser et de moderniser cette fonc-
tion, en recourant à un système d'automatisation du traitement du courrier. 
L'objectif de ce vaste projet consistait à intégrer ce système de tri automati-
sé dans le système manuel déjà existant. Après une vaste étude de marché 
notamment auprès de banques anglaises et allemandes, la Direction des 
Services Généraux de BNP Paribas a retenu le projet proposé par l'intégra-
teur français CESA (Conseil, Étude, Systèmes Automatisés) qui participe 
en même temps, à la modernisation des systèmes de tri de La Poste. Pour ce 
faire, BNP Paribas s'est doté d'une machine Vsort NPI (dont Prolistic est le 
revendeur exclusif en Europe) de 30 mètres de long et contenant 120 cases 
de tri, entièrement modulable et packagée pour répondre à ses besoins et in-
tégrant la solution A2IA AddressReader. En termes de cadence (de 17 à 40 
plis/seconde) et de type de documents plats à traiter (enveloppes, maga-
zines, listings, planus…), la solution globale proposée par CESA, Prolistic 
et A2iA répondait en tout point, au cahier des charges de BNP Paribas, elle 
permettait l’automatisation de la machine de tri manuelle en place depuis 
1986, dans le processus de traitement automatique du courrier et de docu-
ments. Le système OCR existant a été optimisé par l'intégration du moteur 
A2iA AddressReader. 
Toute automatisation de système de tri repose sur des technologies 
de vision industrielle. L’innovation de ces technologies est un procédé ca-
pital qui conduit à un gain de temps et d'argent important pour les entre-
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prises. Il peut sensiblement améliorer leur réactivité vis-à-vis de leurs 




Figure 1.3 : Un exemple d’un centre de tri automatique de documents et de  
courrier. 
 
Les atouts des solutions de LAD et de RAD sont multiples et cou-
vrent aujourd'hui de nombreuses applications dans le domaine de tri auto-
matique de documents et de courriers d’entreprise. Les tendances les plus 
visibles aujourd’hui se développent dans l’amélioration des systèmes indus-
triels de vision où la performance a longtemps été associée à celle de 
l'OCR. Mais de notables évolutions technologiques ont permis d'affiner la 
précision et la pertinence de la recherche de l’information nécessaire à la 
reconnaissance permettant non seulement de prendre en compte des écri-
tures différentes (imprimées ou manuscrites) mais aussi de procéder à une 
lecture intelligente du document qui conduit vers un tri plus efficace. 
Dans ce chapitre, nous présentons les différentes briques logi-
cielles nécessaires à la conception des systèmes de tri automatique de do-
cuments et de courriers. Nous évoquerons leurs spécificités et leurs limites. 
 
1.2 Les architectures « standards » de tri de 
courriers  
 
1.2.1  Les contraintes inhérentes au tri de courriers 
 
Le domaine de tri automatique de documents et de courrier est as-
sujetti à un certain nombre de contraintes. Au sein de la société, une éva-
luation préliminaire du système de tri actuel, effectuée en premier temps, 
nous a permis de dégager les limites et de fixer un certain nombre de con-
traintes qu'il conviendra de prendre en considération dans nos recherches : 
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- une très grande variété de documents de structures variables avec 
des contenus textuels manuscrits et/ou imprimés, sur des supports papiers 
de qualités, de couleurs et de textures souvent différentes. Les images à 
traiter sont réparties en catégories correspondantes aux familles de cour-
riers des clients de l’entreprise : courrier postal, courrier interne manuscrit 
(CIM), courrier interne dactylographique (CID), formulaire (FRM), planus 
(PL), carte bleue (CB), listing A3(LA3), listing A4(LA4), NPAI, chèque 
circulant (CHC)… Ces images sont très différentes du point de vue de leur 
taille, de leur orientation, des couleurs du fond et du texte, de la position du 
texte dans l’image, de la taille des caractères et des types d’écritures (im-
primés, imprimés matriciels, manuscrits…). Les documents sont traités par 
lots ou bien arrivent en vrac, 
- un fonctionnement en temps réel : quelques fractions de secondes 
doivent suffire pour faire l’acquisition de l’image, la binarisation, la locali-
sation des zones de textes, 
- la capture des images par système de caméra linéaire (on devra 
développer les outils d’analyse d’images lié aux caractéristiques de cette 
prise d’image pour optimiser les temps de calcul), 
- la maîtrise de la qualité des résultats (dans un marché très com-
pétitif, le système doit être le plus performant possible pour éviter les coû-
teuses interventions manuelles), 
- des résolutions spatiales des images élevées (200~300 dpi),  
- le type de document doit être identifié automatiquement malgré 
les aléas de numérisation (rotations, décalages, plissement), 
- l’existence d’une superposition de couches d’informations (tam-
pons, notes manuscrites, …), 
- les documents non reconnus sont immédiatement traités manuel-
lement. L’échec de reconnaissance s’explique généralement par un dys-
fonctionnement des étages de prétraitements et en particulier des étages de 
segmentation et de localisation [GOR98][GOR99]. 
 
Ces contraintes fortes impliquent des niveaux d’actions ciblées 
que nous avons choisis de présenter en trois parties : mécanique, électro-
nique et informatique. 
 
1.2.2 Trois niveaux d’actions 
 
Les systèmes de tri de documents et de courriers se composent en 
général de trois parties : mécanique, électronique et informatique. 
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La partie mécanique : est constituée d’un ensemble d’actionneurs 
et pièces permettant de véhiculer dans une bande transporteuse (ou tapis 
roulant) tous les documents ou enveloppes physiques depuis leur acquisi-
tion jusqu’à leur distribution dans divers casiers de destinations. 
  
La partie électronique : est constituée d’un ensemble de circuits 
de commandes et de relais qui gère les actionneurs de la partie mécanique 
(mise en marche, arrêt d’urgence de la machine de tri, etc.). 
 
La partie informatique : la partie informatique est le cerveau de 
système qui contrôle les deux parties précédentes. Notre contribution 
s’inscrit dans cette partie :  
Après le positionnement des documents (courriers) sur la bande 
porteuse (tapis roulant), un mécanisme d’entraînement les achemine tout au 
long d’un circuit jusqu’au casier de destination (emplacement ultime). Le 
système de lecture localise la zone d’intérêt puis lit les informations ins-
crites sur chaque objet (adresses, codes ou d’autres indications…) pour dé-
cider sa destination. Elles sont comparées avec un référentiel et transfor-
mées en un code-barres fluorescent qui est imprimé sur l’objet à trier. Les 
machines de tri (proprement dites) après lecture du code fluorescent orien-
tent vers différentes cases les objets en fonction de l’information inscrite. 
Si ces machines n’arrivent pas à lire une adresse, le courrier est retraité 
manuellement, à l'aide d'un système de rectification par vidéo-codage. Un 
agent saisit l'adresse présente sur un écran de contrôle. La figure suivante 
illustre deux exemples de chaînes de tri et leurs différents composants. 
 
 
Figure 1.4 : Exemple des machines de tri de courrier d’entreprise. 
 
Machine de tri de petite capacité  
Provider de courrier ou 
de documents  
Casiers de destination  
 (b) Machine de tri de grande capacité  
Interface de vision 
par ordinateur   
Tableau électronique de 
commande   
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1.2.3 Les principaux modules informatiques d’un système de tri 
 
Les systèmes de tri de document et de courrier d’entreprises cou-
vrent aujourd’hui toute la chaîne associée à la vision industrielle depuis la 
phase de l’acquisition jusqu’à la phase de prise de décision de tri en passant 
par les traitements et les analyses spécifiques de chaque solution. Nous 
montrons ci-dessous un exemple d’architecture informatique des systèmes 
de tri de documents et de courriers d’entreprise qui se compose de cinq 
modules (voir figure 1.5).  
Cette architecture a été choisie car elle synthétise l’ensemble des 
mécanismes intervenant sur une chaîne de tri. Elle est également exem-
plaire car elle repose sur la grande linéarité des processus qui lui est inhé-
rente. 
 
PC Vision : Le PC Vision récupère l’image transmise par la camé-
ra CCD linéaire sur un port Ethernet Giga Bit. Après traitement (binarisa-
tion, extraction de la structure physique), l’image optimisée est communi-
quée au PC OCR et au serveur de vidéo-codage depuis l’autre port 
Ethernet. La fonction d’acquisition d’image implémente le protocole de 
communication avec la caméra CDD. En parallèle de l’acquisition d’image, 
le module de compression comprime l’image au taux permettant la visuali-
sation et le stockage. Les normes de compression les plus couramment uti-
lisées sont le format TIFF et la compression CCITT T6 pour les images bi-
naires, la compression JPEG pour les images en niveaux de gris alors que 
des principes de compression plus récents, tels que DjVu [BOT00], restent 
confidentiels. En parallèle de l’acquisition d’image, le système binarise 
puis il localise la zone d’intérêt (adresse). Cette opération est couplée à la 
segmentation en ligne du bloc adresse. Chaque ligne du bloc adresse est 
nettoyée, redressée. En fin la zone d’intérêt (adresse) ainsi que les positions 
des lignes de texte sont envoyées vers le PC OCR. 
 
PC OCR : Le PC OCR reçoit l’image traitée par le PC Vision sur 
un port Ethernet. Chaque ligne du bloc adresse est transmise aux fonctions 
de reconnaissance de caractère spécialement paramétrées pour lecture du 
code postal et de la ville. Sur chaque réponse acceptable du traitement OCR 
(Découverte d’un code postal et d’une ville), une analyse sémantique du 
compte rendu est réalisée afin d’associer le code postal et la ville. A la fin 
de l’analyse de la zone d’adresse, un compte rendu est retourné au PC Vi-
sion pour qu’une décision sur la destination de l’objet soit prise. 
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Serveur Vidéo-codage : Le serveur Vidéo-codage reçoit l’image 
optimisée par le PC Vision sur un port Ethernet. En fonction de 
l’occupation de la station de vidéo-codage, le serveur Vidéo-codage trans-
met les images à vidéo-coder. Si aucune destination n’est trouvée l’image 
de l’objet est disponible pour la saisie assistée par l’image. Une fois que 
l’image est réalisée, un compte rendu est retourné au PC Vision pour 
qu’une décision sur la destination de l’objet soit prise. 
 
Station Vidéo-codage : La station Vidéo-codage reçoit l’image 
optimisée par le serveur Vidéo-codage sur un port Ethernet. Chaque station 
de vidéo-codage permet l’encodage d’une destination ou d’une information 
suffisante pour qu’une décision soit prise sur la destination de l’objet reje-
té. Depuis l’interface opérateur de la station de vidéo-codage, il est possible 
de réaliser les opérations de saisies assistées et de consultation d’image. 
Diverses fonctions d’affichage sont disponibles pour permettre à 
l’utilisateur de déchiffrer l’adresse de destination de l’objet (zoom, rota-
tion, amélioration de contraste). Toutes ces fonctions sont accessibles de-
puis le clavier sous forme de combinaisons de touches programmables. Un 
espace de saisie permet l’encodage du code postal ou de la ville (Assistance 
d’un dictionnaire). 
 
Contrôle commande trieur : Système en charge du pilotage du 
trieur. 
 
Figure 1.5 : Architecture informatique générale des systèmes de tri de  




Chaîne de tri 
Éclairage 





Contrôle Commande Trieur  
Switch 
Courrier ou documents à 
trier 
Tapis roulant 
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1.3 Systèmes de tri : de l’acquisition à la 
décision 
 
1.3.1 Linéarité des processus d’analyse et de reconnaissance 
 
Un système de vision industrielle pour le tri automatique de cour-
rier et de documents fonctionne en trois phases. Parmi elles, on distingue :  
1) l'acquisition,  
2) le traitement, l'analyse, la localisation et la reconnaissance de 
contenu des images de documents (phase très importante sur laquelle va 
porter notre étude), 
3) la reconnaissance optique, l’interprétation contextuelle et la dé-
cision de tri. 
 
A l’issue de ces trois phases les documents à trier sont acheminés 




Figure 1.6 : Les trois phases d’un système de vision industrielle dans une chaîne 
de tri automatique de documents et de courrier. 
 
La particularité de ces architectures repose sur leur très grande li-
néarité. Dans ce type d’architecture, les étapes d’extraction de la structure 
physique et la reconnaissance ne coopèrent pas (l’une précède l’autre). Les 
boucles de rétroaction, et la vérification de cohérence des résultats de re-
connaissance ne sont en principe que très peu exploitées. La figure 1.7 ci-
dessous synthétise la séquentialité des opérations engagées tout au long de 
la chaîne des traitements. 
 
 
  (1)Acquisition des images 
 
Courrier ou documents 
(2) Traitement et analyse 
 
Binarisation, extraction de la 
structure de l’image,  extraction 
des caractéristiques,  reconnais-
sance du type de document, locali-
sation de la zone d’intérêt.   
Tr
i
(3) Interprétation et décision 
 
Reconnaissance optique de la zone 
d’intérêt, correction et interprétation 
contextuelle de résultat basée sur un 
dictionnaire, et décision de tri.    
Tri dans divers casiers de destination   
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Figure 1.7 : Représentation de l’organisation linéaire des modules de traitement. 
 
L’acquisition des images est liée au matériel de capture, aux con-
ditions d’éclairage et à un ensemble de paramètres à calibrer. Ceux-ci né-
cessitent des connaissances métier très étendues et une véritable expérience 
de terrain pour garantir des prises de vues correctes minimisant l’impact du 
bruit (défaut d’éclairage, mauvais positionnement des images, défaut de ca-
drage…). Cette partie produit les supports images qui devront subir diffé-
rents niveaux de traitements pour conduire la reconnaissance des zones 
d’intérêt et fournir la décision de tri. La contribution des techniques 
d’analyse et d’interprétation des images est donc de la première importance 
dans un système de tri automatisé. 
 
Ces parties logicielles sont généralement conçues sous forme mo-
dulaire et de façon séquentielle. La figure ci-dessous illustre le principe gé-
néral d’une architecture de tri automatique de courriers. Les étapes dites de 
« bas niveau » correspondant à une extraction d’information brute sont gri-
sées sur la figure 1.8. Les étapes de reconnaissance (en encadré pointillé) 
regroupent les processus de lecture optique du texte de la zone d’intérêt et 
les corrections éventuelles des résultats de lecture par l’intermédiaire d’un 
dictionnaire. Elles aboutissent à la décision de tri permettant d’envoyer les 
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Figure 1.8. Architecture modulaire d’un système de tri de courriers. 
 
 
1.3.2 L’acquisition des images de courriers 
 
La phase d’acquisition de l’image de courrier ou des documents à 
trier est importante dans un système de tri automatique. Il s'agit d'une étape 
importante car, bien réalisée, l'acquisition permet de simplifier les étapes 
de traitement et d'analyse. Les choix de l’éclairage, de l’optique, de la ca-
méra linaire CCD1 à haute vitesse et de la carte d'acquisition sont cruciaux 
pour cette étape. L’étape d’acquisition est fortement dépendante des per-
formances et de la rapidité des composants électroniques. A ce jour, les 
technologies inhérentes à cette étape sont bien connues. Nous ne rentrerons 
pas dans les détails techniques de ces éléments. 
L'éclairage est important car il permet de fiabiliser et de simplifier 
le traitement et l'analyse (plus il est optimisé, plus l’analyse est facile). 
Ainsi, le choix du spectre permet d'optimiser le contraste dans les images 
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d'autres paramètres interviennent : la puissance, la géométrie, etc. De plus, 
un éclairage mal choisi peut causer beaucoup de dégradations sur l’image 
(reflets, interférences, ombres, faible dynamique…). Les caractéristiques de 
la source lumineuse (longueur d’onde, direction, distribution spatiale) sont 
choisies en fonction de la surface de l’objet à trier (structure, transparence, 
couleur,…), ainsi que des caractéristiques de la caméra (qualité de 
l’optique, ouverture, sensibilité du capteur, gain, vitesse d’obturation,…). 
La définition d’un mode d’éclairage nécessite la définition du champ de vi-
sion ; le niveau de réflectivité de l’objet ; la géométrie de la surface en ar-
rière plan. L'éclairage doit en premier lieu avoir les caractéristiques sui-
vantes : luminance et chrominance stables au cours du temps et être 
homogène sur tout le champ de vision. On dispose d’une variété importante 
de sources lumineuses : éclairage incandescent, éclairage halogène 
(l’intensité lumineuse est quasiment constante, généralement n’est pas utili-
sé comme éclairage direct, mais plutôt comme source lumineuse pour des 
fibres optiques), lampes à arc, diodes électroluminescentes (elles sont 
fiables et de faible encombrement, sont souvent arrangées en matrices ou 
en anneaux ou associées à des fibres optiques), fibre optique (fournissent 
des éclairages très localisés et permettent d’ajuster précisément la distribu-
tion angulaire de l’intensité lumineuse aux besoins), éclairage strobosco-
pique (adapté aux scènes à mouvements rapides). 
 
                               
 
Figure 1.9 : Les composantes de l’acquisition. 
 
L’optique est un objectif qui comporte un système de lentille et un 
ou plusieurs diaphragmes. Il contrôle la quantité de lumière qui va atteindre 
le capteur, ainsi que la profondeur de champ : une petite ouverture donne 
une grande profondeur de champ, mais aussi des effets de diffraction, une 
Éclairage  
Caméra linéaire CCD Carte d’acquisition 
Système de traitement et d’analyse 
Optique 
Enveloppe à trier 
Automatiquement 
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grande ouverture donne des images floues pour les objets non plans (faible 
profondeur de champ). Les critères de choix d'un objectif sont : sa distance 
focale (liée au grossissement) ; son angle de champ ; son ouverture, qui ca-
ractérise la luminosité de l'objectif ; sa qualité (aberrations géométriques et 
chromatiques). 
Le capteur : Une fois l'éclairage pris en charge, le capteur peut 
être choisi. Trois grands critères interviennent : sa nature (qui détermine sa 
sensibilité dans les différentes zones du spectre), son type (linéaire est plus 
adapté au tri que matriciel) et sa couleur (binaire ou en niveau de gris). Une 
caméra est dite linéaire lorsque son capteur CCD a une dimension de 1×n 
capteurs. Attention. Certaines caméras linéaires ont jusqu'à 96 lignes de 
pixels parallèles et somment les pixels dans le but d'obtenir une meilleur 
sensibilité et un meilleur rapport signal / bruit. Les caméras linéaires sont 
largement utilisées en vision industrielle et, plus particulièrement, en tri au-
tomatique de courriers et de documents. Elles permettent l'acquisition ligne 
par ligne d'une enveloppe ou d’un document (défilant séquentiellement de-
vant la caméra sur une bande transporteuse de chaîne de tri). L’avantage de 
ces caméras linéaires par rapport aux caméras matricielles, c’est qu’elles 
permettent d’une part d'acquérir une image ayant une luminosité homogène 
et d’autre part de réaliser des images de grande taille (de grande résolution) 
pour un coût réduit. La résolution des capteurs est de 300 dpi (respectant le 
compromis vitesse-mémoire-précision), le plus souvent en niveau de gris. 
L’installation de la caméra doit respecter les critères suivants :  
- elle sera correctement calibrée sinon des lignes de pixels sombres 
apparaissent, 
- elle doit être fixée à une distance adéquate par rapport à l’objet à 
capter selon sa taille et selon l’optique utilisée, 
- la caméra doit avoir une grande vitesse d’acquisition (le nombre 
de plis triés par minute est une unité de mesure de qualité),  
- l’éclairage doit être relativement important car le temps d'exposi-
tion est court, 
- la caméra doit être bien synchronisée en fonction de la vitesse de 
déplacement de la chaîne transporteuse qui véhicule les objets. Un système 
de déclenchement à grande précision des prises de vue pour chaque ligne 
doit être utilisé, 
Pour améliorer le service de tri, il est indispensable d’améliorer la 
deuxième phase du système de vision : la phase de traitement et d’analyse. 
Cette phase constitue une étape logicielle toujours perfectible et sur la-
quelle reposent principalement les performances temps réel. Ces traite-
ments s’amorcent généralement par des opérations d’amélioration de la 
qualité des images lorsque c’est nécessaire (redressement, suppression du 
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bruit…) afin de conforter la réussite des techniques de lecture optique 
(OCR). Ils s’accompagnent également de modules d’extraction de régions 
d’intérêt et de caractérisations des contenus pour pouvoir mieux les locali-
ser et les identifier. Une connaissance complète des contenus est finalement 
nécessaire pour fournir la décision finale de tri : ce stade de reconnaissance 
correspond à la troisième phase du système (voir figure 1.6). 
 
1.3.3 L’analyse des contenus avant lecture optique (OCR)  
 
La seconde phase d’un système de vision industrielle est considé-
rée comme le passage obligatoire qui relie l’acquisition à la décision de tri. 
Elle porte sur plusieurs niveaux de traitements et d’analyse qui, comme 
nous l’avons souligné, elle exerce une grande influence sur la vitesse et les 
performances du système pris dans son ensemble. Ces étapes seront détail-
lées dans les chapitres 2 et 3 à travers la présentation des différentes ap-
proches d’analyse existantes dans la littérature du domaine. La contribution 
principale de cette thèse s’inscrit précisément dans ce contexte. Nous avons 
donc choisi de présenter ici les définitions essentielles et qualitatives rela-
tives à ces mécanismes permettant de faire la distinction entre les prétrai-
tements, la caractérisation et l’analyse des contenus, et les phases décision-
nelles et de reconnaissance. Les contenus seront présentés selon deux 
points de vue :  
- leur nature qu’elle soit textuelle ou graphique, impliquant des ca-
ractéristiques physiques et des spécificités propres aux cas des images de 
courriers  
- leur organisation sur la page qui nous conduit à considérer les di-
verses notions de structures inhérentes aux documents (physique, fonction-
nelle, logique) 
 
1.3.3.1 Spécificité des éléments de contenus des courriers d’entreprise 
Les documents d’entreprise et plus spécifiquement les courriers 
ont des contenus très spécifiques où se mêlent les données textuelles en pe-
tit nombre (adresse de destination, parfois adresse de l’expéditeur, données 
publicitaires…) et les données graphiques (logos, tampons, vignettes et il-
lustrations). Une particularité de ces documents est qu’ils contiennent tout 
à la fois des données imprimées et manuscrites. Dans la catégorie des do-
cuments (courriers) manuscrits, on distingue les manuscrits réguliers con-
traints (enveloppes précasées où l’écriture est guidée pour les adresses de 
courrier) des manuscrits irréguliers où la zone d’adresse peut apparaître un 
peu n’importe où. Indépendamment de la régularité de l’écriture, on tient 
compte de la difficulté supplémentaire apportée par le grand nombre de 
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scripteurs différents. Même si le vocabulaire est contraint et naturellement 
limité sur ce type de documents, c’est avant tout la variabilité des styles 
d’écritures et des mises en pages qui importent. Pour les courriers impri-
més, c’est sans doute la richesse des styles typographiques et des polices de 
caractères employés qui constitue la principale caractéristique. Les docu-
ments mixtes, englobant à la fois de l’imprimé et du manuscrit, nécessitent 
des prétraitements pour différencier les différents types de texte et y adap-
ter les modèles de segmentation. 
Parallèlement à la nature hétérogène des contenus, les courriers 
d’entreprise possèdent des mises en page de complexité variable. Ces cour-
riers sont, comme nous l’avons signalé, des documents composites incluant 
à la fois du texte et des images. La capture de l’organisation spatiale de ces 
informations sur la page est nécessaire à l’interprétation reconnaissance des 
structures. Et à ce stade il est nécessaire de disposer des informations de 
qualité optimale (en termes de reproduction et de quantité d’informations, 
donc de résolution) pour conduire une analyse pertinente. La résolution de 
l’image est un facteur important qui doit favoriser une séparation correcte 
des différentes composantes de l’image quand elle est déjà binaire. Dans les 
systèmes de vision actuelle, l’acquisition se réalise en niveaux de gris auto-
risant du même coup des résolutions plus faibles et donc des volumes de 
stockages plus petits. Même avec une résolution très élevée, une image déjà 
binarisée n’offre pas toujours suffisamment d’informations pour pouvoir 
séparer les objets différents qui se sont connectés. En revanche, 
l’information sur les nuances de gris permet d’améliorer la segmentation 
des images, même en basse et moyenne résolution. Enfin, la qualité des 
images en termes de bruit (perturbation du signal d’entrée dans la chaîne 
d’acquisition) et de qualité du support lui-même (tâches, déchirures, incli-
naison du papier, etc.) est un facteur important à prendre en considération 
dans les performances d’une chaîne d’extraction des structures. 
 
1.3.3.2 Les différents niveaux de structuration des contenus 
Un document peut-être vu comme une disposition aléatoire d'ob-
jets graphiques et textuels de toutes sortes qui se manifestent sur 3 niveaux 
de structure selon Doermann dans [DOE98] qui propose une distinction 
fine entre les trois niveaux de structures suivants : la structure physique, la 
structure fonctionnelle intermédiaire et en fin la structure logique. 
 
La structure physique : La structure physique d’un document se 
manifeste sur le plan matériel par la mise en page, correspond à 
l’organisation du document en regroupements de blocs géométriques, qu’ils 
soient textuels ou non. L’extraction de ces blocs constituant la structure 
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physique du document est appelée segmentation. Cette étape de traitement 
permet en particulier de séparer le texte des images. Elle permet ensuite de 
segmenter le texte selon des critères de proximité et d’alignement, en blocs 
de différents niveaux caractères, mots, lignes, etc. 
La structure fonctionnelle : La structure fonctionnelle exprime la 
correspondance entre composants physiques et entités logiques. Le but est 
de représenter la manière dont le document transmet son contenu au lec-
teur. C’est à ce niveau que le lecteur peut identifier un bloc situé dans le 
tiers supérieur du document. C’est non seulement la localisation spatiale du 
bloc (niveau physique) qui est informative mais le type de contenu (niveau 
sémantique) qui permet une description fonctionnelle des éléments ; la po-
sition des éléments les uns par rapport aux autres attribue des priorités dans 
la capture de l’information. En particulier, certains documents administra-
tifs possèdent des structures très spécifiques (localisation normalisée de 
l’adresse expéditeur, de l’adresse destinataire, de l’objet, de la date) qui 
rendent la structure fonctionnelle complètement dépendante de 
l’organisation physique des éléments.  
La structure logique : La structure logique décrit l'organisation 
hiérarchique du texte contenu dans un document au moyen d'entités lo-
giques telles que les titres, les notes, les citations, les montants, les numé-
ros de téléphone, les codes à barres, les tableaux, les cellules ou les gra-
phiques. Les entités logiques sont des concepts servant à structurer le 
message de l'auteur ; en retour, elles servent de repères au lecteur. Cette 
abstraction offre l'avantage de rendre la description du texte contenu dans 
un document indépendant de tout support physique.  
Dans le cas précis des courriers d’entreprise, si on considère un 
bloc de texte se trouvant en haut droite d’une enveloppe, sa position, ses 
dimensions ou encore ses propriétés géométriques constituent ses caracté-
ristiques au niveau physique. Celles-ci permettent de lui donner, indépen-
damment de format de l’enveloppe considérée, une description fonction-
nelle et une visibilité particulière au sein de la page. Quant à 
l’interprétation logique, elle permettrait par exemple de préciser qu’il s’agit 
d’un bloc représentant les « Frais d'affranchissement du courrier » que l’on 
trouve généralement en ces endroits.  
 
1.3.3.3 Quels mécanismes et traitements à engager ?  
 
Dans cette partie nous allons distinguer les différents mécanismes 
nécessaires au traitement (au sens large) des images de courriers. Nous fe-
rons la différence entre les notions de prétraitement, d’analyse et de recon-
naissance des contenus. 
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Le prétraitement regroupe un ensemble de transformations, dont 
le but est d’améliorer la qualité de l'image de document et de la préparer à 
l’analyse. Les opérations de prétraitement sont relatives au redressement de 
l'image, à la suppression du bruit et de l'information redondante, à 
l’amélioration de contraste, à l’augmentation des caractéristiques de l'objet 
contenant les informations souhaitées et enfin à la sélection des couches de 
traitement utiles par binarisation. 
L’analyse a pour but l'extraction de l'information caractéristique 
contenue dans une image de document. Elle regroupe les étapes prépara-
toires de segmentation (l’extraction des connexités, extraction de la struc-
ture physique de documents), d’extraction des caractéristiques. L’objectif 
de ces premières étapes est de décrire l’importante quantité d’informations 
contenues dans l’image de document en recherchant des indices visuels ou 
des primitives pertinentes permettant de la représenter sous une forme plus 
condensée et facilement exploitable. La performance des systèmes de vi-
sion artificielle est tributaire de la qualité de cette représentation. Les diffé-
rents types de primitives peuvent être définis. On les regroupe générale-
ment sous les dénominations de primitives structurelles, géométriques, 
statistiques, ou basées sur des transformations globales, comme les corréla-
tions par exemple. 
La reconnaissance de contenu liée à la nature des documents a 
pour but de localiser et identifier la zone d’intérêt nécessaire au tri, elle 
conduit le plus souvent à l'extraction de la structure logique et à la recon-
naissance optique du texte. Cette étape regroupe toutes les opérations de 
classification de contenu (séparation texte non texte, imprimé /manuscrit), 
la localisation des zones d’intérêt porteuse de l’information nécessaire au 
tri (blocs adresses, numéros de série, codes…), la détection de lignes de ca-
ractères à reconnaître par l’OCR, la reconnaissance automatique de type de 
documents. Le niveau de complexité de la reconnaissance dépend de diffé-
rents paramètres dont la nature des documents à trier et leur structure qui 
doivent être déterminées à partir d’une extraction de primitives adaptées 
aux contenus. Le choix des primitives est très important car ce sont elles 
qui conditionnent les décisions et interprétations. Une revue des caractéris-
tiques généralement recherchées sur les images de documents pour satis-
faire une reconnaissance de contenu sera présentée au chapitre 3. 
 
Selon la nature des documents rencontrés, les approches de recon-
naissance mises en jeu peuvent être très différentes. Il est donc très impor-
tant de connaître, au préalable, la catégorie du document sur lequel repose-
ra l’analyse. Les documents d’entreprise peuvent en effet revêtir des formes 
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extrêmement diverses (formulaires, colis, courrier postal, courrier 
d’entreprises entrant ou sortant, etc.) et peuvent être caractérisés de façon 
assez variable suivant la finalité recherchée. De plus, il est bien souvent in-
dispensable de disposer de connaissances spécifiques, telles que des infor-
mations portant sur le contenu sémantique du document, ou encore des in-
formations liées à la présentation du document qui apportent des 
renseignements supplémentaires pouvant servir à sa lecture. L’information 
de mise en page constitue en particulier une donnée importante pour une 
bonne localisation de la zone d’intérêt (le bloc adresse) et contient des ren-
seignements précieux sur les données typographiques et la répartition spa-
tiale des zones de texte. Ces connaissances pourront également servir à en-
richir un modèle d’apprentissage pour une classification supervisée des 
documents par exemple. Du point de vue de l’analyse d’images, le nôtre, 
l’ensemble de ces connaissances peut servir de repère dans le choix des fa-
milles d’algorithmes de segmentation ou de reconnaissance à utiliser. 
 
1.3.4 Les mécanismes de lecture optique  
 
Les mécanismes de lecture optique des zones de texte sont sans 
doute les plus déterminants dans un système de tri. Les moteurs de recon-
naissance sont généralement présentés comme des boîtes noires rendues 
inaccessibles pour des raisons évidentes de confidentialité industrielle. Ces 
moteurs atteignent la plupart du temps des taux de reconnaissance très éle-
vés et même les erreurs de reconnaissances commises peuvent être suppri-
mées par l’utilisation de corrections contextuelles basées sur les diction-
naires embarqués. La plus grande partie des rejets de courrier a une cause 
externe à ces moteurs, elle est liée à un dysfonctionnement d’un niveau de 
traitement amont ou d’un problème d’acquisition. Ainsi, on conçoit mieux 
que l’amélioration des performances et l’augmentation de la vitesse des 
systèmes de tri sont à étudier au niveau des étapes de traitement et 
d’analyse. Nous avons donc fait le choix de n’évoquer que les principes gé-
néraux de moteurs de reconnaissance optique (OCR, ICR…) sans en détail-
ler les mécanismes sous-jacents, la plupart du temps confidentiels. 
La reconnaissance optique de texte des zones d’intérêt est la tech-
nique qui permet de transformer un texte imprimé ou manuscrit (en mode 
analogique) en un texte numérique, composé de caractères ASCII, et non 
plus de pixels (texte analogique). Il s’agit donc de la phase complémentaire 
à celle de localisation de la zone d’intérêt (forcément obligatoire). Il est 
évident qu’un texte manuscrit aura un taux de reconnaissance très faible, 
même s’il est très bien écrit. Les systèmes de reconnaissance optique de 
texte ont acquis aussi de l’intelligence artificielle en ayant d’une part des 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





dictionnaires syntaxiques et grammaticaux qui contrôlent la cohérence de 
leur lecture, et d’autre part la possibilité d’exploitation des typographies 
qu’ils lisent fréquemment. Ces moteurs seront donc d’autant plus efficaces 
qu’ils liront un grand nombre de documents typographiés de façon iden-
tique, après une certaine période d’apprentissage.  
 
Il faut garder à l'esprit qu'une reconnaissance à 99% représente 
environ une erreur de lecture de caractères sur 3 ou 4 zones d’adresse. L'ar-
ticle de [MOR92] contient une très bonne présentation historique de l'OCR. 
Il signale que le premier brevet sur ce concept est allemand et date de 1929. 
La première machine commercialisée (UNIVAC I) a été installée au bureau 
des statistiques américaines en 1951. L’OCR est utilisé dans les applica-
tions postales depuis 1970. Aujourd’hui, et malgré d'énormes progrès, on 
ne peut toujours pas clore la question de la lecture omni-texte. L'utilisateur 
d'un système OCR multi-police qui différencie certains styles (gras italique, 
souligné) et restitue des mises en page, ne sera pas forcément gêné par les 
limitations actuelles. Les performances vont évidemment dépendre aussi de 
la qualité du document. Comme les performances des meilleurs OCR sont 
très proches sur les documents de bonne qualité, c'est sur des documents 
dégradés que l'enjeu est le plus grand. 
 
1.3.4.1 La reconnaissance des caractères imprimés par OCR
2
  
La reconnaissance des caractères imprimés [MOR92], [NAG92], 
[SRI95] est une technique aboutie dès lors qu'elle s'applique à des cas 
simples correspondant à des fontes connues, si possible à espacement fixe 
et sans ligature, imprimées avec une qualité satisfaisante. Sous ces condi-
tions favorables, des taux de reconnaissance individuelle de plus de 99,9 % 
peuvent être atteints. Dès que l'une ou l'autre de ces conditions n'est pas 
remplie, cette reconnaissance peut s'avérer difficile : il faut pouvoir séparer 
les caractères jointifs, reconnaître des caractères individuels déformés. Les 
techniques de segmentation / reconnaissance sont alors incontournables. 
Elles permettent, au moyen d'une boucle de rétroaction, de mener de pair la 
segmentation et la reconnaissance des caractères en vérifiant des hypo-







2. OCR : Optical Character Recognition. 
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1.3.4.2 La reconnaissance intelligente des caractères ICR
3
  
 La reconnaissance intelligente de caractères connue sous l'acro-
nyme ICR s'adresse essentiellement aux écritures manuscrites, voire aux 
textes imprimés très dégradés. Cette technologie a un mécanisme d'appren-
tissage de nouveaux caractères qui permet au moteur d'ICR d'améliorer les 
performances lors des reconnaissances qui suivent. Autrement dit, si un ca-
ractère manuscrit qui représente un caractère "V" est identifié difficilement, 
il sera possible d'apprendre au moteur ICR qu'il s'agit d'un "V". Lorsque de 
nouveau une matrice représentant potentiellement un "V" se présentera, le 
système utilisera sa base de caractères enrichie par apprentissage pour en 
déduire que la matrice correspond au caractère "V". Ce cas est le plus fré-
quent dans les applications industrielles, notamment celles de traitement de 
formulaires. L'ICR est également associé à des règles permettant au moteur 
de prendre des décisions en cas de doute.  
 
Les techniques de reconnaissance des caractères les plus souvent 
employées dans les applications industrielles se décomposent en deux 
étapes essentielles :  
 
1) une étape d'extraction de caractéristiques invariantes au chan-
gement de styles et de typographie. Les techniques d'extraction de caracté-
ristiques sont variées et généralement empiriques [TRI96]. Beaucoup cons-
tituent le savoir-faire caché et protégé des industriels. 
 
2) une étape de classification automatique de signes à reconnaître 
dans les différentes classes possibles (chiffres, lettres). Les techniques re-
lèvent souvent d’approches de type connexionniste ou neuronal comme la 
méthode de perceptron multicouche qui permet un apprentissage automa-
tique par classification à partir d'exemples. Récemment, la technique des 
machines à vecteur support [VUU03] a bénéficié d’un essor rapide en of-
frant un apprentissage incrémental automatique (des nouveaux exemples 
peuvent être intégrés à l'apprentissage sans reconduire celui-ci en totalité). 
De nos jours, les applications industrielles font coopérer plusieurs moteurs 
de reconnaissance pour reconnaître une même forme. Cette approche de re-
connaissance repose sur l'idée que plusieurs moteurs développés indépen-
damment présentent des caractéristiques complémentaires, et peuvent donc 




3. ICR : Intelligent Character Recognition. 
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techniques de combinaison de classificateurs ont été employées à cet effet 
[RAH03] [BEL03]. 
 
Pour des raisons pratiques (temps de calcul, nombre d'exemples à 
fournir avec les classes de références), les moteurs de reconnaissance in-
dustriels ont une capacité limitée qui interdit toute progression de leurs per-
formances au-delà d'une certaine quantité d'exemples. 
 
1.3.4.3 La reconnaissance de l'écriture non contrainte 
Ces méthodes sont appliquées pour reconnaître des mots manus-
crits et des écritures cursives utilisant des modèles de Markov cachés 
(HMM), elles s’adressent notamment aux applications de vocabulaire res-
treint (reconnaissance des adresses postales). Les performances de ces mé-
thodes dépendent naturellement de la taille du dictionnaire utilisé. Pour un 
dictionnaire de taille 1000 communes, plus de 90 % des mots manuscrits 
sont reconnus correctement (le reste est erroné) [GIL95]. 
 
1.3.4.4 La correction des erreurs de lecture optique des caractères 
Durant la lecture optique des caractères on peut rencontrer princi-
palement quatre types d'erreur : 
1) Une confusion, en remplaçant un caractère par un autre, si les 
caractères ont des formes quasi similaires (par exemple : « o, 0 », « c, ( », « 
n, h », « s, 5 », « 1, I, l ») ou les lettres sont accentuées. 
2) Une suppression, en ignorant un caractère, considéré comme un 
bruit de l'image,  
3) Un rejet, en refusant un caractère soit parce qu'il n'est pas con-
nu par le système, soit parce que le système n'est pas sûr de sa reconnais-
sance ; dans ce cas, le système propose un caractère spécial, en général le ~ 
car celui-ci apparaît rarement dans les documents papier.  
4) Un ajout, en dédoublant un caractère par deux autres dont la 
morphologie de leurs formes accolées peut être proche du caractère (par 
exemple : « m, rn», « d,cl », « w,vv »). 
 La correction des erreurs de lecture optique des caractères, appe-
lées aussi (post-traitement ou correction contextuelle), cette opération est 
effectuée quand le processus de reconnaissance aboutit à la génération 
d'une liste de lettres ou de mots possibles, éventuellement classés par ordre 
décroissant de vraisemblance. Le but principal est d'améliorer le taux de re-
connaissance en faisant des corrections orthographiques ou morphologiques 
à l'aide des probabilités d’occurrence de bi-gramme, de tri-gramme ou de n-
grammes tiré de dictionnaires (liste des noms de villes, noms de rues, codes 
postaux...). De plus, chaque caractère corrigé pourra être retenu dans une 
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base de données. Ainsi, la base de données sera de plus en plus complète et 
on arrivera, à terme, à un OCR ayant des résultats de très bonne facture 
[HOC93] [GEN99] [BEN99] [KLA02] [STR03] [TAG04] [RIN05]. 
 
1.3.5 Les limites des systèmes actuels de vision 
 
Les architectures logicielles existantes dans le domaine du tri de 
courrier sont essentiellement linéaires. Les limites atteintes par les sys-
tèmes de vision actuels sont dues à cette organisation du traitement de 
l’information (figure 1.7). Les temps de traitement, le taux de rejet et le 
taux d’erreur des systèmes industriels sont élevés à cause de 
l’indépendance des processus engagés dans la reconnaissance.  
Cette séparation des processus est adaptée à la répartition des 
tâches sur plusieurs ordinateurs connectés, mais l’échec d’une seule étape 
du processus conduit irrémédiablement le système à rejeter ou bien à com-
mettre une erreur d’interprétation. Certains travaux font déjà référence à 
des architectures plus avancées. [MIL96] propose un système multi-agents 
pour l’échange des données et la collaboration entre les différents modules 
d’acquisition et de reconnaissance. [SRI97] décrit une architecture coopéra-
tive des différents modules pour reconnaître les adresses et les codes pos-
taux. [LU99] décrit une approche probabiliste pour combiner la localisa-
tion, la segmentation et la reconnaissance. Enfin, [ZHO02] décrit une 
segmentation en mots dirigée par l’étage de la reconnaissance. 
 
1.4 Conclusion  
 
L’efficacité du tri dépend pour une grande part de la facilité 
d’accès à l’information. Pour répondre à cet enjeu, les processus industriels 
mis en œuvre proposent des solutions dédiées à la capture, à l’identification 
automatique des documents entrants sur la chaîne de tri. Courriers, factures, 
commandes, chèques, contrats, formulaires, candidatures, publicités, sont 
autant de documents qui une fois scannés sont identifiés de manière auto-
matique pour définir leurs destinataires.  
Il devient ainsi primordial, au sein d’une telle hétérogénéité de 
contenus, de déterminer le meilleur scénario d’enchaînement des technolo-
gies (voting process) qui doivent être complémentaires et adaptables aux 
caractéristiques du flux documentaire entrant. Cette stratégie actuellement 
mise en œuvre par certains industriels soucieux de performances et de rapi-
dité, doit permettre de faire coopérer tout un ensemble de technologies, afin 
de générer le meilleur diagnostic d’identification.  
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A ce jour, nous pouvons faire le constat que la majorité des tech-
nologies d’identification est encore régie par un fonctionnement très li-
néaire et séquentiel n’exploitant que très rarement une coopération inter-
processus pourtant très prometteuse et trop peu souvent les ressources d’un 
fonctionnement en apprentissage automatique. Apprendre seul les nouveaux 
documents sur la seule base d’échantillons d’apprentissage mis à la disposi-
tion du système semble pourtant une voie ouverte très intéressante. Et c’est 
celle que nous avons choisi d’explorer. Les performances du système sont 
donc directement liées à la combinaison et la complémentarité d’approches 
technologiques et de ressources logicielles diverses, du niveau le plus bas 
(extraction de caractéristiques de présentation et de contenu) aux niveaux 
les plus élevés (reconnaissance de forme, recherche de régions d’intérêt lo-
calisées, analyse et interprétation du contenu…). La prise de décision issue 
d’une plus grande diversité de technologies (d’un bout à l’autre de la 
chaîne : de la binarisation à la reconnaissance) organisées en une véritable 
coopération de modules devraient permettre de multiplier les chances de 
succès de l’identification et donc d’augmenter sensiblement les taux 
d’automatisation du tri du courrier. Nous avons choisi de nous inscrire dans 
une telle voie. Voici donc, dans les chapitres suivants, la démonstration que 
nous proposons. 
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Les systèmes de tri automatique de documents et de courriers 
d’entreprises exigent des algorithmes efficaces et rapides à toutes les étapes 
de traitements bas niveau ; c’est la condition nécessaire pour pouvoir abor-
der ensuite l’analyse fine et la reconnaissance des contenus.  
Comme nous l’avons vu au premier chapitre, ces systèmes se 
composent de différents modules qui s’exécutent séquentiellement. Des al-
gorithmes non optimisés conduisent alors à une accumulation de temps 
perdu non acceptable par ce type de systèmes. De même, le manque de pré-
cision d’un module du système pouvait entraîner, en cascade, des erreurs de 
décision ou des taux de rejet importants. 
Nous allons donc rappeler les principales approches existant dans 
la littérature pour chaque module d’une chaîne de tri et argumenter les rai-
sons de leurs imprécisions ou lenteurs. 
Nous présenterons tout d’abord les différents mécanismes de bina-
risation,qui constitue généralement la première étape de segmentation de ce 
type de systèmes. Très peu d’approches « sans binarisation » ont réellement 
pu voir le jour ces dernières années en raison de l’augmentation non négli-
geable des temps de traitement nécessaires à l’analyse des images en ni-
veaux de gris. Les mécanismes de binarisation sont généralement dévelop-
pés pour répondre aux besoins d’applications spécifiques : on trouve donc 
de nombreuses adaptations d’approches conventionnelles (Sauvola 
[SAU97], Niblack [NIB86]…) qui, comme nous le verrons, demeurent 
malheureusement inadaptées aux contraintes d’exécution temps réel. Avec 
des temps de calculs prohibitifs, une tendance accrue à la sur-segmentation 
des défauts et de la texture du support, les mécanismes usuels de binarisa-
tion présentent des faiblesses qu’il est indispensable de surmonter. Nous 
expliquerons les causes de ces insuffisances à travers la présentation de dif-
férentes approches globales de binarisation rapides et de différents méca-
nismes locaux plus adaptées aux changements locaux de contraste mais né-
cessitant plus de calculs et impliquant donc des temps plus importants.  
La binarisation est souvent suivie par une étape de détection des 
composantes connexes (notées CCs), étape préalable indispensable à une 
recherche de formes et de régions connexes. Elle est souvent présente lors-
qu’il faut regrouper des pixels connexes pour repérer rapidement les carac-
tères, les lignes, les blocs de texte ou toutes autres formes graphiques.  
L’accomplissement de cette tâche en temps réduit a fait l’objet de nom-
breuses études qu’on présentera dans la suite de ce chapitre. 
 Nous aborderons ensuite les mécanismes d’analyse de structures 
des documents qui sont généralement présentés sous la forme d’approches 
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ascendantes et descendantes. Nous montrerons en particulier qu’un grand 
nombre de méthodes de segmentation qui s’appliquent en temps réel sur des 
documents de type courriers et formulaires s’oriente vers la mise en place 
d’un mécanisme mixte (mi-ascendant / mi-descendant). Les méthodes des-
cendantes bien que rapides sont moins précises sur des documents de struc-
ture complexe ou variable, tandis que les méthodes ascendantes plus pré-
cises sont très consommatrices en temps de calcul. La coopération rendue 
nécessaire entre ces deux mécanismes a permis d’obtenir de bien meilleurs 
compromis temps / précision. A cela s’ajoute ces dernières années 
l’introduction de la multi-résolution (hiérarchie de décomposition) et des 
changements d’espace de représentation. 
Dans cette présentation de l’existant en matière de segmentation 
des images de documents, nous sommes partis de l’hypothèse forte que la 
reconnaissance du type de document, la séparation texte / non texte des 
zones de document ou encore la séparation manuscrits / imprimés peut être 
initiée par une segmentation grossière du document et peut ensuite per-
mettre d’aboutir à une segmentation plus fine des contenus. Comme nous 
l’avons déjà dit dans l’introduction générale, la reconnaissance et la seg-
mentation constituent deux tâches qui s’influencent mutuellement et dont 
les interactions permettent des améliorations considérables à la fois de la 
segmentation et de la reconnaissance. Nous avions déjà reformulé le para-
doxe de Sayre [Sayre73] comme suit « pour reconnaître une entité, il faut 
savoir la localiser, mais pour la localiser, il faut tout d’abord la recon-
naître». 
Dans la suite du chapitre, nous poursuivrons l’analyse des pre-
mières étapes de bas niveau par la présentation des mécanismes de sépara-
tion entre texte imprimé et texte manuscrit permettant de choisir l’OCR et 
d’activer les traitements appropriés. La littérature dans ce domaine regorge 
d’outils permettant de discriminer les deux types de texte.  Avant même de 
procéder à cette distinction, il est nécessaire de  procéder en une séparation 
entre entités textuelles et graphiques. Dans le cas des courriers ou des do-
cuments d’entreprise, la structure physique à extraire est souvent composée 
de deux couches distinctes : une couche textuelle qui comporte l'essentiel 
de l'information et une couche non textuelle qui peut contenir des gra-
phiques, des tableaux, du bruit, et d’autres informations additionnelles. 
Cette tâche représente une tâche centrale au sein des chaînes de tri automa-
tique de courriers et de documents d’entreprises car elle doit permettre un 
accès rapide à l’information nécessaire à la reconnaissance (adresse de des-
tination, codes, zones textuelles d’intérêt sur les formulaires et les docu-
ments bancaires).  
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L’ensemble des contributions citées dans ce chapitre sera finale-
ment argumenté afin de justifier nos choix et directions méthodologiques 
que les chapitres suivants détailleront et valideront. 
 
2.2 Binarisation des images des documents 
 
L’acquisition des images des documents et des courriers livrés 
s’effectue la plupart du temps en niveaux de gris. L’analyse par OCR qui 
constitue une étape clé dans le processus de tri de courrier nécessite une ré-
duction de la quantité d'informations passant par une étape préliminaire in-
contournable de binarisation qui, à elle seule, a un impact très fort sur les 
performances de toutes les étapes ultérieures de traitement automatique du 
document. Binariser une image, c'est convertir une image non adaptée en 
image binaire adaptée aux traitements ultérieurs (extraction des compo-
santes connexes, extraction de la structure, OCR). Cette étape est un pas-
sage irréversible d’une image en niveaux de gris en une image bimodale : 
elle facilite ainsi la classification entre le fond généralement blanc (arrière 
plan image du papier) et les objets noirs (traits, graphiques, caractères…).  
Le problème serait simple si le niveau de gris associé au fond était 
uniforme, si le niveau de gris associé aux objets l'était également, et enfin 
si ces niveaux de gris étaient suffisamment différents pour que, par compa-
raison avec un seuil supposé connu, on puisse étiqueter blanc tous les 
pixels de niveau de gris supérieur ou égal à ce seuil et noir tous les pixels 
de niveau de gris inférieur à ce même seuil. Dans la pratique, cette situation 
idéale ne se rencontre que très rarement. Les niveaux de gris associés au 
fond et aux objets présents sur l’image sont supposés être suffisamment dif-
férents pour qu’une bonne discrimination puisse être faite. Cependant, cette 
dichotomie n’est évidemment pas parfaite en raison de défauts d'éclairage 
ou de bruits introduits par le capteur lui-même. Par conséquent, un mauvais 
choix d’un seuil de binarisation peut détruire une grande part d'information 
utile contenue dans l'image en dégradant notamment la qualité des carac-
tères à reconnaître par l’OCR (figure 2.1), ces caractères peuvent ainsi être 
fragmentés ou fusionnés. 
                         
Figure 2. 1 : Effet de seuillage sur la qualité des caractères. 
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Figure 2. 2 : Résultat de la binarisation de différentes images par le même seuil 
S=120. 
 
Ainsi, une binarisation appliquée directement sur les images de 
documents dégradés introduit de nombreux artéfacts qui entraînent des er-
reurs dans les modules suivants d’analyse. Par conséquent, il est nécessaire 
d’appliquer des prétraitements de rehaussement du contraste, d’égalisation 
de l’histogramme et de réduction du bruit par filtrage afin d’améliorer la 
qualité de cette binarisation. Dans ce contexte on peut citer par exemple les 
travaux de  Ramponi, de Shan et de Fontanot [RAM93], [FON93], [SHA98] 
qui ont proposé des approches de filtrage quadratique pour améliorer la 
qualité des images de courrier pour la phase de binarisation (figure 2.3). 
 
 
Figure 2. 3 : Exemple d’image binaire (à gauche) sans prétraitement et à droite 
avec prétraitement (filtrage quadratique). 
                                    
Cette figure illustre le fait qu’une bonne binarisation doit être ca-
pable de conserver à la fois tous les caractères et les objets sans récupérer 
trop de bruit. Pour résoudre ce problème, nous avons pu relever un très 
grand nombre de travaux concernant la binarisation des documents. On dis-
tingue essentiellement trois catégories de méthodes selon la nature de seuil-
lage utilisé: les méthodes globales, les méthodes locales et les méthodes 
hybrides qui exploitent les deux approches précédentes. Si on désigne par P 
un pixel,  I(P) son niveau de gris et par B(P) le résultat d’un opérateur local 
agissant sur un voisinage V(P) du pixel P, le seuillage peut alors être asso-
cié à un opérateur TI (P, V, B). On parle alors de seuillage global si T ne 
dépend que de I(P), et de seuillage local si T dépend à la fois de I(P) et de 
V(P). Le seuillage hybride se définit alors par l’action conjuguée d’une 
analyse locale dans le voisinage d’un point et d’une analyse globale dans 
une région plus étendue autour de ce point (voir de l’image toute entière). 
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2.2.1 Les méthodes de seuillage global  
Les méthodes globales déterminent un seul seuil pour toute 
l’image en partant du point de vue que les objets doivent avoir une distribu-
tion des niveaux de gris relativement distincte de la partie fond. Dans ce 
cas, la recherche de seuil s'effectue par l’analyse de l'histogramme des ni-
veaux de gris et par la détermination d’un minimum local (voir figure 2.4). 
Les pixels ayant un niveau de gris inférieur au seuil sont mis en noir et les 
autres en blanc. 
 
Figure 2. 4 : Principe de la binarisation par seuillage globale. 
 
2.2.1.1 Approches basées sur la séparation de distribution  
La localisation du seuil de binarisation se fait par séparation des 
distributions des niveaux de gris de l’image toute entière. Celle-ci peut être 
réalisée par une séparation de deux gaussiennes qui modélisent 
l’histogramme ou à l'aide d'un critère de minimisation de la somme des 
inerties, associées aux deux classes (objets, fond), [COC95]. La célèbre 
méthode de Fisher [FIS58] consiste à modéliser l’histogramme bimodal des 
niveaux de gris d’une image par une somme pondérée de deux distributions 
gaussiennes et à localiser un seuil vu comme le séparateur des distributions. 
Pour cela, on utilise un critère de minimisation de la somme des inerties as-
sociées aux deux classes de niveau de gris (C1 et C2). Cela revient à trouver 
leurs bornes afin de minimiser l'inertie I donné par l’expression suivante : 
                        [ ] [ ]2 21 2
1 2
( ) ( ) ( ) ( )
k C k C
h k k G C h k k G C
∈ ∈
× − + × −∑ ∑   (2. 1) 
G : centre de gravité de la classe, k : niveau de gris, h (k): densité 
du niveau de gris k dans l'histogramme. Un développement de cette expres-
sion permet de formuler le problème en terme de maximisation d'une quan-
tité J : 
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∑ ∑    (2. 2) 
Le niveau de gris solution de cette maximisation correspond au 
seuil recherché permettant de distinguer les deux classes. D’autres mé-
thodes consistent à trouver un seuil en séparant l'histogramme en deux 




T(x,y)=255 si I(x,y)≥S 
T(x,y)=0    si I(x,y)<S 
 
Histogramme 
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chaque classe comme c’est le cas pour la méthode ISODATA, [COC95]. 
Une autre méthode très utilisée est celle des nuées dynamiques (K-means) 
qui consiste à affecter à chaque classe un pixel qui constituera son centre 
de gravité initial. Chaque pixel de l'image est ensuite affecté à la classe 
dont le centre de gravité est le plus proche. Les centres de gravité sont à 
nouveau calculés et le processus continue itérativement jusqu’à ce qu’il ait 
convergence. Le k-means peut aussi être soit global et appliqué directement 
à toute l’image soit local et appliqué à chaque fenêtre de l’image dont on 
choisit la taille [TRE04]. La sérialisation du k-means consiste à initialiser 
les centres de gravité de chaque fenêtre avec les centres de gravité finaux 
de la fenêtre précédente. La sérialisation donne des résultats très intéres-
sants mais est très consommatrice en termes de temps de calcul. Elle néces-
site de plus une initialisation des centres par l’utilisateur [LEY04]. 
 
2.2.1.2 Approches basées sur l’analyse discriminante  
Otsu [OTS78] formule le problème de la binarisation comme une 
analyse discriminante, pour laquelle il utilise une fonction critère particu-
lière comme mesure de séparation statistique. Des statistiques sont calcu-
lées pour les deux classes de valeurs d’intensité séparées par un seuil i. On 
calcule les statistiques pour chaque niveau d’intensité k, c’est-à-dire pour 
tous les seuils possibles. Dans le cadre de la binarisation par la méthode 
d’Otsu, la séparation s’effectue à partir de la moyenne et de la variance. On 
calcule donc : 
                             
1 1




i k h k et i h kµ ω
= =
= × =∑ ∑       (2. 3)                                   
Enfin, on calcule pour chaque valeur de k la valeur : 
                      [ ] [ ]22 ( ) ( ) 1 ( ) (255) ( ) ( ) 1...255S i i i i i iω ω µ ω µ= × − × × − =   (2. 4)                          
Le niveau qui maximise la fonction critère est retenu comme seuil 
de binarisation. Ainsi la valeur du seuil est obtenue pour i tel que S2(i) = 
max (S2) pour toute valeur de i variant de 1 à 255. Une variante de cette 
approche a été proposée par Tsai dans [TSA07] : elle consiste initialement 
à découper l’image récursivement en quadtree, et à appliquer ensuite un 
seuillage de type d’Otsu dans chaque bloc. Cette méthode s’adapte bien à la 
forme des tracés et permet de résoudre les problèmes liés à une distribution 
non uniforme de l’intensité lumineuse. L’inconvénient de cette approche 
est son coût calculatoire et le risque de générer des blocs entièrement noirs.  
 
2.2.1.3 Approches basées sur la notion d'entropie 
Ces méthodes sont basées sur l'optimisation d'une fonction critère, 
l'entropie dans ce cas [KAP85], [ESQ02] et [ZHU02].  
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2.2.1.4 Approches basées sur la transformation d'histogramme 
Dans ces approches, le seuil n'est pas sélectionné directement, 
mais après transformation de l'histogramme des niveaux de gris de l'image. 
Cette transformation a pour but d'élever les pics et d'abaisser les vallées, en 
associant à chaque pixel un poids dépendant de ses propriétés locales, ce 
qui permet de bien discriminer les modes d’histogramme [YAN06]. 
 
2.2.1.5 Approches basées sur la matrice de cooccurrences 
La matrice de cooccurrences M(d,θ) est une matrice dont les en-
trées sont les fréquences relatives aux deux pixels voisins Ngi et Ngj, sépa-
rés par une distance d avec une orientation θ. KOHLER [KOH81] donne 
une mesure du contraste en utilisant les matrices de cooccurrences, dont les 
éléments correspondent à des couples de valeurs de niveaux de gris. Le 
seuil optimal est déterminé pour un contraste maximal. Zhu dans [ZHU 02] 
utilise la notion d’entropie sur la matrice de cooccurrences. 
 
2.2.1.6 Approches basées sur les réseaux de neurones  
Babaguchi et al. [BAB 90] ont proposé une méthode de binarisa-
tion basée sur un modèle connexionniste (CMB). Cette technique s’articule 
sur deux phases (apprentissage et binarisation). Dans la phase 
d’apprentissage,  le réseau utilise l’algorithme de rétro propagation sur 
toute la base d’images, chacune étant représentée par son histogramme 
propre et un seuil désiré. Dans la phase de binarisation, le réseau reçoit à 
l’entrée un histogramme d’une image inconnue et  retourne en sortie le 
seuil optimal de binarisation, voir figure 2.5. 
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Figure 2. 5 : Principe général de la méthode de binarisation par réseaux de  
Neurones. 
 
2.2.1.7 Discussion des méthodes de seuillage global  
 Les méthodes de seuillage global ont l’avantage d’être extrême-
ment rapides, mais leur gros inconvénient vient du fait qu’on ne tient pas 
compte des relations spatiales entre pixels d’un objet. Par conséquent, rien 
ne permet d’assurer que les pixels sélectionnés soient bien adjacents et que 
Base 
d’apprentissag Histogramme Réseau de    neurones Seuil désiré 
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les formes soient effectivement bien isolées de l’arrière plan. En ce sens, 
des pixels du fonds peuvent assez facilement être intégrés dans les objets et 
inversement des pixels des objets peuvent être classés en points de fond. Ce 
phénomène se retrouve particulièrement au voisinage du contour et pour les 
objets très bruités. Un autre inconvénient fréquemment relevé de la mé-
thode de seuillage global vient d’une illumination non nécessairement cons-
tante sur l’image : la variation d’éclairage sur le document fait chuter la 
qualité de la binarisation en créant des zones entièrement noires une fois 
l’image binarisée (voir figure 2.6). On doit dans ce cas envisager des ap-
proches utilisant un seuillage local : le seuil en tout point de l’image est 
alors défini comme une fonction de l’illumination dans le voisinage de 
chaque point.       
                                                                    
Figure 2. 6 : Seuillage global, à gauche par la méthode de Fisher, à droite par la 
méthode d’Otsu. 
 
2.2.2 Les méthodes de seuillage local 
Les méthodes de seuillage local (adaptatif) s’adaptent au contexte 
de chaque pixel par le calcul d’un seul seuil pour chaque pixel de l’image 
en fonction de l’information contenue dans son voisinage. Cela permet de 
compenser les variations de luminosité et les dégradations locales d’une 
image. Si la fenêtre couvre une zone de l’image faiblement contrastée, la 
sensibilité du seuil de détection est automatiquement augmentée. Cette 
adaptation aux changements locaux de contraste explique la popularité de 
ces méthodes sur les images de documents dégradés ou ceux qui utilisent 
des couleurs d’encre différentes. Habituellement, l’adaptation est obtenue 
en balayant l’image en zigzag par une fenêtre d’analyse centrée sur chaque 
pixel dans laquelle on réalise le calcul d’un seuil local. La complexité est 
de l’ordre de N×M×P où N×M représente le nombre de pixels de l’image et 
P le nombre de pixels de la fenêtre d’analyse locale. 
Il existe plusieurs méthodes de seuillage locale. Nous allons pré-
senter dans ce qui va suivre celles qui sont les plus utilisées dans le do-
maine de traitement automatique de documents. 
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Figure 2. 7 : Principe des méthodes de binarisation locales et parcours de la  
fenêtre d’analyse L (s pixel à seuiller). 
 
2.2.2.1 Méthodes de seuillage local basées sur le concept de Niblack  
Le concept de Niblack [NIB86] repose sur le calcul d’une valeur 
de seuillage en faisant glisser une fenêtre sur l’image. Pour chaque pixel un 
seuil T est calculé à partir de quelques statistiques comme la moyenne lo-
cale m et l’écart type local s calculés sur les niveaux de gris des pixels voi-
sins dans la fenêtre par la formule suivante : 
                        T m k s= + ⋅            (2. 5) 
Avec k, constante négative. 
Une étude comparative effectuée par Trier et Jain  [TRI95b] a 
montré que la méthode de Niblack segmente bien les caractères de texte et 
donne de meilleures performances sur les images de documents par rapport 
aux autres méthodes locales et globales de binarisation. Cette efficacité a 
été confirmée aussi par [HEJ05] qui a comparé la méthode de Niblack avec 
d’autres méthodes plus récentes. Cependant, cet algorithme produit du bruit 
sur les images dont l’arrière plan est dégradé, ayant pour conséquence la 
nécessité d’un post-traitement très coûteux en temps. Sauvola [SAU97] a 
choisi d’améliorer la formule (2.5) en ajoutant une hypothèse sur les va-
leurs des niveaux gris des pixels de texte et de fond (tous les pixels de texte 
ont des niveaux de gris proches de 0 et tous les  pixels de fond ont des ni-
veaux de gris proches de 255), la  formule de  seuillage local devient donc:   
                             (1 (1 ))sT m k
R
= ⋅ − ⋅ −           (2. 6) 
k est un paramètre fixé à k = 0.5 et R est la dynamique de l’écart 
type, fixé à R = 128. Les résultats obtenus avec la méthode de Sauvola et al 
montrent une réelle diminution du bruit du fait des hypothèses initiales sur 
les données. De point de vu qualité, le problème a été résolu dans le cas des 
images de documents d’entreprise et de courriers par Sauvola en ajoutant 
dans le calcul le fait qu’un pixel sombre appartienne plus probablement au 
texte qu’au fond. Aujourd’hui un grand nombre de méthodes de segmenta-
tion utilise les algorithmes de Niblack et de Sauvola comme approches de 
base qu’elles améliorent soit en adaptant la formule [WOL02][FENG04] 
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Valverde et al. dans [VAL00] ont tenté de pallier les inconvé-
nients de la méthode de Niblack par l’association de deux étapes de post-
traitement pour avoir plus de fiabilité sur des documents techniques. Les 
étapes de post-traitement utilisent essentiellement une fermeture morpholo-
gique pour réduire le bruit et combler les trous et un gradient de Sobel pour 
améliorer la forme des caractères. Dans le cas des documents vidéo caracté-
risés par des propriétés différentes (faibles contrastes, écarts de niveaux de 
gris importants, etc.), les hypothèses choisies par Sauvola ne sont pas tou-
jours justifiées, provoquant parfois des « trous » dans les caractères. La mé-
thode proposée par Wolf [WOL02] résout ce problème pour les documents 
vidéo et améliore les performances au niveau du bruit par une normalisa-
tion des contrastes et des moyennes de niveaux de gris de la façon suivante: 
                       (1 ) ( )sT k m k M k m M
R
= − ⋅ + ⋅ + ⋅ ⋅ −        (2. 7) 
Où M est le minimum des niveaux de gris de toute l’image et la 
dynamique d’écart type R est fixée au maximum de l’écart type s de toutes 
les fenêtres. Cet algorithme se concentre sur l'écart type maximum de 
l'image entière ce qui risque malgré tout de causer des dégradations sur des 
images vidéo exposées à des grands changements de luminance du fond. 
Face à cet inconvénient, Feng [FEN04] propose une version plus fiable par 
une nouvelle approche du calcul de m, de M et de s estimés dans une fe-
nêtre locale primaire dont la taille est assez grande pour couvrir un ou deux 
caractères de texte, voir figure 2.8. Afin de compenser l'effet de variation 
de luminance, la dynamique de l’écart type R est calculée cette fois ci sur 
une fenêtre locale secondaire d’une taille plus grande au lieu de l'image 
toute entière. Le seuil T peut alors  être donné par la formule suivante : 
              
1 2 3 2 1 2 2(1 ) ( )   avec    et 
s s s
s s sT m m M M k k
R R R
γ γ
α α α α α⎛ ⎞ ⎛ ⎞= − ⋅ + ⋅ ⋅ − + ⋅ = ⋅ = ⋅⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
(2. 8) 
Où α1, γ, k1 et k2 sont des constantes positives. 
 
 
                          
Figure 2. 8 : Définition des fenêtres locales utilisées par le concept de Feng.   
Texte Texte
Fenêtre locale primaire 
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2.2.2.2 Méthodes de seuillage basées sur les réseaux de neurones  
Ces méthodes utilisent des réseaux de neurones pour donner au 
système de binarisation la capacité d’apprendre à optimiser les valeurs du 
seuil. Dans ce contexte, Chigusa et al. [CHI92] utilisent un réseau de Hop-
field dans un algorithme parallèle. Le seuil de chaque neurone est choisi  
d’une  manière adaptative en fonction des niveaux gris de pixels voisins au 
pixel central représenté par ce neurone. Les poids synaptiques entre les 
neurones distants sont à 0, et entre les neurones voisins sont à 1. Ce voisi-
nage est mesuré par la distance euclidienne et l’état d'équilibre du réseau 
représente l’image binaire finale. Chi et Wong [CHI01] proposent de faire 
coopérer la phase de binarisation avec la phase de la segmentation en blocs. 
Au départ, ils binarisent l’image initiale par un seuillage global, puis ils 
segmentent en blocs l’image binaire. Ils appliquent ensuite un feed-back 
pour rebinariser chaque bloc par un réseau de neurones. Cette méthode ne 
peut pas être efficace sur les documents qui possèdent une luminance non 
uniforme car la binarisation globale risque de provoquer la fusion des blocs 
et de dégrader la qualité de la segmentation en blocs. Afin d’éviter cet 
écueil, Hamza et al. [HAM05] combinent une carte auto-organisatrice 
(SOM) avec les méthodes K-Means, Sauvola et Niblack. Cette combinaison 
donne de meilleurs résultats sur des images de documents dégradés mais la 
performance est toujours conditionnée par le choix de nombre de neurones 
et par la représentativité de la base d’apprentissage. 
               
Figure 2. 9 : (a) Image en niveaux de gris dégradée, résultat de binarisation par 
la méthode (b) Sauvola, (c) SOM_Sauvola, (d) Niblack, (e) SOM_Niblack. 
 
2.2.3 Méthodes de seuillage hybrides 
Ces méthodes utilisent une analyse globale et locale en même 
temps. Trier et Taxt [TRI95] ont proposé une méthode adaptée aux docu-
ments techniques. Pour cela, ils calculent le Laplacien à partir des dérivées 
partielles du résultat A(x,y) issu d’un filtrage médian de l’image initiale, 
puis ils créent une image étiquetée L telle que: 
                  
                                            
2
2
'0 ' ( , )
( , ) ' ' ( , )    ( , ) 0  




si A x y T
L x y si A x y T et Z x y
si A x y T et Z x y
<⎧⎪= − ≥ ∇ <⎨⎪ + ≥ ∇ ≥⎩
     (2. 9) 
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Algorithme 2.1 : Seuillage_hybride_Trier_Taxt 
Début : 
 Pour chaque région r 4-connexe de L 
- Compter les nombres N- et N+ de pixels respecti-
vement marqués '-' et '+' et 8-connexes à r.  
- Si N+ > N-, alors re-étiqueter tous les pixels 
avec le label '+'.  
- Seuiller ensuite L de telle sorte que les pixels 
marqués '+' appartiennent à la forme, et ceux 
marqués '-' ou '0' au fond. 
Fin. 
 
 À la fin, ils appliquent des post-traitements présentés dans 
[YAN89] pour améliorer la qualité de l’image binaire. Cette méthode donne 
de bons résultats sur des documents de bonne qualité, mais elle a l'inconvé-
nient d'être régie par plusieurs paramètres qui restent difficiles à régler en 
pratique.  
Après avoir séparé l’arrière plan de premier plan, Chang et al 
[CHA95] proposent d’égaliser l’histogramme de premier plan de manière à 
faciliter la distinction entre les caractères et le bruit. Ils se servent par la 
suite d’un Laplacien pour reconstruire la forme des caractères binaires. Sa-
vakis dans [SAV98] a  proposé deux algorithmes de seuillage des images 
adaptés à la numérisation de documents à haute vitesse.  Le premier algo-
rithme utilise un seuillage adaptatif qui fonctionne en commutation : il ap-
plique soit un seuillage local sur des pixels qui possèdent un gradient local 
répondant à une forte transition au niveau de tracé, soit un seuillage global 
sur des pixels à faible gradient qui appartiennent aux zones homogènes de 
fond. Le second algorithme est basé sur le suivi de tracé utilisant un re-
groupement basé sur une variante d’algorithme de type K-Means. Les deux 
approches peuvent être utilisées indépendamment ou combinées pour un 
meilleur résultat. Dans le même principe, Kamada et al [KAM99] proposent 
une technique séquentielle destinée aux images à faible résolution comme 
les images issues d’une caméra de téléphone portable. Cette binarisation 
s’effectue par deux tâches : la première sépare le premier plan de l’arrière 
plan par un seuillage global, alors que la seconde applique une extraction 
de voisinage de caractères et une interpolation linéaire de l’image puis elle 
utilise un seuillage local sur les pixels de premier plan, améliorant ainsi la 
qualité des caractères pour l’OCR, voir figure 2.10. 
 
                             
                     Figure 2. 10 : Étapes de binarisation proposées par Kamada, (a) 
image en niveaux de gris, (b) seuillage global, (c) extraction de voisinage de ca-
ractères, (d) seuillage local. 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





Sue Wu et Adnan Amin [WUS03] proposent une méthode hybride 
de seuillage des images d’enveloppes postales qui s’applique en deux 
étapes. La première étape applique un seuillage global sur l’image origi-
nale. La deuxième étape ajuste la valeur de seuil en fonction des caractéris-
tiques spatiales des composantes connexes formées dans la première étape. 
La méthode donne de bons résultats sur l’ensemble des images 
d’enveloppes simples, bien contrastées et de bonne qualité. Badekas et Pa-
pamarkos proposent dans [BAD03] un système de binarisation intégrant le 
résultat de six techniques de binarisation indépendantes locales et globales. 
Chacune de ces techniques a un coefficient (poids) de contribution qui doit 
être attribué par l’utilisateur de telle façon que la somme de tous les coeffi-
cients soit égale à 100%. Cette méthode est principalement destinée aux 
documents présentant de fortes dégradations ou une mauvaise luminance. 
Dans le même contexte, Thillou et Gosselin ont proposé dans [THI04] une 
coopération entre la phase de binarisation et la phase de segmentation des 
caractères s’améliorant mutuellement. 
 
2.2.4 Bilan des approches de binarisation 
Les conditions de vitesse d'exécution imposées par les systèmes de 
tri automatique de documents et de courriers exigent des algorithmes qui 
doivent être non seulement efficaces, mais également très rapides. Chacune 
des méthodes de binarisation présentées ci-dessus a été conçue ou adaptée 
pour une application bien définie. Aucune de ces méthodes n’est bien adap-
tée à notre application de temps réel. En effet, les méthodes les plus 
simples utilisant un seuillage global ont l’avantage d’être extrêmement ra-
pides mais la variation d’éclairage, la présence de divers graphiques im-
primés sur les enveloppes ayant des couleurs d’encres différentes font très 
rapidement chuter la qualité de la binarisation. Les méthodes locales dépas-
sent ces limites et sont plus adaptées aux changements locaux de contraste. 
Cependant elles nécessitent plus de calculs, sont donc plus lentes et de ce 
fait mal adaptées aux applications temps réel. Bien qu’elles assurent une 
bonne efficacité sur les documents qui concernent notre application, ces 
approches de binarisation locales possèdent principalement les inconvé-
nients suivants : 
- des temps de calculs prohibitifs en fonction la taille de la fenêtre 
d’analyse, 
- une sur-segmentation des défauts et de la texture de l’arrière plan 
de l’image,  
-un traitement difficile des documents dont les caractères sont de 
taille variable (la fenêtre d’analyse étant fixe durant tout le traitement). 
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Face à ces inconvénients et au regard de notre application indus-
trielle temps réel, il est nécessaire de concevoir une méthode de binarisa-
tion respectant des temps de calculs très faibles tout en restituant des 
images binaires de très bonne qualité. La qualité des images binarisées 
reste cependant un point difficile à évaluer. Actuellement, quelques travaux 
ont été réalisés afin de résoudre le problème de l’évaluation du résultat de 
binarisation. Il est possible de les regrouper en trois familles d’approches : 
La première famille d’approches évalue la qualité de la binarisation  en me-
surant la performance de la reconnaissance du texte [TRI95] [ZHA96] 
[HE05]. Les résultats d’évaluation effectués par Trier [TRI95] et par He 
[HE05] montrent que les méthodes de Niblack et de Sauvola donnent de 
meilleurs résultats sur des images de documents. La seconde famille 
d’approches évalue cette qualité en mesurant sa similarité avec une vérité-
terrain [SEZ01]. La troisième famille d’approches se base sur des critères 
d’évaluation non supervisés permettant d’estimer la qualité d’un résultat de 
segmentation et peut ainsi être utilisée pour évaluer le résultat d’une binari-
sation [PHI01]. 
Nous avons choisi une approche de l’évaluation de notre méthode 
de binarisation des documents basée sur l’évaluation directe des résultats 
de l’OCR sur site. 
 
2.3 Extraction des composantes connexes  
L'extraction des composantes connexes (CCs) est la base d’un 
grand nombre de chaînes algorithmiques en traitement automatique de do-
cuments, dès qu’il s'agit de segmenter une image binaire d’un document ou 
d'analyser ses éléments constitutifs. En effet, elle est souvent présente lors-
qu’il faut regrouper des pixels connexes pour trouver les caractères, les 
lignes ou les blocs de texte. Cette procédure également appelée étiquetage 
des pixels représente une source de grande vitalité pour les applications de 
RAD (Reconnaissance automatique de documents). Formellement, une 
composante connexe est un ensemble de pixels connectés deux à deux où la 
connexité est une propriété de liaison entre deux pixels qui fait qu’on les 
considère comme faisant partie du même objet dans une image binaire. Sur 
une image binaire d’un document ou d’une enveloppe, les composantes 
connexes peuvent être, par exemple,  des mots (dans le cas de texte manus-
crit), des caractères alphanumériques, des morceaux de caractères, des 
ponctuations, des accents, des symboles, des éléments de parties graphiques 
et même des tâches dues au bruit ou à la mauvaise qualité du support phy-
sique. L'étiquetage des pixels transforme une image binaire (objets/fond) en 
une image symbolique de telle sorte qu’une étiquette identique soit attri-
buée pour tous les pixels d'une même composante. Chaque composante 
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connexe reçoit une étiquette disjointe des autres et peut ensuite être facile-
ment isolée. On en déduit que deux composantes connexes distinctes sont 
toujours disjointes, voir figure 2.11. 
  
 
Figure 2. 11 : Étiquetage des composantes connexes d’un bloc adresse. 
 
La connexité d’ordre 4 se distingue de la connexité d’ordre 8 selon 
le critère de voisinage qui comprend les 4 ou les 8 voisins d'un pixel, voir 
figure 2.12. 
 
Figure 2. 12 : Effet de la connexité sur l’extraction des composantes et  
prédécesseurs d’un pixel. 
  
Pour réduire la complexité de l’exploitation, chaque composante 
connexe peut être représentée par les coordonnés (xd, yd, xf, yf)  du plus pe-
tit rectangle qui l’englobe. L'utilisation des rectangles circonscrits pour re-
présenter des connexités peut poser des problèmes dans la mesure où deux 
connexités différentes peuvent avoir des rectangles circonscrits imbriqués 
ou se chevauchant, voir figure 2.13. L’étiquetage des composantes con-
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moire dans la chaîne de traitement et peut être véritablement pénalisant 
pour l’accomplissement des tâches ultérieures.  
       
Figure 2. 13 : Ambiguïté dans la représentation des connexités par des  
rectangles circonscrits. 
 
L’accomplissement de cette tâche en temps réduit a fait l’objet de 
nombreuses études qui ont abouti à plusieurs algorithmes séquentiels [ROS 
66][HAR81][LUM83] ou parallèles [NAS80][KUM86][YAN88][RAN91]. 
Ces algorithmes utilisent l’un des deux principes suivants. Le premier prin-
cipe consiste à suivre le contour d'un objet jusqu’à revenir au point de dé-
part : à ce moment, une composante connexe est délimitée. Les contours in-
térieurs correspondant aux éventuels trous ne sont pas pris en compte 
[SUR99] [CHAN04]. Le second principe utilise la propagation d'un étique-
tage des pixels lorsque l'on effectue un balayage des lignes et des colonnes 
de l'image [GLA01][LIF08]. Les divers algorithmes proposés dans la litté-
rature peuvent être regroupés en deux grandes catégories: algorithmes ré-
cursifs et algorithmes à passes. 
 
2.3.1 Algorithmes récursifs 
Les algorithmes de cette catégorie consistent à étiqueter récursi-
vement les composantes connexes de l’image binaire. L’algorithme float-
fill proposé par Glassner [GLA01] est un très bon exemple de ces mé-
thodes. Son principe repose sur le parcours de l’image pixel par pixel : il 
consiste à affecter pour chaque objet une nouvelle étiquette qui sera diffu-
sée de manière récursive entre tous les pixels noirs qui lui appartiennent 
(figure 2.14). À chaque pixel de premier plan, si aucune étiquette ne lui a 
encore été affectée, on lui en attribue une nouvelle qu’on va aussitôt diffu-
ser à tous ses pixels voisins, ainsi qu’à leurs voisins respectifs, ce méca-
nisme se poursuit alors récursivement. Chaque pixel non étiqueté est en-
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celle de son voisin. Par la suite il est dépilé dès qu’il diffuse son étiquette 
avec ses pixels voisins non étiquetés. Quand la pile est vide, le balayage de 
l’image continue selon un parcours normal dans le but de trouver le pro-
chain pixel noir qui n’a pas encore été  étiqueté. 
 
Figure 2. 14 : Propagation de l’étiquette utilisant un voisinage de 8 connexités. 
 
Dans le cas des documents qui ne contiennent que du texte, les 
composantes connexes des caractères sont donc suffisamment petites pour 
que l’algorithme donne de très bons résultats. Si le nombre de pixels con-
nexes est très grand, l’algorithme utilisera beaucoup de mémoire pour les 
appels récursifs et risquera à tout instant de causer un « overflow » (débor-
dement de la mémoire tampon de la machine). En effet le nombre limité de 
récursions possibles dus à la gestion de la mémoire par nos ordinateurs ne 
permet pas d'employer cette méthode sur de très longues connexités (gra-
vures, cadres, dessins au traits) ou des connexités possédant une grande 
surface (zones noires à l'emplacement de certaines photos). Dans ce cas il 
faut absolument éviter d’utiliser ce type d’algorithmes et s’intéresser à des 
mécanismes impliquant un nombre de récursions réduit ne détectant, par 
exemple, les connexités que sur les pixels des contours des objets. Plusieurs 
algorithmes ont été proposés à cet égard. On peut citer par exemple, 
l’algorithme de Sural et Das [SUR99] et l’algorithme de Chang et al 
[CHA04] qui appliquent un suivi récursif des contours des objets afin de 
détecter directement leurs rectangles circonscrits (figure 2.15). Ces mé-
thodes peuvent très bien réduire le problème de débordement de mémoire 
sur des documents complexes, mais elles doivent résoudre le problème des 
rectangles imbriqués et nécessitent ainsi une étape préalable de détection de 
contours qui peut être coûteuse en temps de traitement. L’ensemble de ces 
constats (temps de traitement coûteux, débordement mémoire…) nous 
pousse à nous intéresser aux algorithmes itératifs (ou algorithmes à passes). 
                            







(a) (b) (c) (d) (e) 
 
(f)
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2.3.2 Algorithmes à passes  
Les algorithmes d’étiquetage de cette catégorie utilisent générale-
ment deux passes (parcours avant et parcours arrière) ou une séquence de 
deux passages sur l’image binaire. La figure suivante représente les 
masques de voisinage définissant les pixels précédents au pixel courant P et 
qui ont déjà été analysés dans un premier parcours. Les indices des lignes 
et de colonnes sont croissants dans le cas d’un parcours avant et décrois-
sants dans le cas d’un parcours arrière. 
 
 
Figure 2. 16 : Les deux parcours de l’image et prédécesseurs d’un pixel. 
 
Rosenfeld [ROS66] [ROS76] [ROS82] ont révolutionné le do-
maine en proposant un algorithme purement séquentiel d’étiquetage des 
composantes connexes ne comprenant que deux passes sur l'image. L'idée 
de cet algorithme est d'exploiter l'étiquetage effectué lors du premier par-
cours pour une affectation finale des étiquettes ne demandant ainsi qu'un 
seul parcours supplémentaire. Le principe consiste à balayer dans un par-
cours avant les pixels de l’image ligne par ligne et ne considérer que ceux 
des objets (pixels noirs).  
 
Algorithme 2.2 : Rosenfeld 
Début : 
 - Si le pixel n’a pas de voisin connexe déjà éti-
queté, lui créer une nouvelle étiquette et l’affecter à ce 
pixel.  
- Si le pixel a exactement un seul pixel connexe 
étiqueté, lui affecter cette étiquette.  
- Si le pixel a plus d’un pixel connexe (avec des 
étiquettes différentes) lui affecter la valeur minimale de 
ces étiquettes et mémoriser le fait que dans une table de 
correspondances Tc toutes ces étiquettes sont équiva-
lentes.  
- Refaire une passe sur l’image dans un parcours 
arrière en groupant pour tous les points d'un même objet 






Prédécesseurs de P dans un parcours arrière 
 
 







Parcours avant  
de haut vers le bas 
Parcours arrière  
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Pour une forme longiligne, les événements continui-
té/fusion/séparation signalent les différentes composantes d'une même con-
nexité et leurs relations sous la forme d'un graphe d'adjacence de lignes 
(LAG) qui est souvent utilisé comme descripteur de formes [Pav77] (Voir 
le chapitre 5, section 5.3.2). L’algorithme Rosenfeld et Pfaltz [ROS66] in-
duit la génération de nombreuses étiquettes temporaires dans le cas d'un ob-
jet de forme complexe, ce qui implique la définition d'une table Tc de 
grande taille. Ceci peut augmenter le temps de traitement. Pour compenser 
cette faiblesse, Haralick [HAR81] a conçu une méthode itérative séquen-
tielle qui ne nécessite que la structure image et un compteur d'étiquettes 
comme structure de données. Le contenu de la matrice image est modifié de 
manière itérative en alternant des parcours avant et des parcours arrière 
jusqu'à stabilisation. La première passe affecte des étiquettes temporaires 
aux pixels, elle est définie par: 
                               { }
[ ]
                        
min
min
si      ( , )                                
( , ) , 1 si      ,  ( , )  
( , )    sinon    
Avec  ( , ) min ( , ) | ,
B B
B
F b x y F
g x y m m m i j Ms g x i y j F
g x y
g x y g x i y j i j Ms
=⎧⎪= = + ∀ ∈ − − =⎨⎪⎩
= − − ∈
  (2. 10) 
Où b est l’image d’entrée binarisée, g(x, y) ∈  {FB, FO} est la va-
leur du pixel à la position (x, y) dans l’image binarisée, FB la valeur d’un 
pixel de fond (blanc), FO la valeur d’un pixel de texte (noir). g(x, y) con-
tient l’étiquette du pixel à la position (x, y), m est l’étiquette courante a af-
fecter au prochain nouveau label, et Ms est le masque des voisins (celui de 
parcours avant dans ce cas). La première passe va donner des étiquettes 
temporaires à g de telle sorte que chaque pixel possède la plus petite éti-
quette de ses voisins qui ont déjà été analysés ou une nouvelle étiquette s’il 
ne possède aucun voisin. Une fois les étiquettes temporaires affectées à g, 
différentes passes sont effectuées sur g jusqu’à que plus rien ne soit modi-
fié : 
                            [ ]                                                                       
si      ( , )
( , )
min ( , ) | , sinon
B BF b x y Fg x y
g x i y j i j Ms
=⎧= ⎨ − − ∈⎩
   (2. 11) 
 
Le nombre d'itérations dépend donc de la complexité des objets. 
Cette approche permet d’éviter la gestion d'une table de correspondances 
mais consomme en contrepartie plus de temps. Notez que le nombre d'itéra-
tions ainsi que la durée de l’étiquetage pour cet algorithme dépendent de la 
nature de l'image d'entrée. Lumia et al  [LUM83] ont proposé une technique 
à deux passes qui donne un meilleur compromis temps/mémoire par rapport 
aux deux méthodes précédentes [ROS66] et  [HAR81]. Cette technique uti-
lise une table de correspondances pour chaque ligne et consomme de ce fait 
moins de mémoire que l’algorithme de Rosenfeld. Par ailleurs elle ne né-
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cessite pas l’exploitation de plusieurs itérations comme l’algorithme Hara-
lik.  Une combinaison de ces deux algorithmes séquentiels a été implémen-
tée sur machine parallèle par Cheng et a1 [CHE94]. L’algorithme à deux 
passes proposé par Stefano et  Bulgarelli [STE99] analyse cette fois-ci les 
équivalences durant le premier balayage en utilisant une table de corres-
pondances à une seule dimension. Cette approche conduit à la fusion des 
classes dès qu’une nouvelle équivalence est trouvée. Elle donne de meil-
leures performances sur des images binaires tramées par rapport à un algo-
rithme similaire déjà présenté par Samet[SAM86].  
L’affectation des pixels à une table d’équivalences a été également 
utilisée par Suzuki et al [SUZ03] et améliorée par une réduction significa-
tive du nombre de passes à effectuer pour arriver à l’étiquetage définitif de 
l’image. Cet algorithme a été finalement repris par Wu et al [WU05] et 
amélioré par l’introduction d’une forêt d’arbres représentée par la table 
d’équivalence renommée pour l’occasion. Chaque nœud de cet arbre pos-
sède pour parent un nœud qui lui est connexe dans l’image. Les différents 
nœuds de l’arbre sont réunis au fur et à mesure de l’avancement de 
l’algorithme de façon à ce que tous ceux qui font partie de la même compo-
sante connexe soient dans le même arbre. La seconde phase affecte les la-
bels définitifs dans la table d’équivalence sans passage sur l’image. La der-
nière passe met à jour la valeur des pixels de l’image des composantes 
connexes.  
 
Figure 2. 17 : Arbre de décision utilisé par l’algorithme de Suzuki et Wu.  
 
On peut remarquer dans l’arbre de décision ci-dessus que les 4 
voisins analysés dans une passe ne sont pas tous nécessaires à la déduction 
de l’étiquette courante. Le fait que le pixel voisin P2 dans le masque 
d’analyse soit scanné avant le pixel courant P, l’étiquette de P doit être 
celle de P2. Par contre, si le pixel P n’a aucun voisin, alors on créé une 
nouvelle étiquette dans la première passe ou on ne fait rien dans les passes 
suivantes. Si le pixel n’a qu’un seul voisin on prend sa valeur. Si le pixel 
possède deux voisins, par exemple P3 et P1, alors on lui donne la valeur 
minimale, en utilisant la table d’équivalences et en modifiant la table pour 
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zuki  montre qu’il est plus rapide sur des images complexes qui contiennent 
des grandes composantes connexes et qu’il est légèrement plus lent sur des 
documents qui ne contiennent que du texte simple. 
En plus des algorithmes séquentiels mentionnés ci-dessus, d’autres 
algorithmes parallèles ont été proposés également. Nassimi et Sahni 
[NAS80] ont proposé un algorithme O(N) utilisant un réseau de NxN 
mailles pour des images d'entrée de taille N×N. Kumar et Eshraghian 
[KUM86] on proposé un algorithme O(log4N2) utilisant un réseau en arbre 
de  NxN mailles. L’algorithme parallèle proposé par Yang[ Yan 88] tente 
d’étiqueter en deux passes les séquences noires à la place des pixels . Cette 
technique est implémentée dans une architecture hardware VLSI  spéciale-
ment dédiée à l’analyse d’images en temps réel dans des applications de vi-
sion robotique. La complexité de la méthode a été réduite par Ranganathan 
dans [RAN91-95] par une architecture VLSI systoliques simple qui peut 
être implémentée  dans une puce ou dans un circuit intégré. Bien que, l'al-
gorithme ait une complexité de temps  égale à O(N2),  le matériel utilisé se 
composait de 128 processeurs et avait le pouvoir de traiter une image de 
128  x 128 en 85 milliseconde. Pour une image de MxN pixels, l’algorithme 
nécessite 3N+MN cycles pour effectuer la première passe et 2N+ MN pour 
la seconde. Par conséquent, toute la durée de l’étiquetage consomme 
5N+2MN cycles. Une autre architecture légèrement améliorée a été aussi 
proposée dans [RAS 97] par Rasquinha et Ranganathan.  
L’algorithme à deux passes proposé plus récemment par Lifeng et 
al [LIF07][LIF08] s’applique directement sur des séquences noires. Les 
données de séquences noires obtenues durant la première passe sont enre-
gistrées dans une file d'attente afin d’être utilisées pour détecter les con-
nexités. Durant cette passe, toutes les étiquettes temporaires affectées à une 
composante connexe sont arrangées dans un ensemble d'étiquettes tempo-
raires, et la plus petite étiquette est utilisée comme représentant. Ainsi, 
chaque séquence noire de la ligne courante reçoit une nouvelle étiquette, si 
seulement si elle n'a aucune connexité avec les séquences noires de la ligne 
précédente. Sinon elle prend l’étiquette de la séquence connexe la plus 
gauche et l’ensemble des étiquettes temporaires correspondant à ses sé-
quences connexes est fusionné dans un même ensemble qui aura ainsi la 
plus petite étiquette comme représentante.  
Durant la deuxième passe, chaque étiquette temporaire doit être 
remplacée par celle de son représentant.  
À l’inverse des algorithmes à passes classiques qui cherchent les 
équivalences entre toutes les étiquettes temporaires, cet algorithme con-
somme moins de temps et de mémoire et ne cherche les équivalences 
qu’entre les ensembles d’étiquettes temporaires (figure 2.18).  
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Pour notre application de tri automatique de courrier et de docu-
ment, l’algorithme de Lifeng présente le meilleur compromis temps/ mé-
moire et peut être facilement adapté et amélioré en l’intégrant à la structure 




Figure 2. 18 : Performance en temps d’exécution de l’algorithme de Lifeng par 




2.4 Extraction de la structure physique des 
documents : Une clé pour la 
compréhension des documents 
Lors du passage des documents ou des enveloppes physiques dans 
une chaîne de tri, les images sont acquises par une caméra CCD linéaire à 
haute vitesse. Les images résultantes se composent d’une variété d'entités 
physiques ou de régions comme les blocs, les lignes de texte, les mots, les 
figures, les tableaux et le fond. Ces éléments et leurs relations peuvent être 
automatiquement décrits par le processus de reconnaissance de documents 
ou plutôt par l'analyse d'images de documents. Cette description peut être 
physique, i.e. révélant le format de mise en page, ou logique, i.e. décrivant 
l'enchaînement des sous-structures, ou encore sémantique, i.e. portant sur le 
sens affecté à certaines parties [EGL99]. Toutes ces descriptions exigent 
une étape d’extraction de la structure physique qui détermine une partition 
géométrique de l’image du document numérisé de sorte à isoler tous ses 
éléments constitutifs. Ces éléments sont souvent espacés et forment des 
blocs géométriques homogènes, à base de rectangles dans la grande majori-
Algorithme de Suzuk et al (max) 
Algorithme de Chang et al (max)
Algorithme de Lifeng et al (max)
Algorithme de Suzuk et al (moyenne) 
Algorithme de Chang et al (moyenne) 
Algorithme de Lifeng et al (moyenne) 
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té des cas. Dans une application de tri postal, la phase de l’extraction de la 
structure physique a un grand impact sur la performance de système de tri 
en entier. Par exemple, durant la séparation de l’image de l’enveloppe en 
blocs, la moindre erreur de segmentation peut facilement conduire à une 
lecture erronée de l’adresse de destination.  
 
                          
                        
Figure 2. 19 : Exemples d’extraction de la structure physique de différents  
documents. 
 
L’étape de segmentation est bel et bien une étape clé dans le pro-
cessus de lecture de l’adresse.  Plus généralement, il s’agit d’une étape pré-
liminaire indispensable à tout processus de reconnaissance des contenus. 
Dans les applications industrielles de vision en temps réel, on se trouve 
souvent devant l’obligation de choisir ou de concevoir une méthode de 
segmentation qui respecte le mieux possible le compromis temps / perfor-
mance. Cependant, la moindre erreur de segmentation d’un document se 
paye par l’impossibilité de retrouver les informations clés portées par ce 
dernier. Cela nous oblige donc à prendre en compte plusieurs facteurs 
d’erreurs qui ont une grande influence sur le résultat de la segmentation 
comme l’état, la qualité, la couleur, la texture de papier, la complexité, la 
résolution spatiale, le contenu, l’espacement entre les éléments et les arte-
facts (bruit, inclinaison) des images. Ceci nous soumet aussi à revenir à la 
définition de la segmentation qui est assez proche du sens littéral du mot 
analyse avant d’aller à la présentation des différentes techniques de seg-
mentation. On parle donc, de sur-segmentation lorsque l'élément constitutif 
est lui-même fragmenté, et de sous-segmentation lorsque plusieurs élé-
ments constitutifs n'ont pas pu être isolés. Ces deux types d’erreurs décrites 
dans [AGN00] et qu’il faut pouvoir réduire le mieux possible, sont pré-
sentes en pratique sous plusieurs formes (Figure 2.20): 
- La fusion horizontale (ou fusion verticale de blocs ou de lignes 
de texte), 
- Le découpage horizontal ou vertical de blocs ou de lignes de 
texte, 
- La fusion ou la confusion de texte avec le graphique ou le bruit, 
- Le non détection de blocs ou de lignes textuels. 
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Figure 2. 20 : Exemple de différentes erreurs d’extraction de la structure  
physique de l’image de la zone d’adresse. 
 
Dans cette section, nous allons présenter les mécanismes usuels de 
segmentation tenant compte dans la plupart des cas des principales sources 
d’erreurs précédemment citées. Nous aborderons dans une dernière partie, 
les approches innovantes du domaine ainsi que les facteurs importants in-
fluençant les performances des systèmes. 
 
2.4.1 Les mécanismes usuels de segmentation  
Pour extraire la structure physique de l’image d’un document, on 
procède habituellement soit par découpage descendant récursif à partir des 
espaces, soit par fusion ascendante récursive des objets élémentaires entre 
eux, soit encore par la combinaison des deux lorsque l'une ou l'autre n'est 
pas satisfaisante. Ces techniques sont en général fondées sur une analyse 
spatiale, structurelle ou spectrale. Dans la littérature, nous pouvons trouver 
un grand nombre de travaux concernant l’extraction de la structure des do-
cuments. Les méthodes peuvent être classées en trois grandes familles : les 
méthodes descendantes guidées par un ensemble de règles ou par un mo-
dèle, les méthodes ascendantes guidées par les données et les méthodes 
mixtes qui reposent à la fois sur des méthodes descendantes de recherche 
Fusion horizontale de zones tex-
tuelles
Segmentation correcte Fusion verticale de zones textuelles 
Découpage horizontal de zones de texte Découpage vertical de zones de texte 
Zones non détectée et Parasites  
confondus au texte 
Fusion Graphique/ bruit avec le texte 
Segmentation correcte 
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d’information et sur des méthodes ascendantes de segmentation guidée par 
le contenu de l’image [EGL99].  
 
 
Figure 2. 21: Les trois mécanismes de segmentation. 
 
2.4.1.1 Les mécanismes de segmentation descendants (top-down) 
Ils caractérisent les techniques de segmentation procédant par dé-
coupage récursif des images traitées. La récursivité se poursuit jusqu'à ce 
que la composante physique la plus élémentaire soit obtenue (par exemple : 
décomposition de l’image d’une enveloppe en blocs, les blocs textuels en 
lignes et les lignes en mots). Dans ces techniques, la découpe d'une image 
est fondée, en général, sur l’analyse des caractéristiques globales. Elle a 
l’avantage d’être moins coûteuse en temps de calcul que les méthodes as-
cendantes.  
2.4.1.1.1 Segmentation par projection de profils et découpage récursive de 
document 
La méthode descendante la plus simple est le découpage récursif 
X-Y(ou RXY-Cut).  Cette méthode a été largement utilisée pour obtenir 
une représentation hiérarchique de la structure physique des documents 
sous forme d’arbre où la racine correspond au document entier et les nœuds 
correspondent aux différentes régions d’intérêt du document, [DUY02]. 
Alors que Nagy [NAG84], Akiyama [AKI86] et Krishnamoorthy [KRI93] 
projettent les pixels noirs horizontalement et verticalement pour découper 
récursivement le document le long des espaces blancs, Ha [HAJ95] préfère 
projeter les profils des composantes connexes. Dans les deux cas, la posi-
tion de chaque point de découpage est déterminée à partir  des pics des pro-
jections qui indiquent les lignes et les colonnes du document. En choisis-
sant judicieusement les seuils, il est possible de décomposer des documents 
assez complexes à condition qu’ils soient bien redressés et que les blocs 
soient rectangulaires. La décomposition peut être poussée jusqu’aux carac-
tères ou être stoppée à un niveau supérieur, selon les besoins. Dans tous les 
cas, il est nécessaire de faire appel à des connaissances a priori sur le do-
cument pour bien définir le critère d’homogénéité utilisé.  
                                
3. Mixte Segmentation 1. Descendante 2. Ascendante
Niveau grossier (ensemble des éléments les plus grands) 
Niveau fin (ensemble des éléments les plus petits)
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Figure 2. 22 : Découpage récursif d’un document.  
 
L’algorithme de découpage X-Y peut être comparé à d’autres 
techniques à base de représentations plus évoluées. Akindele et Belaid 
[AKI93] lui ont ajouté une méthode de suivi de segments (suivi de con-
tours) pour  aboutir à une segmentation en blocs polygonaux. Wolf et al 
[WOL97] l’ont amélioré pour l’appliquer sur des images d’enveloppes en 
niveaux de gris dans une application de tri postal. Enfin, Cesarini [CES99] 
et Appiani [APP01] l’ont modifié (MXY-Cut) pour l’adapter à des docu-
ments contenant des tableaux (formulaires, factures…) sur lesquels la mé-
thode classique perd son efficacité en présence de segments linéaires des 
tableaux de grandes tailles. Dans le même contexte, on peut citer les tra-
vaux de Han dans [HAN07] qui vise une application industrielle d’accès au 
contenu des documents off-line en téléphonie mobile. Dans les travaux de 
Han, l’algorithme de segmentation a été repris de l’approche MXY-Cut de 
Cesarini et combinée à un réseau de neurones de type perceptron multi-
couches (MLP). Cela a permis de rejeter tous les éléments de bruit qui ris-
quaient de causer des erreurs de segmentation inacceptables dans une telle 
application.  
                                                      
Figure 2. 23 : Exemple d’arbre-MXY, (a) une page, (b) et (c) le premier et le 
deuxième niveau de segmentation, (d) arbre MXY, (e) Résultat de segmentation 
d’un formulaire binaire par la méthode MXY. 
 
Dans tous les cas, la difficulté inhérente à ce type de techniques 
est fortement liée à la différenciation entre les minima locaux et globaux 
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tamment à des minima locaux non significatifs dans le cas des images mal 
redressées. Il est donc difficile d’utiliser ces méthodes seules sur les docu-
ments qui concernent l’application de tri où la mise en page des documents 
est variable et les zones de texte sont fréquemment mal redressées. 
2.4.1.1.2 Segmentation par analyse des espaces blancs (analyse de l’arrière plan)  
Lorsqu’il est impossible de détecter correctement les zones de 
texte par la projection des profils des pixels du premier plan, il peut être 
possible de prendre le problème à l’envers: analyser le fond pour extraire 
les grands espaces blancs permettant d’extraire les zones de texte formant 
le complément, [BAI90], [PAV91], [BAI92], [ANT94]. Cette méthode ne 
fonctionne que si les blocs sont rectangulaires et bien espacés. Selon le 
même principe d’analyse de l’arrière plan de la page, il a été proposé de 
suivre et de squelettiser les espaces blancs, rendant ainsi la méthode insen-
sible aux rotations [KIS96]. Ces méthodes sont très sensibles au contenu 
des documents et au temps de calcul nécessaire à l’amincissement morpho-
logique. Dans le cas particulier de l’analyse des images de courrier, une lo-
calisation du bloc adresse par extraction des espaces blancs a été proposée 
par Kise dans [KIS96] puis améliorée par Yip et Chi [YIP01] en réduisant 
globalement les temps de traitement. Malgré tout cela, l’extraction et la 
synchronisation des plages blanches entre elles (nécessaire pour générer la 
continuité des segments blancs), et la fixation des seuils et des critères 
d’arrêt dans ce type d’approches posent toujours des problèmes de généra-
lisation.  
2.4.1.1.3 Segmentation par suivi de contours ou par pavage 
Les méthodes de suivi de contour comme la méthode de Kruatra-
chue [KRU01] procèdent généralement par balayage vertical périodique de 
haut en bas pour détecter les zones informatives, puis elles tracent les con-
tours de ces zones. L’inconvénient majeur de ces méthodes est la répétition 
du balayage point par point de l’image conduisant à une lenteur des traite-
ments.  
Les méthodes de segmentation par pavage comme la méthode 
d’Antonacopoulos et al [AN94] utilisent un lissage vertical pour noircir les 
zones informatives et des rectangles de différentes tailles pour couvrir le 
fond de l’image. L’extraction s’applique uniquement sur les bords des rec-
tangles coïncidant avec les bords des zones noircies. Ces méthodes sont peu 
utilisées dans des applications industrielles en raison des temps de traite-
ment élevés et de leur inefficacité sur des polices de grande taille. 
 
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





                            
                              
Figure 2. 24 : Exemples de segmentation, (a) par suivi de contour,  
(b) par pavage. 
 
2.4.1.2 Mécanismes de segmentation ascendants (bottom-up) 
Ils caractérisent les techniques de segmentation procédant par fu-
sion hiérarchique des entités physiques. La fusion se poursuit jusqu'à ce 
que la structure complète qui représente la racine de la hiérarchie de 
l'image traitée soit obtenue. Dans ce genre de techniques, la fusion est fon-
dée, en général, sur une analyse des caractéristiques locales par rapport à 
chaque niveau (pixels noirs, séquences noires, composantes connexes, 
mots, lignes, ou blocs), [LEB92]. Si de telles techniques sont plus efficaces 
que celles s'inscrivant dans une stratégie descendante, elles sont toutefois 
moins fiables que ces dernières pour deux raisons essentielles : la propaga-
tion des erreurs locales de fusion le long des lignes de segmentation et la 
fusion de deux composantes connexes qui ne font pas partie du même bloc 
et qui conduisent à la fusion incorrecte de leurs blocs. 
2.4.1.2.1 Segmentation par lissage RLSA  
La méthode de Wong et al [WON82] utilise un algorithme appelé 
RLSA (Run Length Smoothing Algorithm) qui consiste à noircir, dans une 
image, les petites plages blanches de longueur inférieure à un seuil S fixé 
pour obtenir des blocs noirs continus. Ce lissage est appliqué horizontale-
ment et verticalement sur l'image, produisant deux images. Un ET logique 
est appliqué sur ces deux images produisant une image lissée ou image des 
composantes connexes (figure 2.25, 2.26). A partir de cet algorithme, plu-
sieurs variantes de méthodes ont été proposées pour s’adapter à la nature de 





Figure 2. 25 : Étapes de la méthode RLSA, (a) image binaire d’une ligne de 




Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés







Figure 2. 26 : Application de RLSA sur une image d’enveloppe (haut) et sur une 
image de magazine (bas), (a1,2)image binaire, (b1,2) lissage horizontal , (c1,2) 
lissage vertical. 
 
Le choix du seuil de lissage utilisé par les méthodes RLSA est à la 
fois crucial et difficile. Le moindre changement de la taille de la police de 
texte ou de l'espacement entre les objets du document, que ce soit des ca-
ractères, des mots, des lignes ou des blocs, affecte beaucoup le résultat de 
la segmentation. Un seuil légèrement élevé peut causer facilement une sur-
segmentation de ces objets alors qu’un seuil légèrement faible risque de 
leur causer une sous-segmentation. Pour rendre la tâche de segmentation 
plus robuste, Yamashita [YAM96] a proposé d’utiliser un seuil adaptatif 
qui s’ajuste en fonction de la taille et de l’espacement entre les objets. Dans 
le même esprit, Papamarkos et al [PAP96] ont proposé une méthode non-
supervisée pour ajuster automatiquement le seuil de lissage par RLSA en 
fonction de la distribution des séquences (longueurs des plages) noires et 
blanches. Dans le même principe de RLSA, d’autres méthodes de segmen-
tation utilisent des opérations morphologiques ou des filtres de lissage di-
rectement sur les images en niveaux de gris sans avoir recours à une binari-
sation. Prasanna et al [PAR03] ont utilisé un lissage par filtrage de type 
passe bas pour former les mots puis les regrouper en blocs dans une appli-
cation de lecture automatique des adresses indiennes. Shi et Govindaraju 
[SHI04] ont proposé une méthode plus avancée pour segmenter des docu-
ments et des courriers postaux complexes basée sur l'application de lon-
gueurs de plages directionnelles floues (fuzzy directional runlength). 
L’avantage principal de la méthode est sa capacité à détecter la direction 
dominante et à transformer le contenu en zones texte ou non texte. 
L’estimation de la direction dominante repose sur l’optimisation de la dis-
tance des moindres carrées et sur le regroupement des composantes. La per-
formance de cette segmentation a été testée sur des images de courriers 
(a1) (b1) (c1
(a2) (b2 (c2) 
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postaux et sur des images de documents manuscrits anciens comme ceux de 
Newton, de Galilée et de Washington. Quel que soit le type de textes im-
primés, manuscrits  ou mixtes le taux de bonne segmentation est de 93% 
calculer sur la base USPS de 1864 images. 
 
 
Figure 2. 27 : Segmentation d’une enveloppe et séparation de contenu texte / 
non texte par la méthode de Shi et Govindaraju. 
 
Sur des documents ou sur des enveloppes complexes, ce genre de 
méthodes ne doit pas être utilisé sans réduire l’échelle de l’image ou chan-
ger l’espace de représentation à cause de la grande quantité d’information 
présente dans l’espace des niveaux de gris. 
2.4.1.2.2 Segmentation par fusion ou par regroupement des composantes connexes  
Le principe de ces méthodes ascendantes consiste à regrouper ou à 
fusionner séquentiellement les CCs en éléments de plus en plus importants 
créant les mots à partir des caractères, les lignes de textes à partir des mots, 
les blocs à partir des lignes et ainsi de suite. Les propriétés utilisées pour la 
fusion sont connues a priori ou déduites directement à partir des calculs sta-
tistiques sur les espacements de l’image.  
       
 
 Figure 2. 28 : Exemple de regroupement hiérarchique des composantes  
connexes appliqué, en haut, sur une image d’article, en bas, sur une image de 
courrier manuscrit. 
 
L'approche de regroupement proposée par Drivas et Amin [DRI95] 
repose sur l’analyse de voisinage entre les CCs et sur le regroupement des 
CCs ayant une même dimension. La méthode est destinée à la segmentation 
(a) (b) (c) 
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des documents extraits de rapports techniques, de revues et de cartes de vi-
sites. D’autres techniques de regroupement ascendant ont été déjà propo-
sées visant des applications de vision industrielle [PAL92] [LII93] 
[JEO04]. Palumbo et al [PAL92] ont intégrée cette segmentation dans un 
système de localisation de blocs adresse en temps réel développé dans le 
centre CEDAR4 qui a trié au États-Unis plus de 200 milliards courriers en 
1992. Jeong et al [JEO04] l’ont également intégrée dans un système de tri 
de courrier Coréen. 
Contrairement aux méthodes descendantes, le regroupement as-
cendant des CCs n’est pas limité aux blocs de forme rectangulaire ni à 
l’inclinaison des documents ou à la complexité de l’alignement. Cependant, 
son inconvénient majeur revient à sa grande sensibilité aux discontinuités 
des objets, à l'interligne, à l'espacement variable entre les caractères et à la 
faible résolution de la numérisation. Ces limitations peuvent être réduites 
par des architectures plus avancées comme la méthode de Simon et al 
[SIM97] qui s’adapte à une très large gamme de documents contre une 
complexité de calcul considérablement réduite par rapport aux méthodes 
ascendantes classiques. Cette méthode utilise une distance particulière entre 
les composantes, en se basant sur l'algorithme de Kruskal qui recherche 
l'arbre recouvrant de poids minimum pour détecter la hiérarchie de la struc-
ture physique. La méthode a l’avantage d’être indépendante au changement 
d’espacement du texte et d’alignement des blocs, mais elle peut souffrir des 
problèmes habituels des stratégies ascendantes, telles que la segmentation 
incorrecte due à une erreur de regroupements précoces et le coûteux temps 
de calcul des connexités. Cependant, l’interaction avec d’autres outils de 
traitement qui calculent les connexités peut être une des moyens utilisés 
pour éviter de calculer les connexités à nouveau. D’autres méthodes utili-
sent un regroupement ascendant de pixels au lieu de CCs. La méthode de 
Etemad et al [ETE97] utilisée dans ce contexte, repose sur des règles de dé-
cision floues avec un réseau de neurones pour regrouper les pixels d’un do-
cument en plusieurs blocs homogènes. 
Les méthodes ascendantes nécessitent en général des connais-
sances a priori très fortes sur les caractéristiques typographiques des textes. 
Pour éviter ces limitations ainsi que celles qui sont liées aux méthodes des-





4. CEDAR : Center of Excellence for Document Analysis and Recognition. 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





2.4.1.3  Mécanismes mixtes de segmentation (mi-ascendants, mi-
descendants) 
Les méthodes de segmentation ascendantes et descendantes appor-
tent des connaissances différentes qu'il ne faut pas négliger lorsque l'on dé-
sire augmenter la robustesse. Contrairement aux méthodes classiques qui 
comportent plusieurs sources d’erreurs, les méthodes mixtes rassemblent 
les deux mécanismes en même temps. Leur point fort repose sur le fait 
qu’elles se servent des avantages de l’une pour combler les inconvénients 
de l’autre. Les méthodes mixtes peuvent êtres décomposées en trois classes 
selon l’ordre de combinaison : fusion puis décomposition, décomposition 
puis fusion, interaction.  
2.4.1.3.1 Méthodes basées sur la stratégie fusion puis décomposition (merge & split) 
Ces méthodes reposent sur un regroupement des éléments les plus 
petits pour former des blocs de taille supérieure. Par la suite, elles perfec-
tionnent le résultat par une décomposition en sous blocs homogènes. Se ba-
sant sur ce principe, la méthode de segmentation proposée par Lee et Kim 
[LEE94] utilise des caractéristiques qui servent ensuite à la phase de locali-
sation du bloc adresse présent sur les images de documents de type courrier 
Coréen manuscrit. Les CCs sont regroupées hiérarchiquement en mots, en 
lignes et en blocs. Puis une étape de décision basée sur la théorie de Bayes 
est appliquée sur chaque bloc pour valider sa décomposition ou sa fusion 
avec un autre bloc jusqu’à l’obtention du bloc adresse. Xue et al [XUE99] 
ont introduit quelques optimisations de cette méthode pour segmenter des 
enveloppes manuscrites chinoises. Une fois les blocs formés à partir des 
CCs, la projection des profils est utilisée avec la transformée de Hough 
pour décomposer chaque bloc en lignes de texte. Jiang et al [JIA07] ont 
adopté le même principe dans un système plus évolué de reconnaissance 
des adresses manuscrites chinoises. 
2.4.1.3.2 Méthodes basées sur la stratégie décomposition puis fusion (split & merge) 
Ces méthodes sont basées sur le principe d’une décomposition de 
l’image suivie d’un regroupement. Kruatrachue et Suthaphan [KRU01] ont 
proposé une décomposition de l’image de documents en plusieurs blocs po-
lygonaux. Cette technique extrait les différents blocs par un algorithme 
descendant de suivi de contour, elle applique ensuite un algorithme ascen-
dant sur les rectangles englobant des blocs pour identifier les blocs de 
texte, les images et les tableaux. 
La méthode de Cinque et al [CIN03] utilise un principe similaire à 
la méthode XY-cut proposée par Nagy [NAG84] mais au lieu d’appliquer 
un découpage purement descendant de l’image, elle utilise les lignes hori-
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zontales et verticales pour former des petites régions qui sont ensuite fu-
sionnées à l’aide d’un arbre quaternaire, voir figure 2.29.  
 
       
 
 Figure 2. 29 : Principe de la méthode décomposition fusion proposée par  
Cinque [CIN03]. 
2.4.1.3.3 Méthodes basées sur une analyse interactive 
Ces méthodes utilisent les mécanismes ascendants et descendants 
simultanément. La méthode proposée par Ramel et Leriche [RAM04] pour 
segmenter les documents imprimés anciens est un très bon exemple de ces 
méthodes. Les auteurs ont présenté un algorithme basé sur la superposition 
de deux représentations de l’image : une carte des formes qui se focalise 
sur les CCs présentes dans l'image et une carte du fond qui fournit de l'in-
formation sur les espaces blancs séparant les blocs constituant la page. En 
fonction de ses dimensions, l’une des étiquettes suivantes est affectée à 
chaque CC: Bruit (CC de petite taille), Graphique (CC de grande taille), 
Texte (autres CC de taille moyenne). La liste des CCs étiquetées Texte est 
utilisée pour reconstruire les paragraphes. Ce type d’interaction devient très 
intéressant si on veut effectuer plusieurs traitements (segmentation, sépara-




Figure 2. 30 : (a) Carte des formes, (b) carte du fond, (c) superposition des 
deux cartes [RAM04].  
 
Han et al [HAN05] utilisent une interaction entre la segmentation 
et la reconnaissance de caractères dans une application de tri postal. Cette 
 
Construction de la structure de quadtree  
Découpage descendant de l’image  
 
Résolution et granularité 
 
Niveau i 
(a) (b) (c) 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





méthode utilise dans une première phase une projection verticale des profils 
pour faire émerger les blocs sur des enveloppes manuscrites chinoises. 
Cette segmentation descendante seule ne suffit pas pour séparer correcte-
ment les entités du bloc adresse. Les caractères manuscrits chinois y sont 
souvent écrits selon différents styles, employant différentes tailles de po-
lice, et des espaces intra et inter-caractères souvent très variables. A cela, il 
faut également ajouter le recouvrement entre caractères qui constitue un 
facteur majeur d’erreurs de segmentation. Pour y remédier, les auteurs pro-
posent une étape de regroupement ascendant des CCs qui succède à l’étape 
initiale de segmentation. Ainsi, la séparation des caractères qui se touchent 
peut être résolue par une interaction avec la phase de reconnaissance de ca-
ractères. Cette méthode a été testée sur 589 enveloppes manuscrites, plus 
de 79,46% ont été correctement triées, ce qui correspond à un très bon 
score. 
Comme il a été évoqué dans les approches présentées ci-dessus, 
les méthodes mixtes sont en général plus efficaces et plus utilisées dans le 
domaine de tri de courrier que les méthodes purement ascendantes et des-
cendantes. Les méthodes mixtes permettent généralement de se dégager des 
fortes connaissances nécessaires à l'analyse descendante des documents, en 
évitant dans la plupart des cas de manipuler sur l'ensemble de l'image la to-
talité des données responsable de la lenteur de certains algorithmes ascen-
dants. De plus, les combinaisons ascendantes et descendantes offrent la 
possibilité de traiter des documents non contraints (documents contenant 
des éléments graphiques, des images, des portions de texte d'orientations 
variées ...) et ont pour ambition commune de parvenir  à extraire du texte 
mêlé à d'autres éléments informatifs, [EGL99][RAM05]. 
 
2.4.2 Les innovations par changement d’espace de représentation, sous-
échantillonnage ou/et analyse de la texture  
Cette famille d’approches innovantes de segmentation ne 
s’intéresse pas uniquement au processus de segmentation de l’image par 
l’exploitation d’un des trois mécanismes cités précédemment, mais elle 
procède par des changements d’espace de représentation (du spatial au fré-
quentiel par exemple) ou par des changements de résolutions de l’image 
permettant de considérer les éléments de contenus de manière plus ou 
moins rapprochée.  
Si l'image à segmenter est de grande taille on peut facilement ré-
duire sa taille par des opérations de sous-échantillonnage, évitant ainsi 
d’analyser la totalité des éléments présents dans les images. Par exemple, si 
la segmentation porte sur les traits grossiers de l’image, il n’est pas utile de 
conserver une haute définition pour l’image, au risque de surcharger les 
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calculs. Dans cette optique, l’analyse multi-résolution offre un cadre idéal 
de décomposition de l’image en détails et en approximations permettant 
une reconstruction parfaite des contenus. Un grand intérêt a été accordé à 
ces techniques multi-résolutions qui par leurs décompositions hiérarchiques 
garantissent à la fois une localisation globale des régions d’intérêt et un ac-
cès ensuite facilité des constituants les plus fins.  
 
 
Figure 2. 31: Représentation multi-résolution/multiéchelle. 
 
Déforges dans [DIF94] et [DIF95] ont introduit une méthode as-
cendante générique basée sur une représentation multi-résolution / multié-
chelle de l'image de document utilisée pour localiser le bloc-adresse. Une 
structure presque similaire a été utilisée par Wang [WAN95] pour distin-
guer les blocs de textes des blocs de graphiques, et les représenter dans un 
modèle structurel. Les méthodes consistant à réduire la résolution de 
l’image ou à analyser les différentes textures contenues dans l’image sont 
difficilement utilisables sur des images qui contiennent des objets hétéro-
gènes très proches. Les espaces entre éléments de contenus sont indétec-
tables lorsqu’on diminue la résolution : les zones de texte ne présentent 
alors aucune différence de texture significative.  
Les méthodes de segmentation par changement d’espace de repré-
sentation (ou par transformation), emploient des transformées mathéma-
tiques permettant de changer l'espace de représentation de l’image vers un 
autre espace où les zones de séparation entre les objets proches deviennent 
facilement détectables. Ces techniques sont fondées sur une transformation 
globale des images en vue de déterminer soit les critères de découpe, soit 
les critères de fusion, soit les deux. L'objectif est d’augmenter la disparité 
entre les objets pour faciliter leur séparation et d'intégrer à la segmentation, 
des propriétés d'invariance à certaines déformations que peut subir la 
forme, telles que la rotation, le changement d'échelle ou la distorsion. 
Plusieurs méthodes existent. Parmi elles, on peut citer la transfor-
mée de Fourrier [HAS85], [ITT93], la transformée de Hough [LIK94], les 
décompositions par ondelettes, [LIJ98], les bancs de filtres de Gabor 
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luées. O’Gorman [GOR93] a proposé une méthode spectrale, le Docstrum 
qui consiste en un regroupement hiérarchique des CCs fondé sur une ana-
lyse du graphe des k plus proches entités voisines. L'auteur définit par un 
spectre du document le graphe associé à ce dernier. Les nœuds du graphe 
sont initialement constitués de CCs. Le Docstrum, mis en place pour la 
segmentation des documents en blocs textuels, présente l'avantage d'être 
indépendant de toute inclinaison globale ou locale. 
                    
               
Figure 2. 32 : Segmentation en blocs par l’analyse de Docstrum (a) d’une image 
de journal, (b) d’une image qui contient six cartes de visites de différents for-
mats et orientations. 
 
D’autres techniques innovantes se sont un peu éloignées du con-
cept classique en faisant coopérer la phase de segmentation avec celle de 
localisation des zones d’intérêt. Govindaraju et Tulyakov [GOV03] propo-
sent dans ce contexte de combiner la phase de localisation du bloc adresse 
manuscrit avec la phase de segmentation. La méthode utilise un regroupe-
ment des CCs par Kmeans dans l’espace des caractéristiques où chaque 
composante est représentée par un vecteur d’attributs extraits directement à 
partir de leurs contours. Ce changement d’espace rend la méthode inva-
riante à la rotation et au changement d’échelle. Cela facilite le regroupe-
ment des composantes en ensembles homogènes. Basée sur des règles heu-
ristiques, cette approche permet ensuite de déceler le bloc qui correspond le 
mieux au bloc adresse. 
                         
Figure 2. 33 : Exemple de segmentation de blocs d’adresse manuscrite et 
exemple de rejet des blocs non pertinents par la méthode de Govindaraju et 
 Tulyakov. 
 
Les auteurs ont testé cette méthode dans un système de tri connu 
sous le nom HWAI développé au CEDAR [PAL92]. Les résultats montrent 
que cette méthode de segmentation de bloc adresse donne de meilleurs ré-
sultats que la méthode existante dans le système HWAI. Eiterer et al 
(a) (b) 
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[EIT04] ont suivi le même principe en exploitant la représentation des 
images en niveaux de gris des enveloppes manuscrites par leurs dimensions 
fractales et en y réalisant une classification par Kmeans des pixels comme 
éléments de fond, bruit ou objets sémantiques (avec les labels : timbre, ca-
chet postal ou bloc adresse). Ce principe reposant sur une classification 
simple a permis de réaliser conjointement plusieurs tâches : une extraction 
de premier plan, la suppression de bruit, la séparation des entités physique 
et la localisation du bloc adresse. Plus récemment encore, Sun et al 
[SUN08] ont proposé dans un concept innovant, une combinaison entre 
plusieurs techniques d’analyse de données pour segmenter les documents à 
partir de l’analyse de leurs textures et de connaissances contextuelles. Cette 
méthode exploite les aspects multi-échelles autour d’une segmentation 
Bayésienne et porte sur la transformée en ondelettes et un modèle d’arbre 
de Markov caché pour isoler la texture de texte de celle de graphique et de 
bruit. Ce type de combinaison de techniques est très coûteux en temps de 
calcul car il ne vise pas des applications de temps réel et se focalise en 
priorité sur la réduction des erreurs de segmentation sans être limité par le 
facteur de temps. 
 
2.4.3 Optimisations des temps de calcul : Vers de nouveaux mécanismes de 
coopérations  
  
Jusqu'ici, nous avons présenté plusieurs méthodes d’extraction de  
la structure physique correspondant à des besoins spécifiques, notamment 
en analyse de courrier, de formulaires ou de documents administratifs. En 
terme d’évaluation de l’ensemble de ces approches, nous pouvons citer 
quelques travaux phares du domaine [KAN95][ZHA96][YAN98][THU99] 
[PEN01]. Nous pouvons ainsi constater qu’un grand nombre de méthodes 
de segmentation qui s’appliquent en temps réel (sur des documents de type 
courriers et formulaires) s’oriente vers l’emploi d’un mécanisme mixte (mi-
ascendant / mi-descendant). Les méthodes descendantes sont rapides mais 
moins précises sur des documents de structure complexe ou variable, alors 
que les méthodes ascendantes sont plus précises mais très consommatrices 
en temps de calcul. L’alliance des deux mécanismes a montré que les meil-
leurs compromis temps / précision pouvaient être obtenus. On constate aus-
si que l'intérêt actuel du domaine de la vision industrielle se porte davan-
tage vers de nouvelles approches innovantes, où l'on cherche à s'affranchir 
des modèles classiques en ajoutant notamment à la coopération ascen-
dant/descendant  les propriétés intéressantes de la multi-résolution, de la 
hiérarchie de décomposition et des changements d’espace de représenta-
tion. 
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Dans un marché compétitif, une segmentation sans erreur n’existe 
pas en pratique, mais elle représente une référence de convergence pour 
ceux qui veulent conquérir le marché de tri automatique de documents et de 
courriers. Il faut noter qu’à ce jour, il n’existe pas encore de critères 
d’extraction de la structure physique suffisamment génériques à toutes les 
classes ou à toutes les qualités de documents. Toutefois, la combinaison de 
la tâche de segmentation avec d’autres tâches peut permettre de choisir les 
critères les plus adéquats. Nous sommes partis de l’hypothèse forte que la 
reconnaissance du type de document, la séparation texte / non texte des 
zones de document, la dichotomie manuscrits / imprimés, l’estimation de la 
complexité, de la qualité et de la résolution du document peuvent être obte-
nues par une segmentation grossière du document et peuvent en même 
temps permettre de sélectionner automatiquement l’ensemble des critères 
pour aboutir à une segmentation cette fois plus fine des contenus. Cette 
combinaison de tâches doit permettre au système de tri d’avoir certaine au-
tonomie et une bonne adaptation au contenu pour obtenir une meilleure sé-
paration des éléments constitutifs en temps réduit. Nous allons porter toute 
notre attention dans la suite des chapitres a exposé une méthodologie géné-
rique répondant à ces hypothèses fondamentales. 
Pour finir, l’analyse des approches de segmentation que nous 
avons produit nous montre qu’une architecture modulaire ne permet pas à 
elle seule d’assurer toute la souplesse d’échanges inter-modulaires néces-
saire pour faire interagir la segmentation avec les autres tâches. Sans cette 
interaction toute tentative d’amélioration de la segmentation devient très 
délicate, elle est d’ailleurs toujours aussi bien exprimée à travers le para-
doxe de Sayre [Sayre73] « pour reconnaître une entité, il faut savoir la lo-
caliser, mais pour la localiser, il faut tout d’abord la reconnaître ». 
Partant de l’ensemble de ces constatations, notre proposition 
s’inspire de la théorie des graphes. Elle consiste à utiliser une stratégie de 
segmentation pyramidale mixte plus adaptée aux courriers postaux. Les 
étapes de haut niveau reposent sur un outil qui permet d’assurer une bonne 
séparation entre les entités physiques permettant à la fois une combinaison 
souple et efficace entre la phase de segmentation et les autres phases de 
traitement et d’analyse comme la localisation des zones d’intérêt et la re-
connaissance due type de document. 
 
2.5 Les méthodes de discrimination texte/non 
texte 
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Pour reconnaître le texte dans un document quel qu'il soit, il faut 
pouvoir l'isoler ou l'extraire du document (figure 2.34). Dans le cas des 
courriers ou des documents d’entreprise, la structure physique à extraire est 
souvent composée de deux couches distinctes selon des critères purement 
structurels ou géométriques:  
- une couche textuelle qui comporte l'essentiel de l'information 
contenue dans le document, généralement, constituée de caractères alpha-
numériques.  
- une couche non textuelle qui peut contenir des graphiques, des 
tableaux, du bruit, et d’autres informations additionnelles.  
Après l’étape de segmentation des documents en plusieurs blocs 
constitutifs, les méthodes de séparation servent, en général, à distinguer les 
blocs textuels des autres blocs non textuels. Cette tâche représente donc 
l’une des tâches les plus importantes dans la chaîne de tri automatique de 
courriers et de documents d’entreprises (factures, formulaires, planus…) 
puisque elle permet un accès rapide à l’information et une reconnaissance 
(adresse de destination, codes, zones textuelles d’intérêt sur les formulaires 
et les documents bancaires) plus rapide également. Les méthodes qui abor-
dent cette problématique se divisent généralement en deux grandes familles 
d’approches : méthodes basées sur l’analyse de la texture et méthodes ba-
sées sur l’analyse des composantes connexes. 
 
                              
Figure 2. 34 : Exemple de séparation texte/non texte sur des pochettes de DVD. 
 
2.5.1 Méthodes basées sur l’analyse de la texture  
Dans ces méthodes, le problème de séparation texte/ non texte 
peut être traité comme un cas particulier de segmentation de la texture où 
les caractères de texte sont analysés comme des entités texturées. Dans ce 
cas, l'image d'entrée est habituellement considérée comme un composé de 
deux (texte et non-texte) ou de trois (texte, graphiques et fond) classes de 
texture. La séparation entre ces classes utilise généralement une fenêtre de 
classification ou un bloc d’une certaine taille dans l’espoir que toute ou 
partie des pixels contenus appartiennent à la même classe de texture. 
Dans ce contexte, Wang et Srihari [WAN89] ont présenté une 
technique de séparation entre le texte, les graphiques et les photographies. 
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La méthode est fondée sur le calcul de transitions de zones noires et 
blanches correspondant à certaines régularités dans le dessin du caractère. 
Elle consiste à calculer les occurrences de paires NB (noir / blanc) et de 
triplets NBN (noir / blanc / noir) correspondant aux transitions noires et 
blanches horizontales dans les régions de l'image du document. Une paire 
NB est un ensemble de pixels noirs suivis par un ensemble de pixels blancs 
dans la direction horizontale (figure 2.35). La longueur de la paire est égale 
au nombre total de pixels contenus dans la paire. La proportion de pixels 
blancs dans une paire est codée par un entier compris entre 1 et 9, appelé 
catégorie. 
                                                      
Figure 2. 35 : Séquence NB des pixels (noirs/blancs). 
 
Les résultats d’extraction des paires NB sont rangés dans une ma-
trice M1, où m1(i,j) exprime le nombre de fois où l'on rencontre dans 
l'image des paires NB de longueur j et de catégorie i. De manière similaire, 
on détermine une matrice M2, dans laquelle on range les triplets NBN. La 
longueur du triplet est donnée par la longueur de la zone blanche. La lon-
gueur des pixels noirs est donnée par une catégorie de 1 à 3. m2(i,j) donne 
le nombre de triplets de longueur j et de catégorie i. Ensuite, on déduit à 
partir de ces matrices trois quantités F1, F2, et F3 exprimant des mesures de 
texture :  





















⎛ ⎞⎜ ⎟⎝ ⎠=
∑∑
∑∑
        (2. 12) 
Où n1 est le nombre de catégories et L1, la plus grande longueur 
d'une paire. On constate que F1 a une valeur plus grande pour les petites 
lettres que pour les grandes lettres car les espacements entre les tracés dans 
les petites lettres sont plus petits que dans les cas de grandes lettres. Par 
conséquent, F1 a la valeur la plus importante pour les photographies. 
























       (2. 13)                  
F2, décrit les grandes transitions et a donc une valeur importante 
pour les grandes lettres. 
Paire (noire et blanche) 
Pixels noirs Pixels blancs  
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où L2 est la plus grande longueur d'un triplet, n2 le nombre de ca-
tégories et s1, et s2 sont les valeurs de seuils choisis pour mettre l'accent sur 
les traits longs. Une classification par discrimination linéaire dans l'espace 
des paramètres F1, F2 et F3 permet, dans une image donnée, de séparer le 
texte, les graphiques et les photographies. 
Un autre algorithme basé sur l’analyse des séquences noires a été 
proposé par Sivaramakrishnan et al [SIV95]. Afin d’être classée dans l’une 
des neuf classes différentes, chaque région est caractérisée par la moyenne 
et la variance des longueurs des séquences noires et blanches,  la moyenne 
et la variance spatiale, le pourcentage des pixels noirs dans la région, et le 
rapport de largeur de la région avec la largeur de ses colonnes. Les caracté-
ristiques relatives aux séquences sont calculées selon les quatre directions 
canoniques (horizontale, verticale, diagonale gauche et diagonale droite). 
Un arbre de décision est utilisé pour classer chaque région sur la base de 
son vecteur de 67 caractéristiques. Cette technique utilise la projection de 
profils pour faire émerger les lignes de texte et donne de meilleurs résultats 
lorsque les  documents sont bien redressés. 
La technique proposée par Jain et Bhattacharjee [JAI92a] a été dé-
diée à un système de lecture automatique de l’adresse de destination de 
courrier postal. L’extraction des zones textuelles utilise 8 filtres de Gabor 
selon les fréquences centrales et les orientations suivantes : 
               0
0
32 2 0 45 90 135
64 2 0 45 90 135
f
f
θ θ θ θ
θ θ θ θ
= → = ° = ° = ° = °
= → = ° = ° = ° = °      (2. 15)                
Chaque filtre permet de caractériser la texture dans une orientation 
différente. L’ensemble de caractéristiques est utilisé par la suite pour réali-
ser un clustering non supervisé afin de classer chaque pixel comme texte ou 
non - texte. Cette méthode est invariante à la rotation et robuste au chan-
gement de polices et de tailles des caractères de texte, mais elle est moins 
robuste sur des enveloppes et des documents complexes.  
 
Figure 2. 36 : Localisation de texte manuscrit sur des enveloppes par la méthode 
de Jain et Bhattacharjee. 
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WU et al [WUV99] ont proposé un système d’extraction automa-
tique de texte sur des images de différentes sources (chèques, vidéo, jour-
naux, petites annonces, certificats d'actions et photographies). Dans ce 
cadre, le texte est traité comme une texture distincte et sa détection repose 
sur une segmentation multi résolution de la texture et sur des critères de 
cohérence spatiale. La première phase du système consiste en un filtrage li-
néaire suivi d’un filtrage non-linéaire pour segmenter la page en régions de 
différentes textures. Pour cela neuf opérations de convolutions de type dé-
rivées de gaussienne du second ordre { }1, 2,2σ =  sont utilisées. Puis 
l’image subit une transformation non-linéaire de type tanh(αt) avec α 
=0.25. En utilisant les sorties délivrées par cette transformation, certaines 
énergies sont mesurées localement pour chaque pixel sous forme d’un vec-
teur de caractéristiques. Une classification de type K-means (avec K=3) est 
appliquée sur l'ensemble des vecteurs de caractéristiques pour pouvoir sé-
parer les différentes formes de texture présentes sur la page. 
La seconde phase du système consiste à appliquer un ensemble 
d’heuristiques conçues pour générer les différentes couches de symboles 
d’une même classe de texte. Pour détecter le texte dont la taille de police 
change de manière significative, les couches issues d’une hiérarchie de 
trois niveaux sont combinées  dans une troisième phase. Les boîtes englo-
bant le texte contiennent des intensités similaires. Un algorithme basé sur 
l’analyse de l’histogramme est donc suffisant pour calculer le seuil de bina-
risation des zones textuelles. Une étape de raffinement est utilisée par la 
suite pour supprimer quelques fragments non textuels qui peuvent être pré-
sents dans les zones textuelles. 
Cette méthode perd son efficacité dans les situations où la texture 
des images ressemble à celle du texte ( présence de feuilles d’arbres ou 
d'herbes. Semblables aux petites formes des caractères de texte). Huiping et 
al dans [HUI00] traitent cette situation difficile, souvent rencontrée  dans 
les séquences vidéo de scènes naturelles, par un réseau de neurones à trois 
couches. Cette approche permet de décider localement si le contenu de la 
fenêtre glissante (typiquement d’une taille  16 × 16) est textuel ou non. 
Pour faciliter la détection de diverses tailles de caractères de textes, ce con-
cept utilise une représentation pyramidale de l’image initiale. Cette tech-
nique montre plus d’efficacité sur ce type de document par rapport aux mé-
thodes non-supervisées proposées dans [JAI92b] et [WUV99].  
D’autres méthodes font coopérer la phase de l’extraction de zones 
textuelles avec la phase de l’estimation de l’inclinaison des lignes de texte. 
Dans ce contexte, Zhu et Yin [ZHU02] utilisent la transformée de Fourier 
des projections de profils pour définir un vecteur de caractéristiques pour 
chaque bloc. Une machine à vecteurs de supports SVM est ensuite utilisée 
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pour classer chaque bloc comme textuel ou non. Cette séparation permet 
d’avoir une bonne estimation de l’angle d’inclinaison sur les lignes de texte 
en évitant la prise en compte d’éléments graphiques ou bruités. 
 
Plus récemment, Journet et al dans [JOU05] proposent dans leur 
article une méthode de caractérisation d’images de documents imprimés da-
tant de la Renaissance. Cette approche se base sur une extraction des diffé-
rentes orientations présentes sur la totalité de la surface de la page et qui 
sont caractéristiques de la présence de différentes entités textuelles, ou gra-
phiques (incluant les enluminures, les ornements et bandeaux, les lettrines, 
ainsi que diverses illustrations). Cette caractérisation s’appuie sur le calcul 
et l’exploitation de la fonction d’autocorrélation qui a la particularité, lors-
qu’elle est estimée sur une zone de texte ou de dessin, de générer une si-
gnature unique facilement identifiable. Ce choix permet de séparer le texte 
des dessins minimisant la quantité d’a priori relatif aux images traitées. 
Cette méthode est non seulement robuste aux bruits fréquemment rencon-
trés dans ce genre d’images (détériorations de l’encre, défauts de numérisa-
tion…) mais elle se veut aussi complètement indépendante de la typogra-
phie employée, de la taille des caractères, de la présence de parties 
graphiques. 
                                                       
Figure 2. 37 : Exemples de roses des directions et détermination de zones  
graphiques [JOU05]. 
 
2.5.2 Méthodes basées sur l’analyse des composantes connexes  
Ces techniques sont essentiellement basées sur l’analyse des com-
posantes connexes, des espaces qui les séparent et de leur taille, leur régu-
larité et même leur texture. 
La méthode de Wong, Casey et Wahl [WON82] en est un exemple 
très connu. Elle repose sur les approches agrégatives classiques de type 
RLSA qui consiste à noircir, dans une image, les petites plages blanches de 
longueur inférieure à un seuil S fixé pour obtenir des blocs noirs continus. 
Ce lissage est appliqué horizontalement et verticalement sur l'image, pro-
duisant deux images. Un "ET" logique est ensuite appliqué sur ces deux 
images produisant une image lissée ou image des composantes connexes 
(figure 2.38). 
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Figure 2. 38 : Lissage par la méthode RLSA avec un seul s=15. 
 
Leur méthode de séparation de zones utilise l'image des compo-
santes connexes et se base sur le calcul de quatre paramètres: 
- la hauteur H ; 
-la densité D (ou taux de pixels noirs dans le rectangle circonscrit 
de la connexité) 
- la longueur moyenne L des traits noirs de la composante dans 
l'image d'origine. 
- l’excentricité E= largeur/hauteur. 
Les quantités L et H permettent de localiser les lignes du texte, car 
elles expriment une certaine régularité au sein de formes de petites tailles.  
Les quantités E et H permettent de distinguer entre les lignes verticales, les 
graphiques et les photographies. Cette méthode est plus rapide que les mé-
thodes basées sur l’analyse de la texture car elle ne nécessite pas trop de 
transformations. Cependant elle est sensible à l’inclinaison des documents 
et nécessite une bonne orientation et un parfait alignement des lignes de 
texte. 
Pour augmenter la robustesse de cette approche Fletcher et Kasturi 
[FLE88] ont appliqué la transformé de Hough sur des composantes con-
nexes colinéaires de tailles similaires. Ils les ont ensuite regroupées en 
chaînes de texte. Certaines améliorations ont été apportées par Tombre et al 
dans [TOM02] pour l’adapter aux documents graphiques de structure riche. 
Un post-traitement a également été proposé pour récupérer les composantes 
textuelles attenantes aux graphiques. 
Dans le cadre d’une application de tri postal, Jain et Yu [JAI96] 
ont proposé une méthode de localisation automatique de bloc adresse en 
temps-réel sur des courriers complexes. La méthode repose sur une classifi-
cation directe des lignes de texte généralisées (GTLs) issues d’une segmen-
tation ascendante par regroupement hiérarchique des composantes connexes 
en caractères, en lignes et en blocs homogènes. La technique analyse les 
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tailles et l’alignement horizontal des composantes de chaque GTL pour les 
classer comme textuelle ou non.  
Dans cette famille d’approches, nous pouvons également citer les 
travaux de Belaïd et Akindele dans [BEL93] qui proposent une classifica-
tion des blocs selon les catégories suivantes : petit texte, texte moyen, 
grand texte, graphiques et photographiques. Leur méthode repose sur 
l’analyse des composantes connexes, les espaces inter composantes, leur 
taille et leur régularité. 
 
2.5.3 Conclusion  
Parmi l’ensemble des approches proposées pour la discrimination 
texte/non-texte, celle qui nous semble la plus générique est la méthode de 
Zheng et al [ZHE03]. En effet, elle porte sur la combinaison d’un module 
de  séparation texte/ non texte et un module de séparation imprimé/ manus-
crit. Cette coopération permet de gagner du temps et de la robustesse en 
n’appliquant qu’une seule classification. Nous l’avons détaillée dans la sec-
tion « Séparation imprimé/ manuscrit » 
 
2.6 Le cas particulier de la séparation 
imprimé/manuscrit 
Pour des raisons industrielles et économiques, les outils de lecture 
automatisée des textes imprimés (OCR) cherchent à être de plus en plus 
proches de résultats temps réel dans des environnements toujours plus 
complexes et contraints. On a pu faire le constat au début de ce chapitre 
que la coopération entre plusieurs méthodes de prétraitement, d’analyse et 
de reconnaissance de documents était essentielle pour améliorer la qualité 
de la reconnaissance et s’adapter à des domaines d’application plus diffi-
ciles. On a notamment pu constater que la capacité de choisir automatique-
ment l’algorithme approprié selon le type de données permettait au système 
de reconnaissance d’avoir une grande autonomie et un meilleur rendement 
dans le traitement de documents hétérogènes. Dans le monde réel, l’écriture 
de l’adresse sur le courrier et le remplissage des formulaires ou des chèques 
peuvent être effectués soit à la main, soit par impression avec différentes 
polices, soit encore par les deux modes combinés. Une personne pourra, par 
exemple, écrire à la main l’adresse de son destinataire sur son propre cour-
rier, et une organisation envoyer des lettres à ses clients ou à ses employés 
en imprimant automatiquement l’adresse de destination sur l’enveloppe. 
Enfin, des situations duales où fragments manuscrits et imprimés sont com-
binés pourront se constater lors du remplissage des chèques bancaires ou 
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des formulaires, ceux-ci pouvant tout à la fois contenir quelques zones déjà 
pré-remplies par impression et d’autres remplies à la main (figure 2.39). 
Le tri automatique de ces papiers nécessite de localiser les zones 
textuelles d’intérêt puis de les lire par OCR quelque soit la nature des 
textes pour finalement les trier en fonction de caractéristiques communes. 
La présence de texte imprimé et manuscrit dans la même image de docu-
ment ou dans la même rame d’une chaîne de tri, pose donc des difficultés 
supplémentaires aux mécanismes d’automatisation de la reconnaissance op-
tique des caractères. 
                      
                        
Figure 2. 39 : Exemples de documents traités dans une chaîne de tri. 
  
Quand les deux types de texte se réunissent sur la même chaîne de 
tri ou sur le même document (formulaires de demande, questionnaires, 
courriers, chèques, corrections et instructions dans les documents impri-
més), il est nécessaire de traiter différemment les deux types de texte et 
d’apporter des solutions logicielles efficaces permettant :  
- La récupération des informations pertinentes (par exemple, iden-
tification de l’écriture manuscrite dans un  formulaire) 
- La suppression des informations inutiles (par exemple, suppres-
sion des notes manuscrites dans les documents officiels)  
- La reconnaissance de chaque type de texte et l’automatisation du 
paramétrage selon le type d’OCR employé. 
 
A ce jour, il existe sur le marché différents types d’OCR capables, 
soit de reconnaître le texte imprimé avec des polices différentes, soit de re-
connaître le texte manuscrit. Cependant, il n’existe pas encore d’OCR ca-
pable de reconnaître les deux types de textes en même temps. Par consé-
quent, les systèmes de reconnaissance de documents mixtes utilisent 
nécessairement deux types d’approches complémentaires: un OCR pour re-
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connaître le texte imprimé et un système de reconnaissance (transcription 
assisté) pour reconnaître le texte manuscrit. Les deux systèmes sont généra-
lement considérés comme des « boîtes noires » rendant toute intervention 
sur leur fonctionnement propre impossible. En revanche, il est possible de 
les faire travailler en commutation et de les paramétrer en fonction du type 
de texte qu’on souhaite lire. La distinction préalable entre le texte imprimé 
et le texte manuscrit est donc une étape indispensable au système de recon-
naissance permettant ainsi de choisir le type d’OCR qu’il faut activer et les 
traitements appropriés qu’il faut appliquer. Dans la pratique, c’est bien 
souvent un opérateur qui réalise ces activations par ajustement manuel de 
l’ensemble des paramètres initiaux en fonction du type de texte à recon-
naître.  
La littérature dans ce domaine regorge d’outils permettant de dis-
criminer les deux types de texte. Nous allons présenter les mécanismes sous 
jacents permettant d’y parvenir. 
Pour commencer, portons notre attention sur les aspects morpho-
logiques des formes des traits manuscrits et imprimés. De ce point de vue, 
on peut remarquer plusieurs différences notables entre les deux types de 
texte. Dans le texte imprimé, les lignes de base sont habituellement droites, 
les caractères majuscules sont de taille uniforme ainsi que les minuscules et 
les espacements entre caractères ou composantes connexes. Ces caractéris-
tiques sont largement différentes de celles du texte manuscrit (figure 2.40). 
 
                                           
Figure 2. 40 : Différences entre (a) le texte manuscrit et (b) le texte imprimé. 
 
L’extraction de ces différences  peut facilement assurer la distinc-
tion entre les deux types de texte. Généralement, les systèmes de séparation 
automatique entre le texte imprimé et le texte manuscrit peuvent être dé-
composés en trois modules (figure 2.41). Le prétraitement et la segmenta-
tion en blocs sont utilisés en premier pour réduire les temps de calcul en 
normalisant et décomposant l’image de document en plusieurs blocs homo-
gènes. Le troisième module du système consiste en une étape de classifica-
tion, portant sur une extraction des caractéristiques adaptées (par la prise en 
compte de connaissances a priori et d’une quasi systématique réduction de 
dimensionnalité). Elle permet précisément au système de décider si le type 
de texte est imprimé ou manuscrit. 
 
(a) (b) 
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Figure 2. 41: Exemple d’un système  de distinction entre le texte imprimé et le 
texte manuscrit. 
Plusieurs techniques ont été développées pour classer les deux 
types de texte. Les travaux précédents s’intéressent à classer le texte au ni-
veau des blocs, des lignes, des mots ou plus finement au niveau de carac-
tères sur des documents Latins, non-Latins ou bilingues.  
Palumbo et al [PAL92] ont intégré un module de discrimination 
entre le texte imprimé et le texte manuscrit, qui porte le nom HWMP, dans 
un système de tri automatique de courrier postal en temps réel. Ce module 
permet de déterminer le type de texte du bloc-adresse issu du module de lo-
calisation et de segmentation en blocs. Cette classification est basée sur la 
fréquence des hauteurs des composantes connexes dans le bloc adresse. 
Elle suppose qu’un bloc avec des hauteurs largement différentes est manus-
crit et un bloc avec des hauteurs de composantes uniformes est imprimé. 
 
                              
                                      
Figure 2. 42 : Exemple de regroupement des composantes connexes en blocs 
pour localiser le bloc adresse sur une enveloppe. 
 
Franke et Oberlander [FRA93] ont présenté une méthode permet-
tant de contrôler chaque champ d’information, et de savoir s’il est imprimé 
ou manuscrit. Ils ont utilisé quatre ensembles de caractéristiques géomé-
triques extraites à partir des connexités représentées par des rectangles cir-
conscrits. Un classifieur statistique a été ainsi mis en application pour 
chaque ensemble de caractéristiques. La méthode proposée par Imade et al 
[IMA93] segmente les documents japonais selon les classes suivantes : 
Kanji et Kana imprimés, Kanji et Kana manuscrits, photographies et images 
imprimées. Des caractéristiques extraites à partir de l’histogramme de gra-
dient et de luminance de l’image du document ont été utilisées comme des-
cripteur alimentant l’entrée d’un classifieur basé sur un modèle de réseau 
de neurones multicouches de type feed-forward. Ce type de classifieur a 
également été utilisé sur des caractères Romains par Kuhnke et al. 
[KUH95] avec trois couches actives composées respectivement de 55, 6 et 
2 nœuds sigmoïdaux utilisant des caractéristiques directionnelles et symé-
triques. Après avoir extrait les contours et les rectangles englobant les ca-
Prétraitement et seg-
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ractères, des mesures de symétrie des pixels et de droiture des segments ho-
rizontaux et verticaux sont calculées pour décrire leur structure et leur 
forme géométrique. Fan et al [FAN98] ont décrit une méthode de classifica-
tion des blocs en texte manuscrit ou imprimé sur des scripts Anglais, Japo-
nais et Chinois. Chaque bloc est représenté par un ensemble de caractéris-
tiques spatiales et structurelles comme les mesures de variances estimées 
sur la structure des caractères. Pal et Chaudhari [PAL99] ont utilisé un 
classifieur d’arbres avec des caractéristiques structurelles et statistiques sur 
les nœuds de l’arbre pour séparer les lignes de texte de script Bangla et De-
vanagiri Indien. Les caractéristiques statistiques sont représentées par une 
variante du calcul de la variance de la structure utilisée dans [FAN98].  
Guo et Ma [GUO01] proposent de distinguer des notes écrites à la 
main sur le texte imprimé ou dans son voisinage. La méthode utilise la pro-
jection des profils verticaux pour caractériser les mots segmentés et un mo-
dèle de chaînes de Markov caché (HMM) comme classifieur (figure 2.43). 
Ces méthodes nécessitent une étape de séparation texte/non texte et ne 
s'appliquent pas facilement à d’autres scripts (qui n’ont pas été appris dans 
la phase d’apprentissage) ou sur des documents bruités. 
 
                              
Figure 2. 43 : Localisation de notes manuscrites sur un texte imprimé par la mé-
thode de Guo et Ma.  
 
Afin de permettre de traiter également les documents bruités, 
Zheng et al [ZHE03] ont proposé de traiter le bruit comme une classe dis-
tincte en utilisant un mélange de caractéristiques à partir des histogrammes 
des séquences noires, de la structure des composantes connexes, des histo-
grammes de croisements, des orientations des segments obtenues par 
l’application de bancs de filtres de Gabor et de l’analyse de texture issue 
d’une description par matrices de cooccurrences. Le classifieur de Fisher a 
été utilisé pour faire la distinction entre le texte imprimé, le texte manuscrit 
et le bruit. Un champ de Markov aléatoire a également été utilisé dans ce 
contexte pour corriger les erreurs de classification et modéliser la structure 
géométrique de chaque classe. L’extraction d’un grand nombre de caracté-
ristiques rend cette méthode très coûteuse en temps de calcul.  
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Avec un nombre restreint de caractéristiques, Kavallieratou et 
Stamatatos [KAV04] proposent d’utiliser l’analyse discriminante sur des 
lignes pour distinguer les deux classes de texte. Le principe consiste à 
combiner linéairement les variables d'entrée de telle sorte que les classes 
soient statistiquement les plus distinctes possible. L'idée de l’approche con-
siste à tirer partie des propriétés structurelles qui contribuent à la discrimi-
nation humaine entre le texte imprimé et le texte manuscrit. Il est facile-
ment remarquable que dans une ligne, la hauteur des caractères imprimés 
est plus ou moins stable et celle des caractères manuscrits est très fluc-
tuante. Les mêmes remarques peuvent être faites pour la hauteur du corps 
médian des caractères et pour la hauteur des hampes ascendantes et des 
jambages descendants. Les rapports hauteur des hampes ascen-
dantes/hauteur de corps et hauteur des jambages descendantes/hauteur de 
corps seraient donc stables sur le texte imprimé et variable sur le texte ma-
nuscrit. L’extraction de ces caractéristiques est basée sur le profil des 
points supérieurs et inférieurs de chaque ligne de texte (c'est-à-dire, la posi-
tion du premier et de dernier pixel noir sur chaque colonne).  
 
                                           
Figure 2. 44 : Exemple de profils des points supérieurs et inferieurs, (a) une 
ligne de texte imprimé, (b) son profil des points supérieurs et inferieurs, (c) 
l’histogramme horizontal des profils, (d) une ligne de texte manuscrit, (e)  son 
profil des points supérieurs et inférieurs, (f) l’histogramme horizontal des profils, 
(g) hampes ascendantes, jambages descendants et corps d’une ligne de texte. 
 
Le nombre limité de caractéristiques utilisées par cette méthode 
augmente la vitesse de traitement mais la projection des profils rend la mé-
thode sensible à l’inclinaison des lignes de texte qu’on rencontre souvent 
sur les images d’enveloppes en provenance des chaînes de tri automatique. 
Dans ce contexte, une méthode plus robuste à l’inclinaison des lignes a été 
proposée par Seung et al [SEU04] pour classer le texte de chaque adresse 
comme manuscrit ou imprimé dès sa localisation sur le courrier Coréen. 
Cette méthode consiste à extraire des caractéristiques géométriques à partir 
de rectangles minima englobant les composantes connexes de l’adresse et à 
les fournir à un réseau de perceptron multicouche pour la classification de 
texte. Pour mesurer la régularité des textes, les auteurs proposent trois ca-
tégories de caractéristiques : l’histogramme des largeurs, l’histogramme 
des variances des largeurs et l’histogramme des positions des composantes 
(g) 
Corps
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connexes. Certaines caractéristiques ont déjà prouvé leur efficacité dans la 
méthode Franke et Oberlander [FRA93] et l’algorithme de sélection et de 
regroupement des composantes connexes a été amélioré pour pallier aux 
différentes dégradations des images et pour réduire les erreurs de segmenta-
tion en blocs. 
Récemment, Farooq et al [FAR06] ont proposé une méthode de 
séparation adaptée au script arabe. Cette méthode s’applique directement 
sur chaque mot pour savoir s’il est imprimé ou manuscrit. Un filtre de Ga-
bor est appliqué sur l’image de mots pour extraire un jeu de caractéristiques 
selon les différentes orientations des graphèmes (voir figure 2.45). La 
phase d’apprentissage utilise une classification par maximisation de 
l’espérance (EM) basée sur un réseau de neurones probabiliste. 
L’algorithme EM utilisé permet aussi de réduire les effets de sur-
apprentissage de la base d’entrainement sur la performance de séparation. 
                     
                 
Figure 2. 45 : (à gauche) La sortie de filtre directionnel de Gabor selon six di-
rections, (à droite), classification et apprentissage sur des images de mots.  
 
D’autres méthodes qui s’appliquent sur les caractères utilisant une 
analyse plus fine ont été proposées plus récemment dans [MAJ06] et 
[LAK07]. Majumdar et Chaudhuri [MAJ06] ont proposé un nouveau con-
cept de lecture automatique de formulaires en appliquant une coopération 
entre la phase de séparation et la phase de reconnaissance des chiffres écrits 
en script Bangla indien. La classification utilise un réseau de neurones de 
type perceptron multicouche pour séparer et reconnaître les chiffres manus-
crits en même temps que les chiffres imprimés selon 23 polices différentes. 
Ce principe de combinaison a été adopté également par Lakshmi et al 
[LAK07] pour reconnaitre les chiffres manuscrits et imprimés des chèques 
et des enveloppes. Les caractéristiques sont basées sur l’histogramme des 
orientations des contours et la classification est basée sur l’ACP. 
 
La moyenne des taux de séparation entre le texte imprimé et le 
texte manuscrit obtenue par les méthodes présentées ci-dessus atteint un 
taux de 96%. Ce chiffre reste loin d’être idéal dans des chaînes de tri qui 
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doivent pouvoir traiter jusqu’à plusieurs dizaines de millions de courriers 
chaque jour. La méthode de Seung et al [SEU04] atteint un meilleur taux de 
séparation à 98,9% suivi par la méthode de Pal et Chaudhari [PAL99] à 
98% (figure 2.46). Grâce à leur cohérence avec la phase de prétraitement et 
de segmentation, ces deux dernières méthodes ont été conçues de telle sorte 
à pouvoir s’adapter aux exigences du domaine du tri automatique de cour-
riers. A l’heure actuelle toute tentative d’amélioration de la séparation im-
primé / manuscrit dans ce domaine doit donc préférentiellement s’orienter 
selon ce principe. La figure suivante montre les taux de bonne séparation 
pour les principales approches présentées dans ce chapitre. 
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Le tri automatique de documents est un terrain d’expérimentations 
de nouvelles technologies de premier choix car à lui seul il contient toutes 
les étapes d’analyse allant du niveau le plus bas (prétraitement et segmenta-
tion) au niveau le plus élevé (reconnaissance et décision). Les projets tech-
niques observés ces dernières années ont permis des gains de temps et d'ar-
gent très importants pour les organisations bénéficiaires de tels progrès. 
Les tendances les plus visibles actuellement se portent sur l’augmentation 
de la précision et de la pertinence des approches de reconnaissance embar-
quées permettant notamment de traiter des images de contenus hétérogènes 
(présence d’écritures différentes imprimées ou manuscrites) mais aussi de 
procéder à une reconnaissance intelligente du document en s’intéressant no-
tamment à sa structure et sa mise en page.  
A ce titre, la reconnaissance automatique des documents (RAD) 
fait partie intégrante d’un processus complet d’analyse des documents en 
permettant de classifier les documents selon leur typologie. La connais-
sance délivrée par cette étape préalable aux traitements permet de cibler les 
informations pertinentes au tri et choisir un jeu de traitements plus adapté 
au contenu.  
Malgré l’intérêt réel de tel processus de RAD au sein du système 
de tri, on constate à ce jour des résultats encore imparfaits car des difficul-
tés non résolues doivent encore faire l’objet de recherches. Nous verrons 
notamment dans ce chapitre les composants essentiels des système de RAD, 
leurs performances réelles au regard des performances attendues liées no-
tamment à des contraintes qu’il est à ce jour encore difficile d’intégrer tota-
lement : contraintes de temps réel, limitation de l’intervention manuelle en 
cas de rejet, prise en compte des aléas de la numérisation, superposition 
fréquente de couches d’informations textuelles et graphiques… Ces con-
traintes impliquent d'avoir à la fois une description simple des contenus et 
une description discriminante de la structure afin de garantir un classement 
rapide de tous les documents susceptibles d'apparaitre dans la chaîne. 
Dans ce contexte, nous présentons en première partie de ce cha-
pitre les outils généraux de classification et leur application à la classifica-
tion de documents en argumentant leurs forces et leurs limites. 
La localisation du bloc adresse constitue un point central dans 
l’élaboration d’un système de tri. Elle consiste en une succession d’étapes 
allant de l’émergence des blocs informants à l’étiquetage et la décision. 
Nous aborderons dans ce chapitre les différentes catégories de méthodes. 
Nous verrons notamment que les méthodes mises en place pour l’analyse 
d’images binaires qui exploite des stratégies de segmentation mixte (mi-
ascendantes et mi- descendantes) sont plus performantes que les approches 
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exclusivement ascendantes ou descendantes. De même, nous monterons que 
les méthodes basées sur des ensembles de règles déterministes qui sont en-
core à ce jour les plus courantes nécessitent un nombre très élevé de cri-
tères et des connaissances en grand nombre qui conduisent à des délais de 
prise de décision souvent très importants. 
Dans ce contexte, nous avons porté notre attention sur les solu-
tions basées sur des mécanismes d’apprentissage qui s’avèrent beaucoup 
plus souples et qui permettent de contrôler des situations complexes (mises 
en page complexes ou structures variables) et nouvelles de façon optimale. 
Dans ce chapitre, nous passerons notamment en revue différentes approches 
de LBA et argumenterons les mécanismes relevant des réseaux de neurones 
qui s’avèrent très efficaces car possédant de très bonnes propriétés de pré-
diction. Même si leur validation est souvent difficile à argumenter, ces ap-
proches n’en demeurent pas moins de très bons modèles d’analyse ayant la 
capacité de s'accommoder de valeurs très bruitées ou des données par-
tielles. 
 
3.2 Première partie : La reconnaissance 
automatique du type de document 
(RAD) 
Les documents échangés entre les entreprises sont nombreux et 
leur traitement automatique devient une nécessité. En effet, il contribue à 
créer une réelle valeur ajoutée à l'entreprise en valorisant son patrimoine 
documentaire et en le rendant plus accessible. La mise en place de nou-
veaux services liés à l’automatisation de ces traitements contribue à amé-
liorer son propre processus organisationnel.  
Dans ce contexte, le tri automatique de documents permet au-
jourd’hui un gain de temps et d'argent considérable pour les organisations. 
Les tendances les plus visibles actuellement se développent dans 
l’amélioration des systèmes de vision, la fiabilité des calculateurs et les 
performances des OCR au cœur même des systèmes de traitement automa-
tique des documents. Ces dernières années, nous avons pu observer de no-
tables évolutions technologiques qui ont permis d'affiner la précision et la 
pertinence de la reconnaissance. Non seulement, elles ont permis de 
prendre en compte des écritures différentes (imprimées ou manuscrites) 
mais aussi de procéder à une reconnaissance intelligente du document en 
s’intéressant notamment à sa structure et sa mise en page.  
De manière très générale, on peut affirmer que tout système de re-
connaissance de documents nécessite l’introduction de connaissances liées 
au type de document à reconnaître. Dans la plupart de ces systèmes, la con-
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naissance est totalement dissimulée dans le code et est, de ce fait, difficile à 
adapter à de nouveaux types de documents. On y retrouve les documents 
structurés dont la mise en forme est relativement stable avec des éléments 
de mise en page récurrents (logo, entête, zones de texte, etc.). On peut citer 
à titre d’exemples : les factures, les bons de livraison ou encore d’autres 
documents comptables émanant de fournisseurs et partenaires de 
l’entreprise. 
Dans ce contexte, nous pouvons affirmer que la reconnaissance 
automatique des documents (RAD) fait partie intégrante d’un processus 
complet d’analyse des documents en permettant de classifier les documents 
selon leur typologie (figure 3.1). La connaissance délivrée par cette étape 
préalable aux traitements permet de cibler les informations pertinentes au 
tri et choisir un jeu de traitements plus adapté au contenu.  
       
                          
Figure 3.1 : Architecture modulaire d’un système de tri. 
 
Malgré l’intérêt théorique d’une telle modélisation, les résultats 
obtenus à ce jour sont loin d’être parfaits. L’introduction de la RAD dans 
une application de tri reste un problème complexe qui bute encore sur des 
difficultés non résolues. Elle fait l’objet à ce jour de nombreuses recherches 
qui doivent s’adapter aux contraintes essentielles des systèmes de vision 
industriels :  
− un fonctionnement en temps réel (quelques fractions de se-
condes doivent suffire à la reconnaissance), 
− la maîtrise de la qualité des résultats (le système doit être le 
plus performant possible pour éviter le coûteux traitement ma-
nuel). 
− le type de document doit être identifié automatiquement mal-
gré les aléas de l’étape de numérisation (rotations, décalages, 
plissement), 
Classification pré-attentive du 
type de document 
Image de document 
Analyse de la structure de 
(physique ou logique) 
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− une résolution spatiale des images élevée (300 dpi), 
− la superposition quasi systématique de couches d’informations 
(tampons, notes manuscrites, …). 
                
Figure 3. 2 : Une très grande variété de documents dans l’entreprise. 
 
Dans cette section, nous allons donc présenter les composantes es-
sentielles d’un système de classification de documents. Nous aborderons 
les différentes notions théoriques et un ensemble de définitions liées à la 
classification de documents puis une section plus descriptive 
d’architectures de systèmes qui détaillera leurs spécificités. 
 
3.2.1 Composantes et définitions essentielles des systèmes de classification 
de documents  
La « littérature » scientifique montre qu’il existe une grande di-
versité de classifieurs de documents. Selon le type d’applications à ré-
soudre, chaque classifieur a sa propre façon d’exploiter les caractéristiques 
des documents, de choisir les algorithmes d’apprentissage et d‘utiliser la 
base d’apprentissage pour construire les modèles des classes de documents 
[GAC08]. Chen et Blostein [CHE07] ont montré que la conception d'un 
système de classification de documents dépend essentiellement de trois 
composantes : l’énoncé du problème, l’architecture de classifieur, et 
l’évaluation de la performance (voir la figure 3.3). 
 
3.2.1.1 Positionnement du problème et formalisme  
Un énoncé du problème doit définir deux aspects pour un classi-
fieur de document : l’espace des documents (espace des représentants) et 
l’ensemble des classes. Le premier définit l’ensemble des échantillons de 
documents d’entrée qui permet de construire deux bases représentatives : 
une base d’apprentissage et une base de test. Le second, définit les sorties 
possibles produites par le classificateur et sert à étiqueter les échantillons 
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de documents. La plupart des systèmes de classification étudiés utilisent 
des définitions de classes "manuelles" ou intuitives basées sur des simili-




Figure 3. 3 : La structure conceptuelle des trois composantes d'un classifieur de 
documents (l’énoncé du problème, l’architecture de classifieur, et l’évaluation de 
la performance. Les boîtes rectangulaires représentent les processus. Les régions 
ombrées représentent les données).  
3.2.1.1.1 Espace des documents (ED) 
L’espace des documents (noté ED) est un ensemble hétérogène de 
documents à traiter par le classifieur. Cet espace peut-être caractérisé par 
un domaine d'application (documents bancaires, formulaires administratifs, 
pièces d'identité etc.) ou par les caractéristiques propres des images à trai-
ter (tableaux, nombre de blocs et de lignes, taille variable, etc.). La forma-
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tion des échantillons d’apprentissage et de test est réalisée à partir de cette 
espace qui peut inclure d’autres documents qui n’appartiennent à aucune 
des classes et doivent être rejetées. La base d’apprentissage représente donc 
l’ensemble des classes définies. Plusieurs classifieurs de documents avec 
option de rejet sont présentés dans [LAM94] [TAY95] [HER98] [ESP00] 
[CES01] [OGA03]. Deux types de rejet doivent être distingués:  
Le rejet de distance : Si la forme à reconnaître ne correspond pas 
du tout à une forme que le système a appris à reconnaître, la réponse du 
classifieur ne peut donc pas être pertinente et il faut donc la rejeter. Ce type 
de rejet permet donc de délimiter les connaissances du classifieur pour reje-
ter les documents qu'il n'a pas appris à reconnaître.  
Le rejet de confusion : Si la forme à reconnaître est associée par 
le système à deux classes distinctes de façon équivalente, aucune décision 
sûre ne peut être prise et les risques de se tromper sont donc de 50% : il 
faut donc rejeter la forme. Ce type de rejet permet donc de rejeter les do-
cuments que le classifieur ne sait pas classer sans risquer de se tromper : il 
permet d'augmenter de manière sensible la fiabilité du classifieur. 
 3.2.1.1.2 Notions de classes de documents 
L'ensemble des classes de document définit la répartition de 
l’espace des documents où les noms des classes représentent les résultats de 
classifieur. Soit ED un espace qui contient un ensemble de documents répar-
tis en Ncl classes {CDi=1…Ncl } avec | 1...i clEc CD i N= ∪ = est un espace occupé 
par la réunion de toutes les classes.  Quatre répartitions de ED sont donc 
possibles :  
a) ED=EC et | 1...i clCD i N= ∅ =I , 
b) ED>EC et | 1...i clCD i N=∅ =I , l’espace de rejet de distance 
Distance
Rejet D CE E E= −  doit être défini, 
c) ED=EC et | 1...i clCD i N≠∅ =I , l’espace de rejet de confusion 
Confusion
Rejet | 1...i clE CD i N= =I  doit être défini, 
d) ED>EC et  | 1...i clCD i N≠∅ =I    , les deux espaces Distance ConfusionRejet Rejet et E E  
doivent être définis. 
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Une classe de document (également appelée type de document ou 
catégorie de document) est définie comme un ensemble homogène de do-
cuments de caractéristiques communes.  
La notion même de classes de documents peut être vu selon diffé-
rent point de vue : d’un point de vue purement visuel, il est possible de dé-
finir des classes similaires à partir des formes en présence, des structures 
ou des modèles de mise en page engagés dans le formatage ( bas niveau) du 
document ; à l’opposé et selon un point de vue plus sémantique, il est éga-
lement possible de définir des classes de documents induites par des mé-
triques (ou similarités) sémantiques basées sur le contenu textuel et le sens 
des textes.  
 
3.2.1.2  Les composantes essentielles des architectures des classifieurs  
L’architecture d’un classifieur comprend principalement trois 
composantes: 1) l’extraction des caractéristiques permettant la description 
des contenus et leur reconnaissance 2) la représentation des documents et 
les modèles de classes 3) les algorithmes proprement dit de classification, 
de décision et les mécanismes d'apprentissage. 
3.2.1.2.1 Les caractéristiques du document : une approche portant sur une analyse 
des contenus  
Tous les systèmes de classification de documents s’appuient, de 
façon explicite ou implicite, sur certaines caractéristiques. Celles-ci sont 
essentielles : elles représentent les mesures utilisées comme information de 
base pour faciliter les décisions de classification. Ces caractéristiques peu-
vent être globales, décrivant ainsi l’image de document dans son intégralité 
ou locales décrivant les blocs ou les sous-sections identifiés pendant la 
phase de la segmentation de document. On peut calculer ces caractéris-
tiques directement à partir des images (on parle souvent d’étape 
d’extraction d’indices visuels de bas niveau), à partir de l’analyse de la 
structure physique (disposition et présence de blocs homogènes sur la page, 
[ESP00]) ou logique du document (interprétation de la présence de blocs 
d’information, [TAN98]) ou même à partir des résultats d'OCR, en relation 
directe avec le contenu textuel cette fois [MOH07]. L’ensemble de ces ap-
proches est présenté en détail dans la section 3.3.2 de ce chapitre.  
Le choix des caractéristiques employées reste toujours délicat et 
dépend de la nature des documents considérés. Ce choix se base souvent 
sur un compromis entre la précision et la généralité des caractéristiques. La 
reconnaissance des éléments de contenu précédant l’étape de classification 
est en relation directe avec le choix des caractéristiques exploitables. Il faut 
noter à ce stade, que la classification de documents peut, selon la stratégie 
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déployée, être effectuée après une segmentation en blocs, avant l'analyse de 
la mise en page, ou après, parfois même en même temps que l'étiquetage 
logique ou encore à partir des résultats de reconnaissance du texte. 
3.2.1.2.2 La représentation du document   
Elle décrit la façon dont les propriétés de chaque classe de docu-
ments sont vues par le système. La représentation peut être vectorielle (à 
base d’un vecteur de caractéristique géométrique), structurelle (à base de 
relations spatiales entres les composantes constitutifs d’un document sous 
forme d’arbre ou de graphe) ou basée sur un ensemble de règles. Cette 
étape est une des étapes clés d’un système efficace de reconnaissance du 
type de documents. En effet, l’utilisation d’un classifieur très performant ne 
peut en aucun cas compenser une représentation mal adaptée ou peu dis-
criminante. 
3.2.1.2.3 Les modèles de classes et les algorithmes de classification :  
Supervisée ou non, il s'agit de la méthode de décision qui peut être 
inspirée de différentes techniques parmi lesquels on peut citer les bases de 
connaissances, les arbres de décision, les chaînes de Markov, les méthodes 
statistiques, les isomorphismes de graphes, les réseaux de neurones, les 
SVM, etc. Les méthodes sont nombreuses, nous en présenterons les caracté-
ristiques essentielles dans la section 3.3. 
3.2.1.2.4 Les mécanismes d'apprentissage 
Ils sont utilisés pour ajuster automatiquement le paramétrage du 
classifieur. Le choix du mécanisme d’apprentissage dépend fortement du 
choix de l'algorithme de classification et des caractéristiques utilisées.  
 
3.2.1.3 L’évaluation des performances  
L'évaluation des performances est une étape très importante dans 
la conception d’un classifieur de documents. Elle est utilisée pour mesurer 
la précision et la justesse d’une méthode de classification à partir de la 
comparaison de plusieurs classifieurs. La diversité des systèmes rend la 
comparaison de performances généralement difficile, d’autant plus que les 
approches rencontrées sont rarement appliqués à des documents de même 
type et présentant les mêmes contraintes.  
De façon très générale, les critères d’évaluation d’un classifieur 
peuvent être regroupés en trois catégories:  
– les critères analytiques qui permettent de caractériser un algo-
rithme de classification en termes de principes, de besoins, de complexité, 
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de convergence, de stabilité, etc... sans référence à une implémentation 
concrète de l’algorithme, ou à des données de test, 
– les critères empiriques de justesse qui calculent une métrique 
dite de justesse sur un résultat de classification, le plus souvent d’un point 
de vue statistique, 
– les critères empiriques de divergence qui calculent des mesures 
de dissimilarité entre le résultat de classification et le résultat de classifica-
tion désiré. 
Dans la mesure où nous sommes intéressons à la qualité d’une 
classification, ce sont les deux derniers types de critères qui nous intéres-
sent. Ceux-ci peuvent encore être divisés en trois sous-groupes. 
– Les critères d’évaluation non supervisés ne nécessitant aucune 
connaissance sur les classifications à évaluer. Leur principe consiste à es-
timer la qualité d’une classification à partir de statistiques calculées sur 
chaque classe formée. 
- Les critères basés sur l’exploitation de connaissances a priori. 
Ces connaissances peuvent être aussi bien une classification de référence 
appelée vérité terrain ou des données sur les documents à reconnaître, 
- Les critères génériques qui peuvent être adaptés en tous con-
textes supervisés ou non selon les besoins d’évaluation de l’utilisateur. 
Après avoir mis en avant les concepts fondamentaux de la classifi-
cation de documents, nous présentons ici quelques techniques de base de 
classification qui nous ont semblés essentiels pour positionner et introduire 
notre contribution dans le chapitre suivant. Nous citerons notamment ici les 
différentes stratégies de classification de documents existantes en présen-
tant les outils de base et leurs limites en relation avec les applications de tri 
automatique de documents, objets de nos recherches.  
 
3.2.2 Les méthodes essentielles de classification des documents 
Un document peut-être vu comme une organisation d’objets (de 
symboles textuels et graphiques de toutes sortes) ayant une disposition 
aléatoire ou structurée. La classification des documents consiste à regrou-
per divers documents en sous-ensembles homogènes à partir de la descrip-
tion leur structure physique ou de leur contenu textuel selon des critères de 
similarité entre documents d’une même classe qu’il faut s’attacher à définir 
avec le plus grand soin. Symétriquement, les observations faites sur des do-
cuments issus de classes différentes doivent traduire la plus grande dissimi-
larité possible. Il existe de nombreuses méthodes de classification automa-
tique de documents. Une première analyse des approches de classification 
conduit bien souvent à faire la distinction entre méthodes supervisées et 
non supervisées. Le choix relève généralement de l’application concernée 
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et repose sur la connaissance a priori du nombre de classes. La stratégie de 
décision de chacune de ces approches peut être inspirée de divers concepts : 
les bases de connaissances, les nuées dynamiques (K-Means), les chaînes 
de Markov, les arbres de décision, les isomorphismes de graphes, les ma-
chines à support de vecteurs (SVM), les réseaux de neurones, mais égale-
ment les méthodes statistiques comme les analyses factorielles, etc. 
[CAR04]. Ces méthodes se basent en général sur plusieurs niveaux de re-
présentation des informations de contenus des images de documents: 
- description de l’image seulement et/ ou, 
- description de la structure physique et/ou,  
- description de la structure logique et/ou, 
- description du contenu textuel. 
Dans ce qui suit, nous présentons une brève présentation des prin-
cipes des modèles principaux utilisées dans la classification de documents. 
Nous présentons ensuite une revue assez complète des méthodes de recon-
naissance du type de documents associant cette fois les descripteurs aux 
méthodes de classifications. Cette dernière partie est essentielle car elle met 
en relation les liens, souvent difficiles à montrer, qui existent entre les des-
cripteurs bas niveau et les mécanismes et outils techniques de classifica-
tion. 
 
3.2.2.1 Les outils généraux de classification  
Nous présentons ici les principaux mécanismes algorithmiques uti-
lisés en classification de documents et abondamment cités dans la littéra-
ture. 
3.2.2.1.1 Les K-means  
Il s’agit d’une des techniques de classification non supervisée les 
plus utilisées [EGL03-04]. Étant donné un entier K, l’algorithme dit des K-
means partitionne les données en K classes ne se chevauchant pas. Ce résul-
tat est obtenu en positionnant K "prototypes ou centres" dans les régions de 
l'espace les plus peuplées. Chaque observation est alors affectée au proto-
type le plus proche (règle dite "de la Distance Minimale"). Chaque classe 
contient donc les observations qui sont plus proches d'un certain prototype 
que de tout autre prototype (figure 3.5). Les prototypes sont positionnés par 
une procédure itérative qui les amène progressivement dans leur position 
finale stable en recalculant à chaque itération le nouveau centre des classes 
amenées à évoluer et à grossir. La grande popularité de K-means vient de 
sa simplicité conceptuelle, de sa rapidité et de ses faibles exigences en 
taille mémoire. Mais elle souffre également de certains défauts dont le plus 
important est lié au problème du choix initial du nombre K de classes qui 
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peut conduire, en cas de mauvaise estimation à une typologie et une dé-
composition en classes sans rapport avec la réalité. Pour une valeur donnée 
de K, les classes obtenues dépendent beaucoup de la configuration initiale 
des prototypes, ce qui rend l'interprétation des classes parfois difficile. 
 
 
Figure 3. 5 : Exemple de K-means (K=4). 
3.2.2.1.2 Le classifieur par K-PPV  
Connus en anglais sous le nom K-nearest neighbor (K-NN), la mé-
thode des plus proches voisins est une méthode supervisée de classification 
géométrique non bayésienne très utilisée en reconnaissance de formes et en 
classification de documents [YAN99][BAL03][HER98], en raison de sa 
simplicité et de sa robustesse aux données bruitées. Cette méthode n’exige 
pas de connaître la loi de distribution des variables et diffère des tradition-
nelles méthodes d’apprentissage car aucun modèle n'est induit à partir des 
exemples. Les données restent telles quelles : elles sont simplement stoc-
kées en mémoire. Ce classifieur est une extrapolation du classificateur eu-
clidien. Au lieu d’utiliser le vecteur de caractéristiques moyen comme 
unique prototype d’une classe, la méthode du plus proche voisin fait inter-
venir tous les exemplaires des vecteurs caractéristiques disponibles. Le 
principe est le suivant : étant donnée une base d’apprentissage de docu-
ments étiquetés correctement et un entier k, le classifieur k-ppv détermine 
la classe d’un nouveau document en lui attribuant la classe des k documents 
lui ressemblant le plus dans la base d’apprentissage. L’erreur produite par 
cette méthode peut être au maximum deux fois plus grande que celle intro-
duite par le classifieur Bayésien. Notez aussi que, si le temps d'apprentis-
sage est inexistant puisque les données sont stockées telles quelles, la clas-
sification d'un nouveau cas est très coûteuse puisqu'elle nécessite la 
comparaison de ce cas à tous les exemples déjà classés.  
Le choix de K est donc essentiel dans cette approche, sa valeur a 
une grande influence sur le résultat : plus elle est grande, plus l’erreur de 
classification est petite. Voici un exemple (figure 3.6) où on cherche à clas-
ser le nouveau document P. Si on choisit K = 1, P sera classé A. Si K = 3, 
le même P sera classé B. Pour remédier à cet inconvénient, une autre mé-
thode appelée Category-Based Search a été conçue par Iwayama et Toku-




Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





une catégorie par un cas unique selon le contenu textuel (par exemple la 
moyenne des documents associés à une catégorie). Pour classer un nouveau 
document, on cherche le représentant le plus proche du document à classer, 
et non les k plus proches. Il suffit ensuite de modifier le représentant de 
cette catégorie si on veut prendre en compte ce nouveau document comme 
un nouvel exemple de la classe. On gagne ainsi en rapidité puisqu’on ne 
compare plus tous les documents deux à deux avec le nouveau document à 
classer, mais uniquement le nouveau document avec le représentant de 
chaque catégorie.  
 
Figure 3. 6 : Influence de paramètre K sur le résultat de classification. 
3.2.2.1.3 Les classifieurs bayésiens 
Dans cette catégorie d’approches, Souafi [SOU02], par exemple, a 
travaillé sur la reconnaissance de la structure logique pour la classification 
des documents à structures riches et récurrentes selon une approche bayé-
sienne. 
Dans une approche par modélisation bayésienne, on cherche un 
modèle de prédiction p(x|ci), qui donne pour chaque classe de documents ci 
et chaque observation x, la distribution des données qui lui sont associées. 
Dans une approche par discrimination, on cherche à approximer la distribu-
tion p(ci|x) qui représente la probabilité à posteriori des données étant don-
né la classe ci. En pratique, cette information n’est pas toujours fournie. La 
règle de décision bayésienne est une théorie clé en classification qui permet 
d’estimer la probabilité à posteriori à partir de la probabilité conditionnelle 
et d’émettre un vote d’appartenance du document traitée. Elle s’écrit : 
                           






p x c p c
p c x
p c
×=    (3. 1) 
Pour K classes, la décision bayésienne cherche la classe ci qui 
maximise la probabilité a posteriori. Elle s’écrit :  
                           ( ) arg max ( )i
i
c x p c x=       (3. 2) 
   
 Le terme p(ci) représente la probabilité a priori de la classe ci. Il 
est particulièrement utile si les classes ne sont pas équilibrées dans 
K=1 K=3 
P P
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l’échantillon de données considéré. La vraisemblance de l’observation p(x), 
est une quantité constante qui peut être omise du processus de décision.  
3.2.2.1.4 Les arbres de décision 
Les arbres de décision sont très populaires en Data Mining. Ils 
sont également largement utilisés dans la classification de documents 
[LEW94], [DEN96], [WAT95], [HER98], [CES01]. La construction d’un 
arbre de décision à partir de données est déjà ancienne : c’est une technique 
bien éprouvée par les premiers statisticiens. On considère généralement que 
cette approche a connu son apogée en 1984 avec la méthode CART (Classi-
fication and Regression Tree) de Breiman et al.[BRE84] Mais son origine 
est attribuée à Morgan et Sonquist, [MOR63], qui en 1963 ont été les pre-
miers à avoir utilisé les arbres de régression dans un processus de prédic-
tion et d’explication. Le principe de construction d’un arbre de décision re-
pose sur la division récursive des exemples de l’ensemble d’apprentissage à 
partir d’heuristiques jusqu’à obtenir des sous-ensembles d’exemples appar-
tenant tous à une même classe. Ces arbres peuvent traiter d'importants vo-
lumes de données, et leurs décisions peuvent être transcrites sous forme de 
"règles logiques" très prisées mais aux pouvoirs explicatifs souvent limités. 
Ces avantages sont contrebalancés par un certain manque de précision dans 
les prédictions comparées à celles de techniques plus sophistiquées comme 
les Réseaux de Neurones. 
 
Figure 3. 7 : Exemple des arbres de décision [CES01]. 
3.2.2.1.5 Les réseaux de neurones  
Les réseaux de neurones sont souvent exploités comme alterna-
tives efficaces aux approches portant sur des arbres de décision. Leur per-
formance est souvent bien meilleure. Leur grand avantage réside dans leur 
capacité d’apprentissage automatique, ce qui permet de résoudre des pro-
blèmes sans nécessiter l’écriture de règles complexes, tout en étant tolérant 
aux erreurs. 
Un réseau de neurones est un outil d’analyse statistique permettant 
de construire un modèle de comportement à partir de données qui sont des 
exemples de ce comportement. Essentiellement utilisés en classification, les 
réseaux de neurones peuvent être représentés par une boite noire à l’entrée 
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de laquelle on présente un vecteur de n dimensions, représentant les don-
nées du problème, et à la sortie de laquelle on récupère un vecteur de di-
mension m qui représente la solution déterminée par le système. Construit à 
partir d’exemples de chaque classe dont il a fait l’apprentissage, un réseau 
de neurones est normalement capable de déterminer à quelle classe appar-
tient un nouvel élément qui lui est soumis. Grâce à leur grande capacité 
d’apprentissage automatique à partir de données, les réseaux de neurones 
permettent de remplacer efficacement des modèles mathématiques même 
extrêmement complexes. Malheureusement, le manque de lisibilité des mo-
dèles générés est un frein à leur utilisation. En cas d’erreurs, il est impos-
sible d’en déterminer la cause. 
Il n'est pas possible d'énumérer la totalité des variations existantes 
des réseaux de neurones disponibles à ce jour. Les chercheurs n'ont de 
cesse que d'inventer de nouveaux types de réseaux toujours mieux adaptés à 
des problèmes à chaque fois spécifiques. Cependant, à titre d’exemple nous 
présentons dans la suite les réseaux les plus utilisés à ce jour, voir figure 
3.8. 
 
Figure 3. 8 : La structure de base d’un réseau de neurones. 
.  
Les Perceptrons Multicouches (PMC ou MLP en anglais) : Le 
PMC est sans doute le plus simple et le plus connu des réseaux de neu-
rones. La structure est relativement simple : une couche d'entrée, une 
couche de sortie et une ou plusieurs couches cachées. Chaque neurone n'est 
relié qu'aux neurones des couches précédentes, mais à tous les neurones de 
la couche précédente. Les réseaux de neurones ont connu un essor impor-
tant grâce à l’algorithme de rétro-propagation du gradient de l’erreur attri-
bué à Werbos [WER74], Rumelhart [RUM86] et LeCun [LEC01]. Ce clas-
sifieur a trouvé application dans beaucoup de domaines tels que la 
reconnaissance du type de documents [HER98][CES01][MOH07] , la re-
connaissance de caractères, la reconnaissance de visages, etc. Il est capable 
d’inférer n’importe quelle fonction de décision non linéaire moyennant une 
















Réseau de neurones 
Perceptron Multicouches 
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L’apprentissage du PMC est réalisé en minimisant une fonction de coût 
quadratique de l’erreur. Elle s’écrit : 
                     [ ]2
1 1





E f x t
l = =
= −∑∑     (3. 3) 
r et l étant respectivement le nombre de classes et la taille des 
données considérées. Lorsque le bruit des données est de nature gaussienne, 
il est démontré que les sorties du PMC estiment les probabilités à posteriori 
des classes [BIS95]. Pendant la phase d’apprentissage, ce classifieur est as-
sez rapide à entraîner. En test, il présente un temps de réponse qui dépend 
de sa complexité. Une architecture réduite est beaucoup plus rapide en test. 
Cependant, il n’existe pas de méthode permettant de choisir une taille adé-
quate du réseau de neurones. Cette limitation importante altère le pouvoir 
de généralisation du classifieur qui peut subir l’effet du sur-apprentissage. 
Ce phénomène prend ampleur lorsque le rapport du nombre de connexions 
au nombre de données est important. Aussi la dimensionnalité des données 
peut-elle dégrader de façon significative la performance du classifieur. 
Les Réseaux de Kohonen : Les réseaux de Kohonen désignent 
trois familles de réseaux de neurones : 
VQ : Vector Quantization (apprentissage non supervisé) : 
Introduite par Grossberg en 1976 dans [GRO76], la quantification 
vectorielle est une méthode généralement qualifiée d'estimateur de densité 
non supervisé. Elle permet de retrouver des groupes sur un ensemble de 
données, de façon relativement similaire à un algorithme de type k-means 
que l'on préfèrera d'ailleurs généralement à un VQ si la simplicité d'implé-
mentation n'est pas un élément majeur de la résolution du problème. 
SOM : Self Organizing Map (apprentissage non supervisé) : 
Les cartes auto-organisatrices de Kohonen (terme anglophone : 
SOM) sont issues des travaux de Fausett [FAU94] et Kohonen [ KOH95]. 
Ces réseaux sont très utilisés pour l'analyse de données. Ils permettent de 
cartographier en deux dimensions et de distinguer des groupes dans des en-
sembles de données. Les SOM sont encore largement utilisés mais les 
scientifiques leur préfèrent maintenant les LVQ. 
 LVQ: Learning Vector Quantization (apprentissage supervisé) : 
Les réseaux utilisant la méthode LVQ ont été proposés par Koho-
nen (1988), [KOH88]. Des trois types de réseaux présentés ici, la LVQ est 
la seule méthode qui soit réellement adaptée à la classification de données 
par "recherche du plus proche voisin". 
Les Réseaux de Hopfield : Ces réseaux sont des réseaux récursifs, 
un peu plus complexes que les perceptrons multicouches. Chaque cellule 
est connectée à toutes les autres et les changements de valeurs de cellules 
s'enchainent en cascade jusqu'à un état stable. Ces réseaux sont bien adap-
tés à la reconnaissance de formes. 
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3.2.2.1.6 Les Machines à support vectoriel (SVM)  
Depuis leur fondation en 1979 par Vapnik [VAP79], aujourd’hui, 
le SVM (de l’anglais «Support Vector Machine») n’a cessé de susciter 
l’intérêt de nombreuses communautés de chercheurs de différents domaines 
scientifiques. Cette méthode de classification est basée sur la recherche 
d’un hyperplan qui permet de séparer au mieux des ensembles de données. 
Le SVM est un modèle discriminant qui tente de minimiser les erreurs 
d’apprentissage tout en maximisant la marge séparant les données des 
classes. La maximisation de la marge est une méthode de régularisation qui 
réduit la complexité du classifieur. Ce processus produit un ensemble réduit 
de prototypes faisant partie de l’ensemble d’apprentissage qu’on appelle 
communément vecteurs de support. Le SVM compte principalement deux 
cas. Dans le cas où les données sont linéairement séparables, il s’agit de dé-
finir l’hyperplan qui sépare les points selon leur classe, en prenant les plus 
grandes marges possibles. La position du séparateur est obtenue à l’aide 
d’une optimisation quadratique. Dans le cas d’une séparabilité non linéaire 
des données, la méthode consiste à projeter les données dans un espace de 
grande dimension par une transformation basée sur une fonction noyau 
(Kernel) linéaire, polynomial ou gaussien comme le montre la figure 3.9. 
Dans cet espace transformé, les classes sont séparées par des classifieurs li-
néaires qui maximisent la marge. La complexité d'un classifieur SVM va 
donc dépendre non pas de la dimension de l'espace des données, mais du 
nombre de vecteurs supports nécessaires pour réaliser la séparation, donc 
de la taille de l’ensemble d’apprentissage. Par ailleurs, le SVM est habi-
tuellement applicable à des tâches de classification à deux classes, mais il 
existe des extensions pour la classification multi classe. En particulier des 
extensions à la classification multi-classes ont été proposées pour la catégo-
risation des documents, [JON05] : elles requièrent la combinaison d’un en-
semble de SVMs, chacun se spécialisant en une partie du problème. Parmi 
les schémas de combinaison les plus utilisés, on citera l’approche un-
contre-tous et l’approche un-contre-un. La première consiste à entraîner 
chacun des classifieurs pour séparer une classe du restant des classes. La 
deuxième consiste à entraîner les SVMs afin d’obtenir toutes les frontières 
de décision séparant les classes une à une. De nombreux travaux ont dé-
montré la supériorité du SVM sur les méthodes discriminantes classiques 
telles que le PMC, le discriminant de Fisher, le réseau RBF, etc. Des ver-
sions modifiées du SVM ont permis d’obtenir d’excellentes performances 
sur plusieurs bases de données standards [LEC01]. La robustesse des SVM 
vis à vis de la dimensionnalité des données et leur pouvoir accru de généra-
lisation, en font un outil de classification très avantageux. Quand les don-
nées sont non linéairement séparables le problème de séparation devient 
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plus compliqué et le nombre de paramètres à régler augmente : en particu-
lier,la sélection de la bonne famille de fonctions noyau devient un point 
crucial souvent déterminée empiriquement.  
 
 
Figure 3. 9 : Principe des SVM (deux types de séparation). 
3.2.2.1.7 Les Champs de markov et Modèles de Markov cachés 
Une chaine de Markov est une collection d'états correspondant 
chacun à un résidu, où le passage d'un état à l'autre est associé à une proba-
bilité. Les probabilités de passage d'un état à l'autre sont appelées probabi-
lités de transition. On peut calculer la probabilité qu'une séquence appar-
tienne à un modèle donné: il suffit d'observer les transitions qui 
apparaissent dans cette séquence, puis de se reporter au modèle pour obte-
nir les probabilités correspondantes. La probabilité finale est le produit des 
probabilités de transition. Le système a besoin d'une phase d'entrainement 
préalable pour déterminer les probabilités de transition pour toute nouvelle 
séquence de famille à reconnaître. Cette étape peut ensuite servir à toute 
autre séquence pour déterminer si elle appartient bien à la famille. 
Les modèles de Markov cachés (HMM) introduit en 1989 par Ra-
biner dans [RAB89] sont une autre évolution possible des chaînes de Mar-
kov. Ces modèles se basent cette fois sur deux processus stochastiques dé-
pendants l'un de l'autre. L'état du système n'est plus directement 
observable, il est caché par un processus d'observation. Les HMM sont des 
outils très utilisés dans de nombreux domaines de l’analyse des images, 
[LI95]. Citons à titre d'exemple : la reconnaissance de la parole, la recon-
naissance de l'écriture [ANI92], la classification de documents [DIL03], 
l’analyse de mise en page de documents manuscrits peu structurés [NIC06]. 
 




Séparation non linéaire 
(changement de représentation)  
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3.2.3.1 Les mécanismes de classification portant sur des primitives bas 
niveau sans segmentation  
Les méthodes que nous allons évoquer ici font la synthèse entre 
d’une part les primitives jugées pertinentes pour caractériser efficacement 
les contenus et les outils de classification que nous venons de présenter. 
Tantôt basées sur des primitives bas niveau de l’image, (géométriques, 
structurelles ou encore texturelles), tantôt sur une analyse plus poussée de 
la structuration physique ou logique des contenus, ces méthodes cherchent 
toutes à mettre en adéquation une caractérisation des images et un méca-
nisme de classification le plus adapté.  
Certaines approches comme celle développée dans [SHI01] utili-
sent des caractéristiques extraites directement de l’image sans avoir besoin 
de la segmenter en différents blocs. Ces caractéristiques peuvent être liées à 
des informations de densité de contenu de l’image (par le biais de calcul de 
moments par exemple), à des statistiques calculées sur l’ensemble des 
composantes connexes, à des informations structurelles de mise en page 
telles que le décalage entre les lignes et les colonnes et d’autres mesures re-
latives à la taille de la police et autres effets typographiques associés. Shin 
et al [SHI01] ont travaillé sur ce type d’approches en calculant des caracté-
ristiques de l’image à partir de quatre types de fenêtres : fenêtres rectangu-
laires, fenêtres de bandes horizontales, fenêtres de bande verticales et fe-
nêtre de la page. Une mesure de similarité basée sur les correspondances 
entre les différentes fenêtres est ensuite utilisée pour comparer les images 
de documents. Deux types de classifieurs ont été utilisés pour la classifica-
tion de documents : Un arbre de décision et une carte auto-organisatrice. 
 
3.2.3.2 Les mécanismes de classification portant sur l’analyse de la structure 
physique  
D’autres approches, en revanche s’intéressent à la description 
complète de la structure physique du document. La plupart des méthodes 
basées sur ce principe utilisent une représentation hiérarchique des élé-
ments physiques sous forme de zones (blocs ou lignes de texte, graphiques, 
grilles, cases à cocher, tableaux…). Cette représentation permet de mettre 
facilement en relation les différents éléments constitutifs d’un document. 
Watanabe et al [WAT95] proposent une méthode de classification 
de formulaires basée sur un arbre de décision en utilisant la description de 
la grille. Toujours sur les formulaires, Héroux et al. [HER 98] représentent 
chaque document par un arbre, où les nœuds sont formés à partir de blocs 
issus de l’analyse de la structure physique. Ils appliquent ensuite un appa-
riement hiérarchique entre les arbres pour regrouper les documents en 
classes homogènes. Ce classifieur structurel a été comparé à deux autres 
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classfieurs classiques, le premier est de type K-PPV et le second est un per-
ceptron multicouche (MLP). Ces deux classifieurs utilisent un vecteur de 
caractéristiques extraites directement de l’image de formulaire avant sa 
segmentation en bloc. Les résultats montrent que la classification structu-
relle offre plus de robustesse, dans sa capacité à former des classes homo-
gènes et à créer des classes de rejets. Esposito et al [ESP 00] manipulent les 
attributs et les relations entre blocs dans un langage du premier ordre. Ce 
langage est utilisé avec certaines règles par la phase d’apprentissage. Cesa-
rini propose dans [CES 01] un algorithme de construction de l'arbre X-Y 
basé sur une stratégie de segmentation descendante. Le document est dé-
coupé récursivement selon les directions horizontale ou verticale d'après 
des zones homogènes de séparations. Le résultat est alors un arbre où 
chaque nœud représente une zone de l'image. Les techniques 
d’apprentissage par réseaux de neurones de type PMC (perceptron multi-
couches) consistent à minimiser un critère d'erreur en adaptant l'ensemble 
de poids du réseau représentant les modèles. Les arbres X-Y produits par 
les algorithmes descendants de segmentation sont également très utilisés, 
mais ils induisent des risques d’être insuffisamment discriminants à cause 
de la rotation des images. Baldi [BAL 03] et Diligenti [DIL 03] ont proposé 
une extension de l’arbre X-Y en arbre XYM. Baldi projette les distances 
d’édition entre arbres dans un espace de K-PPV, alors que Diligenti 
l’utilise pour construire un modèle d’arbre de Markov caché (HTMM). 
D’autres travaux de classification portant sur la théorie des graphes ont été 
proposés par Bagdanov et al. dans [BAG 03]. La technique est principale-
ment basée sur la construction de FOGGs ( First Order Gaussian Graphs) 
où des probabilités sur les nœuds et sur les sommets sont utilisées lors de 
l’apprentissage pour créer les modèles de reconnaissance.  
 
3.2.3.3 Les mécanismes de classification portant sur la description de la 
structure logique 
 Cette description repose essentiellement sur l’analyse des éti-
quettes logiques des blocs physiques extraits lors de la segmentation phy-
sique du document. Les étiquettes logiques servent à exprimer la séman-
tique de chaque bloc du document (titre, logo, date, nom, code ACI, 
adresse, montant, signature, etc).  
Dengel et Dubiel ont présenté dans [DEN96] un système de classi-
fication de lettres d’entreprises basé sur ce type de description. Ce système 
est basé sur la construction d’une hiérarchie d’objets portant sur un étique-
tage logique manuelle des blocs et un classement des lettres en catégories 
spécifiques. Pour cela, le système définit intialement les relations spatiales 
entre les différents blocs en utilisant l’ensemble des étiquettes initiales (su-
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jet, expéditeur, destinataire, etc.). Puis il construit un arbre de décision à 
partir de l’ensemble des documents de la base d’apprentissage. La classifi-
cation d’un nouveau document s’effectue alors par le parcours de l’arbre de 
décision en fonction des éléments extraits sur l’image à classifier. Cette ap-
proche est simplement limitée par les problèmes de segmentation qui peu-
vent survenir pendant l’extraction des blocs. En utilisant les résultats de 
l’étiquetage fonctionnel, Eglin et Bres [EGL03,04] ont présenté une métho-
dologie complète pour la caractérisation et la catégorisation des documents. 
Cette méthode utilise des mesures statistiques basées sur des primitives de 
textures s’inspirant des mécanismes de la perception visuelle humaine. Le 
processus de séparation des blocs en sous classes fonctionnelles est basé 
sur une classification non supervisée par la méthode des k-means. On peut 
citer à titre d’exemples d’autres méthodes de classification qui utilisent la 
description des deux structure physique et logique à base de n-grams 
[BRU97], d’appariement de modèle [KOC99], de l’algorithme de Winnow 
[NAT01] ou d’isomorphisme logique de graphe [LIA02a], etc.  
 
3.3.3.4 Représentation basée sur la sortie OCR (contenu textuel) 
La description du contenu textuel qui provient de la sortie de 
l’OCR utilise généralement les fréquences d’apparition des caractères, des 
n-grams ou même de certains mots clés. Les méthodes de classification de 
documents concernées par cette description sont fondées sur une analyse 
syntaxique et un calcul sémantique. On peut aussi leur adjoindre des mé-
thodes d’apprentissage, incluant des modèles de régression, l’approche des 
k-PPV [Yan99], des approches Bayésienne naïves, des arbres de décision 
[LEW 94], des méthodes à base de connaissances ou de réseaux de neu-
rones [MOH07]. D’autres méthodes présentées dans la littérature combi-
nent la description de contenu textuel avec celle de la structure physique 
[SAK03] ou logique [LIA02b], mais elles ne sont pas adaptées à dés appli-
cations de temps réel car elles sont très coûteuses en temps du calcul. 
  
3.2.4 Bilans des approches de classification : vers des outils plus adaptés au 
contenu 
Dans cette partie, nous avons tenté de présenter de manière simple 
et complète les différentes étapes de la conception d’un classifieur, les ou-
tils généraux de classification et leur application à la classification de do-
cuments. Nous avons décelé des limites de chacune de ces méthodes et pro-
jeté les effets sur leurs exigences par rapport à notre application de tri de 
documents. Nous avons classé également ces méthodes selon quatre prin-
cipes de description (image, structure physique, structure logique et conte-
nu textuel) qui correspondent aux approches habituelles de description des 
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contenus des images de documents. Nous pouvons remarquer que les sys-
tèmes de RAD utilisateurs de la structure logique [DEN96] [EGL03,04] ou 
du contenu textuel [MOH07] sont lents et très difficiles à mettre en œuvre 
dans une application de tri qui doit fonctionner en temps réel. Par ailleurs, 
la quantité d’informations apportée par une simple description de l’image 
de document sans analyser sa structure physique ne peut pas être discrimi-
nante sur des documents présentant une grande variabilité de mise en forme 
[HER98][SHI01]. Ces contraintes impliquent d'avoir à la fois une descrip-
tion simple des contenus et discriminante de la structure afin de permettre 
un classement rapide de tous les documents susceptibles d'apparaitre dans 
une chaine de tri. Afin de s'adapter au mieux aux exigences de rapidité et 
d’efficacité imposées par notre application, nous nous sommes intéressés 
aux approches basées sur la description de la structure physique des pages. 
Afin de répondre au mieux aux besoins du système industriel de 
notre entreprise partenaire, il a fallu choisir un outil efficace garantissant 
des résultats cohérents par rapport aux exigences des applications temps 
réel. Nous avons donc choisi de produire une caractérisation rapide et com-
plète des contenus qui ne nécessite pas ni calculs prohibitifs ni redondants. 
L’architecture que nous avons choisie de mettre en place doit également 
être capable de produire une partitionnement efficace des objets présents 
sur les pages à traiter en minimisant les situations d’erreurs et les rejets. 
C’est la raison pour laquelle, nous avons choisi de mettre en place une ar-
chitecture complète basée sur la coloration des graphes que nous allons 
présenter dans le chapitre suivant.  
Nous nous sommes intéressés essentiellement à la puissance de cet 
outil et à ses avantages : regroupements efficaces et automatiques des don-
nées en ensembles homogènes, approche non paramétrique, simple, pro-
priété de bonne sélection des représentants des classes, bon contrôle des 
différentes phases de classification, et surtout obtention de résultats corres-
pondant à l'information réellement présente dans la base d’apprentissage. 
Ces caractéristiques permettent à notre système de reconnaissance d’avoir 
une adaptation non supervisée à la nature des documents à trier. Cette adap-
tation peut être réalisée soit en mode « par lots », soit en mode incrémental 
en gardant toujours à l’esprit, la possibilité d’une interaction toujours pos-
sible et simple avec l’utilisateur minimisant les connaissances à avoir pour 
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3.3 Deuxième partie : La localisation du bloc-
adresse (LBA) 
Nous abordons dans cette partie un cas particulier de documents, il 
s’agit des documents postaux ou des courriers d’entreprises de structure va-
riable. Ces documents contiennent tous une région d’intérêt commune im-
primée ou manuscrite, le bloc adresse qui doit être localisé en vue de l'au-
tomatisation du processus de tri. Cette application concerne aussi bien des 
lettres que des colis ou des plis (lettres de grand format, magazines, revues, 
journaux, documents publicitaires). De très grands progrès ont été réalisés 
depuis ces trente dernières années dans ce domaine très pointu. Les 
banques, les entreprises et les compagnies postales des pays développés uti-
lisent désormais différents types de machines de tri pour traiter une très 
grande quantité de courriers avec des technologies de type OCR toujours 
plus spécialisées et complètes : plus de 200 milliards de plis par an aux 
Etats-Unis, plus de 26 en France. C’est la raison pour laquelle ces établis-
sements ont joué un rôle très important dans l’innovation des techniques de 
traitement des documents en finançant la recherche et le développement de 
machines de lecture automatique d'adresses. Le principe de ces techniques 
consiste à trier autant de plis que possible au niveau du point de distribu-
tion, minimisant ainsi le temps passé par les facteurs dans le bureau de 
poste.  
Depuis les années 70, la poste américaine utilise des machines à 
OCR pour trier automatiquement toute sorte de courriers. En 1984, 252 ma-
chines ont été réparties dans 118 centres traitant jusqu'à 24000 plis à 
l'heure. Cette cadence est passée à 45 000 plis à l’heure en 1990. En 1997, 
les lecteurs de la poste américaine ne lisaient que 2 % des adresses manus-
crites. Ces performances atteignaient 53 % en 1999. En 1998, la société 
Lockheed Martin recevait un contrat de 168 millions d'euros pour porter 
rapidement ce taux à 80 % [SRI97]. Aujourd’hui, les performances de re-
connaissance manuscrite approchent rapidement celles du l’imprimé et les 
systèmes de tri traitent automatiquement plus d’une dizaine de tonnes de 
courriers chaque jour avec des cadences allant jusqu’à 68 000 plis à 
l’heure. 
L'automatisation du tri des objets postaux en fonction de l'adresse 
de leurs destinataires nécessite d'abord un code puis un traitement. Elle a 
donc donné naissance, dans un premier temps, à deux types de machines : 
les machines d'encodage qui permettent de marquer le pli d'un code fluo-
rescent et les machines de tri qui après lecture du code fluorescent orientent 
vers différentes casiers les plis en fonction de résultat de lecture de 
l’adresse de destination. Cette lecture nécessite que le bloc adresse soit ra-
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pidement et précisément identifiable par le module de reconnaissance, et 
que les lignes d’adresse soient correctement organisées sur l’image de cour-
rier (figure 3.10). Les images pour lesquelles les adresses ne sont pas re-
connues sont rejetées puis transmises à des positions de saisie manuelle 
dites de vidéo-codage. 
Les performances des systèmes de tri automatique de courrier ne 
cessent de croître, avec la mise sur le marché de machines de plus en plus 
puissantes et le développement de nouvelles architectures matérielles, logi-
cielles dans ce domaine). Chaque jour, ces systèmes traitent automatique-
ment plus d’une dizaine de tonnes de courrier avec des cadences allant jus-
qu’à 17 plis par seconde, ce qui nécessite que le bloc adresse soit 
rapidement et précisément identifiable par le module de reconnaissance, et 
que les lignes d’adresse soient correctement organisées sur l’image de cour-
rier (figure 3.10). 
 
 
Figure 3. 10 : Structure générale de la chaîne de tri de courrier postal. 
 
3.3.1 Contraintes et spécificités des images de courrier 
Contrairement aux idées reçues, la localisation du bloc-adresse 
(notée LBA dans la suite) est une opération non triviale du fait du temps de 
traitement limité, du nombre important de blocs informatifs parasites pré-
sents dans le voisinage direct de la zone d’adresse et de la très grande va-
riabilité des caractéristiques de cette zone (voir la figure 3.11) : 
- l’adresse peut avoir une taille variable. 
- l’adresse peut être manuscrite avec des styles variables ou im-
primée avec des polices différentes et des mises en forme différentes (taille, 
espacement…). 
- l’adresse peut avoir quatre orientations différentes (0°, 90°, 180° 
et 270°) et des inclinaisons variables entre]-45°, 45° [,  
|
Unité de reconnaissance de 
Localisation de bloc adresse (LBA) 
Lecture de l’adresse (OCR) 
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- l’encre d'impression de l’adresse peut être de différentes cou-
leurs, 
- les technologies d'impression sont différentes : machines à 
écrire, imprimante matricielle, laser, à jet d'encre…etc. 
- la zone d’adresse peut être mal contrastée et l’image de 
l’enveloppe peut avoir une luminance non uniforme et contenir des dégra-
dations,  
- l’adresse peut être écrite directement sur l’enveloppe, ou sur une 
étiquette adhésive de fond clair sur ou sous un film plastique, ou encore 
elle peut être visible par une fenêtre par transparence sur l'enveloppe. 
 
 
Figure 3. 11 : Illustration de la très grande variabilité des caractéristiques de la 
zone d’adresse. 
Par ailleurs, notons que pour une grande partie des courriers trai-
tés dans cette étude, l'adresse de destination n’est pas systématiquement 
écrite au coin inférieur droit : certaines mises en page ne respectent pas cet 
arrangement strict. La présence de timbres, de marques de la poste, de lo-
gos imprimés, de diverses annonces et autres informations parasites sur le 
courrier rend la tâche de localisation très difficile (voir la figure 3.12).  
 
3.3.2 Complexité de la structure des courriers 
Les courriers à trier sont de complexité variable. Parfois, ils peu-
vent avoir des structures simples présentant un rapport signal/bruit (SNR) 
élevé : lettres imprimées ou manuscrites, ou une structure complexe ayant 
un SNR faible : courriers d’entreprise, magazines, journaux, colis (voir la 
figure 3.12). Ce rapport peut être donné par l’équation suivante [ORI95] : 
 







( , ) Adresse







Card I x y Objet
SNR





⎡ ⎤∈ ⊂⎣ ⎦= ⎡ ⎤∈ ⊂ −⎣ ⎦
  (3. 
4) 
Jain et al [JAI96] définissent automatiquement la complexité à 
partir du nombre des CCs dans l'image de courrier M=|{CCi}|. Si M<Tcn, 
l’image du courrier est classée comme simple sinon elle est classée comme 
complexe, Tcn est un seuil fixé empiriquement dans les expériences. Dans 
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les deux cas, la complexité est définie en relation avec le nombre 
d’éléments sur la page et non leur agencement. Voyons désormais quelles 
sont les caractéristiques essentielles à extraire des images pour caractériser 
la complexité des structures des pages. 
 
                                   
Figure 3. 12 : Positions et orientations variables de la zone d’adresse et pré-
sence d’informations « parasites » autour du bloc adresse. Cas de courrier de 
structure simple : (a) lettre manuscrite, (b) lettre imprimée. Cas de courriers de 
structure complexe : (c, d, e, f) courrier d’entreprises, (g) magazine, (f) colis. 
 
Les courriers dits de structure simple sont le plus souvent compo-
sés de quelques blocs assez bien isolés. Ces derniers présentent presque 
toujours un bloc adresse, un bloc affranchissement et occasionnellement 
quelques logos et vignettes. Les deux premiers blocs principaux respectent 
une disposition relativement structurée et l'adresse peut être indifféremment 
imprimée ou manuscrite alors qu’elle présente une grande diversité dans les 
caractéristiques du texte. 
Les courriers dits complexes se distinguent quant à eux par une 
structure physique très variable. Le texte ne correspond pas uniquement à 
l’adresse, mais il représente d’autres éléments publicitaires et des para-
graphes de tailles de caractères et d’orientations variables. Les éléments 
textuels ne sont pas forcément majoritaires et on retrouve aussi d’autres 
éléments non textuels comme les graphiques, les photos, les cadres, et les 
tableaux de positions et de couleurs différentes. Ces éléments que l’on peu 
caractériser comme parasites dans le processus de LBA sont parfois en in-
verse vidéo ou même superposés à l’adresse. Les cas les plus difficiles se 
retrouvent sur les images de pochettes plastiques transparentes. Le seul 
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sance a priori du type d’écriture de la zone d’adresse presque toujours im-
primée. Les tests montrent que les méthodes de LBA donnent de meilleurs 
résultats sur des enveloppes simples que sur des enveloppes complexes 
[ORI95][JAI96]. 
 
3.3.3 Les chaînes de localisation du bloc adresse (LBA) : revue de l’existant 
 
3.3.3.1 Des systèmes basés sur des architectures modulaires 
La chaîne de localisation du bloc adresse dans les images de cour-
riers se décompose de façon modulaire : après l’acquisition de l'image de 
l'enveloppe par une camera CCD en 300 dpi de résolution, trois modules 
principaux peuvent ainsi être retenus (voir la figure 3.13) : 
- la segmentation de l’image d’enveloppe, 
- l’analyse de la structure de l’enveloppe, 
- l’interprétation des blocs. 
Après une phase de binarisation de l’image de l’enveloppe, le 
premier module permet la détection des composantes connexes (CCs). Le 
second module effectue l’analyse hiérarchique de l’agencement de ces CCs 
sur l’enveloppe pour recomposer les blocs et établir leur description. Les 
caractéristiques usuelles extraites à partir des blocs sont les mesures utili-
sées comme information de base pour les décisions de classification. Nous 
les avons synthétisées dans le tableau 3.1.  
 
Type Caractéristiques 
Blocs Position, hauteur, rapport W/H | Moyenne (W/H) de lignes | Nombre : lignes, carac-
tères 
Densité : NG, pixels noirs | Alignement gauche des lignes | Variance et moyenne : 
hauteur et largeur des lignes | Texture : coefficient de fourrier, Gabor | Relations spa-
tiales 
Espace moyenne : inter-lignes, inter-mots. 
Lignes Position, taille, rapport W/H | Nombre : caractères | Densité : NG, pixels noirs 
Variance et moyenne : hauteur et largeur des CCs| Espace moyenne inter-CCs 
Tailles moyennes des CCs. 
CCs La position, taille, rapport W/H, Densité : NG, pixels noirs, Moyenne de NG, épais-
seur de traits. 
 
Tableau 3.1 : Bilan des caractéristiques utilisées à différents niveaux d'échelle 
par les méthodes de LBA présentées dans la littérature. 
 
Une phase décisionnelle inspecte l’ensemble des données obtenues 
pour identifier le bloc adresse. Pratiquement, un dysfonctionnement sur 
l’un de ces modules réduit les performances des autres, et par conséquent 
peut conduire à une imprécision ou même une erreur de localisation du bloc 
adresse. Cela entraîne ainsi une lecture optique erronée de son contenu. 
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Figure 3. 13 : Modules principaux de LBA. 
 
Dans tous les travaux relatifs à la localisation du bloc adresse, il 
est supposé que le bloc adresse représente la zone d’intérêt contenant l'in-
formation nécessaire pour reconnaître la destination. Par conséquent, toute 
adresse mal localisée (et donc mal reconnue) conduit à un rejet immédiat 
du courrier.  
Dans cette partie, nous présentons les travaux essentiels qui ont 
été consacrés ces dernières années à l’amélioration de la LBA. Le but n'est 
pas d’en dresser une liste exhaustive mais de dresser un panorama des ap-
proches les plus fréquemment utilisées. Nous présentons ici une classifica-
tion de ces techniques selon les stratégies mises en jeu. 
 
3.3.3.2 Les stratégies basées sur une analyse des contenus et des structures  
La binarisation des images de courriers n’est pas systématique : 
certaines approches de LBA analysent directement les images en couleurs 
ou en niveaux de gris. Ces méthodes sont largement basées sur l’analyse de 
la texture de l’image en utilisant, par exemple, les filtres de Gabor [JAI94], 
l’inhomogénéité à base de gradients et de coefficients de Fourrier 
[MWO97], les lignes de partage des eaux [YON03] ou les dimensions frac-
tales [EIT04]. Ces méthodes consomment beaucoup de temps et 
s’appliquent uniquement à des enveloppes de petite taille ou représentées 
en basse résolution, exigeant, de ce fait, que les blocs soient suffisamment 
éloignés entre eux. Pour gagner en rapidité de traitement les autres ap-
proches que nous référençons nécessitent une étape supplémentaire de bina-
risation séparant le premier plan du fond, [DOW90], [LEE94], 
[JAI96],[PRA03], [JEO04], [ROY05], etc. Ces méthodes sont les méthodes 
les plus répandues dans ce type d’application. 
Les méthodes de LBA procèdent généralement par une décompo-
sition des contenus en blocs. On distingue deux familles d’approches : les 
méthodes qui sélectionnent le BA parmi plusieurs blocs candidats tel que 
cela est présenté dans [YEH87] et [WAN88] et celles qui extraient directe-
ment le BA à partir de l’image de l’enveloppe, [XUE99][LEE94].  
Segmentation  




Analyse de la struc-
ture  
(Décomposition en 







du BA en 
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Les méthodes de la première classe utilisent diverses techniques 
de segmentation pour faire émerger les différents blocs existants sur 
l’image de l’enveloppe. Elles extraient ensuite des descripteurs pour chaque 
bloc, afin d’identifier celui qui contient explicitement l’adresse de destina-
tion.  
Les méthodes de la deuxième classe se limitent à localiser direc-
tement le BA sans décomposer l'image de l’enveloppe en plusieurs blocs 
candidats. Ces méthodes sont souvent appliquées à des enveloppes où la 
séparation entre les différents blocs est presque impossible. Par exemple, 
dans les enveloppes de langue orientale (Chinoise, Coréenne), les adresses 
manuscrites de l’expéditeur et du destinataire se chevauchent souvent, c’est 
pourquoi il n’existe pas de méthode pour les séparer. Au final, ces mé-
thodes restent moins performantes sur des enveloppes de blocs séparés : 
nous avons donc porté toute notre attention dans le carde de notre applica-
tion industrielle aux méthodes de la première classe. 
Quelle que soit l’approche d’analyse du contenu choisie, les mé-
thodes de LBA se divisent en trois classes selon la stratégie d’analyse de 
structure mise en jeu (voir le chapitre 2, section 2.4.1). Comme les mé-
thodes mixtes offrent un meilleur compromis temps/ précision, un grand 
nombre des méthodes de LBA s’oriente vers ce type de stratégies.  
   
3.3.3.3 Les stratégies basées sur l’apprentissage ou les règles de décision  
Les stratégies de prise de décision se décomposent principalement 
en deux classes de méthodes : les méthodes à base de règles déterministes 
et d’heuristiques, et les méthodes à base d’apprentissage. 
3.3.3.3.1 Méthodes à base de règles déterministes et d’heuristiques 
Ces méthodes appliquent un ensemble de règles et d’heuristiques à 
toutes les phases de traitement telles que l’extraction des caractéristiques, 
le filtrage des éléments parasites, la segmentation en blocs homogènes et 
l’interprétation des blocs. La stratégie consiste à générer une liste de blocs 
candidats (groupes de lignes spatialement proches et de caractéristiques 
géométriques et structurelles semblables) et à classer ces blocs en fonction 
de règles afin de ne retenir que le bloc adresse le plus vraisemblable. Dans 
le cas d’un courrier simple, le classement est assez simple puisque le 
nombre de candidats est généralement réduit et que deux ou trois caracté-
ristiques comme la position, la taille et le nombre de lignes dans le bloc 
sont suffisamment discriminantes. Dans le cas d’un courrier complexe, on a 
besoin d’un nombre de règles et de caractéristiques plus élevé 
[ORI95][JAI96][YUB97]. La base de connaissances regroupe et structure 
de façon déclarative les connaissances utilisées, ou générées. On peut en 
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distinguer trois types : les connaissances observables, descriptives, et stra-
tégiques.  
Les connaissances observables incluent les données à traiter 
(images d’enveloppes, blocs) et leurs informations contextuelles (qualité, 
type, etc.). Les connaissances descriptives décrivent les blocs susceptibles 
de figurer sur les enveloppes (la position, la densité…). Plusieurs forma-
lismes de représentation peuvent donc être utilisés : les approches statis-
tiques/structurelles [LEE94], les règles [YUB97], etc. Ces connaissances 
descriptives peuvent être acquises par des techniques d’apprentissage 
[LEE94], ou introduites par des spécialistes de domaine [YUB97]. Les 
connaissances stratégiques décrivent un scénario de LBA [JAI96]. Dans ce 
contexte, la plus ancienne étude de la littérature a été effectuée par Yeh et 
al dans [Yeh87]. La phase de la segmentation en blocs est basée sur l'opéra-
teur Laplacien et un processus de regroupement des CCs. Les CCs de carac-
téristiques communes sont regroupées et représentées dans un arbre de voi-
sinage. Le découpage de cet arbre produit plusieurs blocs, où chacun doit 
appartenir à une des catégories suivantes : adresse de destination, adresse 
de retour, timbre, et cachet de la poste. L’utilisation du Laplacien augmente 
la sensibilité de la méthode aux dégradations du fond et au bruit.  
D’autres travaux ont tenté d'aboutir à une localisation « intelli-
gente » du bloc adresse en utilisant les systèmes experts comme outil d'aide 
à la décision [WAN88] [ANT88][APP89]. Ce type de systèmes se compose, 
en général, de trois parties : une base de faits (les blocs candidats), une 
base de règles et un moteur d'inférence. Wang et Srihari dans [WAN88] ont 
utilisé ce type de stratégies pour superviser le choix et la localisation du 
bloc adresse. Le système utilise un tableau noir (blackboard) pour stocker 
et exploiter les attributs géométriques des blocs. Une base de données sta-
tistiques et un moteur d'inférence à base de règles sont utilisés pour attri-
buer des scores aux blocs candidats. Trois mille blocs de courrier ont été 
utilisés pour développer les règles. Dans le même esprit, Appiani et al 
[APP89] ont proposé un schéma hiérarchique multiprocesseur d’un système 
expert de LBA dans le but de garantir une grande modularité mais avec un 
temps de traitement plus réduit. Les approches fondées sur des systèmes 
experts se composent souvent de règles de type « si – alors ». On imagine 
bien les limites quand on souhaite traiter de gros volumes de données ma-
nipulant des vecteurs de caractéristiques de grandes tailles. Mais avec de 
telles approches se posent alors rapidement les problèmes de gestion de 
connaissances, rendues très coûteuses. Initialement ces systèmes étaient 
utilisés essentiellement dans le domaine de l’intelligence artificielle. Pour 
cette raison, leur adaptation au domaine de LBA a été rapidement abandon-
née.  
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Dans les années 90, les études se sont à nouveau orientées vers 
une exploitation classique de règles. Downton et Leedham [DOW90] ont 
réduit la phase de LBA à la seule détermination de seuils sur des caractéris-
tiques physiques de régions. Viard-Gaudin et Barba [VIA91] ont utilisé une 
structure de données pyramidale représentant l’image avec une approche 
multi-résolution. Une segmentation ascendante est utilisée pour construire 
la structure de données, et une analyse descendante est menée conjointe-
ment pour construire un arbre d’inclusion des CCs et interpréter les blocs 
segmentés aux différents niveaux de résolution. Palumbo et al [PAL92] ont 
proposé une architecture modulaire pour un système de LBA multiproces-
seurs appliquant des règles sur les caractéristiques géométriques des blocs 
et sur les relations spatiales entre blocs.  
La méthode proposée par Lee et Kim [LEE94] repose sur la cons-
truction d’une base de connaissances permettant de déterminer avec une 
plus grande précision la localisation du BA. Le théorème de Bayes est utili-
sé dans l’inférence statistique pour actualiser la description des blocs. Se-
lon le même principe, une base de connaissances descriptives a été utilisée 
dans les travaux de Yu et al [YUB97] pour localiser le BA sur des struc-
tures plus complexes (magazines et journaux). Un regroupement ascendant 
de CCs est utilisé avec la stratégie BAG ( block adjacency graph) pour 
former les blocs. 
D’autres travaux à base de règles simples ont été développés dans 
[ORI95] [JAI96]. Il reposent sur l’adaptation des règles à la complexité de 
la structure des documents à analyser. Cela permet de dérouler l'algorithme 
le plus efficace dans la chaîne de traitements en fonction du document en 
présence.  
Oriot et al [ORI95] ont présenté une localisation du bloc adresse 
de destination sur des grands objets postaux. Les objets à trier ont été dé-
composés en deux catégories principales (objets plats peu et très chargés). 
Une méthode a été adaptée à chaque catégorie : les auteurs mettent en 
œuvre une segmentation originale fondée sur deux représentations complé-
mentaires des zones de texte. Ces représentations sont obtenues à partir de 
caractéristiques de texture. Un intérêt particulier a été porté sur la phase 
d’optimisation des traitements et d’évaluation des performances de la LBA. 
Jain et al [JAI96] localise le BA sur des images d’enveloppes en couleurs 
de basse résolution. Une approche ascendante de segmentation et quelques 
heuristiques sont ainsi utilisées pour produire un modèle pyramidal, locali-
ser, et estimer l’inclinaison du bloc adresse.  
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D’autres difficultés sont liées à la langue. Dans le cas des enve-
loppes manuscrites chinoises, par exemple, les blocs sont difficilement sé-
parables. Les règles s’appliquent donc directement sur les mots et les lignes 
de texte, sans avoir besoin de séparer les blocs pour chercher par exemple 
le code postal, [XUE99].  
Plus récemment, une nouvelle méthode a été proposée par Jeong 
dans [JEO04] visant des enveloppes de structure stable (par exemple celles 
des entreprises qui imposent des consignes strictes de mise en page). La 
méthode consiste à décomposer une enveloppe en 9 zones de même taille (1 
et 2 : Adresse de retour, 3 et 2 : timbre, 7 blocs divers, 5, 6, 8, 9 : adresse 
de destination).  
 
                               
Figure 3. 14 : Initialisation des centres de 9 zones. 
 
Un ensemble de règles est alors appliqué lors du regroupement des 
CCs en blocs. En utilisant quelques heuristiques et de la position de chaque 
bloc par rapport aux 9 zones un label est affecté. Cette méthode fortement 
dépendante de la position des blocs ne peut pas être appliquée sur des enve-
loppes de structures variables. 
Les systèmes classiques à base de connaissances et en particulier à 
base d’heuristiques déterministes ou de règles conduisent à la LBA en deux 
étapes. Une étape d’extraction de caractéristiques géométriques de bas ni-
veau est réalisée en amont afin de permettre l’émergence de blocs adresse 
candidats et une étape de tri basaée sur l’utilisation de règles strictes. Typi-
quement, ces systèmes utilisent des centaines de règles et d’heuristiques et 
leur gestion nécessite des mécanismes très complexes. Si à ce jour ces sys-
tèmes sont encore les plus utilisés, d’autres travaux ont été récemment me-
nés visant des concepts très différents et plus évolués. Les recherches se 
tournent actuellement vers des méthodes basées sur l’apprentissage, sou-
vent avec succès. 
3.3.3.3.2  Méthodes basées sur l’apprentissage  
La plupart des méthodes basées sur l’apprentissage utilisent des 
réseaux de neurones formels (RN). Dans notre application, avant de de-
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mander à un RN de choisir un bloc adresse parmi plusieurs candidats, il 
faut adapter automatiquement sa connaissance au problème posé en utili-
sant une étape d’apprentissage. Cette étape vise l’un des deux objectifs sui-
vants : apprentissage pour séparer les blocs non textuels des blocs textuels 
ou apprentissage pour distinguer le bloc adresse directement à partir des 
autres blocs candidats. 
 
Apprentissage pour séparer les blocs non textuels des blocs tex-
tuels :   
Une fois la séparation texte / non texte effectuée, le choix du bloc 
adresse à partir d’autres blocs textuels candidats devient relativement aisé. 
En général, quelques règles simples sont suffisantes à la prise de décision. 
Ce type de méthodes est très efficace sur des enveloppes de structure 
simple et variable, où le bloc adresse représente souvent le seul contenu 
textuel. Dans ce cadre, Jain et Bhattacharjee dans [JAI92a] ont utilisé les 
filtres de Gabor pour distinguer les différentes textures présentes sur 
l’image de l’enveloppe où le texte est défini comme une zone de texture 
particulière. Un classifieur à base de réseau de neurones d’une seule couche 
est utilisé, pour séparer les régions de texte des régions graphiques. Les 
éléments textuels sont regroupés en blocs candidats, et la sélection du bloc 
adresse est établie par une simple heuristique. Bien que les auteurs aient 
montré des exemples réussis, ils ont limité leurs résultats sur des courriers 
simples. En outre, la méthode basée sur le filtre de Gabor est très coûteuse 
en temps. Aucune évaluation de l’exactitude de la méthode et aucun taux de 
LBA n’ont été présentés dans leurs travaux. Sur d’autres types de docu-
ments comme les feuilles d’impôts de structures complexes et stables, Sri-
hari et al [SRI96] ont utilisé le discriminateur linéaire de Fisher pour sépa-
rer le texte du graphique. La localisation du bloc adresse dans le contenu 
textuel repose donc sur les techniques de mise en correspondance avec un 
modèle prédéfini. Ce système lit 2,36 feuilles d’impôts par seconde. 
   
 Apprentissage pour distinguer le bloc adresse directement à par-
tir des autres blocs candidats :  
Sur des enveloppes de structure complexe et variable, il est plus 
intéressant de faire un apprentissage directement sur les blocs pour accélé-
rer la reconnaissance de chacun et trouver celui qui contient l’adresse de 
destination. Au lieu d’utiliser des caractéristiques de bas niveau, Wolf et 
John [RWO94] ont engagé un apprentissage par RN afin de produire un ré-
sumé des caractéristiques de haut niveau du bloc adresse. Cette approche a 
permis d’éviter la fastidieuse tâche de mise au point d’un grand nombre de 
règles ou de modèles explicites du bloc adresse. L’apprentissage a été ef-
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fectué sur une base de 800 images et les tests sur une base de 500 images 
d’enveloppes imprimées. Le taux de bonne localisation est de 98.2%. Ce 
taux semble être le meilleur taux estimé par rapport aux autres méthodes. 
Eiterer et al [EIT04] ont suivi le même principe en exploitant la représenta-
tion des images en niveaux de gris des enveloppes manuscrites dans les di-
mensions fractales et en y réalisant une classification des pixels de type K-
means. Les ensembles des pixels sont reconnus comme appartenant aux 
classes de fond, de bruit ou d’objets logiques (avec les labels : timbre, ca-
chet postal ou bloc adresse). Ce principe repose sur une classification 
simple. Il a permis de réaliser conjointement plusieurs tâches : une extrac-
tion de premier plan, la suppression de bruit, la séparation des entités phy-
siques et la localisation du bloc adresse.  
Plus récemment, Roy et al 2005 [ROY05] ont proposé un système 
à base de RN pour lire des adresses postales écrites en deux langues : an-
glaise et indienne (Bangla). La méthode RLSA et un ensemble de caracté-
ristiques de différentes composantes d’image sont utilisés pour extraire la 
zone de timbre, le cachet et les graphiques. Des relations spatiales ont été 
utilisées par la suite pour localiser les zones candidates. La recherche de 
code-pin en Bangla et en anglais utilise deux réseaux de neurones. La ligne 
de partage des eaux est utilisée avec une HMM et un réseau de neurone 
pour décomposer le bloc adresse en lignes puis en mots. Afin d’améliorer 
les performances de ce système, une étape de lecture du code postal et du 
nom de ville a été rajoutée au système. Ce type de système a permis de 
mettre en place un processus coopératif entre d’une part la phase de la 
segmentation, la phase de reconnaissance de mots et la LBA. Mais ce type 
de coopération est très consommatrice en temps de calculs en raison des al-
lers-retours de validation et de vérification. 
 
3.3.4 Bilan sur les méthodes de LBA  
Nous avons présenté dans cette partie les méthodes essentielles de 
LBA : nous les avons classées selon leur modalité d’action répondant à dif-
férentes approches allant de l’émergence des blocs à la décision.  
Suite à l’observation du comportement des différentes approches 
de LBA recensées dans cette section, nous pouvons affirmer que les mé-
thodes qui s’appliquent sur des images binaires et qui utilisent une segmen-
tation mixte (mi-ascendantes et mi- descendantes) sont plus robustes (meil-
leur capacité de localisation sur des images bruitées) que les approches 
exclusivement ascendantes ou descendantes. Nous pouvons également re-
marquer que les méthodes basées sur des règles déterministes nécessitent 
un nombre très élevé de critères. Le choix et la gestion de ces critères ainsi 
que l’ensemble des connaissances à prendre en considération deviennent 
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difficilement contrôlables face à la grande variabilité des enveloppes à 
trier.  
Dans cette section, nous avons porté une attention toute particu-
lière aux mécanismes d’apprentissage se présentant comme une solution al-
ternative robuste pour résoudre la tâche de LBA. Ces approches permettent 
notamment au système de se libérer des tâches fastidieuses et coûteuses de 
description d’heuristiques concernant les courriers de structures variables 
et/ou complexes. Les méthodes les plus intéressantes sont celles qui 
s’entrainent à séparer et à classer directement les blocs quelle que soient 
leur nature. 
La méthode de Wolf et John [RWO94], utilisant un réseau de neu-
rones, donne un score de LBA (98,2%) à ce jour imbattable par rapport à 
toutes les autres méthodes. Cela montre que les réseaux de neurones sont 
également capables d’analyser automatiquement des relations spatiales et 
topologiques (Tableau 2). Par leur grande capacité à représenter n'importe 
quelle dépendance entre variables, les réseaux de neurones n’ont pas besoin 
de solliciter un modèle descriptif très complexe des contenus. Cependant, 
ils présentent un certain nombre d’inconvénients ou de contraintes : on peut 
constater qu’utiliser les réseaux de neurones ne dispense pas de bien con-
naître les problèmes liés à la LBA, ni de bien définir les classes avec perti-
nence, ou encore de bien définir les variables importantes. Mais la plus 
grande difficulté réside dans le fait qu’un réseau de neurones est une «boîte 
noire» qui n'explique pas ses décisions : la validation du modèle neuronal 
est donc parfois difficile à argumenter. Néanmoins, les réseaux de neurones 
ont une très bonne prédiction statistique (ayant la capacité de s'accommo-
der de valeurs très bruitées ou même manquantes), et la perte partielle de 
compréhension est rapidement compensée par la qualité des prédictions. 
C’est dans ce cadre que se situe notre proposition visant plus de robustesse 
vis-à-vis des contraintes présentées, plus de souplesse et des performances 
en temps et en précision accrues par rapport à l’existant. 
Nous présenterons ainsi dans la partie suivante notre proposition 
d’architecture innovante de LBA issue de représentations pyramidales des 
images de documents (faisant  appel à la multirésolution) et à la théorie des 
graphes. Les étapes de haut niveau reposent en partie sur la coloration hié-
rarchique des graphes (que l’on note CHG), permettant de synthétiser au-
tomatiquement, par l’intermédiaire d’une organisation pyramidale des don-
nées, la gestion des règles composées. Ces règles gèrent l’interprétation de 
la décomposition des images de courriers en composantes connexes, la 
formation et la reconnaissance des zones d’intérêt. A ce jour, aucun travail 
dans ce domaine ne s’est servi de la puissance de cet outil. A l’inverse des 
méthodes classiques qui utilisent bien souvent des architectures linéaires, 
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notre stratégie consiste à augmenter les performances de chaque module et 
leur cohérence avec les autres tâches du processus de localisation du bloc-
adresse afin de réduire au maximum les rejets de courriers et les temps de 
traitement. 
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Couleur Taux de loca-
lisation et 
temps 





imprimé  NG 81% 
Downton 
1990 
 Règles Courrier 
simple 
imprimé   97% 
Palumbo 
1992 






Règles Lettres Imprimé et 
manuscrit 
100  NG L=89% 
T=0.9 s 
Lee 1994 1000 
500 base de 
connaissances 





















Imprimé 300 NG 98,4 
T= 0.3 à 0.5 






40  RGB 72% 
T=0.3 s 
































 logos et 
timbres) 
 NG 91,3% 
 
98% BA est 
dans 3  
premières  
réponses 




 300   93,5% 
Yonekura 
2003 
300  Règles     75% 















 Règles complexe Imprimé 
Et manuscrit 
 
300  93,5 
 
Tableau 3.2: Bilan sur les caractéristiques utilisées par les méthodes de LBA 
présentées dans la littérature. 
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Les systèmes industriels de lecture et de reconnaissance automa-
tique de documents sont par nature très exigeants en temps de traitement, 
en justesse et précision des résultats. Dans les chapitres précédents nous 
avons cherché à mettre en lumière la nécessité de recourir à des techniques 
d’analyse des images de documents plus adaptées et plus rapides. Nous 
avons vu notamment que les exigences des applications de tri automatique 
de documents étaient trop contraignantes pour que l’on puisse se satisfaire 
exclusivement d’approches existantes tant au niveau des prétraitements que 
de la reconnaissance. Nous avons souligné dans les chapitres précédents les 
limites de chacune d’elles en terme de performance et de temps de traite-
ment. Cette étude nous a permis de déterminer les étapes clés dans une 
chaine de tri qui sont responsables de la plupart des cas de rejets, d’erreurs, 
de consommations mémoire et temps processeur excessifs. Nous sommes 
maintenant convaincus que toute amélioration du système de tri nécessite 
l’élaboration d’outils plus performants permettant d’améliorer les princi-
paux modules de l’extraction de la structure physique des documents no-
tamment par une meilleure localisation du bloc adresse sur le courrier pos-
tal qui soit robuste au bruit et qui dans le même temps soit capable de 
produire une reconnaissance automatique fiable du type de documents ren-
contrés. Nous nous sommes ainsi intéressés à une approche innovante de 
l’analyse des structures et de la reconnaissance du type de documents utili-
sant le concept de coloration de graphes jamais exploité dans un tel con-
texte.  
Nous montrerons dans ce chapitre comment ce concept peut être 
mis au service de tâches de classification rendues plus efficaces et rapides 
et comment une approche non paramétrique et simple à mettre en œuvre (en 
terme d’implémentation) peut, en pratique, s’avérer très performante par sa 
capacité à fournir une très bonne sélection des représentants des classes, un 
bon contrôle des différentes phases de classification, et surtout l’obtention 
de résultats correspondant à l'information réellement présente dans la base 
d’apprentissage. Nous expliciterons notamment diverses adaptations 
d’algorithmes de coloration de graphes dans leur version non supervisée se-
lon la nature des documents à trier. Les différentes adaptations des ap-
proches de coloration de graphes requises par le sujet de notre étude consti-
tuent la partie innovante de ce chapitre et le cœur même de notre 
contribution 
La coloration de graphe constitue une branche très importante de 
la théorie de graphes. Ses applications sont nombreuses dans différents do-
maines scientifiques. Cela justifie une recherche importante en algorith-
mique. Les définitions de la coloration sont simples et de véritables pro-
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blèmes de recherche peuvent être posés sous une forme bien structurée dont 
la formulation peut recouvrir de grandes difficultés pratiques. Il s’agit d’un 
modèle qui n’a jamais été utilisé dans le domaine du traitement d’image de 
document. Grâce à sa simplicité et son potentiel en matière de classifica-
tion, nous avons pu imaginer des méthodes originales de segmentation, 
d’apprentissage, de reconnaissance et de localisation de régions d’intérêt 
dans les images de courriers d’entreprise. Sans écarter la contrainte du 
temps exigé par notre application, l’exploitation et l’adaptation d’un même 
modèle dans toutes les étapes d’analyse des documents (de la localisation à 
la reconnaissance) a permis de consolider la coopération et d’assouplir les 
échanges d’information entre les différents modules. Notre contribution 
s’inscrit donc à tous les niveaux de la chaîne d’analyse et de reconnais-
sance et repose différentes adaptations des modèles génériques de colora-
tion et de b-coloration de graphes. Ces adaptations nous ont permis de 
mettre au point des algorithmes spécifiques de coloration visant à approxi-
mer le nombre chromatique minimal du graphe en complexité calculatoire 
linéaire. 
Il faut avant tout savoir que le nombre chromatique d’un graphe 
est généralement déterminé en appliquant un algorithme exact sur un 
graphe présentant moins d’une centaine de sommets, dans un contexte où 
les limites de temps de calcul ne sont pas fixées. Dans des applications 
réelles contraintes par le temps (notre application), on doit se contenter 
d’estimer le nombre chromatique. Différents mécanismes de coloration sont 
alors possibles pour y parvenir : l’utilisation d’approches séquentielles ou 
heuristiques. Dans ce dernier cas, l’algorithme ne donne qu’une borne su-
périeure à la valeur du nombre chromatique mais produit un résultat dans 
des temps bien inférieurs à ceux des approches dites exactes. Partant de 
cette constatation et en nous inspirant conjointement des méthodes heuris-
tiques et des méthodes séquentielles, nous avons développé un nouvel algo-
rithme de coloration propre qui s’applique facilement sur n’importe quel 
graphe, quelle qu’en soit la taille. Nous avons destiné cet algorithme à la 
segmentation en temps réel de la structure physique des documents. Nous 
avons ensuite adapté un algorithme de b-coloration en deux étapes qui à 
partir de la détermination du nombre chromatique minimal produit un 
graphe de sommets dominants (sommets dont les voisins sont colorés par 
toutes les autres couleurs du graphe). Cette seconde proposition a été mise 
au point pour répondre aux problèmes de classification et de reconnais-
sance indispensable à l’application (classification des documents selon leur 
type et reconnaissance des blocs informants pour la localisation du bloc 
adresse). 
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Notre objectif de cette partie est donc de présenter les aspects 
théoriques de la coloration de graphe et de la b-coloration de sommets dans 
le cas général. Nous présentons ensuite en détails les algorithmes que nous 
avons produits et qui s’adaptent aux besoins de notre application temps réel 
en terme de : 
- extraction de la structure physique des images 
- localisation de blocs adresse et reconnaissance des familles de 
documents et de courriers d’entreprises. 
L’apport de la coloration et de la b-coloration de graphes dans les 
phases de segmentation et de reconnaissance de documents est ensuite vali-
dé et discuté. 
 
4.2 Les fondements théoriques de la 
coloration des graphes 
 
4.2.1  Un aperçu historique de la coloration des graphes  
La coloration de graphes est à l’origine un champ majeur et très 
actif de la théorie des graphes. Cette théorie s’est surtout développée depuis 
la deuxième moitié du XIX ème siècle et connaît une explosion depuis le 
début de ce siècle. Pour clarifier les idées, je partirai de la définition sui-
vante: un graphe est une structure simple constituée d’un ensemble de 
points (appelés sommets ou nœuds), reliés entre eux par un ensemble de 
liens (appelés arêtes ou arcs). Chaque arête a pour extrémités deux points, 
éventuellement confondus. 
 La théorie des graphes sert avant tout à représenter et à organi-
ser les tâches de façon optimale : après avoir traduit un problème sous 
forme de graphe, elle cherche à trouver la succession la plus rapide ou la 
moins coûteuse pour effectuer toutes les tâches. De fait, ses applications 
pratiques sont très diverses: optimisation dans les réseaux de transports, 
conception de réseaux électriques, de réseaux de communication, méca-
nique statistique, formules chimiques, sciences sociales, géographie, recon-
naissance de formes et mise en correspondance entre images par isomor-
phisme de graphe… 
La coloration est apparue depuis longtemps, comme en témoigne 
le fameux problème des 4 couleurs posé par Francis Guthrie en 1852 : est-il 
possible de colorier toute carte géographique avec au plus 4 couleurs de 
sorte que 2 régions qui ont une frontière en commun aient des couleurs dif-
férentes? Un coloriage d’un graphe est une fonction qui affecte une couleur 
à chaque sommet, et qui est telle que deux sommets voisins n’ont pas la 
même couleur. Comme nous allons le voir, la contrainte la plus courante est 
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celle de la propreté : deux éléments voisins doivent avoir des couleurs dif-
férentes. Les couleurs (ou entiers) attribuées aux éléments du graphe ser-
vent uniquement à regrouper les éléments en classes. 
 
                         
 Figure 4. 1 : Carte de l’Europe colorié avec 4 couleurs, [LEV07]. 
 
Aujourd’hui, la coloration de graphes permet de modéliser de 
nombreux problèmes réels, depuis le placement de personnes autour d’une 
table ou de pièces sur un échiquier jusqu’aux différents problèmes 
d’ordonnancement et de planification de la vie de tous les jours (transport, 
logistique, réservation de ressources,...) et notamment dans le domaine des 
réseaux/télécom. A ce jour cet outils n’été jamais appliqué au domaine de 
la lecture et la reconnaissance automatique de documents. 
  
4.2.2 Représentation des graphes et notations 
Nous allons tout d’abord rappeler quelques notions communes uti-
lisées dans les différentes parties. Les graphes considérés dans ce document 
sont en général non orientés et simples (sans boucle, ni arête multiple).  
4.2.2.1 Définition d’un graphe 
Un graphe fini, simple et non orienté G = (V, E) est défini par 
l'ensemble fini V = {v1, v2, ..., vn|V| = n} dont les éléments sont appelés 
sommets, et par l'ensemble fini E = {e1, e2, ..., em/|E| = m} dont les élé-
ments sont appelés arêtes. Une arête e entre les sommets v1 et v2 sera notée 
(v1, v2) ou même simplement v1v2. Les sommets v1 et v2 sont appelés les ex-
trémités de e. Si l'arête e relie les sommets v1 et v2, on dira que ces som-
mets sont adjacents ou incidents à e, ou encore que l'arête e est incidente 
aux sommets v1 et v2. Pour chaque sommet v V∈ , nous définissons N(v), 
comme l’ensemble des sommets qui lui sont adjacents. 
4.2.2.2 Degré d'un sommet 
Pour un graphe, on appelle degré du sommet v, et on note          
deg(v)=|N(vi)|, le nombre d'arêtes incidentes avec ce sommet.  
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4.2.2.3 Degré et diamètre d'un graphe: 
Le degré ∆ d’un graphe est le degré maximum de tous ses som-
mets :  
                      max  {deg( ) |   }i iv v V∆ = ∈       (4. 1) 
Soient x et y deux sommets de G. La distance entre ces deux som-
mets dans G représente la longueur du plus court chemin entre x et y. Le 
diamètre d’un graphe G, diam(G), est la distance maximum entre deux 
sommets dans le graphe G. 
 
4.2.2.4 Les différentes représentations d’un graphe 
On peut représenter un graphe par une matrice d'adjacences notée 
Ma. Celle-ci est alors une matrice carrée d'ordre n, de n lignes et n co-
lonnes, obtenue en mettant 1 à l'intersection de la ligne i et de la colonne j 
lorsqu'il existe une arête reliant les sommets vi et vj (si les deux sommets 
sont adjacents) et en mettant 0 s'il n'existe pas d'arête. 
                






M i j ⎧= ⎨⎩   (4. 2) 
Cette matrice a d’autres caractéristiques: il n'y a que des zéros sur 
la diagonale, elle est symétrique: Ma(i,j) = Ma(j,i). 
On peut aussi représenter un graphe par un diagramme sagittal ou 
par un tableau d’adjacences en donnant pour chacun de ses sommets la liste 
des sommets auxquels il est adjacent. 
 
Figure 4. 2 : Exemple de trois représentations d’un graphe de 5 sommets  
(n=5, ∆=deg(v2)=4). 
 
Mais, il ne faut pas confondre un graphe et son dessin : un même 
graphe peut être dessiné de plusieurs façons. La lisibilité de la visualisation 
est une question importante, et le dessin du graphe est à lui seul un domaine 
de recherche dont les applications sont nombreuses: fabrication de cartes 
routières, représentation d’interactions entre sous-systèmes, aide graphique 











0 1 0 1 0
0 1 1 1









⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
1 2 3 4 5v v v v v
Diagramme sagittal 
 V  N(v) 
 V1  V2,V4 
 V2   V1, V3, 
 V3  V2,V5 
 V4  V1, V2, V5
 V5  V2,V3,V4 
Matrice d’adjacences (Ma) Tableau d’adjacences (Ta)
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4.2.3 Les aspects fondamentaux de la coloration des graphes 
 
La coloration de graphes est un outil permettant de caractériser les 
graphes. Il existe ainsi plusieurs types de colorations : par exemple, la colo-
ration de sommets à laquelle nous nous sommes intéressés [GCH98] 
[EMA99] [EFF03][EFF06], la coloration d’arêtes [BOJ01], la coloration 
par liste [HIL01]. La coloration des sommets d’un graphe G(V,E) consiste à 
affecter à tous ses sommets une couleur de telle sorte que deux sommets 
adjacents ou voisins (reliés par une arête) ne portent pas porter la même 
couleur.  
 
4.2.3.1 Définitions  
Définition 4. 1 : Un graphe est k-coloriable s’il peut être colorié 
au moyen d’un ensemble de k couleurs. 
Définition 4. 2 : Une k-coloration d’un graphe G est définie 
comme une fonction c sur V(G)={v1, v2,... ,vn} dans un ensemble de k cou-
leurs (généralement, C = {1,2,…,k}), telle que pour tout sommet vi, avec 1 
< i < n, nous avons c(vi)∈C et pour toute arête (vivj) de E(G), c(vi)≠c(vj). 
L'ensemble de couleurs de sommets de N(vi) sera noté Nc(vi). Un graphe 
qui admet une k-coloration est dit k-coloriable.  
Définition 4. 3 : Le nombre chromatique (chromatic number) χ(G) 
d’un graphe G est le plus petit entier k tel que G admet une k-coloration. Si 
c(G) = k, le graphe G est dit k-chromatique (k-chromatic). 
 
Certains auteurs proposent de définir la coloration comme une 
partition des sommets en ensembles indépendants (on parle de stables). Les 
couleurs, servant juste à définir quels éléments font partie d’un même 
stable, sont en général représentées par un numéro (un entier). Une colora-
tion pour laquelle deux sommets adjacents n’ont pas la même couleur est 
dite coloration propre. Sur le graphe G de la figure 4.3, dont l’ensemble de 
11 formes différentes V représenté par les sommets {v1,...,v11}, on a eu 
besoin de quatre couleurs pour colorer les 11 sommets de sorte que deux 
sommets adjacents ( qui peuvent dans le cas de la figure 4.3 représenter 
deux formes dissemblables) ont des couleurs différentes. 
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Figure 4. 3 : Coloration de graphe G de 11 sommets par 4 couleurs  
(c1, c2, c3 et c4). 
 
4.2.3.2 Encadrement du nombre chromatique χ(G) 
L’un des résultats connus concernant le nombre chromatique est 
donné par Brooks [BRO41] . On a l’encadrement suivant sur le nombre 
chromatique : pour tout graphe G 
Théorème 4. 1 : La majoration de χ(G) est donnée par :  
                          χ(G) ≤∆(G)+1    (4. 3) 
Preuve: Soit un graphe et ∆ le degré maximum de ses sommets. 
Donnons-nous une palette de (∆ + 1) couleurs. Pour chaque sommet du 
graphe on peut tenir le raisonnement suivant: ce sommet est adjacent à ∆ 
sommets au plus, et le nombre de couleurs déjà utilisées pour colorer ces 
sommets est donc inférieur ou égal à ∆. Il reste donc au moins une couleur 
non utilisée dans la palette, avec laquelle nous pouvons colorer notre som-
met.  
Théorème 4. 2 : La minoration de χ(G) est donnée par :  
                          χ(G) ≥ω(G)   (4. 4) 
où ω(G) est la taille maximum des cliques du G. 
Preuve: Puisque, par définition, dans une clique (nombre maxi-
mum de sommets 2-à-2 adjacents) d'ordre m, tous les sommets sont adja-
cents entre eux, il faut m couleurs. Le nombre chromatique du graphe est 
donc supérieur ou égal à l'ordre de sa plus grande clique. 
 
La détermination du nombre chromatique d’un graphe est dans le 
cas général un problème difficile (NP-complet). De nombreux travaux ont 
donc été menés pour définir des bornes pour ce paramètre en fonction 
d’autres paramètres de graphe [CHE97] [KEM98] [CHE04] [WER03] 
[HEU03] [PAS07].  
 
4.2.4 Le problème du choix de la meilleure coloration 
La question essentielle soulevée en matière de coloration est de 
savoir quelle est la meilleure coloration possible du graphe. Dans de nom-
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breuses situations il est essentiel de savoir si un graphe peut être colorié 
avec un nombre fixe de couleurs et, si tel est le cas, comment y parvenir.  
 
4.2.4.1 Approches par minimisation du nombre chromatique  
Déterminer le nombre chromatique d’un graphe est un problème 
central de l’optimisation combinatoire qui, par nature, est NP-complet dès 
lors que le nombre de couleurs est supérieur à 3. De nombreuses méthodes 
approchées ont été proposées pour résoudre le problème de coloration. Il 
existe assez peu de méthodes exactes qui s’avèrent efficaces : elles ne sont 
généralement applicables que sur des graphes de petite taille. On parle dans 
ce cas de coloration exacte, à la différence des approches de coloration ap-
proximée que l’on nomme approches heuristiques et séquentielles, elles 
sont généralement plus rapides et utilisables sur des graphes comportant un 
grand nombre de sommets. On se contente dans ce cas d’estimer une borne 
supérieure au nombre chromatique et non pas de le déterminer précisément. 
Plus spécifiquement : 
- Pour les approches exactes, le principe consiste à considérer tous 
les ordres possibles sur les nœuds et à appliquer une coloration pour chacun 
d’eux. Dans ce type d’approche, on est toujours certain d’obtenir une solu-
tion pour χ(G) qui est la meilleure, mais qui n’est pas aisée à obtenir en 
pratique (pour des graphes présentant plus de 85 sommets). 
- Pour les approches séquentielles, le principe consiste à estimer 
une borne maximale du nombre chromatique assurant que le nombre total 
de couleurs utilisés ne dépasse pas ∆(G) + 1. A chaque itération, le sommet 
à colorer reçoit la plus petite étiquette de couleur disponible Les algo-
rithmes séquentiels ont l’avantage de la rapidité (quelques secondes de cal-
cul pour des graphes de plusieurs centaines, voire milliers, de sommets), 
mais utilisent en général plus de couleurs que nécessaire. C’est pourquoi 
des algorithmes heuristiques plus efficaces ont été proposés, comme celui 
de Werra et Kobler dans [WER03]. Ils constituent généralement de bons 
compromis entre temps de calcul et qualité du résultat. 
Une étude comparative dans [PAS07] a confirmé le fait que les al-
gorithmes séquentiels ont l’avantage de la rapidité, mais utilisent en géné-
ral plus de couleurs que nécessaire. A l’opposé, les algorithmes exacts 
permettent de déterminer avec une grande précision le nombre chroma-
tique, mais nécessitent des temps de calculs très grands (une journée de 
calcul pour colorer un graphe d’une centaine de sommets). Si les algo-
rithmes séquentiels ont l’avantage de la vitesse, ils fournissent en général 
une borne supérieure très large pour des graphes ayant plus de quelques 
centaines de sommets. C’est la raison pour laquelle les algorithmes heuris-
tiques, comme ceux basés sur la méthode Tabou [GLO96], sont plus effi-
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caces que la plupart des algorithmes séquentiels. Un avantage supplémen-
taire de l’algorithme Tabou provient du fait qu’il est relativement aisé de 
l’adapter pour répondre aux exigences de diverses applications. 
Parmi les approches existantes au sein de ces trois catégories de 
méthodes de coloration, on peut citer les algorithmes séquentiels gloutons 
(Welsh et Powell), l’approche DSATUR de Brelaz dans [BRE79] basée sur 
le degré de saturation du graphe, l’algorithme BSC (Backtracking Sequen-
tial Coloring), les algorithmes basés sur l’arbre de Zykov, [COR73], 
[BRI81], les approches de coloration tabou et tabou renforcée (RTS), 
[GLO96], [DOR98] les stratégies d’énumération implicite, [SEW96], la gé-
nération de colonnes et programmation linéaire [MEH96], les approches 
hybrides évolutives [GAL99], le branch-and-bound [CAR02] et branch-
and-cut [DIA02], les approches de décompositions linéaires du graphe 
d’entrée et la combinaison de solutions partielles calculées pour différents 
sous-graphes, [LUC04]. D’autres approches optimisant les méthodes citées 
ici ont encore vues le jour ces vingt dernières années. 
 
4.2.4.2 Approches par maximisation du nombre chromatique  
A l’inverse de tous ces paramètres qui tentent à minimiser le 
nombre de couleurs, il existe d’autres paramètres qui cherchent à maximi-
ser le nombre de couleurs. Le nombre achromatique φ(G), par exemple, est 
le nombre maximum de couleurs nécessaires à la coloration d’un graphe G 
pour que la coloration soit propre et que chaque paire de couleurs appa-
raisse au moins sur une des arêtes de G. Ce paramètre a été introduit en 
1970 par Harary et Hedetuiemi [HAR70] et il fournit une borne supérieure 
au nombre chromatique: pour tout graphe G, χ(G) ≤ φ(G). 
 Dans notre étude, nous sommes intéressés par un autre type de 
paramètre de coloration de sommets maximisant aussi le nombre de cou-
leurs à utiliser, appelé nombre b-chromatique. Nous avons choisi 
l’algorithme itératif distribué de b-coloration (ou double coloration) propo-
sé par Effantin [EFF06]. Pour appliquer une première coloration, Effantin 
propose un algorithme exact qui donne rapidement en temps linéaire 
∆(G)+1 couleurs ( le nombre chromatique est maximisé par la borne supé-
rieure). Cet algorithme exact s’applique sur n’importe quel type de graphe 
et il est beaucoup plus rapide que d’autres algorithmes exacts qui tentent à 
déterminer le nombre minimal de couleurs. 
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4.2.5 Les fondements théoriques de la b-coloration : un outil récent de 
grande performance 
Le concept de la b-coloration a été introduit la première fois en 
1999 par Irving et Manlove dans [IRV99]. Soit G=(V, E) un graphe simple 
non orienté, où V est l’ensemble des sommets et E l’ensemble des arêtes. 
La coloration de G est appelée b-coloration, si pour chaque couleur Ci, il 
existe au moins un sommet vj coloré par la couleur Ci dont le voisinage est 
coloré par toutes les autres couleurs. Le sommet vj est dit sommet dominant 
pour la couleur Ci. Contrairement à la coloration minimale de sommets 
d’un graphe G, la b-coloration consiste à colorer les sommets du graphe 
avec un maximum de couleurs sous les contraintes de propretés et de 
domination (voir définition 4.5). 
L’algorithme de b-coloration des sommets du graphe G s’éxécute 
en général en deux étapes : 1) génération d’une coloration propre des 
sommets de G avec un nombre maximum de couleurs 
2) suppression, par une procédure gloutonne, de chacune des 
couleurs n’ayant pas de sommet dominant jusqu’à stabilité de la coloration 
(i.e. où toutes les couleurs du graphe G sont dominantes). 
 Définition 4. 4 : Une b-coloration d’un graphe G est définie 
comme une fonction c sur V(G) {v1, v2,... ,vn} dans un ensemble de kb cou-
leurs (généralement, C = {1,2,…,kb}), qui consiste à colorer tous les 
sommets de V à l’aide d’une coloration maximale de telle sorte que : 
- pour tout sommet vi, avec 1 < i < n, nous avons c(vi)∈C et pour 
toute arête (vivj) de E(G), c(vi) ≠ c(vj). 
- pour toute classe de sommets coloré par la couleur c, il existe au 
moins un sommet vi∈V, coloré par cette couleur et adjacent à toutes les 
autres couleurs, appelé sommet dominant. 
Définition 4. 5 : Une couleur avec un sommet dominant est dite 
couleur dominante (une couleur non dominante est une couleur ne 
contenant aucun sommet dominant). 
Définition 4. 6 : Une coloration propre maximale est une 
coloration des sommets de G avec un nombre maximum de couleurs. Ce 
nombre est égal dans la plupart des cas à ∆(G)+1.   
        
L’exemple de la figure 4.4 présente la possibilité de b-colorer les 
sommets d'une classe de couleur à l'aide des autres couleurs. Si on applique 
la condition de domination sur les couleurs de G, chaque couleur doit être 
représentative d’au moins un sommet dominant qui est adjacent à toutes les 
autres couleurs. On remarque que la première coloration de G n’était pas 
suffisante pour vérifier cette condition importante et que toutes ses 5 cou-
leurs sont non dominantes. Dans ce cas l’application de la b-coloration sur 
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le graphe n’a eu pour effet que de supprimer la couleur c5 et de redistribuer 
les sommets de couleurs c3 et c4 pour rendre toutes les autres couleurs res-
tantes dominantes et atteindre, finalement un état de stabilité. Le nombre 
final des couleurs b(G)=4 représente le nombre b-chromatique. 
 
 
Figure 4. 4 : Exemple de b-coloration de G, à gauche : coloration avec un 
nombre maximum de couleur (k=5), à droite : suppression des couleurs non 
dominante jusqu’à stabilité. Les sommets 2, 5,6 et 9 sont les sommets de plus 
grande dominance. 
 
Définition 4. 7 : Le nombre b-chromatique d'un graphe G, défini 
par b(G), est le nombre entier maximal de couleurs kb tel que G peut avoir 
une b-coloration par les kb couleurs. Ce paramètre de coloration a été défini 
dans [IRV99]. Irving et Manlove ont montré dans [IRV99] les propriétés 
suivantes: 
Proposition : Soit G un graphe et χ(G) son nombre chromatique, 
défini comme le nombre minimum de couleurs requises pour la coloration 
propre de G. ∆(G) est le degré maximum de G. Le nombre b-chromatique 
peut être encadré par la relation suivante : 
                                         χ(G) ≤ b(G)≤ ∆(G)+1    (4. 5)        
Preuve : Comme la b-coloration de G est une coloration propre : 
χ(G) ≤ b(G). Il est facile de voir que pour tout sommet de degré ∆(G) peut 
avoir au maximum ∆(G) couleurs voisines et prendre pour lui la couleur 
∆(G)+ 1. En conséquence, b(G)≤ ∆(G)+1. Irving et Manlove ont également 
montré que la recherche du nombre b-chromatique b(G) pour tout graphe G 
est un problème NP-difficile.  
 
4.3 Quel algorithme faut-il choisir ? 
 
4.3.1 Le choix du bon algorithme pour des applications temps réel  
La plupart des évaluations de χ(G) et de b(G) proviennent 
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 C3: Sommet (8) Å C3    Suppression de la couleur C5  sur deux sommets {1,8} et redistribution
des couleurs C3 et C4 sur ces deux sommets  



















b-coloration de G 
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comme les arbres [IRV99], les graphes puissances [EFF03] et les produits 
cartésiens de graphes [KOU02]. Il en existe de nombreux, voilà pourquoi 
nous nous limiterons à citer l’étude comparative effectuée par Paschos dans 
[PAS07]. Plus de détails sur l'approximation du nombre b-chromatique ont 
été présentés par Corteel dans [COR05]. Plus récemment, Effantin et 
Kheddouci [EFF06] ont proposé un algorithme distribué permettant de par-
tager la tâche de construction d’une b-coloration d’un graphe G quelconque 
sur plusieurs processus. Leur approche innovante d’approximation du 
nombre b-chromatique présente l’avantage d’une distribution parallèle de 
l’algorithme très utile pour traiter des problèmes très consommateurs de 
place mémoire et très coûteux en temps de calculs. Eghazel [ELG06] a 
utilisé cet algorithme de b-coloration dans une application de classification 
non supervisée des données médicales. La comparaison de la justesse de 
cette méthode avec celle de la méthode de classification hiérarchique 
agglomérative, de l'approche du Hansen et de la classification de DRG 
(Diagnosis Related Groups : classification des patients traités en 
hospitalier), a montré que cette technique offre une vraie représentation des 
classes par les individus dominants et garantit une meilleure disparité 
interclasses.  
Dans le cadre applicatif du tri automatique de documents et de 
courriers d’entreprise, nous avons pensé que les propriétés de cette 
approche de b-coloration pouvaient être très efficacement utilisées pour la 
résolution des problèmes de segmentation et de classification de 
documents. Nous avons donc porté une attention toute particulière à 
l’adaptation de cette approche au cas de notre étude. Plus spécifiquement, 
nous avons constaté que les facilités offertes par l’exploitation 
d’algorithmes distribués de coloration et de b-coloration, comme ceux 
proposés par Effantin et Kheddouci dans [EFF06], répondent au mieux à la 
contrainte de temps réel imposé par les applications indutrielles, comme 
c’est le cas pour nous. 
 
4.3.2 Une approche de b-coloration distribuée 
Dans cette partie nous présentons en détail l’algorithme distribué 
proposé par Effantin et Kheddouci [EFF06] qui déterminer une 
décomposition ou (regroupement) des nœuds d’un graphe se basant sur le 
principe de b-coloration. Dans chaque groupe de sommets similaires nous 
choisissons un représentant de groupe (appelé sommet dominant) qui est le 
plus éloigné de tous les autres groupes de sommets ( et qui possède donc 
une adjacence directe avec un représentant de chacun des autres groupes). 
Le principe de cette approche consiste à chercher les couleurs non 
dominantes issues d’une coloration propre maximale. Si de telles couleurs 
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existent, elles doivent être enlevées une par une jusqu’à que toutes les 
couleurs du graphe G soient dominantes. Les sommets des couleurs non 
dominantes doivent donc soit appartenir à l’une des couleurs dominantes 
existantes, soit induire la création de nouvelles couleurs dominantes avec 
les nœuds des autres couleurs non dominantes. Ce processus donne à la fin 
un regroupement plus précis que celui donné par une seule étape de 
coloration. Cette méthode de re-coloration de sommets doit être initialisée 
en affectant aux sommets de degré maximum la couleur 1. Cette 
initialisation est suivie de l’étape de coloration décrite dans l’algorithme 
suivant, applicable à tout sommet i :  
 
Procédure 1: Coloration_Initiale() 
 
Début 
  Si c(i) ≠ ׎ Alors  
    Soit  M = Nc(i) U{c(i)} 
    Soit    q = 0 
    Pour chaque sommet j∈N(i) Sachant que c(j)=׎ 
    Faire 
     q = min {k| k>q, k ∉M et k ∉c(j)} 
     Si   q ≤ ∆ + 1 Alors c(j) = q 
     Sinon 
     c(j) = min{k|k ∉Nc(j)} 
     FinSi 
    FinPour 
  FinSi  
Fin. 
 
avec c(i) la couleur de sommet i , N(i) est l’ensemble de ses som-
mets adjacents au sommet i ( Nc(i) est l’ensemble des couleurs des som-
mets N(i)), Les auteurs ont montré dans [EFF06] que cet algorithme 
s’exécute en O(m) avec m = |E| (le nombre d’arrêtes dans G).  
Cette procédure donne exactement ∆ +1 couleurs en temps li-
néaire, par conséquent, elle ne peut pas être utilisée toute seule sans une 
deuxième coloration. C’est la raison pour la quelle nous avons développé 
un algorithme bien spécifique (procédure 7) dédié aux applications qui né-
cessitent une seule coloration (comme dans la tâche de l’extraction de la 
structure physique qui sera présentée dans le chapitre 5, section 5.2.2. 
Pour calculer une b-coloration d'un graphe G, chaque sommet de 
G a besoin de quelques informations sur les sommets dominants et les cou-
leurs dominantes. Nous fournissons ainsi pour chaque sommet i, la table 
Domi [c(i)] contenant les étiquettes des sommets dominants de chaque cou-
leur (initialisée à 0). Si une couleur c n'a aucun sommet dominant nous 
avons Domi[c]=0 et si elle est retirée de la coloration Domi[c]=∅ . Avant 
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de retirer une couleur c, chaque sommet doit vérifier s’il n'est pas un som-
met dominant pour cette couleur. S’il ne l’est pas, il envoie un message 
proposant de supprimer la couleur c.  
Notons que les messages émis par les sommets du graphe sont re-
présentés par l’ensemble {Mj( i, c(i)) / j ∈{1..4}} pour i sommet et c(i) sa 
couleur. Avant de les étudier dans le détail, nous présentons deux procé-
dures Traitement() et Attente() qui interviennent dans leur émission. 
La procédure Traitement () applicable à tout sommet i évalue la 
domination du sommet i par la comparaison de l'ensemble des couleurs de 
son voisinage avec l'ensemble des couleurs existantes dans le graphe 
(chaque sommet maintient à jour la liste des couleurs de son voisinage 
N(i)). Nous choisissons ensuite parmi tous les sommets dominants dans une 
couleur c, le sommet qui possède la plus petite étiquette (qui correspond à 
la plus grande dominance, i.e. la plus grande distance par rapport aux autres 
couleurs). Si i n'est pas un sommet dominant et sa couleur c(i) ne contient 
aucun sommet dominant, alors on en déduit que la couleur de ce sommet 
est non dominante et on procède à l’attente. 
  
Procédure 2 : Traitement()  
Début 
Soit Nc’= Uq sachant que  
 1 ≤ q≠ c(i) ≤ ∆ + 1 et Domi[q] ≠ ׎  
 Si Nc’= Nc(i) (i est un sommet dominant) Alors 
   Si Domi [c(i)]>i ou Domi[c(i)]=0 Alors  
      Domi[c(i)]=i  
      Envoyer à chaque k∈N(i) le message M2(i,c(i))  
   FinSi 
 Sinon 
   Si Domi[c(i)]=0 Alors 
      Envoyer à chaque k∈N(i) le message M3(c(i)) 
      Exécuter Attente()  
    FinSi 
FinSi 
Fin. 
Où Nc’ est l’ensemble de couleurs dominantes de sommets de 
N(i). 
 La procédure Attente() donne quelques instructions de calcul du-
rant la phase d’attente utilisée pour s’assurer que le message envoyé a bien 
atteint tous les sommets de G. Cette procédure est appliquée sur un sommet 
i seulement si sa couleur c(i) est non dominante. Puisque la méthode est 
distribuée, on peut appliquer cette procédure à plusieurs sommets en même 
temps. S’il existe un sommet dominant j dans la couleur c(i), cette informa-
tion sera distribuée sur tous les sommets de G en un temps diam(G). Un 
sommet i peut donc arrêter l'exécution de la procédure Attente() dès la ré-
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ception de cette information. Mais s’il ne reçoit rien après un temps 
d’attente diam(G)+1, alors il estime que sa couleur n’a aucun sommet do-
minant : il est donc obligé de changer sa couleur. 
 
Procédure 3: Attente() 
Début 
 Après une durée diam(G)+1 faire   
  Col = c(i) 
  C(i=max{q | 1≤q≠c(i)≤∆+1 ,q∉Nc(i) et Domi[q]≠׎} 
  Envoyer à chaque k∈N(i) le message M1(i,c(i)) 
  Envoyer à chaque k∈N(i) le message M4(col) 
Fin. 
Voici ci-dessous la description de l’ensemble des messages 
échangés : 
Aucun message n'est reçu : Dans ce cas, le sommet i applique la 
procédure 2 Traitement() pour évaluer sa dominance. 
Message M1( j,c) : « le sommet j a la couleur c ». 
Dés qu’un sommet reçoit ce message, il met à jour la liste des 
couleurs de ses sommets voisins. 
Message M2( j, c) : « le sommet j est un sommet dominant dans la 
couleur c ». 
Parmi tous les sommets vérifiant les conditions de domination 
pour la couleur c, le sommet dominant de c sera celui qui a la plus petite 
étiquette. Alors, si j est un sommet dominant pour la couleur c(i) (c-à-d. 
c(i)=c), alors le sommet i interrompt la procédure Attente(). D'ailleurs, pour 
limiter le nombre de messages, le sommet i distribue cette information 
seulement si elle est nouvelle. Alors, si ce message est reçu, le noeud i 
applique la procédure suivante: 
Procédure 4: M2(j,c) 
Début 
Si  Domi[c]>j ou Domi[c]=0  Alors 
     Domi[c]=j 
     Envoyer à chaque k ∈ N(i) le message  M2(j,c) 
     Si c = c(i)  Alors  interrompre l’Attente()  
     FinSi  
FinSi 
Fin. 
Message M3(c) : « la couleur c est nondominante ». 
Parmi toutes les couleurs non dominantes, la prochaine couleur à 
enlever sera la plus petite. Ce message est ainsi utilisé par n'importe quel 
sommet pour déterminer si sa couleur est la prochaine couleur à enlever. 
Ainsi, si la couleur reçue par le sommet i est plus petite que la couleur c(i), 
alors il propage le message. D'ailleurs, si i est en cours d’exécution de la 
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procédure Attente(), alors il l'arrête dès que la prochaine couleur à enlever 
n’est pas c(i). 
 
Procédure 5 : M3(c)  
Début 
Si c < c(i) ou Domi[c]=0 Alors 
      Envoyer à chaque k∈N(i) : M3(c)  




Message M4(c) : « Supprimer la couleur c». 
Si c(i)=c alors le sommet i doit prendre une autre couleur 
existante, et il propage ce message pour enlever la couleur c du G. Par 
ailleur, puisque la couleur de sommet i doit être changée, il arrête sa 
procédure Attente() et lance à nouveau la procédure Traitement(). 
 
Procédure 6: M4(c) 
Début 
 Si c(i)=c Alors 
    Domi[c]=∅ 
    C(i)=max{q|>1≤ q≤∆+1,q ∉Nc(i)et Domi[q]≠∅} 
    Envoyer à chaque k∈N(i):M1(i,c(i)) 
 FinSi 
 Envoyer à chaque k∈N(i) : M4(c) 
 Interrompre l’Attente() 
 Exécuter Traitement()  
Fin. 
  
Effantin et Kheddouci dans [EFF06] ont montré que l’état stable 
de la b-coloration de G est atteint avec O(n∆) échanges locaux, O(m∆2) 
messages échangés et une complexité en O(∆diam(G)). Cet algorithme peut 
être exécuté sur plusieurs machines aussi bien que sur une seule.  
 
 
4.4 Notre contribution : Résolution des 
problèmes de segmentation et de 
classification par coloration de 
graphes 
Dans les deux sections précédentes, nous avons décrit les aspects 
théoriques de la coloration de graphe et leur intérêt dans les processus de 
segmentation et de reconnaissance de documents dans un contexte 
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industriel. Notre proposition consiste à résoudre les questions essentielles 
liées à la segmentation et la localisation des régions d’intérêt (séparation de 
régions texte et non texte, localisation du bloc adresse et séparation de ré-
gions manuscrites et imprimées), et à la classification des documents selon 
une typologie précise liée à la nature des courriers à traiter, voir figure 4.5. 
 
 
Figure 4. 5 : Contribution de la coloration de graphe à notre application de tri de 
courriers d’entreprise. 
 
Notre proposition peut être définie comme la première tentative 
d’adapter et d’appliquer la coloration de graphe au tri de courrier. Plus pré-
cisément, nous allons montrer comment l’élaboration d’algorithmes spéci-
fiques de coloration et de b-coloration contribue de façon très robuste à 
l’extraction de la structure physique des documents et à l’apprentissage 
pour la reconnaissance du type de documents et la localisation du bloc 
adresse. La figure 4.6 résume nos contributions. Sur cette figure, nous 
avons représenté deux parties : 
 
a) Une partie portant sur la coloration propre (ou coloration mi-
nimale de graphe) permettant de produire de façon hiérarchique une seg-
mentation physique des documents. Le terme hiérarchique est à considérer 
ici dans le sens où la segmentation physique se réalise de façon ascendante 
pyramidale à trois niveaux : le niveau des composantes connexes, le niveau 
des lignes puis le niveau des blocs. Durant la coloration hiérarchique, 
l’extraction des caractéristiques d’un niveau de la hiérarchie conduit à re-
grouper les éléments pour former les éléments de niveau supérieur. Plus 
spécifiquement, les éléments de la première segmentation (niveau 1) parti-
cipent à former les sommets d’un second graphe pour la deuxième colora-
tion qui a comme résultat une segmentation en lignes (niveau 2). Puis ces 
lignes participent à leur tour à la formation des sommets d’un 3ème graphe 
sur le quel on applique une 3ème coloration pour former la carte finale des 
blocs (niveau 3). En interaction avec chaque coloration on retrouve une 
phase d’extraction de caractéristiques des sommets. La segmentation texte / 
non texte (voir schéma figure 4.6) est le résultat de la première segmenta-
coloration minimale de 
graphe 
 
b-coloration de graphe 
Extraction de la structure physique des documents 
Reconnaissance automatique du type de documents (RAD) 
Localisation automatique du bloc adresse (LBA) 
Séparation texte/ non texte et manuscrit/ imprimé 
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tion (niveau 1 de la hiérarchie). La décision d’étiquetage en texte et en non 
texte est le résultat d’une classification à partir de l’apprentissage par b-
coloration. 
 
b) Une partie portant sur la b-coloration propre (ou coloration en 
deux étapes : une coloration maximale et une recherche de sommets domi-
nants) qui permet d’apprendre les configurations essentielles que les blocs 
peuvent prendre, soit pour permettre la localisation du bloc adresse, soit le 
classement des documents selon une typologie imposée par l’entreprise, 
soit encore décider si un bloc est imprimé, manuscrit, textuel ou non. 
L’étape de b-coloration portant sur une base d’apprentissage (ensemble 
d’exemples choisis pour constituer un ensemble de modèles) se fonde sur 
un premier graphe conçu à partir de l’extraction de la structure physique de 
chaque document de la base. Ce graphe subit alors deux étapes de colora-
tions pour l’apprentissage. L’obtention d’un ensemble de sommets domi-
nants conduit à la représentation d’un modèle pour chaque type de docu-
ments, modèle qui sera ensuite comparé avec chaque sommet du graphe à 
tester. Une étape de décision reposant sur un ensemble de critère est ensuite 
mise au point. 
 
Cette section est dédiée à la présentation de l’apport de la théorie 
de graphe à ces applications de façon non formelle. La section suivante fera 
le formalisme complet.  
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Figure 4. 6 : Schéma synoptique des deux applications de la coloration,  
(a) Extraction de la structure physique par coloration hiérarchique minimale 
propre, (b) apprentissage par b-coloration pour les applications (LBA et RAD). 
 
Dans le chapitre suivant nous reviendrons dans le détail de 
l’extraction des caractéristiques pour la constitution des matrices 
d’adjacence nécessaires à la construction des graphes et l’analyse de 
l’ensemble des résultats produits pour les applications d’extraction de la 
structure physique, de localisation de blocs adresse et de classification de 
documents. 
  
4.4.1 Contribution de la coloration minimale de graphe à l’extraction de la 
structure physique  
Nous nous intéressons ici à l’extraction de la structure physique 
des images de documents et de courriers d’entreprises. Nous avons vu dans 
le chapitre 2, section 2.4, qu’il était difficile de reconstruire les blocs de 
texte d’un document de façon ascendante à l’aide de critères locaux. Nous 
avons également vu que les approches descendantes de segmentation de do-
cuments visent à localiser les séparations entre blocs de manière plus glo-
bale et moins précise exigeant un grand nombre de connaissances a priori 
sur la mise en forme de la page. Notre étude comparative a mis l'accent sur 
les limites des deux stratégies ainsi que les raisons de leur échec. C’est la 
Décision et reconnaissance 
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raison pour laquelle, nous avons mis en avant la nécessité de faire coopérer 
ces deux stratégies afin de gagner en temps et en précision.  
Nous avons élaboré une coopération de deux approches pour bâtir 
un formalisme original de coloration minimale de graphe adaptée à la tâche 
de segmentation. Le principe consiste à regrouper de façon ascendante les 
éléments constitutifs d’un document (i.e. les CCs) en éléments homogènes 
de taille de plus en plus importante. Les critères utilisés pour la fusion dé-
pendent de l’homogénéité, du voisinage des éléments de bas niveau du do-
cument mais également des propriétés inhérentes à la coloration. La cons-
truction de graphe à base de découpage descendant selon les adjacences 
(dissimilarités) entre sommets fournit une connaissance a priori très riche 
sur la structure globale de document. Cette connaissance permet de guider 
le processus de regroupement ascendant durant la coloration et conduit à 
des décisions de regroupement plus précises lorsque la connaissance locale 
toute seule ne peut pas être suffisante.   
La segmentation d’un document en blocs homogènes consiste à 
faire apparaître correctement les différents blocs à partir d’un ensemble X = 
{x1,.., xn } de composantes textuelles de l’image (caractères, lignes) et re-
grouper les autres composantes dans des blocs isolés formant les figures et 
les graphiques. Chaque bloc doit réunir le plus possible d’éléments simi-
laires et voisins reposant respectivement sur deux critères de similarité et 
de voisinage. Ces deux critères (notés SV) spécifient que certaines paires 
d’éléments {xi, xj} ne peuvent être fusionnés au sein d’un même groupe. 
Pour résoudre ce problème de partitionnement (ou de classification), on 
peut partir du point de vue inverse et formuler la question suivante, à sa-
voir : « quel est le plus petit nombre de blocs homogènes que l’on peut 
former en respectant la contrainte SV ». L’intérêt de formuler le problème 
de cette manière, est qu’il est possible de la formuler en termes de colora-
tion de graphe. Le positionnement du problème est alors le suivant : nous 
représentons chaque élément xi par un sommet vi∈V d’un graphe simple G 
et nous ajoutons une arête E(vi,vj) entre chaque paire d’éléments dissem-
blables ( qui ne respectent pas la contrainte SV). La coloration des sommets 
du graphe G(V,E) consiste alors à affecter à tous ses sommets une couleur 
de telle sorte que deux sommets adjacents (dissemblables) ne puissent pas 
porter la même couleur. Ces couleurs vont correspondre aux différents 
blocs homogènes qui constituent les différentes classes d’éléments. Dans ce 
problème de segmentation, la question de la détermination du plus petit 
nombre de blocs homogènes, revient à rechercher le plus petit k pour lequel 
le graphe G correspondant admet une k-coloration : c’est donc précisément 
le nombre chromatique χ(G) du graphe G qu’il faut déterminer. 
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Le même principe peut être appliqué à chaque niveau de la hiérar-
chie de décomposition de la structure d’un document séparant les caractères 
et les composantes non textuelles, puis créant les lignes de texte à partir des 
caractères, les blocs à partir des lignes et ainsi de suite.    
Cette modélisation présente plusieurs avantages par rapport aux 
mécanismes de segmentation classiques : 
- elle permet de s'affranchir des modèles classiques en ajoutant no-
tamment à la coopération ascendant/descendant les propriétés intéressantes 
de la multi-résolution, de la hiérarchie de décomposition et des change-
ments d’espace de représentation. 
- elle permet de gérer facilement les ambiguïtés inhérentes aux 
éléments constitutifs de ce genre de document (la fusion de lignes de texte, 
la fusion de texte avec les graphiques et le bruit, les problèmes posé par 
l’inclinaison non uniforme des lignes de texte…  
- elle permet d’exploiter conjointement les atouts des méthodes 
descendantes et des méthodes ascendantes de segmentation. 
 
Figure 4. 7 : Exemple d’extraction de la structure physique d’un document type 
courrier d’entreprise par coloration.  
 
Pour segmenter une image d’un document nous avons développé 
un nouvel algorithme de coloration minimale plus adapté. Il est possible de 
l’appliquer à plusieurs niveaux de la hiérarchie de la structure physique 
(niveau des CCs, niveau des lignes ou niveau des blocs). Notre algorithme 
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Procédure 7: Coloration_Minimale()  
Début 
Soit q=0 
 Pour chaque sommet i∈V sachant que c(i)=∅ Faire  
  q=q+1 
  c(i)=q 
  Pour chaque sommet j>i Sachant que  
  j∉N(i)et c(j)=∅ Faire 
    Soit q1=0 et q2=0  
    Pour chaque sommet k<j Faire 
     Sic(k)=q  Alors 
      q1= q1+1  
      Si k∉N(j) Alors q2=q2+1 FinSi 
     FinSi 
    FinPour 
    Si q2=q1 ou q1=0 Alors c(j)=q  
    FinSi 





Avec c(i) la couleur de sommet i, N(i) est l’ensemble de ses som-
mets adjacents au sommet i. La complexité de cet algorithme est inférieure 
à O (n×log(n)). 
Afin d’évaluer les temps de traitement, nous avons appliqué notre 
algorithme de coloration sur les cartes des composantes connexes (CCs) de 
35 documents, et nous avons associé un sommet de G à chaque CC. Nous 
avons ensuite calculé le temps de la coloration des sommets de graphe G 
pour chaque type de document. La variation des temps de coloration en 
fonction de nombre de sommets est montrée sur la courbe suivante. 
 
Figure 4. 8 : Temps de coloration en fonction du nombre de sommets :  
segmentation de la carte des composantes connexes ( Processeur : Intel Pentium 
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Nous remarquons que le temps moyen nécessaire pour colorer les 
CCs d’une enveloppe ne dépasse 6ms et d’un formulaire ne dépasse 25ms. 
Ceci montre que notre algorithme respecte parfaitement la contrainte de 
temps que nous impose l’application industrielle à laquelle se destine ce 
travail. Dans le chapitre suivant, nous présenterons dans le détail 
l’évaluation de cette approche tant au niveau des performances en terme de 
temps de calcul que de la précision dans les résultats de segmentation phy-
sique des documents. 
 
4.4.2 Contribution de la b-coloration à la classification de documents et à la 
reconnaissance  
Nous nous intéressons maintenant à la b-coloration de graphes 
afin de résoudre les problèmes de reconnaissance de documents industriels. 
Deux applications sont directement visées :  
- la classification de documents (courriers en circulation dans 
l’entreprise) pour lesquels une typologie précise est définie. 
- la localisation automatique de bloc adresse présent sur les docu-
ments courriers.  
Ces deux applications, quoique très différentes, ont une caractéris-
tique commune essentielle : elles ne peuvent pas, à l’inverse de la segmen-
tation, être résolues directement à partir de connaissances existant a priori 
en raison de l’inexistence de modèles stables permettant de représenter ef-
ficacement l’organisation très hétérogène des contenus. En particulier, il 
n’existe pas de formalisme suffisamment précis pour prédire avec justesse 
la classe d’un document connaissant sa structure, de même, il n’existe pas 
d’équation qui décrive les propriétés topologiques des blocs sur une enve-
loppe. A ce stade il n’existe ni règles fiables ni propriétés stables permet-
tant de modéliser convenablement les objets manipulés dans notre étude.  
Pour parvenir à résoudre ce problème, nous sommes partis du 
constat que la coloration minimale à elle seule ne peut pas être un bon mo-
dèle pour la classification. En effet, elle ne permet pas de définir efficace-
ment les représentants des classes qui sont indispensables à une reconnais-
sance avec des temps de réponse courts. C’est la raison pour laquelle nous 
avons formalisé les différents problèmes de reconnaissance induits dans 
notre application en termes de b-coloration de graphe. Cela permettra une 
bonne représentation des classes par les sommets dominants et une meil-
leure disparité inter-classes. L’apprentissage devient donc un élément cen-
tral dans à cette partie. 
Voici donc quelques éléments préliminaires de formalisation au-
tour de la résolution des problèmes de classification de documents et de lo-
calisation du bloc adresse.  
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4.4.2.1 Formalisation du problème de classification des documents  
Le processus de classification est appliqué à un corpus 
d’apprentissage V de n images de documents di,…,dn. Le but est de regrou-
per les documents en classes homogènes. La nature des documents conduit 
à définir entre chaque paire de documents (di,dj) une mesure de similarité 
qui traduit l’appartenance ou non des documents à la même classe. Deux 
questions inhérentes à la classification en découlent alors: 
- quel est le nombre minimum de classes nécessaires pour regrou-
per les documents d’une manière sûre (en ignorant les contraintes de taille 
des diverses classes) ? 
- quels sont les représentants des classes qui seront définis durant 
l’étape d’apprentissage et qui seront utilisés par la phase de 
reconnaissance ? 
Nous reformulons ces deux questions centrales en termes de b-
coloration de graphe et nous exposerons dans la section 5 les détails théo-
riques et d’implémentation de ces approches. 
 
Définition 4. 8 : Soit di ∈ {1,...,n} un document de la base 
d’apprentissage. Soit I = {1,..., k) l’ensemble des couleurs du graphe.  
 
Nous associons à chacun des n documents di un sommet vi d’un 
graphe simple G, et à chaque paire (di, dj) de documents qui ne peuvent être 
regroupés ensemble, nous faisons correspondre une arête (vi , vj) de ce 
graphe. Rappelons que cette arête exprime la dissimilarité entre deux som-
mets (donc pratiquement entre deux documents), notion qui sera définie en 
détail dans la section suivante.  
 
Le problème se décompose en deux étapes : 
1- La détermination du plus petit nombre de couleurs (classes de 
documents) c’est à dire du plus petit entier k qui permet d’attribuer à 
chaque sommet vi (document di) une couleur (classe) c(i) de l’ensemble I 
tout en ayant c(i) ≠ c(j) pour toute arête de G.  
2- L’application d’une deuxième coloration permettant de faire 
ressortir les sommets dominants (les représentants des classes). Le principe 
étant que pour chaque couleur c(i), il existe au moins un sommet vi coloré 
c(i) dont le voisinage est coloré par toutes les autres couleurs. Le sommet vi 
est dit sommet dominant pour la couleur c(i). On parle de b-coloration de 
graphe G si l’ensemble des couleurs Ib utilisables est de cardinalité kb. Ceci 
représente les deux étapes de b-coloration des sommets du graphe G.  
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4.4.2.1 Formalisation du problème de localisation de bloc adresse   
Nous avons vu dans le chapitre 3, section 3.3, que la localisation 
de l’adresse consiste à rechercher dans l'image de l’enveloppe des blocs de 
lignes d'écriture ou de caractères organisés en un ensemble présentant des 
caractéristiques topologiques proches et des relations spatiales spécifiques 
que l’on ne retrouve que dans l’écriture particulière des adresses postales. 
Après la formation de différents blocs candidats, le bloc adresse est sélec-
tionné à l’aide de modèles obtenus par apprentissage statistique, i.e. à partir 
de prototypes de chacune des classes de blocs. L’apprentissage doit être ef-
fectué sur une base de n blocs {bi, . . . ,bn} recueillis à partir de l’extraction 
de la structure physique des images d’enveloppes.  
L’objectif consiste donc à résoudre un problème de classification 
où chaque bloc de la base doit appartenir à une classe parmi les k classes de 
blocs possibles (adresse, cachet de la poste, timbre, logos, ligne publici-
taires, bruit). Sachant que le nombre de classes dépend de la nature des 
blocs présents sur l’enveloppe, il doit être considéré comme variable pour 
des enveloppes de nature différente.  
En même temps, il est nécessaire de déterminer si l’adresse est 
imprimée ou manuscrite, et là encore il s’agit d’un problème de classifica-
tion. Nous proposons formuler tous ces problèmes en terme de b-coloration 
de graphe. Pour cela, nous associons à chaque bloc bi de la base 
d’apprentissage un sommet vi du graphe G. Sans prédéfinir le nombre de 
classes, on applique directement l’algorithme de b-coloration pour faire ap-
paraître les différentes couleurs ou classes disponibles réellement. Cette 
stratégie, permet, d’isoler tous les blocs aberrants ou bruités dans des 
classes non significatives. Elle permet aussi, de distinguer en une fois non 
seulement les blocs graphiques des blocs textuels, mais aussi les blocs de 
texte publicitaire des blocs adresse. L’ensemble des blocs adresse est ainsi 
séparé en deux classes (classe des adresses imprimées et classe des adresses 
manuscrites). Cette partition automatique donne au système une grande 
souplesse pour s’adapter facilement au contenu de la base d’apprentissage. 
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4.5 Usage des graphes pour la segmentation 
par coloration et pour la classification 
par b-coloration 
Le but de cette section est de présenter les étapes formalisées de la 
construction des graphes pour les applications (présentées dans la section 
précédente) de segmentation physique, de localisation de bloc adresse et de 
classification de documents.  
 
4.5.1 Construction du graphe seuil de départ : notion de dissimilarité entre 
sommets et seuil d’adjacence 
En général, la construction d’un graphe G à colorer ou à b-colorer 
à partir d’un ensemble X={x1,.. , xn } de n individus (qui selon le cas peu-
vent être soit des documents, des blocs, des lignes ou des CCs …), soumis à 
la segmentation ou à la classification, est principalement basé sur le calcul 
de la matrice de distances MDs qui traduit les dissimilarités existant entre 
les paires d’individus ( i,j ) donnée par la relation suivante. Nous faisons 
l’hypothèse que si xi, xj sont les descripteurs d’une paire d’individus (i,j), la 
distance Ds(xi, xj) exprime la dissimilarité entre cette paire d’individus.  
                              MDs[i,j]= Ds( xi, xj)  avec i ∈ [1,n]et j ∈ [1,n] / (i≠j)   ( 4. 6) 
La mesure Ds peut être basée sur une métrique simple comme la 
distance euclidienne, la distance de Manhattan, la distance de Mahalanobis, 
la distance de Chebychev ou la distance binaire (de Hamming, de Jaccard 
ou de Tanimoto), ou bien elle peut être plus complexe et flexible utilisant la 
distance dynamique. Cette opération est importante dans la segmentation et 
la classification. Il est plus probable que deux vecteurs de caractéristiques 
semblables soient dans une même classe que deux vecteurs dissemblables. 
Les distances et les caractéristiques utilisées dans notre application sont 
décrites en détail lors de la présentation de notre nouvelle architecture de 
système de tri que nous présentons dans le chapitre suivant. 
La construction d’un graphe repose alors sur cette matrice de dis-
similarités MDs (X) : une fois les relations entre les individus de l’ensemble 
X décrites par la matrice MDs (X), nous associons à X un graphe seuil supé-
rieur G≥S =(V, E≥S) décrit comme suit :  
 
Définition 4. 9 : Un graphe seuil supérieur, pour un seuil S, 
est noté G≥S. Il représente une partie du graphe de départ G= (V, E) liée à la 
contrainte de dissimilarité S. Il a pour sommets l’ensemble V de tous les 
éléments de X et pour arêtes l’ensemble E≥S formant toutes les paires (xi, xj) 
dont la distance Ds(xi, xj) est supérieure ou égale à S. Cet ensemble E≥S peut 
être donné par la formule suivante : 
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1 si   ( , ) ( , )
0 sinon
i j i j
S i j
Ds x x Ds v v S
E , ν ν≥ = ≥⎧⎡ ⎤ = ⎨⎣ ⎦ ⎩         (4. 7) 
Pour ne pas confondre le terme adjacence (ou voisinage) avec le 
terme similarité, il faut noter que deux sommets sont adjacents s’ils ont un 
degré de dissimilarité supérieur au seuil S. Le seuil S est également nommé 
seuil d’adjacence. 
Pour illustrer ce concept, nous proposons sur la figure suivante le 
diagramme sagittal du graphe seuil supérieur G≥0.50 (S = 0.50) que l’on a 
associé à la matrice de dissimilarités MDs. 
 
 
Figure 4. 9 : Construction d’un graphe seuil supérieur G≥0.50 (S = 0.50) à partir 
de la matrice de dissimilarités MDs. 
 
Une fois le graphe seuil construit, il est prêt à être envoyé à la 
phase de la coloration. La figure suivante montre deux exemples de colora-
tion de graphe G≥0.50. La figure de gauche montre le résultat de coloration 
par la procédure 1 (voir section 4.3.2) qui donne exactement (∆ +1=6) cou-
leurs ; dans ce cas il est nécessaire de perfectionner le résultat par une deu-
xième coloration. La figure suivante droite montre un exemple de colora-
tion obtenue par l’application de la procédure 7 utilisée exclusivement pour 
la segmentation temps réel des documents (voir section 4.4.1).  
 
Figure 4. 10 : Coloration de graphe seuil supérieur G≥0.50 utilisant : à gauche la 





              (∆ +1=6)-Coloration 
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⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
1 2 3 4 5 6v v v v v v
Diagramme sagittal de G≥ 0.50   
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Il est important de noter que le seuil S peut être un vecteur de plu-
sieurs valeurs résumant l’ensemble des règles de séparation et correspon-
dant à des valeurs seuils portant sur différentes caractéristiques décrivant 
les sommets V. Il peut être choisi de différentes manières selon 
l’application visée (figure 4.11).  
- Dans le cas de l’extraction de la structure physique des images 
de documents, une des applications de notre étude, on doit lui attribuer ma-
nuellement une valeur résumant l’ensemble des connaissances a priori ré-
coltées (i.e. la mise en forme des documents…).  
- Dans le cas de la classification de documents on peut l’ajuster 
automatiquement et le valider par diverses approches d’évaluation de la 
qualité de classification. Nous présenterons notre approche dans la section 
suivante. Le meilleur seuil retenu correspond à celui qui permet d’assurer 
une qualité maximale de classification ψ qui peut être traduit par la formule 
suivante: 
                        
0 1




=     (4. 8) 
 
Figure 4. 11 : Construction de graphe et choix de seuil d’adjacence selon les 
deux applications visées (segmentation et classification).  
   
 4.5.2 Ajustement du seuil d’adjacence et évaluation de la qualité de la 
classification 
Dans la construction du graphe, la notion de seuil d’adjacence S 
est centrale, car c’est sur lui que repose la pertinence de la coloration du 
graphe. Notre étude porte sur l’analyse de la validité de ce seuil à partir de 
l'évaluation du résultat de la classification. Nous venons de voir que chaque 
sommet dans G correspond à la description d’un individu dans X, et que les 
couleurs issues de la coloration de G correspondent aux différentes classes 
d’individus. Selon ce principe, la qualité d’une classification peut être don-
née par la mesure de la qualité d’une coloration. L’évaluation de la qualité 
d’une coloration a un double objectif :  
Construction de graphe seuil supérieur G≥S =(V, E≥S) 
Calcul de matrice de dis-
similarités MDS 





Calcul de matrice de dis-
similarités MDS 





maximale + recoloration) 
 
Évaluation automatique du
résultat de classification 
Ajustement automa-
tique  de seuil 
Classification de qualité maxi-
male 
0 1
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- elle sert d’outil de mesure à l’utilisateur afin d’ajuster au mieux 
le seuil d’adjacence qui dépend également d’un ensemble de paramètres, 
tels que la nature de l’ensemble des sommets à colorer (d’individus à clas-
ser), leur contenu et le but recherché. 
- elle est nécessaire pour évaluer, tester ou comparer l’approche de 
classification proposée par rapport à d’autres approches préexistantes. 
Afin de mieux répondre à ces deux objectifs, nous définissons 
deux types de critères quantitatifs d’évaluation, selon que l’on connaisse a 
priori ou non le nombre de classes : on parle alors d’évaluation supervisée 
et non supervisée.  
Pour la présentation de ces différents critères, nous proposons 
d’expliciter quelques notations préliminaires.  
Soit un graphe seuil supérieur G≥S=(V={v1,…,vj}, E≥S) construit à 
partir d’un ensemble d’individus X={x1,…,xj}. La coloration ou la b-
coloration en k couleurs de l’ensemble de sommets V d’un graphe G>S 
donne un ensemble de couleurs (classes) C={C1,...,Ck}. On note card(Ci) le 
nombre de sommets dans la couleur Ci qui correspond à l’aire de la classe 
Ci. On note ni le nombre de sommets de G colorés par la couleur Ci et 
n=|V|=|X| le nombre de sommets du graphe G. Enfin, C(i) est définie 
comme la couleur du sommet i qui correspond à la classe de l’individu i. 
 
4.5.2.1 Critère d’évaluation supervisée 
Ce critère doit permettre de comparer le résultat d’une coloration 
(ou classification) C et la coloration (classification) de référence Cref appe-
lée vérité terrain (où on doit associer à chaque individu l’étiquette de sa 
classe désirée). Dans notre approche de classification par coloration de 
graphes, nous avons reformulé la mesure Mg proposée par Martin et al dans 
[MAR01] initialement mise au point pour valider la création d’une base de 
segmentations expertes sur des images naturelles. Cette mesure peut être 
donnée par la relation suivante : 
            ( ) { }
1
1( ) ( ), ( ) min ( ), ( ) , ( ), ( )
n
S ref S RL ref RL ref
i




⎡ ⎤ ⎡ ⎤= = ⎣ ⎦ ⎣ ⎦∑   (4. 9) 
l’erreur de raffinement local ERL étant définie comme suit : 
 
                       
[ ( ( ))] [ ( ( )) ( ( ))]
( ), ( )
[ ( ( ))]
i i ref i
RL ref
i
card L c v card L c v L c v
E c i c i
card L c v
− ∩⎡ ⎤ =⎣ ⎦   (4. 10) 
Cref désignant une classification (coloration) de référence,  L(c(vi)) 
l’ensemble des sommets de G qui ont la même couleur que le sommet vi, 
L(cref(vi)) l(ensemble des sommets de V ( individus de X) qui ont la même 
couleur que le sommet i. Cref (i) est la couleur de référence de sommet i.  
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Le critère de qualité Mg sous sa forme finale tient compte des in-
formations globales sur les sommets mal colorés ou confondus et permet de 
rendre compte classe par classe des erreurs de classification estimées par 
l’indicateur local ERL.  
 
4.5.2.2 Critère d’évaluation non supervisée 
Ce critère d’évaluation ne requiert aucune connaissance sur les ré-
sultats de coloration (ou classification) à évaluer. Son principe consiste à 
estimer la qualité d’un résultat de classification à partir de statistiques cal-
culées sur chaque classe formée. Cette mesure de qualité est établie en ac-
cord avec l’intuition humaine sur les conditions que devraient remplir une 
classification pour être considérée comme bonne. Pour un seuil donné, la 
qualité de classification ψ peut être calculée à partir de la combinaison de 
l’uniformité intra-classes avec la disparité inter-classes: 
                                 _ _( ) ( ( )) ( ( )i Inter Classes Si Intra Classes SiS M C G M C Gψ ≥ ≥= +   (4. 11) 
Ces deux critères sont inspirés des études de Levine et Nazif 
[LEV85] sur la segmentation automatique des images naturelles en régions. 
Ils vont servir de mesures pour ajuster automatiquement le seuil 
d’adjacence et évaluer la qualité la classification par b-coloration dans les 
applications de LBA et de RAD (voir le chapitre 5). Nous les présentons 
formellement dans les sections ci-dessous. 
4.5.2.2.1 L’uniformité intra-classes 
L’idée est ici de calculer l’uniformité d’une description d’un indi-
vidu sur une classe en se basant sur la variance de cette description. La me-
sure d’uniformité MIntra-Classes issue d’une coloration C en K couleurs 
(classes) est la suivante: 




1( ( )) 1
max( ) min( )
j lK
vj Ci vl Ci
Intra Classes S
i








⎡ ⎤−⎢ ⎥⎣ ⎦= −
⎡ ⎤−⎢ ⎥⎣ ⎦
∑ ∑∑   (4. 12) 
4.5.2.2.2 La disparité inter-interclasses 
D’un point de vue complémentaire à l’uniformité intra-classes, un 
autre critère venant rapidement à l’esprit pour évaluer un résultat de classi-
fication est la disparité inter-classes. En effet, deux classes voisines sont 
supposées avoir un contenu différent. Il devrait donc y avoir une disparité 
décelable entre ces deux classes. La mesure de disparité Disp dans l’espace 
de caractéristiques entre deux classes (couleurs) C1 et C2 est donnée par la 
formule suivante : 
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∑ ∑    (4. 13)    
Dans le cas des classes non linéairement séparables il est plus ju-
dicieux de remplacer la disparité entre les barycentres des classes par la 
disparité entre tous les sommets des couleurs. La formule précédente de-
vient donc : 
 
                   
,
1 1 ( , ) ( , )
( ) ( )
i j
i j x y
Vx Ci Vy CiC C C i j
Disp C C Ds v v
card C card C ∈ ∈∀ ∈
= ⋅ ∑ ∑   (4. 14) 
 
où Ds(vx, vy) représente une mesure de dissimilarité entre les deux 
sommets vx, vy. On peut ainsi définir la disparité d’une classe par rapport à 
toutes celles qui lui sont voisines par la formule suivante: 
                            
|
1




C C Cj C j i i
l
Disp C Disp C C
l∀ ∈ ∈ ≠
+= ⋅+∑           (4. 15) 
Avec li le nombre de sommets non dominants dans la couleur Ci, lij 
le nombre de sommets de la couleur Ci qui n’on pas d’adjacence avec la 
couleur Cj. ( ) ( )1 / 1ij il l+ + correspond aussi au rapport longueur de la fron-
tière commune entre la classe Ci et Cj sur le périmètre de Ci. La disparité 
globale est alors définie par la formule suivante : 



















∑           (4. 16) 
où wci est un poids associé à chaque classe, qui peut être lié par 
exemple à l’aire de la classe. Dans ce cas, la manière dont le poids varie 
correspond à une gaussienne, soit : 
                                 
2
2




c a rd Cw µσπσ
⎡ ⎤−= −⎢ ⎥⎣ ⎦
          (4. 17) 
où µ et σ correspondent respectivement à la moyenne et à l’écart 
type de la courbe représentative du poids en fonction de l’aire des classes. 
Ce type de critère a l’avantage de pénaliser la sur-segmentation des classes. 
Avant d’aborder dans le détail le principe de la reconnaissance par 
la b-coloration, nous soulignons que l’ensemble de ces définitions et nota-
tions seront reprises dans la partie d’évaluation de la contribution dans la 
partie suivante ainsi que dans le chapitre suivant. 
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4.6 Conception du système de 
reconnaissance par b-coloration: (de 
l’apprentissage à la reconnaissance)  
Les aspects de reconnaissance interviennent essentiellement à 
deux niveaux de notre travail : 
- pour la localisation du bloc adresse sur les images d’enveloppes 
- pour la classification des documents selon des modèles de pages 
référentes 
Nous présentons dans cette partie la conception complète de la 
partie apprentissage issue de l’adaptation de la b-coloration appliquée à ces 
deux cas. 
Avant de présenter nos stratégies d’apprentissage, nous rappelons 
l’enchaînement des différentes étapes de conception d’un classifieur : 
1) préparation d’une base d’exemples représentatifs,  
2) description de chaque exemple par un ensemble de caractéristiques perti-
nentes, discriminantes et normalisées, 
3) séparation des exemples en deux ensembles d’apprentissage et de test, 
4) exécution de l’apprentissage par b-coloration sur la base d’apprentissage, 
5) déduction de modèles à partir de sous-graphe qui contiennent l’ensemble 
des sommets dominants issus de la phase d’apprentissage,  
6) test de modèle sur l’ensemble de tests, 
7) évaluation des performances et validation de modèle, 
 
Dans cette section, nous allons décrire les aspects formels de 
l’apprentissage à base de b-coloration ainsi qu’une approche de 
l’apprentissage incrémental gérant les flux entrants de documents inconnus 
permettant de créer à la « volée » de nouvelles classes. 
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés











Figure 4. 12 : Enchaînement des différentes étapes de conception d’un 
classifieur. 
 
4.6.1 Apprentissage simple à base de b-coloration 
Nous nous intéressons dans cette partie à la phase d’apprentissage 
par b-coloration qui va nous permettre de résoudre les problèmes liés à la 
classification de documents et à la localisation du bloc adresse (il s’agit des 
étapes (4 et 5) sur le schéma ci-dessus). 
Pour cela, on dispose d’un ensemble d’apprentissage constitué de 
n exemples (des documents pour un apprentissage de RAD ou des blocs 
pour un apprentissage de LBA). Dans le problème considéré ici, chaque 
exemple i est décrit par un vecteur de caractéristiques xi. Notre principe de 
classification par b-coloration de graphes est itératif. Il consiste à faire évo-
luer de façon croissante la valeur du seuil de dissimilarités et à chaque ité-
ration t doit conduire à: 
-  la construction du graphe seuil supérieur G≥St. 
- la classification des exemples de la base d’apprentissage par 
l’application de l’algorithme de la b-coloration décrit ci-dessus sur le 
graphe G≥St.  
- une mesure de la qualité du résultat de la classification fournie 
par un des critères d’évaluation présentés ci-dessus. 
À la fin des itérations, nous retenons la classification qui maxi-
mise l’un des critères d’évaluation (présentés dans la section 4.5.2) comme 
meilleure partition qui sera renvoyée à l’utilisateur. Les sommets domi-
nants de cette b-coloration optimale constituent le modèle de reconnais-
sance. Nous pouvons utiliser ce concept en réalisant deux types de classifi-
cation, supervisée ou non supervisée. 
(1,2) Base d’exemples 
Représentatifs sous forme de descrip-
teurs normalisés  
Base de tests Base 
d’apprentissage 
 (4) Apprentissage simple à base de b-
coloration  
 
 (5) Modèle : Sommets dominants 
(Représentants des classes) 
 (6) Reconnaissance de la classe de 
chaque exemple de la base de tests 
 (7) Évaluation des performances et va-
lidation du modèle 
(3) 
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4.6.1.1 Classification supervisée 
Cette classification peut être effectuée dans le cas où on possède 
suffisamment d’informations sur le nombre de classes k ou sur la réalité du 
terrain. Ceci nécessite l’affectation préalable de la réponse que devrait 
fournir le modèle à chaque exemple de la base d’apprentissage. Dans ce 
cadre la qualité de classification est mesurée à partir d’un critère 
d’évaluation supervisée (section 4.5.2.1). Soit b(G≥St) nombre b-
chromatique de la b-coloration de graphe G≥St à l’itération i. A chaque itéra-
tion i on doit traiter les deux cas suivants :  
- b(G≥St)=k : cela signifie que toutes les couleurs doivent être 
prises en compte.  
- b(G≥St)>k : cela signifie qu’il y a b(G≥St)-k couleurs non perti-
nentes qui doivent être supprimées. Ces couleurs correspondent à quelques 
classes non denses (de faibles effectifs) qui contiennent souvent des 
exemples aberrants. 
Ce genre de classification peut être appliqué à la reconnaissance 
automatique de type de documents lorsqu’on est limité à reconnaître un 
nombre fixe de catégories.   
 
4.6.1.2 Classification non supervisée 
On utilise une classification non supervisée lorsque :  
- on ne dispose pas suffisamment d’informations sur les diffé-
rentes classes en présence : cela résulte d’un manque d’informations ou 
d’une incertitude sur la réalité du terrain.  
-ou le nombre exact de classes est en évolution, dans le cas d’une 
classification on line par exemple.  
Dans ce cadre, la qualité de classification est mesurée automati-
quement à partir d’un critère d’évaluation non-supervisée. Les couleurs ré-
sultantes de la b-coloration correspondent aux différentes classes ; 
l’interaction homme machine peut être allégée par cette classification non-
supervisée.  Ceci permet à un expert d’éviter l’étiquetage de tous les 
exemples de la base d’apprentissage en n’étiquetant que les sommets domi-
nants. Ultérieurement, ceux-ci peuvent être étiquetés facilement par 
l’utilisateur afin que le modèle soit opérationnel lors de la phase de recon-
naissance.  
Ce genre de classification peut être utilisé efficacement dans le 
cadre de la localisation de bloc adresse où on peut ne pas savoir a priori la 
nature des blocs existants sur les enveloppes. Il peut aussi bien être utilisé 
dans la reconnaissance automatique de type de documents lorsqu’on ne dis-
pose pas suffisamment d’information sur la nature des documents qu’on 
veut trier. 
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La réalisation d’un processus décisionnel avec des temps de ré-
ponse courts est capitale dans ces applications ayant des contraintes de 
temps réel élevées. De plus, les bases d’apprentissage servant à la réalisa-
tion de ces processus contiennent généralement des exemples redondants, 
non représentatifs, plus ou moins bruités.    
 
4.6.2 Apprentissage incrémental par b-coloration  
Nous avons expliqué comment obtenir une classification optimale 
par l’application de l’algorithme de b-coloration sur une base 
d’apprentissage restreinte. Il est toujours possible de réaménager cette base 
à l’aide de résultats de la b-coloration en supprimant les mauvais exemples 
isolés dans des classes non significatives. Dans le cadre de notre applica-
tion de RAD (ou de LBA), il est très important de profiter du flux de do-
cuments entrant (ou de blocs d’enveloppes entrant), pour enrichir la base 
d’apprentissage. Ceci permet d’intégrer dans cette base des nouveaux do-
cuments qui sont reconnus ou rejetés et d’élargir les connaissances du sys-
tème de lecture pour reconnaître des nouvelles classes. Ceci est d’autant 
plus important que nous avons remarqué que les taux de rejet et d'erreur 
baissaient sensiblement lorsque le nombre de prototypes par classe aug-
mentait. Cela paraît naturel car plus la base d'apprentissage est grande et 
plus les intervalles vont bien modéliser les données, ce qui a pour consé-
quence de faire baisser les taux d'erreur et de rejet. Ce phénomène est ob-
servable pour la plupart des classifieurs. Cependant, il est tout aussi impor-
tant de savoir arrêter l’intégration des connaissances liées au flux entrant 
dès que les taux de reconnaissance se stabilisent ou que le système com-
mence à présenter des symptômes de sur-apprentissage. 
Le problème à présent est de savoir comment gérer un flux sé-
quentiel de données entrant de sorte à affecter une classe aux nouvelles 
données et à effectuer ainsi la mise à jour de la partition optimale obtenue. 
Pour une meilleure modélisation de ce problème, il nous semble opportun 
d'utiliser un algorithme d'apprentissage incrémental qui réponde aux cri-
tères suivants :  
 
1) il doit être capable d’instruire des connaissances additionnelles 
à partir des nouvelles données, 
2) il ne doit pas requérir l’accès aux données initiales (c’est-à-dire 
les données qui ont été utilisées pour apprendre le classifieur actuel), 
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4) il doit être en mesure d’apprendre de nouvelles connaissances 
relatives à l’introduction de nouvelles classes. 
 
Ces quatre points évoqués par Polikar et al. [POL01], pour ré-
soudre le problème général de l’apprentissage incrémental, répondent plei-
nement à nos objectifs de conception d’un algorithme d’apprentissage ra-
pide pour la RAD ou la LBA en temps réel. Dans la suite de cette partie 
nous proposons deux algorithmes d’apprentissage incrémental, actif et 
adaptatif qui s’appuient sur le principe de base de la b-coloration de 
graphe. Ces deux algorithmes profitent d’une part de la connaissance glo-
bale des adjacences entres les sommets de la base d’apprentissage actuelle 
et, d’autre part, ils tirent parti de la propriété de dominance de la b-
coloration. De plus, ils respectent parfaitement les quatre critères évoqués 
ci-dessus. 
Considérons à présent une base d’apprentissage déjà construite X- 
de n exemples représentée par le graphe G≥S=(V-, E-≥S) et partitionnée par 
l’algorithme de b-coloration en k classes (couleurs) C-={C1,…,Ck}. 
L’insertion d’un (n+1)ème exemple dans X- correspond à l’ajout d’un som-
met vn+1 au graphe G-≥S avec V+ = V-∪{vn+1}. Cette insertion consiste à 
ajouter des arrêtes entre ce sommet et les sommets dont la dissimilarité 
avec vn+1 est supérieure ou égale au seuil S. 
Pour notre application de tri, le système d’apprentissage incrémen-
tal s’alimente selon deux manières à partir de données (documents ou enve-
loppes) : 
- en considérant la nouvelle donnée comme étant bien reconnue et 
directement attribuable à une classe existante ; 
- en considérant la nouvelle donnée en situation de rejet par le 
système. 
Premier cas : on introduit un nouvel exemple vn+1 qui était bien 
reconnu dont la classe est Ci∈C-. Dans ce cas, il faut juste mettre à jours le 
voisinage de tous les sommets et vérifier s’il y a des nouveaux sommets qui 
deviennent à leur tour dominants. Le déroulement de la mise à jour de 
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Procédure 8:Insertion_sommet_reconnu(vn+1 ,Ci,C, G≥S) 
Début 
V+=V-∪{vn+1} 
Pour chaque couleur Cj ∈C sachant que j≠i Faire 
   Pour chaque sommet vu∈ Cj  Faire 
      Si  d(vn+1,vu)≥S alors 
           N(vu)=N(vu) ∪ { vn+1} 
          N(vn+1)=N(vn+1) ∪ { vu } 
          Si Nc(vu)∩Ci =∅ Alors Nc(vu)=Nc(vu)∪ {Ci} 
          FinSi  
          Si Nc(vn+1)∩ Cj=∅ Alors   
             Nc(vn+1)= Nc(vn+1) ∪  { Cj } FinSi 
          Si vu ∉ ESD(Cj ) et |Nc(vu)| = k-1  Alors 
             ESD(Cj) = ESD(Cj) ∪ {vu} FinSi 
     FinSi 
   FinPour 
Si vn+1 ∉ ESD(Ci) et |Nc(vn+1)| = k-1  Alors   




Avec ESD(Ci) l’ensemble de sommets dominants de la couleur Ci.  
 
Deuxième cas : on introduit un nouvel exemple vn+1 qui a été ini-
tialement rejeté par le système de reconnaissance. Dans ce cas, on est sur 
que le sommet vn+1 ne peut pas avoir une couleur de C-. S’il existe déjà de 
nouvelles couleurs crées par la procédure d’apprentissage incrémental 
(CN={C+-C-} et CN ≠∅) et si la distance dist entre le sommet vn+1 et la cou-
leur la plus proche Ct∈  CN (t=k+1,…,k’) est inférieure au seuil S, ce som-
met est alors coloré par la couleur Ct. Une distance entre un sommet et une 
couleur peut être définie par : 
             { }1 1( , ) m in ( , )
t
n t nv j C
d ist v C d v v j+ +∀ ∈=        (4. 18) 
Sinon, on affecte une nouvelle couleur  Ck+1 au sommet vn+1. Dans 
tous les cas on doit mettre à jours la liste des sommets adjacents à chaque 
sommet et la liste des sommets dominants pour chaque couleur. 
L’algorithme suivant résume avec plus de détails tous ces cas :  
 
Procédure 9: Insertion_sommet_rejeté(vn+1 , G≥S) 
 
Début 
  CN={C+-C-}  
  Soit dmin=∞ 
  Soit q=k+1 
  Pour chaque couleur Ct∈ CN avec t=k+1,…,k’ Faire 
    Si dist (vn+1, Ct)<dmin   Alors 
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q=Ct;  dmin=dist(vn+1,Ct)  
    FinSi ;  
  FinPour 
  Si CN≠∅ et dmin≤S  alors   
     Insertion_sommet_reconnu(vn+1, q, C+, G≥S) 
  FinSi   
  Sinon k’=k’+1 ; C+=C-∪{ Ck’} ;  
         Insertion_sommet_reconnu(vn+1, Ck+1, C+, G≥S) 
  FinSinon 
Fin 
 
Dès qu’une nouvelle classe crée devient importante (selon un cri-
tère fixer par le superviseur : comme le volume par exemple), elle est pro-
posée à un superviseur de système de tri pour la valider et lui donner une 
étiquette en fonction de ses exemples constitutifs ou pour décider sa sup-
pression. Après l’insertion d’une série d’exemples venant du flux de don-
nées entrant, le nouveau modèle de l’apprentissage incrémental est évalué.   
 
4.6.3 Approche de la reconnaissance d’un exemple inconnu 
L’apprentissage par b-coloration donne en sortie un ensemble de 
sommets dominants qui correspondent aux représentants des classes. La re-
connaissance d’un exemple inconnu peut être effectuée selon trois scéna-
rios : 
Scénario 1 : Distance minimale entre classes 
Toute classe doit être représentée par le sommet le plus dominant 
(le sommet le plus éloigné des autres couleurs ou le sommet qui a le plus 
grand nombre de sommets adjacents). Pour affecter un objet inconnu à une 
des classes on utilise un classificateur à distance minimum qui a la struc-
ture suivante: 
Soit k=b(G) classes issues de la b-coloration de G, avec 
C={C1,…,Ck} l’ensembles de ces classes. Chacune des classes est représen-
tée par le sommet le plus dominant, avec { }* * *1 ,..., kV v v=  l’ensemble des 
sommets représentants des classes de l’ensemble C. Étant donné un objet 
inconnu x qui correspond aux sommets vx, on affecte vx à la classe Ci en ap-
pliquant la règle suivante : 
                 
( )* *1...      ( , ) ( , )
 rejet de distance sinon                                 
x i x i x jj k
x
v C si Ds v v min Ds v v S
v
=
⎧ ⎡ ⎤∈ = ≤⎪ ⎣ ⎦⎨⎪ ∈⎩
 (4. 19) 
Où Ds est une distance entre deux sommets définie dans l’espace 
des caractéristiques et S est le seuil d’adjacence utilisé dans la phase 
d’apprentissage. Dans le cas où plusieurs sommets dominants ont une 
même distance par rapport à vx, on applique un rejet de confusion sur le 
sommet vx. Il est possible d’appliquer le même principe sur tous les som-
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mets dominants sans avoir besoin de sélectionner le sommet le plus domi-
nant pour chaque couleur. Mais ce principe risque d’être coûteux en temps 
de reconnaissance dès que le nombre de sommets dominants devient impor-
tant.   
Scénario 2 : Approche barycentrique 
Toute classe Ci doit être représentée par le barycentre de ses *iN  
sommets dominants donné par la formule suivante : 










= ∑                    (4. 20) 
Où *   est le nombre de sommets dominants dans la classe  i iN C  
 
Scénario 3 : Choix d’une fonction de densité de voisinage 
Pour ce scénario, nous avons choisi de mettre en œuvre une ap-
proche non paramétrique de classification : la méthode des k-ppv. A la dif-
férence des approches par fenêtre de Parzen, qui nécessite de fixer la taille 
du volume de recherche des voisins puis de calculer le nombre 
d’échantillons dans le volume fixe, nous avons opté pour l’approche par K-
plus proches voisins qui inversement fixe le nombre d’éléments du voisi-
nage et fait varier la taille du volume de recherche. Ce choix a été guidé par 
le constat que les sommets dominants voisins au sommet à affecter peuvent 
être de distances très variables, l’approche par fenêtre de Parzen risque de 
conduire à des décisions de rejet plus fréquentes, comme cela est le cas 
pour le scénario 1.  
Ainsi, au lieu d’utiliser le barycentre des dominants ou le sommet 
le plus dominant comme unique prototype d’une classe, la méthode du plus 
proche voisin fait intervenir les kd sommets les plus dominants de chaque 
classe. Cette approche améliore le taux de reconnaissance et réduit l’erreur 
de confusion. Pour ce faire, la distance entre chacun des sommets domi-
nants et celle de l’objet à classifier est calculée. La classe assignée à l’objet 
est alors celle du prototype le plus proche de celui-ci. Si le nombre de 
sommets dominants *iN dans une classe i est supérieur à kd , alors la contri-
bution de chacun des sommets de cette classe peut être pondérée par le 
poids ( ) 1dkρ −= , sinon cette contribution est donnée par le poids * 1( )iNρ −= . 
Ceci garantit une forme de normalisation des distances entre sommets. Soit  
{ }* * *1 *,..., NV v v=  l’ensemble de sommets dominants provenant de k classes 
C={C1,…,Ck} formées dans la phase d’apprentissage par b-coloration. Étant 
donné un objet inconnu représenté par le sommet vx qui est indépendant de 
V*, on recherche dans V* les kp plus proches voisins (Kp-PPV) k p jv de vx 
en écrivant que :  
                       ( , ) ( , )   avec  { ,  j 1,..., }x kpj x t jDs v v Ds v v S t Kp kp< ≤ ≠ =  (4. 21) 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés









 On affecte ensuite vx à la classe Ci=1,…,k  en appliquant la relation 
suivante : 
                      [ ]i ' i      N C =M ax   et  N C 0 
rejet de distance     sinon
x i i
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En utilisant le classificateur des K plus proches voisins (des som-
mets dominants), le sommet vx est affecté à la classe majoritaire dans 
l’ensemble des Kp-PPV de cette observation. Notons que plus kp est grand, 
plus l’erreur de classification est petite mais plus le temps de classement 
devient important.  
Ce classifieur permet de prendre une décision précise dans le cas 
d’ambiguïté (lorsque l’exemple à reconnaître se trouve dans la même dis-
tance entre plusieurs sommets dominants de couleurs différentes). Ce cas 




Figure 4. 13 : Exemple de différents scénarios de reconnaissance. 
 
4.7. Conclusion  
 
Nous avons présenté au début de ce chapitre les aspects théoriques 
de la coloration et de la b-coloration de graphe dans des contextes applica-
tifs très généraux. Nous avons sélectionné les algorithmes qui s’adaptent 
mieux aux exigences de notre application de tri automatique de documents 
et de courriers. Dans ce cadre nous avons proposé quelques algorithmes de 
coloration, d’apprentissage et plusieurs scénarios mettant en évidence, pour 
la première fois, la contribution de la coloration de graphe à la modélisa-
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tion et à la résolution des problèmes de segmentation, d’apprentissage et de 
classification.  
Dans un premier temps, nous avons montré que la tâche 
d’extraction de la structure physique des images de documents pouvait être 
formalisée à l’aide d’une coloration minimale de graphe qui procède au re-
groupement des éléments constitutifs du document (en fonction de critères 
d’homogénéité locale et de voisinage). Par ailleurs, la connaissance globale 
issue de l’analyse des adjacences entre sommets du graphe permet de 
prendre les décisions de séparation (partitionnement des sommets) dans les 
cas où la connaissance locale n’est pas suffisante. C’est donc la structure 
même du graphe qui renseigne sur ces connaissances globales et permet de 
séparer les données insuffisamment proches. Regroupement et partitionne-
ment peuvent ainsi être considérés comme deux termes clés du processus de 
coloration. 
Notre objectif ici est également de montrer que la coloration de 
graphe peut établir un cadre théorique unique pour la mise en œuvre d’un 
ensemble d’applications clés dans tout système de tri automatique de do-
cument. Pour cela, nous avons formulé notre problème d’extraction de la 
structure physique des images de documents en terme de coloration de 
graphe et notre problème d’apprentissage pour la RAD ou LBA en terme de 
b-coloration de graphe. Nous avons décrit les étapes essentielles de colora-
tion minimale pour la segmentation hiérarchique bas niveau et de la b-
coloration pour traiter les questions d’apprentissage artificiel, de classifica-
tion automatique et de reconnaissance. Nous avons également vu comment 
la b-coloration de graphe pouvait permettre la recherche automatique du 
nombre de classes (à partir de la recherche des sommets dominants) et as-
surer tout à la fois une précision de séparation interclasse et une forte ho-
mogénéité intraclasse. De plus la b-coloration est un modèle idéal de repré-
sentation des classes par les sommets dominants.  
L’extraction de la structure physique des images de courriers 
d’entreprise se réalise sans connaissance a priori du nombre de classes de 
textes (ou de graphiques). Le principe de coloration se charge de produire 
un nombre de couleurs proche de l’optimal. Pour la LBA et la RAD, 
compte tenu du nombre restreint et connu a priori de catégories de docu-
ments mis en circulation, nous avons opté pour une classification supervi-
sée avec la connaissance a priori du nombre de classes. 
Le processus de coloration de graphe peut être résolu de deux fa-
çons : 
- soit par la recherche du nombre chromatique optimal minimial 
qui est excessivement gourmande en temps de calculs et en pratique irréali-
sable dans un cadre applicatif industriel 
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- soit par l’élaboration d’une stratégie heuristique qui se rapproche 
de la valeur optimale mais qui se fonde sur des indicateurs de convergence 
portés par des valeurs de seuils (que nous avons rassemblés sous le terme 
de dissimilarité dans cette thèse). Il est important de noter que la seule no-
tion de dissimilarité revêt différents aspects : elle correspond à plusieurs 
valeurs résumant un ensemble des règles de séparation et correspondant à 
des valeurs seuils portant sur différentes caractéristiques décrivant les 
sommets. Elle peut ainsi être choisie de différentes manières selon 
l’application visée. 
Nous avons choisi cette deuxième approche car elle est compatible 
avec une approche temps réel. Dans le cas de l’extraction de la structure 
physique des images de documents, le seuil de séparation de sommets ré-
sumant l’ensemble des connaissances a priori récoltées a été choisi manuel-
lement. Dans le cas de la classification de documents ce seuil est ajusté au-
tomatiquement et est validé par plusieurs approches d’évaluation de la 
qualité de classification.  
Finalement, nous avons proposé un nouveau concept 
d’apprentissage incrémental, élément essentiel pour mettre à jour la base 
d’apprentissage à partir de flux de documents et de courriers entrant. Cette 
propriété importante facilite l’adaptation du système de reconnaissance 
pour reconnaître de nouvelles catégories de documents et simplifier la tâche 
d’interaction d’un expert avec ce système.  
Après avoir présenté tous ces éléments formels, nous présentons 
dans le chapitre suivant une proposition innovante de segmentation et de 
reconnaissance basée sur une nouvelle architecture pyramidale conçue à 
partir d’une coloration hiérarchique et d’une b-coloration pour 
l’apprentissage dont les fondements théoriques ont été explicités dans ce 
chapitre. 
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Les architectures des systèmes de tri de courriers d’entreprise dont 
nous avons balayé les spécificités dans le premier chapitre de cette thèse 
présentent des faiblesses qui se traduisent par des taux d’erreurs de lecture 
et de rejet que l’on impute encore trop souvent aux OCR. Or, comme nous 
l’avons souligné, les étapes clés responsables des rejets et des erreurs de 
lecture sont les étapes fondamentales de segmentation et de localisation de 
zones d’intérêts. Ces deux étapes qui s’impliquent mutuellement jouent un 
grand rôle dans les performances des systèmes. Elles ont notamment une 
très grande influence sur le rendement d’une chaîne de tri automatique de 
documents et de courriers d’entreprises, en terme de vitesse de traitement et 
de taux de rejet.  
Nous avons choisi de traiter le problème du tri de courrier en im-
pliquant la coloration de graphes à toutes les étapes d’analyse de la struc-
ture des documents ainsi que dans la prise de décision pour la reconnais-
sance (reconnaissance de la nature du document à traiter et reconnaissance 
du bloc adresse). La partie de reconnaissance a été conçue autour d’un ap-
prentissage traité à l’aide d’un modèle unique portant sur la b-coloration de 
graphe. 
Les algorithmes impliqués dans le système ont été conçus pour 
leur rapidité d’exécution5 (en adéquation avec les contraintes de temps 
réels), leur robustesse, et leur compatibilité. 
Voici en détail la description du modèle retenu ainsi que les diffé-
rents algorithmes développés pour résoudre les problèmes de segmentation 
et de reconnaissance des contenus 
 
5.2 Description fonctionnelle du modèle 
pyramidal 
Le schéma de la figure 5.1 donne un aperçu de l’ensemble des 
contributions que nous allons présenter dans ce chapitre. Notre architecture 
est conçue pour réaliser les deux étapes clés (décrite ci-dessous), en garan-
tissant une réelle coopération entres les différents modules d’analyse et de 
décision. Elle s’articule autour de trois grandes parties (voir figure 5.1) : 
- une partie de segmentation bas niveau (binarisation et recherche 
de connexités) 
- une partie d’extraction de la structure physique par coloration 




5. Les temps sont obtenus sur une machine Intel Pentium M Processeur 1.86 GHZ, RAM 1Go. 
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- une partie de localisation de blocs adresse et de classification de 
documents  
En premier lieu, rappelons que la phase de segmentation en blocs 
des images de courriers (et plus généralement des images de documents 
d’entreprises au sens large) repose sur des modules de binarisation, de dé-
tection des composantes connexes et de séparation texte non texte (partie 
5.1). L’ensemble de ces étapes participe à l’analyse de la structure physique 
permettant de faire apparaître les composantes élémentaires du texte : les 
mots, les lignes puis les blocs de texte (partie 5.2). A ce stade, une coopéra-
tion efficace entre des informations de bas niveau (descripteurs de bas ni-
veau des images) et la reconnaissance que l’on peut en faire doit permettre 
de produire des résultats de segmentation très nettement améliorés, par rap-
port aux approches linéaires typiquement ascendantes ou descendantes por-
tant exclusivement sur des données brutes de bas niveau (partie 5.3). Dans 
ce type de configurations, il est important de rappeler que les temps de trai-
tement, les taux de rejet et d’erreurs sont d’autant plus élevés que 
l’indépendance des processus engagés dans la reconnaissance est grande.  
C’est là tout le sens que nous avons voulu donner à notre approche 
de la segmentation et qui se traduit sur le schéma de la figure 5.1 par des 
doubles fléchages systématiques entre de nombreux modules de traitements 
et d’analyse, notamment entre les modules d’« extraction de la structure 
physique » et d’« extraction hiérarchique de caractéristiques ». En particu-
lier, nous avons voulu montrer que la localisation des zones d’intérêts des 
courriers d’entreprise (partie 5.3) était une étape de reconnaissance qui était 
indissociable d’une étape de caractérisation des contenus car elles exercent 
l’une sur l’autre une influence sur les décisions prises et les valeurs des 
primitives à calculer. Choisir de traiter ce problème par coloration de 
graphe nous a permis de produire une vision objective des contenus à diffé-
rents niveaux de représentation (des connexités aux blocs informants). La 
coloration de graphe présente en effet de nombreux avantages pour la seg-
mentation des images : elle permet notamment de mener une approche 
mixte en proposant une distribution des nœuds du graphe selon des critères 
de dissimilarité locale calculés entre chaque élément de contenu.
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Figure 5. 1 : Schéma synoptique de la nouvelle architecture proposée en trois grandes étapes : segmentation – analyse de la 
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Elle donne ainsi une vision globale sur la structure du document 
en dirigeant un regroupement ascendant de ces éléments à partir des résul-
tats de coloration (chapitre 2, partie 2.4). 
Dans notre domaine d’étude, la localisation des zones d’intérêts va 
revêtir deux formes remarquables :  
- d’une part nous allons nous intéresser aux documents de struc-
ture stable présentant des zones d’intérêt toujours situées aux mêmes en-
droits mais de complexité induite variable par le rajout d’annotations ma-
nuscrites de diverses natures. Dans ce premier cas d’étude, nous 
appliquerons notre contribution à la Reconnaissance automatique du type 
de documents liée à l’existence de connaissances a priori (connaissance de 
la position des zones d’intérêt, connaissance des algorithmes d’OCR à en-
gager et des dictionnaires de mots à exploiter pour accomplir le tri) 
- d’autre part nous allons nous intéresser aux documents de struc-
tures instables (courrier d’entreprises) parmi lesquels on trouvera les pages 
contenant des zones d’adresse se trouvant dans plusieurs positions selon 
des orientations variables également. Dans ce second cas, nous applique-
rons notre contribution à la localisation automatique du bloc adresse sur les 
images de courrier. 
 
5.2.1 Les étapes d’analyse exclusivement bas niveau 
 
En premier lieu, nous présentons dans ce chapitre l’étape de bina-
risation préalable que toute image considérée par le système doit subir. En 
pratique, les images proviennent d’une acquisition par caméra et la binari-
sation qui porte sur elle procède en deux temps afin de réduire considéra-
blement le nombre d’itérations généralement employées dans une approche 
de binarisation conventionnelle (globale ou adaptative). Elle débute par la 
localisation des zones de traits à partir de l’estimation des gradients cumu-
lés et d’opérations morphologiques à basse résolution. Cette étape est sui-
vie d’un seuillage local type Sauvola portant exclusivement sur ces zones à 
fort gradients dans la version des images à pleine résolution. Ce processus 
de binarisation peut être assimilé à une première étape de segmentation bas 
niveau brute, résultat des cartes binaires issues des images de gradients 
seuillés selon le critère de Fisher. Une première coopération entre l’étape 
de repérage des zones d’intérêt et l’étape de seuillage dirigée est ainsi pro-
posée dans cette binarisation. Les temps de calculs sont globalement réduits 
par l’exploitation des gradients qui épargne l’analyse exhaustive des ré-
gions intégralement remplies (grandes plages noires très souvent visibles 
sur les logos apposés sur les enveloppes de courriers). L’étape de détection 
des composantes connexes se trouve ainsi considérablement accélérée.  
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Nous présentons ensuite l’étape d’extraction de composantes con-
nexes utilisant conjointement le résultat de la carte binaire et le résultat de 
localisation des zones de traits. 
La localisation des zones d’intérêt est ensuite réalisée sur chaque 
image : elle doit être vue comme un découpage brut non fonctionnel des ré-
gions textuelles des documents. Elle est issue de l’analyse de la carte des 
forts gradients et des résultats de la carte binaire à basse résolution. Le 
masque des blocs est considéré ici comme une première segmentation sans 
étiquetage formel qui donne uniquement une information sur l’existence 
des blocs bruts. 
A ce stade la segmentation que l’on pourrait qualifier de « brute » 
et l’extraction de caractéristiques peuvent se mener conjointement.  
A partir de ce schéma d’analyse exclusivement bas niveau et qui 
ne porte que sur des indices de niveaux de gris des images, nous avons en-
gagé une approche complète de reconnaissance portant sur la coloration de 
graphe.  
 
5.2.2  L’analyse de la structure physique par colorations hiérarchiques de 
graphe 
Pour parvenir à une segmentation complète des images en diffé-
rentes couches d’information (couches des connexités, des lignes, des 
blocs), nous avons choisi d’exploiter une coloration hiérarchique à trois ni-
veaux 
- Une première coloration de graphe est mise en œuvre pour sépa-
rer les composantes connexes en composantes de texte/ non texte. On uti-
lise ici la position des blocs (issus du masque binaire) pour accélérer la co-
loration. 
- Une deuxième coloration est ensuite mise au point : elle 
s’applique exclusivement sur les composantes des couleurs qui représentent 
le texte pour faire apparaître les lignes. L’estimation de l’inclinaison est in-
tégrée à cette étape pour augmenter la précision de détection des lignes in-
clinées. Cette inclinaison est finalement utilisée pour redresser les lignes 
des zones d’intérêt. 
- Une troisième coloration est finalement effectuée à partir des ré-
sultats de la deuxième coloration pour faire apparaître les blocs de texte 
homogène qui pourront finalement être reconnu à partir de l’apprentissage 
par b-coloration réalisé pour cela. Les applications RAD ou LBA exploite 
précisément ce processus. Elles seront intégralement explicitées dans ce 
chapitre. 
En dernier lieu, il est important de noter que le système peut à ce 
stade exploiter les informations résiduelles issues de la différence entre les 
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blocs brutes (extraits de l’analyse bas niveau du masque binaire) et les 
blocs de texte extraits à partir des étapes de colorations. L’analyse des ces 
informations permet de récupérer les blocs non textuels dans une forme 
compacte où on retrouve des composantes hétérogènes fusionnées. Ces 
blocs non textuels sont ensuite utilisés pour effectuer une analyse de topo-
logie des données non textuelles (logos, timbres et tampons) en fonction de 
l’adjacence des éléments et permettent ainsi de renforcer la prise de déci-
sion. 
La segmentation complète des images par coloration hiérarchique 
de graphe (des connexités aux blocs de texte) repose sur une alternance « 
segmentation-caractérisation » menée de telle sorte qu’un niveau de la hié-
rarchie alimente le niveau suivant. Les colorations successives portent ainsi 
sur des nœuds représentant des entités différentes à chaque niveau. Au plus 
bas niveau ces entités représentent les connexités et, au niveau le plus haut, 
les blocs de texte. Les graphes successifs sont ainsi constitués de sommets 
colorés représentatifs d’un niveau de la hiérarchie et accompagnés d’un en-
semble de caractéristiques propres à ce niveau. 
 
5.2.3 La reconnaissance et apprentissage par b-coloration 
 
Les étapes de LBA et RAD se fondent sur le paradigme : « seg-
menter pour reconnaître et reconnaître pour bien localiser ». En effet, grâce 
à la reconnaissance du type de documents, il est possible de cibler directe-
ment les zones informantes d’une page à analyser, de produire un retour sur 
la segmentation et de l’améliorer.  
Dans cette partie de reconnaissance (partie 5.3 du schéma de la fi-
gure 5.1), l’étape de séparation imprimé-manuscrit a été intégrée à la LBA 
car la classification par b-coloration est un excellent support de décision 
permettant d’attribuer des couleurs différentes entre bloc adresse en texte 
imprimé et bloc adresse en texte manuscrit. En une seule étape, il est pos-
sible de localiser le bloc adresse et de séparer le texte manuscrit de 
l’imprimé. 
Dans l’étape de reconnaissance de la classe d’un document, on 
connaît a priori la nature des contenus des régions textuelles (s’il s’agit 
d’imprimé ou de manuscrit). Dans quelques rares cas la zone d’intérêt peut 
être tantôt manuscrite tantôt imprimée dans des classes de documents iden-
tiques : dans ce cas, il est également possible d’appliquer la b-coloration 
sur les blocs textuels présentant ces éventuelles ambiguïtés afin 
d’apprendre au système à faire une séparation complète entre imprimé et 
manuscrit. 
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5.3 Les modules essentiels de segmentation  
« brute » et d’analyse bas niveau  
 
5.3.1 Première étape du processus de segmentation : la binarisation  
5.3.1.1 Une coopération nécessaire entre binarisation et localisation des 
régions d’intérêt 
Nous avons montré dans le chapitre 2 (section 2.2) que la binarisa-
tion d’image est appliquée dans la première étape de notre chaine de trai-
tement et d’analyse d’image et a un très fort impact sur les performances du 
système de tri. Nous avons déterminé les limites des méthodes globales et 
des méthodes locales par rapport à notre application de tri en temps réel. 
Nous avons vu que les méthodes globales ne peuvent pas fournir de bons 
résultats quand l’image en niveaux de gris a une luminosité non-uniforme 
ou un histogramme multimodal dû à la présence des images publicitaires ou 
des plis sur le papier. Les méthodes locales dépassent cette limite mais né-
cessitent plus de calcul et sont ainsi plus lentes. En effet, aucune méthode 
classique, ni globale ni locale ne remplit efficacement toutes les conditions 
de temps réel et de performances imposées par notre application. Nous 
avons fait ce constat lors de l’étude comparative de plusieurs méthodes de 
binarisation présentée dans le chapitre 2 (section 2.2).  
À partir là, nous sommes convaincus que toute mise en œuvre de 
la tâche de binarisation sans coopération avec la tâche de localisation de 
tracé augmente les temps de calcul. De plus, la séparation entre ces deux 
tâches conduit souvent à une sur-segmentation du bruit et de la texture du 
papier très présents sur le fond (ou les zones vides) de l’image de docu-
ment.  
Face à ces défis, nous avons pu optimiser cette étape en appliquant 
un seuillage local uniquement à proximité des zones de texte (figure 5.2) 
que nous avons localisées par la méthode des gradients cumulés en em-
ployant conjointement la multi-résolution et la morphologie mathématique. 
L’idée fondamentale de notre approche est de détecter très rapidement les 
zones de texte sur une image représentée en basse résolution. Par la suite 
nous appliquons un seuillage local seulement sur les zones détectées. Ceci 
nous évite ainsi de binariser le fond qui représente la plus grande partie de 
l’image. Ce ciblage des zones de tracé nous permettra, d’une part, de ré-
duire d’une façon considérable les temps et, d’autre part, d’améliorer la 
qualité de binarisation en réduisant les erreurs de sur-segmentation et de 
sous- segmentation de fond et des caractères de texte. Rappelons que toute 
amélioration de la qualité des caractères augmente naturellement les taux 
de reconnaissance par OCR. 
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5.3.1.2 Notre proposition de localisation des zones de tracé par gradients 
cumulés 
La localisation (ou la détection) des zones de texte doit être appli-
quée directement sur des images en niveaux de gris acquises par une camé-
ra CCD linéaire de hautes vitesse et résolution. L’acquisition des images de 
documents ou d’enveloppes en mouvement dans une chaîne de tri génère un 
flou léger au niveau des caractères. L’encre utilisée lors de l’impression, la 
texture et la qualité du papier varient d’un document à un autre. De plus, la 
luminosité n’est pas toujours uniforme à cause de la présence de quelques 
plis. Tous ces paramètres rendent la tâche de localisation très difficile et 
coûteuse en temps de calcul. Pour mieux surmonter ces difficultés, nous 
avons utilisé la technique des gradients cumulés qui ne pose aucune con-
trainte sur l’éclairage ni sur la prise des images. Cette technique rapide 
consiste à accumuler les gradients mettant en évidence certaines régularités 
présentes au niveau des lignes de texte. Cette régularité est calculée à partir 
de séquences de pixels à gradients élevés. Le principe s’appuie sur le fait 
que les caractères du texte forment une texture régulière, les amplitudes de 
gradients les plus élevées correspondent donc aux fortes transitions lumi-
neuses au niveau des contours intra ou inter caractères. Pour éviter 
d’introduire des nouveaux seuils ou perdre la pertinence de certains points 
lors de l’application de ce filtre, on effectue localement au voisinage Vs de 
chaque point (x0,y0) une simple sommation de gradients normalisée par le 
nombre N, nombre de pixels du voisinage Vs(x0,y0) : 




Carte des blocs 
Multirésolution 
Seuillage local des zones de tracé   
Seuillage global de Fisher  
Carte binaire  
Localisation des 
zones de tracé 
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∂
∂∈= ∑ r      (5. 1) 
Ce filtre de « gradients cumulés », initialement développé pour la 
localisation de texte dans les images vidéo (images de petites tailles) 
[LEB97], a été utilisé notamment pour localiser des titres dans des vidéos 
non contraintes comme les archives télévisuelles [WOL02] et segmenter de 
l’imprimé composite couleur [LEB99]. Ce filtre dans sa version originale 
suppose que la direction du texte est à priori connue, les dérivées sont cal-
culées dans la direction supposée du texte (souvent horizontale) et som-
mées dans cette même direction. Cette convention stricte pose inévitable-
ment des problèmes sur des documents inclinés. Aussi, nous proposons 
d’améliorer et d’adapter ce filtre de la façon suivante, nous calculons les 
dérivées horizontales et verticales, puis nous les sommons dans les deux di-
rections (5.2) pour rendre le filtrage insensible à la rotation des images des 
documents. 
Pour s’adapter mieux à la grande taille de nos images ainsi qu’à la 
contrainte de temps réel, nous avons également mis en œuvre une approxi-
mation grossière mais rapide pour le calcul des dérivées (5.3). Le coût du 
calcul de la sommation en chaque point de l’image dans un voisinage Vs est 
trop élevé pour notre application. Nous allons donc réduire ce coût de cal-
cul en effectuant la sommation par blocs en multi-résolution. Nous divisons 
l’image en blocs rectangulaires de taille dx×dy puis nous calculons dans 
chaque bloc la somme des gradients verticaux et horizontaux comme c’est 
écrit dans les formules suivantes : 
 
                   0 0 0 00 0
1 1
( , ) ( , )1( , )
dy dx
i j
I x j y i I x j y iGr x y
dx dy x y= =
∂ + + ∂ + += +∂ ∂∑∑   (5. 2) 
                                                 
                                
Avec  ( , ) ( 2, ) ( 2, )    
et  ( , ) ( , 2) ( , 2)
I u v I u v I u v
x
I u v I u v I u v
y
∂ = − − +∂
∂ = − − +∂
           (5. 3) 
L’accumulation des gradients par bloc donne rapidement une 
image Gr de basse résolution où les zones de texte représentent visiblement 
les zones les plus claires (voir figure 5.3). Afin d’obtenir un filtrage équi-
valent à celui de l’algorithme original et de rapprocher le résultat de la 
sommation par bloc à celui de la sommation par pixel, nous appliquons un 
lissage morphologique sur l’image Gr. Le surcoût de calcul de ce prétrai-
tement en basse résolution est négligeable. 
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés






Figure 5. 3 : Accumulation des gradients de voisinage dans une basse résolution. 
 
Pour cela, nous appliquons successivement sur l’image Gr en ni-
veaux de gris, d1 dilatation, e1 érosions, d2 dilatations et e2 érosions. Ces 
opérations morphologiques peuvent être données pour tout élément structu-
rant ξ par la formule suivante : 
                           [ ]
1
1
                               dilatations
                                                             érosions
                                       
( , ) ( ( , ) ) ... ... ...
d
e
M x y Gr x y ξ ξ ξ ξ
⎡ ⎤⎢ ⎥= ⊕ ⊕ ⊕ Θ Θ ⊕ ⊕⎢ ⎥⎢ ⎥⎣ ⎦
2                                                   dilatations




⎡ ⎤⎢ ⎥⎢ ⎥ Θ Θ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
2    érosionse
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
  (5. 4) 
            Avec [ ] [ ]
0 00 0
0 0 0 0( , )( , )
( ( , ) ) max ( , )     et   ( ( , ) ) min ( , )
x yx y
f x y f x y f x y f x yξξξ ξ ∈∈⊕ = Θ =   (5. 5) 
 
Le résultat de dk dilatations ou de ek érosions peut être obtenu avec 
une seule itération en multipliant la taille de l’élément structurant par le 
nombre d’itérations. Ceci permet de réduire aussi les temps de traitement. 










Image Gr (dx=dy=4) 
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 (5. 6) 
L’application de ce traitement morphologique permet, d’une part, 
de re-densifier le texte et donc de l’agglomérer en blocs et, d’autre part, de 
prendre une marge suffisante autour du trait afin d’inclure l’information 
pertinente portée par l’arrière plan (la texture et la couleur) pour un meil-
leur seuillage. Ceci permet aussi d’améliorer la qualité des caractères bi-
naires ce qui a pour conséquence d’augmenter le taux de l’OCR. Les para-
mètres d1, e1, d2, e2 du masque ainsi que la taille de la fenêtre dx×dy ont été 
fixés pour le moment empiriquement. On peut constater qu’une augmenta-
tion de dx et dy mène à une détection grossière et plus rapide du texte alors 
que l’augmentation de d1 et e1 détecte mieux les zones de textes agglomé-
rées entre elles. L’augmentation de d2 et e2 renforce l’effet de lissage sur 
des images trop bruitées. Les expériences que nous avons effectuées sur des 
images de différents types de documents montrent que la stabilité du résul-
tat peut être atteinte en respectant la convention suivante : e1=d1=2, pour 
détecter les zones de textes et e1=d1=1, pour détecter les mots. La succes-
sion ordonnée de ces opérations élémentaires donne des ouvertures et fer-
metures morphologiques filtrant toute sorte de réponses de gradient à la 
texture, au bruit de fond et même aux défauts de papier. 
 
 
Figure 5. 4 : Traitement morphologue et obtention automatique d’un masque bi-
naire F par la méthode de Fisher. 
 
Le traitement morphologique est poursuivi par un seuillage global 
de Fisher (chapitre 2, section 2.2) donnant un masque binaire F qui contient 
les différents blocs de tracé. Cette méthode calcule très rapidement un seuil 
global à partir de l’histogramme de niveaux de gris de l’image M.  
 
Ce masque binaire est utilisé pour diriger le seuillage local en 
pleine résolution vers les zones des tracés et peut être considéré comme une 
première segmentation en blocs de structure physique de l’image de docu-
ment.  
Image Gr  Image M  Image F  
Zones de tracé 
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Cette mise en évidence rapide des blocs joue deux rôles très im-
portant en termes de temps de calcul : d’une part, elle permet de réduire ef-
ficacement le temps de seuillage local pour le rendre presque similaire à ce-
lui de seuillage global, d’autre part, elle permet d’accélérer la phase de 
l’extraction de la structure physique qu’on verra prochainement en détails. 
 
5.3.1.3 Binarisation finale issue du seuillage local des régions d’intérêt 
Pour obtenir la carte binaire B de premier plan en pleine résolu-
tion, nous avons choisi d’utiliser la méthode de Sauvola d’une part pour sa 
rapidité par rapport aux autres méthodes locales (tableau 5.1) et d’autre part 
pour ses performances (la méthode Wolf est spécifique aux images vidéo et 
ne convient pas pour notre application). Ce seuillage local est appliqué seu-
lement sur les zones de tracé localisées dans le masque F. Le temps écono-
misé a permis d’utiliser une grande taille de fenêtre (21x21 par exemple) ce 
qui permet d’obtenir de très bons résultats sur les documents imprimés et 
manuscrits avec des tailles de caractères très variables. 
 
                      
 
Figure 5. 5 : Étapes de la binarisation hybride (seuillage local / localisation des 
zones de tracé). 
 
Le ciblage des zones de tracé a permis notamment de binariser 
l’image avec des temps réduits similaires à ceux des méthodes globales tout 
en profitant des performances des méthodes locales.   
Afin de comparer les temps de binarisation de notre méthode avec 
ceux des méthodes globales (Otsu) et des méthodes locales (Sauvola, Ni-
black et Wolf), nous avons utilisé une base de 29225 images de documents 
et de courrier interne d’entreprises. Cette base est répartie en 9 catégories 
(Chèques circulants : CCH, NPAI, Cartes Bleus : CB, Listings A3 : LA3, 
Listings A4 : LA4, Formulaires : FMR, Planus : PLN, Courrier interne ma-
nuscrit : HIM, Courrier interne dactylographique : TIM). Les courbes de la 
figure suivante montrent les temps moyens écoulés pour binariser les do-
cuments de chacune 9 catégories par notre méthode mixte puis par la mé-
Zones de tracé GÆM I Image binaire B 
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thode globale d’Otsu et les méthodes locales de Sauvola, de Niblack et de 
Wolf. 
 
































Pour avoir plus de visibilité des courbes ci-dessus  nous avons divisé les temps de 
la méthode Sauvola, NiBlack et Wolf par 10 (voir les courbes suivantes). 
 
































Figure 5. 6 : Comparatif des temps de binarisation de notre méthode par rapport 
aux différentes méthodes. 
 
Le comparatif des temps de la figure ci-dessus montre que les 
temps de calcul moyens de notre méthode hybride (seuillage/ localisation) 
de binarisation sont similaires à ceux des méthodes globales et beaucoup 
moins petits que ceux des méthodes locales.  
Pour évaluer la qualité des caractères binaires offerte par notre 
méthode mixte de binarisation, nous avons appliqué l’OCR sur les images 
de même base binarisées par notre méthode puis binarisées par la méthode 
classique de Sauvola. Le tableau suivant montre les augmentations des taux 
d’OCR par notre méthode mixte par rapport à la méthode de Sauvola. Ceci 
signifie que notre méthode de binarisation préserve parfaitement la qualité 
des caractères par rapport aux autres méthodes. 
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Tableau 5.1 : Augmentation des taux d’OCR par notre méthode mixte de binari-
sation (seuillage local/localisation) 
par rapport à la méthode classique de Sauvola. 
 
La figure suivante montre comment notre méthode de seuillage 
mixte offre une binarisation de meilleure qualité par rapport aux méthodes 
globales et aux méthodes locales. 
 
                 
Figure 5. 7 : Résultat de binarisation d’une zone d’adresse, (a) par la méthode 
globale d’Otsu, (b) par la méthode locale classique de Sauvola, (c) par notre mé-
thode de seuillage mixte. 
 
5.3.1.4. Intérêt de l’approche de binarisation sur l’étape de détection des 
composantes connexes  
En plus des avantages que ne venons d’expliquer, notre méthode 
hybride de seuillage a également permis de réduire les temps de calcul des 
composantes connexes par la diminution du nombre de pixels noirs à analy-
ser dans des surfaces homogènes de grandes tailles qui correspondent sou-
vent à des photos ou indications publicitaires. L’exemple de la figure 5.8 
(a) 
(b) (c) 
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montre un exemple de résultat sur un cas concret. Nos tests ont montré que 
cette approche de binarisation a permis de diviser par trois le temps de dé-
tection des CCs par rapport à celui d’une détection des CCs obtenue par 
l’utilisation exclusive de l’algorithme de Sauvola. 
                 
Figure 5. 8 : (a) Image d’une enveloppe en niveaux de gris, (b) seuillage par 
l’algorithme classique de Sauvola. (d) résultat de notre méthode de seuillage hy-
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5.3.2 Étape d’extraction des composantes connexes 
 
Nous détectons ainsi les composantes connexes (CCs) du masque 
binaire en basse résolution. Ces dernières sont utilisées ensuite pour guider 
une seconde extraction des CCs de carte binaire à pleine résolution (de 
premier plan proprement dit). Sur les deux cartes, l’extraction des connexi-
tés suit le même principe. Pour détecter ces CCs, nous avons besoin d’un 
algorithme rapide qui s’adapte aussi bien à notre architecture pyramidale 
qu’à notre application de tri contribuant ainsi à une extraction hiérarchique 
de certaines caractéristiques. Pour garantir en même temps une exécution 
des traitements dans des temps compatibles avec nos besoins de temps réel 
et permettre une extraction de caractéristiques utiles aux étapes d’analyse 
de structures, nous proposons une nouvelle méthode inspirée des travaux de 
Pavlidis [PAV77] sur la structure LAG (Line Adjacency Graph) décrivant 
les formes connexes présentes sur les images. L’idée de base consiste à 
adapter cette structure LAG à la méthode d’extraction de connexités déve-
loppée par Lifeng [LIF07][LIF08] et que nous avons améliorée. Nous avons 
choisi cette méthode car elle fonctionne avec des temps bien meilleurs que 
les approches habituellement utilisées en recherche de connexités (le bilan 
est dans le chapitre 2). 
 
5.3.2.1 L’algorithme de capture des connexités 
Notre algorithme de capture des connexités s’exécute en un seul 
balayage de l’image utilisant la structure LAG simplifiée. Nous avons ré-
duit à un seul scan l’algorithme de deux scans de Lifeng pour en augmenter 
la vitesse, [LIF07][LIF08]. Une partie du temps économisé par la suppres-
sion du deuxième scan est utilisée pour extraire quelques caractéristiques 
nécessaires à la détection de l’inclinaison des lignes. Si une séquence noire 
de la ligne d’image précédente est adjacente à une autre séquence noire de 
la ligne d’image suivante, alors on les met en relation en leur attribuant une 
étiquette commune. On propage ainsi les étiquettes de connexité en con-
nexité avec un seul balayage avant de l’image (figures 5.9 et 5.10). 
 On suppose au début que tous les pixels du bord de l’image ap-
partiennent au fond et que toutes les étiquettes temporaires ct des séquences 
noires d’une composante connexes sont regroupées dans un ensemble 
CC(cr), où cr est la plus petite étiquette qui est considérée comme représen-
tante dans son ensemble CC. Pour sauvegarder le lien entre chaque éti-
quette temporaire avec son étiquette représentante, nous utilisons une table 
des équivalences (notée Teq) de la façon suivante : 
                          eq( ),  T ( )t r t rc CC c c c∀ ∈ =       (5. 7) 
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Dans un balayage avant de l’image binaire, notre algorithme par-
cours un par un les pixels des zones de tracé. Dès qu’une nouvelle séquence 
noire est trouvée, ces données seront enregistrées dans un vecteur r. En 
même temps, toutes les séquences noires de la ligne précédente connexes 
avec la séquence courante seront détectées. Pour optimiser l’espace mé-
moire nous utilisons en alternance deux buffers Tpair, Timpair appelés aussi « 
tampons » qui retiennent l’état des étiquettes des connexités des lignes 
d’image précédente et suivante. Pour chaque ligne de numéro impair, 
l’algorithme repère dans Timpair les séquences noires puis les compare avec 
les séquences adjacentes de la ligne précédente déjà étiquetées et décrites 
par le tampon Tpair et vice versa.   
Si la nouvelle séquence r n’a aucune adjacence avec les séquences 
noires de la ligne précédente, alors elle forme une nouvelle connexité qui 
sera affectée d’une nouvelle étiquette c (création). Dans ce cas, l’ensemble 
d’étiquettes temporaires CC qui correspond à une nouvelle composante 
connexe reçoit la nouvelle étiquette comme premier élément : CC(c)={c}. 
Cette étiquette temporaire unique représente elle-même dans la table 
d’équivalence : Teq[c]=c. Les coordonnées du rectangle circonscrivant la 
composante connexe CC peuvent être données par : 
                              ( ) ( ),  ( ) ( ),  ( ) ( ) ( )d d f f d fx CC x CC x CC x r y CC y CC y r= = = =   (5. 8) 
- La densité de cette composante connexe est initialisée par la 
formule suivante :    ( ) ( ) ( )f dDens CC x r x r= −   (5. 9) 
D’autre part, si la séquence r possède des adjacences avec cer-
taines séquences noires de la ligne précédente (étiquetées de gauche vers la 
droite c1,…, et cn), toutes ces séquences seront fusionnées avec cette sé-
quence dans la même composante connexe. Dans ce cas, 
{ }1 1( ) ( ) ( ) avec min ,...,n nCC c CC c CC c c c c= ∪⋅⋅⋅∪ = et la séquence courante re-
çoit l’étiquette c1 (étiquette de la séquence à l’extrême gauche). Le principe 
d’étiquetage de la séquence noire courante est illustré par un exemple 
simple de la figure suivante : 
                                            
 
Figure 5. 9 : Exemple d’étiquetage d’une séquence noire courante, (a) cas avant 
étiquetage, (b) cas après étiquetage. 
Séquence noire courante. 
Séquences connexes à 
 la séquence courante. 
(a) (b)
1 1 2 2 3 3 3 4 
1 1 3 3 3 
1 1 5 3 
6 1 3 3 
       













1 1 2 2 3 3 3 4
1 1 3 3 3
1 1 5 3
6 1 3 3
6 6 6 6 6 6 6 6
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Dans ce cas, les coordonnées du rectangle circonscrivant la com-
posante connexe CC ainsi que sa densité Dens peuvent être mises à jour 
parg: 




( ) min{min{ ( )}, ( )}
( ) max{max{ ( )}, ( )}
( ) min{ ( )
( ) ( )
d d ci di n
f f ci fi n
d d cii n
f
x CC x CC x r
x CC x CC x r
y CC y CC








         (5. 10) 
                   
1




Dens CC Dens CC x r x r
H W =
= + −× ∑       (5. 11) 
 
La hauteur H et la largeur W de chaque composante connexe sont 
calculées directement à partir de ses coordonnées de la façon suivante : 
                ( ) ( ) ( )  ( ) ( ) ( )f d f dW CC x CC x CC et H CC y CC y CC= − = −    (5. 12) 
Quand le parcours de toute l’image est fini, chaque composante 
connexe a une étiquette représentante définitive. L’étiquette de n’importe 
quelle séquence noire peut être obtenue rapidement à l’aide de la table 
d’équivalences.  
Afin de simplifier l’implémentation de notre algorithme, nous 
proposons d’utiliser le terme «listes» à la place de terme «ensembles» d'éti-
quettes temporaires. De plus nous avons utilisé trois tableaux pour gérer 
rapidement les opérations de création des nouvelles listes ou de fusion entre 
des listes. 
Le premier tableau (noté «Suivante») est utilisé pour conserver 
l’étiquette suivante de l’étiquette courante. Suivante[ci]=cj signifie que 
l’étiquette cj suit l’étiquette courante ci, (Suivante[ci]=-1 signifie que ci est 
la dernière étiquette de sa liste et n’a aucune étiquette suivante).   
Le second tableau (noté «Queue») est utilisé pour conserver la 
dernière étiquette de chaque liste. Queue [ci]= cj représente la dernière éti-
quette cj de la liste CC(ci).   
Le troisième tableau (noté «Equiv») est utilisé pour conserver les 
équivalences entres les étiquettes temporaires et les étiquettes représen-
tantes. Equiv[ci]=cj indique que cj devient l’étiquette représente de 
l’étiquette temporaire ci. De la même manière, on peut obtenir l’étiquette 
représentante de n’importe quelle étiquette temporaire par la relation sui-
vante : cj=Equiv[ci]. 
   Durant le balayage de l’image binaire, la création d’une nou-
velle composante déclenche une création d’une nouvelle liste d’étiquettes 
temporaires CC(c)={c}. Cette opération peut être effectuée facilement par 
l’algorithme suivant : 
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Algorithme 5.1 : Création(CC(c)) 
Début : 
        Equiv [c]= c  
        Suivante [c]=1 
        Queue [c]=c 
Fin. 
La fusion entre deux listes d’étiquettes temporaires, CC(ci) et 
CC(cj) avec ci< cj, consiste à relier la première étiquette de la liste CC(cj) à 
la dernière étiquette de la liste CC(ci). La liste temporaire résultante de 
cette fusion est donnée par la relation suivante : ( ) ( ) ( )i i jCC c CC c CC c= ∪ . 
Les étapes de cette opération sont décrites dans l’algorithme suivant : 
 
Algorithme 5.2 : Fusion(ci, cj) 
Début : 
       c = cj 
       Tanque (c ≠1) Faire 
        rtable[c] = ci 
        c = Suivante[c] 
       Fin de tant que 
       Suivante[Queue [ci]] = cj 
       Queue[ci] = Queue[cj]  
Fin. 
La figure 5.10 illustre un exemple d’application de notre algo-
rithme d’extraction des composantes connexes sur la carte binaire B et le 
masque binaire M.  
Les courbes de la figure 5.11 montrent les temps de capture des 
connexités de notre méthode comparés à la méthode LAG classique, la mé-
thode de Lifeng et la méthode de Glassner. Les tests ont été effectués sur 
une base de 28 images d’enveloppes et de formulaires de différentes tailles. 
Les courbes montrent que notre méthode consomme moins de temps de cal-
cul que les trois autres méthodes. 
      
Figure 5. 10 : Seuillage mixte et détection des CCs sur les deux cartes (à 
gauche carte M et à droite carte B). L’ensemble CC={cci} représente 
 Carte B 
 Carte M 
 L’ensemble CCM  L’ensemble CC 
Image en niveaux de gris d’une enveloppe 
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l’ensemble des CCs de la carte B et CCM={FMi} représente l’ensemble des CCs 
des blocs de la carte M. 
 


























Figure 5. 11 : Comparatif des temps de capture des connexités par notre mé-
thode par rapport aux autres méthodes. 
 
5.3.2.2 Caractérisation des séquences noires des connexités  
Comme nous l’avons présenté en introduction, durant l’étape de 
recherche de connexités, nous avons choisi d’utiliser une structure de 
graphe d’adjacence (nommé LAG=(Er,Vr), avec { }( [ ], [ ])i ir i d fV r x y x y=  ) pour 
représenter la carte des composantes connexes et l’adjacence locale des sé-
quences noires qui les constituent.  
Une séquence noire est définie comme une suite horizontale et 
contenue de pixels noirs (de premier plan). Le LAG est un cas particulier 
du graphe d’adjacence de régions, utilisé pour les traitements rapides lignes 
par lignes des images binaires [PAV77]. Dans ce graphe, chaque nœud ri 
représente une séquence noire définie par sa position en abscisse (xd, yd), et 
doit avoir dans ce graphe au moins un nœud adjacent. Les arcs représentent 
les liens reliant les séquences noires connexes (adjacentes) (figure 5.12). 
L’adjacence entre deux séquences noires (ry, ry-1) de deux lignes consécu-
tives (y-1 et y) peut être donnée par la relation suivante : 
                          1
1 si [ ] [ 1] et [ 1] [ ] 
,  ( ,  )   
0 sinon                                              
d f d f
r y y
x y x y x y x y
e E e r r−
≤ − − ≤⎧∀ ∈ = ⎨⎩   (5. 13) 
Ce type de représentation n’a pas les propriétés d’invariance à la 
rotation, mais il permet de caractériser les formes en terme de segments, de 
fermetures et d’ouvertures de boucles et d’intersections (figure 5.12). En 
effet, ce codage par adjacence présente l’avantage de conserver toute 
l’information des formes avec un encombrement raisonnable et offre un ac-
cès facile aux données pour les traitements séquentiels comme le suivi de 
contour, l’analyse des formes et l’estimation de l’italique et de l’inclinaison 
locale des composantes.  
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 Figure 5. 12 : Notion de la connexité entre séquences noires de deux lignes 
consécutives, et exemple de LAG associé à une composante connexe. 
 
Concernant notre application de tri, la construction du LAG sim-
plifiée s’effectue simultanément avec notre algorithme de capture des con-
nexités. Pour simplifier la structure d’origine, seules les coordonnées de 
rectangle circonscrit de chaque composante connexe seront retenues avec 
quelques caractéristiques nécessaires à la phase de redressement, d’analyse 
et d’analyse de la structure physique. 
 
5.3.2.3 Bilan sur l’intérêt de notre approche de recherche de connexités  
Par rapport à l’approche proposée par Lifeng dans [LIF07] et 
[LIF08], notre proposition de détection de connexités se base sur une seule 
utilisation de l’algorithme au lieu des deux passages nécessaires. Le temps 
économisé est alors utilisé pour extraire quelques caractéristiques utiles à la 
détection de l’inclinaison des lignes sur la base de la représentation par 
graphe d’adjacence LAG des séquences noires que nous présentons ci-
dessous. 
Notre algorithme de capture des connexités présente donc l’intérêt 
de pouvoir s’exécuter en un seul balayage en exploitant une structure LAG 
simplifiée de description des séquences noires des formes construite au fur 
et à mesure du balayage. 
Si une séquence noire de la ligne d’image précédente est adjacente 
à une autre séquence noire de la ligne d’image suivante, alors on les met en 
relation en leur attribuant une étiquette commune. Ainsi on propage les éti-
quettes de connexité en connexité avec un seul balayage avant de l’image. 
 
5.3.3 Redressement des lignes inclinées de texte et des caractères italiques 
 
Notre LAG(CC) simplifiée 
Deux séquences noires ad-
jacentes 
xd[ y-1] xf[ y-1] 
xd [y] xf 
y-1 éme ligne 
y éme ligne 




Séquence noire courante 
Séquences connexes à la séquence courante.  
Pd Pf Pd Pf Pd Pf 
Séquences non connexes à la séquence cou-
rante.  
Ligne : y-1 
Ligne : y 
WCC 
HCC 
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5.3.3.1 Redressement de l’inclinaison des lignes  
5.3.3.1.1 Nécessité du redressement de lignes pour améliorer l’analyse 
Comme nous l’avons vu au chapitre 1, les images de courriers 
d’entreprise présentent la particularité de contenir en de nombreux endroits 
des lignes d’inclinaisons variables. Ces inclinaisons (appelées en anglais 
skew) peuvent être dues à plusieurs facteurs (voir figure 5.13) : 
- Certains documents sont scannés avec un angle de rotation (cas 
rare),  
- Certaines informations sont écrites sur un papier adhésif (adresse 
par exemple) collé d’une façon inclinée, 
- Une présence relativement fréquente d’annotations manuscrites 
dans des orientations non horizontales, 
- Une rotation du support papier du bloc adresse à l’intérieure de 
l’enveloppe à fenêtre transparente plastifiée. 
 
    
Figure 5. 13 : Exemples de blocs adresses postales inclinées dues à différents  
facteurs.  
 
En observant ces images, on conçoit aisément, qu’en l’absence de 
redressement des lignes, on introduise des erreurs dans les analyses et trai-
tements à venir. Si les outils d'analyse ne tiennent pas compte de ces di-
verses inclinaisons de lignes, on s’expose à des risques de rejet conséquents 
et des erreurs de lecture par OCR. En effet, on peut aisément concevoir que 
la présence de lignes de texte inclinées puisse réduire la précision de la 
segmentation, de la caractérisation des lignes et par conséquent de celle des 
blocs. Cela entraîne également des erreurs de localisation des blocs adresse.  
On peut à titre d’exemple, citer certaines méthodes de segmenta-
tion en lignes comme la méthode de projection des profils et la méthode 
RLSA qui deviennent inopérantes sur des images dont le texte n’est pas re-
dressé. 
Un autre point important dans le redressement du texte est qu’il 
facilite la lecture optique (par l’OCR), car la lecture d’un texte bien aligné 
(dans le sens horizontal) conduit à des taux de reconnaissance de caractères 
bien meilleur.  
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Cela signifie que la segmentation en lignes d’un document et la 
reconnaissance optique des caractères des textes sont intimement liées à la 
détection de l’inclinaison du texte 
En pratique, une fois l’emplacement des lignes de texte obtenu, il 
est relativement aisé d’en déduire leur angle d’inclinaison. De nombreuses 
approches d’estimation de l’inclinaison existent pour cela.  
La plupart des algorithmes de détection d’inclinaison utilisent une 
information a priori sur la localisation des lignes du document, d’autres ap-
proches procèdent à une recherche d’inclinaison de ce qui est supposé cor-
respondre aux composantes de lignes. Cette inclinaison permet ensuite une 
segmentation plus fine des lignes et des blocs.  
Dans notre travail, nous avons choisi d’intégrer l’estimation de 
l’inclinaison dans la phase de l’extraction de la structure physique pour 
augmenter la précision de détection des lignes inclinées et réduire les temps 
de calcul. Cette inclinaison est finalement utilisée pour redresser unique-
ment les lignes des zones d’intérêt (sans redresser tout le document), ce qui 
conduit à un gain de temps de calcul conséquent. 
        
Figure 5. 14 : (a) ligne de texte binaire inclinée avec un angleα , (b)  ligne 
texte binaire après rotation inverse. 
5.2.3.1.2 Quelques approches usuelles de détection de l’inclinaison des lignes de 
texte  
La première étape de redressement est très importante, car elle 
concerne l’estimation de l’angle d’inclinaison des lignes de texte (c’est une 
étape cruciale pour le redressement). On peut classer les méthodes présen-
tées dans la littérature en plusieurs familles où chacune d’elles repose sur 
une des techniques suivantes :     
- la projection des profils [SHI90], [BAG97], [COT98], [KAV99], 
- la transformée de Hough [ LED94], [SMI95], [GAT96][CHI97],  
- les moindres carrés [CHI97] [BEL92], [ING99] ou le centre 
d’inertie [SAR07].   
Plus rarement, on trouve d’autres techniques reposant sur 
l’analyse du spectre de Fourier [POS86], sur la transformée de Radon 
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[DON05], l’analyse du gradient ou encore sur les transformées morpholo-
giques [BER98][XIA99][SAF00][LIO01][SHI03] [PAR05][LED94]. 
La méthode populaire de projection des profils consiste à effectuer 
plusieurs projections selon différentes orientations puis à valider l’angle 
qui correspond à l’entropie minimale [COT98] ou à une distribution de Wi-
gner-Ville maximale [KAV99]. Ces méthodes présentent un grand avantage 
face aux dégradations dues à divers types de bruits (bruit réparti sur toute 
l’image, comme le bruit gaussien ou impulsionnel, mais aussi présence de 
petits éléments parasites localement). Elles reposent cependant sur de mul-
tiples projections très pénalisantes en temps de calcul. Ces méthodes à base 
de projection ne sont efficaces que sur des blocs contenant des lignes 
d’inclinaison uniforme. Dans le cas des documents de structure complexe 
contenant des graphiques, il est nécessaire d’isoler les lignes de texte avant 
de les projeter.  
La transformée de Hough est aussi une technique très utilisée dans 
l’estimation de l’inclinaison. Elle repose sur la transformation de l’espace 
des coordonnées cartésiennes des pixels noirs de l’image à l’espace des 
coordonnées polaires. L’inclinaison correspond à l’angle qui à la plus 
grande accumulation de pixels noirs dans l’espace polaire. La précision de 
cette estimation est fortement liée à la résolution angulaire. Toute augmen-
tation de cette résolution fait croitre très rapidement les temps du calcul, 
[SMI95]. L’économie en temps peut cependant être obtenue par une réduc-
tion de l’espace d’analyse uniquement autour des pixels noirs des lignes de 
texte, [SRI89]. [GAT96] [CHI97] ou encore uniquement sur les centres des 
CCs des lignes [YUB96] ou leurs contours. 
Malgré toutes les tentatives faites pour réduire les temps 
d’exécution de la méthode de projection des profils ou de la transformée de 
Hough, nos évaluations expérimentales montrent que la méthode de 
moindre carrées conduit toujours aux meilleurs temps et à la plus grande 
précision. Nous avons choisi de porter notre attention sur cette méthode que 
nous avons améliorée. 
5.3.3.1.3 Notre approche de l’estimation de l’inclinaison des lignes : Approche des 
moindres carrés 
 Notre approche de l’estimation de l’inclinaison des lignes repose 
sur le paradigme plusieurs fois repris dans cette thèse et adaptés, à chaque 
fois, à différents cas de figures, à savoir : « Segmenter pour reconnaître et 
reconnaître pour bien segmenter ». Dans ce cas précis, il s’agit de parvenir 
à bien segmenter initialement les composantes textuelles afin de produire 
une évaluation de l’inclinaison suffisamment précise pour contrôler alors 
une segmentation plus précise.  
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Nous avons intégré notre technique d’estimation de l’inclinaison 
des lignes de texte dans la phase d’extraction des connexités et de l’analyse 
de la structure physique. Durant ces deux phases, on mesure de façon in-
crémentale, à chaque niveau de l’analyse de la structure (niveau des sé-
quences noires, niveau des CCs, niveau des lignes) les informations néces-
saires à l’estimation de l’inclinaison.  
Nous avons développé une méthode basée sur la technique des 
moindres carrés plus adaptée à la structure pyramidale que nous avons im-
plémentée pour l’analyse de la structure des documents. Elle est conçue en 
interaction avec la segmentation hiérarchique. Elle garantit ainsi rapidité, 
précision et insensibilité au bruit. Elle s’est également montrée très appro-
priée à de nombreux types de documents de structures complexes incluant 
des graphiques.  
Le principe de notre méthode consiste à calculer l’angle 
d’inclinaison d’une ligne L à partir de son nuage de points (de pixels noirs) 
regroupés en séquences noires, en CCs de texte puis en ligne de texte. On 
identifie par régression linéaire la meilleure droite passant à travers ce 
nuage de points incliné. Cette droite d’équation y=ALx+BL, dite "Droite des 
Moindres Carrés" est caractérisée par sa pente AL et une ordonnée à l'ori-
gine BL [BEL92], [CHI97], [ING99], [SAR07], voir figure 5.15. 
           
Figure 5. 15 : Exemple de droite des moindres carrés. 
 
Soit une ligne L(i) de ( )L in CCs avec ( )( ) { ( ) ( ) |  1... }L iL i cc j L i j n= ∈ = ,  
chaque composante cc(j) se compose de ( )cc in  séquences noires 
avec ( )( ) { ( ) ( ) |  t 1... }cc jcc j r t cc j n= ∈ = . Les coefficients AL(i) et BL(i) de la 
droite des moindres carrés de cette ligne peuvent être calculés à partir des 
formules suivantes :  
La pente AL(i) a est donnée par : 
 
                              
( ) ( ) ( )
( ) ( )




L i L i L i
L i L i
n n n
cc j cc j cc j
j j j
L i n n
j j







⎡ ⎤− ⎢ ⎥⎣ ⎦
∑ ∑ ∑





y = AL x + BL 
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Les valeurs ( ) ( ) ( ) ( ), ,  , cc j cc j cc j cc jSxy Sx Sy Sxx  sont calculées à par-
tir des séquences noires de la façon suivante :  
 
                              
( ) ( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1
2( ) ( )
( ) ( ) ( )
1 1
,   
,    
cc j cc j
cc j cc j
n n
r t r t r t
cc j cc j G G cc j G
t t
n n
r t r t
cc j cc j G cc j G
t t
Sxy n x y Sx x




⎡ ⎤= =⎣ ⎦
∑ ∑
∑ ∑   (5. 15) 
            avec  
( ) ( ) ( ) ( ) ( ) ( )1 1( ),   ( )
2 2
r t r t r t r t r t r t
G d f G d fx x x y y y= + = +    (5. 16) 
La translation BL est donnée par : 
 
                         
( ) ( )




1 L i L i
L i
n n




B Sy A Sx
n = =
=
= − ×∑ ∑∑    (5. 17) 
Finalement, l’angle d’inclinaison de la ligne est donné par la for-
mule suivante : 
                         
1
( ) ( )tan ( )L i L iAθ −=    (5. 18) 
5.3.3.1.4 Résultats et comparatifs d’approches  
 La courbe suivante représente la succession des valeurs d’angle 
d’inclinaison estimées par différentes méthodes sur 21 lignes de texte tour-
nées d’un pas de 0.5° dans l’intervalle angulaire [0°,10°]. 
 
 
Figure 5. 16 : Comparaison de notre méthode basée sur la technique de 
moindres carrés avec plusieurs méthodes d’estimation de l’inclinaison par rapport 
à 21 inclinaisons de référence.  
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 Le temps estimé pour l’exécution de chacune de ces méthodes et 
l’erreur angulaire moyenne sont représentés dans le tableau suivant : 
   
Méthode Erreur moyenne (∆θ°) Temps de calcul (ms) 
Moindres carrés -0.060 0.3  
Centre d’inertie +0.075 0.55 
Hough +0.240 238.60 
Projection de profils +0.327 500.57 
 
Tableau 5.2 : Erreurs moyennes et temps de calcul des trois méthodes  
comparées à notre méthode. 
 
Ces résultats montrent que notre méthode basée sur la technique 
des moindres carrées donne une meilleure précision, avec des temps globa-
lement plus faibles que les trois autres approches testées : méthode du 
centre d’inertie, méthode de Hough et méthode de projection des profils. 
De plus, les tests que nous avons réalisés ont été élargis avec succès sur 
une base de 1635 lignes d’adresses imprimées avec un taux de bonne esti-
mation égale à 99,98%. Sur une autre base de 90 lignes d’adresses manus-
crites, elle a fourni un taux de bonne estimation égale à 99,95%. 
5.3.3.1.5 Redressement des lignes par rotation inverse en trois passes 
Immédiatement après l’étape de localisation des zones d’intérêt, 
on utilise l’angle d’inclinaison calculé par la méthode des moindres carrés 
pour redresser les lignes par rotation inverse.  
Pour garantir un traitement temps réel, nous devons choisir un al-
gorithme de rotation discrète performant et rapide.  
Les techniques de redressement basées sur la rotation euclidienne 
classique à une seule passe, transformation basée sur la matrice suivante :  





⎡ ⎤= ⎢ ⎥−⎣ ⎦
     (5. 19)  
présentent un inconvénient majeur dû à la non bijectivité de rotation sur des 
images discrètes. Le calcul de rotation inverse réalisé sur les caractères 
pour les redresser conduit à des dégradations sous forme des trous, ou à 
l’apparition de phénomène de crénelage. Or, il est important de noter que la 
qualité d’une méthode de rotation se mesure directement à partir de la qua-
lité de l’image redressée et sur le fait qu’elle doit comporter un minimum 
de distorsions et de trous. 
Les limites des approches procédant en une opération unique de 
rotation inverse sur les images et qui sont productrices de phénomènes in-
désirables (tels que les trous, les effets de crénelage) ont été à l’origine 
l’objectif de nombreux travaux de recherche dans ce domaine. 
Parmi eux, on peut citer les approches alternatives proposées par 
implémentation hardware. On en distingue trois principales. 
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- Une première approche de rotation, dite classique, utilise des 
multiplicateurs et une table de recherche (look-up) contenant des fonctions 
trigonométriques. Sa réalisation en hardware nécessite un matériel spéci-
fique pour garantir vitesse et précision, ce qui en pratique n’est pas réali-
sable.  
- Une version plus efficace remplaçant les multiplications des réels 
par des additions d’entiers a été proposée dans [BHA96]. La deuxième ap-
proche repose sur l’usage de l'algorithme CORDIC6 mis au point Volder 
[VOL59] pour approximer des fonctions trigonométriques par des opéra-
tions élémentaires (additions, soustractions et multiplications). Cet algo-
rithme a été utilisé dans des architectures parallèles et linéaires intégrant la 
rotation on ligne des images numériques dans des cartes de type ASIC 
[GHO95]. Dans cette carte, l'image est divisée en petites fenêtres qui subis-
sent à des rotations parallèles.  
- Un autre concept de rotation à haut débit a été proposé dans 
[SUC04], utilisant cette fois-ci une division hiérarchique de l’image pour 
augmenter la précision de rotation et la symétrie entre pixels pour réduire 
les temps. La méthode CORDIC a été simplifiée dans [JIA05] pour 
s’adapter aux systèmes de ressources limitées. Malgré toutes ces tentatives 
d’amélioration, on reproche encore à ces méthodes la décomposition en fe-
nêtres qui conduit à des distorsions relativement importantes. La troisième 
approche introduit une factorisation de la matrice de rotation classique, de 
sorte que la rotation est effectuée par la mise en œuvre d’une série de tran-
slations, [BER98]. 
Enfin, d’un point de vue implémentation soft, on a pu observer des 
améliorations des approches à une passe procédant à des rotations compo-
sées de plusieurs cisaillements (comme les méthodes de rotation à deux et 
trois passes). Pour en savoir plus sur ces techniques, on peut citer en réfé-
rences les travaux proposés dans [WOL90], [YAN93],  [FRA94], [UNS95], 
[FLE97], [PAR97], [BER98], [GIB00], [WIL01], [BER02], [SHA03] et 
[CHE01].  
Pour redresser une zone d’intérêt avant de l’envoyer à l’OCR, 
nous avons choisi d’utiliser la méthode de rotation en trois passes. Le prin-
cipe de cette technique est d’appliquer une rotation en appliquant trois ci-
saillements à l’image : un cisaillement horizontal, un cisaillement vertical 
puis à nouveau un cisaillement horizontal. Cette approche permet de ré-
duire considérablement les trous et l’effet de crénelage, elle augmente par 




6. CORDIC : COordinate Rotation DIgital Computer. 
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Figure 5. 17 : Exemple de rotation d’image, à gauche rotation classique, à droite  
rotation en trois passes (cisaillements). 
 
5.3.3.1.5 Résultats de notre approche de redressements des lignes en trois étapes 
Pour améliorer la qualité des caractères redressés, nous avons uti-
lisé une interpolation des pixels en fonction de leurs voisins. L’élaboration 
de plusieurs méthodes d’interpolation (linéaire, b-linaire et PPV) a montré 
que la technique du plus proche voisin (PPV) est la plus adaptée aux 
images binaires et à la transformée de type cisaillement.  
Le triplet de méthodes : 
- les moindres carrés pour déterminer l’angle d’inclinaison 
- la rotation en trois passes pour limiter les effets de crénelage et 
de trous 
- l’interpolation par plus le proche voisin qui permet d’améliorer 
l’apparence des caractères après le redressement. 
 
 a été intégré efficacement à l’architecture générale de notre sys-
tème. Les courbes suivantes présentent les scores de reconnaissances obte-
nues avant redressement et après redressement. Les tests de notre approche 
en trois étapes ont été effectués sur une base de 238 lignes d’adresses (im-
primées et manuscrites). Les courbes montrent une augmentation impor-
tante des scores de lecture optique sur les 238 lignes. 
Plus précisément, ces courbes montrent des scores très largement 
améliorés dans les cas où l’inclinaison détectée et corrigée est importante et 
quasiment identiques lorsque celle-ci est faible. Cela justifie la présence de 
cisaillement dans l’allure de la courbe. Sur cette figure, les lignes ont été 
triées par ordre croissant des scores d’OCR sur leur état avant redresse-
ment.  
 





⎡ ⎤= ⎢ ⎥−⎣ ⎦
  cos sin   1 0    1 sin   1 0
R=
sin cos tan / 2 1 0 1 tan / 2 1
θ θ θ
θ θ θ θ
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤=⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
Matrice de rotation classique Matrice de rotation en trois passes 
Trous et effet de crénelage sur les 
caractères 
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Figure 5. 18 : Scores d’OCR avant et après redressement par notre méthode.  
 
Nous montrons à la figure suivante quelques exemples des lignes 
d’adresses redressées. 
 
   
Figure 5. 19 : Exemple de redressement de quelques lignes d’adresse inclinées 
par notre triplet de méthodes et temps de redressement.  
 
5.3.3.2 Redressement de l’inclinaison des caractères (mode italique)  
A l’issue des étapes de traitement de bas niveau, le redressement 
des lignes de texte inclinées des zones d’intérêt n’est pas le seul type de re-
dressement à envisager pour améliorer la lecture optique des caractères. Un 
autre type de redressement complémentaire s’avère indispensable : il s’agit 
du redressement des textes manuscrits penchés ou des textes imprimés ita-
liques où les caractères sont inclinés par rapport à la normale verticale. Nos 
expérimentations montrent un peu plus loin que cette mise en forme spéci-
fique fait sensiblement diminuer les taux de lecture de l’OCR (par rejet ou 
θ= - 9,34, t=5ms θ= +3.53,  t= 8 ms 
θ=- 0.69, t=12 ms θ= - 0.87,  t=11 ms 
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mauvaise décision). Dans le cas du redressement de l’italique, on procède 
généralement en deux étapes : 
- une étape de vérification de l’angle d’inclinaison verticale des 
caractères qui correspond au biais de l’écriture (appelé slant en anglais) 
pour décider si le texte est penché ou pas. 
- une étape de redressement utilisant une transformation géomé-
trique de type cisaillement par rapport à l’axe des x de la ligne de texte (fi-
gure 5.20.c).  
 
 
Figure 5. 20 : Étapes de redressement complet de l’inclinaison des lignes de 
texte (inclinaison globale et biais). (a) ligne manuscrite inclinée et penchée. (b) 
premier redressement : estimation et correction de l’inclinaison (par rapport à 
l’horizontale). (c) deuxième redressement : estimation et correction du biais (par 
rapport à la verticale). 
5.3.3.2.1  Estimation du biais des caractères (slant) : une approche structurelle par 
codage des chaînes de contours 
 
Codage en 4 directions : L’estimation du Slant est une probléma-
tique sur laquelle de nombreux auteurs ont déjà travaillé depuis plusieurs 
années. Cependant, la majorité des approches est fortement basée sur trois 
techniques : 
-  la projection de profils [VIN00][VIN02][KAV03], 
-  le codage des chaînes de contours selon ses directions 
[DIN00][DIN04][ALC00]. 
-  la densité des orientations du gradient [SUN97]. 
 
Très peu de travaux ont, à ce jour, exploité la densité des orienta-
tions du gradient. Ces approches s’appliquent uniquement sur des images 
en niveaux de gris et sont très sensibles aux variations de gradients dues au 
bruit, aux dégradations et aux changements d’éclairage. Les méthodes ba-
sées sur la projection des profils binaires sont bien robustes mais elles né-
cessitent beaucoup de temps de calcul pour produire les séquences de pro-
θ 
α 
Localisation de la 
zone d’intérêt 
Redressement des lignes de 
texte inclinées 
 
Estimation de l’inclinaison 
verticale de caractères 
Redressement du biais des ca-
ractères par  
cisaillement 
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jections selon plusieurs directions. Les méthodes basées sur le codage des 
chaînes respectent mieux le compromis temps/précision : elles semblent 
ainsi plus adaptées à notre application de tri. 
Notre méthode d’estimation du biais des caractères consiste à co-
der les chaînes de contours des caractères de texte selon quatre directions 
(0°, 45°, 90° et 135°). Ce codage est utilisé pour calculer l’angle 
d’inclinaison par rapport à la verticale de chacune des chaînes. Les seg-
ments horizontaux de code n0 ne participent pas au calcul de l'orientation 
moyenne de chaque chaîne donnée par α4 (le -4- rappelant la prise en 
compte de 4 directions uniquement) : 
                         1 34
1 2 3
arctan ( )n n
n n n
α −= + +     (5. 20) 
où n1, n2 et n3 sont les nombres de points de contours correspon-
dent respectivement aux directions 45°, 90° et 135°. 
Les chaînes des contours d’une composante connexe sont formées 
à partir des points de début et de fin de toutes séquences noires de la struc-
ture LAG simplifiée (voir figure 5.21.a et b). Les points de début sont re-
présentés en gris et les points de fin en noir. Les points qui n’ont aucun 
voisin ne participent pas au calcul des entités n1, n2 et n3. Sur l’exemple de 
la figure 5.21, on obtient ainsi 7 chaînes contours connexes. Leur codage 
suit l’ordre de stockage des structure LAG, c'est-à-dire qu’on code chaque 
chaîne en commençant du haut vers le bas et de gauche à droite. Cela per-
met de justifier la numérotation produite par le codage de la figure 5.21.c. 
        
Figure 5. 21 : (a) Structure LAG simplifiée, (b) extraction des 7 chaînes de con-
tours à partir de notre structure LAG simplifiée (points de début des 
séquences noires en rouge et les points de fin en bleu), (c) codage des chaînes 
de contours selon les 4 directions et l’angle d’inclinaison moyenne. 
 
On estime la pente globale (notée ccα ) d’une composante connexe 
définie par la moyenne des angles du biais de toutes ses chaînes, chacune 
(a) (b) (c) 
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des chaînes i est pondérée par un poids représenté par sa longueur li (cette 
longueur est égale au nombre de points appartenant à cette chaîne). 
L’utilisation de ces poids nous évite des distorsions qui peuvent être provo-
quées par la présence de petites chaînes. Cette pente moyenne peut être es-
timée par l’expression suivante : 


















× −= = + +
∑
∑   (5. 21) 
 où nc désigne le nombre de chaînes dans la composante connexe 
CC. D’une manière similaire, on estime la pente d’une ligne par la 
moyenne des pentes des CCs qui lui appartiennent.  
 
Généralisation du codage en 8, 12 et 16 directions : En général, 
le biais varie toujours dans l’intervalle [-45, +45°], dans ce cas le codage 
en 4 directions donne une très bonne estimation. S’il y a une grande quanti-
té de chaînes qui possèdent une direction en dehors de cet intervalle (cas 
rares en pratique et jamais rencontrés dans nos tests), alors la valeur du 
biais moyen estimé à partir d’un ensemble de petites chaînes demeure infé-
rieur à ce qu’il est en réalité [DIN04]. L’augmentation de la résolution an-
gulaire en 8, en 12 ou en 16 directions peut être la solution à envisager 
(voir figure 5.22).   
 
             
Figure 5. 22 : Multiplication de secteurs angulaires envisagés pour le codage des 
contours des caractères manuscrits.  
 
Les angles d’inclinaison pour les différentes résolutions sont don-
nés par les expressions suivantes : 
                                    1 2 3 5 6 78
1 2 3 4 5 6 7
(2 2 ) ( 2 2 )arc tan
( 2 2 ) 2 (2 2 )
n n n n n n
n n n n n n n
α ⎛ ⎞− + − + += ⎜ ⎟+ + + + + +⎝ ⎠   (5. 22) 
                   
                    1 2 3 4 5 7 8 9 10 1112
1 2 3 4 5 6 7 8 9 10 11
3 3 3 2 2 3 3 3arctan
2 3 3 3 3 3 3 3 2
( n   n   n   n   n ) (n   n   n   n   n )
(n   n   n   n   n )  n  ( n   n   n   n   n )
α ⎛ ⎞+ + + + − + + + += ⎜ ⎟+ + + + + + + + + +⎝ ⎠   (5. 23) 
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2 3 4 5 6 7 9 10 11 12 13 14
16
2 3 4 5 6 7 8 9 10 11 12 13 14
4 4 4 3 2 2 3 4 4 4arctan
2 3 4 4 4 4 4 4 4 4 4 3 2 
( n n n n n n ) (n   n   n   n   n   n  )
( n   n   n   n   n   n )  n  ( n   n   n   n   n  n  )
α ⎛ ⎞+ + + + + + + + + += ⎜ ⎟+ + + + + + + + + + + +⎝ ⎠   (5. 24) 
 
Dans la méthode « des 16 directions », les directions n1 et n15 
n’ont pas été prises en compte pour éviter toute sur-estimation du biais. 
Dans chacune de ces méthodes, toute chaîne de longueur inférieure à 5 ne 
participe pas au calcul du biais. Cette longueur est limitée à 3 pour la mé-
thode « des 8 directions » et à 4 pour la méthode « des 12 directions ». 
Nous avons testé notre méthode d’estimation du biais des carac-
tères selon l’algorithme des « 4 directions » sur une base de 87 lignes de 
texte. Cette base regroupe des lignes de texte imprimé en italique et 
d’autres de texte manuscrit penché. Chaque ligne de texte est lue par l’OCR 
avant et après sa correction. Les deux courbes de la figure suivante mon-
trent les scores de reconnaissance obtenus sur les lignes de texte avant et 
après redressement de biais des caractères. Comme dans le cas de 
l’inclinaison des lignes complètes, ces courbes montrent que ce type de re-
dressement augmente sensiblement les scores de l’OCR. Plus précisément, 
ces courbes montrent des scores très largement améliorés dans les cas où le 
biais détecté et corrigé est important et quasiment identiques lorsque celui-
ci est faible. Cela justifie l’allure très ciselée de la courbe. Sur cette figure, 
les lignes ont été triées par ordre croissant des scores d’OCR sur leur état 
avant redressement. 
 






















Figure 5. 23 : Comparatif de score de l’OCR avant et après redressement de 
l’inclinaison des caractères (penchés ou italiques) sur une base de 87 lignes de 
texte manuscrit penché et imprimé en italique. 
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5.3.3.2.2 Redressement des lignes de texte italique ou penché par cisaillement  
Après l’estimation de l’angle de biais α4 d’une ligne de texte, on 
regarde s’il faut appliquer une transformation horizontale inverse de type 
cisaillement d’angle –α4 pour rendre aux caractères leur verticalité. Par 
cette transformation linéaire, chaque séquence noire ri est translatée sur 
l’axe des x par la distance :  
                     [ ]{ }( ) - tan( ) 0.5cd Entier y ri y α= × +   (5. 25)   
                            
Figure 5. 24 : Déplacement des séquences noires par cisaillement. 
 
Ceci signifie que chaque pixel noir de position (x,y) est translaté 
vers la nouvelle position (x’, y) par l’équation suivante : 
                               'x x d= +      (5. 26) 
où yc est l’ordonné de centre de gravité de la ligne de texte à redresser. La 
figure suivante montre quelques lignes d’exemple de texte italique redres-
sées par cisaillement après l’estimation de leur angle de biais par la mé-
thode de 4 directions. 
 
         
Figure 5. 25 : Résultat de redressement du biais des caractères, à gauche : 
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 5.4. Analyse de la structure physique 
par coloration hiérarchique de 
graphes 
 
L’analyse de la structure physique des images de courriers repose 
sur une coloration à trois niveaux de la pyramide des données 
- au niveau des connexités pour permettre une séparation et un 
marquage en régions textuelles et graphiques (première coloration). Cette 
coloration s’applique directement sur les connexités et le premier graphe 
coloré se construit à partir de la quantification de dissimilarités morpholo-
giques et de différences de densités entre composantes. 
- au niveau des connexités marquées par le premier niveau de colo-
ration pour permettre l’émergence des lignes séparées les unes des autres 
selon des critères de position, d’orientation et selon un ensemble de carac-
téristiques morphologiques et géométriques extraites pour chaque connexi-
té. 
- au niveau des lignes pour permettre la formation de blocs de 
textes homogènes, incluant des lignes d’orientation similaire et tenant 
compte de la proximité spatiale et de la similarité morphologique des 
lignes. 
La deuxième coloration constitue une étape pivot essentielle, car 
c’est à ce stade que l’on peut affiner le redressement d’orientations des 
lignes par une localisation précise des emplacements que seule la deuxième 
coloration peut apporter. 
Cette stratégie pyramidale apporte à la segmentation toute la puis-
sance d’un classifieur par coloration des graphes permettant de distinguer 
les éléments pertinents et de les regrouper en ensembles homogènes tout en 
écartant les composantes parasites présents dans les images difficiles (en 
général là où les éléments graphique peuvent être très proches du texte, ou 
encore là où certaines annotations peuvent chevaucher le texte…). Dans 
cette section nous présentons en détails notre nouvelle architecture pyrami-
dale de l’extraction de la structure physique des documents, que nous 
nommons également segmentation en couches des documents. En plus de 
l’optimisation en temps apportée à chacune de ces étapes de segmentation 
par la coloration de graphes, nous avons conçu cette architecture de façon à 
éviter de faire des tâches redondantes et à réduire ainsi, au maximum, les 
temps de calcul.  
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5.4.1 Les composants du système nécessaires à l’analyse de la structure 
physique 
Nous avons vu dans le chapitre 2 que l’extraction de la structure 
physique est une étape incontournable qui doit précéder les phases de re-
connaissance et d’interprétation dans un système de tri automatique de do-
cuments et de courrier. Son rôle consiste à découper une image de docu-
ment en blocs homogènes au sens d’un critère donné. 
Nous avons vu que la qualité d’une structuration en blocs d’un do-
cument dépend fortement de la complexité de disposition des objets et de la 
présence d’objets parasites au voisinage des blocs de texte. Ceci signifie 
que les connaissances issues des primitives de description des blocs ne 
peuvent pas satisfaire la description de blocs hétérogènes contenant des 
éléments parasites ou des blocs mal découpés. Nous avons expliqué au cha-
pitre 2 en quoi les méthodes mixtes (mi-ascendantes mi-descendantes) don-
naient les meilleurs compromis temps-précision. Cependant, elles restent 
insuffisantes lorsque les images à analyser présentent de nombreuses irré-
gularités de composition. Notre architecture vise à compenser les insuffi-
sances de ces approches conventionnelles en proposant une méthodologie 
d’analyse et de structuration des contenus des documents selon un méca-
nisme original de regroupement hiérarchique des connexités basés sur la 
coloration de graphe. Nous allons notamment montrer que la qualité de la 
segmentation peut être très largement améliorée par rapport aux approches 
conventionnelles à la fois en précision de découpage et en robustesse face à 
la complexité et l’irrégularité des mises en page.  
La figure 5.26 illustre les différentes étapes du processus de struc-
turation des images de courriers d’entreprise que nous proposons et qui cor-
respondent à trois niveaux de coloration des graphes. Nous avons égale-
ment montré le lien qu’entretient ce processus avec la segmentation «brute» 
des contenus procédant par binarisation des régions d’intérêt et extraction 
des formes connexes. 
La séparation des couches d’informations textuelles et non tex-
tuelles intervient en premier lieu au niveau de la première coloration de 
graphe. Au fur et à mesure des colorations on passe successivement d’une 
information brute de connexités simplement caractérisés par des primitives 
morphologiques et géométriques à une information structurée de contenus 
regroupés en lignes et en blocs dont les contenus textuels sont complète-
ment caractérisés (zones de textes manuscrits, imprimés, graphiques et lo-
gos). Les phases successives d’analyse jouent un rôle de filtrage et de fu-
sion et séparation des différents éléments participant à la description de la 
structure du document. 
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Figure 5. 26 : Schéma fonctionnel des différentes étapes de structuration des 
images de documents mettant en évidence les trois niveaux de colorations de 
graphe. 
 
Rappelons ici que la segmentation « brute » telle qu’elle a été pré-
sentée à la section précédente permet d’obtenir deux cartes issues de 
l’image d’origine : l’image binaire et la carte des blocs. Cette partie se 
poursuit avec une étape de détection de connexités sur les deux cartes par 
une méthode que nous avons présentée précédemment. Cette étape conduit 
à la formation de deux ensembles de composantes connexes avec leurs ca-
ractéristiques : l’ensemble CCB des CCs de l’image binaire B avec 
CC={cci, i=1…ncc} et l’ensemble CCM des CCs de la carte des blocs FM 
avec CCM={FMi, i=1…nM}. La carte M n’est pas la carte des blocs défini-
tifs, car elle contient des blocs séparés selon leurs dispositions spatiales 
sans aucune garantie d’homogénéité. Cependant, cette carte sera utilisée 
pour accélérer la séparation texte-non texte par une première coloration de 
graphe qui servira par ailleurs de repères pour renforcer la décision de 
LBA.   
La partie de structuration proprement dite se distingue de la seg-
mentation « brute » par le fait qu’on cherche à induire des connaissances 
plus évoluées sur la nature des contenus conduisant à un découpage du do-
cument en régions homogènes de lignes et de blocs structurés informants. 
Cette partie que nous détaillons dans cette section repose sur une structure 
Extraction des  
composantes connexes 
 
Coloration hiérarchique de graphe  
Organisation pyra-







 Niveau 3 (blocs) 
 Niveau2 (lignes) 
 Niveau1 (CCs de texte) 
Seuillage des zones du tracé 
Extraction de la structuration  
par coloration hiérarchique de graphe 
Segmentation « brute »  
 par binarisation et détection des CCs 
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pyramidale de données et une coloration hiérarchique de graphe. La pyra-
mide des données se compose de trois niveaux de fin à grossier : le niveau 
des connexités, le niveau des lignes, le niveau des blocs, voir figure 5.26. 
 
5.4.2 Les différents niveaux de coloration et de structures 
La construction des trois niveaux de la pyramide (connexités, 
lignes de texte, blocs) est gérée et contrôlée par une coloration hiérarchique 
des graphes. Pour cela on utilise trois colorations en cascade où chacune 
d’elle reprend la formalisation et les notions présentées dans le chapitre 4 
portant sur la coloration. A chaque coloration on applique alors notre algo-
rithme de coloration minimale (présentée à la section 4.3.1) qui détermine à 
chaque fois un nombre de couleurs non fixé a priori. Le principe de colora-
tion se charge de produire un nombre de couleurs proche de l’optimal. 
Rappelons que le processus de coloration de graphe que nous avons choisi 
est résolu par l’élaboration de stratégies heuristiques basées sur des valeurs 
de seuils (que nous avons rassemblés sous le terme de dissimilarité) portant 
sur différentes caractéristiques décrivant les sommets.  
 
5.4.2.1 La première coloration réalisée pour la séparation texte/non texte 
Dans le chapitre précédent, nous avons présenté séparément les 
problèmes de séparation des blocs en texte/non texte et de séparation de 
texte en imprimé / manuscrit, puis comparé pour chaque problème plusieurs 
méthodes de la littérature afin de mettre en évidence les méthodes les plus 
simples et les plus efficaces en temps et en performance. A partir de cette 
étude bibliographique nous avons mis en évidence les caractéristiques 
communes régissant les deux types de séparation. Nous avons également vu 
que les méthodes de séparation en trois classes (texte imprimé, texte ma-
nuscrit, objets non textuels) étaient très prometteuses, voir figure 5.27. En 
ce sens, nous avons mis en évidence la nécessité de traiter les deux pro-
blèmes de séparation conjointement avec le même jeu de caractéristiques 
permettant de s’adapter aux contraintes de temps réel de notre application.  
Notons que la séparation des parties texte manuscrit / texte impri-
mé peut être améliorée et pleinement étiquetée par l’utilisation du méca-
nisme d’apprentissage par b-coloration que nous aborderons à la dernière 
section de ce chapitre.  
Nous allons présenter dans cette section les différentes caractéris-
tiques morphologiques que nous pouvons exploiter pour permettre une telle 
séparation d’information au premier niveau de la hiérarchie. Cette extrac-
tion de caractéristiques offre l’avantage de pouvoir se calculer durant 
l’étape de capture des connexités. Ces caractéristiques sont basées sur des 
mesures quantifiant la régularité des dispositions des composantes.  
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés






            
Figure 5. 27 : Principe de séparation en trois classes (non texte, texte manuscrit 
et texte imprimé) selon la régularité des blocs.  
5.4.2.1.1 Choix des caractéristiques de coloration de premier niveau 
Les caractéristiques morphologiques se calculent pour chaque 
groupe (couleur issue de la première coloration) de composantes connexes 
Ccc. Nous avons choisi de retenir les primitives suivantes : 
- les densités moyennes d’un groupe de CCs. 
- la moyenne et la variance des largeurs (µW, σW) des CCs, des hau-
teurs des CCs et (µH, σH), des excentricités (µζ, σζ |ζ=W/H) des CCs, et des 
surfaces des CCs (µAr, σAr |Ar=H×W) des CCs, où H et W  désignent la hau-
teur et largeur respective de chaque composante connexe.  
 
La densité des connexités est donnée par la formule suivante : 
                                      
1




DT C Dens CC
n =
= ∑                        (5. 27) 
Où CCi  est la iéme composante connexe de groupe Ccc.  
 
Les moyennes sont données par les équations suivantes : 
                              1 1
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     (5. 28) 
 
Et les écarts types sont donnés par les équations suivantes : 
Classe de faible 
régularité 
Classe de régularité 
moyenne 
Classe de forte régu-
larité 
Régularité 
Texte imprimé Texte manuscrit Non texte 
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( ) ( )





1 1( ) ,  ( ) ,  
1 1( ) ,  ( )
n n
W i W H i H
i i
n n
i Ar i Ar
i i




σ µ σ µ
σ ζ µ σ µ
= =
= =
= − = −
= − = −
∑ ∑
∑ ∑
   (5. 29) 
  
L’observation des images de courriers que nous avons étudiées 
nous a conduit à constater que les tailles des CCs de texte imprimé étaient 
plus régulières que celles de texte manuscrit et les écarts σW et σH étaient 
plus petits.  
5.4.2.1.2 Construction du premier graphe et définition de l’indice de dissimilarité 
La première coloration est appliquée sur la carte de ncc compo-
santes connexes brutes (niveau des éléments symboliques) pour réaliser une 
séparation texte / non texte (graphique, bruit, tableau, photos,...). Elle per-
met de regrouper les CCs de manière à isoler les CCs textuelles dans des 
couleurs de plus forte densité qui contiennent un grand nombre de compo-
santes par rapport aux autres selon un seuil de densité Scc défini ci-dessous. 
Cela suppose l’élimination préalable des composantes graphiques apparais-
sant près du texte ou superposées au texte. Le vecteur descripteur de 
chaque CC est basé tout simplement sur cinq caractéristiques morpholo-
giques (sa densité, sa hauteur, sa largeur, son excentricité et sa surface) es-
timées lors de détection des connexités. Ces caractéristiques permettent de 
distinguer les CCs uniquement selon leur forme. A ce stade, ni la position, 
ni les relations de voisinage spatial des CCs ne sont encore prises en 
compte. Après la normalisation de ces caractéristiques, le calcul de la ma-
trice de dissemblance ccdM entre les CCs repose sur la distance Manhattan 
(aussi appelée distance « city-block » ou métrique absolue notée dcb), avec : 
                    
5
1
[ , ] ( ,  ) ( ) ( )   ( )  [1, ]ccd cb i j i j cc
p
M i j d cc cc cc p cc p avec j i n
=
= = − > ∈∑    (5. 30) 
Chaque (cci, ccj) constitue une paire de composantes connexes, et 
p représente une des cinq caractéristiques. Pour évaluer les adjacences entre 
connexités nous avons choisi cette distance Manhattan car elle évite de 
nombreux calculs (multiplications et racines carrés exigées dans la distance 
euclidienne par exemple). Le choix des seuils de dissimilarité qui sont en-
suite utilisés ne dépend pas de la mesure choisie.  
Les cinq caractéristiques ont des dispersions différentes, 
l’utilisation des variables telles quelles dans le calcul de la distance donne-
ra de façon implicite plus de poids aux variables de plus forte dispersion, 
annihilant presque complètement l’effet des autres. Une approche classique 
pour obtenir une distance ne privilégiant pas uniquement les variables de 
forte dispersion est de standardiser les composantes caractéristiques par ca-
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ractéristique : chaque caractéristique p doivent être centrées par la moyenne 
µpp (ou encore la médiane) et réduite (ou normalisée) par l’écart-type σpp 
calculées indépendamment de notre processus de segmentation sur base re-
présentative de composantes connexes. Or lorsque on utilise la distance eu-
clidienne ou de Manhattan il devient inutile de faire le centrage des caracté-
ristiques. La dissimilarité dcb devient : 
                     
5
1
1( ,  ) ( ) ( )   ( )  [1, ]cb i j i j cc
p
d cc cc cc p cc p avec j i n
Pσ== − > ∈∑     (5. 31) 
 Chaque caractéristique est normalisée de la façon suivante : 
                   1 1 1 1 1, , , ,
1 2 3 4 5
Dens Dens H H W W Arζ ζσ σ σ σ σ= = = = =    (5. 32)  
  
Le premier graphe ( , )cc cc SccG V E> est construit de la façon suivante : 
 
a) l’ensemble des sommets Vcc correspond à l’ensemble des des-
cripteurs des ncc CCs avec : 
                         { ( , , , , ) 1... }cccc i i ccV v cc Dens H W Ar i nζ= ⇔ =          (5. 33) 
 b) l’ensemble des arêtes E>Scc est déduite de la matrice de dis-
semblance ccdM par la relation suivante : 
                                            
1 si   M ( , )
0 sinon
cc
cc cc d cc
Scc i j
i j S
E , ν ν≥ ⎧ ≥⎪⎡ ⎤ = ⎨⎣ ⎦ ⎪⎩          (5. 34) 
Le seuil Scc est ajusté de façon expérimentale à partir des connais-
sances extraites sur la mise en forme des textes dans nos documents 
(comme le type et la taille de la police de texte imprimé, ou encore la hau-
teur des connexités des textes manuscrits). Il est également possible 
d’ajuster ce seuil automatiquement à partir de la base de composantes éti-
quetées texte / non-texte reprenant le mécanisme décrit dans le chapitre 4 
(section 4.4.2.1). 
5.4.2.1.3 Application du premier niveau de coloration 
Une fois le premier graphe construit, on applique l’algorithme de 
coloration propre donné dans la procédure 7 du chapitre 4 pour obtenir un 
ensemble Ccc de kcc couleurs. Rappelons ici que le premier niveau de colo-
ration se fonde sur un nombre de couleurs non fixé à priori et qu’il se base 
sur des contraintes morphologiques exclusivement (sans aucune prise en 
compte d’information de voisinage à ce stade). En se basant sur des valeurs 
de densité (portant sur l’élaboration de la valeur de seuil SDens) et sur des 
critères de dispersion (portant sur l’estimation d’un seuil unique Sσt), on 
parvient à réaliser la séparation entre les éléments exclusivement textuels et 
graphiques. La valeur de kcc dépendra donc de la nature du contenu de 
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chaque image de documents : les composants graphiques (ou textuelles) 
peuvent donc apparaître de couleurs différentes, voir figure 5.28. 
L’algorithme de coloration utilisé fournit une coloration propre 
(c’est-à-dire que deux couleurs adjacentes n’ont pas la même couleur). 
Cette contrainte se focalise sur les dissimilarités pour mettre en évidence 
des groupes de composantes parfaitement homogènes d’une manière auto-
matique, souple et efficace. Cet avantage exclusivement intrinsèque à la co-
loration est lié au découpage précis selon les dissimilarités entre CCs puis 
au regroupement reposant sur la contrainte de propreté de coloration. Cette 
dernière assure qu’aucune des couleurs ne puisse correspondre à une com-
posante parasite. En effet, tout regroupement local des sommets du graphe 
en une même couleur est soumis à une expertise globale au sens des adja-
cences du graphe. En pratique cette analyse globale des adjacences de tout 
nouveau sommet à colorer garantit que la coloration ne puisse pas laisser de 
place à une composante intruse (non similaire) au sein d’un groupe de 
composantes de propriétés morphologiques différentes. Plus précisément, 
rappelons qu’avant d’affecter la couleur à un sommet i au sommet j, il faut 
vérifier si globalement il n’y a pas de conflit d’adjacence ce qui revient à 
analyser les couleurs de toutes leurs composantes dissimilaires (sommets 
adjacents) au sommet j et vérifier qu’aucune d’elles n’est égale à la couleur 
i. 
Ainsi toute décision de fusion locale d’un sommet d’une couleur 
en une autre est conditionnée par l’analyse complète globale des couleurs 
des sommets qui lui sont directement adjacents.  
Ceci signifie que chaque couleur représente des CCs de même 
taille et de même densité. Par exemple, deux CCs de même taille mais 
d’épaisseur différente ne peuvent pas être regroupées dans la même cou-
leur. Cette propriété importante pour toute segmentation permet de mettre 
facilement et automatiquement en évidence les différentes structures pré-
sentes sur la carte des symboles quelque soit la complexité de cette dernière 
et indépendamment de la résolution de l’image (voir la figure 5.28).  
L’ensemble des couleurs de texte, noté Ccct, est ensuite très faci-
lement déduit à partir de l’ensemble Ccc par la relation suivante : 
              { }
[ ]
[ ]             
                
( )  
( ) | 1...   si  ( )
 ( )
T T
cct cct cc cc Dens
N
c i S
C C c i C i k et Dens c i S
et c i S
σσ <⎧⎪= ∪ ∈ = >⎨⎪ >⎩
    (5. 35)                                  
SN est un seuil sur le nombre de composantes connexes (utilisé 
pour exclure de Ccct toute couleur qui ne contient pas un nombre de CCs 
suffisant). Avec : 
                                   [ ]( ) ( ) ( ) ( ) ( ) | 1...T H W Ar ccc i i i i i i kζσ σ σ σ σ= + + + =           (5. 36) 
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Ceci devient : 
[ ] ( ) ( ) ( ) ( )( )( ) 222 2
1, ( )




T k W k H k k Ar
k cc c i
c i W cc H cc cc Ar cc
c i ζ
σ µ µ ζ µ µ
= ∈
= − + − + − + −∑  (5. 37)  
Où ( )c i indique le nombre de CCs qui ont la couleur c(i), 
, ,  et W H Arζσ σ σ σ  sont les écarts types qui représentent la dispersion des CCs de 
la couleur c(i) autour de leur moyenne par rapport aux caractéristiques 
normalisées ( , , , , , ,  ,  et )W H ArDens H W Ar ζζ σ σ σ σ  . [ ]( )Dens c i est la densi-
té de la couleur c(i) qui peut être calculée de la façon suivante :  
                            [ ]
( )
1, ( )
( ) ( )
1, ( ) 1, ( )
( )
( )





k cc c i
c i c i
k k
k cc c i k cc c i
Dens cc
Dens c i
H cc W cc
= ∈





   (5. 38)  
                
 
Figure 5. 28 : (a) Image binaire, (b) Exemple de séparation de différentes 
structures et résultat de la première coloration (10 couleurs) sur la carte des 
composantes connexes basée sur des caractéristiques morphologiques sans au-
cune contrainte de voisinage, (c) sélection des couleurs de texte avec un simple 
critère (Sσt =80 et SDens=0.20, Sn=5). 
   
 Les ncct composantes (ou caractères) qui appartiennent aux cou-
leurs de texte seront préservées dans l’ensemble CCt formant le premier ni-
veau de la pyramide de données. Ces composantes de texte représentent les 
sommets de deuxième graphe noté cctG .    
 
Remarque 1 : Afin de réduire les temps de traitement d’une façon 
importante, nous avons remplacé la coloration globale par plusieurs colora-
tions locales en appliquant indépendamment et localement la procédure 7 
sur les CCs dans chaque bloc FMi de masque M représenté par l’ensemble 
CCM={FMi, i=1…nM }. Les FMi sont les CCs de la carte FM définie dans la 
section 5.3.2. Le résultat global final Ccc est égal à l’union de toutes les 
couleurs locales. Le seul inconvénient de la coloration locale est qu’elle 
n’intègre que des connaissances portées par les adjacences locales et au-
cune visibilité réellement globale n’est apportée par une telle approche. 
(b) (c) (a) 
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Cependant à ce niveau, ce n’est pas pénalisant car cette approche de la co-
loration n’intervient qu’au niveau de la séparation texte/ non texte et qu’au 
niveau local elle évite la fusion de connexités proches de nature différente. 
Elle contribue donc finalement à une réelle amélioration de l’étiquetage des 
connexités.  
Le principe de la coloration locale est de garantir une séparation 
texte/ non texte localement pour éviter de comparer les composantes non 
textuelles avec les composantes de tous les autres blocs (ce qui se produit 
lors de la coloration globale). On gagne ainsi en temps de calcul et à l’issue 
de la coloration du graphe on fusionne les sommets de couleurs « textuelles 
». Ainsi, au lieu de colorer toutes les composantes connexes de l’image (re-
présentées par un seul graphe) on va appliquer une coloration locale (dans 
chaque bloc de masque M). On aura ainsi autant de colorations locales que 
de blocs du masque M.  
 
Remarque 2 : Les deux seuils Sσt et SDens peuvent être calculés au-
tomatiquement par la méthode d’évaluation non supervisée qu’on a présen-
tée dans le chapitre 4 portant sur la coloration. Dans ce travail appliqué aux 
images de courriers de l’entreprise, nous avons choisi les valeurs de seuils 
empiriquement car nous disposons d’un ensemble de connaissances sur les 
mises en forme de ces images de courriers. Cependant, nous avons montré 
qu’il était tout à fait envisageable d’automatiser les valeurs de seuils. Pour 
généraliser la méthode, nous allons précisément exploiter les résultats 
d’apprentissage par b-coloration sur les couleurs d’une grande base 
d’images afin de séparer automatiquement les couleurs en trois classes : 
deux classes de texte (imprimé ou manuscrit) et une classe couleur non 
texte. Le seuil SN est en général supérieur à 20 (pour le courrier).  
 
5.4.2.2 La deuxième coloration pour la formation des lignes de texte 
5.4.2.2.1 Choix des caractéristiques 
Ce niveau se caractérise par l’introduction de l’information de po-
sition des composantes de texte. Celles-ci, issues de la première coloration 
deviennent les briques de base pour construire les lignes de texte (consti-
tuant le deuxième niveau de la pyramide). Cette construction se base sur 
une deuxième coloration de graphe. Ce graphe est noté Gcct (cct pour com-
posante connexe de texte). Pour cela, nous construisons un deuxième 
graphe noté ( , )cct cct ScctG V E>  à partir de toutes les composantes de texte ex-
traites du premier niveau de la pyramide de la façon suivante : on repré-
sente chaque composante de texte ( ) 1... cctcct i CCt i n∈ = par un sommet de 
Gcct. Avec : 
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                      { ( , , , , , , , , ) 1... }cctcct i i d d f f cctV v cct Dens H W Ar x y x y i nζ= ⇔ =   (5. 39) 
Cette fois-ci, chaque composante (donc chaque sommet du nou-
veau graphe) est décrite par neuf caractéristiques. En plus des cinq caracté-
ristiques morphologiques utilisées dans la première coloration, on utilise 
quatre coordonnées du rectangle englobant pour mesurer le voisinage spa-
tial entre les composantes (cette mesure est un élément indispensable pour 
la formation des lignes). Ces coordonnées sont notées xd, yd, xf et yf. 
La dissemblance morphologique (liée aux cinq caractéristiques 
calculées sur chaque composante de texte au niveau précédent) entre deux 
composantes de texte peut être déduite directement de la matrice ccdM cons-
truite au niveau 1 de la coloration. 
A ce stade, il est essentiel d’introduire des informations topolo-
giques permettant de mesurer avec précision l’éloignement spatial entre 
connexités. Le voisinage spatial entre deux composantes de texte repose sur 
un mélange entre la distance horizontale Dx (espace inter-caractères) et la 
distance verticale (ou alignement vertical) Dy. Ces deux distances sont dé-
duites à partir des coordonnées des rectangles englobant les CCs à compa-
rer. Elles sont données par la relation suivante : 
                   
[ ]
[ ]
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ), ( ) , ,
( ), ( ) , ,
cct i cct j cct i cct j
x d d f f
cct i cct j cct i cct j
y d d f f
D cct i cct j Max x x Min x x
D cct i cct j Max y y Min y y
⎧ ⎡ ⎤ ⎡ ⎤= −⎪ ⎣ ⎦ ⎣ ⎦⎨ ⎡ ⎤ ⎡ ⎤= −⎪ ⎣ ⎦ ⎣ ⎦⎩
  (5. 40) 
 [ ]( ), ( ) 0xD cct i cct j <   (ou [ ]( ), ( ) 0yD cct i cct j < ) signifie que la com-
posante cct(i) chevauche horizontalement (ou verticalement)  la compo-
sante cct(j).  
    
 
Figure 5. 29 : exemple de distances spatiales (horizontale et verticale) entre 
deux composantes connexes. 
5.4.2.2.2 Construction de la matrice d’adjacence par combinaison de critères 
morphologiques et topologiques 
Le voisinage spatial est donc basé sur la distribution horizontale 
d’un index de gauche vers la droite. Chaque connexité possède une valeur 
d’index propre. Si la composante connexe cct(j) est suffisamment proche de 














cct(3) cct(4)  V1  V2 
 V3
 V4 
( , )cct cct ScctG V E>
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





dire si { }   x Dx y DyD S et D S< <  alors [ ] [ ]( ) ( )Index cct i Index cct j= . Les seuils SDx 
et SDy gèrent respectivement l’espace inter-caractères et interlignes. 
Entre deux sommets du graphe on évalue l’adjacence qui sera ré-
percutée dans la matrice ccdM qui servira de base à la deuxième coloration. 
L’adjacence entre deux connexités à ce stade est notée ESP1 en rapport avec 
l’adjacence spatiale introduite pour la première fois (niveau ligne). On dé-
finira plus tard une adjacence ESP2 au niveau des blocs. Cette adjacence est 
donnée par la relation suivante :    
                        [ ] [ ] [ ]{ }1 1  si (  ou )  ( ) ( )( ), ( )
0  sinon                                                                                       
x Dx y Dy
SP
D S D S et Index cct i Index cct j
E cct i cct j
⎧ ≥ ≥ ≠⎪= ⎨⎪⎩
  (5. 41) 
 Cette adjacence est donc maximale (et vaut 1) si les deux con-
nexités considérées ne sont pas dans un voisinage proche, limitées par les 
valeurs de seuils SDx et SDy. Ces valeurs de seuils sont choisies empirique-
ment. 
Parallèlement à l’estimation de l’adjacence spatiale entre connexi-
té, on définit, comme lors de la première étape de coloration une adjacence 
morphologique permettant de contrôler les fusions de connexités en fonc-
tion de la nature du contenu : type de police, imprimé, manuscrit que les 
caractéristiques de niveau 1 permettent de bien différencier. Le seuil Scct 
utilisée pour l’adjacence E>Scct est donc un seuil global tenant compte du 
seuil Scc de la première coloration et des seuils SDx et SDy présentés ci-
dessus. 
Une arête E>Scct est attribuée à chaque paire de sommets de Gcct  
selon la relation suivante : 
                     
[ ] [ ]{ }11 si   ( ), ( ) 1 ou ( ), ( ) 1  
0 sinon                             
Scc SPcct cct
Scct i j
E cct i cct j E cct i cct j
E , ν ν ≥≥
⎧ = =⎪⎡ ⎤ = ⎨⎣ ⎦ ⎪⎩  (5. 42) 
Avec : { }, ,cct cc Dx DyS S S S= . 
La construction du graphe Gcct(Vcct,E>Scct) donne une connaissance 
riche sur la structure globale du document exprimée sous forme d’un 
graphe composée d’un ensemble de sommets dont les arêtes traduisent une 
dissimilarité composée portant à la fois sur des indices géométriques des 
connexités et des indices topologiques traduisant leur éloignement.  
La figure 5.30 résume l’ensemble des caractéristiques nécessaires 
à la construction des arêtes du graphe. Elle présente le résultat de la colora-
tion sur un bloc adresse en fonction de différents choix de caractéristiques 
retenues qui conditionnent l’utilisation d’un indice de dissimilarité à 
chaque fois différent également. Selon le jeu de caractéristiques retenu, 
l’étiquetage des lignes est à chaque fois différent. La prise en compte de 
l’ensemble des caractéristiques produit une séparation en ligne idéale (voir 
figue 5.30.1) 
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Scc Désactivé Activé Désactivé Activé Désactivé Activé Désactivé Activé 
SDx Désactivé Désactivé Activé Activé Désactivé Désactivé Activé Activé 
SDy Désactivé Désactivé Désactivé Désactivé Activé Activé Activé Activé 
Figure 5 3 4 2 4 1 4 1 
 
Figure 5. 30 : Synthèse des caractéristiques entrant dans la construction du 
graphe Gcct. 
 
La connaissance globale ainsi obtenue pour chacune des connexi-
tés combinées à la contrainte de propreté lors de l’étape de coloration du 
graphe permet de gérer parfaitement le rangement local des composantes en 
lignes (par couleur ou groupe de composantes homogènes) écartant ainsi 
tout risque d’inclure dans une ligne une composante parasite (car dissimi-
laire au sens de la relation E>Scct que nous proposons). 
5.4.2.2.3  Influence de la détection de l’inclinaison pour améliorer la précision et les 
temps de détection des lignes  
Une fois le deuxième graphe construit, on applique à nouveau 
l’algorithme de coloration propre donné dans la procédure 7 sur le graphe 
Gcct(Vcct,E>Scct) pour obtenir un ensemble CL de nL couleurs. Le résultat de 
cette coloration conduit à la formation des lignes de texte représentant le 
deuxième niveau de notre pyramide de données. Chaque couleur représente 
donc une ligne de texte avec { }( , , , ) 1...i i i iL i d d f f LC L x y x y i n= = . Les points de 
coordonnées xd, yd, xf et yf correspondent à une simple représentation spa-
tiale d’une ligne. Naturellement, la structure réelle et complète de chaque 
ligne est décrite par la liste des composantes de texte qui appartiennent à 
cette ligne. 
L’inclinaison de chaque ligne (correspondant donc à une couleur 
différente des autres) est calculée progressivement durant la coloration. La 
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technique des moindres carrés que nous avons décrite en détail dans la sec-
tion portant sur le redressement de ligne.  
Dans le cas de faibles inclinaisons (θ <5°), les coordonnées de 
chaque ligne L(i) sont données tout simplement par la relation suivante : 
 
                              
{ } { }
{ } { }
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
,  
,  
j i j i
j i j i
L i c c t j L i c c t j
d d d dc c t L c c t L
L i c c t j L i c c t j
f f f fc c t L c c t L
x M in x y M in y
x M a x x y M a x y
∀ ∈ ∀ ∈
∀ ∈ ∀ ∈
⎛ ⎞= =⎜ ⎟⎝ ⎠
⎛ ⎞= =⎜ ⎟⎝ ⎠
   (5. 43) 
Dans les autres cas (cas de forte inclinaison (θ >5°) des lignes), il 
est indispensable de tenir compte de la valeur d’inclinaison des lignes afin 
d’augmenter la robustesse dans la formation des blocs quelle que soit 
l’orientation des lignes qui les constituent. L’idée générale ici consiste à 
déplacer les sommets des composantes de texte par rotation inverse et à ré-
cupérer les sommets des rectangles englobant les lignes dans leur direction 
redressée horizontale. Ceci permet d’éviter le chevauchement entre les 
lignes et de calculer avec précision leurs relations spatiales comme leur 
hauteur, largeur, surface et excentricité. La prise en compte de l’inclinaison 
globale des lignes joue un grand rôle dans l’amélioration de l’étape de for-
mation des blocs, car elle permet d’éviter toutes sortes d’erreurs de sous ou 
de sur-segmentation liées aux grandes inclinaisons des lignes (voir figure 
5.31). Pour plus de détail sur l’estimation de l’orientation de chaque ligne, 




Figure 5. 31 : (a) Précision du découpage des lignes inclinées par rotation in-
verse, (b) imprécision du découpage et chevauchement des boîtes englobantes 
des lignes sans rotation inverse. 
Les coordonnées de chaque ligne L(i) sont donc données par les 
équations suivantes : 
-θ 
Ligne L(i) inclinée Y 
X
cct(j) 
( )( ) ( ),L i L id dx y




Rectangle englobant les lignes 
Ligne L(i) après redressement 
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
cos( ) sin( )
cos( ) sin( )






L i cct j cct j L i
d d d Gcct L
L i cct j cct j L i
d d d Gcct L
L i cct j cct j L i
f f f Gcct L
L i cct j cct
f f fcct L
x Min x y x
y Min y x y
x Max x y x












= +{ }( ) ( )sin( )j L iGyθ +
          (5. 44) 
                  Avec : ( ) ( )( ) ( ) ( ) ( ) ( ) ( )1 1 et     2 2L i L i L i L i L i L iG d f G d fx x x y y y= + = +  
Par remplacement de xG, le système d’équations devient donc : 
          
{ } { }
{ } { }
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( )
3 1cos( ) sin( ) cos( ) sin( )
2 2




j i j i
j i j i
L i cct j cct j cct j cct j
d d d f fcct L cct L
L i cct j cct j cct j cct j
d d d f fcct L cct L
L i
f
x Min x y Max x y
y Min y x Max y x
x Ma
θ θ θ θ
θ θ θ θ
∀ ∈ ∀ ∈
∀ ∈ ∀ ∈
= × − + × −
= × + + × +
= × { } { }
{ } { }
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1cos( ) sin( ) cos( ) sin( )
2
3 1cos( ) sin( ) cos( ) sin( )
2 2
j i j i
j i j i
cct j cct j cct j cct j
f f d dcct L cct L
L i cct j cct j cct j cct j
f f f d dcct L cct L
x x y Min x y
y Max y x Min y x
θ θ θ θ
θ θ θ θ
∀ ∈ ∀ ∈
∀ ∈ ∀ ∈
− + × −
= × + + × +
 (5. 45) 
et permet en un seul balayage de résoudre l’ensemble du système 
de coordonnées xd, yd, xf, yf.  
L’angle d’inclinaison de chaque ligne est calculé lors de la deu-
xième coloration, c’est-à-dire durant la formation des lignes par la tech-
nique proposée dans la partie portant sur le redressement de ligne, section 
5.3.3.1 Voici figure 5.32, quelques exemples de formation de lignes 
d‘inclinaisons variables obtenues après la coloration de niveau 2. 
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Figure 5. 32 : Exemples de formation des lignes à partir de l’estimation de 
l’inclinaison globale (définie à la section 5.3.3.1). 
 
5.4.2.3 La troisième coloration pour la formation des blocs finaux 
5.4.2.3.1 Choix des caractéristiques 
La troisième coloration permet de regrouper les lignes (issues de 
la deuxième coloration) en blocs de texte homogènes et polygonaux. Pour 
effectuer cette coloration nous construisons le troisième graphe (noté 
( , )L L SLG V E> ) à partir des lignes de la façon suivante : 
 
- On représente chaque ligne de texte ( ) 1... LL i L i n∈ =  par un som-
met de GL. Chacune des lignes est décrite par dix caractéristiques de la fa-
çon suivante : 
                        { ( , , , , , , , , , ) 1... }LL i i H H d d f f LV v L Dens H Ar x y x y i nµ σ θ= ⇔ =  (5. 46) 
Avec θ angle d’inclinaison de la ligne, µH et σH sont la moyenne et 
l’écart type des hauteurs de CCs de la ligne. 
Par hypothèse, deux lignes de texte ne peuvent pas être regroupées 
ensemble si elles ont une inclinaison, une forme ou un alignement dissimi-
laire ou si elles sont très éloignées (espacement interligne très grand).  
La dissemblance morphologique entre deux lignes permet de dis-
tinguer les lignes de texte selon leurs formes et leurs textures. En pratique, 
nous avons utilisé comme caractéristiques, la densité, la hauteur, la 
moyenne et l’écart type des hauteurs et la surface 
( { , , , , }H HL Dens H Arµ σ= )pour assurer l’homogénéité de chaque bloc. Se ba-
sant sur ces cinq propriétés, les lignes de texte imprimé ne doivent donc pas 
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être regroupées dans un même bloc de lignes manuscrites ou bloc de texte 
en gras ou bloc de police très différente. Les dissemblances entres les 
lignes de texte sont données par la matrice LdM traduisant la distance de 
Manhattan exprimée entre chaque ensemble de cinq caractéristiques (cha-
cune des caractéristiques est normalisée par son écart type mesuré sur une 
base de lignes indépendantes).  
       
5
1
[ ( ), ( )] ( L , L ) ( ) ( )   ( )  [1, ]   ( ) { , , , , , }Ld L i j i j L H H
p
M L i L j d L p L p avec j i n et L p Dens H Arµ σ ζ
=
= = − > ∈ ∈∑  (5. 47) 
Avec : 
                        [ ] ( )
1, ( )





k cct L i
Dens L i Dens cct
L i = ∈
= ∑   (5. 48) 
Où |L(i)| est le nombre de composantes connexes qui appartient à 
la ligne i. 
 L’écart type des hauteurs σH est donné par :  











= −∑       (5. 49)     
5.4.2.3.2 Construction de la matrice d’adjacence par combinaison de critères 
morphologiques et topologiques 
A partir de la matrice de dissemblances morphologique LdM  on ob-
tient la matrice d’adjacence entre sommets suivante :  
                 
1 si   ( , )
0 sinon
L
L L d FL
SFL i j
M i j S
E , ν ν≥ ⎧ ≥⎪⎡ ⎤ = ⎨⎣ ⎦ ⎪⎩    (5. 50) 
L’alignement spatial entre deux lignes de texte est donné par la re-
lation suivante : 
                          [ ] ( ) ( )( ), ( ) L i L jx d dD L i L j x x= −               (5. 51) 
L’espacement interligne est donné par : 
     [ ] ( ) ( ) ( ) ( )( ), ( ) , ,L i L j L i L jy d d f fD L i L j Max y y Min y y⎡ ⎤ ⎡ ⎤= −⎣ ⎦ ⎣ ⎦   (5. 52) 
 Le voisinage spatial est donc basé sur la distribution verticale 
d’un index de haut vers le bas. Si la ligne L(j) est suffisamment proche (au 
sens du seuil SDy) et bien alignée avec la ligne L(i) (au sens du seuil SDx) 
alors elle reçoit l’index de la ligne i.  
C’est-à-dire si : 
                   [ ] [ ]{ }( ) ( ) ( ) ( ) ( ), ( )  et ( ), ( )  avec  ( <  et   L i L j L i L jy Dy x Dx d d f fD L i L j S D L i L j S y y y y< < <  (5. 53) 
  alors [ ] [ ]( ) ( )Index L j Index L i=  . 
L’adjacence ESP2 entre deux lignes (et donc entre deux sommets 
du graphe) peut être, selon la notion de coloration, donnée par la relation 
suivante :    
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                     [ ] [ ] [ ]{ }2 1  si (  ou )  ( ) ( )( ), ( )
0  sinon                                                                                     
y Dy x Dx
SP
D S D S et Index L i Index L j
E L i L j
⎧ ≥ ≥ ≠⎪= ⎨⎪⎩
 (5. 54) 
On relie entre eux deux sommets (lignes) par une arête E>SL de GL 
si et seulement si les deux sommets ont des formes, des inclinaisons diffé-
rentes (en relation avec les valeurs de seuils SFL et Sθ) ou ne sont pas spatia-
lement voisins (en relation avec les seuils SDx et SDy). Les adjacences totales 
(selon les trois critères) sont données par relation suivante : 
                 
[ ]{ }L(i) L(j)21 si   , 1  ( ), ( ) 1   
0 sinon                                                                                        
L L
SFL i j SPL L
SL i j
E ou E L i L j ou S
E , θ
ν ν θ θν ν ≥≥
⎧ ⎡ ⎤ = = − ≥⎪ ⎣ ⎦⎡ ⎤ = ⎨⎣ ⎦ ⎪⎩  (5. 55) 
Avec : { }, , ,L FL Dx DyS S S S Sθ=  
 À l’issue de l’étape de construction du graphe, on applique la 
procédure 7 de coloration sur le graphe ( , )L L SLG V E> pour obtenir l’ensemble 
CB les nB couleurs. Chacune de ces couleurs représente la structure défini-
tive d’un bloc de texte Bi. On peut déduire les coordonnées de chaque bloc 
à partir des coordonnées des lignes qui lui appartiennent de la façon sui-
vante : 
                                  
{ } { }
{ } { }
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
,   
,   
j i j i
j i j i
B i L j B i L j
d d d dL B L B
B i L j B i L j
f f f fL B L B
x Min x y Min y
x Max x y Max y
∀ ∈ ∀ ∈
∀ ∈ ∀ ∈
⎛ ⎞= =⎜ ⎟⎝ ⎠
⎛ ⎞= =⎜ ⎟⎝ ⎠
          (5. 56) 
 Pour offrir plus de précision à la localisation de blocs, on a préfé-
ré garder toute la structure polygonale des blocs en préservant la liste des 
lignes. On représente donc tout bloc B(i) par une séquence de lignes qui lui 
appartient triées du haut vers le bas. Avec : 
                                                   
1... 1... ( )
( ) ( ) ( )
Bi n j B i
B i L j B i
= =
⎧ ⎫= ∈⎨ ⎬⎩ ⎭                             (5. 57) 
                          où |B(i)| représente le nombre des lignes du bloc B(i).  
La description de chaque bloc est la synthèse hiérarchique de 
toutes les descriptions obtenues au niveau des lignes, des composantes de 
texte, des composantes connexes brutes et des séquences noires (plages 
noires).  
5.4.2.3.3 Algorithme et bilan de l’analyse hiérarchique de la structure d’un document 
L'algorithme suivant résume toutes les étapes de l’extraction de la 
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Algorithme 5.3 : Analyse- Structure-Physique() 
 
 Début 
 Première coloration : Séparation texte/non texte  
 Construire ( , )cc cc SccG V E>   
 Sommets :  
  Pour chaque ( ) 1 ... cccc i C C i n∈ = faire ( , , , , )}cci iv cc Dens H W Arζ⇔  
  FinPour 
  Pour chaque paire de sommets dissimilaires cc cci j, ν ν  
  Associer une arête 1cc ccScc i jE , ν ν≥ ⎡ ⎤ =⎣ ⎦ , 
  Appliquer la Procédure 7(Gcc(Vcc,E>Scc)), 
  Isoler les couleurs de forte régularité (texte), 
  et charger les ncct composantes de couleurs de 
  texte dans l’ensemble Ccct. 
  
Deuxième coloration : Formation des lignes de texte  
Construire Gcct(Vcct,E>Scct) à partir de l’ensemble Ccct 
Sommets :  
 Pour chaque ( ) 1 ...cc t c c tc c t i C i n∈ = faire 
          ( , , , , , , , , )ccti i d d f fv cct Dens H W Ar x y x yζ⇔  
 FinPour 
 Pour chaque paire de sommets dissimilaires ou non voisins 
 (par indexation) cct ccti j, ν ν  Associer une arête 1cct cctScct i jE , ν ν≥ ⎡ ⎤ =⎣ ⎦  
  Appliquer la Procédure 7(Gcct(Vcct,E>Scct)) 
  Chaque couleur de sortie représente une ligne de texte 
  L(i) dans l’ensemble CL.   
 
  
Troisième coloration : Formation des blocs de texte  
             Construire GL(VL,E>SL)  
             Sommets : 
              Pour chaque ( ) 1... LL i L i n∈ = faire 
                     
( , , , , , , , , , )Li i H H d d f fv L Dens H Ar x y x yµ σ θ⇔    
              FinPour 
   Pour chaque paire de sommets L Li j, ν ν  de Formes, 
   d’inclinaisons ou d’alignements dissimilaires ou qui ne 
   sont pas verticalement voisins  
    Associer une arête 1L LSL i jE , ν ν≥ ⎡ ⎤ =⎣ ⎦  
               Appliquer la Procédure 7(GL(VL,E>SL)) 
 
Chaque couleur représente un bloc de texte polygonal B(i)   
dans l’ensemble CB.  
  Fin 
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 La figure ci-dessous illustre le résultat de l’application des trois 
niveaux de coloration sur un document contenant à la fois des parties tex-




Figure 5. 33 : (a) zone d’adresse en niveau de gris, (b) image binaire, (c) pre-
mière coloration, (d) séparation texte/non texte, (e) deuxième coloration :  
extraction des lignes, (f) troisième coloration : extraction des blocs. 
 
  Nous avons évalué l'efficacité de notre méthode 
d’extraction de la structure physique sur une base de 10000 images de cour-
riers de structures complexes ( i.e présentant des difficultés diverses de 
segmentation). Plus de 95 % des blocs adresse ont été correctement seg-
mentés par notre méthode, contre 60% par la méthode de RLSA et à peine 
30% par la méthode de projection des profils.  
L'analyse de ces résultats prouve que plusieurs erreurs de sous ou 
sur segmentation commises par la méthode RLSA ou par la méthode de 
projection des profils peuvent être considérablement réduites en impliquant 
la coloration hiérarchique à toutes les phases de l’extraction de la structure 
physique.  
A l’observation des résultats produits sur les images de courriers, 
nous pouvons faire le double constat suivant : 
- notre approche de coloration hiérarchique produit un découpage 
(en connexités, lignes et blocs) très précisément étiqueté en composantes 
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- pour les composantes textuelles, l’approche hiérarchique de re-
groupement par coloration est très performante sur des images de mises en 
page complexes et bruitées (structure peu stable d’un courrier à l’autre, 
présence de bruits graphiques très fréquents …). Le système est capable de 
rejeter facilement les composantes parasites situées au voisinage des zones 
de texte.  
On peut voir sur les courbes suivantes, que notre proposition de 
segmentation permet de réduire considérablement les temps de traitement 
par rapport aux méthodes de segmentation plus conventionnelles tout en of-
frant une caractérisation complémentaire des composantes textuelles sur les 
trois niveaux de la hiérarchie.  
Il faut également préciser que nous avons choisi de montrer les ré-
sultats de notre approche de coloration en relation avec des approches de 
segmentation de complexité très faible (RLSA et projections de profils) qui 
procèdent par balayages simples de l’image sans heuristiques lourdes de 
décision. Pour l’approche RLSA, il est nécessaire de réaliser un double lis-
sage unidirectionnel de l'image à segmenter selon deux seuils (lissage hori-
zontal et vertical). La segmentation est obtenue en appliquant l'opérateur 
logique "and" sur les deux images. 
L’analyse de ces techniques (RLSA ou projections de profils) 
montre plusieurs insuffisances. La première insuffisance est liée au choix 
arbitraire des seuils de lissage (RLSA), à la sensibilité aux inclinaisons et à 
leur inadaptation à la segmentation des blocs graphiques, et des images 
contenant des structures de type tableaux (essentiellement pour les projec-
tions de profils). La deuxième insuffisance est liée à la difficulté de seg-
menter les documents à structures complexes sans l’intervention d’un utili-
sateur humain pour fixer les valeurs de seuils et garantir l’horizontalité des 
lignes d’écritures. 
D’autres approches comme la recherche par pavage de Fond de 
Pavlidis [PAV92] ou les approches de segmentation fondée sur l’analyse 
des espaces inoccupés et la fusion des segments d'espaces blancs adjacents 
comme celle d’Akindele dans [AKI93] permettent un partitionnement de 
l’image mais ne donnent aucune indication sur la nature des données (tex-
tuelle ou graphique). Des travaux précurseurs ont été proposés par Lee dans 
[LEE98] qui élabore une approche innovante d’analyse hiérarchique mul-
tiéchelle des images exploitant les décompositions en ondelettes et 
l’étiquetage des régions selon leur niveau d’homogénéité locale. La nature 
multiéchelle de ce travail présente un grand intérêt pour l’analyse de la 
structure des documents, cependant le passage au domaine fréquentiel et 
l’utilisation d’un support de décomposition spectral en fait une approche 
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très coûteuse en temps de calcul et impossible à mettre eu œuvre dans notre 
contexte industriel. 
                         
Figure 5. 34 : Comparatif des temps d’exécution (temps de binarisation  




           
 
Figure 5. 35 : (a) Image binaire, (b) résultat de RLSA ( les trois première lignes 
d’adresse sont fusionnées), (c) segmentation en ligne réussie (isolation des com-




              
 
 
Figure 5. 36 : (a) La projection fusionne des lignes d’adresse inclinées,  






Projection des profils 4-coloration de graphe 
Lignes  







(a) (b) (c) 
 Address block  
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5.5 Application de la théorie des graphes à la 
classification de documents 
 
5.5.1 Rappel du principe général de la RAD 
Cette application est dédiée aux documents de structure régulière. 
Nous avons expliqué dans le troisième chapitre comment l’intégration de la 
reconnaissance automatique du type de document permettait de réduire de 
façon significative les taux de rejets et les erreurs de lecture. Nous avons 
ainsi décidé d’appliquer cette opération importante comme étape prélimi-
naire de la chaîne de traitement dédiée au tri de documents hétérogènes (i.e. 
répartis en différentes classes homogènes de structures internes stables). 
Cette reconnaissance préalable de la nature de document doit diriger les 
autres étapes du processus de tri automatique de documents. Une fois le do-
cument identifié, le module de lecture possède la connaissance de la posi-
tion de la zone d’intérêt (la zone à lire) et la nature des traitements à effec-
tuer pour extraire que les données nécessaires à la reconnaissance des 
contenus, et à la prise de décision.  
Par exemple, si le système de tri automatique détecte : 
- un courrier manuscrit, il appliquera le processus localisation de 
bloc adresse adéquat, et les modules de reconnaissance de texte dédiés à de 
tels documents ; 
- une enquête, il ira lire les cases à cocher et le texte pré-casé ; 
- un RIB, il ira lire le numéro de compte ; 
- une facture, il réalisera des contrôles sur le numéro de facture. 
Dans le chapitre 4 nous avons présenté notre modélisation de la 
RAD en termes de b-coloration de graphe. Nous allons présenter dans cette 
partie les étapes détaillées de cette modélisation par graphe pour la recon-
naissance du type de documents de courriers d’entreprise. Nous utiliserons 
une description issue de l’analyse de la structure physique de documents 
exploitant notre méthode de segmentation basée sur la coloration de graphe 
que nous avons présenté dans la section précédente. La classification des 
documents est basée sur la b-coloration.  
Les étapes de notre méthode de RAD sont présentées dans le 
schéma de la figure 5.37. 
Notre méthode de binarisation est appliquée dans la première 
étape du processus de RAD. Nous utilisons ensuite notre méthode de détec-
tion des CCs avant de procéder à une extraction de la structure physique 
par coloration hiérarchique des composantes (figure 5.38). 
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Figure 5. 37 : Diagramme fonctionnel de la Reconnaissance automatique de Do-
cuments. 
 
                            
Figure 5. 38 : Seuillage local à proximité des zones de texte et détection des 
composantes connexes.  
 
A partir de là, nous appliquons notre méthode d’extraction de la 
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des bonnes propriétés de partitionnement de la coloration de graphes qui 
permettent de bien séparer les éléments pertinents puis de les regrouper en 
ensembles homogènes. Dans ce processus de partitionnement / regroupe-
ment, les éléments parasites sont automatiquement rejetés.  
Rappelons brièvement à ce stade le principe de l’extraction de la 
structure physique qui entre en jeu pour la reconnaissance de documents 
(RAD). Ce principe consiste à distinguer, par coloration des CCs (vues 
comme sommets du graphe), toutes les zones textuelles des zones non tex-
tuelles, puis à regrouper les CCs des zones textuelles en lignes. Les lignes 
les plus régulières correspondent aux lignes de texte imprimé (les lignes de 
régularité moyenne correspondent aux lignes manuscrites). L’angle 
d’inclinaison calculé dans cette phase est utilisé dans la description des do-
cuments comme paramètre global de l’inclinaison de document. Parallèle-
ment à l’extraction de la structure physique, on procède à une extraction de 
caractéristiques. Voici son principe en détails. 
 
5.5.2 Extraction des caractéristiques de documents 
 
L’extraction des caractéristiques a pour objectif de minimiser la 
quantité d’informations nécessaire à la séparation des documents. Elle est 
appliquée progressivement en parallèle à l’extraction de la structure phy-
sique. Pour représenter un document nous déterminons à partir de sa struc-
ture physique un certain nombre de caractéristiques : 20 caractéristiques 
locales, propres à chaque ligne de texte, et 15 caractéristiques globales, re-
latives au document dans son ensemble.  
 
5.5.2.1 Les 20 caractéristiques locales  
 Elles sont extraites à partir de chaque ligne de texte imprimé Li 
(elles regroupent les caractéristiques de forme incluant les relations spa-
tiales de chaque ligne par rapport aux autres lignes de documents). Ces ca-
ractéristiques sont : 
1) ( ) ( )cct i k in L card cct L= ∈  : nombre de composantes connexes de texte d’ième ligne.  
2) ( )Hcct iLµ  : hauteur moyenne des composantes connexes de la ligne Li. 
3) ( )Wcct iLµ  : largeur moyenne des composantes connexes de la ligne avec Li 
                          4)W(Li) : largeur d'une ligne, 
                          5) ( ) ( ) ( )i i iAr L H L W L= ×  : aire de la ligne Li. 
                          6) ( ) ( ) / ( )i i iL W L H Lζ =  : excentricité de la ligne Li.  
7)Xg(Li) : position horizontale centrée par rapport à l’abscisse du centre de gravité 
de toutes les lignes de texte présentes sur le document. Cette position est inva-
riante à la translation verticale des lignes de texte sur l’image. 
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L i L i L j L j
i d f d f
jL
Xg L x x x x
n =
⎡ ⎤= + − +⎢ ⎥⎣ ⎦∑      (5. 58) 
Où nL est le nombre de lignes de texte imprimé dans le document. 
8)Yg(Li) : position verticale centrée par rapport à l’ordonnée du centre de gravité 
de toutes les lignes de texte présentes sur le document. Cette position est inva-
riante à la translation horizontale des lignes de texte sur l’image. 





L i L i L j L j
i d f d f
jL
Yg L y y y y
n =
⎡ ⎤= + − +⎢ ⎥⎣ ⎦∑      (5. 59) 
9)OLH(Li) : ordre de la ligne de texte selon le tri des lignes (noté T) dans l’ordre 
croissant de leur position verticale (égale aussi au nombre de lignes situées « au-
dessus » de la ligne Li, dans le sens vertical). 
10)OLB(Li) : nombre de lignes qui se trouvent « en dessous » de la ligne Li selon le 
tri T, avec ( ) ( )LB i L LH iO L n O L= − .  
11)DPX (Li) : distance verticale de la ligne Li à la ligne précédente selon le tri T ;  
12)DPY (Li) : distance horizontale de la ligne Li par rapport à la ligne précédente 
selon le tri T ; 
13)DSX (Li) : distance verticale de la ligne Li à la ligne suivante selon le tri T ;  
14)DSY (Li) : distance horizontale de la ligne Li à la ligne suivante selon le tri T ; 
                          Avec : 
                         
( ) ( )
( ) ( )
( ) ( 1) ( ) ( 1)
Selon l'ordre de tri T
( ) ( 1) ( ) ( 1)
Selon l'ordre de tri T
j selon 
( ) ( ( ), ( 1)) , ,
( ) ( ( ), ( 1)) , ,
( ) ( ( ), ( 1))
L j L j L j L j
SX i SX d d f f
L j L j L j L j
SY i SY d d f f
PX i PX
D L D L j L j Max x x Min x x
D L D L j L j Max y y Min y y
D L D L j L j
+ +
+ +
= + = −
= + = −
= − ( ) ( )
( ) ( )
( ) ( 1) ( ) ( 1)
l'ordre de tri T
( ) ( 1) ( ) ( 1)
Selon l'ordre de tri T
, ,
( ) ( ( ), ( 1)) , ,
L j L j L j L j
d d f f
L j L j L j L j
PY i PY d d f f
Max x x Min x x




= − = −
  (5. 60) 
15)DGPX (Li) : distance entre l’abscisse du centre de gravité de la ligne Li et 
l’abscisse du centre de gravité de la ligne précédente selon le tri T ;  
16)DGPY (Li) : distance entre l’ordonnée du centre de gravité de la ligne Li et 
l’ordonnée du centre de gravité de la ligne précédente selon le tri T ;  
17)DGSX (Li) : distance entre l’abscisse du centre de gravité de la ligne Li et 
l’abscisse du centre de gravité de la ligne suivante selon le tri T ;  
18)DGPY (Li) : distance entre l’ordonnée du centre de gravité de la ligne Li et 
l’ordonnée du centre de gravité de la ligne suivante selon le tri T ; 
19)P : pente entre la ligne Li et le centre de gravité de toutes les lignes de docu-
ments. 
                          20) ( )iLθ  : Angle d’inclinaison de la ligne Li.  
Remarque : l’angle de l’inclinaison de la ligne ( )iLθ  est utilisé 
pour appliquer une rotation inverse des coordonnées de la ligne lors du cal-
cul des caractéristiques spatiales. Il rend cette description plus robuste à 
l’inclinaison des documents. 
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5.5.2.2  Les 15 caractéristiques globales  
Sont extraites à partir de la structure physique sur tout le docu-
ment. 
 
                      1) ccn  : nombre de composantes connexes dans tout le document ; 
                      2) Ln  : nombre de lignes de texte imprimé sur tout le document ; 
3) ( )
1...




=  : écart type de l’alignement horizontal gauche des lignes 
de texte de document ;  
4) ( )
1...




=  : écart type de l’alignement horizontal droit des lignes 







=  : écart type de l’alignement horizontal mesuré sur les 







=  : écart type de l’alignement vertical des lignes de texte de 
document. 
                      7) HLσ  : écart type des hauteurs des lignes  
                      8) WLσ  : écart type des largeurs des lignes 
9)  PLMax : Ordre de la ligne qui contient le plus grand nombre de CCs.  
                    10)SDX : mesure de régularité des profils horizontaux. 
                    11)SDY : mesure de régularité des profils verticaux.   
Avec : 
                        
1
( ) ( ) ( 1) et  ( ) ( ) ( 1)





SDX h x h x SDY h y h y
x x y y y y L
n
µ θµ θµ µ θµ θµ
θµ µ µ θµ µ µ µ
θ θ
θ θ θ θ θ θ
=
= − − = − −
= − = + =
∑ ∑
∑ (5. 61) 
où µθ est l’angle d’inclinaison de document (égale à l’inclinaison moyenne 
des lignes de texte) utilisée pour rendre SDX et SDY robuste à l’inclinaison 
des documents.  
h est l’histogramme des projections des profils.  
 
Figure 5. 39 : Mesures de régularité des profils horizontaux et verticaux. 
 
12) Dens : Densité totale de documents (rapport entre le nombre de pixels 
noirs et la surface de document).  
13)DensCCmax : Densité de la plus grande composante connexe (elle corres-
pond par exemple au plus grand tableau sur un formulaire). 
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                     15)Hccmax : la largeur de la plus grande CC dans le document. 
 
Remarque : Durant l’apprentissage ou la reconnaissance, chaque 
caractéristique doit être normalisée par son écart type sur tous les docu-
ments de la base d’apprentissage afin de pouvoir les comparer aux autres 
variables numériques présentant des unités de mesures différentes. Cette 
normalisation en variables centrées réduites est importante car elle permet 
de ramener des distributions caractérisées par des moyennes, des écarts-
types et des unités de mesure différents à un seul et même modèle théorique 
de référence : la distribution normale centrée réduite précisément. Il est 
alors possible d'effectuer des opérations qui seraient impossibles sur les 
échelles d'origine de chaque variable prise indépendamment des autres. 
 
5.5.3 Les représentations des documents utilisées  
La représentation de chaque type de document est basée sur la 
description de la structure physique uniquement. 
Nous utilisons ainsi deux types de représentations portant sur une : 
1) Représentation structurelle : chaque document j est représenté 
dans l’espace Rsn par une séquence ordonnée de n lignes de texte : ( )1 2( ) , ,...,j j jnRs j L L L= où la tème ligne Lt est représentée par un vecteur de 
p=20 caractéristiques locales avec ( )1 2, ,...,t t tt pL x x x= . 
2) Représentation vectorielle globale : chaque document j est 
représenté dans l’espace Rvm par un vecteur de m = 15 caractéristiques 
globales, avec ( )1 2( ) , ,...,j j jmRv j y y y= . 
1.  
5.5.4 Mesures de dissimilarité entre documents 
Pour comparer deux documents, on utilise la combinaison de deux 
distances (DRv dans l’espace Rvm et DRs dans l’espace Rsn) donnée par la 
formule suivante : 
              (1 )Rv RsDT D Dγ γ= + −      (5. 62) 
Expérimentalement, la valeur de γ est ajustée à 0.45 de manière à 
maximiser la qualité de classification Ψ [GAC08], avec :  
           
0 1




= =    (5. 63) 
Si deux documents sont séparés par une faible distance DT alors 
ils se ressemblent.  
La distance euclidienne normalisée DRv entre deux documents (i et 
j), représentés respectivement par les descripteurs Rv(i) et Rv(j), se calcule 
facilement de la façon suivante : 
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1( ), ( )  avec = 2
m
i j
R v k k
k




⎡ ⎤= −⎢ ⎥⎣ ⎦∑  (5. 64) 
La distance DRS réalise un mapping spatial entre les séquences 
Rs(i) de ni lignes et Rs(j) de nj lignes, elle est appelée la Warping Function. 
L’ajustement non-linéaire entre Rs(i) et Rs(j) peut être représenté par un 
chemin : C=c1,c2,…,c avec ck=(ik,jk) (figure 5.40). 
                                       
 
Figure 5. 40 : Principe de la fonction de déformation. 
 






( )  avec  ( ) ( , ) ( ) ( )
K
pk k
ik jk t tk











⎡ ⎤= = = −⎣ ⎦
∑ ∑∑  (5. 65)  
avec wk un coefficient de pondération non-négatif, utilisé en dénominateur 
pour compenser l’effet de K ( le nombre de point dans la Warping 
Function). Les fonctions tik et tjk doivent être croissantes et respecter 
certaines conditions de continuité comme : 
- La monotonie : 1 1  k k k kti ti et tj tj− −≥ ≥  
- La continuité : 1 11  1k k k kti ti et tj tj− −− ≤ − ≤  
- Les limites : 1 11,  1,    K i K jti tj ti n et tj n= = = =  
Le problème à résoudre devient : 
               [ ]
1




D Rs i RS j d c w
n n =
= ⋅+ ∑     (5. 66) 
Les coefficients de pondération : 
            -1 -1
1
+  et donc 
K
k k k k k k i j
k
w ti ti tj tj w n n
=
= − − = +∑    (5. 67) 
Chemin des corres-
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Ce qui revient à chercher parmi tous les chemins possibles, le 
chemin qui minimise la dissemblance entre la séquence Rs(i) et la séquence 
Rs(j). Ce problème peut se résoudre simplement en explorant tous les che-
mins possibles. 
Malheureusement, ce nombre de chemins possibles croit exponen-
tiellement avec les nombre de lignes dans les documents à comparer et le 
calcul de la distance DRs devient très coûteux. Ce problème peut être résolu 
de manière efficace par un algorithme de comparaison dynamique qui va 
rapidement mettre en correspondance optimale les lignes de deux 
documents. Le principe est qu’au lieu d’étudier tous les chemins possibles, 
il est possible de trouver la solution optimale en étudiant le problème 
localement (figures 5.40 et 5.41). 
                      
Figure 5. 41 : Comparaison dynamique de deux documents de même classe 
contenant des annotations manuscrites différentes. 
 
Il suffit alors, pour chaque point de l’espace Rsni× Rsnj, de trouver 
le chemin qui répond mieux aux critères de continuité tout en minimisant la 
contribution à l’accumulation de la distance globale. Il suffit donc d’étudier 
les transitions autorisées et d’appliquer la relation récursive locale : 
            1 1(1,1) 2 ( , )t tf d L L= ×   (5. 68) 
 
 
            
( 1, ) ( , )       
1...
( , ) ( 1, 1) 2 ( , )  avec 
1...
( , 1) ( , )       
ik jk
k k t t
k iik jk
k k k k t t
k jik jk
k k t t
f ti tj d L L
ti n
f ti tj f ti tj d L L
tj n
f ti tj d L L
⎧ ⎫− + =⎪ ⎪= − − + ×⎨ ⎬ =⎪ ⎪− +⎩ ⎭
    (5. 69) 
        [ ] 1( ), ( ) ( , )Rs i j
i j
D Rs i RS j f n n
n n
= +    (5. 70) 
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Où f (ni, nj) est la distance cumulée le long de chemin optimal al-
lant du point (1,1) au point (ni, nj). f est évaluée sur tout le domaine par un 
parcours colonne par colonne ou ligne par lignes en partant du point (1,1). 
 
5.5.5 Principe de la classification automatique des documents 
 
Nous représentons un ensemble R de N documents dans un graphe 
G≥SDT=(V={v1,…,vj}, E≥SDT) où chaque sommet correspond à un document. 
Deux sommets vi et vj sont alors adjacents si et seulement si la distance DT 
entre les documents i et j est supérieure strictement à un seuil SDT. Le mé-
canisme d’optimisation de ce seuil est détaillé dans le chapitre 4 (section 
4.5.2.1). L’adjacence entre les sommets peut être donnée par :  
                 




DT v v S
E , ν ν >⎧⎡ ⎤ = ⎨⎣ ⎦ ⎩  (5. 71) 
Afin de ranger les éléments de l’ensemble de documents R dans 
des classes homogènes, on applique l’algorithme de b-coloration décrit 
dans le chapitre 4 (Procédures 2, 3, 4, 5 et 6) sur le graphe seuil G≥SDT. 
Cette b-coloration permet d’affecter à chaque sommet de G≥SDT une couleur 
de telle sorte que deux sommets adjacents (paire de documents dont la dis-
similarité est supérieure au seuil SDT) ne doivent pas avoir la même couleur, 
et que pour chaque classe de couleur, il doit exister au moins un sommet 
dominant (sommet qui est adjacent à au moins un sommet dans chacune des 
autres couleurs). Une classification associée à chaque valeur de seuil SDT 
est alors retournée avec un critère d’évaluation supervisé de la qualité de 
cette classification. La meilleure classification retenue correspond au seuil 
qui permet d’assurer une qualité maximale de classification ψ traduite par 
la formule suivante : 
                        [ ]Smin, Smax





  (5. 72) 
Le critère ψ permet de comparer localement et globalement le ré-
sultat d’une coloration (ou classification) C avec la coloration de référence 
Cref appelée vérité terrain. Cette vérité est constituée par association ma-
nuelle d’une étiquette de classe à chaque sommet (document). Le détail de 
ce mécanisme est exposé au chapitre 4, section 4.2.1. Nous adaptons donc à 
tous ces objectifs le critère de Martin et al dans [MAR01] de la façon sui-
vante : 
                ( ) { }
1
1( ) ( ), ( ) min ( ), ( ) , ( ), ( )
n
DT SDT ref SDT RL ref RL ref
i




⎡ ⎤ ⎡ ⎤= = ⎣ ⎦ ⎣ ⎦∑  (5. 73) 
                          avec ERL erreur de raffinement local définie comme suit : 
                   
[ ( ( ))] [ ( ( )) ( ( ))]
( ), ( )
[ ( ( ))]
i i ref i
RL ref
i
card L c v card L c v L c v
E c i c i
card L c v
− ∩⎡ ⎤ =⎣ ⎦    (5. 74) 
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avec L(c(vi)) ensemble des sommets de G qui ont la même couleur que le 
sommet vi, L(cref(vi)) l’ensemble des sommets de V qui ont la même couleur 
que le sommet i. Cref (i) est la couleur de référence de sommet i.  
Le critère de qualité Mg sous sa forme finale tient compte des in-
formations globales sur les sommets mal colorés ou confondus et permet de 
rendre compte, classe par classe, des erreurs de classification estimées par 
l’indicateur local ERL.  
 
5.5.6 Mécanismes d’apprentissage embarqués 
Dans cette étape on fournit à la machine d’apprentissage une base 
R de N=512 documents répartis en 14 classes.  
 
    
C1 C2 C3 C4
C5 C6 C7 C8 C9
C10 C11 C12 C13 C14  
Figure 5. 42 : Exemple de différentes classes de documents. 
 
La répartition (étiquetage) préalable des documents de la base 










bleau 5.3 : Répartition des documents de la base d’apprentissage. 
 
L’algorithme d'apprentissage utilise donc d’une façon itérative la 
technique de classification automatique exposée à la section 6. L’objectif 
Classes Documents  Classes Documents 
C1 1 - 64  C8 289 - 320 
C2 65 - 128 C9 321 - 352 
C3 129 - 160 C10 353 - 384 
C4 161 - 192  C11 385 - 416 
C5 193 - 224  C12 417 - 448 
C6 225 - 256  C13 449 - 480 
C7 257 - 288  C14 481 – 51 2 
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est de ranger par b-coloration de graphe les documents de la base 
d’apprentissage dans des classes homogènes. 
Dans cette application, nous disposons de 14 classes précisément.  
La courbe suivante montre les mesures ψ de la qualité de classifi-
cation (par évaluation supervisée) pour chaque valeur de seuil d’adjacence 
qui varie dans l’intervalle] 0, 1[avec un pas 0.02.   















































































































         
Figure 5. 43 : La qualité de la classification associée à chaque seuil, le pic dans 
la courbe correspond au seuil qui offre une qualité de classification optimale  
( SDT=0.34). 
 
Le résultat de la b-coloration de qualité maximale associé au seuil 
SDT=0.34 représente le résultat final de la classification des documents de 
la base d’apprentissage finale (c’est la classification qui offre une erreur de 
classification minimale).  
    
Figure 5. 44 : (a) Représentation de 512 documents dans l’espace de 
caractéristiques, (b) émergence des 14 classes par b-coloration (SDT=0.34). 
 
À l’issue de l’étape de b-coloration associée au seuil optimal 
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(représentants des classes) { }** *1 ,..., NR R R∗ = qui seront utilisés pour reconnaître 
le type du document en temps réel.  
 
5.5.7 Comparaison de la pertinence de l’approche de classification par          
b-coloration :  
Nous avons comparé les performances de notre méthode de classi-
fication par b-coloration de graphe avec d’autres méthodes de classification 
sur la même base d’apprentissage. Il existe une quantité importante de mé-
thodes pour la classification de documents. Toutes sont issues des re-
cherches sur l’apprentissage. L’étape de représentation des documents est 
essentielle quelle que soit l’approche choisie : la plupart des méthodes né-
cessitent de représenter chaque document sous la forme d’un vecteur (type 
attribut/valeur). Aussi, appliquées à la classification de documents, les mé-
thodes peuvent se révéler très lentes puisqu’il est courant de traiter plu-
sieurs centaines (voire milliers) de composantes connexes pour chaque do-
cument. 
Nous avons choisi la méthode K-means très couramment utilisée 
dans ce type d’applications et la méthode SVM (non linéaire basée sur un 
noyau gaussienne) très performante sur de grandes bases d’images (voir 
chapitre 3, section 3.2). 
Pourquoi le k-means ? 
Les approches par k-means sont simples à mettre en œuvre et faci-
lement compréhensibles. Elles sont de complexité relativement faible par 
rapport à d’autres méthodes de classification (complexité en O(k.n), où n et 
k sont respectivement le nombre d’objets à classer et le nombre de classes). 
Dans ce type de méthodes le nombre de classes doit être fixé au début : 
elles ont une très mauvaise capacité à catégoriser des données bruitées ou 
proches de plusieurs classes en même temps. Le résultat dépend fortement 
du tirage initial des points représentant les centres des classes. 
                                                                 
Figure 5. 45 : Représentation des 14 classes formées par Kmeans sur la base 
d’apprentissage. 
Pourquoi le SVM? 
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Les SVM sont plus évoluées par rapport  aux Kmeans, lorsque les 
classes son non linéairement séparables, elles consistent à projeter les don-
nées dans un espace de grande dimension par une transformation basée sur 
une fonction noyau gaussien. Dans cet espace transformé, les classes sont 
séparées par des classifieurs linéaires qui maximisent la marge. La com-
plexité d'un classifieur SVM va donc dépendre non pas de la dimension de 
l'espace des données, mais du nombre de vecteurs supports nécessaires pour 
réaliser la séparation, donc de la taille de l’ensemble d’apprentissage. Par 
ailleurs,  ces méthodes exigent une étape fastidieuse d’étiquetage de tous 
les documents de la base d’apprentissage, procédure qui devient encore très 
difficile lorsqu’on veut effectuer un apprentissage incrémental. 
 
Figure 5. 46 : Projection des documents sur les axes principaux 1, 2. 14 classes 
ont été formées par SVM à partir de la base d’apprentissage (les 112 vecteurs 
                    supports sont représentés avec le signe « + »).  
  
Nous avons utilisé la mesure ψ pour évaluer le taux de confusion, 
la pertinence et la précision de la classification de 512 documents de la 
base d’apprentissage obtenue par chacune des trois méthodes (KMeans, 
SVM et b-coloration). Plus cet indice est proche de 100%, plus la classifi-
cation est correcte. L’histogramme suivant montre que la b-coloration 
donne une meilleure classification par rapport aux deux autres méthodes.  














Figure 5. 47 : Comparatif des méthodes de classification en utilisant la mesure 
de qualité ψ pour chaque méthode (Ψ(Kmeans)=83.32%, ψ(SVM)=91.60%, ψ(b-
coloration, SDT=0.34)=97.32%) 
SVM 
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5.5.8 Reconnaissance du type de document 
5.5.8.1 Rappel des scénarios testés  
La phase de reconnaissance en temps réel du type d’un document 
passant dans une chaîne de tri exploite le résultat de l’apprentissage par b-
coloration sous forme de représentants de classes (sommets dominants). 
Pour effectuer cette reconnaissance, nous comparons les résultats de recon-
naissance obtenus selon les trois scenarios que nous avons présentés en dé-
tails dans le chapitre 4 (section 5.3), avec :  
Scénario 1 : distance minimale entre classes (utiliser le sommet 
de la plus grande dominance comme représentant des classes). 
Scénario 2 : approche barycentrique (chaque classe est représen-
tée par barycentre de ses sommets dominants). 
 
Pour les deux premiers scénarios la fonction de décision est 
presque la même. Étant donné un document d’entrée T(i), l’objectif du 
système de reconnaissance est de comparer sa description avec celles de 
tous les représentants des classes (sommets de plus grande dominances ou 
les barycentres des sommets dominants de chaque classe) de R* issues de la 
phase d’apprentissage. L’algorithme d’appariement reconnaît en temps réel 
le type de document T(i) à partir du type le plus proche dans R* de la façon 
suivante : 







Rejet  si  argmin ( ),
( )





DT T i R S
Type T i
Type R DT T i R
=
=
⎧ ⎡ ⎤ >⎣ ⎦⎪= ⎨ ⎡ ⎤⎪ ⎣ ⎦⎩
  (5. 75) 
Le seuil d’adjacence SDT permet aussi de délimiter les 
connaissances du classifieur pour rejeter les documents qu'il n'a pas appris 
à reconnaître. 
A titre d’illustration, l’exemple de la figure suivante montre deux 
documents (T1 et T2) à reconnaitre en utilisant les sommets dominants nu-
mérotés de 1 à 14 (représentants de 14 classes) obtenus durant 
l’apprentissage par b-coloration. Le document T1 est plus proche du 
sommets dominant 8 avec une distance inférieure à SDT : il est donc reconnu 
comme un document appartenant à la 8ème classe. La distance du document 
T2 par rapport aux sommets dominants les plus proches est supérieure à SDT 
: le document T2 doit donc être rejeté par le système. 
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Figure 5. 48 : Exemple de reconnaissance ou de rejet de documents en utilisant 
les représentants des classes issues de l’apprentissage par b-coloration. 
 
Scénario 3 : choix d’une fonction de densité de voisinage. Au lieu 
d’utiliser le barycentre des dominants ou le sommet le plus dominant 
comme unique prototype d’une classe, la méthode du plus proche voisin 
fait intervenir les kd sommets les plus dominants de chaque classe (Expéri-
mentalement kd =5).  
 
5.5.8.2 Évaluation de la reconnaissance et du rejet  
Nous avons testé les trois scénarios avec une base de test de 576 
documents répartis en 14 classes dont le type a été appris et 2 classes dont 
le type n’a pas été appris (tableau 5.4).  
Classe N° de document Classe N° de document 
C1 1 – 64 C8 289 – 320 
C2 65 – 128 C9 321 – 352 
C3 129 - 160 C10 353 - 384 
C4 161 - 192 C11 385 - 416 
C5 193 - 224 C12 417 - 448 
C6 225 - 256 C13 449 - 480 
C7 257 - 288 C14 481 - 512 
C15 513-544 C16 545-576 
Tableau 5.4 : Répartition des documents de la base de test sur les 16 classes de 
576 documents. 14 classes apprises (1-14) et 2 classes de rejet non apprises (15 
et 16). 
Les courbes de la figure suivante montrent les taux de reconnais-
sance sur les 14 classes connues et leurs taux de rejet sur les 2 classes 
inconnues selon les trois scénarios. Les courbes montrent que le troisième 
scénario améliore le taux de reconnaissance par rapport aux deux premiers 
en réduisant notamment les erreurs d’affectation et offrant une meilleure 
décision de rejet sur les documents dont le type n’a pas été appris lors de 
l’étape d’apprentissage.  
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Figure 5. 49 : Comparatif de performances de reconnaissance des trois  
scénarios. 
 
Nous avons finalement comparé les performances de 
reconnaissances par notre méthode ( qui utilise le scénario 3) par rapport 
aux méthodes basées sur les Kmeans et les SVM. Les courbes suivantes 
montrent leurs taux de reconnaissance sur les 14 classes connues et leurs 
taux de rejet sur les 2 classes inconnues. La b-coloration donne de 
meilleures performances aussi bien au niveau de la reconnaissance qu’au 
niveau des rejets. On remarque que le système de reconnaissance basée sur 
Kmeans n’arrive pas à reconnaître les classes C6 et C10. Ceci revient à la 
confusion de la classe C6 avec la classe C3 et de la classe C10 avec la classe 
C11 à cause de similitude de leurs structures physiques. La reconnaissance 
basée sur les SVM présente quelques confusions remarquables au niveau de 
la classe 6 alors que la b-coloration montre une grande fiabilité.  
                   
Figure 5. 50 : Comparatif des trois classifieurs. 
La courbe suivante montre les temps moyens nécessaire pour 
binariser, extraire la structure physique et reconnaitre la nature des 
documents de chacune de classes. Pour des documents de grande 
complexité (classes C13) le temps ne dépasse pas les 480 ms sur une 
machine de 1Go de RAM de vitesse 1.6 GHZ. Sur des machines plus 

























Très bon rejet par 
 b-coloration 
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Figure 5. 51 : Temps nécessaire à toutes les étapes de reconnaissance automa-
tique du type de documents. 
 
5 .5.9 Apprentissage incrémental 
L’apprentissage incrémental qui est intégré à notre système repose 
lui aussi sur le principe de b-coloration. Il vise à profiter du flux de docu-
ments entrants (passant dans la chaîne de tri) pour enrichir la base 
d’apprentissage existante. Ceci permet d’intégrer dans cette base des nou-
veaux documents qui auraient naturellement été rejetés et d’élargir les con-
naissances du système de lecture pour reconnaître des nouvelles classes. 
Notre approche de mise à jour de l’apprentissage repose sur un processus 
incrémental, respectant les critères imposés par la b-coloration. Ce méca-
nisme d’apprentissage incrémental est détaillé au chapitre 4 (Procédures 8 
et 9, section 5.2). Pour évaluer cette approche en terme de séparabilité entre 
classes, nous alimentons de deux manières différentes le système 
d’apprentissage incrémental par 576 documents de la base de test : 
- tout document (représenté par le sommet vn+1) qui était bien re-
connu est considéré comme étant directement attribuable à une classe exis-
tante Ci∈C (formée durant le premier apprentissage). On applique sur le 
sommet vn+1 la procédure 8 (Insertion_sommet_reconnu(vn+1 , Ci, C , 
G≥SDT)). 
- tout document (représenté par le sommet vn+1) rejeté par le sys-
tème est considéré comme étant attribuable à une nouvelle classe créée 
respectant le critère de dominance entre les classes. On applique sur le 
sommet vn+1 la procédure 9 (Insertion_sommet_rejeté (vn+1 , G≥S)). 
 
La figure suivante montre la représentation des 576 documents de 
la base test « b-colorés » et associés par apprentissage incrémental au 
résultat de premier apprentissage (section 5). L’apprentissage incrémental 
permet une adaptation automatique avec les nouveaux documents injectés 
et une mise à jour autonome des classes existantes (C1-C14). Il a permis de 
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créer deux nouvelles classes (C15 et C16) à partir d’éléments rejetés durant 
la reconnaissance basée sur le premier apprentissage. À l’issue de cet 
apprentissage, le système envoie un message au superviseur lui signalant la 
présence de deux nouvelles classes de documents de volume important. Ce 
message permet au superviseur d’accepter l’intégration de ces deux 
nouvelles classes dans le processus de reconnaissance et de leur associer un 
ensemble de critères nécessaires au tri. Cette étape va permettre au système 
de tri de classer désormais une gamme plus étendue de documents entrants.  
 
Figure 5. 52 : (a) premier apprentissage sur la base de 512 documents (résultat 
de b-coloration de graphe), (b) résultat de l’apprentissage incrémental par 
insertion de 576 documents de la base de test. Les classes 15 et 16 sont les deux 
nouvelles classes crées automatiquement à partir des documents rejetés. 
 
5.5.10 Conclusion  
Nous avons présenté une nouvelle méthode de reconnaissance du 
type de documents basée sur la coloration hiérarchique des graphes. Notre 
méthode utilise une représentation issue de la description de la structure 
physique des documents. La coloration hiérarchique de graphe a été 
introduite dans la phase de segmentation pour augmenter la robustesse aux 
composantes parasites considérées comme facteurs d’erreur des méthodes 
classiques de segmentation. La b-coloration a été introduite dans la phase 
d’apprentissage pour garantir un excellent partitionnement entre catégories 
de documents. Grâce au nombre restreint de règles dont elle dispose, cette 
nouvelle technique répond à une large variété de documents, offre une vraie 
représentation des classes par documents dominants et garantit une 
meilleure disparité interclasses. De plus, nous avons pu augmenter la 
cohérence entre les différentes phases de la RAD par l’exploitation de la b-
coloration et réduire les temps de calcul. 
Nous avons également présenté un nouveau modèle 
d’apprentissage incrémental basé sur la b-coloration. Grâce à ce modèle, le 
Classe 15 
Classe 16 
(b) b-coloration de 1088 documents (512+576) (a) b-coloration de 512 documents 
Apprentissage  
incrémental 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





système de la RAD est capable d’apprendre de nouveaux types de docu-
ments à partir de très peu d’exemples. Il peut s’adapter et s’améliorer à par-
tir de chaque nouveau document passant dans la chaîne de tri. Durant la 
phase d’apprentissage, nous avons intégré une approche de l’évaluation de 
la classification afin d'améliorer la classification elle-même et conduire 
ainsi à de meilleurs taux de reconnaissance de type de document. 
Notre processus d’optimisation du seuil d’adjacence portant sur la maximi-
sation de la qualité de la classification peut être considéré comme similaire 
à l’optimisation des poids synaptiques d’un réseau de neurones pour mini-
miser l’erreur de l’apprentissage. Chaque neurone formel possède des ca-
ractéristiques propres, en particulier un seuil de déclenchement, assimilable 
à un poids synaptique dont le dépassement implique la décharge du neu-
rone, c'est-à-dire la transmission d'une information de sortie. La fonction 
seuil interne à chaque neurone formel assure que la valeur de sommation 
des potentiels pré-synaptiques ne dépassera pas certaines limites raison-
nables. 
De façon similaire, il est tout à fait envisageable de comparer le 
processus de b-coloration du graphe avec le principe d'apprentissage des 
SVM : les sommets dominants de la b-coloration jouant un rôle relative-
ment comparable à celui des vecteurs de supports des SVM. 
Le constat que nous pouvons faire de la grande généricité et de la 
grande simplicité de notre approche de coloration (et de b-coloration) de 
graphe à toutes les étapes de reconnaissance et d'apprentissage fait de notre 
méthode de RAD un outil réellement performant. 
 
5.6 Application de la b-coloration de graphes 
au service de la  localisation du bloc 
adresse 
Nous travaillons ici sur un cas particulier de documents : il s’agit 
de courriers d’entreprises de structure irrégulière qui font l'objet d’une re-
connaissance du bloc contenant l’adresse de destination, qu'elle soit impri-
mée ou manuscrite, en vue de son tri. Cette application concerne aussi bien 
des lettres que des colis ou des plis (lettres de grand format, magazine, re-
vues, journaux, documents publicitaires). La localisation automatique des 
adresses consiste à rechercher dans chaque bloc des groupes de lignes 
d'écriture ou de caractères organisés en un ensemble présentant les caracté-
ristiques typiques d'une adresse (position sur l’enveloppe, nombre de 
lignes, taille des lignes, espacement, alignement). Nous avons présenté 
dans le chapitre 3 (section 3.3) les différentes contraintes qui accompagnent 
généralement les mécanismes de tri de courriers ainsi que les méthodes es-
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sentielles de LBA. Nous les avons classées selon leur modalité d’action à 
travers différentes approches allant de l’émergence des blocs à la décision. 
Nous avons également expliqué, su des images de courriers de structures 
complexes, comment les méthodes basées sur l’apprentissage se présentent 
comme des solutions alternatives robustes permettant au système de se libé-
rer des tâches fastidieuses et coûteuses de réglage manuel de paramètres ou 
de règles à appliquer.. La complexité de ces documents est souvent liée à la 
présence de figures, des logos, de lignes de texte publicitaires des codes à 
barres et de tableaux très proches à la zone d’adresse. Après l’extraction et 
la description des blocs présents sur une image de courrier, la phase de re-
connaissance qui utilise le résultat de l’apprentissage repose sur une prise 
de décision importante portant sur l’inspection de l’ensemble des données 
obtenues pour identifier le bloc adresse parmi plusieurs candidats. C’est 
dans ce cadre que nous avons orienté notre proposition visant plus de ro-
bustesse, de souplesse et de performances en temps et en précision par rap-
port à l’existant.  
Nous avons présenté dans le chapitre 4 (section 4.4.2.2) notre 
formulation de la problématique de LBA portant sur le concept de b-
coloration de graphes jamais exploité dans un tel contexte. Nous avons pré-
senté également dans le même chapitre les fondements de la conception de 
la partie apprentissage issue de l’adaptation de la b-coloration appliquée à 
la LBA ainsi que les différents scénarios de d’identification du bloc 
adresse. Nous détaillons dans cette partie les différentes étapes de concep-
tion complète du système de localisation de bloc adresse qui procède aux 
enchaînements suivants : 
- Analyse hiérarchique de la structure physique (formation et stra-
tégie de description des blocs par la méthode décrite aux sections 5.2 et 
5.3). 
- Apprentissage pour la localisation de bloc adresse. 
- Reconnaissance (identification) du bloc adresse parmi plusieurs 
candidats. 
 
5.6.1 Analyse hiérarchique de la structure physique  
 
5.6.1.1 Rappel de l’approche pyramidale de caractérisation et de formation 
des blocs 
L’extraction de la structure physique des documents consiste à 
segmenter l’image de courrier en blocs de texte par coloration hiérarchique 
de graphe et à déterminer les propriétés caractéristiques de chacun des 
blocs afin de distinguer la plus justement possible un bloc adresse parmi un 
ensemble de blocs candidats. Reconnaître ensuite en temps réel un bloc in-
connu consiste à déterminer ses propriétés, à les comparer à celles des 
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blocs de référence (représentants des classes issus de la phase 
d’apprentissage par b-coloration de graphe sur une base représentative de 
blocs) et à prendre une décision de reconnaissance.  
Nous avons présenté dans la section précédente les différentes 
étapes de segmentation des images de courrier en blocs de texte homogène.  
Nous avons mis en avant le principe de coopération hiérarchique 
entre les phases de description et de segmentation des blocs. La description 
représente l’ensemble des mesures (caractéristiques) effectuées sur trois ni-
veaux (les CCs, les lignes et les blocs de texte) reflétant la position et 
l’identité de la forme générale de chaque bloc. La progression dans la hié-
rarchie permet à chaque niveau d'utiliser toutes les informations exprimées 
dans les autres niveaux. On tire ainsi partie des avantages des deux phases, 
et on acquiert des connaissances plus précises sur le contenu de l'image 
jusqu’à l’obtention d’une description globale de tous les blocs. Chaque jeu 
de caractéristiques peut être visible à différents niveaux de perception. Par 
exemple, l’alignement des lignes de texte n’est pas perçu au même niveau 
que l’espacement des caractères, ni celui de la position des blocs sur 
l’enveloppe (voir la figure 5.53). 
      
Figure 5. 53 : Extraction hiérarchique des caractéristiques et perception des  
caractéristiques aux différents niveaux de la pyramide. 
 
5.6.1.2 Caractérisation hiérarchique complète des contenus 
Une fois toutes les propriétés extraites de chaque bloc à partir des 
trois niveaux de la hiérarchie, on les exprime sous la forme d’une représen-
tation vectorielle qui servira de base aux étapes ultérieures d’apprentissage 
et de reconnaissance de bloc adresse. La description complète de chaque 
bloc de texte (candidat au label « bloc adresse ») noté 
 avec 1...i B BB C i n∈ = est basée sur l’ensemble de 21 caractéristiques sui-
vantes. Elles sont rassemblées en trois grands groupes : les caractéristiques 
morphologiques traduisant les propriétés de nature plus topologiques des 
blocs, les caractéristiques d’homogénéité des blocs permettant d’informer 
sur les densités moyennes des contenus, les propriétés d’alignement rensei-
gnant sur la localisation du bloc sur la page.  
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1) Nombre de composantes connexes de texte d’ième bloc 
( ) ( )cct i k in B card cct B= ∈   
                      2) Nombre de lignes de ième bloc ( ) ( )L i j in B card L B= ∈  
                      3) L’aire ( ) ( ) ( )i i iAr B H B W B= ×   
                      4) L’excentricité ( ) ( ) / ( )i i iB W B H Bζ =  
                           5) La densité du ième bloc 
( )
1
1( ) ( ) ( )  avec  L
( )
nL Bi
i j j j i
ji
Dens B Dens L Ar L B
Ar B =
= × ∈∑  
                      6) La hauteur du ième bloc ( ) ( )( ) B i B ii f dH B y y= − . 
                      7) La largeur du ième bloc ( ) ( )( ) B i B ii f dW B x x= −   
                      8) La hauteur moyenne des CCs de bloc ( )Hcct iBµ  
                      9) La largeur moyenne des CCs ( )Wcct iBµ . 
                    10) La largeur moyenne des lignes ( )WL iBµ  
 
Les caractéristiques d’espacement 
                    11) L’espace interlignes moyenne 
                    12) Le plus grand espace interlignes 
                    13) Le plus petit espace interlignes 
 
Les caractéristiques d’homogénéité (distinction de texte manuscrit et de texte 
imprimé) 
                    14) L’écart type des aires ( )Arcc iBσ  des composantes 
                    15) L’écart type des excentricités ( )cct iBζσ des composantes. 
                    16) L’écart type des hauteurs des Ccs ( )Hcct iBσ  
                    17) L’écart type des largeurs ( )Wcct iBσ  
                    18) L’écart type des hauteurs des lignes ( )HL iBσ  
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Les caractéristiques de position  du ième bloc sur l’enveloppe de largeur W et 
de hauteur H : 














Les caractéristiques de l’alignement vertical des lignes dans le 
ième bloc : 
 
                      21) Alignement vertical des lignes de bloc (Bi). 


































d i nL Bi
j
j Lj Bi









 (5. 79) 
 
L’étiquetage logique de bas niveau (en blocs de texte et non texte) 
issu de l’étape d’extraction de la structure physique permet d’orienter le 
système à chercher le bloc adresse uniquement dans l’ensemble des blocs 
textuels. Dans certains cas ambigu, lorsque deux blocs de texte sont identi-
fiés comme blocs adresse avec un même score de reconnaissance, les blocs 
non textuels (comme les logos, des figures, le cachet) peuvent servirent de 
repères pour une exploitation des relations spatiales des blocs afin de choi-
sir au final le bloc qui se positionne le mieux pour présenter la zone 
d’adresse. Pour cette raison, nous avons constitué notre base 
d’apprentissage de telle sorte que l’on dispose à la fois de blocs textuels et 
de blocs non textuels. 
Rappelons à ce stade de l’analyse, que les blocs non textuels sont 
déduits par comparaison entre la carte composantes connexes CCM={FMi} 
des blocs bruts formée par les gradients cumulées lors de la binarisation et 
la carte des blocs textuels obtenue durant l’extraction de la structure phy-
sique par coloration. 
Cette déduction donne un ensemble de blocs 
{ }1...nt ntM B i BntB CC C B i n= ∩ = = . Chaque bloc non textuel est décrit par les 
caractéristiques décrites par les équations 1,3,4, 5, 6,7,8,9,14,15,16,17,18 et 
20 (c-à-d : même caractéristiques que les blocs textuels mais sans celles qui 
sont relatives au lignes qui correspondent aux équations 2, 10,11, 12, 13,19 
et 21),  Et en plus en utilise les écarts types de positions des composantes 
connexes dans le bloc non textuel ( ), ( ), ( ), ( )nt nt nt ntxd i yd i xf i yf iB B B Bσ σ σ σ . 
 
5.6.2 La reconnaissance du bloc adresse  
La reconnaissance du bloc adresse regroupe les deux tâches 
d’apprentissage et de décision qui jouent des rôles tout à fait complémen-
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taires dans le processus d’identification de la nature des blocs. En effet, 
elles tentent, toutes les deux, d’utiliser la même description des blocs et la 
même mesure de distance, soit pour ranger ces blocs dans des classes ho-
mogènes lors de l’apprentissage (il s’agit là d’un problème de classifica-
tion), soit pour attribuer chaque bloc à un représentant d’une classe lors de 
la décision (il s’agit d’un problème de classement).  
L’ensemble des représentants des classes est le résultat de 
l’apprentissage par b-coloration, il représente les meilleurs modèles à utili-
ser pour identifier en temps réel le bloc adresse d’une enveloppe inconnue à 
trier. Le résultat de la décision est donc un avis sur l’appartenance ou non 
d’un bloc inconnu aux modèles de l’apprentissage. A partir de représentants 
de chacune des classes, chaque bloc inconnu doit être attribué à une classe 
parmi les N classes possibles issues de l’apprentissage (ou être attribué à 
une classe dite « de rejet » si le bloc adresse est trop éloigné pour être iden-
tifié : l’objet postal doit alors être envoyé à la station de vidéo codage et 
l’adresse doit être saisie manuellement). Dans la suite, nous allons présen-
ter ces tâches en détaillant les approches qui les réalisent. 
 
5.6.2.1 Apprentissage pour la localisation du bloc adresse 
A fin de préparer une base d’apprentissage représentative nous 
avons sélectionné 400 blocs de plusieurs catégories (blocs adresse, timbre, 
logos...), issus de l’extraction de la structure physique d’une grande variété 
d’images de 250 enveloppes. Les blocs de la base sont répartis selon la fa-
çon suivante : 150 blocs-adresse imprimée de différents mise en formes, 
100 blocs-adresse manuscrite et le reste représentant des timbres, des ca-
chets, logos et autres blocs graphiques.  
Nous construisons notre graphe d’apprentissage que l’on note G>S 
juste après la description de chaque bloc de la base par un vecteur de carac-
téristiques discriminant (sections 5.2, 5.3 et 5.4). Chaque sommet de G>S 
est associé à un bloc. Pour effectuer une première coloration, nous appli-
quons la procédure 1 sur le graphe G>S, quelques couleurs qui en résultent 
ne possèdent aucun sommet dominant. Nous nous servons, par la suite, des 
procédures (2, 3, 4, 5 et 6) pour b-colorer les couleurs non dominantes de 
G>S (voir le chapitre 4 section 4.5.2.2).  
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Figure 5. 54 : Exemples de différents blocs de la base (les composantes de texte 
sont marquées en rouge).  
 
La dissemblance entre deux blocs de même nature (texte ou non 
texte) représentés par les sommets vi et vj est une distance euclidienne qui 
compare les caractéristiques de ces blocs deux à deux de la façon suivante : 
                     
( )2
1
( , )         
P
k k
i j i j
k





P est le nombre de caractéristiques utilisées pour décrire chaque 
bloc : il est égal à 21 pour les blocs Bi textuels et à 18 pour les blocs
nt
iB   
non textuels. 
Les adjacences entre sommets qui correspondent aux blocs de la 
base d’apprentissage sont données par les relations suivantes : 
 
- Si les deux blocs sont textuels :  
                                             




S i j S i j
v v S
E B , B E , ν ν≥ ≥ ≥⎧⎡ ⎤ ⎡ ⎤= = ⎨⎣ ⎦ ⎣ ⎦ ⎩   (5. 81) 
- Si les deux blocs sont non textuels : 
                                         




nt nt nt nt i j
S i j S i j
S
E B , B E , 
ν νν ν≥ ≥ ⎧ ≥⎪⎡ ⎤ ⎡ ⎤= = ⎨⎣ ⎦ ⎣ ⎦ ⎪⎩  (5. 82) 
- Si les deux blocs sont de nature différente (on doit toujours leur 
associer une arrête pour qu’ils n’aient jamais la même couleur) : 
                                  1n t n ti j i jE B , B E , ν ν⎡ ⎤ ⎡ ⎤= =⎣ ⎦ ⎣ ⎦                      (5. 83) 
Nous pouvons remarquer ici que l’étiquetage des blocs en texte ou 
non texte durant l’extraction de la structure physique contribue à la cons-
truction du graphe pour l’apprentissage. 
L’optimisation automatique du seuil d’adjacence S est basée sur 
un critère d’évaluation non supervisée de la qualité de la classification que 
nous avons détaillée dans le chapitre 4, section 4.5.2.2. Ce critère est basé 
sur la combinaison des disparités intra-classes et inter-classes de chaque 
classification et correspond à un seuil S. Le seuil SOptimal qui offre une meil-
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leure classification par b-coloration est celui qui maximise la qualité de 
classification ψ donnée par la fonction suivante :  
 _ _0 1
arg ax( ( ) ( ( )) ( ( )}Optimal LBA i Inter Classes Si Intra Classes Si
Si
S m S M C G M C Gψ ≥ ≥≤ ≤= = + (5. 84) 
Cet auto-paramétrage de seuil permet de réaliser une classification 
automatique non supervisée : c-à-d sans aucune intervention préalable du 
superviseur de système de tri.  
 Ceci permet au superviseur : 
a) d’éviter l’introduction préalable du nombre de classes, sachant 
que l’imprécision de ce nombre pourrait facilement forcer le classifieur à 
commettre des erreurs de classification (sur une base d’apprentissage qui 
possède certains blocs trop déformés). 
b) d’éviter de réaliser un étiquetage fastidieux de tous les blocs de 
la base d’apprentissage où chaque bloc doit être associé à l’un des classes 
connues.   
La b-coloration associée à ce mécanisme automatique 
d’optimisation de seuil s’adapte parfaitement au contenu de la base 
d’apprentissage. Sans aucune limitation préalable du nombre de classes, la 
b-coloration de G>Soptimal produit suffisamment de classes (couleurs) uni-
formes pour que la partition finale soit de bonne qualité. 
En effet, cette classification par b-coloration intègre également les 
logos dans plusieurs classes avec une grande souplesse face à 
l’hétérogénéité des blocs. Elle permet ainsi la création d’autant de classes 
que nécessaire : la reconnaissance des logos de BNP Paribas par exemple 
permet de renforcer la localisation du bloc adresse en apportant des critères 
supplémentaires. Cela rend la localisation plus précise sur toutes les enve-
loppes qui contiennent ce logos. Les blocs adresses manuscrites se regrou-
pent dans des classes bien séparées de celles des blocs adresses imprimées. 
Quelques blocs adresses de style rare comme ceux écrits en gras forment 
aussi leurs propres classes.  
Les blocs qui sont trop déformés (coupés ou mal alignés) s’isolent 
dans des classes de faible effectif. Cette souplesse dans la séparation des 
contenus de la base d’apprentissage rend notre méthode de localisation de 
bloc adresse plus générique. À la fin de l’apprentissage les classes de 
faibles effectifs ne vont pas participer à la reconnaissance mais elles peu-
vent évoluer par un apprentissage incrémental. Les classes de forts effectifs 
(représentés avec un nombre restreint de sommets dominants) peuvent ainsi 
être représentées par le bloc correspondant au sommet le plus dominant de 
la classe : elles seront présentées au superviseur du système de tri qui leur 
affectera une étiquette logique (adresse imprimée, adresse manuscrite, 
montant d’affranchissement, texte publicitaire, timbre, logos BNP, logo 
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ColiPost, code à barres ou autres…) afin que le modèle soit opérationnel 
lors de la phase de reconnaissance, voir figure 5.55.  
 
 
Figure 5. 55 : Séparabilité des caractéristiques, et apprentissage : classification 
des blocs par la b-coloration de G>SOptimal et détections des représentants des 
classes. 
 
La courbe suivante présente la qualité ψLBA calculée en fonction 
des seuils Si sur le résultat de classification par b-coloration de 400 blocs 
de la base d’apprentissage.  
Une valeur très petite de seuil d’adjacence conduit à associer des 
arêtes à des blocs qui sont similaires et à générer plus de couleurs qu’il faut 
(cas de sur classification des blocs). Une valeur très grande de ce seuil con-
duit fusionné des blocs dissimilaires en générant peu de couleurs (cas de 
sous-classification).  
  









































































Figure 5. 56 : La qualité de la classification par b-coloration associée à chaque 
seuil d’adjacence [0.4,  0.6]is ∈ , le pic dans la courbe correspond au seuil qui offre 
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Les représentants (sommets dominants) des classes étiquetées se-
ront utilisés dans la phase de LBA pour identifier en temps réel le bloc 
adresse parmi plusieurs candidats. On remarque à la figure 5.55 que les 
couleurs des blocs adresse, de blocs timbre et de blocs cachet sont les cou-
leurs les plus émergentes par rapport à la couleur de bruit et de texte publi-
citaire par exemple (les couleurs des blocs déformés ont un effectif très 
faible, elles ne sont pas présenté dans la figure 5.55).  
 
5.6.2.2 Identification en temps réel du bloc-adresse basée sur la b-
coloration des graphes 
Pour sélectionner le BA dans une liste des blocs textuels candidats 
issus de la segmentation de la structure physique représentés par les som-
mets  avec 1...i i B BB v C i n= ∈ =  nous utilisons le troisième scénario de recon-
naissance présenté dans le chapitre 4, section 4.6.3. Ce scénario consiste à 
faire intervenir les kd =10 sommets les plus dominants de chaque classe de 
blocs textuels. Cette approche améliore le taux de reconnaissance et réduit 
l’erreur de confusion. Pour ce faire, la distance entre chacun des sommets 
dominants et celle du bloc à localiser est calculée. La classe assignée au 
bloc est alors celle du prototype le plus proche. Les équations de reconnais-
sance et de rejet utilisée sont données dans les équations (4.22 et 4.23) de 
chapitre 4 avec S=Soptimal. 
Cas de confusion entre deux ou plusieurs bloc textuels (cas rare 
pour le scénario 3) : Dans le cas où deux (ou plusieurs) classes ont la 
même densité, le système cherche à reconnaître la nature des blocs non tex-
tuelles de l’enveloppe en repérant les éventuels logos, cachets, montants 
d’affranchissement et figures. Ce repérage qui utilise des connaissances a 
priori donne une idée du type de l’enveloppe et permet d’intégrer les rela-
tions spatiales entre ces blocs émergeants et le bloc adresse. Il permet de 
conclure rapidement sur la nature du bloc à reconnaître par sa probabilité 
d’être une adresse. 
 
5.6.3 Évaluation de la méthode   
 
5.6.3.1 Premier test : test sur des enveloppes (complexes) rejetées par un 
système d’architecture standard.  
Ce test a été effectué sur une base de 100 images d’enveloppes 
complexes rejetées par un système dont les spécificités sont détaillées ci-
dessous. Les causes de rejets sont liées à la présence de : 
- caractères qui se chevauchent 
- lignes de texte inclinées 
- textes publicitaires et de graphiques proches de la zone 
d’adresse.  
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés





Le module de localisation mis en œuvre dans cette architecture 
standard n’a pas réussi à localiser convenablement le bloc adresse ou a 
conclu à un rejet immédiat du document. Voici les éléments à prendre en 
considération et qui caractérisent ce système (pour une comparaison avec le 
notre) :  
1) Phase 1 : La binarisation est basée sur la méthode adaptative de 
Sauvola : on observe le rejet de 18 enveloppes du fait d’une binarisation 
mal adaptée, 
2) Phase 2 : L’extraction de la structure physique qui est basée sur 
la méthode RLSA appliquée à l’image sur plusieurs niveaux de résolution 
afin de faire apparaître les mots, les lignes puis les blocs : on observe le re-
jet de 53 enveloppes du fait d’une approche de la segmentation pas adap-
tées aux inclinaisons des lignes.  
3) Phase 3 : L’identification du bloc adresse utilise les bary-
centres issus de la classification supervisée par la méthode de K-means du-
rant l’apprentissage : on observe ici un rejet de 29 enveloppes. A ce stade, 
c’est le module d’identification qui est en cause. 
 
De façon plus générale, nous avons pris pour chaque étape d’une 
architecture de localisation de bloc adresse les approches les plus couram-
ment utilisées, voir figure 5.57. Pour chacune des étapes, nous avons dressé 
un comparatif des résultats entre les mécanismes dits « classiques » et nos 
propositions. 
Nous pouvons voir dans les courbes de la figure suivante de 
quelles façons ces taux de rejets évoluaient en fonction de l’utilisation de 
différentes méthodes liées aux trois étapes : binarisation, extraction de la 
structure physique et localisation du bloc adresse. 
La courbe (a) montre que notre méthode de binarisation a permis 
d’éviter tout rejet lié à la binarisation, par rapport à une binarisation de 
type Sauvola, Niblack ou Otsu.  
La courbe (b) montre de quelle façon notre méthode d’extraction 
de la structure physique par coloration hiérarchique de graphe permet de 
réduire le taux de rejet à 5% sur des images complexes. Le taux de rejet is-
su de notre approche est le plus faible par rapport à ceux associés aux trois 
autres méthodes : RLSA, regroupement de CCs et projection de profils.  
La courbe (c) enfin montre l’évolution des taux de rejet selon les 
mécanismes d’apprentissage utilisés. Notre méthode de b-coloration a per-
mis de réduire considérablement ce taux par rapport aux trois autres mé-
thodes : K-means, SVM , MLP 
Ces comparaisons montrent que le triplet « Binarisation par gra-
dients cumulés – Coloration hiérarchique de graphe – B-coloration pour 
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l’apprentissage » augmente de façon significative les performances d’un 
système de tri. La robustesse de notre proposition vis-à-vis d’un grand 
nombre d’irrégularités de mise en page, de dégradations diverses et de bruit 
montre la très bonne adéquation de nos solutions vis-à-vis d’un problème 
de tri. Nous avons réussi à faire passer un taux de rejet de 100% à seule-
ment 7% avec notre approche. 
                    
 




















































































































Méthode de binarisation (phase1)
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5.6.3.2 Deuxième test  
 Nous avons testé également notre méthode de localisation sur une 
base de 11500 images d’enveloppes de différents formats réparties de la fa-
çon suivante : 
 
Tableaux 5.5 : Taux de bonne LBA sur les 8 bases d’images d’enveloppes.  
 
La figure suivante montre quelques exemples de bonne localisa-
tion de bloc adresse dans des cas difficiles :   
                
 
Figure 5. 58 : quelques résultats de bonne LBA par notre méthode dans des si-
tuations ambiguës, rejet sûr pour les trois méthodes classiques.  
Bases Base 1 Base 2 Base 3 Base 4 Base 5 Base 6 Base 7 Base 8 
Tailles             
(enveloppes) 
1500 2000 1500 1000 2000 2000 800 700 




Imprimé Imprimé Imprimé Imprimé Imprimé mixte Manuscrit 
Taux de bonne 
Localisation 
de l’adresse 
98,93% 99,33% 99,53% 99,86% 100% 100% 98,53% 97,60% 
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Figure 5. 59 : Échantillons de 8 bases de test de LBA. 
 
Base 1 Base 2 Base 3 
Base 4 Base 5 Base 6 
Base 7 Base 8 
8
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5.6.3.3 Troisième test  
Les courbes de la figure suivante représentent les temps moyens 
(en milliseconde) des trois phases de LBA calculées sur chacune des 8 
bases.  







































Images d’enveloppes de différents formats
 
Figure 5. 60 : Temps moyens de LBA sur les 8 bases d’images d’enveloppes. 
 
Les résultats obtenus confirment la grande cohérence entre les dif-
férentes phases engagées dans la LBA et la faisabilité d’une solution temps 
réel. L’implantation de nos algorithmes a été étudiée également.  
  
5.6.4 Conclusion  
Nous avons présenté une nouvelle approche de localisation du 
bloc-adresse basée sur une coloration hiérarchique de graphe et une organi-
sation pyramidale des données. Nous avons expliqué comment la coloration 
hiérarchique de graphe offre une grande robustesse aux objets parasites 
considérés comme facteurs d’erreur de l’extraction de la structure des blocs 
de texte, et comment la b-coloration s’adapte parfaitement au contenu de la 
base d’apprentissage apportant des améliorations remarquables au niveau 
de l’interprétation des blocs. Cette interprétation en temps réel offre une 
localisation automatique robuste du bloc adresse et des informations très 
riches qui contribuent à l’automatisation de choix de l’OCR (texte manus-
crit/ imprimé), à la lecture du montant d’affranchissement, la reconnais-
sance du format de courrier et même de nom de la société expéditrice. En-
fin, les fondements de la b-coloration nous ont permis de concevoir une 
nouvelle méthode localisation de bloc adresse générique qui peut offrir éga-
lement à ce domaine d’autres applications comme la reconnaissance de la 
police de caractères des styles de texte manuscrit et même des OCR. 
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 Conclusion et perspectives  
 
Ces travaux de thèse nous ont donné l’occasion de démontrer la 
faisabilité de la théorie des graphes pour les tâches essentielles de segmen-
tation et de reconnaissance des documents dans un contexte industriel très 
contraint. Dans cette partie, nous allons ainsi dresser le bilan de nos contri-
butions. La première section récapitule les objectifs fixés en ciblant préci-
sément les spécificités propres à un système de tri de courriers. Nous com-
menterons ainsi notre apport dans ce contexte. La seconde partie de la 
conclusion est dédiée aux perspectives directement envisageables de nos 
travaux dans des applications plus étendues d’analyse de documents. 
 
1. Bilan du travail effectué  
Nous avons vu que l’efficacité du tri automatique dépendait pour 
une grande part du repérage des zones d’intérêt sur l’image. Celles-ci se ré-
sument essentiellement au repérage du bloc adresse qui contient 
l’information pertinente au tri. Après avoir relevé les insuffisances des mé-
thodes actuelles de localisation de régions d’intérêt, nous avons pu faire le 
constat que la plupart d’entre elle est encore régie par un fonctionnement 
très linéaire et séquentiel et n’exploite que très rarement les coopérations 
interprocessus (prétraitement, analyse, décision) pourtant très enrichis-
santes. Nous avons montré comment les performances du système sont di-
rectement liées à la combinaison et la complémentarité d’approches et de 
ressources logicielles, du niveau le plus bas (i.e. extraction de la structure 
physique et extraction de caractéristiques de présentation) aux niveaux les 
plus élevés (analyse et interprétation du contenu, reconnaissance de type de 
documents, repérage des zones d’intérêt…). Les conditions d'exécution et 
la grande vitesse imposées par les systèmes de tri automatique de docu-
ments exigent des algorithmes optimaux qui doivent être non seulement ef-
ficaces et robustes, mais également très rapides.  
La prise de décision est bien souvent issue d’une très grande di-
versité de technologies présentes d’un bout à l’autre de la chaîne (de la bi-
narisation à la reconnaissance). Celles-ci doivent être optimisées et doivent 
pouvoir coopérer afin de répondre au plus près aux exigences des applica-
tions de vision industrielle. C’est la voie que nous avons choisi de suivre. 
En ce sens, nous avons porté plusieurs niveaux de contribution ré-
pondant pour certaines à des optimisations algorithmiques aux plus bas ni-
veaux de l’analyse (prétraitement, binarisation, redressement…) et pour 
d’autres à une véritable reformulation des problèmes d’analyse et de déci-
sion par l’introduction de la théorie des graphes inédite au domaine (seg-
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mentation, analyse de la structure des documents, localisation du bloc 
adresse, catégorisation de documents) et qui aura satisfait à toutes les con-
traintes industrielles. Précisément, nous avons proposé de nouveaux algo-
rithmes de coloration, d’apprentissage et plusieurs scénarios mettant en 
évidence, pour la première fois, la contribution de la coloration de graphe à 
la modélisation et à la résolution des problèmes de segmentation, 
d’apprentissage et de classification.  
 
Dans ces travaux, nous avons formalisé la tâche d’extraction de la 
structure physique des images de documents à l’aide d’une coloration mi-
nimale de graphe qui procède au regroupement des éléments constitutifs du 
document (en fonction de critères d’homogénéité locale et de voisinage). 
Par ailleurs, la connaissance globale issue de l’analyse des adjacences entre 
sommets du graphe a permis de prendre les décisions de séparation (parti-
tionnement des sommets) dans les cas où la connaissance locale n’était pas 
suffisante. C’est donc la structure même du graphe qui a renseigné sur ces 
connaissances globales et a permis de séparer les données insuffisamment 
proches. Regroupement et partitionnement ont été considérés comme deux 
termes clés du processus de coloration hiérarchique. Cette nouvelle straté-
gie mixte d’extraction de la structure physique a permis d’optimiser les 
temps de traitement et de réduire les erreurs de segmentation que nous 
avons présentées dans le chapitre 2 (section 2.4), comme en témoignent les 
résultats présentés dans le chapitre 5 (sections 5.2, 5.3 et 5.4). 
 Nous avons également montré comment la coloration de graphe a 
établi un cadre théorique solide et unique pour l’optimisation et la mise en 
œuvre des applications clés des systèmes de tri automatique de documents.  
 
Dans un second temps, nous avons présenté une nouvelle méthode 
de reconnaissance automatique de type de documents basée sur la colora-
tion hiérarchique des graphes utilisant une représentation issue de la des-
cription de la structure physique des documents. La coloration hiérarchique 
de graphe introduite dans la phase de segmentation a permis d’augmenter la 
robustesse aux composantes parasites considérées comme facteurs d’erreur 
des méthodes classiques de segmentation. La b-coloration introduite dans la 
phase d’apprentissage a garanti un excellent partitionnement entre catégo-
ries de documents. Grâce au nombre restreint de règles dont elle dispose, 
cette nouvelle technique a pu répondre à une large variété de documents, 
offrir une vraie représentation des classes par documents dominants et ga-
rantir une meilleure disparité interclasses. De plus, nous avons pu augmen-
ter la cohérence entre les différentes phases de la RAD par l’exploitation de 
la b-coloration et réduire les temps de calcul. Nous avons également pré-
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senté un nouveau modèle d’apprentissage incrémental basé sur la b-
coloration. Grâce à ce modèle, le système de RAD a été capable 
d’apprendre de nouveaux types de documents à partir de très peu 
d’exemples. Il a montré sa capacité à s’adapter et à s’améliorer à partir de 
chaque nouveau document passant dans la chaîne de tri. Durant la phase 
d’apprentissage, nous avons intégré une approche de l’évaluation de la 
classification afin d'améliorer la classification elle-même et de conduire à 
de meilleurs taux de reconnaissance. 
Le constat de la grande généricité et de la grande simplicité de 
notre approche de coloration (et de b-coloration) de graphe à toutes les 
étapes de reconnaissance et d'apprentissage fait de notre méthode de RAD 
un outil réellement performant. 
 
Enfin, nous avons présenté une nouvelle approche de localisation 
du bloc-adresse basée sur une coloration hiérarchique de graphe faisant ap-
paraître la structure des blocs et agissant sur une organisation pyramidale 
des données pour une analyse progressive (des composantes les plus fines 
aux plus grossières). A ce stade, nous avons montré en quoi la coloration 
hiérarchique de graphe offrait une grande robustesse aux objets parasites 
considérés comme facteurs d’erreur dans le processus d’extraction de la 
structure des blocs de texte, et comment la b-coloration pouvait parfaite-
ment s’adapter au contenu de la base d’apprentissage en apportant des amé-
liorations remarquables au niveau de l’interprétation des blocs. Cette inter-
prétation en temps réel offre une localisation automatique robuste du bloc 
adresse et contribue ainsi à l’automatisation du choix de l’OCR à mettre en 
œuvre (en permettant une séparation optimale entre texte manuscrit et texte 
imprimé). Elle conduit ainsi directement à la lecture du montant 
d’affranchissement, la reconnaissance du format de courrier et même 
l’identification du nom de la société expéditrice porté sur le logo de 
l’enveloppe.  
A travers ces deux applications, nous avons montré comment la b-
coloration de graphe offrait une capacité exceptionnelle de recherche auto-
matique du nombre de classes (à partir de la recherche des sommets domi-
nants) en assurant tout à la fois, une excellente précision de séparation in-
terclasses et une forte homogénéité intra-classe. Ces propriétés essentielles 
à tout bon classifieur confirment que la b-coloration est un modèle idéal de 
représentation des classes enrichie par la notion des sommets dominants.  
Rappelons également que nous avons proposé un nouveau concept 
d’apprentissage incrémental basé sur la b-coloration permettant de mettre à 
jour la base d’apprentissage à partir d’un flux entrant de documents et de 
courriers dans la chaîne de tri. Cette propriété importante a facilité 
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l’adaptation du système de reconnaissance en reconnaissant de nouvelles 
catégories de documents et grandement simplifié la tâche d’interaction d’un 
expert avec ce système. 
Enfin, l’approche de b-coloration de graphe nous a également 
permis de concevoir des nouvelles méthodes de reconnaissance et de locali-
sation générique comme la reconnaissance de la police de caractères, des 
styles de textes manuscrits. 
 
2. Perspectives et extensions envisagées 
Nous envisageons à l’issue de ce travail deux types de prolonge-
ment :  
- d’une part les perspectives induites par de nouvelles améliora-
tions supplémentaires du système de tri de courriers existant, directement 
exploitables sur site  
- et les extensions de ce travail à plus long terme permettant une 
exploitation des aspects de coloration de graphes dans d’avantage de situa-
tions. La grande généricité de l’approche de catégorisation par coloration et 
b-coloration que nous avons développée nous permet d’envisager de telles 
extensions pour optimiser certains processus non abordés dans cette thèse 
(OCR, identité virtuelle des enveloppes). D’autres applications liées à 
l’analyse et la reconnaissance de documents au sens large et plus générale-
ment à l’analyse d’images de traits et de symboles sont également envisa-
geables dans cette partie. Nos différentes propositions visent deux types 
d’extensions liées à la coloration et à la b-coloration. 
 
2.1 Applications de la Coloration de graphe 
 
2.1.1 Approche collaborative de la lecture optique 
Tout d’abord, rappelons que le système de tri de notre étude fonc-
tionne avec un module de lecture optique contrôlé par une société privée et 
qu’il n’est pas possible d’agir directement sur lui. En revanche, nous envi-
sageons de proposer en perspectives directe de ce travail, une approche col-
laborative de la lecture optique faisant coopérer la lecture optique ( OCR, 
ICR…) avec l’analyse de la structure physique, grâce à laquelle nous pou-
vons extraire un grand nombre de caractéristiques qui permettraient de gui-
der et de contrôler la lecture par OCR. Ceci éviterait notamment un traite-
ment redondant de l’information (en entrée de l’OCR et durant la phase de 
lecture par l’OCR actuel) et de fait une réduction considérable des temps de 
calculs.  
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2.1.2 Extraction d’une identité virtuelle (IDV) de l’image de l’enveloppe 
L’IDV est une signature (ou empreinte) propre à l’image de 
chaque enveloppe, différente pour deux enveloppes distinctes. Elle permet-
trait l’association de l’adresse reconnue à l’enveloppe physique papier cir-
culant sur la chaîne de tri (afin de l’envoyer vers le bon casier de destina-
tion) sans avoir besoin de l’impression des codes barres actuellement en 
vigueur. Cette signature unique pourrait être construite à partir de 
l’information riche fournie par la phase de l’extraction et la description de 
la structure physique par coloration hiérarchique de graphe. L’analyse py-
ramidale de notre approche devrait permettre de distinguer des enveloppes 
similaires ne présentant que de légères différences (enveloppes identiques 
et adresses identiques, mais avec noms de destinataires différents). Cette 
application de la coloration de graphe doit permettre d’accélérer le tri, de le 
rendre plus économique et écologique (ne nécessitant aucune impression de 
codes à barres, aucune encre, et par conséquent pas de machine de lecture 
de code à barres).  
 
2.1.3 Application à l'analyse de structures des documents anciens du 
patrimoine 
L’analyse des documents anciens requiert des approches très 
souples d’analyse des contenus hétérogènes contenant tout à la fois des mo-
tifs, des composants textuels ou graphiques en tous genres et souvent très 
irrégulièrement positionnés. Sur la figure ci-dessous, nous avons illustré le 
résultat de la séparation texte/graphique basée sur une première coloration 
des connexités et l’extraction de la structure des lignes par une seconde co-
loration prenant compte des relations de voisinage spatial entre connexités. 
Les premiers résultats de mise en œuvre nous semblent déjà très promet-
teurs. Des améliorations portant sur d’éventuels prétraitements des images 
s’avèreront sans doute nécessaires avant l’application de notre approche. 
         
Figure 6.1 : Exemple d’application de notre méthode d’extraction de la structure 
physique sur des documents anciens, (a) image de documents anciens, (b) sépa-
ration texte / non texte (première coloration), (c) extraction de la structure des 
lignes par une deuxième coloration. 
(a) (b) (c) 
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2.1.4 Création d’un code book génératif de l’écriture 
La création d’un code book (liste de graphèmes similaires catégo-
risés) est une étape importante de l’analyse des écritures qui peut être di-
rectement exploitable pour l’identification de scripteurs, la recherche 
d’occurrences de termes ou de motifs similaires ou la compression des 
traits d’écritures par couches (fond/forme) sans perte. La coloration de 
graphe peut être utilisée d’une façon très efficace pour la création d’une 
liste de graphèmes similaires où chaque couleur correspond à une forme 
particulière. Le principe de catégorisation non supervisée porté par la colo-
ration de graphes nous semble très approprié dans ce contexte. Les groupes 
de graphèmes triés par ordre décroissant d’effectifs sont présentés à la fi-
gure 6.2 (b). 
 
 
Figure 6.2 : (a) Images d’un manuscrit ancien médiéval,  
[Source IRHT-Paris], (b) regroupement des graphèmes dans des ensembles ho-
mogènes et création d’un code Book, [Ali 2007] (c) exemple de décomposition de 
l’écriture en graphèmes. 
 
2.1.5 Généralisation à la recherche d’occurrence de mots en mode image 
Sans passer par une étape de décomposition en graphèmes, nous 
projetons d’appliquer une coloration de graphes à des ensembles de mots 
dont la segmentation nécessite une adaptation spécifique de notre approche 
de coloration de graphe (chapitre 5 – algorithme 5.3). Il devient alors pos-
sible de grouper automatiquement par colorations ces mots en différentes 
ensembles homogènes, sans connaissance préalable de leur nombre. Le vec-
teur de caractéristiques de chaque mot correspond donc à un unique som-
met du graphe à colorer. Ce regroupement est appliqué une fois pour tout 
sur les mots d’une page ou d’un livre en entier. En conservant l’approche 
de reconnaissance développée pour la RAD, la recherche d’occurrences 
mots à partir d’un mot requête introduit par l’utilisateur en mode image 
pourra s’effectuer en temps réel. Au lieu de faire des comparaisons avec 
tous les mots existants (méthodes classiques), il suffit de chercher le groupe 
qui possède la plus grande similarité par rapport au mot requête. Ce mode 
(a) (b) (c) 
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d’interrogation est très utile à la fois aux codicologues qui s’intéressent à la 
mise en forme des documents manuscrits très anciens pour 
l’authentification et la datation, qu’aux paléographes qui cherchent toutes 
les occurrences d’un même mot avec exactement la même graphie, et aux 
historiens qui cherchent à composer des lexiques de mots fréquemment uti-
lisés dans certains textes ou encore à retrouver par appariement, les mots 
d’une même famille (même racine lexicale), les mots illisibles rencontrés et 
difficiles à identifier. Dans ce dernier cas, un outil de recherche de mots 
peut être envisagé à plus long terme comme une aide à la transcription en 
cas de difficulté de lecture provoquant la recherche du mot difficile à lire 
dans un ensemble des pages d’un même corpus. Dans ce cas, l’appariement 
avec des occurrences possibles de ce même mot peut lever l’ambiguïté de 
lecture par une compréhension liée au contexte. 
 
                            
 
Figure 6.3 : Exemple de similarité des fragments de mots. 
 
2.2. Application de la b-coloration de graphe 
Comme nous l’avons démontré dans nos travaux de thèse, la b-
coloration de graphe est très utile à la mise en place de mécanisme 
d’apprentissage et de scénarios de reconnaissance. Nous proposons ici 
quelques pistes possibles pour l’application de la b-coloration à la recon-
naissance des fontes et l’identification des scripteurs. 
 
2.2.1 La reconnaissance de la fonte 
La b-coloration peut être mise au service de la reconnaissance au-
tomatique de fontes des textes imprimés et permettre l’ajustement et la sé-
lection automatique des OCR pour le tri automatique (ou plus généralement 
la reconnaissance de caractères). Cette reconnaissance de fonte pourra utili-
ser les sommets dominants issus de la classification par b-coloration des ca-
ractères de fontes différentes de la base d’apprentissage, et permettre ainsi 
de faire des distinctions entre alphabets (de langues arabes et de langues la-
tines par exemple) ou entre polices de caractères. 
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2.2.2 Identification de scripteurs 
La b-coloration peut aussi répondre au besoin de l’identification 
automatique de scripteurs. Le principe retenu pourra être le suivant : « deux 
documents de même scripteur ne doivent pas être classés dans deux en-
sembles (couleurs) différents ».  
Les caractéristiques choisies devront également être discrimi-
nantes et pertinentes dans le sens où elles ne devront pas être partagées par 
tous les scripteurs. La b-coloration peut offrir ici une très bonne modélisa-
tion et représentation de classes par sommets dominants. Le concept peut 
être supervisé si on dispose des connaissances a priori sur l’affectation des 
documents de la base de scripteurs ou non supervisée lorsqu’on ne peut pas 
disposer de cette information à l’avance. Pour l’étape d’identification de 
scripteur, l’utilisateur dispose d’un seul document extérieur à la base 
d’apprentissage. Ce document constitue la requête. On cherche alors à iden-
tifier son auteur parmi un ensemble de N scripteurs connus. Bien que 
l’identification du scripteur s’inscrive dans la même problématique que la 
reconnaissance de l’écriture, elle ne semble pas, poser le même type de dif-
ficultés. En effet, la tâche d’identification peut tirer profit de la variabilité 
des écritures afin de les discriminer, tandis que la tâche de reconnaissance 
doit au contraire parvenir à s’affranchir de la variabilité entre les scripteurs 
pour identifier le message textuel quel qu’en soit le scripteur. Ces spécifici-
tés propres à chacune de ces tâches doivent être prisent en compte très tôt 
dans la conception des modèles. La b-coloration de graphes est un outil qui 
peut parfaitement convenir aux deux. 
 
2.2.3 Extension aux images naturelles et médicales 
Enfin, la b-coloration peut être introduite et utilisée dans 
n’importe quel domaine de vision par ordinateur lorsqu’il s’agit de résoudre 
et d’optimiser un problème d’apprentissage ou de classification comme la 
détection des visage, la reconnaissance des émotions, le suivi de la main, la 
localisation des objets (voitures, textes), la séparation des organes anato-
miques, la localisation et caractérisation des lésions sur des images médi-
cales (IRM, rayon X), le repérage des structures sur des images satelli-
taires, etc. 
Elle peut également être utilisée pour construire automatiquement 
une base d’apprentissage représentative à partir d’une base brute en isolant 
toutes les couleurs de faibles effectifs (qui correspondent à des classes 
d’exemples bruités ou déformés) ou pour comprimer et représenter des 
bases d’apprentissage très volumineuses par un nombre restreint de som-
mets dominants (correspondant aux exemples représentatifs). 
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2009ISAL0077/these.pdf 
© [D. Gaceb], [2009], INSA de Lyon, tous droits réservés







Comme nous venons de le voir, les applications de la coloration 
et de la b-coloration sont très nombreuses en raison de la grande généri-
cité des approches engagées tant aux plus bas niveaux (physiques) 
qu’aux niveaux plus élevés (reconnaissance et décision). J’envisage de 
poursuivre la valorisation de cet outil à des domaines plus ouverts en 
analyse d’images, vision par ordinateur et bien sûr en analyse des docu-
ments. 
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Ce  travail de thèse s’inscrit dans le cadre du développement de systèmes de vision industrielle pour le tri automatique de documents et de 
courriers d’entreprises. Ces systèmes sont par nature très exigeants en temps de traitement mais aussi en justesse et précision des résultats. 
Les systèmes actuels sont composés, pour la plupart, de modules séquentiels exigeant des algorithmes efficaces et rapides tout au long de la 
chaîne des traitements, depuis les étapes de bas niveau jusqu’aux étapes de niveau supérieur d’analyse fine et de reconnaissance des 
contenus. Les architectures existantes, dont nous avons balayé les spécificités dans les trois premiers chapitres de la thèse, présentent des 
faiblesses qui se traduisent par des erreurs de lecture et des rejets que l’on impute encore trop souvent aux OCR. Or, les étapes responsables 
de ces rejets et de ces erreurs de lecture sont les premières à intervenir dans le processus, à savoir celles de segmentation et de localisation 
de zones d’intérêts ; ces deux étapes qui s’impliquent mutuellement conditionnent les performances des systèmes et le rendement des 
chaînes de tri automatique.  
Nous avons ainsi choisi porter notre contribution sur les aspects inhérents à la segmentation des images de courriers et la localisation de 
leurs régions d’intérêt (comme la zone d’adresse) en investissant une nouvelle approche pyramidale de modélisation par coloration 
hiérarchique de graphes ; à ce jour, la coloration de graphes n’a jamais été exploitée dans un tel contexte. Elle intervient dans notre 
contribution à toutes les étapes d’analyse de la structure des documents ainsi que dans la prise de décision pour la reconnaissance 
(reconnaissance de la nature du document à traiter et reconnaissance du bloc adresse). La partie de reconnaissance a été conçue autour d’un 
apprentissage traité à l’aide d’un modèle unique portant sur la b-coloration de graphe.  
Notre architecture a été conçue pour réaliser essentiellement les étapes d’analyse de structures et de reconnaissance en garantissant une 
réelle coopération entres les différents modules d’analyse et de décision. Elle s’articule autour de trois grandes parties : une partie de 
segmentation bas niveau (binarisation et recherche de connexités), une partie d’extraction de  la structure physique par coloration 
hiérarchique de graphe et une partie de localisation de blocs adresse et de classification de documents. Les algorithmes impliqués dans le 
système ont été conçus pour leur rapidité d’exécution (en adéquation  avec les contraintes de temps réels), leur robustesse, et leur 
compatibilité. Les expérimentations réalisées dans ce contexte sont très encourageantes et offrent également de nouvelles perspectives à une 
plus grande diversité d’images de documents. 
 
MOTS-CLES : Extraction de la structure physique, catégorisation de documents, localisation de bloc adresse, coloration et b-coloration de 
graphes, tri de courriers en temps réel. 
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