Abstract. We establish a large sieve inequality for power moduli in Z[i], extending earlier work by L. Zhao and the first-named author on the large sieve for power moduli for the classical case of moduli in Z. Our method starts with a version of the large sieve for R 2 . We convert the resulting counting problem back into one for Z[i] which we then attack using Weyl differencing and Poisson summation.
Introduction
The classical large sieve inequality with additive characters asserts that q≤Q q a=1 (a,q)=1
M <n≤M +N a n e n · a q
where Q, N ∈ N and M ∈ Z. This inequality has numerous applications in analytic number theory, in particular, in sieve theory and to questions regarding the distribution of arithmetic functions in arithmetic progressions.
The large sieve with resticted sets of moduli q, in particular power moduli, was considered in a series of papers by Baier, Zhao and Halupczok (see
Bai
[1],
BZ1
[3],
BZ2
[4], Hal [7] and Zh1 [11] ), and these results turned out to be useful tools for applications (see BFKS [6] and BPS [5] , for example). In the case of square moduli, it was first established by Zhao
Zh1
[11] that q≤Q q 2 a=1 (a,q)=1
M <n≤M +N a n e n · a q 2
(1) firstls
This was improved in
Bai [1] , where the term N √ Q on the right-hand side of ( should hold for k-th power moduli (k ∈ N arbitrary but fixed). This conjecture is still open for every k ≥ 2. In the same paper Zh1 [11] , he established that [7] .
The large sieve for additive characters was extended to number fields by Huxley. In the case of the number field Q(i) it takes the form
Here as in the following N (q) denotes the norm of q ∈ Z[i], given by
The large sieve with square norm moduli for the number field Q(i) was investigated in Ba2 [2] , where an analogue of ( firstls 1) was established, namely the inequality
In this paper, we go a step further and prove an analogue of ( kls 3) for Q(i), i.e. a large sieve inequality with k-th power moduli for Q(i). Our approach will be more elegant than the previous one in Ba2 [2] , where the double large sieve and lattice point counting in R 2 were used. Here our method starts with a version of the large sieve for R 2 . Then we convert the resulting counting problem back into one for Z[i] which can be attacked along similar lines as in
Zh1
[11] using Weyl differencing and Poisson summation. We begin with square moduli, for which we obtain the essentially same bound as for square norm moduli in ( squarenorm 5). Then we generalize our method to k-th power moduli.
Statement of main results
We shall establish the following large sieve inequality for square moduli in Z[i].
2 squaremodZi Theorem 1. Let Q, N ≥ 1 and (a n ) n∈Z [i] be any sequence of complex numbers. Then
where ε is any positive constant, and the implied ≪-constant depends only on ε.
Theorem squaremodZi 1 will then be generalized to k-th power moduli, for which we establish the following.
powermodZi Theorem 2. Let k ∈ N, Q, N ≥ 1 and (a n ) n∈Z [i] be any sequence of complex numbers.
Set κ := 2 k−1 . Then
where ε is any positive constant, and the implied ≪-constant depends only on k and ε.
Large sieve for R d
We shall employ the following version of the large sieve for R d (in fact, we shall need it for the case d = 2 only). 
where Λ ′ is the dual lattice andf is the Fourier transform of f , defined aŝ
Here as in the following, by rapid decay we mean that the function f :
By a linear change of variables, we immediately deduce the following more general version of the Poisson summation formula for shifted lattices from Proposition 
Proof of Theorem ls

3:
We first note that
where ||u|| is the distance of u ∈ R to the nearest integer and we write
1, the duality principle, into account, it suffices to prove that
and note that φ(x) is non-negative and satisfies
where we write
Hence,
where
Using Proposition poissongen 3, the Poisson summation formula, we transform V (y) into
whereφ is the inverse Fourier transform andφ is the Fourier transform of φ. Therefore,
Now we observe that
It follows that
where we use ( Zdef 6) and (
. This completes the proof. ✷
Conversion into a counting problem
Now we return to the large sieve for Q(i). We begin with restricting the moduli q to an arbitrary multiset S of elements of Z[i] \ {0}. We shall also restrict the norms of these moduli to dyadic intervals, which is for technical reasons. Thus, we are interested in estimating the quantity
We shall later confine ourselves to squares or, more generally, k-th powers.
Our first step is to re-write T in the form 
with the conventions that, for j = 1, 2,
{r j } forms a system of representatives of reduced residue classes modulo q j and
Thus, we have converted the problem into a counting problem. 
Switching back to Z[i]
We deduce that Then the above inequality for K turns into
Application of Poisson summation
To transform the inner-most sum over b, we use Poisson summation again. The complex numbers a ≡ 0 mod q 1 form a square lattice
with volume N (q 1 ) when regarded as vectors in R 2 . The dual lattice turns out to be where for x, z ∈ C, we write
with y 1 := ℜ(y) and y 2 := ℑ(y). Combining ( superK 11) and ( afterpoisson 12), and re-arranging summation, we deduce that
We observe that for a, b ∈ C,
Hence, upon a change of variables j → j, we arrive at
7. The case of square moduli
Now we restrict overselves to the case when S is the set of non-zero squares in Z[i]. We write Q 0 = √ Q and replace q i by q extending the set of moduli to all non-zero Gaussian integers. We deduce from ( .
Here we use the estimate
to bound the contribution of j = 0.
Weyl differencing. Now we employ Weyl differencing in the setting of Z[i].
Using the Cauchy-Schwarz inequality, we deduce that
afterCS where we use the estimate
Multiplying out the square, we get 
(19) change 7.2. Poisson summation. We shall apply Proposition poissongen 3 with d = 2 to transform the inner-most over q on the right-hand side of ( change 19). For z = (z 1 , z 2 ) ∈ R 2 , we set
Then using ( , we deduce that
Now applying Proposition 
It follows that
At this point, we specify our choice of Ψ 2 and compute the Fourier transform of g. We set
where α 1 := ℜ(α) and α 2 := ℑ(α). Completing the squares, it follows that
The Fourier transform of this function equalŝ 
where ||z|| is the distance of z ∈ C to the nearest Gaussian integer.
Now we want to bound the term in the maximum on the right-hand side of ( afterCS 17). To this end, we choose Ψ 1 in a suitable way so thatΨ 1 decays exponentially. We set
Hence, using ( squarebound 24), we obtain 
11
Writing 
Further, for otherwise the desired result follows from ( Huxley 4) upon extending the set of moduli to all non-zero Gaussian integers. We deduce from (
Weyl differencing.
Multiplying out the square and setting α 1 = q 2 − q, we obtain
We observe that the contribution of α 1 's with N (α 1 ) > Q 1+ε 0
is negligible and write
If k > 2, we apply the Cauchy-Schwarz inequality again to obtain
13
Multiplying out the square, changing variables and truncating the resulting sums in a similar way as above, we now obtain
is a polynomial of degree k − 2 in q. We continue this process of repeated use of Cauchy-Schwarz and differencing until we have reached a polynomial of degree 1. Eventually, after combining all inequalities obtained in this way, we get
where we write κ = 2 k−1 , α = (α 1 , ..., α k−1 ) and u = (u 1 , ..., u k ), u · α is the standard inner product, and P 1,α (q) takes the form
8.2.
Poisson summation. Again, we shall apply Proposition poissongen 3 with d = 2 to transform the inner-most over q on the right-hand side of ( again 33). For z = (z 1 , z 2 ) ∈ R 2 , we set
Then using ( obs 14) with
we deduce that 
