The yield curve is the centrepiece in bond markets, a massive asset class with an overall size of USD 100 trillion that remains relatively under-investigated using machine learning. This paper is the first comprehensive study using artificial neural networks in the context of yield curve forecasting. Specifically, two models were used for forecasting the European yield curve: multivariate linear regression and multilayer perceptron (MLP), at five forecasting horizons, from next day to 20 days ahead. Five variants of the MLP were analysed with different sets of features: target to predict (univariate); the most relevant features; all generated features; and the former two incorporating synthetic data generated by the linear regression model. Additionally, two different techniques of multitask learning were employed: simultaneous modelling and transformation into multiple single task learning. The results show that considering all forecasting horizons, the MLP using the most relevant features achieved the best results and the addition of synthetic data tends to improve accuracy. Furthermore, different targets and forecasting horizons resulted in different relevant features, reinforcing the importance of custom-built models. In the two multitask learning methodologies no clear differentiation could be demonstrated, and several explaining factors are identified. Overall, the outcome is very encouraging for the development of better forecasting systems for fixed income markets.
Introduction
The fixed income market is one of the most important sources of finance for governments, national and supranational institutions, banks, and private and public corporations that have access to this market. In fact, this is a massive asset class, and considering that the most significant part is represented by the bond market, the overall size is a staggering USD 102.0 trillion, as of 31-Dec-2016 (Bloomberg, 2017) . This compares with a global equity market of USD 66.3 trillion. In addition, its importance also derives from two crucial sectors and top investors in fixed income: pension funds (USD 28.4 trillion) and insurance companies (USD 28.2 trillion). These two sectors are also the most important clients of the USD 43.2 trillion in investment funds (OECD, 2015a) .
In our research we focus on predicting the yield curve, which is the centrepiece of bond markets. Taking government bonds as an example, the yield curve represents the annualised interest rates (or "yield") that a particular government has to pay to borrow funds from investors, as a function of the length of time in which the borrowing occurs (or "time to maturity"). The yield curve is also known as the term structure of interest rates.
The study of this asset class gains special relevance in the present moment for all the parties intervening in the financial industry and respective regulatory bodies. Indeed, fixed income markets are presently operating under very special circumstances in historic terms. First, we observe higher market risk due to potential inversion of the cycle, following declining yields in fixed income markets for more than three decades. Second, we observe higher levels of risk in investment portfolios, as a result of the new market conditions and the very low yield environment, leaving investors "searching for yield" (Becker and Ivashina, 2015; Kräussl et al., 2017; Mello, 2015; OECD, 2015a,b) . Third and last, we observe higher levels of uncertainty and lower prediction ability of conventional models and tools used for policy making and asset management, following unprecedented actions of central banks around the world (Gogas et al., 2015; Morell, 2017) .
From the literature it is evident that the vast majority of the academic works carried out on the use of machine learning in economics and finance are applicable to equities. See, for example, the works of Agrawal et al. (2013) , Ballings et al. (2015) , Booth et al. (2014a) , Dunis et al. (2016) , Eilers et al. (2014) and Vui et al. (2013) , just to mention a few studies. Although the literature in this field is abundant, as well as in foreign exchange markets (Choudhry et al., 2009 (Choudhry et al., , 2012 Fletcher, 2012; Fletcher and Shawe-Taylor, 2013; Gradojevic and Yang, 2006; Huang et al., 2007) , much less scientific work has been produced covering machine learning in fixed income markets (Castellani and Santos, 2006; Dunis and Morrison, 2007; Kanevski et al., 2008; Kanevski and Timonin, 2010; Sambasivan and Das, 2017) . This is the case despite the paramount importance of this asset class for any economy. It clearly represents an opportunity, but also further stretches the challenges for our research. This will be further detailed in the literature review (Section 2).
Given this, the main innovative contribution of our research has been the extension of existing machine learning models to the fixed income asset class that has not been comprehensively and extensively covered using these techniques. To the best of the authors' knowledge this is the first comprehensive study on yield curve forecasting using artificial neural networks (ANN) and multitask learning techniques. Specifically, the contributions of the paper are:
• An assessment of selected machine learning techniques and evaluation of their adequacy for forecasting the European yield curve, at five forecasting horizons (0 or next day, 5, 10, 15 and 20 days into the future). Specifically, we consider multivariate linear regression models and multilayer perceptron (MLP) models. • Consideration of a wide range of macroeconomic and financial time series (159), covering the period 1999-2017, and through feature selection determining the most relevant features. • Estimation of the impact of additional financial market and macroeconomic information on forecasting accuracy. • Evaluation of two different approaches to multitask learning, through the simultaneous modelling of all targets (MTL) and the transformation into multiple single task learning (STL) problems. • Testing methodologies that could result in improved forecasting, such as the inclusion of synthetic data generated by other models. The remainder of this paper is structured as follows. In Section 2 the relevant literature is presented. In Section 3 the theory behind the selected models used in our research and the multitask learning methodologies are described. Section 4 describes the dataset used and pre-modelling operations, while in Section 5 a global view of the empirical work performed is presented and explained. The results are presented and discussed in Section 6. Finally, in Section 7 the main conclusions are outlined together with potential future work.
Literature review
The literature review will cover a number of topics. First, classical financial models for time series and yield curve models are briefly presented (Section 2.1). Then, a review of the literature using machine learning specifically for fixed income markets is carried out (Section 2.2). Finally, given that this literature is limited, the review is extended to adjacent areas in financial markets (Section 2.3).
Classical financial modelling
Time series modelling has been a well established subject for many years (Hamilton, 1994; Enders, 2014; Box et al., 2015) . The most popular models for time series analysis and forecasting are the autoregressive moving average (ARMA) and the autoregressive integrated moving average (ARIMA) models, a generalization of the former (Box and Jenkins, 1968) . Autocorrelation is the basic assumption in these models. However, in a comprehensive literature review on the characterisation of financial time series (Sewell, 2011) , the author clearly concludes that the autocorrelation of price changes, or returns, is largely insignificant.
Models for the complete yield curve pertain to two main groups: yields-only models, using only yield data to estimate the complete yield curve; and yields-macro models, which predict specified macroeconomic variables using the yield curve or vice-versa. In the former group, two of the most widely used models within this category are polynomial and Nelson-Siegel functions (Nelson and Siegel, 1987) .
Most of these yields-macro models assume that the influence happens only in one-direction, macroeconomic variables affecting the yield curve or vice-versa, but without feedback effects. However, other models have been developed to study the possible feedback effects (Diebold and Li, 2006; Diebold and Rudebusch, 2013) . Departing from the Nelson and Siegel curve they developed a yield curve model incorporating both intrinsic yield factors (level, slope, and curvature) and macroeconomic factors (manufacturing capacity utilization, change of consumer price index over the past 12 months or annual price inflation and federal funds rate). This model is generally known as the Dynamic Nelson-Siegel model. These models are undoubtedly valuable and well established in the industry, but for new research using machine learning techniques, the limitation to factors considered in the model is undesirable. This is also emphasised by the fact that several studies in the literature note that additional domain-specific features could improve forecasting ability (Dunis and Morrison, 2007; Mettenheim and Breitner, 2010, 2011) .
A different alternative for yield curve modelling may be found in an emerging area in statistics called functional data analysis. This is a nonparametric statistical technique dealing with infinite-dimensional data as in the case of functions, curves, surfaces and images. This type of model, has been applied to forecast the US yield curve, where the yield curve is considered the functional variable (curve) that links maturities to yields (Caldeira and Torrent, 2017) . The findings of this research produced mixed results, and did not demonstrate a systematic superiority of this approach. However, that was the case in several situations, in particular for forecasting short-maturity interest rates. Besides, the study did not include any macro or financial data apart from the yield curve itself, which could also be a limitation.
Machine learning models in fixed income applications
Studies applied specifically to fixed income markets are less common in the literature. In this market, we may be interested in modelling individual assets, such as individual bonds, bond indices, bond funds or bond futures. In this case the datasets for this purpose are time series and this is a single target regression problem. However, the main focus of our research is the yield curve. This is a more complex issue because the modelling target is a curve and not a single value. Specifically, one-dimension type problem in traditional financial modelling becomes a two-dimensional one: time and maturity (extra dimension).
Along this line, a study was conducted (Kanevski et al., 2008; Kanevski and Timonin, 2010) using spatial statistics, to map the yield curves into a two-dimensional space (maturity and time). Then, via interpolation using geostatistical or machine learning models, the authors reconstructed full yield curves from a specified number of points considered in the data as inputs. Promising results were obtained using artificial neural networks, although additional simulations are necessary under different market conditions and time horizons, to validate this methodology. Notwithstanding the potential of spatial / geostatistical models and possibly of hybrid approaches combining machine learning with those, our research is emphasising the use of machine learning techniques directly. What is more, those models base the entire mapping and forecasting processes on historic yield curve data only. For this reason, we perceive machine learning models with greater potential and flexibility. Furthermore, our work has the objective of going beyond the use of historic data from the target to predict. In particular, we will assess a wide range of potential explanatory features from a variety of fields.
A different approach is needed when modelling individual assets, since we do not have the additional maturity dimension. In this vein, Castellani and Santos (2006) used neural networks (a multilayer perceptron), among other models, to forecast monthly US 10-year Treasury bond yields using four economic indicators, namely: purchasing managers index (PMI), the consumer price index (CPI), the London interbank offered rate (Libor) and the volatility index (VIX). The results of this study were not very encouraging. In fact, as far as prediction accuracy is concerned, the best models were only marginally better than a basic one-step lag predictor, which predicts the yield of the US 10-year Treasury bond from the figure of the previous month. The study concludes by pointing out the difficulty in building reliable predictors for financial markets in general.
Another single-asset research was conducted by Dunis and Morrison (2007) . By using state space modelling with a Kalman filter and neural network regression, they forecast the 10-year government bond yield of three countries: United Kingdom, United States and Germany. There are two interesting aspects in this study. First, they included a wide range of additional financial variables from main European countries, the United States and Japan, to work as features: bond yields, short-term interest rates, index stock prices, exchange rates and commodities. Second, the performance evaluation of the models was based on measures of accuracy, and also on results from a simulated trading strategy, with proper consideration of trading costs. The authors concluded that neural network regression models represent a promising alternative to more traditional techniques currently used in the industry.
From the studies covering directly fixed income, it was not possible to find a direct solution for modelling the yield curve using machine learning. This is a gap in terms of academic research and the aim of this paper is to fill this gap. A notable exception is the work carried out by Sambasivan and Das (2017) proposing a dynamic Gaussian process for modelling the yield curve. In this work, the authors compare the results of this machine learning model with multivariate time series forecasting (vector autoregressive model) and the dynamic Nelson-Siegel model. The results show that multivariate time series method performed best for yields with maturities up to 1 year, while the dynamic Gaussian process model was superior for the longer maturities (2 to 30 years). These results will be mentioned again in Section 6.2.4 for comparison purposes.
The studies described in this section were particularly fertile for potentially better models: from the use of ensembles to different types of hybrid models (Castellani and Santos, 2006; Kanevski et al., 2008; Kanevski and Timonin, 2010) , with inclusion of broad information from several sources (Dunis and Morrison, 2007) . Among those they should incorporate macroeconomic, financial and, whenever possible, practitioner type of information. Regarding machine learning models, mixed information and results were seen (Castellani and Santos, 2006; Dunis and Morrison, 2007) while using the same type of models, in this particular case, neural networks (multilayer perceptron).
Machine learning models in other financial applications
In foreign exchange markets, artificial neural networks have been used incorporating exogenous financial data for forecasting both the direction of the movement of the EUR-USD exchange rate and turning points in the prices of a basket of currencies (Fletcher, 2012; Fletcher and Shawe-Taylor, 2013) . Other studies have been carried out using different nuances of ANN and high frequency market microstructure variables (Choudhry et al., 2012; Gradojevic and Yang, 2006; Huang et al., 2007) . These studies have shown that they provide good results and can lead to profitable strategies, with proper consideration of transaction costs.
Studies covering equities are the most common applications of machine learning in financial markets. Starting with a published state-of-the-art review, for their broad scope, Vui et al. (2013) covered the application of artificial neural networks for stock market prediction, showing encouraging results with the use of this technique.
Moving into individual research studies, Arrieta-Ibarra and Lobato (2015) conducted a study using several machine learning techniques to forecast both stock market daily returns and squared returns. The results were not totally conclusive, but for predicting squared returns, neural networks and support vector machines (SVM) showed real potential for improving forecasting ability.
Since forecasting is frequently connected to the trading activity that could directly benefit from superior sources of information, some research studies aim to integrate the forecasting models within an automated trading system (Booth et al., 2014b (Booth et al., , 2015 . In this case, it was based on ensembles of random forests (RF), predicting price returns of the German DAX index. The results obtained were significantly better than simple averaging. Other studies have also emphasised the benefits of using ensembles for forecasting stock price direction with classifiers (Ballings et al., 2015) and for sentiment analysis in social applications (Araque et al., 2017) . Agrawal et al. (2013) and Arrieta-Ibarra and Lobato (2015) emphasise the challenges and difficulties of forecasting stock markets, a concern that is also applicable to fixed income markets. Nevertheless, it should be stressed that suitable techniques for market forecasting may be developed. In fact, there is evidence that they have been used in the industry (Burton, 2016; FRM, 2002; Kolanovic and Krishnamachari, 2017; Roux and Burton, 2017) .
In the field of equity options, it emerges that radial basis functions (RBF) demonstrated the capacity to model the complex relationship between option price and the underlying stock price (Hutchinson et al., 1994; Niranjan, 1996) , outperforming the parametric Black-Scholes model (Black and Scholes, 1973) , most commonly used in the industry. Additionally, the inclusion of financial information leads to improved forecasting performance (Montesdeoca and Niranjan, 2016) .
Other examples of the use of machine learning in financial applications include the prediction of recessions in the United States, applying support vector machine and using several interest rates from the yield curve to forecast the GDP cycle (Gogas et al., 2015) . The results were promising but not completely satisfactory, with the out-of-sample overall accuracy of 66.7%, predicting correctly all recession periods one quarter ahead, but at the same time predicting as recession 60% of the growth periods, clearly undesirable.
Finally, a recurrent neural network (RNN) topology called shared layer perceptron was developed and used in financial applications (Mettenheim, 2010; Mettenheim and Breitner, 2010, 2011) , which allows multi-asset and multi-step forecast. Positive results were obtained when compared to the benchmarks, in three forecasting applications: market value at risk, over the next 10 days; the economic indicator Baltic Dry Index, over the next 20 days, to identify a low entry point; and the sign of next day return of a portfolio.
In summary, the extended literature review on other asset classes and financial applications provided important input for our research. On type of model, although the results achieved were sometimes mixed, the following models were reported with positive results, in diverse markets: RBF, ANN, in particular MLP, SVM, RF, and RNN. Regarding methodologies that could result in improved forecasting and potentially better models, several studies mentioned the use of ensembles and different types of hybrid models (Ballings et al., 2015; Booth et al., 2014a; Vui et al., 2013) . Regarding type of features, this is a common theme in the literature, reporting the benefits of including in the models additional information as features. These may include political, economic, financial and domain-specific factors (Agrawal et al., 2013; Choudhry et al., 2012; Fletcher, 2012; Fletcher and Shawe-Taylor, 2013; Montesdeoca and Niranjan, 2016; Vui et al., 2013) . Again, as in the previous section, possible solutions for modelling the yield curve using machine learning techniques are not evident in these studies and respective applications.
Machine learning approaches
From the literature review, artificial neural networks, in particular the multilayer perceptron, stand out as a model with potential to be used as a forecasting tool in fixed income markets. This type of model possesses the necessary flexibility, taking into account the fact that we aim to incorporate a wide range of features. Further information on feed-forward neural networks and in particular the multilayer perceptron can be found elsewhere (see, for example, Bishop (2006) , Hastie et al. (2013) and Rumelhart et al. (1986) , the latter for the training process using the back-propagation algorithm). In this section, the multivariate linear regression model is briefly presented, with the main objective to describe the feature selection approach we use in this paper called LASSO. Additionally, the multitask learning methodology is described.
Linear regression
Linear regression models are still very popular nowadays, despite the advances in computer science. They are simple, for a large number of applications they provide adequate models, and the interpretability of those models is much higher. Unless more complex non-linear models offer a clear improvement versus the linear solution, one should favour the linear models due to its simplicity and advantages, in particular the easier optimisation process. It is also a good model to take as baseline to compare with more complex ones. The general equation for linear regression models can be written as follows (Bishop, 2006; Hastie et al., 2013) :
where f is the N × 1 vector of outputs; Y is an N × (p + 1) matrix, N being the number of observations and p the number of features; a is the (p + 1) × 1 vector of unknown parameters; and is the N × 1 vector of errors. The unknown parameters are determined using the least squares method. The objective is to minimise the following error function:
Finally, the solution for the linear regression model can be obtained by equating the gradient to zero, or, alternatively, using a gradient descent algorithm to minimise Equation 2. It is well known, however, that the ordinary least squares method has some shortcomings in terms of prediction accuracy and also in terms of interpretation (Tibshirani, 1996; Hastie et al., 2013) . In fact, least squares predictions tend to suffer from low bias but high variance and the interpretability of models with a large number of features is challenging.
Several methods may be used to overcome this issue and improve out-of-sample prediction accuracy, such as: selection of a subset of features, the well-known shrinkage methods, including ridge and LASSO regression, and other strategies to reduce the dimensionality of the problem. The ridge regression is attributed to Hoerl and Kennard (1970) , while the LASSO (standing for Least Absolute Shrinkage and Selection Operator) regression was proposed by Tibshirani (1996) . The error function to minimise may be expressed in the following forms: Ridge regression
LASSO regression
where 1 denotes the L 1 -norm; 2 the L 2 -norm; and γ the regularisation parameter.
As can be seen from these equations, the L 2 -norm in the ridge regression penalty is replaced by the L 1 -norm in the LASSO regression. Hence, the LASSO regression determines the parameters of the model by minimising the sum of squared residuals, using an L 1 -norm penalty for the weights. Due to the type of constraint, it tends to lead to sparse solutions, i.e. some coefficients are exactly zero and as a result the corresponding features are discarded. This is particularly important since it enables a continuous type of feature selection through the tuning of the regularisation parameter γ, and the identification of the most relevant features for the model. Takeda et al. (2013) perform model selection using a greedy forward selection algorithm in the context of index tracking. They show that the inclusion of an L2 regulariser enhances outof-sample performance. However, greedy feature selection is usually more complex than LASSO, which gives a relaxed convex problem to solve.
The LASSO regression was used in this study for the feature selection, which seems to combine the benefits of subset selection and ridge regression (Tibshirani, 1996) . The reduction in features improves interpretability of models, helping also in cases of low bias / high variance, thus improving generalisation.
Multitask learning
In the machine learning domain, the standard methodology for regression problems is the modelling of one target variable (single task learning), using several inputs. For the yield curve, if we consider a reduced number of benchmarks, for example four, it would represent four different models to forecast the target bond yields. This is represented in Figure 1 using four neural networks. This method does not take into account the functional form of the yield curve. In other words, it does not consider that those interest rates in the yield curve tend to move together having some functional relationship, which could be beneficial for the model. In contrast to single task learning, multitask learning enables the learning of several targets simultaneously. This is represented in Figure 2 and this methodology could be used to model the yield curve, through the modelling of its most relevant benchmarks.
From Figure 2 and the literature result some of the characteristics of multitask learning (Caruana, 1993 (Caruana, , 1997 Borchani , 2015; Cai et al., 2014; Ruder, 2017) : the hidden layer of the neural network is shared by all targets; the learning process occurs in parallel, simultaneously for all targets; some hidden units may specialise in specific targets, which can be useful for yield curve modelling where some features may be more important for short-term bonds and others for long-term bonds; the use of the domain specific information from additional targets functions as constraints to the overall model, improving generalisation accuracy.
A recent survey on multitask regression (Borchani et al., 2015) covered a varied number of applications of this methodology in different scientific fields, categorising the existing methods into two groups: problem transformation methods, in which the problem is transformed into independent single target problems; and algorithm adaptation methods, implying the modification of single output methods in order to handle multiple targets. Even though neural networks were not covered as a model in the survey, multitask learning using neural networks is not a new theme (Caruana, 1997; Ghosn and Bengio, 1997) .
Taking into account the applications of this methodology, several uses strike as possible for financial time series prediction in the bond market, where targets would represent: different points in the yield curve at the same time t, representing a multi-asset process and enabling the forecast of the overall curve; the same yield of a particular bond, at different times, thus enabling the estimation of several time steps ahead in the future; a combination of previous items, enabling a multi-asset and multi-step forecast; additionally, when data is not available on time to be used as feature, it can still be used as target variable if it is relevant for the model.
In summary, multitask learning can be performed using two different methodologies: transforming the problem into multiple single target (STL) and using simultaneous modelling of all targets (MTL). Both techniques were used in our research.
Data
In this section we describe the dataset used, identifying features, targets and pre-modelling operations.
Targets
The focus of our work is the government bond asset class, which was selected for the following reasons. First, liquidity of this asset class is clearly higher than for the other bond classes. Second, the size of the market is also considerably higher. Third, this class encompasses a wide range of financial instruments available. Fourth and last, research on government bonds will attract the interest of entities such as national and supra-national institutions, in particular central banks, national government agencies managing the public debt, as well as asset management companies. Within this asset class, the Euro benchmark yield curve was selected and its modelling will be done through the modelling of its most relevant benchmarks. The benchmarks considered were: 3-month, 2, 5, 10 and 30year bond yield, representing five targets to be predicted.
Features
Choosing relevant features is one of the most important factors to improve the performance of models. Given the interconnectedness and mutual influence of various asset classes in the markets, a large number of features from financial markets were considered. These were selected from government bond markets and from related classes and indicators: credit (corporate bonds), equities, currencies, commodities and volatility. Additional features were added, directly calculated from the previous features, mainly bond spreads, slope of the yield curve and simple technical analysis indicators. Furthermore, economic variables are also very important, as clearly exemplified by the well established yields-macro models presented in Section 2.1. Hence, a vast range of economic indicators is also included, from different geographic locations. The complete list includes 159 features and, due to its extension, is stored and made publicly available ([dataset] Nunes et al. (2018) ).
Datasets
The datasets were obtained from Bloomberg database and they cover the period from January 1999 to April 2017 [Bloomberg (2017) ]. This is a longer period than covered in other studies (Dunis and Morrison, 2007; Sambasivan and Das, 2017) . From the markets' point of view, this is an interesting period to study, spanning from the euro inception date on the 1st of January, 1999. This is also the starting date for most time series of the Euro benchmarks, in particular the yield curve data.
Additionally, this period covers several temporary bull and bear markets and market moving events, such as: the dot-com bubble in 2000; the global financial crisis of 2008-2009, the Great Recession; the subsequent European debt crisis; the European recession in 2012-2013; and several phases of quantitative easing by the US Federal Reserve, European and UK central banks. Of note is the fact that, the principal overall trend in the bond market during this period has been of declining yields, although with significant and frequent temporary reversals. Regarding data frequency, the selection was daily closing values, which are easily available for financial assets in general.
Generation of additional features
In financial time series there is a natural temporal order that cannot be disrupted during modelling, since that ordering has in itself relevant information. Taking this into account, it is worth incorporating into the models past values of the time series. Hence, new features are generated from the original ones, corresponding to lagged values of the respective time series. In our research, six time steps were considered (5 past values plus 1 target), based on previous studies (Mahler, 2009 ). Consequently, we generated from the original 159 features a total of 795 features (159×5). These were filtered by the feature selection process, described in detail in Sections 3.1 and 5.2.
Train-test split and normalisation
As is common, we divided the data into two groups, for training and testing the models. In this case, a 70% / 30% split was considered. Finally, all data was normalised by subtracting the mean and dividing by the standard deviation of the training dataset (a dynamic moving window explained in detail in Section 5.6). This is also essential, given the wide range of features we are considering, which have very different scales in some cases.
Methodology
In this section, the details of the methodology adopted are presented, including various analyses carried out in advance to the modelling process to justify the parameters adopted. Then, all models considered in this study are detailed. Finally, the concepts of moving window, retraining of models and crossvalidation are described. A global view of the empirical work carried out is summarised in Table 1 and explained below.
Forecasting horizon
Given a specific training dataset, forecasting the next value in the time series should be less complex than forecasting further into the future, when the time distance to the known data increases. Taking this into consideration, a forecasting horizon parameter was introduced in this study, equal to the number of days, or time steps, from the next value of the time series. In practice, a forecasting horizon equal to zero corresponds to forecasting the next value, i.e. one time step ahead, while a forecasting horizon equal to 20 corresponds to predicting the next value plus 20 days ahead. Our research was conducted (Table 1) . The next day plus 20-day range (working days) was considered as it corresponds to one month, approximately. These limits have also been used in other studies (Arrieta-Ibarra and Lobato, 2015).
Feature selection
It should be emphasised that the most relevant features for each target yield are not known in advance and this is why this study included a wide range of original features (Table 1) to be submitted to feature selection. Linear regression using the LASSO method was performed to select the most relevant features (Equation 4). A range from 0 to 4 was considered for the regularisation parameter γ, with values 2 and 4 being selected. This selection is explained in detail when discussing the results in Section 6.1. Furthermore, as the impact on relevant features can change for different forecasting periods, we determine the relevant features separately per target and per forecasting horizon, resulting in a total of 25 combinations.
Number of hidden units
An additional analysis was conducted to define the number of hidden units to use in the neural network model. The range of hidden units shown in Table 1 was tested for each target and for both single task and multitask learning. For this selection, the static training dataset (Figure 3 ) was divided into a training and validation datasets, again using the traditional 70%/30% split. The training dataset was used to train the models and the errors calculated on the validation dataset were used as the selection criteria for the final value of the number of hidden units. This procedure was followed to avoid a common mistake of using the final testing dataset for choosing parameters, which may give an unfair advantage to the model. No data from the static testing dataset (Figure 3 ) was used to select the number of hidden units. The main conclusion from the results is that 10 hidden units is a good compromise for the subsequent studies, with significant overfitting observed for neural networks with more than 100 units.
Single task and multitask learning
The modelling was carried out using the concepts of multitask learning described in Section 3.2, both in multitask learning mode, that is, considering simultaneously all targets in the same model, and through problem transformation into five single task learning models. For the multitask learning mode, two analyses were considered: with yields as targets (multi-asset forecasting) and forecasting horizon as targets (multi-step forecasting). The implementation of the various techniques of multitask learning is particularly important in the modelling of the yield curve, because it takes into consideration the functional form of the curve and the high levels of correlation between adjacent yields in the curve.
Models
All models studied in our research are listed in Table 1 . The multivariate linear regression model is used as the baseline for comparison with the neural network models. This model uses the LASSO regression described in Section 3.1. As a result, it uses the most relevant features as explanatory variables.
The following three main models considered use the MLP architecture. Model 1 uses the complete list of generated features. Model 2 uses the relevant features determined during the feature selection process (features selected per target and per forecasting horizon). Finally, in Model 3 only past values of the target(s) to predict are taken into account, i.e. an univariate type of model.
In addition, we observed that results obtained with linear regression performed surprisingly well in some cases (further detail in Section 6.2). For this reason, it was decided to test the performance of hybrid models, incorporating the alternatives referred above with better performance (Models 2 and 3) and synthetic data generated by the linear regression model, used as additional feature(s). In more detail, Model 4 (NN RelFeat+LRdata) and Model 5 (NN TgtOnly+LRdata), are constructed using models 2 and 3 as base, respectively. But they differ from those by the fact that they extend the set of features used in the base model, with additional feature(s) artificially generated by another model, in this case the linear regression model. Hence, they incorporate one additional feature for each target (when in single task learning), or five additional features for all targets (when in multitask learning). New MLP models are then run for the new set of data.
When forecasting beyond one step ahead, for longer forecasting horizons, there are two methods that can be used: direct or iterative forecasting. On the one hand, in the direct forecast only current and past data is used to forecast directly the time step required, using a horizon-specific model. On the other hand, in the iterative forecast a one step ahead model is iterated forward until the target forecasting horizon is reached. In this case, recent predictions are included as input to predict the desired target time step.
All our models use direct forecasting of targets. Iterative predictions are known to work best when the time series is generated by a non-linear dynamical system which can be written as a mathematical formula, as shown in very early work by Wan (1993) . However, this is not the case with financial time series and prediction errors tend to propagate fast if we were to do iterative predictions. As a result, new neural networks are built for each forecasting horizon, both in single task and multitask learning, when using yields as targets.
Moving window and retraining of models
One of the characteristics of financial time series is that they become available at a specified frequency, in this case on a daily basis. As the new information becomes available, it can be incorporated in the models which are then retrained using the new training dataset that results from eliminating the oldest values and including the newly available values. Hence, the training dataset is a moving window of historic data up to the time step being considered, corresponding to the last known data. The retraining of models using a moving window is feasible in real time and the technique was used to take full advantage of the models.
Furthermore, due to the large size of the testing dataset and the computing time necessary to retrain the models and forecast all points, only fifty random points were selected from the unseen testing dataset for forecasting error calculations (out of sample error). Figure 3 is a graphical demonstration of the moving windows. The moving window size is another parameter that needs to be set and we performed a sensitivity analysis to study its impact on forecasting errors, using the range shown in Table 1 . The same procedure described in Section 5.3 was followed to avoid using data from the static testing dataset (Figure 3) to select the moving window size. In short, the static training dataset was divided into a training and validation dataset, and the errors calculated on the validation dataset were used as the selection criteria for the final value of this parameter. The results showed that better predictions were obtained with larger windows, with a significant improvement until it reached 2000 observations and then the benefits were much smaller. A final moving window size of 3000 observations was used.
Cross-validation
In classic regression problems, cross-validation is often done using k-fold (usually 10 folds), which randomly splits the data into training and validation sets and uses these partitions to run the model. The process is repeated for all k folds. However, in time series data this approach is not correct because we have to respect the order of the time series. In particular, it makes no sense to take the data and randomize partitions into 10 folds and then train on 9 and validate in the 10 th partition, because in some cases we will be forecasting backwards, using future data to predict past data (for example when we forecast fold number 1, using folds 2 to 10).
Another method frequently used is the repeated random subsampling validation, also known as Monte Carlo crossvalidation (Picard and Cook, 1984) . In this method, the training dataset is randomly split into training and validation datasets a selected number of times. Hence, in each iteration we randomly draw without replacement new training datasets with the remaining data considered as validation dataset. In this respect Monte Carlo cross-validation is close to the concept of bagging (Breiman, 1996) , further described below, but the extraction of samples is performed without replacement. An estimation of out-of-sample forecasting errors is obtained by fitting the model in the new training datasets and determining the errors in the validation datasets.
When compared to k-fold cross-validation, the splitting into training and validation in the Monte Carlo cross-validation do not depend on the number of folds chosen, enabling additional flexibility in terms of size and number of training/validation datasets (Barrow and Crone, 2016) . It has also been shown to be asymptotically consistent (i.e. probability of selecting the best model converges to 1 as the number of observations tends to infinity) and less susceptible to overfitting (Shao, 1993) . However, this method does not solve the problem found in the k-fold cross-validation of including backwards forecasting. Additionally, and despite the fact that in each iteration both methods generate mutually exclusive training and validation datasets, in different iterations there is overlap between data being used in training the models and in validation.
The cross-validation methodology we use instead is based on the concepts of bootstrap (Efron, 1979; Efron and Tibshirani, 1993) and bagging (Breiman, 1996) . The first concept, bootstrap, consists of extracting samples randomly from the original dataset, with replacement and of the same size of the original dataset. It is a powerful statistical tool that enables the quantification of uncertainty around the forecasting error using a particular model. The second concept, bagging, is directly related to bootstrap. It uses bootstrap to generate samples to train multiple predictors and then the results are combined by averaging or voting. This is a well-known and effective ensemble technique, where the diversity in the predictors is a result of the different random bootstrap samples. Considering the diversity of ensemble members as one of the most important drivers of the success of ensembles, a recent study on fourteen different real world time series (Oliveira and Torgo, 2014) concluded that the models where additional diversity was introduced showed better prediction accuracy.
Considering the concepts explained above from the literature, we do the cross-validation dynamically using a moving window that incorporates all data available up to the present moment for the corresponding time step, i.e. considering all historic data up to that time step. From the corresponding moving window we extract twenty different bootstrap samples, by sampling with replacement and of the same size of the original moving window, i.e. 3000 observations (Section 5.6). Then, the time series is reordered chronologically and we proceed with training the models for each bootstrap sample. The forecasting error calculations are always carried out for the same fifty random points of the testing dataset (Figure 3 ). This is an important point since we aim to evaluate all models when forecasting exactly the same out-of-sample points for a fair comparison of models, objective which by itself would exclude all the previous crossvalidation methods mentioned above in this section, namely the k-fold and Monte Carlo cross-validations.
In summary, our cross-validation methodology quantifies uncertainty around the model metrics obtained, having the following advantages. First, it introduces diversity in the training dataset through the bootstrapped samples, which has been found to lead to better forecasting accuracies (Oliveira and Torgo, 2014) . Second, it ensures a fair comparison of models, since they are forecasting yields for the same dates, the fifty fixed random points. Third, it also guarantees that we only use past data to predict future data, unknown to the model, avoiding one of the problems in the other methodologies referred previously. Fourth, by calculating the metrics directly on testing data, we also avoid any type of overlapping, in different iterations, between training data and data used for calculating the forecasting errors. Fifth and last, we calculate out-of-sample forecasting errors instead of an estimation of them obtained using the other methods described. Overall, cross-validation is especially important for the neural network model, but in order to have a fair comparison, the same methodology was followed for the linear regression model.
Model comparison metrics
The main metric used for presenting the results was the mean squared error (MSE), which is commonly used for this purpose. Nevertheless, other metrics were also calculated: mean absolute error (MAE), mean absolute percentage error (MAPE) and root mean squared error (RMSE). Although the latter evaluates the same information about model performance as the MSE, we include it for convenience as having the same unit as the targets may in some cases be helpful to understand more directly the magnitude of the error versus the real variable. Additionally, the statistical significance of differences was determined for all possible combinations.
These metrics were calculated in two different forms: normalised and non-normalised. As mentioned in Section 4.5 the data was previously normalised. In the normalised version of the metrics, it was calculated directly from normalised yields (real and predicted). In the non-normalised version, the yields were converted back to real yields and then the metric determined. The results are presented using the normalised metric since the non-normalised equivalents are scale dependent and, consequently, depend on the period we are analysing and the level of yield at that particular period. Hence, the normalised metric is used to facilitate the comparison of models in the literature.
Results and discussion
In this section the main results are presented and discussed, divided into two separate topics. First, we present the feature selection results to identify the most relevant features. Second, a thorough comparison of the models used and their variants is carried out, together with a comparison to results from the literature.
Feature Selection
A typical example of the feature selection results obtained, in this case for the 30-year bond yield, is shown in Figure 4 . As can be seen, it is not necessary to examine a larger range for the regularisation parameter γ, because it starts stabilising very quickly with a small number of features. Note that the total number of generated features is 795 (Section 4.4). However, since we are considering five different targets and most of the relevant features are not common to all targets, the total number of features to consider for the simultaneous modelling of all targets in multitask learning mode increases significantly, in relation to the number of features to consider in single task learning. For this reason, experiments with two selections of features were conducted: using linear regression with γ equal to 2 and 4. The latter value of the regularisation parameter further reduces the number of relevant features to consider in the models. In fact, despite the stabilisation trend shown in the plot (Figure 4) , the number of relevant features continues to decrease with γ, in particular for predictions further away in the future. The results presented henceforth refer to the feature selection with γ = 4 (results with γ = 2 are not included in this paper because they do not provide any additional information to the main findings). Comparatively to those obtained with γ = 2, it leads to better results, with lower spread, mainly for the longer maturities considered (5, 10 and 30 years). The much higher number of features using γ = 2 tend to result in some overfitting of the neural network model.
An analysis of the feature selection results reveals that the relevant features depend on both the target yield to predict and the forecasting horizon. Table 2 shows the top relevant features per target, selected by weight above 0.01 and when they remain relevant in at least 4 of the 5 forecasting horizons studied. For all targets, there is a dominant feature which is the last value of the target to predict. This is an expected result, since the last value should reflect all information available to the markets. This strong dominance is clear for the one step ahead forecasting but rapidly diminishes as the forecasting horizon increases and additional features are included in the model. Apart from this dominant feature, additional relevant features tend to come from assets with the same or adjacent type of maturity. Now we will analyse the relevant features across target yields and across forecasting horizons. On the one hand, for a specific target, the number of features increases with the forecasting horizon (see Table 3 ). Most of the relevant features for one step ahead predictions remain relevant for forecasting more distant future values, but additional features are required for those more distant and more complex predictions. On the other hand, considering a particular forecasting horizon, each target yield tends to have a specific set of features. Adjacent targets may in some cases have some equal relevant features, but rarely does a specific feature remain relevant across the yield curve for all targets. The last row of Table 3 shows that the number of relevant features necessary to model all targets simultaneously (MTL) increases continuously with the forecasting horizon, from 31 (0 days) to 90 (20 days). Overall, the most relevant features for yield curve forecasting (dominant features) are the last available values of the targets. Table 2 also stresses the importance of assets with the same or adjacent types of maturity, in particular neighbouring yields of the yield curve, to facilitate the forecasting process. Other macroeconomic indicators related to inflation and economic activity, commonly used for forecasting purposes and directly related to the components of a bond yield (Section 2.1), also contributed to some yields or to some forecasting horizons. Likewise, other features related to the European Central Bank balance sheet were also useful. These assume particular relevance especially after the 2008 recession and the introduction by central banks of unparalleled levels of non-conventional monetary policy. Additionally, the most relevant features were dependent on both target yield to predict and forecasting horizon. Consequently, the main lesson from the feature selection process is that the methodology plays an important role and is more desirable than having a small number of pre-determined individual features. This small number of features may limit the capacity of the model to predict with higher forecasting accuracy. To conclude, the results from this study indicate that it is prefer-able to have a more significant number of features and submit them to a rigorous selection method for the specific conditions of the regression problem, in particular the target yield and the forecasting horizon.
Comparison of models
In this section, modelling results are presented, discussed in depth and finally compared with other results in the literature.
Introduction
Results from a direct comparison of the multilayer perceptron model using all generated features (Model 1, Table 1 ) versus MLP with relevant features (Model 2), demonstrated the clear advantage of performing an initial feature selection. The main advantages are twofold: better forecasting (lower errors and lower spread) and lighter models with lower number of features meaning less computing time. For this reason, the results presented in Figure 5 exclude Model 1.
The results are presented using the normalised metric (Section 5.8). However, in order to enable a point of comparison between normalised and non-normalised results, an example is presented for the 10-year yield in Table 4 . Given the MAPE calculation method, this metric tends to give very volatile results when the real yield is close to zero (denominator in the calculating equation). For this reason, the MAPE non-normalised metric was calculated excluding two data points with real yields equal to 0.0%, i.e. less than 5 basis points, where this metric does not become appropriate. On the comparison between normalised and non-normalised metrics, as can be seen the difference between them is not substantial given the range and level of 10-year yields analysed. Figure 5a , tends to produce results of the same magnitude for all models considered, with no significant difference between them. In fact, analysing the baseline linear regression model, the results were surprisingly good for next day forecasting. However, we need to stress that linear regression and neural network models followed exactly the same procedure in what concerns: feature selection per target and per forecasting horizon and retraining of models at every time step (as discussed in Sections 5.2 and 5.6). As a result, this model is a more difficult benchmark to beat when forecasting the next day. However, when we move from forecasting one step ahead to forecasting further into the future, the superior performance of the MLP models compared to the benchmark linear regression becomes more prominent, especially above next day + 5 days (Figures 5c to 5e) . Specifically, the best MLPs achieved reductions of the mean-squared error (MSE) w.r.t. linear regression in the range of 46% to 81% (median values, for forecasting horizons of 15 and 20 days). Additionally, the model using relevant features (Model 2, Table 1), starts outperforming the model using only past values of the target yield to predict (Model 3), especially for longer forecasting horizons and longer maturities (10 and 30-year bonds). The latter results demonstrate the importance of incorporating features from markets and economy in the models.
The analysis of the MLP models using synthetic data, reveals another interesting point. Despite the simplicity of linear regression, the neural network models including synthetic data generated by this model tend to improve results (Figures 5c to  5e ). Once again, this effect is more pronounced for longer forecasting horizons and longer maturities (2 to 30 years), achieving MSE reductions compared to the model without synthetic data in the range of 11% to 70% (median values, for forecasting horizons of 15 and 20 days). This is a promising result, showing the potential for the development of hybrid models using synthetic data from other models.
Globally, considering all models and forecasting horizons studied, the results presented show that the MLP using relevant features achieves the best overall results for yield forecasting.
Also of note, and as one would expect, when we move from forecasting one step ahead to forecasting further into the future, the error increases, due to the more demanding forecast for longer horizons. This can be seen in Figures 5b to 5e , when compared to Figure 5a .
All results in Figure 5 are presented in terms of normalised MSE, as this was the main metric chosen for presenting the results (Section 5.8). To visualise what this represents in real yields and give the reader an idea of the models' forecasting capability, a scatter plot of actual versus predicted yield is shown in Figure 6 . This is presented as an example of results for 10year yield and next day forecasting horizon. The figure shows a very good fit for data unknown to the model, with only one point more distant to the equality line.
Single task versus multitask learning
Regarding the comparison of single task with multitask learning, using both yields as targets (multi-assets analysis) and forecasting horizon as targets (multi-step analysis), no clear differentiation among those two techniques could be demonstrated. As a result, we present only a few examples, shown in Figure 7 .
Given that the literature highlighted numerous benefits of simultaneous modelling of targets in multitask learning mode on a wide range of applications, this lack of differentiation was somehow unexpected. In fact, in our research study we have also compared these two techniques when models are trained with a fixed training dataset and no retraining (see Section 5.6) (a) Forecasting horizon = 0 days (next day). is carried out. Some benefits of multitask learning were observed in this case, which could not be reproduced once retraining was used (Figure 7) . Thus, it is worth reflecting on possible reasons justifying the results obtained. In the neural network model with relevant features, going from a single task learning method to a multitask mode implies the incorporation of all relevant features for each target (in MTL with yields as targets) or all relevant features for each forecasting horizon (in MTL with forecasting horizon as targets). This corresponds to a very significant increase in the number of features the model has to deal with, which may not be best for generalisation, i.e. performance outside the known training data.
Other possible reasons for the lack of performance of MTL may be obtained from a recent study by Ciliberto et al. (2015) . The authors reported the benefits of using multitask learning, but also concluded that its advantage decreases as the amount of training examples increases. From both mean and standard deviation of errors presented in the same research study, it can be concluded that the performance improvement from MTL is not substantial. Also, in the cases where the benefit of multitask learning is higher, the overall performance of models is comparatively poor, with the amount of data probably also having an important effect. The benefits of MTL with limited data have also been reported by Benton et al. (2017) . In the research reported in this paper, the amount of data collected was large considering both the overall period and the amount of observations available.
In summary, there are several factors that may have contributed to the lack of differentiation between single task and multitask learning: the large amount of data used for training the models; the optimisation of models by using the relevant features per target and per forecasting horizon together with full retraining of models at every time step; the large increase in the number of features as we consider MTL; and the fact that the relevant features tend to be different for all targets. There is an advantage with multitask learning, which is the running of only one model for all targets instead of five. However, this is not as relevant nowadays, given the modern computing capabilities of super-computers and GPU computing.
Comparison with results in the literature
A comparison of results with the ones available in the literature is difficult given the scarce number of studies having some type of overlapping with this study. Notwithstanding, some common ground can be found in Castellani and Santos (2006) , Dunis and Morrison (2007) and Sambasivan and Das (2017) , covered in Section 2.2. A direct comparison of results can only be achieved by using exactly the same data for the models being compared, which falls outside the objectives of our research. Bearing in mind the limitations, having an indicative comparison of the magnitude of errors would be important in this type of empirical work.
In more detail, in Castellani and Santos (2006) , monthly data was used for forecasting the US 10-year yield, and the best models achieved levels of accuracy only marginally better than forecasting using the last available value. The closest situation in this study would be the comparison with results obtained for a forecasting horizon of 20 (working) days, approximately a calendar month. However, given the different type of data frequency used (monthly versus daily), the comparison is done on a qualitative basis only, emphasising the fact that in this study all models led to results significantly better than using the last available value.
A closer comparison can be attempted with Dunis and Morrison (2007) . The authors used daily data for next-day forecasting 10-year yields (German, UK and US), using a feedforward neural network with one hidden layer and five hidden units, among other models. This may be compared with our results shown in Table 4 . The results presented in this paper compare favourably in all cases, being of the same magnitude as the best results obtained in that study, achieved in the case of the UK yields. Main limitations of this comparison are due to the different dataset used, both in terms of period analysed and features considered.
Finally, a comparison of results with the work carried out by Sambasivan and Das (2017) . The dataset used in our research (January 1999 to April 2017) fully includes the period considered in the above mentioned study (February 2006 to February 2017 . In this case, we have to take into account that only one step ahead forecasting was implemented. Taking all this into consideration, the results presented in this paper are significantly better for all target yields considered. In our research additional information from macroeconomic and market features was included, as well as a more extended period for the datasets, totalling over 18 years of data.
Conclusions and future work
In this paper we apply machine learning to fixed income markets, an area which has received relatively little attention in the literature compared to other areas of finance, such as equities and foreign exchange markets. In particular, this is the first paper which applies machine learning, specifically multilayer perceptrons (MLP), to model the yield curve as a whole. To this end, we apply a technique called multitask learning, which enables learning multiple targets simultaneously, and compare this to an approach having multiple single task learning models, i.e. one for each target. In addition to MLP models, we also compare the results to using linear regression. In our analysis we consider five different targets (i.e., 3 months, 2, 5, 10 and 30 years), and we consider both next-day forecasting, as well as forecasting further into the future. The latter has important applications in areas such as supervision and regulation, economic forecasting, financial strategy and portfolio management.
Our findings using data from European yield markets suggest that the methodology needs to be carefully chosen in order to achieve good prediction results. In particular, we noticed that, for the MLP, the feature selection process is vital, and that having a pre-determined set of features results in poor performance. Indeed, our results clearly show that the relevant features depend on both the targets selected, as well as the forecasting horizon, demonstrating that a "one set of features fits all" methodology does not work for forecasting bond yields. It was also important to fine-tune the regularisation parameter γ, leading to better results with lower standard deviations, due to less overfitting. Furthermore, we used an innovative approach of combining the linear regression and MLP model, by using the predictions from the linear regression as input for the MLP. This approach with synthetic data resulted in superior performance. Finally, for both MLP and linear regression, we use a moving window of training data to incorporate the most recent information as it becomes available, and the retraining of models happens at every time step. This has the advantage of increased flexibility to changing market conditions.
In more detail, the MLP using only the most relevant features for each target and each forecasting horizon achieved overall higher levels of accuracy when compared to linear regression and to MLP using only past values of the target variable. While the performance is comparable for next-day forecasting, the differences become significant for longer forecasting horizons. Specifically, the best MLPs achieved reductions of the meansquared error (MSE) w.r.t. linear regression in the range of 46% to 81% (median values, for forecasting horizons of 15 and 20 days). The results also compare positively with the limited existing results from the literature on yield forecasting. Furthermore, the results obtained with the MLP models incorporating synthetic data generated by the linear regression model tend to improve forecasting accuracy. This effect is again more pronounced for longer forecasting horizons and longer maturities (2 to 30 years), achieving MSE reductions compared to the model without synthetic data in the range of 11% to 70% (median values, for forecasting horizons of 15 and 20 days). These results suggest that the use of hybrid models incorporating data generated by industry-established models as additional features can be beneficial.
On the comparison of the multi vs single task learning techniques used for yield curve forecasting, no clear differentiation could be demonstrated. Several factors were pointed out that could justify these results, which are supported by previous studies found in the available literature, i.e.: large amount of training data; full retraining of models at every time step; large increase in the number of features as we consider MTL; and the fact that relevant features tend to be different for all targets.
In summary, we showed that MLPs can be successfully used to forecast the yield curve and we believe that the methodology and techniques described and proposed in this paper will help practitioners to build better forecasting systems for bonds.
With respect to future work, one interesting direction of work is to further explore multitask learning. Specifically, given that our results found no visible improvements with multitask learning using the simultaneous modelling of all targets, additional research is needed to identify the conditions under which this methodology can be used with improved performance. It is also interesting to develop a theory behind multitask learning and techniques to actually select extra tasks or targets that would benefit from a simultaneous modelling multitask learning.
