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The general-frequency unsteady transonic small disturbance potential equation is
solved using a second order accurate finite difference scheme to evaluate the partial deriva-
tives with respect to time and a pseudospectral method based on Chebyshev polynomials
to evaluate the spatial derivatives. The solution procedure is applied to determine the pres-
sure coefficient along the surface of thin airfoils and the aerodynamic coefficients for small
unsteady motions of airfoils oscillating in pitch and plunge.
A multidomain technique, based on a rectangular (z,q) grid, is established to en-
hance the efficiency and accuracy of the Chebyshev polynomial representation of the velocity
potential and its derivatives by using separate Chebyshev polynomial expansions in regions
divided by discontinuities in the boundary conditions. Three Chebyshev polynomial expan-
sions are used to represent the velocity potential along lines of constant q; one represents
the region upstream of the airfoil; another represents the region along the airfoil and a third
represents the region along the wake. In addition, two expansions are used to represent the
velocity potential along z=constant lines, one for the upper region of the flow and another
for the lower region of the flow. First derivatives with respect to z are evaluated at points
common to neighboring domain along rj =constant lines using the Chebyshev polynomial
expansion from the upstream domain while the second derivatives with respect to z are
evaluated at these points using the expansion from the downstream domain. Exponential
convergence of the potential along an airfoil with cusps at the trailing and leading edges
validates the multidomain technique for the two dimensional solution geometry for subsonic
free stream Mach numbers. The potential along points common to the neighboring upper
and lower domains are evaluated using the airfoil boundary and Kutta conditions. The time
marching scheme is explicit for terms inolving partial derivatives with respect to z in all
domains. An implicit method is used for terms involving the partial derivative with respect
to rl in the center domains so that the airfoil boundary condition can be approximated
accurately. In the remaining domains, the terms are evaluated explicitly.
Results for a 3% parabolic arc airfoil at zero and 0.5 degree angles of attack and
a Mach number of 0.825 show improved accuracy and convergence compared with finite
difference methods. Features of supercritical flows about airfoils, such as shock waves, are
established for a 10% parabolic arc airfoil at zero angle of attack and free stream Mach
numbers of 0.825 and 0.85. A degradation of the efficiency of the present method compared
to finite difference methods is realized for supercritical flows because of the relatively large
number of terms required to resolve the high frequency modes of the shock discontinuity
coupled with the stringent time step required for stability. Unsteady results for pitching and
plunging 3% and 8% parabolic arc airfoils and a NACA64A006 airfoil exhibit the unsteady
trends for the aerodynamic coefficients as functions of reduced frequency when compared
with similar results obtained using XTRAN2L. The best comparisons are obtained for
subcritical airfoils (3% parabolic arc and NACA64A006 airfoils with a free stream Mach
number of 0.825) when a practical number terms is used in the Chebyshev polynomial
expansion.
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Chapter 1
Introduction
1.1 Introduction
Throughout the years, finite difference methods have proven to be versatile tools
for the solution of differential equations. Consequently, the solutions to a host of problems
related to fluid mechanics have been formulated using finite difference methods. In recent
years, a variety of numerical algorithms has become available for the solution of the par-
tial differential equations of fluid mechanics [1]. A class of these methods, spectral and
pseudospectral methods, promises superior accuracy and convergence compared with finite
difference techniques. In this thesis, an alternate solution procedure to finite difference,
namely the pseudospectral method, is formulated for the full-frequency unsteady transonic
small disturbance potential equation. Comparisons are made with existing finite difference
solutions to see if any saving in computational resources can be achieved for a desired degree
of accuracy.
To provide some background on the subject, a review of solution procedures for the
transonic small disturbance potential equation is presented in the next section. Following
this section, a review of spectral and pseudospectral methods is presented. Recent devel-
opments of pseudospectral methods for the solution of transonic flows are presented in the
last three paragraphs. Finally, a summary of the contents of the thesis is presented.
1.2 Selected Solution Techniques for Transonic Small Dis-
turbance Equation
Determination of unsteady loads and moments acting on wings and other aerody-
namic bodies and the structural response to these loads in transonic flows are of major
concern to aircraft designers. One reason for this, other than determining the optimal fea-
ture of the aircraft at all speeds, is the increased likelihood of the occurrence of dynamic
instabilities such as flutter and transoni' buzz in the transonic regime of flight [2], [3]. Flut-
ter leads to catastrophic structural failure of aircraft when it occurs in the flight envelope.
Transonic buzz occurs when an oscillating control surface gives rise to an oscillating shock.
The resulting pressure field may cause an increase in the amplitude of motion of the control
surface leading to an instability.
Transonic flows are the regimes of compressible flows where the free stream Mach
numbers (subsonic or supersonic) are close to unity. Transonic flows contain separate regions
where the fow particles travel at subsonic and supersonic speeds. Shock waves and other
sharp gradients are often present in the flow field. Theoretical formulations of transonic flows
produce nonlinear equations which can change type; they are elliptic in subsonic regions and
hyperbolic in supersonic regions. Analytical solutions, therefore, are not generally available
for the solution of transonic flows; consequently numerical solutions are used to analyze
realistic flow scenarios.
The transonic small disturbance equation is derived using potential theory and the
assumption of small pertubations about a free stream flow. Even with these simplifications,
analytical solutions are not generally available. Numerical solutions techniques for the small
disturbance equation are found in the literature for three versions of the equation: first, the
steady equation which contains no time derivative terms; second, the low-reduced frequency
equation which contains a mixed time derivative term and takes into consideration acoustic
waves traveling with finite speeds only in the upstream direction; finally, the full-frequency
equation which contains a second order time derivative term along with the mixed time
derivative term and takes into consideration acoustic waves traveling with finite speeds in
both the upstream and downstream directions. Realistic solutions are most difficult to
obtain for the full-frequency equation, followed by the low-reduced frequency equation and
the steady equation in order of decreasing difficulty.
The steady small disturbance transonic equation was solved by Murman and Cole
[4] for transonic flows about general airfoils. Murman and Cole used first and second order
finite difference schemes to discretize the partial differential equations and sucessive over
relaxation (SOR) to solve the resulting system of algebraic equations. The far field boundary
conditions were derived by considering the effect at infinity of a line of vorticity located at
the airfoil position. The novelty of the approach was type dependent differencing which took
into account the physical domain of dependence of the derivative operator (Murman-Cole
switch). This entailed using upwinding or backwards differencing in supersonic or hyperbolic
regions, where the domain of dependance of a point in the flow is upstream. In subsonic
or elliptic regions, central differencing was used to take into account the dependence of a
point on upstream and downstream conditions. Results show sharp shocks for supercritical
flows and good computational efficiency.
Unsteady transonic flows were analyzed by 13allhaus and Steger [5] using the low-
frequency small disturbance potential equation. An implicit approximate factorization
scheme was used to approximate the partial derivatives with respect to time. This produced
unconditionally stable results for shockless flows. The scheme became unstable, however,
when the shock motion exceeded one grid point per time step. The equation was discretized
spatially using central differencing in subsonic regions and upwinding in supersonic regions.
Various unsteady shock motions were also studied in this report. This work was followed
by the Ballhaus and Goorjian [6] solution of the low-frequency small disturbance equation
using an alternating direction implicit (ADI) method. This scheme utilizes capturing shocks
and is the mechanism for the LTRAN2 program.
Unlike the steady transonic equation, the low-frequency and full-frequency equations
admit acoustic waves as part of the time dependent solutions. For free air simulations using
LTRAN2, it was necessary to place the farfield boundary at several hundred chords away
from the airfoil to prevent the disturbances being reflected from the numerical boundaries
to deteriorate the solution. The increased size of the computational domain created the
problem of extensive computer run times to execute the solution algorithm. This problem
was solved using nonreflecting boundary conditions at the farfield boundaries [7] [8]. The
resulting program, LTRAN-NRL, enhanced computational efficiency because the boundaries
were placed closer to the airfoil which reduced the size of the computational domain.
Improvements to LTRAN-NRL which strengthened the physical model of unsteady
transonic flows and enhanced computational efficiency were made by Whitlow [9]. Keep-
ing the second order time derivative term in the small disturbance potential equation,
the computations of general reduced frequency unsteady transonic small disturbance flows
was made possible. The nonreflecting boundary conditions were modified to account for
waves propagating in the downstream direction as well as in the upstream direction. The
Murman-Cole differencing, which reportedly admits expansion shocks, was replaced with
the monotone Engquist-Osher differencing which ruled out the non-physical occurrence of
expansion shocks [10]. A pulse transfer function technique [11], used for obtaining the
aerodynamic coefficients as a function of reduced frequency, was also incorporated in the
program. The resulting program was called XTRAN2L.
Other solution techniques for the small disturbance transonic equations found in the
literature are mentioned in the following paragraphs. Firstly, integral equation methods are
techniques where the differential equation is transformed into a singular integral equation
by means of Green's theorem for potential theory. A review of integral equation methods
for the solution of transonic flows is given in [12]. An approximate solution of the equation
can be found on the boundaries of the flow field when the airfoil boundary conditions are
known. Solutions for two two and three dimensional flows with shock can be found using
this formulation.
Another method used to solve the transonic flow equations is the method of paramet-
ric differentiation [131. The nonlinear governing equations are linearized by differentiating
the dependent variable with respect to a parameter pertinent to the flow field. Often, the
parameter is the airfoil thickness to chord ratio or the angle of attack. Subsequent solutions
are systematically obtained in increments of the small parameter. An additional numerical
technique is usually employed to solve the resulting linear equation(s). Sivaneri and Harris
[14] presented pressure coefficient results for transonic flows about parabolic arc airfoils
with increasing thickness to chord ratios using an integral equation technique along with
the method of parametric differentiation.
Unsteady transonic flows are often analyzed by assuming small unsteady motions
about a steady solution [3]. The resulting equation for the unsteady motion is linear.
The coefficients are not constant but depend on the nonlinear solution of the steady equa-
tion. Whitlow [15] employed the method of parametric differentiation to obtain the steady
solution and used a harmonic approach to solve the time linearized equations. Carlson
[16] used and alternating direction implicit scheme to solve the unsteady time linearized
equation along with the method of parametric differentiation to solve the steady equation.
Applications to flutter of airfoils were investigated in [17] using a harmonic analysis method.
1.3 Spectral Methods
Spectral methods are highly accurate solution techniques for differential equations.
The dependent variables are represented as sums of basis functions multiplied by undeter-
mined coefficients. Historically, the basis functions used in spectral methods are orthogonal
sets of polynomials or trigonometric functions such as sines and cosines. Spectral meth-
ods based on trigonometric functions are very efficient for solving problems with periodic
boundary conditions because the boundary conditions are naturally enforced. Accuracy is
significantly reduced, however, when trigonometric functions are used for problems with
more general boundary conditions. Polynomials, Chebyshev or Legendre, are often used
to solve problems with general boundary conditions. The coefficients are determined by
constraining the polynomial series to satisfy the differential equations, the initial conditions
and boundary conditions.
The use of polynomials in the solution of ordinary differential equations is not new.
In the late 1930's, Lanczos [18] used Chebyshev polynomials to obtain solutions of ordinary
differential equations with quite satisfactory results. The coefficients were determined in
terms of an unknown constant which was given the symbol r (hence the name tau method).
The value of r was subsequently determined from the boundary conditions. The technique
was later used by Clenshaw [19] to solve linear ordinary differential equations. Clenshaw and
Norton [20] used the tau method to solve nonlinear ordinary differential equations using
the Picard iteration method and collocation to evaluate the nonlinear terms at previous
iteration levels. These efforts showed that ordinary differential equations can be solved
very accurately using Chebyshev polynomial expansions for a variety of boundary and
initial conditions.
Hanley [21] and Hanley and Harris [22] extended the tau method used by Clenshaw
for ordinary differential equations to time dependent partial differential equations in one
and two spatial dimensions. A time accurate implicit finite difference method was used to
evaluate the time derivatives while the dependent variable was approximated by a Cheby-
shev series in the spatial variables. The time discretization was chosen to cast the resulting
semi-discrete equations into ordinary differential equations (in each independent variable)
at each time level. The resulting ordinary differential equations were readily solved using
the tau method. The schemes exhibited unconditional stablity in time and high spatial
accuracy.
An analysis of the accuracy, stability and convergence of spectral methods (tau
and Galerkin) for partial differential equations was performed by Gottlieb and Orszag [23].
Results for smooth solutions demonstrate that spectral methods exhibit exponential con-
vergence and superior accuracy in comparison to existing finite difference methods. Results
for discontinuous solutions were not as spectacular with only algebraic convergence with
the rate depending on the order of the derivative in which the discontinuity first occured.
Generally, variable coefficient and nonlinear differential equations are not efficiently
solved using purely spectral techniques (tau or Galerkin). This is due to additional com-
plications in evaluating the variable and/or nonlinear terms in terms of the coefficients of
the Chebyshev polynomial series expansion. In such cases, pseudospectral methods are
usually employed as solution techniques for the differential equations. In pseudospectral
methods, the differential equations are solved in real space on a set of collocation points.
The spectral representation of the dependent variable is used solely to evaluate the deriva-
tives at the collocation points. Alternating from the coefficients to the value of the function
and its derivatives at the collocation points is accomplished efficiently by the use of a Fast
Fourier Transform (FFT). For a small to moderate number of collocation points, direct
inversion methods prove to be competitive with the FFT in pseudospectral methods [24].
Pseudospectral methods were proven to be powerful tools in turbulence with the pioneering
work of Orszag [25], [26].
Even though spectral methods are attractive alternatives to finite difference and
related techniques for the solution of a variety of equations, there are drawbacks which
curtail the efficiency a straight forward application of the method for number of problems.
One problem encountered in implementing explicit time marching solutions is the small time
step required for stability for methods based on Chebyshev and Legendre polynomials. For
example, pseudospectral methods based on Chebyshev polynomials require a time step of
order (1/N 2) for hyperbolic equations and order (1/N 4 ) for parabolic equations (N is the
number of points used to discretize the spatial variable). This may be compared with a
time step of order (1/N) and (1/N 2) required by finite difference methods for convective
and diffusive problems. This stringent time limitation can be attributed in part to the CFL
condition requirement for stability together with the minimum distance between points on
a Chebyshev grid which is of order (1/N 2 ). Attempting to overcome the stringent time step
by an implicit method in not practical in most cases because the spectral derivative operator
is a full ill-conditioned matrix and implementing implicit methods require the inversion of
a full matrix at each time step.
Spectral and pseudospectral solutions with discontinuities exhibit the Gibbs-type
phenomenon which reduces the spectral accuracy of the methods and leads to instabilities for
some nonlinear evolution problems. Filters are usually applied to stabilize the calculations
and reduce the noise in the data. Often the filters and smoothing techniques applied are not
spectrally accurate and can in themselves deteriorate the infinite accuracy of the spectral
solution. Gottlieb and Abarbanel [27] developed a spectrally accurate filtering process for
discontinuous solution on the premise that the infinite accurate information content of the
solution is preserved even though the spectral representation of the raw data might be first
or second order. The representation can be made spectrally accurate by subtracting the
spectral representations of these jumps from the data. A saw tooth function was used to
represent the jump for spectral methods based on Fourier series. A step function was used
for methods based on Chebyshev polynomials. The techniques applied recovered a piecewise
smooth solution with infinite accuracy for the example problems presented.
A number of advantages can be gained by dividing the computation domain into
smaller regions. Firstly, the computation time is reduced since the operation count for each
domain is reduced. Secondly, increased resolution can be readily achieved in regions where
resolution is needed. Thirdly, the stringent time step can be relaxed since the time step will
be based on a smaller number of grid points for each computational domain. Interfacing
the subdomains is usually accomplished by one or a combination of three methods currently
available in the literature. One technique is to impose continuity of the dependent variable
and its derivative across the interface (this method was suggested by Orszag [28] as a means
of applying spectral methods to more general geometries). Another related method is to
impose continuity of the flux terms across the interface (this was reported by Street [29]
as being more suitable for a general set of equations). Finally, a technique similar to the
method of characteristics can be employed to determine the correct domain of dependence of
the flow quantities (this was demonstrated by Kopriva [30] for hyperbolic equations). Each
of these methods has it advantages and disadvantages. The first and third methods are
easily implemented and readily applied to parabolic and hyperbolic problems respectively
but cannot be used for general types of equations. The second method is more general but
involves inversion of complicated matrices.
Solutions to problems related to compressible fluid flows are often characterized by
discontinuities such as shock waves. In pseudospectral methods and conventional solutions
techniques (finite difference, for example), there exist two schools of thought in resolving
the discontinuities; these are shock capturing and shock fitting. Shock capturing techniques
allow the shock or other discontinuities to evolve as part of the solution procedure. There
is no additional logic incorporated into the solution algorithm to determine the jump and
positions of the discontinuities (except for solving the governing equations in conservation
form). An advantage of shock capturing procedures is that they are more easily imple-
mented compared with shock fitting algorithms. The disadvantage is that the discontinuity
is usually smeared over a number of points. Shock fitting entails using relations for shock
jump and shock speed (Rankine-Hugoniot conditions, for example) as internal boundary
conditions applied at the shock location. An advantage of shock fitting is that sharp dis-
continuities can be resolved without deteriorating the accuracy in computing smooth regions
of the flow. The disadvantage is that it is often difficult to determine the exact locations of
the discontinuities in the flow.
The merits of shock capturing and shock fitting were investigated for pseudospec-
tral methods by Salas et al. [31],[32]. In the first report the differential equations were
solved for an astrophysical problem with a strong shock using shock capturing. Spectral
accuracy was reduced to first order accuracy because of the strong filtering needed to sta-
bilize the solution. On the other hand, shock fitting techniques proved more efficient than
finite difference methods for the shock turbulence interaction, shock vortex and blunt body
problems examined in the second report. For these reasons the investigation favored shock
fitting over shock capturing. The performance of shock capturing techniques is poor for
spectral methods because spectral representation of the global solution with a shock dis-
continuity introduces inaccuracies such as the Gibbs phenomena in the solution. As stated
before, smoothing deteriorates the spectral accuracy not only in regions close to the shock
but in the global solution. With shock fitting, the solution is obtained as segments of
smooth regions each of which can be represented by its spectral representation. Difficulties
in determining the location of the shock(s), however, tend to give favor to shock capturing
techniques as evident in the literature [29], [33],[34].
The full potential equation was solved by Street et. al. [29] for steady transonic
flows about symmetric airfoils at zero angle of attack. The airfoil boundary condition was
derived using linear theory even though the equation solved was the full potential equation.
This led to a discontinuity in the upwash at the leading and trailing edges. To overcome
this, three domains were used to discretize the computational domain: one ahead of the
airfoil, one containing the airfoil and one along the wake. The DuFort-Frankel scheme used
to advance the solution for subcritical flows proved to be unstable when the local Mach
number exceeded unity. Consequently, an implicit method based on approximate inversion
of the pseudospectral operator was used to advance the solution. To capture the shock
and provide an entropy condition which ruled out expansion shocks, an artificial density
method with an upwind bias was incorporated into the scheme. Results for supercritical
flows were at best competitive with finite difference methods because the artificial density
reduced the accuracy of the scheme to second order. Subcritical results were accurate and
showed improved efficiency over finite differencing.
Street [34] presented a scheme for solving a general airfoil configuration in steady
transonic flows. The full potential equation and the exact airfoil boundary conditions were
used. Actual computations were performed for the reduced potential where the singularities
at infinity were subtracted from the potential. The computational mesh was obtained by
transforming the airfoil geometry onto a circle. A Chebyshev polynomial series was used
to discretize the radial variable while a Fourier series was used to discretize the angular
variable. An artificial compressibility method based pm an upwind bias of the density
was used to provide an entropy condition to the solution and capture the shock wave. An
implicit approximate factorization method was used to advance the solution. Results show
high accuracy on relatively coarse grids for smooth flows. Results with shocks showed
reduced accuracy because of the artificial density method employed.
Fishelov [33] used a multidomain spectral method to solve the low reduced frequency
form of the transonic small disturbance equation for flows over airfoils. The multidomain
procedure employed to compute the spatial derivatives at the interface point was similar to
downwinding since information traveled with a finite speed only in the upstream direction.
The method was able to capture shock waves using a Schuman filter for almost the duration
of the iteration procedure. At the final iterations, a procedure based on the method of [27]
was applied. The equations were discretized using three domains. The center domain
contained the airfoil. Because of the configuration, only the flow over a symmetric airfoil
was determined. Results were presented for the pressure coefficient along the airfoil.
1.4 Summary
An existing formulation of the transonic small disturbance equation and bound-
ary conditions [9], [16] is solved using a novel technique based on finite differencing and
pseudospectral methods. First, the finite difference scheme is used to discretize the partial
derivative with respect to time in the governing equation and boundary conditions. The
resulting equations which contain spatial derivative terms at the advanced and previous
time levels are evaluated on a grid chosen to provide a detailed picture of the flow and
optimize the solution procedure. On this grid, the spatial derivatives are computed using
pseudospectral methods. The grid is chosen to allow separate Chebyshev polynomial ex-
pansions to be used in approximating the derivative with respect to z ahead of the airfoil,
along the airfoil and along the wake. In doing so, the discontinuities in the airfoil boundary
condition at the leading and trailing edges are taken into account while retaining adequate
resolution of the flow. Separate Chebyshev polynomial sums are also used to evaluate the
derivative with respect to q in the upper and lower regions of the flow. This is more accu-
rate than using a single Chebyshev sum to evaluate a derivative when a discontinuity in the
potential exists across the wake (for example, in the case of a lifting airfoil). The following
paragraphs present a summary of the thesis.
In Chapter 2, the full potential equation is derived starting with the Euler equa-
tions and using the assumption of a potential flow field. An inner and outer expansion
is then used to deduce the general-frequency transonic small disturbance equation. The
linearized pressure coefficient is determined and used to obtain an expression enforcing the
Kutta condition at the trailing edge and in the wake. Nonreflecting boundary conditions
are derived and applied at the farfield boundaries following the analysis of Whitlow [9].
It was found that these conditions enhances the efficiency of the numerical scheme since
the farfield boundary can be placed closer to the airfoil thus eliminating the need for a
large computational domain. The boundary conditions for thin airfoils are developed and
expressions for the aerodynamic coefficients are presented. Finally an expression for the
motion of the shock is presented.
In Chapter 3, Chebyshev polynomials and expansions are reviewed emphasizing the
representation of derivatives of a function in terms of the expansion coefficient of the original
function. This is followed by an introduction to the use of pseudospectral methods for time
dependent differential equations. The time derivative is discretized using a finite difference
method while the spatial derivatives are approximated using the Chebyshev polynomial
approximation. A model problem is used to enhance the explanation of pseudospectral
methods and to demonstrate the "advertised" attractions of the methods (accuracy and
exponential convergence). Next a multidomain method is developed for a one dimensional
hyperbolic equation which is similar to the small disturbance equation. The multidomain
technique employed in this thesis differs from that presented in the literature [28], [30], [29].
in that continuity of the potential, its derivatives and fluxes are not explicitly imposed.
Instead the approach is similar to [30] and [33] where the differential equation is solved on
the interface points. The spatial derivatives are furnished for the equation using information
from the neighboring domains. Unlike [30] and [33] however, the method of characteristics
is not solely relied upon to determine the correct information from the neighboring points
and this method can be used for other than hyperbolic problems. The method developed
to obtain the correct value of the derivative on the interface point is directly transferable to
the airfoil solution in Chapter 4. Comparisons of the multidomain solution are made with
the solution obtained in a single domain and with exact solution of the problem.
In Chapter 4, the numerical solution procedure for the transonic small disturbance
equation is formulated using finite differencing for the time derivatives and a multidomain
pseudospectral method in space. In order to solve supercritical flow with shocks, an artificial
viscosity technique is also presented. Comparison of the method is made with linear theory
for a parabolic arc airfoil oscillating in pitch and plunge to verify that the scheme captures
the features of unsteady subsonic flows. Convergence is tested by increasing the size of the
domains in both the z and rq directions.
In Chapter 5, results are presented for steady subcritical and supercritical flows
using pseudospectral methods and finite differencing. The two techniques are compared
for relative efficiency to achieve a given accuracy. Finite difference results are obtained
using TSFOIL and XTRAN2L. Finally a formula is established for predicting subsequent
execution times of the multidomain pseudospectral algorithm once a reference time is known.
In Chapter 6, comparisons are made with results obtained using XTRAN2L for
the aerodynamic coefficients as functions of reduced frequency. Results are obtained for
pitching and plunging motion for 3% and 8% parabolic arc airfoils and a NACA64A006
airfoil. Finally in Chapter 7, conclusions for the present study and recommendations for
future studies are presented.
Chapter 2
Governing Equations
2.1 Introduction
The governing equations, boundary conditions, and initial conditions for small dis-
turbance transonic flows will be presented in this section. The analysis follows the work of
Dowell [35], and Ashley and Landahl [36].
2.2 Small Disturbance Equation
The small disturbance transonic equation is derived in this section by assuming a
slightly perturbed, irrotational, inviscid, and isentropic flow field. The derivation begins
with the inviscid approximation of the conservation of momentum equation:
a Vp
F(0 + (*. V)•+ -- 0 (2.1)P
where V is the fluid velocity, p is the density and p is the pressure. Assuming irrotational
flow implies:
uV= VQ (2.2)
where 0 is the velocity potential. Substituting the vector identity
(-* V)0= 2V(c. 1)- -x (V x )
into equation (2.1) and noting that V x = 0 gives:
avO 1 vp+ -v(vO- V)= - (2.3)
at 2 p
Assuming that density is a function of pressure and substituting
P dp Vp
.P P
into equation (2.3) gives:
V { + (V .V) + = 0. (2.4)at 2 p. p
Integrating equation (2.4) produces Bernoulli's equation for unsteady compressible flows,
written as:
t+  (v .ý + -= FTt). (2.5)
F(t) is determined by substituting the following conditions at infinity:
S= U00z
P = Poo
into equation (2.5). This gives
U2
F(t)= -.
The continuity equation for compressible unsteady flows is given by:
18 ap .Vp+ + V v'= 0. (2.6)pat p
Using Leibnitz's rule and
dpa= l,,entropic (2.7)
where a is the isentropic sound speed, the first term of the continuity equation is rewritten
as: lap 1 a 0 P dp
p at eW' Ct 1 " p "
Substituting Bernoulli's equation into the above equation gives:
1 ap I a0 [414 V4-V4Ppat 22-8- '
The second term of the continuity equation is similarly written as:
Vp 1V  84 vlý -Vlý]
.--= ++ .p a2 t 2
The final term of the continuity equation is written in terms of the velocity potential as:
V .-'= V V. = V24.
Collecting all the terms of the continuity equation and rearranging gives:
1 [a a2' V (2 V8V'qý - (' [4  V4ý*- V4ý)+ + V4D*- V( ) = 0 (2.8)a2  t t 2
The speed of sound is eliminated from equation (2.8) by evaluating the integral in Bernoulli's
equation and makinr use the isentropic relation:
= constant. (2.9)p7
This gives:
ac -c* U O 1 V2 -V)7a 1 - (2 -+ (2.10)S-1 2 ýt 2
Expanding equation (2.8) for two dimensional flows, gives:
ett + 2•,,,t + 2,t,,t = (a2 - X,),, + (a' - t)t - 24,,0,Y
.  
(2.11)
Equation (2.11) is exact for subcritical inviscid unsteady two dimensional flows. Shockless
supercritical flows can also be modeled exactly by equation (2.11). Since the assumptions of
constant entropy and irrotationality are implicit in the derivation of equation (2.11), flows
with shocks can only be approximated.
Equation (2.11) can be simplified using the method of matched asymptotics. Fol-
lowing Ashley and Landahl [36], an inner expansion of the form:
Si(z, y, t) = Uz + Cq (s, y,t) + ... (2.12)
and an outer expansion of the form:
V (z, 1, t) = Uoz + E# (zq, t)+ ... (2.13)
are chosen to represent the velocity potential.
The parameter e is a function of the body displacement in the direction perpen-
dicular to the flow. It, e, is usually taken to be a function of camber, angle of attack, or
thickness for two dimensional flows about an airfoil. When c is zero, the solution collapses
to parallel flow throughout the flow field which is implicitly satisfied by both expansions.
The independent variable in the direction perpendicular to the flow in the outer expansion
is scaled with the parameter A so that:
I =AY
where A is a function of e which will be determined later in the analysis.
Substituting equation (2.13) into (2.10) gives:
a2 = a26 y I)+U a0-  - ( - 1)a( + U0 a)x + O(W). (2.14)
Substituting both equations (2.14) and (2.13) into (2.11) and neglecting terms of order e or
higher give:
t+2UO a _ Y - - ( + 1) UB 20+- 0at ax I a (2
+ 89 a' o (2.15)
The terms of O(e) multiplying 0 are retained because a2 - U. becomes small as the
free stream Mach number approaches unity. Omitting the terms of order e will lead to a
degenerate equation in the transonic regime.
The time derivative term multiplying - can be omitted, however, because the
product of these two terms is small in comparison to 2Uo 3t. The arguments for this
follow from Dowell [35], pages 238-239. Choosing a time scale T and length scale L so that
X= z/L
=tl= /T
are both of order one, the terms of O(E) in equation (2.15) can be rewritten (neglecting
constants of order one) in the above scaling as:
A= e 1at a~z L2T at a82
and
a2• 1= a 2 4B = Uo = U00 .
8azt FT Ba't
Dividing A by B gives:
= O(
which by the original assumption of the outer expansion is much less than unity. Equation
(2.15) can now be written
a2o a2 _( ) 2
at + 2Uoo a - - C(y + 1)U + a. (2.16).a , oo azat =C0 t 2
When the free stream Mach number is of order one, the terms on the right hand
side of equation (2.16) must be of the same order. This is insured by setting
Some references include the terms of ao
A
The former definition of A is used in t
der one multiplying *L in the definition of A so that
his thesis.
The global solution is obtained by matching the inner and outer solutions at the
limit as q approaches zero and y approach h
respect to Yj are written as:
(X) Y3, t)= Y,(, y, t) +...
and
= ,Zy,t) + ...
Since A = v•, ,e will vanish at q7 = 0 as c goes to zero only if:
t) = 0. (2.17)
or
y(, Yt) = G(z, t)
Using the airfoil tangency condition as the boundary condition at y = 0, the first order
term of the inner expansion must satisfy:
S = -6F(, t) (2.18)
where 6 is the thickness to chord ratio of the airfoil and F(z, t) is a function describing the
slope and motion of the airfoil. The inner and outer solutions are matched at q = 0 to give
the boundary condition at the airfoil for the outer solution:
A a= F(, t) (2.19)
Requiring
6
gives
A = 1= /3
and
Substituting the expression for e into equation (2.16) and scaling the variables z, il,
t and q by c, c, c/U. and cUo respectively, and dropping the subeript and superscript on
the velocity potential gives:
Mj' 2+M -  1- M ( L1
M 2  + 62 S 62/1 + M2(1+ *y), O + #O, (2.20)
where c is the airfoil chord length. The airfoil boundary condition must be enforced on
the q = 0 line. The increased resolution in the lateral variable q = 6/11 y from the scaling
suggests that quantities change more rapidly in the lateral direction than in the stream wise
direction when the free stream Mach number is close to one.
2.3 Shock Wave Motion
To determine the motion of the shock wave, equation (2.20) must be recast in
conservation form. Following the analysis performed in reference [17], equation (2.20) can
be rewritten as:
- 2/O# , + (K# - 2 (- + 1)2 + {#n}+ - M2// {# + #,}t = 0 (2.21)
where, K is the transonic similarity parameter given by:
1 - M 2
K= 62/S
Applying the divergence theorem across a thin region containing the shock gives:
M 2M2 ( _y 1)0.. 1 M + 2nt= 0 (2.22)6s/s [0t] nx + Koz - 2-(n/+ 1)# + n, - [#n] n 2 - /3 [• + #,] no = 0 (2.22)
where (nt, ni, n,) is the normal to the shock and [1 denotes the jump in the quantity across
the shock. Continuity of the tangential velocity across the shock gives:
[n,] ., - [.] n, = 0
[•,] n, - [0] n, = 0
If f(x,rq,t)=0 is a function describing the shock surface which has the normal vector
Vf - n, the following can be written:
n, = fn 
_dz
n, ft dY
nt _ it dz
n, fx dt
Dividing equation (2.22) by [.#]n, after substituting
2 [#+0. = Z
where (#,) = (#+ + #;)/2 and - denotes quantities downstream and upstream of the shock
respectively, and using the above relations give:
M2 dx (dX\ 2  M2 fdzX' 22 -- + (K- M+(+ 1)#.)+ - = 0. (2.23)
The quantity dx/dt is the shock speed and 1/(dx/di) is the slope of the shock surface in
the (x, q) plane. For small disturbance flows, the slope is close to zero.
2.4 Pressure Coefficient
The pressure coefficient is defined as:
P -Poo
CP - Poo (2.24)1/2po,,U(.
Substituting
2 Poo
soo 7 Poo
into equation (2.24) gives:
2 pC, = ~(- 1). (2.25)7 0 Poo
Evaluating the integral in Bernoulli's equation and using the isentropic relation:
P P
Poo Poo
give
p-= 1+ M21 - v (2.26)Poo 1 2 U020
Substituting equation (2.26) into (2.25) gives:
i-2
C, 2 ( M 2) - 1 . (2.27)[1 2 U02
Substituting equation (2.13) into equation (2.27) and expanding the term in brackets
using a binominal expansion while retaining terms of order E gives:
-2c
c,= - ( + a).U. at 8x
Dropping the subscript and superscript on the potential and using the scaling introduced
in section (2.2) gives:
C, = -262/3( + ) .  (2.28)
Note the equation for the pressure coefficient is linear to first order.
2.5 Kutta Condition
The requirement that the flow off a sharp trailing edge be parallel to the trailing
edge is known as the Kutta condition. Enforcement of the Kutta condition establishes a
circulation about a lifting airfoil resulting in a finite and non-zero velocity at the trailing
edge. To enforce this condition, the jump in pressure across the trailing edge and the wake
is set equal to zero. The linearized equation which states the jump in pressure is zero is
[OIt + [01 = 0. (2.29)
Reference [16] points out that this is equivalent to a vorticity transport equation. This
provides a mechanism whereby vortices shed at the trailing edge can be convected along
the wake at velocity Uo. The vorticity at the trailing edge [l]te is used as the boundary
condition for equation (2.29).
2.6 Nonreflecting Boundary Conditions
Small disturbance requires the steady perturbed velocity potential and its deriva-
tives to vanish far away from the source of the disturbance. Also for unsteady flows, waves
developed in the interior must propagate towards infinity without reflecting. Since infin-
ity cannot be modeled by the computer, a finite rectangular domain with nonreflecting
boundary conditions applied along the perimeter is used to allow disturbances (physical
and numerical) developed at the airfoil to propagate out of the computational domain.
The solution is therefore free of interference caused by reflected waves and hence the outer
boundaries can be placed closer to the airfoil reducing the computational requirements.
The boundary conditions which are consistent with the full-frequency small disturbance
transonic equation were derived by Whitlow [9] and are presented in this section.
Making the transformation
A 2
TED + D
where
D= (4C + )1/2B
and assuming B to be locally constant equation (2.20) becomes:
Ofr = Oe + #Yv (2.30)
where for the present case
2M 2
A-=
1- M 2
B = ~ / M2 (7 + 1) ,
C .62/3'
As stated in [9], a nonreflecting far-field condition for equation (2.30) is
Or + Or + - = 0 (2.31)
where
r = C2 + y2 .
Returning to the physical coordinates while taking the limit of z going to ±oo with y finite
and constant gives the upstream and downstream conditions respectively:
1 A A( A+ )t + f = 0. (2.32)
Taking the limit of y going to ±oo with x finite, the radiation boundary conditions at the
upper and lower farfield boundaries are:
,± f , = 0. (2.33)
In this thesis, the linearized forms of equations (2.32) and (2.33) will be used at the
farfield boundaries. At the upstream and downstream boundaries, equation (2.32) gives:
MO r ± O = 0. (2.34)
At the upper and lower farfield boundaries, equation (2.33) gives:
t ± g1/ M F, = o0. (2.35)
2.7 Airfoil Boundary Conditions
At the airfoil surface, the normal fluid velocity must be equal to the normal airfoil
velocity. This satisfies the no flow through the airfoil condition which is the appropriate
airfoil boundary condition for inviscid fluids. The normal velocity at the surface of the
airfoil is given by:
aF 1 F1 (2.36)at IVFI
where F(x, y, t) is a function describing the shape and motion of the airfoil. The velocity
of the fluid normal to the airfoil is given by:
VFV. = * (2.37)IVFV
Equating the above equations gives:
aFt- + V* VF = 0. (2.38)
Expanding equation (2.38) gives:
Ft + PF, + I ,FV = 0. (2.39)
Using the small disturbance assumption and the transonic scaling equation (2.39) becomes:
Oq = Ft + F,. (2.40)
Equation (2.40) is applied at the (1r = 0) line along the airfoil location. In practice the
function F(z, t) is given by the following:
F+(z,t) = 9(x) + 0(t) -(t) a(t)x6(t) 6(t)
F-(,t) = -() + A(t) -() a(t)
where 9 and h define the thickness and camber distributions, respectively, as functions of z.
F+ and F- are functions describing the shapes of the upper and lower surfaces of the airfoil
respectively. Usually, 6 is not a function of time, however, in this case time dependence is
requied for a smooth start of the airfoil motion rather than an impulsive start.
2.8 Aerodynamic Coefficients
The lift and pitching moment coefficients can be calculated by integrating the pres-
sure distribution over the airfoil. The lift coefficient, taken to be positive in the positive y
direction can be determined from:
CL = - (C,,t, - C, ))da
Substituting equation (2.25) for the pressure coefficient along the airfoil gives:
CL = 262/3 [t + Ox]dz (2.41)
where [( )] represents the jump in ( ) across the airfoil. Integrating equation (2.41) gives:
CL = 262/([]., + J [tl]dz) (2.42)
The pitching moment coefficient is determined using:
SeeCM = -, (X - X.)(CPto - C,,t)dz (2.43)
Substituting equation (2.25) into equation (2.43) gives:
C = 262/3 ( -. )[#O + Oz]dz (2.44)
J=l,
Integrating equation (2.44) gives:
CM = -262/3 (x - Ma)[#,* + ((a; - aT) - 1)[#Ida} (2.45)
where a = xa is the point along the airfoil chord about which the moment is taken.
2.9 Summary and Discussion
The small disturbance equation for unsteady transonic flows was derived in this
chapter. Even with the simplifying assumption of small disturbance, the equation remains
nonlinear. This nonlinearity is present because the local Mach number, a function the
perturbed velocity, replaces free stream Mach number in the small disturbance equation.
Therefore, the equation changes type from elliptic to hyperbolic (in space) as the local
Mach number exceeds unity. Because of the small disturbance assumption, it should be
expected that stagnation points will appear as singularities in the computed values of the
pressure and velocity at the leading edges of airfoils with blunt leading edges. For example,
parabolic arc airfoils at zero angle of attack and flat plates at angle of attack exhibit log
and square root singularities in the velocity at the leading edge. Previous calculations
using small disturbance theory, however, produce results which are in good agreement with
experiments performed under conditions within the validity of the theory (see for example
ref [37], pp. 100-101). Because of the isentropic assumption, only weak shocks can be
accurately computed. The shock speed and shock excursion amplitude can be obtained
using equation (2.23). Equation (2.23) can also be used as an internal boundary condition
in shock fitting procedures to determine the shock wave motion.
The airfoil boundary conditions were obtained using thin airfoil approximation. An
advantage of this is that a cartesian grid can be used to compute the solution. However, in
general, the imposed upwash would be discontinuous at the leading and trailing edges. A
solution grid must be used to provide good resolution at these two positions especially close
to the airfoil. Good resolution at the airfoil is naturally enforced in pseudospectral methods
based on Chebyshev polynomials using a separate domain to define the airfoil. Radiation
boundary conditions in the farfield allow the boundaries to be positioned close to the airfoil
in numerical procedures. The idea being that waves developed in the interior will not reflect
off the boundaries and will not affect the flow quantities at the airfoil. Numerical schemes
with these boundary conditions imposed are more efficient than schemes with perfectly
reflecting conditions when a large grid is used.
In obtaining numerical solutions using the small disturbance formulation described
above, the limitations of the small disturbance transonic approximation must be remem-
bered and caution must be taken to minimize errors. Recall from section 2.2 the magnitude
of the highest order truncated term is of O(2~ = 64/1). For relatively thick airfoils, this term
is appreciably large and can be considered a source of error which cannot be neglected. Also,
1 - M2 must be of O(c) for the approximation to hold. The second source of error is from
the radiation boundary conditions. For steady state, the boundary conditions state that
the perturbed velocities go to zero at the boundaries. If the boundaries are too close to
the airfoil, the error from this approximation can be great. It is important in numerical
schemes to choose 6 and the position of the farfield boundaries so that the errors would be
of the same order.
Chapter 3
Chebyshev Spectral Method
3.1 Introduction
In this chapter, a pseudospectral technique based on Chebyshev polynomials will be
developed. First, Chebyshev polynomials and their properties will be reviewed. This will
be followed by the pseudospectral formulation using a model problem to demonstrate the
accuracy and convergence of the technique. Finally a novel multidomain technique will be
developed for the one dimensional wave equation for a moving source. The ideas developed
in this chapter will be applied in the next chapter to solve the transonic small disturbance
equation for lifting and nonlifting airfoils.
3.2 Chebyshev Polynomial
The Chebyshev polynomial Tn(z) is defined as
T,(z) = cos(ncos-l(z)) (3.1)
for -1 < z < 1. T,(z) can be found efficiently in numerical applications using the recursion
relation:
Tn+1(z) - 2zT,(z) + T- 1 (z) = 0. (3.2)
The following orthogonality condition holds for Chebyshev polynomials,
1 Tm(C)Tn(x) r 0 if n mJ Txd d= ifnm= m 0 . (3.3)
- ifm=n_>O
A function f(z) can be approximated using a Chebyshev polynomial series of the form:
NIf(z) = L -anTn(z) (3.4)
n=O c n
wk ere
2 ifo=O
Cn I 1 otherwise 
'
and N is a large integer. The coefficient of equation (3.4) can be determined from:
2 N1
an = _ -f (zi)Tn(x,)
i=O
where xi = coe( ) are the collocation points. A two dimensional function F(z,y) can
similarly be represented by:
N M
F(x,y)= E a.,nm Tn()Tm.(y) (3.5)
n=O m=O CnCm
where the coefficients anm can be determined from:
NM4 1 N M Iantn = FM E F(se, yA)Tn(xi)Tm(YA)CncM i=O =O CiCi
The derivative of f(z) with respect to x can be written in a Chebyshev polynomial
sum as:
df N
dW = E bnTn(z)
n=0
where
2nan = b.- 1 - b.+l (3.6)
relates b, to a,. The partial derivative of F(z, y) with respect to z can be written as:
=F E Ia(1O)Tn()Tmt(y) (3.7)
ax =n fn CnCv
and the partial derivative with respect to y can be written as:
OF = E 1 .- a(O1)Tn(x)Ttm(y) (3.8)
Oiy , CnCm
where
2nan. = a() () -2 -l,m - n+l,m
and
2 manm, = a(01), - a(01)
Higher order derivatives can be computed by repeating the procedure described above until
the desired order of differentation is obtained. The sums can be evaluated using Fast Fourier
Transforms.
3.3 Pseudospectral Methods
Implementation of pseudospectral methods based on Chebyshev polynomials is pre-
sented in this s'ction. For completeness, methods based on Fast Fourier Transforms (FFT)
and direct inversions (DIM) will be presented. In the remainder of the thesis, however, DIM
will be used to implement pseudospectral procedures.
3.3.1 Fast Fourier Transform Method
Consider the time dependent partial differential equation
ut + cu3 = vuts. (3.9)
Equation (3.9) can be discretized in time using the Euler formula
U!+ = - At(cut~ - Vn-V )
where un = u(z,,tn), t, = nAt, and zi is given by:
si = cos( )imnax
A FFT can be used to obtain the coefficients fs of un(zi) using:
2 ""
U, = k -un(z,)Tk(z,)
CA;maxj= Cckmn i=o c,
Having the coefficients of un(zj), the coefficients of the first derivative can be obtained
following [23] from:
2 ia~
Ck p=k+l
where p+ k is odd. Similarly the coefficients of the second derivative can be obtained from:
42) 1 j m (" 2 -
p=k+2
where p + k is even. The first and second derivatives can be determined from (1) and U)
using a FFT to evaluate:
du i.
k=O
and
d- = a4TIk(X,).
k=O
3.3.2 Direct Inversion Method
The Chebyshev sum of a function of two dependent variables,
NN
F(z, y) = anmTn,(xz)T.(yi),
i=O j=o0
evaluated at N 2 discrete points can be expressed as:
[F]= [T][A][T]T  (3.10)
where [ ] denotes an N x N matrix. The elements of [F] represent the value of F at the
points zi and yy such that
Fji = F(z,, yi)
Also, the matrix [T] can be obtained from the Chebyshev polynomial so that the elements
of [T] are
Tij = Tj(zi).
The matrix [A] contains the expansion coefficients as its elements:
Ai = ai .
The first derivative of F(z, y) with respect to z can be represented following equation (3.10)
[F,] = [T][B][TJT  (3.11)
where the elements of [B] can be determined from
2 N
b =- pap (3.12)
p=ci+l
with ci already defined. This equation can be represented in matrix form as
[B] = [P][A] (3.13)
where [P] is an upper triangular matrix and has elements dictated by equation (3.12).
Substituting equation (3.13) into (3.11) gives
[Fz] = [T][P][T]-1[T][A][T]T
But [T] [A] [T]T is [F]; hence a Chebyshev derivative operator can be defined such that:
[F,] = [D][F]
where
[D] = [T][PI[T]- '.
In practice [D] can be computed more efficiently using the formula derived in reference [38]:
dki = (j 6 k)Cj rk - Zj
d= 2(1 - z)
and
2N 2 + 1
doo = -dNN 6
For the example problem, the derivative uz can be computed using:
isax
Uzi= dij
i=0
In general, the first derivative can be found at all points zi using matrix multiplication:
where & is given by
U= {uo, U-...-U, }T
Equation (3.9) can then be written in semi-discrete form as:
U' + c[D]U*= v[D]'U (3.14)
A consistent and stable finite difference scheme can then be used to evaluate the temporal
derivative.
3.3.3 Accuracy and Convergence
Accuracy and convergence of the pseudospectral technique are demonstrated in the
solution of equation (3.9) with c = 0. This case is chosen because an analytical solution
is available with which to compare the computed solution for a specific set of boundary
conditions. Accuracy and convergence of the scheme can be seen by the behavior of the
error' the spatial grid is refined. Computation requirements are minimized by using a
second order scheme in time. The problem to be solved is given by:
ut = u., 0 < z < 1,t > 0 (3.15)
u(z,0) = 100sinrz 0 < x < 1
u(0,t) = u(, t) = 0 t > 0
The exact solution of the above problem is given by:
uexact = 100exp - r t sint z
Equation (3.15) can be discretized in time using:
+1 -u = Atu i
'the error=exact solution -computed solution
where u0 = u(z,, nAt) and
i = (1+ cos(Irj/max)).
Even though the above discretization is stable, it is first order accurate in time. To
improve the accuracy, the term
At
is added to the right hand side of (3.15) which cancels the first order error term for the
above Euler discretization; the resulting scheme is second order accurate in time. The
spatial derivatives are evaluated using:
N
Yoi = (1 )2 Uk
k=0
and
N
u~zgj = (1l)4 dr4)Uk
k=O
where d. and ,) are the elements of [D]2 and [D] respectively. The factors multiplying
the above sums come from a linear transformation mapping the physical space 0 < z < 1
into the computational space -1 <( _ 1. Details of the transformation are presented in
Section 4.2.
The errors produced by the above scheme are computed by subtracting the exact
solution from the numerical solution at each grid point and taking the average over all the
points:
S=o (' - Uexact(x))
error = ( N
Figure 3.3.3 is a plot of log10o of the error as a function of N. The calculations were
performed until t = 0.5. A time step of (0.0001) was chosen to insure accuracy of up to
eight decimal places for the temporal discretization during the calculations. Five points
reproduced the solution within four decimal places of accuracy. The straight line up to
nine points demonstrates exponential convergence of the scheme. The accuracy ceased to
increase after nine points because the temporal approximation limited the accuracy to eight
decimal places.
3.4 Multidomain Method
The multidomain technique is demonstrated by considering the model problem:
M2#tt + 2M 2 03 t = (1 - M 2)4,. (3.16)
log error
0.
-2.
-4.
-6.
-8.
2. 4. 6. 8. 10. 12. 14. 16.
Figure 3.1: Spatial convergence history for ug = uz. The error is computed from the
difference of the computed solution and the exact solution at t=0.5.
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with radiation boundary conditions
1+MOt + - €, = oM
and
1-M
4t M- - = 0
used at the left and right boundaries respectively. This model problem is chosen to demon-
strate the technique because it closely describes the propagation of waves for the small
disturbance transonic equation. The quantity M is the Mach number.
The time derivatives in (3.16) are approximated using:
O n+1 - 2#e + #- + O(At2 )9" = Atz + O(At')
and
. z A _ + O(At)At
The differencing for Ott is second order in time while differencing for the Ot term is first
order. The discretization error resulting from the backwards differencing of the ,.t is
dissapative and has a negative coefficient and therefore unstable. The scheme is made
stable by adding the term
AtMZ2 , tt
to the right hand side of equation (3.16) which exactly cancels the first order term.
Time stability of the scheme depends on the CFL condition. That is, the maximum
At for stability must satisfy the following:
M MAtmax = MIN (Azn 1 - M' Az n n 1 +M
Since the minimum Ax is of order (1/N 2 ) because of the cosine distribution of points near
the boundaries, the time step for stability is very stringent being of O(1/N 2 ).
The computational space can be divided into three subdomains. The range of these
domains along the x-axis are:
z C < x < z
and
for the left, center and right domains respectively. The two interface points are located at:
X = = ZXCf
and
C R
= Zf = "oR .
A linear transformation is used to map the physical range of each of these domains into
the computational range of -1 < C 5 1 as required by Chebyshev methods. Details of this
transformation are given in Section 4.2. The transformation takes the form:
C= az - b
where a and b take the values of aL, bL, ac, bc and aR, bR for the left, center and right
domains respectively. The potentials in the left, center and right domains are denoted by
•L, 0c and #R respectively.
Simply enforcing continuity of the dependent variable and the normal derivative at
the interface does not produce stable results. The multidomain technique is implemented in
the evaluation of the spatial derivatives at the nth time level. The following implementation
for M < 1.0 is used. The first derivatives in all three domains are computed using:
a= E d jt
k=0
where a depends on the domain in which the derivative is being computed. Since there are
two interface points in common for the domains, I use at the interface points:
N I
f= ) = a L EdNjkIS0'
k=0
N o
O .) O -f=  = aC E dNrkq$
k=O
where NL , NC and NR are the number of points in the left, center and right domains
respectively. The second derivatives are evaluated using:
onxj = a E dytokzmakk=O
with the assigned value 0" being used in the computations. The value of on used at the
interface points are:
No
k=O
N A
k=o
The above method uses information from the upstream points to evaluate the first
derivatives at the interface points. The second derivatives are evaluated using a combination
of upstream and downstream information. This works well for M < 1.0. It was found that
using both first and second derivatives from the upstream points was unstable. Failure to
use the interface value of the first derivative in the computation of the second derivative in
the domains also provided unstable results for the explicit scheme used.
Equation (3.16) is solved for M = 0.5 with the initial condition:
O(Z,0) = e-15 2
(zX, 0)= 0
The exact solution is given by:
( 1+M -15(z+liAt)2 + 1 M 15_(_- _-t)2(x,t) = 2 e- Ad) + 2 e- Ad- t2 2
The L2 error is computed for t = 1/3 and -1 5 z < 2. The interface points are at z = 0
and z = 1. Figure 3.2 is a plot of the solution in three domains. The solid line is the exact
solution for M=0.5.
0.8
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Figure 3.2: Solution of the 1-D wave equation for a moving source for M=0.5. The points
represent the multidomain Chebyshev pseudospectral solution in three domains while the
solid line is the exact solution. The initial condition is a pulse given by e- 15=2 . The solution
is shown at t=1/3.
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Table 3.1 shows the error for single domain. The relatively slower convergence
(compared to the heat equation soloution) is due to the initial input function which is
discontinuous at the boundaries. Table 3.2 shows the error for three domains with the same
number of points in each domain. Convergence is about the same for the single domain and
the errors are compatible for the total number of points in each domain. Figure 3.3 shows
the error as a function of position for the single domain (N=32) and the three domain grids
(NL = NC = NR = 16). Since the error for the single and multiple domains overlap, it
can be concluded that no additional error is introduced by the multidomain formulation for
this example.
Table 3.1: L2 norm of error for equation (3.16) with radiation boundary and pulse initial
condition. This is the error for a a single domain.
N L2 error
8 4.36 (-2)
16 6.11 (-3)
32 3.12 (-5)
Table 3.2: L2 norm of error for equation (3.16) with radiation boundary conditions and a
pulse initial condition. The error is for three domains with equal number of points in each
domain.
NL, No, NR L2 error
4, 4, 4 2.44 (-2)
8, 8, 8 8.01 (-4)
16, 16, 16 3.22 (-5)
A comparison of the results of Table 3.2 with Tables 3.3 and 3.4 show that errors are
dominated by the least accurate domain. This demonstrate that the multidomain method
remains a global solution to the differential equation.
Error
- .0
--.u *., 0.0 0.5 1.0 1.5 2.0 2.5
Figure 3.3: This plot shows the error for a single domain and three domain multidomain
Chebyshev pseudospectral solution for wave eqation. The solid line is for a (16 x 16 x 16)
multidomain while the points are the error for the single domain with N=48.
Table 3.3: L2 norm of error for equation
a pulse initial condition. The error is for
points to the right of the interface points.
(3.16) with radiation boundary conditions and
three domains with equal or greater number of
NL, NC, NR L2 error
4, 4, 8 1.92 (-2)
4, 8, 8 1.15 (-2)
8, 8, 16 4.91 (-4)
Table 3.4: L2 norm of error for equation (3.16) with radiation boundary conditions and
a pulse initial condition. The error is for three domains with equal or greater number of
points to the left of the interface points
NL, No, NR L2 error
8, 4, 4 1.40 (-2)
8, 8, 4 1.32 (-3)
16, 8, 8 3.00 (-4)
3.5 Summary and Discussion
A pseudospectral method based on Chebyshev polynomial was presented in this
chapter. Chebyshev polynomial series expansions and the properties of the Chebyshev
polynomial were used to represent functions and their derivatives of up to two indepen-
dent variables. Two techniques used for implementing the pseudospectral technique were
described. The first method is based on the FFT and have the advantage of being able
to compute the derivatives within the order of N log1 N operations for large N. When a
moderate discretization number is used, it is more advantageous to use a DIM to evaluate
the derivatives even though the operational count is of order N2 .
The one dimensional wave equation for a moving source was used to demonstrate a
novel multidomain technique. DIM was used to evaluate the spatial derivatives. A second
order finite difference time marching procedure was used to advance the solution in time.
The accuracy of the method is not as spectacular as for the heat equation. This is because
the initial condition had to be truncated at the boundaries. A pulse initial condition was
used so that the discontinuity at the boundaries would have a minimal effect on the solution.
This demonstrates the reduced accuracy of spectral methods even when small discontinuities
are present in the solution. Comparison of errors of a single domain and a three domain
multidomain solution for the wave equation demonstrates that no errors are introduced by
the multidomain technique. Global errors corresponding to the error of the least accurate
domain shows that the multidomain technique is globally valid.
Chapter 4
Application to Flows About Airfoils
4.1 Introduction
The details of the Chebyshev pseudospectral solution of the transonic small distur-
bance potential equation are presented in this chapter. The velocity potential is advanced in
time from an initial value defined on the collocation points to a desired final state. The time
marching scheme is derived using a second order finite difference approximation to compute
the time derivatives in the small disturbance equation and the boundary conditions. The
pseudospectral scheme developed in Chapter 3 is used to evaluate the derivatives in the
governing equation and boundary conditions on the collocation points. The computational
region is divided into six smaller domains. Three domains are aligned in the upper region
of the flow and three are aligned in the lower region of the flow. A separate Chebyshev
polynomial expansion is used in each domain to evaluate the derivatives. The multidomain
approach is used instead of a global expansion which would include the discontinuity intro-
duced by the presence of the airfoil. Using a separate domain to define the airfoil provides
good resolution at the leading and trailing edges.
4.2 Coordinate System
The boundary value problem posed by small disturbance theory is defined and solved
on a rectangular cartesian grid. The grid is further divided into six computation domains
shown in Figure 4.1. The upper left, upper center and upper right domains are labeled UL,
UC, UR respectively and the lower left, lower center and lower right domains are labeled
LL, LC, LR respectively.
The upper left domain location is given by the range:
and
0 r 5' !
&I - 4in17 =-17 f
r1=0
n = -n /'
Z•fI = =- = =z =zx•
Figure 4.1: Multidomain grid
The range of z for the lower left domain is the same as for the upper, however the range of
Yi is
-17 < 1 I 5 0.
These ranges of q holds for the upper and lower, center and right domains as shown in
Figure 4.1. The upper and lower center domains lie between:
and the upper and lower right domains lie between:
R < < z•.
The interface line dividing the left and center domains is given by:
S= = oC
and the line dividing the center and right domains is given by:
x = z = Xo
for both the upper and lower domains. The interface line dividing the upper and lower
regions is given by:
r =0.
Before Chebyshev polynomials can be used to compute the derivatives, the physical
range of the indepeident variable must be transformed into a computational region lying
between -1 and 1. The points of the computational region must be chosen such that they
are the zeros of the Chebyshev polynomial. A linear transformation is used to map x and
q into the computational space in all six domains. The following transformations are used
in each domain:
= ax + b (4.1)
and
i = aq + 6 (4.2)
where
2
Zo - zs!
b = 1 - Za,
2
= -=
t1f
and 8 = :i7f for the upper and lower domains respectively. Again the above transform
maps the physical extent of x (zo < • < z ) and q (0 < q 5 i< i) in each domain into the
computation space -1 5 C 5 1 and -1 < < 1. The domains are then discretized using:
i=cos(j)(imax)
and
ti = cos .
A cosine distribution of points is also realized in the physical space since the transformation
is linear. This provides a natural refining of the grid near the leading and trailing edges
of the airfoil. Refinement of the grid is also obtained at the far field boundaries where the
differential equation governing the radiation boundary conditions are evaluated.
Derivatives with respect to x in the physical space are related to derivatives with
respect to C in the transform space by:
0 = a( (4.3)OX ac
Derivatives with respect to r in the physical space are related to derivatives with respect
to j in the transform space by:
8() 8()= a (4.4)
4.3 Velocity Potential in the Left and Right Domains
The details of the finite difference scheme used to advance the velocity potential in
time in the interior and on the boundaries of the left and center domains are presented in
this section. In the interior of the domains, the time derivatives in the small disturbance
equation is discretized using a second order explicit scheme. On the farfield boundaries,
the time derivatives in radiation boundary conditions are discretized using a second order
scheme. Along the q = 0 line, continuity of the potential and the vertical velocity is enforced
across the upper and lower left domains. Across the upper and lower right domains, the
wake equation is used to find the jump in the velocity potential. The potential is then
determined by enforcing continuity of the vertical velocity 0, across the wake.
4.3.1 Interior Points
The velocity potential at the interior points zx, qi in the upper and lower domains
are computed using:
2- , 1 -M2 M + ) M2
+ t i  (4.5)
The above formulation is slightly unstable and first order due to the first order
discretization of 4,g. This is seen by examining the reduced equation for equation (4.5):
M 2M2  (1 - M 2
.t,,23 =-. M2(S + I)-onn,,+2-/3  fi tii = 2/3 o( 1
+ s + AtS j + O(At2 ) (4.6)
The scheme is made stable and second order by subtracting the discretization error term
M 2  (62/3 A cts,, (4.7)
at each time step from the left hand side of (4.5).
4.3.2 Potential at Farfield Boundaries
The farfield boundary conditions are discretized in time using a second order finite
difference method. The upstream radiation condition is applied along the left face of the
upper and lower left domains while the downstream radiation condition is applied along
the right face of the upper and lower right domains. The linearized upstream boundary
condition is given by:
1-M
M
and the linearized downstream condition is given by:
1+MOt + M , = =0.M
The linearized upper and lower radiation boundary conditions are applied along the upper
and lower faces of the upper and lower left and center domains. These conditions are:
S- 613 M = 0
for the lower boundary and
t + 611/3=/1 - M2  0#s  '  M • = O
for the upper boundary.
The upstream boundary condition at the points along the left face of the upper and
lower left domains is discretized in time using:
on+_ - o = tI(M4Ln At2  1 M .)At - M (4.8)
As before, the term
At2 (1- M
has been added to stabilize the scheme and enhance the accuracy. The superscript L denotes
that the derivatives are evaluated using the potential computed in the left domain. The
downstream radiation condition is discretized in the same manner. It is applied at the right
face of the upper and lower right domains and discretized using:
1Rn+l1 _ Rn = M At 2( 1+M) 2#n (4.9)WNaj -- Nj M1 O ejt + _.(- M W33Nj(.
The lower farfield radiation boundary condition is evaluated along the lower faces
of the lower left and right domains using:
On+1 o = At 1/s V1- Ml , O/ 1 AI)2,"•# (4.10)
The upper farfield radiation boundary condition is evaluated along the upper faces of the
upper left and right domains using:
SPn+l1 _ P= -t/ ( 1 )# (4.11)M ~ iM ,
4.3.3 Potential at Interface between Lower and Upper Domains
The potential at the interface between the upper and lower left domains is deter-
mined by enforcing continuity of ,, and 4 along the line q = 0 at the advanced time level.
Continuity of O4 in discretized form at qr = 0 is given by:
J J
dC o (4 +1)UP --= dj(+) LO (4.12)
k=0 k=O
where dik are the elements of the Chebyshev pseudospectral derivative operator. The only
unknowns in equation (4.12) are ( , 0o+1)UP and ( , +I1)LO. Enforcing continuity of 0 at
q = 0 provides the additional equation needed to determine the unknowns. In the right
domains, the potential along the q = 0 line is determined using continuity of ,, and the
jump condition across the wake. Enforcing continuity of 4, gives:
J J
do(0 o+1)UP = dJ,(0,+ 1)L•  (4.13)
k=O k=O
The unknows are determined using the jump condition in the wake. The jump condition
across the wake at the advance time level is determined from the Kutta condition:
[O]t + []0 = 0 (4.14)
Discretizing equation (4.14) in time gives:
At 2[4?+1 = []; - atl[, + 2+i
The jump in the potential at the trailing edge of the airfoil is used as a boundary condition
for the above equation.
4.4 Potential in Center Domains
In the center domains, the partial derivatives with respect to q are evaluated at the
advanced time level. This is to better enforce the condition on , at the airfoil position. In
the interior of the domains, the potential at the advanced time level is determined using:
n-1 - on
+ At2 + (4.15)
Again the discretization error term given by equation (4.7) must be subtracted from the
left hand side of equation (4.15) for the scheme to remain second order accurate.
The potential at the upper and lower farfield boundaries is determined using:
•1- ,) -1= -AtS 1/s ~' (4.16)
for the upper boundary and
O n .-I - 1 =/ I - M 2 r l.-I-. + 1 1
'•- 0 --= At6 1/ x "F( + (4.17)
for the lower boundary.
The potential along the airfoil is determined using the airfoil tangency condition at
the upper and lower surfaces. At the upper surface the condition is given by:
O io = F+(z,,t) (4.18)
and at the lower surface, the condition is given by:
07JU = F-(z, t) (4.19)
Equations (4.15), (4.16) and (4.18) can be combined into a matrix equation with the po-
tential in the upper center domain at the advanced time level being the unknown. Also
equations(4.15), (4.17) and (4.19) can be combined into a matrix equation with the poten-
tial in the lower center domain at the advanced time level being the unknown. This can be
written as:
[A] ý = f1i (4.20)
The elements of 74 are:
o,= { ,n+1 .n..l+l 1T
for the upper and lower center domains. For the upper center domain, the first row of
[A] and the first element of Bi contains the upper airfoil boundary condition in discretized
form. The last row of [A] along with the last element of 4A is the discretized equivalent of
the upper radiation boundary condition. Likewise, for the lower domain, the first row of [A]
along with the first element of A is the discretized form of the lower radiation boundary
condition. The last row of [A] along with the last element of Bi represents the lower airfoil
boundary conditions. The interior rows and elements of [A] and BA states equation (4.15)
for both the upper and lower center domains. The potential in the center domain can then
be determined from:
= [A] - -'1
Since [A] does not contain any time dependent terms, the inverse needs only be computed
once at the begining of the computations.
4.5 Spatial Derivatives
The spatial derivatives at previous time levels are evaluated using the DIM method
developed in Chapter 3. Before the derivatives can be evaluated, the physical space must
be transformed into a computational space which lies between -1 and 1 for both the z and q
variables in all domains. Linear transformations are used since they preserve good resolution
at the leading and trailing edge of the airfoil. Resolution is also needed at the boundary
for accurate evaluation of the radiation boundary conditions. At the z =constant interface
surfaces, the partial derivatives with respect to z are computed using the multidomain
technique developed in Chapter 3 along rl=constant lines.
The Chebyshev pseudospectral derivative operators used in the left, center and right
domains are represented by the matrices DL, DC and DR respectively. The matrices have
the dimension (NL x NL), (N C x Nc) and (NR x NR) respectively where NL , NC and
NR are the maximum number of points in the left, center and right domains along lines of
constant Yr. These matrices are used to compute the partial derivatives with respect to z
in the upper and lower domains. The partial derivatives with respect to r are computed in
the upper and lower domains using the matrices DUP and DLO respectively. Since the same
number of points is used in both the upper and lower domains, DUP and DLO are identical.
Both of these matrices have the dimension (J x J) where J is the maximum number of
points along z=constant lines for all domains.
4.5.1 X-derivatives at Interior and Interface Points
The linear transformation described in section (4.2) is used to map the physical
range of each domain into the computational space -1 < C < 1 so that the derivatives can
be computed. This transformation is the same for the upper and lower domains. In the
left, center and right domains the linear transformations are given by:
cL = aLz + bL,
Cc = acz + bc ,
and
cR = aRz + bR
respectively. The constants are given by:
a= 2
and
l = 1 - 2a I "
with similar expression for ac, bc, aR and bR. (L, Cc and CR are discretized using the
zeroes of the Chebyshev polynomial as collocation points:
Nr)
=-COB (NL)(NC)
The derivative of 0 with respect to z in the physical space is related to the derivative of #
with respect to C in the computational space in the left domain by:
a= aL
Similar expressions hold for the upper and lower center and right domains.
Using DIM, the first derivative with respect to z is computed in the upper and lower
left domains using:
NL
kii = a dko#i (4.21)
k=O
where di are the elements of the pseudospectral derivative operator matrix DL. Similar
expressions hold in the center and right domains, with the superscript L being replaced by
C and R respectively.
At the interface points, z = L = zoC, the first derivative with respect to z is
determined using:
NL
o, = #,NLI = aL d kJ)ki . (4.22)
k=O
At the interface points, z = zC = R, the first derivative with respect to z is determined
using:
No
0Lo = 'zNO = ac dok4 ,. (4.23)
k=0
Once the first derivatives are determined, the second derivatives with respect to to
z are computed using:
NL
L. q= a Zdidj (4.24)
k=O
Similar expressions hold in the center and right domains, with the superscript L being
replaced by C and R respectively.
Along the interface line, z = zf= z 0, the second derivatives with respect to z are
computed using:
NO
SOj = Ni =L ac h (4.25)
k=o
Along the interface line, z = z = zo, the second derivatives with respect to z are computed
using:
NR
RjR E 4R R,
Oij = ', Nj = a dok zkj. (4.26)
k=0
4.5.2 r Derivatives
Partial derivatives with respect to r are computed in the interior and boundaries of
the computational space using the DIM method. In the upper and lower left, center and
right domains, the physical range of the r variable is transformed within a range of -1 to 1
using:
U P = aUP +UP (4.27)
and
4m = aLO + PLO (4.28)
for the upper and lower domains respectively. Here
auP . LO _ 2
and
PUP= -PLO = qf
YUP and jL are discretized using:
'i o = 1Y os(J) (4.29)
First derivatives of 0 with respect to qr at previous time levels in the upper left,
center and right domains are computed using:
J
n ii = cUP d jP P (4.30)
k=O
In the lower left, center and right domains the partial derivatives of # with respect to q are
computed using:
or = aLO dw Lok (4.31)
k=O
where dY(, and dA are the elements of DUP and DLO respectively.
Second derivatives of 0 with respect to q at previous time levels in the upper left,
center and right domains are computed using:
O, iq = ctUP d 4 up (4.32)
k=O
In the lower left, center and right domains the second partial derivatives of 0 with respect
to q, are computed using:
01 i = c iW el 4 . (4.33)
k=O
4.6 Aerodynamic Coefficients
Aerodynamics coefficients at the advanced time levels are computed at the upper
and lower airfoil surface using the value of 0,.+1 computed in the foregoing sections. The
pressure coefficient along the upper surface of the airfoil is obtained using:
CPi =-2/ (4 uc0n+l_ (AuC). (),OUCn+l
S-2 At + io (4.34)
The pressure coefficient along the lower center domain is computed using a similar expression
with the superscript UC replaced by LC.
The lift coefficient is computed at the advanced time level using the expression
developed in section (2.8). This expression was obtained by integrating the jump in pressure
coefficient across the airfoil by parts from the leading edge to trailing edge. The integration
yields two parts. The first part is the jump in potential at the trailing edge which is
computed using:
[10]trailing edge = 0 - J (4.35)
The second part is the integral:
I(t) = [0t]dx (4.36)
The integral is evaluated by finding the Chebyshev coefficient of the integrand using:
2 NC
13k = CkNc I.(Zi)Tk(Zi ) (4.37)
where
Ij = [,t]acro airfoil (]c)n+ (.c) =n At
then substituting the coefficients:
2kIk = Izk-I - It+i (4.38)
into
I(t) = l• JTk(z) . (4.39)
k=O =e
The lift coefficient is therefore given by:
C1 = 262/3 ([O]trailing edge + I(t)) (4.40)
The moment coefficient is computed in a similar manner using the expression in
section (2.8). The first part is computed using:
(z - za)[O]trailing edge = 0 -OJ (Zte - .) (4.41)
The integral in the second part of equation (2.43) for the moment coefficient is evaluated
using the same technique applied for the lift coefficient. In this case
IX(z, t) = (z - z,)[lt] - [0] (4.42)
The final expression for the moment coefficient is given by:
C, = -262/ {(Xte - Z.)[]trailing edge + I(t)). (4.43)
4.7 - Shock Capturing
When the local Mach number exceeds unity, the flow is supercritical and usually
contains shocks. In order to accurately compute the shock speed and position, the small
disturbance equation is rewritten in the conservation form:
M M 1- M' M' 2
62/3 + 2 + / 2 c1)# + ()6. (4.44)
The equations for the forgoing formulation of transonic flows about airfoils can be placed
in conservation form by replacing:
in the discrete equations by
The goal of shock capturing procedures for spectral methods is to enable the com-
putation of sharp stable compression shocks but rule out non-physical expansion shocks.
Stability is achieved by filtering the oscillations which develops in approximating the dis-
continuities in the solution. This usually ammonts to explicitly introducing a second order
dissapative into to the govering equation. Because of the isentorpic flow model, non-physical
expansion shocks were observed by Street [34] for airfoils with fore and aft symmetry. To
get rid of this problem, an entropy condition must be used. Street devised a condition in
the solution of the full potential equation for general airfoils by using an artificial density
method. The upwind bias of the density in supersonic regions provided the entropy con-
dition and sufficient artificial viscosity to compute stable shocks. Recall that Fishelov [33]
also used a Schuman filter to stabilize the shock until the steady state was reached, then
used a infinite order smoothing technique. In this section, the shock capturing procedure
uses pseudospectral methods to compute the viscous term and uses a variable coefficient
of viscosity which has the property of being small in smooth regions of the flow but large
at region of sharp gradients. Regions of sharp gradients are expected about the expansion
and compression shocks. The additional viscosity introduces an entropy condition which
would annihilate the expansion shock but provide enough smoothing in the region of the
compression shock so that the spectral derivatives can be computed accurately using a finite
number of terms. The artificial viscosity is given by:
artificial viscosity = piiy...s i (4.45)
where pj has the property of being small in smooth regions of the flow and large in region
of sharp gradients and is given by:
,ij = VIji+2,• - #•i+1,jI + 21, i+ij - OjiI + •4' i - #.i-ijl (4.46)
and v is a number typically around O(.01).
The above idea is demonstrated in the solution of the model problem:
ut + ~2 = 02
with the initial conditions
U(0  f UL  if z < 0(, ifz>0
The shock speed is given by:
uL + uR
2
The above problem is solved using the scheme:
u! = - At +J ju
where pi is given by equation 4.46 for one dimension. The exact solution for ul = 0.5 and
uR = -1.0 is a discontinuity propagating to the left with a speed of 0.25. At t = 1.0 the
discontinuity would be located at z = -0.25. Figures (4.2) and (4.3) are plots of u, and
p/ilv at t = 1.0.
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Figure 4.2: Solution of model problem to demonstrate shock capturing technique.
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4.8 Time Stability
The explicit time marching scheme described previously is conditionally stable. A
necessary condition for stability is that the CFL condition be satisfied. That is, the scheme
cannot be stable unless waves propagate less than one step in space in either direction
during a duration of one time step. Since a cosine distribution in space is used, stability
will depend on the smallest space step and fastest wave speed.
There are three separate wave speeds associated with the fully unsteady transonic
small disturbance equation. In the z direction the characteristic speeds are:
1+ M
M
for waves propagating in the downstream direction and
1-M
M
for waves propagating in the upstream direction. For compressible subsonic flows, the
largest of these speeds is
1+ M
M
The minimum Ax is given by:
Azxin = a (I - cos
where a and N take on the value of the pair (aL, NL), (ac, Nc) or (aR, NR) which gives the
minimum AZmin. For waves associated with the z direction, stability requires a maximum
At of:
At, < Axzmin 1+ M
In the q direction, the characteristic speed is given by:
61/8 V M
M
The minimum Aq is given by:
Afrmin = a (i - cos
For the qr direction, stability requires a maximum At of:
Att < 1/min6/
The maximum time step for stability for the overall scheme is therefore
Atmax = MIN(At., At,) (4.47)
Since the cosine distribution of points give a minimum space step of 1/N 2 the time step for
stability is quite restrictive.
4.9 Convergence in X-direction
A study of convergence in the z-direction is used to establish the effectiveness of
the multidomain procedure for the airfoil formulation. (Convergence in the qi direction is
not examined rigorously. This is because the techniques used to patch upper and lower
domains are derived from physical boundary conditions and are mathematically the same
as the conditions used in [29,28]. However, the study summarized by Table 4.1 shows ex-
cellent convergence). In order to establish the convergence rate in the the z-direction, an
airfoil with cusps at the leading and trailing edges is used as a test case for the multidomain
technique for two dimensions. Since there are no stagnation points for such airfoils, the
exact solution of the small disturbance equation will not admit singularities. As must be
expected, singularities in the solution destroy a formal definition of convergence (based on,
for example, the difference between the L2 norm of the exact solution and numerical solu-
tions) since at the singular point the difference between the exact and numerical solutions
will always be infinite. However, the solution can still be quite accurate away from the
singularities as will be seen in the next section. An airfoil used in reference [33], defined by
the following shape function:
F*(Z) = ±(cos2(z) - 1)
where ± denotes the airfoil shape at the upper and lower surfaces of the airfoil respec-
tively, was chosen for this example. The thickness to chord ratio is made time varying to
avoid an impulsive start of the aifoil from a free stream flow initial condition. A smooth
start will eliminate discontinuous transients which would reduce the spectral accuracy and
convergence of the solution. The airfoil has a thickness to chord ratio of 6(t) which grows
smoothly according to t3 . At t = 1, 6 takes on the constant value of o0.
Since only the convergence in the z-direction is considered, the number of modes
in the q direction remains fixed. The value of J is chosen to provide accuracy up to four
decimal places. The desired value of J is determined by computing the steady pressure
coefficient along the surface of the airfoil using a fixed value NC while increasing J by
increments of four (NL, NC and NR are the number of collocation points upstream of the
airfoil, along the airfoil and downstream of the airfoil respectively). After J = 12, C, did
not change in value to at least three decimal places as seen in table 4.1.
Figure (4.4) shows the convergence of the potential as the number of points in the
z-direction is increased from 5 to 25 in increment of two in all domains. The "exact"
solution was obtained using the computed solution with 32 points in the z-direction. In all
cases, the number of points in the qr directicn was held constant at 16. The computation
was performed for a duration of 0.5 chords traveled' traveled and using a time increment
1Computation differs from the foregoing one in that the transient solution is sought.
Table 4.1: Cp for cosine airfoil at M = 0.825 and 6 = 0.01 for NL=NC=NR and J=8 to 20
in increments of four.
x
0.0000
0.0381
0.1464
0.3087
0.5000
0.6913
0.8536
0.9619
1.0000
J=8 J=12 J=16 J=20
-0.07798 -0.07069 -0.06834 -0.06782
-0.07059 -0.06186 -0.06068 -0.06056
-0.04112 -0.03793 -0.03801 -0.03812
0.06200 0.06303 0.06296 0.06310
0.14344 0.14184 0.14183 0.14184
0.06812 0.06291 0.06306 0.06311
-0.04061 -0.03831 -0.03856 -0.03863
-0.07217 -0.06234 -0.06184 -0.06185
-0.03270 -0.03648 -0.03723 -0.03680
of 0.001. The L2 error was computed using the value of the potential at the collocation
points along the upper and lower surfaces of the airfoil. The straight line plot in Figure
(4.4) implies exponential convergence in the z-direction.
4.10 Linear Solutions for M=0.7
The accuracy of the solution procedure is demonstrated using a 1% thick parabolic
arc airfoil at zero angle of attack. The nonlinear terms in the solution algorithm are set to
zero so comparisons of the results can be made with linear theory. The exact linear solution
for the the pressure coefficient is obtained using:
C- CC =1114- (4.48)
where Op is the incompressible pressure coefficient along a parabolic arc airfoil of thickness
to chord ratio of 6 and is given by:
(4.49)
Table (4.2) presents values of C, at different stations aloDg the 1% parabolic arc airfoil for
a Mach number of 0.7. The computed value of C, for N -= 8, N -= 16 and J = 16 agree
with the exact solution to within three decimal places towards the center of the airfoil.
-C, for 1% Cosine Airfoil
OP = - [(1 - 2) In( ) - 2.
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-4.
log 0o error
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Figure 4.4: Convergence in the z-direction of the potential for the multidomain pseudospec-
tral scheme . The error was computed using the points along the upper and lower surfaces
of the airfoil after a duration of 0.5 chords traveled.
Close the the leading and trailing edges, however, there is poor agreement. This is due to
singularity in the exact linear value of the pressure coefficient at a = 0 and z = 1 as seen
from equation (4.49).
Table 4.2: Comparison of pseudospectral solution with exact solution for C, at the surface
of a 1% parabolic arc airfoil at zero degree angle of attack and M=0.7.
-C, for 1% Parabolic Arc Airfoil
X Nc=8 Nc=16 EXACT
0.0200 -.0222 -.0253 -.0309
0.1000 0.0045 0.0052 0.0043
0.2000 0.0217 0.0213 0.0208
0.3000 0.0301 0.0298 0.0296
0.4000 0.0346 0.0349 0.0342
0.5000 0.0363 0.0364 0.0357
0.6000 0.0348 0.0345 0.0342
0.7000 0.0299 0.0302 0.0296
0.8000 0.0214 0.0217 0.0208
0.9000 0.0045 0.0046 0.0043
0.9800 -.0269 -.0256 -.0310
Unsteady results are obtained using the pulse transfer function technique described
in references [11] and [39]. The idea is to excite the system using an input comprising of
the whole spectrum of reduced frequencies of interest and obtain an output which would
represent the response to these frequencies. An input consisting of sufficient high frequency
modes which varies smoothly in time is given by a pulse. Caution must be used in the
choice of the pulse since too sharp a pulse would introduce high frequency terms in the
solution which would be difficult to resolve using a finite term spectral expansion. Input
pulses for plunge and pitch are given by:
h(t) = hoe-1o0(t2)
a(t) = ao + a e - 1o(t - 2) 2
where h is the vertical translation, ho is the amplitude of the vertical translation, ao is
the mean angle of attack and al is the amplitude of oscillation of angle of attack. The C1
and Cm response to the pulse at the individual frequencies is obtained using a FFT. The
aerodynamic coefficients are further divided by the FFT of the input pulse to obtain the
aerodynamic derivatives of C1 and Cm with respect to pitch and plunge. The results are
compared with the contents of Table 1 of reference [40]. Figure 4.5 shows the input pulse
for pitching about the leading edge. Figures (4.6) and (4.7) show the response of C1 and C,
to this pulse. The pitching moment is computed about the quarter chord point in order to
compare with the data presented in reference [40]. In the figures, the solid lines are plotted
from the data presented in Table 1 of [40] while the points are plotted from the results
obtained from the present study.
Figures (4.8) and (4.9) present the lift and pitching moment coefficients due to the
plunge pulse as a function of reduced frequency. Results obtained from the pseudospectral
computations (symbols) are in good agreement with the theory (solid line). Figures (4.10)
and (4.11) present the lift and pitching moment due to pitch as a function of reduced
frequency. The pseudospectral results (symbols) are again in good agreement with the
theory (solid line). Tables of the data plotted in Figures (4.8) to (4.11) are found in
Appendix A. The data was interpolated using a cubic spline interpolation procedure.
Possible causes for the errors in the computation presented in this section are two
fold. First there is error due to the truncation of the computational domain. The radiation
boundary conditions employed allow waves to be absorbed at the farfield boundaries however
when a steady solution is reached, these conditions enforce zero values of 0. and 0,7 at a
finite position instead of at infinity. The discrepancy in the prescribed and actual velocities
at the far field boundaries can be approximated by considering the velocity at the boundaries
due to a doublet centered along the airfoil half chord position. The velocity potential for
this doublet is given by:
p(z - 0.5)
(= - 0.5)2 + ,i
where p is the doublet strength. The velocity therefore decreases as 1/r2 from the airfoil
for the steady nonlifting airfoil (r is the distance from the center of the airfoil). For a finite
r of 0(10), the error would be of 0(0.01). Another source of error comes from using a
finite number of terms in the numerical integration of AC, to compute the lift and moment
coefficients. Error would occur regardless of the accuracy of C, at the grid points.
4.11 Summary and Discussion
A pseudospectral method has been developed to solve the general-frequency tran-
sonic small disturbance potential equation. The equation and boundary conditions were
discretized in time using a second order finite difference technique. The spatial derivatives
were computed using a multidomain pseudospectral method. DIM was used instead of FFT
to evaluate the derivatives. Comparison of results obtained for steady and unsteady flows
with the nonlinear term set to zero are in good agreement with linear theory.
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Figure 4.5: Angle of attack as a function of time used as input for pulse transfer function
procedure.
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Figure 4.6: C1 response to pitch pulse for M=0.7 and a thickness to chord ratio of 1%. The
airfoil is pitching about the leading edge.
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Figure 4.7: Cm response to pitch pulse for M=0.7 and a thickness to chord ratio of 1%. The
airfoil is pitching about the leading edge and the moment is computed about the quarter
chord point.
18.
12.
6.
Cuh 0.
-6.
-12.
-18.
Figure 4.8: Clh as a function of reduced frequency for a 1% parabolic arc airfoil at M=0.7.
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Figure 4.9: C,,h as a function of reduced frequency for a 1% parabolic arc airfoil at M=0.7.
The moment is taken about the quarter chord.
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Figure 4.10: Ci~ as a function of reduced frequency for a 1% parabolic arc airfoil pitching
about the leading edge at M=0.7
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Figure 4.11: C, as a function of reduced frequency for a 1% parabolic arc airfoil pitching
motion about the leading edge at M=0.7. The moment is taken about the quarter chord.
Chapter 5
Steady Results
5.1 Introduction
One of the attractive features of pseudospectral methods is their accuracy which
allows the solution of differential equations to be approximated to within the same order of
accuracy as a finite difference solution for less computational expense. In this chapter, cases
are run for a 3% parabolic arc airfoil at zero and 0.5 degree angles of attack and a free stream
Mach number of 0.825 to study the efficiency of pseudospectral methods in computing the
pressure coefficient for subcritical airfoils. To investigate whether the method can simulate
the features of a steady supercritical flow, especially when shock wave are present in the
flow, cases are run for a 10% parabolic arc airfoil at zero angle of attack and Mach numbers
of 0.825 and 0.85. Computational efficiency of a finite difference scheme, namely TSFOIL
[37], will be compared to the efficiency of the pseudospectral scheme for the subcritical
cases. This is accomplished using different grids to study the trends in spatial convergence
for both solution techniques.
5.2 Subcritical Cases
Results for subcritical flows are obtained using a 3% parabolic arc airfoil at zero angle
of attack and M=0.825. The computed pressure coefficient along the surface of the airfoil
is presented in this section using finite difference and pseudospectral solution techniques.
The finite difference solutions were obtained using the TSFOIL program.
Spatial convergence of the methods was obtained using the following procedure:
1) Establish accuracy in the cross flow direction. This was done for the pseudospectral
methods by increasing the number of points in the q direction, while keeping the number
of points in the z direction fixed, until there was no change in Cp(z = 0.5) to four decimal
places. (See Chapter 4, Section 4.9 for similar details). For TSFOIL, the maximum allowable
number of points (98) in the q direction was used.
2) Double the number of points in the z direction until there is no change in Cp(z = 0.5)
up to three decimal places. Accuracy up to two decimal places is consistent with the error
of the small disturbance approximation for 6 = 0.03.
Following the above procedure, the pseudospectral formulation met the desired cri-
terion for convergence by doubling the number of points from NL = NC = NR = 8 to
NL = No = NR = 16. These results are presented in Table 5.1. Values of Cp were com-
puted at arbitrary positions along the airfoil using the Chebyshev series expansion for Cp.
The number of points in the TSFOIL procedure were doubled from N = 25, to N = 49, to
N = 97, which gave 15,29,59 points along the airfoil respectively. A cubic spline extrapo-
lation procedure was used to obtain the value of C, at arbitrary positions along the airfoil.
The results presented in Table 5.2 show convergence to two decimal places compared to
the rapid convergence to three decimal places achieved by the pseudospectral method. The
two methods are in agreement, however, to within two decimal places. Note also that the
order of accuracy of small disturbance theory, 0(64/S = 0.01) gives validity to the solution
obtained by the pseudospectral method and TSFOIL.
The above procedure was repeated for a 3% parabolic arc airfoil at 0.5 degrees angle
of attack. The results for the present method and TSFOIL are tabluated in Tables 5.3 and
5.4 respectively. Both methods show a reduced convergence rate. However the convergence
and accuracy of the present method is still at least one decimal place better than TSFOIL.
5.3 Supercritical Cases
Supercritical results are obtained for a 10% parabolic arc airfoil at zero angle of
attack and a free stream Mach number of M=0.825. Shown in Figure 5.1 are results obtained
using the pseudospectral scheme and TSFOIL. The pseudospectral results were obtained
using NL = 12, Nc = 48 , NR = 12 and J = 16. The calculations were started using an
airfoil of zero thickness to chord ratio which increased to a maximum thickness to chord ratio
of 6 = 0.10 at t = 1.0 chords traveled. The computations were concluded at t = 18.0 chords
traveled. The TSFOIL results were obtained using the grid optimization option which cut
the initial grid a specified number of times to attain optimum efficiency. An initial grid of
97 x 98 was used with an optimization factor of two. Both schemes are in good agreement
in the value of the pressure coefficient and show the existence of a shock discontinuity in
the pressure coefficient. The location of the shock predicted by the pseudospectral scheme
is also in good agreement with location of the shock predicted by TSFOIL.
The procedure was repeated for M=0.85 but in this case the discretization used for
the pseudospectral solution was NL = NC = N R = 24 and J = 16. A reduced number of
points was used for the higher Mach number because of the long execution time associated
with NO = 48 (5 days, see equation 4.47). Reducing the number of points for the higher
Table 5.1: Pseudospectral results for a 3% parabolic arc airfoil at zero degree angle of attack
for Nc = 8 and NC = 16
X
0.0500
0.1000
0.1500
0.2000
0.2500
0.3000
0.3500
0.4000
0.4500
0.5000
0.5500
0.6000
0.6500
0.7000
0.7500
0.8000
0.8500
0.9000
0.9500
-CP
Nc = 8 NC = 16
-.0432 -.0451
0.0135 0.0138
0.0534 0.0527
0.0822 0.0815
0.1035 0.1036
0.1199 0.1203
0.1324 0.1331
0.1415 0.1423
0.1472 0.1474
0.1492 0.1488
0.1474 0.1471
0.1418 0.1423
0.1325 0.1334
0.1197 0.1198
0.1031 0.1025
0.0819 0.0814
0.0536 0.0534
0.0134 0.0139
-.0471 -.0449
Table 5.2: C, computed using TSFOIL for 3% parabolic arc airfoil at zero degree angle of
attack on a coarse, medium and fine resolution grids:
-cP
X NC=15 NC=29 NC=59
0.0500 -.0441 -.0532 -.0507
0.1000 0.0145 0.0076 0.0080
0.1500 0.0507 0.0460 0.0467
0.2000 0.0771 0.0756 0.0762
0.2500 0.1007 0.0992 0.0996
0.3000 0.1201 0.1181 0.1181
0.3500 0.1350 0.1327 0.1323
0.4000 0.1458 0.1432 0.1425
0.4500 0.1527 0.1497 0.1487
0.5000 0.1557 0.1522 0.1509
0.5500 0.1546 0.1507 0.1491
0.6000 0.1496 0.1453 0.1434
0.6500 0.1408 0.1359 0.1337
0.7000 0.1282 0.1226 0.1200
0.7500 0.1114 0.1051 0.1021
0.8000 0.0899 0.0831 0.0795
0.8500 0.0653 0.0557 0.0510
0.9000 0.0323 0.0197 0.0140
0.9500 -.0211 -.0289 -.0398
Table 5.3: Pseudospectral results for a 3% parabolic arc airfoil at 0.5 degree angle of attack
for N C = 8 and N C = 16
Lower Upper
X N = 8 N = 16 N = 8 N C = 16
0.0500 -0.1688 -0.1706 0.0926 0.0985
0.1000 -0.0854 -0.0846 0.1202 0.1217
0.1500 -0.0288 -0.0300 0.1421 0.1424
0.2000 0.0105 0.0089 0.1594 0.1597
0.2500 0.0391 0.0384 0.1729 0.1734
0.3000 0.0609 0.0614 0.1831 0.1833
0.3500 0.0782 0.0792 0.1902 0.1898
0.4000 0.0918 0.0926 0.1941 0.1932
0.4500 0.1019 0.1021 0.1947 0.1934
0.5000 0.1083 0.1080 0.1916 0.1904
0.5500 0.1106 0.1103 0.1850 0.1842
0.6000 0.1089 0.1089 0.1749 0.1749
0.6500 0.1032 0.1036 0.1615 0.1620
0.7000 0.0938 0.0946 0.1449 0.1452
0.7500 0.0806 0.0816 0.1248 0.1243
0.8000 0.0627 0.0633 0.1001 0.0987
0.8500 0.0378 0.0378 0.0680 0.0664
0.9000 0.0006 0.0023 0.0231 0.0239
0.9500 -0.0584 -0.0528 -0.0435 -0.0388
Table 5.4: C, computed using TSFOIL for 3% parabolic arc airfoil at 0.5 degree angle of
attack for medium and fine resolution grids.
Lower Upper
X NC =29 Nc=59 NC = 29 NC = 59
0.0500 -0.1701 -0.1661 0.0794 0.0795
0.1000 -0.0817 -0.0806 0.1076 0.1067
0.1500 -0.0307 -0.0293 0.1317 0.1310
0.2000 0.0068 0.0082 0.1523 0.1515
0.2500 0.0364 0.0373 0.1694 0.1684
0.3000 0.0600 0.0605 0.1829 0.1816
0.3500 0.0787 0.0788 0.1926 0.1909
0.4000 0.0931 0.0929 0.1982 0.1962
0.4500 0.1036 0.1030 0.1995 0.1973
0.5000 0.1101 0.1092 0.1966 0.1941
0.5500 0.1128 0.1116 0.1896 0.1869
0.6000 0.1116 0.1101 0.1787 0.1758
0.6500 0.1065 0.1046 0.1643 0.1610
0.7000 0.0973 0.0950 0.1463 0.1427
0.7500 0.0839 0.0811 0.1246 0.1206
0.8000 0.0656 0.0622 0.0988 0.0943
0.8500 0.0417 0.0373 0.0678 0.0624
0.9000 0.0091 0.0037 0.0285 0.0221
0.9500 -0.0361 -0.0467 -0.0233 -0.0349
Mach number is justified because the shock is located towards the trailing edge where the
cosine distribution provides an increased density of points. The results shown in Figure 5.2
indicate that both methods predict the presence of a shock discontinuity in the pressure
coefficient. The shock computed using the 24 point pseudospectral method is not as sharp
as the 48 point case even though it occurs in a region of dense grid points. This suggests
that an increased number of terms is needed to capture the high frequency modes of the
shock.
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Figure 5.1: C, for a 10% parabolic arc airfoil at M=0.825 and zero degree angle of attack.
Further studies were conducted into the effects of varying the number of points
along the airfoil for the present method and varying the artificial viscosity coefficient v in
the shock capturing scheme presented in Section 4.7.
For the case of the 10% parabolic arc airfoil and M=0.825, the number of points in
the discretization of the pseudospectral method was decreased to NL = NC = NR = 16
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Figure 5.2: C, for a 10% parabolic arc airfoil at M=0.85 and zero angle of attack.
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and J = 16 and the results were compared with the case of NC = 48 for a constant value of
the artificial viscosity coefficient P = 0.05. The results indicate that increasing the number
of terms leads to a better definition of the shock as shown in Figure 5.3.
The results for C, with varying artificial viscosity coefficients are shown in Figure
5.4. For these cases, a Mach number of 0.85 was used. Decreasing the artificial viscosity
coefficient tends to increase the oscillations in the solution as Cp for v = 0.03 indicates.
However, there is not much change in C, for v = 0.04 and v = 0.05.
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Figure 5.3: Cp for a 10% parabolic arc airfoil at M=0.825 with an NC of 16 and 48.
1.2
0.8
0.4
-C, 0.0
-0.4
-0.8
-1.2
v = 0.03
0.0 0.2 0.4 0.6 0.8 1.0
Figure 5.4: Comparison of Cp for a v of 0.03, 0.04, 0.05 for 10% parabolic arc airfoil at
M=0.85
5.4 Computation Time and Problem Scaling
The time required to compute pseudospectral solutions depends on both the number
of operations needed to complete a single iteration and the total number of iterations. The
number of operations required to complete a single iteration depends on the number of
operations required to compute the spatial derivatives. Using the DIM method of Chapter
4, this is found to be of order :
J[(NL)2 + (NC) 2 + (NR) 2] + J2 (NL + N' + NR).
The total number of iterations depends directly on the step size. Recall from Section 4.8, the
time step is very restrictive being of order 1/N 2. For example, a time step of 0.01 is required
for the case of M=0.825 and NL = NC = N R = 8 and J = 16 for the scheme to be stable.
Also a time step of 0.004 is required for the case of M=0.825 and NL = Nc = NR = 16
and J = 16 for the scheme to be stable. Decreasing the Mach number and increasing the
number of points both lead to a smaller time step. The stringent time step requirement
is most restrictive in the computation of supercritical flow where a large number points is
required to resolve the high frequency modes of the shock discontinuity.
The following method can be used to predict the computation time required by the
pseudospectral program to complete a specific case. Since the number of operations required
to compute the spatial derivatives for a two dimensional problem is of order (N 2J + NJ2 ),
the following scaling is suggested: ((N2J + NJ) Ato (.1)
= (N2J + NJ 2)o At)
Here, the subscript (0) denotes reference quantities.
Table (5.5) show values computed from the above formula compared to actual run-
times of the program.
Table 5.5: Comparison of predicted runtimes with actual runtimes
N J At tpredicted tact
0 8 16 0.01 63.3 63.3
1 8 8 0.01 21.0 25.8
2 16 16 0.004 442.0 362.4
3 16 8 0.004 158.2 150.7
5.5 Summary and Discussion
Steady results were obtained for a 3% parabolic arc airfoil and a free Mach number
of 0.825 using the present pseudospectral technique and TSFOIL, a program based on finite
differencing. Results were presented for zero and 0.5 degree angles of attack. Results
show that the present method requires much less points than TSFOIL to compute accurate
results. Further more, the convergence of the present method is much better than the
convergence of TSFOIL. Nevertheless, both methods produced results which agree to two
decimal places which is within the accuracy of small disturbance theory.
Results for supercritical flows with shocks are not as spectacular. Shock capturing
amounts to resolving sharp gradients in the flow rather than resolving a true mathematical
discontinuity because of the artificial viscosity required to stabilize the solution. The amount
of artificial viscosity and resolution of the grid are therefore critical to the realization of
a solution with shocks. As seen in Figure 5.4, too little artificial viscosity can lead to
oscillations in the solution and, even more detrimental, to an unstable solution. Too much
viscosity smears the discontinuities. As seen in Figure 5.3, a large number of points is
needed to resolve the high frequency modes of a nearly discontinuous solution. Using too
small a number of points leads to a solution which might be ruled out as shockless. It was
also seen that the position of the shock predicted by the pseudospectral solution occurs
upstream of the shock predicted by TSFOIL. The shock position remains unchanged in the
present study, however, even when the number of points over the airfoil and the artificial
viscosity coefficient are varied.
Chapter 6
Unsteady Results
6.1 Introduction
Results obtained for unsteady transonic flows using a program developed from the
algorithms presented in Chapter 4 are presented in this chapter. Unsteady results are
presented for three airfoils undergoing pitching and plunging motions in a free stream Mach
number of 0.825. These results are validated by results obtained using XTRAN2L [9].
6.2 Base Solutions
The unsteady lift and moment coefficients for airfoils plunging and pitching about
the half chord are obtained as functions of reduced frequency using the pulse transfer
function technique described in Chapter 4. Implicit in the pulse transfer function technique
is the assumption that the system on which the pulse acts is linear. From this assumption,
the response of the system at a particular frequency corresponds directly to the excitation
of the system at that frequency. Since the Fourier composition of the input pulse spans a
wide range of frequencies, a FFT of the output lift and moment coefficients will provide the
aerodynamic coefficients for airfoil motion at a corresponding range of reduced frequencies.
Since the cases performed in this chapter are nonlinear, the pulse transfer function technique
will be valid only for small amplitude unsteady motion about a steady flow. This technique
is therefore similar to the time linearized approach often used to analyze unsteady transonic
flows [151, [16], [17].
Results for unsteady motions of 3% and 8% parabolic arc airfoils and a NACA64A006
airfoil in a free stream Mach number of 0.825 are presented in this chapter. Tables (6.1)
and (6.2) presents the input parameters of the pseudospectral program for the plunging
and pitching motions respectively. In all cases, the airfoils are at a mean angle of attack of
zero degrees. The plunge and pitch amplitude are 2% chord and 0.5 degrees respectively.
The pulse input for vertical translation (h) and angle of attack (c) are the same used for
the test cases in Section 4.10 and are given by:
h(t) = hoe-1(t - 2)
a(t) = ao + ale- 1o(t- 2)2
where ho is the plunge amplitude, ao is the mean angle of attack and at is amplitude of
the oscillation in pitch. The pulse inputs used by XTRAN2L are given similarly by:
h(t) = hoe-o.25(t-1'.6)
a(t) = ao + al e -o.25(t - 17" s)
The size of the computational grid is 80 x 60 with 51 points along the airfoil position. The
pulse used by the pseudospectral was chosen to be sharper than that used by XTRAN2L in
an attempt to reduce the computation time of the solution. The aerodynamic derivatives
were obtained as functions of reduced frequency by dividing the FFT of CI and C. by the
FFT of the above inputs.
Table 6.1: Input parameters for plunging airfoils
Input for plunging airfolls
Airfoil(s) 3%, 8% arc, NACA64A006
Mach Number 0.825
ao, al, ho .0,0,0.02
Pitch Axis 50% chord
Moment Center 50% chord
NL, NC, NR ,J 16,16,16,16
zo, zf, It-• -2,3, ±3 chords
At, Ending Time .004, 32.76 (chords tray.)
Table 6.2: Input parameters for pitching airfoils
Input for pitching airfoils
Airfoil(s) 3%, 8% arc, NACA64A006
Mach Number 0.825
a0, al, ho .0,1.0,.0 Deg.
Pitch Axis 50% chord
Moment Center 50% chord
NL, NC, NR ,J 16,16,16,16
zo, z I, ±rj, -2,3, ±3 chords
At, Ending Time .004, 32.76 (chords tray.)
Figure 6.1 presents the base solution for the 3% parabolic arc for computations
performed by the present spectral technique and XTRAN2L. As shown in the figure, the
pressure coefficient computed using the present method with 16 points along the airfoil
is in good agreement with the pressure coefficient computed using XTRAN2L. This is
not the case, however, for the 8% parabolic arc airfoil results shown in Figure 6.2. The
symbols shown are the points obtained using a Chebyshev series to interpolate the 16
point pseudospectral solution to arbitrary positions along the airfoil. As can be expected,
there are not enough terms in the 16 point solution to represent a shock wave solution (a
discontinuity requires an infinite number of terms in the polynomial series to be adequately
represented). Using a higher number of points over the airfoil, such as 48 as was the case
in Chapter 5, would result in a run time which would not be competitive with XTRAN2L
because of the small time step required for stability of the scheme (see Section 4.8). The
discretization used was chosen to be competitive with XTRAN2L and to be consistent
with the other cases. Figure 6.3 presents the base solution for a NACA64A006 computed
using the present pseudospectral method and XTRAN2L. As was with the case for the 3%
parabolic arc airfoil, both solutions for the pressure coefficient are in good agreement with
each other. Tabulated values of the pressure coefficients are presented in Appendix A.
6.3 Unsteady Calculations
The lift and moment coefficients as function of reduced frequency for the 3% and
8% parabolic arc airfoils and the NACA64A006 airfoil are presented in this section. In all of
the figures, the solid lines represent the results obtained using XTRAN2L and the symbols
represent the results obtained using the present method.
6.3.1 3% Parabolic Arc Airfoil
Figures 6.4 and 6.5 show the lift and moment coefficients as functions of reduced
frequency for the 3% parabolic arc airfoil in plunge. Unfortunately, no results are available
from XTRAN2L to compare the solution. However, because the base solution for the 3%
parabolic arc and the NACA64A006 are subcritical, the behavior shoud be similar to the
solution for the NACA64A006 shown in Figures 6.12 and 6.13.
Comparison for C1a and C, computed using the present method with the results
from XTRAN2L are in good agreement as shown in Figures 6.6 and 6.7. Discrepancies in
the results can be attributed to the difference between the definition of the input pulses
and the marginal disagreement in the base solutions for the pressure coefficient. Tabulated
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Figure 6.1: Cp for a 3% parabolic arc airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.2: C, for a 8% parabolic arc airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.3: C, for a NA64A006 airfoil in a free stream of M=0.825. The solid line represents
the XTRAN2L solution while the symbols represent the pseudospectral solution.
results are presented in Appendix A.
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Figure 6.4: CQh for a 3% parabolic arc airfoil in a free stream of M=0.825
6.3.2 8% Parabolic Arc Airfoil
Figures 6.8 and 6.9 show CIh and Cmh for the 8% parabolic arc airfoil. The lift
coefficient obtained using the present method is in fair agreement with the lift coefficient
obtained using XTRAN2L despite the discrepancy in C, in the base solutions. A comparison
of Cmh obtained using the present method with the results of XTRAN2L, however, show
poor agreement. Both solutions however show more or less the same trend.
Figures 6.10 and 6.11 show C1a and C. for the 8% parabolic arc airfoil. In these
cases, the agreement between results obtained using the present method and XTRAN2L are
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Figure 6.5: Cmh for a 3% parabolic arc airfoil in a free stream of M=0.825
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Figure 6.6: C1G for a 3% parabolic arc airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.7: C. for a 3% parabolic arc airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
poor, especially for the moment coefficient at low reduced frequencies. As for the plunging
motion, the trends in the solutions, however, are more or less the same.
An explanation for the poor behavior of the present method for the solution of
the 8% parabolic arc airfoil lies in the inability of a 16 point global scheme to adequately
resolve the shock wave. This is especially critical for the zero reduced frequency pitching
motion with an amplitude of .5 degree where a shock can occur at both the upper and
lower surfaces of the airfoil. Tabulated results of the aerodynamic coefficients as functions
of reduced frequency are available in Appendix A.
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Figure 6.8: C1h for 8% parabolic arc airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.9: CGm for a 8% parabolic arc airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.10: C1a for a 8% parabolic arc airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.11: C1a for a 8% parabolic arc airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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6.8.8 NACA84A006 Airfoil
Figures 6.12 and 6.13 show ChA and Cmh for the NACA64AO06 airfoil. The lift
coefficient obtained using the present method is in good agreement with the lift coefficient
obtained using XTRAN2L. Comparison of Ch obtained using the present method with
the results of XTRAN2L also exhibit good agreement. There is an increasing discrepancy
in the real part of Qlh and C,h starting at about K = 1.2. This may indicate a break down
in the approximation for high reduced frequencies. This behavior is not noted for pitching
airfoils.
Figures 6.14 and 6.15 show C1a and C,. for the NACA64A006 airfoil. The lift
coefficient obtained using the present method is in agreement with the lift coefficient ob-
tained using XTRAN2L for the range of reduced frequency studied. Comparison of Cm,
obtained using the present method with the results of XTRAN2L show poor agreement for
low reduced frequencies but better agreement for higher reduced frequencies. A possible
reason for this behavior is the occurrence of a shock along the surface of the airfoil for the
low reduced frequency motions. Because the base solution is subcritical, the solution can
be approximated by linear theory for the higher reduced frequencies [3] and hence the two
methods come to an agreement at the higher reduced frequencies since there are no shocks
present in the solution.
6.4 Summary and Discussion
Unsteady results for a 3% and 8% parabolic arc airfoils and a NACA64A006 airfoil
oscillating in pitch and plunge were obtained using the pulse transfer function technique.
Results obtained for the lift and moment coefficient as a function of reduced frequency show
good agreement with XTRAN2L for subcritical airfoils. The agrement is poor however for
supercritical airfoils.
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Figure 6.12: CQh for a NACA64A006 airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.13: Cmh for a NACA64AO006 airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.14: C1a for a NACA64A006 in a free stream of M=0.825. The solid line represents
the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Figure 6.15: C, for a NACA64A006 airfoil in a free stream of M=0.825. The solid line
represents the XTRAN2L solution while the symbols represent the pseudospectral solution.
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Chapter 7
Summary, Conclusion and Recommendations
7.1 Summary
In recent years pseudospectral methods have developed into attractive alternatives
to finite difference and related methods for the solution of incompressible and compressible
fluid flows. In the present study, the merits of pseudospectral methods were investigated for
the solution of the general-frequency unsteady transonic small disturbance potential equa-
tion. The time marching procedure coupled with a novel multidomain technique allowed
the solution of steady as well as time accurate transient flows for 3% and 8% parabolic arcs
and a NACA64A006 airfoil.
The general-frequency unsteady transonic small disturbance equation was derived
using the assumptions of a potential flow field and small disturbance about a mean flow.
Retaining the time derivative terms in the resulting equation allowed solutions to be ob-
tained for airfoils oscillating at general reduced frequencies. Radiation boundary conditions
which allowed waves generated at the airfoil to propagate out of the computational do-
main without reflection were used in the farfield. With these conditions, the computational
boundary could be placed closer to the airfoil enhancing the efficiency of the computations.
To be consistent with the small disturbance assumption, the shape and motion of the airfoil
was approximated to first order and applied along the rq = 0 line. This allowed the use
of a rectangular cartesian grid for the computation of the flow quantities. The thin airfoil
approximation, however, introduced discontinuities in the upwash at the leading and trail-
ing edges for most practical airfoil shapes. Consequently, a solution grid must be chosen to
provide increased resolution in the neighborhood of the leading and trailing edges to resolve
the sharp changes in the potential in this area of the flow. Linear expressions were obtained
for the pressure coefficient and aerodynamic coefficients.
A second order finite difference time marching scheme coupled with a multidomain
pseudospectral technique to evaluate the spatial derivative was demonstrated to be accurate
and robust for a model wave equation. The multidomain technique consisted of dividing
the computation domain into three separate regions. In each of these regions, a separate
Chebyshev polynomial series was used to evaluate the derivative. At points common to each
region, the first spatial derivative computed in the upstream domain was used as the value
106
of the derivative at the interface point. The second derivative computed in the downstream
domain was used as the value of the second derivative at the interface point. Comparisons of
the multidomain error to equivalent single domain error show that the solution is not affected
by the interface. The second order time marching scheme was derived by subtracting the
first order truncation error from a first order scheme. Radiation boundary conditions were
used at the left and right boundaries.
The multidomain technique was modified to solve the general-frequency transonic
small disturbance potential equation for flows about airfoils. The rectangular cartesian ge-
ometry was divided into 6 smaller regions in which separate Chebyshev polynomial series
were used to evaluate the spatial derivatives. The time marching scheme was second order
and time accurate. (See Chapter 4. for details). Since the novel approach developed in
Chapter 3 was used to compute the derivatives at the interface points along q =constant
lines, a test of convergence in the x-direction was carried out. Results showed that exponen-
tial convergence was retained for an airfoil with cusps at the leading and trailing edges. This
airfoil was used since there are no singularities in the solution at the leading and trailing
edges and therefore a formal definition of convergence could be used. Linear results prove
to be accurate for a steady 1% parabolic arc airfoil. Aerodynamic coefficients for pitching
and plunging motions were computed as functions of reduced frequency and are in good
agreement with the data presented in Table 1 of [40].
The present scheme was validated using TSFOIL for steady flow about a 3% parabolic
arc airfoil at zero and 0.5 degrees angles of attack and a Mach number of 0.825 and for
a 10% parabolic arc airfoil at zero angle of attack and Mach numbers of 0.825 and 0.85.
Increasing the resolution of the grid along lines of constant q showed improved convergence
and accuracy for the present method over TSFOIL for the 3% parabolic arc airfoil cases.
Cases performed for the 10% parabolic arc airfoil contained shock waves. Results showed
that a large number of points was needed in the pseudospectral solution to resolve the high
frequency modes of the shock. Because of the increased number of terms needed to re-
solve the shock and due to the stringent time step required for stability of the time accurate
marching scheme, the present pseudospectral formulation was found to be less efficient than
TSFOIL for the solution of supercritical flow with shocks.
Unsteady results obtained using the present method for a 3% and 8% parabolic
arc airfoils and a NACA64A006 airfoil oscillating in pitch and plunge were validated using
XTRAN2L. Results presented in Chapter 6 showed good agreement between the present
method and XTRAN2L for subcritical cases throughout the range of reduced frequency.
When the flow is supercritical, however, the agreement deteriorates because of the inability
of the method to predict a shock wave when 16 points are used to resolve the flow about
the airfoil.
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7.2 Conclusions
The objective of this study was to use pseudospectral techniques to solve the general-
frequency unsteady transonic small disturbance equation and to see if any gains in efficiency
can be achieved over existing finite difference techniques. Before pseudospectral methods
could be efficiently applied to the problem, it was necessary to devise a multidomain tech-
nique to avoid representing the singularities in the boundary condition at the airfoil in a
single Chebyshev polynomial series. The multidomain technique enables a separate Cheby-
shev polynomial series to represent the region along the airfoil. Since techniques available in
the literature did not prove to be well suited for this particular application, the development
of a robust and accurate multidomain technique in Chapter 3 was essential to the successful
solution of the small disturbance equation in Chapter 4. Results from both Chapter 3 and
Chapter 4 prove that the multidomain procedure is valid and applicable to the governing
set of equations.
Results from Chapter 5 for subcritical flows using a 3% parabolic arc airfoil at a
free stream Mach number of 0.825 demonstrate gains in accuracy and convergence for the
present method over finite differencing in computing the pressure coefficient. Efficiency in
evaluating the spatial derivatives is some what weakened by the stringent time step required
for stability. Since a low number of terms (N <5 16) is required to resolve subcritical flows,
a correspondingly moderate time step (At > 0.004) makes the present method competitive
with finite difference methods for these types of flows. The results of Chapter 6 for subcrit-
ical unsteady flows also demonstrate that the present method is able to resolve unsteady
flows for the range of reduced frequencies validated by XTRAN2L.
Studies of supercritical flows, however demonstrate that a large number of terms is
needed to resolve the high frequency components of the shock wave. With the stringent time
step imposed by the condition presented in Section 4.8, a time marching solution using the
present formulation would be impractical. For example, the result obtained for 48 points
along the airfoil in Section 5.4 required a run time of 5 days on a microvax2. This is due
mainly to the time step required for stability. On the other hand, the TSFOIL solution
was obtained within one hour of computer time. The results of Chapter 6 show that using
a practical number of terms (practical in terms of computer time required) would lead to
errors in the phase and magnitude of the steady loads and moments.
In conclusion, a pseudospectral technique has been developed to solve the general-
frequency unsteady transonic potential equation based on a second order finite difference
technique to evaluate the time derivative and a multidomain pseudospectt'al method to
evaluate the spatial derivatives. The novel multidomain technique was proven to be both
accurate and efficient for subsonic free stream Mach numbers. Results for steady and un-
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steady subcritical flows prove the present method to be competitive with finite differencing.
Results for supercritical flows however show a deterioration of efficiency mainly because of
the high number of terms need in the Chebyshev expansion to resolve the high frequency
terms of the shock wave and the stringent time steps associated with these terms.
7.3 Reconummendations
The main problem encountered in the present study is the large number of terms
required to capture shock waves and the stringent time steps required for stability. It
would be instructive to investigate time marching schemes which are time accurate and
unconditionally stable for the present problem. Such schemes were presented by Gottlieb
and Turkel [41] for spectral methods based on Fourier series and Chebyshev polynomials.
Successful application of these technique should make the present method more compeditive
with finite difference for a large number of terms in the Chebyshev expansion.
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Appendix A
Tables of Aerodynamic Coefficients
In this section, tables are presented for the aerodynamic coefficients as functions of
reduced frequency. Columns headed by "XTRAN" and "SPECT" denote results obtained
using XTRAN2L and the pseudospectral method respectively.
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A.1 Aerodynamic Coefficients for Linear Flow (M=0.7)
Table A.1: C1a for a 1% parabolic arc arifoil as a function of k , M=0.7
Real Imaginary
K Ref. [40] SPECT Ref. [40] SPECT
0.0000 8.7983 9.3310 0.0000 0.0000
0.0500 7.3263 7.9043 -1.1503 -1.6959
0.1000 6.4189 6.4596 -0.9420 -1.3897
0.1500 5.8868 5.7799 -0.5064 -0.6568
0.2000 5.5726 5.4860 -0.0146 0.0199
0.2500 5.3765 5.3577 0.4624 0.6207
0.3000 5.2553 5.3247 0.9182 1.1556
0.3500 5.1836 5.3517 1.3609 1.6344
0.4000 5.1516 5.4176 1.7904 2.0544
0.4500 5.1523 5.4953 2.2042 2.4133
0.5000 5.1767 5.5517 2.5981 2.7225
0.5500 5.2175 5.5670 2.9696 3.0166
0.6000 5.2772 5.5531 3.3263 3.3354
0.6500 5.3576 5.5444 3.6730 3.6964
0.7000 5.4469 5.5795 3.9930 4.0885
0.7500 5.5328 5.6826 4.2708 4.4756
0.8000 5.6134 5.8425 4.5182 4.8053
0.8500 5.6893 6.0065 4.7511 5.0515
0.9000 5.7617 6.1257 4.9751 5.2439
0.9500 5.8317 6.2025 5.1930 5.4277
1.0000 5.9005 6.2654 5.4079 5.6109
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Table A.2: C,, for a 1% parabolic arc arifoil as a function of k , M=0.7
Real Imaginary
K Ref. [40] SPECT Ref. [40] SPECT
0.0000 0.0000 -0.0714 0.0000 0.0000
0.0500 0.0119 -0.0374 0.1495 0.1810
0.1000 0.0231 -0.0099 0.2835 0.3110
0.1500 0.0276 -0.0088 0.4132 0.4363
0.2000 0.0270 -0.0207 0.5435 0.5714
0.2500 0.0231 -0.0372 0.6767 0.7178
0.3000 0.0165 -0.0531 0.8139 0.8764
0.3500 0.0086 -0.0627 0.9555 1.0469
0.4000 0.0032 -0.0591 1.1021 1.2262
0.4500 0.0031 -0.0374 1.2538 1.4056
0.5000 0.0027 0.0001 1.4087 1.5727
0.5500 -0.0013 0.0398 1.5658 1.7203
0.6000 0.0036 0.0662 1.7277 1.8547
0.6500 0.0288 0.0734 1.8949 1.9922
0.7000 0.0644 0.0701 2.0541 2.1505
0.7500 0.0993 0.0777 2.1942 2.3367
0.8000 0.1377 0.1196 2.3251 2.5370
0.8500 0.1859 0.1984 2.4592 2.7219
0.9000 0.2430 0.2927 2.5978 2.8737
0.9500 0.3059 0.3811 2.7393 2.9992
1.0000 0.3718 0.4600 2.8824 3.1122
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Table A.3: Ch, for a 1% parabolic arc arifoil as a function of k , M=0.7
Real Imaginary
K Ref. [40] SPECT Ref. [40] SPECT
0.0000 0.0000 -0.0070 0.0000 0.0000
0.0500 -0.1702 -0.2597 -0.7190 -0.6531
0.1000 -0.3701 -0.4529 -1.2196 -1.2012
0.1500 -0.5100 -0.5485 -1.6289 -1.5914
0.2000 -0.5938 -0.5742 -2.0018 -1.9326
0.2500 -0.6286 -0.5636 -2.3622 -2.3202
0.3000 -0.6227 -0.5311 -2.7219 -2.7386
0.3500 -0.5839 -0.4898 -3.0893 -3.1660
0.4000 -0.5196 -0.4542 -3.4702 -3.6018
0.4500 -0.4362 -0.4285 -3.8689 -4.0370
0.5000 -0.3380 -0.3996 -4.2851 -4.4472
0.5500 -0.2296 -0.3450 -4.7183 -4.8284
0.6000 -0.1175 -0.2335 -5.1704 -5.2050
0.6500 -0.0078 -0.0630 -5.6422 -5.6142
0.7000 0.0968 0.1369 -6.1267 -6.1017
0.7500 0.1942 0.3134 -6.6168 -6.6645
0.8000 0.2821 0.4029 -7.1101 -7.2590
0.8500 0.3592 0.4246 -7.6055 -7.8328
0.9000 0.4274 0.4474 -8.1026 -8.3380
0.9500 0.4898 0.4961 -8.6007 -8.8087
1.0000 0.5492 0.5665 -9.0993 -9.3103
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Table A.4: Cmh for a 1% parabolic arc arifoil as a function of k , M=0.7
Real Imaginary
K Ref. [40] SPECT Ref. [40] SPECT
0.0000 0.0000 0.0005 0.0000 0.0000
0.0500 0.0093 0.0129 -0.0017 -0.0032
0.1000 0.0333 0.0329 -0.0079 -0.0082
0.1500 0.0691 0.0664 -0.0191 -0.0163
0.2000 0.1169 0.1147 -0.0361 -0.0273
0.2500 0.1761 0.1784 -0.0574 -0.0420
0.3000 0.2469 0.2587 -0.0846 -0.0643
0.3500 0.3291 0.3548 -0.1194 -0.0991
0.4000 0.4222 0.4623 -0.1631 -0.1525
0.4500 0.5254 0.5739 -0.2167 -0.2263
0.5000 0.6371 0.6785 -0.2816 -0.3147
0.5500 0.7557 0.7743 -0.3591 -0.4083
0.6000 0.8809 0.8711 -0.4508 -0.4935
0.6500 1.0111 0.9838 -0.5584 -0.5726
0.7000 1.1391 1.1291 -0.6849 -0.6640
0.7500 1.2582 1.2967 -0.8314 -0.7892
0.8000 1.3685 1.4543 -0.9915 -0.9682
0.8500 1.4719 1.5808 -1.1578 -1.1822
0.9000 1.5701 1.6663 -1.3279 -1.3906
0.9500 1.6649 1.7306 -1.5006 -1.5835
1.0000 1.7580 1.8038 -1.6745 -1.7689
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A.2 Base Solution for Pulse Technique (M=0.825)
Table A.5: Cp along chord of a 3% parabolic arc at zero angle of attack, M=0.825
X
0.0500
0.1000
0.1500
0.2000
0.2500
0.3000
0.3500
0.4000
0.4500
0.5000
0.5500
0.6000
0.6500
0.7000
0.7500
0.8000
0.8500
0.9000
0.9500
XTRAN SPECTRAL
-.0514 -.0451
0.0092 0.0138
0.0482 0.0527
0.0770 0.0815
0.0993 0.1036
0.1165 0.1203
0.1295 0.1331
0.1385 0.1423
0.1440 0.1474
0.1459 0.1488
0.1443 0.1471
0.1392 0.1423
0.1304 0.1334
0.1179 0.1198
0.1011 0.1025
0.0795 0.0814
0.0515 0.0534
0.0142 0.0139
-.0413 -.0449
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-CP
Table A.6: Cp along chord of a 8% parabolic arc at zero angle of attack, M=0.825
X
0.0500
0.1000
0.1500
0.2000
0.2500
0.3000
0.3500
0.4000
0.4500
0.5000
0.5500
0.6000
0.6500
0.7000
0.7500
0.8000
0.8500
0.9000
0.9500
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-C,
XTRAN SPECTAL
-.1420 -.1440
-.0005 0.0024
0.0991 0.0997
0.1804 0.1786
0.2505 0.2637
0.3131 0.3247
0.3719 0.3619
0.4252 0.4094
0.4727 0.4761
0.5124 0.5271
0.5462 0.5231
0.5683 0.4642
0.4526 0.3858
0.2713 0.3179
0.2425 0.2588
0.1813 0.1903
0.1047 0.1057
0.0097 0.0038
-.1200 -.1334
Table A.7: Cp along chord of a NACA64AO06 airfoil at zero angle of attack, M=0.825
-Cp
X XTRAN SPECTRAL
0.0500 0.0953 0.0635
0.1000 0.1845 0.1754
0.1500 0.2233 0.2185
0.2000 0.2569 0.2548
0.2500 0.2778 0.2743
0.3000 0.2977 0.2920
0.3500 0.3136 0.3157
0.4000 0.3338 0.3272
0.4500 0.3048 0.3095
0.5000 0.2627 0.2690
0.5500 0.2218 0.2253
0.6000 0.1813 0.1881
0.6500 0.1427 0.1515
0.7000 0.1017 0.1086
0.7500 0.0584 0.0632
0.8000 0.0167 0.0224
0.8500 -.0204 -.0161
0.9000 -.0603 -.0582
0.9500 -. 1125 -. 1115
1.0000 -.2363 -. 1954
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A.3 Aerodynamic Coefficients for M=0.825
Table A.8: CIa for a 3% parabolic arc arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 12.7297 11.8548 -0.2107 0.0000
0.1000 6.3788 6.1409 -2.4196 -2.6768
0.2000 5.1367 5.3576 -1.6664 -1.6670
0.3000 4.7685 4.9360 -1.1450 -1.3932
0.4000 4.6365 4.5826 -0.7412 -1.0030
0.5000 4.5114 4.5467 -0.5548 -0.5759
0.6000 4.3260 4.5650 -0.3451 -0.3668
0.7000 4.2760 4.5996 -0.0294 -0.0898
0.8000 4.3885 4.7369 0.3509 0.1057
0.9000 4.5611 4.9263 0.5360 0.2596
1.0000 4.7431 5.1156 0.6526 0.2016
1.1000 4.7907 5.0403 0.6527 0.1896
1.2000 4.8523 5.0575 0.6864 0.3514
1.3000 4.9869 5.1659 0.8025 0.5292
1.4000 5.1184 5.4577 0.8464 0.5974
1.5000 5.2038 5.6879 0.8650 0.4263
1.6000 5.3254 5.6744 0.8656 0.1545
1.7000 5.4366 5.4638 0.7889 0.0954
1.8000 5.5237 5.3873 0.8513 0.3142
1.9000 5.5716 5.6274 0.8912 0.4466
2.0000 5.6901 5.9309 0.8907 0.5311
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Table A.9: Cm for a 3% parabolic arc arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 -2.1302 -2.7235 -0.1727 0.0000
0.1000 -1.1217 -1.2159 0.9106 0.9817
0.2000 -0.7877 -0.9166 0.9635 1.0246
0.3000 -0.5645 -0.6109 1.0484 1.1782
0.4000 -0.3610 -0.3551 1.1366 1.1818
0.5000 -0.1195 -0.2117 1.1607 1.2004
0.6000 0.0170 -0.0450 1.1082 1.1549
0.7000 0.0767 -0.0575 1.0457 1.1102
0.8000 0.0807 -0.0413 1.0503 1.1899
0.9000 0.0663 0.0079 1.0883 1.2584
1.0000 0.0741 0.1059 1.1489 1.3455
1.1000 0.1364 0.2301 1.1928 1.3199
1.2000 0.2213 0.2491 1.2045 1.2705
1.3000 0.2304 0.2155 1.2544 1.2565
1.4000 0.2616 0.1685 1.2404 1.3368
1.5000 0.2352 0.2107 1.2993 1.4398
1.6000 0.2638 0.2899 1.3346 1.4876
1.7000 0.2819 0.3611 1.3500 1.4900
1.8000 0.2524 0.3867 1.3706 1.4284
1.9000 0.2264 0.3091 1.4365 1.3978
2.0000 0.2280 0.2067 1.4828 1.3836
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Table A.10: CLh for a 3% parabolic arc arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 -0.0030 0.1049 0.2136 0.0000
0.1000 -0.4955 -0.5703 -1.1415 -1.2694
0.2000 -0.8504 -0.8298 -1.8448 -2.0480
0.3000 -1.0660 -1.0598 -2.4865 -2.7219
0.4000 -0.9529 -1.1022 -3.0567 -3.2553
0.5000 -0.9474 -0.9956 -3.5791 -3.9137
0.6000 -0.7829 -0.9068 -4.1344 -4.5481
0.7000 -0.6099 -0.6476 -4.7216 -5.2146
0.8000 -0.2972 -0.3826 -5.5297 -5.9765
0.9000 0.0304 -0.0268 -6.2681 -6.8887
1.0000 0.2897 0.0343 -7.1362 -7.9063
1.1000 0.5150 0.1340 -8.0257 -8.5852
1.2000 0.6856 0.4778 -8.8538 -9.3963
1.3000 1.1070 0.8521 -9.7130 -10.2809
1.4000 1.4464 1.2384 -10.5654 -11.3993
1.5000 1.8655 1.3912 -11.5815 -12.6063
1.6000 2.1399 1.3328 -12.5309 -13.6041
1.7000 2.4194 1.5004 -13.6682 -14.3278
1.8000 2.6513 2.0807 -14.5352 -15.3154
1.9000 3.0272 2.3524 -15.6081 -16.6524
2.0000 3.3126 2.4924 -16.8323 -18.0329
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Table A.11: Cmh for a 3% parabolic arc arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 0.0000 -0.0457 -0.0102 0.0000
0.1000 0.1406 0.1596 0.2075 0.2762
0.2000 0.2775 0.3216 0.2610 0.3963
0.3000 0.3999 0.4988 0.2868 0.4253
0.4000 0.5167 0.6059 0.2856 0.3961
0.5000 0.5994 0.7021 0.2607 0.3601
0.6000 0.6435 0.7017 0.2117 0.2935
0.7000 0.6775 0.7086 0.1948 0.3719
0.8000 0.7383 0.8186 0.2043 0.3959
0.9000 0.8193 0.9181 0.2128 0.4153
1.0000 0.9324 1.0900 0.1855 0.3472
1.1000 1.0121 1.1180 0.1086 0.1913
1.2000 1.0536 1.1043 -0.0333 0.1484
1.3000 1.1318 1.1111 -0.0561 0.1310
1.4000 1.1657 1.1916 -0.1421 0.1441
1.5000 1.2016 1.3056 -0.1930 0.0575
1.6000 1.2923 1.3534 -0.2849 -0.0786
1.7000 1.3142 1.3354 -0.4030 -0.2126
1.8000 1.2889 1.2764 -0.4935 -0.2660
1.9000 1.3222 1.2690 -0.5438 -0.2920
2.0000 1.3741 1.2785 -0.6471 -0.3239
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Table A.12: C1l for a 8% parabolic arc arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 14.1074 13.3683 -1.2779 0.0000
0.1000 6.5401 5.9179 -4.2027 -3.1593
0.2000 4.6534 4.6749 -2.8575 -1.9967
0.3000 3.9124 4.2447 -1.9139 -1.2375
0.4000 3.6956 4.2128 -1.0225 -0.8003
0.5000 3.7343 4.1898 -0.4307 -0.3708
0.6000 3.8737 4.3594 -0.0492 -0.0062
0.7000 3.9840 4.5992 0.2259 0.1337
0.8000 4.1583 4.6775 0.3984 0.1840
0.9000 4.1886 4.7501 0.5116 0.3393
1.0000 4.2157 4.9161 0.6912 0.4598
1.1000 4.4568 5.0238 0.8958 0.4842
1.2000 4.5623 5.1190 1.0158 0.6392
1.3000 4.6896 5.3118 1.0348 0.6871
1.4000 4.7594 5.5027 1.1532 0.6291
1.5000 4.8446 5.5298 1.1536 0.5427
1.6000 4.9812 5.5799 1.2397 0.4524
1.7000 5.1125 5.6073 1.2703 0.4481
1.8000 5.1525 5.6670 1.3116 0.4179
1.9000 5.2663 5.7577 1.3475 0.3706
2.0000 5.3894 5.8444 1.2049 0.3296
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Table A.13: CO for a 8% parabolic arc arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 -1.9433 -1.9604 0.0000 0.0000
0.1000 -0.6303 -0.6382 0.8231 0.6454
0.2000 -0.1979 -0.5550 0.7439 0.4549
0.3000 -0.0634 -0.6498 0.6390 0.6455
0.4000 -0.0838 -0.4852 0.6143 0.9124
0.5000 -0.1170 -0.3227 0.6614 0.9734
0.6000 -0.1079 -0.2673 0.7794 1.0487
0.7000 -0.0313 -0.1404 0.9001 1.1632
0.8000 0.0772 0.0051 0.9884 1.1283
0.9000 0.1448 -0.0165 1.0459 1.1343
1.0000 0.2047 0.0187 1.0519 1.2194
1.1000 0.2327 0.1048 1.0669 1.2724
1.2000 0.2425 0.1136 1.0974 1.2825
1.3000 0.2630 0.1506 1.1482 1.3363
1.4000 0.2955 0.1913 1.1796 1.3913
1.5000 0.3176 0.2293 1.2175 1.4136
1.6000 0.3305 0.2834 1.2443 1.4622
1.7000 0.3381 0.3042 1.2694 1.4669
1.8000 0.3144 0.3003 1.2833 1.4893
1.9000 0.3090 0.2973 1.3494 1.5294
2.0000 0.3095 0.2944 1.4040 1.5666
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Table A.14: Clh for a 8% parabolic arc arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 0.0000 0.6382 -0.1129 0.0000
0.1000 -0.9560 -0.5841 -1.4300 -1.4424
0.2000 -1.3264 -0.9741 -1.8337 -2.0499
0.3000 -1.3881 -1.1958 -2.1978 -2.4805
0.4000 -1.2402 -1.0430 -2.6886 -2.9195
0.5000 -0.9795 -0.8270 -3.2291 -3.5729
0.6000 -0.7618 -0.6043 -3.6454 -4.2978
0.7000 -0.5114 -0.4428 -4.5424 -5.0530
0.8000 -0.3003 -0.2112 -5.0697 -5.7401
0.9000 -0.0495 0.1102 -5.8123 -6.4757
1.0000 0.0892 0.4601 -6.6369 -7.3964
1.1000 0.4573 0.7277 -7.3738 -8.3033
1.2000 0.7584 0.9386 -8.1074 -9.1795
1.3000 1.0789 1.3246 -9.0540 -10.1145
1.4000 1.3642 1.6102 -9.7935 -11.1925
1.5000 1.7049 1.8344 -10.7265 -12.2276
1.6000 1.9353 2.0703 -11.7403 -13.2287
1.7000 2.2527 2.2959 -12.6062 -14.3081
1.8000 2.5734 2.5716 -13.4988 -15.4071
1.9000 2.8345 2.7374 -14.4891 -16.5882
2.0000 3.0765 2.8634 -15.5622 -17.7958
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Table A.15: Cmh for a 8% parabolic arc arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 -0.0025 0.0117 0.0099 0.0000
0.1000 0.1231 0.2346 0.1105 0.1886
0.2000 0.1526 0.3128 0.1106 0.2093
0.3000 0.1623 0.3065 0.1600 0.2262
0.4000 0.2080 0.3098 0.2230 0.3688
0.5000 0.3079 0.4391 0.2866 0.4658
0.6000 0.4331 0.5676 0.3178 0.5094
0.7000 0.5532 0.6877 0.2906 0.4851
0.8000 0.6582 0.7579 0.2270 0.4769
0.9000 0.7656 0.8319 0.1676 0.4606
1.0000 0.8343 0.9437 0.1095 0.4628
1.1000 0.9260 1.0287 0.0497 0.4027
1.2000 0.9933 1.0942 -0.0318 0.3394
1.3000 1.0842 1.1705 -0.1271 0.3174
1.4000 1.1153 1.2575 -0.2503 0.2211
1.5000 1.1858 1.2970 -0.3281 0.1467
1.6000 1.2598 1.3418 -0.4455 0.0600
1.7000 1.2681 1.3703 -0.5927 -0.0196
1.8000 1.2819 1.4160 -0.6995 -0.0966
1.9000 1.3202 1.4379 -0.7908 -0.2155
2.0000 1.3926 1.4451 -0.8967 -0.3434
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Table A.16: Cza for a NACA64A006 arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 12.5529 13.3926 -0.0419 0.0000
0.1000 7.0245 5.9648 -3.1811 -3.0209
0.2000 5.4056 5.2581 -2.2618 -1.8575
0.3000 4.8877 4.7071 -1.6853 -1.6082
0.4000 4.5986 4.2911 -1.3787 -1.0575
0.5000 4.2135 4.2930 -0.9261 -0.5233
0.6000 4.0282 4.4817 -0.2722 -0.2134
0.7000 4.2349 4.5936 0.0467 -0.1281
0.8000 4.4656 4.5881 0.1426 0.0503
0.9000 4.6301 4.7158 0.2696 0.3009
1.0000 4.7122 4.9297 0.3933 0.3839
1.1000 4.7463 5.0139 0.5130 0.4084
1.2000 4.8669 5.0766 0.5823 0.4822
1.3000 5.0513 5.2055 0.6619 0.5804
1.4000 5.1463 5.3446 0.6618 0.5129
1.5000 5.2086 5.2894 0.6973 0.4806
1.6000 5.3006 5.3297 0.7279 0.5847
1.7000 5.4520 5.4780 0.6909 0.6298
1.8000 5.5410 5.6349 0.6663 0.5498
1.9000 5.5833 5.6614 0.6877 0.4023
2.0000 5.6839 5.6429 0.6610 0.2478
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Table A.17: C, for a NACA64A006 arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 -2.8623 -2.8656 0.0202 0.0000
0.1000 -1.4204 -0.9860 1.1337 1.0042
0.2000 -0.8757 -0.7058 1.1875 0.9840
0.3000 -0.5465 -0.3747 1.2533 1.0496
0.4000 -0.1585 -0.2319 1.2599 0.9307
0.5000 0.0668 -0.2434 1.0618 0.9591
0.6000 -0.0303 -0.2017 0.9006 1.0767
0.7000 -0.1182 -0.0593 0.9755 1.1443
0.8000 -0.0696 -0.0057 1.1108 1.1324
0.9000 0.0564 0.0035 1.1708 1.1751
1.0000 0.1159 0.0638 1.1930 1.2680
1.1000 0.1178 0.1687 1.1973 1.2897
1.2000 0.1721 0.2075 1.2085 1.2686
1.3000 0.1982 0.2158 1.2741 1.2968
1.4000 0.2150 0.2693 1.2796 1.3277
1.5000 0.2172 0.3021 1.3377 1.3015
1.6000 0.2399 0.2694 1.3590 1.2958
1.7000 0.2500 0.2151 1.3811 1.3428
1.8000 0.2386 0.2105 1.4062 1.4478
1.9000 0.2177 0.2553 1.5156 1.4993
2.0000 0.2299 0.3075 1.5227 1.5268
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Table A.18: C1h for a NACA64A006 arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 0.0000 0.3056 0.0401 0.0000
0.1000 -0.6183 -0.5608 -1.3702 -1.3228
0.2000 -1.0500 -0.8532 -2.0840 -2.1079
0.3000 -1.2415 -1.2018 -2.6184 -2.7396
0.4000 -1.2630 -1.2328 -3.1338 -3.1075
0.5000 -1.0700 -0.9801 -3.5693 -3.6833
0.6000 -0.7254 -0.7165 -4.1086 -4.4454
0.7000 -0.4716 -0.6194 -4.9089 -5.2875
0.8000 -0.3081 -0.5137 -5.8171 -5.9672
0.9000 -0.1012 -0.2259 -6.5632 -6.6339
1.0000 0.2177 0.1300 -7.2971 -7.5079
1.1000 0.4934 0.3769 -8.1575 -8.4305
1.2000 0.8001 0.5499 -9.0139 -9.3304
1.3000 1.1375 0.8873 -10.0154 -10.2135
1.4000 1.5094 1.1133 -11.0284 -11.2413
1.5000 1.9335 1.3530 -11.8626 -12.1833
1.6000 2.2513 1.5847 -13.0109 -13.2184
1.7000 2.4870 1.8156 -13.9795 -14.2411
1.8000 2.7976 2.0570 -15.0608 -15.3031
1.9000 3.1539 2.2527 -16.2332 -16.4082
2.0000 3.5186 2.4424 -17.3409 -17.5040
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Table A.19: Cmh for a NACA64AO06 arifoil as a function of k , M=0.825
Real Imaginary
K XTRAN SPECT XTRAN SPECT
0.0000 -0.0148 -0.0898 0.0102 0.0000
0.1000 0.1864 0.1586 0.2533 0.2724
0.2000 0.3584 0.3349 0.2941 0.3669
0.3000 0.4785 0.5026 0.2701 0.3182
0.4000 0.5551 0.4885 0.2237 0.2579
0.5000 0.5198 0.4914 0.2187 0.3355
0.6000 0.5217 0.5813 0.3303 0.4352
0.7000 0.6529 0.7482 0.4160 0.4211
0.8000 0.7856 0.8356 0.3785 0.3612
0.9000 0.9115 0.8712 0.3266 0.3119
1.0000 0.9830 0.9449 0.2822 0.3106
1.1000 1.0440 1.0277 0.2506 0.2517
1.2000 1.0766 1.0929 0.1603 0.1885
1.3000 1.1777 1.1505 0.1176 0.1262
1.4000 1.2337 1.1933 0.0486 0.0222
1.5000 1.3067 1.1916 0.0054 -0.0362
1.6000 1.3556 1.2251 -0.0957 -0.0974
1.7000 1.3800 1.2444 -0.1881 -0.1452
1.8000 1.3830 1.3003 -0.2526 -0.2199
1.9000 1.4281 1.3154 -0.2868 -0.3288
2.0000 1.4611 1.3062 -0.4020 -0.4399
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