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Abstract
One of the goals for Artificial Intelligence is to achieve human-like intelligence. To that
end, several solutions were proposed over the decades, where causal structure discovery
was proposed as a viable tool for enabling human-like reasoning. It can be treated as two
stages, first causal discovery that examines the cause-effect relationships between variables,
which are then used in the second stage, referred to as causal parameter inference, to
perform causal inference using counterfactual/logic-like reasoning similar to how human
beings approach a problem. Generally speaking, there are two types of causal discovery
algorithms: those that work with random variables and those that work with time series
data. The focus of this thesis will be on the latter.
Performing causal studies on real world dataset is very challenging for time series data
as it is prevalent to run into missing values. Currently, all existing causal algorithms require
evenly-sampled time series data which unfortunately are not always available.
In this thesis I proposed a systems that can address this difficulties that is hindering
causal learning on real world datasets. The proposed system performs causal discovery
using time series data with missing entries (i.e., sparsely sampled data at varying intervals).
The solution put forward for this task is comprised of two parts: data filling with Gaussian
Process Regression, and causal learning using a the traditional Vector AutoregressiveModel
or Machine Learning based approach. For the first part, experiments have shown that
Gaussian Process Regression outperformed all the benchmark filling techniques such as
K Nearest Neighbour regression, Parametric Linear filling as well as random variable
filling. The obtained Root Mean Square Error for GPR filled was the smallest under across
all filling percentages, comfortably beating benchmark algorithms by margins (RMSE
difference varies from 0.05 to 1.5). As for the second part, an Echo State Network for
causal learning is used due to its fast running time and higher prediction capabilities when
compared with other causal learning algorithms available in the industry such as algorithms
like Structural Expectation Maximization (SEM), and Subsampled Linear Auto-Regression
Absolute Coefficients algorithm (SLARAC). When working with a 10 percent missing
iv
entries, the proposed system is capable of obtaining an MCC score of 0.31 on a -1 to +1
scale where +1 represents perfect prediction and -1 represents complete no usefulness of
the result. The MCC score received from the proposed system significantly outperformed
other methods such as SEM and SLARAC. To showcase the ability of the proposed system
to adapt causal relationships on real world engineering applications, the experiment was
conducted using a chemical refinery dataset called the Tennessee Eastman (TE) dataset.
v
Acknowledgements
I owe my deepest gratitude and appreciation to my supervisor Dr.John Zelek. Dr. Zelek
has always been supportive, approachable, and helpful throughout my master study. His
encouragement and understanding helped me go through the difficulties and created the
space for me to develop research ideas. I thank my thesis reviewer Dr. Ning Jiang and Dr.
Pan Zhao for agreeing to be on my review committee on a short notice.
I would also like to thank postdoctoral fellows Dr. Mohamed Naiel and Dr. Georges
Younes for their support and advice. It is a pleasure when to work with them, and I thank
them for all their mentorship.
I would like to thank the Ontario Centres of Excellence (OCE), Natural Sciences and
Engineering Research Council (NSERC) and ATS Automation Tooling Systems Inc., for
supporting this research work.
vi
Dedication
This is dedicated to my mom and dad.
vii
Table of Contents
List of Figures xi
List of Tables xiii
Nomenclature xiv
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2 Related Work 5
2.1 History of Causality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Causation VS Correlation . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Types of Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Data Filling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Granger Causality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Other Causality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6.1 Sims Causality . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6.2 Intervention Causality . . . . . . . . . . . . . . . . . . . . . . . . 15
2.7 Types of Causal Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
viii
Table of Contents
2.8 Time Series Causal Learning Algorithms . . . . . . . . . . . . . . . . . . 17
2.8.1 Classical Time Series Approach . . . . . . . . . . . . . . . . . . . 17
2.8.2 Information Theory Approach . . . . . . . . . . . . . . . . . . . . 20
2.8.3 Chaos and Dynamic Approaches . . . . . . . . . . . . . . . . . . . 21
2.8.4 Graphical Approaches . . . . . . . . . . . . . . . . . . . . . . . . 22
2.8.5 Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.9 Causal Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.10 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Missing Data Impact In Causal Discovery Using Linear VAR 27
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.1 Gaussian Process Regression for Data Filling . . . . . . . . . . . . 29
3.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4 Machine Learning Based Causal Algorithm on Sparsely Sampled Data 38
4.1 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Granger Causality-Based Echo State Network . . . . . . . . . . . . . . . . 39
4.3 Experiments and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.1 Dataset Description . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
ix
Multivariate Time Series Data Causal Discovery




2.1 Illustration of Causation and Correlation . . . . . . . . . . . . . . . . . . . 7
2.2 Time Series Data for Production Line Engine Production and Downtime . . 9
2.3 Taxonomy of Causal Discovery . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Example of Causal Graph Representing Representing Cause-Effect Rela-
tionship for COVID-19 [1] . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Proposed Pipeline for Granger Causality Discovery with GPR Filling . . . . 29
3.2 Simplified diagram for engine components in the PHM08 dataset [2]. . . . . 35
3.3 Comparison between GPR Filled Entries and Benchmark Filling Entries . . 36
3.4 RMSE Comparison Between GPR Filling and all other benchmark filling
techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.1 Flowchart for ESN Based Causal Learning With Missing Data . . . . . . . 39
4.2 Echo State Network Neurons Structure [3] . . . . . . . . . . . . . . . . . . 40
4.3 Original Data VS 10% GPR Filled Data . . . . . . . . . . . . . . . . . . . 43
4.4 The Proposed Experiment Setup for Performance Comparison . . . . . . . 44
4.5 Causal Matrix Comparison between GC-ESN with 10%Missing Data Fill-
ing using GPR and the Ground Truth. . . . . . . . . . . . . . . . . . . . . 45
4.6 ROC Value Comparison Between ESN-Based System and Benchmark . . . 46
xi
Multivariate Time Series Data Causal Discovery
4.7 Comparison between ESN-Based Approach and Ground Truth . . . . . . . 47
5.1 Arcade Revenue vs Computer Science PhD Graduates . . . . . . . . . . . . 51
5.2 Comparison between the original pipeline and the proposed pipeline for
causal learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
xii
List of Tables
4.1 Selected Sensor’s Descriptions . . . . . . . . . . . . . . . . . . . . . . . . 42




ABCNN Attention-Based Convolutional Neural Network
AI Artificial Intelligence
AR Autoregressive
AUC Area Under ROC Curve
CCM Convergent Cross Mapping
CFIB Canadian Federation of Independence Business
CTIR Coarse-Grained Trans Information-Rate
EM Expectation Maximization
ESN Echo State Network
GC Granger Causality
GP Gaussian Process
GPR Gaussian Process Regression
KNN K Nearest Neighbour
MCC Matthews Correlation Coefficient
MCMC Monte Carol Markov Chain





PCMCI Peter Clark Momentary Conditional Independence
ROC Receiver Operating Characteristics
RNN Recurrent Neural Network
RSS Residual Sum of Squares
SEM Structural Expectation Maximization








Artificially replicating and possibly surpassing human’s ability to interpret causal relation-
ships are considered evolutional forward when compared to existing Artificial Intelligence
systems [4]. Despite several decades of research, current state-of-the-art deep learning
systems are still broadly interpreted as a family of highly nonlinear statistical models [5],
or pattern detection regression engines that require a very large set of training samples to
distill a meaningful outcome for a particular problem. In contrast, humans are capable of
drawing conclusions and solving problems by identifying causal relationships between the
different variables of a task using a very small amount of data. Thus, from this perspec-
tive, the processes of discovering causal relationships are fundamental tasks for researchers
among all STEM disciplines. This inspired a large body of researchers to work on causal
discovery algorithms in an attempt to answer various challenges in several fields, such as
epidemiology [6], economy [7, 8], and medicine [9]. However, due to reasons such as com-
plex relationships between a large number of hidden variables, learning causal relationships
on real-world data can be very challenging as causality must be inferred from noisy data
[10, 11]. To put things into perspective, the next section will provide us with an example




In December 2019, a highly contagious and transmittable virus called the Coronavirus
begun to spread. In just a little over one year, the virus has already caused over 120
million infections and 2.7 million deaths globally. In order to prevent the virus from further
spreading, businesses are forced to shut down and billions of residences are out of jobs.
According to the report from the Canadian Federation Of Independent Business (CFIB)
in January 2021, 1 in 6 small businesses has already been permanently closed or will
be permanently closed soon [12]. The unemployment rate, according to Statics Canada,
reached 13.7 percent during the peak of Covid and it is still sitting at 9.4 percent to date.
Canada’s budget deficit is forecast to hit C$343.2 billion, which puts the nation at the largest
shortfall since the Second World War [13]. The economy has never suffered to this extent
in the history of Canada and it will take years for Canada to pay back the deficit. The
impact of such a devastating virus maybe significantly reduce if there exists an algorithm
that performs backtrack(i.e., based on the data presented find out the root cause and establish
preventive measures in a timely manner). One of the potential approaches for root cause
tracing is through the application of a causal learning algorithm.
Ideally, the researchers should be able to simply input all data for variables that may act
as the potential cause for transmission into a causal learning algorithm (i.e., black box) for
cause-effect learning. Using the causal relationships learned researchers should be able to
pinpoint the exact root cause of the virus. Researchers can also use the black box to find the
cure for such virus (i.e., substances that causes the virus to die) and start the massive vaccine
production immediately. Unfortunately, that is not the case. Things are more complicated
and there are a few restrictions preventing us from doing so. Some of the challenges (but
not limited to this list) can be summarized as follow:
• Difficulty Obtaining Related Historic Data:
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1. The data analyst can infer the correct cause-effect relationships only if the
relevant dataset is provided. When there is a lack of historic data provided it is
impossible for one to perform causal learning.
• Accuracy of Causal Discovery Algorithm:
1. Although there are many algorithms proposed for the discovery of causal rela-
tionships, both for random variable and time-series data (such as Peter Clark
Momentary Conditional Independence Algorithm [14], Vector Autoregressive
[15], andExpectation-Maximization [16] algorithms), the accuracy is poorwhen
dealing with real-world datasets [17] which are caused by the high degree of
non-linearity in combination with noise, and as well as some of the unfeasible
assumptions made by some of the learning algorithms (such as the stationary
time series data assumption).
• Stochastic Elements Involved:
1. Often in times there exists some level of stochastic elements from application to
application. Such stochastic terms can make the learning process more difficult.
Currently, there is a limited number of reliable open source causal learning
algorithms that account for the stochastic effects. For example, the injection of
a vaccine is very likely to build virus immunity but it is not guaranteed. Thus
such a cause-effect relationship is stochastic rather than deterministic.
• Overfitting Issues
1. The ability of learning algorithms to distinguish causality and correlation re-
mains a challenge. Having a correlation among variables does not imply the
variables are causality related. However, of the variables that are causally re-
lated, they are for sure correlated. While most of the causal learning packages
are based on a statistical approach (i.e., equation-based), sometimes causal al-
gorithms will classify two variables as causally related with one and another.
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However, in reality, they may be completely independent of each other’s exis-
tence and are only correlated.
2. When exploring the existence of causal relationships among variables, human
beings can often take into consideration the information contained from the
variable names themselves and reject causal relationships among variables that
are very different from each other. On the other hand, a statistical-based learning
algorithm will only determine the causal relationships among historical time
series entries, completely neglecting the information contained from variable
names themselves. This may lead up to falsely claimed causal relationships
among variables that are completely unassociated with one and another.
• Missing Data Associated With Real-World Dataset:
1. The real-world dataset is often contaminated and contains a degree of lost/miss-
ing entries. Those missing entries may be caused by different reasons such as
hardware design and human mistakes.
2. The challenge researchers faced is the ability to discover causal relationships
among different variables when given the sparsely sampled dataset. Currently,
all the proposed algorithms require an evenly sampled dataset as input.
I will limit the scope of my work to address the last problems mentioned previously
that is, to perform causal learning on sparsely sampled time series data. I address the
missing entry issue by proposing data filling with a non-parametric filling approach known
as the Gaussian Process Regression (GPR) prior to causal learning. By doing so, sparsely
sampled time series data is converted to evenly sample time series data which is required
for all causal learning algorithms. I then compare the causal learning ability against a few
benchmark filling techniques such as filling with the Nearest Neighbour, parametric linear
filling, and random filling. The RMSE obtained showed that the system I propose can better
preserve information and ultimately leads to a better causal prediction on both the classical




In a real-world manufacturing process, equipment components are not only connected to
each other, but the performances are also mutually dependent on each other. The concept
of causality is also referred to as causation, which describes the cause-effect relationships
between variables or events. To describe the causal relationships between all the variables,
a network can be constructed with nodes denoting variables, and arcs denoting their causal
relationships; this network is usually referred to as a causal map. Causality analysis provides
an effective way to localize root cause, as well as perform bottleneck process analysis for
the working production line since the causal map previously generated can clearly represent
the cause-effect relationships among mechanical/electrical components. By having such a
clearly labelled causal graph, engineers can perform productivity improvement in a more
systematic way.
2.1 History of Causality
Although the term "causality" is still a fairly new AI concept and has only gained much
attention in recent years, it has a long history. In fact, defining the cause and effect
relationships among variables has been one of the very first tasks humans learned to survive
in the wild jungle. The concept of causality has first been officially proposed by Athenian
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philosopher Plato in 400 BC. In his words, he described causation as "if (something) that
becomes or changes must do so owing to some cause; for nothing can come to be without
a cause." [18]. Ever since then, different philosophers/social scientists have proposed
slightly different definitions for causality through demonstrations of the different scientific
experiments in the hope to generalize the definition of causality [19]. For a more in-depth
review of the history of causality, please refer to [20].
2.1.1 Causation VS Correlation
Although the literature record for causality has been long engaged, the concept still seems
to be fairly modern for a good portion of the general public. To this date causation is still
perceived as another fancy term for correlation by many; however, correlation does not
necessarily imply causality in reality. Before continuing the discussion of causality, it is
important to clearly distinguish the concept of causality from correlation.
Correlation between variables refers to how the pair of variables tend to fluctuate together
(e.g. when one increases, the other one will increase or decrease). Often, correlation can be
represented by a mathematics equation with an equal sign. This means that when variable
A increases, variable B will also increase and vice versa. On the other hand, causation
indicates that the occurrence of one particular event caused another event to occur. For
example, for a pair of variable A and variable B, and it is known that A causes B. This means
that increasing variable A will cause variable B to increase or decrease, but increasing B
may not result in an increase in A [21]. Causation cannot be expressed with an equal sign
because they are not directionless [4].
Figure 2.1 demonstrates a simple example of the difference between causal and cor-
relation. Due to the dead battery, the computer is forced to shut down, therefore the low
battery percentage causes the computer to shut down and this is classified as causality. On
the contrary, when the computer is forced to shut down is a good indication of the inability
to run the video player and vice versa. However, neither incident is the root cause of the
other one, thus this relationship is classified as correlation.
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Figure 2.1 Simple illustration of the difference between causation and correlation on a laptop where
the dead computer battery causes both the computer to shut down as well as the video player to not
work. Whereas computer shutting down is correlated with video player not working, but one event
does not cause the other.
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The causal relationships among variables are usually obtained in a specially designed
lab environment, where researchers have full control over one variable (the independent
variable) and measure this variable’s impact on another variable (the dependent variable).
In [22], the researcher stated that cigarette smoking may in fact causing coffee drinking and
cardiovascular disease since there is plenty of research done in the field proving that one
of the negative impacts of smoking is cardiovascular disease [23]. But since there is no
research done on the topic of the causal effect of drinking coffee towards cardiovascular
disease and vice versa, one cannot conclude the cause-effect relationship between coffee
drinking and cardiovascular disease. Another example can be found in [24] where the
researchers performed an experiment to study the response of the gene expression for
fathead minnow when exposed to chemical wastewater that contains steroid substances. In
this study, the concentration of the steroid is carefully controlled by the researcher and acts
as the causing variable. Researchers concluded that the the higher concentration of wasteful
content inside water the higher alternation observed in the gene [24].
2.2 Types of Data
Generally speaking, there are two types of causal discovery algorithms: the type that
involves time element, which is usually referred to as the time series data algorithms, and
the other type that does not involve time element. An example of non-time series data is a
dataset that is collected in no particular sequential order, where the first entry is completely
uncorrelated with the second entry (e.g. treated as two separate samples). An example of
this type of data can be found in [25] where information such as diameter, sex, and weight
are recorded for each sampled abalone. Since the focus of my work is non this type of
dataset, no in-depth literature review will be conducted. Please refer to [4], [26], and [27]
for a thorough literature review in this area.
In contrast, time series data is a type of dataset that is collected in a sequential order,
where the data collection is a set of continuous variables collected over a period of time,
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(a) Plotted Time Series Data For Daily Engine Produc-
tion in thousands
(b) Plotted Time Series Data For Production Line
Downtime in Minutes
Figure 2.2 Using Time Series Causal Analysis researchers in source [29] researchers showed that
the production line downtime directly causes the engine production. An increase in the downtime
will result in a decrease in the engine and vice versa [29].
such as the stock price or temperature over a period of time. The frequency in which the
data are being collected is generally referred to as the time series frequency. See [28] for
a more in-depth definition of time series data. In the following section, section 2.5, I will
talk about the types of time series causal learning. An example of time series data is shown
in figure 2.2 where the daily engine production and the daily production line downtime are
plotted wherein [29] it is concluded that the production line downtime is directly causing
the number of engines manufactured.
2.3 Evaluation Metrics
In order for researchers to evaluate the performance of causal learning the Matthews Cor-
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, (2.1)
TheMCC score provides a balanced measure between the True Positive (TP), True Negative
(TN), False Positive (FP), and False Negative (FN) cases. Its output is ∈ [−1, 1], where
a +1 score indicates a perfect prediction, 0 indicates that the prediction made is no better
than random guessing, and −1 indicates complete disagreement between prediction and
observation [30].
In addition to the MCC score, researchers have also used Accuracy shown in equation
2.2, and direct true positive rate (TPR), shown in equation 2.3. Receiver Operating Charac-
teristics (ROC) curve alongside with Area under ROC curve (AUC) index are often plotted
and determined for performance evaluation [17] [31].
Accuracy =
TP + TN
TP + TN + FN + FP (2.2)
DTP =
TP
TP + FP (2.3)
2.4 Data Filling
Due to the complicated nature of time-series data (e.g. seasonal, trend, stochastic term,
interventions, etc.), it is often hard to predict and difficult to work with. To make the
problem even more challenging missing data are often ubiquitous in many real-world data
[32]. Evenly sampled time-series data is essential for causal discovery for in order to predict
an outcome for a future time instant HC , a statistical based learning algorithm all requires
entries for = past instants HC−1, HC−2, · · · , HC−= where the sampling frequency ΔC is constant
can be expressed as ΔC = (C − 1) − (C − 2) = · · · = (C − =) − (C − = − 1). But when working
with real world industry data is sometimes difficult to obtain these regular samples data in
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the many industry sectors due to various reasons such as the processing speed limitation of
Programmable logic controller in place.
Thus, in order for me to still perform causal learning, it is required to perform proper
filling to recover missing entries before preceding with causal learning. Generally speaking,
there are mainly two types of approaches for time series data filling [33]. The first category
is the parametric approach, which is to simply consider a linear (or high degree polynomial
function) equation and find the line of best fit of the training dataset. This approach
is simple but at the same time, the degree of the order must be defined in advance. The
general equation for linear regression in 1-dimensional space can be summarized as follows:
5 (G) = U + VG + Y (2.4)
Where 5 (G) represents the value trying to predict at G, U represents the constant term
and Y8 is the noise term. When generalized to a =Cℎ degree polynomial, the equation can
be expressed as following in equation 2.5 where V0, · · · , V= represents the weight terms at
each degree of order respectively.
H = V0 + V1G + V2G2 + V3G3 + · · · + V=G= + Y. (2.5)
In real-world datasets it is often very challenging to find a single equation of best fit
to represent the entire dataset, suggesting that the parametric approach is not as practical
as one would hope when dealing with complicated real-world datasets. In contrast to the
first category, the non-parametric approach is constructed according to information derived
from the data rather than specifying a functional form to best represent the dataset. This
technique offers much higher flexibility when dealing with more complex datasets [34].
K-Nearest Neighbour is a very popular non-parametric approach that can be applied to
both classification and regression tasks [35]. The concept has been widely applied to the
field of imagine classification [36] [37]. When performing regression on time series data
the equation can be expressed as equation 2.6 where G8 represents the 8Cℎ nearest neighbour
11
value. Term l represents the weight term assigned with each of the neighbour term where
l1 + · · · + l = 1. However, the selection of the number of neighbours to include and
assigning proper weight terms can be a very manual process. The filling accuracy depends






Gaussian Processes (GP) is another non-parametric algorithm that can be applied to
solve both complicated regression and classification problems [38]. Gaussian process
refers to a time series stochastic process such that every finite collection of those the entries
has a multivariate normal distribution. The GP process repetitively draw samples from
the distribution to construct predicted time series entries at a given time instant. Since the
distribution can result in infinite number of entries generated, it is often viewed as a process
of defining a distribution over functions and generating a unique function for every single
entry point. Generally speaking the GP algorithm is mainly applied in the area of supervised
learning [38] while there is also some work done in areas like unsupervised learning [39]
and reinforcement learning [40]. Due to the high flexibility offered by Gaussian Process
Regression it is used to perform data filling prior to causal learning. More details regarding
GPR will be elaborated in chapter 3.
2.5 Granger Causality
Althoughmany of the pioneer researchers in the field acknowledges the existence of causality
between different time series data, it was not until 1969 when an economist, Sir Clive
Granger, proposed the concept of Granger Causality that has been first applied to the area
of the economy. The concept has generalized the causality term for researchers and is later
viewed as one of the fundamental theorems for time series causality [41]. Due to his unique
contribution to the area, he was awarded the Nobel Memorial Prize in Economic Sciences in
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2003. The term Granger Causality is a statistical hypothesis used to determine whether one
time series can be used to improve prediction accuracy for another time series; the concept
of Granger Causality has been used in the majority of the exciting causal algorithms today
[21]. The concept of Granger Causality is intuitive and straightforward, where one time
series variable Granger Causes another variable when the following two principals are
satisfied:
1. Only the input/intervention from the past can Granger cause the outcome in the future.
Future input/intervention cannot Granger cause any past values.
2. If having the info of variable A can improve the prediction value of variable B, then
variable A Granger causes variable B.
Under the above assumptions, let a time-varying system comprised of = time-series be
defined as § = {)1(C), )2(C), · · · , )= (C)}, where )8 (C) represents the 8Cℎ time-series compo-
nent of the system; then one can state )8 (C) Granger causes )9 (C), for )8, )9 ∈ ( if and only
if:
P [)8 (C + 1) | I () (C))] ≠ P
[
)8 (C + 1) | I
(
) (− 9) (C)
)]
(2.7)
Where P is the probability density function and I () (− 9) (C)) represents all the usable
information in the universe provided by the time-series system up to time C excluding the
9 Cℎ component. We can conclude the existence of Granger Causality between  and  if
the hypothesis described in equation 2.7 is satisfied [41].
Although Granger Causality is the most popular concept in the field of causal discovery,
it also received some criticisms. One of the most popular arguments against Granger
Causality is that the concept lacks the ability to track down real-world causal relationships
which are mainly non-linear [42]. Although there are some advancement done in exploring
non-linear Granger Causality relationships, the performance is still not the greatest [43] [44]
[45]. Another limiting factor for Granger Causality is the lack of ability to be rationalized
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using human intuition. For example, in [46] researchers reported that themethodmistakenly
classified the total revenues generated by arcades as directly correlates with the number of
computer science doctorates awarded in the US over the years. In other words, I can come
up with a good prediction of the number of computer science doctorates graduates when
knowing past years’ arcades revenue. While such a claim might be mathematically correct,
these two variables are certainly not causality related to each other. Similar to many other
machine learning algorithms, Granger Causality lacks the intuition that humans have. As a
result, it will mistakenly conclude falsely classified causal relationships similar to the one
mentioned above. Due to the drawbacks mentioned previously, some researchers in the
field believe it is necessary to first improve the theoretical hypotheses before increasing the
specificity of GC-based models [42]. Despite all the drawbacks of GC mentioned above,
the concept of Granger Causality still remains one of the hottest concepts in the field.
Different variations of Granger Causality have been proposed over the years to deal with
the drawbacks mentioned above.
2.6 Other Causality
2.6.1 Sims Causality
Aside from the most popular GC, there are a few other causality concepts in the field such
as Sims Causality [47], and Intervention Causality [48] [49]. Most of the time series causal
discovery algorithms are still based on the concept of Granger Causality.
For example, the concept of Sims Causality is defined in the year 1972, 3 years after
the seminal publication from Granger, which stated that although two white noise variables
might be classified as Granger Causing one and another, such relationship is not classified
as Granger(Sims) Causality [47]. The concept of Sims Causality is often treated as a
compliment of Granger Causality where Granger Causality implies Sims Causality but the
inverse is not true. Sims stated that a pairwise Granger Causality for - [C] and . [C] can
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be treated as moving average along several lag terms of the two variables, expressed as
following:
.C = U1.C−1 + V1-C−2 + · · · + U=.C−= + V=-C−= +  + n (2.8)
where n represents the combined noise term fromboth variables. U and V terms represent
the parameter values at each time lag while is the combined constant term. Sims Causality
stated that variable X does not Granger Cause Y if and only if V1, V2, · · · , V= is being chosen
identically to zero. This can be expressed as equation 2.9:
V1 = V2 = · · · = V= = 0 (2.9)
2.6.2 Intervention Causality
The concept of Intervention causality is first proposed by Judea Pearl in 1993 [50]. The
concept was first applied to work with random variables and has only been applied to time
series data recently. The idea focuses on the idea of counterfactual that calculates the
Average Causal Effect (ACE) which can be expressed as follows:
B = E(.C∗) − E(.C) (2.10)
Where E(.C∗) represents the resulting outcome for variable . at time instant C given that
the occurrence of intervention B and E(.C) represents the expected outcome for variable .C
without the intervention [51]. While concepts such as Granger Causality and Sims Causality
assume an observational framework, intervention causality requires counterfactual experi-
ments which are not applicable in many real world applications [51]. Due to this reason,
the focus of my work will be based on Granger Causality based causal learning algorithms.
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2.7 Types of Causal Learning
Both time series data and non-time series data have been used by different algorithms for
causal learning. Generally speaking, there are two types of learning objectives for causality:
learning the causal effects and learning the causal relationships [21]. While there is certainly
some overlap between the two areas, their definitions are slightly different.
Learning about the causal relationships among variables is often referred to as causal
discovery or structural learning. The input for such algorithms is usually two or more time
series data, where some of which are causally related while others are not. The goal of
the causal discovery algorithm is to explore the causality between each pair of variables.
This study usually involves learning the correct causal directions, causal lags as well as the
corresponding causal index. An example of this type of causal learning can be found in [52]
where researchers applied a machine learning based causal learning algorithm to discover
the correct causal lag terms on the atmospheric system model.
Learning about the effect, on the other hand, is often referred to as parameter learning
which describes the process of causal inference where some of the variables are known to
be causally related and the drive is to study the impact of changing one variable towards
the outcome of another variable. When performed incorrectly (among variables that are
not causally related, to begin with), one will obtain some irrational conclusion. Thus the
correct causal relationships must be correctly identified before performing inference.
The focus of my work is on learning the causal relationships among variables, thus
only one technique related to causal inferences, namely Bayesian Network will be briefly
discussed in section 2.9. Before the discussion on Bayesian Network, I will discuss some
of the fundamental building blocks in the area of time series causal structure learning, the
Granger Causality Theorem in section in section 2.8.
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2.8 Time Series Causal Learning Algorithms
Ever since the seminal paper published in 1969, Granger alongside other leading researchers
has begun to explore different methods to determine the existence of Granger Causality
among variables, first in the field of the economy [53], and later have generalized into fields
such as neuroscience [54] and climate prediction [55]. Over the years, despite some level
of the modification of Granger Causality theorem for each category, the existing time-series
causality algorithms can be broadly categorized into five main groups as shown in Fig.
3.1, namely, classical time-series approaches [41], chaos and dynamic systems approaches
[56], information theoretic approaches [57], graphical approaches [58], and finally machine
learning approaches [59]. Figure 3.1 below listed out some of the key algorithms under
each category of causal learning. Readers are referred to the original publication for further
details [41, 56–59].
2.8.1 Classical Time Series Approach
The very first type of approach to examine causality falls under the category of the classical
time series approach. Classical time-series approaches are widely adopted for dealing with
time-series causality and are built upon the principle of Granger Causality using a statistical-
based model. This category is later defined as structural equation modelling by Judea Pearl
[60]. The most basic/fundamental approach to measure GC is done by implementing a
linear bi-variate Vector Autoregression model. The VARmodel is built upon the concept of
the Autoregressive(AR) model, in which a = degree AR can be expressed in equation 2.11:
HC = U1HC−1 + · · · + U=HC−= + 1 + n (2.11)
where 1 and n are the constant values and a noise term, respectively. Term HC is the
time-series value of dependent variable at time C, GC−8 is the time-series of the independent
variable G at time C − 8, and U terms are corresponding parameter values. The equation can
then be generalized into equation 2.12 shown below:
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Figure 2.3 Time series causal learning algorithms can be categorized into 5 groups, namely the






UgHC−g + 1 + n (C) (2.12)
A VAR model incorporated another variable into the equation, a general pairwise VAR







VgGC−g +  + n (C) (2.13)
Term H∗C is the updated prediction for variable H using the new variable G introduced
to the equation. V1, V2, · · · , V!1 are the parameter values at each time lag for variable
G. If equation 2.13 contains additional information than equation 2.12, then by definition,
variable G contains some unique information of variable H that can allow improvement in
the predictability towards H at future time instants, hence the reason why variable G Granger
causes H. One of the most popular ways to verify the impact is to use the F-test, which can
be calculated using the Residual Sum of Squares (RSS) for equation 2.12 and 2.13 along
with their lag counts, equation can be expressed in equation 2.14. A higher F-test value





Where term) represent the entire length of the time series and term '((H and '((H∗ are
denoting the total sum of the prediction error terms for equation 2.12 and 2.13, expressed








(HC − 5 (HC−1, · · · , HC−!1 , GC−1, · · · , GC−!2))2 (2.16)
In addition to the VAR model, one can also verify Granger Causality using Pearson
Correlations [61], Equations are shown in 2.17 where # represents the total number of
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sample entries selected whereas term G8 and H8 are the individual sample point picked from
the G and H respectively. Ḡ and H̄ represents the mean value.
A =
∑=





While these methods are generally intuitive and easy to implement, they struggle to
identify complicated non-linear causal relationships despite some variants being proposed
to work with nonlinear data. Due to these issues, sometimes in working with complicated
nonlinear multivariate datasets, not only are the true causal relationships are missed, but
this approach may also lead to a significant number of falsely defined causal relationships,
narrowing the usefulness of such method in complex applications [62] [63].
2.8.2 Information Theory Approach
Inspired by the Transfer Entropy (TE) principle from physics literature in 2000, a computer
scientist researcher, Schreiber Thomas, originally motivated TE as an alternative to lagged
mutual information that takes into consideration of the shared information due to history
input signals [64]. The TE measurement from one variable to another is the information-
theoretic distance measured between the transition probability that includes the causing
variable, and the one that excludes the causing variable [64]. This transfer of entropy
between variable G and H is expressed in equation 2.18:
)-→. =  (HC | HC−1:C−!) −  (HC | HC−1:C−! , GC−1:C−!) (2.18)
Where  (· · · ) represents Shannon’s entropy at the given condition and )-→. can be
viewed as the amount of information transfer from - to . at C instant. This principle is
surprisingly similar to the Granger Causality theorem described previously. Although there
is no direct reference made from Schreiber, many researchers in the field sometimes treat the
information theory approach as a method that shares a lot of fundamental similarities with
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the foundation of Granger Causality, but later has emerged from the discovery of Granger
Causality [65].
The performance of the information theory approach, in general, is more accurate when
workingwith non-linear datasets compared to classical time series approaches [66] [67] [68].
It is sometimes regarded as a nonlinear generalization of Granger Causality [69]. However,
despite its ability to deal with non-linear data, most of the TE approaches have mostly been
applied to bivariate experiments (rather than multi-variable) as it is difficult to determine
the information flow when working with higher dimension datasets [63]. Thus, it is usually
recommended to perform dimensional reduction when working with TE-based methods
[63]. When working with real-world datasets, sometimes it is very difficult to isolate and
perform causal experiments on two variables only. Other information theory methods under
the information theory approach include techniques, such as Mutual Information on Mixed
Embedding (MIME) [70], and Coarse-Grained Trans Information-Rate (CTIR) [71]. Since
this is a fairly new research area, there are currently limited open source packages available
to the public for validation.
2.8.3 Chaos and Dynamic Approaches
Chaos and Dynamic approaches share many similarities with Information-Theoretic ap-
proaches; thus, it is often viewed as a complementary approach to the information theory
approach [72]. The methods under this category are built upon the idea where oscillations
in dynamical systems can be excited by other dynamical systems, necessitate that a phase
can be extracted from a time series. Therefore, the signal must "circulate" in phase space
to form cycles. This characteristics can be represented using a set of state vectors, shown
in equation 2.19:
®GC = (GC , GC−3 , · · · , GC−(<−1)3) (2.19)
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Where < is the embedding dimension and 3 is the embedding delay. Similar to the Granger
Causality principle, if another time series can be used to improve the prediction of the
dynamics in the reconstructed phase space, one can conclude a causal relationship among
the two variables [73].
The transfer entropy values can instead be measured in a different way to analyze causal-
ity. For example, causal discovery is performed in the field of assessment of cardiovascular
regulatory sees [74]. Methods that can be classified under these frameworks are used to
examine linear and non-linear Granger Causality including the Hiemstra-Jones test [75],
and Convergent cross mapping (CCM) [72]. When working with a time series dataset that is
predominantly stochastic (such as an industrial process), such a method failed to generalize
[63] [76].
2.8.4 Graphical Approaches
Graphical Approaches models causality in a multivariate setting by representing each
variable as a node on a graph with Granger Causality represented as directed edges between
the nodes. The direction arrows on the graph denote the causal link among the pair
of variables. A simple example is shown in figure 2.4 where the researcher proposed the
cause-effect relationship between “race” to “age”, "age" to "Death from COVID" and "race"
to "Death fromCOVID" based on the observed data provided by Centers for Disease Control
website [1].
Such a format of visualization has later been adopted by other types of causal learning
algorithms for a clear and concise schematic representation. Most of the methods under
the graphical approach take into consideration of the probabilistic element into causal re-
lationships, where the causal effect is a probability rather than a certainty. The focus of
graphical approach algorithms evolves around the application of the Causal Markov Con-
dition which stated that every variable is conditionally independent of its non-descendants
(variables that are not the causing variable), given its parents [77]. The existence of condi-
tional independence can be categorized as causality and vice versa. While there are a few
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Figure 2.4 Researcher in [1] proposed both age and race are directly causing the number of death
from COVID-19 based on data provided.
variations of graphical algorithms, they can be summarized into three main steps. First,
the graphical algorithm will assume complete dependency among every pair of variables
by connecting all variables on the graph together. Then the conditional independence test
will be performed on each pair of variables and causal edges will be eliminated on variable
pairs that are independent of each other. Lastly, the direction of cause-effect relationships
is determined based on the statistical approach proposed by each algorithm.
Some of the methods under graphical approaches include Spirtes Glymour Scheines
Algorithm (SGS) [77], Fast Causal Inference Algorithm (FCI) [77], Peter ClarkMomentary
Conditional Independence Algorithm (PCMCI) [14] Expectation-Maximization (EM) [16],
and Structural Expectation Maximization (SEM) [78]. The graphical method is ideal for
applications that involve stochastic elements and the running speed is very fast. However,
in general, the causal prediction accuracy of graphical approaches is somewhat inconsistent
for the performance may depend heavily on the manual fine-tuning of hyper-parameters
as well as how much prior information feed-in(i.e., predefined causal relationships before
learning). In addition, although the graphical methods can be performed using no additional
prior information, a recent case study done in neuro-imagining reported that the accuracy
obtained is very poor (high false-positive and extremely low true positive when working




Machine Learning (ML) is a new area that researchers are currently exploring for causal
discovery. Unlike the traditional time series methods in which regression models are used
and the inference accuracy of these methods depend greatly on whether or not the model
can be well fitted to the data, the machine learning approaches use a different variation
of neural networks that result in better prediction when working with nonlinear datasets.
Unlike other methods mentioned previously that have been around for decades, machine
learning algorithms have only gained popularity in the past decade or so. Although the
potential for machine learning-based algorithms in time series causal learning is promising,
there is limited research done in this area at the moment.
Some of the recent machine learning methods include the Attention-Based Convolu-
tional Neural Network (ABCNN) approach [79], Reservoir computing [52], and Echo State
Network approach [3]. There are many advantages favouring ML-based algorithms over
the other approaches. For example, they can handle relatively large and complicated data
and require less human intervention for tuning; they can be adaptable to a wide range of ap-
plications and are backed by a largely motivated support and development community [80].
While there are several drawbacks to MLmethods such as the expensive computational cost
and the relatively long training time, the advantages outweigh the disadvantages and hence
it is adopted to the proposed system for causal discovery. Similar to other applications such
as imagine classification or natural language processing, it is foreseeable to expect more
and more deep learning based algorithms in the field of time series causality. An ESN
based causal learning algorithm is adapted into the system proposed in chapter 4 due to the
advantages mentioned above. Unlike a standard Convolutional Neural Network, the ESN
contains a sparsely connected hidden layer typically with no more than 10% connectivity
in between neurons which results in a fast training time of the model. The time series data
is fed directly into the model in a sequential order where the last layer of the model will
calculate the estimated value (using weight terms defined previously) and compare it to the
expected value. More elaboration of the ESN model will be discussed in section 4.2.
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2.9 Causal Inference
After identifying the causal relationship between variables using one of the previously
mentioned approaches, causal inference can be performed to answer meaningful questions,
such as given the number of people without a mask on during a protest last Friday, estimate
the probability of daily COVID count surpass 4,000 tomorrow. This can be achieved using
Bayesian Network [81].
In the simplest language a Bayesian Network model is a directed graphical model for
representing conditional in-dependencies between multiple variables (can be both random
variables or time series variables). A Bayesian Network for a specific application consists
of n random variables - = {-1, · · · , -=}; a set of values  = {01, · · · , 03}, where each
-8 ∈ - has an associated finite domain (-8) ⊆  of possible values; and a joint probability
distribution %(-1, · · · , -=) over the possible assignments to the variables in X. The joint
probability distribution for any entry in the joint probability distribution can be expressed
in the following expression:




Where any of the variables in the system are independent of its non-descendants and
non-parents given its parents. The parent-child nodes in the Bayesian Network represent the
cause-effect relationships obtained through learning algorithms mentioned in the previous
section or through lab experiments. Bayesian Network is first proposed to workwith random
variables but later Dynamic Bayesian Network or DBN in short, was proposed to work with
time series variables [82]. Inside DBN models each variable’s log at each time instant is
treated as a separate variable. Techniques such as Monte Carol Markov Chain (MCMC)
[83] and variable elimination [84] can then be used to perform causal inference on the causal
graph one generated. Prior to performing Bayesian inference, however, if the cause-effect
relationship provided is invalid, then the inference algorithm may conclude misleading fatal
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conclusions. Since the focus of my work is on causal learning, I will not go in-depth about
the Bayesian Inference. Please see [85] for more details.
2.10 Conclusion
To summarize, causal inference is an area of research that has great potential and has gained
a notable amount of attention recently. However, this is still an ongoing research area
with several unsolved issues. One of the unexplored challenges being the incompetence
of existing algorithms to perform causal learning on sparsely sampled datasets. When
working with real world applications it is inevitable for one to encounter some degree of
missing entries. In this research, I present a novel approach (Chapter 3) that applies data
filling with Gaussian Process Regression before performing causal discovery. The filling
ability for GPR is compared against both the parametric approach (linear regression) as
well as the non-parametric approach (K Nearest Neighbour) for performance evaluation.
Furthermore, I have adapted a machine learning based algorithm, namely the Echo State
Network and performed causal learning on the GPR-filled data (Chapter 4). The causal
prediction result is compared against methods under the graphical approach (Structural
Expectation Maximization), and the classical approach (Multivariate Granger Causality).
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Chapter 3
Missing Data Impact In Causal
Discovery Using Linear VAR
Currently, all the causal learning techniques mentioned in chapter 2 require the input to be
uniformly dense time series data where the entries must be collected at the same frequency.
When working with real industrial processes it is not uncommon to encounter missing
values. Some of which were caused by human error while others are by design (e.g. A
process that is designed to only collect randomly sampled entries in order to save disc
memory). In order to still perform causal learning on sparsely sampled data, I proposed
a system that allows us to perform causal learning under situations where missing data is
unavoidable.
3.1 Abstract
Over the past years, researchers have proposed various methods to discover causal relation-
ships among time-series data [68] [4] [86] as well as algorithms to fill in missing entries in
time-series data [87] [88]. However little to no work has been done in combining the two
strategies for the purpose of learning causal relationships using unevenly sampled multi-
variate time-series data. In this chapter, I examine how the causal parameters learned from
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unevenly sampled data (with missing entries) deviate from the parameters learned using the
evenly sampled data (without missing entries). However, obtaining the causal relationship
from a given time series requires evenly sampled data, which suggests filling the missing
data values before obtaining the causal parameters. Therefore, the proposed method is
based on applying a Gaussian Process Regression (GPR) model for missing data recovery,
followed by several pairwise Granger causality equations in Vector Autoregressive form
to fit the recovered data and obtain the causal parameters. Experimental results show that
the causal parameters generated by using GPR data filling offer much lower RMSE when
compared against benchmark filling techniques such as parametric linear filling, filling with
Nearest Neighbour, and random filling. The result I obtained is suggesting that GPR data
filling can better preserve the causal relationships than all other benchmark techniques listed.
Thus this method should be considered when dealing with unevenly sampled time-series
causality learning.
In this chapter, I performedmissing data recovery using theGaussian Process Regression
technique for filling missing values in time-series data to obtain pairwise Granger Causality
parameters. In addition, I compared the quality of filling the missed data by comparing
the Granger causality parameters estimated using original time-series data against its GPR
filled version where the RMSE values under each filling percentage are calculated. The
same procedure is repeated with benchmark filling techniques such as filling with Nearest
Neighbour, parametric linear filling, and random number filling where their RMSE values
are compared for evaluation of the performance.
3.2 Proposed Method
Figure 3.1 illustrates the proposed pipeline in order to study the performance of causal
discovery with irregularly sampled data [89]. Given multivariate time-series data, the
proposed method randomly drops X% of the original data entry and the missing values are
then filled using either (a) Gaussian Process Regression (Section 3.2.1), (b) Filling with
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Figure 3.1 The proposed pipeline for Granger causality from irregularly sampled data. The original
time series data is first contaminated by randomly dropping X% of its original entries. One of the
filling techniques is then used to recover the dataset before performing pairwise causal learning. The
causal parameter learned (using the filling technique) are then compared to the parameters learned
using the original data and RMSE is calculated for performance comparison.
Nearest Neighbour (c) Parametric Linear Filling or (d) Random Filling approach. Next,
the two recovered datasets are then used to obtain the parameters of the pairwise Granger
CausalitywithVectorAutoregression functions (Section 2.5). Finally, the rootmeans square
error (RMSE) for each filling technique is calculated with respect to the causal parameters
obtained from the original dataset.
3.2.1 Gaussian Process Regression for Data Filling
Although the GP requires an entire training set to perform prediction and lose efficiency
with higher dimensions [90], it offers probabilistic predictions and allows the incorporation
of different kernels which leads to flexibility in implementation. In [38], it was stated that
the GP process can be interpreted with two views: weight-space view and function-space
view. A quick discussion regarding GP’s hyper-parameters as well as GP sampling function
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is also included. However, for more details about GPR, the reader is referred to [38].
Weight-Space View: The equation from the Bayesian analysis of the standard linear
regression model can be written as [38]:
5 (GC) = GC)F (3.1)
H = 5 (GC) + n8 (3.2)
where F is the weight vector, n8 is the noise term and it follows a normal distribution in
such nC ∼ N (0, fn2) with 0 mean and fn2 as the variance from the Bayes’ rule. Term GC
represents the new input vector at C instant. The posterior distribution can be obtained as
[91]:
?(F |HC , -C) U ?(HC |-C , F)?(F) (3.3)
?(F |HC , -) = N (fn−2−1C -HC , −1C ) (3.4)
where C =
∑−1 +fn−2--) , ∑ is the covariance matrix and I want to predict HC for a new
input point GC with the information obtained prior to instant t. The term - is the matrix that
contains the aggregated predicted HC and the real values for each time instants in the time
series [92].
The form shown above is often referred to as the weight space view of regression [91].
In order to predict the H∗ at new point G∗, I can average over all the possible parameter
values that are provided by the function 5 , predicting 5 (G∗) = H∗ + n∗. Without going into
the actual derivation, the predictive distribution with respect to the Gaussian posterior can
be written as [91]:
?( 5 (G∗) |G∗, -C , HC) =
∫
?( 5 (G∗) |G∗, F)?(F |-, H)3F (3.5)
After performing integration equation (3.5) can be expressed as [91]:
30
?( 5 (G∗) |G∗, -, HC) = N (fn−2G∗) −1-, H, -∗) −1G∗) (3.6)
Weights are first generated from this posterior distribution and the final predictions
are generated using the weight generated previously. The term can be generalized from
1-dimensional spacing to higher-dimensional space [38]. The model now becomes :
5 (G) = q(G))F (3.7)
where q(G) = (1, G, G2, G3, · · · , G=). The predictive distribution then becomes [38]:
?( 5 (G∗) |G∗, -, H) ∼ N (f=−2q(G∗)) −1qH, q(G∗)) −1q(G∗)) (3.8)
Function-Space View: Another way to understand the GP algorithm is to focus directly
on its distribution over functions [38]. As stated previously, the GP algorithm defines a
distribution over several functions: if I pick any two (or more) points inside a function, our
observations at the selected points follow a joint multivariate Gaussian distribution [93].
In [38], the Gaussian process is defined as a collection of random variables, any finite
number of which have a joint Gaussian distribution. Similar to the assumption made in
linear regression, I can write the Gaussian Process regression equation as:
H = 5 (G) + n (3.9)
where the noise term n ∼ N (0, f2n ), reflects the randomness or uncertainty of our observa-
tion. The selection process for the noise term f2n are fine-tuned to a value in order to best
represent the data in hand [38]. Based on the definition provided, I can specify a Gaussian
Process by its mean function and covariance matrix function, thus Gaussian process can be
expressed as follow :
5 (G) ∼ %(<(G), : (G, G′)) (3.10)
where <(G) is the mean function and the : (G, G′) is the covariance function (also known as
the kernel function) for the randomly selected two points G and G′. Equations 3.10 can be
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expressed as following :
<(G) = E[ 5 (G)] (3.11)
: (G, G′) = E[( 5 (G) − <(G)) ( 5 (G′) − <(G′)] (3.12)
The covariance function, : , is more commonly referred to as the kernel of the GP
algorithm [94]. There are many kernel functions available and the choice of which kernel
function to use is based on the prior knowledge of the data (e.g. information such as will
variable 1 be affected when variable 0 is larger, if so to what degree etc.). The choice of
the kernel function is also based on factors such as the smoothness and the cycle patterns of
the observed values. Although there exists some software that allows automatic selection
of the kernel function, it is often required to manually test out different kernel functions on
the training data in hand [95].
Hyper-Parameter-Based Kernels: The hyper-parameters refer to the pre-defined constant
terms inside the kernel functions. Since there are many possible kernel functions, there
will be different hyper-parameters for each kernel function. Readers are encouraged to
explore more kernel functions if interested. A very popular kernel function is the radial
basis function kernel or RBF kernel in short [96]. The kernel function can be expressed as
the following:




where ‖ · ‖ denotes the euclidean distance. Term G and G′ are the two points passed into
the kernel function. There are two hyper-parameters inside the radial basis kernel function:
_ and f2
5
. The term _ refers to the length scale while the term f2
5
is the data variance of
the kernel function. These two hyper-parameters can be increased or decreased to better
fit the working dataset. Usually, this is an iterative process for users should test out values
before finding the most optimal hyper-parameter values for the working dataset. The GP
can then be used to draw prior functions once the mean function and the kernel functions
are selected.
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Sampling From GP: Let -∗ be a matrix that contains all the new input points where
G∗
8
, 8 = 1, 2, · · · , =. The kernel function in (3.13) is constructed for all the pairs between the
input points. The expression can be displayed in a matrix form as follow [91]:
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-∗ which contains all input values. To simplify the equation obtained from (3.10), the
mean function <(G) is set to 0 and (3.14) is substituted. The following term for a normal
distribution is obtained as [91]:
5 (G∗) ∼ N (0,  (-∗, -∗)) (3.15)
Where the notation 5 (G∗) represents the samples from the defined function. Our observed
values defined in previous section is C = {(G8, H8) |8 = 1, 2, · · · , =} and I would like to
draw new entry -∗’s predictions from function 5 (G∗) using the posterior distribution. Let
GC (value at instant C) be the value drawn from -∗. Then the matrix form of the distribution








 (GC , GC) + f2n   (GC , G∗
)
 (G∗, GC)  (G∗, G∗)
) (3.16)
where f is the noise level term and  is the identity matrix. By implementing the Gaussian
Identities Theorem for conditional distribution ?( 5 (G∗) |-C , HC , -∗) provided in [38], I can
rewrite equations (3.16) and (3.8) as the following expression:
?( 5 (G∗) |-∗, GC , HC) ∼ N
(




where the mean function and the kernel function in equations (3.11) and (3.12). The sample
functions 5 (G∗) can now be sampled using (3.18) and (3.19) stated below. [91, 97]:
<C (G) =  (-∗, GC) [ (GC , GC) + f2n ]−1HC (3.18)
:C (G, G′) =  (-∗, -∗) −  (-∗, GC) (-∗, -∗)−1 (GC , -∗) (3.19)
3.3 Experimental Results
Data Description: In order to validate the performance of recovery of the proposed
method, I use a public dataset called the Prognostics and Health Management (PHM08)
system dataset [2, 98]. The PHM08 [2] is a turbofan engine degradation simulation dataset
created by NASA using the Commercial Modular Aero Propulsion System Simulation Tool
(C-MAPSS). The engine is simulated to failure point and the average sensor/operational
measurements are recorded for each cycle. Engines inside the training set lasted anywhere
from 130 cycles to 362 cycles before the failure point.
Although the ground truth data for causality is not available for this PHM08 dataset, it
is safe to make the assumption that causality relationships did exist between these sensor
measurements. In a real-world scenario, it is often rare to spot the breakdown of a compli-
cated system caused by all intermediate components fails in one instant. It is more common
to have a breakdown of one component (sensor) which leads to failure of surrounding
components and ultimately leads to the malfunctioning of the system. Figure 4.1 is an
illustration of a simplified jet engine diagram. The first 11 engines in the first training
set of the PHM08 [2] dataset are selected for this experiment. There are 9 constant sensor
readings (with little to no fluctuation) out of the given 24 time-series, thus are neglected for
this experiment and the remainder 15 sensor data are used.
Discussion: To evaluate the proposed scheme, as I indicated in Figure 3.1, the selected data
is dropped by 10 20%,· · · , or 80% of its’ original entries to simulate an unevenly sparsely
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Figure 3.2 Simplified diagram for engine components in the PHM08 dataset [2].
sampled time-series data. Gaussian Process Regression1 is then used to recover those
missing values and finally the recovered multivariate time-series data is feed into the VARs
model2 to calculate the causality parameters. Those parameter values are then compared
against the parameter values obtained from the original dataset and the average RMSE, for
all the considered engines, values are recorded under each missing value percentage. The
same test is repeated using the other benchmark filling methods.
Figure 4.2 shows the comparison between the GP Regression prediction, parametric
linear filling, Filling with the last seen approach, random filling approach, and the ground
truth values for engine 1 sensor 7 with 50% missing data. It is clear that GPR is able to
follow the changes in the time-series data better than other methods. In addition, GPR
filling is able to provide a smoothing effect to reduce the noise level. The RMSE values in
predicting the causal parameters for the proposed method and other benchmark techniques
under different filling percentages are also summarized and plotted in Figure 3.4. As shown
in this figure, the GPR-filled data can better preserve the pairwise causal relationships in
the original data when compared against other benchmark approaches.
1GPR function in pymc3 is used https://github.com/pymc-devs/pymc3
2VARs package in R is used https://cran.r-project.org/web/packages/vars/vars.pdf
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Figure 3.3 Comparison between GP Regression prediction, filling with Nearest Neighbour, para-
metric linear filling, random filling and ground truth value for engine 1 sensor 7 that contains 50%
missing values, where the PHM08 dataset is used.
Figure 3.4 RMSE Comparison Between GPR Filling and all other benchmark filling techniques w.r.t.
Pairwise Granger Causality Parameters learned. The result showed that the performance for GPR
filling obtains a much smaller RMSE when compared with all other techniques.
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3.4 Summary
In this chapter [99], I have studied the ability of Gaussian Process Regression to recover
missing time-series data values for the purpose of determining the pairwise Granger causal-
ity. The proposed method has been tested by using the PHM08 dataset subjected to different
missing value percentages that can affect the causal parameter values obtained from pair-
wise Granger causality. The results show that the Gaussian Process recovered data is better
preserved for the pairwise Granger causality relations when compared to those obtained by
other benchmark filling approaches. In the next chapter, I will apply the same system to a
machine learning based causal learning algorithm to study the ability to recover data and
pick up causal relationships among variables.
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Chapter 4
Machine Learning Based Causal
Algorithm on Sparsely Sampled Data
4.1 Architecture
Due to all the advantages associated with the machine learning based causal learning al-
gorithm mentioned in chapter 2 I’ve decided to test out the learning ability on sparsely
sampled data using an Echo State Network (ESN) algorithm. The ESN causal learning
algorithm is selected due to its fast computation time and its ability to handle nonlinear
datasets [100]. The proposed approach is summarized in Fig. 4.1 where ) is a time-series
input with some missing data, )∗ represents the multivariate time-series that was data-filled
by GPR, and  (G8, G 9 ) is the causal relation between G8 and G 9 . The input is a # × "
multivariate time-series where # is the total number of entries for each variable (feature)
and " is the number of variables. The GPR filled time-series is then processed through
the GC-ESN estimator (dynamic reservoir), to generate an " × " causality matrix, which
can then be displayed as a heat map of causal relations amongst variables. The perfor-
mance is evaluated using the MCC score and is then compared to benchmark algorithms
such as Structural Expectation Maximization (SEM), Subsampled Linear Auto-Regression
Absolute Coefficients (SLARAC), and Multivariate Granger Causality (MVGC).
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Figure 4.1 Workflow of the proposed solution; # time-series each with " of entries that contains
G% missing entries is first filled using GPR before feeding into a GC-ESN learning algorithm to
determine causal relations among variables. The output of the algorithm is a # by # causal matrix
that outlines the predicted causal index among each pair of variables. The index is between 0 and 1
with 0 being completely causally independent while 1 indicates complete causal-effect connection
among the pair of variables.
4.2 Granger Causality-Based Echo State Network
In this work, I opt to use a special type of Recurrent Neural Networks (RNNs) known as the
Echo State Network (ESN) [3] for causal discovery. Compared to traditional RNNs, ESNs
train much faster as the weights of an ESN are randomly initialized and fixed during both
training and inference. The ESN’s output layer acts as a linear regressor thus providing
much more flexibility to the ESN than the general RNN architecture. However, due to the
non-linear nature of each unit’s activation function, the model is able to capture non-linear
causality with a much faster speed than the traditional RNN. The basic structure of an ESN
is shown in Fig. 4.2, where the inputs are propagated through the input layer and into the
reservoir (the Internal Units). The Internal Units are randomly connected and their weights
are fixed after kernel initialization [3]. Let G(C) be the =Cℎ internal unit, then during training,
an update is computed according to equation 4.1:
x(C + 1) = fout(Winu(C + 1) +Wx(C) +Wouty(C)), (4.1)
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Figure 4.2 Echo State Network Neurons Structure [3]
where u(C), x(C), and y(C) represent the input, internal and output units at a time step C
respectively. Win, W and Wout are their corresponding weight matrices. During inference,
the weights Win are fixed and the output is computed using equation 4.2:
y(C + 1) = fout
(
Wout [u(C + 1); x(C + 1); y(C)]
)
, (4.2)
Where fout is the output function and Wout ∈ IR1×(1+M+L) given a reservoir size " and input
size !.
In this work, I followed the approach presented in [101], that is I model the ESN’s reservoir
units with an often used short-term memory term U and a variation term of the internal unit
function [101, 102] x̃ as following:
x(C) = (1 − U)x(C − 1) + Ux̃(C). (4.3)
Tomodel non-linear data, x̃ is used since it is a linear combination of the input unitsWinD(C)
and the previous reservoir states Wx(C − 1), and is computed using:
x̃(C) = 5 (Win [1; u(C)] +Wx(C − 1)). (4.4)
Term Un [0, 1] controls the level of memorization. U→ 0 indicates a pure memorization
characterization, recalling all C−2, C−3, · · · , 0 input signals while U→ 1 will only consider
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the input on the C − 1 instants. Such variable can have a large impact on the system’s
performance [3]. It is often required to run the model with different U values to find the
best fit for the data in hand [103]. I then add an extended state z(C) which contains x and u
[101]:
z(C) = [1; x(C); u(C)] (4.5)
Given a reservoir size of " , I am then able to find the expected value of D8 (C + 1) |I (u(C)):
 [D8 (C + 1) | I (u(C))] = Woutz(C) (4.6)
Eventually, I can find the ES-GC strength of 9 Granger causes 8 using the 8-th squared
residuals, Y8 (C):
Y8 (C) = D8 (C + 1) −Woutz(C) (4.7)
The ES-GC strength of feature 9 causes 8, GC 9→8 is described as follow:
GC 9→8 = log(Y− 9/Y8) (4.8)
4.3 Experiments and Evaluation
4.3.1 Dataset Description
I evaluated the proposed system on the Tennessee Eastman’s Process Dataset (or TE for
short) [104]. TE is a dataset that simulates industrial chemical processes and has beenwidely
applied in the study of fault diagnosis and root cause analysis [81] [105]. The process flow
consists of 5 major physical components: the reactor, condenser, vapor-liquid separator,
compressor, and the product stripper. There are several sensor measurements available
(such as flow rate, temperature, pressure, and feed rate) for each component. Overall, the
TE dataset contains 500 operation cycles’ measurements from 52 sensor readings. Each
operation cycle consists of 500 entries being recorded every 3 minutes for a total duration of
1500 minutes. For further information about the TE dataset, the interested reader is referred
to [106].
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I selected 8 sensor readings from the first 200 operation cycle’s entry inside the training
fault-free file for our experiment. The description for the 8 selected variables is shown in
Table 4.1. In the experimental procedure, I aim to recover these causal relationships and
compare them against their ground truth values.
Table 4.1 Selected Sensor’s Descriptions
Variable ID Header in data Description Units
1 xmeas_5 Recycle Flow km3/h
2 xmeas_6 Reactor feed rate km3/h
3 xmeas_7 Reactor Pressure kPa
4 xmeas_8 Reactor Level %
5 xmeas_9 Reactor Temperature °C
6 xmeas_12 Separator Level %
7 xmeas_20 Compress Work KW
8 xmeas_21 Reactor cooling water Outlet Temperature °C
4.3.2 Experimental Setup
The selected TE data is first contaminated by removing 10% of its original entries. This
provides ground truth data to validate the success of our proposed data filling process.
Figure 4.3 shows the original vs. filled data for sensor 5 (recycling flow rate measurement).
The contaminated data is then processed through the proposed GPR method to fill out
the missing entire, and subsequently fed into the Echo State Network to discover causal
relationships among the variables.
The process is repeated on three other off-the-shelf causal discovery algorithms, namely:
• Structural Expectation Maximization (SEM) [78]: a graphical approach that is capa-
ble of learning causal relationships from sparsely sampled time series data; as such,
the GPR process is not used for this algorithm, and the missing data are directly fed
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Figure 4.3 Original Data VS 10% GPR Filled Data
into the SEM algorithm for causal learning. I report on the results of bnstruct [107],
an R implementation of SEM.
• Subsampled Linear Auto-Regression Absolute Coefficients algorithm (SLARAC): a
classical approach for causal discovery written in python, and can be found at [108].
• Multivariate Granger Causality (MVGC): a classical approach is written in Matlab
and can be found at [109].
The GPR filling is applied to both classical approaches before performing causal discovery.
To validate the impact of the data filling process, I also included our results obtained from
then ESN with the original data (no missing values). The experimental comparison set up
for the various systems is summarized in Fig. 4.4.
4.3.3 Evaluation Metrics
I validated the performance of the various systems using the Matthews Correlation Coef-
ficient (MCC) score. mentioned previously in section 2.3. In addition to the MCC index
comparison, I will also report on the ROC (Receiver Operating Characteristic) curves for
the various causal discovery systems. The ROC curves offer valuable insights into the
specificity and sensitivity of each model at different cutoff thresholds in the causal matrices.
I also report on the AUC (Area Under Curve) score for all ROC curves. Note that due to
the binary matrix output nature of the SEM algorithm, I was unable to plot its ROC curve.
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Figure 4.4 The Proposed Experiment Setup for Performance Comparison.
4.3.4 Results and Discussion
Figure 4.5 shows the causal relations recovered from our proposed GC-ESN system (a)
side-by-side with its corresponding ground-truth causality matrix (b). On the other hand,
table 4.2 summarizes the MCC index of the proposed system (GPR + ESN 10% Missing)
against the other algorithms.
Table 4.2 MCC score results shows that the proposed system (GPR filling and ESN causal learning)
is able to obtain an MCC score of 0.31 which is better than the result obtained from three benchmark











TP 5 5 7 7 0
FP 13 15 47 48 13
TN 44 42 8 9 44
FN 2 2 0 0 7
MCC 0.34 0.31 0.15 0.14 -0.18
As shown in Table. 4.2, our system was capable of recovering five of the seven causal
relations by applying thresholds that yield the highest F1 scores, and despite the 10 %
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(a) Causal Matrix of GC-ESN with 10% GPR (b) The Ground Truth Causal Matrix
Figure 4.5 Causal Matrix Comparison between GC-ESN with 10%Missing Data Filling using GPR
and the Ground Truth.
missing entries, our proposed system still achieved an MCC index (Table 4.2) of 0.31 which
is slightly lower (by 0.03) than the MCC index obtained with the original data (using ESN
causal learning). This indicates that the GPR filling process I adapted inside our system
is very effective and did restore a satisfactory amount of information comparable to that
of the original data. Furthermore, compared to the remaining algorithms on missing data,
the proposed GC-ESN estimator achieved the highest MCC score. This indicates that our
proposed system is capable of offering more precise and reliable causal link suggestions
than the other systems.
The results of the ROC curves (shown in Fig. 5.1) further solidify the claims as the
proposed GC-ESN system reports a significantly higher AUC score than other benchmark
algorithms (other than ESN on the original data). Moreover, by varying the threshold
values, GC-ESN has the highest true positive rate, proving that among the three estimators,
GC-ESN exhibits the best performance.
Figure 4.7 shows the results from Figure 4.5 using a causal diagram. Different colours
represent different causal features and different thicknesses of connections represent differ-
ent weights. It is consistent with the comparison results from Figure 5.1.
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Figure 4.6 ROCCurve for DifferentMissing PercentageGC-ESN and other estimators. The proposed
system is able to outperform the rest of the estimators by a noticeable margin in their AUC scores.
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(a) Causal Diagram of GC-ESN with 10% GPR (b) The Ground Truth Causal Diagram
Figure 4.7 Results Comparison between GC-ESN (true positive) with 10% missing data by applying
a 0.5 threshold value filling using GPR and the Ground Truth, I am able to obtain 4 true positive
causal relations out of 7 which is better than the result obtained from other methods.
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4.4 Conclusion
In this chapter I have proposed a system capable of performing causal discovery for sparsely
sampled multivariate time series data. The system consists of two parts: (1) Data filling
with Gaussian Process Regression, and (2) causal learning with an Echo State Network.
The proposed system is evaluated on the Tennessee Eastman (TE) process dataset with 10
percent missing entries. In order for us to evaluate the performance, the proposed system
is compared and shown to outperform several other methods including Structural Expec-
tation Maximization (SEM), Subsampled Linear Auto-Regression Absolute Coefficients
(SLARAC), and Multivariate Granger Causality (MVGC). I also perform an ablation study
to evaluate the effectiveness of the GPR in recovering causal information by comparing its
results to that of causal discovery using the original (uncontaminated) data, and found that
the proposed data filling process is capable of recovering causal relationships reliably and
performed only marginally worse had the full original data was used. This work shows
promise in recovering causal relationships from imperfect data better than current SOTA
(State Of The Art) methods. The obtained results show great potential in applying the
proposed system in more complicated real-world scenarios as it outperforms all other meth-
ods by a comfortable margin in both AUC scores and MCC indices. That being said, the





Learning the cause-effect relationships among variables is a fundamental task for researchers
in various disciplines of science. Many believed that causal inference may be the next
breakthrough for the creation of a human-like artificial intelligence algorithm. However,
due to the unsolved issues mentioned in chapter 2, it is still an ongoing research area
where causal elements have limited participation in real-world applications to date. When
working with real-world industry datasets it is very common for us to encounter missing
entries. While there are several types of causal learning algorithms, such as classical time
series algorithms, information theory algorithms, dynamics system algorithms, graphical
approachmethods, andmachine learning algorithms, none can be used toworkwith sparsely
sampled data. To address this deficiency, I have proposed to perform data filling with a non-
parametric approach called Gaussian Process Regression (GPR) prior to causal learning.
When compared with other benchmark techniques such as parametric linear filling and
filling with Nearest Neighbour, the GPR filling method achieved much lower RMSE values
than all other benchmark filling techniques. When GPR filling is used prior to Echo State
Network causal learning at a 10% filling rate, we achieved an MCC score of 0.31 which
is significantly higher than the result obtained from other benchmark learning algorithms
such as Structural Expectation Maximization (SEM), Subsampled Linear Auto-Regression
Absolute Coefficients (SLARAC) and Multivariate Granger Causality (MVGC). The result
49
is showing great potential for the system which I proposed.
In addition to the learning with sparsely sampled data concern, another unsolved chal-
lenge is the overfitting concerns. One of the most widely accepted criticisms for Granger
Causality stated that Granger Causality does not necessarily imply true causality. Granger
Causality is a statistical-based concept that says that if the past entry for one variable can
be fitted into an equation to better predict another variable’s future outcome, then Granger
Causality exists between the two. Based on the definition, it is possible for researchers
to conclude the existence of Granger Causality among two variables that are completely
unassociated. Due to this drawback, prior knowledge from subject experts is required to
categorize variables into groups where causal learning is only applied to between variables
that belong to the same group. Although prior knowledge does not translate directly into
fully defined causal relationships, the knowledge contains partial information towards the
data and should be incorporated to improve the overall usefulness of the prediction.
While there are many causal learning packages out there [79] [110] [108], there isn’t
a single package that can be used as a direct replacement for human expert’s knowledge.
One of the deficiencies with exciting algorithms lies in the lack of ability for algorithms
to perform common sense rejection. While such concept of Granger Causality may be
mathematically valid, it neglects the fact that the two variables may be completely not
causally associated, to begin with. Causal learning should not be blindly applied among
variables. Instead, causal learning should only be studied among variables that maybe
causally related and this decision should be made using the prior knowledge from the
subject expert.
To elaborate on the previous claim, here is an example, Figure 5.1 shown below contains
the number of annual Ph.D. computer science graduates in the US alongside the annual
arcade revenue in theUS.By considering the prior understanding towards these twovariables
I know that these two variables are not directly causally related regardless of the conclusion
received from the learning package. If such prior information is neglected and the two time
series data were blindly fed into a causal discovery algorithm, such as theMVGC algorithm,
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Figure 5.1 Arcade Revenue vs Computer Science PhD Graduates
the result indicates that the total revenue of the casino is directly causing the number of
doctorate graduates by an F score of 0.2. By definition, the Arcade revenue Granger
Causes the number of CS Ph.D. graduates. If this is the reality then the government should
simply build more casinos across the country in order to obtain more highly educated Ph.D.
computer science graduates from school, which judging from intuition I know that this is a
falsely claimed statement. However, according to the definition of Granger Causality, the
past information of arcade revenue can be used to better predict the future Ph.D. graduates
and thus annual arcade revenue Granger Causes CS Ph.D. graduates.
When working with datasets that are more complicated, it is more challenging for
researchers to decide whether causal learning should be studied among the pair or not.
Although many researchers are fully aware that the existence of Granger Causality may
not imply true causality, little to no work has been done to articulate on the idea that by
properly leverage the prior information researchers can significantly reduce the number of
falsely defined causal relationships and ultimately obtain more reliable conclusions from
GC learning.
In order for us to address this concern, it is necessary for researchers to clearly specify
when and when not to perform causal learning. More specifically, researchers should
categorize different variables into groups based on prior knowledge of each variable. Then,
instead of performing causal learning between one variable against all other variables, one
should only perform a causal learning algorithm against all the other nodes that belong to
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the same cluster. The process of us grouping variables can be achieved using the prior
understanding towards each variable. This process can be viewed as classifying whether
two variables may appear to be causally related or not based on their prior understanding
of the variables which is usually done through the comparison of their features.
Say we have a multivariate dataset that consists of " time series variables. With no
consideration of prior knowledge, one may study causal relationships among every pair of
variables. The " × " dimension causal matrix obtained can be summarized as follow:
"×" =
©­­­­­­­«
 (-1, -1)  (-1, -2) · · ·  (-1, -")





 (-" , -1)  (-" , -2) · · ·  (-" , -")
ª®®®®®®®¬
(5.1)
Where -1, · · · , -" each represents a time series in the dataset. The term  (-1, -2)
n [0, 1] represents the the causal index between variable -1 and -2 and the causal relationship
is accepted if it is above a certain pre-determined threshold value. The pipeline can be
summarized in figure 5.2a.
However, like mentioned previously it is possible for us to falsely conclude causal
relationship between two variables that are completely independent from each other in
matrix 5.1. To reduce these falsely defined relationships, prior knowledge should be used
to categorize variables into subgroups based on their relevance. Matrix 5.1 can be divided
into = sub-matrices, shown in equation 5.2:
©­­­­­­­«
 (-1, -1) · · ·  (-1, -"1)




 (-"1 , -1) · · ·  (-"1 , -"1)
ª®®®®®®®¬
, · · · ,
©­­­­­­­«
 (-"=1, -"=1) · · ·  (-"=1, -")




 (-" , -"=1) · · ·  (-" , -")
ª®®®®®®®¬
(5.2)
Where the" variables are being classified into = groups where"1+"2+· · ·+"= = " .
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(a) Original System Flow Chart Causal Learning on the entire dataset
(b) Proposed System Flow Chart For Reducing Falsely Classified Causal Relationships
Figure 5.2 Comparison between the original pipeline and the proposed pipeline for causal learning.
The original approach shown in figure 5.2a did not consider the prior knowledge hence is at risk
for overfitting whereas the proposed pipeline, shown in figure 5.2b incorporated the subject expert’s
knowledge and grouped the variables before applying causal learning only if the pair belongs to the
same group. By doing so we can avoid falsely defined causal relationships.
Variable -1, · · · , -"1 belongs to group 1 and variable -"= , · · · , -" belongs to group =.
The causal learning will then only be performed between variables that belong to the same
group to avoid undesired overfitting issues. In other words, any variable that belongs to
"1 will not perform causal learning with any variables that belong to "2, "3, · · · , "=,
hence they are not causally associated. By doing so I have successfully eliminated the over-
fitting issue for Granger Causality(statistical-based) by leveraging the prior knowledge. The
proposed pipeline can be summarized in figure 5.2b.
To conclude, in this thesis I have successfully explored and proposed a systems that can
be used to address the existing challenges with causal learning, namely performing causal
learning with sparsely sampled data. The work that I did can be generalized to applications
outside of manufacturing. While the work showed great potentials for generalization,
they also come with some limitations. For example, although the performance of the
proposed system in Chapter 4 is better than all the benchmark methods, it is still not
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accurate enough to be directly used as a replacement of the subject’s knowledge for causal
discovery. Currently, the ESN algorithm I used in the system is an off-the-shelf package.
With the recent advancements in Recurrent neural networks, the accuracy gap with learning
algorithms could possibly be bridged. For future works, I would like to come up with my
own causal algorithm using deep learning based architecture such as a transformer or Long
Short Term Memory (LSTM) in order to further improve our system’s performance.
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