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Abstract: In recent years, data mining technology has been employed to solve various Structural Health 
Monitoring (SHM) problems as a comprehensive strategy because of its computational capability. Optimization is 
one the most important functions in Data mining. In an engineering optimization problem, it is not easy to find an 
exact solution. In this regard, evolutionary techniques have been applied as a part of procedure of achieving the 
exact solution. Therefore, various metaheuristic algorithms have been developed to solve a variety of engineering 
optimization problems in SHM. This study presents the most applicable as well as effective evolutionary 
techniques used in structural damage identification. To this end, a brief overview of metaheuristic techniques is 
discussed in this paper. Then the most applicable optimization-based algorithms in structural damage identification 
are presented, i.e. Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Imperialist Competitive 
Algorithm (ICA) and Ant Colony Optimization (ACO). Some related examples are also detailed in order to indicate 
the efficiency of these algorithms. 
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1. Introduction 
 
In-service aerospace, mechanical, and civil structures are damage-prone during their service life. This is due to 
the fact that different external loads induced by wind excitations, earthquakes and other natural disasters can 
disturb the serviceability of these structures. Therefore, the external loads can cause structural damage and out-of-
service conditions which can change the structural properties, i.e. stiffness, damping, and mass and finally change 
in the dynamic characteristics of structures (e.g. natural frequency, mode shape and damping ratio). To overcome 
such problems, SHM is applied as an important strategy in order to guarantee the integrity, safety, and 
serviceability of structures [1–4]. 
A SHM methodology can be implemented in two parts, i.e. data collection and data extraction. The response 
data is collected in the first stage using a number of sensors attached to the structure. Then after data creation by 
monitoring system, substantial knowledge concerning the structural health condition are obtained in the second 
part from raw databases [5,6]. Nowadays, several computing and information technologies exist, e.g. data mining, 
evolutionary computing and knowledge engineering which have gained significant attention is civil engineering. 
Consequently, civil engineers have embraced computer science technology in the last decades [7]. Data mining is 
applied to evaluate the unprocessed datasets in order to discover the best relationship among inputs and outputs 
[8]. Hence, data mining can provide a possible solution for structural damage detection systems as a better data 
analysis scheme [9]. To this end, data mining has been employed as an extraction approach to acquire information 
on the structural health condition by means of classification-, prediction- and optimization-based data mining 
techniques [10].  
Over the last decades, various optimization-based evolutionary algorithms have also been developed to solve a 
variety of engineering optimization problems in SHM, i.e. genetic algorithm [11], particle swarm optimization 
[12], ant colony optimization [13], artificial immune algorithm [14], firefly algorithm [15], artificial bee colony 
algorithm  [16], grey wolf optimization [17] and imperialist competitive algorithm [18].  
 As mentioned earlier, a number of researchers have reported the applicability of data mining to solve SHM 
problems. It is also concluded that metaheuristic optimization-based techniques have so attracted a lot of attention 
from civil engineers. However, there is a lack of studies in the literature concerning specifically about 
optimization-based evolutionary techniques along with their applications in structural damage identification. 
Therefore, this paper provides a review of the development and implementation of metaheuristic techniques in 
SHM. 
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2. Metaheuristic techniques 
 
In real-life applications, there are lots of challenges and solution space is infinite or excessively huge in order 
to calculate all of the solutions. Consequently, with evaluating solutions, a reliable solution is required to be 
obtained in acceptable time. In fact, the assessment of solutions in acceptable time declares the similar importance 
with assessing “several solutions” in the whole solution space. Selection of several solutions is dependent on how 
and what they are picked changes based on metaheuristic techniques. Therefore, metaheuristic algorithms play a 
very important role in finding the optimized solutions. This is due to the fact that finding the exact solution is 
almost impossible for an optimization problem. Besides, in terms of comprehensibility, metaheuristic techniques 
are extensively straightforward in compare to decision makers. Another advantage of using these techniques is 
that they can be employed as a part of process of finding the exact solution, which means that they can also be 
combined by other algorithms.  
Metaheuristics techniques can be classified in nine categories, i.e. biology based, social based, music based, 
physics based, chemistry based, swarm based, sport based, math based and hybrid based, as shown in Figure 1. 
Biology based techniques include Genetic Algorithm (GA) [11], Biogeography-Based Optimization (BBO) [19], 
Differential Evolution Algorithm (DEA) [20], Bacteria Foraging Optimization (BFO) [21], Artificial Immune 
Algorithm (AIA) [22] and Memetic Algorithm (MA) [23]. Imperialist Competitive Algorithm (ICA) [18], 
Teaching Learning Algorithm (TLA) [24], Parliamentary optimization algorithm [25] and Tabu Search (TS) [26] 
are Social based algorithms. Harmony Search (HS) [27] is a music based technique. Physics based methods consist 
of Intelligent Water Drops Algorithm (IWDA) [28], Gravitational Search Algorithm (GSA) [29], Charged System 
Search (CSS) [30], Big Bang-Big Crunch algorithm (BB-BC) [31] and Simulated Annealing Algorithm (SAA) 
[32]. Chemical Reaction Optimization (CRO) [33] represents the chemistry based category. There are various 
types of swarm based algorithms, i.e. Particle Swarm Optimization (PSO) [34], Monarch butterfly optimization 
[35], Cat Swarm Optimization (CSO) [36], Ant Colony Algorithm (ACO) [37], Group search optimizer [38], Bat 
Algorithm (BA) [39], Artificial Bee Colony Algorithm (ABCA) [16], Shuffled Frog Leaping Algorithm (SFLA) 
[40], Firefly Algorithm (FFA) [41], Grey wolf optimization (GWO) [42], Krill Herd (KH) [43], Monkey Algorithm 
[44], Intelligent Water Drops, Chaos Theory (CT) [45] and Mosquitoes Mating Strategy [46]. League 
championship algorithm [47] is considered a sport based metaheuristic technique. Base optimization algorithm 
(BOA) [48] is a math based approach. Last, but not least, hybrid based evolutionary algorithms are Cultural 
algorithm [49] and Colonial competitive differential evolution [50]. 
 
3. Recent development of applicable optimization-based techniques in SHM 
 
3.1. Particle Swarm Optimization (PSO) 
Particle Swarm Optimization (PSO), which is a population based optimization method, was first introduced by 
Kennedy and Eberhart [51]. This algorithm was inspired by the social behavior of organisms. For example, bird 
flocking can be employed as a suitable approach for global optimization. Particles in PSO stand for possible 
solutions. Each particle contains two updatable features; position, i.e. ‘local’ or ‘global’ best and velocity of each 
particle (see Figure 2). In PSO, the procedure starts with initializing the particles by means of their position as well 
as velocity. Then, the objective function is evaluated in order to update the velocity and position of particles with 
respect to the best fitness function. In the next step, it is required to determine the global minimum fitness value. 
After adjusting the velocity, the particle moves to its new position [52,53]. 
Structural damage detection based on improved PSO [54], damage identification of tensile test samples using 
hybrid PSO [55], optimization of support vector machine-based damage detection using PSO [56], damage 
identification of beams using fuzzy adaptive PSO [57], comparison of PSO and Big Bang-Big Crunch optimization 
damage detection method [31], and maximization of the probability density function utilizing hybrid PSO [58] are 
some of the most recent implementation and development of this technique. 
As mentioned before, PSO has been used in SHM problems. For instance, a two-stage damage identification 
method based on evidence fusion and improved particle swarm optimization was proposed by [54]. In this direction, 
PSO was used to identify the extent of structural damage. The results showed that the proposed approach could 
successfully estimate the damage locations and extent with high accuracy. 
 PSO has been also developed for damage detection of beam-like structures by [57]. Herein, a hybrid approach 
comprising an improved PSO using nonlinearly decreasing inertia weight called NDW-PSO was proposed in this 
study. Moreover, a fuzzy adaptive PSO (APSO) were developed in a crack identification problem. Numerical 
simulation and experimental works were implemented on the damaged structure in order to verify the validity of 
the proposed methods. Figure 3 indicates the convergence trend of fitness values versus number of generations for 
different damage locations and corresponding damage severities. As it can be seen from this figure, the proposed 
APSO converged with less number of generations. NDW-PSO presented a better performance in compare to PSO. 
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However, the results showed that the proposed APSO achieved the best performance among all algorithms in terms 
of percentage error. It was also concluded that APSO was successfully able to detect as well as locate the damage. 
 
 
Figure 1. Overview of metaheuristic techniques 
 
 
Figure 2. Overview of Particle Swarm Optimization 
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Figure 3. The convergence trend of fitness values against number of generations [57] 
 
3.2. Genetic Algorithm (GA) 
GA which was introduced by John Holland in 1970’s, is one of the most common metaheuristic techniques. 
Genetic algorithm employs a set of genes, so-called chromosome in order to find the best solution by means of 
parameter optimization. In SHM, the parameters of any structural damage can be defined in a number of genes. 
Then, each individual solution is considered by creating its chromosome. Subsequently, the group of chromosomes 
form a population by analyzing the fitness of each chromosome. As shown in Figure 4, after selecting random 
solutions (parents) from population, two important operators (i.e. crossover and mutation) create the next 
generation [59,60]. Afterwards, it is required to calculate the fitness of new chromosomes. Last but not least, the 
same process which is selecting the parents’ chromosomes and finding their fitness in the next generation will 
repeate, respectively until achieving a best solution [61]. 
 
 
Figure 4. Schematic view of Genetic Algorithm 
 
There are a variety of researchers focusing on the application of GA in SHM, i.e. damage detection of steel 
plates, beam-like structures, multistory structures and bridges [62–68]. It also applied to identify damage on dead 
load redistribution [69], Optimal sensor placement [70,71], search space reduction [72], fault detection filter [73], 
and vibration-based damage assessment of structures [74] 
A hybrid approach based on Artificial Neuural Network (ANN) and GA for structural damage assessment of a 
three storey steel frame was presented by [63]. The results confirmed that the combined algorithm was an effective 
tool for damage identification and GA could improve the robustness of the pre-developed ANN. GA has been also 
used to improve the damage detection strategy of bridges by [65] using real-world data sets from the Z-24 Bridge, 
in Switzerland. In this work, the authors reported that the Expectation-Maximization (EM) algorithm could be 
applied in the parameter estimation of the Gaussian Mixture Models (GMMs) which corresponded to the normal 
and stable state conditions of the bridge. However, the performance of the EM algorithm was strongly dependent 
on the choice of the initial parameters. Therefore, a hybrid approach, called GA-EM-GMM based on a standard 
GA was proposed to improve the stability of the EM algorithm. The classification performance of EM-GMM and 
GA-EM-GMM were evaluated on the basis of type I/II error trade-offs, where a type I error was a false-positive 
indication of damage and a type II error was a false-negative one. Figure 5 is the performance of the EM-GMM 
approach over the executions. It was concluded that there were several extra repetitions in each execution in EM-
GMM. Hence, as shown in Figure 5, it was found that EM-GMM was quite unstable in compare to GA-EM-GMM 
in terms of performance. Besides, it was concluded that the GA-EM-GMM could achieve a better reliability and 
reproducibility due to its low standard deviation values for types I and II errors. 
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Figure 5. Classification performance of the EM-GMM and GA-EM-GMM 
 
3.3. Imperialist Competitive Algorithm (ICA) 
Imperialist competitive algorithm (ICA) was first proposed by Atashpaz-Gargari and Lucas in 2007 [75]. ICA 
is one of the recent metaheuristic optimization-based techniques that focused on human being’s sociopolitical 
evolution. Finding a best solution which can represent a least possible value of fitness function or its global extreme 
value is the main key in this evolutionary computation algorithm [76]. ICA is based on the imperialistic 
competition. Therefore, it can start with initial populations called countries. Countries in ICA are corresponding 
to chromosomes in GA. In ICA, countries classify in two categorizes, i.e. imperialist and colony, which form an 
empire. According to the fundamental principles of optimization-based data mining techniques, the imperialists 
comprise countries with the least cost. Hence, the imperialist with maximum cost can be considered as the weakest 
imperialist. Figure 6 represents the overview of Imperialist Competitive Algorithm. As can be seen in this figure, 
the colony moves towards its proper imperialist. 
 
 
Figure 6. Overview of Imperialsit Competitive Algorithm 
 
ICA has been used by [18] in order to improve the initial weights of ANN in the learning process. In this 
direction, the authors proposed a new data mining-based damage detection strategy along with a hybrid algorithm 
linking ICA and ANN, called ICA-ANN technique. Figure 7 demonstrates the network outputs versus the actual 
measured data for training and validation parts of the model. As it can be observed from the figure, red circles 
indicated the actual experimental results and blue squares denoted the ICA-ANN findings fitted to the real 
measured data, which evidenced the fitness of the proposed model. A comparison between the suggested model 
with a pre-developed neural network was conducted to validate the effectiveness of the developed approach. 
According to the obtained results, it was concluded that the ICA-ANN could indicate a better performance in 
detection of damage severity over the ANN method used only. 
 
3.4. Ant Colony Optimization (ACO) 
ACO was proposed by Marco Dorigo in 1992 for combinatorial optimization problems [37,77,78]. ACO is a 
probabilistic population-based algorithm inspired by the ants’ foraging activities. The structure of ants 
communication is the main key in finding the best direction which can be achieved by pheromone trail [79–81]. 
ACO has been solved optimization problems through iterating two phases, i.e. constructing possible solutions in 
a probabilistic way by means of a probability distribution over the search space, and modification of the probability 
distribution by possible solutions [37]. ACO is organized in three configurations, i.e. ant-density, ant-quantity, and 
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ant-cycle. Figure 8 shows the theory of ACO which is based on optimizing the best way to find the shortest path 
from nest to food source. 
 
  
Figure 7. Reported results of ICA-ANN network by [18] 
 
 
 
Figure 8. Theory of ACO 
 
ACO has been also used in SHM, for example, the ACO based algorithm for optimization problems on structural 
damage detection [37], damage estimation of truss structures [81], sensor placement [82] and damage detection of 
a damped spring-mass system [83]. 
An optimized sensor placement strategy of Dalian North Bridge called the full-range pheromone ant colony 
system (FRPACS) was proposed by [82] based on the ACO to solve the placement of triaxle sensors. As can be 
seen from Figure 9, it was assumed that the trail of an ant was 1-31-12-14. The blue lines represent the trail of the 
ant. The pheromone laying method of the ACO and FRPACS are shown in the figure as well, where the green 
lines represent the pheromone laid by ant. The pheromone laying method of the ACO is revealed that the 
pheromone was laid on the path of 1-31, 31- 12, 12-14. The authors believed that, if another ant is located in path 
No.1, it will be attracted by the pheromone to the trail of 1-31-12-14, and the optimal problem of the searching 
path could be solved by ACO. However, it was concluded that ACO was not effective enough in the optimal 
problem of selecting points. Therefore, the full-range pheromone ant colony system (FRPACS) was proposed to 
improve the iteration efficiency of the method. Based on the obtained results, it was reported that the FRPACS 
indicated a better performance in optimal sensor placement over the ACO method used only. 
 
 
Figure 9. The comparison of the pheromone laying method between ACO and FRPACS 
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4. Conclusive remarks 
 
In general, the most challenging features of real world problems have been neglected in the definitions provided 
by numerical methods. Therefore, the lack of accuracy and efficiency of existing mathematical formulas have 
motivated researchers to work on evolutionary techniques established by nature inspired methods and their 
simulations to answer optimization problems in SHM. In addition, among the optimization-based algorithms, the 
metaheuristic techniques which were mostly identified as widespread principle optimization systems were known 
to be efficient in achieving the optimal solution to the real-valued problems. Therefore, these methods were 
effectively employed in optimization problems through linking facts and assumptions to simulate natural 
phenomena. The phenomena comprise the biological evolutionary procedure, e.g. GA, animal behavior e.g. PSO, 
the physical annealing, e.g. Simulated Annealing (SA) and etc.  
This paper has presented the recent development of the most applicable optimization-based metaheuristic 
techniques used in structural damage identification. To aid the aim, Particle Swarm Optimization (PSO), 
Imperialist Competitive Algorithm (ICA), Genetic Algorithm (GA) and Ant Colony Optimization (ACO) along 
with their applications in SHM were reviewed. The process of implementing the PSO was quite easy due to its 
beneficial computational proficiency. The PSO also showed that it required a small volume of function evaluations 
to provide more accurate or the similar outcomes in compare to other optimization-based techniques. However, 
the PSO results revealed a few drawbacks due to its limitation in local optimization. In other words, PSO can be 
easily trapped in local optimum especially in multifaceted search spaces. Therefore, it is not advisable to employ 
this algorithm for a local optimum, since it cannot provide accurate local search near a local peak. In SHM, the 
key feature of PSO (optimization function) was helpful to evaluate the structural damage. Nevertheless, the 
implementation of PSO in damage identification of civil structures was less than GA applications. This is due to 
the fact that the search efficiency of PSO was not as attractive as GA. Hence, some improved strategies were 
presented, for instance, two convergence conditions, formula, micro-search of an elitist, mutation position iteration, 
etc. 
GA was an ideal method in optimizing complicated difficulties due to its advantages, e.g. parallelism, adaptation 
and convergence to global optima. GA also proved that it was not required to involve the gradient of the objective 
function during the process. Accordingly, this evolutionary algorithm was effectively operated in SHM problems. 
As mentioned before, various optimization-based biological evolution algorithms exist, including but not 
limited to artificial immune algorithm, GA, firefly algorithm, PSO, artificial bee colony algorithm, ACO, and grey 
wolf optimization. However, biological evolution was not the only metaheuristic strategy that has been used in 
SHM. In fact, evolutionary techniques comprise another approach inspired by humans’ social political behavior 
besides biological systems which has been used as a solution for SHM problems. To this end, ICA has been 
proposed recently and presented its great achievements in terms of performance and accuracy. This is due to its 
abilities, i.e. quick convergence rate and high global optima in comparison to other metaheuristic techniques. 
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