Let T be a ÿnite set of ÿnite tournaments and H T the countable homogeneous directed graph which does not embed any of the tournaments in T. We will completely describe the vertex partition property H T .
Introduction
Let G be a directed graph and S ⊆ V (G) and x ∈V (G) − S. The type of x with respect to S is the pair of sets (A; B) with A ∪ B ⊆ S so that there is an edge of G from every element of A to x and an edge from x to every element of B and no vertex in S − (A ∪ B) is adjacent to x. Note that if y ∈V (G) − S then x and y have the same type with respect to S if and only if there is a local isomorphism f of G so that f(z) = z for all vertices z ∈S and f(x) = y. We denote by O S A; B the set of vertices x ∈V (G) which have type (A; B) with respect to S. The orbit of x with respect to S is the set of all y ∈V (G) − S so that the type of x with respect to S is equal to the type of y with respect to S.
Let G and H be two directed graphs. The injection f of V (G) to V (H ) is an embedding of G to H if ( f(a); f(b))∈E(H ) if and only if (a; b) ∈E(G). An isomorphism of G is an embedding which is a bijection. If S ⊆ V (G) then G=s; the subgraph induced by S; is given by V (G=s) = S and E(G=s) = S × S ∩ E(G). A copy of G in G is an induced subgraph of G which is isomorphic to G.
We denote by age(G) the set of all ÿnite directed graphs which have an embedding into G and by Bound(G) the set of all ÿnite directed graphs which are not an element of age(G). The set bound(G) is the set of minimal elements under embedding of the set Bound(G). If S ⊆ V (G) we write bound(S), Bound(S) and age(S) for bound(G=s), Bound(G=s) and age(G=s), respectively. The set bound(S) is called the boundary of S and Bound(S) the Boundary of S.
Let G be a directed graph and r is in !. We write
to mean that for every partition (P 0 ; P 1 ; P 2 ; : : : ; P l−1 ) of V (G) into l ∈! parts there is a copy G * of G in G so that the number of parts P i with P i ∩ V (G * ) = ∅ is at most r. If r = 1 then G is called indivisible.
Let T be a ÿnite set of ÿnite tournaments and H T the countable homogeneous directed graph which does not embed any of the tournaments in T. That is the countable homogeneous directed graph with bound(H T ) = T: (See the next section for a deÿnition of H T and the section on orbits for a discussion of orbits and [4] for a more comprehensive discussion of homogeneous structures. ) Komjath and R odl [6] proved that the triangle-free homogeneous graph is indivisible. El-Zahar and Sauer [2] proved that the K n -free homogeneous graphs are indivisible and in [3] that the directed graphs H T for every ÿnite set T of tournaments are indivisible if and only if the orbits form a chain under embedding. Cherlin [1] has classiÿed all countable homogeneous directed graphs. It follows from this classiÿca-tion that the interesting, with respect to Ramsey problems, homogeneous countable directed graphs are the ones of form H T . (The others being either trivial from a partition theory point of view or the methods and theorems of this paper can easily be adapted.)
Throughout the paper we will assume that T is a ÿnite set of ÿnite tournaments. A directed graph G is T-free if no tournament in T has an embedding into G. Also, throughout this paper H T is the corresponding countable homogeneous directed graph with V (H T ) = !. If x ∈V (H T ) = ! then we equate x with the set of all numbers y with y¡x. For two ÿnite subsets S and T of ! we write S lex 6 T if the largest element in S−T is smaller than the largest element in T −S.
Let
and (B;⊆) the partial order under ⊆ as order relation with B as set of elements. It follows from [3] and explanations further on that if Bound(X ) ⊆ Bound(Y ) for two orbits X , Y of H T then there is an embedding of Y into X . We will prove the following theorem: Theorem 1.1. Let T be a ÿnite set of ÿnite tournaments and H T the countable homogeneous T-free directed graph. Let r be the largest number of elements in an antichain of the partial quasi-order of orbits of H T under embedding. Then
and r is the smallest number so that the Ramsey arrow above holds.
The homogeneous directed graph H T
Let G be a directed graph and S ⊆ V (G) ÿnite and x ∈V (G)−S. The type (A; B) with respect to S is T-free if no tournament in T has an embedding into the restriction of G to S ∪ {x} for x ∈O S A; B . Let G be a T-free directed graph. Then there is a T-free directed graph G which has G as an induced subgraph and for every T-free type (A; B) with respect to V (G) there is a vertex x ∈V (G ) which has type (A; B). Just add to G for each of the T-free types (A; B) a vertex x A; B of this type so that no two of the vertices x A; B and x C; D are adjacent. Let G be the graph obtained. Because T is a set of tournaments the graph G is T-free and is called the T-free completion of G.
Let G 0 be the directed graph which contains exactly one vertex. Given G n let G n+1 be the T-free completion of G n . The graph H T with V (H T ) = n∈! V (G n ) and E(H T ) = n∈! E(G n ) is called the T-free countable homogeneous directed graph. It follows from the construction that the T-free homogeneous graph H T has the following mapping extension property:
If A is a ÿnite T-free directed graph and a ∈V (A) so that V (A − a) ⊆ V (H T ) then the identity map on V (A − a) has an extension to an embedding of A into H T .
It is not di cult to see that the mapping extension property implies:
Let S be a ÿnite subset V (H T ) and B a countable T-free directed graph and f an embedding of a ÿnite-induced subgraph of B into H T . Then there exists an extension f * of f to an embedding of B into
The mapping extension property implies, via a standard argument, that every local isomorphism has an extension to an automorphism, that is H T is homogeneous. Also that there is up to isomorphism only one countable homogeneous directed graph with boundary T; [4] .
Orbits
Let S be a ÿnite set of vertices of H T and A and B subsets of S. The set O S A; B is empty if (A; B) is not a T-free type with respect to S. On the other hand, if (A; B) is a T-free type then it follows from the mapping extension property that the set O Let S be a ÿnite set of vertices of H T and x ∈V (H T ) − S. The orbit of x with respect to S is the set of all elements y ∈V (H T ) − S which have the same type with respect to S as has x.
Let X and Y be two orbits of H T . If I ⊆ F(X ) we denote by X=I the orbit with F(X=I ) = I and F 1 (X=I ) = F 1 (X ) ∩ I and F 2 (X=I ) = F 2 (X ) ∩ I . The orbit X=I is an extension of the orbit X . The orbits X and
If X and Y are compatible then X ∩ Y is the orbit with
It can be the case that the meet of two non-empty orbits is empty. That is if X and Y are two compatible orbits then X ∩ Y is either empty or an orbit and then contains inÿnitely many elements.
The orbit Y is a continuation of the orbit
Let X be an orbit of H T . Given a directed graph B and a set S ⊆ F(X ) with S ∩ V (B) = ∅ we deÿne the type X sum of S and B to be the directed graph G with V (G) = S ∪ V (B). The restriction of G to V (B) is B and the restriction of G to S is equal to the restriction of H T to S. The type of every vertex in V (B) with respect to S is (F 1 (X ) ∩ S; F 2 (X ) ∩ S).
The partition (C; D) of V (T ) is a split of the tournament T if D = ∅ and C contains at least two elements and if any two elements in C have the same type with respect to D. If T ∈T has split (C; D) and the type of x ∈C with respect to D is (M; N ) and the restriction of T to D has an embedding h into the restriction of H T to F(X ) so that the type of x ∈X with respect to
The restriction of H T to X is the bound(X )-free homogeneous directed graph.
There is no extension f of the identity map on F(X ) to an embedding of G into H T because f would have to map every vertex of B into X . Hence G contains one of the tournaments T ∈T as an induced subdigraph.
If there is a vertex b∈V (B) so that b = ∈ V (T ) then T is an induced subgraph of G − b and hence the identity map on F(X ) does not have an extension to an embedding of G − b into H T . It follows that B − b does not have an embedding into X in contradiction to the assumption that B is in the boundary of X and hence every proper induced subgraph of B is in the age of X . It follows that V (B) ⊆ V (T ) and hence that B is complete. We still have to prove that the restriction of H T to X has the mapping extension property. Let A ∈age(X ) and a∈V (A) and
Because A is in the age of X there is an embedding g of A into X . The restriction of
It follows that the identity map on V (K − a) has an extension h to an embedding of K into H T . Because a is of type (F 1 (X ); F 2 (X ) with respect to F(X ) the embedding h maps A into X . Hence h restricted to V (A) is an embedding of A into X . Theorem 3.1 implies that the boundary of an orbit X depends on the tournaments in F * (X ) and the way each of those tournaments is partitioned between F 1 (X ) and F 2 (X ). Hence Corollary 3.1. If S is a ÿnite subset of V (H T ) and X the orbit with F(X ) = F 0 (X ) = S then the restriction of H T to X is isomorphic to H T . Corollary 3.2. Let R and S be compatible orbits of
Lemma 3.1. Let X and Q be two compatible orbits so that Q is a reÿnement of
. Let S be the set of all elements x ∈F(X )−F(Q) which are adjacent to an element in F * (Q) − F(X ). Then S ⊆ Q and because X and Q are compatible S ⊆ X=(F(X ) ∩ F(Q)).
Let B be the restriction of
The identity map on S has an extension f to an embedding of B into Q because Q has the mapping extension property. The embedding f maps A into (X ∩ Q)=(F(Q) ∪ S) due to the deÿnition of B. Hence (X ∩ Q)=(F(Q) ∪ S) is a reÿnement of X . It follows from Corollary 3.2 that X ∩ Q is a reÿnement of X .
The Henson tournaments
The set of Henson tournaments, [5] , is the set T n for n¿9 with V (T n ) = n and if |x −y|¿2 then there is an edge from the smaller element to the larger one unless x = 0 and y = n − 1 in which case there is an edge from n − 1 to 0. There is an edge from x + 1 to x for all x ∈n − 1. (We chose n su ciently large to simplify the arguments.)
There is no embedding of T n into T m if n = m.
Proof. Let {T n | n∈!} be the set of Henson tournaments and assume for a contradiction that there is an embedding f of T n into T m .
The indegree and the outdegree of the vertices 3, 4 and 5 of T n is larger than or equal to three. Either the indegree or the outdegree of the vertices 0; 1; 2; m − 3; m − 2 and m−1 in T m is less than or equal to 2. It follows that f[{3; 4; 5}] ⊆ {3; 4; 5; : : : ; m−4}. In T n there is an edge from 0 to 3 and to 4 and to 5. It follows that f(0) is smaller than at least two of the numbers f(3); f(4); f(5). Similarly, f(n−1) is larger than at least two of the numbers f(3); f(4); f(5). It follows that f(0)¡f(n − 1) and |f(0) − f(1)|¿2. Hence f(n − 1) = m − 1 and f(0) = 0 because there is an edge from f(n − 1) to f(0).
There is an edge from f(1) to f(0) = 0: Because f(1) = m − 1 it follows that f(1) = 1. There is an edge from f(2) to f(1) hence f(2) = 2. There is an edge from f(3) to f(2): The only remaining candidate is f(3) = 3. Continuing we get f(4) = 4; f(5) = 5; etc. Hence n = m:
Proof. Let (C; D) be a partition of V (T ) so that D = ∅ and C contains at least two elements. Then the types of all of the elements in C are the same with respect to D. Let x; y ∈C with x¡y and y − x6n − 3. Then if x − 1¿0 it must be included in C and if y + 16n − 1 it must be included in C. This implies that if x; x + 1 ⊆ C for some x ∈V (T ) then C = V (T ); a contradiction. We conclude that C = {1; n − 1} or C = {0; n − 2} or C = {0; n − 1}. But in each of those cases are the two elements of C of di erent type with respect to 5. For T n and T m two Henson tournaments denoted by T n ⊗ T m , the tournament with V (T n ⊗ T m ) = n + m and T n ⊗ T m restricted to n is T n and T n ⊗ T m restricted to {n; n + 1; : : : ; n + m − 1} is order isomorphic to T m . There is an edge from every element in {n; n + 1; : : : ; n + m − 1} to every element in n − 1 and there is an edge from n − 1 to every element in {n; n+1; : : : ; n+m−1}. The partition ({n; n+1; n+2; : : : ; n+m−1}; n) is a split of the tournament T n ⊗ T m called the natural split of T n ⊗ T m . It follows from the deÿnition of T n ⊗ T m that x in T l has outdegree larger than or equal to l − 2 and indegree at most one. Hence x = 1 with indegree one and outdegree n − 2, which in turn implies f(2) = n − 1. Let y ∈{4; 5; 6} so that f(y) = 0 and f(y) = n − 2: Then there is an edge from f(y) to n − 1 = f(2). This is a contradiction because in T l there is an edge from 2 to y. It follows from Lemma 4.2 that if C contains at least two elements of the set {n; n + 1; n + 2; : : : ; n + m − 1} then {n; n + 1; n + 2; : : : ; n + m − 1} ⊆ C. If C contains also at least two elements of n then n + m ⊆ C in contradiction to the assumption that D is not empty. If {n; n + 1; n + 2; : : : ; n + m − 1} ⊆ C and C contains exactly one element x ∈n then x would have to be of the same type with respect to n − {x} as the elements in {n; n + 1; n + 2; : : : ; n + m − 1}. Hence there is at most one edge from the elements of n − {x} to x which implies that x = 1. But there is an edge from 2 to 1 while there is an edge from every element in {n; n + 1; n + 2; : : : ; n + m − 1} to 2.
If C ∩ {n; n + 1; n + 2; : : : ; n + m − 1} = ∅ then C contains at least two elements of n: Hence n ⊆ C which implies C = n. But the vertices n − 1 and 0 are of di erent type with respect to {n; n + 1; n + 2; : : : ; n + m − 1}.
If C contains exactly one vertex x ∈{n; n + 1; n + 2; : : : ; n + m − 1} and at least two vertices in n then n ⊆ C and the vertices n − 1 and 0 are of di erent types with respect to every vertex in C − {x}.
The remaining case is that C contains exactly one vertex x ∈{n; n + 1; n + 2; : : : ; n + m − 1} and one vertex y ∈n. If y = n − 1 then there is an edge not only from n − 3 to y but also an edge from x to n − 3. Hence y = n − 1. If y = n − 2 then there is an edge not only from 0 to y = n − 2 but also an edge from x to 0. If y = ∈ {n − 2; n − 1} then there is an edge not only from y to n − 1 but also an edge from n − 1 to x.
The partial order of orbits
Let C and D be two families of sets. The set C of sets is isomorphic to the set D of sets if there is a bijection f from C to D so that f[S] ∈D if and only if S ∈C. The family C is a family with minimum if there is a set W ∈C with W ⊆ S for all S ∈C.
Lemma 5.1. Let T be a set of ÿnite tournaments. The set B(H T ) is a countable family of countable sets with minimum and closed under ÿnite unions. Let C be a countable family of countable sets with minimum and closed under ÿnite unions. Then there is a set T of ÿnite tournaments so that the partial order (B(H T );⊆) is isomorphic to the partial order (C;⊆). 
Proof. The set V (H T ) is an orbit with F(V (H
Clearly
bound(Z) ⊇ bound(X ) ∪ bound( f[Y ]) = bound(X ) ∪ bound(Y ). Let B∈bound (Z) − T and assume without loss that V (B) ∩ V (H T ) = ∅. According to Theorem 3.1 there is a tournament T ∈T which has a split (C; D) so that the restriction of T to C is isomorphic to B and the restriction of T to D has an embedding h into F(Z). Let the type of c ∈C with respect to D be (M; N ). Because no vertex of F(X ) is adjacent to a vertex in A either h[D] ⊆ F(X ) or h[D] ⊆ A. Assume h[D] ⊆ F(X ). The type of z ∈Z with respect to h[D] is (h[M ]; h[N ]) and hence the type of x ∈X with respect to h[D] is (h[M ]; h[N ]). Hence, according to the second paragraph of Theorem 3.1, we obtain B ∈Bound(X ). Because B ∈bound(Z) it follows that B ∈bound(X ). Similarly, if h[D] ⊆ F(f[Y ]) then B ∈bound( f[y]) = bound(Y ). It follows that bound(Z) ⊆ bound(X ) ∪ bound(Y ) and hence Bound(Z) ⊆ Bound(X ) ∪ Bound(Y ).
Let C be a countable family of countable sets with minimum W and closed under ÿnite unions. We will construct a set T of ÿnite tournaments so that the family
b(H T ) − {T} is isomorphic to the family C − {W }. This of course implies that then the partial order (B(H T ) | T ;⊆) is isomorphic to the partial order (C; ⊆).
Let R be the set of Henson tournaments T n so that n is even and S the set of Henson tournaments T n for which n is odd. Let f be an injection of C − {W } into R and let g be an injection of C into S. Let
We claim that C − {W } is isomorphic to b(H T )| T − {T} with isomorphism g. According to Lemma 4.3 no element of T can be embedded into another element of T. Hence bound(H T ) = T. If B ∈bound(X A ) and B = ∈ T then, according to Theorem 3.1, there is a tournament T ∈T which has a split (C; D) so that the restriction of T to C is isomorphic to B and the restriction of T to D has an embedding into F(X A ). According to Lemma 4.4 the split (C; D) is the natural split of T = T n ⊗ T m . Hence T restricted to C is T m and T restricted to D is T n . It follows from Lemma 4.1 that T n = T l . The only elements of T of the form T l ⊗ T m with f(A) = T l are tournaments of the form f(A) ⊗ g(x) with x ∈A. Hence B is isomorph to the restriction of T to D equals to T m = g(x).
It remains to prove that if X = V (H T is an orbit of H T then there is A ∈C − {W} so that bound(X ) = g [A] .
Let X be an orbit of H T . Given A∈C denote by (A) the largest element in V (f(A)). Let S be the set of elements A of C for which there is an embedding h of f(A) into F(X ) so that the type of x ∈X with respect to h[ (A) + 1] 
is ({h( (A))}; h[ (A)]). It follows that bound(X ) − T ⊇ A∈S {g(x) | x ∈A}.
On the other hand, if B ∈bound(X ) − T then, according to Theorem 3.1, there is a tournament T ∈T which has a split (C; D) so that the restriction of T to C is isomorphic to B and the restriction of T to D has an embedding h into F(X ). It follows that T = T n ⊗ T m and T restricted to C is T m and T restricted to D is T n . Because T ∈T it is of the form f(A) ⊗ g(x) with x ∈A. It follows that f(A) = T n and g(x) = T m and A∈S because every y ∈T m has type ({n − 1}; n − 1) with respect to n ⊆ V (T ) which according to Theorem 3.1 implies that every x ∈X has type ({h(n − 1)}; h[n − 1]) with respect to A.
Hence if X is an orbit of H T and S the set of elements A of C for which there is an embedding h of f(A) into F(X ) so that the type of x ∈X with respect to h[
A partial order is a join semi-lattice if every two elements have a smallest upper bound. It follows from Lemma 5.1 that the partial order of boundaries of the orbits of H T under ⊆ is a countable join semi-lattice with minimum. The converse holds as well.
Theorem 5.1. The partial order (B(H T );⊆) is a countable join semi-lattice with minimum. Let (P;6) be a countable join semi-lattice with minimum. Then there is a set T of ÿnite tournaments so that the partial order (B(H T );⊆) is isomorphic to (P;6).
Proof.
It su ces to show that there is a countable family C of countable sets closed under ÿnite unions and containing the empty set so that the partial order (C;⊆) is isomorphic to (P;6). It is easy to check that is an isomorphism of (P;6) to ({ (p) | p ∈P};⊆) and that ({ (p) | p ∈P};⊆) is union closed.
It follows from the mapping extension property that if X and Y are two orbits of H T and Bound(X ) ⊆ Bound(Y ) then there is an embedding of the restriction of H T to Y to the restriction of H T to X . Two orbits are isomorphic if and only if they have the same boundary. Hence Corollary 5.1. Let (P;6) be a countable meet semi-lattice with maximum. Then there is a set T of ÿnite tournaments so that the partial order of the isomorphism classes of orbits of H T under embedding is isomorphic to (P;6).
Corollary 5.2.
There is a set T of ÿnite tournaments so that the partial order of the isomorphism classes of the orbits of H T under embedding is isomorphic to the order structure of the rationals together with a maximum element.
More orbits
Let X be an orbit of H T . The sequence (Q i ; i ∈n + 1∈!) of orbits with
for all i ∈n is a reÿnement sequence of X if for all i ∈n; j ∈n + 1:
Proof. Note that if n = 1 then Lemma 6.1 follows directly from Lemma 3.1. We proceed by induction.
It follows from (iii) that the orbits X and Q n are compatible and because Q n is a continuation of Q n−1 , the orbits X ∩ Q n−1 and Q n are compatible.
The orbit Q n is a reÿnement of the orbit (
We apply Lemma 3.1 to the orbits X ∩ Q n−1 for X and Q n for Q. Hence (X ∩Q n−1 ) ∩ Q n = X ∩ Q n is a reÿnement of X ∩ Q n−1 . The sequence (Q i ; i ∈n) is a reÿnement sequence of X and the orbit X ∩ Q n−1 is a reÿnement of X by induction. Hence X ∩ Q n is a reÿnement of X .
The pair (X ; R X = (Q i ; i ∈n+1)) consisting of an orbit X and a reÿnement sequence R X of X is branched with the pair (Y ; R Y = (P i ; i ∈m + 1)) consisting of an orbit Y and a reÿnement sequence
The number ÿ is the branching number of the branched pair (X ; R X = (Q i ; i ∈n + 1)) and (Y ; R Y = (P i ; i ∈n + 1)). It follows that (X ; R X = (Q i ; i ∈n + 1)) is branched with (X ; R X = (Q i ; i ∈n + 1)) with branching number n.
Let X be an orbit and a∈V (H T ) a vertex not in F(X ). For k ∈3 denote by continue (X; a; k) the continuation of X so that F(continue(X; a; k)) = F(X ) ∪ {a} and a ∈F k (continue(X; a; k)).
Let X be an orbit with reÿnement sequence (Q i ; i ∈n + 1) and a ∈X ∩ Q n and k ∈3. It follows that (Q i ; i ∈n + 1) is a reÿnement sequence of continue(X; a; k). Conditions (i) -(iii) are trivially satisÿed. Because a ∈X ∩ Q n we get a ∈Q n and hence a ∈Q i for all i ∈n + 1.
Lemma 6.2. Let the pair (X ; R X = (Q i ; i ∈n + 1)) and (Y ; R Y = (P i ; i ∈n + 1)) be branched with branching number ÿ and a ∈X ∩ Q n so that it is not in F(Y ∩ P n ) and not adjacent to any element in F * (P n ) − (F(Q ÿ ) ∪ F(Y )). Then (P i ; i ∈n) is a reÿnement sequence of continue(Y; a; k) for every k ∈3. Proof. Conditions (i) -(iii) are trivially satisÿed. We have to argue condition (iv) for x = a. If a is adjacent to an element in F * (P i ) − (F(P i−1 ) ∪ F(Y )) then i6ÿ and hence Q i = P i . Because a∈X ∩ Q n and X ∩ Q n is a continuation of Q i it follows that a ∈Q i = P i . Lemma 6.3. Let k; l ∈3. Let the pair (X ; R X = (Q i ; i ∈n)) and (Y ; R Y = (P i ; i ∈n)) be branched with branching number ÿ and the vertex a = ∈ F(X ∩ Q n−1 ) ∪ F(Y ∩ P n−1 ) so that R X is a reÿnement sequence of continue(X; a; k) and R Y is a reÿnement sequence of continue(Y; a; l). Then (Q i ; i ∈n + 1) with Q n = continue(X; a; k) ∩ Q n−1 is a reÿne-ment sequence of continue(X; a; k) and (P i ; i ∈n + 1) with P n = continue(Y; a; l) ∩ P n−1 is a reÿnement sequence of continue(Y; a; l). Also, (continue(X; a; k); (Q i ; i ∈n + 1)) is branched with (continue(Y; a; l); (P i ; i ∈n + 1)) with branching number ÿ.
Proof. The orbit Q n = continue(X; a; k) ∩ Q n−1 is a reÿnement of the orbit continue(X; a; k) because R X is a reÿnement sequence of continue(X; a; k); a rming condition (iii).
There are no elements in F(continue(X; a; k)) − F(Q n ) and condition (iv) follows. Hence (Q i ; i ∈n + 1) with Q n = continue(X; a; k) ∩ Q n−1 is a reÿnement sequence of continue(X; a; k) and similarly (P i ; i ∈n + 1) with P n = continue(Y; a; l) ∩ P n−1 is a reÿnement sequence of continue(y; a; l).
Using the same branching number ÿ we obtain conditions (a) and (b) for (continue (X; a; k); (Q i ; i ∈n + 1)) being branched with (continue(Y; a; l); (P i ; i ∈n + 1)):
Condition(c) follows because
Lemma 6.4. Let the pair (X ; R X = (Q i ; i ∈n + 1)) and (Y ; R Y = (P i ; i ∈n + 1)) be branched with branching number ÿ and F(Y ) ⊆ F(P n ). Let R be a reÿnement of P n so that (F * (R) − F(P n )) ∩ F(Q n ) = ∅. Let P i = P i for i ∈n and P n = R: Then R X = (P i ; i ∈n + 1) is a reÿnement sequence of Y and (X ; R X ) and (Y ; R Y ) are branched with branching number ÿ.
Proof.
The only condition which is not trivially satisÿed is condition (c). We get
Hence we get 
Theorem 7. 1 . Let A be a set of orbits which can pairwise not be embedded into each other and X ∈A. Let H * T be a copy of 
It follows from the mapping extension property that there is then a Y x ∈A and a local isomorphism g x so that the age of
∩ X is equal to the age of X . Let Y and g be such an orbit and local isomorphism. Then the age of X is a subset of the age of the orbit f −1 [g[Y ] ] which implies that the age of X is a subset of the orbit Y . Hence there is an embedding of X into Y in contradiction to the assumption that the elements of A cannot be embedded into each other.
Let a ÿxed maximal chain C of (B = B(H T );⊆) be given. By misuse of notation we will write X ∈C if Bound(X )∈C (this notation is justiÿed by the fact that the orbits X and Y are isomorphic if and only if Bound(X ) = Bound(Y ). (Last assertion of Theorem 3.1.) If the orbit X ∈C is not a maximal element of (B;⊆) then the orbit Y ∈C is a restriction of X if Bound(X ) ⊆ Bound(Y ) and whenever Bound(X ) ⊆ Bound(Z) ⊆ Bound(Y ) for some orbit Z ∈C then Bound(X ) = Bound(Z) or Bound(Z) = Bound(Y ). If X is maximal then we stipulate that every reÿnement of X is a restriction of X . (The notion of restriction is relative to a given ÿxed chain. Also, a reÿnement of an orbit in C is an orbit in C.) If b ∈C and Bound(X ) ⊆ b and X ∈C then the continuation Y of X is a b-restriction of X if Bound(Y ) = b and Y ∈C. We denote by (C) the set of elements x ∈V (H T ) = ! so that the orbit of x with respect to x; that is the set of elements smaller than x; is an element of C. Theorem 7.2. Let C be a maximal chain of (B;⊆) and (Red; Blue) a partition of (C). Then there exists an order preserving embedding f of H T into H T so that f[ (C)] ⊆ Red or f[ (C)] ⊆ Blue.
Proof. Let (Red, Blue) be a partition of (C) with C a ÿxed maximal chain of (B; ⊆). The elements of Red will be called red elements and the elements of Blue blue elements.
Claim. There are unary relations red and blue on the set of orbits of C so that if X ∈C contains only ÿnitely many red elements then blue (X ) ∧ ¬ red (X ) and if X ∈C contains only ÿnitely many blue elements then red (X ) ∧ ¬ blue (X ). Every orbit in C has at least one of the two properties and if blue (X ) then formula ( holds. If red (X ) then formula (2) holds which di ers from (1) only in the last line which is to be replaced by "so that red (R)".
Note that the negation of formula (1) implies formula (2) which establishes the claim. Then either red (!) or blue (!). We assume blue (!). If every reÿnement of an orbit Y has property blue we say that Y has property blue . The reÿnement Y of X given by formula (1) has property blue . Note that if Y has property blue then every reÿnement of Y has property blue . Because blue (!) there exists a reÿnement U of ! with blue (U ).
If blue (X ) and b ∈C with Bound(X ) ⊆ b then formula (1 b ) holds for X where (1 b ) di ers from (1) in line three which is changed to "there exists a b-restriction R ∈C of Z with F((Z)¡F * (Z) − F(Z)". (Remember that C is ÿnite because B is ÿnite and hence (1 b ) can be obtained by repeated application of (1).) For v ∈! let I v be the restriction of H T to v. The subset J of U having v elements is an initial segment of length v if the order preserving map f from v to J is an isomorphism of I v . The initial segment J of length u is an extension of the initial segment J of length v if v¡u and every element of J is smaller than every element of J − J .
Let J be an initial segment of length v with f the order preserving map of v to J . Let P be the set of pairs (A; B) with A ∪ B ⊆ J and A ∩ B = ∅ and O It follows from Dilworth's Theorem that there are r maximal chains C 0 ; C 1 ; : : : ; C r−1 whose union is P. Then for every x ∈V (H T ) there is at least one i ∈r so that x ∈ (C i ). If the elements of V (H T ) are partitioned into l ∈! parts then repeated application of Theorem 7.2 will produce a copy of H T which intersects only r of the parts of the partition. Theorem 7.1 shows that r is the smallest number so that
