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Abstract
We consider a set system (V, C ⊆ 2V ) on a finite set V of elements, where
we call a set C ∈ C a component. We assume that two oracles L1 and L2 are
available, where given two subsetsX,Y ⊆ V , L1 returns a maximal component
C ∈ C with X ⊆ C ⊆ Y ; and given a set Y ⊆ V , L2 returns all maximal
components C ∈ C with C ⊆ Y . Given a set I of attributes and a function
σ : V → 2I in a transitive system, a component C ∈ C is called a solution if
the set of common attributes in C is inclusively maximal; i.e.,
⋂
v∈C σ(v) )⋂
v∈X σ(v) for any component X ∈ C with C ( X. We prove that there
exists an algorithm of enumerating all solutions (or all components) in delay
bounded by a polynomial with respect to the input size and the running times
of the oracles.
1 Introduction
Let V be a finite set of elements. A set system on a set V of elements is defined to
be a pair (V, C) of V of elements and a family C ⊆ 2V , where a set in C is called
a component. For a subset X ⊆ V in a system (V, C), a component Z ∈ C with
Z ⊆ X is called X-maximal if no other component W ∈ C satisfies Z ( W ⊆ X ,
and let Cmax(X) denote the family of all X-maximal components. For two subsets
X ⊆ Y ⊆ V , let Cmax(X ; Y ) denote the family of components C ∈ Cmax(Y ) such
that X ⊆ C. We call a set function ρ from 2V to the set R of reals a volume function
if ρ(X) ≤ ρ(Y ) for any subsets X ⊆ Y ⊆ V . A subset X ⊆ V is called ρ-positive
if ρ(X) > 0. To discuss the computational complexities for solving a problem in a
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system, we assume that a system (V, C) is implicitly given as two oracles L1 and L2
such that
- given non-empty subsets X ⊆ Y ⊆ V , L1(X, Y ) returns a component Z ∈
Cmax(X ; Y ) (or ∅ if no such Z exists) in θ1,t time and θ1,s space; and
- given a non-empty subset Y ⊆ V , L2(Y ) returns Cmax(Y ) in θ2,t time and θ2,s
space.
Given a volume function ρ, we assume that whether ρ(X) > 0 holds or not can
be tested in θρ,t time and θρ,s space. We also denote by δ(X) an upper bound on
|Cmax(X)|, where we assume that δ is a non-decreasing function in the sense that
δ(Y ) ≤ δ(X) holds for any subsets Y ⊆ X ⊆ V .
We define an instance to be a tuple I = (V, C, I, σ) of a set V of n ≥ 1 elements, a
family C ⊆ 2V , a set I of q ≥ 1 items and a function σ : V → 2I . Let I = (V, C, I, σ)
be an instance. The common item set Iσ(X) over a subset X ⊆ V is defined to be
Iσ(X) =
⋂
v∈X σ(v). A solution to instance I is defined to be a component X ∈ C
such that
every component Y ∈ C with Y ) X satisfies Iσ(Y ) ( Iσ(X).
Let S denote the family of all solutions to instance I. Our aim is to design an
efficient algorithm for enumerating all solutions in S.
We call an enumeration algorithm A
- output-polynomial if the overall computation time is polynomial with respect to
the input and output size;
- incremental-polynomial if the computation time between the i-th output and
the (i− 1)-st output is bounded by a polynomial with respect to
the input size and i; and
- polynomial-delay if the delay (i.e., the time between any two consecutive outputs),
preprocessing time and postprocessing time are all bounded by a polynomial
with respect to the input size.
In this paper, we design an algorithm that enumerates all solutions in S by travers-
ing a family tree over the solutions in S, where the family tree is a tree structure
that represents a parent-child relationship among solutions. The following theorem
summarizes our main result.
Theorem 1 Let I = (V, C, I, σ) be an instance on a set system (V, C) with a volume
function ρ, where n = |V | and q = |I|. All ρ-positive solutions in S to the instance
I can be enumerated in O
(
(n + q)qδ(V )θ1,t + qθ2,t + qδ(V )θρ,t + (n
2 + nq)qδ(V )
)
delay and in O
(
nθ1,s + nθ2,s + nθρ,s + (n+ q)n
)
space.
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The problem is motivated by enumeration of solutions in an instance (V, C, I, σ)
such that (V, C) is transitive. We call a system (V, C) transitive if any tuple of
components X, Y, Z ∈ C with Z ⊆ X ∩ Y implies X ∪ Y ∈ C. For such an instance,
we proposed an algorithm in [9] that enumerates all solutions such that the delay
is bounded by a polynomial with respect to the input size and the running times
of oracles. The proposed algorithm yields the first polynomial-delay algorithms for
enumerating connectors in an attributed graph [1, 6, 7, 8, 9, 12, 13, 14, 15, 16]
and for enumerating all subgraphs with various types of connectivities such as all k-
edge/vertex-connected induced subgraphs and all k-edge/vertex-connected spanning
subgraphs in a given undirected/directed graph for a fixed k.
It is natural to ask whether the result in [9] is extensible to an instance with
a general set system. This paper gives an affirmative answer to the question; even
when we have no assumption on the system (V, C) of a given instance (V, C, I, σ),
there is an algorithm that enumerates all solutions in polynomial-delay with respect
to the input size and the running times of oracles.
The paper is organized as follows. We prepare notations and terminologies in
Section 2. In Section 3, we present a polynomial-delay algorithm that enumerates
all solutions in an instance (V, C, I, σ) such that (V, C) is an arbitrary set system.
We also show that all components are enumerable in polynomial-delay, using the
algorithm. Finally we conclude the paper in Section 4.
2 Preliminaries
Let R (resp., R+) denote the set of reals (resp., non-negative reals). For a function
f : A→ R for a finite subset A and a subset B ⊆ A, we let f(B) denote
∑
a∈B f(a).
For two integers a and b, let [a, b] denote the set of integers i with a ≤ i ≤ b.
For a set A with a total order < over the elements in A, we define a total order ≺
over the subsets of A as follows. For two subsets J,K ⊆ A, we denote by J ≺ K
if the minimum element in (J \ K) ∪ (K \ J) belongs to J . We denote J  K
if J ≺ K or J = K. Note that J  K holds whenever J ⊇ K. Let amax de-
note the maximum element in A. Then J ≺ K holds for J = {j1, j2, . . . , j|J |},
j1 < j2 < · · · < j|J | and K = {k1, k2, . . . , k|K|}, k1 < k2 < · · · < k|K|, if
and only if the sequence (j1, j2, . . . , j|J |, j
′
|J |+1, j
′
|J |+2, . . . , j
′
|A|) of length |A| with
j′|J |+1 = j
′
|J |+2 = · · · = j
′
|A| = amax is lexicographically smaller than the sequence
(k1, k2, . . . , k|K|, k
′
|K|+1, k
′
|K|+2, . . . , k
′
|A|) of length |A| with k
′
|K|+1 = k
′
|K|+2 = · · · =
k′|A| = amax. Hence we see that  is a total order on 2
A.
Suppose that an instance (V, C, I, σ) is given. To facilitate our aim, we introduce
a total order over the items in I by representing I as a set [1, q] = {1, 2, . . . , q}
of integers. We define subsets V〈0〉 , V and V〈i〉 , {v ∈ V | i ∈ σ(v)} for each
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item i ∈ I. For each non-empty subset J ⊆ I, define subset V〈J〉 ,
⋂
i∈J V〈i〉 =
{v ∈ V | J ⊆ σ(v)}. For J = ∅, define V〈J〉 , V . For each subset X ⊆ V , let
min Iσ(X) ∈ [0, q] denote the minimum item in Iσ(X), where min Iσ(X) , 0 for
Iσ(X) = ∅. For each i ∈ [0, q], define a family of solutions in S,
Si , {X ∈ S | min Iσ(X) = i}.
Note that S is a disjoint union of Si, i ∈ [0, q]. In Section 3.5, we will design an
algorithm that enumerates all solutions in Sk for any specified integer k ∈ [0, q].
3 Enumerating Solutions
For a notational convenience, let Cmax(X ; i) for each item i ∈ Iσ(X) denote the
family Cmax(X ;V〈i〉) of components and let Cmax(X ; J) for each subset J ⊆ Iσ(X)
denote the family Cmax(X ;V〈J〉) of components.
We can test whether a given component is a solution or not as follows.
Lemma 1 Let (V, C, I = [1, q], σ) be an instance, C be a component in C and J =
Iσ(C).
(i) C ∈ S if and only if {C} = Cmax(C; J); and
(ii) Whether C is a solution or not can be tested in O
(
θ1,t + |C|q
)
delay and in
O
(
θ1,s + |C|+ q
)
space.
Proof: (i) Note that C ∈ C. By definition, C 6∈ S if and only if there is a
component C ′ ∈ S such that C ( C ′ and Iσ(C) = Iσ(C
′) = J , where a maximal one
of such components C ′ belongs to Cmax(C; J). Hence if no such component C
′ exists
then Cmax(C; J) = {C}. Conversely, if Cmax(C; J) = {C} then no such component
C ′ exists.
(ii) Let Y be a subset such that C ⊆ Y ⊆ V . We claim that Cmax(C; Y ) = {C}
holds if and only if L1(C, Y ) returns the component C. The necessity is obvious. For
the sufficiency, if there is X ∈ Cmax(C; Y ) such that X 6= C, X would be a superset
of C, contradicting the Y -maximality of C. By (i), to identify whether C ∈ S or
not, it suffices to see whether L1(C, J) returns C. We can compute J = Iσ(C) in
O(|C|q) time and in O(q) space, and can decide whether the oracle returns C in
O(θ1,t + |C|) time and in O(θ1,s + |C|) space. ✷
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3.1 Defining Family Tree
To generate all solutions in S efficiently, we use the idea of family tree, where we
first introduce a parent-child relationship among solutions, which defines a rooted
tree (or a set of rooted trees), and we traverse each tree starting from the root and
generating the children of a solution recursively. Our tasks to establish such an
enumeration algorithm are as follows:
- Select some solutions from the set S of solutions as the roots, called “bases;”
- Define the “parent” π(S) ∈ S of each non-base solution S ∈ S, where the
solution S is called a “child” of the solution T = π(S);
- Design an algorithm A that, given a solution S ∈ S, returns its parent π(S);
and
- Design an algorithm B that, given a solution T ∈ S, generates a set X of
components X ∈ C such that X contains all children of T . We can test
whether each component X ∈ X is a child of T by constructing π(X) by
algorithm A and checking if π(X) is equal to T .
Starting from each base, we recursively generate the children of a solution. The
complexity of delay-time of the entire algorithm depends on the time complexity of
algorithms A and B, where |X | is bounded from above by the time complexity of
algorithm B.
3.2 Defining Base
For each integer i ∈ [0, q], define a set of components
Bi , {X ∈ Cmax(V〈i〉) | min Iσ(X) = i},
and B ,
⋃
i∈[0,q] Bi. We call each component in B a base.
Lemma 2 Let (V, C, I = [1, q], σ) be an instance.
(i) For each non-empty set J ⊆ [1, q] or J = {0}, it holds that Cmax(V〈J〉) ⊆ S;
(ii) For each i ∈ [0, q], any solution S ∈ Si is contained in a base in Bi; and
(iii) S0 = B0 and Sq = Bq.
Proof: (i) Let X be a component in Cmax(V〈J〉). Note that J ⊆ Iσ(X) holds.
When J = {0} (i.e., V〈J〉 = V ), no proper superset of X is a component, and X is a
solution. Consider the case of ∅ 6= J ⊆ [1, q]. To derive a contradiction, assume that
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X is not a solution; i.e., there is a proper superset Y of X such that Iσ(Y ) = Iσ(X).
Since ∅ 6= J ⊆ Iσ(X) = Iσ(Y ), we see that V〈J〉 ⊇ Y . This, however, contradicts the
V〈J〉-maximality of X . This proves that X is a solution.
(ii) We prove that each solution S ∈ Si is contained in a base in Bi. Note that
i = min Iσ(S) holds. By definition, it holds that S ⊆ V〈i〉. Let C ∈ Cmax(S;V〈i〉)
be a solution. Note that Iσ(S) ⊇ Iσ(C) holds. Since i ∈ Iσ(C) for i ≥ 1 (resp.,
Iσ(C) = ∅ for i = 0), we see that min Iσ(S) = i = min Iσ(C). This proves that C is
a base in Bi. Therefore S is contained in a base C ∈ Bi.
(iii) Let k ∈ {0, q}. We see from (i) that Cmax(V〈k〉) ⊆ S, which implies that
Bk = {X ∈ Cmax(V〈k〉) | min Iσ(X) = k} ⊆ {X ∈ S | min Iσ(X) = k} = Sk. We
prove that any solution S ∈ Sk is a base in Bk. By (ii), there is a base X ∈ Bk such
that S ⊆ X , which implies that Iσ(S) ⊇ Iσ(X) and min Iσ(S) ≤ min Iσ(X). We
see that Iσ(S) = Iσ(X), since ∅ = Iσ(S) ⊇ Iσ(X) for k = 0, and q = min Iσ(S) ≤
min Iσ(X) ≤ q for k = q. Hence S ( X would contradict that S is a solution.
Therefore S = X ∈ Bk, as required. ✷
Lemma 2(iii) tells that all solutions in S0 ∪ Sq can be found by calling oracle
L2(Y ) for Y = V〈0〉 = V and Y = V〈q〉. In the following, we consider how to generate
all solutions in Sk for each item k ∈ [1, q − 1].
3.3 Defining Parent
This subsection defines the “parent” of a non-base solution.
For two subsets X, Y ⊆ V , we denote (Iσ(X), X) ≺ (Iσ(Y ), Y ) if “Iσ(X) ≺
Iσ(Y )” or “Iσ(X) = Iσ(Y ) and X ≺ Y ” and let (Iσ(X), X)  (Iσ(Y ), Y ) mean
(Iσ(X), X) ≺ (Iσ(Y ), Y ) or X = Y .
Let X ⊆ V be a subset such that k = min Iσ(X) ∈ [1, q − 1]. We call a solution
T ∈ S a superset solution of X if T ) X and T ∈ Sk. A superset solution T of
X is called minimal if no proper subset Z ( T is a superset solution of X . We
call a minimal superset solution T of X the lex-min solution of X if (Iσ(T ), T ) 
(Iσ(T
′), T ′) for all minimal superset solutions T ′ of X . For each item k ∈ [1, q − 1],
we define the parent π(S) of a non-base solution S ∈ Sk \ Bk to be the lex-min
solution of S, and define a child of a solution T ∈ Sk to be a non-base solution
S ∈ Sk \ Bk such that π(S) = T .
The next lemma tells us how to find the item set Iσ(T ) of the parent T = π(S)
of a given solution S.
Lemma 3 Let (V, C, I = [1, q], σ) be an instance, S ∈ Sk \Bk be a non-base solution
for some item k ∈ [1, q − 1], and T ∈ Sk denote the lex-min solution of S. Denote
Iσ(S) by {k, i1, i2, . . . , ip} so that k < i1 < i2 < · · · < ip. For each integer j ∈ [1, p],
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ij ∈ Iσ(T ) holds if and only if Cmax(S; J ∪ {ij}) 6= {S} holds for the item set
J = Iσ(T ) ∩ {k, i1, i2, . . . , ij−1}.
Proof: By Lemma 2(i) and min Iσ(S) = k, we see that Cmax(S; J ∪ {ij}) ⊆ Sk for
any integer j ∈ [1, p].
Case 1. Cmax(S; J∪{ij}) = {S}: For any subset J
′ ⊆ {ij+1, ij+2, . . . , ip}, the family
Cmax(S; J ∪ {ij} ∪ J
′) is equal to {S} and cannot contain any minimal superset
solution of S. This implies that ij 6∈ Iσ(T ).
Case 2. Cmax(S; J ∪ {ij}) 6= {S}: Let C be an arbitrary component in Cmax(S; J ∪
{ij}). Then C is a solution by Lemma 2(i). Observe that k ∈ J ∪ {ij} ⊆ Iσ(C) ⊆
Iσ(S) and min Iσ(C) = k, implying that C ∈ Sk is a superset solution of S. Then
C contains a minimal superset solution T ∗ ∈ Sk of S, where Iσ(T
∗) ∩ [1, ij−1] =
Iσ(T
∗)∩ {k, i1, i2, . . . , ij−1} ⊇ J = Iσ(T )∩ {k, i1, i2, . . . , ij−1} = Iσ(T )∩ [1, ij−1] and
ij ∈ Iσ(T
∗). If Iσ(T
∗) ∩ [1, ij−1] ) J or ij 6∈ Iσ(T ), then Iσ(T
∗) ≺ Iσ(T ) would hold,
contradicting that T is the lex-min solution of S. Hence Iσ(T ) ∩ [1, ij−1] = J =
Iσ(T
∗) ∩ [1, ij−1] and ij ∈ Iσ(T ). ✷
The next lemma tells us how to construct the parent T = π(S) of a given solution
S.
Lemma 4 Let (V, C, I = [1, q], σ) be an instance, S ∈ Sk \Bk be a non-base solution
for some item k ∈ [1, q−1], and T denote the lex-min solution of S. Let J = Iσ(T ).
Let S ′ be a set such that S ⊆ S ′ ( T , where V〈J〉 \ S
′ is denoted by {ui | i ∈ [1, s =
|V〈J〉| − |S
′|]} such that u1 < u2 < · · · < us. Then:
(i) T ∈ Cmax(S
′ ∪ {u};V〈J〉) for any vertex u ∈ T \ S
′;
(ii) Every component C ∈ C with S ′ ( C ⊆ V〈J〉 satisfies Iσ(C) = J ;
(iii) There is an integer r ∈ [1, s] such that Cmax(S
′ ∪ {uj};V〈J〉) = ∅ for each
j ∈ [1, r − 1] and all components C ∈ Cmax(S
′ ∪ {ur};V〈J〉) satisfy Iσ(C) = J ;
(iv) For the integer r in (iii), T ∩ {uj | j ∈ [1, r]} = {ur} holds; and
(v) For the integer r in (iii), if S ′ ∪ {ur} ∈ S then T = S
′ ∪ {ur} holds.
Proof: (i) Since S ′ ( T , there exists a vertex u ∈ T \ S ′. For such a vertex
u, T is a component such that S ′ ∪ {u} ⊆ T ⊆ V〈J〉. If T is not a V〈J〉-maximal
component, then there would exist a component Z ∈ C with T ( Z ⊆ V〈J〉 and
J = Iσ(T ) ⊇ Iσ(Z) ⊇ Iσ(V〈J〉) ⊇ J , contradicting that T is a solution. Hence
T ∈ Cmax(S
′ ∪ {u};V〈J〉) for any vertex u ∈ T \ S
′.
(ii) Let C ∈ C be a component with S ′ ⊆ C ⊆ V〈J〉. Note that Iσ(S) ⊇ Iσ(S
′) ⊇
Iσ(C) ⊇ Iσ(V〈J〉) ⊇ J = Iσ(T ) and k = min Iσ(S) = min Iσ(T ). Since C is a
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component, there is a solution SC such that SC ⊇ C and Iσ(SC) = Iσ(C). Since
S ⊆ S ′ ( C ⊆ SC , S and SC are distinct solutions and there must be a minimal
superset solution S∗C ∈ Sk of S such that S ( S
∗
C ⊆ SC , where we see that Iσ(S) )
Iσ(S
∗
C) ⊇ Iσ(SC) = Iσ(C) ⊇ Iσ(T ) and k = min Iσ(S) = min Iσ(S
∗
C) = min Iσ(T ).
If Iσ(C) ) J , then Iσ(S
∗
C) ⊇ Iσ(SC) = Iσ(C) ) J = Iσ(T ) implies that Iσ(S
∗
C) ≺
Iσ(T ), contradicting that T is the lex-min solution of S.
(iii) By (i), for some integer r ∈ [1, s], T ∈ Cmax(S
′ ∪ {ur};V〈J〉) holds and some
component C ∈ Cmax(S
′ ∪ {ur};V〈J〉) satisfies Iσ(C) = Iσ(T ) = J . Let r denote the
smallest index such that no component C ∈ Cmax(S
′∪{uj};V〈J〉) satisfies Iσ(C) = J
for each j ∈ [1, r − 1]. By (ii), for such r, the statement of (iii) holds.
(iv) Since no component C ∈ Cmax(S
′ ∪ {uj};V〈J〉) satisfies Iσ(C) = J for all
integers j ∈ [1, r− 1], no component T ′ ) S ′ such that T ′ ∩ {uj | j ∈ [1, r− 1]} 6= ∅
can be the lex-min solution T . Since some component C ∈ Cmax(S
′ ∪ {ur};V〈J〉)
satisfies Iσ(C) = Iσ(T ) = J , there is a component T
′ ∈ C such that ur ∈ T
′ and
Iσ(T
′) = J = Iσ(T ). The lex-min solution T satisfies T  T
′ for all minimal superset
solutions T ′ of S with Iσ(T
′) = J . Therefore T must contain ur.
(v) By (iv), ur ∈ T . If S
′∪{ur} ∈ S then S
′∪{ur} is a unique minimal superset
solution of S such that T ⊇ S ′ ∪ {ur} ⊇ S, implying that T = S
′ ∪ {ur}. ✷
Lemma 5 Let (V, C, I = [1, q], σ) be an instance, S ∈ Sk \Bk be a non-base solution
for some item k ∈ [1, q− 1]. Then Parent(S) in Algorithm 1 correctly delivers the
lex-min solution of S in O
(
(n+ q)θ1,t + n
2 + nq
)
time and in O
(
θ1,s + θ2,s + n+ q
)
space.
Proof: Let T denote the lex-min solution of S. The item set J constructed in the
first for-loop (lines 3 to 7) satisfies J = Iσ(T ) by Lemma 3. The second for-loop
(lines 10 to 17) picks up ui ∈ T \ (S ∪ Z) by Lemma 4(iv), and the termination
condition (line 11) is from Lemma 4(v).
The first for-loop is repeated p ≤ q times, where we can decide whether the
condition in line 4 holds in O(θ1,t + |S|) time and in O(θ1,s + |S|) space. The time
and space complexities of the first for-loop are O(q(θ1,t + |S|)) and O(θ1,s + |S|).
We can decide the set V〈J〉 in O(nq) time and in O(n+ q) space.
The second for-loop is repeated s ≤ n = |V | times. We can decide whether the
condition of line 11 is satisfied by calling the oracle L1(S ∪ Z ∪ {ui};V〈J〉), which
takes O(θ1,t) time and O(θ1,s) space. When the condition of line 11 is satisfied, we
can decide whether S ∪ Z ∈ S or not (line 13) in O(θ1,t + |S ∪ Z|q) time and in
O(θ1,s + |S ∪Z|+ q) space by Lemma 1(ii). The time and space complexities of the
second for-loop are O(n(θ1,t + n)) and O(θ1,s + n).
The overall time and space complexities are O
(
(n+q)θ1,t+n
2+nq
)
and O
(
θ1,s+
θ2,s + n + q
)
. ✷
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Algorithm 1 Parent(S): Finding the lex-min solution of a solution S
Input: An instance (V, C, I = [1, q], σ), an item k ∈ [1, q − 1], and a non-base
solution S ∈ Sk \ Bk, where k = min Iσ(S).
Output: The lex-min solution T ∈ Sk of S.
1: Let {k, i1, i2, . . . , ip} := Iσ(S), where k < i1 < i2 < · · · < ip;
2: J := {k};
3: for each integer j := 1, 2, . . . , p do
4: if Cmax(S; J ∪ {ij}) 6= {S} then
5: J := J ∪ {ij}
6: end if
7: end for; ⊲ J = Iσ(T ) holds
8: Let {u1, u2, . . . , us} := V〈J〉 \ S, where u1 < u2 < · · · < us;
9: Z := ∅;
10: for each integer i := 1, 2, . . . , s do
11: if Cmax(S ∪ Z ∪ {ui};V〈J〉) 6= ∅ then
12: Z := Z ∪ {ui};
13: if S ∪ Z ∈ S then
14: Output T := S ∪ Z and halt
15: end if
16: end if
17: end for
3.4 Generating Children
This subsection shows how to construct a family X of components for a given solution
T so that X contains all children of T .
Lemma 6 Let (V, C, I = [1, q], σ) be an instance and T ∈ Sk be a solution for some
item k ∈ [1, q − 1]. Then:
(i) Every child S of T satisfies [k+1, q]∩ (Iσ(S) \ Iσ(T )) 6= ∅ and is a component
in Cmax(T ∩ V〈j〉) for any item j ∈ [k + 1, q] ∩ (Iσ(S) \ Iσ(T ));
(ii) The family of children S of T is equal to the disjoint collection of families
Cj = {C ∈ Cmax(T ∩ V〈j〉) | k = min Iσ(C), C ∈ S, j = min{i | i ∈ [k + 1, q] ∩
(Iσ(C) \ Iσ(T ))}, T =Parent(C)} over all items j ∈ [k + 1, q] \ Iσ(T ); and
(iii) The set of all children of T can be constructed in O
(
(n+ q)qδ(T )θ1,t + qθ2,t +
(n2 + nq)qδ(T )
)
time and O(θ1,s + θ2,s + n + q) space.
Proof: (i) Note that [0, k] ∩ Iσ(S) = [0, k] ∩ Iσ(T ) = {k} since S, T ∈ Sk. Since
S ⊆ T are both solutions, Iσ(S) ) Iσ(T ). Hence [k + 1, q] ∩ (Iσ(S) \ Iσ(T )) 6= ∅.
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Let j be an arbitrary item in [k + 1, q] ∩ (Iσ(S) \ Iσ(T )). We see S ⊆ T ∩ V〈j〉
since S ⊆ T and j ∈ Iσ(S). To show that S is a component in Cmax(T ∩ V〈j〉),
suppose that there is a component C ∈ C such that S ( C ∈ Cmax(T ∩ V〈j〉). Since
Iσ(S) ⊇ Iσ(C) ⊇ Iσ(T ∩ V〈j〉) ) Iσ(T ) and min Iσ(S) = min Iσ(T ) = k, we see
that min Iσ(C) = k. Then C should not be a solution since otherwise it would be
a superset solution of S such that S ( C ( T , contradicting that T is a minimal
superset solution of S. Since C is not a solution but a component, there is a solution
C ′ such that C ′ ) C and Iσ(C
′) = Iσ(C) ⊆ {k}. Hence C
′ ∈ Sk. Such a solution
C ′ contains a minimal superset solution C ′′ of S such that C ′ ⊇ C ′′ ) S and
Iσ(C
′) ⊆ Iσ(C
′′) ( Iσ(S). Then we have Iσ(S) ) Iσ(C
′′) ⊇ Iσ(C
′) = Iσ(C) ) Iσ(T ),
and thus C ′′ ≺ T holds, which contradicts that T is the lex-min solution of S.
Therefore, such C does not exist, implying that S ∈ Cmax(T ∩ V〈j〉).
(ii) By (i), the family ST of children of T is contained in the family of (T ∩V〈j〉)-
maximal components C ∈ S over all items j ∈ [k + 1, q] ∩ Iσ(T ). Hence ST =
∪j∈[k+1,q]∩Iσ(T ){C ∈ Cmax(T ∩ V〈j〉) | C ∈ S, T =Parent(C)}. Note that if a subset
S ⊆ V is a child of T , then k = min Iσ(S), C ∈ S and S ∈ Cmax(T ∩ V〈j〉) for all
items j ∈ [k + 1, q] ∩ (Iσ(S) \ Iσ(T )). Hence we see that ST is equal to the disjoint
collection of families Cj = {C ∈ Cmax(T ∩ V〈j〉) | k = min Iσ(C), C ∈ S, j = min{i |
i ∈ [k+1, q]∩ (Iσ(C)\ Iσ(T ))}, T =Parent(C)} over all items j ∈ [k+1, q]\ Iσ(T ).
(iii) We show an algorithm to generate all children of T ∈ Sk in Algorithm 2. The
correctness directly follows from (ii). The outer for-loop (lines 1 to 8) is repeated at
most q times. Computing Cmax(T ∩V〈j〉) in line 2 can be done in θ2,t time and in θ2,s
space. For each C ∈ Cmax(T ∩ V〈j〉), the complexity of deciding whether C satisfies
the condition in line 4 or not is dominated by Parent(C). Let τ denote the time
complexity of Parent(C). The time complexity of the entire algorithm is
O
(
q(θ2,t + δ(T )τ)
)
= O
(
(n + q)qδ(T )θ1,t + qθ2,t + (n
2 + nq)qδ(T )
)
;
and the space complexity is O(θ1,s+ θ2,s+n+ q), where the computational complex-
ities of Parent(C) are from Lemma 5. ✷
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Algorithm 2 Children(T, k): Generating all children
Input: An instance (V, C, I, σ), an item k ∈ [1, q − 1] and a solution T ∈ Sk.
Output: All children of T , each of which is output whenever it is generated.
1: for each item j ∈ [k + 1, q] \ Iσ(T ) do
2: Compute Cmax(T ∩ V〈j〉);
3: for each component C ∈ Cmax(T ∩ V〈j〉) do
4: if k = min Iσ(C), C ∈ S, j = min{i | i ∈ [k + 1, q] ∩ (Iσ(C) \ Iσ(T ))}
and T =Parent(C) then
5: Output C as one of the children of T
6: end if
7: end for
8: end for
3.5 Traversing Family Tree
We are ready to describe an entire algorithm for enumerating solutions in Sk for a
given integer k ∈ [0, q]. We first compute the component set Cmax(V〈k〉). We next
compute the family Bk (⊆ Cmax(V〈k〉)) of bases by testing whether k = min Iσ(T )
or not for each component T ∈ Cmax(V〈k〉). When k = 0 or q, we are done with
Bk = Sk by Lemma 2(iii). Let k ∈ [1, q − 1]. Suppose that we are given a solution
T ∈ Sk. We find all the children of T by Children(T, k) in Algorithm 2. By
applying Algorithm 2 to a newly found child recursively, we can find all solutions in
Sk.
When no child is found to a given solution T ∈ Sk, we may need to go up to
an ancestor by traversing recursive calls O(n) times before we generate the next
solution. This would result in time delay of O(nα), where α denotes the time
complexity required for a single run of Children(T, k). To improve the delay to
O(α), we employ the alternative output method [18], where we output the children
of T after (resp., before) generating all descendants when the depth of the recursive
call to T is an even (resp., odd) integer.
Assume that a volume function ρ : 2V → R is given. An algorithm that enumer-
ates all ρ-positive solutions in Sk is described in Algorithm 3 and Algorithm 4.
Lemma 7 Let (V, C, I = [1, q], σ) be an instance. For each k ∈ [0, q], all ρ-positive
solutions in Sk can be enumerated in O
(
(n + q)qδ(V〈k〉)θ1,t + qθ2,t + qδ(V〈k〉)θρ,t +
(n2 + nq)qδ(V〈k〉)
)
delay and O
(
n(θ1,s + θ2,s + θρ,s + n + q)
)
space.
Proof: Let T ∈ Sk be a solution such that ρ(T ) ≤ 0. In this case, ρ(S) ≤ ρ(T ) ≤ 0
holds for all descendants S of T since S ⊆ T . Then we do not need to make recursive
calls for such T .
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Algorithm 3 An algorithm to enumerate ρ-positive solutions in Sk for a given
k ∈ [0, q]
Input: An instance (V, C, I = [1, q], σ), and an item k ∈ [0, q]
Output: The set Sk of solutions to (V, C, I, σ)
1: Compute Cmax(V〈k〉); d := 1;
2: for each T ∈ Cmax(V〈k〉) do
3: if k = min Iσ(T ) (i.e., T ∈ Bk) and ρ(T ) > 0 then
4: Output T ;
5: if k ∈ [1, q − 1] then
6: Descendants(T, k, d+ 1)
7: end if
8: end if
9: end for
We analyze the time delay. Let α denote the time complexity required for
a single run of Children(T, k). By Lemma 6(iii) and δ(T ) ≤ δ(V〈k〉), we have
α = O
(
(n+ q)qδ(V〈k〉)θ1,t+ qθ2,t+ (n
2+ nq)qδ(V〈k〉)
)
. In Algorithm 3 and Descen-
dants, we also need to compute ρ(S) for all child candidates S. The complexity
is O(qδ(V〈k〉)θρ,t) since ρ(S) is called at most qδ(V〈k〉) times. Hence we see that the
time complexity of Algorithm 3 and Descendants without including recursive calls
is O(α+ qδ(V〈k〉)θρ,t).
From Algorithm 3 and Descendants, we observe:
(i) When d is odd, the solution S for any call Descendants(S, k, d+ 1) is output
immediately before Descendants(S, k, d+ 1) is executed; and
(ii) When d is even, the solution S for any call Descendants(S, k, d+1) is output
immediately after Descendants(S, k, d+ 1) is executed.
Let m denote the number of all calls of Descendants during a whole execution
of Algorithm 3. Let d1 = 1, d2, . . . , dm denote the sequence of depths d in each
Descendants(S, k, d+1) of the m calls. Note that d = di satisfies (i) when di+1 is
odd and di+1 = di+1, whereas d = di satisfies (ii) when di+1 is even and di+1 = di−1.
Therefore we easily see that during three consecutive calls with depth di, di+1 and
di+2, at least one solution will be output. This implies that the time delay for
outputting a solution is O(α+ qδ(V〈k〉)θρ,t).
We analyze the space complexity. Observe that the number of calls Descen-
dants whose executions are not finished during an execution of Algorithm 3 is the
depth d of the current callDescendants(S, k, d+1). In Algorithm 4, |T |+d ≤ n+1
holds initially, and Descendants(S, k, d+1) is called for a nonempty subset S ( T ,
where |S| < |T |. Hence |S| + d ≤ n + 1 holds when Descendants(S, k, d + 1)
is called. Then Algorithm 3 can be implemented to run in O(n(β + θρ,s)) space,
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Algorithm 4 Descendants(T, k, d): Generating all ρ-positive descendant solu-
tions
Input: An instance (V, C, I, σ), k ∈ [1, q − 1], a solution T ∈ Sk, the current depth
d of recursive call of Descendants, and a volume function ρ : 2V → R
Output: All ρ-positive descendant solutions of T in Sk
1: for each item j ∈ [k + 1, q] \ Iσ(T ) do
2: Compute Cmax(T ∩ V〈j〉);
3: for each component S ∈ Cmax(T ∩ V〈j〉) do
4: if k = min Iσ(S), j = min{i | i ∈ [k + 1, q] ∩ (Iσ(S) \ Iσ(T ))},
T =Parent(S) (i.e., S is a child of T ), and ρ(S) > 0 then
5: if d is odd then
6: Output S
7: end if ;
8: Descendants(S, k, d+ 1);
9: if d is even then
10: Output S
11: end if
12: end if
13: end for
14: end for
where β denotes the space required for a single run of Children(T, k). We have
β = O(θ1,s + θ2,s + n + q) by Lemma 6(ii). Then the overall space complexity is
O
(
n(θ1,s + θ2,s + θρ,s + n+ q)
)
. ✷
The volume function is introduced to impose a condition on the output solutions.
For example, when ρ(X) = |X| − p for a constant integer p, all solutions X ∈
Sk with |X| ≥ p + 1 will be output. In particular, all solutions in Sk will be
output for p ≤ 0. In this case, we have θρ,t = θρ,s = O(n), and thus the delay is
O
(
(n+q)qδ(V〈k〉)θ1,t+qθ2,t+(n
2+nq)qδ(V〈k〉)
)
and the space is O
(
n(θ1,s+θ2,s+n+q)
)
.
Theorem 1 is immediate from Lemma 7 since δ(V〈k〉) ≤ δ(V ) holds by our as-
sumption that δ(Y ) ≤ δ(X) for subsets Y ⊆ X ⊆ V .
3.6 Enumerating Components
This subsection shows that our algorithm in the previous subsection can enumerate
all components in a given system (V, C) with n = |V | ≥ 1. For this, we construct
an instance I = (V, C, I = [1, n], ϕ) as follows. Denote V by {v1, . . . , vn}. We
set I = [1, n] and define a function ϕ : V → 2I to be ϕ(vk) , I \ {k} for each
element vk ∈ V . For each subset X ⊆ V , let Ind(X) denote the set of indices i of
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elements vi ∈ X ; i.e., Ind(X) = {i ∈ [1, n] | vi ∈ X}, and Iϕ(X) ⊆ [1, n] denote
the common item set over ϕ(v), v ∈ X ; i.e., Iϕ(X) =
⋂
v∈X ϕ(v). Observe that
Iϕ(X) = I \ Ind(X).
Lemma 8 Let (V = {v1, . . . , vn}, C) be a system with n ≥ 1. The family C of
all components is equal to the family S of all solutions in the instance (V, C, I =
[1, n], ϕ).
Proof: Since any solution S ∈ S is a component, it holds that C ⊇ S. We prove
that C ⊆ S. Let X ∈ C. For any superset Y ) X , it holds that Iϕ(Y ) = I \ Ind(Y ) (
I \ Ind(X) = Iϕ(X). The component X is a solution in (V, C, I, ϕ) since no superset
of X has the same common item set as X . ✷
Since the family C of components is equal to the family S of solutions to the
instance I = (V, C, I, ϕ) by Lemma 8, we can enumerate all components in (V, C) by
running our algorithm on the instance I. By |I| = n, we have the following corollary
to Theorem 1.
Corollary 1 Let (V, C) be a system with n = |V | ≥ 1 and a volume function ρ. All
ρ-positive components in C can be enumerated in O
(
n2δ(V )θ1,t +nθ2,t+nδ(V )θρ,t+
n3δ(V )
)
delay and O
(
nθ1,s + nθ2,s + nθρ,s + n
2
)
space.
4 Concluding Remarks
In this paper, we have shown that all solutions in a given instance (V, C, I, σ) can be
enumerated in polynomial-delay with respect to the input size and the running times
of the oracles even when (V, C) is an arbitrary system (Theorem 1). As a corollary
to the theorem, we have also shown that all components in (V, C) are enumerable
in polynomial-delay (Corollary 1). The achievements generalize the result of [9] in
which (V, C) is restricted to a transitive system.
In our study, we assume that the oracles L1 and L2 are implicitly given. When
we can implement the oracles so that the running times are polynomial with respect
to the input size, δ(V ) is also polynomially bounded, and thus we would have a
polynomial-delay solution/enumeration algorithm with respect to the input size.
We provided such examples for transitive systems in [9]. Among the examples
are enumeration of connected induced subgraphs, k-edge/vertex-connected induced
subgraphs, and k-edge/vertex-connected spanning subgraphs for a given graph.
Whether some class of systems admits an efficient algorithm to enumerate max-
imal components is a core research problem, far from trivial. For example, maximal
independent sets (or maximal cliques) in a graph [3, 10, 11, 17] are enumerable
in polynomial-delay. Cohen et al. [4] proposed a general framework of enumerating
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maximal subgraphs that satisfy the hereditary/connected-hereditary property, which
is generated to the strongly accessible property by Conte et al. [2]. More recently,
Conte and Uno [5] proposed proximity search, a novel framework of polynomial-delay
algorithms to enumerate maximal components.
The delay of the proposed algorithm is bounded by δ(V ), an upper bound on
|Cmax(V )|. We do not like to use δ(V ) in the time complexity bound since it could be
exponential to the input size. Our future work is to develop a solution enumeration
algorithm such that the delay is polynomially bounded whenever the oracles run in
polynomial-delay. For a graph G = (V,E), let C denote the family of all cliques in
G, and suppose an instance (V, C, I, σ) for arbitrary I and σ. If such an algorithm
is possible, we would have polynomial-delay algorithms to enumerate all solutions
S ⊆ V such that S induces a clique, by using existing polynomial-delay maximal
clique enumeration algorithms as subroutines/coroutines.
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