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ABSTRACT
THE INTERACTION BETWEEN POLYELECTROLYTES AND SURFACES
MAY 2001
CHUNG YIN KONG
B.S, STATE UNIVERSITY OF NEW YORK AT STONY BROOK
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor M. Muthukumar
The interactions between surfaces and polymer chains are at the heart of many
polymer problems, such as flow in confined geometries, development of new nano-
lithography methods, understanding of the structure of block copolymer grains,
polyelectrolyte adsorption, and modeling polymer brushes. The latter two sys-
tems will be the focus of this dissertation. The physical properties of each system
are studied using statistical mechanics, and results from computer simulations are
presented.
The first topic of this thesis is the study of adsorption of a polyelectrolyte
chain in an electrolyte solution to a uniformly charged surface. By using off-lattice
Monte Carlo simulations, the conditions of adsorption of a uniformly charged poly-
electrolyte onto oppositely charged planar and spherical surfaces have been investi-
gated. These conditions are functions of the strength of the electrostatic interaction,
Debye screening length, chain length, charge density and curvature of the surface.
The adsorption can be tuned by using any one of these parameters. The chain's
v
conformation, adsorption energy and thickness of the adsorbed polymer are ob-
tained under different adsorption conditions. We find the Monte Carlo simulation
data to be in good agreement with the theoretical prediction derived previously by
using the assumptions of ground state dominance and separability.
The second topic is on the adsorption transition of a uniformly charged polyelec-
trolyte onto heterogeneously charged planar surfaces investigated with Monte Carlo
simulations. Each of these surfaces contains both positive and negative charges. In
addition to the usual case of adsorption of a polyelectrolyte to a surface with net
charge opposite to that of the polymer, we show that a polyelectrolyte can adsorb
onto a surface with net surface charge density similar to that of the polyelectrolyte.
This adsorption is due to the spatial inhomogeneity of the surface charges which
creates attractive regions with charge density different from the overall charge den-
sity of the surface. The spatial inhomogeneity of the surface charges also leads
to differences in the conformation of the adsorbed polyelectrolyte. The critical
conditions of strength and range of electrostatic interactions and chain length nec-
essary for adsorption of a polyelectrolyte to a heterogeneously charged surface are
determined.
The last topic deals with applying self-consistent field theory (SCFT) to poly-
electrolyte brushes grafted onto uncharged curved surfaces with no added salt.
The goal of this study is to test the validity of the Debye-Hiickel approximation for
the electrostatic interaction in polyelectrolyte brushes. Our results show that the
Debye-Hiickel approximation is a good approximation for a weakly charged poly-
mer brush grafted on a surface with small radius. The geometry of the system also
plays an important role in the validity of the Debye-Hiickel approximation. The
approximation gives better results in spherical geometry then cylindrical.
vi
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CHAPTER 1
MONTE CARLO STUDY OF ADSORPTION OF A
POLYELECTROLYTE ONTO UNIFORMLY CHARGED
SURFACES
1.1 Introduction
Adsorption of an isolated neutral polymer chain on a planar surface is one of
the classical problems in polymer science and has been richly studied. Various
theoretical advances made over the past three decades and their experimental rel-
evance have been abundantly reviewed in the literature. 1-5 The natural extension
of these advances to the adsorption of polyelectrolyte chains to charged surfaces
has recently attracted much attention. In general the polyelectrolyte may contain
one kind of charged group distributed along the chain backbone in particular se-
quences. The chain may also have both kinds of charges, thereby constituting a
polyampholyte. There are many features that control the nature of the surface.
These include the charge density and the sign of the surface charge (in comparison
with that of the polyelectrolyte), heterogeneity of the surface charge distribution,
surface curvature, and whether the surface is a solid-liquid interface or liquid-liquid
interface. Experimental and theoretical investigations to unravel the contribution
from these factors are beginning to be reported in the literature.5-35
1
The simplest situation of polyelectrolyte adsorption deals with a uniformly
charged polymer adsorbing to an oppositely charged planar surface with uniform
charge density in a neutralizing medium containing a known amount of added
salt. This problem has been studied using experimental techniques, 5" 8 analytical
methods, 9" 13 numerical methods, 14- 17 and Monte Carlo simulations. 18 The roles of
kinetics5 ' 19 -20 and confinement21 have also been addressed. The adsorption of poly-
electrolytes onto colloidal particles is a well known problem in the stabilization of
colloids. 2 ' 3 '5 Recently there have been experimental investigations of isolated poly-
electrolytes complexing with latex spheres, 22 proteins,23-25 micelles,26- 28 vesicles,29
dendrimers, 30 and microgel particles. 31 Adsorption of a uniformly charged poly-
electrolyte to a uniformly charged sphere has been investigated analytically32 and
using Monte Carlo simulations.33-35
In this chapter, we focus on the adsorption of a uniformly charged polyelec-
trolyte onto oppositely charged planar and spherical surfaces. As mentioned above,
there have been many theoretical efforts reported in the literature. In particular,
the analytical formula derived in Ref[104] for critical condition for adsorption is
conveniently simple. Using the ground state dominance approximation and the
separability assumption, the adsorption criterion for a planar surface was obtained
theoretically 104 as
°4f>^ (i.i)
where a is the surface charge density, q is the charge density along the backbone
of the polyelectrolyte chain, k is the inverse Debye length, and /# is the Bjerrum
length. lu the effective Kuhn length, is the expansion factor for the mean-squared
end-to-end distance of the chain in units of bare Kuhn length which depends on «
and the chain length L of the polymer. l
x
is proportional to L and L 1 /5^-4 ' 5 in the
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low (small Kl) and high (large kI) salt concentration limits, respectively. Substi-
tuting the limiting values of h into Eq. (1.1) provides limiting laws of adsorption
criticality. Using the surface charge density a to tune the adsorption, for example,
the chain is adsorbed at a > ac , where
r
ft
3
,
low salt
,
Or ~ <
(1.2)
I «
11/5
,
high salt.
This theory has been extended32 to adsorption of a polyelectrolyte chain onto
curved surfaces, such as spheres and cylinders. When a uniformly charged sphere
of radius R and charge density a adsorbs a polyelectrolyte of linear charge density
q in a solution with Debye length k~\ the adsorption criterion is given by
oqlB [l - exp{-2KR)} 0.12
35 " >— • M
In addition to the variables o,q,lB ,l, and k, the sphere radius R can also be
tuned to control the adsorption. The dependence of ac on k is now modified by R.
If R is sufficiently large, Eq. (1.3) reduces to Eqs. (1.1) and (1.2). If R is small,
but still satisfying the inequality of Eq. (1.3), the critical surface charge density
becomes,
f k2
,
low salt
,
(1.4)
fc
k6/5
,
high salt.
The high salt limit has been observed experimentally.26-28 Adsorption conditions
similar to Eqs. (1.3) and (1.4) were also derived for a uniformly charged cylinder. 32
These simple results were obtained using two key approximations, namely (i)
the polyelectolyte chain is uniformly swollen by short-ranged excluded volume and
long-ranged electrostatic interactions, and (ii) the critical adsorption condition is
Or ~ <
determined by assuming that the polyelectrolyte chain whas only an effective Gaus-
sian distribution function and no cooperative perturbation of the chain distribution
function by the surface is allowed. Although the numerical results of Ref[17] agree
with the analytical result of Eq. (1.2) in the high salt limit, it is desirable to test
the applicability of the above equations, (1.1 and 1.3), for the various limits.
Since the experimental study of adsorption of a single polyelectrolyte chain is
difficult and only recently attempts have been made, we have performed Monte
Carlo simulations to verify the predicted critical adsorption conditions for a poly-
electrolyte chain adsorbing onto oppositely charged planar and spherical surfaces.
We find the Monte Carlo simulation data to be in good agreement with the the-
oretical predictions of Eqs. (1.1) and (1.3) and conclude that the approximations
employed in the theory may be applicable to more complicated situations.
1.2 Model and Simulation Technique
Consider an impenetrable planar surface with uniform charge density a at z = 0.
The polymer chain with opposite charge is contained in the region z > 0. The
polymer is represented as a freely jointed chain consisting of a series of N segments
connected by freely rotating bonds of Kuhn length I. The contour length of the
chain is L = Nl. Each segment is ascribed a hard-core diameter a in order to
account for excluded volume interactions. In addition, each segment is assigned a
charge of +1.
We assume that the solution containing the polymer chain can be treated as a
continuum with an effective dielectric constant e at a given temperature T. The i th
and j
th
segments separated by a distance interact through an excluded volume
interaction due to hard-core repulsion
4
'0, Tij > a
,
(1-1)
and a screened Coulombic interaction
V2 {rij) = kBTlBq
*3
(1.2)
where q is the charge per segment. lB is the Bjerrum length,
lB =
47re0ekBT (1.3)
where e is the electronic charge, e0 is the permittivity of vacuum and kB is the
Boltzmann constant. « is the inverse Debye length which determines the range of
the electrostatic interaction. It is given by
k2 = AixiB ]T az\ (1.4)
where Cj and are the concentration and the valence respectively of the i th mobile
ion
The polymer segments interact with the surface, which is taken to be the (x
5
y)-plane at z = 0, through an excluded volume interaction,
r
0, Zi> a/2
,
s
00, Zi<a/2
and a screened Coulombic interaction,
(1.5)
K (1.6)
where z{ is the z-coordinate of the ith segment of the polymer (and the screened
Coulombic interaction is integrated over the planar surface at z - 0).
When the adsorbing surface is an impenetrable sphere of radius R, Eq. (1.5)
and Eq. (1.6) are replaced by
'
0, r, > R + a/2
,
(1.7)
k
co, Ti<R + a/2
and
Vm) = -kBT47rlBaqR i '—^ ^, (i.g)
where r{ is the distance between the i th segment of the polymer and the center of
the sphere.
In this simulation, the parameters are N, /, a, lB} a, q, and R. The adsorption
can be tuned by using any one of these parameters. The temperature T and the
dielectric constant e appear through lB . In the simulation performed in the present
study, N, kI and R/l are the variables. We have taken / = 1, a/l = >/3/2, lB /l = 1/3
and q = +1.
The chain is allowed to evolve by the dynamic Monte Carlo algorithm. 36 This
algorithm changes the chain conformation by local motion of segments. A segment
chosen at random is rotated through an angle a about the axis defined by adjacent
segments to a new trial position [For details, see Ref. 36]. If the chosen segment
lies at either end of the chain, it is moved through two randomly chosen angles d
6
and 0 to a new trial position. This new position is either accepted or rejected by
using the Metropolis rules: attempts are accepted if (1) the moved segment does
not overlap with other segments or does not touch or penetrate the surface, and
if (2) exp[{Vnew - Vold)/kBT] > T, where T is a random number between 1 and 0,
and V is the total potential energy of a given chain conformation. Whether the
move is accepted or not, each move is counted as a step. N such elementary moves
represent one Monte Carlo time step.
The simulation is carried out in three stages. First, the polymer chain is equi-
librated in the absence of the surface using the above procedure typically for 105
Monte Carlo steps. Next, the center of mass of the polymer chain is translated to
a point which is a certain distance, typically 5 times the radius of gyration of the
isolated chain, away from the surface. The polymer is then allowed to warm up
with the chain-surface interactions for another 105 Monte Carlo steps. After that,
the conformation of the polymer is changed by using the dynamic Monte Carlo
algorithm for over 106 Monte Carlo steps. Conformation statistics are collected
during this stage. The equilibrium quantities such as the radius of gyration, the
thickness of the adsorbed polymer, and the net attractive interaction energy Es
between the surface and the polymer have been obtained by averaging over 105
independent chain conformations. These independent chain conformations were
obtained by sampling the polymer chain at intervals of ./V Monte Carlo time steps.
Simulations have been carried out to determine the influence of N, k, and R on
adsorption of a polyelectrolyte.
7
1.3 Results and Discussion
1.3.1 An Isolated Chain
We begin our investigation by considering a single polyelectrolyte chain without
any surface interaction. The conformation of the polyelectrolyte chain is character-
ized by its root-mean-squared radius of gyration Rg . Rg /l, obtained by averaging
over 105 independent conformations, is plotted in Fig. 1.1 for kI = 0.01 and 10.0.
In the weak Coulombic screening limit (nl = 0.01), simulations show that the
polymer chain exists in an extended conformation and the radius of gyration is
proportional to the contour length, Rg ~ N. In the strong Coulombic screening
limit (kI = 10.0), the electrostatic repulsion within the polymer is screened and the
polymer recovers the excluded volume limit, Rg ~ jV0
- 6
.
The conformation of the chain can also be characterized by the ratio r =
(Re/Rg ) 2 , where Re is the root-mean-squared end-to-end distance. The values
of r are well known for a Gaussian chain (r = 6) and a rod (r = 12). 37 For a
polymer with excluded volume, the ratio (r = 6.3) was first obtained by Witten
and Schafer by using zero component field theory. 38 The measured ratio r is plotted
against kI for N = 30 in Fig. 1.2(a). The effect on the chain expansion is also
studied by changing the chain length. The values for the ratio r as a function of
the chain length are shown in Fig. 1.2(b). r is observed in the range of 9.7 to 6.3.
These results show that the polymer is a self-excluding chain in the high kI limit.
However, the polymer never becomes rod-like even in the very low kI limit which
is consistent with other simulations39 and experiments40 reported in the literature.
In an attempt to evaluate the usefulness of the mean field result for the expan-
sion factor li of a polyelectrolyte chain based upon the uniform expansion approx-
8
imation, we compare the Monte Carlo results for Rg with the full formula for h
in Fig. 1.3. The theory agrees well with Monte Carlo simulations in the high kI
limit but shows a systematic deviation in the low kI limit. This discrepancy can be
attributed to the fact that the theoretical prediction assumes the polymer to ex-
pand uniformly while a polyelectrolye chain is highly anisotropic in the low kI limit.
Additional contributing factor might be that the effective Gaussian approximation
used in the theory overemphasizes short length-scale behavior.
1.3.2 Surface Adsorption
We now proceed to consider the adsorption of the polymer chain onto a uni-
formly charged planar surface with charge density a = 1.0. The adsorption con-
ditions were studied by monitoring the polymer-surface interaction energy Es per
segment. Es/N for TV — 60 is plotted against kI in Fig. 1.4. There is a critical value
kc above which the polymer does not bind to the surface, keeping other parameters
fixed. Adsorption of the polymer chain by a surface occurs when the energy of ad-
sorption overcomes the entropy loss of the polymer due to surface confinement. By
increasing the salt concentration, the surface-polymer interaction is screened. At
the critical value kc , these two opposing tendencies exactly cancel each other. The
adsorption conditions from Monte Carlo simulations are plotted in Fig. 1.5 using
Eq. (1.1). There is no adsorption in the region above the curve. In the parameter
range below the curve, there is adsorption. The Monte Carlo simulation data show
excellent agreement with the theory.
The thickness of the adsorbed polymer on the surface was determined by mea-
suring the squared root of the second moment of the monomer density away from
the surface. The results are compared with the prediction from theory for N = 60
9
in Fig. 1.6. The thickness of the adsorbed polymer is finite and increases with
increasing kI When kc is rearched, the thickness diverges. The conformation of
the adsorbed polymer chain with chain lengths N = 20,40,60, and 80 are charac-
terized by the radii of gyration perpendicular and parallel to the surface in Figs.
1.7(a) and 1.7(b), respectively. The surface does not affect the size of the polymer
until the polymer is adsorbed. Before adsorption, the polymer is free to rotate.
The ratio of the parallel component to the perpendicular component of the radius
of gyration is y/2 which is expected from geometry.
When the polyelectrolyte is adsorbed onto the surface, the parallel component of
the radius of gyration R9z becomes comparable to I for very small values of kI. Due
to the strong long-ranged interaction between the polymer and the surface for small
values of kI, polymer conformations are much flatter than those for homopolymers
with weak and short-ranged segment-surface interactions. The parallel component
of the radius of gyration Rg \\ increases due to the electrostatic repulsion within the
chain and the confinement onto the surface.
We also consider the adsorbing surface to be a sphere of radius R with uniform
charge density a. Fixing a = 0.5 and N = 60, we studied the effect of changing
R on adsorption. For kI = 0.6, Es/N is plotted against R in Fig. 1.8. There
is a critical value, Rc , below which adsorption does not occur. With a constant
surface charge density, decreasing the size of the sphere reduces the total number of
charges on the surface and hence the electrostatic energy between the polymer and
the surface. The critical radius Rc for adsorption is plotted against kI in Fig. 1.9.
The Monte Carlo simulation results show reasonable agreement with the theory.
Rg of the polymer with N = 60 near an adsorbing sphere is plotted against k,1
for R/l — 1, 2, 3, 4, 5, 7, and 20 in Fig. 1.10(a). Rg for an isolated polymer without
the influence of any surface is also included for comparison. When the polymer is
10
adsorbed, Rg of the polymer is not only controlled by kI but also by R. R
g 0f the
adsorbed polymer is plotted against R for nl = 0.1 in Fig. 1.10(b). For small R/l,
the sphere binds to the polymer without affecting its conformation. As the surface
area of the sphere is large enough to attract only a few polymer segments, several
loops are formed, and now Rg of the adsorbed polymer is much smaller than that
of a free chain. However as R/l increases further, the surface area is large enough
to accommodate as many segments as in the polymer so that the polymer is able to
wrap around the sphere. The size of the polymer now is dictated by the size of the
sphere. Therefore, the size of the polymer first decreases rapidly with an increase in
R, reaches a minimum value, then increases gradually again, and eventually reaches
the planar surface limit. These results may provide insight into the dilute solution
precipitation of aggregations formed by complexation between oppositely charged
species.
1.4 Conclusions
We have performed Monte Carlo simulations to examine the conformation and
adsorption conditions of a uniformly charged polyelectrolyte onto oppositely charged
planar and spherical surfaces. Although there are many experimental variables such
as cr, q, N, e, T, R, and k, a simple combination of these variable has been theoreti-
cally proposed to describe the adsorption criteria in terms of Eqs. (1.1) and (1.3).
The major goal of the present Monte Carlo simulations is to test the validity of
these equations. Our results demonstrate that the essential features of Eqs. (1.1)
and (1.3) are qualitatively correct, as discussed above. The additional effects of
chain stiffness, heterogeneities in the distribution of charges on both the polymer
and the surface, competitive adsorption by several polyelectrolyte chains, and ki-
ll
netics of adsorption need to be addressed in these simulations in order to compare
with experimental results.
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Figure 1.1 the root-mean-squared radius of gyration Rg /l versus N for kI = 0.01
and kI — 10.0. Slopes of 1.0 and 0.6 are included as guides in the figure.
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Figure 1.3 Comparison between Monte Carlo simulation data and a variational
calculation for the root-mean-squared radius of gyration of a uniformly charged
polyelectrolyte.
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Figure 1.4 The net polymer-surface interaction energy per segment Es/N as a
function of kI for N = 60, T = 1.0, and a = 1.0.
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Figure 1.5 Comparison between Eq. (1.1) and Monte Carlo simulation data for
adsorption of a uniformly charged polyelectrolyte to a uniformly charged surface.
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Figure 1.6 The thickness of the adsorbed polymer layer predicted from theory
and Monte Carlo simulation data for TV = 100, T = 1.0, and a — 1.0.
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perpendicular and (b) parallel to the surface.
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Figure 1.8 The net polymer-surface interaction energy per segment Es/N as a
function of the radius R of a uniformly charged sphere for N = 60, T = 1.0 and
a = 0.5.
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Figure 1.9 Dependence of the critical radius Rc on id. The curve is Eq. (1.3)
and the data are from Monte Carlo simulations.
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Figure 1.10 (a) The root-mean-squared radius of gyration Rg versus nl for R —
1,2,4,5,7,10, and 20. Rg for an isolated chain is included for comparison. The
same data for k,1 = 0.1 are plotted as a function of the sphere's radius R in (b).
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CHAPTER 2
POLYELECTROLYTE ADSORPTION ON
HETEROGENEOUSLY CHARGED SURFACES
2.1 Introduction
The interaction of polyelectrolytes and charged surfaces is an important phe-
nomenon in industrial and biological processes. Some examples of the former in-
clude enhanced oil recovery by polymer-micelle flooding,41 flocculation of cellu-
losic fibers in the manufacturing of paper,42and drug release from pharmaceuti-
cal tablets. 43 Examples in biological systems include signaling, 44 immobilization of
enzymes in polyelectrolyte complexes,45 and purification of proteins by selective
precipitation. 46 As a result, the adsorption of polyeletrolytes to charged particles
has been the subject of extensive experimental investigation. 48,6 There have been
studies of isolated polyelectrolytes complexing with latex spheres, 2 2 proteins,23
" 25
micelles,26-28 vesicles,29 and microgel particles. 31 These particles have distinct sur-
face characteristics which give rise to different binding behaviors with the polyeletrolytes.
They may be different in the charge density, the sign of the surface charge (in com-
parison with that of the polyelectrolyte), surface curvature, and heterogeneity of
the surface charge distribution.
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The simplest example of polyelectrolyte adsorption deals with a uniformly
charged polymer adsorbing to an oppositely charged planar surface with uniform
charge density in a neutralizing medium containing a known amount of added salt.
The use of the ground state dominance approximation and the separability assump-
tion allows us to produce a simple equation whereby the adsorption conditions of a
polyelectrolyte can be predicted. 104 This theory has been extended to adsorption of
a polyelectrolyte chain onto a spherical32 surface and a patterned planar surface. 47
These theories have been validated using Monte Carlo simulations. 47 '49
However, the heterogeneity of the surface charge distribution is not completely
addressed in these theories. In some experimentally relevant situations, the surfaces
often have a non-uniform charge distribution. For example, a micelle or a vesicle
may have a net opposite charge in comparison with that of the polyelectrolyte,
but the surface may contain isolated regions of charges with neutral material in
between. 26 When a polyelectrolyte is near the surface, there may be competition
between these differently charged regions. In the case of a protein, the surface can
have both positive and negative charges. The overall charges on the surface can
be tuned by changing the pH of the solvent. It has been observed that complex-
ation can still occur even when the net charge on the protein is similar to that
of the polyelectrolyte. 23 There have been theoretical attempts to study adsorption
of homopolymers onto random surfaces by using analytical methods 13 and Monte
Carlo simulations.52-54 However, these studies only considered neutral polymer with
short-range interactions. There have also been recent simulation attempts55-57 to
understand adsorption of neutral heteropolymers to neutral heterogeneous surfaces.
In this chapter, we consider uniformly charged polyelectrolytes placed above
planar surfaces containing both positive and negative charges. While surface com-
plexation is governed by many factors, some of which are mentioned above, we
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focus on the net charge of the surfaces. The positions of the charges are fixed but
the distribution is otherwise random. We also consider the role of salt concentra-
tion of the solution on polyelectrolyte behavior. We have performed Monte Carlo
simulations to estimate the critical adsorption conditions for polyelectrolyte chains
to heterogeneous surfaces. The simulation data illustrate the effects of the surface
charges and salt concentration on polyelectrolyte behavior. Regions of repulsive
and attractive potential, whose intensities are governed by the screening length of
the electrostatic interactions between the chain and the surface, exist above the
surface and play a major role in determining the likelihood of adsorptiion.
2.2 Model and Simulation Technique
Consider a semi-infinite three-dimensional space with an impenetrable planar
surface at z = 0. The surface is decorated by a square lattice of size 50x50. At
the center of each square, we randomly put a +1 or -1 charge. The total fraction
of positive charges on the lattice is defined as p. The positions of the charges are
fixed during the simulation. The polymer chain charged uniformly with each bead
bearing a unit positive charge is contained in z > 0 space. Let us assume that the
solution which contains the polyelectrolyte chain can be treated as a continuum
with an effective dielectric constant e at a given temperature T.
The polymer chain is represented as a freely jointed chain comprising TV seg-
ments connected by freely rotating bonds of Kuhn length Each segment is as-
cribed a hard-core diameter a in order to account for excluded volume interactions.
In addition, each segment is assigned a charge of +1. The zth and jth segments
separated by a distance interact through an excluded volume interaction due to
hard-core repulsion
25
Vi(ro-) =
0, rij > a
oo, rl3 < a
(2.1)
and a screened Coulombic interaction
Vi{rij) = kBTqtq3 lB (2.2)
where q% is the charge per Kuhn length of the i th segment, kB is the Boltzmann
constant, and lB is the Bjerrum length,
'B =
<
2 -3
>
where e is the electronic charge and e0 is the permittivity of vacuum, k is the
inverse Debye length, determining the range of the electrostatic interaction, and is
given by
9 47re
2
^ 0
where q and ^ are the concentration and the valence, respectively, of the i th mobile
ion.
The lattice on the surface is taken to be the x-ypl&ne at z = 0. The polymer
segments interact with the surface through an excluded volume interaction,
0, z{ > a/2
= { (2-5)
oo, Z{ < a/2
where Z{ is the z-coordinate of the zth segment of the polymer.
The polymer segments also interact with the charges on the lattice with a
screened Coulombic interaction,
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VMs) = -kBTlBq3
eM~^\
(2 6)
Here, q3 is the charge (+1 or -1) of the unit making the jth element of the lattice
on the surface and rl3 is the distance between the zth segment of the polymer and
the jth element of the lattice.
It must be pointed out that the electrostatic interaction between the polymer
and surface is described only through the Debye-Hiickel potential of Eqs.(2.2) and
(2.6). The actual electrostatic potential between a charged monomer of a polymer
and a charged group of a surface in an ionic solution is unknown at present. The
counterions of the polyelectrolyte and the surface, and dissociated salt ions are
assumed to be randomly distributed and consequently appear through the value of
the Debye length. If the solution conditions were to allow counterion condensation,
the values of the parameters ql and k would be modified. The potential used here
is sufficient in addressing the generic questions pertinent to the adsorption of a
polyelectrolyte on a charged heterogeneous surface. But, care must be exercised
in any quantitative comparison between the results given below and experimental
results.
The basic parameters in this model simulation are 1,<i,,Ib,P, and k. The tem-
perature T and the dielectric constant, e, appear through the Bjerrum length,
In the simulation performed in the present study, we have fixed I = 1, a/l = \/3/2,
lB /l — l/3 5 and iV = 60. td and p are the variables in the simulation.
The chain is allowed to evolve by a dynamic Monte Carlo algorithm. 36 This
algorithm changes the chain conformation by local motion of segments. A segment
chosen at random is rotated through an angle a about the axis defined by adjacent
segments to a new trial position. If the chosen segment lies at either end of the
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chain, it is moved through two randomly chosen angles d and 0 to a new trial
position (For details, see Ref. 36). Appropriate statistical weights are assigned
to the configuration by Metropolis rules: attempts are accepted if (1) the moved
segment does not touch or penetrate the surface or does not overlap with other
segments, and if (2) exp[-(Vnew - Vold )/kuT] > T, where 0 < T < 1 is a random
number and V is the total potential energy of a given chain conformation. Whether
or not the move is accepted, each move is counted as a step. N such elementary
steps compose one Monte Carlo time step.
The simulation is carried out as follows. First, we fix the value of k. Then, a
random surface is created for a given p. The polyelectrolyte chain is created and
equilibrated in the absence of the surface using the above procedure for typically
105 Monte Carlo time steps. Next, the polymer is translated so that its center of
mass is above the center of the surface and the monomer closest to the surface is
at a distance of 5/. The Monte Carlo clock is reset to 0 and data are taken for
106 more time steps. For the next value of k, we create a new random surface and
repeat the above procedure. For the purposes of this investigation, we consider a
polymer to be bound to the surface if at least one of its monomers with position
(x, y, z) satisfies the following conditions
0 < x < 50
bound = \ o < y < 50 • (2-7)
z < a
The number of contacts with the surface, the adsorption energy per segment, E8 ,
and the density profile, p(z), are sampled. The adsorption energy per segment is
defined as
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E
> = jjE'£Unj ).
* 3
The density profile is defined as
i
where z{ is the z position of the zth segment.
2.3 Results and Discussion
2.3.1 Adsorption to net attractive surfaces
We first consider the adsorption of a single polyelectrolyte to an oppositely
charged surface, where p = 0. For kI = 0.45, the time evolutions of the polymer-
surface interaction energy Es and the number of monomers bound are given in
Figs. 2.1(a) and 2.1(b), respectively. The polymer is placed near the surface at
zero time. As the chain is allowed to undergo dynamics under the influence of
the potential from the surface in addition to the intrachain interaction, the surface
interaction energy starts to decrease, and eventually the polymer is adsorbed onto
the surface. The polymer chain stays adsorbed onto the surface until the end of
the simulation. Now, we consider the effect of increasing the number of repulsive
charges on the surface. For kI = 0.45 and p = 0.4, the time evolutions of the
polymer-surface interaction energy Es and the number of monomers bound are
given in Figs. 2.1(c) and 2.1(d), respectively. In comparison with Figs. 2.1(a)
and 2.1(b), the adsorption energy is weakened by the repulsive charges on the
surface, and the number of monomers bound also decreases. As a comparison of
the adsorbed polymer's confirmations, the monomer density profiles for p = 0.0
(2.8)
(2.9)
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and 0.4 are presented in Fig. 2.2. At Kl = 0.45, the polyelectrolyte can adsorb onto
each surfaces. The adsorbed polymer has a stronger surface interaction energy with
the p = 0.0 surface. The adsorbed layer is confined closer to the surface. For the
p = 0.4 surface, the repulsive charges on the surface weaken the adsorption and the
adsorbed layer expands.
The adsorption transitions can be monitored by measuring the time average of
E8
,
< Es >, which is plotted against kI in Fig. 2.3 for p = 0.0 and 0.4. There
are critical values of kc above which the polymer does not bind to the surfaces
and the adsorption energy is zero. Adsorption of the polymer chain by a surface
occurs when the energy of adsorption overcomes the entropy loss of the polymer due
to surface confinement. By increasing the salt concentration, the surface-polymer
interaction is screened. At the critical values kc , these two opposing tendencies
exactly cancel each other. Near kc , the < Es > may be negligible even though the
polymer may be adsorbed. In order to insure that we determine the adsorption
transitions accurately for all simulations, we also examine the average number of
monomers bound to the surface. When both the total number of monomers bound
to the surface and the average adsorption energy per monomer go from zero to
nonzero, we define that point as the adsorption point.
2.3.2 Adsorption to net neutral and repulsive surfaces
In Fig. 2.4, we plot kc I versus p. Adsorption is regularly and repeatedly observed
even for net neutral and repulsive surfaces (0.5 < p < 0.52), in addition to attractive
surfaces (p < 0.5). For a given surface, the polymer chain is also observed to reside
on a certain region on the surface. In order to quantify properties of this region,
we calculate the effective charge density peg, the fraction of positive charges in
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the region within which adsorption occurs. We first identify the region on the
surface in the x-y plane where the polymer chain forms contacts for more than 100
Monte Carlo time steps. Then, within this region we compute peff by dividing the
total number of positive charges by the total number of charges. If there are two
or more disconnected attractive regions on the surface, peff is taken by averaging
these different regions. Figure 2.5 shows a surface of p = 0.516 and the simulation
was run with rd = 0.05. The outlined area is the region within which adsorption
occurred. peff is found to be 0.43, significantly lower than the p of the overall
surface, 0.516.
Indeed, for all values of p < 0.52, the binding region has value of peff which
is significantly lower than the p for the entire surface. Figures 2.6(a) and 2.6(b)
are graph of peff for surfaces of p = 0.25 and 0.516, respectively. For cases where
the overall p is attractive and for cases where the overall p is repulsive, pe^ is
always lower than p and peff is always attractive. This difference between peff
and p is created by the spatial inhomogeneity of the surface charges. Since the
charges are put on the surface randomly, there may be some regions with more
attractive or repulsive charges. When the polymer chain approaches a net neutral
or a slightly repulsive surface, adsorptions will occur on these attractive regions.
Since there may be more than one attractive region, the exact location of the
adsorbed polyelectrolyte strongly depends on the initial conditions.
2.3.3 Polymer adsorption kinetics
The kinetics of adsorption were studied by following the position of the polymer
during the simulation. At every point above the surface, a monomer will experience
a potential field generated by the heterogeneous surface. We can divide the space
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above the surface into regions of attractive potential and regions of repulsive poten-
tial as governed by the charge distribution of the surface and the long-range nature
of electrostatic potential. We observe the motion of the polyelectrolyte through
this field.
In order to visualize the potential, we discretized space above the surface. At
z = 0.5 we imagined a 60x60 lattice centered over the center of the surface. The
50x50 lattice sites in a square region were located directly above surface charges
so that this lattice overhangs the surface by 5 sites on each edge. We calculated
and stored the potential at each lattice site. We recorded the maximum value of
the absolute potential. After the potential of every lattice site was calculated, we
went through the lattice again. If the absolute value of the potential at a site was
within 1.0% of the maximum value, we put a cube at that site. The size and the
color of the cube depended on whether the potential is repulsive or attractive: a
large dark gray cube corresponds to repulsive potential and a small light gray cube
corresponds to attractive potential. After the values of potential at z = 0.5 were
mapped, we performed the same procedure for z - 1.5,2.5,3.5,4.5,5.5, and 6.5.
For purposes of illustration, we present a typical case for the distribution of
charges illustrated in Fig. 2.7(a). The fraction of positive charges on the entire
pattern p is 0.52 so that the net charge of the surface is similar to that of the poly-
electrolyte. At kI = 0.35, the outlined area is the region within which adsorption
occurred. pe^ was found to be 0.41, significantly lower than the p of the overall
surface, 0.52. The pattern has a large region of negative charges which create an
attractive region. The time evolution of Es is given in Fig. 2.7(b). Initially, a poly-
mer is placed above the surface and the adsorption energy fluctuates near the zero
point. At t ~ 6400, the adsorption energy starts to decrease and reaches a steady
state near t ~ 20700. The snapshots of the polymer chain at different times are
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shown in Figs. 2.7(c-f). At t = 6400, when the polymer is above the center of the
pattern where there is a large region of repulsive potential, the polymer avoids the
repulsive region, moves towards the region of attractive potential, and eventually
adsorbs.
The polymer is able to bind to the surface due to the attraction of the charges
to an attractive area on the surface. Though that region contains some repulsive
charges, the polymer is able to bind to it because the overall potential above that
section is still attractive. This indicates that the correlation of attractive charges
on the surface is one of the most important factors in determining whether or not
a polymer will bind to the surface. Identification of the regions of potential above
the surface helps to explain why peff is less than p: the polymer is repelled from
the repulsive potential and guided towards the region of attractive charges by the
overall attractive potential of a region of highly correlated opposite charges.
The time-dependent mean-squared displacements, R2 (t), of the center of mass
of the polymer chain was monitored during the calculation, where
R2{t)=<[RcM(t)-RCM{0)] 2 > (2.10)
with RcAf{t) being the position vector of the center of mass of the chain at time t.
Figure 2.8 contains the double-logarithmic plot of R2 {t) perpendicular and parallel
to the surface of the polyelectrolyte versus Monte Carlo time for the representative
cases, viz., p = 0.0 and 0.52 for kI = 0.05 and 0.75, respectively
For p = 0, both situations kI — 0.05 and 0.75 correspond to polyelectrolyte
adsorption. As seen from Fig. 2.8(a), the chain is first confined to a two-dimensional
layer and then two-dimensional localization proceeds[Fig. 2.8(b)]. This corresponds
to the kinetics of adsorption of a chain. In the crossover region of two-dimenstional
localization, an apparent exponent u, (< R2 {t) > ~tv ), can be tabulated as a
33
function of p, «, and time range. For p = 0.52, at kI = 0.75 (above the adsorption
threshold), the motion of the chain can be described by classical diffusion, R*(t)~t
When the range of the electrostatic interaction is increased to kI = 0.05,
from diffusion to localization is shown in Figs. 2.8(a) and 2.8(b).
a crossover
2.4 Conclusions
We have performed Monte Carlo simulations to examine the conformation, ad-
sorption conditions, and kinetics of a uniformly charged polyelectrolyte adsorbing
onto heterogeneously charged surfaces. A heterogeneously charged surface can cre-
ate a complicated potential field above the surface. Under the influence of this field,
the polyelectrolyte seeks out the area of lower potential. The region to which the
polymer adsorbs consistently is more attractive than the surface as a whole so that
adsorption occurs even between similarly charged objects. Our calculations offer a
strategy to determine the charge heterogeneity on surface using a polyelectrolyte
chain as a probe, for example, (by attaching it to an AFM tip). The additional
effects58 of chain stiffness, heterogeneities in the distribution of charges on the
polymer, and competitive adsorption by several polyelectrolyte chains need to be
addressed in these simulations in order to facilitate a comparison with experimental
results.
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Figure 2.1 (a) and (b) are the time (t) evolutions of the net polymer-surface in-
teraction energy per monomer Es and the number of monomers bound, respectively,
for p = 0.0. (c) and (d) are the time (t) evolutions of the net polymer-surface inter-
action energy per monomer and Es the number of monomers bound, respectively,
for p = 0.4. The value of kI is 0.45 for both p = 0.0 and 0.4.
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Figure 2.2 The density profile p(z) in the z-direction for p = 0.0 and 0.4. The
value of kI is 0.45.
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Figure 2.3 The average polymer-surface interaction energy per segment < Es >
as a function of kI for p = 0.0 and 0.4.
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Figure 2.4 Dependence of nc l on p. A line is included as a guide in the figure
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Figure 2.5 The distribution of positive and negative charges on a patterned
surface (p = 0.516). The region where the binding occurred is outlined on the
pattern. The value of kI is 0.05 and pefj is 0.43. (gray and white squares represent
positive and negative charges, respectively).
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Figure 2.6 The effective positive charge density pejj for (a) p = 0.25 and
p = 0.516.
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Figure 2.7 (a) Pattern (p = 0.52) investigated by Monte Carlo simulations, (b)
Time (t) evolution of the net polymer-surface interaction energy per monomer Es
for kI = 0.35. (c)-(f) correspond to the position of the polymer in the potential
field.
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Figure 2.8 (a) Mean-squared displacement perpendicular to the surface of the
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CHAPTER 3
SELF-CONSISTENT FIELD THEORY FOR SPHERICAL
AND CYLINDRICAL POLYELECTROLYTE BRUSHES
3.1 Introduction
A polymeric brush is made up of polymers grafted to a surface by chemical
or physical means. The understanding of these systems is essential to colloid
stabilization2 and some biological systems. 59 Uncharged polymer brushes are well
understood because of various theoretical60-69
,
experimental70-73
,
and computational74 '75
studies. Excellent reviews can be found in the literature. 76 '77
While the above developments focused on uncharged polymer brushes, consider-
able interest exists in polyelectrolyte brushes equilibrated with electrolyte solutions
of varying solvent quality. 78-93 The simplest polyelectrolyte brush consists of linear
polyelectrolytes grafted onto a planar or curved neutral surface. Various experimen-
tal studies have been performed to probe the conformation of the polyelectrolyte
brushes. 89-93 There are many features that control the brush density profile. These
include size and ionization of the polymers, grafting density, surface curvature,
and the amount of added salt in the solution. Because of the nature of the long-
range electrostatic interaction, this problem is more difficult to treat theoretically
than that of the neutral brushes. Theoretical studies often employ Debye-Hiickel
approximation to account for the electrostatic interaction.
78-84 There are some at-
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tempts to investigate the problem by taking into account of the free ions in the
solvent explicitly.*— However, the differences between two ways of treating the
electrostatic interaction in polyelectrolyte brushes have not been fully investigated.
Recently, the applicability of Debye-Hiickel approximation in polymer systems
has been criticized.96 '97 The Coulomb interaction between the ionized groups is
screened by the presence of the counterions and additional salt ions in the solution.
The screened interaction is usually taken into account by a mean-field potential,
the Debye-Hiickel potential. Debye-Hiickel potential is a solution to the linearized
Poisson-Boltzmann equation, and it is a good approximation for systems with weak
electrostatic interaction. In the case of a polyelectrolyte brush, the charges on the
polymers are highly correlated and there can be a strong coupling between the
brush and the free ions. When this non-linear effect is important, Debye-Hiickel
approximation may not be valid. The major goal of the following study is to
establish the regimes where Debye-Hiickel approximation is valid by using self-
consistent field theory.
Self-consistent field theory (SCFT) for a neutral polymer with excluded volume
was first developed by Edwards. 94 The technique is a general and powerful tool
for obtaining mean-field results for non-linear problems. The technique has been
utilized to study many different systems such as uncharged polymer brush60
,
diblock
copolymer95
,
and polyelectrolyte adsorption 12 with fruitful results.
In the following study, we apply SCFT to investigate polyelectrolyte brushes
grafted onto uncharged spherical and cylindrical surfaces with no added salt. We
will focus on the effects of changing ionization of the polymers and core radius.
The density profile of the polymer brush and the counterion distribution are also
calculated. Calculations with explicit counterions are compared with Debye-Hiickel
44
approximation. The results show that Debye-Hiickel approximation is valid in the
low ionizaiton limit and in the small core radius limit.
3.2 Self-Consistent Field Equations
In this section we present the self-consistent equations for polyelectrolyte brushes.
There is a vast literature on the formalism of SCFT. 60 -5 - 12 We will not present the
derivation of the equations. Calculating the ions explicitly, the self-consistent equa-
tions are
l
2
^
G fc (s,f)=0 A: = 0,1
G0 (a,x) = 5(x) Jim G0 {s,x) = 0
\x —>oo
Gi(a,f) = 1 Jim G 1 {s,x) = 0
£|-»00
Wijpj{x) +lB J d
3
x
,ZiZjPj(x')
x — X'
J =P,c, +,
(3.1)
(3.2)
(3-3)
(3.4)
Np J dsG0 (s,x)Gi(L - s,f)
Pp(x) = —°-
J d?xGo{L,x)
Nte-*iW
c,+,
(3.5)
(3.6)
Ib =
ftPxe-**w
AnelokT ls ^ne Bjerrum length and W(j is the excluded volume parameter
between species i and j. pi is the density distribution of polymer segments (i=p),
counterions (i=c), and salt ion species (i=+,-)- The density distribution of the free
ions is assumed to follow a Boltzmann weight, e~^x\ In fact, this assumption can
yield inconsistency in calculating the potential. 98 In our study, we ensure that this
inconsistency does not occur in the calculations.
Gk are propagators obeying the diffusion equation, L is the contour length of
the polymer, and a is the core radius of the surface. For i — c, +, -, JVi and Z{
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are the total number of ion species in the system and the valence times the charge,
respectively. For i = p, Np is the total number of polymers grafted onto the surface
and Zp is the valence of the charges on the polymer times the linear charge density
of the polymer. In this study, the unit of length is measured in terms of Kuhn
segment I. Using Debye-Hiickel approximation, the free ions can be integrated out.
Eq. (3.4) is replaced by the following equation,
J \x — x'\
(3.7)
er
where « is inverse Debye length defined in the previous chapti
We assume that the polymers are densely grafted onto the solid surfaces. The
density profiles and the diffusion equations are independent of the angles. We are
interested in systems which electrostatic interaction dominates and the excluded
volume interaction can be ignored, — 0.
For a spherical brush, the center of the surface is located at the origin. The
diffusion equation is
Gk {s,r) = 0 (3.8)
where r is the distance from the center of the sphere
From the integral form of Poisson equation, the electrostatics potential term is
*<W = lB Zi
r oo
-J dnri
2
p(n) + J dririp(ri) (3.9)
where p(r) is the total charge density at r, p(r) = X)j ZjPj{r )-
With Debye-Hiickel approximation, the potential term is equal to
%{r) = 4tt/bZ
r 0 , ^Exp(-Kr)smh(K,ri) f , 2 / ,Exp(-K,ri)smh(K,r)
/ dnripin) + / (tropin)
J T\TK J
(3.10)
where p(r) is the charge density from the polyelectrolyte brush, p(r) = Zppp {r)
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For a cylindrical brush, the polymers are grafted onto an infinitely long cylinder
centered along the z-axis. The diffusion equation is
'
I
2
1 d . d .
Gk {s,r) = 0 (3.11)
where r is the distance away from the axis of the cylinder.
From the integral form of Poisson equation, the potential term is
r oo
ln{r)
J dnrip(n) + J dnlnir^r^n) (3.12)
With Debye-Huckel approximation, the potential term is equal to
%{r) = 4irlBZp
' OO
J
dr l r l p{r ] )I0 (tzr)K0 {Kr l ) + J dr^^^^I^r^K^r)
,a r
(3.13)
where I0 (x) and K0 (x) are the zero-th order modified Bessel functions.
The final task is to solve the equations numerically. The equations are solved
iteratively until a fixed point is reached. In this study, we focus on the salt free limit,
N+- = 0 and the counterions are monovalent, Zc = -1. We define the grafting
density a as NP/A, where A is the surface area. The charges on the polymer are
also monovalent and Zp is equal to the charge density.
3.3 Results and Discussion
3.3.1 Density Profile
We begin our investigation by examining the density profile of a cylindrical
brush and its counterions. The density profiles, pp (r) and pc (r), are given in Fig.
3.1 for a = 0.1, a = 6.37, Zp = 0.1, and L = 20. Most of the counterions
are localized within the polymer brush. This is an indication of strong electrostatic
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interaction between the brush and its counterion, F lgnre 3.2 shows the density of a
cylindrical brnsh with a = 6, a = 0.0796, Zp = 0.07, and L = 50. Calculations with
explicit connterions(E.C) are compared with Debye-Hiickel approximation(D.H.).
The results from two ways of accounting for the electrostatic interaction show a
large difference. With D. H., the polymer brush extends much further away from
the surface. Using the same values of the parameters in Fig. 3.2, the density
profile of a spherical brush is plotted in Fig. 3.3. There is no difference between
calculations with the explicit counterions and the Debye-Hiickel approximation.
This hints that the geometry of the system plays an important role in the validity
of Debye-Hiickel approximation.
3.3.2 Brush Height
In this section, we proceed to examine the effects of changing the core radius(a)
and the charge density of the polymer(Zp ). In the previous section, we examined
the density profiles of polymer brushes. The conformation of a polymer brush can
also be characterized by its brush height h. The definition of h is given by the
following equation,
00
/ drr
a+l p(r)
h = ~ (3.14)
/ drrap(r)
a
where a is equal to 1 and 2 for cylindrical and spherical geometries, respectively.
We first consider the dependence of h on the core radius a for a spherical brush.
In Fig. 3.4, we plot h versus a with a = 0.0796, Zp = 0.07, and L = 50. For small
values of a, the results from E. C. agree well with calculations from D. H. but they
show a small systematic deviation in the large a limit. With a = 0.0796, Zp = 0.07,
and L — 50, the brush height h for a cylindrical brush as a function of a is shown
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in Fig. 3.5. The results form E. C. and D. H. overlap each other in the small a
limit bnt show a hnge discrepancy in the large a limit. For large a, D. H. always
overestimates the brush height in both spherical and cylindrical brushes. For the
same values of a, Zp , and L, the difference is much larger in a cylindrical brush
than in a spherical brush.
We now proceed to investigate the effect of changing Zp on brush height. In
Fig. 3.6, we plot h versus Z
v
for a spherical brush with a = 0.557, a = 0.1, and
L = 50. The results from E. C. and D. H. are indistinguishable. With a = 0.111,
a = 0.1, and L = 50, the brush height h for a cylindrical brush as a function of Zp
is shown in Fig. 3.7. Note the grafting density a is even smaller than the one in the
spherical case. The results form E. C. and D. H. overlap each other in the low Zp
regime. They show a small but noticeable discrepancy in the high Zp limit. Similar
to the effect of changing the size of the radius, the D. H. overestimates the brush
height in the high Zp limit. This discrepancy can be attributed to the counterion
distribution. For small values of a and Zp , the total number of charges on the brush
is small. The electrostatic interaction between the polyelectrolyte brush and it's
counterions is weak and Debye-Hiickel approximation is valid. When the value of
a or Zp is high, there is strong attraction between the polyelectrolyte brush and
it's counterions. The counterions are localized within the polymer brush. Due
to the partial electro-neutrality, the screening of the electrostatic repulsion within
polymer brush is enhanced, which D. H. does not account for.
3.4 Conclusions
We use SCFT to investigate the effect of changing core radius and charge den-
sity on the curved polyelectrolyte brushes with no added salt. The major goal of
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the present study is to test the validity of the Debye-Huckel approximation. Our re-
sults show that Debye-Hiickel approbation is a good approximation for a weakly
charged polymer brush grafted on a surface with small radius. The geometry of the
system also plays an important role in the validity of the Debye-Hiickel approxi-
mation. The approximation gives better results in the spherical case than in the
cylindrical case.
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Figure 3.1 The density profiles, pp (r) and pc (r), for a cylindrical brush with
a = 0.1, a = 6.37, Zp = 0.1, and L = 20.
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Figure 3.2 pp (r) for a cylindrical brush with a = 6, a = 0.0796, Z?J = 0.07, and
L = 50.
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Figure 3.3 pp {r) for a spherical brush with a = 6, a = 0.0796, Zp — 0.07, and
L = 50.
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Figure 3.4 For a spherical brush, brush height(/i) is plotted as a function of the
core radius(a) with a = 0.0796, Zp = 0.07, and L — 50.
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Figure 3.5 For a cylindrical brush, brush height(/i) is plotted as a function of
the core radius(a) with a = 0.0796, Zp = 0.07, and L = 50.
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Figure 3.6 For a spherical brush, brush height (/i) is plotted as a function of
linear charge density of the polymer(Zp ) with a — 0.557, a = 0.1, and L = 50.
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Figure 3.7 For a cylindrical brush, brush height (/i) is plotted as a function of
the linear charge density of the polymer(Zp ) with <7 = 0.111,a = 0.1, and L — 50.
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CHAPTER 4
SCREW DISLOCATIONS IN A BLOCK COPOLYMER
LAMELLAR PHASE
4.1 Introduction
The order-disorder transition (ODT) of block-copolymer melts have been stud-
ied theoretically"- 109 and experimentally 110- 116 over the past two decades and is
well understood. When a block-copolymer system is microphase separated, the
ordered phase can have many different morphologies. For this study, we are in-
terested in the lamellar morphology formed by symmetric diblock copolymers. At
the onset of microphase separation, grains of lamellar phase with different orien-
tations grow simultaneously. The interface between lamellae from different grains
constitutes a grain boundary. The grain boundaries in diblock copolymer system
have a great impact on material properties, such as a reduction in elastic modulus
and increase in gas permeability. Due to the symmetry, the only two independent
grain boundaries in the lamellar phase are tilt and twist types. The tilt grain
boundary is understood from experimental and theoretical investigations. Experi-
mentally, Gido et al. ul investigated the tilt boundary using transmission electron
microscopy (TEM). Polis and Winey 118 studied tilt grain boundaries by applying
large amplitude shear. Computer simulations of tilt grain boundaries were per-
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formed in both the weak- and the strong™ segregation limits. The experimental
results agree well with the simulations.
On the other hand, computer simulations on the twist gram boundary (TGB)
in diblock coplymer systems are laeking. The geometry of a TGB is shown in Fig.
4.1(a). The angle, a, between the normals of the layers defines the twist angle. Two
kinds of TGB has been observed in experiments. 117 They are a helicoid section and
a doubly periodic structure, shown in Fig. 4.1(b) and (c) respectively where x, y,
and z are the Cartesian coordinate. Helicoid sections are observed only for angles
less than 15°, while doubly periodic structures are observed for all angles (a).
In order to gain a quantitative understanding, Gido and Thomas 121 modeled
the doubly periodic structure with Scherck's first surface. The explicit expression
for the surface is:
expl- sm(a)x} =
CQS[% {cob(q/% + sin(q/2)s}]
D K ' 1 cos[^ {cos(a/2)y - sin(a/2)*}] (4>1)
where D is the lamellar period. Each plane is separated by D/2 Their assumption
is that the energy of TGB is dominated by the surface term. Since Scherck's first
surface is a minimal surface, it minimizes the interfacial area between blocks and
is the preferred surface geometry.
Besides diblock copolymers, liquid crystals in a smectic-A phase also form lamel-
lar structure. TGB in a smectic-A liquid crystal phase is often described in term of
an array of screw dislocations. 122 Despite the similarity between smectic-A liquid
crystal phase and symmetric diblock copolymer, these two models are represented
by two different equations. Kamien and Lubensky 123 compared Scherk's first sur-
face and an array of screw dislocations. Comparing with Scherk's first surface,
they showed that an array of screw dislocations is simply compressed by a factor
of cos(a/2) along the x-axis, y(x*cos(a/2), z).
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For both surfaces, Kamien and Lubensky realized that their mathematical rep-
resentations have diverging core energies at all angles. To prevent the divergence,
they employed a cntoff on the order of the layer thickness near the core of the
defect. In order to determine the most stable structure at non zero twist angle,
they suggested that a detailed analysis of the core structures is required.
In Kamien and Lubensky's study, the cutoff size is assumed to be on the order
of the layer thickness for both symmetric diblock copolymer and smectic-A liquid
crystal. For rigid small molecules like smectic-A liquid crystals, assumption of
the cutoff to be one layer thickness is reasonable. However, diblock copolymers
are larger and flexible. For the polymer case, it is desirable to explore the core
structure. In this chapter, we focus only on the core size of the doubly periodic
TGB in the small twist angle limit, since the screw dislocations are far apart in the
small twist angle limit. We have performed simulations of a single screw dislocation.
We use a time-dependent Landau-Ginzburg equation which takes into account both
the molecular interaction and the interfacial energies. In this approach, there is
no assumption of the interfacial geometries. We found that the core structure for
diblock copolymer is smaller than one layer thickness, in disagreement with the
assumption by Kamien and Lubensky.
4.2 Model
Consider a symmetric diblock copolymer melt being confined in a cube with
length L, where the center of the cube is located at the origin. At z = ±L/2,
the surfaces have patterns which help to stabilize the screw dislocation. At y =
±L/2, periodic boundary conditions are applied. At x = ±L/2, the surfaces are
neutral. We use a coarse-grained model to describe the time evolution of the diblock
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copolymer melt below the ODT. In this approach, the order parameter *M is
the local concentration difference of monomers of type A and B at position r and
at time t.
The free energy is given by
F — Fbuik + Fsurface
where the bulk free energy is in the form of
Ftuik = F0 + J[dr (a 1^2 (r,i) + a2^ 4 (r,i) + a3 (V^(r,t)) 2
)
+ drdra4 ip(r,t)G(r,r)ip(r\t)] (43)
and
/ e
-iq-(r-r')
G(^) = Z q2 • (4.4)
The coefficients au a2 ,a3 and a4 are parameters of the model and FQ is a con-
stant. In this model, a
x
is a function of the Flory-Huggins interaction parameter,
X-
The surface free energy is taken to be a short-range potential,
Fsurface = J dr 5(z ± L/2)a{x, y)ip{r, t) (4.5)
which is allowed to vary in strength spatially on the surfaces through a(x,y).
The equation of motion is given by
^ = AVV (4.6)
where the mobility A is assumed to be a constant and \i = 5F/5ip is the local
chemical potential. Using the above free energy functional, the evolution of the
system is described by
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dif)(r,t)
r
,
"~5T"
= A
i
V
(
2a^(r'0+4a2^(r,i)-2a3VV(r,0)
+ a4^(r,0] + 0(r,i)
(47 )
where 0 is the noise term obeying the fluctuation-dissipation theorem,
<0(r,tW, {)) = -V26(r - r, )6(t - f). (4 .8)
If we assume that the surface free energy equilibrates much faster than the bulk,
the surface energy term, F8Urface , corresponds to the boundary condition
2b2hz V^(r, t) + a(x, y)\ aurface = 0. (4.9)
where hz is a unit vector perpendicular to the surface.
A second boundary condition is given by the no-flux condition simply stating
that no material can penetrate through the surfaces z = ±L/2:
• V^(r,^)|
s
.ur/ace = 0. (4.10)
A twist grain boundary is created by a shearing process and by applying striped
patterns on the surfaces, z = ±L/2. The periodicity of the striped patterns is de-
noted by lp as shown in Figs. 4.2(a) and 4.2(b). The dark regions prefer monomers
of type A and the light regions prefer monomers of type B with interaction strength
±o0 respectively. The pattern was chosen to simulate a small angle twist grain
boundary. To introduce a TGB, a block of diblock lamellar structure is cut into
two pieces in the middle. Then these two halves are sheared in the opposite direc-
tions and jointed together as shown in Figs. 4.2(c) and 4.2(d). The system is then
equilibrated. The simulations are measured in time units of as/2Aaf. The equa-
tions are solved numerically using a mesh of distance equal to one Kuhn segment,
I.
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4.3 Results
4.3.1 Preparation of a single screw dislocation
We first consider a single screw dislocation for L = 60, a = 0.3 and xIxodt =
1.2. The bulk lamellar period for this x/Xodt value is 12 mesh points. The
surface stripe period (lp ) matches the lamellar period The data are taken after
time t = 200000. The calculated density profiles are equivalent to experimentally
observable transmission electron microscopy results. The simulated transmission
electron microscopy image is shown in Fig. 4.3(a). The image reveals that the
system is closer to the weak segregation limit as modeled by our chosen x/Xodt
and degree of polymerization. Here, the interface has a lower resolution but a
screw dislocation is formed. For larger degree of quenching x/Xodt = 1.3 in Fig.
4.3(b), the intrinsic lamellar period is larger than 12 mesh points, thus the surface
pattern period no longer matches the bulk lamellar period. The data show a sharper
interface but a screw dislocation is not formed. We allowed the simulation to run
for longer times, but the surface never evolved into a screw dislocation. In order
to form a screw dislocation, our results show that the surface pattern period must
match the bulk period.
We now comment on the effects of surface interaction and system size on the
interfacial energy. The interfacial energy is defined by the following equation,
8 = i / dra3 (W>(r,*)) 2 . (4.11)
Li Jvolume
The interfacial energy 6 versus time t is plotted in Fig. 4.4 for L = 60, a = 0.3,
and x/Xodt = 1.2. For long times, we observe that 5 levels off and becomes
independent of time. Thus the system achieved the equilibrium interfacial energy,
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,
after about t = 100,000. We have earned out the simulations for surface
interaction strength ranging from 0.3 to 0.9 with size L = 60 in Fig. 4.5. The
data show that 6e does not depend on the value of a. Due to the limitation of the
computer memory, the largest box size we can achieve is L = 60. For this box size
and bulk period, a is about 22°. Since the compression factor between Scherk's
first surface and an array of screw dislocations is cos(a/2), cos(a/2) is ~ 0.98 for
a
~ 22°. We expect a small difference between the two representations. For the
following simulations, L = 60, a = 0.3, and x/Xodt = 1.2.
4.3.2 Conformation
One of the theoretical predictions of Kamien and Lubensky's analysis is that
there is a defect core with diverging energy in the center of the screw dislocation.
We cut a set of planes in a screw dislocation parallel to the axis of rotation in the
Fig. 4.6(a-e). These representations do not show holes at the core of the dislocation.
However, if there is a hole, it must be of size less than /.
The height function of the screw dislocation is described as a single helicoid
(please notice that this is different from a helicoid section in the introduction) with
the following equation 124
,
h(x, z) = h0 + [l l /2]tan~ l {z/x) where x and z are the
coordinates of base and // is the lamellar period in the y direction. We use this
equation to compare with our simulation data. To compare the simulated screw
dislocation with the helicoid surface, we calculated the square of the difference
between the simulations and h(x, z) defined by the following equation
5Q(x, z) = ((H(x, z) - h(x, z)) 2 )
1
'
2
(4.12)
where H(x, z) is the height function of the simulated screw dislocation.
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In Fig. 4.7, the data arc shown in grey scale. A scale for 6Q(X
,
z) is plotted on
the S1de. The largest error is located near the center of the screw dislocation For
the rest of the surface, the function h(X
,
Z) describes the screw dislocation almost
perfectly. Due to the finite box size, the error is asymmetrical. If the core size is
measured form the origin, the core size is smaller than one layer thickness in both
x and z directions. In the z direction, the core size is about one Kuhn length. We
compared the height function with Scherk's first surface with the transformation,
h(x,z)
-* h(x/c08(a/2),z). Since cos(a/2) is ~ 0.98 for our system. The result
does not show noticeable difference from Fig. 4.7.
4.4 Conclusions
We performed computer simulations to examine the conformation of a single
screw dislocation in a symmetric diblock copolymer system. The interfacial energy
per volume of a screw dislocation reaches an asymptotic value in time and is inde-
pendent of the surface interaction energy. Our results show that a mathematical
presentation of a helicoid can only be used to model a screw dislocation away from
the center of the dislocation by one layer thickness. Near the core, the descrip-
tion breaks down. There is no observable hole larger than one Kuhn length in the
simulations.
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yFigure 4.1 (a) The definition of the twist angle, a, (b) a helicoid section,
doubly periodic structure.
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X X
Figure 4.2 (a) and (b) are the surface patterns at z = ±1, respectively, (c) and
(d) are the processes of forming a screw dislocation.
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Figure 4.3 The simulated TEM images for (a) x/xodt = 1.2 and (b) x/Xodt
1.3.
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Figure 4.4 The interfacial energy 8 versus time
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Figure 4.5 The equilibrium interfacial energy as a function of the surface inter-
action.
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Figure 4.6 Cross-sections of a screw dislocation. The planes are a) x = 6, b) x
= 3, c) x = 0, d) x = -3, and e) x = -6.
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Figure 4.7 The deviation of the height function of a screw dislocation from a
helicod.
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APPENDIX
NUMERICAL METHODS IN SCFT
Since the numerical techniques in SCFT are not well documented in the litera-
tures. As an example, the programming code for the brush calculations is included
in this appendix. This program was written to calculate the density profiles for a
densely grated cylindrical brush and its free ions.
/******************************************^^
* This program is written to study polyelectrolyte brushes. *
* The first version was written on Dec 1 1998. *
* This program modified on the 9th June, 2000, takes care of *
* the prefactors of electrostatics properly and also has the *
* right diemnsion and prefactors for the diffusion equation. *
* I also took care of the ionization factor properly for the *
* potential. *
*******************************************
#include <stdio.h>
#include <stdlib.h>
#include <malloc.h>
#include <math.h>
#include <string.h>
/**********************************
************ DEFINES *************
#define BONDLENGTH 1.
#define TRUE 1
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#define FALSE 0
#define alpha 0.33333333
#define delta 2.09439510
#define tolerance 2e-8
#define SQR(x) ((x ) * (x ))
#define pi 3.1415926535
#define dimension2 12
#define tablesize 2000 /*the size of the hashtable*/
#define SQRT(x,res) { int sqrt_table_index,i; \
sqrt_table_index=(int)((x-hcsq)/deltaSR)
; \
res=SRoot [sqrt_table_index]+ \
(SRoot Csqrt_table_index+1]
-SRoot [sqrt_table_index] ) /deltaSR*\
(x-hcsq- (double) (sqrt_table_index) *deltaSR)
; \
res-=0
. 5* (res-x/res)
; \
res-=0
. 5* (res-x/res)
; \
res-=0
. 5* (res-x/res)
; \
res-=0
. 5* (res-x/res)
; }
/************************
*** GLOBAL VARIABLES ***
int len;
int NSTEP;
int NITER;
int TIME;
int LIMIT = 10000;
int kStep,kdivid;
double SaltB;
double SaltBO;
double DT;
double DH;
double DH2;
double DTH; [
double API;
double AZ1;
double radius;
double Wex;
double DeltaOld =0.0;
double kappa, kinitial, kfinal .kinterval
;
double ConstNew;
double ConstOld;
double ExtraPotential=l . 0/ (4 . 0*dimension2)
;
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double GraftingDensity;
double GraftingDensityO;
double Prefactor = 2.*pi;
double TotalCounterlons;
double Ionization;
double *AP;
double *AZ;
double *AM;
double *DENSITY;
double *DENSITYOLD;
double *IONDENSITY;
double *I0NDENSITY0LD;
double *TEMPDENSITY;
double *ALPHA
;
double *BETA1;
double *BETA2;
double *GAMMA;
double *Potential;
double *EPotential;
double *S,*SP,*SM;
double **GFree;
double **GTethered;
/**********************
***** FUNCTIONS ******
void TimeZeroO;
void OutDensity ()
;
void initVarsO
;
void HashTableO;
int CalDensity ()
;
double TotalEnergy(int IW)
;
***** FILES **********
char file_den[20]= "/denAO";
char file_den2[20]= "/den2A0
char file_dat[20]= "/datAO";
char file.pont [20]= "/Pont AO
FILE *Fden;
FILE *Fden2;
FILE *Fdat;
FILE *Fpont;
/*************
FUNCTION CODE
*************/
/*** INITIALIZE VARIABLES ***/
void initVarsQ
{
int c,ic;
int NSTEPP;
char input[80] ,f ile[80]
, tempf ile [80] .directory [80]
;
printf ("Chain length? [60]: ");
fgets (input, sizeof (input)
,
stdin)
;
if (input [0] == '\n')
TIME = 60;
else
sscanf (input, "%&"
,
&TIME)
;
printf ("the length of the box? [100]: ");
fgets (input, sizeof (input)
,
stdin);
if (input [0] == »\n')
len = 100;
else
sscanf (input, '70d", ftlen)
;
printf ("core radius? [1.0]: ");
fgets (input, sizeof (input)
,
stdin);
if (input [0] == »\n')
radius = 1.0;
else
sscanf (input
,
"°/,lf", feradius)
;
printf ( M,/.f\n", radius)
;
printf ("the grafting density of the brush? [10.0]: ")
fgets(input, sizeof (input)
,
stdin);
if (input [0] == '\n')
GraftingDensityO = 10.0;
else
sscanf (input
,
"%lf", &GraftingDensityO)
;
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printf ( l,4/,f\n",GraftingDensityO)
;
printf ("what is the ionization? [0.1]: 11 );
fgets (input, sizeof (input)
,
stdin)
;
if (input [0] == '\n ')
Ionization =0.1;
else
sscanf (input, "7,lf", felonization)
;
printf ("%f\n", Ionization)
;
printf ("the excluded volume parameter is? [0.0]: ")•
fgetsCinput, sizeof (input)
,
stdin);
if (input [0] == '\n')
Wex =0.0;
else
sscanf (input, '7,lf", &Wex)
printf ("initial salt? [1.0]: ");
fgets (input, sizeof (input)
,
stdin);
if (input [0] == '\n')
kinitial = 1.0;
else
sscanf (input
,
"7,lf", fekinitial)
;
printf 07.f\n", kinitial)
;
printf ("final salt? [10.0]: ");
fgets (input, sizeof (input)
,
stdin);
if (input [0] == '\n')
kfinal = 10.0;
else
sscanf (input, "7,lf", &kf inal)
;
printf 07.f\n", kfinal)
;
printf ("How many intervals in between? [10]: ");
fgets (input, sizeof (input)
,
stdin);
if (input [0] == '\n')
kdivid = 10;
else
sscanf (input
,
"°/
0d", fekdivid)
;
printf 07,d\n", kdivid)
;
kinterval = (kfinal-kinitial) /(kdivid)
;
/* Graft ingDensity = 2 . 0*pi*radius*GraftingDensity ; */
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DT =0.01;
NITER = TIME/DT;
DH = 0.2;
DH2 = DH*DH;
NSTEP = len/DH;
NSTEPP = NSTEP+1;
DTH
API
AZ1
= DT/ (dimension2*SQR(DH) )
;
=
-DTH;
= 1. + 2.*DTH;
ConstNew = 0.9;
ConstOld = 1.0 - ConstNew;
printf("°/of '/.f\n"
,
AP, AZ)
;
printf ("%f
, U, y.d\n", DT, TIME, NITER);
ALPHA
BETA1
BETA2
GAMMA
DENSITY
DENSITYOLD =
(double *) (malloc (NSTEPP*sizeof (double) )
)
(double *) (malloc (NSTEPP*sizeof (double) )
(double *) (malloc (NSTEPP*sizeof (double) )
(double *) (malloc (NSTEPP*sizeof (double) )
(double *) (malloc (NSTEPP*sizeof (double) )
(double *) (malloc (NSTEPP*sizeof (double) )
TEMPDENSITY= (double *) (malloc (NSTEPP*sizeof (double) )
IONDENSITY = (double *) (malloc (NSTEPP*sizeof (double) ))
;
IONDENSITYOLD = (double *) (malloc (NSTEPP*sizeof (double) ))
Potential = (double *) (malloc (NSTEPP*sizeof (double)))
;
EPotential= (double *) (malloc (NSTEPP*sizeof (double)))
S
SP
SM
AP
AZ
AM
(double *) (malloc (NSTEPP*sizeof (double) )
)
(double *) (malloc (NSTEPP*sizeof (double) )
(double *) (malloc (NSTEPP*sizeof (double) )
(double *) (malloc (NSTEPP*sizeof (double) )
(double *) (malloc (NSTEPP*sizeof (double) )
(double *) (malloc (NSTEPP*sizeof (double) )
forCc = 0; c <= NSTEP; c++){
ALPHA [c] =0.0
BETA1 [c] =0.0
BETA2 [c] =0.0
GAMMA [c] =0.0
DENSITY [c] =0.0
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DENSITYOLD [c]
TEMPDENSITY[c]
Potential [c]
EPotential[c]
SP[c]
SMCc]
S[c]
kinitial;
kinitial;
0.0;
0.0
0.0
0.0
0.0
IONDENSITY[c] =0.0;
IONDENSITYOLD [c] = 0 0*
};
for(c = 1; c < NSTEP; c++){
AP[c] = 1.;
AZ[c] = -2.
;
AMCc] = 1;
};
AP[0] = 0.0;
AZ[0] = 1.0;
AM[0] = 0.0;
SCO] = 0.0;
AP [NSTEP] = 0.0;
AZ [NSTEP] = 1.0;
AM [NSTEP] = 0.0;
S [NSTEP] = 0.0;
GFree = (double **) (malloc ( (NITER+1) *sizeof (double
*)));
GTethered = (double **) (malloc ( (NITER+1) *sizeof (double
*)));
for(ic = 0; ic<= NITER; ic++){
GFree [ic] = (double *) (malloc (NSTEPP*
sizeof (double) ) )
;
GTethered [ic] = (double *) (malloc (NSTEPP*
sizeof (double) ) )
printfC'w is °/,f \n"
,
Wex)
;
do {
printfC'the directory for the files: );
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fgets (directory, sizeof (directory)
, stdin)-
directory [strlen(directory)-l] = »\0'-
printf("the extension of the filename: ");
fgets(file, sizeof (file)
,
stdin);
file[strlen(file)-l] =
'\o j
;
(void) strcpy(tempfile, directory)
;
(void) strcat (tempf ile , f ile_den)
;
(void) strcat(tempf ile, file)
;
(void) strcpy(file_den, tempf ile)
printfC'the file is °/0s\n" ,f ile.den)
;
}while ((Fden = fopen( file.den, "w")) == NULL);
(void) strcpy (tempf ile, directory)
(void) strcat (tempf ile , f ile_den2)
(void) strcat (tempf ile, file)
(void) strcpy (file_den2
, tempf ile)
Fden2 = fopen( file_den2, "w");
(void)strcpy (tempf ile, directory)
;
(void) strcat (tempf ile , f ile_dat)
;
(void) strcat (tempf ile, file)
;
(void) strcpy (file_dat, tempf ile)
Fdat = fopen( file.dat, "w");
(void) strcpy (tempf ile, directory)
;
(void) strcat (tempf ile , f ile_pont )
(void)strcat (tempf ile, file)
;
(void) strcpy (file_pont, tempf ile)
Fpont = fopen( file_pont, "w");
fprintf (Fdat, "the size of the chain is 7,d\n", TIME);
fprintf (Fdat , "the size of the box is °/.d\n", len)
;
fprintf (Fdat , "the salt in the solution is °/,f\n",
SaltBO)
;
fprintf (Fdat , "the grafting density of the brush °/0f\n
GraftingDensityO)
;
fprintf (Fdat , "the excluded volume parameter is 70f\n"
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Wex)
;
fprintf (Fdat, "the ionization is °/0f\n " loniz
fprintf(Fdat,"The initial %f and final If wi
kinitial, kfinal, kdivid);
interval °/„d.\n",
(void)fflush(Fdat)
;
}
void CalGuassianDensityO
{
int ITER, IW, i, j, k;
double betl, bet2;
double totalD =
.0, TempDen;
/* beginning the polymer part */
for (ITER = 1; ITER<=NITER; ITER++){
/* be careful, this is only for fixed boundary condition */
GTethered [ITER] [0] = GTethered [ITER-1] [0] ;
GFree [ITER] [0] = GFree [ITER-1] [0]
;
for(IW = 1; IW<NSTEP; IW++M
BETA1[IW] = APl/betl;
BETA2[IW] = APl/bet2;
betl = AZ1 - AP1*BETA1[IW]
;
bet2 = AZ1 - AP1*BETA2[IW]
;
GTethered [ITER] [IW] = (DTH* (GTethered [ITER-1] [IW+1]+
GTethered [ITER-1] [IW-1]
-2. *GTethered [ITER-1] [IW] ) + GTethered [ITER-1] [IW]
+ DTH*GTethered [ITER] [IW-1] ) /betl
;
GFree [ITER] [IW] = (DTH* (GFree [ITER-1] [IW+1] +
GFree [ITER-1] [IW-1]
-2 . *GFree [ITER-1] [IW] ) + GFree [ITER-1] [IW]
+DTH*GFree [ITER] [IW-1] )/bet2;
betl
bet2
= 1.0;
= 1.0;
};
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/* Again. Be careful, this is only for fixed boundary condition
for(IW = (NSTEP-2); 1<=IW; IW-){
GTetheredClTER] [IW] -= BETA1[IW+1]*
GTethered[ITER] [IW+1]
;
GFree [ITER] [IW]
-= BETA2[IW+1]*
GFree [ITER] [IW+1]
;
};
};
for(j = 0; j<=NSTEP; j++){
TempDen =
.0;
for(i = 0; i<=NITER; i++){
if (i == 0 || i == NITER)
{
TempDen = TempDen +0.5*
GFree [i] [j] *GTethered [NITER-i] [j] ;
} else{
TempDen = TempDen + GFree [i][j]*
GTethered [NITER-i] [j]
;
};
};
totalD = totalD + TempDen;
DENSITY [j] = TempDen;
DENSITYOLD [j] = TempDen;
}
for(k =0; k<= NSTEP; k++){
DENSITY [k] = TIME*DENSITY [k] / (Prefactor*
DH*totalD)
;
DENSITYOLD [k] = TIME*DENSITYOLD[k] /(Prefactor*
DH*totalD)
}
/* end of the polymer part */
j ^fc -^C ?|c 5|t 5|C ?|c J^C 5|c
/******** BE CAREFUL WITH THE ORDER OF THE LOOP **************/
/******** NOW WE ARE GOING THROUGH THE SLOW LOOP FIRST *******/
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int CalDensityO
{
int i, j, k;
int Idone;
int Index;
double TempDen;
double totalD;
double tempDiff;
double DenMin, DenMax, Delta, Diff;
totalD =
.0;
for(j = 0; j<=NSTEP; j++){
TempDen =
.0;
for(i = 0; i<=NITER; i++){
if (i == 0 || i == NITER)
{
TempDen = TempDen +0.5*
GFreeCi] [j] *GTethered[NITER-i] [j] ;
} else{
TempDen = TempDen + GFree [i] [j] *
GTethered[NITER-i] [j] ;
};
};
totalD = totalD + TempDen;
TEMPDENSITY [j] = TempDen;
};
Diff = tolerance;
Index = 0;
for(k =0; k<= NSTEP; k++){
DenMin = DENSITY [k]
;
DenMax = TIME*TEMPDENSITY[k] /(Prefactor*
DH*totalD)
;
tempDiff = DenMin - DenMax;
Delta = fabs (tempDiff )
;
DENSITY [k] = DenMax;
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DENSITYOLD [k] = DenMin;
if ( Delta > Diff){
Diff = Delta;
Index= k;
};
};
if ( DeltaOld < Diff){
ConstNew = 0.3;
ConstOld i. - ConstNew;
}
else{
ConstNew = 0.7;
ConstOld = 1. - ConstNew;
};
DeltaOld = Diff;
printf("%e °/.d %f \n\ Diff, Index, DENSITY [Index]
);
if (Diff <= toleranceM
Idone = TRUE;
}
else{
Idone = FALSE;
};
return (Idone)
;
}
void CalSaltCO
{
int j,k;
double Pion_count, Mion_count;
double tempi, temp2 , tempPotential
;
double RadiusS;
/calculate the small ions distribution*/
Pion_count=0.0;
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Mion_count=0.0;
for(j=0; j<=NSTEP; j++){
tempPotential = EPotential [j] ;
RadiusS = DH*j + radius;
tempi = exp (tempPotential)
;
SM[j] = tempi;
Mion.count = Mion.count + templ*RadiusS
;
temp2 = exp (-tempPotential)
;
SP[j] = temp2;
Pion.count = Pion.count + temp2*RadiusS
};
£or(k =0; k<= NSTEP; k++){
I0NDENSITY0LD [k] = I0NDENSITY[k]
;
SM[k] = (SaltB+TotalCounterIons)*SM[k]/
(Mion_count*Prefactor*DH)
;
SP[k] = SaltB*SP[k]/(Pion_count*Prefactor*
DH);
IONDENSITY [k] = (SP[k] - SM [k] ) * (DH*k +
radius)
+ GraftingDensity*DENSITY[k]
;
};
}
void CalPotentialO
{
int I , J
;
double tempE;
double TotalEl, TotalE2;
double Prefactor2 = (0.3333333);
/double Prefactor2 = 1.0;*/
double tempPotential2, tempR;
for(J = 0; J<=NSTEP; J++){
TotalEl = .0;
TotalE2 = .0;
for(I = 1; K J; I++){
tempE = ConstNew*I0NDENSITY[I]
+ Const01d*I0NDENSITY0LD[I]
;
TotalEl = TotalEl + tempE;
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TotalEl
- TotalEl + 0.5*(ConstNew*I0NDENSITY
+ Const01d*I0NDENSITY0LD[0])
;
for(I = J; K NSTEP; I++){
tempR = DH*( (double) I) + radius;
tempE = (ConstNew*IONDENSITY[I]
+ Const01d*I0NDENSITY0LD[I]
)*log(tempR)
;
TotalE2 = TotalE2 + tempE;
};
TotalE2 = TotalE2 + 0 . 5* (ConstNew*IONDENSITY [NSTEP]
+ Const01d*I0NDENSITY0LD [NSTEP] ) *log(
DH* ( (double) NSTEP) +radius)
;
tempPotential2=
-Prefactor2*DH* (TotalEl*
log(DH*J+radius) + TotalE2)
;
EPotential[J] = tempPotential2;
Potential [J] = tempPotential2*Ionization
- ExtraPotential/SQR(DH*J+radius)
;
};
}
void OutDensityO
{
int k;
double BrushHeight, End2
, Const 1, Const2;
double tempR;
End2 =0.0;
Const 1 = 0.0;
BrushHeight = 0.0;
Const2 = 0.0;
for(k = 0; k<=NSTEP; k++){
tempR = DH*(k)+radius;
fprintf (Fden2, l,0/0f °/0e °/,e °/.e 7,e\n", DH*k,
Graft ingDensityO*DENSITY [k] /tempR , SM [k]
,
SP[k]
,
DENSITY [k]/tempR)
;
fprintf (Fpont,'7.f °/,f\n", DH*k, Potential [k] )
;
End2 = End2
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Lonstl
- Constl + sqrt(DH*(k) +radius)*
GTethered [NITER] [k]
;
BrushHeight = BrushHeight + DH*k*DENSITY[k]
;Const2 = Const2 + DENSITY [k]
;
3"
}
fprintf (Fden2,"\n")
;
fprintf (Fpont,"&\n")
;
fprintf (Fden,'7.f 7,f 7.f %f \n"
,
kappa, SaltBO, End2/
Constl .BrushHeight /Const2)
;
(void)fflush(Fden)
;
}
void LoopSaltAndPotentiaK)
{
int i
;
int NsaltLoop=10;
for(i=0; i<=NsaltLoop; i++){
CalSaltCO
;
CalPotentialQ
;
}
}
void TimeZeroO
{
int i, j;
for(i = 0; i<= NITER; i++){
for(j = 0; j<= NSTEP; j++){
GFree[i][j] = sqrt (DH*j+radius)
;
GTethered [i] [j] = 0. ;
};
};
for(j = 0; j<=NITER; j++){
GFreeCj] [0] = 0.
;
GFree [j] [NSTEP] = 0. ; I
};
GTethered [0] [1] = l./(2.*pi*DH*sqrt(radius+DH))
;
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CalGuassianDensityO
;
CalSaltCO;
CalPotentialO
;
}
/*** MAIN ***/
void main (int argc, char** argv)
int ITER, IX, IW;
int ICOUNT;
int STABLE;
double TempTethered
,
TempFree;
initVarsQ
;
GraftingDensity
= GraftingDensityO*Ionization
TotalCounterlons = GraftingDensity*TIME;
SaltB = kinitial;
TimeZeroO
;
for (kStep = 0; kStep<kdivid
; kStep ++){
kappa = kinitial + kinterval*kStep;
SaltB = kappa;
ICOUNT = 0;
do{
LoopSaltAndPotentialO
;
ALPHA [NSTEP-1] = 0.
;
GAMMA [NSTEP-1] =-1
. / (AZ1+DT* (Wex*
(ConstNew*DENSITY [NSTEP-1]
+ Const01d*DENSITY0LD [NSTEP-1])
+ Potential [NSTEP-1] )*0. 5)
;
for(IW = NSTEP-1; 1<=IW; IW
— ){
ALPHA [IW-1] = GAMMA [IW]*
API;
GAMMA [IW-1] =-l./(AZl +
DT* (Wex* (ConstNew*DENSITY [IW- 1]
+ Const01d*DENSITY0LD[IW-l])
+ Potential [IW-1] )*0.
5
+ AP1*ALPHA[IW-1])
;
};
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for (ITER = 1; ITER<=NITER; ITER++)
BETA1 [NSTEP-1] = GTethered [ITER] [NSTEP] •
BETA2 [NSTEP-1] = GFree [ITER] [NSTEP]
•
for(IW = NSTEP-1; 1<=IW; IW— ){
TempTethered= DTH*
(GTethered [ITER- 1] [iw+l]+
GTethered [ITER-1] [IW-1]
-2
. *GTethered [ITER-1] [IW] )
- DT*(Wex*(ConstNew*
DENSITY [IW]+Const01d*
DENSITYOLD [IW]
)
+ Potential [IW])*
GTethered [ITER-1] [IW]*
0.5;
BETA1[IW-1] = GAMMA [IW]
*
(AP1*BETA1[IW]-
GTethered [ITER-1] [IW]
-TempTethered)
;
TempFree = DTH*
(GFree [ITER-1] [IW+1] +
GFree [ITER-1] [IW-1]
-2. *GFree [ITER-1] [IW]
)
-DT*(Wex*(ConstNew*
DENSITY [IW] +Const01d*
DENSITYOLD [IW])
+Potential[IW])*
GFree [ITER-1] [IW]*
0.5;
BETA2[IW-1] = GAMMA [IW]*
(AP1*BETA2[IW]-
GFree [ITER-1] [IW]
-TempFree)
;
};
for (IX = 0; IX<= NSTEP-
1; IX++H
GTethered [ITER] [IX+1]
= ALPHA [IX] *GTethered [ITER] [IX]
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+ BETA1[IX];
GFree [ITER] [IX+1]
= ALPHA [IX] *GFree [ITER] [IX]
+ BETA2[IX]
;
};
>;
STABLE = CalDensityO;
ICOUNT = ICOUNT+1;
}while( STABLE == FALSE && ICOUNT < LIMIT);
OutDensity ()
;
printf ("STABLE is °/„d and ICOUNT is y.d\n\
STABLE, ICOUNT);
fprintf (Fdat
,
"STABLE is 70d and ICOUNT is °/0d\n
STABLE, ICOUNT);
(void)fflush(Fdat)
;
};
fclose(Fden)
;
f close (Fden2)
;
exit(O)
;
}
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