Abstract. Learning in non-stationary environments is challenging, because under such conditions the common assumption of independent and identically distributed data does not hold; when concept drift is present it necessitates continuous system updates. In recent years, several powerful approaches have been proposed. However, these models typically classify any input, regardless of their confidence in the classification -a strategy, which is not optimal, particularly in safety-critical environments where alternatives to a (possibly unclear) decision exist, such as additional tests or a short delay of the decision. Formally speaking, this alternative corresponds to classification with rejection, a strategy which seems particularly promising in the context of concept drift, i.e. the occurrence of situations where the current model is wrong due to a concept change. In this contribution, we propose to extend learning under concept drift with rejection. Specifically, we extend two recent learning architectures for drift, the self-adjusting memory architecture (SAM-kNN) and adaptive random forests (ARF), to incorporate a reject option, resulting in highly competitive state-of-the-art technologies. We evaluate their performance in learning scenarios with different types of drift.
Introduction
Machine learning (ML) increasingly permeates our daily lives in the form of intelligent household devices, robot companions, autonomous driving, intelligent decision support systems, fraud prevention, etc. Although ML models are getting ever more reliable -in particular due to increasing data volumes for trainingthey do not achieve 100 % accuracy since they rely on statistical inference. Usually, there exist situations where ML models fail and provide invalid results. Because users of a model struggle to interpret its abilities and limitations correctly [1] , such failures have a measurable impact on the user's trust [2] -hence, failures should be avoided not only in safety critical environments where failures could be fatal, but also in everyday applications in order to improve user acceptance. In the case of agent models (e.g. robots), failures can often be observed easily from the agent's state (e.g. a robot not reaching its prescribed goal), and the challenge 
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is how to communicate the cause of failure [3] . In stark contrast, failures can remain unobserved for classification models since most classifiers do not provide an explicit notion of their domain of validity. Hence the challenge arises how to enhance classifiers with an explicit notion when to reject a classification.
The notion of classification with a reject option explicitly takes into account the possibility to reject a classification in unclear cases. Pioneered by Chow [4] , who derived optimal reject rules if true class probabilities are known, a number of extensions of learning with reject options have been proposed for batch learning scenarios, such as plugin rules for class probabilities [5] , efficient surrogate losses [6, 7] , or optimal combination schemes of local rejection [8] . These approaches deal with the classical setting of batch training based on i.i.d. data. A minor extension is offered by so-called conformal prediction, a framework which allows to assign probabilities to classification decisions for single inputs, and, consequently, to reject classification based on those values [9] . Here, the weaker condition of exchangeability is posed, opening the floor to online learning scenarios, but not yet to concept drift [10] .
A number of approaches have been proposed for learning in non-stationary environments in the presence of concept drift, whereby several recent technologies are also suited for heterogeneous types of drift [10, 11, 12, 13, 14] . Generally speaking, concept drift is present whenever the underlying input distribution or class posterior changes, which is the case when sensors are subject to fatigue, novel and previously unseen data is observed over time, class concepts such as opinions develop over time, settings are subject to seasonal changes, etc. When learning with drift, it is almost inevitable to encounter domains of uncertain classification -otherwise, it would not be necessary to further adapt the classification mapping, contradicting the idea of drift. Nevertheless, most learning models for non-stationary environments do not incorporate reject options. The only notable exception is the Droplets algorithm [15] , which assigns some inputs explicitly to the class "reject"; size and shape of this class depend on (fixed) model meta-parameters for training. A scalable reject threshold based on the required level of certainty or user acceptance is not induced by this model.
In this contribution, we aim for an enhancement of models for learning with drift by a reject option which is based on a classifier-specific certainty measure of the classification. To the best of our knowledge, this contribution constitutes the first attempt to extend learning with drift to include rejection in such a way. The overall design implies that a suitable reject threshold can be chosen in applications. We investigate rejection for an online perceptron learning algorithm, demonstrating the complexity of the task. Afterwards, we propose a reject option for two techniques, the self-adjusting memory model and adaptive random forests, achieving convincing results. We demonstrate the benefit of learning with rejection in a couple of benchmarks which incorporate different types of drift.
Learning with a Reject Option
A given classifier provides a mapping f : R n → {1, . . . , N } of real-valued data to N classes. Classification with reject option extends such functionality by a special output class , which indicates that the classifier abstains from making a decision. This option is beneficial whenever the probability of a misclassification preprint -accepted at ICANN 2018 -to appear in Springer Lecture Notes in Computer Science is higher than the costs for a reject. In practice, many classifiers are equipped with a certainty measure c : R n → R which indicates the certainty of the classification, e.g. the (signed) distance to the decision boundary. In such cases, a reject strategy is often based on a simple threshold θ, i.e. the classification is of the form
Provided c(x) is the class probability of the output class f (x), this strategy is optimal [4] . For many popular classification methods, certainty measures c exist which empirically lead to excellent results [8] .
Classifiers
In addition to a linear model as an initial baseline, we address an ensemble of k-NN classifiers and random forests, respectively -more complex machine learning technologies that yield state-of-the-art results. For these algorithms, the following certainty measures have been proposed:
Linear Classifier: One of the first models which has been enhanced with a reject option is the classical linear classifier. For two classes (0 and 1), a linear classifier provides the classification f (x) = H(w x − θ) with the Heaviside function H, an adjustable weight vector w ∈ R n and bias θ. A typical confidence measure is offered by c(x) = sgd(w x − θ) with the sigmoidal sgd(t) = 1/(1 + exp(−t)) for class 1 and 1 − sgd(w x − θ) for class 0. This measure correlates to the distance of the data point x to the decision boundary. It has been demonstrated by Platt [16] that this form usually yields reasonable confidence measures, where -typicallyslope and offset of the sigmoidal function are optimized based on the given data to enable an optimum match of its range to true confidence values.
k-NN classifier: Assume a point x is given with its k nearest neighbors x 1 , . . . , x k and corresponding labels y 1 , . . . , y k . For the simple k-NN we could rely on the fraction of points of the same label within the k nearest neighbors [17] . However, this measure has the drawback that it provides k + 1 discrete values only. A continuous extension can be based on formal grounds such as Dempster-Shafer theory [18] , but this would require the tuning of several meta-parameters, rendering this measure unsuitable for online learning. Here, we rely on weighted k-NN classification instead:
where d(x, x i ) is the (euclidean) distance 3 between x and x i , and
Delany et al. [19] investigate several certainty measures and propose an accumulation of several criteria that take into account distances to closest neighbors of the same class and different classes, respectively. We approximate this value by an efficient surrogate function which can be directly derived from the weighted k-NN classification rule, the normalized average distance with values in [0, 1]:
Random forests: Random forests as introduced by Breiman [20] constitute one of the current state-of-the-art classifiers [21] , offering a classification as an ensemble of decision trees. Typically, decision trees are grown iteratively from the training data (or bootstrap samples thereof in the case of random forests), and every leaf is assigned a class probability distribution in terms of the relative frequency of the labels of the training samples assigned to this leaf. This probability can directly be interpreted as a certainty measure, but it is subject to large variance for single trees. This is greatly diminished when averaging over a bootstrap sample, as present in random forests. It has been investigated experimentally by Niculescu-Mizil and Caruana [22] that the resulting values strongly correlate to the true underlying class probabilities, hence we will use this certainty measure in the case of random forests. Its values lie within the range [0, 1].
Evaluation measure
Based on the underlying class probabilities, one could obtain optimal reject strategies, but they are not known in practical applications. Good certainty measures typically strongly correlate with said probabilities, although their precise values differ [22] . An optimal choice of the threshold is often problem-dependent, reflecting the desired balance of the number of rejected data points versus the accuracy for the remaining data. As such, it is common practice to compare the efficiency of classification with a reject option by a comparison of the socalled accuracy-reject curve: Sampling certainty thresholds θ ∈ [0, 1], we report the accuracy of the classification method for all points that are not rejected (i.e. accepted) using this threshold, together with the ratio of points that are accepted [23] .
Learning with concept drift and its extension to rejection
In online learning, a potentially infinite stream (. . . , (x t , y t ), (x t+1 , y t+1 ), . . . ) of training data is given, where t denotes the current time, and each sample (x t , y t ) is generated from an unknown probability distribution p t . The presence of drift refers to the fact that p t (x, y) changes over time, i.e. at least two time points t 1 and t 2 exist such that p t1 (x, y) = p t2 (x, y). If the posterior class probabilities change, p t1 (y|x) = p t2 (y|x), we call this real concept drift; if only the input distribution changes, p t1 (x) = p t2 (x), this is referred to as virtual concept drift or covariate shift. In particular for real concept drift, a static classifier is often preprint -accepted at ICANN 2018 -to appear in Springer Lecture Notes in Computer Science suboptimal, and the goal is to evolve a classification mapping h t over time, which adjusts to the current class posterior distribution, whereby h t+1 is inferred from h t and the current sample (x t , y t ) only. The objective is to minimize the average misclassification over time as measured, for example, by the so-called interleaved test-train error for a time period
This setting can be extended to online learning with rejection as soon as the classification mapping f t is accompanied by a certainty measure c t . In this case, given a threshold θ, classification at time point t is rejected if, and only if, c t (x) < θ. Evaluation takes place by reporting the modified interleaved test-train error
and the ratio of classified data points
A number of learning models have been proposed which are capable of dealing with drift [10, 11, 12, 13, 14] . We address two recent models (SAM and ARF) which are suited for heterogeneous drift and which can be naturally extended to include a reject option. For comparison, we look at a linear classifier (perceptron) that can adapt to drift but where useful reject strategies are problematic, as well as two sliding windows to serve as a baseline.
Online perceptron: One simple -yet popular -method, which is also available in stream mining suites such as the massive online analysis toolbox for data streams, is online perceptron learning [24] . Essentially, this consists of an online gradient descent of the squared error of the perceptron activation function sgd(w x − θ) based on given data with fixed step size. This model is naturally restricted to linear settings, yet it yields surprisingly accurate behavior in an initial demonstration scenario as we will show in an experiment, a behavior which has also been substantiated analytically [25] . Yet, for online settings, it is not possible to adjust the sigmoidal rescaling of the perceptron output as proposed by [16] , hence we will directly rely on the measure c(x) for rejection as introduced above.
SAM-kNN:
The Self-Adjusting Memory (SAM) architecture [26] keeps two complementary memories -short-term and long-term. The former contains the most recent samples of a data stream, whereby the length of this window is adjusted based on the classification performance, while the latter stores and continuously refines a compacted representation of previous samples as long as these are consistent with the short term memory. Depending on how the data stream changes, SAM makes flexible use of its two memories and a weighted k-nearest neighbors classifier to accurately classify even when drift is present. We extend the output of the classifier by the certainty measure as introduced above as the basis for a reject option. ARF: Adaptive random forests (ARF) [14] constitute a state-of-the-art ensemble method for learning with drift. Random forests grow very fast decision trees (Hoeffding trees) online based on Poisson sampling to mimic bootstrapping effects. ARF wraps this technology into an active drift detection loop, which assigns suitable weights to an ensemble of trees, replaces unsuitable trees if drift is observed, and grows trees in the background that can serve as an intelligent initialization of such replacements when drift is expected. We can use the certainty measure as introduced for random forests above and extend it to weighted averages over the ensemble of trees as a basis for rejection.
Sliding window: Techniques which use a classifier based on a sliding window of the data stream can serve as a baseline. We will consider a weighted k-NN classifier with a sliding window of fixed size (referred to as fixed window ) as well as a window whose size is adapted based on the optimum classification error such as the short term memory in SAM (referred to as adaptive window ).
Experiments

Linear Setting
Initially, we investigate how a perceptron's certainty responds to concept drift and demonstrate that it is not easily augmented with a reject option. To that end, we create a 2-dimensional dataset with two classes. Points are sampled uniformly from two rectangles (which determine the class label) that move towards, through, and apart from one another over time. The two classes are initially linearly separable, then become indistinguishable, and eventually become linearly separable again -
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albeit with a flipped separating hyperplane. To add noise, we flip the class label of every 7th sample. For comparison, the data is used to evaluate a fixed window 4 as well as the perceptron. The results are presented in Figure 1 , with different certainty thresholds that correspond to 100 %, 90 % and 80 % of accepted (classified) points. It is apparent that the simple online perceptron is surprisingly accurate for this data set, despite its rather simple learning rule. As expected, an increasing classification difficulty is reflected in a decrease in accuracy. When the rectangles move apart (and the classes become linearly separable again), both algorithms recover. However, it is apparent that the perceptron hardly benefits from a reject option, whereas the fixed window clearly does, rejecting more points the more difficult the problem is and in such a way that the accuracy increases. Hence, it is a nontrivial task to identify effective rejection for learning with drift.
General Setting
We evaluate the efficiency of classification with rejection on a number of benchmark datasets with nonlinear characteristics. Here, model meta-paramaters are chosen in the same way as reported in Losing et al. [26] and Gomes et al. [14] . We determine accuracy reject curves by dividing the range of observed certainties into equally sized intervals and deriving the respective pareto-optimal accuracyreject pairs. For reporting, we focus on the practically interesting range of 100 % to 50 %. We consider the benchmark datasets as described in Losing et al. [26, 12] , since they cover a wide variety of different data and drift characteristics. See Table 1 for an overview over the datasets. Table 1 . Datasets considered for our experiments. Real-world datasets are followed by artificial datasets -other than that, they are presented in no particular order. Drift properties are given according to Losing et al. [12] . 
#
Effectiveness of Reject
The resulting accuracy-recject curves with respect to different certainty thresholds for all twelve datasets and all four classifiers are presented in Figure 2 . As reported by Losing et al. [26] and Gomes et al. [14] , it is apparent that the methods SAM and ARF are robust classifiers capable of dealing with drift, with SAM performing consistently well across all datasets considered, while ARF shows excellent results in most, but not all (in particular Outdoor Objects, Moving RBF, and Moving Squares). Surprisingly, also the baselines yield acceptable results for certain datasets. We observe that rejection increases the classifiers' accuracy consistently for all datasets, and influence all methods similarly: Averaged over all datasets and all four classifiers, rejecting 10 % or 20 % of all samples leads to an increase in accuracy by 3.19 % or 5.64 %, respectively. The smallest increase is 1.06 % or 1.17 %, the highest increase is 5.43 % or 10.07 %.
At present, we have used certainty measures that are intuitive and fast to compute in all cases. The curves indicate one possible weakness of these measures: in particular for k-NN classifiers (including SAM), the accuracy does not reach 100 % -rather, the curves end prematurely. This is due to the fact that k-NN assigns a certainty of 100 % to a great number of points since their k-neighborhoods are uniformly labeled. More elaborate certainty measures such as a reject option preprint -accepted at ICANN 2018 -to appear in Springer Lecture Notes in Computer Science based on absolute distances, that respects outliers, or an extension of the method to ensembles and according averaged certainties, could enable a "subtler" assessment of certainty. Hence, we see room for further improvement beyond the already satisfactory results.
Temporal Behavior As expected, accuracy varies over time in the presence of non-homogeneous drift in real-life datasets. For Outdoor Objects and Rialto Bridge we show this together with how accuracy is affected by rejection, and how the rejection ratio varies over time, when SAM with a reject option is used to classify (Figure 3) . Interestingly, the sharp drop in accuracy at samples 1700 to 2200 from Outdoor Objects is mirrored in the ratio of rejected points as a pronounced peak in rejected points. In this case, increasing the number of rejected points allows the classifier to improve so much that no notable drop in accuracy remains. A similar -albeit less pronounced -behavior can be observed for Rialto Bridge. Here the overall variation in accuracy becomes much narrower. For samples 30 000 to 40 000 the abrupt loss in accuracy is compensated by more rejected points.
Discussion
We have introduced and evaluated diverse online learning classifiers with reject options in the presence of concept drift. Across all datasets and classifiers, we see a notable increase in accuracy when using a reject option for k-NN classifiers and ensembles of random forests. In stark contrast, rejection as presented for the perceptron do not seem easily extendable to the setting of concept drift; preprint -accepted at ICANN 2018 -to appear in Springer Lecture Notes in Computer Science
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within an initial linear setting, rejection did not show any benefits. As expected , also for the real life non-linear data sets, no classifier achieves 100 % accuracy in the presence of drift. Interestingly, although techniques such SAM-kNN are consistently good for all settings, there is not one clear winner among the classifiers as they perform differently on various datasets. This is in line with the findings of Losing et al. [26] .
Rejecting with respect to a fixed certainty threshold does not merely increase the accuracy overall but can specifically alleviate low accuracy that stems from low certainty, as seen in Figure 3 . It remains to be seen how more sophisticated, time-and drift-dependent strategies for dynamically choosing certainty thresholds can improve performance even further.
Considering the particular structure of SAM, where classification depends on a choice between long-and short-term memory, it might prove beneficial to incorporate their certainties into the decision-making process -so far, it has depended solely on the memories' past performances. One must carefully investigate, however, how a classifier's certainty can be trusted, especially when the classifier performs badly in the presence of drift. On the other hand, samples with low certainty could indicate areas in which the model needs to be augmented.
As mentioned earlier, incorrect classification results can negatively impact a user's trust in a system. Because it leads to a higher accuracy, rejection alleviates these issues, but it will further be important how to communicate to a user why a point is rejected or -more generally -with how high a certainty a point is classified and how that certainty is to be interpreted.
