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For a given graph G its Szeged weighting is deﬁned by w(e) =
nu(e)nv(e), where e = uv is an edge of G, nu(e) is the number of
vertices of G closer to u than to v, and nv(e) is deﬁned analogously.
The adjacency matrix of a graph weighted in this way is called its
Szeged matrix. In this paper we determine the spectra of Szeged
matrices and their Laplacians for several families of graphs.We also
present sharp upper and lower bounds on the eigenvalues of Szeged
matrices of graphs.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
A topological index of a graph is a number related to the graph which is invariant under graph
isomorphism. Hundreds of topological indices have been deﬁned and investigated during the last
couple of decades, starting with the introduction of theWiener index in 1947 [14]. Attempts to extend
some formulas for computing the Wiener index from trees to the graphs containing cycles resulted
in introduction of a (then) novel topological index called the Szeged index [8,9]. That index has been
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widely used in quantitative structure-property relationship studies and its mathematical properties
have been extensively studied [11,10,2,1,6,12]. Its deﬁnition gives rise to a naturally deﬁnedweighting
of the edges of the considered graph; the adjacency matrix of the weighted graph is called its Szeged
matrix. In this paper we ﬁrst introduce the Laplacianmatrix of a graphweighted by the Szegedweight
function and then proceed to investigate its spectrum. The spectra of Laplacian Szeged matrices of
several families of graphs are determined and explicit formulas for the eigenvalues are presented.
All graphs in this paper are ﬁnite, simple and connected. For terms and concepts not deﬁned here
we refer the reader to any of several standard monographs such as, e.g. [5] or [13].
Let G be a connected graph with vertex and edge sets V(G) and E(G), respectively. The number of
vertices of G is denoted by n. The adjacency matrix of a graph G is denoted by A(G). The eigenvalues
of a graph G are the eigenvalues of its adjacency matrix A(G).
The Szeged index of a connected graph G is denoted by Sz(G) and deﬁned by
Sz(G) = ∑
e=uv
nu(e)nv(e).
Here the sum is taken over all edges of G, and for a given edge e = uv, the quantity nu(e) denotes the
number of vertices closer to u than to v; the quantity nv(e) is deﬁned analogously.
It is obvious that an end-vertex of any edge is closer to itself than to the other end-vertex of that
edge. Hence the product nu(e)nv(e) is always positive, and the function w : E(G) → R+ is a weight
function on E(G).We call suchweight function Szegedweighting ofG. The adjacencymatrix of a graph
Gweightedby theSzegedweighting is called the SzegedmatrixofG anddenotedby SzM(G) = [si,j]. Its
eigenvalues are called the Szeged eigenvalues of G and denoted by σr(G), for r = 1, . . . , n. Obviously,
the Szeged index of a graph G can be expressed as one half of the sum of all entries of SzM(G).
Let G be aweighted graphwith aweight functionw : E(G) → R+ andW(G) = [wi,j] its adjacency
matrix. (We assumew(uv) = w(vu) and hencewi,j = wj,i.) The Laplacianmatrix of a weighted graph
G is deﬁned as LW(G) = [li,j], where
li,j =
⎧⎨
⎩
wi = ∑nj=1 wij, i = j,−wij, ij ∈ E(G),
0, otherwise.
For unweighted graphs this deﬁnition gives us the usual Laplacian matrix of G deﬁned as L(G) =
D(G)T I − A(G), where D(G) is the vector of degrees of vertices of G. The Laplacian matrix of a graph G
weighted by the Szeged weighting is denoted by LSzM(G) and called the Laplacian Szeged matrix of
G. Is eigenvalues are the Laplacian Szeged eigenvalues of G. We denote them by μ′r(G), r = 1, . . . , n,
while the eigenvalues of the Laplacian matrix of the underlying unweighted graph G are denoted by
μr(G), r = 1, . . . , n.
We close this section by demonstrating the relations between the four types of spectra for two
familiar classes of graphs.
Example 1. Let Cn be the cycle graph on n vertices. It is well known that the spectrum of Cn is given by
λr = 2 cos 2rπn (see, e.g. [4, p. 72]). Since L(Cn) = 2I − A(Cn), the Laplacian eigenvalues are given by
μr = 4 sin2 2rπn . It is easy to verify that for each edge e = uv of Cn, the product nu(e)nv(e) depends
only on the parity of n and that it is given by
nu(e)nv(e) =
⎧⎪⎨
⎪⎩
(
n
2
)2
, n even,(
n−1
2
)2
, n odd.
Now the Szeged matrix of Cn is given by SzM(Cn) =
(
n
2
)2
A(Cn) for n even and by SzM(Cn) =
(
n−1
2
)2
A(Cn) for n odd, and hence LSzM(Cn) =
(
n
2
)2
L(Cn) for n even and by LSzM(Cn) =
(
n−1
2
)2
L(Cn) for n
odd. Finally, μ′r(Cn) = n2 sin2 rπn and μ′r(Cn) = (n − 1)2 sin2 rπn for n even and odd, respectively.
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Example 2. Let Km,n denote the complete bipartite graph with classes of size m and n. The Szeged
weighting assigns the same weight, mn, to all of its edges, and hence SzM(Km,n) = mnA(Km,n) and
LSzM(Km,n) = mnL(Km,n). So, σr(Km,n) = mnλr(Km,n) and μ′r(Km,n) = mnμr(Km,n). Since the Lapla-
cian spectrumofKm,n contains 0 andm + nwithmultiplicity one,mwithmultiplicity n − 1 and nwith
multiplicitym − 1, the Laplacian Szeged spectrumofKm,n contains 0 andmn(m + n)withmultiplicity
one,m2nwithmultiplicityn − 1 andmn2 withmultiplicitym − 1. In particular, form = n, one obtains
0, n3 and 2n3 as the elements of the Laplacian Szeged spectrum, with the correspondingmultiplicities.
The above examples were chosen as representatives of two classes of graphs we consider in
Section 2: the cycle is the simplest nontrivial example of a circulant graph, while Kn,n is strongly
regular.
2. Main results
2.1. Circulant graphs
A square matrix S of order n is circulant if sij = si,j−i+1, where addition is performed modulo n.
Since the ith row of S is obtained from the ﬁrst row by a cyclical shift for i − 1 places, it is clear that
each circulant matrix is fully deﬁned by its ﬁrst row. Furthermore, if Z denotes the “canonic” circulant
matrixwhose ﬁrst row is given by [0, 1, 0, . . . , 0], then a circulant Swith the ﬁrst row [s1, . . . , sn] can be
expressedas S = ∑nj=1 sjZj−1 [3, p. 16]. Taking intoaccount that theeigenvaluesofZ are1,ω, . . . ,ωn−1,
where ω = exp
(
2π
n
i
)
, we can determine the spectrum of an arbitrary circulant matrix S:
λr(S) =
n∑
j=1
sjω
(j−1)r
for r = 1, . . . , n.
A graph G is circulant if its adjacency matrix is a circulant matrix. The symmetry of the adjacency
matrix imposes an additional constraint on the ﬁrst row: If [0, a2, . . . , an] is the ﬁrst row of the adja-
cency matrix of a circulant graph, then ai = an+2−i. The eigenvalues of a circulant graph G are then
given by λr(G) = ∑nj=1 ajω(j−1)r for r = 1, . . . , n.
Obviously, Cn is a circulant graph. Other examples include complete graphs (with ai = 1 for i =
2, . . . , n), Möbius ladders (ai = 1 for i = 2, n + 1 and 2n) and hyperoctahedral graphs on 2s vertices
K2,2,...,2 (ai = 1 for all i except for i = 1 and i = s + 1). Another example is the graph Cn,k obtained
from Cn by adding an edge between all pairs of vertices at distance at most k in Cn. It follows from the
deﬁnition that all circulant graphs are vertex-transitive.
Proposition 1. Let G be a circulant graph on n vertices and w : E(G) → R its Szeged weighting. Then
w1 = · · · = wn = , where  is some constant. Furthermore, μ′r(G) =  − σr(G), where σr(G) is the
rth Szeged eigenvalue of G.
Proof. The ﬁrst claim is a direct consequence of vertex-transitivity of circulant graphs. Hence LSzM(G)
= I − SzM(G), and the second claim follows from the basic theory of matrix spectra. 
As an application of Proposition 1 we determine the Laplacian Szeged eigenvalues of the circulant
graph Cn,2. (An example is shown in Fig. 1.) We assume that n is even; the odd case can be worked out
in the same way. The ﬁrst row of A(Cn,2) is [0, 1, 1, 0, . . . , 0, 1, 1]. By the above remarks, its eigenvalues
are λr(Cn,2) = 2
[
cos 2rπ
n
+ cos 4rπ
n
]
; its Laplacian eigenvalues are then 4 sin2 rπ
n
+ 4 sin2 2rπ
n
.
Let us compute the Szegedweight function forCn,2. Let ebe the edge connecting vertices 1 and2, and
f the edge connecting 1 and 3. It sufﬁces to consider those two edges; all other edges edges are equiva-
lent tooneor theother of them.Obviously, vertices 3, 5, . . . , n/2 + 1are at the samedistance fromboth
end-vertices of the edge e. By symmetry, the same is valid for vertices n/2 + 2, . . . , n − 2, n. Again by
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Fig. 1. Graph C12,2.
symmetry, the remaining n/2 vertices are split evenly between the end-vertices of e, the odd-labelled
being closer to 1, the even labelled to 2.Hence,n1(e)n2(e) =
(
n
4
)2
. By a similar reasoning one can show
that vertices 2 and n/2 + 2 are equidistant from the end-vertices of the edge f , while the remaining
vertices are split equally between 1 and 3. Hence n1(f )n3(f ) =
(
n−2
2
)2
. From there it immediately fol-
lows that SzM(Cn,2) is a circulantmatrix with the ﬁrst row
[
0,
(
n
4
)2
,
(
n−2
2
)2
, 0, . . . , 0,
(
n−2
2
)2
,
(
n
4
)2]
.
Its eigenvalues are then σr(Cn,2) = n28 cos 2rπn + (n−2)
2
2
cos 4rπ
n
. Finally, by applying Proposition 1 we
obtain the following result.
Corollary 2. The Laplacian Szeged eigenvalues of Cn,2 are given by
μ′r(Cn,2) =
n2
4
sin2
2rπ
n
+ (n − 2)2 sin2 4rπ
n
for r = 1, . . . , n.
By a similar reasoning we could obtain also the Laplacian Szeged spectra for Cn,k for general
kn/2.
As another example we consider theMöbius ladder with n rungsMn. It has 2n vertices; an example
is shown in Fig. 2. The eigenvalues of Mn are obtained from the ﬁrst row of its adjacency matrix,
λr(Mn) = 2 cos rπn + (−1)n, for r = 1, . . . , 2n.
Corollary 3. The Laplacian Szeged eigenvalues of the Möbius ladder with n rungs Mn are given by
μ′r(Mn) =
(
n − 1 − (−1)
n−1
2
) [
3 − (−1)r − 2 cos rπ
n
]
for r = 1, . . . , 2n.
Proof. It is clear thatMn contains two (and only two) types of edges: the rungs and the border edges.
Let e = uv be a rung of Mn for an even n. Since all rungs are equivalent, it sufﬁces to consider the
edge e connecting the vertices 1 and 1′, where the vertices are labelled as in Fig. 2. It is clear that the
end-vertices of the rung connecting the vertices n + 1 and (n + 1)′ are equidistant from 1 and 1′. The
remaining 2(n − 2) vertices are split equally between 1 and 1′, and this yields n1(e)n1′(e) = (n − 1)2.
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Fig. 2. Möbius ladderM12.
For a border edge e, such as the one connecting the vertices 1 and 2, we again ﬁnd two equidistant
vertices, n and n′, and this again leads to the Szeged weight of (n − 1)2 for the edge e. By a similar
reasoningwe can see that in the case of an odd n there are no equidistant vertices for an edge e, and that
the Szeged weights of all edges are equal to n2. The claim now follows in both cases by constructing
the Laplacian Szeged matrix and applying Proposition 1. 
2.2. Strongly regular graphs
A k-regular graph G on n vertices is strongly regular with parameters (n, k; a, c) if any pair of
adjacent vertices have a commonneighbors andany twodistinct non-adjacent vertices have c common
neighbors [7, p. 177]. We also say that G is (n, k; a, c)-strongly regular. A strongly regular graph is
primitive if both G and its complement G are connected; otherwise it is imprimitive or trivial. We
restrict our attention to primitive strongly regular graphs, since an imprimitive strongly regular graph
is either a complete multipartite graph or its complement, i.e. the disjoint union of several copies
of Km for some m. This restriction allows us to assume c /= 0 and c /= k. The simplest non-trivial
examples of strongly regular graphs are C5 and the Petersen graph, with the parameter vectors (5,
2; 0, 1) and (10, 3; 0, 1), respectively. It is easy to see that a non-trivial strongly regular graph has
diameter 2.
Proposition 4. Let G be a non-trivial strongly regular graph with parameters (n, k; a, c). Then
SzM(G) = (k − a)2A(G) and LSzM(G) = (k − a)2L(G). Hence σr(G) = (k − a)2λr(G) and μ′r(G) =
(k − a)2μr(G).
Proof. We assume c /= 0 and c /= k. Let us consider an edge e = uv of G. Its end-vertices have a
common neighbors and all of them are equidistant to u and v. The vertex u has another k − 1 − a
neighbors and all of them are closer to u than to v. Together with u itself, this gives us nu(e) = k − a.
We need not bother to consider other vertices: those at the distance 2 from u are either adjacent to
v, or are at the distance 2 from v, since the diameter of G is equal to 2. Hence they cannot contribute
to nu(e). By the same reasoning, nv(e) = k − a, and nu(e)nv(e) = (k − a)2. Hence the weights of all
edges are equal to (k − a)2. Now SzM(G) = (k − a)2A(G), and hence σr(G) = (k − a)2λr(G). Since
G is regular, we have LSzM(G) = (k − a)2L(G). Henceμ′r(G) = (k − a)2μr(G) for r = 1, . . . , n. Since
for a k-regular graphGwehaveμr(G) = k − λr(G), we further haveμ′r(G) = (k − a)2(k − λr(G)) =
k(k − a)2 − σr(G). 
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It is well known that a non-trivial strongly regular graph has exactly three distinct eigenvalues
[7]. As one of them is equal to k, its Laplacian counterpart is equal to 0, and we conclude that
strongly regular graphs have exactly two distinct non-zero Laplacian and Laplacian Szeged
eigenvalues.
2.3. Cartesian products
Let us consider two graphs G1 and G2. Their Cartesian product G1 G2 is a graph on the vertex
set V(G1) × V(G2) and the vertices (u1, u2) and (v1, v2) are adjacent in G1 G2 if and only if ei-
ther (u1 = v1 and u2v2 ∈ E(G2)) or (u1v1 ∈ E(G1) and u2 = v2). The adjacency matrix of G1 G2 is
given by
A(G1 G2) = In1 ⊗ A(G2) + A(G1) ⊗ In2
[4]. Here n1 and n2 denote the number of vertices of G1 and G2, respectively, and A ⊗ B is the tensor
product ofmatrices A and B (see, e.g. [7, p. 430]). The Laplacianmatrix of G1 G2 is given by analogous
formula
L(G1 G2) = In1 ⊗ L(G2) + L(G1) ⊗ In2 .
If theeigenvaluesofG1 aredenotedbyλ1r , r = 1, . . . , n1 and theeigenvaluesofG2 byλ2s, s = 1, . . . , n2,
then the eigenvalues of G1 G2 are given by
λr,s(G1 G2) = λ1r(G1) + λ2s(G2)
for r = 1, . . . , n1, s = 1, . . . , n2 [4, Chapter 2].
Now we can state the main result of this subsection.
Theorem 5. The Szeged eigenvalues of G1 G2 are given by
σr,s(G1 G2) = n22σr(G1) + n21σs(G2)
and the Laplacian Szeged eigenvalues of G1 G2 are given by
μ′r,s(G1 G2) = n22μ′r(G1) + n21μ′s(G2)
for r = 1, . . . , n1, s = 1, . . . , n2.
Proof. It follows fromthedeﬁnitionofG1 G2 thateachof its edges iseitherof the form (u1, u2)(u1, v2)
or of the form (u1, u2)(v1, u2). Here the vertices with index i belong to Gi for i = 1, 2. Let us consider
an edge e = (u1, u2)(u1, v2). Denote the set of all vertices of G2 closer to u2 than to v2 in G2 by N(u2).
Its cardinality is nu2(u2v2) and for a vertex z ∈ N(u2) we have d(z, v2) d(z, u2) + 1. (Here d(., .)
denotes the shortest-path distance in G2.) But the same relation holds for any vertex in n1 copies of
N(u2) indexed by the vertices of G1, since each shortest path in G1 G2 from some (u1, z) to (u1, v2)
must contain either the edge (u1, u2)(u1, v2), or any of n1 edges “parallel” to it in G1 G2. Hence
nu2((u1, u2)(u1, v2)) = n1nu2(u2v2). The same reasoning applies to the set of all vertices closer to
(u1, v2) than to (u1, u2), and the Szeged weight of the considered edge is given by
n(u1 ,u2)((u1, u2)(u1, v2))n(u1 ,v2)((u1, u2)(u1, v2)) = n21nu2(u2v2)nv2(u2v2).
By the same argument we obtain the Szeged weights for the edges of the type (u1, u2)(v1, u2). Hence
the Szeged matrix of G1 G2 is given by
SzM(G1 G2) = n22SzM(G1) ⊗ In2 + In1 ⊗ n21SzM(G2).
The Laplacian Szeged matrix of G1 G2 has the same form and the claim of the theorem follows. 
Cartesian products give rise tomany interesting classes of graphs.Wemention here the C4-nanotori
Cm Cn. Their Szeged and Laplacian Szeged eigenvalues are given in the following corollaries.
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Corollary 6
(a) σr,s(C2m C2n) = 8m2n2
[
cos rπ
m
+ cos sπ
n
]
;
(b) σr,s(C2m C2n+1) = 2m2
[
(2n + 1)2 cos rπ
m
+ 4n2 cos 2sπ
2n+1
]
;
(c) σr,s(C2m+1 C2n+1) = 2
[
m2(2n + 1)2 cos 2rπ
2m+1 + (2m + 1)2n2 cos 2sπ2n+1
]
.
Corollary 7
(a) μ′r,s(C2m C2n) = 16m2n2
[
sin2 rπ
2m
+ sin2 sπ
2n
]
;
(b) μ′r,s(C2m C2n+1) = 16m2
[
(2n + 1)2 sin2 rπ
2m
+ n2 sin2 sπ
2n+1
]
;
(c) μ′r,s(C2m+1 C2n+1) = 16
[
m2(2n + 1)2 sin2 rπ
2m+1 + n2(2m + 1)2 sin2 sπ2n+1
]
.
In all cases above r and s run from 1 to the number of vertices in the ﬁrst and in the second factor,
respectively.
The Cartesian product of more than two factors is deﬁned inductively as
∏s
i=1 Gi = G1 · · ·  Gs= (G1 · · ·  Gs−1) Gs. When G1 = · · · = Gs = G we obtain Gs, the sth Cartesian power of G.
Obviously, |V(G)| = ∏si=1 |V(Gi)|. We denote |V(Gi)| by ni for i = 1, . . . , s. The proof of the next result
follows by induction from Theorem 5 and we omit it.
Theorem 8. Let G = ∏si=1 Gi. Then the Szeged eigenvalues and the Laplacian Szeged eigenvalues of G are
given by
σi1 ,...,is(G) =
s∏
i=1
n2i
s∑
k=1
σik(Gi)
n2k
, 1 ik  nk
and
μ′i1 ,...,is(G) =
s∏
i=1
n2i
s∑
k=1
μ′ik(Gi)
n2k
, 1 ik  nk,
respectively.
The above formulas can be simpliﬁed for Cartesian powers.
Corollary 9
σi1 ,...,is(G
s) = n2(s−1)
s∑
k=1
σik(G), 1 ik  n,
μ′i1 ,...,is(G
s) = n2(s−1)
s∑
k=1
μ′ik(G), 1 ik  n.
We note that 0 is always in the Szeged spectrum of Gs, since the sum of all Szeged eigenvalues of
G is equal to the trace of SzM(G), i.e. to 0. As an illustration we present here formulas for the Szeged
and the Laplacian Szeged eigenvalues of the n-dimensional hypercube Qn = Kn2 . Ordinary spectrum
of K2 is {−1, 1}, the same as its Szeged spectrum, and its Laplacian spectrum and Laplacian Szeged
spectrumare the same, {0, 2}. Nowwehaveσr(Qn) = μ′r(Qn) = 4n−1(2n − 2r)withmultiplicity
(
n
r
)
for r = 1, . . . , n.
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3. Bounds on the Szeged spectrum
In this section we analyze Szeged spectra of general graphs and present some (mostly sharp) lower
and upper bounds on their elements.We start by determining theminimumnumber of distinct Szeged
eigenvalues and proceed by presenting bounds on the second and the third Szeged spectral moment.
The second Szeged spectral moment is also estimated in terms of the Szeged index.
To determine the minimum number of distinct Szeged eigenvalues of a graph, we recall that a
connected graph with n vertices and diameter D has at least D + 1, and at most n, distinct eigenvalues
(Corollary 2.3 of [3]). Since each entry of SzM(G) is between 1 and n
2
4
, it can be shown by induction
on k that an element at position (i, j) in SzM(G)k is zero if and only if the element at the same
position in A(G) is zero. Hence the matrices In, SzM(G), . . . , SzM(G)
D are linearly independent, and
the minimum polynomial of SzM(G) must have degree greater than D. This implies the following
claim.
Proposition 10. A graph G on n vertices with diameter D has at least D + 1 distinct Szeged eigenvalues.
In particular, the only graph on n vertices with 2 distinct Szeged eigenvalues is the complete
graph Kn.
Our next result depends on the well-known interpretations of the coefﬁcients of the characteristic
polynomialof agraphG: IfG is a connectedgraphwithnvertices,medges, and t triangles, andχ(G, x) =
xn + c1xn−1 + c2xn−2 + c3xn−3 + · · · + cn its characteristic polynomial, then c1 = 0,−c2 = m, and−c3 = 2t. (This is Corollary 2.3 of Ref. [3].) Using those interpretations we can deduce bounds on the
second and third Szeged spectral moment of a graph G.
Proposition 11
(a) 2m
∑n
i=1 σ 2i  n
4
8
m,
(b) 6t 
∑n
i=1 σ 3i  6
(
n2
4
)3
t.
The left inequality in (a) is satisﬁed if and only if G = Kn.
Proof. To prove (a) we denote the elements of the kth power of SzM(G) by s
(k)
i,j . As mentioned above,
a
(k)
i,j
 s(k)i,j 
(
n2
4
)k
a
(k)
i,j . For the second Szeged spectral moment we have
σ 21 + · · · + σ 2n = Tr(SzM(G)2).
Therefore,
2m =
n∑
i=1
a
(2)
i,i

n∑
i=1
σ 2i =
n∑
i=1
s
(2)
i,i

n∑
i=1
(
n2
4
)2
a
(2)
i,i =
n4
8
m.
The left inequality is satisﬁed if and only if nu(e) = nv(e) = 1 for each e = uv ∈ E(G).
Let now ti denote the number of triangles containing the vertex vi. Since Tr(SzM(G)
3) = ∑ni=1 σ 3i ,
we have ti = a(3)i.i  s(3)i.i 
(
n2
4
)3
a
(3)
i.i . This implies
n∑
i=1
ti 
n∑
i=1
s
(3)
i.i =
n∑
i=1
σ 3i 
(
n2
4
)3
a
(3)
i.i .
Now the claim follows by the above remark about c3. 
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Proposition 12. Let G be a graph on n vertices and σany of its Szeged eigenvalues. Then |σ | n2
4
(G),
where (G) denotes the largest degree of a vertex in G.
Proof. LetX = [x1, . . . , xn]T be the eigenvector of SzM(G) corresponding to the eigenvalueσ . If |xm| =
max{|x1|, . . . , |xn|}, then ∑nj=1 sm,jxj = σ xm. So, |σ ||xm|∑nj=1 sm,j|xj| n24 (G)|xm|, and hence
|σ | n2
4
(G). 
Now we use the relationship between the Szeged index and Szeged matrix to give bounds on the
second Szeged spectral moment of a graph in terms of its Szeged index.
Theorem 13. Let G be a graph on n vertices and m edges. Then
2
m
Sz(G)
n∑
i=1
σ 2i min
{
n2
2
Sz(G), 2Sz(G)2 − 2m(m − 1)
}
.
The left equality is satisﬁed if and only if G = Kn, and the right one if and only if G = K2.
Proof. Let us denote S = ∑ni=1 σ 2i . It is enough to prove that S  n22 Sz(G), S  2Sz(G)2 − 2m(m − 1),
and
√
S 
√
2/mSz(G). Obviously, S = (∑ni=1 σi)2 − 2∑i<j σiσj = −2∑i<j σiσj and c2 = ∑i<j σiσj .
Therefore, S = 2∑i<j(nvinvj)2 and since nvinvj  n24 , we have S  n24 Sz(G).
On the other hand,
S = 2∑
i<j
(nvinvj)
2 = 2
⎡
⎢⎣
⎛
⎝∑
i<j
nvinvj
⎞
⎠2 − 2 ∑
uv /=xy
nunvnxny
⎤
⎥⎦ 2Sz(G)2 − 2m(m − 1).
It is now easily seen that the equality is satisﬁed if and only if nunv = 1, and hence nu = nv = 1. Since
nvinvj cannot exceed n
2/4, it follows n = 2.
The left inequality follows from the Cauchy–Schwarz inequality:
Sz(G) = ∑
e=uv
nunv 
√
m
∑
e=uv
(nunv)2 =
√
m
2
S. 
Our ﬁnal two results are concerned with the upper bounds on the largest and then on any Szeged
eigenvalue of a graph.
Proposition 14. Let G be a graph on n vertices and m edges. Then
σn min
⎧⎨
⎩
√(
n
2
)
Sz(G),
√
n − 1
n
√
2Sz(G)2 − 2m(m − 1)
⎫⎬
⎭ .
Proof. We start from the fact σn = −∑n−1i=1 σi. Hence
|σn|
n−1∑
i=1
|σi|
√
n − 1
√√√√√n−1∑
i=1
σ 2i .
From there we have
σ 2n (n − 1)
n−1∑
i=1
σ 2i = (n − 1)
⎡
⎣ n∑
i=1
σ 2i − σ 2n
⎤
⎦ .
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Finally,
σ 2n 
n − 1
n
n∑
i=1
σ 2i .
The claim now follows by application of Theorem 13. 
Corollary 15. If σ is any Szeged eigenvalue of a graph G on n vertices, then σ  n
2
√
m
(
n
2
)
.
The proof follows straightforwardly from Propositions 11 and 14 and we omit the details.
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