Abstract-This paper describes steps that have been taken to construct a development dataset for the task of Technology Structure Mining. We have defined the proposed task as the process of mapping a scientific corpus into a labeled digraph named a Technology Structure Graph as described in the paper. The generated graph expresses the domain semantics in terms of interdependencies between pairs of technologies that are named (introduced) in the target scientific corpus. The dataset comprises a set of sentences extracted from the ACL Anthology Corpus. Each sentence is annotated with at least two technologies in the domain of Human Language Technology and the interdependence between them. The annotations -technology mark-up and their interdependencies -are expressed at two layers: lexical and termino-conceptual. Lexical representation of technologies comprises varying lexicalizations of a technology. However, at the termino-conceptual layer all these lexical variations refer to the same concept. We have adopted the same approach for representing Semantic Relations; at the lexical layer a semantic relation is a predicate i.e. defined based on the sentence surface structure; however at the termino-conceptual layer semantic relations are classified into conceptual relations either taxonomic or non-taxonomic. Morover, the contexts that interdependencies are extracted from are classified into five groups based on the linguistic criteria and syntactic structure that are identified by the human annotators. The dataset initially comprises of 482 sentences. We hope this effort results in a benchmark that can be used for the technology structure mining task as defined in the paper.
I. INTRODUCTION Management of Technology (MoT) [1] is a strategic research topic dealing with innovation, efficiency and organization structure management in rapidly changing technology world. Started in the 60s, a long discussed topic in MoT is technology-structure relationships [2] . Among the category definitions for empirical technology-structure research is Technology Interdependence. Technology Interdependence potentially can be used for "minding the technology gap" as defined by Bailey et al [3] :
"We define a technology gap as the space in a work flow between two technologies wherein the output of the first technology is meant to be the input to the second one." The automatic extraction of such information faces several established research challenges in Information Extraction and Natural Language Processing: Named Entity Recognition (NER) [4] ; Semantic Role Identification [5] ; and Relation Extraction (RE) [6] , [7] . In a broader sense, solutions to these challenges feed into two emerging Natural Language Understanding and Semantic Computing research application areas: Open (Domain) Information Extraction (OIE) [8] ; and Ontology Learning (OL) [9] . We classify the task of Technology Structure Mining as an activity situated between OIE and OL.
One of the main challenges to pursuing such tasks is the lack of linguistic resources for evaluation and development. While any task like the one we will introduce here tackles the problem of knowledge acquisition and tries to engineer solutions to the bottleneck of knowledge acquisition through automated methodologies and algorithms, the development and evaluation of such methods relies closely on the provided dataset for testing and training e.g. [10] , [11] . In addition, understanding and evaluation of the outcome of an IE/OL task is subject to the understanding of domain experts and the sort of information they are looking for; generally speaking, these activities are more task-driven rather than fact-driven. In addition, research studies in these domains usually focus on evaluation of engaged activities such as NER or RE in isolation. There is no report on the impact of the quality of these activities in the overall quality of the task performance.
For the reasons mentioned above, we have developed a dataset that will ideally result in a benchmark to evaluate the proposed task in section 3. The dataset comprises of sentences in the domain of Human Language Technology from the ACL Anthology Reference Corpus (ACL ARC) [12] . The annotations are provided at two layers, lexical and termino-conceptual. At the lexical layer the representation of an identical technology may comprise of lexical variants e.g. Human Language Technology may be signaled by HLT, Human Language Technology, Natural Language Processing, and NLP. However, at the conceptual level all these lexical variations refer to the same concept i.e. HLT. We have adopted the same approach for representing Semantic Relations; at the lexical level a semantic relation is a predicate i.e. defined based on the sentence surface structure. However at the termino-conceptual level, semantic relations are classified into conceptual relations, either taxonomic or non-taxonomic e.g. lexical relations such as used_in, applied_in, and employed_by are classified under a conceptual relation DEPEND ON. This layered representation will assist us in modularizing the task of Technology Structure Mining into several sub-tasks, including detecting technologies at the lexical level, mapping the technology lexicalizations to concepts, relation extraction between pairs of technology concepts at the lexical level, and finally mapping the lexical relations to conceptual semantic relations.
The rest of the paper is organized as follows. Section II briefly introduces related work. Section III proposes a formal task definition. Section IV describes the methodology for generating the dataset out of the ACL ARC corpus. Finally, section V concludes and gives the direction of future work.
II. RELATED WORK
Besides existing research in information extraction from patents e.g. [13] , there is not much research reported towards extracting information from scientific publications for mining technology interdependence. Considering technology as applied science then it is not far from reality to consider scientific publications as a primary source of information for the task of technology structure mining. Research in this area could result in methodologies for smoothing the process of domain-semantic modeling in terms of technologies that are involved in a scientific domain. This may result in a strategic tool for intelligent information retrieval as well as for assisting the process of technology management.
As stated in [6] , the information science research community and the Natural Language Processing (NLP) community [14] have focused on concepts and terms, but "the focus is increasingly shifting to the identification, process and management of relations to achieve greater effectiveness". However, none of the literature in these domains explicitly mentions the correlation between concepts and relations, particularly in their task formalization. They either have considered this as an obvious fact, or this has not been the focus of their theoretical foundation. What is required here is a model that can combine and express properties of semantic relations from both the lexical and logical perspectives at a scalable size. Our research strives towards this goal. The most prominent research in recent years has approached the problem from the ontology engineering and population point of view. The main power of this research resides in the use of ontologies as a foundation for expressing domain-semantics. However, until recently [15] this research lacked concern about the lexical properties of concepts.
In [16] , Hobbs and Riloff provide an overview of research in the Information Extraction (IE) domain. With emphasis on diversity in IE tasks, they have identified named entity recognition, relation extraction, and the task of event identification under the IE research topic and provide a classification over the existing approaches from various perspectives and a comparison between finite state based methods versus machine learning approaches. They have discussed the complexity of the tasks of detecting complex words, basic phrases, complex phrases, as well as event detection and assigning them a unique identifier and a semantic type. The importance of real-world knowledge and its encoding into such systems is also emphasized.
In [9] , Cimiano et al. give a survey of current methods in ontology construction and discuss the relation between ontologies and lexica as well as ontology and natural language. They illustrate different engineering approaches to ontology design and enumerate their advantages and disadvantages. On the topic of ontology learning, the authors contemplate controversies in concept identification and relation extraction. They emphasize the difference between linguistic representation of concepts and the concepts themselves and make a distinction between concept hierarchy and relation extraction since they see these as the difference between paradigmatic versus syntagmatic relations. The importance of selectional restriction and choosing the right level of abstraction are mentioned as other challenges in this field.
Khoo and Na [6] provide a survey on semantic relations. Their survey describes the nature of semantic relations from the perspective of linguistics and psychology, in addition to a detailed discussion of types of semantic relations including lexical-semantic relations, case relations, and relations between larger text segments. They clarify the definition of semantic relations in knowledge structures such as thesauri and ontologies. Although some semantic relations can be extracted/inferred from syntactic structures, there are other semantic relations that require a multi-step sequence of reasoning. Their survey enumerates a number of approaches for automatic/semi-automatic extraction of relations and describes the application of semantic relations in applications such as question-answering, query-expansion, and text summarization.
Finally, we consider much of the work in BioNLP as the closest to the proposed task here. Bio texts are usually written to describe a specific phenomenon e.g. gene expression, protein pathways etc. in a very specific context. Extracting such information, e.g. extracting instances of specific relations or interactions between genes and proteins, from Bio-literature is similar to the task of technology structure mining. However, in contrast to the proposed application here, Bio-Text Mining is well supported by ontologies and language resources; the context and concepts are usually clearly defined and tools which are tuned for the domain are available. The availability of knowledge resources such as well-defined ontologies in this domain lets Bio-Text miners build new semantic layers on top of already existing semantic resources (ontologies).
III. TASK DEFINITION
We define the task of technology structure extraction as comprising four major processes: 1)Identification of technology terms at the lexical level; 2) Mapping the lexical representation of technologies into a termino-conceptual level; 3) Extracting relations between pairs of termino-conceptual technologies at the lexical level (i.e. at sentence surface structure); 4) Finally, mapping/grouping relations at the lexical level into canonical relation classes at the conceptual level. We name the result of the proposed processes the Technology Structure Graph (TSG). Therefore, we define the task of technology structure extraction as the process of mapping a scientific corpus into a T SG graph with the following definition:
1) V is a set of pairs W, T where W, T is a uniquely identifiable terminology from a set of identifiers N and T is the terminology semantic type, e.g., NLP, TECHNOLOGY or Lexicon, RESOURCE or Quality, PROPERTY . To support different levels of granularity of information abstraction we also consider V can contain pairs G i , GRAPH where G i has the same definition as G above. 2) P is a set of technology terms at the lexical level, uniquely identifiable from a set of identifiers R, e.g., Natural Language Processing, NLP, Human Language Technology. 3) S is a set of lexical relations, uniquely identifiable from a set of identifiers Q, e.g., used by, applied for, is example of. 4) Σ is a set of relations, i.e., the canonical relations vocabulary, e.g., {DEPEND ON, KIND OF, HAS A}. 5) α is a partial function that maps W, T to a label of Σ annotated by a symbol from a fixed set M , i.e., α : N × N → Σ × M . M can be, e.g., the symbols { , ♦} from modal logic. 6) β is a function that maps P to a tuple in V i.e., β : R → N . 7) ω is a function that maps S to a term in Σ i.e., ω :
S → Σ. Consider the following example input sentence:
"There have been a few attempts to integrate a speech recognition device with a natural language understanding system." [17] With M defined as possible and certain modalities, i.e., { , ♦}, then the expected output of analysis of this sentence will be as follows:
The main goal of the introduced task is in giving unstructured data (i.e. natural language text) a machine tractable structure in a way that we can semantically interpret this input data. Any semantic interpretation by machines is limited to our definition of symbols and their interpretations. In fact, since our knowledge of (natural language) understanding is limited, we move towards human understanding of language through an engineering approach. The proposed definition above can provide us with a base-line to perform and evaluate this task.
As with previous research in this domain, our task definition deals with two major sub-tasks: concept and relation identification/definition. It considers concepts as the building blocks of knowledge and relations as the elements that are connecting these concepts into a structure. However, we emphasize the interaction between concept definition and relation definition. In addition, we make the boundaries in the process more visible so we can divide the task into subtasks in a more modular manner enabling us to study their interconnections in a more systematic way. We argue it is not possible to define what we call relations vocabulary Σ without considering the definition of V .
The task of semantic interpretation of a natural language text involves an eco-system that comprises concepts, relations and linking/connecting concepts to each other through these relations, in addition to the user's understanding of the provided symbols in V , and Σ. The other research challenge resides in mapping lexically introduced "concepts and relations" to a canonical termino-conceptual format. As stated in the given definition, we only focus on binary relations; the proposed model only concentrates on the relation between two technologies and we are aware of the limitations of the proposed model e.g. in modeling and representing the following example sentence: "This method eliminates possible errors at the interface between speech Recognition and machine translation( component technologies of an AUTOMATIC Telephone Interpretation system) and selects the most appropriate candidate from a lattice of typical phrases output by the speech Recognition system." [18] In the above sentence, the author(s) addresses the interaction between two technologies and provides information about an interdependence. Our definition does not support representation of such information.
As mentioned, Definition 1 provides us with a base-line to approach the task of Technology Structure Mining. Our first attempt towards this goal starts with developing a dataset for further experiments as described in the next section.
IV. DATASET DEVELOPMENT
As mentioned above the dataset comprises of sentences with at least two technology terms and their interdependencies. The sentences are extracted from the ACL Anthology Reference Corpus (ACL ARC) i.e. a corpus of scholarly publications about Computational Linguistics consisting of 10,921 articles which can be downloaded from [19] . The ACL ARC is represented in three different formats: source PDF files of articles, plain text, and an XML version of the articles i.e. the OCR output of PDF files with additional information of visual features of the text e.g. font face, font size, the position of text etc. The corpus is further divided into different sections in directories labeled with a single letter, with 11 sections in total.
The dataset development essentially comprised 4 steps ( Figure 2 ): 1) Text Processing; 2) Indexing and Storage; 3) Concept (technology) Identification; and 4) Compilation of dataset. Then we studied the selected sentences manually, verified the processes, and annotated the sentences with the lexical/semantic relations between pairs of technologies. In the remainder of this section we give a description of each step of the task with results on the corpus.
We followed an iterative process for the dataset development. In the first step, the main issue is to find the optimum boundary size of text for dataset development e.g. should we focus at paragraph level or sentence level. To answer this question, in the first step we chose 1,424 random papers from the corpus and performed the following analysis. The selected papers consist of 45,031 paragraphs, 168,028 sentences, 4,524,062 tokens, and 124,525 types 1 . We studied the distribution of terms that can be considered as a representation of a technology in the domain. Our experiment showed that the co-occurrences of pairs of technologies tend to happen at sentence level (Figure 1 ). This means that if two technologies occur within a text segment then it is more likely that this happens within a sentence. In addition, studying the relations at a greater boundary such as paragraph level imposes computational costs that may not be desirable considering the size of the corpus, the cost of annotating a dataset, and the current state of technologies such as anaphora resolution. This has been also discussed from another perspective in [20] . In the remainder of this section we describe each step of the analysis in detail. 1 The numbers proposed here are subject to the errors that are imposed by text processing/extraction process and may not be identical using different approaches for text extraction Figure 1 . Distribution of co-occurrences of technology terms: The analysis shows that the co-occurrences of two technology terms tend to be at the boundary of sentences; The above diagram shows that if two technologies appeared together in a text boundary then it is most probable that these two terms are situated within a sentence. Here, the vertical axis shows the number of technology terms and the horizontal axis shows the number of terms (in logarithmic scale) in sentence, paragraph and sections segments e.g. the diagram shows that we have 10,000 sections, paragraphs, and sentences with one technology term while there are no paragraphs or sentences with more than 10 technology terms within their boundaries. 
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A. Text Processing
The ACL ARC corpus does not provide text sections and segments. The first stage of our process therefore involved text sectioning, and structuring. The text sectioning step involved converting provided XML files in ACL ARC into a more structured XML document where different sections of a paper such as titles, abstract, references etc. were identified using a set of heuristics. The heuristic rules are based on provided visual information in the source XML files such as font face, font size, position of text segments, and their frequency distribution. As for any other text sectioning task, this step involves noise and error in the output. In the next step, we performed text segmentation including the detection of boundaries of paragraphs, sentences, and tokens. We have also performed part-of-speech tagging and lemmatization. For detecting paragraph boundaries we have used a set of heuristics. However sentence segmentation and tokenization has been carried out with OpenNLP [21] . Since OpenNLP tools are trained on scientific publications, they tended to perform better when compared to other available tools. Then, We used the Stanford Part of Speech (POS) tagger [22] for tagging and lemmatization. The generated files are available for download 1 . The indexed sentences were also processed with open source dependency parsers: Malt Parser [23] , BioLG [24] , and Stanford Dependency Parser [25] .
B. Indexing and Storage
The next step of the process involved indexing and storage of the corpus. We have used a data model -available at the URL in the footnote-that lets us dynamically generate a lexicon out of the POS tagged and lemmatized tokens in the corpus, along with the frequency of words. This also enables us to keep track of the position of words, sentences, paragraphs, and sections within a document. For example, we can easily identify all the sentences, paragraphs, and sections that have the word technology with a specific linguistic annotation such as part of speech. We have used the model to retrieve data from the corpus with queries similar to the Corpus Query Language [26] but at uniquely indexed text segments. Improved performance, reduced processing time, ability for concurrent parsing of sentences, as well as flexibility in modification of metadata have been among the other reasons for using the proposed model in Figure ? ?.
C. Concept Identification
The concept identification (technology term recognition) process starts with selecting all the phrases in the corpus with the word "technology/ies". In fact we queried the corpus for the chain of tokens/lexemes that end with a token that has "technology" as its lemma. In addition, we applied a set of filters which have been defined based on part of speech and the position of the tokens. For example, if we found a lexeme chain starting with a verb in gerund or present participle form (i.e. VBG part of speech in Penn Style Treebank [27] ) then the chain would be accepted only if a determiner appeared before the token with VBG part of speech. In the next step, the extracted technology terms were manually refined. Among the 147 extracted lexeme chains, 31 terms were rejected manually (this includes meaningless terms in addition to very specific terms such as "Japaneses sentence parsing technology"). Then, we manually grouped the remaining terms into 43 different classes, each class refers to a specific technology in the domain of Human Language Technology e.g. finite-state, segmentation, parsing, entity-extraction, etc. As a matter of fact, this processing step comprises the evaluation of P , V , and the function β in Definition 1 in section III. As an example, at the end of this step, P includes these strings: information retrieval technology,information retrieval technologies,information retrieval,IR technology, IR, while V has a member IR, TECHNOLOGY and function β maps all the given values above for P to IR, TECHNOLOGY in V . This processing step has been carried out on the sub-corpus of 1,424 random papers described above.
D. Sentence Selection
After choosing the technology classes and defining P , V and β for the corpus, we identified sentences that contain more than one string term from P . In this step, we extracted the sentences for each section of the ACL ARC; e.g. we were able to extract text from 2,435 papers out of section C (failing on 432 papers; either because of errors in the source XML files or deficiency in our heuristics for corpus processing). This step has been carried out on all sections of the corpus. Table I and Table II show summarized statistics of the performed processes. Table I shows the overall number of articles that have been extracted from the XML source files (ARTICLES#), the number of documents successfully segmented and indexed (SUC-ARTICLE#), and the number of documents that failed to segment and index (UNSUC-ARTICLE#). Table II 2 shows statistics for the successfully indexed documents. This includes the numbers of tokens, types, identical sentences (SENT), identical sentences with a minimum of 1 technology term (SST1) and identical sentences with more than one technology term (SST2) for each section of the corpus. 
E. Manual Verification of Analysis, Annotation and Grouping of Relations
In the final step of dataset development, we chose and annotated sentences from section C of the corpus. This section of the corpus comprises papers from different conferences from the years 1965 to 2004. Among the 230,936 sentences in this section of the corpus, only 2,012 sentences contain a technology term, and amongst these sentences only Table II  STATISTICS FOR EXTRACTED TEXT FROM ACL-ARC SECTIONS   Section  Token#  Type#  SENT#  SST1#  SST2#   A  955761  40938  35439  2012  134  C  6168312  172077  230936  7514  482  E  1901481  61854  67588  1646  81  H  2107057  56470  78797  4777  330  I  358358  20299  14258  721  52  J  612692  23702  22061  496  25  M  400398  20807  14903  592  52  N  1164215  38772  44103  2349  180  P  7446189  152890  272706  8833  603  T  122969  10882  4693 "In translation memory or Example-Based machine translation systems, one of the decisive tasks is to retrieve from the database ,the example that best approaches the input sentence." [33] This expresses a relation between Database Technology and Machine Translation Technology. However, we believe that the expressed relations in these sentences are too complex: automatic extraction and expression of such relations by TSG may be far from reality. It is worthwhile to mention that we have identified some of the relations expressed by sentence structure that are difficult to extract automatically. For example, the temporal relation between the time of introducing "translation by Analogy" and "ExampleBased NLP" expressed in the above sentence, and the temporal relation conveyed by the sentence given previously as an example of a noun-compound relation. We have grouped these relations under the residuals category.
These different contexts have been studied in previous research e.g. [7] , [34] [35] [36] and [37] . However, the authors are unaware of any reported research on the analysis of the distribution of these contexts, nor any corpus that provides linguistic context annotations for relation extraction.
Among the 482 annotated sentences, the text extraction process has been carried out correctly for 425 sentences, and it fails for 57 cases. This gives the precision of 89% for this process step. Unfortunately, our approach does not allow the measurement of the recall for text extraction at the sentence level. However, Table I may be used for measuring recall at the document level. The process of concept identification (technology recognition) has been done correctly for 385 sentences: this gives precision of 81% at the sentence level. However, among the total number of 982 instances of technologies, 78 cases were marked up incorrectly; this will give the precision of 92% for technology recognition ignoring the text segmentation error. "the result could be helpful to solve the variant problems of information retrieval , information extraction , question answering , and so on." [38] We finally mapped the lexical relations into the terminoconceptual relations manually (Defining ω : S → Σ in Definition 1 in section III). For example, the lexical relations, S, such as incorporate, is_combined_with, 3 We have defined precision as the number of correct annotations divided by the total number of annotations and integrate_with are mapped into the terminoconceptual relation MERGE in Σ.
V. CONCLUSION AND FUTURE WORK
We introduce the task of Technology Structure Mining as an example of a broader task of extracting concepts and the relationships between them for a given text corpus. We propose a "Technology Structure Graph" for formalizing the task. The major challenge is the lack of a benchmark dataset for evaluation and development purposes. The paper reports steps taken for constructing such a dataset which comprises 482 sentences from section C of the ACL ARC corpus. Each sentence is annotated with at least two technology terms and their interdependencies. We have also annotated the sentences with a linguistic context category that relations may be inferred from. Moreover, sentences are accompanied by other miscellaneous annotations such as the modality of the relations, and the position of the sentence in the article.
Future work will include the manual correction/annotation of part of speech tags and dependency parses for the selected sentences. This will enable us to study the performance of generic parsers on our dataset. Since the proposed task consists of several steps including text sectioning and segmentation, part of speech tagging etc. and as each of these processes is subject to error, there may be the danger of accumulated errors. The annotated dataset will enable us to study this in details.
