Abstract. We prove that every isometry of between (not-necessarily orthogonal) summands of a unimodular quadratic space over a semiperfect ring can be extended an isometry of the whole quadratic space. The same result was proved by Reiter for the broader class of semilocal rings, but with certain restrictions on the base modules, which cannot be removed in general.
Introduction
Let F be a field of characteristic not 2 and let (V, q) be a nondegenerate quadratic space over F . The following theorem, known as Witt's Theorem or Witt's Extension Theorem, is fundamental in the theory of quadratic forms. Theorem 1.1 (Witt). Let V 1 , V 2 be subspaces of V and let ψ : q| V1 ∼ = q| V2 be an isometry. Then ψ extends to an isometry ψ ′ of q. Furthermore, ψ ′ is a product of reflections.
Keller [11] has demonstrated that cancellation fails over arbitrary semilocal rings, implying that the restrictions in Reiter's Theorem cannot be removed in general. (Most of the results mentioned here can also be found in [15, Ch. VI] .)
In this paper, we restrict our attention to a family of semilocal rings called semiperfect rings, and study to what extent Witt's Extension Theorem holds in this setting. Recall that a ring A is called semiperfect if it is semilocal and its Jacobson radical, Jac(A), is idempotent lifting. For example, local rings and semilocal rings satisfying A = lim ← − {A/ Jac(A) n } n∈N are semiperfect. See §2.5 below for further examples and details.
Let (P, [β] ) be a unimodular quadratic space over a semiperfect ring (the definition is recalled below) and let Q, S be summands of P . Our main results are:
(1) Every isometry (Q, [β| Q ]) → (S, [β| S ]) extends to an isometry of (P, [β]) (Corollary 4.11, Theorem 4.10). (2) Under mild assumptions, every isometry of (P, [β] ) is a product of quasireflections (Corollary 4.11, Theorem 4.6). (3) We determine the subgroup of O(P, [β]) generated by reflections (Theorem 5.8). Apart from an obvious exception in which there are no reflections, this subgroup is always of finite index in O(P, [β] ). The proofs are based on Reiter's ideas with certain improvements. In particular, we introduce quasi-reflections, which generalize Reiter's e-reflections (see [20] ). We also stress that (1)-(3) hold without assuming 2 is invertible.
Our results imply that unimodular quadratic spaces over semiperfect rings cancel from orthogonal sums. (Note that the base ring in Keller's counterexample [11, §2] is semilocal but not semiperfect.) This in turn leads to other cancellation theorems as follows: In [4] , [7] and [6] , it was shown that systems of (not-necessarily unimodular) sesquilinear forms can be treated as (single) unimodular hermitian forms over a different base ring. Thus, cancellation holds when this base ring is semiperfect. Using this, we show that cancellaion holds for (a) arbitrary (i.e. not-necessarily unimodular) hermitian forms over involutary valuation rings (Corollary 4.19), (b) systems of sesquilinear forms over involutary henselian valuation rings (Corollary 4.18). We also strengthen a cancellation theorem of Quebbeman, Scharlau and Schulte [19, §3.4 ] which applies to quadratic spaces over hermitian categories (Corollary 4.15) . Specifically, the cancellation of [19, §3.4] assumes that the underlying hermitian category consists of objects whose endomorphism ring A is semilocal and satisfies A = lim ← − {A/ Jac(A) n } n∈N . We loose that requirement to A being semiperfect.
Another application of our results will appear in the forthcoming paper [5] , in which (3) is used to prove a weak-approximation theorem for certain isometry groups over arbitrary fields.
The paper is organized as follows: In section 2, we recall the definitions of quadratic forms over rings and several results to be used throughout. Section 3 introduces quasi-reflections and reflections. In section 4, we prove our version of Witt's Extension Theorem and discuss its applications. Finally, in section 5, we describe the group spanned by the reflections of a unimodular quadratic space (over a semiperfect ring).
Preliminaries
This section collects several preliminary topics that will be used throughout the paper: We recall quadratic forms over unitary rings, several facts concerning them, a notion of orthogonality for unitary rings, and several facts about semiperfect rings. §2.1. Quadratic Forms. We start with recalling quadratic forms. The definitions go back to Bak [2] and Wall [26] . See [3] , [23, Ch. 7] , or [15] for an extensive discussion.
Let A be a ring. An anti-structure on A consists of a pair (σ, u) such that σ : A → A is an anti-automorphism (written exponentially) and u ∈ A × satisfies u σ u = 1 and a σσ = uau −1 for all a ∈ A. Denote by P(A) the category of finitely generated projective right A-modules. A sesquilinear space is a pair (P, β) such that P ∈ P(A) and β : P × P → A is a biadditive map satisfying β(xa, yb) = a σ β(x, y)b ∀ x, y ∈ P, a, b ∈ P .
In this case, we call β a sesquilinear form. The form β is called u-hermitian if it also satisfies β(x, y) = b(y, x) σ u ∀x, y ∈ P . We say that (P, β) is unimodular if the map L β : P → P * := Hom A (P, A) given by sending x ∈ P to [y → β(x, y)] ∈ P * is an isomorphism. Note that P * can be made into a right A-module by setting (f a)x = a σ (f x) for all f ∈ P * , a ∈ A, x ∈ P . This makes L β is a homomorphism of A-modules.
To define quadratic spaces, additional data is needed. Set Λ min = {a − a σ u | a ∈ A} and Λ max = {a ∈ A : a σ u = −a} A form parameter (for (A, σ, u)) consists of an additive group Λ such that
In this case, the quartet (A, σ, u, Λ) is called a unitary ring. Observe that when 2 ∈ A × , Λ min = Λ max because any a ∈ Λ max satisfies a = 1 2 a − ( 1 2 a) σ u ∈ Λ min , so there is only one form parameter. We shall see below that in this case, quadratic forms are essentially equivalent to hermitian forms.
For P ∈ P(A), let S P denote the abelian group of sesquilinear forms on P . Define Λ P = {γ ∈ S P : γ(x, y) = −γ(y, x) σ u and γ(x, x) ∈ Λ ∀ x, y ∈ P } .
For β ∈ S P , denote by [β] the class of β in S P /Λ P . A quadratic space (over (A, σ, u, Λ)) is a pair (P, [β]) with P ∈ P(A) and [β] ∈ S P /Λ P . Associated with [β] are the u-hermitian form h β (x, y) = β(x, y) + β(y, x) σ u and the quadratic mapβ : P → A/Λ given bŷ β(x) = β(x, x) + Λ .
Both h β andβ are determined by the class [β] , and conversely, [β] is determined by h β andβ. (Indeed, it is easy to check that h β = h β ′ implies (β − β ′ )(x, y) + (β − β ′ )(y, x) σ u = 0 andβ =β ′ implies (β − β ′ )(x) ∈ Λ, so when both equalities hold, we have β − β ′ ∈ Λ P .) We also have (1)β(x + y) =β(x) +β(y) + h β (x, y) ∀ x, y ∈ P .
We say that (P, [β] ) is unimodular if h β is a unimodular u-hermitian form, i.e. if L [β] := L h β is an isomorphism (β itself may be non-unimodular).
Let (P ′ , [β ′ ]) be another quadratic space. An isometry from (P, [β] ) to (P ′ , [β ′ ]) is an isomorphism ψ : P → P ′ such that (2) h β ′ (ψx, ψy) = h β (x, y) andβ ′ (ψx) =β(x) ∀x, y ∈ P .
If we define (β ′ * ψ) : P × P → A by (β ′ * ψ)(x, y) = β ′ (ψx, ψy), then this condition is equivalent to [β] = [β ′ * ψ]. We let O(P, [β]) denote the group of isometries of (P, [β] ).
The category of unimodular quadratic spaces over (A, σ, u, Λ) (with isometries as morphisms) is denoted by UQ u,Λ (A, σ).
This gives rise to an isomorphism of categories between UQ u,Λ (A, σ) and the category of unimodular u-hermitian forms over (A, σ, u). The details are left to the reader. Remark 2.2. The "classical" notion of a quadratic space over a commutative ring A (see [22] , for instance) occurs in the special case σ = id A , u = 1 and Λ = 0. Then, the quadratic mapβ determines h β by (1). §2.2. Conjugation and Transfer. We now introduce two well-known procedures that we refer to as conjugation and e-transfer. They allow one to alter a unitary ring (A, σ, u, Λ) while maintaining data about isometries between quadratic forms (isometry groups in particular). We shall use these manipulations several times in the sequel. Note that the e-transfer is in fact a special case of transfer in the sense of [19, Pr. 2.4] .
Proof. This proposition is essentially [20, Lm. 1.6]; everything follows by straightforward computation. The categorical equivalence is constructed as follows: For any P ∈ P(A) and β ∈ S P , define vβ :
Then (P, vβ) is s sesquilinear form over (A, σ ′ ), and the assignment (P, [β]) → (P, [vβ] ) defines the required categorical isomorphism (isometries are mapped to themselves). Proposition 2.4 ("e-transfer"). Let e ∈ A be an idempotent satisfying e σ = e and AeA = A. For every sesquilinear form β : P × P → A, denote by β e the restriction of β to P e × P e. Then: 
Proof. (i) is straightforward. We will prove (ii), (iii) and (iv) together. By [18, Ex. 18 .30], the assumption AeA = A implies that the left A-module Ae is a progenerator, hence by Morita's Theorems (see [18, §18D] , for instance), (−) ⊗ A Ae : Mod-A → Mod-eAe is an equivalence of categories. Since M ⊗ A Ae is naturally isomorphic to M e for M ∈ Mod-A (via x ⊗ ae → xae and xe ⊗ e ← xe), the map M → M e : Mod-A → Mod-eAe is also an equivalence of categories. In particular, for all P, Q ∈ Mod-A, the map ψ → (ψ| P e ) : Hom A (P, Q) → Hom eAe (P e, Qe) is an isomorphism which takes bijective homomorphisms to bijective homomorphisms. In addition, P e ∈ P(eAe) for all P ∈ P(A), and any module in P(eAe) is of this form, up to isomorphism.
Recall that we view P * as a right A-module via (f ·a)x = a σ (f x) (f ∈ P * , a ∈ A). Thus, P * e ⊆ Hom A (P, eA), and we claim that equality holds for P ∈ P(A). Indeed, it is easy to check the equality for P = A, and since the inclusion is natural (in the categorical sense), equality holds whenever P is a summand of A n . Now, since Hom A (P, eA) ∼ = Hom eAe (P e, eAe) = (P e) * , we get a natural isomorphism P * e ∼ = (P e) * , which in turn implies Hom A (P, P * ) ∼ = Hom eAe (P e, P * e) ∼ = Hom eAe (P e, (P e) * ). Now, the abelian group Hom A (P, P * ) is in one-to-one correspondence with S P via L β ↔ β, and likewise with Hom eAe (P e, (P e) * ) and S P e . We thus get an isomorphism S P ∼ = S P e , which turns out to be given by β → β| P e×P e = β e . Moreover, it sends unimodular sesquilinear forms to unimodular sesquilinear forms (because the isomorphism Hom A (P, eA) → Hom eAe (P e, eAe) sends bijections to bijections). In particular, h β is unimodular if and only if h βe = (h β ) e is unimodular. This proves (ii).
We now prove (iii). Since β → β e : S P → S P e is an isomorphism, the map [β] → [β e ] is clearly onto. We claim the latter map is also injective. Indeed, if [β e ] = [0], then h βe (x, y) = β e (x, y) + β e (y, x) σ u = 0 andβ e (x) ∈ eΛe for all x, y ∈ P e. The former condition implies h β (x, y) = β(x, y) + β(y, x) σ u = 0 for all x, y ∈ P (again, by the isomorphism S P ∼ = S P e ). Now, suppose x ∈ P . Since P eA = P AeA = P , we can write
is given by T ψ = ψ| P e . The previous paragraphs imply that T is well-defined, faithful, and every object in UQ v,Γ (B, τ ) is isomorphic to an object in the image of T , so it is left to verify that T is full. σσ = uIu −1 = I. Thus, I ∩ I σ and I + I σ are invariant under σ. If I is a nonzero proper ideal, then we must have I ∩ I σ = 0 and I + I σ = A, so A = I ⊕ I σ . Take B = I and identify I σ with B op via σ. The rest is straightforward.)
Assume (A, σ, u, Λ) is simple and A is artinian. Then the Artin-Wedderburn Theorem implies that A ∼ = M n (D) where D is a division ring or a product of a division ring and its opposite. Identifying A with M n (D), we say that such (A, σ, u, Λ) with is standard or in standard form if: Assume that there exists v ∈ D × with u
Taking d = 1 implies u = −1 and hence τ = id D . Thus, either (u, τ ) can be conjugated to (1, τ ′ ) with τ ′ : D → D an involution, or τ = id D and u = −1 (in which case D is a field). This implies (1) and (3) .
To finish, assume that D is not a division ring, τ is an involution and u = 1. The discussion at the beginning of the subsection implies that the there is an isomorphism D ∼ = E × E op and under that isomorphism τ is given by (a,
Since τ is an involution, it must be the exchange involution.
Remark 2.6. Proposition 2.5 is the reason why many authors require σ to be an involution in the definition of unitary rings. The author does not know if there exists a similar result for semilocal rings (i.e. a statement guaranteeing that σ can always be conjugated into an involution). Nevertheless, [8, Th. 7.8 ] also applies to semilocal rings, and the proof of [9, Th. 7.3] shows that invertible v with v = u −1 v τ or v = −u −1 v τ can be found for "most" semilocal rings, so σ can indeed be conjugated to an involution in many cases. See [9, Rm. 7.7] for further discussion. 
Proof. Since A is semisimple, Cent(A) is a product of fields, and since σ • σ is inner, it restricts to an involution on Cent(A). Let {f 1 , . . . , f r } be the primitive idempotents of Cent(A). Then σ permutes {f 1 , . . . , f r } and the orbits has size 1 or 2. Changing the indices, we may assume that f 1 , . . . , f t are representatives for the orbits. Write e i = f i if f σ i = f i and e i = f i + f σ i otherwise. It is routine to verify that taking (A i , σ i , u i , Λ i ) = (e i A, σ| ei A , e i u, e i Λ) satisfies the requirements. §2.4. Orthogonality. We now define a notion of orthogonality for simple artinian unitary rings which will be used later in the text (compare with the orthogonality defined in [3, Ch. 4 , §2] in the commutative case). This notion is used implicitly and repeatedly in [20] . (1) A is simple and of finite dimension over its center, denoted K,
A is split as a central simple K-algebra), then we say that (A, σ, u, Λ) is split-orthogonal. Generalizing the example, let (A, σ, u, Λ) be a unitary ring such that σ is an involution. If (A, σ, u, Λ) satisfies conditions (1) and (2), then A is a central simple algebra over its center K (see [16, §1] ) and σ is an involution of the first kind (i.e. it fixes Cent(A)). This is easily seen to imply u ∈ {±1} (since u ∈ Cent(A) and
where n = √ dim K A. When ε = 1 (resp. ε = −1) σ is called orthogonal (resp. symplectic). Furthermore, when char K = 2, we always have
Thus, when σ is an involution, condition (3) is equivalent to having one of the following:
(3a) char K = 2, σ is orthogonal and u = 1, (3b) char K = 2, σ is symplectic and u = −1, (3c) char K = 2 and Λ = Λ min .
See [16, §2] for further details about orthogonal and symplectic involutions. We further recall that when A is a central simple K-algebra, the number n = √ dim K A is always an integer called the degree of A and denoted deg A. Writing A ∼ = M n (D) with D a division ring, we define the index of A, denoted ind A, to be deg Proof. That orthogonality (resp. split-orthogonality) is invariant under conjugation is clear from the definitions, so we turn to prove the second statement. Note that since (A, σ, u, Λ) is simple and e σ = e, we have AeA = A (because (AeA) σ = AeA). Morita Theory (see [18, §18D] , for instance) now implies that A is simple if and only if eAe is simple, and Cent(eAe) = e Cent(A). Writing K = Cent(A), it follows that A is a (split) central simple K-algebra if and only if eAe is. Furthermore, in this case, it is easy to see that σ is of the first kind if and only if σ| eAe is. Therefore, we may assume A is a central simple K-algebra and σ is of the first kind.
We claim that Λ is a K-vector space if and only if eΛe is a K-vector space. (In fact, this is clear when char K = 2 because Λ = Λ min and σ is of the first kind.) One direction is evident so we turn to show the other. Assume eΛe is a K-vector space and let a ∈ Λ and k ∈ K.
Assume Λ is a K-vector space. It is left to show that dim K Λ = (c) There exists orthogonal idempotents e 1 , . . . , e n ∈ A with i e i = 1 and such that e i Ae i is local for all i. In this case, any system of orthogonal idempotents in A/ Jac(A) can be lifted to a system of orthogonal idempotents in A. Furthermore, eAe is semiperfect for any idempotent e ∈ A.
Examples of semiperfect rings include all one-sided artinian rings, and more gerenally, all semilocal rings A with A = lim ← − {A/ Jac(A) n } n∈N . Further examples that will be used later can be obtained from the following proposition.
Proposition 2.12. Let R be a henselian local (commutative) ring, and let A be an R-algebra. Then A is semiperfect if one of the following holds:
(1) R is noetherian and A is finitely generated as an R-module.
(2) R is a valuation ring and A is R-torsion-free and of finite rank over R. Proof. When (1) (2) holds, A is semilocal by [27, Th. 5.4] . Let e ∈ A be an idempotent such that eAe has no idempotents other than e and 0. The proof of [25, Lm. 14] then implies that eAe is local. Replacing A with (1 − e)A(1 − e) and repeating this procedure yields a (finite) system of orthogonal idempotents e = e 1 , e 2 . . . , e t ∈ A with i e i = 1 and such that e i Ae i local for all i, so A is semiperfect.
Let A be a semiperfect ring, let A = A/ Jac(A), and let V 1 , . . . , V t be the simple right A-modules, up to isomorphism. Then V 1 , . . . , V t can be viewed as simple right A-modules as well, hence they have projective covers P 1 , . . . , P t ∈ P(A). The modules P 1 , . . . , P t are called the indecomposable projectives over A. Indeed, it is easy to see that they are indecomposable, and furthermore, for every P ∈ P(A),
uniquely determined. To see this, write P := P/P Jac(A) as a sum
(the n i -s are uniquely determined). Then both P and
are projective covers of t i=1 V ni i , hence they are isomorphic (because projective covers are unique up to isomorphism). More generally, to verify P ∼ = Q for P, Q ∈ P(A), it is enough to show that P ∼ = Q as A-modules.
A list of the indecomposable projective A-modules can be constructed as follows: Write A as a product of simple artinian rings t i=1 A i , let ε i be a primitive idempotent in A i , and let e i be a lifting of ε i to A. Then e 1 A, . . . , e t A are the indecomposable projectives of A, up to isomorphism.
Reflections and Quasi-Reflections
In this section we introduce and study quasi-reflections, which slightly extend a notion of reflections introduced by Reiter in [20] . Throughout, (A, σ, u, Λ) is a unitary ring, and (P, [β]) be a quadratic space over (A, σ, u, Λ).
Let e, f ∈ A be idempotents. An element a ∈ eAf is called (e, f )-invertible if there exists a ′ ∈ f Ae such that aa ′ = e and a ′ a = f . It is easy to see that a ′ is unique and has a as its (f, e)-inverse. We hence write a ′ = ( e a f )
• , or just a ′ = a
• when e, f are understood from the context. Notice that there exists an (e, f )-invertible element if and only eA ∼ = f A, in which case we write e ∼ f . Indeed, left multiplication by an (e, f )-invertible element gives an isomorphism from f A to eA, and any isomorphism f A → eA is easily seen to be of this form.
Lemma 3.1. Let e, f ∈ A be idempotents, and set x := x + Jac(A) ∈ A/ Jac(A) for all x ∈ A. Then a ∈ eAf is (e, f )-invertible if and only if a is (e, f )-invertible.
Proof. We only show the non-trivial direction. Assume a has an (e, f )-inverse b with b ∈ f Ae. Then ab ∈ (eAe) × , hence ab ∈ eAe × . (This follows from the easy fact that Jac(A) ∩ eAe = e Jac(A)e = Jac(eAe).) Likewise, ba ∈ f Af × . Let c be the inverse of ab in eAe, and let d be the inverse of ba in f Af . Then a(bc) = e, (db)a = f , and db = (db)e = (db)a(bc) = f (bc) = bc. Thus,
Let e ∈ A be an idempotent, let y ∈ P e, and let c ∈ e σβ (y)e = β(y, y) + e σ Λe be (e σ , e)-invertible. We define s y,e,c : P → P by
Observe that s y,e,c is completely determined by the class [β] . Following [20] , we call s y,e,c an e-reflection. We will also use the name quasi-reflection, which does not restrict us to a particular idempotent e. A reflection of (P, [β] ) is a 1-reflection. When we want to stress the quadratic form [β], we shall write s
y,e,c instead of s y,e,c . Let us check first that s = s y,e,c is an isometry. We need to show that h(sz, sw) = h(z, w) andβ(sz) =β(z) for all z, w ∈ P . For
and this implies h(sz, sw) = h(z, w). Next, we havê
Thus, to proveβ(sx) =β(x), it is enough to prove c •σ β(y, y)c
as required. Let s ′ = s y,e,c σ u . We finish by showing s ′ s = id P (that ss ′ = id P follows by symmetry since (c σ u) σ u = c). Observe first that c σ u = c + (c σ u − c) ∈ c + e σ Λe = e σβ (y)e, and c σ u is (e σ , e)-invertible with (e σ , e)-inverse u σ c •σ . Thus, s ′ = s y,e,c σ u is indeed an e-reflection. Now, for all x ∈ P , we have
Using (3) and (c σ u) Proof. (i) Let a ∈ eAf be an (e, f )-invertible element. It is a straightforward computation to verify that s y,e,c = s ya,f,a σ ca , which proves the claim.
(ii) Throughout the proof, we shall make repeated implicit usage of the fact that yf = ze = 0 and f c
, which easily follows from ef = f e = 0.
Observe first that
and that c+d+h(y, z) is ((e+f ) σ , e+f )-invertible with inverse c
• . Thus, r := s y+z,e+f,c+d+h(y,z) is an (e + f )-reflection. Now, for all x ∈ P , we have
as required.
Lemma 3.5. Let e ∈ A be an idempotent and let x, y ∈ P e.
Proof. This is essentially the same as the proofs of Lemma 1.4 and Lemma 1.5 in [20] ; replace the usual inverses with (e σ , e)-inverses.
Remark 3.6. (i) When applying conjugation (see Proposition 2.3) with respect to v ∈ A × , e-reflections remain e-reflections. Indeed, it is straightforward to check that s [β] y,e,c = s [vβ] y,e,vc (note that if a
. (In Reiter's setting, which assumes e = e σ , e-reflections are preserved only when e commutes with v, for otherwise, e is not invariant under the conjugation of σ by v.)
(ii) Let e, f ∈ A be idempotents with e = e σ and f ∈ eAe. Then e-transfer (see Proposition 2.4) sends f -reflections of (P, [β]) to f -reflections of (P e, [β e ]). Indeed, s [β] y,e,c | P e = s [βe] y,e,c .
Witt's Extension Theorem
Using methods of Reiter [20] and the notion of quasi-reflections above, we now show that every isometry between subspaces of a unimodular quadratic space over a semiperfect ring can be extended to an isometry of the whole quadratic space. Furthermore, with small exception, the resulting isometry is a product of quasireflections. We compare our results with those of Reiter in Remark 4.13. §4.1. General Setting. We set some general notation that will be used throughout. Let (A, σ, u, Λ) be a semiperfect unitary ring. For P ∈ P(A), set P := P/P Jac(A). In particular, A = A/ Jac(A). We shall occasionally view P as a right A-module. The image of x ∈ P in P will be denoted by x. Recall from §2.5 that P, Q ∈ P(A) are isomorphic if and only if P ∼ = Q.
Let Λ = {λ | λ ∈ Λ} and let σ be the map induced by σ on A. Then (A, σ, u, Λ) is a semisimple unitary ring, hence, by Proposition 2.7, it factors into a product 
Then, by conjugating (σ, u, Λ) with v, we may assume that (A i , σ i , u i , Λ i ) is in standard form for all i. Note that conjugation preserves quasi-reflections by Remark 3.6(i), so this is allowed if our goal is to prove that certain isometries extend to a product of quasi-reflections. Now, let ε i denote the standard matrix unit e 11 in A i . Then ε 1 , . . . , ε ℓ are orthogonal σ-invariant idempotents. Since Jac(A) is idempotent lifting, we can lift ε 1 , . . . , ε ℓ to orthogonal idempotents e 1 , . . . , e ℓ ∈ A. The idempotents e i may not be invariant under σ, but we have e i A ∼ = e σ i A as right A-modules (because e i A = e σ i A), and hence e i ∼ e σ i . Next, we set
Note that by Proposition 2.11, (
) is split-orthogonal, and in this case,
Let (P, [β]) be a quadratic space over (A, σ, u, Λ). Then (P, [β]) gives rise to a quadratic space (P , [β]) over (A, σ, u, Λ); the map β is defined by
Since (A, σ, u, Λ) factors into a product of unitary rings, the datum of (P , [β]) is equivalent to the datum of quadratic spaces (
. Specifically, if we write P = ℓ i=1 P i with P i a right A i -module, then β i is just the restriction of β to the copy of P i in P . We further set P (i) = P i ε i ∈ P(A (i) ) and let
, which is the ε i -transfer of (P i , β i ). As a result, we have
Next, let π i : P → P i denote the map sending x ∈ P to its image in P i . We clearly have π i (P e i ) = P (i) and π i β(x, y) = β i (π i x, π i y).
Keeping the previous setting, let Q ⊆ P be a submodule.
This map is evidently onto when (P, [β] ) is unimodular and Q is a summand of P . Lastly, set
and let β| Q denote the restriction of β to Q × Q. §4.2. Some Lemmas. Before giving the main result, we collect several preliminary lemmas. 
Proof. If (B, τ, v, Γ) is split-orthogonal, B must be a field, so dim B Γ = 0 by definition. Conversely, Γ = 0 implies that a = a τ v for all a ∈ B. Taking a = 1 implies v = 1, hence τ = id B . This forces B to be commutative, so B is a field (because B has no nontrivial τ -invariant ideals). Since Γ = 0, this implies that (B, τ, v, Γ) is split-orthogonal. Next, Γ = 0 implies Γ ∩ B × = ∅, so it is left to show the converse. Assume by contradiction that Γ = 0. If B is a division ring, then Γ ∩ B × = Γ \ {0} = ∅, which is impossible. Thus, B ∼ = E × E op with E a division ring. Let e = (1 E , 0
For the next Lemma, recall from §2.1 that for any P ∈ P(A), we view P * as a right A-module by setting (f a)x = a σ (f x) for all f ∈ P * , a ∈ A, x ∈ P .
Lemma 4.2. Let P ∈ P(A). Then P ∼ = P * ⇐⇒ P is isomorphic to a direct sum of copies of the modules e 1 A, . . . , e ℓ A.
Proof. It is straightforward to check that (e i A) * ∼ = e σ i A, and since e i ∼ e σ i , we have e σ i A ∼ = e i A. This settles the direction "⇐⇒", so we turn to show the converse.
Without loss of generality, D i is a division ring for i ≤ t, and D i is not a division ring otherwise. In the latter case, ε i can be written as a sum of two orthogonal idempotents ε i = δ i + δ σ i . Now, ε 1 , . . . , ε t , δ t+1 , . . . , δ ℓ , δ σ t+1 , . . . , δ σ ℓ is a system of orthogonal idempotents in A, hence it can be lifted to a system of orthogonal idempotents f 1 , . . . , f 2ℓ−t in A. Moreover, f 1 A 1 , . . . , f 2ℓ−t A are the indecomposable projective right A-modules, up to isomorphism (because f 1 A, . . . , f 2ℓ−t A are the simple right A-modules, up to isomorphism; see §2.5).
Assume that P ∼ = P * . Then
ni , as required.
) be a quadratic form, and let Q, V ⊆ P summands of P . Then: A (i) ). It was shown in the proof of Proposition 2.4 that ψ extends uniquely to a homomorphism in Hom Ai (Q i , ε i A i ), also denoted ψ. Since Q is projective, there is ϕ ∈ Hom A (Q, e
,Q (x) = ϕ, and by replacing x with xe i we may assume x = xe i ∈ V i e i . Now, for all y ∈ Qe i , we have
(iii) This is routine. Use the fact that
Lemma 4.4. Let P ∈ P(A), and assume
Proof. There is a natural homomorphism ω : P → P * * given by (ωx) = (f x) σ u for all x ∈ P , f ∈ P * . It is routine to check that ω is an isomorphism when P = A A , and since it is natural (in the categorical sense), ω is an isomorphism whenever P is a summand of A n , i.e. when P ∈ P(A). Identify P * * with U * ⊕ U ′ * via g → (g| U , g| U ′ ), and let Q = ω −1 (U * ) and
We clearly have P = Q ⊕ Q ′ . Furthermore, for f ∈ P * , we have f ∈ U ⇐⇒ ψf = 0 for all ψ ∈ U ′ * ⇐⇒ (ωx)f = 0 for all x ∈ Q ′ ⇐⇒ (f x) σ u = 0 for all x ∈ Q ′ ⇐⇒ f x = 0 for all x ∈ Q ′ . Thus, U = {f ∈ P * : f (Q ′ ) = 0}, and likewise, U ′ = {f ∈ P * : f (Q) = 0}.
Lemma 4.5. Assume A ∼ = F 2 × F 2 and σ is the exchange involution (this forces u = 1 and Λ = {0, 1}). Let (P, [β]) be a quadratic space over A, let V ⊆ P be a submodule, and let x ∈ P , z ∈ V be such that h β (x, z) = 1. Then the following conditions are equivalent:
Proof. For the equivalence (a) ⇐⇒ (b), see [20, 
We are now in position to phrase and prove an analogue of Witt's Extension Theorem (Theorems 4.6 and 4.10). We compare our results with those of Reiter [20] in Remark 4.13 below. 
Then there is ϕ ∈ O(P, [β]) such that ϕ is a product of quasi-reflections taken with respect to elements of V , and ϕ| Q = ψ. (The former implies ϕx − x ∈ V for all x ∈ P .) Example 4.7. Provided D i is not isomorphic to F 2 or F 2 × F 2 for all i, the conditions of the theorem are fulfilled for V = P , provided (P, [β] ) is unimodular and Q ∼ = Q * , or (Q, [β]) is unimodular. Indeed, all conditions except maybe (1a) and (2a) clearly hold. If (P, [β] ) is unimodular, then L P (P ) = P * and hence L Q (P ) = Q * and L S (P ) = S * (because Q and S are summands of P ). When In order to prove Theorem 4.6, we first prove the following special case. 
and likewise, L S (P ) = S * ((S, [β| S ]) is unimodular because it is isomorphic to (Q, [β| Q ])). This proves (1a). Next, by Lemma 4.3(i), we have L Q (i) (P (i)
Write e = e i . Since Q ∼ = eA, there is x ∈ Q with xe = x and Q = xA. Let y = ψx. It is enough to find a product of reflections of (P, [β]), taken with respect to elements of V , that sends x to y. We shall prove this by applying Lemma 3.5, except maybe in the case
If h(x−y, x) is (e σ , e)-invertible, then s x−y,e,h(x−y,x) (x) = y (and x−y = x−ψx ∈ V by (1b)). If not, then it is enough to find z ∈ V e i and c ∈β(z) such that
is (e σ , e)-invertible, in which case we shall have s w,e,d s z,e,c (x) = y for w = (x − y) + zc
• h(z, x) ∈ V e i . Note that
so we may henceforth assume that h(y, y − x) is not (e σ , e)-invertible.
Since we are only interested interested in elements living in P e = P e i , we may apply π i everywhere to replace (A, σ, u, Λ) with ( 
(iii).)
We have therefore reduced to the situation of cases 2-5 in the proof of [20, Th. 4.1], in which the existence of z and c is shown, except when A ∼ = F 2 × F 2 . The case A ∼ = F 2 × F 2 requires a different approach and will be treated later (Case VI below). For the sake of completeness, we now give an ad-hoc proof for the existence of z and c when A is not isomorphic to F 2 × F 2 or F 3 × F 3 (the latter is case 5 in [20, Th.
4.1]).
Case I: Assume A is a division ring and Λ = 0. Then h(y, y − x) = 0 (because it is not a unit), hence any z ∈ V with h(y, z), h(z, x) = 0 will suffice. Since L Q | V and L S | V are onto, there are z ′ , z ′′ ∈ V with h(z ′ , y) = u and h(z ′′ , x) = u, or rather, h(y, z ′ ) = 1 and h(x, z ′′ ) = 1. Now, for some z ∈ {z ′ , z ′′ , z ′ + z ′′ }, we must have h(y, z), h(x, z) = 0, as required. by T z = (h(y, z), h(z, x)). Then by (1a), dim A im(T ) ∈ {1, 2}. As in Case I, h(y, y − x) = 0, so we need to find z ∈ V with T z ∈ A × × A × andβ(z) = 0. We shall do this by assuming thatβ annihilates T −1 (A × × A × ) and deriving a contradiction.
Let
. On the other hand, a − a ′ = h(z, y − x) = h(z, z 1 ) = 0, hence a = a ′ . Since |A| > 2 and dim A im(T ) ∈ {1, 2}, it follows that im(T ) = {(a, a) | a ∈ A}, which means that T −1 (1, 1) spans V . Let a ∈ A \ {0, 1} and let z, z
As this holds for all z, z ′ ∈ T −1 (1, 1), it follows thatβ annihilates every linear combination of elements T −1 (1, 1), i.e.β annihilates V . Since Λ = 0, this implies [β] = 0, a contradiction.
Case III: Assume A ∼ = F 2 and Λ = 0. Then (A, σ, u, Λ) is split-orthogonal, hence by (2b) there is z ′ ∈ V ∩ V ⊥ withβ(z ′ ) = 1. Furthermore, as in Case I, there is z ′′ ∈ V with h(x, z ′′ ) = h(y, z ′′ ) = 1. Note that since x − y ∈ V , we have h(x, z
Case IV: Assume A is not a division ring and A is not isomorphic to
op with E a division ring, σ is the exchange involution, u = 1, and Λ = {(a, −a op ) | a ∈ E}. As in Case I, there are z ′ , z ′′ ∈ V with h(x, z ′ ) = h(y, z ′′ ) = 1. Therefore, by [20, Lm. 3.5] , there is z ∈ V with h(x, z), h(y, z) ∈ A × . (It is also possible to give a direct proof of this fact.) Fix some a ∈β(z), and write h(y, y − x) = (t 1 , t op 2 ) with t 1 , t 2 ∈ E. Since h(y, y − x) / ∈ A × , at least one of t 1 , t 2 is zero, say
Case V: Case VI: Assume A ∼ = F 2 × F 2 . For this case, we resume the initial setting of the proof where we differ between (A, σ, u, Λ) and ( g,ε,ε (π i x) = π i y. In the former case we are done. In the latter case, let f ′ , g ′ ∈ V e i be such that π i f ′ = f and π i g ′ = g, and choose c ′ ∈ e σβ (f ′ )e and d ′ ∈ e σβ (g ′ )e with π i c
Then c ′ and d ′ are (e σ , e)-invertible (Lemma 3.1), and π i s
g ′ ,e,d ′ (x), we may assume π i x = π i y. Under this new assumption, we establish the existence of z and c as above, so we may again assume (A, σ, u, Λ) = (A (i) , σ (i) , u (i) , Λ (i) ), and also x = y.
Since x = y and A ∼ = F 2 × F 2 , to find z and c as above amounts to finding z ∈ V with h(x, z) = 1 andβ(z) = Λ = {0, 1}. As in Step IV, there is z ′ ∈ V with h(x, z ′ ) = 1. Condition (2c) and Lemma 4.5 now give there required z ∈ V .
Proof of Theorem 4.6. The proof is based on the inductive step of [20, Th. 4 .1] with certain modifications. If Q = 0 there is nothing to prove. Otherwise, by Lemma 4.2, e i A isomorphic to a summand of Q for some i. Since L Q : V → Q * is onto and Q * is a projective right A-module, we can write V = W ⊕ R such that L Q | W is an isomorphism and L Q (R) = 0. Evidently, (e i A) 
, by Lemma 4.5 and conditions (2c) and (1a), there is z ∈ V (i) and x ∈ Q (i) such that h β (i) (x, z) = ε i andβ (i) (z) = Λ (i) = {0, ε i }. Write z = w + r with w ∈ W (i) , r ∈ R (i) , and choose V ′ as above. (We must have wA ∼ = ε i A. Otherwise, there is an idempotent δ ∈ A (i) ∼ = F 2 × F 2 such that δ = ε i and wδ = w, which implies Write 
. Now, for all y ∈ Q ′′ , we have
This implies that ϕ
Since ϕ is a product of reflections taken with respect to element of V , ϕ(V ) = V , hence ϕ −1 x ∈ V . In addition, when y ∈ Q ′′ , we have
. We now apply Lemma 4.8 to ϕ −1 ψ| Q : Q ′ → ϕ −1 ψ(Q ′ ) with V ′ ⊕ R in place of V to get a product η of e i -reflections, taken with respect to elements of
, reflections taken with respect to elements of V ′ ⊕ R fix Q ′′ . Thus, η| Q ′′ = id Q ′′ , so η| Q = ϕ −1 ψ. This means ψ = ϕη| Q and we are done.
Remark 4.9. Theorem 4.6 actually holds when (2c) is replaced with the milder conditions:
The idea is to extend Lemma 4.8 to the case D i ∼ = F 2 × F 2 , n i > 1, and Q ∼ = e ′ i A, where e ′ i is a lifting of the idempotent ε ′ i = e 11 + e 22 ∈ A i . The proof requires using both e i -reflections (to get x = y as in Case VI) and e ′ i -reflections (to find z and c; use [20, Lm. 3.6] ). The inductive step of Theorem 4.6 should also be modified. In case
A into two copies of e i A and apply the induction hypothesis to the direct sum of Q ′′ and one of these copies. The full and detailed argument would overload the document while not benefiting any result beside Theorem 4.6 and Corollary 4.11 below, so we chose to omit it.
If we do not require in Theorem 4.6 that the extension of ψ will be a product of quasi-reflections, then conditions (1c), (2a), (2b), (2c) can be dropped. 
Proof. The proof is essentially the same as the proof of [20, Th. 6.2]. However, since there are some differences in the conditions to be checked, we recall the argument.
Assume first that (1c) holds. Let T be a free A-module with basis {z, w}. We choose a ∈ A such that:
We define a sesquilinear form γ : T × T → A by linearly extending
Furthermore, the conditions of Theorem 4.6 hold for (
, and (2c) holds by Lemma 4.5, because if
We finish by showing that ϕ ′ (P ⊕ 0) = P ⊕ 0. Indeed, for x ⊕ 0 ∈ P ⊕ 0, we can write
) is the hyperbolic quadratic space associated with U ). Now, let
The following corollaries, which are obtained by taking V = P , can be viewed as analogues of Witt's Extension Theorem and Witt's Cancellation Theorem. 
for all i, then ϕ can be taken to be a product of quasi-reflections. Theorem 6.1 in [20] is similar to Theorem 4.6, but it applies to the broader class of semilocal rings, and it derives the stronger conclusion that ϕ is is a product of reflections (rather than quasi-reflections). However, it assumes the stronger assumptions (1c ′ ) Q and S are free, (2a
, in place of (1c) and (2a), and condition (2c) is replaced with condition (2c ′ ) of Remark 4.9 (note that (1c ′ ) and (2c ′ ) imply (2c ′′ )). In section 5, we shall give a precise description of which isometries are products of reflection (in case A is semiperfect) from which it will follow that condition (2a ′ ) cannot be completely removed in general. Remark 4.14. Condition (2b) in Theorem 4.6 (and also [20, Th. 6 .1]) cannot be completely removed, even when (P, [β]) is unimodular. Indeed, over F 2 , there is a unimodular quadratic form of dimension 4 whose isometry group is not generated by quasi-reflections (which are just reflections in this case). However, up to isomorphism, this is the only exception over F 2 (see [24, Cr. 11 .42], for instance). We do not know if condition (2c) can be removed in general. §4.4. Applications. We now use the previous results to derive several consequences to hermitian categories and systems of sesquilinear forms. Hermitian categories are a purely categorical framework to work with quadratic forms. We refer the reader to [19, §1] , [23, Ch. 7] or [15, Ch. II] for the relevant definitions.
Let (C , * , ω) be a hermitian category with form parameter (ε, Λ). In [19, §3.4 ], Quebbemann, Scharlau and Schulte prove that unimodular (ε, Λ)-quadratic forms over C cancel from orthogonal sums, provided the following assumptions hold:
(A) All idempotent morphisms in C split. (B) Every object of C is a direct sum of finitely many objects with local endomorphism ring (or, alternatively, the endomorphism ring of every object in C is semiperfect). (C) For every M ∈ C , E := End C (M ) is complete in the Jac(E)-adic topology.
After proving this consequence, the authors comment that condition (C) is in fact unnecessary since one can apply transfer (see [19, Pr. 2.4] ) to translate the problem to cancellation of quadratic forms over semiperfect unitary rings, and then apply Reiter's Theorem 6.2 in [20] . This also implies that condition (A) is unnecessary. However, the authors seem unaware that Reiter's Theorem does not imply cancellation in general (see Remark 4.13), and hence this argument implies cancellation only in certain cases (e.g. when all three (ε, Λ)-quadratic spaces involved are unimodular and their base objects are progenerators of C ).
Nevertheless, by replacing [20, Th. 6.2] with Theorem 4.10 (or Corollary 4.12), we see that condition (C) can indeed be dropped. We have therefore obtained: We now combine Corollary 4.15 with results from [4] , [7] and [6] to obtain cancellation results for systems of (not-necessarily unimodular) sesquilinear forms. Henceforth, let R be a commutative ring, and let C be an R-category equipped with R-linear hermitian structures { * i , ω i } i∈I ; see [6, §2.4 , §4] for the definitions. (1) R is noetherian and End C (M ) is finitely generated as an R-module for all M ∈ C . (2) R is a valuation ring, and End C (M ) is R-torsion-free and has finite rank for all M ∈ C .
Then systems of sesquilinear forms over (C , { * i , ω i } i∈I ) cancel from orthogonal sums.
Proof. This similar to the proof of [6, Th. 5.2] . By [6, Th. 4.1] , the category of sesquilinear forms over (C , { * i , ω i } i∈I ) is equivalent to the category of unimodular 1-hermitian forms over another hermitian category (D, * , ω), where D is the category A r 2I (C ) constructed in [6, §4] . It therefore enough to prove that unimodular 1-hermitian forms over (D, * , ω) cancel from orthogonal sums. Note that since 2 ∈ R × , there is only one form parameter (1, Λ) for (D, * , ω), and 1-hermitian forms and (1, Λ)-quadratic forms are essentially the same. By construction, the endomorphism ring of an object Z ∈ D is a sub-R-algebra of End C (M ) × End C (N ) op for some M, N ∈ C , so by Corollary 4.15, it is enough to check that such rings are semiperfect. This is indeed the case by Proposition 2.12.
As a special case of Corollary 4.17, we get: Corollary 4.18. Let A be an R-algebra and let {σ i } i∈I be a system of R-involutions on A. Assume that is R local and henselian, 2 ∈ R × , and at least one of the following holds:
(1) R is noetherian and A is finitely generated as an R-module. Finally, we use [4] to show that non-unimodular hermitian forms over nonhenselian valuation rings cancel from orthogonal sums. Here, the prefix "non-" stands for "not-necessarily" and not for absolute negation. (see Proposition 2.3) and replacing r with rv −1 , we may assume that u = 1 and r + r σ = 1. By [4, Th. 4.1] , the category of arbitrary 1-hermitian forms over (R, σ) is equivalent to the category of unimodular 1-hermitian forms over a hermitian category (D, * , ω) (see [4, §3] for its definition). The category D is the category of morphisms in P(R), denoted Mor(P(R)). (One can also use [6, Th. 3.2] to get essentially the same result.) Notice that the Hom-sets of D are R-modules and it not hard to check that (f · a) * = f · a σ for every morphism f in D and a ∈ R. Since r + r σ = 1, the map (Q, h) → (Q, [rh]) taking 1-hermitian forms over D to (1, Λ min )-quadratic spaces over D is an isomorphism of categories (and there is only one form parameter (1, Λ) for (D, * , ω)). Now, by Corollary 4.15, it is enough to prove that every object of Mor(P(R)) is the direct sum of objects with local endomorphism rings.
Recall that an object of Mor(P(R)) consists of a triple (P, f, P ′ ) such that P, P ′ ∈ P(R) and f ∈ Hom R (P, P ′ ). The endomorphism ring of (P, f, P ′ ) is the set of pairs (g, g ′ ) ∈ End R (P ) × End R (P ′ ) such that g ′ f = f g. Using the fact that R is a valuation ring, one can show that every (P, f, P ′ ) is the direct sum of objects of the form (R, 0, 0), (0, 0, R) and (R, t, R) with t = 0: The proof essentially boils down to showing that for every matrix f = (f ij ) ∈ M n×m (R) there are invertible matrices w ∈ M n (R) and w ′ ∈ M m (R) such that (a ij ) := wf w ′ is diagonal (meaning that a ij = 0 for i = j), and this is well-known. The endomorphism rings of (R, 0, 0), (0, 0, R) and (R, t, R) are easily seen to be R, which is local, so we are done. (4) Nrd E/K (ψ) = (−1)
so one can use Nrd E/K to define ∆ in case char K = 2. Unfortunately, there seems to be no reference defining Dickson's invariant directly for quadratic forms over noncommutative central simple algebras (but see [24, p. 160] for the case A = K, and [3] for arbitrary commutative rings). We therefore satisfy with giving an ad-hoc definition that suits our needs, but may seem unnatural. In the end, we shall briefly explain how to obtain a more intrinsic definition by using the Dickson invariant of quadratic pairs introduced in [16, §12C] .
We start by recalling Dickson's invariant in the case A = K (the orthogonality then forces σ = id K , u = 1 and Λ = 0). In this case, (P, [β] ) is just a quadratic space in the classical sense. Dickson's invariant can then be defined by
The map ∆ is indeed a group homomorphism ([24, Th. 11.43]), and moreover, it is a morphism of algebraic groups over K ( [3] ). See also [16, Df. 12.12] and [10, p. 129] for alternative definitions in characteristic 2. (The equivalence of the definitions, and the identity (4), can be verified using the references specified. In particular, one should only verify that the definitions coincide on reflections by [24, Th. 11.39 ].) Assume now that A is arbitrary and let E = End A (P ). Then E is a central simple K-algebra. We define ∆ by
It is easy to see that this definition agrees with the definition in the case A = K. However, we have to check that ∆ is indeed a homomorphism of groups. Observe that the definition of ∆ depends only on the isomorphism class of the endomorphism ring E = End A (P ), which does not change under conjugation and e-transfer (see Propositions 2.3 and 2.4). These transitions also do not affect split-orthogonality by Proposition 2.11, so we may freely apply them. Now, by conjugation, we may assume (A, σ, u, Λ) is standard (Proposition 2.5), i.e. u = 1 and σ is the matrix transpose involution. Let e be the matrix unit e 11 . By applying e-transfer, we may assume A = K. But in this case it is known that ∆ is a surjective group homomorphism, and also a homomorphism of algebraic groups defined over K.
To see that ∆ is a homomorphism of algebraic groups even when A is non-split, simply tensor (A, σ, u, Λ) and (P, [β]) with a splitting field of A.
We now compute the Dickson invariant of reflections. Proof. We assume e = 0; the proposition becomes trivial otherwise. Also, if A is non-split, then ind eAe = ind A is even, so we are done by Proposition 5.1.
Assume A is split, i.e. A = M n (K) where K is a field. By conjugation, we may assume that σ is the transpose involution and u = 1 (Proposition 2.5, Remark 3.6(i)). Let {e ij } be the standard matrix units of A. Then e is equivalent to r i=1 e ii for some r. By Lemma 3.4, me replace e with r i=1 e ii to assume e σ = e. Now, by applying e-transfer, we may assume e = 1 (Proposition 2.4, Remark 3.6(ii)). We further tensor (A, σ, u, Λ) and (P, [β]) with an algebraic closure F of K, to assume K is algebraically closed. (Namely, we replace (A, σ, u, Λ) with
The details are left to the reader.)
Let S be the set of pairs (y, λ) ∈ P × Λ min satisfying β(y, y) + λ ∈ GL n (K). Then S is open in the Zaritzki topology of P × Λ (viewed as an affine space over K), and hence connected. Since ∆ : O(P, [β]) → Z/2Z is a morphism of algebraic groups (Proposition 5.1), the map
is continuous in the Zaritzki topology. Therefore, since S is connected, it is enough to prove that ∆(s) = deg A + 2Z = n + 2Z for some reflection s.
Let {e ij } i,j be the standard matrix units of A = M n (K). By Lemma 3.4(i), every e 11 -reflection is an e ii -reflection for any i, so by Lemma 3.4(ii), the product of n e 11 -reflections is a reflection. Since ∆ is a group homomorphism, it is therefore enough to prove that there is an e 11 -reflection s with ∆(s) = 1 + 2Z. Now, note that e 11 Ae 11 ∼ = K. Applying e 11 -transfer (together with Remark 3.6(ii)), we are reduced to show that when A = K, there exists a reflection s with ∆(s) = 1 + 2Z. But this well-established; see [16, Ex. 12.13] , for instance. 
Observe that if ψ is an e-reflection of (P, [β]) (with e an idempotent of A), then ψ i is a π i e-reflection of (P i , [β i ]). In particular, if ψ is a reflection, then so is ψ i . Conversely, when the image of e in A lives in A i , every π i e-reflection of (P i , [β i ]) is induced from an e-reflection. This fact, which easily follows from Lemma 3.1, will be used repeatedly henceforth.
When (A i , σ i , u i , Λ i ) split-orthogonal and (P, [β] ) is unimodular, we define
is split-orthogonal and n i is odd (resp. even; recall that
Finally, let ε i } i,j is a complete system of orthogonal idempotents in A, hence it can be lifted to a complete system of orthogonal idempotents {e (j) i } i,j in A. We choose this lifting to have e i = e (where e i is defined as in §4.1), and set
is not split-orthogonal, then by Lemma 4.1, Λ (i) contains a unit of A (i) . Let a be any lifting of this unit to e σ i Λe i . Then a is (e σ i , e i )-invertible (Lemma 3.1), hence s 0,ei,a is an e i -reflection, and it is easy to see that s 0,ei,a = id P .
(ii) If (A i , σ i , u i , Λ i ) is not split-orthogonal, take the projection to P i of the e ireflection constructed in (i). Otherwise, A (i) is a field and Λ (i) = 0, so we need to find y ∈ P (i) := P i ε i withβ (i) (y) = 0. Indeed, [β] is unimodular, hence [β i ] is unimodular (Lemma 4.3(ii)). Since P i = 0, this means [β i ] = 0, and hence [β (i) ] = 0. As Λ (i) = 0, there must be y ∈ P (i) withβ (i) (y) = 0, as required. Then: (i) ∆ I is onto (even without assuming (1) and (2)). P (i) ), which follows from Lemma 4.3.) Thus, ψ is a product of quasi-reflections. Moreover, from the proof of Theorem 4.6 it follows that ψ can written as a product of e 1 -reflections followed by a product of e 2 -reflection etc., and if P i = 0, then the product includes no e i -reflections. For 1 ≤ i ≤ ℓ with P i = 0, let m i denote the number of e i -reflection used to express ψ. We claim that m i can be taken to be even. By Lemma 5.7, this will imply ψ ∈ O ′ (P, [β]). Indeed, if (A i , σ i , u i , Λ i ) is split-orthogonal (and P i = 0), then by Proposition 5.2, m i + 2Z = ∆ i (ψ) = 0, so m i is even. When (A i , σ i , u i , Λ i ) is not split-orthogonal, we can freely increase m i by inserting id P , which an e i -reflection by Lemma 5.4(i), into the product, so again, m i can be made even.
(iii) This follows from Proposition 5.5. We believe that Theorem 5.8(ii) should also be true when A is semilocal and P is a progenerator (i.e. A is a summand of P n for some A, or equivalently P i = 0 for all i). Indeed, we have the following. I ({0, ξ}), so again, it left to prove that ker ∆ I ⊆ O ′ (P, [β]). Let ψ ∈ ker ∆ I , and let ψ be the isometry it induces on (P , [β]) (namely, ψ(x) = ψx). Arguing as in the proof of Theorem 5.8, we see that ψ is a product of reflections of (P , [β]). These reflections can be lifted to reflections of (P, [β]), and their product is an isometry ψ ′ ∈ O(P, [β]) such that ψ = ψ ′ . Replacing ψ with ψ ′−1 ψ, we may assume ψ = id P , or rather, ψx − x ∈ P Jac(A) for all x ∈ P . Now, it is shown in the proof of [20, Th. 6 .2] that such ψ is a product of reflections (here we need P to be free), so we are done. 
