A class of smoothing methods is proposed for solving mathematical programs with equimibrium constraints. We introduce new and very simple regularizations of the complementarity constraints. Some estimate distance to optimal solution and expansions of the optimal value function are presented. Limited numerical experiments using SNOPT algorithm are presented to verify the efficiency of our approach.
INTRODUCTION

mization problems formulation
s.t. x ∈ X , y ∈ R m , z ∈ R l , λ ∈ R l , F (x, y) − ∇ y g(x, y) T λ = 0 g(x, y) = z z ≥ 0, λ ≥ 0, λ T z = 0 (1.1) where the functions f : R n+m → R, F : R n+m → R m and g : R n+m → R l are all twice continuously differentiable and X is a nonempty and compact subset of R n .
Remark. The constraints of (1.1) correspond to the KKT conditions of the parametrized variational inequality y ∈ C(x) and (v − y)
T F (x, y) ≥ 0 for all v ∈ C(x), (1.2) where C(x) := {y ∈ R m /g(x, y) ≥ 0}.
The negative properties of MPECs make these problems very difficult and exclude any direct use of standard non linear programming (NLP) algorithms.
In this paper we propose some smoothing techniques to regularize the complementarity constraints and construct relaxed problems that are suitable for NLP algorithms.
Many regularization and relaxation techniques have already been proposed, here is an incomplete list of such methods (Reg(t) [11, 12] ) λ T z = 0 is relaxed to λ i z i ≤ t ∀i (Regeq(t) [11, 12] ) λ T z = 0 is replaced by λ i z i = t ∀i (RegCp(t) [11, 12] ) λ T z = 0 is relaxed to
In almost all these techniques, the constraints λ i z i = 0 or min(λ i , z i ) = 0 are replaced by some smooth approximations.
In our approach, the complementarity constraint is interpreted componnent-wise as:
∀i, At most one of z i or λ i is nonzero.
So, we construct some parameterized real functions that satisfy:
(θ r (x) 1 if x = 0) and (θ r (x) 0 if x = 0) to count nonzeros and then replace the constraint
In section 2, we present some preliminaries and assumptions on the problem (1.1) (essentially the same as in [11] ) . In Section 3, the smoothing functions and techniques are presented and many approximation and regularity properties are proved. Section 4 is devoted to the analysis of the regularization process. The last section presents some numerical experiments concerning two smoothing functions.
Assumptions and preliminaries
We essentially need the same assumptions and background as in [11] . A complete presentation of this background needs about 6 to 7 pages. We will only present in this section some definitions, known optimality conditions and constraint qualifications. For some others we will only refer readers to [11] . These notions will be useful in the next section.
The first definition concern a first order optimality condition: the strong stationarity
, I z and I λ are the active sets at (x * , y * , z * , λ * ) Definition 2.2 The MPEC-LICQ is satisfied at the point (x * , y * , z * , λ * ) if the linear independance constraint qualification (LICQ) is satisfied for the following RNLP problem at (x * , y * , z * , λ * ).
An other important and usefull constraint qualification is the following Mangasarian-
Fromovitz one
Definition 2.3 The MPEC-MFCQ is satisfied at the point (x * , y * , z * , λ * ) if the MangasarianFromovitz constraint qualification (MFCQ) is satisfied for the RNLP problem at (x * , y * , z * , λ * ).
We will also use some Second-Order sufficient conditions namely: the (MPEC-SOSC) and the (RNLP-SOSC). These two conditions (among others) are defined in [11] .
The smoothing technique
For r > 0, we consider real functions θ r : R + → [0, 1] satisfying (i) θ r is nondecreasing, strictly concave and continuously differentiable,
θ r (x) = 1, and
We will present some interesting examples of such functions after the following approximation result Lemma 3.1 For any ε > 0, and x, y ≥ 0, there exists r 0 > 0 such that
Proof -The first property is obvious since θ r (0) = 0 and θ r ≤ 1.
Using assumption (iii) for x = ε, we have
so that, if we suppose that min(x, y) > ε, assumption (i) gives
Then if we choose α < 1 2 , we obtain that θ r (x) + θ r (y) > 1. 2
This first approximation result can be improved for some interesting choices of the smooth-
We will also consider the general class Θ ≥1 of functions (θ Lemma 3.2 we have
The first part of (ii) follows obviously from Lemma 3.1 and the second one is a direct consequence of (i) since
Using any function θ r satisfying (3.1), we obtain the relaxed following problem for (1.1)
Remarks. (i) By choosing some particular smoothing functions (ex. θ W k r ), the nonnegativity constraints on λ and z become implicite and can be removed from the definition of (ii) Under some classical assumptions, as in [5] we can easily prove that the jacobian of equality constraints (with respect to (y, z, λ) is nonsingular. This property is useful in practice since standard NLP algorithms use Newton-type to solve systems of nonlinear equations corresponding to this jacobian.
Lemma 3.3
If g is concave with respect to y and F is uniformly strongly monotone with respect to y, then for every nonnegative r and every feasible point (x, y, z, λ, e) of problem (3.2), the jacobian of equality constraints (with respect to (y, z, λ)) is nonsingular.
Proof -Using the assumptions 3.1 (i) and (iv), the proof is exactely the same as in [2] or [5] .
2
Problem (3.2) may be viewed as a perturbation of (1.1). Previous lemmas prove that (3.2) is in fact some tight relaxation of (1.1). However this perturbation is not continuous
on the parameter r so that any direct use of perturbation results such that [3] is impossible.
Fortunately, Lemma 3.2 proves that for the particular smoothing function θ 1 · , the corresponding relaxed problem (3.2) is equivalent to (Reg(r 2 )) in [11] . We can then benefit from the theoretical results in [11] .
The following results provide, in the case of the θ 1 · function, some distance estimate between solution of (3.2) and solution of (1.1). These results correspond to applications of [ [3] , Theorem 5.57, Theorem 4.55 and Lemma 4.57] and can be found with complete proofs in [11] . We just state them in our context and add the optimal value expansion.
Theorem 3.1 Suppose that X * = (x * , y * , z * , λ * ) is a strongly stationary point of (1.1) at which MPEC-MFCQ and MPEC-SOSC are satisfied. Then there are positive constants α,r, and M such that for all r ∈ (0,r], the global solution X(r) of the localized problem (3.2) with the additional ball constraint X − X * ≤ α that lies closest to X * satisfies X(r) − X * ≤ M.r. Furthermore the optimal value v r of (3.2) has an expansion of the form
where v 0 is the optimal value of (1.1) and a is the optimal value of an auxiliary quadratic problem [3] .
Theorem 3.2 Suppose that X * = (x * , y * , z * , λ * ) is a strongly stationary point of (1.1) at which MPEC-LICQ and RNLP-SOSC are satisfied. Then there are positive constants α,r, and M such that for all r ∈ (0,r], the global solution X(r) of the localized problem (3.2) with the additional ball constraint X − X * ≤ α that lies closest to X * satisfies X(r) − X * ≤ M.r 2 . Furthermore the optimal value v r of (3.2) has an expansion of the form
where v 0 is the optimal value of (1.1) and b is the optimal value of an auxiliary linearized problem [3] .
For functions of the general class Θ ≥1 , the corresponding feasible sets satisfy
and F θ 1 · are respectively the feasible set of problem (1.1) and (3.2) for the corresponding θ r function.
These inclusions prove that the optimal value expansions given in Theorem 3.1 and Theorem 3.2 are still valid under the same assumptions.
Theorem 3.3 When using functions θ ≥1 · , under the same assumptions of Theorem3.1 (resp. Theorem3.2) the optimal value v r of (3.2) has an expansion of the form
Numerical resuts
For two different smoothing functions, we present some numerical results using the SNOPT [8] nonlinear programming algorithm on the AMPL [1] optimization plateform. Our aim is just to verify the qualitative numerical efficiency of our approach. We consider a subset of the MACMPEC [9] test problems with known optimal values and solutions (a large part of these test problems were used by [2, 5] in their numerical experiments) .
We choose the two functions The first function has (in our analysis) the best theoretical results and corresponds¨in some way¨to the regularization studied in [12, 11] . While the second one corresponds to the enropic regularization [2, 6] . The two following tables give for each considered problem and for different starting points, the used value of the parameter r, the optimal value and solution obtained when using each of the two smoothing functions. The tables report also different informations concerning the computational effort of the solver SNOPT. itM and itm correspond to the total number of major and minor iterations numbers [8] . The total number of objective function evaluations is given in (Obj. Table2: using the inequality enropic approach (θ W 1 r )
