We describe an alternative procedure for obtaining approximate Brueckner orbitals in ab initio electronic structure theory. Whereas approximate Brueckner orbitals have traditionally been obtained by mixing the orbitals until the coefficients of singly substituted determinants in the many-electron wave function become zero, we remove singly substituted determinants at the outset and obtain orbitals which minimize the total electronic energy. Such orbitals may be described as variational Brueckner orbitals. These two procedures yield the same set of exact Brueckner orbitals in the full configuration interaction limit but differ for truncated wave functions. We consider the simplest variant of this approach in the context of coupled-cluster theory, optimizing orbitals for the coupled-cluster doubles ͑CCD͒ model. An efficient new method is presented for solving the coupled equations defining the energy, doubles amplitudes, and orbital mixing parameters. Results for several small molecules indicate nearly identical performance between the traditional Brueckner CCD method and the variational Brueckner orbital CCD approach. However, variational Brueckner orbitals offer certain advantages: they simplify analytic gradients by removing the need to solve the coupled-perturbed Brueckner coupled-cluster equations for the orbital response, and their straightforward extensions for inactive orbitals suggests possible uses in size-extensive models of nondynamical electron correlation. Application to O 4 ϩ demonstrates the utility of variational Brueckner orbitals in symmetry breaking cases.
I. INTRODUCTION
The exact Brueckner orbitals are those orbitals for which the coefficients of singly substituted determinants in the full configuration interaction ͑CI͒ wave function become zero. Alternatively, they are the orbitals for which a single determinant has the maximum overlap with the full CI wave function. These orbitals were introduced in 1954 by Brueckner as part of a self-consistent method for the study of nuclear matter 1 and were related to the CI method in 1958 by Nesbet. 2 Since the full CI wave function is too costly to compute for all but the smallest molecular systems, 3 Brueckner orbitals are generally defined as those orbitals giving zero singles coefficients for some truncated wave function. A number of studies over the last decade indicate that ab initio electronic structure models may become more robust when based on Brueckner orbitals rather than on the standard Hartree-Fock orbitals. [4] [5] [6] In 1981, Chiles and Dykstra 7 became the first to employ Brueckner orbitals in the context of coupled-cluster theory; using a model space of single and double substitutions, they rotated the orbitals in an iterative procedure to zero the amplitudes for single substitutions. These authors referred to this procedure as CCD (T 1 ϭ0); more recently, the method has been called 5, 8 Brueckner coupled-cluster doubles ͑BCCD or B-CCD͒ or simply Brueckner doubles ͑BD͒. 4 The need to transform the atomic orbital ͑AO͒ integrals each orbital iteration was viewed as a significant impediment, and the method received little attention until it was revived in 1989 by Handy et al. 4 These workers presented a detailed formulation of the method and a Mo "ller-Plesset perturbation theory analysis indicating that BD first differs from coupledcluster singles and doubles ͑CCSD͒ 9 and quadratic CI with singles and doubles ͑QCISD͒ 10 at fifth order. More complete Brueckner coupled-cluster models include connected triple excitations in complete ͑BCCDT or BDT͒ 11 or perturbative ͓BCCD͑T͒ or BD͑T͔͒ 4, 12 fashions. In 1991, Kobayashi et al. presented analytic gradients for BD 13 and BD͑T͒, 14 enabling systematic studies of equilibrium geometries, dipole moments, vibrational frequencies, infrared intensities, and other properties of several small molecules. [13] [14] [15] [16] [17] These studies indicate that the differences between BD and CCSD ͓or BD͑T͒ and CCSD͑T͔͒ are generally small except in the case of infrared intensities. Nevertheless, in some cases Brueckner orbitals offer definite advantages. In particular, Brueckner coupled-cluster is less likely to exhibit artifactual symmetry breaking 18, 19 than coupled-cluster based on Hartree-Fock orbitals, as shown by Stanton et al. 5 for NO 3 and Barnes and Lindh 6 for O 4 ϩ . Additionally, Handy et al. 4 have demonstrated for bondbreaking reactions that the point at which spin symmetry is broken ͑i.e., where an unrestricted solution becomes lower in energy than a restricted one͒ is much further out for BD than for single-reference methods based on the Hartree-Fock determinant. Spin-restricted Brueckner orbitals for high-spin open-shell systems have been discussed recently by Crawford et al. 20 In the full configuration interaction limit, there exists an alternative procedure for obtaining the exact Brueckner orbitals. Instead of rotating the orbitals until the singles coefficients vanish, one may delete all singly substituted determinants a priori and find the orbitals for which the full CI ͑less singles͒ wave function gives a minimum energy; both procedures yield equivalent sets of exact Brueckner orbitals. For truncated wave functions, this strict equivalence no longer holds, so that one may consider two equally valid approximations to the exact Brueckner orbitals. In the first ͑discussed above͒, one rotates the orbitals so that there is no projection of the approximate wave function onto the space of singly substituted determinants; the orbitals obtained in this fashion might be described as projective Brueckner orbitals. In the second, one sets the coefficients of all single substitutions to zero and finds the orbitals for which the energy of the truncated wave function is a minimum; we will call these orbitals the variational Brueckner orbitals. Since these two approaches give equivalent orbitals in the full CI limit, one would expect the projective and variational Brueckner orbitals to be very similar for highly correlated wave functions.
In this paper we focus on approximate Brueckner orbitals for the CCD method. The idea of variationally optimizing orbitals for the CCD wave function has been considered previously by Purvis and Bartlett 9 and by Scuseria and Schaefer. 21 In their classic 1982 paper on the CCSD method, 9 Purvis and Bartlett noted that their implementation did not depend on the use of Hartree-Fock orbitals and commented that ''applications for non-Hartree-Fock orbitals, such as optimizing orbitals so that the energy becomes stationary, are easily envisioned.'' Among their various coupled-cluster and perturbation theory benchmark energies for several test cases, these authors reported a single-point energy for the H 2 O molecule in a double-͑DZ͒ basis using CCD with optimized orbitals. In subsequent work, Purvis et al. 22 suggested that variational orbitals could be useful in coupled-cluster studies of reactions where the dominant configuration changes along the reaction coordinate.
In 1987, Scuseria and Schaefer reported single-point energies for four small molecules using CCD and CCSD with optimized orbitals. 21 They sketched a procedure for orbital optimization based on the fact that at convergence, the variationally optimized orbitals make no orbital response contribution to the coupled-cluster gradient; 23 hence, these authors optimized orbitals by zeroing the orbital Z-vector 24 using an iterative process involving successive gradient calculations followed by orbital rotations. This procedure is similar to that reported by Rendell et al. in the context of CI singles and doubles ͑CISD͒ wave functions. 23 Scuseria and Schaefer noted great difficulty in optimizing orbitals for CCSD due to the presence of e T 1 , which already describes orbital relaxation; however, they reported good convergence for CCD. When these authors constructed CCSD wave functions using the CCD optimized orbitals, the singles coefficients were found to be ϳ10 Ϫ5 , demonstrating the similarity between variational and projective Brueckner orbitals for CCD.
Scuseria and Schaefer showed 21 that the CCD energies with optimized orbitals were very similar to those from CCSD using Hartree-Fock orbitals for their test cases. As the practical advantages of Brueckner orbitals were not widely appreciated at that time, there seemed little reason to pursue CCD with optimized orbitals when CCSD was available. Indeed, the CCD orbital optimization of Scuseria and Schaefer would be substantially more expensive than a CCSD computation because of the need to transform the AO integrals and evaluate the CCD density matrices and amplitude Z-vector every orbital iteration. Nevertheless, over the last decade interest in Brueckner orbitals has heightened due to studies demonstrating their tendency to avoid spin and spatial symmetry breaking. In 1992, Hampel, Peterson, and Werner 8 achieved a breakthrough in the efficiency of projective Brueckner CCD computations by solving for the orbitals and doubles amplitudes simultaneously, rather than performing a complete CCD calculation each orbital iteration. Furthermore, these authors also showed how to avoid the full integral transformation every iteration. In their implementation, BD is actually slightly less expensive than standard CCSD.
Here we present a detailed treatment of the energies and analytic gradients of a method which might be fully described as variationally optimized Brueckner orbital coupledcluster doubles. Previous studies 9, 21 have used the simpler name optimized orbital coupled-cluster doubles ͑OO CCD͒, although this fails to convey that the orbitals are indeed approximate Brueckner orbitals. Analogous to the shorthand ''Brueckner doubles'' ͑BD͒ for Brueckner CCD, we will simply employ ''optimized doubles'' ͑OD͒ for convenience. OD is inherently more expensive than BD for energies, since orbital gradient information is required. Nevertheless, we will show that by simultaneously solving for the orbitals, doubles amplitudes, and the amplitude response ͑Z-vector͒, we can obtain an OD gradient for roughly the same cost as a BD gradient. We accelerate convergence via the direct inversion of the iterative subspace ͑DIIS͒ extrapolation procedure of Pulay, 25 employing a more straightforward parameterization of the orbitals than used by Hampel et al. 8 OD is the simplest member of a possible hierarchy of coupled-cluster methods with variationally optimized Brueckner orbitals.
We will discuss two advantages of the variational Brueckner orbitals compared to traditional projective Brueckner orbitals. First, the use of variational orbitals provides a formal simplification of the analytical energy gradients, since the wave function obeys a limited HellmannFeynman theorem with respect to orbital rotations. Hence, the gradients have no orbital response term, and there is no need to solve the coupled-perturbed BD equations. Determination of one-electron properties is simplified because there is no longer a distinction between ''relaxed'' and ''unrelaxed'' densities. The second advantage is that variational Brueckner orbitals are very easily extended to allow inactive orbitals. Hence, the core orbitals and ͑for basis sets containing them͒ their very high-lying virtual counterparts that would be kept doubly occupied or doubly unoccupied in the ''frozen core'' or ''frozen virtual'' approximations can be optimized for the correlated wave function. Complete details for the optimization of inactive orbitals will be presented below. In a subsequent paper, 26 we will consider the consequences of making all nonvalence orbitals inactive ͑i.e., those orbitals are still variationally optimized, but excitations are not allowed out of or into them͒. In that work, we will demonstrate that this amounts to a size-consistent model of nondynamical correlation which differs from current multiconfigurational self-consistent-field ͑MCSCF͒ approaches only in that it employs an exponential ͑coupled-cluster͒ wave function ansatz rather than the usual linear ͑configuration interaction͒ ansatz.
II. THEORETICAL APPROACH

A. Orbital rotations
We desire a set of orbitals which are variationally optimal for our correlated wave function. We begin by expressing the final molecular orbitals ͑MOs͒ as a unitary transformation of an original set of orbitals,
where C p is a coefficient giving the contribution of atomic orbital ͑AO͒ to MO p. Since U is a unitary matrix, it preserves the orthonormality of the MOs. The matrix U may be expressed in terms of a set of orbital rotation angles. 
where G pq ( pq ) is a Givens or Jacobi rotation matrix which is identical to the unit matrix except for sine and cosine functions at the pp, pq, qp, andpositions:
͑3͒
With this parameterization, the orbital optimization leads to the following stationary condition for the energy:
Only the term ‫ץ‬E/‫ץ‬U depends on the electronic structure model. The derivative of U with respect to a particular orbital rotation angle pq is simply
where ‫ץ‬G pq ‫ץ/‬ pq is a matrix of all zeros except for elements pp, pq, qp, and qq:
͑6͒
An algorithm for evaluating the contribution of ͑5͒ has been given by Head-Gordon and Pople.
27
B. Energy and analytic energy gradients for CCD
We now consider orbital optimization for the specific case of the coupled-cluster doubles ͑CCD͒ method. 28, 29 The CCD wave function is expressed as ͉⌿͘ϭe T 2 ͉⌽ 0 ͘, where ͉⌽ 0 ͘ is the ''reference'' determinant and T 2 is a double substitution operator, expressed in second quantization with spin-orbitals as
where i, j (a,b) run over only active occupied ͑active virtual͒ orbitals. The reference determinant is used as a zerothorder approximation to the electronic state of interest, and it is typically formed from the occupied orbitals of a HartreeFock self-consistent-field ͑SCF͒ procedure. Here, however, we will obtain molecular orbitals which are optimal not for the single determinant ͉⌽ 0 ͘ but for the overall CCD wave function ͉⌿͘. The CCD equations for the total electronic energy E and the doubles amplitudes a i j ab are
Next, we expand these equations in terms of the regular oneelectron integrals h pq , the antisymmetrized two-electron integrals ͗pq͉͉rs͘, and the matrix elements of the Fock operator,
͑10͒
Note that kЉ runs over all occupied orbitals, active or inactive. The energy equation ͑8͒ becomes
where E 0 is the reference energy,
͗iЉ jЉ͉͉iЉ jЉ͘.
͑12͒
Equation ͑9͒, which defines the doubles amplitudes, becomes
where ū i j ab and v i j ab are defined as Now that explicit forms for the energy and amplitude equations have been given, it is helpful to introduce a more compact notation ͑similar to that used by Fitzgerald et al. 31 ͒ for the development of analytic energy gradients. Gradients for coupled-cluster wave functions using Hartree-Fock-type references have been discussed by several authors, [31] [32] [33] [34] [35] [36] [37] and gradients for projective Brueckner orbitals have been presented by Kobayashi et al. 13 In this section we review general CCD gradient theory, and in the following two sections we present gradients with respect to orbital rotations and nuclear displacements for the present method.
Let us rewrite the energy equation ͑11͒ in vector form as
Ī and a are column vectors whose i jabth elements are ͗i j͉͉ab͘ and a i j ab , respectively. The vector I ͑without overbar͒ denotes the full set of two-electron integrals. Finally, f denotes a vector of the Fock matrix elements. In this notation, the doubles equation ͑13͒ becomes
ūϩvϩĪϭ0, ͑17͒
or formally
A͑I,f,a͒ϭ0. ͑18͒
Now consider the derivative of the energy with respect to some parameter ,
which may be written as inner-products:
Here E X denotes a vector whose pqrsth element is ‫ץ‬E/‫ץ‬X pqrs , and X is a vector whose pqrsth element is ‫ץ‬X pqrs ‫.ץ/‬ The factor a in ͑20͒ would appear to require the determination of the first-order changes of the doubles amplitudes with respect to each relevant perturbation . However, this can be avoided and the contribution of this term to the gradient can be computed directly using the Z-vector approach of Handy and Schaefer, 24 first applied in coupledcluster theory by Adamowicz et al. 32 ͑similar manipulations 34 are often performed in coupled-cluster gradient theory using an operator denoted ⌳͒. Differentiating the doubles equation ͑18͒ yields
which can be rearranged to solve for a :
Noting that a is multiplied on the left by E a † in Eq. ͑20͒, we can introduce the perturbation-independent quantity
From Eq. ͑16͒, E a ϭĪ, so that z is alternatively given by
Explicitly, the z vector equation is
ū͑z͒ϩṽ͑aϫz͒ϭϪĪ, ͑25͒
where ū is the same function defined in Eq. ͑14͒, but with z vector elements substituted for doubles amplitudes, and where ṽ is given by 
͑26͒
The z vector can then be used to eliminate the need to solve for a explicitly. Using Eqs. ͑22͒ and ͑23͒, the derivative of the energy with respect to ͓Eq. ͑20͔͒ becomes
Using Eq. ͑16͒ for the energy and Eq. ͑17͒ for the doubles amplitudes, this can be expanded as
Introducing effective one-and two-particle density matrices with the same permutational symmetries as the Fock matrix and two-electron integrals, respectively ͑see Table I͒ , we obtain
Of course the contributions from E 0 could be added into the definitions of ␥ and ⌫, but we will keep them separate so that the indices of ␥ and ⌫ run over only active orbitals. Thus our two-particle density matrix ⌫ is entirely ''nonseparable.'' 38
C. Gradients with respect to orbital rotations
Using the general expressions for the gradient of the energy given in the previous section, we now consider the case of gradients with respect to orbital rotation angles. As described in Sec. II A, the orbital rotation angles parameterize a unitary transformation matrix U, so that the orbitals are variationally optimized when ͑4͒ holds. Since the evaluation of ‫ץ/‪U‬ץ‬ has already been discussed, it is sufficient here to focus on ‫ץ‬E/‫ץ‬U. Using the general expression ͑29͒, the derivative of the energy with respect to some particular element U pq of U is:
As described in the Appendix, this can be evaluated to yield
where the effective one-and two-particle density matrices ␥ and ⌫ are defined in 
D. Gradients with respect to nuclear displacements
Expressions for analytic gradients of coupled-cluster wave functions using nondiagonal Fock operators have been presented previously; 13, [35] [36] [37] in the present case, we need equivalent expressions, but without the orbital response terms. In this section we provide the equation for the energyweighted density matrix W in terms of ‫ץ‬E/‫ץ‬U ͑see the previous section͒ and we elucidate the connections between gradients with respect to orbital rotations and gradients with respect to nuclear displacements. In the interest of completeness, we provide all additional equations necessary to evaluate the gradients with respect to nuclear coordinates.
For a displacement by ␦x of nuclear coordinate x, the change in the ͑optimized͒ spin-orbitals may be written
where Ũ qp x are the standard coupled-perturbed coefficients and where p x is the molecular orbital evaluated with differentiated atomic orbitals
͑37͒
The derivative of the electronic energy with respect to x, E x , is given by the general expression ͑29͒, and the only remaining steps are to determine the derivatives of the integrals f x and I
x . These are 39 h pq
f pq
It is convenient to distinguish the parts of these expressions due to mixing of molecular orbitals from those due to the changes in atomic orbitals. Following Kobayashi et al., 13 we will denote the purely AO parts ͑assuming real orbitals͒ as
Comparing Hence, the gradients with respect to nuclear displacements may be evaluated as
where E 0 x is given by
and X pq is the Lagrangian in the current basis,
If we consider the situation in which we reset the reference set of orbitals to the current set ͑i.e., making all pq ϭ0͒, it is clear from Eqs. ͑4͒-͑6͒ that our Lagrangian X must be symmetric, just as in any other case for which the orbitals are optimized for the wave function being differentiated. Maintaining the orthonormality of the orbitals to first order requires that
where S pq x is the normal derivative overlap matrix. 39 Combined with the symmetric nature of X, this means that we can completely eliminate the need to solve for the coupledperturbed coefficients Ũ pq x , either explicitly or implicitly via an orbital response Z-vector. Thus, the gradient with respect to nuclear displacements simplifies to
where W pq ϭϪX pq /2. This gradient is evaluated in the usual way by back-transforming the effective one-and two-particle density matrices and W into the atomic orbital basis and contracting against the appropriate atomic orbital derivative integrals. By ensuring that the AO effective density matrices have the same permutational symmetries as the integrals, and by folding in the contributions from E 0 x , the gradient can be cast into the usual form
Note that h x can be used rather than f x by appropriate modification of ⌫ .
E. Convergence procedure
Our variationally optimized Brueckner orbital CCD wave function is defined by a set of converged orbitals ͑pa-rameterized by orbital rotation angles ͒ and double substitution amplitudes a. To optimize the molecular orbitals, we also require the gradient of the energy with respect to orbital rotations, which involves the amplitude response z. Hence, at convergence, Eqs. ͑4͒, ͑13͒, and ͑25͒ are all satisfied. The most straightforward convergence scheme would involve choosing an initial set of orbitals, converging the amplitudes a and amplitude response z, obtaining the orbital gradient via ͑31͒-͑34͒ and ͑35͒, taking a step in space along the gradient direction, re-transforming the AO integrals, and repeating the process until the orbital gradient becomes small. However, this procedure is rather costly, as it involves the construction of the one-and two-particle density matrices and converging z for every iteration required to converge the orbitals.
Computational efficiency can be dramatically increased by converging a, z, and all simultaneously. We accelerate convergence by employing Pulay's direct inversion of the iterative subspace ͑DIIS͒ procedure 25 on a compound param-eter vector comprising a, z and . This is similar to the algorithm of Hampel et al. 8 for BD, the primary difference being that the variational orbitals require the additional parameters z. Additionally, our orbital rotation parameters form a well-defined sequence and are directly extrapolable via DIIS. The same can be said of the alternative parameterization of Hampel et al., although their formulation entails up to sixth-order expansions of exponentials and logarithms of operators. 8 We have found improved convergence when we scale the orbital rotation angles by crude approximations to the diagonal elements of the orbital Hessian. 27 In our experience, the total number of iterations required to converge a and z is roughly the same as for a standard CCD gradient, with converging in earlier iterations. Obviously, once the orbitals are converged, it is no longer necessary to perform integral transformations. Although the full integral transformation each iteration can be avoided, as shown by Hampel et al., 8 we have not yet implemented this feature in our program. Nevertheless, as the integral transformation is only an n 5 process, it should become relatively less important for larger molecules compared to the n 6 steps of the coupled-cluster procedure. An additional cost of our algorithm compared to a CCD gradient is that the orbital derivatives require the construction of the two-particle density matrix from a and z every iteration ͑an n 6 process͒, whereas this needs to be done only once for a CCD gradient. However, similar terms appear in the coupled-perturbed BD equations, so that, to a first approximation, the cost of a gradient for the current method is the same as for a BD gradient.
III. RESULTS AND DISCUSSION
Results for CCD using variationally optimized Brueckner orbitals ͑denoted here by the shorthand OD͒ have been obtained for several small molecules for comparison to BD and to CCSD using Hartree-Fock orbitals. Additionally, results are reported for Hartree-Fock self-consistent-field ͑SCF͒ and configuration interaction with single and double substitutions ͑CISD͒. [41] [42] [43] Geometries were optimized using analytic gradients for the SCF, 44, 45 CISD, 46,47 CCSD, 33, 37 and OD methods, and using numerical gradients computed from energies for projective BD. Harmonic vibrational frequencies were determined via analytic second derivatives for SCF; 48, 49 by finite differences of analytic gradients for CISD, CCSD, and OD; and by finite differences of energies for BD.
Three basis sets of contracted Gaussian functions have been employed in the present study. The first, used for H 2 O, is the double-plus polarization ͑DZP͒ basis set used by Kobayashi et 53, 54 which was employed in previous benchmark studies of this molecule. 6 Results were obtained using the Q-Chem 55 and PSI 56 packages of ab initio quantum chemistry programs. Coupled-cluster predictions for O 4 ϩ and all BD results were obtained using ACES II. 57 Table II presents total energies, equilibrium geometries, and harmonic vibrational frequencies for H 2 O with the DZP and TZ2P basis sets. The most remarkable feature of the table is that the present OD results are nearly identical to the BD data of Kobayashi et al. 13, 17 The energy difference is quite small, being less than a tenth of a millihartree, and the equilibrium geometries are essentially the same. The largest difference in harmonic vibrational frequencies is a mere 
cm
Ϫ1
. The differences between OD and CCSD are only slightly larger for this well-behaved case. The CISD results emphasize that differences between correlated methods including double and ͑explicit or effective͒ single substitutions are generally much larger than those observed between the coupled-cluster methods considered here. Compared to the experimental results of Hoy et al., 58, 59 all of the coupledcluster methods perform rather well with the TZ2P basis.
To provide a more detailed comparison of the OD and BD potential energy surfaces near equilibrium, force constants through quartic terms were determined for HF and N 2 using the TZ2P basis by fitting a fourth-order polynomial to five energy points uniformly distributed about ͑and including͒ the equilibrium bond length ͑Ϯ0.005 Å, Ϯ0.010 Å͒. Table III reports the total energies, equilibrium bond lengths, and the following spectroscopic quantities derived from the force constants: the anharmonic constants ( e x e ), rotational constants (B e ), centrifugal distortion constants (D e ), and vibration-rotation coupling constants (␣ e ). Once again, the BD and OD results are nearly identical, the largest difference being ⌬r e ϭ0.0003 Å and ⌬ e ϭ4 cm Ϫ1 for N 2 . The OD predictions also lie very close ͑most differences Ͻ0.2%͒ to CCSD for all spectroscopic constants. In contrast to the uncorrelated SCF method, all of the coupled-cluster models are in good agreement with experiment: 60 bond lengths are slightly underestimated ͑by ϳ0.002 Å͒ and frequencies are overestimated by about 1% for HF and 3% for N 2 .
Finally, we consider the performance of OD for a considerably more challenging case, the 4 B 1g state of rectangular O 4 ϩ , a molecule of importance in atmospheric ion chemistry. 61 In a groundbreaking 1994 theoretical study, Barnes and Lindh 62 showed that many approximate wave functions-including even complete active space selfconsistent-field ͑CASSCF͒ with a 2p active spacedemonstrate artifactual symmetry breaking 18, 19 whereby the wave function fails to exhibit the full point group symmetry of the molecule. If symmetry constraints are relaxed, the CASSCF wave function allows the electron hole to localize on one of the O 2 units, leading to a wave function of C 2v rather than D 2h symmetry. Symmetry breaking appears to be a problem for many radicals, including 69 Evaluation of vibrational frequencies for symmetry breaking cases can easily become a theoretician's nightmare, for at least two reasons. First, the standard finite difference procedure requires gradients at displaced geometries where the full point group symmetry can no longer be imposed; thus, it becomes technically challenging to stay on the delocalized solution when there are lower-lying localized solutions which are no longer excluded by symmetry. Second, even if the correct delocalized solution is obtained, it may exhibit unphysical force constants because of rapid mixing with the localized solutions, as documented for NO 2 70 We must note that, although they included no other CCSD data in their study of O 4 ϩ , Barnes and Lindh 6 reported a UHF CCSD prediction of 1220 cm Ϫ1 for the b 3u stretch. Although this value is much more reasonable than ours (1726 cm Ϫ1 ), we were unable to reproduce it despite very careful measures to ensure that we remained on the same UHF solution for displaced geometries. Furthermore, our frequency for this mode has been confirmed 71 using analytic CCSD second derivative methods. 72 These anomalously high CCSD vibrational frequency predictions for the b 3u stretch seem surprising given the well-known insensitivity of CCSD to the molecular orbitals; the the presence of e T 1 accounts for most of the effects of orbital relaxation. 73 One possible explanation lies in the recent work of Crawford et al., 63 who demonstrated that unusually high vibrational frequencies in symmetry breaking cases can result when eigenvalues of the molecular orbital Hessian approach zero; this phenomenon affects both the Hartree-Fock method and correlated methods based on a Hartree-Fock reference. Force constants from many-body perturbation theory were affected over the largest range of geometries about the MO Hessian singularity, while CCSD͑T͒ was affected over a smaller range, and CCSD was affected only over a very narrow region. We performed a Hartree-Fock stability analysis 74 at the UHF CCSD and ROHF CCSD optimum geometries and obtained MO Hessian eigenvalues of Ϫ0.04 and Ϫ0.01, respectively, for b 3u rotations mixing the localized C 2v and delocalized D 2h solutions. 75 It is not obvious that these eigenvalues are sufficiently close to zero to have a large, direct effect on the b 3u antisymmetric stretching frequency. Moreover, UHF stability analysis shows an eigenvalue of much smaller magnitude (Ϫ0.004) of b 1g symmetry, but the b 1g vibration seems less problematic than the b 3u mode. Hence, it is unclear whether the overestimation of the b 3u stretching frequency by CCSD is driven by near-singularities in the MO Hessian at the CCSD equilibrium geometry. 76 In contrast to CCSD, there was no difficulty in obtaining the BD and OD frequencies, since the same set of Brueckner orbitals will be obtained regardless of which UHF solution is used as an initial guess. The BD and OD methods predict substantially lower values for the antisymmetric b 3u stretch ͑1194 cm Ϫ1 and 1193 cm
, respectively͒. These are in much better agreement with the TZ2P CASSI result and with experiment; a closer match is precluded by the use of the small 6-31G* basis set. Note that, even for this demanding case, the BD and OD results are remarkably similar except for the b 1g mode, for which they differ by 30 cm
. This single difference seems somewhat surprising, given that the other frequencies differ by 5 cm Ϫ1 or less, and that the b 1g mode does not seem theoretically challenging like the b 2u or b 3u modes. However, the OD value for 3 (b 1g ) exactly matches the ROHF CCSD prediction, and indeed the OD and ROHF CCSD results are all nearly identical except for the troublesome b 2u and b 3u vibrations. Furthermore, the same can be said for the comparison between BD and UHF CCSD, which differ in their prediction of 3 (b 1g ) by 1 cm
. Finally, as reported by Barnes and Lindh, 6 although the CCSD͑T͒ method is unable to overcome the effects of symmetry breaking on the antisymmetric b 3u stretch ͑yielding 1922 cm Ϫ1 ͒, the use of Brueckner orbitals ͓BD͑T͔͒ gives a much more reasonable 1322 cm
. The present BD and OD predictions are in reasonable agreement with the latter result.
IV. CONCLUSIONS
We have presented the variational optimization of molecular orbitals for a correlated wave function lacking single excitations as an alternative method for obtaining approximate Brueckner orbitals. Equations for the energy and analytic energy derivative, and a description of the computational procedure for solving them, have been presented for the coupled-cluster doubles ͑CCD͒ model using these variational Brueckner orbitals. The present paper has expanded upon previous investigations 9, 21 of orbital optimization for CCD in the following ways: ͑1͒ We have noted a theoretical connection between orbitals optimized for CCD and BD orbitals: namely, they become equivalent when the correlation treatment is improved to the full CI limit. ͑2͒ We have presented detailed, explicit procedures for evaluating the OD energy; moreover, the present approach is dramatically more efficient than the test algorithm sketched by Scuseria and Schaefer. 21 ͑3͒ We have presented the details necessary to allow for the optimization of inactive orbitals. ͑4͒ Although they are straightforward to obtain, we have included explicit expressions for analytic energy gradients with respect to nuclear coordinates for the OD wave function. Furthermore, we have presented the first results for OD optimized geometries, harmonic vibrational frequencies, and other spectroscopic constants.
For well-behaved molecules, OD predictions of molecular properties appear to be virtually identical to those from the standard projective BD procedure. Furthermore, the CCSD results are also quite similar. Symmetry breaking effects in O 4 ϩ magnify these differences and plague attempts to obtain reliable vibrational frequencies using CCSD. In contrast, the BD and OD frequencies are straightforward to obtain, owing to their independence from the choice of starting orbitals; moreover, they yield uniformly reasonable frequencies. The largest difference between the two Brueckner approaches ͑BD and OD͒ is a 30 cm Ϫ1 change for the otherwise well-behaved 3 (b 1g ) frequency, where the OD result is the same as the ROHF CCSD result and the BD result is virtually the same as UHF CCSD.
Although they yield very similar numerical results, the variational Brueckner orbitals offer the following advantages compared to standard ͑projective͒ Brueckner orbitals: ͑1͒ They provide a formal simplification of analytic energy gradients because, like the exact wave function, the OD wave function satisfies the Hellmann-Feynman theorem with respect to orbital rotations. ͑2͒ Because there are no orbital response terms, there is no need to distinguish between relaxed and unrelaxed densities for one-electron property evaluation. ͑3͒ The variational Brueckner orbitals are easily extended to allow for inactive orbitals, which are variationally optimized but not allowed to vary their occupancy in the correlation procedure. Hence, the present work immediately allows for models of nondynamical correlation which employ a CCD expansion in the active space. We will describe such approaches in a subsequent publication. ϩ . C.D.S. wishes to thank Dr. Yukio Yamaguchi for assistance in interfacing the OD gradients to the derivative integrals in PSI, and Dr. Daniel Crawford for helpful discussions and for providing analytic UHF CCSD frequencies for O 4 ϩ .
APPENDIX
In order to evaluate ‫ץ‬E/‫ץ‬U explicitly, we must determine the derivatives of the Fock matrix elements and twoelectron integrals with respect to a general element U pq ͑i.e., the terms f U pq and I U pq , respectively͒. Using ͑1͒, we may write a one-electron integral in the current MO basis as 
͑A5͒
With these definitions, it is straightforward to show 27 that the derivative of the single-determinant energy E 0 is
