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ISOMORPHISM CLASSES OF FINITE DIMENSIONAL CONNECTED
HOPF ALGEBRAS IN POSITIVE CHARACTERISTIC
XINGTING WANG
Abstract. We classify all finite-dimensional connected Hopf algebras with large abelian
primitive spaces. We show that they are Hopf algebra extensions of restricted enveloping
algebras of certain restricted Lie algebras. For any abelian matched pair associated with
these extensions, we construct a cohomology group, which classifies all the extensions up to
equivalence. Moreover, we present a 1-1 correspondence between the isomorphism classes
and a group quotient of the cohomology group deleting some exceptional points, where
the group respects the automorphisms of the abelian matched pair and the exceptional
points represent those restricted Lie algebra extensions.
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0. Introduction
Hopf algebras originated naturally in algebraic topology relating to the concept of H-
space. Recently, the study of Hopf algebras has become increasingly importance. For
instance, quasitriangular Hopf algebras, introduced by Drinfeld [Dr], supply solutions to the
quantum Yang-Baxter equations arising from quantum field theory. The representations
of any Hopf algebra form a tensor category, which imparts quantum invariants for knots,
links and 3-manifolds [Tu].
The classification problem plays a central role in understanding the structure of Hopf
algebras. During the last two decades, great progress has been made towards this direction
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by imposing certain hypotheses on the Hopf algebra itself, i.e., semisimplicity, pointedness
of abelian group-like elements, triangular Hopf algebras, etc. See the surveys [An, Be,
BG1, BG2] on finite-dimensional Hopf algebras. Nonetheless, almost all the results are
achieved over an algebraically closed field of characteristic zero. On the contrary, in positive
characteristic p, even p-dimensional Hopf algebras are not yet classified, while any Hopf
algebra of prime dimension over an algebraically closed field of characteristic 0 is a group
algebra [Zhu].
In this paper, we will employ the following notation. Let k be a base field of characteristic
p > 0 (additionally, k is assumed to be perfect in Section 6, and k is algebraically closed
in Section 7), and reserve K for the finite field with p elements. We use the standard
notation (H,m, u,∆, ǫ, S) as in [Mo] to denote a Hopf algebra. The primitive space of H
is P(H) := {x ∈ H|∆(x) = x⊗ 1+1⊗ x}. In characteristic p > 0, P(H) is a restricted Lie
algebra, where the Lie bracket and restricted map are given by the commutator and p-th
power in H. The restricted universal enveloping algebra of P(H) is denoted by u(P(H))
[Ja, Chapter V, §7]. The augmentation ideal of H is denoted by H+ := ker ǫ. When H
is finite-dimensional, we denote by H∗ the dual Hopf algebra of H. We write Hn for the
n-fold tensor product H⊗n and 1 for the identity map on H. We are interested in the
classification of finite-dimensional connected Hopf algebras in positive characteristic.
Definition 0.1. The coradical H0 of H is the sum of all simple subcoalgebras of H. We
say that H is connected if H0 is one-dimensional.
In the literature, connected Hopf algebras are often called by different names, such as
irreducible or co-connected Hopf algebras. The first well-known classification result for con-
nected Hopf algebras is due to Milnor, Moore, Cartier and Kostant around 1963. It says
that any cocommutative connected Hopf algebra over the complex numbers is a universal
enveloping algebra of a Lie algebra. Recently, the non-cocommutative version has been
extended up to GK-dimension 4; see [BZ, GZ, Zh, WZZ2]. Note that finite-dimensional
(or GK-dimension 0) connected Hopf algebras only appear in positive characteristic, and
they all have dimension pn for some n ≥ 0 [Ma4, Proposition 1.1(1)]. Graded, cocom-
mutative, connected Hopf algebras of dimension p2 and p3 are classified by Henderson
[He] using Singer’s theory [Si] of extensions of connected Hopf algebras. The non-graded,
non-cocommutative version has been studied lately in [Wa1, NWW1] using the theories
of restricted Lie algebras and Hochschild cohomology of coalgebras. So far, a complete
classification has been obtained by explicit generators and relations for connected Hopf
algebras of dimension ≤ p3 except for the following case in dimension p3.
Definition 0.2. Let d be a positive integer and let X (d) be the set consisting of all finite
dimensional connected Hopf algebras H satisfying the following two conditions:
(a) dimH = pd+1,
(b) P(H) is an abelian restricted Lie algebra of dimension d.
One predicament of classifying X :=
⋃
X (d) is that it contains numerous parametric
families; see for example the following parametric family in X (2):
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Example 0.3. Let A(λ) be the quotient algebra of the free algebra k〈x, y, z〉, subject to the
relations:
xp = 0, yp = y, zp + xp−1y = x, [x, y] = 0, [z, x] = y, [z, y] = 0.
Regarding the coalgebra structure, x and y are primitive and the comultiplication of z is
given by
∆(z) = z ⊗ 1 + 1⊗ z + λx⊗ y +
∑
1≤i≤p−1
(
p
i
)
/p xi ⊗ xp−i.
The isomorphism classes in A(λ) regarding the parameter λ are more subtle. Suppose
k is algebraically closed. Let G be the multiplicative group
p2−1
2
√
1 acting on k by scalar
multiplication. Indeed A(λ) ∼= A(λ′) if and only if λ, λ′ are in the same G-orbits of k.
The purpose of this paper is to describe all Hopf algebras in X and their isomorphism
classes explicitly. We will show that every Hopf algebra H in X fits into a cocentral
extension
1 // A
ι // H
pi // B // 1(0.1)
of finite-dimensional Hopf algebras, where A,B are the restricted universal enveloping
algebras of some abelian restricted Lie algebras, i.e., A = u(h) with h abelian, and B = u(g)
with dim g = 1. By saying that the extension is cocentral, we mean that the dual Hopf
algebra B∗ is central in H∗. Let us generalize B so that B is generated by one non-zero
primitive, say z. Then B is necessarily of the form B = k[z]/f(z), where
f(z) := zp
n
+ λn−1z
pn−1 + · · · + λ1zp + λ0z = 0, for n ≥ 1.
The primitive space P(B) of B is denoted by g. Note that n = 1 is the previous special
situation, in which case we write f(z) = zp + λz for some λ ∈ k. We construct a Hopf
algebra u(D) from the explicit data
D =
(
T, z,Θ, χ
)
,(0.2)
where T gives an action of B on A, the element Θ is in the augmentation ideal A+ of A
and χ is some 2-cocycle in A+ ⊗A+ regarding the cobar construction on A; see details in
Section 2. Our first theorem, precisely stated below, proves that the Hopf algebra u(D)
indeed fits into a cocentral extension as above (and every such extension is given by some
u(D)). Moreover, the theorem gives a necessary and sufficient condition for P(u(D)) to
coincide with h = P(A); this plays an important role in our classification result.
Theorem 0.4. The following hold for u(D):
(a) u(D) is a connected Hopf algebra of dimension pdimP(A)+n.
(b) u(D) is an extension of A by B.
(c) the primitive space of u(D) is isomorphic to h if and only if {[Diz(χ)]|0 ≤ i ≤ n−1}
are linearly independent in H2(ΩA). (See Definitions 1.2 and 2.1.)
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Theorem 0.4 will be proved in Section 3. Moreover, every Hopf algebra in X is a B-
extension over A satisfying dimB = p, hence is given by some data D (Corollary 4.6). Next,
since A is commutative and B is cocommutative, every extension of A by B is naturally
associated with an abelian matched pair (⇀,̺), which consists of an action and a coaction
⇀: B ⊗A→ A, ̺ : B → B ⊗A
satisfying certain conditions [Ma3, Definition 2.2]. For abelian matched pairs associated
with X , the coaction is always trivial and the action is induced by some algebraic repre-
sentation ρ of g on h (Lemma 4.3). Hence they can be described by T = (g, h, ρ), where
T is called a type. Now fix a type T = (g, h, ρ). We form a cohomology group H2(B,A)
consisting equivalence classes of (χ,Θ) in the data D . With the help of Theorem 0.4 (c),
we further define a subgroup H2(g, h) representing primitively generated extensions. Then
we have our second result.
Theorem 0.5. There exist the following 1-1 correspondences:
(a) View h as a (left) restricted g-module via ρ.
{equiv-classes of restricted Lie algebra extensions of h by g} oo // {elements of H2(g, h)} .
(b) Suppose the abelian matched pair is given by T .
{equiv-classes of Hopf algebra extensions of type T} oo // {elements of H2(B,A)} .
As a matter of fact, the complement H2(B,A) \ H2(g, h) := H2(T ) relates equivalent
classes of X . We denote by Aut(T ) the automorphism group of T by considering the
category of all types as a full subcategory of the category defined in [Hof, §1] for all abelian
matched paris (Corollary 4.4). Moreover, there is a natural group action of Aut(T ) on
H2(T ) induced by the Hopf algebra isomorphisms described in Lemma 4.7. Then we have
our classification result.
Theorem 0.6. For a fixed type T , there is a 1-1 correspondence between isomorphism
classes in X and Aut(T )-orbits in H2(T ). Moreover, the isomorphism classes of X are
bijective to the disjoint union ∐
T
H2(T )/Aut(T ),
where T runs through all non-isomorphic types.
Theorem 0.5 and Theorem 0.6 will be proved in Section 5. For the sake of completeness,
it is verified that our cohomology group H2(B,A) is isomorphic to the one defined in
[Hof, Ma1] for computing Hopf algebra extensions associated with abelian matched pairs
(Proposition 5.5).
Finally, we study the Aut(T )-quotient of H2(T ) inspired by finite group quotients of
affine or projective spaces. Identify h = Ad and H2(ΩA) = Ad(d+1)/2 for some d > 0. We
embed H2(T ) into a subquotient of Ad ×Ad(d+1)/2 (Proposition 6.1). Moreover, there is a
projection fromH2(T ) to Ad(d+1)/2, whose images are called admissible elements (Definition
4
6.3). We expect that admissible elements will play a central role in understanding the
structure of H2(T ). Note that all admissible elements are z-characteristic (Definition 2.4).
Under certain circumstances, they do coincide (Proposition 6.5), and there exists a bijection
between H2(T ) and nonzero z-characteristic elements in Ad(d+1)/2 (Lemma 6.7). Therefore,
we develop formulas to calculate z-characteristic elements (Proposition 6.12) as well as
Aut(T )-actions in Ad(d+1)/2. As an application, all the semisimple Hopf algebras in X are
classified assuming k is algebraically closed. Let Λ(V ) be the exterior algebra over any
vector space V . A quadratic curve in Λ(V ) is defined to be a one-dimensional subspace in
V ⊕ (V ∧ V ) ⊆ Λ(V ). We prove the following result in our last section.
Theorem 0.7. The following isomorphism classes are in 1-1 correspondence with each
other.
(a) The isomorphism classes of semisimple connected Hopf algebras of dimension pd+1
with dimP(H) = d.
(b) The isomorphism classes of quadratic curves in Pd−1
K
(p = 2) or Λ(V ) with dimV =
d (p > 2) up to the affine automorphism group PGL(d,K).
(c) The isomorphism classes of p-groups of order pd+1, whose Frattini group is isomor-
phic to Cp. (The Frattini group of a p-group G is the smallest normal subgroup N
such that G/N is an elementary abelian p-group.)
The paper is organized as follows. Section 1 discusses H-module Hopf algebras, alge-
braic representations and their relations with cobar constructions. Section 2 contains the
definition of a compatible data D and the construction of u(D). Section 3 provides the
proof of Theorem 0.4. Section 4 is devoted to Hopf algebra extensions of A by B. Section
5 introduces cohomology groups and automorphism group actions to classify X . Section 6
paves a way to compute the automorphism group actions on cohomology groups. Section
7 gives the proof of Theorem 0.7.
In an upcoming paper [NWW2], we will use the results of this paper to classify X (2),
which contains 8 parametric families including A(λ) in Example 0.3. Therefore, the clas-
sification of connected Hopf algebras of dimension ≤ p3 will be complete. We note that
D.-G. Wang, J.J. Zhang and G. Zhuang in [WZZ2] studied connected Hopf algebras H over
an algebraically closed field of characteristic 0 satisfying GKdimH = dimP(H) + 1 < ∞.
They show that such Hopf algebra is always isomorphic, as an algebra, to some universal
enveloping algebra of a Lie algebra; see [WZZ2, Theroem 0.5 or Theorem 2.7]. In positive
characteristic, the restricted version does not hold for finite-dimensional connected Hopf
algebras generated by primitives plus a nonprimitive element. In [NWW1, §6], it is proved
that the (B2) Hopf algebra in [NWW1, Theorem 1.3] is not isomorphic, as an algebra, to
any restricted universal enveloping algebras. Let H be any Hopf algebra in X . Since it is
generated by primitives plus a nonprimitive element, we can ask the same question.
Question 0.8. When does H have the same algebra structure as u(l) for some restricted
Lie algebra l?
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The question also helps us to understand the representations and Hochschild cohomol-
ogy ring of H. More questions are presented in Section 5 and Section 6.
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1. Preliminary results
We gather some basic facts that will be used later in this paper.
Definition 1.1. Let H denote a Hopf algebra. A Hopf algebra A is said to be an H-module
Hopf algebra if A is a (left) H-module satisfying that
(a) h · (ab) =∑(h1 · a)(h2 · b),
(b) h · 1A = ǫ(h)1A,
(c) ∆(h · a) =∑(h1 · a1)⊗ (h2 · a2),
(d) ǫ(h · a) = ǫ(h)ǫ(a),
for all h ∈ H and a, b ∈ A.
Note that A is an H-module algebra [Mo, Definition 4.1.1] if it satisfies (a) and (b). For
an H-module Hopf algebra A, the two linear maps h⊗ a 7→ S(h · a) and h⊗ a 7→ h · S(a)
are both convolution-inverse to the action H ⊗A→ A. Hence we have h · S(a) = S(h · a)
for all h ∈ H and a ∈ A.
Definition 1.2. For any Hopf algebra A, the cobar construction on A is the differential
graded algebra ΩA defined as follows:
(a) As a graded algebra, ΩA is the tensor algebra T (A+),
(b) The differentials are given by
dn =
n−1∑
i=0
(−1)i+1 1i ⊗∆⊗ 1n−i−1, where ∆(a) = ∆(a)− a⊗ 1− 1⊗ a for any a ∈ A+.
(1.1)
By definition, we have d1(a) = −∆(a) and d2(a ⊗ b) = −∆(a) ⊗ b + a ⊗ ∆(b) for any
a, b ∈ A+; see [FHT, §19] for basic properties of bar and cobar constructions.
Definition 1.3. Let h and g be two restricted Lie algebras. An algebraic representation of
g on h is a linear map ρ : g→ Endk(h) such that
(a) ρ[x,y] = ρxρy − ρyρx,
(b) ρ(xp) = (ρx)
p,
(c) ρx([a, b]) = [ρx(a), b] + [a, ρx(b)],
(d) ρx(a
p) = ρx(a) (ad a)
p−1,
for any x, y ∈ g and a, b ∈ h.
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Note that h becomes a restricted g-module via ρ by (a) and (b), and there is an extension
of restricted Lie algebras 0 → h → h ⋊ g → g → 0 [We, 7.4.9]. In characteristic p > 0, all
the derivations on u(h) form a restricted Lie algebra. For any δ ∈ Der(u(h)) and a, b ∈ u(h),
direct computation shows that
δ[a, b] = [δ(a), b] + [a, δ(b)], δ(ap) = δ(a)(ad a)p−1.
Therefore by Definition 1.3, any algebraic representation ρ of g on h induces a restricted
Lie algebra map from g to Der(u(h)). It makes u(h) into a u(g)-module Hopf algebra.
Moreover, we have
Proposition 1.4. Algebraic representations of g on h are in 1-1 correspondence with u(g)-
module Hopf algebra structures on u(h).
Proof. By above argument, it suffices to show the other direction. Suppose u(h) is a u(g)-
module Hopf algebra via the action ⇀. We define the representation ρ by ρx(a) = x ⇀ a
for any x ∈ g and a ∈ h. By Definition 1.1, it is easy to show ρ : g → Endk(h) is an
algebraic representation. The bijection comes from the explicit constructions. 
Let H denote a Hopf algebra, and A be an H-module Hopf algebra. Note that A+ is
invariant under the H-action by Definition 1.1 (d). Hence, we can consider ΩA = T (A+)
as an H-module algebra via the comultiplication of H. In details,
h · 1ΩA = ǫ(h)1ΩA,
h · (a1 ⊗ a2 ⊗ · · · ⊗ an) =
∑
(h1 · a1)⊗ (h2 · a2)⊗ · · · ⊗ (hn · an),
for any h ∈ H and ai ∈ A+. Moreover, we can pass the H-module algebra structure onto
the cohomology ring of ΩA.
Proposition 1.5. The H-action commutes with the differentials of ΩA. In particular, the
cohomology ring H•(ΩA) becomes an H-module algebra.
Proof. The cobar construction ΩA is a differential graded algebra generated in degree one.
Thus, it suffices to show that the H-action commutes with d1, which is easy to check. 
As a consequence, we have
Corollary 1.6. Let ρ be an algebraic representation of g on h. Then H•(Ωu(h)) becomes
a u(g)-module algebra via the representation ρ.
2. A general construction
We will first explain the data D in the introduction. We keep the same notations, where
A = u(h) with h abelian and B = k[z]/f(z) with primitive generator z satisfying
f(z) = zp
n
+ λn−1z
pn−1 + · · ·+ λ1zp + λ0z = 0, for n ≥ 1.
We use g to denote P(B). Let ρ be an algebraic representation of g on h. We denote
T = (g, h, ρ), and T is said to be a type. We use HomgrK(ΩA,ΩA) to denote all the
K-linear graded maps from ΩA to itself. Note that by Corollary 1.6, ΩA is a B-module
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algebra via ρ. Since the B-action commutes with the differentials in ΩA, we can consider
ρz as a degree zero cochain map from ΩA to itself.
Definition 2.1. We define three degree zero cochain maps in HomgrK(ΩA,ΩA).
(a) For any element a ∈ (A+)n, the p-th power map P is given by P(a) = ap.
(b) Inductively, we define D0z = Id and Dmz = P ◦ Dm−1z + ρp
m−pm−1
z ◦ Dm−1z for any
m ≥ 1.
(c) The z-operator on ΩA is given by Φz := Dnz + λn−1Dn−1z + · · · + λ1D1z + λ0D0z .
Throughout the paper, by abuse of notations, we will also consider P,Dmz ,Φz as maps
from (A+)
m
to itself for any integer m ≥ 0. All these maps appear naturally in the following
lemma.
Lemma 2.2. Let F be the algebra generated by A and an indeterminate x, subject to the
relations: [x, a] = ρz(a) for all a ∈ A. Suppose f ∈ A+ ⊗ A+. In the algebra of tensor
product F ⊗ F , we have
(x⊗ 1 + 1⊗ x+ f)pm = xpm ⊗ 1 + 1⊗ xpm +Dmz (f),
for all m ≥ 0.
Proof. We will prove the statement by induction on m ≥ 0. The statement is trivial for
m = 0. Suppose it is true for m = n. Write X = x⊗ 1 + 1⊗ x and observe that
(adXp
n
)p−1 = (adX)p
n+1−pn = (adx⊗ 1 + 1⊗ adx)pn+1−pn = ρpn+1−pnz .
Hence by [Wa1, Lemma A.1] (A is commutative), we have
(X + f)p
n+1
= [Xp
n
+Dnz (f)]p
= Xp
n+1
+ (Dnz (f))p + (adXp
n
)p−1Dnz (f)
= Xp
n+1
+ (P ◦ Dnz + ρp
n+1−pn
z ◦ Dnz )(f)
= xp
n+1 ⊗ 1 + 1⊗ xpn+1 +Dn+1z (f).

We list some basic properties regarding these maps we have defined.
Proposition 2.3. The following are true:
(a) All maps P,Dmz and Φz commute with the differentials of ΩA.
(b) Dmz = P ◦ Dm−1z + ρp
m−1
z for all m ≥ 1.
(c) ρz ◦Φz = 0.
Proof. (a) Easy. (b) Induction using the fact ρz ◦ P = 0.
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(c) By definition and (b), we have
ρz ◦Φz = ρz ◦ (Dnz + · · · + λ1D1z + λ0D0z)
= ρz ◦
(P ◦ Dn−1z + · · · + λ1P ◦ D0z)+ ρz(ρpn−1z + · · ·+ λ1 ρp−1z + λ0)
= (ρz)
pn + λn−1 (ρz)
pn−1 + · · ·+ λ1 (ρz)p + λ0ρz
= ρ(zpn+λn−1zpn−1+···+λ1zp+λ0z)
= 0.

By Proposition 2.3 (a), we can view Φz as a K-linear map from H
•(ΩA) to itself of
degree zero. Now, we are able to describe the element χ in (0.2).
Definition 2.4. Let χ ∈ A+ ⊗A+. We say that χ is a z-cocycle if
(a) χ ∈ Z2(ΩA),
(b) Φz(χ) ∈ B2(ΩA).
Moreover, any cohomology class ξ ∈ H2(ΩA) is said to be z-characteristic if Φz(ξ) = 0.
Note that χ is a z-cocycle if and only if [χ] is z-characteristic in H2(ΩA). Finally, we
give the construction of u(D) by using the date D , where Θ ∈ A+ and χ ∈ (A+)2 is a
z-cocycle satisfying
ρz(Θ) = 0, Φz(χ) = d
1(Θ).(2.1)
Explicitly, u(D) is generated by A and an indeterminate x, subject to the relations
xp
n
+ λn−1x
pn−1 + · · ·+ λ1xp + λ0x+Θ = 0, [x, a] = ρz(a),(2.2)
for all a ∈ A. The comultiplication of x is given by
∆(x) = x⊗ 1 + 1⊗ x+ χ.(2.3)
In the following, we show there is a PBW basis for u(D), which covers the dimensionality
in Theorem 0.4 (a).
Lemma 2.5. As a left A-module, u(D) is free with basis {xi|0 ≤ i ≤ pn − 1}.
Proof. We apply the left version of Bergman [Ber, Proposition 7.1], in which we should
replace the base ring by A. It is clear that the following are all the possible ambiguities:
(xa)a′ =x(aa′),(a)
x(xp
n
) =
(
x2
)
xp
n−1,(b)
(xp
n
)a =xp
n−1(xa),(c)
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for all a, a′ ∈ A. It is easy to check that (a) and (b) are resolvable. We will do the reduction
for (c). By induction, we have xs−1 (xa) =
∑s
j=0
(s
j
)
ρjz(a) xs−j, for all s ≥ 1. Hence,
xp
n−1(xa) = a(xp
n
) + ρp
n
z (a) = a(−
n−1∑
i=0
λi x
pi −Θ) + ρpnz (a).
On the other hand,
(xp
n
)a = (−
n−1∑
i=0
λi x
pi −Θ)a = a(−
n−1∑
i=0
λi x
pi −Θ)−
n−1∑
i=0
λi ρ
pi
z (a)
= a(−
n−1∑
i=0
λi x
pi −Θ) + ρ(−∑n−1i=0 λizpi)(a) = a(−
n−1∑
i=0
λi x
pi −Θ) + ρpnz (a) .
Therefore, (c) is resolvable. 
3. Proof of Theorem 0.4
Lemma 3.1. Let a ∈ u(D). Then we have ∆(a) − a ⊗ 1 − 1 ⊗ a ∈ A ⊗ A if and only if
a ∈ A+∑n−1i=0 kxpi.
Proof. By Lemma 2.5, we can write every element a ∈ u(D) as
a =
pn−1∑
i=0
aix
i,(3.1)
for some ai ∈ A in a unique way. One direction of the proof is clear. The other direction
follows exactly the same argument in the proof of [Wa1, Theorem 4.5]. 
Proof of Theorem 0.4 (a). By Lemma 2.5, it suffices to show that u(D) is a bialgebra. In
second part (b), we prove that u(D) is an extension between two connected ones, which is
necessarily connected, as is seen from the proof of [Ta1, Lemma 4]. Moreover, the antipode
exists automatically [Mo, Lemma 14].
Denote by F the algebra generated by A and x, subject to the relations [x, a] = ρz(a),
for all a ∈ A. The comultiplication of x is given by (2.3). It is easy to check ∆ extends
to an algebra map from F to F ⊗ F . After setting ǫ(x) = 0, (F,m, u,∆, ǫ) becomes a
well-defined bialgebra.
Next, we denote X = xp
n
+ λn−1x
pn−1 + · · · + λ0x + Θ as an element in F. Because
u(D) ≃ F/(X), it suffices to show that (X) is a bi-ideal in F . According to Lemma 2.2,
we have
∆(xp
s
) = (x⊗ 1 + 1⊗ x+ χ)ps = xps ⊗ 1 + 1⊗ xps +Dsz(χ),
for all s ≥ 0. Thus
∆(X) = X ⊗ 1 + 1⊗X + (Dnz (χ) + λn−1Dn−1z (χ) + · · ·+ λ0χ)+ (∆(Θ)−Θ⊗ 1− 1⊗Θ)
= X ⊗ 1 + 1⊗X +Φz(χ)− d1(Θ)
= X ⊗ 1 + 1⊗X.
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One sees that ǫ(X) = 0 since Θ ∈ A+, which gives the conclusion.
Proof of Theorem 0.4 (b). It is clear that A is a normal subalgebra, i.e., A+u(D) =
u(D)A+ according to (2.2). Moreover, the quotient algebra u(D)/A+u(D) is isomorphic
to B by the PBW basis. Then the result follows from [Ma2, Lemma-Definition 1.1].
Proof of Theorem 0.4 (c). Let a ∈ P (u(D)). By previous lemma, we can write
a = b+
n−1∑
i=0
µix
pi ,
for some b ∈ A and µi ∈ k. Note that
d1(xp
i
) = xp
i ⊗ 1 + 1⊗ xpi −∆(xpi) = xpi ⊗ 1 + 1⊗ xpi − (x⊗ 1 + 1⊗ x+ χ)pi = −Diz(χ)
by Lemma 2.2. Since d1(a) = 0, we have
d1 (b) = −
n−1∑
i=0
µid
1
(
xp
i
)
=
n−1∑
i=0
µiDiz(χ).
By passing to the cohomology H2(ΩA), we have
∑n−1
i=0 µi[Diz(χ)] = 0. For one direction,
suppose {[Diz(χ)]|0 ≤ i ≤ n− 1} are linearly independent in H2(ΩA). Then all µi = 0 and
a = b ∈ A, which implies P (u(D)) = P(A) ≃ h. On the other hand, there are coefficients
µi ∈ k, not all zero, such that
∑n−1
i=0 µiDiz(χ) = d1(c) for some element c ∈ A+. Direct
computation shows that
∑n−1
i=0 µix
pi + c is primitive, which is certainly not in A.
4. Extensions of connected Hopf algebras
In this section, we consider Hopf algebra extensions described by (0.1) in the introduc-
tion. We keep the same notations, where A = u(h) with h abelian and B = k[z]/f(z) with
primitive generator z satisfying
f(z) = zp
n
+ λn−1z
pn−1 + · · ·+ λ1zp + λ0z = 0, for n ≥ 1.
We use g to denote P(B). In particular if dimB = p, we will prove that any Hopf algebra
extension of A by B is given by some D . First of all, we study the algebra structure of the
extension. In fact, every Hopf algebra extension of A by B is cleft [Sc], which means that
there exists a convolution-invertible comodule map φ : B → H. We can assume φ preserves
the units and counits and such φ is called a section. Then as algebras, H is isomorphic to
the crossed product A#σB [DT, Theorem 11], where the action ⇀ and the 2-cocycle σ are
determined by
b ⇀ a =
∑
φ(b1)aφ
−1(b2),
σ(b, c) =
∑
φ(b1)φ(c1)φ
−1(b2c2)
for all b, c ∈ B and a ∈ A. Note that σ satisfies the cocycle condition described in [DT,
Lemma 10].
11
Lemma 4.1. Let H be a B-cleft extension over A, and φ : B → H a section. Then we
have
(a) z ⇀ a = [φ(z), a],
(b) z ⇀ f(φ(z)) = 0,
(c) f(φ(z)) ∈ A+
for all a ∈ A and f(φ(z)) = φ(z)pn + · · ·+ λ1φ(z)p + λ0φ(z).
Proof. (a) and (b) Easy.
(c) It suffices to show B coacts trivially on f(φ(z)). Since φ is a comodule map,
(1⊗ π)∆[f(φ(z))] =f ((1⊗ π)∆φ(z)) = f ((φ⊗ 1)∆(z)) = f(φ(z)⊗ 1 + 1⊗ z)
=f(φ(z))⊗ 1 + 1⊗ f(z) = f(φ(z))⊗ 1.

The pair (δ,Θ) ∈ Derk(A) × A+ satisfying δ(Θ) = 0 is called cleft data for B over A.
The associated cleft extension is constructed as follows: it is generated by A and x, subject
to the relations:
xa = ax+ δ(a), f(x) + Θ = 0, for all a ∈ A.
Proposition 4.2. Every B-cleft extension over A is given by some cleft data (δ,Θ). More-
over if the section φ satisfies φ(zi) = (φ(z))i for 0 ≤ i ≤ pn − 1, then σ(zpn−1, z) =
σ(z, zp
n−1) = f (φ(z)).
Proof. Write φ(z) = x. By Lemma 4.1, one sees that δ(a) = [x, a] and Θ = −f(x). Now
suppose H is given by some cleft data. We want to show that H is a B-cleft extension over
A. First of all, H is a free left A-module with basis {xi|0 ≤ i ≤ pn−1}, as seen in the proof
of Lemma 2.5. Direct computation shows that H has a right B-comodule algebra structure
determined by x 7→ x ⊗ 1 + 1 ⊗ z, whose coinvariant ring is A. Moreover, the section φ
is given by φ(zi) = xi with convolution-inverse φ−1(zi) = (−)ixi for 0 ≤ i ≤ pn − 1. Now
suppose φ(zi) = xi for 0 ≤ i ≤ pn − 1. By definition, we have
σ(zp
n−1, z) =
pn−1∑
i=0
(
pn − 1
i
)(
φ
(
zi
)
φ(z)φ−1(zp
n−1−i) + φ
(
zi
)
φ(1)φ−1(zp
n−i)
)
=
pn−1∑
i=0
(
pn − 1
i
)
(−1)pn−1−ixpn +
pn−1∑
i=1
(
pn − 1
i
)
(−1)pn−ixpn + φ−1(zpn)
=(−1)pn−1xpn − φ−1
(
λn−1z
pn−1 + · · ·+ λ0z
)
=f(x).
Since A,B are commutative, we have σ(zp
n−1, z) = σ(z, zp
n−1). 
Next, we try to recover the Hopf structure of the extension. In [Hof, Definition and
Lemma 1.3], all abelian matched pairs (H,K,⇀, ̺) form a category G : morphisms are
(α, β) : (H,K,⇀, ̺) → (H ′,K ′,⇀′, ̺′),
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where α : H → H ′ is a K-comodule map and β : K ′ → K is an H-module map. We define
the category T : objects are all types T = (g, h, ρ) such that g, h are finite abelian restricted
Lie algebras with dim g = 1, and ρ is an algebraic representation of g on h; morphisms are
(α, β) : (g, h, ρ)→ (g′, h′, ρ′),
where α : g → g′ and β : h′ → h are restricted Lie algebra maps satisfying the following
commutative diagram
g⊗ h ρ // h
g⊗ h′
α⊗Id
//
Id⊗β
OO
g′ ⊗ h′
ρ′
// h′.
β
OO
(4.1)
Lemma 4.3. Suppose dimB = p. Then for any associated abelian pair (⇀,̺), we have:
(a) ̺ is trivial.
(b) ⇀ is induced by an algebraic representation ρ of g on h.
Proof. (a) By definition, (B, ̺) is an A-comodule coalgebra. Then it is clear that P(B) is
A-costable under ̺. Since dim g = 1, one sees that ̺(z) = z⊗g for some group-like element
g in A. Therefore, g = 1 for A is connected. Hence A coacts trivially on g. Still by [Ma3,
Definition 2.2], the coinvariant BcoA is a subalgebra of B. Now B is generated by z, hence
the coaction ̺ is trivial.
(b) Suppose ̺ is trivial. By [Ma3, Definition 2.2], one sees that ∆(a ⇀ t) =
∑
(a1 ⇀
t1)⊗(a2 ⇀ t2). Moreover, ǫ(a ⇀ t) = ǫ(a)ǫ(t) for all a ∈ B and t ∈ A by [Ta2, Lemma 1.2].
Hence, ⇀ makes A into a B-module Hopf algebra. The result follows from Proposition
1.4. 
Corollary 4.4. The category T is a full subcategory of G arising from B-extensions over
A satisfying dimB = p.
Proof. By Lemma 4.3, abelian matched pairs associated with B-extensions over A are
bijective to all types in T with trivial coaction. Moreover, the category of restricted
Lie algebras with restricted Lie algebra maps is isomorphic to the category of restricted
universal enveloping algebras with Hopf algebra maps. Then it is direct to check T is a
full subcategory of G . 
From now on, we let dimB = p. Then every abelian matched pair (B,A,⇀, ̺) is
determined by some type T = (g, h, ρ). We also say the B-extension over A is of type
T . Finally, we are able to prove the inverse statement of Theorem 0.4 (b) providing that
dimB = p.
Proposition 4.5. Any Hopf algebra extension of type T is given by some data D .
Proof. Let T = (g, h,⇀). By Proposition 4.2 and Lemma 4.3, the algebra structure of
the extension is given by some cleft data (⇀,Θ) satisfying z ⇀ Θ = 0. Regrading the
coalgebra structure, it is clear from [Hof, Proposition 3.7 (b)] and the trivial coaction that
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∆(x) = x⊗ 1 + 1⊗ x+ χ for some χ ∈ A+ ⊗A+. Moreover, χ is a 2-cocycle in the cobar
construction on A, as is seen from the proof of [Zh, Theorem 7.5, P. 21]. Note that the
algebra map ∆ : H → H ⊗H preserves the relation f(x) = −Θ. Then by Lemma 2.2, we
have
−∆(Θ) =∆(f(x))
=f (x⊗ 1 + 1⊗ x+ χ)
=f(x)⊗ 1 + 1⊗ f(x) +D1z(χ) + λχ
=Φz(χ)− (Θ⊗ 1 + 1⊗Θ).
It is equivalent to Φz(χ) = d
1(Θ). Set D = (T, z, χ,Θ). One sees that H must be a
quotient of u(D). Then the result follows from the dimension argument since u(D) is
already an extension of A by B. 
Corollary 4.6. Any Hopf algebra in X is given by some data D .
Proof. It suffices to show A := u(P(H)) is normal in H. If so, the p-dimensional connected
quotient H/A+H [Wa1, Proposition 2.2(3)] must be isomorphic to some B. Then it follows
from [Ma2, Lemma-Definition 1.1]. Because A has p-index one in H [Wa1, Definition 2.3],
it is clear that A ⊂ H is a level one inclusion of some degree n. Moreover, the n-th coradical
filtration of H is spanned by An and some other element x by [Wa1, Lemma 4.1]. As seen
in the proof of [Zh, Theorem 7.5, P. 21], we know ∆(x) − x ⊗ 1 − x ⊗ 1 ∈ A ⊗ A. Direct
computation shows that [A, x] ⊂ P(H) ⊂ A for A is commutative. Hence the normality
follows from [Wa1, Lemma 4.2]. 
Since our goal is to classify B-extensions over A, we give an explicit formula for all
possible isomorphisms between them. Fix a type T ∈ T . Any g in Aut(T ) contains a pair
of automorphisms of g and h satisfying the commutative diagram (4.1). We will keep the
same notation g for all these automorphisms. The following lemma is in the same spirit of
[Ma1, Lemma 2.19] regarding a direct method approach.
Lemma 4.7. Let D ′,D be two data for B-extensions over A of a fixed type T .
(a) Let F : u(D ′) → u(D) be a Hopf algebra isomorphism satisfying F (A) ⊆ A. Then
there is a unique pair (t, g) ∈ A+ ×Aut(T ) such that
F (a) = g−1(a), F (x′) = γ(x+ t)(4.2)
for all a ∈ A and γ ∈ k× is the scalar such that g(z) = γz.
(b) Let (t, g) ∈ A+ ×Aut(T ). Then the map F : u(D ′)→ u(D) determined by (4.2) is
well-defined, if and only if
Φz(t) = Θ− γ−pg−1(Θ′), d1(t) = χ− γ−1
(
g−1 ⊗ g−1) (χ′).(4.3)
In this case, F is a Hopf algebra isomorphism.
(c) Let F ′ : u(D ′′) → u(D ′), F : u(D ′) → u(D) be isomorphisms of Hopf algebras
determined as in (a) by (t′, g′), (t, g) ∈ A+ × Aut(T ), respectively. Then the com-
position FF ′ is determined by (t+ γ−1g−1(t′), g′g).
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Proof. (a) Consider the following commutative diagram:
1 // A //
F |A

u(D ′) //
F

B //
F

φ′
rr ❳❩❪❴❛❞
1
1 // A // u(D) // B //
φ
rr ❳❩❪❴❛❞
1.
By the definition of abelian matched pair associated to a B-extension over A [Hof, Def-
inition and Lemma 3.5], it is easy to check the morphism
(
F,F−1|A
) ∈ Aut(T ). Write
g =
(
F,F−1|A
)
. Since Fφ′F−1 and φ are sections B → u(D), by [Ma1, Lemma 1.1], there
is a unitary, invertible linear map ψ : B → A such that Fφ′F−1 = ψ ∗φ. Set t = ψ(z) ∈ A,
and γ ∈ k× such that F (z) = γz. Then one sees easily that (4.2) holds. The uniqueness is
clear.
(b) It is straightforward that F is a well-defined algebra map if and only if F (f(x′)) =
−F (Θ′) and F ([x′, a]) = F (z ⇀ a) for all a ∈ A. Similarly, F is a well-defined coalgebra
map if and only if (F ⊗ F )∆(x′) = ∆ (F (x′)). Then the conditions are verified directly.
Moreover, a bialgebra map F : u(D ′) → u(D) is automatically a Hopf algebra map by
[DNR, Proposition 4.2.5]. Finally, F is certainly invertible.
(c) Easy. 
5. Cohomology groups
In this section, we still denote A = u(h) with h abelian. We further assume that
B = u(g), where dim g = 1 with zp + λz = 0 for some λ ∈ k. Note that any Hopf algebra
extension of A by B is given by some data D = (T, z,Θ, χ). We define a cohomology group
H2(B,A), which classifies all extensions of a fixed type T up to equivalence. Also we define
a subset H2(T ) of H2(B,A) representing those extensions from X . As an application of
Lemma 4.7, we have an Aut(T )-action on H2(T ), whose orbits correspond to isomorphism
classes in X of the fixed type T .
Definition 5.1. In the set A+ × Z2(ΩA), we define
(a) a subset E2(B,A), where (Θ, χ) ∈ E2(B,A) if and only if
ρz(Θ) = 0, Φz(χ) = d
1(Θ);
(b) an equivalence relation ∼, where (Θ′, χ′) ∼ (Θ, χ) if and only if there exists some
a ∈ A+ such that
Θ′ −Θ = Φz(a), χ′ − χ = d1(a).
It is clear that ∼ is well-defined. Note that A+×Z2(ΩA) becomes an abelian group via
componentwise addition.
Lemma 5.2. The subset E2(B,A) is a subgroup of A+ × Z2(ΩA), and it is ∼-invariant.
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Proof. The subgroup part is easy to check. We only show that E2(B,A) is ∼-invariant.
Let (Θ, χ) ∈ E2(B,A). Suppose it is equivalent to some (Θ′, χ′) ∈ A+×Z2(ΩA). We need
to show (Θ′, χ′) ∈ E2(B,A). By Definition 5.1 (b), there is some a ∈ A+ such that
Θ′ = Θ+Φz(a), χ
′ = χ+ d1(a).
Thus, we have Φz(χ
′) = Φz(χ)+Φz(d
1(a)) = d1(Θ+Φz(a)) = d
1(Θ′). By Proposition 2.3
(c), ρz(Θ
′) = ρz(Θ +Φz(a)) = ρz(Θ) + ρz ◦Φz(a) = 0. Done. 
In order to identify those extensions from X in E2(B,A), we consider the complementary
situation, when the extensions are exactly primitively generated. This suggests us to give
the following definition.
Definition 5.3. In the set A+ × B2(ΩA), we define a subset L2(g, h), where (Θ, χ) ∈
L2(g, h) if and only if
ρz(Θ) = 0, Φz(χ) = d
1(Θ).
We can view L2(g, h) as a subset of E2(B,A) via the inclusion B2(ΩA) ⊆ Z2(ΩA). It
is straightforward to verify that it is also ∼-invariant. Hence we can form the following
cohomology groups with respect to the equivalence relation.
Definition 5.4. We define
(a) H2(B,A) := E2(B,A)/ ∼,
(b) H2(g, h) := L2(g, h)/ ∼,
(c) H2(T ) := H2(B,A) \ H2(g, h).
Note that H2(B,A) is an abelian group with subgroup H2(g, h), but H2(T ) generally
is not an abelian group. Furthermore, in order to classify X of a fixed type T , we need
to take the automorphism group of T into consideration. Choose any g ∈ Aut(T ). There
exists a group character γ : Aut(T )→ k× such that γg is given by g(z) = γg(z). Based on
Lemma 4.7, we define the Aut(T )-action on A+ × Z2(ΩA) by
g.(Θ, χ) :=
(
γpgg(Θ), γg(g ⊗ g)(χ)
)
.(5.1)
We claim that the action is well-defined. However, choose any point (Θ, χ) ∈ A+ ×
Z2(ΩA). Since ∆ is an algebra map, we have ∆g = (g ⊗ g)∆ on A+. Thus,
d2(g.χ) = (−∆⊗ 1 + 1⊗∆) (γg(g ⊗ g)(χ)) = γg(g ⊗ g ⊗ g)
(
d2(χ)
)
= 0.
So g.χ ∈ Z2(ΩA), and certainly g.Θ ∈ A+. Then it is direct to check that it is a group
action. Moreover, one sees that E2(B,A) and L2(g, h) are both Aut(T )-invariant and ∼
is preserved under the action. As a consequence, we have an induced Aut(T )-action on
H2(T ) = H2(B,A) \ H2(g, h).
Proof of Theorem 0.5. By Proposition 4.5, any B-extension over A is given by some data
D . Therefore, there is a bijection between B-extensions over A and elements of E2(B,A)
of a fixed type.
(a) Any restricted Lie algebra extension of h by g gives a primitively generated extension
of A by B via its restricted universal enveloping algebra, and vice visa. Hence, equivalence
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classes of restricted Lie algebra extensions correspond to a subgroup of H2(B,A) charac-
terized by primitively generated extensions. By Theorem 0.4 (c), the subgroup consists of
all points (χ,Θ) ∈ E2(B,A) satisfying [χ] = 0 in H2(ΩA), or equivalently χ ∈ B2(ΩA).
Then the result follows from the definition.
(b) It is a consequence of Lemma 4.7, where we let g = Id.
Proof of Theorem 0.6. By definition, any B-extension over A belongs to X if and only
if it is not primitively generated. Hence, there is a bijection between B-extensions over A
belonging to X and elements of E2(B,A) \ L2(g, h) of a fixed type T . Then the first part
is similar to Theorem 0.5 (b). Next, any Hopf algebra in X is a B-extension over A of
some type T by Corollary 4.6. Furthermore, any isomorphism between two objects of X
must induce a commutative diagram between their extensions for the Hopf algebra map
preserves primitive elements. Therefore, two isomorphic Hopf algebras in X have isomor-
phic types as seen in the proof of Lemma 4.7. So it suffices to consider all non-isomorphic
types to classify X .
Finally, we want to compare our cohomology groupH2(B,A) with the cohomology group
H2(B,A) defined in [Hof, Ma3]. Let H be a B-extension over A associated with an abelian
matched pair (⇀,̺). Then we have a Sweedler 2-cocycle and a dual 2-cocycle (depending
on the chosen H ∼= A⊗B)
σ : B ⊗B → A, τ : B → A⊗A
such that⇀ and σ construct on H = A#σB a B-crossed product which determines a right
B-comodule algebra structure on H, while ̺ and τ construct on H = Aτ#B an A-crossed
coproduct which determines a left A-module coalgebra structure on H. The pair (σ, τ)
gives a total 2-cocycle of a certain double complex, and (H) 7→ (σ, τ) gives an isomorphism
Opext(B,A,⇀, ̺) ∼= H2(B,A); see [Hof, Section 2].
Proposition 5.5. For B-extensions over A of a fixed type, we have the following isomor-
phisms between cohomology groups:
(a) H1(B,A) ∼= Aut (h⋊ g) ∼= Ker(Φz : h→ h).
(b) H2(B,A) ∼= H2(B,A).
Proof. (a) By [Hof, Proposition 6.5], we know H1(B,A) ∼= Aut(A#B) ∼= Aut(h ⋊ g). By
[Hof, Definition 6.1], any f ∈ Aut(h ⋊ g) is given by some a ∈ h such that f(z) = z + a.
Then it is a direct check.
(b) Define map F : Opext(B,A) → H2(B,A) induced by (σ, τ) 7→ (−σ(zp−1, z), τ(z)).
By Proposition 4.2, one sees that
(−σ(zp−1, z), τ(z)) = (Θ, χ) in the data D . Note that
the addition in Opext(B,A) is induced by the convolution product. Since z is primitive
in B, it is straightforward to check that F preserves the addition. It is clear that F has a
natural inverse. Then the result follows from Theorem 0.5 (b). 
Question 5.6. In general case when dimB = pn for some n ≥ 1, how to present B-
extensions over A in generators and relations and describe the cohomology group H2(B,A)
concretely?
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6. A geometric realization
In this section, let k be a perfect field of characteristic p > 0. We still denote A = u(h)
with h abelian, and assume that B = u(g), where dim g = 1 with zp + λz = 0 for some
λ ∈ k. Let T = (g, h, ρ) be some type in T . In the following, we fix a basis {x1, x2, · · · , xd}
for h. It is clear that H1(ΩA) = P(A) = h. We define a map ω : H1(ΩA)→ H2(ΩA) as
ω(x) =

 ∑
1≤i≤p−1
(
p
i
)
/p xi ⊗ xp−i

 ,
for any x ∈ h. Since A is commutative, one sees that ω is semi-linear with respect to the
Frobenius map of k. By abuse of language, we also consider ω(x) =
∑p−1
i=1
(p
i
)
/p xi ⊗ xp−i
as an element in (A+)2 for any x ∈ A+. Since H• (ΩA) ∼= HH•(A∗, k) ∼= H•(Cdp , k), we have
H• (ΩA) ∼=
{
S(h) p = 2
Λ(h)⊗ S(ω(h)) p > 2
where S(h) and Λ(h) are the polynomial and exterior algebras over h. In particular, we
have the vector space isomorphism
(6.1) H2(ΩA) ∼=
{
S2(h) p = 2
Λ2(h) ⊕ ω(h) p > 2.
See references [Qu, Section 4] and [Wa1, Proposition 6.2].
Our approach is to view H2(T ) as a subquotient space of Ad × Ad(d+1)/2 via some
embedding. We give the construction for characteristic p > 2, and it is similar for p = 2
by (6.1). First of all, we embed the affine space Ad×Ad(d+1)/2 into h×Z2(ΩA) by sending
any point
P = (ai, bjk, cl)1≤j<k≤d,1≤i,l≤d
to some (ΘP , χP ) such that
ΘP =
∑
1≤i≤d
aixi, χP =
∑
1≤i<j≤d
bijxi ⊗ xj + ω

 ∑
1≤i≤d
cixi

 .
Note that A = u(h) has a PBW basis {xσ11 xσ22 · · · xσdd |0 ≤ σ1, σ2, · · · , σd ≤ p− 1}, where we
denote by A≥2 the subspace of A spanned by all these bases satisfying σ1+σ2+· · ·+σd ≥ 2.
Thus, there is a vector space decomposition A+ = A≥2 ⊕ h.
Next, we define the subset ST of A
d × Ad(d+1)/2 such that P ∈ ST if and only if
(a) χP 6∈ B2(ΩA),
(b) Φz(χP ) = d
1(a),
(c) ρz(a+ΘP ) = 0,
for some a ∈ A≥2. The element a ∈ A≥2 is uniquely determined by χP , which is easy to
see by taking the difference of two possible candidates. So we can write a by ΨP for any
P ∈ ST .
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Finally, identify Ad with h, and let h act on Adk by addition via Φz, i.e., Θ.x := x+Φz(Θ)
for all x ∈ Ad and Θ ∈ h. The resulting quotient space is denoted by Ad/h. The quotient
map π is defined to be
A
d × Ad(d+1)/2 pi // // (Ad/h)× Ad(d+1)/2.
Proposition 6.1. Every equivalence class in E2(B,A) \ L2(g, h) can be represented by
(ΨP +ΘP , χP ) for some P ∈ ST . Moreover, elements of H2(T ) are in 1-1 correspondence
with points in π(ST ).
Proof. Let (Θ, χ) ∈ E2(B,A) \ L2(g, h). By definition, we know χ is a z-cocycle. Thus, we
can write χ = χ′+d1(a) for some a ∈ A+, where χ′ =∑1≤i<j≤d bijxi⊗xj+ω(∑1≤i≤d cixi)
according to (6.1). Let Θ′ = Θ − Φz(a). One sees that (Θ′, χ′) ∼ (Θ, χ), and (χ′,Θ′) ∈
E2(B,A)\L2(g, h). Now, we show that (Θ′, χ′) is given by some point in ST . By the vector
space decomposition A+ = A≥2 ⊕ h, we can write Θ′ = Θ′2 + Θ′1, where Θ′2 ∈ A≥2 and
Θ′1 =
∑
1≤i≤d aixi. Let P = (ai, bjk, cl) ∈ Ad × Ad(d+1)/2. By definition, it is clear that
(ΘP , χP ) = (Θ
′
1, χ
′) and P ∈ ST by taking ΨP = Θ′2.
Next, we define a map r : ST → H2(T ) by r(P ) = [(ΨP +ΘP , χP )]. One sees that r
is a well-defined surjective map by previous discussion. Hence, it remains to show that
r factors through the quotient map π and the factorization is injective. Let P,Q be two
points in ST . It suffices to prove r(P ) = r(Q) if and only if π(P ) = π(Q). By Definition
5.1 (b), r(P ) = r(Q) if and only if there exists some a ∈ A+ such that
Φz(a) = (ΨP +ΘP )− (ΨQ +ΘQ), d1(a) = χP − χQ.
Note that d1(a) = χP − χQ implies that [χP ] = [χQ] in H2(ΩA). Thus, χP = χQ by (6.1),
and hence ΨP = ΨQ. Therefore, we have r(P ) = r(Q) if and only if χP = χQ and there
exists some a ∈ h (d1(a) = 0) such that Φz(a) = ΘP − ΘQ. In other words, ΘP and ΘQ
are in the same orbit of the h-action on Ad. 
Question 6.2. Is H2(T ) always isomorphic to some open closed subset of An for some
n ≥ 1?
Another way to understand H2(T ) is to consider the following commutative diagram
H2(T )
q


 // (Ad/h)× Ad(d+1)/2
p2

H2(ΩA) Ad(d+1)/2.
The above projection q : [(Θ, χ)] 7→ [χ] sends every equivalence class to some nonzero
z-characteristic element in H2(ΩA).
Definition 6.3. Let ξ be z-characteristic in H2(ΩA), which is represented by some cocycle
χ. We say ξ is admissible if there exists some a ∈ A+ such that Φz(χ) = d1(a) and
ρz(a) = 0. We denote by A
2(ΩA) all the admissible elements in H2(ΩA).
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Wee need to show that admissibility does not depend on the choice of the cocycle χ. Let
χ′ be another cocycle representing ξ. Then there is some X ∈ A+ such that χ′ = χ+d1(X).
Suppose there is some a ∈ A+ satisfying Φz(χ) = d1(a) and ρz(a) = 0. Let b = a+Φz(X).
It is easy to see that Φz(χ
′) = d1(b) and ρz(b) = ρz(a) + ρz ◦Φz(X) = 0 by Proposition
2.3 (c).
Remark 6.4. We make some observations concerning admissible cocycles.
(a) There is a surjective factorization q : H2(T )։ A 2(ΩA) \ {0}.
(b) Let χ be a z-cocycle, and a ∈ A≥2 the unique element determined by Φa(χ) = d1(a).
Then [χ] is admissible if and only if ρz(a) ∈ Imρz.
(c) The admissibility is preserved by base field extension.
We point out that not all z-characteristic elements are admissible. Suppose gp = 0, and
h is spanned by {x1, x2, x3} such that xp1 = xp3 = 0, xp2 = x3. If ρz(x1) = x2, ρz(x2) =
ρz(x3) = 0, then [ω(x1)] is z-characteristic but not admissible. But they coincide in some
circumstances, which is our next result. Recall in [SF], a finite-dimensional restricted Lie
algebra L is said to be a torus if it is abelian and every element of L is semisimple in u(L),
i.e., generates a semisimple subalgebra of u(L).
Proposition 6.5. If either h or g is a torus, then every z-characteristic element is admis-
sible.
Proof. We can assume k is algebraically closed. We only treat the case when characteristic
p = 2. The argument is similar for p > 2. Let ξ be a z-characteristic element in H2(ΩA).
Since the admissibility does not depend on the choice of the representing cocycle for ξ, we
can write the cocycle as
χ =
∑
1≤i≤j≤d
µijxi ⊗ xj
for some coefficients µij ∈ k according to (6.1).
(a) h is a torus. By [Ho], we can further assume that xpi = xi for 1 ≤ i ≤ d. Hence, by
Definition 1.3 (d), we know ρz = 0. Therefore,
Φz(χ) = χ
p + λχ+ ρp−1z (χ) =
∑
1≤i≤j≤d
(µpij + λµij)xi ⊗ xj .
Since {[xi ⊗ xj ]|1 ≤ i ≤ j ≤ d} is a basis for H2(ΩA), all the coefficients µpij + λµij = 0.
Therefore Φz(χ) = 0, which implies that ξ is admissible.
(b) g is a torus. Then, in the relation zp + λz = 0, we have λ 6= 0. By Definition 1.3
(d), we know ρz(h
p) = 0. Since k is algebraically closed, hp is a subspace of h, and ρz is
diagonalizable on h/hp. Without loss of generality, we can assume in the basis x1, x2, · · · , xd
of h, the first s elements form a basis for the subspace hp, and the images of the remaining
d − s elements are eigenvectors in the quotient space h/hp. In other words, we can write
ρz(xi) = 0 for all 1 ≤ i ≤ s, and ρz(xj) = σjxj + yj for some yj ∈ hp for s+ 1 ≤ j ≤ d. It
is easy to see that, if the eigenvalue σj = 0, we have yj=0. Therefore, by replacing xj by
xj + yj/σj when σj 6= 0, we have ρz(xi) = σixi for all 1 ≤ i ≤ d.
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Now, we consider the Hopf subalgebra of A, which is generated by the restricted Lie
subalgebra hp. We denote it by C = u(hp). Direct computation shows that
Φz(χ) = χ
p +
∑
1≤i≤j≤d
λµijxi ⊗ xj +
∑
k+l=p−1
1≤i≤j≤d
(
p− 1
k
)
µijρ
k
z(xi)⊗ ρlz(xj)(6.2)
= χp +
∑
1≤i≤j≤d
µij
(
λ+ (σi + σj)
p−1
)
xi ⊗ xj.
Since the p-th map in ΩA commutes with the differentials in ΩA by Proposition 2.3 (a),
we can view χp as a cocycle in the subcomplex ΩC. Therefore, there exists some X ∈ C+
such that
χp = d1(X) +
∑
1≤i≤j≤s
τijxi ⊗ xj .
Combine it with above (6.2), we get
Φz(χ) = d
1(X) +
∑
1≤i≤j≤d
φijxi ⊗ xj,
for some new coefficients φij ∈ k. Hence, φij = 0 by the same reason as in (a). Then
Φz(χ) = d
1(X) and ρz(X) = 0 for X ∈ Ap, which implies that ξ is admissible. 
Question 6.6. Is there a admissibility criterion for z-characteristic elements?
Let ξ be any nonzero admissible element in H2(ΩA). We write Kerρz := Ker(ρz : h→ h).
Because of Proposition 2.3 (c), the h-action can be restricted to the subspace Kerρz. We
want to study the fiber of the projection q.
Lemma 6.7. Points in the fiber q−1(ξ) are in 1-1 correspondence with h-orbits in Kerρz.
Moreover, the map q is injective if and only if Kerρz = ImΦz.
Proof. We use the notations in Proposition 6.1. Consider the following commutative dia-
gram:
ST
pi //
r
##●
●
●
●
●
●
●
●
●
(Ad/h) × Ad(d+1)/2
H2(T )
)
	
66♠♠♠♠♠♠♠♠♠♠♠♠♠
q

H2(ΩA).
By Proposition 6.1, points in q−1(ξ) are in 1-1 correspondence with points in π(rq)−1(ξ).
By Remark 6.4 (a), there exists some point P0 in the fiber (rq)
−1(ξ). One sees that any
point P ∈ (rq)−1(ξ) if and only if
χP = χP0 , ρz(ΨP +ΘP ) = 0, for some ΨP ∈ A≥2.
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It follows that ΨP = ΨP0 , and ρz(ΘP −ΘP0) = 0. Hence
(rq)−1(ξ) = {P ∈ ST |(ΘP , χP ) ∈ (ΘP0 +Kerρz, χP0)}.
Therefore, π(rq)−1(ξ) = (ΘP0+Kerρz/h)×χP0 ∼= (Kerρz/h)×χP0 . Moreover, q is injective
if and only if h-orbit in Kerρz is single if and only if Kerρz = ImΦz. 
Question 6.8. Can we classify all the types in T such that the corresponding projection
q is injective?
Note that there is an induced Aut(T )-action on H2(ΩA) by (5.1). Moreover, A 2(ΩA) is
invariant under this induced action.
Proposition 6.9. Suppose Kerρz = ImΦz. Then q induces a bijection between Aut(T )-
orbits in H2(T ) and Aut(T )-orbits in A 2(ΩA) \ {0}. Moreover, we can replace A 2(ΩA)
by all z-characteristic elements if either h or g is a torus.
Proof. By Remark 6.4 (a), q maps unto A 2(ΩA) \ {0}. If Kerρz = ImΦz, then q induces
a bijection between H2(T ) and A 2(ΩA) \ {0} by Lemma 6.7. Since q is compatible with
the Aut(T )-action, the result follows from Proposition 6.5. 
Question 6.10. Can we classify all the types in T such that the set H2(T ) is empty?
Therefore, it is important to establish formulas to compute z-characteristic elements in
H2(ΩA). Recall that any ξ ∈ H2(ΩA) is z-characteristic if Φz(ξ) = ξp + λξ + ρp−1z (ξ) = 0.
We work over a perfect field k of characteristic p > 2. By (6.1), we can write every
ξ ∈ H2(ΩA) as
ξ = Λ +ω(x),
where Λ =
∑
1≤i<j≤d µijxi∧xj and x =
∑
1≤i≤d µixi for some coefficients µij , µi in k. Note
that the two subspaces Λ2(h) and ω(h) are all Φz-invariant. Hence, ξ is z-characteristic if
and only if
Φz(Λ) = 0, Φz (ω(x)) = 0.
Lemma 6.11. For any x ∈ h, we have ρz (ω(x)) = d1
(−xp−1ρz(x)). As a consequence,
the ρ-action is trivial on ω(h).
Proof. Since h is abelian, we have ρz(x
i) = ixi−1ρz(x) for any x ∈ h. Thus,
ρz (ω(x)) =
p−1∑
i=1
(p− 1)!
i!(p − i)! ρz(x
i)⊗ xp−i +
p−1∑
i=1
(p− 1)!
i!(p− i)! x
i ⊗ ρz(xp−i)
=
p−1∑
i=1
(p− 1)!
(i− 1)!(p − i)! x
i−1ρz(x)⊗ xp−i +
p−1∑
i=1
(p − 1)!
i!(p − 1− i)! x
i ⊗ xp−1−iρz(x)
=
p−2∑
i=0
(
p− 1
i
)
xiρz(x)⊗ xp−1−i +
p−1∑
i=1
(
p− 1
i
)
xi ⊗ xp−1−iρz(x)
= (x⊗ 1 + 1⊗ x)p−1 (ρz(x)⊗ 1 + 1⊗ ρz(x))−
(
xp−1ρz(x)
) ⊗ 1− 1⊗ (xp−1ρz(x))
= d1
(−xp−1ρz(x)) .
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Proposition 6.12. Using above notations, ξ is z-characteristic if and only if xp+λ1/px =
0, and the following equality holds in Λ2(h):
∑
1≤i<j≤d
µpijx
p
i ∧ xpj +
∑
1≤i<j≤d
λµijxi ∧ xj +
∑
k+l=p−1
1≤i<j≤d
(
p− 1
k
)
µijρ
k
z(xi) ∧ ρlz(xj) = 0.
Proof. We know ω is semi-linear with respect to the Frobenius map of k. Thus, by previous
lemma,
Φz (Λ + ω(x)) =Φz(Λ) +Φz[ω(x)]
=Φz(Λ) + ω(x)
p + λω(x) + ρp−1z [ω(x)]
=Φz(Λ) + ω
(
xp + λ1/px
)
.
Then the result follows from a direct computation for Φz(Λ). 
Finally, we consider the Aut(T )-action on H2(ΩA) induced by (5.1) concerning Propo-
sition 6.9. Let g ∈ Aut(T ). Recall that the group character γ : Aut(T )→ k× is defined by
g(z) = γgz. According to (6.1), we can write any cohomology class ξ ∈ H2(ΩA) as
ξ =
∑
1≤i<j≤d
µijxi ∧ xj + ω

 ∑
1≤i≤d
µixi

 .
By (5.1), the action of g on H2(ΩA) is given by
g(ξ) =
∑
1≤i<j≤d
γgµijg(xi) ∧ g(xj) + ω

 ∑
1≤i≤d
p
√
γgµig(xi)

 .(6.3)
Furthermore, if k = K, we can identify H2(ΩA) = Λ1(h) ⊕ Λ2(h). Hence we can rewrite
ξ =
∑
1≤i≤d
µixi +
∑
1≤i<j≤d
µijxi ∧ xj .
Moreover, there is a group embedding from Aut(T ) to the affine automorphism group of
Λ(h), which changes (6.3) into
g(ξ) = γg

 ∑
1≤i≤d
µig(xi) +
∑
1≤i<j≤d
µijg(xi) ∧ g(xj)

 .(6.4)
The discussion for p = 2 is similar, so we omit it here.
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7. Proof of Theorem 0.7
We classify all semisimple Hopf algebras in X under the assumption that k is alge-
braically closed of characteristic p > 0. Let K denote the finite field of p elements. Recall
the semisimplicity criteria for connected Hopf algebras.
Theorem. [Ma4, Wa2] Let H be a finite-dimensional connected Hopf algebra. The follow-
ing are equivalent:
(a) H is semisimple.
(b) H is commutative and semisimple.
(c) P(H) is a torus.
(d) H∗ ≃ k[G], for some p-group G.
LetH be any semisimple Hopf algebra in X . By Corollary 4.6, H is a B-extension over A
such that P(H) = h is a torus. Since quotient of any semisimple Hopf algebra is semisimple,
g is a one-dimensional torus. Because H is commutative, H has type T = (g, h, 0) where
h, h are tori. We call type T = (g, h, 0) a semisimple type if g, h are tori. By Theorem
0.6, isomorphism classes of semisimple Hopf algebras in X are in 1-1 correspondence with
points in
∐
T
H2(T )/Aut(T ),
where T runs through all non-isomorphic semisimple types in T .
First of all, we classify all semisimple types in T . Since k is algebraically closed, it is clear
that they are classified by dim h. For any d ≥ 1, we choose a representative Td = (g, h, 0),
where we fix a basis z for g and x1, x2, · · · , xd for h satisfying zp = z and xpi = xi for all
1 ≤ i ≤ d. Regarding the automorphism group, since ρ = 0, Aut(Td) = Aut(g) × Aut(h).
Direct computation shows that Aut(Td) = K
× ×GL(d,K).
Secondly, we compute H2(Td) for each Td. For any x =
∑
1≤i≤d µixi in h, it is direct to
check that
Φz(x) = x
p − x =
∑
1≤i≤d
(µpi − µi)xi.
Hence, ImΦz = h = Kerρz since k = k. By Proposition 6.9, elements in H2(Td) are in
1-1 correspondence with nonzero z-characteristic elements in H2(ΩA). Then, we follow
Proposition 6.12 to find all the z-characteristic elements in H2(ΩA). When p = 2, we can
write any cohomology class by
ξ =
∑
1≤i≤j≤d
µijxixj .
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Direct computation shows that
Φz(ξ) = ξ
p − ξ
=
∑
1≤i≤j≤d
µpijx
p
i x
p
j −
∑
1≤i≤j≤d
µijxixj
=
∑
1≤i≤j≤d
(µpij − µij)xixj .
So ξ is z-characteristic if and only if all µij ∈ K. When p > 2, we can write any cohomology
class by
ξ =
∑
1≤i<j≤d
µijxixj + ω

 ∑
1≤i≤d
µixi

 .
Similar computation yields the same result. Hence, elements in H2(Td) are in 1-1 corre-
spondence with points in A
d(d+1)/2
K
\ {0}.
In a conclusion, to find H2(Td)/Aut(Td), it is equivalent to consider the group action of
K
× × GL(d,K) on Ad(d+1)/2
K
\ {0}. By (6.4), the subgroup K× acts on Ad(d+1)/2
K
\ {0} by
multiplication, whose quotient space is the projective space P
d(d−1)/2
K
. Hence in general,
H2(T )/Aut(T ) are in 1-1 correspondence with
P
d(d−1)/2
K
/
GL(d,K).
(a) ⇐⇒ (b) of Theorem 0.7. In the following, we work over K. We prove the case
for p > 2 and p = 2 is similar. We denote by W = ∧1(h) ⊕ ∧2(h) the degree one and
two parts of the exterior algebra ∧(h). Points of Pd(d−1)/2
K
are in 1-1 correspondence with
one-dimensional subspaces of W by
[µi, µjk]1≤i≤d,1≤j<k≤d, oo //
∑
1≤i≤d µixi +
∑
1≤j<k≤d µjkxj ∧ xk.
By (6.4), GL(d,K)-action on P
d(d−1)/2
K
is translated into PGL(d,K)-action on P(W ) by
affine automorphisms of Λ(h). If we consider those one-dimensional subspaces of W as
“noncommutative” quadratic curves in the exterior algebra, then H2(Td)/Aut(Td) are in
1-1 correspondence with isomorphism classes of quadratic curves in Λ(h) by affine auto-
morphisms. Then the bijection follows from Theorem 0.5 (c).
(a) ⇐⇒ (c) of Theorem 0.7. Let G be a p-group of order pd+1 with Frattini group
isomorphic to Cp. Then, we have the following p-group extension:
1 // Cp // G // C
d
p
// 1.
By taking their group algebras, we get a short exact sequence of finite-dimensional local
Hopf algebras:
1 // k[Cp] // k[G] // k[C
d
p ] // 1.
By [Ho], we can write the dual Hopf algebra of k[Cdp ] as u(h) for some torus h of dimension
d. Similarly, we write (k[Cp])
∗ as u(g) for some one-dimensional torus g. Therefore by
dualising the above sequence; see [By, Lemma 4.1], we obtain a short exact sequence in the
sense of (0.1). Moreover, the dual Hopf algebra (k[G])∗ is a B- extension over A, whose
primitive space is isomorphic to h. Hence, it is a semisimple Hopf algebra in X . Since
any semisimple connected Hopf algebra is given by the dual Hopf algebra of k[G] for some
p-group G, the process is reversible.
Question 7.1. For any non-semisimple type T , does H(T )/Aut(T ) always classify some
geometric object?
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