To address an important risk classification issue that arises in clinical practice, we propose a new mixture model via latent cure rate markers for survival data with a cure fraction. In the proposed model, the latent cure rate markers are modeled via a multinomial logistic regression and patients who share the same cure rate are classified into the same risk group. Compared to available cure rate models, the proposed model fits better to data from a prostate cancer clinical trial. In addition, the proposed model can be used to determine the number of risk groups and to develop a predictive classification algorithm.
1. Introduction. In cure rate modeling of event-time data, a fraction of the population is considered to have zero hazard. The model is often suitable for survival data from cancer clinical trials owing to advances in medical treatment and health care. For example, treatment of prostate cancer routinely cures the patient in the sense of completely eradicating the disease. Existing cure rate models are able to accommodate a fraction of the population being cured [Berkson and Gage (1952) and Maller and Zhou (1996) ] and characteristics of tumor growth [Chen, Ibrahim and Sinha (1999) , Tsodikov, Ibrahim and Yakovlev (2003) and Cooner et al. (2007) ]. However, risk-group information is not easily incorporated. Prostate cancer patients can be classified into low, intermediate and high-risk groups on the basis of pre-treatment characteristics, such as the level of prostate-specific antigen (PSA), biopsy Gleason scores or clinical tumor categories [D'Amico et al. (1998 [D'Amico et al. ( , 2002 ]. A failure to incorporate risk stratification into the cure rate model can lead to poorly fitting statistical models and poorly estimated cure rates and predictive probabilities of risk groups. We address this problem via a latent class analysis of the cure rate model.
We consider data from a retrospective cohort study of n = 1235 men treated with radical prostatectomy (RP) at Brigham and Women's Hospital between 1988-2001 , which is a subset of the data published in D' Amico et al. (2002) . The primary endpoint is the time to prostate-specific antigen (PSA) recurrence or to the last follow-up, whichever came first. There were 261 patients who had PSA recurrence after the radical prostatectomy. We consider four prognostic factors: natural logarithm of prostate specific antigen (LogPSA) prior to RP, biopsy Gleason score, the 1992 American Joint Commission on Cancer (AJCC) clinical tumor category and the year of radical prostatectomy (Year). D 'Amico et al. (2002) considered three risk groups based on PSA, biopsy Gleason score and clinical tumor category and reported the estimates of 8-year PSA recurrence free survival for the three risk groups based on the Kaplan-Mier (KM) method [Kaplan and Meier (1958) ]. For the subset of the data considered here, the KM estimates of 8-year PSA recurrence free survival are 88.7%, 57.4% and 23.4% for low-risk patients (T1c, T2a, a PSA level ≤ 10 ng/mL), intermediate-risk patients (T2b or Gleason score 7 or a PSA level > 10 and ≤ 20 ng/mL) and high-risk patients (T2c or PSA level > 20 ng/mL or Gleason score ≥ 8), respectively. This risk classification does capture that the low-risk patients have the highest PSA recurrence free survival and the high-risk patients have the lowest PSA recurrence free survival. However, there are some limitations of this risk classification. First, this risk classification is deterministic. In other words, it is not associated with predictive probabilities of risk groups. Second, it may be problematic, especially for those patients whose clinical characteristics fall within the boundary between two risk groups. Third, this risk classification is not flexible enough to incorporate other potentially important risk factors. For example, the year of diagnosis or treatment may have a significant effect on the "cure rate" and, thus, it may be an important factor for risk classification. To overcome these limitations, we develop a predictive classification algorithm based on the latent cure rate marker model. This algorithm first computes the probabilities of risk groups for a patient based on his clinical characteristics and then classifies him to a particular risk group with the largest predictive probability. As shown in Table 4 in Section 5, for a patient who had PSA of 5, and Gleason score ≤ 6, clinical stage T1 and surgery in 2001, the predictive probabilities for three risk groups are 0.745, 0.241 and 0.014 and, thus, this patient will be classified into the "low risk" group.
Overdiagnosis of clinically insignificant prostate cancer was considered a major issue of prostate-specific antigen (PSA) screening since the U.S. Food and Drug Administration approved PSA testing in 1986 as a way to monitor LATENT CURE RATE MARKER MODEL 3 prostate cancer progression [Wang and Arnold (2002) ]. Etzioni et al. (2002) estimated rates of prostate cancer overdiagnosis due to PSA testing among men who were 60 to 84 years old in 1988. Overdiagnosis may occur when older men or men with comorbid illness who have very low risk disease are treated. However, overdiagnosis is usually not the case for men treated with surgery because they are healthy but they can have very low risk disease. Since the data we analyze in this paper were from those men who went to surgery, it may be appropriate to fit a cure rate model to this particular prostate cancer data set. We include the year of RP in the analysis, as it may have a significant effect on the "cure rate." There are two reasons for this. With time people are diagnosed after several PSA tests and serial screened men are diagnosed earlier with more favorable disease [e.g., Martin et al. (2008) ] and with increased medical experience. Over time, the techniques of treatment also improve, which can improve outcome due to a learning curve, especially when new surgery (e.g., robotic RP) or radiation therapy (e.g., seed therapy) techniques are used. We fit both the Cox proportional hazards regression model [Cox (1972) ] and the proposed latent cure rate marker model with a piecewise exponential baseline hazard function to this prostate cancer data. We then computed the logarithm of pseudomarginal likelihood (LPML) [Ibrahim, Chen and Sinha (2001) , Chapter 6] and the Deviance Information Criterion (DIC) proposed by Spiegelhalter et al. (2002) for each model. From Table 2 in Section 5, we see that the best LPML and DIC values are −821.5 and 1640.8 for the Cox model and −816.0 and 1613.7 for the latent cure rate marker model. These results indicate that the cure rate model fit the data much better than the noncure rate model. Thus, a cure rate model is indeed needed for this data set.
Section 2 provides the detailed development of the proposed latent cure rate model. The prior and posterior are discussed in Section 3. The posterior predictive classification algorithm is developed in Section 4. Section 5 presents an analysis of the prostate cancer data. We conclude the paper with brief discussions in Section 6.
2. The models.
2.1. Preliminary. Let y i denote the observed survival time and let ν i be the censoring indicator that equals 1 if y i is a failure time and 0 if it is right censored for the ith subject. Also, let N i denote the number of metastatic-competent tumor cells and assume that the N i 's are independent Poisson random variables with mean θ i . Suppose further that W ij denotes the random time for the jth carcinogenic cell to produce a detectable cancer mass (incubation time for the jth carcinogenic cell) for the ith subject. We assume that the variables W ij , i = 1, 2, . . . , are independent and distributed with a common distribution function F (y), and are independent of N i . The time to relapse of cancer can be defined by the random variable Y i = min{W ij , 0 ≤ j ≤ N i }, where P (W i0 = ∞) = 1. Then, the survival function for the cure rate model for the ith subject is given by
Using (1), the cure rate is given by S i (∞) = exp(−θ i ), which is also equal to P (N i = 0). Other properties of the cure rate model (1) can be found in Yakovlev et al. (1993) , Yakovlev and Tsodikov (1996) and Chen, Ibrahim and Sinha (1999) . To build a regression model, Chen, Ibrahim and Sinha (1999) introduced covariates through
, where x i = (x i1 , x i2 , . . . , x ip ) ′ denotes the p × 1 vector of covariates for the ith subject and β = (β 1 , β 2 , . . . , β p ) ′ is the corresponding vector of regression coefficients, i = 1, 2, . . . , n. Let S(y) = 1 − F (y) and f (y) = d dy F (y). Then the resulting survival function is given by
We refer to (2) as the CIS model.
A natural extension of the CIS model is the cure rate double regression model. Let β 1 = (β 11 , β 12 , . . . , β 1p ) ′ and β 2 = (β 21 , β 22 , . . . , β 2p ) ′ . We assume θ i = exp(x ′ i β 1 ). A proportional hazards model is assumed for the distribution function F (y) of the incubation time for noncured subjects. Specifically, let the cumulative hazard function H(y) = exp(x ′ i β 2 )H 0 (y), where H 0 (y) is the baseline cumulative hazard function. Then, F (y) = 1 − exp{−H(y)} = 1 − exp{− exp(x ′ i β 2 )H 0 (y)}. Under this assumption for F (y), we have
where Yakovlev and Tsodikov (1996) used parametric accelerated failure time effects on the cumulative hazards with a similar idea. Model (3) in its semiparametric form has appeared in Broet et al. (2001) , where they tended to use a generalized Gompertz name for the model. We see, from (3), that the model in (3) incorporates the covariates into both the cure rate and the hazard function with double proportional hazards structures. Thus, we refer to this model as the PHPH model. The name "PHPH" was also introduced by Tsodikov (2002) for the semiparametric version of the model. Recently, Liu, Lu and Shao (2006) developed the PHPH version of the standard cure rate model of Berkson and Gage (1952) .
Another extension of the CIS model is the latent activation cure rate (LACR) model proposed by Cooner et al. (2007) . Given , the survival function under the LACR model is given by 
2.2.
A new latent cure rate marker model. The latent cure rate marker (LCRM) model assumes that the N i 's are independent Poisson random variables with mean θ g i , where g i is a (unknown) group indicator, and exp(−θ g i ) is the cure rate marker. Let G denote the number of distinct values of θ g i . Further, g i (1 ≤ g i ≤ G) indicates the group membership. Without loss of generality, we assume θ 1 < θ 2 < · · · < θ G . Under these constraints, the group membership g i is uniquely defined. Similar to the PHPH model, we assume the proportional hazards model for cumulative hazard function H(y), that is, H(y) = exp(x ′ i β)H 0 (y), where H 0 (y) is the baseline cumulative hazard function. Then, under the LCRM model, the conditional survival function of y i given θ g i is of the form
We assume a multinomial logistic regression model for the latent group membership g i . To this end, let z ′ i = (z i0 , z i1 , z i2 , . . . , z iq ) denote a (q + 1) × 1 vector of covariates for the ith subject, which includes an intercept (i.e., z i0 = 1) for i = 1, 2, . . . , n. Also let φ j = (φ j0 , φ j1 , φ j2 , . . . , φ jq ) ′ denote the corresponding vectors of regression coefficients for j = 1, 2, . . . , G and φ
. Then the density of the group membership g i is given by (5), the unconditional survival function of y i is given by
.
Unlike the CIS model, the LCRM model does not directly link the covariates to the cure fractions and instead it assumes that the population is characterized by an unobserved cure rate marker, namely, exp(−θ g i ),
where the latent group membership g i is described according to covariates via a multinomial logistic regression model. We note that the monotonic constraints on the cure rates θ k 's not only define the group membership g i but also ensure identifiability of the multinomial logistic regression model. We also see, from (7), that the LCRM model is indeed a finite mixture of cure rate models. If θ k → θ for k = 1, 2, . . . , G, (7) reduces to
, which is a special case of the PHPH model.
We assume the piecewise exponential model for the baseline hazard function h 0 (y), which is constructed as follows. We first partition the time axis into J intervals:
We then assume a constant hazard λ j over the jth inter-
for s j−1 ≤ y < s j , where λ = (λ 1 , . . . , λ J ) ′ . We note that when J = 1, F 0 (y|λ) reduces to the parametric exponential model.
Let D = (n, y, X, Z, ν, N, g) denote the complete data, where y = (y 1 , . . . , y n ) ′ , ν = (ν 1 , ν 2 , . . . , ν n ) ′ , X is the n × p matrix of covariates with ith row x ′ i , Z, which may share common components with X, is a q-vector of covariates with ith row z ′ i , N ′ = (N 1 , N 2 , . . . , N n ), and g ′ = (g 1 , g 2 , . . . , g n ). Then, the complete data likelihood under the LCRM model is given by
, where δ ij = 1 if the ith subject failed or was censored in the jth interval I j , and 0 otherwise. Since N and g are not observed, by summing (9) over N and g, we obtain the likelihood function based on the observed data
where
3. The prior and posterior distributions under the LCRM model. We consider a joint prior distribution for (β, θ, φ, λ). Suppose that J and s j , j = 1, . . . , J , are fixed. First we consider a fixed G. We assume that β, θ, φ and λ are independent a priori. Thus, the joint prior for (β, θ, φ, λ) is of the form π(β, θ, φ, λ) = π(β)π(θ)π(φ)π(λ). We further assume that
and
where c 01 , c 02 , a 0 , b 0 , a k and b k , k = 1, 2, . . . , G, are the prespecified hyperparameters. Due to the monotonic constraints, θ 1 < θ 2 < · · · < θ G , eliciting the hyper-parameters a k and b k becomes more crucial than other hyperparameters. To this end, we first specify θ 0 = (θ 01 , θ 02 , . . . , θ 0G ) ′ such that θ 01 < θ 02 < · · · < θ 0G . Equivalently, we specify a set of prior cure rates exp(−θ 0k ), k = 1, 2, . . . , G. Then, we set a k = , where c 0 is a known constant. This essentially implies that we specify the prior mean and the prior standard deviation of θ k to be θ 0k and c 0 θ 0k . Thus, c 0 quantifies the prior uncertainty in θ 0k . A large value of c 0 reflects a vague prior belief in θ 0k and a small value of c 0 yields a strong prior belief in θ 0k . In Section 5 we use the LPML and DIC measures to guide the choice of c 0 and θ 0 and we then conduct a sensitivity analysis on various choices of c 0 and θ 0 .
Based on the prior distributions specified above, the joint posterior distribution of β, θ, φ, λ, N and g based on the complete data D is thus given by
where L(β, θ, φ, λ|D) is defined in (9). We note that when the priors π(β), π(θ), π(φ) and π(λ) are proper, the resulting posterior is proper. However, even when we take an improper prior for θ, an improper uniform prior for β and an improper Jeffreys-type prior for λ, that is, c 01 → ∞ and a 0 = b 0 = 0 in (12), the posterior is still proper under some mild conditions. We formally state this result in the following theorem.
there exists a j * such that X j * is of full rank, and (iv)
Then, the resulting posterior in (14) is proper.
The proof of the theorem is given in the Appendix. The conditions (i)-(iii) are indeed quite mild and essentially require that all event times are strictly positive, at least one event occurs in each chosen interval (s j−1 , s j ], and the covariate matrix is of full rank for at least one interval. These conditions are easily satisfied in most applications and are quite easy-to-check. We note that the condition (iv) does not require a G > 0. Thus, π(θ) can be improper. We also note that the latent structure of the LCRM model leads to the development of a Markov chain Monte Carlo (MCMC) algorithm for sampling from posterior distribution in (14). When G is not specified, we assume a truncated Poisson distribution with mean µ G on {1, 2, . . . , G max } for G, where µ G and G max are prespecified. Then, we develop a reversible jump algorithm for carrying out posterior computation. The description of the MCMC algorithm for a fixed G and the detailed development of the reversible jump MCMC based on Lopes and West (2004) and Green (1995) are given in online supplementary material [Kim, Xi and Chen (2009) 
4. Posterior predictive classification under the LCRM model. In this section we consider classification via the posterior predictive probability. The latent cure rate markers under the LCRM model can be naturally used for the predictive classification. Let x new and z new denote the future values of the vectors of baseline covariates. Also let g new denote the future group indicator. Suppose that g new takes a value between 1 and G, where G is fixed. Then, the conditional posterior probability for g new given φ and z new is given by
The posterior estimate of this predictive probability for g new is the posterior expectation of P (g new = k|φ, z new ) given bŷ
for k = 1, 2, . . . , G, where the expectation is taken with respect to the posterior distribution of φ based on the observed data D obs . The clinical interpretation of (16) is that, given the patient's characteristic z new ,p(k|z new ) is the probability that the patient is in the kth risk group.
Next, we consider the conditional predictive probability for g new = k given the survival time Y ≥ t, x new and z new . This conditional predictive probability can be calculated as follows:
, where H * 0 (t) is given in (10). The posterior estimate of (17) for
From (16) and (18), it is easy to see that
Using the posterior predictive probability in (18), we classify a new patient with characteristic (
An attractive property of the posterior predictive probability in (18) is presented in the following theorem.
Theorem 2. The posterior predictive probability for the lowest risk group (k = 1),p(1|t, x new , z new , G), increases in t, while for the highest risk group
The proof of Theorem 2 is given in the Appendix. Based on (19) and Theorem 2, we have that, for t ≥ 0,
which is the largest probability thatP (g new = 1|t, x new , z new , G) may achieve for t > 0 given the patient's characteristic (x new , z new ). Similarly, we havê
which is the smallest probability thatP (g new = G|t, x new , z new , G) can get for t > 0. The quantityP (g new = k|t, x new , z new , G) is clinically important as this gives the patient an idea how well he can do prospectively given his baseline characteristic.
Finally, we note that when G is not specified, a similar posterior predictive classification algorithm can be established. For example, instead of (15), we compute
where π(G) denotes the prior distribution for G and G max is the largest value of G.
5. Analysis of the prostate cancer data. We revisit the prostate cancer data discussed in Section 1. The response variable y is the time to prostatespecific antigen (PSA) recurrence. Covariates x 1 , x 2 , x 3 , x 4 and x 5 correspond to LogPSA, biopsy Gleason score, clinical tumor category and the year of radical prostatectomy (Year). A summary of covariates is given in Table 1 . The covariates LogPSA (x 1 ) and Year (x 5 ) are continuous, while x 2 , x 3 and x 4 are binary. The mean and the standard deviation for LogPSA were 1.95 and 0.72. We also set z j = x j for j = 1, . . . , 5. In all computations we standardized all covariates by subtracting their respective sample means and then being divided by their respective sample standard deviations.
The hyper-parameters of the prior distribution in Section 4 are specified as follows. In (11), (12) and (13), we take c 01 = 1000, c 02 = 3, a 0 = 1, b 0 = 0.01 and c 0 = 2.5. We choose c 01 to be much larger than c 02 as the posterior is proper even when π(β) ∝ 1 according to Theorem 1. Also, a 0 = 1 and b 0 = 0.01 are specified so that the prior for λ is relatively noninformative. We further specify θ 01 = − log(0.5) for G = 1; θ 01 = − log(0.9) and θ 02 = − log(0.3) for G = 2; θ 01 = − log(0.9), θ 02 = − log(0.5) and θ 03 = − log(0.1) for G = 3; θ 01 = − log(0.9), θ 02 = − log(0.6), θ 03 = − log(0.3) and θ 04 = − log(0.1) for G = 4; and θ 01 = − log(0.9), θ 02 = − log(0.7), θ 03 = − log(0.5), θ 04 = − log(0.3) and θ 05 = − log(0.1) for G = 5. We note that (0.9, 0.5, 0.1) for G = 3 were determined by the KM estimates of cure rates based on the three risk groups defined in D' Amico et al. (1998 Amico et al. ( , 2002 . Table 2 shows the values of LPML and DIC for the Cox, CIS, PHPH, LACR and LCRM models for various J 's and G's. We note that under the Cox model, the survival function is given by S i (y|x i , β, λ) = exp{− exp(x ′ i β)H 0 (y|λ)}, where H 0 (y|λ) is the cumulative baseline hazard function corresponding to F 0 (y|λ) given in (8). From Table 2 , we observe that there is a concave pattern in the LPMLs and there is a convex pattern in the DICs as functions of J for the CIS, PHPH and LCRM with fixed G. We note that for J = 15, the values of LPML and DIC are −827.9 and 1648.9 for the Cox model and −838.0 and 1673.5 for the LACR model. Thus, the concave (convex) pattern in the LPMLs (DICs) as functions of J still holds for the Cox and LCRM models. Similar patterns are also observed in the LPMLs and DICs as functions of G for fixed J under the LCRM. Among the three J 's shown in Table 2 , J = 5 consistently fits the data better for the CIS, PHPH and LCRM models and J = 10 fits the data better for the Cox and LACR models. The LCRM model, with J = 5 and G = 3 fits the data best among all models considered. In particular, LPML = −816.0 and DIC = 1613.7 for the best LCRM model while LPML = −821.5 and DIC = 1640.8 for the best Cox model. Except for G = 1, the LCRM model with G ≥ 2 improves the fit compared to the CIS, PHPH and LACR models.
The posterior estimates of the parameters under the best LCRM model with J = 5 and G = 3 are given in Table 3 . We see from this table that LogPSA is significant in the proportional hazards model (5) for the survival function for a "noncured" subject and LogPSA, G8H and Year of RP are significant in the multinomial model (6) for the latent group membership at a significance level of 0.05. In addition, Year of RP is nearly significant in both models. Although the prior cure rates for the three risk groups are 0.9, 0.5 and 0.1, respectively, the resulting posterior estimates of these cure Table  4 , we also see that for each set of baseline covariates, the risk classification does not change no matter how long the patient will live if he had surgery in 2001 and this is not the case when he had surgery in 1988. In addition, the overall cure rates,
, are presented in Table 4 . It is interesting to see that when (PSA, Gleason, Cstage) = (5, ≤6, T1), the overall cure rate is much smaller than that given g new = 1, when (PSA, Gleason, Cstage) = (5, 7, T2), the overall cure rate is greater than that given g new = 2 if he had surgery in 2001, while the overall cure rate is very similar to the risk group specific cure rate (g new = 3) when (PSA, Gleason, Cstage) = (30, 8-10, T2) . Figure 1 shows the estimated risk group specific PSA recurrence free probabilities corresponding to these three sets of covariates and the estimated overall PSA recurrence free probability when the year of RP was 2001. From plots (a), (b) and (c), we see that three risk group specific probability curves are well separated from each other. These plots also show that a wrong classification may lead to either over-estimate or under-estimate of the PSA recurrence free probability. Thus, the posterior predictive classification is quite important, as a correct classification leads to more accurate estimates of the cure rate as well as the PSA recurrence free probability. We further conducted a sensitivity analysis on the choice of c 0 and θ 0j 's. Table 5 shows the LPML and DIC values of the LCRM model with G = 3 for various c 0 and the prior cure rates exp(θ 0 ) = (0.9, 0.5, 0.1), (0.8, 0.5, 0.2) and (0.7, 0.5, 0.3). Both LPML and DIC values are very similar for almost all choices of c 0 . Among all values of c 0 and exp(θ 0 ), c 0 = 2.5 and exp(θ 0 ) = (0.9, 0.5, 0.1) yield the largest LPML and the smallest DIC among all choices considered. Although not reported in Table 5 , the posterior estimates of Table 4 Posterior predictive probability based on the best LCRM model These results demonstrate that the proposed LCRM model is quite robust to the specification of c 0 and prior cure rates. When G is not specified, we used the RJMCMC algorithm given in Kim, Xi and Chen (2009) . In the RJMCMC algorithm, we took a = 3 for θ l and d l = 0.5 for φ l , l = 1, 2, . . . , G − 1. We specified the transition matrix as follows: The dimension of model, G, is assumed to follow a Poisson distribution with mean µ G = 3 and truncated between 1 and 5. Also J is fixed to be 5. Under the above setting, the posterior probabilities of G are computed and these are P (G = 1|D obs ) = 0.0, P (G = 2|D obs ) = 0.224, P (G = 3|D obs ) = 0.534, P (G = 4|D obs ) = 0.242, and P (G = 5|D obs ) = 0.0, respectively. Therefore, the model with G = 3 has the highest posterior model probability. This result is consistent with the best model identified by the LPML and DIC measures shown in Table 2 . We also conducted a sensitivity analysis on the specification of µ G in the prior distribution for G. Specifically, we obtained that P (G = 1|D obs ) = 0.0, P (G = 2|D obs ) = 0.251, P (G = 3|D obs ) = 0.535, P (G = 4|D obs ) = 0.214, and P (G = 5|D obs ) = 0.0 for µ G = 2, and P (G = 1|D obs ) = 0.0, P (G = 2|D obs ) = 0.162, P (G = 3|D obs ) = 0.536, P (G = 4|D obs ) = 0.302, and P (G = 5|D obs ) = 0.0 for µ G = 4. Thus, the model with G = 3 consistently has the highest posterior model probability for all three choices of µ G .
In all the computations, we first generated 100,000 Gibbs samples with a burn-in of 4000 iterations, and we then used 20,000 iterations obtained from every 5th iteration for computing all posterior estimates, including posterior mean, posterior standard deviation, 95% highest posterior density (HPD) intervals and LPML. The computer codes were written in FORTRAN 95 using IMSL subroutines with double precision accuracy. The convergence of the MCMC sampling algorithm was checked using several diagnostic procedures as recommended by Cowles and Carlin (1996) . 6. Discussions. In Section 5 we used LPML and DIC measures to assess the goodness of fit of the models for different choices of G and J . LPML is a well-established Bayesian model comparison criterion based on the conditional predictive ordinate (CPO) statistics, which is particularly suitable for the cure rate models. Let CPO i denote the CPO statistic for the ith subject. LPML is defined as
The larger the LPML, the better the fit of a given model. Letting γ denote the vector of all model parameters and L(γ|D obs ) the likelihood based on the observed data D obs , the DIC is defined as
where Dev(γ) = −2 log L(γ|D obs ) is a deviance function,γ is the posterior mean of γ, p m = Dev(γ) − Dev(γ), and Dev(γ) is the posterior mean of Dev(γ). For the LCRM model, γ = (β, θ, φ, λ) and L(γ|D obs ) = L(β, θ, φ, λ|D obs ), which is given by (10). The DIC is a Bayesian measure of predictive model performance, which is decomposed into a measure of fit and a measure of model complexity (p D ). The smaller the value of DIC, the better the model will predict new observations generated in the same way as the data. As discussed in Spiegelhalter et al. (2002) , DIC is the Bayesian version of the Akaike Information Criterion (AIC) [Akaike (1973) ]. Unlike AIC, the dimensional penalty in DIC is automatically calculated without actually counting the number of parameters. Although the dimensional penalty is not explicitly shown in LPML, LPML has a dimensional penalty similar to AIC as derived by Gelfand and Dey (1994) based on the asymptotic approximation. Moreover, as discussed in Ibrahim, Chen and Sinha (2001) , the LPML measure is particularly suitable for comparing cure rate models, as the moments do not exist under these models.
As discussed in Sections 1 and 2, there are several cure rate models for survival data with a cure fraction recently developed in the literature. There is a distinct difference between the proposed model and the existing ones. Specifically, the new model is to no longer explain the cure fractions directly according to covariates but to divide the population into latent classes characterized by specific cure rates and being described according to covariates. This nice feature of the proposed model allows us to develop the predictive classification algorithm for classifying patients into different risk groups. The proposed mixture model falls within the latent class modeling framework. The latent class models are commonly used for analyzing complex sample survey data. For survey data, a latent class model is often used to explain unobservable categorical relationships or latent structures that characterize discrete multivariate data [Dayton (1999) , Agresti (2002) and Patterson, Dayton and Graubard (2002) ]. Recently, latent class models have been developed for survival data. Lin et al. (2002) proposed latent class models for joint longitudinal and survival data. They assumed a Cox proportional hazards model with time-varying covariates for the survival endpoint and each latent class represents certain pattern of longitudinal and event-time responses. Larsen (2004) extended the Cox model to encompass a latent class variable (an indicator of the unobserved status of health or functioning) as predictor of time-to-event. However, the literature on the latent class model for survival data with a cure fraction is still sparse. Based on the subset of the data published in D' Amico et al. (2002) , we showed in Section 5 that the proposed model with three latent cure rate markers fits the data best based on LPML, DIC and the reversible jump of Green (1995) . This finding is consistent with the prostate cancer literature, as the three risk groups are routinely used in the prostate cancer clinical practice.
Although the proportional hazards (PH) assumption is assumed for the cumulative hazard function H(y) for noncured subjects in (5), the resulting survival function is not PH due to the nature of the mixture model. To examine the PH assumption, we first considered the generalized oddsrate hazards (GORH) model discussed in Banerjee et al. (2007) . We then compared various GORH models for H(y) based on the LPML and DIC measures to see whether a PH model for H(y) is appropriate. The results, which are available in Kim, Xi and Chen (2009) , empirically confirm that the PH assumption for H(y) may be appropriate for the prostate cancer data discussed in Section 1.
In Section 5, the covariates considered include only PSA, biopsy Gleason score, clinical tumor category and year of RP due to the limitation of the prostate cancer data we had. However, it will not add much additional computational difficulty to incorporate more covariates into the proposed model. Unlike D' Amico et al. (1998 Amico et al. ( , 2002 , the proposed model does not require any prespecified cutoff values of the covariates in classifying patients into different risk groups. The proposed method is potentially useful in clinical applications as it allows doctors to include as many important covariates as possible, some of which may be discovered later on due to medical advances, for obtaining a more accurate risk classification.
In the LCRM model, we assume that there are G unknown latent θ g i 's. Instead of the latent class model, we may assume a mixture of the Dirichlet Process (MDP) model discussed in Ibrahim, Chen and Sinha (2001) for the cure rate parameters. Specifically, we assign an unknown θ i to each subject and then assume a Dirichlet Process prior for θ i . In Section 2.2, we assume a piecewise exponential model for the baseline hazard function h 0 (y). One possible extension to this is to assume a gamma process prior for h 0 (y), which leads to a semiparametric LCRM model. These two extensions of the LCRM model are currently under investigation.
APPENDIX: PROOFS OF THEOREMS
Proof of Theorem 1. After summing out N and g, we have
where L(β, θ, φ, λ|D obs ) is given by (10). It suffices to show that
It is easy to show that L(β, θ, φ, λ|D obs )
Using condition (iv), we can show Proof of Theorem 2. It is sufficient to show that P (g new = k|β, θ, φ, λ, t, x new , z new , G) for k = 1 (k = G) increases (decreases) in t. We can rewrite the conditional predictive probability in (18) as P (g new = k|β, θ, φ, λ, t, x new , z new , G)
Since H * 0 (t) is an increasing function of t, θ l − θ 1 > 0 for l > 1, and θ l − θ G < 0 for l < G. Thus,p(k|t, x new , z new , G) increases in t for k = 1 and decreases in t for k = G.
hazards assumption and the description of the Markov chain Monte Carlo (MCMC) sampling algorithm for a fixed G and the detailed development of the reversible jump MCMC.
