Abstract
Introduction
There is no universal definition of what shape is. Impressions of shape can be conveyed by color or intensity patterns (texture), from which a geometrical representation can be derived. This is shown already in Plato's work Meno (380 BC) [41] . This is one of the so-called Socratic dialogues, where two persons digcuss aspects of virtue; to honor and memorialize him, one person is called Socrates. In the dialogue, Socrates describes shape as follows (the word 'figure' is used for shape):
"figure is the only existing thing that is found always following color". This does not satisfy Meno, after which Socrates gives a definition in "terms employed in geometrical problems": "figure is limit of solid'.
Here we also consider shape as something geometrical. We will use the term shape for a geometrical pattern, consisting of a set of points, curves, surfaces, solids, etc. This is commonly done, although 'shape' is sometimes used for a geometrical pattern modulo some transformation group, in particular similarity transformations (combinations of translations, rotations, and scalings).
Shape matching deals with transforming a shape, and measuring the resemblance with another one, using some similarity measure. So, shape similarity measures are an essential ingredient in shape matching. Although the term similarity is often used, dissimilarity corresponds to the notion of distance: small distance means small dissimilarity, and large similarity.
The algorithm to compute the similarity often depends on the precise measure, which depends on the required properties, which in turn depends on the particular matching problem for the application at hand. Therefore, section 2 is about the classification of matching problems, section 13 is about similarity measure properties, section 4 presents .a number of specific similarity measures, and section 5 treats a few matching algorithms.
There are various ways to approach the shape matching problem. In this article we focus on methods that lie closme to computational geometry, the subarea of algorithms design that deals with the design and analysis of algorithms for geometric problems involving objects like points, lines, polygons, and polyhedra. The standard approach taken in computational geometry is the development of exact, provably correct and efficient solutions to geometric problems. First some related work is mentioned in the next subsection.
Related work
Matching has been approached in a number of ways, including tree pruning [55] , the generalized Hough transform [8] or pose clustering [51] , geometric hashing [591, the alignment method [27] , statistics [40] , deformable templates [50] , relaxation labeling [44] , Fourier descriptors [35] , wavelet transform [3 13 , curvature scale space [36] , and neural networks [21] . The following subsections treat a few methods in more detail. They are based on shape representations that depend on the global shape. Therefore, they are not robust against occlusion, and do not allow partial matching.
Moments
When a complete object in an image has been identified, it can be described by a set of moments mp,q. The (p, 4)-moment of an object 0 C R2 is given by xpyq dx dy. m p , q = d,,,E* For finite point sets the integral can be replaced by a summation. The infinite sequence of moments, p , q = 0 , 1 , . . . , uniquely determines the shape, and vice versa. Variations such as Zernike moments are described in [32] and [12] .
Based on such moments, a number of functions, moment invariants, can be defined that are invariant under certain transformations such as translation, scaling, and rotation. Using only a limited number of low order moment invariants, the less critical and noisy high order moments are discarded. A number of such moment invariants can be put into a feature vector, which can be used for matching.
Algebraic moments and other global object features such as area, circularity, eccentricity, compactness, major axis orientation, Euler number, concavity tree, shape numbers, can all be used for shape description [9] , [42] .
Modal matching
Rather than working with the area of a 2D object, the boundary can be used instead. Samples of the boundary can be described with Fourier descriptors, the coefficients of the discrete Fourier transform [56] .
Another form of shape decomposition is the decomposition into an ordered set of eigenvectors, also called principal components. Again, the noisy high order components can be discarded, using only the most robust components. The idea is to consider n points on the boundary of an object, and to define a matrix D such that element Dij determines how boundary points i and j of the object interact, typically involving the distance between points i and j.
The [22] and [49] for variations on this basic technique of modal matching.
Curvature scale space
Another approach is the use of a scale space representation of the curvature of the contour of 2D objects. Let and the same for y(s). With increasing value of 0, the resulting contour gets smoother, see figure 1 , and the number of zero crossings of the curvature along it decreases, until finally the contour is convex and the curvature is positive everywhere. For continuously increasing 0, the positions of the curvature zero-crossings continuously move along the contour, until two such positions meet and annihilate. Matching of two objects can be done by matching points of annihilation in the ( s , 0) plane [36] . Another way of reducing curvature changes is based on the turning angle function (see section 4.5) [34] .
Matching with the curvature scale space is robust against slight affine distortion, as has been experimentally determined [37] . Be careful, however, to use this property for fish recognition, see section 3.
Matching problems
Shape matching is studied in various forms. Given two patterns and a dissimilarity measure, we can:
(computation problem) compute the dissimilarity between the two patterns, (decision problem) for a given threshold, decide whether there exists a transformation such that the dissimilarity between the transformed pattern and the other pattern is smaller than the threshold, (optimization problem) find the transformation that minimizes the dissimilarity between the transformed pattern and the other pattern.
Sometimes the time complexities to solve these problems are rather high, so that it makes sense to devise approximation algorithms:
(approximate optimization problem) find a transformation that gives a dissimilarity between the two patterns that is within a constant multiplicative factor from the minimum dissimilarity.
These problems play an important role in the following categories of applications.
Shape retrieval: search for all shapes in a typically large database of shapes that are similar to a query shape. Usually all shapes within a given distance from the query are determined (decision problem), or the first few shapes that have the smallest distance (computation problem). If the database is large, it may be infeasible to compute the similarity between the query and every database shape. An indexing structure can help to exclude large parts of the database from consideration at an early stage of the search, often using some form of triangle inequality property, see section 3.
Shape recognition and classification: determine whether a given shape matches a model sufficiently close (decision problem), or which of k class representatives is most similar (IC computation problems).
Shape alignment and registration: transform one shape so that it best matches another shape (optimization problem), in whole or in part.
Shape approximation and simplification: construct a shape of fewer elements (points, segments, triangles, etc.), that is still similar to the original. There are many heuristics for approximating polygonal curves [45] and polyhedral surfaces [26] . Optimal methods construct an approximation with the fewest elements given a maximal dissimilarity, or with the smallest dissimilarity given the maximal number of elements. (Checking the former dissimilarity is a decision problem, the latter is a computation problem.)
Properties
In this section we list a number of properties. It can be desirable that a similarity measures has such properties.
Whether or not specific properties are wanted will depend on the application at hand, sometimes a property will be useful, sometimes it will be undesirable. Some combinations of properties are contradictory, so that no distance function can be found satisfying them. A shape dissimilarity measure, or distance function, on a collection of shapes S is a function d : S x S + E % In the properties listed below, it is understood that they must hold for all shapes A, B , or C in S. 
Metric properties

Continuity properties
It is often desirable that a simiilarity function has some continuity properties. The following four properties are about robustness, a form of continuity. Such properties are for example useful to be robust against the effects of discretization. Invariance A distance function d is invariant under a chosen group of transformations G if for all g E G,
. For object recognition, it is often desirable that the similarity measure is invariant under affine transformations, since this is a good approximation of weak perspective projections of points lying in or close to a plane. However, it depends on the application whether a large invariance group is wanted. For example, Sir d'Arcy Thompson [52] showed that the outlines of two hatchetfishes of different genus, Argyropefecus olfersi and Sternoptyx diaphana, can be transformed into each other by shear and scaling, see figure 3 . So, the two fishes will be found to match the same model if the matching is invariant under affine transformations. 
Similarity Measures
Discrete Metric
Finding an affine invariant metric for patterns is not so difficult. Indeed, a metric that is invariant not only for affine transformations, but for general homeomorphisms is the discrete metric: 
L, Distance, Minkowski Distance
Many similarity measures on shapes are based on the L, distance between two points. For two points x, y in Rk, the
This is also often called the Minkowski distance. For p = 2, this yields the Euclidean distance Ls. For p = 1, we get the Manhattan, city block, or taxicab distance L1. For p approaching 00, we get the max metric: maxi(Jxi -yiJ):
For all p 2 1, the L, distances are metrics. For p < 1 it is not a metric anymore, since the triangle inequality does not hold.
Bottleneck Distance
Let A and B be two point sets of size n, and d(a, b) a distance between two points. The bottleneck distance F ( A , B ) is the minimum over all 1 -1 correspondences f between A and B of the maximum distance d (a, f(a) Variations on the bottleneck distance are the minimum weight distance, the most uniform distance, and the minimum deviation distance.
Hausdorff Distance
In many applications, for example stereo matching, not all points from A need to have a corresponding point in B , due to occlusion and noise. Typically, the two point sets are of different size, so that no one-to-one correspondence exists between all points. In that case, a dissimilarity measure that is often used is the Hausdorff distance. The Hausdorff distance is defined not only for finite point sets, it is defined on nonempty closed bounded subsets_of any metric space. n)610g(mn)) time [28] . This is done using dynamic Voronoi diagrams. Given a real value E , deciding if there is a rigid motion such that H ( r ( A ) , B ) < 6 can be done in
Given the high complexities of these problems, it makes sense to look at approximations. Computing an approximate optimal Hausdorff distance under translation and rigid motion is discussed in [ 11.
The Hausdorff distance is very sensitive to noise: a single outlier can determine the distance value. For finite point sets, a similar measure that is not as sensitive is the partial Hausdorfs distance. It is the maximum of the two directed pa@l Hausdorff distances: The partial Hausdorff distance is not a metric since it fails the triangle inequality. Deciding whether there is a translation plus scaling that brings the partial Hausdorff distance under a given threshold is done in [30] by means of a transformation space subdivision scheme. The running time depends on the depth of subdivision of transformation space.
Hk(A,B) = max{hk(A,B),hk(B,A)}, where the di-
For pattern matching, the Hausdorff metric is often tool sensitive to noise. For finite point sets, the partial Hausdorff distance is not that sensitive, but it is no metric. Alternatively, [7] observes that the Hausdorff distance of infaEA d ( z , U ) , resulting in the p-th order mean Hausdodf distance. This is a metric less sensitive to noise, but it is still not robust. It can also not be used for partial matching, since it depends on all points. 
Turning Function Distance
The cumulative angle function, or turning function, In [58] , for the purpose of retrieving hieroglyphic shape:;, polyline curves do not have the same length, so that partial matching can be performed. In that case the starting point of the shorter one is moved along the longer one, considering only the turning function where the arc lengths overlap. This is a variation of the algorithms for matching closed polygons with respect to the turning function, which can be done in O(mnlog(mn)) time [6] .
Partial matching under scaling, in addition to translation and rotation, is more involved. It can be done in time
Frichet Distance
The Hausdorff distance is often not appropriate to, measure the dissimilarity between curves. For all points, on A, the distance to the closest point on B may be small:, but if we walk forward along curves A and B simultaneously, and measure the distance between corresponding points, the maximum of these distances may be larger. This is what is 
(t) of the maximal distance d ( A ( a ( t ) ) , B(P(t))), t E
[4] considers the computation of the FrCchet distance for the special case of polylines. Deciding whether the FrCchet distance is smaller than a given constant, can be done in time O(mn). Based on this result, and the 'parametric search' technique, it is derived that the computation of the FrCchet distance can be done in time O(mn log(")).
Although the algorithm has low asymptotic complexity, it is not really practical. The parametric search technique used here makes use of a sorting network with very high constants in the running time. [O, 11.
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A variation of the FrCchet distance is obtained by dropping the monotonicity condition of the parameterization.
The resulting FrCchet distance d ( A , B ) is a semimetric:
zero distance need not mean that the objects are the same. Another variation is to consider partial matching: finding the part of one curve to which the other has the smallest FrCchet distance.
Parameterized contours are curves where the starting point and ending point are the same. However, the starting and ending point could as well lie somewhere else on the contour, without changing the shape of the contour curve. For convex contours, the Frtchet distance is equal to the Hausdorff distance [4] .
Nonlinear elastic matching distance
Let A = { a l , . . . 
Reflection Distance
The rejection metric [24] is an affine-invariant metric that is defined on finite unions of curves in the plane or surfaces in space. They are converted into real-valued functions on the plane. Then, these functions are compared using integration, resulting in a similarity measure for the corresponding patterns.
The functions are formed as follows, for each finite union of curves A. From the definition follows that the reflection metric is invariant under all affine transformations. In contrast to the FrCchet distance, this metric is defined also for patterns consisting of multiple curves. In addition, the reflection metric is deformation, blur, crack, and noise occlusion robust. 
Area of Symmetric Difference, Template Metric
For two compact sets A and B, the area of symmetric difference, also called template metric, is defined as area ((A -B ) U ( B -A ) ) . Unlike the area of overlap, this measure is a metric.
Translating convex polygons so that their centroids coincide also gives an approximate solution for the symmetric difference, which is at most 11/3 of the optimal solution 
Algorithms
In the previous section, algorithms were mentioned along with the description of the measure, when the algorithm is specific for that measure. This section mentiom a few algorithms that are more general.
Voting schemes
Geometric hashing [33, 591 is a method that determines if there is a transformed subset of the query point set that matches a subset of a target point set. The method first constructs a single hash table for all target point sets together. It is described here for 2D. Each point is represented as eo + K(e1 -eo) + A(e2 -e o ) , for some fixed choice of points eo,el,e2, and the (~, X ) -p l a n e is quantized into a two-dimensional table, mapping each real coordinate pair ( K , A) to an integer index pair (IC, e).
Let there be N target point sets Bi. For each target point set, the following is done. For each three non-collinear points eo, e l , e2 from the point set, express the other points as eo + K(e1 -eo) + X(e2 -eo), and append the tuple (i, eo, e l , e2) in entry (k, l ) of the table.
The tuple (i, eo, e l , e2) that receives most votes indicates the target point set Ti containing the query point set. The affine transformation that maps (eh, e:, e:) to the winner (eo, e l , e2) is assumed to be the transformation between the two shapes. The complexity of matching a single query set of n points is O(n). There are several variations of this basic method, such as balancing the hashing table, or avoiding taking all possible S ( n 3 ) 3-tuples.
The generalized Hough transform [8], or pose clustering [51] , is also a voting scheme. Here, affine transformations are represented by six coefficients. The quantized transformation space is represented as a six-dimensional table. Now for each triplet of points in one set, and each triplet of points from the other set, compute the transformation between the two triples, and tally a vote in the corresponding entry of the table. Again the winner entry determines the matching transformation. The complexity of matching a single query set is S ( N m 3 n 3 ) .
In the alignment method (27, 541 , for each triplet of points from the query set, and each triplet from the target set, we compute the transformation between them. With each such transformation, all the other points from the target set are transformed. If they match with query points, the transformation receives a vote, and if the number of votes is above a chosen threshold, the transformation is assumed to be the matching transformation between the query and the target. The complexity of matching a single query set is Variations of these methods also work for geometric features other than points, such as segments, or points with normal vectors [ lo] , and for other transformations than affine transformations. A comparison between geometric hashing, pose clustering, and the alignment method is made in [60] . Other voting schemes exist, for example taking a probabilistic approach [39] .
S("4n3).
Subdivision Schemes
As mentioned above, deciding whether there is a translation plus scaling that brings the partial Hausdorff distance under a given threshold is done in [30] by a progressive subdivision of transformation space. The subdivision of transformation space is generalized to a general 'geometric branch and bound' framework in [25] . Here the optimal transformation is approximated to any desired accuracy. The matching can be done with respect to any transformation group G, for example similarity (translation, rotation, and scaling), or affine transformations (translation, rotation, scaling, and shear).
The algorithm uses a lower bound X (C, A, B ) for the similarity d ( g ( A ) , B ) over g E C C G, where C is a set of transformations represented by a rectangular cell in parameter space. The algorithm starts with a cell C that contains all possible minima, which is inserted in a priority queue, using the lower bound X (C, A, B ) as a key. In each iteration, the cell having a minimal associated value of X is extracted from the priority queue. If the size of the corresponding cell is so small that it achieves the desired accuracy, some transformation in that cell is reported as a (pseudo-)minimum. Otherwise the cell is split in two, the lower bounds of its sub-cells will be evaluated, and subsequently inserted into the priority queue.
The previous algorithm is simple, and tests show that it has a typical running time of a few minutes for translation, translation plus scaling, rigid transformations and sometimes even for affine transformation. Since transformation space is split up recursively, the algorithm is also expected to work well in applications in which the minima lie in small clusters. A speed-up can be achieved by combining the progressive subdivision with alignment [38] .
Concluding remarks
We have discussed a number of shape similarity properties. More possibly useful properties are formulated in [57] . It is a challenging research task to construct similarity measure with a chosen set of properties. We can use a number of constructions to achieve some properties, such as remapping, normalization, going from semi-metric to metric, defining semi-metrics on orbits, extension of pattern space with the empty set, vantageing, and imbedding patterns in a function space, see [57] .
A difficult problem is partial matching. Applications where this plays a vital role is the registration of scanning data sets from multiple views, reverse engineering, and shape database retrieval. The difficulty is that the distance measure must be suitable for partial matching. The dissimilarity must be small when two shapes contain similar regions, and the measure should not penalize for regions that do not match. Also, the number of local minima of the distance can be large. For example, even for rigid motions in 2D, the lower bound on the worst case number of minima of the Hausdorff distance is s2(n5) [47] . So, for large values of n, the time complexity is prohibitively high if all local minima should be evaluated. Finding a good approximate transformation is essential. After that, numerical optimization techniques can perhaps be used to find the optimum.
This cannot be done right from the start, because such techniques get easily stuck in local minima.
Another approach to partial matching is to first decompose the shapes into smaller parts, and do the matching with the parts. For example, retrieving shapes similar to the centaur from figure 2 with partial matching, should yield both the man and the horse. If these shape are decomposed into a buste and a body, than matching is much easier. The advantages of taking apart buste and body was already recognized by Xenophon in his work Cyropaedia (370s BC) [61]:
"Indeed, my state will be better than being grown together in one piece. [...I so what else shall I be than a.centaur that can be taken apart and put together."
