Abstract Pounds et al. recently argued that the dramatic, fungal pathogen-linked extinctions of numerous harlequin frogs (Atelopus spp.) in upland rainforests of South America mostly occurred immediately following exceptionally warm years, implicating global warming as a likely trigger for these extinctions. I tested this hypothesis using temperature data for eastern Australia, where at least 14 upland-rainforest frog species have also experienced extinctions or striking population declines attributed to the same fungal pathogen, and where temperatures have also risen significantly in recent decades. My analyses provide little direct support for the warm-year hypothesis of Pounds et al., although my statistical power to detect effects of small (0.5°C) temperature increases was limited. However, I found stronger support for a modified version of the warm-year hypothesis, whereby frog declines were likely to occur following three consecutive years of unusually warm weather.This trend was apparent only at tropical latitudes, where rising minimum temperatures were greatest. Although much remains uncertain, my findings appear consistent with the notion that global warming could predispose some upland amphibian populations to virulent pathogens.
INTRODUCTION
One of the most alarming environmental trends in recent decades has been the sudden declines and disappearances of amphibians throughout the world. Many declines are driven by habitat destruction or degradation, but others have occurred in habitats that appear largely pristine (Blaustein & Wake 1995; Alford & Richards 1999; Stuart et al. 2004) . In the tropics and subtropics of the New World, Australia, and other regions, as many as 200 amphibian species have abruptly disappeared or declined precipitously at higher elevations, mostly involving species associated with streams and in environments with few apparent human impacts (Speare & Berger 2004; Stuart et al. 2004; Skerratt et al. 2007) . These declines are frequently attributed to a waterborne, chytrid-fungus pathogen (Batrachochytrium dendrobatidis) that is highly virulent to many amphibian species (e.g. Berger et al. 1998; Daszak et al. 1999 Daszak et al. , 2003 Lips 1999; Longcore et al. 1999; Lips et al. 2003 Lips et al. , 2006 Woodhams et al. 2003; Retallick et al. 2004; Weldon et al. 2004 ). It is not yet known, however, if the fungus is an emerging pathogen that is being transported among continents via international trade, or a widespread, endemic microparasite that has suddenly become highly virulent as amphibians are affected by some environmental change or stressor (see Alford & Richards 1999; Rachowicz & Vredenburg 2004; McCallum 2005; Oullet et al. 2005; Skerratt et al. 2007 for discussion). Pounds et al. (2006) recently demonstrated an apparently high degree of synchrony between increasing temperatures at tropical latitudes and sudden extinctions of many locally endemic harlequin frogs (Atelopus spp.) scattered across the Andean Mountains of South America. Their main conclusion -that most of these extinctions occurred immediately after unusually warm years, which likely provided favourable growth conditions for the chytrid pathogen -was accepted uncritically in the accompanying introduction in Nature (Blaustein & Dobson 2006) and in most of the subsequent media coverage (e.g. Morelle 2006 ). This work is already becoming established in the technical literature as an important example of the far-reaching impacts of global warming (e.g. Lovejoy 2006 ; Thomas et al. 2006) . To quote the senior author of Pounds et al. (2006) , 'Disease is the bullet killing frogs, but climate change is pulling the trigger' (Morelle 2006) . Some, however, have been more sceptical of this interpretation, citing the correlative nature of Pounds et al.' s analysis and other concerns (e.g. Watson 2006 ). Moreover, in Panama and Costa Rica, amphibian declines attributed to the chytrid pathogen have shown no apparent association with annual temperature or other weather variables, but are spreading in a wave-like pattern consistent with the expected behaviour of a highly virulent epidemic . Amphibian declines in eastern Australian rainforests also seem to have propagated in a wave-like pattern , although this interpretation has been challenged (Alford & Richards 1997; Alford et al. 2007) .
Other researchers have disputed specific elements of the Pounds et al. (2006) hypothesis, while generally supporting their view that global warming could predispose amphibians to disease. Di Rosa et al. (2007) suggested that pathogens other than the chytrid fungus could be involved in climate-linked epidemics of amphibians. Alford et al. (2007) found evidence of increasing fluctuating asymmetry (FA), an indicator of developmental stress, in limb dimensions of two frog species (Litoria nannotis and Litoria genimaculata) that experienced chytrid-related population declines in north Queensland. They detected rising FA in the 15-19 months before the known onset of population declines, and suggested that this reflected increasing stress (possibly from rising temperatures) that then predisposed frog populations to the chytrid pathogen. Because the two Litoria species require 1-2 years to reach maturity, Alford et al. (2007) asserted that their findings implied an increase in stress beginning at least 2 years before the onset of chytrid-related population declines, rather than merely during the year preceding the decline, as originally postulated by Pounds et al. (2006) .
My colleagues and I were among the first to argue that a rapidly spreading, epidemic pathogen was responsible for widespread amphibian declines, basing our analyses on the abrupt extinctions or population declines of 14 rainforest frog species across a 1500-km expanse of eastern Australia (Laurance et al. , 1997 . This presumptive pathogen was later identified as the same chytrid fungus associated with amphibian declines elsewhere in the world (Berger et al. 1998) . Given the prominence of the Pounds et al. (2006) study and its potentially important implications for understanding global amphibian declines, I elected to test the generality of their climate-linked epidemic hypothesis using long-term weather data for eastern Australia. I also evaluated a modified version of the Pounds et al. hypothesis that was suggested by the recent findings of Alford et al. (2007) .
METHODS

Amphibian declines
Amphibian declines in eastern Australian rainforests have been actively studied since 1979, when five frog species including the unique southern gastricbrooding frog (Rheobatrachus silus) suddenly began to vanish or decline drastically in south-eastern Queensland (Corben 1991; Covacevich & McDonald 1993; Ingram & McDonald 1993) . These declines were followed by the abrupt disappearance of two frog species in central-eastern Queensland (McDonald 1990) in 1985, and extinctions or major declines of seven frog species in north-eastern Queensland (Richards et al. 1993; Trenerry et al. 1994; Laurance et al. 1996; McDonald & Alford 1999 ) beginning in 1989. All of the declining species or populations occur in upland or montane rainforests (>400 m elevation), and all are strongly associated with streams as larvae and often as adults Williams & Hero 1998) . I previously assessed the effects of selected weather (especially rainfall) parameters on these declines (Laurance 1996) , but did not evaluate the hypothesis that the single year preceding frog declines was atypically warm (defined as Pounds et al. 2006 as having unusually high minimum temperatures).
Weather stations
I collected temperature data from weather stations situated very near to the actual locations of amphibian declines (Table 1) . A total of 17 weather stations was examined but most lacked continuous (or nearly continuous) long-term data on mean monthly maximum and minimum temperatures for periods of at least 20 years before the observed frog declines. However, the Nambour, Mackay and Cairns stations are near the rainforest tracts where frog declines occurred in southeastern Queensland (Connondale Ranges), centraleastern Queensland (Eungella area) and north-eastern Queensland (Townsville-Cooktown Wet Tropics area), respectively. At these localities, observed large-scale frog declines initially occurred in 1979 (south-eastern 1959-1960 and 1963-1964. Queensland), 1985 (central-eastern Queensland) and 1989 (north-eastern Queensland), as described above. All three weather stations are Class I Australian Bureau of Meteorology sites, and thus are subject to rigorous maintenance and regular calibration of sensors. The three stations are all in the lowlands (Table 1) but should, nonetheless, provide reasonable data on interannual temperature trends in nearby upland forests. For example, the mean daily maximum temperature at the lowland weather station at Cairns (elevation = 3 m) was a strong predictor (F1,23 = 21.92, R 2 = 48.8%, P = 0.0001) of this same parameter in the nearby uplands at Kairi (elevation = 502 m), using data for 25 years (1953-1956 and 1965-1985) in which values were recorded at both stations. The same was true for mean daily minimum temperatures (F1,22 = 11.38, R 2 = 34.1%, P = 0.0027; linear regressions with untransformed data).
Statistical methods
The main prediction of Pounds et al. (2006) is that the year in which frogs declined at any location should be preceded by a year with an atypically high mean minimum temperature (Hypothesis 1). They further proposed that the chytrid pathogen was favoured by low mean maximum temperatures in the year preceding frog declines (Hypothesis 2), which they suggest could occur if rising tropical temperatures increase cloud cover at higher elevations. To test Hypothesis 1, I calculated for each weather station the mean minimum temperature for a baseline interval (encompassing all years preceding the year before frog declines occurred), pooled these data to generate a distribution of minimum-temperature values, and then estimated the likelihood that the year before the decline was warmer than the baseline interval, using a one-tailed, one-sample Z-test. A comparable procedure was used to test Hypothesis 2, but using a different formula to calculate Z (Table 2) . Baseline temperatures did not deviate significantly (P > 0.05) from normality in any case (Wilk-Shapiro tests), so data transformations were not used.
I also tested modified versions of the two Pounds et al. (2006) hypotheses, as suggested by the recent conclusions of Alford et al. (2007) . For this analysis, I tested for a predicted increase in mean minimum temperatures across a 3-year interval, which included the year of frog declines and the 2 years immediately preceding it, relative to all earlier years (Hypothesis 1-modified). A similar procedure was used to test for a predicted decline in mean maximum temperatures across the same 3-year interval (Hypothesis 2-modified). For each weather station, analyses were conducted using a one-tailed, two-sample t-test.
To assess the likelihood of Type II statistical errors (the probability of failing to reject a false null hypothesis), I conducted power analyses for my tests of the original and modified versions of Hypotheses 1 and 2 at each weather station. For these analyses, statistical power is a consequence of four factors: the magnitude of the difference between samples (also known as the 'effect size'), the sample sizes, the standard deviations Table 2 . Data used to test whether the year immediately preceding large-scale frog declines in eastern Australia had either an atypically high mean minimum temperature (Hypothesis 1) or an atypically low mean maximum temperature (Hypothesis 2), as originally proposed by Pounds et al. (2006) Hypothesis 1: The year preceding frog declines had an atypically high mean minimum temperature Shown for each hypothesis and weather station are the number of years of available data (N) for the baseline interval, the mean (X ) and standard deviation (SD) of temperatures for that interval, the mean temperature (m) for the year immediately preceding frog declines, the appropriate formula for calculating Z, and the probability value (P) for each one-tailed Z-test. Also shown is the statistical power of each test to detect temperature differences of 0.5°and 1.0°C, using a critical alpha of 0.10.
(SDs) of the samples, and the critical alpha (P) value used in the statistical test (Cohen 1988; Nackagawa 2004) . I evaluated statistical power for two effect sizes, of 0.5 and 1.0°C, which span the range of meantemperature differences observed by Pounds et al. (2006; fig. 4b ) between baseline years and the years preceding amphibian declines in South America. To provide acceptable statistical power (see below), I used a relatively liberal, a priori alpha value of 0.10 for the Z-tests, and the standard alpha (0.05) for the t-tests. For the Z-tests, power was calculated using Systat Version 11 with a sample size of 1 and the observed SD for all years in the predecline interval. For the t-tests, power was calculated with DSS Researcher's Toolkit (http://www.dssresearch.com/toolkit/spcalc/ power_a2.asp), using the corresponding sample sizes and SDs for the predecline and decline intervals.
For each hypothesis, results from the three different weather stations were combined using Fisher's log-probability test (Magurran 1998) , where c 2 = -2
, Pi are the probability values from each test, and c 2 is evaluated at 6 degrees of freedom. This allowed me to integrate separate analyses from the three weather stations into a single, overall test of each hypothesis.
RESULTS
Trends in temperature
It is important to emphasize that the Pounds et al. (2006) hypothesis is plausible because, at least at tropical latitudes, minimum (night-time) temperatures did in fact tend to increase over time in the years preceding frog declines in eastern Australia (Fig. 1 ). There were significant, positive correlations between the year and mean annual minimum temperatures in tropical Mackay (rs = 0.425, P = 0.031) and tropical Cairns (rs = 0.297, P = 0.043), but not in subtropical Nambour (rs = -0.273, P = 0.22). However, there was no significant correlation between year and mean annual maximum temperature at any of the weather stations (Nambour: rs = 0.071, P = 0.75; Mackay: rs = 0.244, P = 0.23; Cairns: rs = 0.174, P = 0.24; all Spearman rank tests, based on 22, 26 and 47 years of data for Nambour, Mackay and Cairns, respectively; Table 1 ).
The original hypotheses
The Z-tests of the original Hypothesis 1 by Pounds et al. (that frog declines should begin following years with high mean minimum temperatures) yielded probability values of 0.516, 0.342 and 0.051 for Nambour, Mackay and Cairns, respectively (Table 2) . Hence, large-scale frog declines commenced after a relatively warm year at Cairns, but not at the other two localities. However, when these three independent tests of the same hypothesis were combined into a single analysis, results were non-significant (P = 0.151, d.f. = 6, c 2 = 9.42; Fisher's Log-Probability Test), thereby failing to provide clear support for the warm-year hypothesis of Pounds et al. (2006) .
Results for Hypothesis 2 of Pounds et al. (that frog declines should begin following years with low mean maximum temperatures) were all non-significant, yielding probability values of 0.155, 0.685 and 0.994 for Nambour, Mackay and Cairns, respectively ( Table 2 ). The overall test of Hypothesis 2 was also non-significant (P = 0.608, d.f. = 6, c 2 = 4.50; Fisher's Log-Probability Test).
Two further permutations of this analysis also failed to yield significant results. First, for both Hypothesis 1 (P = 0.188) and Hypothesis 2 (P = 0.750), frog declines were not effectively predicted by using the annual averages of monthly extreme temperature minima and maxima, rather than monthly mean minima and maxima (Fisher's Log-Probability Tests). In this analysis none of the tests of individual weather stations was significant (P > 0.11 in all cases; onetailed Z-tests). Second, results were non-significant for Hypothesis 1 (P = 0.389) and Hypothesis 2 (P = 0.970) when I tested for atypical temperatures in the year that large-scale frog declines actually began near each weather station, rather than in the year immediately preceding those declines. As before, none of the tests of individual weather stations was significant (P > 0.28 in all cases; one-tailed Z-tests).
The modified hypotheses
The t-tests of the modified version of Hypothesis 1 (that mean minimum temperatures should be elevated in the 3-year period before and during the onset of frog declines) were non-significant for Nambour (P = 0.435) and Mackay (P = 0.137), but significant for Cairns (P = 0.027), suggesting, at least for the latter region, that Hypothesis 1-modified was supported (Table 3) . Moreover, the overall test of Hypothesis 1-modified was significant (P = 0.045, d.f. = 6, c 2 = 12.89; Fisher's Log-Probability Test), suggesting that a series of years with unusually high minimum temperatures did predispose amphibians to population declines. This pattern was largely driven by trends at tropical latitudes; for the cumulative c 2 test statistic used in Fisher's Log-Probability Test, just 13% of the total value was provided by subtropical Nambour, whereas 31% and 56% of the total was provided by tropical Mackay and Cairns, respectively.
However, there was no support for the modified version of Hypothesis 2 (that mean maximum temperatures should be lower in the 3-year period during and before the onset of frog declines). P-values for t-tests were 0.789, 0.963 and 0.984 for Nambour, Mackay and Cairns, respectively (Table 3) , and the overall test of Hypothesis 2-modified was far from significant (P = 0.997, d.f. = 6, c 2 = 0.58; Fisher's Log-Probability Test).
Statistical power
For my hypothesis tests at the individual weather stations, statistical power was variable (Tables 2,3 ). For a small effect size (0.5°C), power was relatively low on average (36%) for tests of the original Hypothesis 1, but better (62%) for the original Hypothesis 2. For a larger effect size (1.0°C), average power improved considerably for both Hypothesis 1 (68%) and Hypothesis 2 (96%). As a rule of thumb, statistical power of 80% or higher is desirable (Cohen 1988) , although many published studies have lower power (Jennions & Møller 2002) .
For the modified versions of the two hypotheses, statistical power was very good even for a small effect size (0.5°C), averaging 91% and 90% for Hypothesis 1-modified and Hypotheses 2-modified, respectively. For a larger effect size (1.0°C), power was excellent, averaging 98-100% for both hypotheses (Table 3) .
My power analyses related to hypothesis tests at the three individual weather stations. For each hypothesis, I also integrated results from the three stations into a single, overall analysis, using Fisher's Log-Probability tests. I am aware of no formal power analysis for this latter test, but numerical simulations provide some insights into the statistical power available. For the test Shown for each hypothesis and weather station are the mean (X ) and standard deviation (SD) of annual mean temperatures during the baseline and population-decline intervals, and the test statistic (t), degrees of freedom (d.f) and probability value (P) for one-tailed t-tests of each hypothesis. Also shown is the statistical power of each test to detect temperature differences of 0.5°a nd 1.0°C, using a standard critical alpha (P = 0.05).
† A t-test for unequal variances was used, because variances differed significantly between the predecline and decline intervals.
of the original Hypothesis 1, results would be significant (P = 0.05) if the mean minimum temperature in the year preceding frog declines (m) was in the upper 12% of observations at all three weather stations. Alternatively, results would be significant if m at one station was in the upper 5% of observations and m values at the other stations were in the upper 19% of observations. Finally, if m at one station was in the upper 1% of observations, then the overall test would be significant if m values at the remaining stations were in the upper 42% of observations. Results were identical for Hypothesis 2.
DISCUSSION
Statistical limitations
My findings seem most consistent with a modified version of the main hypothesis of Pounds et al. (2006) , in which higher mean minimum temperatures are thought to predispose upland amphibian populations to epidemic disease, potentially by providing more optimal growth conditions for a virulent chytrid pathogen (see Pounds et al. 2006 for discussion). The impetus for my modified version of the Pounds et al. hypothesis comes from Alford et al. (2007) , who suggested that, for two frog species in north Queensland, evidence of increased stress was detectable at least 2 years before their observed population declines. I therefore tested for unusual temperature trends during a 3-year interval immediately before and during the known onset of declines. Although my modified hypothesis is consistent with the ongoing-stress hypothesis of Alford et al. (2007) , there are at least two alternative explanations for my findings. First, the statistical protocol I used to evaluate my modified hypothesis (Table 3 ) was more powerful than that for the original Pounds et al. hypothesis (Table 2) , particularly for small effect sizes (0.5°C), and thus more likely to yield a significant result. Second, my analysis assumes that Australian investigators correctly detected the year of onset of frog declines at each of the three rainforest tracts I studied. This is especially important for the original Pounds et al. hypothesis, which requires contrasting temperatures in the single year immediately preceding declines with those in previous years. The temporal and spatial pattern of large-scale rainforest amphibian declines was perhaps better documented in eastern Australia than anywhere else in the world, both in populous south-eastern Queensland and adjoining areas (e.g. Corben 1991; Covacevich & McDonald 1993; Ingram & McDonald 1993; Mahony 1993) and in central and northern Queensland, where investigators were actively monitoring frog populations at the time that declines occurred (e.g. McDonald 1990; Richards et al. 1993; Trenerry et al. 1994; Laurance et al. 1996; Hero & Gillespie 1997; McDonald & Alford 1999) . Nevertheless, because it focuses on temperature trends within the single year preceding amphibian declines, the Pounds et al. hypothesis is more sensitive to minor disparities between the actual and observed onset of population crashes at any locality.
Assessing the effects of temperature variation on amphibian declines in eastern Australia is a statistical challenge, in part because the 14 upland species known to have declined or disappeared were found within just three discrete rainforest tracts, and thus cannot be considered independent observations. Indeed, Alford et al. (2007) argued that such an analysis was infeasible because of the small number of rainforest tracts and limited weather stations in the region with long-term temperature data. I obviously disagree, although it is apparent that the statistical approach used by Pounds et al. (2006) , who assessed frog declines at a far larger number of montane sites in South America, would not have been appropriate in eastern Australia. My statistical constraints were increased by the fact that I was attempting to discern atypical temperature trends during a narrow window of time (1-3 years) immediately before or during the onset of frog declines, which greatly limited the sample sizes available for analysis. I also was forced to infer interannual temperature trends at higher elevations using nearby lowland weather stations (Table 1) . Although this would have introduced some statistical 'noise' into the analysis, I see no reason to believe it created any systematic biases. In fact, my use of local weather-station data probably provided a better estimate of nearby annual mean temperatures than did the approach of Pounds et al. (2006) , who inferred annual temperature trends across the vast Andean Mountain chain using air-and sea-surface data collected at a coarse, pan-tropical scale (30°S to 30°N).
Further caveats
Although my findings are consistent with a modified version of the main Pounds et al. (2006) hypothesis, four caveats are in order. First, the overall test of this hypothesis was only marginally significant (P = 0.045); one would be more comfortable heralding these findings if the trend was stronger. Second, my significant result was largely driven by trends at tropical latitudes, where minimum (night-time) temperatures rose significantly in the years preceding frog declines. Third, my analyses, like those of Pounds et al. (2006) , are correlative in nature, and thus cannot demonstrate a clear causal relationship between warming trends and amphibian declines. Finally, I found no support for the ancillary hypothesis of Pounds et al. (2006) , which suggests that declining mean maximum temperatures should also help to trigger amphibian declines.
My findings suggest that upland frog declines coincided with rising annual minimum temperatures in eastern Australia, at least in the tropics. Notably, I previously tested for possible effects of temperature (and rainfall) trends on amphibian declines in eastern Australia, using the same weather stations and datasets as in this analysis, and concluded that these were unlikely to be responsible for the observed declines (Laurance 1996) . Why am I now drawing a differing conclusion? First, my earlier analysis focused mostly on rainfall trends, for which long-term data from a far larger number of weather stations were available. Second, my original analyses were performed without the benefit of any a priori hypotheses about how temperature might affect amphibian declines or amphibian-pathogen interactions (indeed, at that time, the notion that a pathogen was involved in largescale amphibian declines was highly controversial; see Richards 1997 and Gillespie 1997;  and the response by Laurance et al. 1997) . As a consequence, in my earlier analysis I used two-tailed statistical tests, which are more conservative than the one-tailed tests used to test specific hypotheses in this study. Finally, in my previous study I did detect a moderately excessive number of atypically warm months in the 5-year period preceding frog declines, especially at tropical latitudes in summer (Laurance 1996) . However, I concluded that this was unlikely to explain the observed declines, because the declining frog species would almost certainly have survived roughly comparable conditions at other times during their long evolutionary history; because local crashes of rainforest frog populations had occurred throughout the year, not just during the warmer summer months (see also Skerratt et al. 2007) ; and because at that time there was no known reason why warm months should affect only stream-dwelling frogs while leaving many other frog species unaffected (Laurance 1996) .
Points of debate
It is important to emphasize that much remains unknown about the dynamics of spread of the chytrid pathogen, about the potential impacts of other amphibian pathogens (e.g. Di Rosa et al. 2007) , and about the nature of climate-pathogen interactions. Many researchers, for example, remain unconvinced that ongoing disease-linked amphibian declines are being widely instigated by rising global temperatures or associated climatic variables (e.g. Lips et al. 2006; S. Cashins et al. pers. comm. 2006) , as proposed by Pounds et al. (2006) . Another key point of debate concerns the degree to which chytrid-linked population crashes have followed a wave-like pattern of geographical spread (see Alford & Richards 1997 , 1999 Alford et al. 2007) , as has been asserted in eastern Australia (Laurance et al. , 1997 and Central America , where declines have been especially well studied. This latter debate may bear on another fundamental disagreement: whether the chytrid is a rapidly spreading, emerging pathogen that is being transported around the world by human agency, or a widespread, endemic microparasite whose virulence has suddenly increased because amphibian immune responses are being suppressed by some environmental stressor (see McCallum 2005 and Skerratt et al. 2007 for excellent summaries). A wave-like pattern is more consistent with that expected from an emerging pathogen.
Although unresolved, three lines of evidence appear to militate against the idea that the chytrid fungus (B. dendrobatidis) is simply an endemic pathogen that opportunistically attacks stressed amphibians. First, chytrid-linked amphibian declines have been documented on several continents and at varying times (e.g. Lips et al. 2003; Bell et al. 2004; Speare & Berger 2004; Stuart et al. 2004) , and to date no single environmental stressor has been identified that can easily account for these numerous population crashes (see Laurance et al. 1997; Alford & Richards 1999; McCallum 2005; Rachowicz & Vredenburg 2005; Lips et al. 2006 for differing perspectives). Second, low genetic variation (few nucleotide polymorphisms) among B. dendrobatidis sampled from many geographical areas is consistent with the idea of an emerging clonal pathogen that has been recently and widely introduced, although further analyses are required to draw definitive conclusions (Morehouse et al. 2003) . Finally, immunosuppressed host species are usually affected by a number of opportunistic pathogens, but analyses of 147 wild and captive frogs suffering from chytridiomycosis in Australia indicated that only one showed any evidence of opportunistic pathogens or immunosuppression .
In my personal view, it stretches plausibility to argue that the chytrid pathogen is simply an opportunistic, endemic microparasite that has suddenly begun causing catastrophic species declines as a consequence of contemporary global warming (see also Skerratt et al. 2007) . The recent warming trends were simply not that exceptional (Fig. 1) , relative to the marked climatic vicissitudes the affected frog species would have encountered over geological timescales (Laurance 1996) . If global warming is predisposing upland amphibians to disease, it is most likely operating in concert with an emerging pathogen of remarkable virulence. It is possibly a trigger in certain contexts, but not the bullet itself.
