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Abstract
We consider the contact process on a random graph with fixed degree distribution
given by a power law. We follow the work of Chatterjee and Durrett [2], who showed that
for arbitrarily small infection parameter λ, the survival time of the process is larger than
a stretched exponential function of the number of vertices, n. We obtain sharp bounds for
the typical density of infected sites in the graph, as λ is kept fixed and n tends to infinity.
We exhibit three different regimes for this density, depending on the tail of the degree law.
MSC: 82C22, 05C80. Keywords: contact process, random graphs.
1 Introduction
In this paper we study the contact process on a random graph with a fixed degree distribution
equal to a power law. Let us briefly describe the contact process and the random graph we
consider.
The contact process is an interacting particle system that is commonly taken as a model for
the spread of an infection in a population. Given a locally finite graph G = (V,E) and λ > 0,
the contact process on G with infection rate λ is a Markov process (ξt)t≥0 with configuration
space {0, 1}V . Vertices of V (also called sites) are interpreted as individuals, which can be
either healthy (state 0) or infected (state 1). The infinitesimal generator for the dynamics is
Ωf(ξ) =
∑
x∈V
(f(φxξ)− f(ξ)) + λ
∑
(x,y):
{x,y}∈E
(
f(φ(x,y)ξ)− f(ξ)
)
, (1.1)
where
φxξ(z) =
{
ξ(z), if z 6= x;
0, if z = x;
φ(x,y)ξ(z) =
{
ξ(z), if z 6= y;
I{max(ξ(x), ξ(y))=1}, if z = y.
Here and in the rest of the paper, I denotes the indicator function. Given A ⊂ V , we will write
(ξAt ) to denote the contact process with the initial configuration IA. If A = {x}, we write (ξxt ).
Sometimes we abuse notation and identify the configuration ξt with the set {x : ξt(x) = 1}.
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We refer the reader to [9] and [10] for an elementary treatment of the contact process and
proofs of the basic properties that we will now review.
The dynamics given by the generator (1.1) has two forms of transition. First, infected
sites become healthy at rate 1; a recovery is then said to have occurred. Second, given an
ordered pair of sites (x, y) such that x is infected and y is healthy, y becomes infected at rate
λ; this is called a transmission.
We note that the configuration in which all individuals are healthy is absorbing for the
dynamics. The random time at which this configuration is reached, inf{t : ξt = ∅} is called
the extinction time of the process. A fundamental question for the contact process is: is this
time almost surely finite? The answer to this question depends of course on the underlying
graph G and on the rate λ, but not on the initial configuration ξ0, as long as ξ0 contains a
finite and non-zero quantity of infected sites. If, for one such ξ0 (and hence all such ξ0), the
extinction time is almost surely finite, then the process is said to die out; otherwise it is said
to survive. Using the graphical construction described below, it is very simple to verify that
on finite graphs, the contact process dies out.
In order to make an analogy with the contact process on the random graphs we are
interested in, it will be useful for us to briefly look at known results for the contact process
on the d-dimensional lattice Zd and on finite boxes of Zd. The contact process on Zd exhibits
a phase transition: there exists λc(Zd) ∈ (0,∞) such that the process dies out if and only
if λ ≤ λc. The process is said to be subcritical, critical and supercritical respectively if
λ < λc, λ = λc and λ > λc. In the supercritical case, if the process is started with every
site infected, then as t → ∞ its distribution converges to a non-trivial invariant measure on
{0, 1}Zd called the upper invariant distribution; we denote it by π¯.
Interestingly, this phase transition is also manifest for the contact process on finite subsets
of the lattice. Let Γn = {1, . . . , n}d and consider the contact process on Γn with parameter
λ starting from all infected, (ξΓnt ). As mentioned above, this process almost surely dies
out. However, the expected extinction time grows logarithmically with n when λ < λc(Zd)
and exponentially with n when λ > λc(Zd) ([7], [11]). In the latter case, metastability is
said to occur, because the process persists for a long time in an equilibrium-like state which
resembles the restriction of π¯ to the box Γn, and eventually makes a quick transition to the
true equilibrium - the absorbing state. In particular, if (tn) is a sequence of (deterministic)
times that grows to infinity slower than the expected extinction times of (ξΓnt )t≥0, we have
|ξΓntn |
nd
n→∞
−−−−→ π¯
({
ξ ∈ {0, 1}Zd : ξ(0) = 1
})
in probability, (1.2)
where | · | denotes cardinality. This means that the density of infected sites in typical times
of activity is similar to that of infinite volume.
The main theorem in this paper is a statement analogous to (1.2) for the contact process on
a class of random graphs, namely the configuration model with power law degree distribution,
as described in [13] and [8]. Let us define these graphs. We begin with a probability measure
p on N; this will be our degree distribution. We assume it satisfies
p({0, 1, 2}) = 0; (1.3)
for some a > 2, 0 < lim inf
m→∞
ma p(m) ≤ lim sup
m→∞
map(m) <∞. (1.4)
The first assumption, that p is supported on integers larger than 2, is made to guarantee that
the graph is connected with probability tending to 1 as n→∞ ([2]). The second assumption,
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that p is a power law with exponent a, is based on the empirical verification that real-world
networks have power law degree distributions; see [6] for details.
For fixed n ∈ N, we will construct the random graph Gn = (Vn, En) on the set of n vertices
Vn = {v1, v2, . . . , vn}. To do so, let d1, . . . , dn be independent with distribution p. We assume
that
∑n
i=1 di is even; if it is not, we add 1 to one of the di, chosen uniformly at random; this
change will not have any effect in any of what follows, so we will ignore it. For 1 ≤ i ≤ n,
we endow xi with di half-edges (sometimes also called stubs). Pairs of half-edges are then
matched so that edges are formed; since
∑n
i=1 di is even, it is possible to match all half-edges,
and an edge set is thus obtained. We choose our edge set En uniformly among all edge sets
that can be obtained in this way. We denote by Pp,n a probability measure under which Gn is
defined. If, additionally, a contact process with parameter λ is defined on the graph, we write
Pλp,n.
Remark. Gn may have loops (edges that start and finish at the same vertex) and multiple
edges between two vertices. As can be read from the generator in (1.1), loops can be erased
with no effect in the dynamics, and when vertices x and y are connected by k edges, an
infection from x to y (or from y to x) is transmitted with rate kλ.
In [2], Chatterjee and Durrett studied the contact process (ξVnt ) on Gn, and obtained the
surprising result that it is “always supercritical”: for any λ > 0, the extinction time grows
quickly with n (it was shown to be larger than a stretched exponential function of n). This
contradicted predictions in the Physics literature to the effect that there should be a phase
transition in λ similar to the one we described for finite boxes of Zd. In [12], the result of [2]
was improved and the extinction time was shown to grow as an exponential function of n.
As already mentioned, our main theorem is concerned with the density of infected sites
on the graph at times in which the infection is still active. The main motivation in studying
this density is shedding some light into the mechanism through which the infection manages
to remain active for a long time when its rate is very close to zero. In particular, our result
shows that this mechanism depends on the value of a, the exponent of the degree distribution.
Theorem 1.1 There exist c, C > 0 such that, for λ > 0 small enough and (tn) with tn →∞
and log tn = o(n), we have
Pλp,n
(
cρa(λ) ≤
|ξVntn |
n
≤ Cρa(λ)
)
n→∞
−−−−→ 1,
where ρa(λ) is given by
ρa(λ) =


λ
1
3−a if 2 < a ≤ 212 ;
λ2a−3
loga−2( 1λ)
if 212 < a ≤ 3;
λ2a−3
log2a−4( 1λ)
if a > 3.
This theorem solves the open problem of [2], page 2337, for a > 2. For 2 < a ≤ 3, the result
is new, as no estimates were previously available. For a > 3, it is an improvement of the
non-optimal bounds that were obtained in [2]: there, it proved that for a > 3, the density is
between λ2a−3+ǫ and λa−1−ǫ for any ǫ > 0, when λ is small.
Very recently ([4]), Dommers, Giardina` and van der Hofstad studied the ferromagnetic
Ising model on random trees and locally tree-like random graphs with power law degree
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distributions (in particular, their results cover the class of graphs we consider in this paper).
In their context, the above theorem, which is about the exponent of the metastable density
of the contact process when λ→ 0, translates to studying the exponent of the magnetization
of the Ising model as β → βc, where β is the inverse temperature and βc its critical value.
Similarly to the above theorem, they showed how this exponent depends on the exponent of
the degree distribution, and this dependence also exhibits different regimes.
By a well-known property of the contact process called duality (see [9], Section III.4), for
any t > 0 and 1 ≤ i ≤ n we have
Pλp,n
(
ξVnt (vi) = 1
)
= Pλp,n (ξ
vi
t 6= ∅) . (1.5)
On the right-hand side, we have the probability that the contact process started at vi is still
active at time t. In the study of this probability, we are required to understand the local
structure of Gn around a typical vertex. This is given, in the limit as n→∞, by a two-stage
Galton-Watson tree.
In order to precisely state this, let q be the size-biased distribution associated to p, that
is, the measure on N given by q(m) = (
∑
i≥0 i · p(i))−1 ·m · p(m) (note that the assumption
that a > 2 implies that
∑
i≥0 i · p(i) < ∞). Let Qp,q be a probability measure under which
a Galton-Watson tree is defined with degree distribution of the root given by p and degree
distribution of all other vertices given by q. Note that, since p({0, 1, 2}) = q({0, 1, 2}) = 0,
this tree is infinite. We emphasize that we are giving the degree distribution of vertices, and
not their offspring distribution, which is more commonly used for Galton-Watson trees. The
following Proposition then holds; see [2] and Chapter 3 of [6] for details. For a graph G with
vertex x and R > 0, we denote by BG(x,R) the ball in G with center x and radius R.
Proposition 1.2 For any k ∈ N and R > 0, as n→∞, the k balls BGn(v1, R), . . . , BGn(vk, R)
under Pp,n are disjoint with probability tending to 1. Moreover, they jointly converge in dis-
tribution to k independent copies of BT(o,R), where T is a Galton-Watson tree (with root o)
sampled from the probability Qp,q.
(Obviously, in the above, there is nothing special about the vertices v1, . . . , vk and the result
would remain true if, for each n, they were replaced by vin,1 , . . . , vin,k , with 1 ≤ in,1 < · · · <
in,k ≤ n).
With this convergence at hand, in [2], the right-hand side of (1.5) (and then, by a second
moment argument, the density of infected sites) is shown to be related to the probability of
survival of the contact process on the random tree given by the measure Qp,q. In this paper,
we make this relation more precise, as we now explain. We denote by Qλp,q a probability
measure under which the two-stage Galton-Watson tree described above is defined and a
contact process of rate λ is defined on the tree. Typically this contact process will be started
from only the root infected, and will thus be denoted by (ξot )t≥0. Let γp(λ) denote the survival
probability for this process, that is,
γp(λ) = Q
λ
p,q (ξ
o
t 6= ∅ ∀t) .
As we will shortly discuss in detail, this quantity turns out to be positive for every λ > 0.
Here we prove
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Theorem 1.3 For any λ > 0, ǫ > 0 and (tn) with tn →∞ and log tn = o(n), we have
Pλp,n
(∣∣∣∣∣ |ξ
Vn
tn |
n
− γp(λ)
∣∣∣∣∣ > ǫ
)
n→∞
−−−−→ 0.
The above result was conjectured in [2], page 2336, and is an improvement of their Theorem
1 (also note that we do not assume that λ is small). Since the proof is essentially a careful
rereading of the arguments in [2], we postpone it to the Appendix. Our main focus in the
paper will be finding the asymptotic behaviour of γp(λ) as λ→ 0:
Proposition 1.4 There exist c, C > 0 such that cρa(λ) ≤ γp(λ) ≤ Cρa(λ) for λ small enough,
where ρa(λ) is the function defined in the statement of Theorem 1.1.
Theorem 1.1 immediately follows from Theorem 1.3 and Proposition 1.4. Since we concen-
trate our efforts in proving Proposition 1.4, in all the remaining sections of the paper (except
the Appendix) we do not consider the random graph Gn. Rather, we study the contact process
on the Galton-Watson tree started with the root infected, (ξot )t≥0.
We will now describe the ideas behind the proof of the above proposition.
• Case a > 3. Fix a small λ > 0. On the one hand, we show that a tree in which every
vertex has degree smaller than 1
8λ2
is a “hostile environment” for the spread of the infection,
in the sense that an infection started at vertex x eventually reaches vertex y with probability
smaller than (2λ)d(x,y), where d denotes graph distance (see Lemma 5.1). On the other hand,
we show that if a vertex has degree much larger than 1
λ2
, then it can sustain the infection for
a long time; roughly, if deg(x) > K
λ2
, then the infection survives on the star graph defined as
x and its neighbours for a time larger than ecK with high probability, where c is a universal
constant (see Lemma 3.1). This is due to a “bootstrap effect” that occurs in this star, in
which whenever x becomes infected, it transmits the infection to several of its neighbours,
and whenever it recovers, it receives the infection back from many of them.
Let us now call a vertex small or big depending on whether its degree is below or above the
1
8λ2 threshold, respectively (this terminology is only used in this Introduction). It is natural
to imagine that the infection can propagate on the infinite tree by first reaching a big vertex,
then being maintained around it for a long time and, during this time, reaching another vertex
of still higher degree, and so on. However, when a > 3, big vertices are typically isolated and
at distance of the order of log 1λ from each other. This suggests the introduction of another
degree threshold, which turns out to be of the order of 1
λ2
log2 1λ – let us call a vertex huge
if its degree is above this threshold. The point is that if a vertex is big but not huge, then
although it maintains the infection for a long time, this time is not enough for the infection
to travel distances comparable to log 1λ , and hence not enough to reach other big sites. Huge
vertices, in comparison, do maintain the infection for a time that is enough for distances of
order log
(
1
λ
)
to be overcome.
With these ideas in mind, we define a key event E∗ = {the root has a huge neighbour x∗
that eventually becomes infected} (again, this terminology is exclusive to this Introduction).
We think of E∗ as the “best strategy” for the survival of the infection. Indeed, in Section 4
we show that if E∗ occurs, then the infection survives with high probability and in Section 6
we show that every other way in which the infection could survive has probability of smaller
order, as λ→ 0, than that of E∗. The probability of E∗ is roughly q ([ 1
λ2
log2 1λ , ∞
)) · λ, the
first term corresponding to the existence of the huge neighbour and the second term to its
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becoming infected. Since p(m) ≍ m−a (that is, ma · p(m) is bounded from above and below),
we have q(m) ≍ m−(a−1) and q([m,∞)) ≍ m−(a−2); using this, we see that, modulo constants,
q
([
1
λ2
log2 1λ , ∞
)) · λ is λ2a−3
log2a−4( 1λ)
, which is the definition of ρa(λ) when a > 3.
• Case 21
2
< a ≤ 3. This case is very similar to the previous one. The main difference is that
now, when growing the tree from the root, if we find a vertex of large degree K, then with high
probability, it will have a child with degree larger than K (or a grandchild in the case a = 3).
As a consequence, defining small and big vertices as before, big vertices will no longer be in
isolation, but will rather be close to each other. For this reason, once the infection reaches a
big site, the distance it needs to overcome to reach another big site is small, and we have to
modify the “big-huge” threshold accordingly. The new threshold is shown to be 1λ2 log
1
λ . The
key event E∗ is then defined in the same way as before, and shown to have probability of the
order of ρa(λ).
• Case 2 < a ≤ 21
2
. In both previous cases, the “bootstrap effect” that we have described
is crucial. Interestingly, it does not play an important role in the regime in which the tree
is the largest, that is, 2 < a ≤ 212 . In this case, the survival of the infection does not at
all depend on vertices of high degree sustaining the infection around them for a long time,
as we now explain. We define a comparison process (ηt) which is in all respects identical to
the contact process (ξot ), with the only exception that once sites become infected and recover
for the first time, they cannot become infected again. Thus, (ξot ) stochastically dominates
(ηt), that is, both processes can be constructed in the same probability space satisfying the
condition ξot (x) ≥ ηt(x) for all x and t. The process (ηt) is much easier to analyse than the
contact process, and we find a lower bound for the probability that it remains active at all
times (and thus a lower bound for the survival probability of the contact process). We then
give an upper bound for the survival probability of (ξot ) that matches that lower bound. This
implies that, in the regime 2 < a ≤ 212 , as λ → 0, the survival probabilities of (ξot ) and (ηt)
are within multiplicative constants of each other.
Finally, let us describe the organization of the paper. Section 2 contains a description of
the graphical construction of the contact process and of the notation we use. In Section 3 we
establish a lower bound for the survival time of the process on star graphs (Lemma 3.1) and,
as an application, a result that gives a condition for the process to go from one vertex x of
high degree to another vertex y on a graph (Lemma 3.2). In Section 4, we use these results
to prove the lower bound in Proposition 1.4. In Section 5, we give an upper bound on the
probability that the process spreads on a tree of bounded degree (depending on λ), and in
Section 6 we apply this to obtain the upper bound in Proposition 1.4. In the Appendix, we
prove Theorem 1.3.
2 Setup and notation
2.1 Graphical construction of the contact process
In order to fix notation, we briefly describe the graphical construction of the contact process.
Let G = (V,E) be a graph and λ > 0. We take a probability measure P λG under which we
have a family H of independent Poisson point processes on [0,∞) as follows:
{Dx : x ∈ V } with rate 1;
{Dx,y : {x, y} ∈ E} with rate λ.
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The elements of the random sets Dx are called recoveries, and those of the sets Dx,y are called
transmissions. The collection H is called a graphical construction for the contact process on
G with rate λ. Given x, y ∈ V and 0 ≤ t1 ≤ t2, an infection path from (x, t1) to (y, t2) is a
piecewise constant, right-continuous function γ : [t1, t2] → V satisfying γ(t1) = x, γ(t2) = y
and, for all t,
• if γ(t−) 6= γ(t), then {γ(t−), γ(t)} ∈ E and t ∈ Dγ(t−),γ(t);
• if γ(t) = z, then t /∈ Dz.
If such a path exists, we write (x, t1) ↔ (y, t2). Given A,B ⊂ V , J1, J2 ⊂ [0,∞), we write
A× J1 ↔ B × J2 if (x, t1)↔ (y, t2) for some x ∈ A, y ∈ B, t1 ∈ J1 and t2 ∈ J2 with t1 ≤ t2.
Given a set U ⊂ V with A,B ⊂ U , we say that A× J1 ↔ B× J2 inside U if A× J1 ↔ B× J2
by an infection path that only visits vertices of U .
For A ⊂ V , by letting ξAt (x) = I{A×{0} ↔ (x,t)} for each t ≥ 0, we get a process (ξAt )t≥0
that has the same distribution as the contact process with initial configuration IA, as defined
by the generator (1.1). A significant advantage of this construction is that, in a single prob-
ability space, we obtain contact processes with all initial configurations,
(
(ξAt )t≥0
)
A⊂V
with
the property that for every A, ξAt = ∪x∈A ξxt and in particular, if A ⊂ B, we have ξAt ⊂ ξBt
for every t.
2.2 Remarks on the laws p and q
Recall that our assumptions on the degree distribution p are that p({0, 1, 2}) = 0 and, for some
a > 2, c0, C0 > 0 and large enough k, we have c0k
−a < p(k) < C0k
−a. The fact that a > 2
implies that µ :=
∑∞
k=1 kp(k) < ∞ and that the size-biased distribution q is well-defined.
In case a > 3 we also have ν :=
∑∞
k=1 kq(k) < ∞. We may and often will assume that the
constants c0, C0 also satisfy, for large enough k,
p[k,∞), q(k) ∈ (c0k−(a−1), C0k−(a−1)); (2.1)
q[k,∞) ∈ (c0k−(a−2), C0k−(a−2)); (2.2)
m∑
k=0
kq(k) ∈
{
(c0m
3−a, C0m
3−a) if 2 < a < 3;
(c0 log(m), C0 log(m)) if a = 3.
(2.3)
2.3 Notation
For ease of reference, here we summarize our notation. Some of the points that follow were
already mentioned earlier in the Introduction.
Given a graph G and λ > 0, P λG denotes a probability measure for a graphical construction
of the contact process on G with rate λ. Under this measure, we can consider the contact
process (ξAt )t≥0 on G with any initial configuration IA.
Unless otherwise stated, Galton-Watson trees are denoted by T and their root by o. Their
degree distribution (or distributions in the case of two-stage trees) will be clear from the
context. The probability measure is denoted Qr if the degree distribution of all vertices is r
and Qr,s if the root has degree distribution r and other vertices have degree distribution s. If
on top of the tree, a graphical construction for the contact process with rate λ is also defined,
we write Qλr and Q
λ
r,s.
Gn denotes the random graph on n vertices with fixed degree distribution p, as described
above, and Pp,n a probability measure for a space in which it is defined. Pλp,n is used when a
graphical construction with rate λ is defined on the random graph.
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The distribution p has exponent a, as in (1.4), and its mean is denoted by µ. If the sized-
biased distribution q has finite mean, this mean is denoted by ν. Since q may have infinite
expectation, we may sometimes have to consider its truncation, that is, for m > 0, the law
qm(k) =


q(m,∞) if k = 1;
q(k), if 1 < k ≤ m;
0, if k > m.
(2.4)
(since q is used as a degree distribution for vertices of a tree, we set the minimum value of its
truncation to 1).
On a graph G, d(x, y) denotes graph distance and B(x,R) = {y : d(x, y) ≤ R}. For a set
A, we denote by |A| the number of elements of A.
3 A survival estimate on star graphs
We start looking at the contact process on star graphs, that is, graphs in which all vertices
except a privileged one (called the hub) have degree 1. A first result to the effect that the
contact process survives for a long time on a large star was Lemma 5.3 in [1], which showed
that, for a star S, if λ is small and λ2|S| is larger than a universal constant, then the infection
survives for a time that is exponential in λ2|S|. The following result adds some more detail
to that picture.
Lemma 3.1 There exists c1 > 0 such that, if λ < 1 and S is a star with hub o,
(i.) P λS
(
|ξo1| >
1
4e
· λdeg(o)
)
≥ 1
e
(1− e−c1λ deg(o));
(ii.) if λ2 deg(o) > 64e2 and |ξ0| > 116e ·λdeg(o), then P λS
(
ξ
ec1λ
2 deg(o) 6= ∅
) ≥ 1− e−c1λ2 deg(o);
(iii.) as |S| → ∞, P λS
(∃t : |ξot | > 14e · λdeg(o))→ 1.
Proof. Here and in the rest of the paper, we use the following fact, which is a consequence of
the Markov inequality: for any n ∈ N and r ∈ [0, 1], if X ∼ Bin(n, r) we have
∀α > 0 ∃θ > 0 : P(|X − EX| > αnr) ≤ e−θnr. (3.1)
For the event in (i.) to occur, it is sufficient that there is no recovery at o in [0, 1] and, for
at least λ4e deg(o) leaves, there is no recovery in [0, 1] and a transmission is received from o.
Also using the inequality 1− e−λ ≥ λ/2 for λ < 1, the probability in (i.) is more than
e−1 · P
(
Bin
(
deg(o), e−1(1− e−λ)
)
>
λ
4e
deg(o)
)
≥ e−1 · P
(
Bin
(
deg(o),
λ
2e
)
>
λ
4e
deg(o)
)
≥ e−1(1− e−cλdeg(o))
for some c > 0, by (3.1). (i.) is now proved.
For j ≥ 0, define
Γj = {y ∈ S\{o} : Dy ∩ [j, j + 1] = ∅},
Ψj = {y ∈ Γj : ξoj (y) = 1}.
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Ψj is thus the set of leaves of the star that are infected at time j and do not heal until time
j + 1. For each j ≥ 0, we will now define an auxiliary process (Zjt )j≤t≤j+1. We put Z0t ≡ 1
and, for j ≥ 1, put
• Zjj = 0;
• for each t ∈ [j, j + 1] such that for some y ∈ Ψj we have t ∈ Dy,o, put Zjt = 1;
• for each t ∈ [j, j + 1] ∩Do, put Zjt = 0;
• complete the definition of Zjt by making it constant by parts and right-continuous.
It is then clear that
Zjt ≤ ξot (o) ∀j, t. (3.2)
Consider the events, for j ≥ 0:
A1,j = {|Γj | > deg(o)/2e};
A2,j = {|Ψj | > λdeg(o)/32e2};
A3,j =
{∫ j+1
j
I{Zt=1} dt > 1/2
}
;
A4,j =
{∣∣∣∣
{
y ∈ Γj : for some t ∈ [j, j + 1],
Zjt = 1 and t ∈ Do,y
}∣∣∣∣ > λdeg(o)16e
}
.
Notice that, by (3.2) and the definition of A3,j ,{
1
N
∫ N
0
I{ξot (o)=1} dt >
1
2
}
⊃ N−1∩
j=0
A3,j ∀N ∈ N. (3.3)
We have
P λS ((A1,j)
c) ≤ P ( Bin(deg(o), 1/e) ≤ deg(o)/2e ) ≤ e−θ deg(o)/e. (3.4)
We now want to bound P λS ((A4,j)
c | A1,j ∩A3,j), for j ≥ 0. By the definition of (Zj), the
event A1,j ∩ A3,j depends only on ξoj , (Dy ∩ [j, j + 1])y∈S\{o} and (Dy,o ∩ [j, j + 1])y∈S\{o}.
Therefore, conditioning on A1,j ∩A3,j does not affect the law of (Do,y ∩ [j, j + 1])y∈S\{x}, the
set of arrows from the hub to the leaves at times in [j, j + 1]. We thus have
P λS ((A4,j)
c | A1,j ∩A3,j) ≤ P
(
Bin(deg(o)/2e, 1− e−λ/2) ≤ λdeg(o)/16e
)
≤ P ( Bin(deg(o)/2e, λ/4) ≤ λdeg(o)/16e)) ≤ e−θλ deg(o)/8e ∀j ≥ 0. (3.5)
Let us now bound P λS ((A3,j)
c | A2,j). Define the continuous-time Markov chains (Yt)t≥0, (Y ′t )t≥0
with state space {0, 1} and infinitesimal parameters
q01 =
λ2 deg(o)
32e2
, q10 = 1;
q′01 = 1, q
′
10 =
32e2
λ2 deg(o)
.
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Now, if 32e2/(λ2 deg(o)) < 1/2 we have
P λS ((A3,j)
c | A2,j) ≤ P
(∫ 1
0
I{Yt=0} dt ≥
1
2
)
= P

 32e2
λ2 deg(o)
∫ λ2 deg(o)
32e2
0
I{Y ′t=0} dt ≥
1
2

 .
Denoting by π the invariant measure for Y ′, we have π0 =
32e2
λ2 deg(o)
1+ 32e
2
λ2 deg(o)
< 13 . Then, by the large
deviations principle for Markov chains (see for example [3]), we get
P λS ((A3,j)
c | A2,j) ≤ e−cλ2 deg(o) (3.6)
for some c > 0.
Finally, for any j ≥ 1 we have
P λS ((A2,j)
c | A4,j−1) ≤ P
(
Bin(λdeg(o)/16e, 1/e) ≤ λdeg(o)/32e2) ≤ e−θλ2 deg(o)/16λe2 (3.7)
and similarly, P λS ((A2,0)
c) ≤ e−θλ2 deg(o)/16λe2 . Putting together (3.3), (3.4), (3.5), (3.6) and
(3.7), we get the desired result.
Statement (iii.) can be proved by similar (and simpler) arguments than (ii.), so for brevity
we omit a full proof.
As an application of the previous result, for two vertices x and y of a connected graph,
we give a condition on deg(x) and d(x, y) that guarantees that, with high probability, the
infection is maintained long enough around x to produce a path that reaches y.
Lemma 3.2 There exists λ0 > 0 such that, if 0 < λ < λ0, the following holds. If G is a
connected graph and x, y are distinct vertices of G with
deg(x) >
3
c1
1
λ2
log
(
1
λ
)
· d(x, y) and |ξ0 ∩ B(x, 1)|
λ · |B(x, 1)| >
1
16e
,
then
P λG
(
∃t : |ξt ∩ B(y, 1)|
λ · |B(y, 1)| >
1
16e
)
> 1− 2e−c1λ2 deg(x).
Proof. Let r = 2d(x, y) and L = ⌊ exp(c1λ2 deg(x))r ⌋. Define the event
A21 = {∀s ≤ Lr, ∃z ∈ B(x, 1) : ξxs (z) = 1}.
By Lemma 3.1 we have P λG(A
2
1) ≥ 1− e−c1λ
2 deg(x).
Further define the events
A22,i = {∃z ∈ B(x, 1) : ξxir(z) = 1}, i = 0, . . . , L− 1
so that A21 ⊂ ∩L−1i=1 A22,i. On A22,i, we can choose Zi ∈ B(x, 1) such that ξxir(Zi) = 1 and a
sequence γi,0 = Zi, γi,1, . . . , γi,ki = y such that d(γi,j, γi,j+1) = 1 ∀j and ki ≤ d(x, y) + 1 ≤ r.
Define
A23,i = A
2
2,i ∩
{
∃s ∈ [ir, (i+ 1)r − 1) : (Zi, ir)↔ (y, s) and |ξs+1 ∩ B(y, 1)|
λ · |B(y, 1)| >
1
16e
}
,
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We claim that
P λG
(
A23,i | A22,i, (ξt)0≤t≤ir
) ≥ (e−1(1− e−λ))r · e−1(1− e−c1λ deg(y)). (3.8)
To see this, note that an infection path from (Zi, ir) to {y}× [ir, (i+1)r−1) can be obtained
by imposing that, for 0 ≤ j < ki, there is no recovery in {γi,j} × [ir + j, ir + j + 1) and at
least one transmission from γi,j to γi,j+1 at some time in [ir + j, ir + j + 1). This explains
the term (e−1(1− e−λ))r in the right-hand side of (3.8). The other term comes from Lemma
3.1(i.).
The right-hand side of (3.8) is larger than
(
λ
3
)r · c1λ2e when λ is small. We then have
P λG
(
A21 ∩ (∪L−1i=0 A23,i)c
)
≤ P λG
(
(∩L−1i=0 A22,i) ∩ (∪L−1i=0 A23,i)c
)
≤ P λG
(
(∩L−1i=0 A22,i) ∩ (∪L−2i=0 A23,i)c
)
· (1− (c1λ/2e) (λ/3)r)
≤ P λG
(
(∩L−2i=0 A22,i) ∩ (∪L−2i=0 A23,i)c
)
· (1− (c1λ/2e) (λ/3)r)
and iterating, this is less than
(
1− c1λ
2e
(
λ
3
)r)L
≤ exp
{
−c1λ
2e
(
λ
3
)2d(x,y)
· 1
2d(x, y)
· exp{c1λ2 deg(x)}
}
,
which is smaller than e−c1λ
2 deg(x) if λ is small enough, since deg(x) > 3c1
1
λ2
log 1λ . This
completes the proof.
4 Proof of Proposition 1.4: lower bounds
Given a random graph G (which will be either a Galton-Watson tree or the random graph
Gn), a vertex x of G and R,K > 0, define the event
M(x,R,K) = {∃y : d(x, y) ≤ R, deg(y) > K}. (4.1)
We will need the following simple result on Galton-Watson trees.
Lemma 4.1 If 2 < a ≤ 3, then lim inf
K→∞
Qq (M(o, 2,K logK) | deg(o) = K ) > 0.
Proof. Assume deg(o) = K and define
A =
{
|{x : d(o, x) = 2}| > c0
2
K logK
}
.
Let z1, . . . , zK be the neighbours of the root and Zi = deg(zi) − 1 for 1 ≤ i ≤ K, so that∑
Zi = |{x : d(o, x) = 2}|. Note that the law of the Zi is given by k 7→ q(k + 1), thus
stochastically dominates the distribution k 7→ qˆ(k) := qK(k + 1), where qK is the truncation
of q, as defined in (2.4). Let Y1, Y2, . . . be i.i.d. with distribution qˆ(k). We then have, by (2.3),
E(Y1) > c0 log(K), Var(Y1) ≤
∑
k≤K
k2q(k + 1) ≤ C¯0K
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where C¯0 > 0 is a constant that depends only on p. Then,
Qq(A | deg(o) = K) = Qq

∑
k≤K
Zk >
c0
2
K logK
∣∣∣∣∣∣ deg(o) = K

 ≥ P

∑
k≤K
Yk >
c0
2
K logK


> 1− P


∣∣∣∣∣∣
∑
k≤K
Yk −K · E(Y1)
∣∣∣∣∣∣ >
c0
2
K logK

 > 1− C¯0 ·K2(
c0
2 K logK
)2 K→∞−−−−→ 1.
Now, if A occurs, then there are at least c02 K logK vertices at distance 2 from o. Each of these
vertices has degree larger thanK logK with probability q(K logK, ∞) ≥ c0(K logK)−(a−2) ≥
c0(K logK)
−1, since a ≤ 3. We thus get
Qq(M(o, 2,K logK) | {deg(o) = K} ∩ A) ≥ 1−
(
1− c0(K logK)−1
) c0
2
K logK
> 1− exp
{
−c0 (K logK)−1 · c0
2
K logK
}
= 1− exp
{
−(c0)
2
2
}
.
This completes the proof.
Again assume that G is a random graph; also assume we have a graphical construction for
the contact process with parameter λ on G. Let
χt = {y : (x, 0)↔(y, t) inside B(x,R)}.
Then, define
N (x,R,K) =
{
∃y, t : d(x, y) ≤ R, deg(y) > K, |χt ∩ B(y, 1)||B(y, 1)| >
min(λ, λ0)
16e
}
, (4.2)
where λ0 is as in Lemma 3.2. In words, in the contact process started from x infected, a
proportion larger than min(λ,λ0)16e of the neighbours of y become infected at some time t, and
this occurs through infection paths contained in the ball B(x,R).
In this subsection, we will assume that λ < λ0, as in Lemma 3.2, and often will state
conditions that require λ to be sufficiently small.
4.1 Case 21
2
< a ≤ 3
Define
K1 =
12
c1
1
λ2
log
(
1
λ
)
, K2 =
18a
c1 log 2
1
λ2
log2
(
1
λ
)
Ki =
1
λ3
+ i− 3, i ≥ 3;
R1 = 1, R2 = 3, Ri = ⌈a log2Ki⌉, i ≥ 3,
where c1 is as in Lemma 3.1. We will show that, for some c > 0 and λ small enough,
Qp,q
(
∞∩
i=1
M(o,Ri,Ki)
)
> c
(
λ2
log
(
1
λ
)
)a−2
and (4.3)
Qλp,q
(
∞∩
i=1
N (o,Ri,Ki)
∣∣∣∣ ∞∩i=1 M(o,Ri,Ki)
)
> cλ. (4.4)
Since {ξot 6= ∅ ∀t} ⊃ ∩∞i=1 N (o,Ri,Ki), these inequalities will give us the desired result.
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To prove (4.4) we assume ∩∞i=1 M(o,Ri,Ki) occurs and let y1, y2, . . . denote sites with
deg(yi) > Ki and d(o, yi) ≤ Ri (so that d(yi, yi+1) ≤ 2Ri+1). With probability λ1+λ , the root
infects its neighbour y1 before recovering (unless the root itself is equal to y1, in which case this
probability is 1). Then, by Lemma 3.1(i.), with probability larger than e−1(1− e−c1λ deg(y1)),
we have
|ξot ∩ B(y1,1)|
λ·|B(y1,1)|
> 116e for some t > 0, so that N (o,R1,K1) occurs. Since, for each i,
deg(yi) > Ki >
3
c1
(
1
λ2
log
1
λ
)
· 2Ri+1 ≥ 3
c1
(
1
λ2
log
1
λ
)
· d(yi, yi+1),
we can repeatedly use Lemma 3.2 to guarantee that, with probability larger than 1−2∑∞i=1 e−c1λ2Ki ,
for each i there exists t > 0 such that
|ξot ∩ B(yi,1)|
λ·|B(yi,1)|
> 116e . This shows that
Qλp,q
(
∞∩
i=1
N (o,Ri,Ki)
∣∣∣∣ ∞∩i=1 M(o,Ri,Ki)
)
>
λ
1 + λ
·(e−1(1−e−c1λK1))·
(
1− 2
∞∑
i=1
e−c1λ
2Ki
)
>
λ
3
when λ is small enough.
We now turn to (4.3). By (2.2) we have
Qp,q(M(o,R1,K1)) ≥ c0
(
12
c1
1
λ2
log
1
λ
)−(a−2)
. (4.5)
On the event M(o,R1,K1) =M(o, 1,K1), again let y1 denote a vertex in B(o, 1) with degree
larger than K1. By Lemma 4.1, we have
Qp,q (M(y1, 2,K1 logK1) | M(o, 1,K1)) > c¯
for some c¯ > 0 that does not depend on λ. Since K1 logK1 > K2 for λ small enough, this
implies that
Qp,q (M(o, 3,K2) | M(o,R1,K1)) > c¯. (4.6)
To give a lower bound for the probability of M(o,Ri,Ki) when i ≥ 3, we observe that
there are at least 2Ri−1 vertices at distance Ri− 1 from the root, by the fact that the degrees
of all vertices are at least 3. Thus,
Qp,q(M(o,Ri,Ki)) ≥ 1− (1− c0K−(a−2)i )2
Ri−1
≥ 1− exp
{
−c0
2
·K−(a−2)i ·Kai
}
= 1− exp
{
−c0
2
(
1
λ3
+ i− 3
)2}
.
We then get
Qp,q
((
∞∩
i=3
M(o,Ri,Ki)
)c)
<
∞∑
i=3
e
−
c0
2
(
1
λ3
+i−3
)2
(4.7)
and, as λ→ 0, the right-hand side converges to 0 faster than any power of λ. Inequality (4.3)
now follows from (4.5), (4.6) and (4.7)
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4.2 Case a > 3
This case is very similar to the previous one, only simpler. The proof can be repeated with
the constants now given by
K1 =
12a
log 2 · 1λ2 log2
(
1
λ
)
, Ki =
1
λ3
+ i− 2, i ≥ 2;
R1 = 1, Ri = ⌈a log2Ki⌉, i ≥ 2.
It is thus shown that
Qp,q
(
∞∩
i=1
M(o,Ri,Ki)
)
> c
(
λ2
log2
(
1
λ
)
)a−2
and Qλp,q
(
∞∩
i=1
N (o,Ri,Ki)
∣∣∣∣ ∞∩i=1M(o,Ri,Ki)
)
> cλ.
4.3 Case 2 < a ≤ 21
2
Recall the definition of qˆ in (2.4). We will show that
Qλqˆ (ξ
o
t 6= ∅ ∀t) > cλ
1
3−a
−1. (4.8)
This will give the desired result since
Qλp,q (ξ
o
t 6= ∅ ∀t) ≥
λ
1 + λ
·Qλqˆ (ξot 6= ∅ ∀t) .
In order to study the contact process (ξot )t≥0 on T (a tree sampled from Qqˆ) and started
from only the root infected, we introduce a comparison process (ηt)t≥0, started from the
same initial condition. (ηt) will be a modification of the contact process: sites will become
permanently set to value 0 the first time (if ever) that they return to value 0 after having
taken value 1. Consequently, sites cannot infect sites closer to the root than themselves.
More precisely, (ηt)t≥0 is defined as follows. Suppose we are given a tree T and a graphical
construction {(Dx)x∈T, (Dx,y)x,y∈T, x∼y} with parameter λ > 0. Let σo = infDo be the first
recovery time at the root and set ηt(o) = I[0,σo)(t) for all t ≥ 0. Now assume (ηt(x))t≥0 has
been defined for all x at distance m or less from the root, and fix y with d(o, y) = m+ 1. Let
z be the parent of y, that is, d(o, z) = m and d(z, y) = 1. Let τy = inf ({t : ηt(z) = 1} ∩Dz,y)
and, if τy <∞, let σy = inf ([τy,∞) ∩Dy). Now, if τy <∞, set ηt(y) = I[τy ,σy)(t) for all t and
otherwise set ηt(y) = 0 for all t.
Define
Xm := |{z : d(o, z) = m,∃t <∞ with ηt(z) = 1}|
for m = 0, 1, 2, . . . Then (Xm)m≥0 is a branching process and is in principle easy to analyze.
We start with the following lemma, which gives a lower bound for the probability Qλqˆ (X1 ≥ k).
Lemma 4.2 There exists c2.1 such that, for λ ∈ (0, 1) and all k ≥ 1,
Qλqˆ (X1 ≥ k) ≥ c2.1 (λ/k)a−2 .
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Proof. For k ≥ 1, we have
Qλqˆ (X1 ≥ k) ≥ Qλqˆ
(
X1 ≥ k, σo ≥ 1, deg(o) ≥ 2k
1− e−λ
)
≥ Qλqˆ
(
σo ≥ 1, deg(o) ≥ 2k
1− e−λ
)
· P
(
Bin
(⌈
2k
1− e−λ
⌉
, 1− e−λ
)
≥ k
)
= e−1 · qˆ
[
2k
1− e−λ , ∞
)
· P
(
Bin
(⌈
2k
1− e−λ
⌉
, 1− e−λ
)
≥ k
)
≥ C · qˆ
[
2k
1− e−λ , ∞
)
≥ c2.1
(
λ
k
)a−2
.
As a consequence of the above result, X1 has infinite expectation, so, with positive prob-
ability, Xn →∞ as n→∞. We define the generating function for the law of X1:
Ψλ(s) =
∞∑
n=0
Qλqˆ (X1 = n) · sn (s ∈ (0, 1]).
We can use Lemma 4.2 to get the following estimate for Ψλ(s), where the infection parameter
λ > 0 is fixed.
Lemma 4.3 There exists c2.2 > 0 such that, for λ ∈ (0, 1) and s ∈ [1/2, 1],
Ψλ(s) ≤ 1− c2.2(λ(1− s))a−2.
Proof. By monotonicity of sm in m, we have for any positive integer k
Ψλ(s) ≤
k∑
i=0
Qλqˆ (X1 = i) + s
k
∞∑
i=k+1
Qλqˆ (X1 = i) = 1−Qλqˆ (X1 ≥ k) · (1− sk).
We choose k equal to
⌊
1
1−s
⌋
which gives the desired inequality, since s 7→ 1−s⌊ 11−s ⌋ is bounded
away from zero for s ∈ [1/2, 1].
From Lemma 4.3 we can easily get the following
Corollary 4.4 There exists c2.3 > 0 such that, for λ > 0 small enough,
Qλqˆ (Xn 6= 0 ∀n) ≥ c2.3 λ
a−2
3−a .
Proof. We know thatX1 has infinite expectation and so from the standard theory of branching
processes (see e.g. [5]), we have that the survival probability β satisfies
β = 1−Ψλ(1− β).
By Lemma 4.3, the right-hand side is larger than c2.2(λβ)
a−2, so β > c2.2(λβ)
a−2, so β >
(c2.2)
1
3−a · λa−23−a .
Since a−23−a =
1
3−a − 1 and {ξot 6= ∅ ∀t} ⊃ {Xn 6= 0 ∀n}, (4.8) is now proved.
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5 Extinction estimates on star graphs and trees
Our main objective in this section is to establish estimates that allow us to say, under certain
conditions, that the contact process does not spread too much and does not survive too long.
In Lemma 5.1, we obtain upper bounds for the probability of existence of certain infection
paths on finite trees of bounded degree. In Lemma 5.2, we obtain a result for star graphs
that works in the reverse direction as that of Lemma 3.1: with high probability, the contact
process on a star graph S does not survive for longer than eCλ
2|S|, for some large C > 0.
Lemma 5.1 Let λ < 12 and T be a finite tree with maximum degree bounded by
1
8λ2 . Then,
for any x, y ∈ T and 0 < t < t′,
(i.) P λT ( (x, 0)↔ {y} × R+ ) ≤ (2λ)d(x,y);
(ii.) P λT ( (x, 0)↔ {y} × [t,∞) ) ≤ (2λ)d(x,y) · e−t/4;
(iii.) P λT
(
ξTt 6= ∅
) ≤ |T |2 · e−t/4;
(iv.) P λT ( {x} × [0, t]↔ {y} × R+ ) ≤ (t+ 1) · (2λ)d(x,y);
If x 6= y,
(v.) P λT ( ∃ℓ < ℓ′ : (x, 0)↔ (y, ℓ)↔ (x, ℓ′) ) ≤ (2λ)2d(x,y);
(vi.) P λT ( ∃ℓ : {x} × [0, t]↔ (y, ℓ) and (y, ℓ)↔ {x} × [ℓ,∞) ) ≤ (t+ 1) · (2λ)2d(x,y).
Proof. (i.) For u > 0, let Mu =
∑
z∈T ξ
x
u(z) · (2λ)d(z,y). We claim that (Mu)u≥0 is a
supermartingale. To check this, notice that, for fixed u ≥ 0 and ξ ∈ {0, 1}T ,
d
dr
EλT (Mu+r | ξu = ξ) |r=0+ =
∑
z∈T : ξ(z)=1



λ · ∑
w:w∼z, ξ(w)=0
(2λ)d(w,y)

− (2λ)d(z,y)


≤
∑
z∈T : ξ(z)=1
(
2d(z,y)−1 · λd(z,y) + 1
8λ2
· 2d(z,y)+1 · λd(z,y)+2 − (2λ)d(z,y)
)
≤
∑
z∈T : ξ(z)=1
λd(z,y)
(
2d(z,y)−1 + 2d(z,y)−2 − 2d(z,y)
)
= −1
4
∑
z∈T
ξ(z) · (2λ)d(x,y). (5.1)
Then, if 0 ≤ s < u,
d
dr
EλT
(
Mu+r | ξs′ : 0 ≤ s′ ≤ s
) ∣∣
r=0+
=
∑
ξ
d
dr
EλT (Mu+r | ξu = ξ) |r=0+ · P λT
(
ξu = ξ | ξs′ : 0 ≤ s′ ≤ s
)
< 0.
In addition, the function u ∈ [s,∞) 7→ EλT (Mu | ξs′ : 0 ≤ s′ ≤ s) is continuous. Consequently,
it is decreasing, so EλT (Mu | ξs′ : 0 ≤ s′ ≤ s) ≤Ms.
Now, let τ = inf{u > 0 : ξxu(y) = 1}. By the optional sampling theorem (which may be
applied since M is a ca`dla`g supermartingale), we get
P λT ((x, 0)↔{y} × R+) = P λT (τ <∞)
≤ EλT (Mτ ; τ <∞) ≤ EλT (M0) = (2λ)d(x,y).
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(ii.) Since by (5.1) for any u we have
d
dr
EλT (Mu+r | ξu) |r=0+ ≤ −
1
4
Mu,
the process M˜u = e
u/4 ·Mu is a supermartingale. Now define σt = inf{u ≥ t : ξxu(y) = 1}.
The optimal sampling theorem gives
P λT ((x, 0)↔ {y} × [t,∞)) ≤ e−t/4 ·EλT
(
M˜σt · I{σt<∞}
)
≤ e−t/4 ·EλT
(
M˜0
)
= e−t/4 · (2λ)d(x,y),
completing the proof.
(iii.) Again applying the optimal sampling theorem to the supermartingale (M˜u) defined
above, we get
P λT (ξ
x
u(y) = 1) ≤ e−u/4 · (2λ)d(x,y) ∀u. (5.2)
Applying (5.2) and the fact that λ < 1/2,
P λT
(
ξTt 6= ∅
) ≤ ∑
x,y∈T
P λT (ξ
x
t (y) = 1) ≤ |T |2 · e−t/4.
(iv.) For u > 0 and z ∈ T , define ζu(z) = I{{x}×[0,t] ↔ (z,u)}. (ζu)u≥0 is thus a process that
evolves as (ξu)u≥0, with the difference that site x is “artificially” kept at state 1 until time t.
Next, define for u > 0
Nu = max(t+ 1− u, 1) · ζu(x) · (2λ)d(x,y) +
∑
z 6=x
ζu(z) · (2λ)d(z,y).
We claim that (Nu)u≥0 is a supermartingale. As in the previous parts, this is proved from
d
dr
EλT (Nu+r | ζu) |r=0+ < −
1
4
Nu < 0. (5.3)
In case u ≥ t, (5.3) is proved exactly as in the first computation in the proof of part (i.). In
case u < t, we note that
d
dr
EλT
(
(t+ 1− u− r) · ζu+r(x) · (2λ)d(x,y) | ζu
) ∣∣
r=0+
= −(2λ)d(x,y),
so the same computation can again be employed and (5.3) follows. The result is now obtained
from the optional sampling theorem and the fact that N0 ≡ t+ 1.
(v.) The proofs of (v.) and (vi.) are similar but (v.) is easier, so we only present (vi.).
(vi.) For u ≥ 0 and z ∈ T , define
ηu(z) = I{{x} × [0, t]↔(z, u) by a path that does not pass by y};
η′u(z) = I{{x} × [0, t]↔(z, u) by a path that passes by y}.
Notice that, in particular, ηu(x) = 1 ∀u ≤ t, ηu(y) = 0 ∀u and{ ∃t′ : {x} × [0, t]↔(y, t′)
and (y, t′)↔{x} × [t′,∞)
}
= {∃s : η′s(x) = 1}.
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Also define, for u ≥ 0,
Lu = max ((t+ 1− u), 1) · ηu(x) · (2λ)2d(x,y) +
∑
z∈T :
z 6=x
ηu(z) · (2λ)d(z,y)+d(y,x)
+
∑
z∈T
η′u(z) · (2λ)d(z,x).
Proceeding as in the previous parts (and again treating separately the cases u < t and u ≥ t),
we can show that (Lu)u≥0 is a supermartingale. The result then follows from the optional
sampling theorem (consider the stopping time inf{s : η′s(x) = 1}) and the fact that L0 =
(t+ 1)(2λ)2d(x,y) .
Lemma 5.2 If λ < 1/4 and S is a star,
P λS
(
ξS
3 log( 1λ)
= ∅
)
≥ 1
4
e−16λ
2|S|.
Proof. Let (ζSt )t≥0 be the process with state space {0, 1}S , starting from full occupancy, and
with the same dynamics as that of contact process, with the only difference that recovery
marks at the hub o have no effect, so that o is permanently in state 1. (ξSt ) and (ζ
S
t ) can
obviously be jointly constructed with a single graphical construction, with the property that
ξSt ≤ ζSt for all t. Also note that the processes {ζSt (x) : x ∈ S} are independent and, if x 6= o,
the function t 7→ P λS (ζSt (x) = 1) is a solution of f ′(t) = λ(1− f(t))− f(t), so
P λS
(
ζSt (x) = 1
)
=
1
1 + λ
(
λ+ e−(1+λ)t
)
.
Let σ = infDo ∩
[
log 1λ , ∞
)
be the first recovery time at the hub after time log 1λ . Also
define the events
B11 =
{
σ < 2 log
1
λ
}
;
B12 =
{|ζSσ | ≤ 4λ|S|} ;
B13 =
{
For all x ∈ ζSσ , Dx ∩
[
σ, σ + log 1λ
] 6= ∅
and inf (Dx ∩ [σ, ∞)) < inf (Dx,o ∩ [σ, ∞))
}
.
We then have
{
ξS
3 log 1
λ
= ∅
}
⊃ B11 ∩B12 ∩B13 . To see this, assume that the three events occur.
By the definition of σ, we have ξSσ (o) = 0 and |ξSσ | ≤ |ζSσ | < 4λS and every vertex that is
infected at this time recovers without reinfecting the root by time σ + log(1/λ) < 3 log(1/λ).
We have
P λS (B
1
1) ≥ P λS
(
Do ∩
[
log
1
λ
, 2 log
1
λ
]
6= ∅
)
≥ 1− e− log 1λ = 1− λ.
For x 6= o, P λS
(
ζSσ (x) = 1
) ≤ 11+λ (λ+ e−(1+λ) log 1λ) ≤ 2λ, so
P λS (B
1
2) ≥ P
(
Bin(|S|, 2λ) ≤ 4λ|S|) ≥ 1/2.
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Also, for x 6= o,
P λS
(
Dx ∩
[
σ, σ + log 1λ
] 6= ∅ and
inf (Dx ∩ [σ, ∞)) < inf (Dx,o ∩ [σ, ∞))
)
≥ 1− e− log 1λ − λ
1 + λ
> 1− 2λ,
so
P λS
(
B13 | B11 ∩B12
) ≥ (1− 2λ)4λ|S| ≥ e−2·2λ·4λ|S| = e−16λ2|S|
since 1− α ≥ e−2α for α < 1/2.
In conclusion,
P λS
(
ξS
3 log 1
λ
= ∅
)
≥ PλS
(
B13 | B11 ∩B12
)·P λS (B11 ∩B12) ≥ e−16λ2|S| ·
(
1− λ− 1
2
)
≥ 1
4
e−16λ
2|S|.
Applying the above result and Lemma 5.1, we get a bound on the probability of extinction
of the contact process on trees where, one vertex apart, degrees are bounded by 1
8λ2
.
Lemma 5.3 For λ > 0 small enough, the following holds. If T is a tree with root o, |T | < 1
λ3
and deg(x) ≤ 18λ2 for all x 6= o, then
P λT
(
ξT
100 log 1
λ
= ∅
)
≥ 1
8
e−16λ
2 deg(o).
Proof. Let S be the star graph containing o and it neighbours, T ′ = T\{o} be the disconnected
graph obtained by removing o and all edges incident to it from T and L = 1003 log
1
λ . We
introduce three basic comparison processes, all generated with the same graphical construction
on T that is used to define (ξTt )t≥0.
•
(
ξT,1t
)
t≥0
is the contact process on T ′ started from full occupancy, that is,
ξT
′,1
t =
{
x : T ′ × {0} ↔ (x, t) inside T ′};
• (ηSt )t≥L is the contact process on S, beginning from full occupancy at time L, that is,
ηSt = {x : S × L↔ (x, t) inside S} ;
•
(
ξT,2t
)
t≥2L
is the contact process on T ′ started from full occupancy at time 2L, that is,
ξT
′,2
t =
{
x : T ′ × 2L↔ (x, t) inside T ′} .
The event
{
ξT3L = ∅
}
contains the intersection of the following events:
B21 =
{
ξT,1L = ∅
}
; B22 =
{
ηS2L = ∅
}
; B23 =
{
ξT,23L = ∅
}
;
B24 = {∄(x, s) : d(o, x) ≥ 2, o× [0, 3L]↔ (x, s)↔ {o} × [s, ∞)} .
Let us prove this. If B21 occurs, then for any s ≥ L and x ∈ T, ξTs (x) = 1 implies that
{o}× [0, s]↔ (x, s). Thus, if B21 ∩B24 occurs, then for any s ≥ L, ηSs (o) = 0 implies ξTs (o) = 0
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so that, if B21 ∩ B22 ∩ B24 occurs, we have ξTs (o) = 0 for s ≥ 2L. It then follows that ξT3L = ∅
if all four events occur.
We now note that the four events are decreasing with respect to the partial order on
graphical constructions defined by setting, for graphical constructions H and H ′, H ≺ H ′ if
H ′ contains more transmissions and less recoveries than H. Thus, by the FKG inequality,
P λT (∩4i=1B2i ) ≥
∏4
i=1 P
λ
T (B
2
i ).
By Lemma 5.1(vi.), we have P λT (B
2
4) ≥ 1−(3L+1)·(2λ)4 · 1λ3 . Also applying Lemma 5.1(iii.)
and Lemma 5.2, it is then easy to verify that, for λ small, P λT (B
2
1) · P λT (B22) · P λT (B23) > 12 .
6 Proof of Proposition 1.4: upper bounds
We now want to apply the estimates of the previous section in proving the upper bound of
Proposition 1.4. Since Lemma 5.1 must be applied to finite trees, our first step is defining
truncations of infinite trees: given the distance threshold r and the size threshold m, vertices
of degree larger than m and vertices at distance r from the root will be turned into leaves.
Let r,m ∈ N and T be a tree with root o. Define the r,m-truncated tree
T r,m = {o} ∪ {x ∈ T : d(o, x) ≤ r, deg(y) ≤ m ∀y in the geodesic from o to x, y /∈ {o, x}} .
Also define, for 1 ≤ i < r,
Sir,m(T ) =
{
x ∈ T : d(o, x) = i, deg(x) > m,
deg(y) ≤ m ∀y in the geodesic from o to x, y /∈ {o, x}
}
and, finally,
Srr,m(T ) = {x ∈ T r,m : d(o, x) = r}.
We want to think of T r,m as the result of inspecting T upwards from the root until generation r
so that, whenever a vertex x of degree larger than m is found, the whole subtree that descends
from it is deleted, so that x becomes a leaf.
Note that, if T is a tree sampled from the probability Qp,q, then Tr,m is a Galton-Watson
tree of r generations in which the degree distribution of the root is p and that of other vertices
is qm(k), as in (2.4). In particular, using (2.2) and (2.3), for 1 ≤ i < r we have the upper
bound
EQp,q( |Sir,m| ) ≤ µ·
(
m∑
k=1
kq(k)
)i−1
·q(m,∞) ≤


C0µ · (C0m3−a)i−1 ·m−(a−2) if 2 < a < 3;
C0µ · (C0 logm)i−1 ·m−1 if a = 3;
C0µ · νi−1 ·m−(a−2) if a > 3.
(6.1)
Similarly, for 1 ≤ i ≤ r,
EQp,q
(∣∣∣∣
{
x ∈ Tr,m :
d(o, x) = i
}∣∣∣∣
)
≤ µ ·
(
m∑
k=1
kq(k)
)i−1
≤


C0µ · (C0m3−a)i−1 if 2 < a < 3;
C0µ · (C0 logm)i−1 if a = 3;
C0µ · νi−1 if a > 3.
(6.2)
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Throughout the following subsections, we will take degree and distance thresholds,M and
R, which will depend on λ and a, as follows:
M =


(
1
8C0λ
) 1
3−a
if 2 < a ≤ 212 ;
1
8λ2 if a > 2
1
2 ;
R =


⌈2 log 4
3−a log
(
1
λ
) ⌉
if 2 < a ≤ 212 ;⌈
2a+1
2a−5
⌉
if 212 < a ≤ 3;
2a+ 1 if a > 3.
6.1 Case 2 < a ≤ 21
2
The treatment of this regime is very simple. We start defining the event that the root has
degree above M ,
B31 = {deg(o) > M} ,
and the event that the root has degree below M and the infection reaches a leaf of the
truncated tree,
B32 =
{
deg(o) ≤M, (o, 0)↔
(
R∪
i=1
SiR,M
)
× R+ inside TR,M
}
.
We observe that {ξot 6= ∅ ∀t} ⊂ B31 ∪B32 . We wish to show that both events have probability
smaller than Cρa(λ) for some universal constant C. For the first event, this is immediate:
Qp,q(B
3
1) ≤ C0(8λ)
a−1
3−a < λ
1
3−a
when λ is small. For the second,
Qλp,q(B
3
2) ≤
R∑
i=1
∞∑
k=1
Qλp,q
(
(o, 0)↔SiR,M × R+
inside TR,M
∣∣∣∣∣
deg(o) ≤M,
|SiR,M | = k
)
·Qp,q( |SiR,M | = k ). (6.3)
Since the degrees of vertices of TR,M are bounded by
(
1
8λC0
) 1
3−a
< 1
8λ2
, Lemma 5.1(i.) implies
that the conditional probability inside the sum is less than k(2λ)i. (6.3) is thus less than∑R
i=1(2λ)
i EQp,q( |SiR,M | ). Using (6.1) and (6.2), we have
EQp,q( |SiR,M | ) ≤ C0µ · (C0M3−a)i−1 ·M−(a−2) for i < R and
EQp,q( |SRR,M | ) ≤ C0µ · (C0M3−a)R−1.
Thus,
R∑
i=1
(2λ)i EQp,q( |SiR,M | ) ≤ C0µ · 2λ
(
M−(a−2)
R−1∑
i=1
(2λ · C0M3−a)i−1 + (2λ · C0M3−a)R−1
)
.
By the definition of M , 2λ · C0M3−a < 12 . Using the definition of R, we also have
(2λ · C0M3−a)R−1 <
(
1
2
)R−1
<
(
1
λ
)2−a
3−a
.
In conclusion,
Qλp,q(B
3
2) ≤ 2C0µ · λ
(
C0λ
a−2
3−a
R−1∑
i=1
(
1
2
)i−1
+
(
1
λ
) 2−a
3−a
)
< Cλ1+
a−2
3−a = Cλ
1
3−a .
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6.2 Case a > 21
2
If we merely repeated the computation of the previous subsection with the new value of the
thresholdM = 18λ2 and the same events, that would yield a correct upper bound, but it would
not be optimal in this case. So we will need to consider more events, taking a closer look at
the truncated tree and ways in which the infection can leave it.
Our first two events are similar to those of the previous subsection:
B41 = {deg(o) > M};
B42 =
{
deg(o) ≤M, (o, 0)↔
(
R∪
i=2
SiR,M
)
× R+ inside TR,M
}
The difference to the previous subsection is that B42 only includes leaves at distance two or
more from the root. We will have to treat separately the leaves neighbouring the root. We
first consider the case in which there are at least two leaves neighbouring the root and at least
one of them becomes infected:
B43 = {deg(o) ≤M, |S1R,M | ≥ 2, (o, 0)↔ S1R,M × R+ inside TR,M}.
Next, if the root has only one neighbour that is a leaf (that is, if |S1R,M | = 1), then call
this neighbour o∗. Let us distinguish two ways in which o∗ may receive the infection initially
present from o. We say that o∗ becomes infected directly if a transmission from o to o∗ occurs
before the first recovery time at o. We say that o∗ becomes infected indirectly if there are
infection paths starting at (o, 0) and ending at {o∗} × [0,∞), but all of them must visit at
least one vertex different from o and o∗. We then define
B44 = {deg(o) ≤M, |S1R,M | = 1, o∗ becomes infected indirectly},
B45 =


deg(o) ≤M, |S1R,M | = 1, there exists t∗ such that
o∗ becomes infected directly at time t∗ and
(o∗, t∗)↔ T× {t} for all t ≥ t∗

 .
Thus, in event B45 , there is a transmission from o to o
∗ at some time t∗ before the first
recovery at o, and the infection generated from this transmission then survives for all times
in the (non-truncated) tree T.
The reason we make the distinction between o∗ becoming infected directly or indirectly
is subtle; let us explain it. In our treatment of B45 , we will re-root the tree at o
∗ and study
the distribution of this re-rooted tree, so that we can find estimates for the infection that is
transmitted from (o∗, t∗). This study will be possible because, when we are told that a direct
transmission has occurred, we only obtain information concerning the recovery process Do
and the transmission process Do,o∗ , so the distribution of the degrees of other vertices in the
tree is unaffected. In contrast, if the transmission is indirect, we have information concerning
the portion of the tree that descends from o through vertices different from o∗, so the study
of the re-rooted tree is compromised and we have to follow a different approach.
We now have {ξot 6= ∅ ∀t} ⊂ ∪5i=1B4i . We wish to show that Qλp,q(B4i ) < Cρa(λ) for each i.
1) Event B41 . As in the previous section, we have
Qλp,q(B
4
1) ≤ C0M−(a−1) ≤ 2C0 · (8λ)2(a−1) < ρa(λ)
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when λ is small.
2) Event B42 . As in our treatment of B
3
2 in the previous section, we have
Qλp,q(B
4
2) ≤
R∑
i=2
(2λ)i · EQp,q( |SiR,M | ) = 2λ
R∑
i=2
(2λ)i−1 · EQp,q( |SiR,M | ). (6.4)
Using (6.1), for 2 ≤ i < R, we have
(2λ)i−1 · EQp,q( |SiR,M | ) ≤


CM−(a−2) · (C ′λM3−a)i−1
≤ Cλ2a−4 · (C ′λ2a−5)i−1 if 212 < a < 3;
CM−(a−2) · (C ′λ logM)i−1
≤ Cλ2a−4 · (C ′λ log 1λ )i−1 if a = 3;
CM−(a−2) · νi−1
≤ Cλ2a−4 · νi−1 if a > 3.
We then have
R−1∑
i=2
(2λ)i−1 · EQp,q( |SiR,M | ) ≤


Cλ2a−4 · λ2a−5 ·∑∞i=2(C ′λ2a−5)i−2 if 212 < a < 3;
Cλ2a−4 · λ log 1λ ·
∑∞
i=2(C
′λ log 1λ)
i−2 if a = 3;
Cλ2a−4 · λ ·∑∞i=2(C ′λ)i−2 if a > 3,
for constants C,C ′ that do not depend on λ. Then,
R−1∑
i=2
(2λ)i−1 · EQp,q( |SiR,M | ) ≤ λ2a−4+δ (6.5)
when λ is small enough, for some δ > 0 that depends on a but not on λ.
For i = R, using (6.2) we get
(2λ)R−1 · EQp,q( |SRR,M | ) ≤


C
(
C ′λ2a−5
)R−1
if 212 < a < 3;
C
(
C ′λ log 1λ
)R−1
if a = 3;
C(C ′λ)R−1 if a > 3.
By the choice of R in each case, when λ is small we get
(2λ)R−1 · EQp,q( |SRR,M | ) ≤ λ2a. (6.6)
Using (6.5) and (6.6) in (6.4), we conclude that, if λ is small,
Qλp,q(B
4
2) ≤ Cλ2a−3+δ < ρa(λ).
3) Event B43 . We bound
Qλp,q(B
4
3) ≤
∞∑
k=3
p(k) · 2λ · EQp,q
(
|S1R,M | · I{|S1R,M |≥2}
∣∣deg(o) = k ) . (6.7)
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Under Qp,q( ·|deg(o) = k ), |S1R,M | is Bin(k, q(M,∞)). If X ∼ Bin(n, p), then
E(X · I{X≥2}) = np− np(1− p)n−1 = np(1− (1− p)n−1) < (np)2, (6.8)
since, by Bernoulli’s Inequality, (1 − p)n−1 > 1 − (n − 1)p > 1 − np. Using the bound (6.8)
for k ≤M and the bound E(X · I{X≥2}) < np for k > M , (6.7) is less than
2λ
(
M∑
k=3
p(k) · k2 · q(M,∞)2 +
∞∑
k=M+1
p(k) · k · q(M,∞)
)
≤ Cλ
(
M−2(a−2) ·
M∑
k=3
p(k) · k2 +M−(a−2) ·
∞∑
k=M+1
p(k) · k
)
≤ Cλ
(
M−2(a−2) ·M3−a +M−(a−2) ·M−(a−2)
)
≤ Cλ (M−3a+7 +M−2a+4) ≤ Cλ(λ6a−14 + λ4a−8) < ρa(λ)
when λ is small, since 6a− 13, 4a − 7 > 2a− 3 when a > 212 .
In order to bound the probabilities of B44 and B
4
5 , we will need the following result, whose
proof is omitted.
Lemma 6.1 The degrees of the vertices of T under Qp,q( ·
∣∣ deg(o) ≤ M, |S1R,M | = 1 ) are
distributed as follows:
(i.) First, deg(o) is chosen with distribution
k ∈ [0,M ] 7→
p(k)
p[0,M ] ·Qp,q(|S1R,M | = 1
∣∣ deg(o) = k)∑M
w=1
p(w)
p[0,M ] ·Qp,q(|S1R,M | = 1
∣∣ deg(o) = w) . (6.9)
(ii.) Given the choice of deg(o), the degrees of o∗ and the remaining neighbours of o are chosen
independently: deg(o∗) with law
k ∈ (M,∞) 7→ (q(M,∞))−1 q(k) (6.10)
and the remaining degrees with law
k ∈ [0,M ] 7→ (q[0,M ])−1 q(k). (6.11)
(iii.) All other vertices in the tree have degrees chosen independently with distribution q.
Remark. The distribution in (6.9) is equal to
k 7→ p(k) · k · q(M,∞) · (q[0,M ])
k−1∑M
w=1 p(w) · w · q(M,∞) · (q[0,M ])w−1
=
(
M∑
w=1
p(w) · w · (q[0,M ])w−1
)−1
p(k) · k · (q[0,M ])k−1 ;
hence, it is stochastically dominated by q. Obviously, the distribution in (6.11) is also domi-
nated by q.
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4) Event B44 .
Qλp,q(B
4
4) ≤ Qp,q(|S1R,M | > 0) ·Qλp,q
( ∃y ∈ TR,M , 0 < s < t :
(o, 0)↔(y, s)↔(o, t) inside TR,M
∣∣∣∣ deg(o) ≤M,|S1R,M | = 1
)
.
The first probability on the right-hand side is less than
∑∞
k=3 p(k) · k · q(M,∞) ≤ Cλ2(a−2).
By Lemma 5.1(v.), the second probability is less than
R∑
i=1
λ2i · EQp,q
(|{x ∈ TR,M : d(o, x) = i}| ∣∣ deg(o) ≤M, |S1R,M | = 1) (6.12)
By Lemma 6.1 and the remark that follows it, this conditional expectation is bounded by
EQq
(∣∣{x ∈ TR,M : d(o, x) = i}∣∣) ≤


(C0M
3−a)i if 212 < a < 3;
(C0 logM)
i if a = 3;
νi if a > 3.
It is then easy to check that the sum in (6.12) is less than λ1+δ for some δ > 0. In conclusion,
Qλp,q(B
4
4) ≤ λ2(a−2)+1+δ < ρa(λ) when λ is small.
5) Event B45 . This is the bound that requires most effort. We start with
Qλp,q(B
4
5)
≤ Cλ2(a−2) · λ
1 + λ
·Qλp,q
(
(o∗, t∗)↔ T× [t,∞) ∀t > t∗ ∣∣ deg(o) ≤M, |S1R,M | = 1, t∗ < infDo )
= Cλ2(a−2) · λ
1 + λ
·Qλp,q
(
(o∗, 0)↔ T× [t,∞) ∀t > 0 ∣∣ deg(o) ≤M, |S1R,M | = 1) . (6.13)
In order to deal with the conditioning in (6.13), we need the following, which is a consequence
of Lemma 6.1 and the remark that follows it.
Lemma 6.2 Let Tˆ be the random rooted tree obtained by
• sampling T under law Qp,q( · |deg(o) ≤M, |S1R,M | = 1);
• repositioning the root at o∗, the unique vertex in S1R,M .
Then, Tˆ is stochastically dominated by the distribution Qq( · |deg(o) > M).
As a consequence of Lemma 6.2 and attractiveness of the contact process, we get
Qλp,q
(
(o∗, 0)↔ T× {t} ∀t > 0 ∣∣ deg(o) ≤M, |S1R,M | = 1) ≤ Qλq (ξot 6= ∅ ∀t | deg(o) > M) .
Using this in (6.13), we get
Qλp,q(B
4
5) ≤ Cλ1+2(a−2) ·Qλq (ξot 6= ∅ ∀t | deg(o) > M) . (6.14)
In treating the last term of (6.14), we will obtain the logarithmic term in the definition of
ρa(λ). This is encompassed in the following proposition.
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Proposition 6.3 There exists C > 0 such that
Qλq (ξ
o
t 6= ∅ ∀t | deg(o) > M) ≤
{
C log−(a−2)
(
1
λ
)
if 212 < a ≤ 3;
C log−2(a−2)
(
1
λ
)
if a > 3.
(6.15)
Define
M ′ =
{ ⌈ǫ1 1λ2 log ( 1λ)⌉ if 212 < a ≤ 3;
⌈ǫ2 1λ2 log2
(
1
λ
)⌉ if a > 3,
where ǫ1, ǫ2 are constants to be chosen later, depending on a but not on λ. Our approach to
prove Proposition 6.3 starts with the following:
Qλq (ξ
o
t 6= ∅ ∀t | deg(o) > M)
=
∞∑
m=⌈M⌉
Qλq (ξ
o
t 6= ∅ ∀t | deg(o) = m) ·Qq (deg(o) = m | deg(o) > M)
≤ Qλq
(
ξot 6= ∅ ∀t | deg(o) =M ′
)
+Qq
(
deg(o) > M ′ | deg(o) > M)
≤ Qλq
(
ξot 6= ∅ ∀t | deg(o) =M ′
)
+
q[M ′,∞)
q[M,∞) .
Now, by (2.2), the term q[M
′,∞)
q[M,∞) is bounded from above by the expression in the right-hand
side of (6.15), for some C > 0. Proposition 6.3 will thus follow from
Lemma 6.4 If a > 212 , then there exists δ > 0 such that
Qλq
(
ξot 6= ∅ ∀t | deg(o) =M ′
)
< λδ.
In the next two subsections, we prove Lemma 6.4 separately for the cases 212 < a ≤ 3 and
a > 3.
6.3 Completion of proof for 21
2
< a ≤ 3
In this subsection and the next, we will consider the probability measure Qλq ( · |deg(o) =M ′),
so T will be a tree with root degree equal to M ′. Here we will give the proof in detail for the
case 212 < a < 3; the case a = 3 is treated similarly and we will omit it for brevity.
Let ǫ′1 =
2a−5
2 and ǫ1 =
ǫ′1
64 ; this is the constant that appears in the definition of M
′. Also
let L1 = λ
−ǫ′1/2 and fix an integer R′ large enough that (2a− 5)(R′− 1)− 1 > 2a− 5. We will
be particularly interested in the contact process on BT(o,R
′) in the time interval [0, L1].
We will need the quantities
φ(T) =
R′∑
i=1
(2λ)i · |SiR′,M (T)|;
ψ(T) =
R′∑
i=2
(2λ)2i · |{x ∈ TR′,M : d(x, o) = i}|.
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We define two environment events, which are simply
B51 =
{
φ(T) > λǫ
′
1
}
; B52 =
{
ψ(T) > λǫ
′
1
}
,
and then define three events involving the contact process:
B53 = (B
5
1 ∪B52)c ∩
{
{o} × [0, L1]↔
(
R∪
i=1
SiR′,M
)
× R+
}
;
B54 = (B
5
1 ∪B52)c ∩
{∃z ∈ TR′,M , s > 0 : {o} × [0, L1]↔ (z, s)↔ {o} × [s,∞) inside TR′,M} ;
B55 = {B(o, 1)× {0} ↔ B(0, 1) × {L1} inside B(o, 1)} .
We claim that {ξot 6= ∅ ∀t} ⊂ ∪5i=1B5i . To show this, it suffices to show that, if an infection
path t 7→ γ(t) ∈ T with γ(0) = o ever reaches any point of ∪R′i=1SiR′,M , then one of the events
must occur. Let t∗ = inf{t : γ(t) ∈ ∪R′i=1SiR′,M} and t∗∗ = sup{t ≤ t∗ : γ(t) = o}. If t∗∗ ≤ L1,
then B53 occurs. If t
∗∗ > L1 and γ(t) ∈ B(o, 1) for all t ∈ [0, t∗∗], then B55 occurs. Otherwise,
B54 occurs.
We now want to show that the probability of each of the five events is less than λδ when
λ is small, for some δ > 0.
1) Event B51 . Bounding as in (6.1), we have
EQq
(
φ(T) | deg(o) =M ′)
≤
R′−1∑
i=1
(2λ)i ·M ′ · (C0M3−a)i−1 · C0M−(a−2) + (2λ)R′ ·M ′ · (C0M3−a)R′−1. (6.16)
The first term in (6.16) is less than
2λ · ǫ1 1
λ2
log
(
1
λ
)
· C0(8λ2)a−2 ·
R′−1∑
i=1
(
C0
(
1
8λ2
)3−a
· 2λ
)i−1
≤ Cλ2a−5 · log
(
1
λ
)
.
The second term in (6.16) is less than
2λ · ǫ1 1
λ2
log
(
1
λ
)
·
(
C0
(
1
8λ2
)3−a
· 2λ
)R′−1
= 2ǫ1 · 1
λ
log
(
1
λ
)
·
(
C0 · 1
83−a
· λ2a−5
)R′−1
and this is also less than Cλ2a−5 log(1/λ) by the choice of R′. This shows that
EQq
(
φ(T) | deg(o) =M ′) ≤ Cλ2a−5 · log(1/λ)
Thus, by the Markov inequality,
Qq
(
B51 | deg(o) =M ′
) ≤ Cλ2a−5 log(1/λ)
λ(2a−5)/2
< λ(2a−5)/4.
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2) Event B52 . Bounding as in (6.2),
EQq
(
ψ(T) | deg(o) =M ′) ≤M ′ · R
′∑
i=2
(2λ)2i · (C0M3−a)i−1
≤ ǫ1 1
λ2
log
(
1
λ
)
· λ3 ·
R′∑
i=2
(2λ)2i−3 ·
(
C0
(
1
8λ2
)3−a)i−1
< Cλ log
(
1
λ
)
,
since the exponent of λ inside the sum, 2i− 3− 2(3−a)(i− 1) = (2a− 4)i+3− 2a, is positive
when i ≥ 2. The desired bound now follows from the Markov inequality as above.
3) Event B53. For x ∈ T, x 6= o, let s(x) denote the neighbour of o in the geodesic from o to
x, and let T(x) be the subtree of T with vertex set
{o} ∪ {y ∈ T : the geodesic from o to y contains s(x)}
and edge set {{z, w} : z ∼ w in T, z, w ∈ T(x)}.
For B53 to occur, there must exist x ∈ ∪R
′
i=1S
i
R′,M so that {o} × [0, L1]↔ {x} × R+ inside
T(x)∩ TR′,M . For a fixed x, the probability of such a path is less than (L1 + 1) · (2λ)d(o,x) by
Lemma 5.1(iv.), since T(x)∩TR′,M is a tree in which all degrees are bounded byM . Summing
over all x, this yields
P λT
(
{o} × [0, L1]↔ ∪R′i=1 SiR′,M × R+
)
≤ (L1 + 1) · φ(T).
If B51 does not occur, then the right-hand side is less than (L1 + 1) · λǫ
′
1 = (λ−ǫ
′
1/2 + 1) · λǫ′1 .
Thus,
Qλq (B
5
3 | (B51)c) < λǫ
′
1/2 + λǫ
′
1 .
4) Event B54 . This is treated similarly to the previous event; here we use Lemma 5.1(vi) to
conclude that
Qλq (B
5
4 | (B52)c) < (L1 + 1) · λǫ
′
1 = λǫ
′
1/2 + λǫ
′
1 .
5) Event B55 . For i ≤ 0, let
Ei = {B(o, 1)× {i · 3 log(1/λ)} = B(o, 1)× {(i + 1) · 3 log(1/λ)} } .
These events are independent and, by Lemma 5.2,
Qλq (Ei | deg(o) =M ′) ≥ (1/4)e−16λ
2M ′ = (1/4)λ16ǫ1 = (1/4)λǫ
′
1/4. (6.17)
If B(o, 1)× {0} ↔ B(0, 1) × {L1}, then Ei cannot occur for
0 ≤ i ≤ ⌊L1/(3 log(1/λ))⌋ = ⌊λ−ǫ′1/2/(3 log(1/λ))⌋. (6.18)
Comparing (6.17) and (6.18), it is easy to see that Qλq (B
5
5) is smaller than any power of λ as
λ→ 0.
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6.4 Completion of proof for a > 3
Fix ǫ′2 > 0 with ǫ
′
2 < min
(
(4 log ν)−1, a− 3) and set ǫ2 = ǫ′218 ; this is the constant that
appears in the definition of M ′. Also define R′ = ⌈ǫ′2 log 1λ⌉ and L2 = λ−17ǫ2 log
1
λ . We will be
particularly interested in the contact process on BT(o,R
′) in the time interval [0, L2].
This time, our environment events correspond to violations of the properties required for
Lemma 5.3 to be applied:
B61 =
{|B(o,R′)| > λ−3} ;
B62 = {∃x ∈ T\{o} : d(o, x) ≤ R′, deg(x) > M}.
The first event involving the contact process is the existence of an infection path starting on
{o} × [0, L2] and reaching vertices at distance more than R′ from the root,
B63 = (B
6
1 ∪B62)c ∩
{{o} × [0, L2] ↔ B(o,R′)c × R+} ,
The second event is the infection surviving up to time L2 without leaving the ball B(o,R
′),
B64 = (B
6
1 ∪B62)c ∩
{
B(o,R′)× {0} ↔ B(o,R′)× {L2} inside B(o,R′)
}
.
Again we have {ξot 6= ∅ ∀t} ⊂ ∪4i=1B6i . We proceed to show that each of these event has
probability smaller than λδ, for some δ > 0.
1) Event B61 . Using Markov’s inequality,
Qq(B
6
1 | deg(o) =M ′) ≤ λ3 · EQq
(|B(o,R′)| ∣∣ deg(o) =M ′)
≤ λ3 ·R′ · EQq
(|{x ∈ T : d(o, x) = R′}| ∣∣ deg(o) =M ′)
≤ λ3 ·R′ ·M ′ · νR′
≤ λ3 · 2ǫ′2 log
1
λ
· 2ǫ2 1
λ2
log2
(
1
λ
)
· ν 14 log ν log 1λ < λ1/2
when λ is small.
2) Event B62 .
Qq(B
6
2 | deg(o) =M ′) ≤
R′∑
i=1
ǫ2
1
λ2
log
1
λ
· νi−1 · q(M,∞)
≤ λ2(a−2)−2 · log 1
λ
· νR′+1 < λ2a−6−2ǫ′ ;
by the choice of ǫ′2, 2a− 6− 2ǫ′ > 0, so we are done.
3) Event B63 . Assume (B
6
1 ∪B62)c occurs, so that T is such that |BT(o,R′)| ≤ λ−3 and, with
the exception of the root o, the degrees of all vertices in BT(o,R
′) are less than M . Recall
from the previous subsection (in the treatment of the event B53) the definition of T(x) for a
vertex x 6= o. Note that presently, for any x ∈ BT(o,R′), T(x) is a tree in which all degrees
are bounded by M .
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If {o} × [0, L2] ↔ BT(o,R′)c × R+, then there must exist x with d(o, x) = R′ so that
{o} × [0, L2] ↔ {x} × R+ inside T(x). For a fixed x, the probability of this is bounded by
(L2 + 1) · (2λ)R′ , by Lemma 5.1(iv.), so
P λT
({o} × [0, L2]↔ B(o,R′)c × R+) ≤ |{x : d(o, x) = R′}|·(L2+1)·(2λ)R′ ≤ λ−3·(L2+1)·(2λ)R′ ,
so that
Qλq (B
6
3 | (B61 ∪B62)c, deg(o) =M ′) ≤ λ−3 ·
(
λ−17ǫ2 log
1
λ + 1
)
· (2λ)ǫ′2 log 1λ ,
so, using the fact that ǫ2 =
ǫ′2
18 , we are done.
4) Event B64 . Again assume that (B
6
1 ∪B62)c occurs. For i ≥ 0, let
Fi =
{
B(o,R′)× {i · 100 log(1/λ)} = B(o,R′)× {(i+ 1) · 100 log(1/λ)}} .
These events are independent and, by Lemma 5.3,
P λT (Fi) ≥ (1/8)e−16λ
2M ′ = (1/8)λ16ǫ2 log(1/λ). (6.19)
If B(o,R′)× {0} ↔ B(o,R′)× {L2}, then Fi cannot occur for
0 ≤ i ≤ ⌊L2/(100 log(1/λ))⌋ = ⌊λ−17ǫ2 log(1/λ)/(100 log(1/λ))⌋. (6.20)
Comparing (6.19) and (6.20), it is easy to see that Qλq (B
6
4 | (B61 ∪ B62)c) is smaller than any
power of λ as λ→ 0.
7 Appendix: Proof of Theorem 1.3
Recall the definition of M(x,R,K) and N (x,R,K) in (4.1) and (4.2). We will also need
L(x,R) = {(x, 0)↔ B(x,R)c × R+} .
Lemma 7.1 For any ǫ > 0 and λ > 0 there exists K0 > 0 such that, for any K > K0,
Qλq
(
∞∩
i=K+1
N (o, a log2(i), i)
∣∣∣∣ deg(o) = K
)
> 1− ǫ. (7.1)
Clearly, it is enough to prove the above for λ small enough. This is done using Lemma 3.1(iii.)
and Lemma 3.2; since the proof is essentially a repetition of the ideas of Subsection 4.1, we
omit it.
The point of the following lemma is approximating the event {ξot 6= ∅ ∀t} on the infinite
tree T by events involving the contact process on a finite ball around the root, B(o,R).
Lemma 7.2 For any ǫ > 0, λ > 0 and R0 > 0, there exists R > R0 such that
Qλp,q (L(o,R))− ǫ < Qλp,q (ξot 6= ∅ ∀t) < Qλp,q
(N (o,R,R2))+ ǫ.
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Proof. Fix ǫ, λ and R0. The existence of R such that the first inequality is satisfied is a
direct consequence of {ξot 6= ∅ ∀t} = ∩∞r=1 L(o,R).
Let us now deal with the second inequality. For the process (ξot )t≥0, let σi be the first time
the infection reaches a vertex at distance i from the root, and Xi the vertex that becomes
infected at this time. Define Nk = inf{i : deg(Xi) > k}. Since
lim
k→∞
Qλp,q (Nk <∞ | ∃t : ξot = ∅) = 0 and
lim
r→∞
Qλp,q (Nk <∞, d(o,XNk ) < r | ξot 6= ∅ ∀t) = 1 for all k,
we can choose r0, k0 such that
Qλp,q(Nk0 <∞, d(o,XNk0 ) < r0) > Q
λ
p,q (ξ
o
t 6= ∅ ∀t)− ǫ.
Also assume k0 is large enough that (7.1) is satisfied when K = k0 − 1.
Choose k1 large enough that (r0 + a log2 k1)
2 < k1 and r0 + a log2 k1 > R0. We de-
fine the event N ′
(
XNk0 , a log2 k1, k1
)
as the event N
(
XNk0 , a log2 k1, k1
)
with time shifted
so that σNk0 becomes the time origin (so that the infection starts at the space-time point
(XNk0 , σNk0 )). By the definition of Nk0 and the choice of k0,
Qλp,q
(
N ′
(
XNk0 , a log2 k1, k1
)∣∣∣ Nk0 <∞, d(o,XNk0 ) < r0
)
≥ Qλq ( N (o, a log2 k1, k1) | deg(o) = k0 − 1) > 1− ǫ.
We have thus shown that, with probability larger than (1 − ǫ) (Qλp,q (ξot 6= ∅∀t)− ǫ), the
infection reaches a site XNk0 of degree larger than k0 and distance less than r0 from the root
and then, reaches a site y of degree larger than k1 and distance less than a log2 k1 from XNk0 .
All this occurs through infection paths through vertices whose distance from the root is never
more than R := r0 + a log2 k1, so that R > R0 and R
2 < k1 as required. Since ǫ is arbitrary,
the proof is complete.
Lemma 7.3 For any ǫ > 0, λ > 0 and (tn) with log tn = o(n), there exists R > 0 such that
lim inf
n→∞
Pλp,n
(
ξv1tn 6= ∅ | N (v1, R,R2)
)
> 1− ǫ.
Since the proof of this lemma requires several preliminary results, we will postpone it. With
Lemmas 7.2 and 7.3 at hand, we are ready for our main proof.
Proof of Theorem 1.3. Fix λ > 0, ǫ > 0 and (tn) with tn → ∞ and log tn = o(n). We will
write γ = Qλp,q (ξ
o
t 6= ∅ ∀t).
By Lemmas 7.2 and 7.3, we can choose R > 0 such that
Qλp,q (L(o,R))− ǫ < γ < Qλp,q
(N (o,R,R2)) + ǫ;
lim sup
n→∞
Pλp,n
(
ξv1tn = ∅ | N (v1, R,R2)
)
< ǫ2.
(7.2)
For the contact process with parameter λ on Gn, define:
Xn,i = I{ξvitn 6=∅}, Xn,i = IL(vi,R), Yn,i = IL(vi,R)c ∩ {ξvitn 6=∅}, 1 ≤ i ≤ n.
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Under Pλp,n, (Xn,1, . . . ,Xn,n), (Xn,1, . . . ,Xn,n) and (Yn,1, . . . , Yn,n) are exchangeable random
vectors with Xn,i ≤ Xn,i + Yn,i for each i and, by Proposition 1.2,
lim
n→∞
Pλp,n
(
Xn,1 = 1
)
= Qλp,q(L(o,R)) < γ+ ǫ;
lim
n→∞
Pλp,n (Yn,1 = 1) = 0;
lim
n→∞
Cov(Xn,1,Xn,2) = 0.
(7.3)
Using duality for the contact process, we have
Pλp,n
(
|ξVntn | > (γ+ 3ǫ)n
)
= Pλp,n
(
n∑
i=1
Xn,i > (γ+ 3ǫ)n
)
≤ Pλp,n
(
n∑
i=1
Xn,i > (γ+ 2ǫ)n
)
+ Pλp,n
(
n∑
i=1
Yn,i > ǫn
)
n→∞
−−−−→ 0
by (7.3).
We now define
Zn,i = IN (vi,R,R2), Wn,i = IN (vi,R,R2) ∩ {ξvitn=∅}, 1 ≤ i ≤ n.
Again, we get exchangeable random vectors and Xn,i ≥ Zn,i −Wn,i. By Proposition 1.2 and
(7.2),
lim
n→∞
Pλp,n
(
Zn,1 = 1
)
= Qλp,q
(N (o,R,R2)) > γ− ǫ,
lim sup
n→∞
Pλp,n (Wn,1 = 1) < ǫ
2,
lim
n→∞
Cov(Zn,1, Zn,2) = 0.
(7.4)
We then have
Pλp,n
(
|ξVntn | < (γ− 3ǫ)n
)
= Pλp,n
(
n∑
i=1
Xn,i < (γ− 3ǫ)n
)
≤ Pλp,n
(
n∑
i=1
Zn,i < (γ− 2ǫ)n
)
+ Pλp,n
(
n∑
i=1
Wn,i > ǫn
)
.
The first term in the right-hand side vanishes as n →∞; by Markov’s inequality, the second
term is less than
nEλn,p (Wn,1)
ǫn
≤ 2ǫ
2n
ǫn
= 2ǫ
when n is large. Since ǫ is arbitrary, the proof is now complete.
We now turn to the proof of Lemma 7.3. Let us first explain our approach. We want the
infection started at v1 to survive until time tn. Lemma 7.4 below guarantees that, to this end,
it is enough to show that the infection reaches a vertex of degree nδ. Lemmas 7.5 and 7.6
show that with high probability, there exists a “bridge” of vertices of increasing degree that
can take the infection from v1 to a site of degree larger than n
δ. In order to cross this bridge,
the infection needs some “initial strength”, which is provided by the event N (v1, R,R2) in the
conditioning in the probability in Lemma 7.3.
The following result was proved in [2] for tn = e
nβ , where β < 1. Applying the exponential
extinction time result of [12], it is easy to improve this to tn satisfying log(tn) = o(n).
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Lemma 7.4 For any δ, ǫ, λ > 0 and (tn) with log tn = o(n), we have
Pp,n
(
min
v∈Vn: deg(v)≥nδ
P λGn
(
ξvtn 6= ∅
)
> 1− ǫ
)
n→∞
−−−−→ 1.
In words: as n becomes large, the probability of the following converges to 1: the graph Gn
is such that, starting the λ-contact process with a single infection at any site of degree larger
than nδ, with probability larger than 1− ǫ the process will still be active by time tn.
In order to prove the two following lemmas, we describe an alternate, algorithmic con-
struction of the random graph Gn. Let d1, . . . , dn be independent with law p and, by adding
a half-edge to some vertex if necessary, assume that
∑n
i=1 di is even. We will match pairs
of half-edges, one pair at a time. Let H denote the set of half-edges. To start, we select a
half-edge h1 in any way we want and then choose a half-edge h2 uniformly at random from
H\{h1}. We then match h1 and h2 to form an edge. Next, we select a half-edge h3 from
H\{h1, h2}, match it to a half-edge h4 uniformly chosen from H\{h1, h2, h3}, and so on, until
there are no more half-edges to select. With a moment’s reflection, we see that the random
graph produced from this procedure is Gn.
Lemma 7.5 There exists κ = κ(a) > 0 such that, with probability tending to 1 as n → ∞,
no cycle is formed when less than nκ matchings of half-edges are made.
Proof. Let σ = 14(a−1) , κ =
a−2
9(a−1) . Define
A =


n∑
i=1
di >
nµ
2
, |{i : di > nσ}| > n1−2σ(a−1),
∑
i: di>nσ
di ≤ n1−
σ
2
(a−2)

 .
Using the Law of Large Numbers, (2.1) and (2.2), we get Pp,n(A)→ 1 as n→∞. Assume A
occurs and we have matched j pairs of half-edges, with j < nκ. Let J be the set of vertices
associated to half-edges that were matched; we have |J | ≤ 2j < 2nκ < n1−2σ(a−1) = √n since
κ < 1/2. Suppose we now choose a half-edge uniformly at random from the set of half-edges
that have not yet been matched. The probability that the chosen half-edge belongs to a vertex
that is not in J is ∑
i: vi /∈J
di∑n
i=1 di − 2j
= 1−
∑
i: vi∈J
di − 2j∑n
i=1 di − 2j
≥ 1−
∑
i: vi∈J
di
nµ/4
since
∑n
i=1 di > nµ/2 and j << n. Since |{i : di > nσ}| > |J |, the right-hand side is larger
than
1−
∑
i: di>nσ
di
nµ/4
> 1− n
1−σ
2
(a−2)
nµ/4
= 1− 4
µn
σ
2
(a−2)
.
So the probability of forming a cycle in ⌊nκ⌋ matchings is less than nκ · 4
µn(σ/2)(a−2)
n→∞−−−−→ 0
since κ < σ2 (a− 2).
Lemma 7.6 There exists δ = δ(a) > 0 such that the following holds. For any ǫ > 0, there
exists K0 such that, for any K > K0 and n large enough,
Pp,n
(
⌈nδ⌉∩
k=K
M(x1, a log2 k, k)
)
> 1− ǫ.
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Proof. Let κ be as in the above lemma; set δ = κa and Nn = ⌈nδ⌉. Define the event
A′(K) =
Nn∩
k=K
{∑
i: di≥k
di∑n
i=1 di
>
1
ka−1
}
.
We have
Pp,n(A
′(K)) ≥ 1− Pp,n
(
n∑
i=1
di > 2nµ
)
−
Nn∑
k=K
Pp,n

 ∑
i: di≥k
di ≤ 2nµ
ka−1

 .
For fixed k, we have
Pp,n

 ∑
i: di≥k
di ≤ 2nµ
ka−1

 ≤ Pp,n
(
|{i : di ≥ k}| ≤ 2nµ
ka
)
.
Now, letting X ∼ Bin(n, p[k,∞)), the probability in the right-hand side is less than
P (X ≤ 2nµ/ka) ≤ e−c nka ;
by (2.1) and (3.1). We have thus shown that lim inf
n→∞
Pp,n(A′(K)) ≥ 1−
∑Nn
k=K e
−cnk−a > 1− ǫ
when K is large enough. Fix one such K.
We now start matching half-edges; we first match all half-edges incident to v1, then the
half-edges incident to the neighbours of v1, and so on. We continue until either a cycle is
formed with the edges that we have built (call this a failed exploration) or we have revealed
more than nκ vertices (a successful exploration). By the above lemma, as n →∞, with high
probability we have a successful exploration. We remark that, since all vertices have degree
larger than 2, in a successful exploration we reveal at least 2i vertices at distance i from v1,
for 0 ≤ i ≤ ⌊log2 nκ⌋.
Assume A′(K) occurs and let k ∈ [K,Nn]. If at some point in the exploration, j
matchings have already been made and no vertex of degree larger than k has been found,
then the probability that the next revealed vertex has degree larger than k is larger than(∑
i: deg(vi)≥k
di
)
/ (
∑n
i=1 di − 2j) ≥ k−(a−1). Thus,
Pp,n
(M(v1, log2 k, k) ∣∣ A′(K) ∩ {Successful exploration})
≥ Pp,n
(
A vertex of degree larger than k is
found in ka steps in the exploration
∣∣∣∣ A′(K) ∩
{
Successful
exploration
})
≥ 1− (1− k−(a−1))ka ≥ 1− e−k.
This completes the proof.
Proof of Lemma 7.3. Fix ǫ, λ and (tn) as in the statement of the lemma. Since for R large
enough, lim
n→∞
Pλp,n
(N (v1, R,R2)) = Qλp,q (N (o,R,R2)) > 12 Qp,q (ξot 6= ∅ ∀t) > 0, the lemma
will follow if we prove that for R large enough,
lim sup
n→∞
Pλp,n
(N (v1, R,R2) ∩ {ξv1tn = ∅}) < ǫ. (7.5)
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Recall that, if N (v1, R,R2) occurs, then there exist y∗, t∗ so that d(v1, y∗) < R, deg(y∗) > R2
and
|ξ
v1
t∗
∩ B(y∗,1)|
|B(y∗,1)| >
min(λ,λ0)
16e . So, to prove (7.5) it suffices to prove that for R large enough,
lim inf
n→∞
Pp,n

 for all y∗ ∈ B(v1, R) with deg(y∗) > R2,
|ξ0 ∩ B(y∗,1)|
|B(y∗,1)| >
min(λ,λ0)
16e =⇒ P λGn
(
ξy
∗
tn 6= ∅
)
> 1− ǫ

 > 1− ǫ. (7.6)
Also, it is enough to prove (7.6) under the assumption that λ is small enough, so we take
λ < λ0, where λ0 is as in Lemma 3.2.
Fix δ > 0 and K0 corresponding to ǫ/2 in Lemma 7.6. Then take K ≥ K0 such that
2
∞∑
k=K
e−c1λ
2k <
ǫ
3
, k >
3
c1
·
(
1
λ
log
1
λ
)
· 2a log2(k + 1) ∀k ≥ K. (7.7)
Next, choose R > 0 such that
2e−c1λ
2R2 <
ǫ
3
, R2 >
3
c1
· 1
λ2
log
1
λ
· (R+ a log2K). (7.8)
Now define the events for the graph Gn:
B1 =
{
min
v∈Vn: deg(v)≥nδ
P λGn
(
ξvtn 6= ∅
)
> 1− ǫ
3
}
; B2 =
⌈nδ⌉∩
k=K
M(v1, a log2 k, k)
By Lemma 7.4 and the choice of K0, when n is large enough we have Pp,n(B1∩B2) > 1−ǫ.
Assume B1∩B2 occurs and fix y∗ with deg(y∗) > R2 and d(v1, y∗) < R; let us now prove that,
if |ξ0∩B(y
∗,1)|
λ·|B(y∗,1)| >
1
16e , then P
λ
G(ξ
y∗
tn 6= ∅) > 1−ǫ. Since B2 occurs, we can take z∗K , z∗K+1, . . . , z∗⌈nδ⌉
such that deg(z∗k) ≥ k, d(v1, z∗k) ≤ a log2 k. Now, by (7.7) and (7.8),
deg(y∗) >
3
c1
· 1
λ2
log
1
λ
· d(y∗, z∗K) and deg(z∗k) >
3
c1
· 1
λ2
log
1
λ
· d(z∗k , z∗k+1) for all k ≥ K,
so Lemma 3.2 can be used repeatedly to guarantee that the infection is transmitted from y∗,
through z∗K , z
∗
K+1, . . . until z
∗
⌈nδ⌉
with probability larger than
1− 2e−c1λ2 deg(y∗) − 2
⌈nδ⌉∑
k=K
e−c1λ
2 deg(z∗k) > 1− 2
3
ǫ,
To conclude, by the definition of B1, the infection then survives until time tn with probability
larger than 1− ǫ.
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