ABSTRACT This paper presents a non-orthogonal multiplexing scheme using the concept of rateless coding for a downlink broadcast scheme with two users. The proposed approach does not require the inclusion of successive interference cancellation (SIC) techniques for signal detection when compared to the powerdomain non-orthogonal multiple access (PD-NOMA) schemes. In various user pair scenarios, it is shown that the proposed scheme not only enhances the user transmission rate but also reduces the overhead required for reliable transmissions when compared to PD-NOMA-based schemes. To further enhance the error performance when considering both unconstrained and constrained inputs, a code design algorithm is proposed based on the transmission rate analysis. It is shown that the designed rateless multiplexing schemes achieve error performances that accurately approach the predicted performance limits.
I. INTRODUCTION
In a downlink communication scenario, where a base station is employed to deliver different messages to multiple recipients, conventional orthogonal multiple access (OMA) approaches, in which each user is assigned to a specific orthogonal communication resource, can be adopted for signal transmission. An OMA approach can help to either avoid or mitigate the interference between users. However, as the number of users increases, the complexity level grows significantly when attempting to orthogonalize a large number of communication resources. On the other hand, the superposition coding (SC) technique reported in [1] allows a single transmitter to simultaneously deliver messages for multiple recipients by utilizing the same communication resources. Although the SC approach introduces interference between users, the spectral efficiency could be notably increased, depending on the channel conditions of users. It is also revealed in [1] that a non-orthogonal approach has the The associate editor coordinating the review of this manuscript and approving it for publication was Yi Fang.
potential to achieve the capacity of a broadcast channel (BC), once an optimal receiver is used.
Recently, the SC technique has been realized and considered as a candidate for the fifth-generation mobile communication [2] - [5] . On the transmitter side, by allocating different levels of transmission power to users based on their channel conditions, user messages can be superposed and broadcasted by the base station using the same communication resources. On the receiver side, successive interference cancellation (SIC) techniques can be utilized to mitigate the interference from other users in order to extract its own messages. Accordingly, the sum rate of the entire system can be optimized by carefully devising the power allocation strategy. For a multiple-user system, the combination of the SC technique with the SIC-based detector is known as the power-domain non-orthogonal multiple access (PD-NOMA) scheme, as outlined in [6] and [7] . Performance analysis and power allocation designs for PD-NOMA schemes have been presented in [8] - [13] . In addition, an investigation into the superiority of the NOMA technique when compared to conventional OMA schemes can be found in [14] and [15] . It was illustrated that the sum rate performance of the PD-NOMA scheme is enhanced compared to that of OMA-based schemes, regardless of any disparity in channel gain between users. Consequently, when considering the demand of high spectral efficiency and massive connectivity, the PD-NOMA scheme is more suitable than an OMA scheme.
For the SC technique realized based on a PD-NOMA scheme, an assumption is that the users with distinctive differences in path-loss should be paired together, which is known as user pairing [16] - [19] . However, the number of available user pairs in a cell may be limited, and hence reduces the achievable spectral efficiency of the SC technique [7] . In addition, in cases where the users are close to each other, path-loss parameters for different users would be similar. To achieve an equal service for users, the signals from user pairs are superposed together with very little difference in power, and, hence, result in difficulties when performing the SIC detection on the receiver side.
Moreover, considering a binary-input AWGN channel, it is shown in [20] that, when considering a wide range of SNR values, rateless physical-layer Raptor codes [21] , [22] are able to provide a much more robust throughput performance in comparison to incremental-redundancy-based HARQ schemes employing fixed-rate LDPC codes. Consequently, Raptor codes are suitable for application to distributed wireless networks, since they allow the transmitter to adapt the data rates to the quality of the channel realizations, and require no channel statistics at the transmitter [23] , [24] . Recently, two important papers have been proposed that inspire a different viewpoint for the nonorthogonal multiplexing method. It is shown in [25] that using rateless coding provides a significant throughput gain when compared to the use of fixed-rate coding, not only for the typical user, but also for all of the users in the cellular network. In addition, when considering a downlink scheme based on a Rayleigh fading channel, it is shown in [26] that rateless coding using constant power performs much better in the moderate to high coverage regime relative to fixed-rate codes that employ power control. As a result, using physical layer rateless coding is able to simplify the role of power control in an adaptive transmission scheme. Consequently, in this paper, we propose a multiplexing scheme, which is referred to as the rateless coded multiplexing for downlink transmission (RCM-DT), based on the perspective of physical-layer rateless coding. The main contributions/results of this paper can be summarized as:
1) While the PD-NOMA scheme superposes the user data at the modulation level, the proposed RCM-DT scheme combines the data at the channel coding level. Consequently, the inclusion of the SIC detector can be avoided in the proposed scheme. Exploiting the feature of rateless coding, the RCM-DT scheme has the capability of managing multiple wireless links in a variety of channel conditions. 2) An investigation into the transmission rate is conducted, where both unconstrained and constrained input constellations are considered. An algorithm that is used to estimate the transmission rate of the RCM-DT scheme is proposed. It is revealed that the proposed RCM-DT scheme outperforms the Raptor-coded PD-NOMA scheme in transmission rate performances. 3) Through the investigation of overhead and bit error rate (BER) performances, it is shown that the proposed RCM-DT scheme is superior to that of the PD-NOMA scheme, not only in cases where users are in close proximity, but also in situations when the users are distant from each other. 4) To further enhance the overhead performance, an optimization algorithm for the degree distributions of the proposed RCM-DT scheme is proposed. 5) For the schemes using the designed parameters, it is shown that the gaps between the curves for the two UEs can be narrowed. In addition, the overhead performance is improved and very close to the performance limit for both AWGN and Rayleigh fading channels. The remainder of this paper is organized as follows: a review of Raptor coding is presented in Section II, followed by an overview of the considered downlink environment and PD-NOMA scheme. Section III provides a description of the proposed scheme together with an investigation into transmission rates. An analysis of the overhead and BER performances is given at the end of Section III. The code design algorithm and the corresponding results are presented in Section IV. Lastly, Section V concludes this paper.
Notation: CN (0, σ 2 ) denotes the zero-mean, σ 2 -variance, circularly symmetric complex Gaussian distribution. E[·] is the expectation operation. A boldface lowercase letter denotes a vector or a sequence.
II. PRELIMINARIES A. REVIEW OF RAPTOR CODING
Raptor codes [21] are realized by concatenating an outer low-density parity-check (LDPC) code with an inner Luby Transform (LT) code [27] . The encoding process for the LT code is to randomly exclusive-or d LDPC code bits, which are also denoted as variable nodes (VNDs) of the LT encoding graph, into a single LT code bit, which is also denoted as a check node (CND) of the LT encoding graph. Consequently, we let d denote the degree of an LT code bit. The fraction of the LT code bits with degree d is denoted as d . Consequently, for the CNDs of an LT code, we can define a degree distribution polynomial (x) = From the check-node degree distributions (x) and ω(x), the average CND degree β can be computed as β =
. In contrast, it is noted that the VND degree distribution (x) is a Poisson distribution which is characterized by the parameter α denoted as the average VOLUME 7, 2019 VND degree. Accordingly, the distribution (x) can be approximated to e α(x−1) [22] . The value of α can also be computed as
For the Raptor decoding, at the -th iteration of an LT decoder, a message sent from VND v to CND c is denoted as m v→c . Similarly, a message sent from CND c to VND v is denoted as m c→v . Let L M ,e denote the detected channel loglikelihood ratio (LLR) value of CND c. For the first iteration, a VND v sends m 1 v→c = 0 to all the connected CNDs c. For the subsequent iterations, the update rules are:
where N (v) and N (c) denote the sets of neighbors connected to nodes v and c, respectively. Once the LT decoding has been completed, the message m v for each VND can be obtained by summing all the messages from the adjacent check nodes, i.e.,
m v is regarded as the intrinsic LLR value for the LDPC code bit v, and used as the input to the LDPC decoder, in which the sum-product algorithm (SPA, [28] ) is employed.
B. OPTIMIZATION FOR LT DEGREE DISTRIBUTIONS
In [29] - [32] , the approach for optimizing the LT degree distribution over an AWGN channel is investigated based on mutual information (MI) evolutions. A near-capacity code can be obtained by using a linear programming (LP) optimization process that includes several MI constraints. For a symmetric Gaussian distributed LLR value with a mean
and a variance σ 2 , the MI value can be calculated using the J function:
At the -th iteration, the average MI for the LLR value that is passed from a CND to a VND is given by [29] 
where σ 2 0 = 4/σ 2 c , and σ 2 c denote the noise variance of the channel. In addition, the averaged MI for the LLR value that is passed from a VND to a CND can be written as
By substituting (5) into (4), I c→v can be expressed as a function of the previous I −1 c→v value, i.e., I c→v φ(I −1 c→v ).
After the LT decoding has been completed, the MI for the LDPC code bits (LT VNDs), denoted as I V , is given by
To successfully recover the information bits, the I V value is required to be larger than a given threshold value I LDPC , which is regarded as the decoding capability of the LDPC code [31] . In order to achieve the maximum code rate R ≡ K N of an LT code, where K is a fixed number of VNDs (LDPC code bits) while N is a variable number of CNDs (LT code bits), the degree distribution ω(x) can be optimized by using the LP process. Since the total number of edges connected to both the VNDs and the CNDs are equal, i.e.,
, in which D denotes the set which contains all possible degree values of ω(x). Consequently, for a given α value, the optimization process for the degree distribution of the LT code can be formulated in the LP form as
The constraints I c→v > I −1 c→v + ζ (I −1 c→v ) and ζ (I −1 c→v ) > 0 indicate that the MI value obtained from the next iteration should be greater than the current MI value. The optimization process is performed conditioned on different given values of α so as to obtain the maximum rate and the corresponding ω(x) polynomial.
C. DOWNLINK BASEBAND BC MODEL WITHIN A CELL
The downlink multiplexing scenario within a cell considered in this paper consists of a base station (BS) and two user equipments (UEs). Each device is equipped with a single transmit (receive) antenna. At the BS, the information bits for different users are encoded and modulated, and then broadcast to the UEs. The received signal y i at UE i can be written as:
where s denotes the modulated M -ary baseband signal, h i denotes the channel coefficient of the wireless link between the BS and the i-th UE, and w i denotes the noise component. We also denote d CS as the size of a cell and d BU,i as the distance between the BS and UE i. We also let d CS = 1, 0 ≤ d BU,i ≤ 1 and, without loss of generality, d BU,i ≤ d BU, i+1 .
In this work, two channel models are examined: the AWGN channel and the fast Rayleigh fading channel. For the AWGN channel, h i = 1 and the noise components w i is CN (0, 1/γ i ) distributed, where γ i denotes the signal-to-noise ratio (SNR) factor. In contrast, for a fast Rayleigh fading channel with path loss, the complex fading coefficient h i is distributed according to
and is changed in each channel usage, where τ denotes the path-loss coefficient [36] and is set to 3 in this study. In addition, the noise component w i is CN (0, 1) distributed.
D. THE PD-NOMA SCHEME
The SC scheme with an SIC detector, which was realized in [3] , is known as the PD-NOMA scheme. The BS broadcasts a symbol s = √ P 1 s 1 + √ P 2 s 2 to all users, where symbols s 1 and s 2 carry information for UE 1 and UE 2, respectively, and E[|s i | 2 ] = 1, i = 1, 2. The notation P i denotes the transmit power for UE i, where i P i = P, P i = a i P, and the parameter a (a 1 , a 2 ) is defined as the transmit power profile with the assumptions 0 ≤ a i ≤ 1 and i a i = 1.
Assume that UE 2 is a user near the cell edge. We may set P 2 > P 1 , and hence the data symbolŝ 2 can be directly detected from y 2 by treating h 2 √ P 1 s 1 + w 2 as the noise component. In addition, if we assume UE 1 to be a user near the cell center, the SIC detector can be adapted to first detect s 2 from y 1 , and then detectŝ 1 from y 1 − h 1 √ P 2ŝ2 . Note that the power values P 1 and P 2 can be arranged in a manner that enables the throughput performance to be adjusted. Power allocation techniques that are designed to improve the throughput and sum rate performances of a PD-NOMA system have been investigated in [9] - [12] . However, to the best of our knowledge, there is no open literature related to the combination of Raptor coding and the PD-NOMA scheme in a downlink BC environment. As a fair benchmark, in this study, we also construct the downlink PD-NOMA scheme concatenated with outer Raptor codes. The block diagram for the encoding and modulation process at the BS is depicted in Fig. 1(a) , in which the data for an individual UE i is denoted as u i , i = 1, 2. Fig. 1(b) shows the superposition of two standard QPSK constellations for UE 1 and UE 2, in which two different transmit power values P 1 and P 2 are respectively utilized. As a reference, Fig. 1(d) illustrates the standard 16QAM constellations based on a transmit power P. In Fig. 1(d) , the minimum distance is fixed at 2 √ P/10 for the closest two signal points. In contrast, in Fig. 1(b) for the PD-NOMA scheme, the minimum distance d min = min{
√ 2P 2 } varies with respect to the transmit power. It can be verified that for the cases of P 1 ≈ P 2 , the minimum distances become very small. In these cases, from the SIC perspective, it would be difficult to separate the signals for UE 1 and UE 2 with some constellation points merging together and close to the zero. Consequently, a higher error rate is induced when considering the combined constellations in the PD-NOMA scheme if the transmit power factor is not well designed.
III. THE PROPOSED RCM-DT SCHEME
In this paper, the RCM-DT scheme is proposed in order to compensate the limitations of PD-NOMA schemes. Different from the concept of the PD-NOMA scheme which superposes the UE signals at the modulation level using different transmit VOLUME 7, 2019 power values, a joint encoding mechanism is employed to accomplish the requirements of multi-user multiplexing by superposing the UE data at the channel coding level. In the following discussion, the concept of the proposed RCM-DT scheme is introduced in Section III-A. The transmission-rate analysis is then given in Section III-B. Finally, an investigation into the overhead and BER performance is presented in Section III-C.
A. SYSTEM DESCRIPTION
As shown in Fig. 1(c) , the encoder in the BS jointly encodes u 1 and u 2 to yield the multiplexed codeword v M . In the first encoding stage, u i is encoded to the LDPC codeword v i . In the second stage, a rateless multiplexing operator selects code bits from both v 1 and v 2 to yield the multiplexed codeword v M . The codeword v M is then modulated using a standard constellation, e.g., the 16QAM signal constellation given in Fig. 1(b) , and broadcast to all UEs. At the UEs, the soft maximum a posterior (MAP) detector [37] firstly computes the LLR values for the v M code bits. For the bitlevel demultiplexing on the LT check nodes, rather than generating all the LLR values for both v 1 and v 2 , i.e., the LLR values sent from the LT check nodes (LT code bits) to the LT variable nodes (LDPC code bits), only the LLR values for v i are generated at UE i. With the LLR values for v i at hand, UE i uses an LDPC decoder to decode its binary data sequence u i . As a result, based on the concept of the MAP detector, not a single SIC operator is required in the proposed RCM-DT scheme. It is worth mentioning that although iterative detection and decoding may potentially improve the error performance, we choose to perform the signal detection only once so as to simplify the system design. In other words, the LT check nodes do not return a priori LLR values to the MAP detector for the re-detection process.
To fulfill the different performance requirements desired for users, a variety of protection levels are introduced into the multiplexing procedures in the RCM-DT scheme, and the parameter ξ i is defined as the percentage of edges originating
Accordingly, the required protection levels for the different UEs can be realized based on the edge differences. We hence define ξ = (ξ 1 , ξ 2 ), 2 i=1 ξ i = 1, as the protection profile of the proposed RCM-DT scheme.
Lastly, it is noted that in 3GPP Release 13 [38] , several multiuser superposition schemes called 3GPP multiuser superposition transmission (MUST) were investigated. In the three different MUST categories (please refer to [38] for further details), the ''bit-level superposition'' techniques divide the labeling bits of the modulation signals into two groups, which are then assigned as Far and Near UEs. Consequently, the Far and Near UEs utilize different labeling bits for transmission, according to the reliability levels of the labeling bits. However, in the proposed RCM-DL, each labeling bit is produced by using code bits for both users, according to the defined LT degree distribution and protection profile. In other words, the multiplexing process is performed before the bit labeling.
B. ANALYSIS OF THE TRANSMISSION RATE
In this subsection, by observing the iterative transfer of the extrinsic information from VNDs and CNDs, the maximum transmission rate of the RCM-DT scheme can be evaluated conditioned on a given degree distribution . Fig. 2(a) illustrates the factor graph for the proposed RCM-DT scheme. In this figure, v i denotes the LDPC codeword of UE i, while c denotes a CND of v M that has a node degree distribution . To compute the MI value I c→v i , we firstly introduce the split edge degree distribution ω i,d of the CND, which represents the fraction of edges from v i which are connected to a degree-d CND. Using both and the predefined protection profiles ξ = (ξ 1 , ξ 2 ), the split CND degree distributions can be expressed as
1) MI FORMULAS
where
The MI for the LLR values sent from CND c to VND v i indicated in Fig. 2(b) can be computed from
, and σ 2 i denotes the variance of the soft outputs from the detector at UE i. Similarly, the MI for the LLR values sent from VND v i to CND c, can also be calculated from the split edge degree distribution of the VND
and is given by
where the degree distribution of the VND
After MAX LT iterations, the MI for the outer LDPC code bits for UE i can be written as
2) THE PROPOSED ALGORITHM FOR EVALUATING THE MAXIMUM TRANSMISSION RATE
To efficiently compute the maximum transmission rate for the RCM-DT scheme, although the codewords with variable code lengths are received in different transmission frame, we assume a multiplexed codeword received by both UEs with a fixed code length of N . In addition, we denote K i as the LDPC codeword length for UE i. Consequently, the calculation of the maximum transmission rates is identical to the search of the maximum feasible values of K i which leads to reliable decoding for both users. Accordingly, the transmission rates can be expressed as
To evaluate the values of K i , we begin with the computation of I V ,i values based on the input channel MI value I ch,i and the given K i and N values. After the MI values between the VND and the CND are iteratively calculated using (10)-(13) for a sufficient number of iterations MAX , I V ,i can be computed using (14) , and should be verified whether it is greater than a predefined threshold value I LDPC,i , which guarantees that the original data can be successfully recovered using the outer LDPC decoder. It is noted that at UE 1, we only compute the value of I V ,1 using I ch,1 , and do not compute the value of I V ,2 . Similarly, at UE 2, we only compute the value of I V ,2 using I ch,2 , and do not compute the value of I V ,1 . If both I V ,1 and I V ,2 are greater than the threshold values I LDPC,1 and I LDPC,2 , respectively, we record the K i values as well as the corresponding transmission rates R i = R LDPC K i /N , i = 1, 2. After the exhaustive search is completed, a large number of feasible rate pairs (R LDPC K 1 /N , R LDPC K 2 /N ) can be identified, and the pair that can produce the maximum sum rate, R sum = R 1 +R 2 , will be selected. The detailed algorithm is given in Algorithm 1.
3) NUMERICAL RESULTS
In the following, we demonstrate the transmission rate analysis for the proposed RCM-DT scheme and the PD-NOMA scheme described in Section II-D considering both the AWGN and the Rayleigh fading channel environments. For the AWGN channel, we let 1 = 5 dB and 2 = 3 dB, while for the Rayleigh fading channel, we let the transmit power 
while 1 ≤ ≤ MAX do 5: Compute I c→v 1 , I c→v 2 using (10)- (13) 6:
end while 8: Compute I V ,i using (14) 9:
If I V ,1 ≥ I LDPC,1 at UE 1 and I V ,2 ≥ I LDPC,2 at UE 2, record R i = R LDPC K i /N 10:
end while 12 : other within a cell range. In contrast, the distance settings for the Rayleigh fading channel imply the case that the UEs are far from each other within in a cell range. An LT code with a degree distribution , which is used in [22] and demonstrated in Table 1 , is constructed, and the length of the codeword is set to 40000. Fig. 3 illustrates the transmission rate performance for both schemes over the AWGN channel. For the PD-NOMA scheme, it is noted that following the analysis provided in [33] and [34] , the theoretical curves for the transmission rate when considering both the Gaussian codebook (unconstrained input) and the non-standard 16QAM constellation (constrained input) are respectively plotted in Fig. 3 , based on the assumption of perfect SIC detection. In contrast, we use the cross markers to indicate the transmission rates for the PD-NOMA scheme based on a practical SIC detection. The term ''practical'' here indicates that an experiment is configured to emulate the PD-NOMA modulation and demodulation process. The transition probability of the channel was simulated and calculated, and then applied to the MI formulas derived based on the results reported in [33] and [34] . It is revealed that degradations in transmission rate can be observed when considering the detection errors in the SIC detection process.
For the proposed RCM-DT scheme using the standard 16QAM constellation, the channel constant term f 1 depicted in (10) and (11) is calculated according to f 1 = J −1 (1 − I E,DET ), where I E,DET denotes the extrinsic information generated from the detector, and can be acquired using the method proposed in [39] . Considering a practical detection process as well, the proposed RCM-DT scheme is able to achieve higher transmission rates, when compared to those of the PD-NOMA scheme.
Lastly, Fig. 4 illustrates the transmission rate performances when considering Rayleigh fading channels. The constrained input capacities over the fading channel are calculated by averaging the fading coefficients, in a similar approach to that adopted in [35] . In this figure, a trend similar to that for the case of the AWGN channel can be observed. It is noted that Algorithm I is proposed to calculate the maximum transmission rate of the RCM-DT scheme based on a specific protection profile ξ . Although the values of ξ and the transmit power profile a are adjusted manually for the two channel environments and have not been carefully optimized, the proposed RCM-DT has been shown to potentially provide improved performances in transmission rate. The issue for the design of the two parameters will be described in detail in Section IV. 
C. TRANSCEIVER ARCHITECTURE AND OVERHEAD/BER PERFORMANCE
In this subsection, we devise the transmission and reception process for the RCM-DT scheme. Since the channel conditions vary in the two different channel links, the decoding process for one of the UEs might be accomplished earlier than the other. Consequently, as shown in Fig. 5 , the entire transmission and reception process can be divided into two phases. Initially, the BS serves both UEs and operates in the Multiplexing Phase. Once either of the UEs successfully decodes its own data sequence, the BS switches to the Singlelink Phase, and serves the remaining UE. Following a similar analysis given in [21] , [22] , the efficiency of rateless-coded schemes can be evaluated by using the overhead performance. The overhead value for UE i can be defined as: Overhead = Number of symbols being transmitted k bits/ log 2 (M ) bits , where k denotes the number of information bits for the UE. Consequently, the devised transmission process for the proposed RCM-DT scheme considering two users is introduced as follows.
1) TRANSMISSION AND RECEPTION PROCEDURES
Step 1. The BS jointly encodes u 1 and u 2 to yield the codeword v M based on a degree distribution and a protection profile ξ . The multiplexed code bits in v M are modulated to a symbol sequence using standard modulation signals, and then broadcast to all UEs using a transmit power P.
Step 2. UE i receives and generates the bit-wise LLR values of v M , and then performs the LT-decoding process to compute the LLRs values for v i . Subsequently, UE i performs the LDPC-decoding process to recover u i . If UE i successfully decodes u i , it sends an ACK signal back to the BS.
Step 3. As a result, if UE j, j = i, still requires additional coded symbols to accomplish the decoding process, the BS will encode and modulate additional symbols for UE j using the same distribution and a different protection profile ξ , and then transmit them to UE j.
Step 4. If the decoding processes for all the UEs are accomplished, the entire transmission process terminates and waits for information for the next transmission. In Step 3, If UE i is able to accomplish the decoding process before UE j, an intuitive scenario used by the BS is to generate additional multiplexed code bits for UE j by solely using u j , which can be achieved by setting ξ j = 1 and ξ i = 0. However, it is notable that from the view point of UE j, setting ξ i to 0 may not be the best approach since the multiplexed code bits v M received in the Multiplexing Phase for UE j contain the information from v i , which might not have yet been correctly decoded and may not be perfectly known at the receiver of UE j. Consequently, if the transmit symbols in the Single-link Phase contain no information from v i , i.e., setting ξ i = 0, this information can-not be decoded and cancelled, and, hence, impede the decoding for u j . As a result, it will be shown in the following subsection that an error floor is observed in the BER performance for the UE j. In this paper, we term this phenomenon the residual interference effect (RIE). In order to avoid RIE, ξ i is required to be set to a small but positive value.
As a benchmark system, we also devised the rateless transmission and reception process, and constructed a Raptorcoded PD-NOMA scheme so as to achieve a fair comparison. Similar to the RCM-DT scheme, two phases are also considered for the transmission function in the Raptor-coded PD-NOMA scheme, and feedback signals are also utilized, in the same approach as that adopted in the RCM-DT scheme. Recalling Figs. 1(a) and 1(b) , in the Multiplexing Phase, the BS firstly modulates two Raptor-coded symbol sequences from both users based on the PD-NOMA technique, and then broadcasts the multiplexing symbols to all UEs. After one of the UEs, say UE i, successfully decodes and recovers its data sequence using a Raptor decoder, the process switches to the Single-link Phase. In this phase, different from the RIE of the RCM-DT scheme, the scenario in which the non-standard 16QAM constellation is considered based on a different transmit power profile a = (a i , a j ), where a j a i > 0, could be an inappropriate approach. Following the concept of the PD-NOMA demodulation process, signals from other UEs should be regarded as noise components. As a result, the higher the transmit power we give, the larger the noise power we will receive. Consequently, a better strategy is to apply the full transmit power to generate the coded symbols for UE j in the Single-link Phase. As a result, for the simulations considered in this paper, the proposed RCM-DT scheme employs the standard 16QAM constellation in both phases, whereas the Raptor-coded PD-NOMA scheme employs a non-standard 16QAM constellation in the Multiplexing Phase, while transmits standard 16QAM symbols to UE j using all the available transmit power P in the Single-link Phase.
2) NUMERICAL RESULTS
In Figs. 6-9, the length of both u 1 and u 2 is set to 2763 bits. An LDPC code with a VND degree 4 and rate 0.921 is used as the precode, and the LT code degree distribution obtained from [22] , which is listed in Table 1 , is adopted. into the coded bits for the remaining UE in the Single-link Phase. In contrast, when considering ξ b = (0.1, 0.9) or (0.9, 0.1), a small portion of interference components have been added into the multiplexed code bits. In this figure, it can be observed that if no interference components are added, as in the case of using ξ a , an error floor exists in the curve of UE 2, which means that UE 2 requires more additional symbols to complete the decoding process, when compared to the cases of using ξ b . We also demonstrate the case where the same value of ξ is retained for the Single-link Phase as in the Multiplexing Phase, i.e., ξ c = ξ . It can be observed that utilizing different values for the protection profile in the two phases leads to a significant improvement in the overhead performance. Accordingly, for the remaining simulations in this subsection, ξ is set to (0.1, 0.9) or (0.1, 0.9) for the encoding process of the BS in the Single-link Phase. Figs. 8 and 9 demonstrate the comparison of the overhead performances between the proposed RCM-DT and the benchmark Raptorcoded PD-NOMA scheme, when considering the AWGN and Rayleigh fading channels, respectively. In Fig. 8 , the SNR settings are 1 = 10 dB and 2 = 6 dB. The intention of this figure is to demonstrate the situation where the two users are at a moderate distance from each other. In contrast, in Fig. 9 , d BU,1 = 0.2, d BU,2 = 0.8, and the transmit power P is set as 10 dB. This corresponds to a scenario where one of the users is located near the center of the cell and the other is located near the edge of the cell area. It is noted that the values of ξ and a are also adjusted manually to cope with the channel conditions. From these figures, it can be observed that the RCM-DT scheme provides improvements in error performance for both users when compared to the Raptor-coded PD-NOMA scheme under different environment settings.
IV. OPTIMIZATION FOR THE RCM-DT SCHEME
The degree distribution significantly affects the performance of the RCM-DT scheme. In this section, we present a design algorithm for , together with the selection of ξ , for the proposed RCM-DT scheme. The main concept of the optimization process algorithm is described in Section IV-A. In addition, the MI formulas involved in the RCM-DT decoding factor graph, as well as the detailed search algorithm, are described in Section IV-B. Lastly, in Section IV-C, the design results are demonstrated.
A. CONCEPT OF THE OPTIMIZATION PROCESS
From the analysis provided in Section III-B, it is shown that for a specific R 1 (K 1 ) value, the corresponding R 2 (K 2 ) value can be determined, which maximizes the sum rate of the overall system. In this subsection, from a different point of view, we concentrate on a practical case where the BS uses the same LDPC code length for encoding the data bits for UE 1 and UE 2, i.e., K 1 = K 2 ≡ K, and design suitable and ξ values that maximize the sum rate performance. In addition, we aim to design the and ξ values so that the decoding processes for both UEs tend to complete simultaneously. Consequently, in most of the transmission frames, the reception process would be reduced to only one Multiplexing Phase, instead of two phases. If we let γ i , i = 1, 2, denote the SNR factor at UE i, the main procedure for the proposed design algorithm can be described as follows:
Step 2. Perform the optimization process for (which will be introduced in Section IV-B) using the given ξ value and the desired γ 1 and γ 2 values.
Step 3. Evaluate the resultant and rate (or overhead) values and determine whether UE 1 and UE 2 complete the decoding process at approximately the same time in order to modify the ξ value.
Step 4. Repeat steps 2 and 3 to generate several distributions and the corresponding ξ values. The pair that produces the maximum sum rate value will be selected.
B. TWO-STAGE ITERATIVE OPTIMIZATION PROCESS FOR ω
In (10), the MI values from the two types of VNDs, namely, I v 1 →c and I v 2 →c , are combined at the CND, as depicted in Fig. 2(a) . Consequently, it is difficult to follow the procedures reported in Section II-B and express the entire optimization process using a simple target function and constraints. As a result, we intend to start by separating the mixed MI values, and wish to obtain a function φ (·) such that the I c→v i value can be express as
In the following, a two-stage iterative algorithm is proposed to achieve this target. For UE 1, we firstly replace the variable I −1 v 2 →c in (10) with a constant value I v 2 →c , which is initialized as zero. Consequently, if we are able to properly combine (10) and (12), it is possible that I c→v 1 would become a function of I −1 c→v 1 . After performing an optimization process to obtain a locally optimized distribution , we use it to refine the fixed value of I v 2 →c , and then execute the next optimization process for . After several iterations, the I v 2 →c value will be stabilized, and we are able to gradually approach the optimized distribution * . Similar to the optimization process introduced in Section II-B, for given α 1 , α 2 , and ξ 1 values, the objective function can be written as * = max
To derive the constraints of the optimization process, we firstly begin from the view point of UE 1. If we substitute (8) and (12) into (10) and fix I −1 v 2 →c to a constant value I v 2 →c , the result can be simplified to (18) where J (·) is defined in (15) , as shown at the top of this page. Consequently, following similar principles considered in Section II-B, we have 
). Similar to the optimization process given in (6) and (7), this procedure executes within the range 0 ≤ I c→v 1 
In contrast, from the view point of UE 2, if we substitute (9) and (13) into (11) and fix I −1 v 1 →c to a constant value I v 1 →c , and after applying similar simplifications, we can obtain the second MI constraint:
) and J (·) is given in (16) , as shown at the top of this page. Similar to the viewpoint of UE 1, we also assume
which allows the value of I c→v 2 to be progressively increased during the subsequent optimization procedures.
Since we intend to design a system in which UE 1 and UE 2 tend to complete the decoding process simultaneously, Optimize (17) 10: subject to 11: MI constraints in (19)- (23), 12 :
14: end procedure 15: Update 
end while 19: α 1 = α 1 + δ α 20: end while 21: Select ( * , α 1 , α 2 ) which guarantees the maximum achievable rate value.
after determining * based on the given values of α 1 and α 2 , the following constraint should also be satisfied:
Combined with the constraints described above, the optimization problem can be solved by using linear programming tools. After determining the * value, following equations (10)-(13), the value of I v 1 →c and I v 2 →c can be iteratively updated based on the current values of α 1 and α 2 , and then another optimization attempt is performed to gradually refine the * value based on the given α 1 and α 2 values. The iterative optimization algorithm for the degree distribution is given in Algorithm 2.
In Algorithm 2, α 1 and α 2 are initialized using a small value and gradually increased. For each innermost while loop, * , I new v 1 →c and I new v 2 →c are generated, where the latter two values are used as inputs in the next optimization round. To avoid confusion, we append these inputs with the superscription ''old'' and ''new''. The breaking condition for this loop occurs when the new MI value is less than the old MI value, e.g., I new v 2 →c ≤ I old v 2 →c , since we expect that better results can be generated in the next iteration compared to the present iteration. Among all the * values searched conditioned on different (α 1 , α 2 ) pairs, we select the case which guarantees the maximum achievable rate value.
Algorithm 2 accomplished the optimization process mentioned in Step 2 of Section IV-A. Utilizing the initial value ξ = [0.5, 0.5], Algorithm 2 is performed to generate * , α 1 , α 2 , and the corresponding rate value computed by Lastly, for the Raptor-coded PD-NOMA scheme which is used as the benchmark, a suitable code search algorithm is also devised and briefly summarized as follows. Firstly, we begin with the selection of the transmit power profile based on the intention that the decoding processes for UE 1 and UE 2 are able to complete at approximately the same time. Consequently, we choose a transmit power profile a that results in the same value of MI being generated by the PD-NOMA demodulators of UE 1 and UE 2. Using this MI value, a traditional LT code search algorithm can be adopted to acquire a suitable LT code degree distribution for the PD-NOMA scheme. The computation for the MI value generated by the demodulator can be realized by modifying the Monte Carlo simulation method introduced in [39] . 
C. NUMERICAL RESULTS
In Figs. 10 and 11 , we compare BER performances for the RCM-DT schemes which respectively use a referenced distribution provided in [22] and the distribution acquired through the proposed optimization process. In order to reduce the search complexity, we restrict the set of D within a smaller range D (see the footnote in Table 1 ) for both users. Fig. 10 depicts the BER performance for the proposed RCM-DT scheme over an AWGN channel. The acquired degree distribution for the AWGN channel is listed in Table 1 , and the protection profile is determined as ξ = (0.25, 0.75). For the comparison PD-NOMA scheme, the corresponding search algorithm determines that the transmit power profile a = (0.32, 0.68) and the corresponding degree distribution (x) = 0.0197x + 0.4344x 2 + 0.2884x 3 + 0.0544x 5 + 0.1565x 6 +0.0412x 40 +0.0054x 45 . Similarly, Fig. 11 depicts the BER performance for the proposed RCM-DT scheme over a Rayleigh fading channel. The acquired degree distribution for the Rayleigh fading channel is listed in Table 1 , and the protection profile ξ = (0.3, 0.7). In both figures, the curves indicated as dashed lines represent the degree distribution employed in the row labeled [22] in Table 1 , and the curves indicated as solid lines employ the searched degree distributions. In contrast to Fig. 10 , for the comparison PD-NOMA scheme, the corresponding search algorithm determines that the transmit power profile α = (0.24, 0.76) and the degree distribution (x) = 0.0161x + 0.4449x 2 + 0.1618x 3 + 0.1298x 4 + 0.0939x 7 + 0.0402x 8 + 0.0721x 20 + 0.0413x 200 .
Through the simulation curves, it is shown that, based on a fair comparison where optimized distributions and profiles are considered for both schemes, the error performance for the proposed RCM-DT still outperforms that of the PD-NOMA scheme. For the schemes using the designed parameters, it is shown that the gaps between the curves of overhead performance for the two UEs are narrowed to approximately 0.1, for both AWGN and Rayleigh fading channels. It was also verified that using the designed parameters, in most of the transmission frames, the average length of the Single-link Phase can be effectively reduced, so that the decoding processes for both UEs tend to complete simultaneously. However, it is supposed that the two-stage optimization method may not be the optimal strategy for system design, and the performance curves of the UEs do not close to each other as much as we expected. Lastly, the overhead performance is improved for the designed schemes, and is very close to the performance limit. The smallest gap, which is only 0.025, can be found between the performance for UE 1 and the threshold for the Rayleigh fading channel.
V. CONCLUSION
We have presented a downlink non-orthogonal multiplexing scheme using the concept of rateless coding, where the inclusion of the SIC technique is not required. When considering the transmission rate performance, superior results can be observed in cases using various user pair locations, when compared to that of the PD-NOMA scheme based on both unconstrained and constrained signal constellations. In addition, from the evaluation of overhead performances, it can be observed that the proposed RCM-DT scheme outperforms the Raptor-coded PD-NOMA scheme, and requires a lower overhead value to achieve reliable transmission. To further enhance the system performance, an optimization process for the system parameters is devised. Numerical results show that the enhanced system performance accurately approaches the predicted performance limit. The proposed scheme is designed for the case where there are two users, and can be potentially generalized to cases with multiple users. 
