Our understanding of microbial ecology has been significantly furthered in recent years by advances in sequencing techniques, but comprehensive surveys of the phenotypic characteristics of environmental bacteria remain rare. Such phenotypic data are crucial for understanding the microbial strategies for growth and the diversity of microbial ecosystems. Here, we describe a high-throughput measurement of the growth of thousands of bacterial colonies using an array of flat-bed scanners coupled with automated image analysis. We used this system to investigate the growth properties of members of a microbial community from untreated soil. The system provides high-quality measurements of the number of CFU, colony growth rates, and appearance times, allowing us to directly study the distribution of these properties in mixed environmental samples. We find that soil bacteria display a wide range of growth strategies which can be grouped into several clusters that cannot be reduced to any of the classical dichotomous divisions of soil bacteria, e.g., into copiotophs and oligotrophs. We also find that, at early times, cells are most likely to form colonies when other, nearby colonies are present but not too dense. This maximization of culturability at intermediate plating densities suggests that the previously observed tendency for high density to lead to fewer colonies is partly offset by the induction of colony formation caused by interactions between microbes. These results suggest new types of growth classification of soil bacteria and potential effects of species interactions on colony growth.
T he microbial diversity in natural environments is truly astonishing, as evidenced by the thousands of distinct species inhabiting a single gram of soil (4, 17, 25) . Underlying this microbial cornucopia is an impressive range of ecological strategies for survival and proliferation. The traditional species-by-species approach to understanding the ecology of bacteria is clearly impracticable when it comes to capturing community-wide features. Metagenomic approaches based on analyzing microbial DNA from the environment have enabled important discoveries (10, 52, 62, 63) but cannot provide the full picture of ecological function. Both methods thus leave gaps in our understanding of basic ecological questions about the growth and survival of bacteria in the environment. In particular, how diverse are the growth strategies adopted by individual bacterial strains, and can we discern tradeoffs or distinct classes of strains? In what ways does the presence of neighbors influence the formation and growth of colonies at the community level?
The classical approach to studying the growth strategies of environmental bacteria, stretching back almost a century (68) , divides soil bacteria into two broad classes based on their adaption to specific environmental circumstance, and a number of partly overlapping divisions have been suggested (60) . Winogradsky's original division into zymogous and autochthonous species is based on a succession of degradation processes in soil (34, 60) , while the most commonly used division today, copiotrophs versus oligotrophs, is based on the preferred nutrient density (32) . A third possible classification is the classical ecological distinction between r-selected and K-selected organisms (1, 14, 46) . Yet despite this richness of broad ecological concepts to test, comparative empirical studies of bacterial growth have been rare (9, 14, 23) .
Any study of growth phenotypes must contend with the issue of unculturability, the disparity between the number of prokaryotic species present in an environmental sample and the much smaller number that will typically grow in the laboratory ("the great plate count anomaly") (57, 61) . This imposes some limitations but simultaneously underscores the importance of studying growth and of understanding the factors that decide which bacteria will grow in the laboratory. Recent studies have made it clear that the failure to grow is a complex ecological response that depends crucially on the environment of the cell (18, 28) : changing the environment can increase the fraction of growing cells to 20 to 35% in some samples (6, 41) , far more than the 1% typically considered cultivable (61) . Methods for improving culturability include using low-nutrient media (29, 51) , culturing in the natural environment or on media embedded therein (3, 31, 41, 54, 71) , culturing at different concentrations of O 2 and CO 2 (58) , and using long incubation times (7, 29) . Two specific cultivationboosting measures-plating at a low cell density (6) and adding chemical growth stimulants (11, 42) -are particularly intriguing because they suggest that intermicrobial interactions play a role. A comprehensive understanding of the growth and survival of bacteria in the environment must therefore encompass both the growth strategies of individual bacteria (8, 23) and the way growth is modulated by other species in the community (5, 11, 64, 70) .
In this study, we used a new methodology to address these questions. Using an automated system of scanners and image analysis capable of simultaneously monitoring thousands of bacterial colonies for several weeks, we performed a large-scale study of the diversity of growth patterns of bacteria from a natural soil community. This method, previously applied to single species (21, 35, 38, 49, 64) , significantly increases the number of colonies that can be followed compared to manual tracking (8, 23) or tracking using microscopy (12, 40) , allowing a broader view of the microbial community. To capitalize on the strengths of this approach, we focus on exploring how it can shed light on microbial diversity directly at the community level without working explicitly with individual strains.
MATERIALS AND METHODS
Soil samples and preparation of soil stock. Soil samples were collected from a garden in Somerville, MA, 3 July 2008 (42°23=30.58ЉN, 71°6=33.23ЉW). The uppermost 6 cm of the topsoil was removed and soil plugs sampled using sterile 50-ml tubes. In the laboratory, stones and roots were removed, and 100 g of soil was suspended in 400 ml distilled water with 50 mM tetrasodium pyrophosphate (TTSP) and 0.05% Tween 80 added to dislodge and disperse the bacterial cells (2) . The soil suspension was then blended vigorously three times for 30 s in a commercial blender (with 60-s pauses on ice) to improve the recovery of cells (37) . The stock solution was then filtered through a coarse, sterilized filter (VWR grade 417; 40-m particle retention) to remove large soil particles. Finally, glycerol was added (20% final concentration) and aliquots stored at Ϫ80°C. This protocol was shown by preliminary experiments to give a high fraction of growing colonies while maintaining a highly uniform colony distribution on plates. The improved recovery outweighed the stressful nature of the TTSP-Tween mixture for some bacteria (the pH of 9 to 9.5 corresponds to strongly alkaline soil), though the overall colony count was likely lowered due to the filtering step. Cells in multicell aggregates (29) may occur but are unlikely to have a major effect on the overall set of macroscopic colonies (see further discussion below).
Growth medium. All strains were grown on dilute nutrient broth (DNB) agar (0.08 g nutrient broth powder [Difco] and 15 g of highly purified agar [Fluka impurity-free agar] per liter). This low-nutrient medium allows cultivation of a wide range of soil bacteria (both hard-toculture and well-characterized groups) (29) but also supports the growth of typically copiotrophic groups such as Gammaproteobacteria (29), in particular Escherichia coli (as we confirmed). Finally, 3 ml black India ink (black India waterproof ink; Sanford) and 50 mg cycloheximide (Sigma-Aldrich) were added to each liter of medium to improve the optical contrast and suppress fungi, respectively.
Preparation and plating of samples. Two main experiments were performed. For the first experiment, 30 replica petri dishes (25 ml agar per dish) were inoculated with a 1:128 dilution (in phosphate-buffered saline) of the thawed stock; this yielded approximately 15 colonies per plate, allowing precise growth tracking and minimizing potential colony interactions. For the second experiment, dilution stocks were prepared by 11 steps of dilution by a factor of 2, giving 12 solutions ranging from pure thawed stock to a 1:2,048 dilution. For each solution, 5 replica dishes were prepared. We used low-profile petri dishes (VWR Space Saver petri dishes [height, 10 mm; diameter, 100 mm]) to bring the agar surface closer to the scanner. In both experiments, 100 l of the appropriate solution was inoculated on each dish and spread with 10 to 15 sterile glass beads using vigorous shaking (this gives a more even distribution of colonies than spreading with bent glass or plastic sticks).
Scanner system and scanning protocol. The colonies were imaged with a modified version of the scanner array described previously (38, 64) ( Fig. 1) . The system consists of an array of standard flat-bed scanners controlled by an automated script program (AutoIt scripting system) running on a connected PC. The array is housed in a climate-controlled room maintained at 30°C and 70% humidity. The experiments made use of 15 scanners (Epson model 3170) with the glass window lowered to put the agar surface in focus. The color scan images had a resolution of 1,200 dpi (10,200 by 14,040 pixels). Computer-controlled power switches kept all scanners turned off when not in use, and fans circulated air throughout to minimize the effects of generated heat. Since the intensity and frequency of the resulting temperature changes were the same for all scanners, they do not introduce any systematic bias, and we found no correlation between the properties of a colony and the scanner it grew on. At the start of each experiment, all scanners were cleaned with a 70% ethanol solution and loaded with six petri dishes placed upside down in a paper holder to prevent motion and block background light. Replica plates were spread among scanners to avoid systematic effects. Each dish was imaged roughly once every 3.5 h. Each data scan was preceded by several fast (lowresolution) scans to remove any condensation by slightly heating the glass.
Image analysis. Images were analyzed with a suite of in-house image analysis programs written in MATLAB (MathWorks) and optimized to ensure consistent tracking of a wide range of bacterial colonies. For each image, possible colonies were automatically identified by conversion to gray scale, background subtraction, and thresholding. A fixed intensity threshold was used (instead of adaptive methods such as Otsu's [19] ) to ensure consistent thresholding across all scans. Outlines of a given colony on consecutive scans were automatically matched, and growing colonies were traced backwards to their first occurrence. Hence, even very small colonies could be distinguished from agar defects, down to a limit of just a few pixels set by the slight blur introduced by smoothing. Finally, a semiautomatic program was used to remove all fungal growth and remaining artifacts (e.g., new disconnected parts of existing colonies). The final data consisted of the outline and position of each growing colony on every scan where it appeared. All computer codes are available upon request.
Extracting growth characteristics. Details of the colony growth were extracted from the 30 dishes in the fixed-dilution experiment. For each colony outline, the colony radius was found (assuming circular colonies, an excellent approximation for early growth in almost all cases) and converted to millimeters using the known diameter of the plate as a reference. The first 15 nonzero radius values were then fitted to the empirical radius formula R(t) ϭ A(t Ϫ t 0 ) H for t Ͼ t 0 and R(t) ϭ 0 for t Յ t 0 (Fig. 2 ). This formula includes the two standard growth modes as special cases (47): linear radius growth (H 0 ϭ 1) and linear area growth [H 0 ϭ 1/2 so that area ϭ R(t) 2 ϭ constant ϫ (t Ϫ t 0 )]. Note that t 0 is not the time of first detection of the colony but rather an estimate of the actual lag time of the founding cell. Each fit was manually inspected, and cases of inconsistent growth were discarded. To remove colonies that did not arise from cells in the original sample (e.g., colonies formed by dispersed spores from colonies of Streptomyces [15] ), colonies appearing later than 200 h into the experiment were also discarded. The final data set consisted of 472 highquality growth curves. The colony growth rate was measured by the quantity g, the rate of increase in the colony radius at a radius of 10 pixels (0.24 mm) evaluated using the fitted curve ( Fig. 2b) .
Assessing phenotypic variation among clonal colonies. Colony material was sampled from randomly chosen, well-separated colonies grown from soil stock on DNB agar. Each individual sample was suspended in water with 20% glycerol, aliquoted, and stored at Ϫ80°C. Samples were then thawed, plated separately at densities comparable to those used in the growth characteristics experiment (estimated using preliminary plate counts), and monitored by the scanner array. Each dish was analyzed to extract growth parameters for colonies, as described above.
Microscopic counts of cells in soil stock. An 800-l volume of thawed soil stock was centrifuged at 3,000 ϫ g for 10 min at 4°C, 700 l of the supernatant was removed, and the pellet was resuspended in the remaining 100 l. The sample was stained with SYTO 9 dye (Invitrogen) for 20 min (0.025 mM final concentration) and cells counted on a microscope (20 independent fields of view) at a magnification of ϫ40 in a Petroff-Hausser counting chamber (Electron Microscopy Sciences) using appropriate fluorescence filters.
RESULTS
We performed two separate main experiments using the scanner array ( Fig. 1 ), one focused on understanding the growth of individual colonies and one focused on the effect of cell density on the formation of colonies.
Growth kinetics of individual colonies. For the experiment concentrating on individual colonies, we used the early parts of the growth curves to extract three descriptive parameters for each colony: the estimated lag time t 0 (time when the first cell started multiplying), the radial growth rate g (measured at the point where the colony radius is 0.24 mm), and the exponent H, which indicates whether the radial growth rate is increasing (H Ͼ 1) or decreasing (H Ͻ 1) with time ( Fig. 2 ) (see Materials and Methods).
The distribution of H shows a single peak centered at 0.5 (corresponding to the colony area growing linearly with time), but many colonies fall well below or above this value, including a number with H values of above 1 (accelerating radial growth) ( Fig.  2a ). The growth exponent H is uncorrelated with the fixed-radius . The inset shows the distribution of fitted values of H for all high-quality growth curves (n ϭ 472 colonies). (b) Schematic illustration of the kinetic parameters (t 0 , H, and g) extracted from the fits. The three solid curves illustrate different values of the exponent H for the same lag time, t 0 , and the corresponding values of the colony growth rate g (the value of the parameter A is the same in all cases). The colony growth rate g (in mm/h) is given by the slope of the curve at a fixed colony radius R 0 (set to 0.24 mm in our case), as indicated by the thick gray line segments. colony growth rate g but is negatively correlated with lag time (P ϭ 0.47 and P Ͻ 10 Ϫ5 , respectively, by Student's t test).
Distribution of colony growth rates and lag times. The data for the radial growth rate (g) and lag times (t 0 ) are summarized in Fig. 3 . Colony growth rate and lag time are negatively correlated (P ϭ 2 ϫ 10 Ϫ6 by Student's t test); i.e., fast-growing colonies tend to initiate growth quickly, as previously observed (see, e.g., reference 26). The separate distributions of colony growth rate and lag time (bar plots in Fig. 3 ) both appear to be bimodal, with a dominant peak and a smaller secondary peak at higher values. While this may suggest the presence of two dominant groups (early/fast and late/slow), the joint scatter plot of these two variables reveals a much more complex pattern, with colonies appearing to fall into a range of different groups (Fig. 3, lower left panel) . Using a flexible clustering method (Gaussian mixture model), we clustered the data into groups and found that the optimal division in this framework gives six distinct clusters of growth styles, indicated in the scatter plot; an alternative clustering method also indicated the presence of at least five distinct clusters (see Appendix for details).
Even for a pure strain, there is likely to be some phenotypic variability among clonal colonies due to intrinsic variability or external factors such as the presence of other, nearby colonies (as we discuss further below), and it is even possible that single colonies could be aggregates of several different strains. To investigate the latter possibility, we restreaked randomly chosen colonies grown from our stock on DNB agar and looked for distinct colony types. Only ϳ10% (2 of 19) of the restreak plates showed signs of multiple phenotypes, and one of these was due to spontaneous (nonheritable) variation in the phenotype of a single strain. Mixed colonies are thus quite rare. Even for mixed colonies, the measured parameters still describe the growth of the multispecies aggregate, which may in fact be ecologically more relevant than separate measurements for each strain if these are genuine cases of symbiosis.
To estimate the variation between different colonies of a single strain, we measured the growth parameters of multiple clonal colonies from randomly chosen strains (see Materials and Methods). Analysis of five strains showed that the measured phenotypes of clonal colonies exhibited as much variation as the clusters of different strains in Fig. 3 Clustering the data points using a Gaussian mixtures model yields an optimal fit with six clusters, as indicated by the differently colored markers (see Appendix for details). measurement uncertainty) and showed that there was no statistically significant difference between the coefficients of variation for growth rate and lag time (see the supplemental material).
(this includes both natural variation and
Effect of dilution on growth. In the dilution experiment, only the number of colonies detected at a given time for each inoculum dilution level was used (see Materials and Methods). The number of observed colonies is plotted as a function of time for two dilutions in Fig. 4 and as a function of dilution in Fig. 5 . To remove the trivial part of the relationship between the number of colonies and the inoculum density, the y axes in Fig. 4 and 5 give the observed number of CFU multiplied by the dilution factor. This normalized CFU value corresponds to the number of colonies formed by a full 100 l of the undiluted stock after being diluted by the appropriate factor. From the microscopic count, we found a density of (3.15 Ϯ 0.27) ϫ 10 6 cells/ml in our soil stock (the uncertainty is standard error). Hence, if all cells lead to visible colonies, we would find 3.15 ϫ 10 5 normalized CFU/plate; our highest value of roughly 4,000 ( Fig. 3 ) corresponds to about 1.3% culturability.
The time of appearance of a given colony depends on both its lag time and its growth rate, but since we can detect even very small colonies, the time that a colony is first observed will be almost entirely determined by its lag time. Hence, for the purpose of understanding how the number of detected colonies changes with time, we can restrict our attention to the distribution of lag times (rightmost histogram in Fig. 3 ). If the distribution is in fact dominated by the two peaks at 35 and 85 h, we would expect a similar two-phase pattern in the colony appearance over time, and that is indeed the case (Fig. 4) . It is particularly clear if we compare the data to the curve shape predicted by the first-order reaction (FOR) model of colony growth (26, 27) : assuming two dominant lag time groups rather than one gives a much better fit with a marked "jump" (solid and dashed curves in Fig. 4) .
The fact that the two sets of data points in Fig. 4 do not overlap implies that the fraction of inoculated cells that forms colonies varies with the cell density, indicating that density changes lead to global shifts in colony growth that affect many strains. For these two dilutions, we find that (i) on high-density plates, a smaller total fraction of the cells in the inoculum forms visible colonies after several weeks, and (ii) colonies appear faster on the highdensity (low-dilution) plates than on the low-density ones. The first observation is an example of what is known as the crowding effect, i.e., the tendency of colonies to compete and inhibit each other (6) . The second observation, i.e., the acceleration in colony formation, suggests an opposite phenomenon, namely, that the presence of nearby colonies increases the chance of that a cell will form a visible colony.
The dependence of culturability on cell density and growth time becomes evident when plotting the normalized colony number as a function of the inoculum dilution factor (Fig. 5 ). Strikingly, the early formation of colonies does not simply increase with density (as the crowding effect would suggest) but is instead most marked at the 8-fold dilution of the stock, leading to a local peak in the fraction of colony-forming cells in the early phase of the experiment (arrow in Fig. 5 ). As time progresses and colonies continue to appear, the colony counts at low cell densities catch up, and after 2 weeks the peak has disappeared. Comparable growth experiments extending over several months indicate that the tail of the curve would continue to rise so that it is eventually uniformly increasing with increasing dilution (6) .
DISCUSSION
Summary. The use of a scanner array coupled with image analysis allowed us to survey the growth phenotypes of thousands of colony-forming soil bacteria, measuring growth kinetic parame-FIG 4 Average number of observed CFU per plate versus time for two different dilutions. The CFU counts have been multiplied by the dilution factor so that the y coordinate is CFU per 100 l of undiluted stock (proportional to the fraction of cells in the inoculum that has formed colonies). The inset shows an enlarged version of the 1:2 dilution curve in the area indicated by the dashed gray box in the main plot. Colonies appear faster on the plates with the more concentrated inoculum, but fewer cells give rise to colonies on these plates overall. The curves are lines to guide the eye based on the first-order reaction (FOR) model (26, 27) for communities with a single typical lag time (dashed line) and with two distinct typical lag times (solid line) (see Appendix for details). For clarity, the dashed curve for the 1:2 dilution is shown only in the inset. Each data point is an average over 5 replica petri dishes. ters and overall colony formation with high precision. We found that grouping strains by colony growth rate and lag time yields not the traditional two but rather several more distinct groups (six by our clustering method and at least five with an alternative method). Our study of the effect of inoculum density on colony formation shows that colonies form most rapidly at an intermediate cell density.
These results indicate a potentially important role for broad phenotypic studies of environmental microbes alongside targeted cultivation and culture-independent molecular approaches. Such methods could be particularly useful in detecting global patterns that would be invisible in experiments limited to a few strains or based solely on DNA. Conversely, understanding the physiological basis of the growth characteristics that we observe will require complementary approaches, e.g., work on exemplar strains from each cluster to allow the experimental fine-tuning that must be relinquished when working with a broad range of strains.
Growth strategies of individual strains. The parameter H introduced here measures how fast radial growth is decelerating and is hence a rough measure of how quickly a colony becomes growth limited: if a large fraction of cells in the colony are still able to divide around the time of detection, H will be large (44, 47) . While this characteristic is likely primarily determined by the nutrient utilization of each strain, it will also reflect, e.g., the ratio of vertical to horizontal growth, investment in sporulation, or an intrinsic tendency to form small colonies (7, 31, 65) . The overall negative correlation between lag time on one hand and colony growth rate and H on the other indicates a coordination of small lag and fast growth across the clusters we observe, in contrast with the tradeoffs observed between, e.g., growth rate and yield or substrate affinity (16, 20, 30, 45) .
The diversity of growth modes is more directly reflected by the clustering of strains in the space of colony growth rate and lag time (Fig. 3) . In contrast to the dichotomous classification of strains (1, 14, 32, 46, 60, 68) , the more numerous groups that we observe indicate that a different and more fine-grained classification based on growth strategies is possible. Our clustering should be seen as complementary to the classical schemes, as it does not subsume them. Thus, while both colony growth rate and lag time relate to the K versus r division, fast growth in our experiment does not directly imply a general r-strategy, since the low-nutrient medium could give an overall advantage to otherwise poor growers (34) .
It would be natural to hypothesize that each cluster corresponds to specific adaptations, such as a preference for certain nutrient types (e.g., easily digestible versus recalcitrant). Future targeted studies of individual strains would be needed to uncover the physiological traits and ecological circumstances that may characterize the members of each cluster. Additional single-strain studies would also further illuminate the potential role of withinstrain variation, which may complicate classifications based on growth type. Thus, it has been suggested that environmental bacteria may use a stochastic growth strategy in which most cells remain dormant but occasional "scout cells" randomly resume growth and found a new population (colony) if conditions are favorable (13) . If so, even single-species samples could show a spread in the observed lag times and conceivably even separated clusters. We found some lag time spread but no signs of multiple clusters in five strains for which we measured growth parameters for several clonal colonies (see Fig. S6 in the supplemental mate-rial); further studies would be needed for a more comprehensive overview.
We have chosen to state our results entirely in terms of the (radial) growth rate of visible colonies (g), a well-defined and directly measurable quantitative phenotype. The radial growth rate can often serve as a qualitative proxy for the underlying biomass growth rate: the two are directly proportional for a fixed-thickness colony that grows only at the edge (44, 47) . Clearly, other physiological parameters can play a role (33, 67) , and colony morphology may also be shaped by swarming and chemotaxis, by nutrient availability (56) , and by the spatial structure of soil (22) . However, measuring growth in liquid is not a feasible general alternative, since liquid supports the growth of fewer species than solid media (53) and many soil bacteria form aggregates when growing in liquid media (e.g., Streptomyces [24] ). The colony growth rate therefore offers a good compromise between experimental accessibility and ecological information.
Community-wide growth effects and induction of colony formation. The fact that the early rate of colony formation peaks at an intermediate dilution, i.e., in the presence of some neighboring colonies, indicates that both negative and positive interactions between colonies play a role in colony formation. Since we observe this effect in mixed communities, the underlying interactions would have to be common in the community (66) . Indeed, these observations are consistent with previous studies indicating the widespread presence of quorum sensing (39, 55, 59, 66) and with the wide range of chemical compounds, many produced by microbes, known to influence (or even be essential to) bacterial growth (5, 11, 31, 36, 42, 64, 69, 70) . The observations of an intermediate colony density which best promotes growth can have practical implications for maximizing culturability. While one must be careful in extrapolating from laboratory result to conditions in natural soil, the fact that bacteria in soil tend to grow in localized clumps (43) suggests that neighbor effects like ones we observe could also potentially play a role in situ.
If intermicrobial interactions play a role in the growth of environmental bacteria, one should be cautious in applying rigid ecological categories based on measurements of strains in isolation. Understanding if and how phenotypic groups change with density presents an interesting direction for future extensions of the present study. Likewise, it is known that some soil bacteria form colonies only on time scales longer than the ones addressed here (6, 7) . Extending the maximum growth time and testing other growth conditions may thus reveal further phenotypic diversity. Nevertheless, the results presented here offer concrete examples of broad, cross-species phenotypic patterns and their complex dependency on species interactions. Fig. 3 . The clustering of the data in the scatter plot in Fig. 3 was done using a Gaussian mixtures model (48) . This method allows clusters to have an arbitrary elliptic shape and orientation and so, in particular, renders the clustering insensitive to the choice of units for the two axes. In contrast, the widely used k-means clustering forces clusters to be spherical, and standard hierarchical clustering methods also allow less freedom in cluster shape (48) . Briefly, with a Gaussian mixtures model one describes the data as being drawn from a set of some number, K, of Gaussian distributions (two-dimensional in our case) and then searches for the distribution parameters that maximize the likelihood of the actual data. Points are clustered by assigning each one to the individual Gaussian distributions from which it was most likely drawn.
APPENDIX

Cluster analysis of the data in
We performed the clustering using the "fit" and "cluster" functions in the @gmdistribution class from the MATLAB Statistical Toolbox (Math-Works). The eight colonies not shown in Fig. 3 were excluded from the analysis. The clustering was done 2,5000 times with random starting parameters for each K from 2 to 11, and the clustering with the best likelihood score was then selected for each K. The optimal K value was then determined using the Bayesian information criterion (BIC), which combines the likelihood of the data (given the fit) with a penalty for each extra fitted parameter (50) . The best fits were for K ϭ 6 and K ϭ 7, with hardly any difference in the BIC scores (less than 0.15% difference); in the interest of parsimony, we therefore chose to cluster with K ϭ 6.
To further ascertain the presence of clustering and evaluate the reasonability of a division into six clusters, we performed two further analyses of our data: (i) comparing the Gaussian mixtures clustering in the actual data to that in randomized version of it and (ii) clustering using a different, hierarchical method and evaluating the result by an alternative method. The detailed results are presented in the supplemental material. In summary, we found that (i) our data do indeed show significant clustering and (ii) using the hierarchical method, clustering fits are poor if we assume fewer than five clusters, while six clusters yield a good-quality fit (the exact clusters differ somewhat from the ones found above due to the stronger constraints in the hierarchical method).
The FOR model of colony formation. The FOR model of colony formation predicts that for a single species, the number of visible colonies, N(t), at time t should be given by the following equations (27) : N(t) ϭ 0 for t Ͻ t r and N(t) ϭ N ϱ {1 Ϫ exp[Ϫ(t Ϫ t r )]} for t Ն t r . Here, N ϱ is the number of colonies after an infinitely long incubation, t r is the retardation time (time before colony formation starts), and is the rate at which colonies form. If two groups of species with different lag times are present, the total number of colonies at any given time will be given by the sum of two terms of the form above, with different parameter values (26) .
Since we have a wide range of variation in the colony formation kinetics, a two-group FOR model cannot fully describe our observation, and a formal fitting of the complete data to the model yields very poor fits. Instead, the curves in Fig. 4 are meant only as guides to the eye. They take the form predicted by the FOR model for a single type of bacteria (dashed line) and two types of bacteria (solid line), but parameters were found by fitting only sections of the data to achieve curves which trace the initial increase in the colony number and, for the two-type model, the "jumps" in the data (indicating the presence of two typical lag times).
