A new fast algorithm is presented for the multidimensional discrete Fourier transform (DFT). This algorithm is derived using an interesting technique called "vector coding" (VC), and we call it the vector-coding fast Fourier transform (VC-FFT) algorithm. Since the VC-FFT is an extension of the Cooley-Tukey algorithm from 1-D to multidimensional form, the structure of the program is as simple as the Cooley-Tukey fast Fourier transform (FFT). The new algorithm significantly reduces the number of multiplications and recursive stages. The VC-FFT therefore comprehensively reduces the complexity of the algorithm as compared with other current multidimensional DFT algorithms.
Introduction
The multidimensional discrete Fourier transform (DFT) arises in many fields of science such as image processing, applied physics, mathematics, etc. Its fast algorithms, or "the fast Fourier transforms" (FFT), have been developed since Cooley and Tukey popularized their fast algorithm [4] .
The general form of the m-dimensional DFT is as follows: 
where W N k = exp(−(2 /N k )j), j = √ −1; p k = 0, 1, . . . , N k − 1; N k is the length of the kth dimension k = 1, 2, . . . , m; the input data x(q 1 , q 2 , . . . , q m ) are complex sequences.
In order to simplify the computation, we convert (1) 
Each 1-D DFT can be computed by the Cooley-Tukey FFT, so this algorithm is called the row-column (RC) algorithm [4] . It should be pointed out that a variety of different algorithms for the multidimensional DFT have been developed, for instance: the vector-radix algorithms, the polynomial transform (PT) algorithms, the nested algorithms, the split vector-radix (SVR) algorithms and so forth [8, 13, 12, 2] . These algorithms can reduce the arithmetic complexity more significantly than the RC algorithm. Among these algorithms, however, the RC is the most popular one for the structural simplicity of its programming. In recent years, most developments of the multidimensional FFT have been focused on the programming technique rather than on the algorithm itself [10, 3, 17] .
In this paper, a new fast algorithm is derived for the multidimensional DFT. The algorithm developed in this paper is the generalization of the Cooley-Tukey algorithm from 1-D to multidimensional form. The structure of the new algorithm is as simple as the Cooley-Tukey FFT. Compared with the existing RC algorithm, the new algorithm can significantly reduce the number of multiplications and recursive stages without increasing the number of additions. The complexities of the radix-8 algorithm (one of these new algorithms) are less than those of other current multidimensional FFT algorithms.
The derivation of the new algorithms is based on an interesting technique called "vector coding (VC) for multidimensional integral points". We call these algorithms derived using the VC technique "VC algorithms". In this paper, we introduce the methodology of the VC algorithm. At first, we introduce the radix-2 VC technique in Section 2, which extends the binary form of integers to multidimensional integral points. The new algorithms are derived by VC in Sections 3-5.
First, we assume that
Usually, the vectors in D m N are called the m-dimensional integral points. So the m-dimensional DFT (1) can be simply expressed as
where
. . , q m ); · is the dot product of and . Expression (3) can be considered as a DFT on D m N . In the following discussions, k indicates the scalar multiplication of the scalar k and vector , and all the additions and multiplications referred to are complex.
Radix-2 VC
The vectors in D m 2 are called the radix-2 vectors. They are 
where k ∈ D m 2 (k = 0, 1, 2, . . . , n − 1) and expression (5) of is unique. We call expression (5) the radix-2 VC for , and call the k (k = 0, 1, . . . , n − 1) the coefficient vectors.
Proof. Expression (5) can be evaluated in two steps. In the first step, we express each coordinate p k in the binary form (k =1, 2, . . . , m); in the second step, we combine all m coefficients of like powers of 2 together to get the corresponding coefficient vector.
For example, with m = 2, N = 16, = (7, 12) ∈ D 2 16 , since
To prove the uniqueness of expression (5), without loss of generality, we suppose that m = 2, and let = (u, v), where u, v are integers with 0 u, v < N − 1. Let expression (5) be
If there exists another expression for such that
where k = (u k , v k ) ∈ D m 2 , and u k , v k also take values 0 or 1 (k = 0, 1, . . . , n − 1), it follows that
Based on the uniqueness of the binary expression for an integer, we have (5) of is unique.
Radix-2 VC algorithm
In this section, we always take N = 2 n .
satisfies the following properties: 
Then
Proof. By the VC form of , we have
By the VC form of , for each factor W
By (8), the following factors in (12) are equal to 1:
By (8), (11) becomes
Replacing the factors W (14), we conclude that Eq. (9) holds.
The radix-2 VC algorithm begins with the DFT on D m 2 . By (2), its RC algorithm can be expressed as
where p k , q k take values 0 or 1
By the VCs of , , we denote X( ), x( ) in (3) as
By (9) in Theorem 3, the DFT on D m N (3) becomes
This is the mathematical expression of the radix-2 VC algorithm. There are log 2 N = n summations in ( 
which implies computation in place. Hence the output data x( 0 , 1 , . . . , n−2 , 0 ) becomes input data for the second stage.
The following second recursive stage can be expressed as
By (8), (21) can be expressed as
which indicates that the computations in (22) can be divided into two steps:
then (22) becomes We denote the output data of this stage as
which again implies computation in place. Hence the output data x ( 0 , 1 , . . . , n−3 , 1 , 0 ) become input data for the third stage. The output data of the (n − 1)th recursive stage is denoted as
which are the input data for the last stage.
The nth recursive stage can be expressed as
By (8), this can be reexpressed as
which indicates that the computations in (28) can also be divided into two steps:
and 0 ∈D m
Expressions (29) and (30) are also butterfly operations. Similar to the discussions above, this stage requires mN m additions and a maximum of (1 − 1/2 m )N m multiplications. The output of this operation corresponds to the final data denoted as
i.e.,
Expression (32) shows that the final output data must be unscrambled (see Appendix A.1) as with the 1-D Cooley-Tukey radix-2 FFT algorithm [1] . So this approach is also called the "decimation in frequency".
It should also be noted that the radix-2 VC procedure in (17) is unnecessary in programming (see Appendix A.2).
The butterfly operation and the computational complexity of the radix-2 VC algorithm
We may give the butterfly operations a normalized design in each recursive stage. 
with
A butterfly operation is divided into the two steps (33) and (34). In the first step (33), the input data x( 0 , . . . , n−i−1 ,
In the second step (34), the right-hand side of (34) is a DFT on D m 2 which can be computed by the RC algorithm as in (15) , and the left-hand side of (34) indicates that the data from the right-hand side of (34) We may obtain the computational complexity of the radix-2 VC algorithm. 
Radix-4 VC algorithm
In this section, we always take N = 
. By the VCs of , , we denote X( ), x( ) in (3) as
As with Section 3, the DFT on D m N (3) becomes
Expression (39) N . Repeating the discussions as with the radix-2 algorithm in Section 3, we can derive the radix-4 VC algorithm. So, we will omit the discussions.
In each recursive stage, we may also give a normalized design of the butterfly operations relating to the radix-4 VC. In the ith recursive stage (i = 2, 3, . . . , n), by fixing vectors 0 , 1 , . . . , n−i−1 , i−2 , . . . , 1 , 0 , we havẽ
The butterfly operation is divided into the two steps (40) N . It should also be noted that the radix-4 VC procedure in (38) is unnecessary as with the radix-2 algorithm in Section 3.
Further discussions
Based on the VC technique, we may derive the radix-8 and the radix-16 VC algorithms following similar procedures to those in Sections 3 and 4. Because the radix-2 VC is the binary coding in the 1-D case, this technique has been used to derive the 1-D Cooley-Tukey FFT theoretically by Brigham [1] . Since the VC procedure is in practice unnecessary (see Appendix A.1), it can make procedures such as the butterfly operation, computation in place and the unscrambling process as simple as those of the 1-D Cooley-Tukey FFT in programming terms. Table 1 shows that the VC algorithm significantly reduces the number of the multiplications and recursive stages without increasing the number of additions as compared with the RC algorithm.
Because each recursive stage process requires large amount of data (N m ) to be inputted, outputted and stored, the VC algorithm can save much more time than other multidimensional algorithms in practical implementation since VC algorithms reduce the number of recursive stages compared with other existing multidimensional algorithms.
We may conclude that the different 1-D FFT algorithms such as the radix-3 and the radix-6 algorithms [5, 14] , the Good algorithm [7] , the Winograd nested algorithm [16] , the PM (plus-minus) algorithm [15] can also be extended to multidimensional DFT by the VC technique used in this paper. These results will be discussed in other work.
By the VC technique, we have developed a radix-8 2-D algorithm, which requires a lower number of multiplications than any other current 2-D algorithms such as the SVR algorithm and the PT algorithm. This is due to the optimizations of the butterfly operation. Table 2 gives a comparison of the performance of the VC algorithm with the SVR and PT algorithms for 2-D FFT on real data. Where m refers to the number of dimensions; r refers to the radix; VC/RC refers to the ratio between VC and RC. The RC and VC algorithms both require the same number of additions mN m log 2 N , and m log r N and log r N recursive stages, respectively. Where SVR refers to the split vector-radix algorithm [2, 6] ; PT refers to the polynomial transform algorithm [12, 6] . "×" and "+" refer to multiplication and addition, respectively.
We should note that VC algorithms are suitable for the parallel computation. It can be designed flexibly according to the different processors. These will be discussed in other work. 
A.2. About VC in programming
We consider the radix-2 algorithm. Since the vectors of input data in the ith recursive stage (33) are
where l is a vector in which the coordinates are less then 2 n−i and r is a vector in which the coordinates are less then 2 i−1 , (33) can be expressed as
Thus, a butterfly operation (33) and (34) can be implemented by fixing two vectors l and r . The ith recursive stage is implemented when l takes all the vectors over D m 2 n−i and r over D m 2 i−1 . So, practically speaking, the radix-2 VC procedure (17) is unnecessary. Table 3 displays some results of numerical experiments. The numerical computations were implemented on a PC, the CPU processing speed was 166 Hz, the RAM of the PC is of 32 MB. We used the Windows 98 operating system, the code was written in Fortran. In the table, "T" represents the time (in seconds) spent on the calculation, and "E" represents the maximum error resulting from the difference between the primitive data and the data obtained after applying the FFT followed by the inverse FFT.
A.3. Some results of numerical experiments
In Table 3 , VR refers to the vector-radix algorithm, which was considered one of the best multidimensional algorithms by Duhamel [6] . To our disappointment, as the radix size increases, the complexity in programming increases dramatically and the design of the butterfly operations will become more and more difficult [9] . The first radix 2 × 2 VR FFT came into being in 1970, and 18 years later on, the radix 4 × 4 VR FFT was invented [11] , while we have not found any report on the 2-D radix 8 × 8 and 3-D radix 2 × 2 × 2 or 4 × 4 × 4 VR FFT since this time. The reason is that the general multidimensional VR FFT is proposed theoretically, but there is no general mathematical formula suitable for programming.
From the results in Table 3 , we may conclude that the time elapsed by vector coding fast Fourier transform (VC-FFT) is less than corresponding RC and VR FFT, the reason of which is, we believe, that the VC significantly reduces recursive times in the algorithm. Because the other multidimensional FFT (PT, VSR and WFTA) are too complex to be used in practice, we have not compared them with VC-FFT. We expect that the VC-FFT is less time consuming than other multidimensional FFT because the VC-FFT reduces recursive times.
It should be noted that the investigators generally believe that the radix-8 algorithm cannot be improved dramatically on either the aspect of the computational complexities or on the time consumed. In this paper, however, we have showed that for the multidimensional algorithm by VC, it is not the case at all. The higher the dimension, the more obvious the improved result resulting from the radix 8, and from which we can expect still better result of the radix 16, one of the VC algorithms.
