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Introduction {#sec001}
============

Limited soft-tissue contrast is a major limitation of x-ray computed tomography (CT), a widely used clinical imaging modality. One way to address this shortcoming is to employ phase-sensitive imaging methods, which access the real part of the refractive index of the measured object \[[@pone.0184217.ref001]--[@pone.0184217.ref007]\]. The refractive index decrement leads to a phase shift of x-rays when passing through an object. The cross-section of this interaction is orders of magnitude higher in comparison to the cross-section of the attenuation interaction \[[@pone.0184217.ref008]\]. Thus, when this information can be used for imaging, increased contrast is reached.

While several phase-sensitive imaging techniques exist, only some yield favourable preconditions for a laboratory implementation \[[@pone.0184217.ref004], [@pone.0184217.ref007]--[@pone.0184217.ref011]\]. One promising technique for tomographic imaging with laboratory sources is called x-ray grating interferometry. In this approach, x-ray gratings are used to encode phase information in sinusoidal intensity variations of a series of multiple image frames. The phase information can be retrieved by e.g. Fourier analysis of these so-called phase-stepping curves. Several studies employing this technique have been published, which highlight its potential diagnostic benefits compared to attenuation-based CT \[[@pone.0184217.ref012], [@pone.0184217.ref013]\]. Moreover, the first radiographic and tomographic studies on living small animals were demonstrated \[[@pone.0184217.ref014], [@pone.0184217.ref015]\]. Additionally, this method has lately received increasing interest from manufacturers of medical imaging products \[[@pone.0184217.ref016], [@pone.0184217.ref017]\].

However, there are remaining difficulties which prohibit the use of PCCT in a clinical setting that have to be addressed. Among these, the reduction of scan time and a lower exposure to ionizing radiation are especially important. Over the last years, research on attenuation-based CT achieved significant improvement with regard to radiation dose reduction \[[@pone.0184217.ref018]--[@pone.0184217.ref021]\], suggesting the same possibilities for phase-contrast CT (PCCT). Yet, this claim was disputed in recent literature \[[@pone.0184217.ref022]\]. They state that a minimum radiation dose per projection for PCCT exists when phase retrieval based on Fourier analysis is used. This low-dose limit is a direct consequence of a phenomenon called statistical phase wrapping. This effect occurs at low photon counts and has negative effects on the image quality. In particular, statistical phase wrapping causes a drastic increase in image noise and leads to incorrectly measured phase shifts. Therefore, alternative methods to extract the phase information are to be examined that may be able to extract the phase information correctly even in the case of very low photon counts.

Lately, an alternative phase retrieval scheme, the reverse projection (RP) approach, has been adopted from diffraction enhanced imaging \[[@pone.0184217.ref023]\]. In this approach, the phase shift of the sample is obtained using only two phase steps and a linear approximation of the sinusoidal phase stepping curve \[[@pone.0184217.ref024]\]. Since this method avoids non-linearity in the phase retrieval, it is expected to have a more favourable behaviour at low photon counts. The noise properties of this novel technique compared to the phase stepping procedure have been investigated analytically as well as through simulation studies \[[@pone.0184217.ref025], [@pone.0184217.ref026]\]. However, these studies cover only the case of high photon statistics or low noise, where Fourier-based phase retrieval still produces reliable results. Correspondingly, a closer look at the behaviour of the reverse projection method at low photon counts is necessary. Especially two important properties need to be investigated in the low-dose regime: the amount of noise in the retrieved phase-contrast images as well as whether the measured values are quantitatively correct. Given these properties, the RP method could be able to solve the problem of collapsing signal propagation that occurs in the methods based on Fourier analysis.

In this article, we examine the statistical properties of the RP phase retrieval method at low photon counts and compare it to the widely-used phase retrieval method based on Fourier analysis. We study experimentally the dependence of the standard deviation of the retrieved phase values on the number of photons per pixel, evaluated over an empty region in the differential phase-contrast projections and in the phase stepping images. Additionally, we present first tomographic results obtained with the RP technique using a Talbot-Lau interferometer with a laboratory x-ray tube. We use these results to first compare the image quality of these tomographic images with those obtained using the Fourier-based method. We further illustrate how the image quality of the tomographic measurements is affected by statistical phase wrapping in the projections when employing the Fourier-based approach. Second, we assess the correctness of the quantitative values obtained by the two phase retrieval methods for the cases of high and low photon counts. Finally, we discuss the implications of the results for the purpose of low-dose phase contrast CT imaging.

Materials and methods {#sec002}
=====================

The study was approved by the institutional review board (Technische Universität München, Klinikum rechts der Isar, Munich, Germany).

Grating-based phase-contrast imaging {#sec003}
------------------------------------

In grating-based phase-contrast imaging, x-ray gratings are used to obtain information on the refraction and scattering properties of the sample. Three imaging modalities are simultaneously retrieved: first, the attenuation of the sample, which is equivalent to the signal obtained in conventional radiography. Second, the differential phase shift, which is related to the refractive index of the sample and proportional to its electron density. And third, the so-called dark-field signal, which arises from small angle scattering. A detailed description of x-ray grating interferometry can be found elsewhere \[[@pone.0184217.ref004], [@pone.0184217.ref008]--[@pone.0184217.ref010]\].

A so-called Talbot-Lau interferometer is used when employing a conventional laboratory x-ray tube with insufficient spatial coherence \[[@pone.0184217.ref009], [@pone.0184217.ref010]\]. This kind of interferometer, which was employed in this work, consists of three gratings. The first grating (G~0~) is an absorbing grating, which is placed directly behind the source and provides transverse beam coherence. The second grating (G~1~), which is placed close to the sample to enhance sensitivity, is a phase grating that imposes a periodic phase modulation onto the x-ray beam. This creates an interference pattern at certain distances downstream, the so-called fractional Talbot distances. A phase shifting (refractive) sample in the beam leads to a displacement of the interference pattern. This pattern cannot be resolved directly because the period of the gratings and thus the period of the interference pattern is much smaller than the pixel size of conventional detectors. Small grating periods enable high sensitivity with compact setup geometries. Therefore, a third grating (G~2~), which is an absorbing grating with a period matching the intensity pattern, is installed to analyse this pattern.

Phase stepping procedure and phase retrieval {#sec004}
--------------------------------------------

To analyse the intensity pattern generated by the phase grating and the sample, one of the gratings needs to be translated. That means that the sample is recorded multiple times with different relative grating positions. These images can be combined to phase stepping curves for each pixel, which are of sinusoidal shape \[[@pone.0184217.ref004], [@pone.0184217.ref011]\]. The information related to absorption, refraction and scattering strength can then be extracted by Fourier analysis or least-squares fit of these curves. In particular, a map of the phase shift of these curves corresponds to the differential phase-contrast projection, which is called *φ*(*x*, *y*) with pixel positions x and y. Generally, the differential phase recorded at the detector is not constant across the entire image, as it is the case with the absorption image as well. To address this issue, an additional projection is recorded without sample in the beam. This reference projection *φ*^*r*^(*x*, *y*) is then subtracted from the sample projection *φ*^*s*^(*x*, *y*) to obtain the differential phase shift of the sample, Δ*φ*(*x*, *y*) = *φ*^*s*^(*x*, *y*) − *φ*^*r*^(*x*, *y*). The method of using a Fourier analysis or least-squares fit of a complete stepping curve to retrieve the phase shifts is referred to as the phase stepping (PS) approach in this article.

In order to comply with clinical boundary conditions, the exposure time or the radiation dose that can be applied to obtain one projection is limited. This constraint implies the necessity to reduce the number of phase steps per projection or to reduce the exposure time per phase step. The former is possible down to a minimum of three phase steps that are necessary to reconstruct the sinusoidal phase stepping curve. The latter entails more noise in the acquired stepping images, which also leads to more noise in the differential phase-contrast projections. The noise propagation of this kind of phase retrieval method has been studied in detail \[[@pone.0184217.ref027]--[@pone.0184217.ref029]\]. Two separate cases have to be considered, since the noise properties change when approaching the limit of low photon counts.

In the case of high statistics i.e. high photon counts and sufficient visibility, the standard deviation of the retrieved phase in the differential phase-contrast (DPC) projections is proportional to the standard deviation of the measured photon counts in the phase stepping images *σ*~*L*~. This standard deviation is itself proportional to the inverse square root of the number of photon counts, assuming the noise is created only by Poisson statistics using a photon counting detector. Explicitly, the standard deviation in the DPC projections is given by $$\begin{array}{r}
{\sigma_{\varphi} = \frac{\sqrt{2}}{v}\sigma_{L} = \frac{\sqrt{2}}{v}\frac{1}{\sqrt{NI}}\,.} \\
\end{array}$$ Here, the number of quanta per pixel and phase step is called *I*, while *N* stands for the number of phase steps. The visibility *v* of the interferometer is a measure of the amplitude of the intensity oscillation for each pixel and is calculated by the ratio of the first and the zero-order Fourier coefficient of the phase stepping curve of the reference scan.

In the case of low photon counts per pixel, the stochastic properties change. Since the measured differential phase is non-ambiguous only in the interval *I*~*φ*~ = \]−*π*, *π*\[, problems arise when the standard deviation is high and the distribution function of the differential phase *φ* has non-negligible values at the boundaries of this interval. Then, Gaussian error propagation is no longer valid and some pixels can be affected by statistical phase wrapping \[[@pone.0184217.ref022]\]. In these pixels, the error in the phase retrieval that is caused by the noise in the phase stepping images leads to the effect that the phase wraps around the borders of the interval *I*~*φ*~ and a wrong value is measured. When decreasing the exposure time, more and more pixels are affected by statistical phase wrapping. This leads to a faster increase of *σ*~*φ*~, the standard deviation in the DPC projections, than the purely Poisson-based theory would suggest. Note that this effect is different from 'normal' phase wrapping that stems from large phase shifts of the sample itself and which is independent from the measurement procedure and exposure time.

In the low-count limit *σ*~*L*~ → ∞, the standard deviation converges towards $\sigma_{\varphi} = \pi/\sqrt{3} \approx 1.81$, which is the standard deviation of the uniform distribution on the interval *I*~*φ*~ \[[@pone.0184217.ref022]\]. Although the standard deviation rises only to a lesser degree when reducing the number of photons in this region, this does not correspond to an improved image quality. Quite the contrary, it represents the complete collapse of signal transmission for all pixels, which means that the retrieved phase shift contains no useful information any more. In conclusion, statistical phase wrapping entails that the phase retrieval does not provide reliable results in affected pixels, which corresponds to a collapse of information transmission. Therefore, a lower limit for the number of photons, i.e. the applied radiation dose exists for successful phase retrieval when using a phase stepping procedure.

Alternative phase retrieval through linear approximation {#sec005}
--------------------------------------------------------

The reverse projection method is an alternative method of phase retrieval \[[@pone.0184217.ref024]\]. In this approach, the sinusoidal phase stepping curve is approximated at its steepest points by a linear function. Instead of performing a complete phase stepping scan, only two projections at selected grating positions are recorded. This method has been extended to also work with 2-dimensional gratings \[[@pone.0184217.ref030]\] and fan-beam geometry \[[@pone.0184217.ref031]\]. In the following, it is reviewed shortly.

In grating-based phase-contrast imaging, the intensity recorded at each detector pixel and grating position can be expressed by $$\begin{array}{r}
{I\left( x,y,x_{g} \right) = a_{0}\left( x,y \right) + a_{1}\left( x,y \right)\sin\left( 2\pi\frac{x_{g}}{g_{2}} + \varphi\left( x,y \right) \right)\,,} \\
\end{array}$$ where *a*~0~(*x*, *y*) and *a*~1~(*x*, *y*) represent the zeroth and first Fourier coefficients of the sinusoidal stepping curve. The period of the analyser grating is called *g*~2~ while *x*~*g*~ denotes the relative transverse shift of the gratings.

The phase stepping curve has two regions where its slope is linear, provided that a phase stepping is performed over one period. There, it can be approximated with a linear function resulting in $$\begin{array}{r}
{I\left( x,y,x_{g} \right) \approx a_{0}\left( x,y \right) \pm a_{1}\left( x,y \right)\varphi\left( x,y \right)\,.} \\
\end{array}$$ Exemplary phase stepping curves of a sample scan and a reference scan are displayed in [Fig 1(a)](#pone.0184217.g001){ref-type="fig"}, where also a linear region is highlighted.

![Principle of the reverse projection method.\
Starting from the phase stepping curve (a) that is recorded without sample (reference scan), the sample is measured with grating positions corresponding to the two linear regions of the stepping curve. The two recorded intensities can then be used to obtain the attenuation $a_{0}^{s}$ of the sample as well as its differential phase shift Δ*φ*~*s*~. Panel (b) shows the histogram of the differential phase-contrast projections of a tomographic scan of a biomedical sample. The red lines mark the region where the error of the linear approximation is less than 5%. Only 0.1% of all pixels lie outside of this region.](pone.0184217.g001){#pone.0184217.g001}

This linear approximation will now be used to determine the attenuation and phase shift of the sample. First, a reference scan is recorded featuring a full stepping curve. Then, a projection with the sample in the beam is acquired at each of the two grating positions that correspond to the linear regions of the reference scan stepping curve, i.e. where $I^{r} = a_{0}^{r}$, and thus $$\begin{array}{r}
{x_{g,1} = \frac{- \varphi^{r}}{2\pi}g_{2}\,\,\,\,\text{and}\,\,\,\, x_{g,2} = \left( \frac{- \varphi^{r}}{2\pi} + \frac{1}{2} \right)g_{2}\,.} \\
\end{array}$$ The measured intensities at these gratings positions are $$\begin{array}{ccl}
{I_{1}\left( x,y \right)} & = & {I\left( x,y,x_{g,1} \right) =} \\
 & = & {a_{0}^{s} + a_{1}^{s}\sin\left( 2\pi\frac{x_{g,1}}{g_{2}} + \varphi^{s}\left( x,y \right) \right) =} \\
 & = & {a_{0}^{s} + a_{1}^{s}\sin\left( 2\pi\frac{x_{g,1}}{g_{2}} + \Delta\varphi\left( x,y \right) + \varphi^{r}\left( x,y \right) \right) =} \\
 & = & {a_{0}^{s} + a_{1}^{s}\sin\left( \Delta\varphi\left( x,y \right) \right) \approx} \\
 & \approx & {a_{0}^{s}\left( x,y \right) + a_{1}^{s}\left( x,y \right)\Delta\varphi\left( x,y \right)\,} \\
\end{array}$$ and equivalently $$\begin{array}{ccl}
{I_{2}\left( x,y \right)} & = & {I\left( x,y,x_{g,2} \right) =} \\
 & \approx & {a_{0}^{s}\left( x,y \right) - a_{1}^{s}\left( x,y \right)\Delta\varphi\left( x,y \right)\,.} \\
\end{array}$$

These projections can be combined to obtain the attenuation and differential phase-contrast projections. The attenuation signal can be determined by taking the mean value of the two measurements and normalizing it to the average intensity in the reference image $I_{0} = a_{0}^{r}$, as shown in the following expression $$\begin{array}{r}
{a\left( x,y,\theta \right) = \frac{a_{0}^{s}}{a_{0}^{r}} = \frac{I_{1}\left( x,y \right) + I_{2}\left( x,y \right)}{2a_{0}^{r}}\,.} \\
\end{array}$$

The phase shift of the stepping curve, i.e. the differential phase-contrast signal can be calculated by subtracting Eqs ([5](#pone.0184217.e008){ref-type="disp-formula"}) and ([6](#pone.0184217.e009){ref-type="disp-formula"}), resulting in $$\begin{array}{r}
{I_{1}\left( x,y \right) - I_{2}\left( x,y \right) = 2a_{1}^{s}\left( x,y \right)\Delta\varphi\left( x,y \right)\,.} \\
\end{array}$$

The slope of the linear function is determined by the first Fourier coefficient $a_{1}^{s}\left( x,y \right)$ of the sample scan. Since no phase stepping is performed for the sample scan, this coefficient is not known. However, a full phase stepping is performed for the reference scan, which is the scan without sample in the beam. This stepping curve can be used to extract $a_{1}^{r}\left( x,y \right)$, the first Fourier coefficient of the reference scan. If there is no small angle scattering i.e. no dark-field signal in the sample, these coefficients can be related to each other via the visibility, which is constant in this case. The visibility of the interferometer can be expressed by the ratio of first and zero order Fourier coefficient, namely $$\begin{array}{r}
{v = \frac{a_{1}^{r}}{a_{0}^{r}}\overset{\text{no}\text{dark-field}}{=}\frac{a_{1}^{s}}{a_{0}^{s}}\,.} \\
\end{array}$$ Through rearranging of [Eq (8)](#pone.0184217.e012){ref-type="disp-formula"} and substituting $a_{1}^{s} = v \times a_{0}^{s}$, making use of [Eq (9)](#pone.0184217.e015){ref-type="disp-formula"}, one arrives at $$\begin{array}{r}
{\Delta\varphi\left( x,y \right) = \varphi^{s}\left( x,y \right) - \varphi^{r}\left( x,y \right) = \frac{1}{v}\frac{I_{1}\left( x,y \right) - I_{2}\left( x,y \right)}{2a_{0}^{s}} = \frac{1}{v}\frac{I_{1}\left( x,y \right) - I_{2}\left( x,y \right)}{I_{1}\left( x,y \right) + I_{2}\left( x,y \right)}\,,} \\
\end{array}$$ the equation for the differential phase-contrast signal \[[@pone.0184217.ref024]\].

This approximation is only valid for small values of the differential phase shift of the sample Δ*φ*(*x*, *y*). While most of the pixels are expected to be close to zero due to the differential nature of the phase-contrast signal, there are also larger values e.g. at borders between materials. These values strongly influence the quantitative values in the reconstructed volumes due to the integration step that is inherent to the reconstruction of differential values. Therefore, it is necessary to examine the accuracy of the quantitative values in the reconstructed volumes obtained with the reverse projection method. Additionally, non-negligible dark-field signal in the sample leads to wrongly determined phase shifts in the reverse projection method. It was shown recently that the retrieved signal then is the product of the objects scattering (dark-field) and phase shift signals. Thus, the phase shift is systematically underestimated in the presence of scattering in the sample \[[@pone.0184217.ref032]\].

Equivalently to a phase stepping acquisition, a set of projections obtained with the RP method at different tomographic angles can be used to obtain the maps of the linear attenuation coefficient *μ*(*x*, *y*, *z*) as well as the refractive index decrement *δ*(*x*, *y*, *z*). Note that the reverse projection method was implemented slightly different in the original publication \[[@pone.0184217.ref024]\]. There, the two projections were obtained with only one fixed grating position combined with a full scan over 360 degrees. Opposing projections can then be combined to extract the attenuation and differential phase-contrast information. This is possible since the attenuation is symmetric with rotation while the refraction is antisymmetric. In this work, we use two projections at the same tomographic angle but different grating positions for phase retrieval. For simplicity, we will still call it reverse projection method and refrain from introducing a new name here. After all, the phase retrieval algorithm is the same in both approaches and the results of this work are also applicable to the original reverse projection method. The only practical aspect that needs to be considered is that the original reverse projection method is not applicable to cone beam geometries, while our approach loses the advantages of stationary gratings.

There is one major drawback of this method, which could limit its application: To be able to acquire the two projections at the linear regions of the phase stepping curve, the phase of the reference image has to be constant over the field of view. This limitation will later be discussed in more detail.

The noise properties of the reverse projection method differ from those of the phase stepping method \[[@pone.0184217.ref025], [@pone.0184217.ref026]\]. First of all, the standard deviation of the differential phase-contrast projections is lower by a factor of $\sqrt{2}$ in the RP method. This can be explained by the fact that the region around the zero-crossings of the sinusoidal phase stepping curve is most sensitive to phase shifts. In contrast, the region around the extrema of the stepping curve is only sensitive to changes in the amplitude of the curve, i.e. to the dark-field signal. This entails that in a phase stepping approach only half of the measured points contribute to the phase information while the other half determines the dark-field signal. In the RP approach, only the points in the linear region are used, which contribute most to the phase signal. Simultaneously, no information about the dark-field signal is obtained. Therefore, only half of the data points are needed for the same precision in the phase-contrast channel. This results in a standard deviation that is lower by factor of $\sqrt{2}$ compared to the phase stepping approach when the same amount of photons are used overall \[[@pone.0184217.ref026]\]. Thus, the standard deviation of the retrieved differential phase contrast signal is given by \[[@pone.0184217.ref025]\] $$\begin{array}{r}
{\sigma_{\varphi} = \frac{1}{v}\sigma_{L} = \frac{1}{v}\frac{1}{\sqrt{NI}}\,.} \\
\end{array}$$

More interestingly, a linear phase retrieval might not suffer from the same problems at low statistics as the phase stepping approach due to the fact that no periodic function has to be fitted to the data points. This means that meaningful phase retrieval should be possible even for projections with very low photon counts and consequently statistical phase wrapping would be avoided. Despite this promising prospect, the noise properties of the linear phase retrieval have not yet been investigated in this low-count case.

Experimental setup, samples and measurements {#sec006}
--------------------------------------------

A series of tomographic scans with varying exposure times per projection were recorded to investigate the different statistical properties of the PS and the RP method. For each tomographic scan we obtained a total of 1200 sample projection evenly spanning 360 degrees as well as 300 reference projections. A filtered backprojection with a Hilbert filter kernel was used for the reconstruction, where also the slight cone-beam geometry was considered. For each projection, 11 equidistant phase steps were performed over one grating period. The exposure time, which was evenly distributed to the phase steps, was 0.025 s to 3.6 s per phase step and corresponds to a mean of around 15 to 2273 counts per pixel, respectively. Every second step, in total 5 steps, were used to obtain the phase stepping curves in the PS approach and the three imaging signals were extracted using a least-squares fit. Thus, the exposure times ranged from 0.125 s to 18 s per projection. For the RP method, the two phase steps closest to the zero crossings of the stepping curve were selected for each pixel separately. Consequently, the exposure times ranged from 0.05 s to 7.2 s per projection, which corresponds to a mean of roughly 30 counts per pixel and 4546 counts per pixel, respectively. Note, that these exposure times are theoretical in the sense that really 11 exposures were taken but only 2 particular data points (not the same for each pixel) were used for phase retrieval. This is necessary since it was not possible to achieve a homogeneous, flat reference phase in our experiment. The reference images without the sample were recorded with 11 phase steps and a total exposure time of 39.6 s per projection. Consequently, the influence of the reference images on the noise in the final projections can be neglected.

The measurements were carried out using a Talbot-Lau interferometer \[[@pone.0184217.ref033]\]. It consisted of three gold-plated silicon gratings with periods of 5.4 μm. The absorption gratings *G*~0~ and *G*~2~ have heights of around 65 μm. The phase grating *G*~1~ was designed to introduce a phase shift of *π* at 27 keV and has a height of 5.2 μm. The setup was installed in a symmetric configuration with inter-grating distances of 85.7 cm. The x-rays were generated by an ENRAF Nonius rotating anode x-ray tube with a molybdenum target, which was operated at 40 kVp and 70 mA. We used a PILATUS II single photon counting detector by *Dectris Ltd.*, Switzerland, which has the advantages of a box-like point spread function and no readout noise. It features a field of view of 487 pixels x 195 pixels (horizontal x vertical) with a pixel size of 172 μm x 172 μm. The sample used in this work is an ex-vivo human coronary artery. It was measured in a Falcon tube with a diameter of 3 cm filled with formalin, which was itself put in a water bath to avoid phase wrapping artifacts \[[@pone.0184217.ref034], [@pone.0184217.ref035]\]. Therefore, all reconstructed values of the linear attenuation coefficient and the refractive index decrement are given relative to water. The sample was mounted at a position where the geometric magnification of the setup was 1.72. Therefore, the effective pixel size at the sample position was 100 μm x 100 μm. The study was approved by the institutional review board.

Results {#sec007}
=======

First of all, we evaluate a scan with long exposure, i.e. high photon counts, to test the accuracy of the RP method, thereby investigating its applicability to tomographic scans of biological soft-tissue. It is clear that the error that is introduced due to the linear approximation of the sinusoidal phase stepping curve depends on the value of the differential phase-contrast signal. Thus, the distribution of values in a typical scan is of concern with regard to the approximation's accuracy. [Fig 1(b)](#pone.0184217.g001){ref-type="fig"} shows the relative frequency of occurrence of phase shift values in all of the DPC projections of the tomographic scan of a biological sample. It can be clearly seen that the values are centred around a phase shift of zero, due to the differential nature of the signal. Further, the distribution of values is quite narrow with only 0.1% of pixels having an absolute value greater than *φ*^*s*^(*x*, *y*) \> 0.55 rad (marked by the red dashed lines). There, the absolute error of the linear approximation is 0.028 rad while the relative error is 5%. Note that even in a scan with a very long exposure time of 18 s per projection, the standard deviation due to Poisson noise *σ*~*φ*~ = 0.07 rad is already higher than this error. Also keep in mind that this scan has been obtained at a setup with very high sensitivity that cannot be reached with a potential clinical setup, which has to be more compact. Consequently, even the phase shifts of bigger objects could still be small enough to justify using the linear approximation.

An additional source of error is a change in interferometer visibility due to small-angle scattering inside the sample. However, the dark-field signal of biological soft tissue is weak and is therefore not expected to significantly disturb the results obtained with the RP method (cf. [Fig 2](#pone.0184217.g002){ref-type="fig"}). In future work, the effect of non-negligible dark-field signal could be tackled by employing a third step \[[@pone.0184217.ref036]\], although the noise properties of this method have yet to be explored.

![Dark-field/scattering signal strength.\
(a) Exemplary dark-field projection of the measured biological sample. The sample shows a smooth dark-field signal close to unity, a prerequisite for successful application of the reverse projection method. (b) Histogram of dark-field values in all projections of one tomographic scan. The peak of the sample's dark-field is narrow and close to unity. Further, there are next to no pixels with extreme values, which could hinder the applicability of the RP method.](pone.0184217.g002){#pone.0184217.g002}

Still using the same high-counts scan, we inspected the tomographic reconstructions of the differential phase-contrast projections gathered by the two different methods. Axial cuts of the reconstructed volume of the refractive index decrement *δ* are displayed in [Fig 3(a)](#pone.0184217.g003){ref-type="fig"}. A visual inspection reveals no apparent morphological differences between the phase-contrast tomography slices of the two methods. However, a look at the line plot shown in [Fig 3(b)](#pone.0184217.g003){ref-type="fig"} reveals slight discrepancies between the two reconstructions, especially in areas with very high and very low values. In these regions, the magnitude of the refractive index decrement is underestimated in the RP reconstruction. This is an expected result since the linear approximation underestimates large phase shifts, which correspond to high absolute values of the refractive index decrement after tomographic reconstruction. In the other regions, the values are very similar for both methods, with some fluctuations due to image noise.

![Comparing the tomographic reconstructions of a high statistic scans obtained by widely-used phase stepping approach and the reverse projection method.\
(a) Tomographic reconstructions of the differential phase contrast projections, obtained with the PS approach (left) and the RP method (right). (b) Line plot at the position marked by the dashed lines in (a). Both images appear very similar, which is also apparent in the line plot. The contrast in the RP image is slightly weaker, since high values are underestimated by this method.](pone.0184217.g003){#pone.0184217.g003}

Additionally, the mean values in three homogeneous regions in the image volume are evaluated. The results of this analysis are displayed in rows 1 and 2 of [Table 1](#pone.0184217.t001){ref-type="table"}. The differences of the quantitative values for Formalin and the Falcon tube between the two methods lie well within one standard deviation. Only for the PMMA rod, which is the bright circle visible in the reconstructed slices, the values differ more significantly: as expected, the refractive index is underestimated in the RP method by around 8% since this material exhibits a high phase shift. From this point on, the mean delta values of the PS scan with high photon counts will be used as a reference when analysing the low-counts scans.

10.1371/journal.pone.0184217.t001

###### Mean values and the corresponding standard deviation of the refractive index decrement *δ* relative to water, exemplary for the materials formalin (fluid inside the tube), PMMA and the Falcon tube.

![](pone.0184217.t001){#pone.0184217.t001g}

  Scan desrc.                                   *δ*~formalin~   rel. err.   *δ*~PMMA~     rel. err.   *δ*~tube~      rel. err.
  --------------------------------------------- --------------- ----------- ------------- ----------- -------------- -----------
  [Fig 2](#pone.0184217.g002){ref-type="fig"}                                                                        
  reference                                     0.54 ± 0.14                 4.65 ± 0.16               −1.94 ± 0.15   
  RP (1172 cts)                                 0.51 ± 0.16     −5%         4.29 ± 0.19   −8%         −1.91 ± 0.17   −2%
  [Fig 6](#pone.0184217.g006){ref-type="fig"}                                                                        
  PS (70 cts)                                   0.37 ± 1.37     −31%        3.85 ± 1.36   −17%        −1.48 ± 1.33   −24%
  RP (76 cts)                                   0.58 ± 0.89     7%          4.35 ± 0.86   −6%         −2.06 ± 0.81   6%
  [Fig 7](#pone.0184217.g007){ref-type="fig"}                                                                        
  PS (111 cts)                                  0.44 ± 1.26     −18%        3.6 ± 1.17    −23%        −1.78 ± 1.39   −8%
  RP (44 cts)                                   0.47 ± 1.06     −14%        4.16 ± 1.05   −10%        −1.98 ± 1.03   2%

The mean values and standard deviations were evaluated over volumes containing more than 100000 voxels.

In the next step, the dependence of the image noise or the standard deviation in the differential phase-contrast projections on the exposure time or the number of photons is examined. A region of interest is defined to evaluate the number of counts in the phase stepping images, the visibility in the reference projections and the standard deviation in the DPC projections. An example of attenuation contrast and phase-contrast projections obtained with the PS procedure and the linear approximation is shown in [Fig 4](#pone.0184217.g004){ref-type="fig"}. Again, the visual appearance is very similar for both methods. The region of interest used for the analysis is marked by a rectangle. The mean visibility in the region of interest was measured at 18.6%.

![Attenuation and differential phase-contrast projections of the biological sample.\
The projections obtained with the reverse projection method (top) and the phase stepping procedure (bottom) overall have a very similar appearance. Difference are visible at the boarders of materials in the differential phase-contrast projection, where the RP method underestimates high values. Both projections that were obtained with the RP method show increased noise due to the fact that less steps are used there compared to the phase-stepping approach. The ROIs indicated by rectangles were used to extract the mean photon counts, standard deviation and mean visibility for the statistical analysis.](pone.0184217.g004){#pone.0184217.g004}

The results of the noise analysis are shown in [Fig 5](#pone.0184217.g005){ref-type="fig"}, which illustrates the dependency of the standard deviation in the differential phase-contrast projections on the number of photons per pixel in the stepping images. These results will now be discussed in detail.

![Dependency of the standard deviation of the differential phase-contrast projections on the number of photon counts per pixel.\
The projections obtained with the RP method show a lower standard deviation than the ones obtained with PS by a factor of $\sqrt{2}$. More importantly, in comparison to the PS procedure, the standard deviation of the RP projections does not show a deviation from Poissonian behaviour when going to lower photons counts. The circled numbers indicate the Figure in which the corresponding tomographic reconstructions are displayed.](pone.0184217.g005){#pone.0184217.g005}

First of all, we evaluate the measured standard deviation of the DPC projections *σ*~*φ*~ obtained by the PS method. It can be seen that the values for projections with high photon counts agree well with the results predicted by theory \[[@pone.0184217.ref027]\] (cf. [Eq (1)](#pone.0184217.e001){ref-type="disp-formula"}). Going towards lower mean photon counts per pixel, the standard deviation rises more rapidly than the purely Poisson-based theory suggests, which can be explained by the occurrence of statistical phase wrapping. The same behaviour is visible in the simulation results, although there the resulting values are slightly higher. This is due to the fact that the detector used in the experiment exhibits charge sharing, an effect that was not considered in the simulations. Charge sharing introduces correlation between neighbouring pixels, which in turn reduces the standard deviation slightly, especially when the mean number of photons is low.

At even lower photon counts, the standard deviation starts to saturate and is therefore getting closer again to the theoretical prediction for high statistics. This is the result of a convergence towards the uniform limit, which entails that the measured values resemble a random distribution in the interval *I*~*φ*~ = \]−*π*, *π*\[ \[[@pone.0184217.ref022]\]. Thus, the retrieved phase is not correct any more. Therefore, scans in this regime do not show an improved image quality but instead are dominated by noise.

Next, the measured standard deviation of the DPC projections obtained with the RP method is considered. Here the theoretical values are lower by a factor of $\sqrt{2}$ compared to the PS values, as explained previously. We find that the measured values agree well with the theoretical predictions. Therefore, we have confirmed experimentally the theoretical predictions and simulations for the case of high photon counts \[[@pone.0184217.ref025], [@pone.0184217.ref026]\]. In addition to that, we could show that the standard deviation follows the theoretical values of a Poisson distribution even for scans with very low photon counts. We therefore conclude that the RP method does not suffer from statistical phase wrapping at very low photon counts, in contrast to the conventional phase retrieval technique. However, it is still to be examined whether the RP approach will also yield quantitatively correct reconstructions at these low photon counts.

For this purpose, we have compared tomographic reconstructions of the projections that were obtained with the two methods. The visual appearance of these images as well as the quantitative values of the refractive index decrement are evaluated. Additionally, the reconstructions are compared using two standard metrics: the root mean squared error (RMSE) and the structure similarity index (SSI).

First, we take a look at two scans that were acquired with nearly the same exposure time i.e. mean number of photons per pixel. In the first scan, 5 equidistant phase steps with a mean number of 15.2 counts per pixel were used to obtain the stepping curves, which was in turn analysed using a least-squares fit. For the RP scan, only 2 phase steps with a mean number of 35 counts were utilized to extract the attenuation and DPC projections. Combined, the mean number of counts per projection is then 76 per pixel for the PS and 70 per pixel for the RP method (cf. [Fig 5](#pone.0184217.g005){ref-type="fig"}). Filtered backprojection is once again used to reconstruct the distributions of the attenuation coefficient and the refractive index decrement from the measured projections.

The comparison is displayed in [Fig 6](#pone.0184217.g006){ref-type="fig"}. Evidently, the reconstruction of the linear attenuation coefficient has the same visual appearance for both methods. This is an expected result, since both methods simply average all phase steps for the retrieval of the attenuation projections. However, the situation looks quite different in the phase-contrast channel, where the reconstruction of the RP projections has superior image quality. There is less noise and thus more features can be recognized compared to the PS reconstruction. This can be explained by the lower amount of noise that is present in the DPC projections of the RP method. Additionally, the RP projections are not affected by statistical phase wrapping and its corresponding loss of signal in some pixels. This effect not only worsens the image quality of the PS reconstruction but also affects its quantitativeness. This is evident from the comparison of the mean values of the three homogeneous regions described above to the values of the reference scan. The results of this analysis are displayed in rows 3 and 4 of [Table 1](#pone.0184217.t001){ref-type="table"}. Clearly, the RP method delivers more accurate values of the refractive index decrement. For all three materials, the relative errors lie between −6 and 7 percent. In contrast, the relative errors in the PS reconstructions are between −17 and −31 percent. It is evident that the *δ* values are severely underestimated, suggesting statistical phase wrapping as the cause: In pixels affected by this phenomenon, the phase is not retrieved correctly. Instead, random values from a uniform distribution, which correspond to a reconstructed mean *δ* of zero, are returned. Therefore, non-significant amounts of phase-wrapped pixels lead to mean values closer to zero.

![Comparison of reconstructions obtained with the RP method (top, 70 counts/pixel/projection) and the PS approach (bottom, 76 counts/pixel/projection).\
Note, that while the total applied dose is even slightly lower for the scan obtained with the RP method, the reconstruction of the refractive index decrement still shows much better image quality and also less noise compared to the PS method. As expected, there is no visible difference in the reconstruction of the linear attenuation coefficient.](pone.0184217.g006){#pone.0184217.g006}

The RMSE and SSI values of the two reconstructions, compared to the reference scan, are displayed in rows 1 and 2 of [Table 2](#pone.0184217.t002){ref-type="table"}. Here, too, the RP methods shows better performance, namely a lower RMSE and a higher SSI in comparison to the PS approach.

10.1371/journal.pone.0184217.t002

###### Root mean squared error and structure similarity of the tomographic reconstructions displayed in Figs [6](#pone.0184217.g006){ref-type="fig"} and [7](#pone.0184217.g007){ref-type="fig"} compared to the reference scan.

![](pone.0184217.t002){#pone.0184217.t002g}

  scan descr.                                   RMSE \[⋅10^−8^\]   SSI
  --------------------------------------------- ------------------ ------
  [Fig 6](#pone.0184217.g006){ref-type="fig"}                      
  PS (76 cts)                                   1.34               0.89
  RP (70 cts)                                   0.89               0.95
  [Fig 7](#pone.0184217.g007){ref-type="fig"}                      
  PS (111 cts)                                  1.26               0.89
  RP (44 cts)                                   1.03               0.93

It could be argued that the superior quality of the RP reconstructions stems solely from the lower noise level in its projections compared to the PS projections, as the noise level is lower for the RP approach when using the same exposure time for both methods. To dispute this assumption and examine more closely the influence of statistical phase wrapping, we have compared two scans that were obtained using the same set of phase stepping images. In that case, both scans have the same number of mean photon counts per phase step, namely 22.2 counts. As before, five phase stepping images are used to obtain the DPC projections for the PS method, leading to a mean total number of 111 counts per pixel and projection. In contrast, only two steps are used to extract the DPC projections in the RP method, amounting to 44.4 counts per pixel and projection. That means the number of counts per pixel is higher by a factor of 2.5 for the PS method (cf. [Fig 5](#pone.0184217.g005){ref-type="fig"}). Consequently, one would expect that the tomographic reconstruction of the PS projections features superior image quality. However, when looking at these reconstructions ([Fig 7a and 7b](#pone.0184217.g007){ref-type="fig"}), it can be clearly seen that this is not at all the case. The reconstruction of the PS projections exhibits more noise than the reconstruction of the RP projections. Thus, the image quality of the RP reconstruction is superior, which also leads to better feature recognition in this image. These results show that statistical phase wrapping in the projections has a drastic negative effect on the image quality in the reconstructions. Additionally, statistical phase wrapping leads to wrong quantitative values, which will be investigated next.

![Image quality and quantitative accuracy of the RP method in a low-dose scenario.\
Comparison of the reconstructions obtained with the PS method (a, 111 counts/pixel/projection) and the RP method (b, 44.4 mean counts) with a reference scan (c). Remarkably, the RP reconstruction shows superior image quality compared to the PS method, even though only 2 of the 5 steps of the PS approach are used to generate the RP reconstruction. Panel (d) shows a difference image of (b) and (c), which is dominated by noise. That implies a good quantitative accuracy of the RP method. This finding is confirmed by line plot in panel (e) which shows plots along the lines displayed in panels (b) and (c). Note that the values for the RP method were averaged over 4 slices and 4 pixels in direction perpendicular to the line for improved readability.](pone.0184217.g007){#pone.0184217.g007}

First, we visually compare the reconstructed values of the RP method with the reference scan using a difference image, which is displayed in [Fig 7(d)](#pone.0184217.g007){ref-type="fig"}. This image is dominated by noise and there are no features visible, suggesting that the RP method is able to quantitatively reconstruct the refractive index decrement even at very low photon counts. Second, a line plot ([Fig 7(e)](#pone.0184217.g007){ref-type="fig"}) of the same two images is used for further comparison. Note that the line of the RP scan was obtained by averaging over 4 slices and 4 pixels in direction perpendicular to the line in order to decrease the noise level and thereby make the interpretation of the plot easier. The line corresponding to the RP reconstruction matches the reference line quite well, although there are still fluctuations due to noise despite the averaging procedure. Overall, the quantitativeness is comparable to the analysis that was performed in [Fig 3](#pone.0184217.g003){ref-type="fig"}. Next, the mean *δ* values that were measured in the three homogeneous regions are inspected. The values are shown in rows 5 and 6 of [Table 1](#pone.0184217.t001){ref-type="table"}. For all three materials, the values obtained by the RP method are closer to the reference values than the PS values. Additionally, the standard deviation in the three regions is also lower for the RP method. Finally, a comparison of RMSE and SSI of the two reconstructions ([Table 2](#pone.0184217.t002){ref-type="table"}, rows 3 and 4) also shows superior performance of the RP method. Overall, these finding are quite remarkable: discarding three of the five phase steps, and with that 60% of the photons, results in superior image quality and more accurate quantitative values in the tomographic reconstruction.

Discussion {#sec008}
==========

In the previous section, we have shown an improved performance of the RP method compared to the conventional PS method in low-dose applications. This improved performance essentially stems from the use of prior knowledge in the phase retrieval: the dynamic range is (artificially) limited compared to the conventional approach, which can be justified by the prevalence of small values in a differential signal.

Evidently, there are also limitations to this method. First, the phase retrieval is based on an approximation that is only correct for small values of the phase shift. On the one hand, most of the values typically are small due to the differential nature of the phase-contrast signal. On the other hand, the influence of large values is disproportionately high due to the necessary integration during the filter step of the tomographic reconstruction.

Secondly, only the attenuation and the phase-contrast signal can be obtained. The dark-field signal is not only inaccessible, but even leads to wrongly determined phase shift values. Both facts limit the applicability of the RP method to certain types of samples in order to achieve satisfactory quantitative reconstructions. However, one could imagine extensions to this method that could alleviate some of these issues. Among them is the possibility of employing a third phase step to quantify the dark-field signal \[[@pone.0184217.ref036]\].

Additionally, the straight forward experimental application of the method is limited to cases where the reference phase is uniform over the whole field of view. This is a result of grating imperfections which could be solved by future, more uniform gratings from improved fabrication processes. As a uniform reference phase was not available for our experiment, we had to record more than the two theoretically necessary phase steps and then retrospectively select the appropriate steps for each pixel separately. With the 11 phase steps that were recorded in our experiment, a step close to the optimal point for phase retrieval was available for each pixel. Thus, we could simply employ a linear correction for the remaining deviation from the optimal point.

By using a higher order function instead of a simple linear approximation for phase retrieval, the phase shift could also be calculated accurately with points farther away from the linear region. Consequently, fewer steps would be needed to achieve successful phase retrieval even when the reference phase is not uniform over the field of view. However, more than two phase steps would still be required, since meaningful phase retrieval with only two points is not possible when they lie around the turning points of the phase stepping curve. If e.g. four equidistant phase steps were recorded, there would always be at least two steps (or combinations of steps) that could be used for the RP phase retrieval. In this case, the RP approach would still lead to superior reconstructions in low dose scans as was demonstrated in the example displayed in [Fig 6](#pone.0184217.g006){ref-type="fig"}, where even five phase steps were used for the conventional phase retrieval. In a high statistic scan, the noise levels would be similar in both approaches (cf. Eqs ([1](#pone.0184217.e001){ref-type="disp-formula"}) and ([11](#pone.0184217.e020){ref-type="disp-formula"})).

Such an advanced scheme could also be combined with iterative reconstruction (IR) methods including algebraic iterative reconstruction and statistical iterative reconstruction \[[@pone.0184217.ref037]--[@pone.0184217.ref040]\]. In particular with statistical iterative reconstruction (SIR) schemes, where the pixels could be assigned a weight corresponding to their noise levels \[[@pone.0184217.ref041]\]. In general, SIR can be used to significantly increase the image quality of tomographic reconstructions. However, it is important to note that conventional iterative reconstruction schemes work on the already retrieved projections. If a wrong phase is retrieved (e.g. in the PS approach due to statistical phase wrapping), the IR's ability to improve the image quality is hindered. It can not correct for the influence of "wrong pixels" because there is no way to know which pixels are affected. In the RP approach, where the phase is determined correctly and only affected by Gaussian noise, SIR schemes will be more successful in improving the image quality of the reconstructions. Thus, studying the effect of SIR for phase-contrast CT on the image noise in a low dose regime might be subject of further work.

Lately, intensity-based iterative reconstruction schemes for differential phase contrast data have been introduced \[[@pone.0184217.ref042]--[@pone.0184217.ref044]\], where the reconstruction is done directly from the measured intensities. This means that the intermediate step of phase retrieval is directly incorporated into the tomographic reconstruction. In this case, the prior knowledge of small differential phase shifts has to be incorporated in a different way (e.g. via regularization). Whether these methods can achieve meaningful phase retrieval at low photon counts has yet to be shown.

Conclusion {#sec009}
==========

Up until now, it has been assumed that the potential for dose reduction in phase-contrast CT is limited compared to attenuation CT. That is one obstacle that stands in the way of more mainstream or even clinical application of phase-contrast CT. This claim is mainly based on the work of Raupach & Flohr (2011) \[[@pone.0184217.ref022]\], where a low-dose limit for phase-contrast CT is derived. However, only the phase stepping approach for phase retrieval is considered in their work. As we have shown here, a phase stepping approach is not the optimal choice for scans with low mean photon counts, since statistical phase wrapping leads to adverse effects on image quality. As a possible alternative, we have examined the reverse projection method and have illustrated that it yields quantitatively and visually satisfactory results for phase-contrast CT scans of biological soft-tissue. More importantly, our results also show that this method can extract the differential phase correctly where phase retrieval via phase stepping fails due to statistical phase wrapping. However, there are limitations to this method currently still standing in the way of a widespread application and more development is necessary to tackle these challenges. Overall, we imagine that based on the results of this study further phase retrieval and reconstruction schemes can be developed that are optimized for low-dose applications.
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