Two models of positive 2D discrete-time linear Lyapunov systems are introduced. For both the models necessary and sufficient conditions for positivity, asymptotic stability, reachability and observability are established. The discussion is illustrated with numerical examples.
Introduction
In positive systems inputs, state variables and outputs take only nonnegative values. Examples of positive systems are industrial processes involving chemical reactors, heat exchangers and distillation columns, storage systems, compartmental systems, water and atmospheric pollution models. A variety of models having positive linear behavior can be found in engineering, management science, economics, social sciences, biology and medicine, etc.
Positive linear systems are defined on cones and not on linear spaces. Therefore, the theory of positive systems is more complicated and less advanced. The most popular models of two-dimensional (2D) linear systems are the models introduced by Roesser (1975) , FornasiniMarchesini (1976; 1978) and Kurek (1985) . The models were extended for positive systems in (Kaczorek, 1996; Valcher, 1997 ). An overview of 2D linear systems theory is given in (Bose, 1982; Bose et al., 2003; Gałkowski, 2001; Kaczorek, 1985) , and some recent results in positive systems were given in the monographs (Farina and Rinaldi, 2000; Kaczorek, 2001) .
Reachability and minimum energy control of positive 2D systems with one delay in states were considered in (Kaczorek, 2005) . Controllability of positive dynamical systems was investigated by Klamka (1991; 2002; . Controllability and minimum energy control of linear 2D systems were considered in (Klamka, 1996a; 1996b; 1997a; 1997b; 1997d; 1999b) and of nonlinear 2D systems in (Klamka 1997c; 1999a; 1999c) . Controllability with constrained controls of linear and nonlinear 2D systems was investigated in (Klamka, 1998a; 1998b; 1998c) .
The notion of an internally positive 2D system (model) with delays in states and in inputs (systems of order higher than one) was introduced, and necessary and sufficient conditions for internal positivity, reachability, controllability, observability and the minimum energy control problem were established in (Kaczorek, 2006b) .
The realization problem for 1D positive discrete-time systems with delays was analyzed in (Kaczorek, 2003; 2006a) and for 2D positive systems in (Kaczorek, 2004) . Stability of positive linear discrete-time systems with delays was considered in (Busłowicz, 2006) .
Internal stability and asymptotic behavior of 2D positive systems were investigated by Valcher (1997) , and asymptotic stability of positive 2D linear systems was investigated in (Kaczorek, 2008a; ). An LMI approach to checking stability of positive 2D systems was proposed by Twardy (2007) , with generalizations to positive 2D systems by delays in (Kaczorek, 2008c) .
Controllability and observability of Lyapunov systems were investigated by Murty Apparao (2005) . Positive discrete-time and continuous-time Lyapunov systems were considered in (Kaczorek, 2007; Kaczorek and Przyborowski, 2007a; 2007e; . Positive linear timevarying Lyapunov systems were investigated in (Kaczorek and Przyborowski, 2007b) . Discrete-time and continuoustime Lyapunov cone systems were considered in (Kaczorek and Przyborowski, 2007c; Przyborowski and Kaczorek, 2008) . Positive discrete-time Lyapunov systems with delays were investigated in (Kaczorek and Przyborowski, 2007d) .
Positive fractional discrete-time Lyapunov systems were investigated in (Przyborowski, 2008a; Przyborowski and Kaczorek, 2008) and fractional discrete-time conesystems in (Przyborowski, 2008b; Przyborowski and Kaczorek, 2008) . In this paper, the notion of positive 2D discrete-time linear Lyapunov systems described by two different models will be introduced. For both the models necessary and sufficient conditions for positivity, asymptotic stability, reachability and observability will be established. The discussion will be illustrated with numerical examples. To the best of the authors' knowledge, those problems have not been considered yet.
Preliminaries
Let R n×m be the set of real n × m matrices, R n = R n×1 , and let R n×m + be the set of real n × m matrices with nonnegative entries. The set of nonnegative integers will be denoted by Z + .
Definition 1. The Kronecker product A ⊗ B of matrices
m×n and B ∈ R p×q is the block matrix (Kaczorek, 1998) 
Lemma 1. (Kaczorek, 1998) Consider the equation
where
It is equivalent to the following one:
and x i and c i are the i-th rows of the matrices X and C, respectively.
Lemma 2. (Kaczorek, 1998) 
Definition 2. The system described by the equations 
The boundary conditions for (4a) have the form
Lemma 3. The Lyapunov system (4) can be transformed to the equivalent standard 2D discrete-time, nm-input and pn-output, linear system described by the Roesser model in the form (Kaczorek, 2001 ) 
Proof. The transformation is based on Lemma 1. The matrices
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The matrices of (6) arē
Definition 3. The transition matrixT i,j is defined by (Kaczorek, 2001 )
for i < 0 and/or j < 0,
wherē
4. Positive 2D Lyapunov systems and their asymptotic stability 4.1. Positive 2D Lyapunov systems
Theorem 1. The system (4) is positive if and only if
are Metzler matrices satisfying
and
Proof. The 2D Lyapunov system (4) is positive if, and only if, the equivalent 2D standard system (6) is positive. By the theorem of the positivity of the 2D standard discrete-time system described by the Roesser model (Kaczorek, 2001) ,
have to be matrices with nonnegative entries. From (7) the hypothesis of Theorem 1 follows.
Asymptotic stability of 2D positive Lyapunov systems.
Consider the positive 2D autonomous Lyapunov system described by
and the matrices A r kl ∈ R n k ×n l for k, l = 1, 2 and r = 0, 1, satisfying the conditions (9).
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Definition 6. The positive 2D Lyapunov system (10) is called asymptotically stable if for any bounded boundary conditions .
The system (10) is stable if and only if
Proof. Any 2D Lyapunov system is asymptotically stable if, and only if, the equivalent 2D standard system is asymptotically stable. From (Kaczorek, 2008a) , we have that the eigenvalues of the matrix
must have moduli less than one. Therefore, from Lemma 3 and (7) the hypothesis of Theorem 2 follows. (4) is
Reachability and observability of
that steers the state of the system from the zero boundary conditions (5) to the final state X f , i.e., X hk ∈ X f . 
Theorem 3. The positive 2D Lyapunov system (4) is reachable at a point (h, k) if and only if (a) For
contains n linearly independent monomial columns (the matrix built from these columns has only one positive element in each row and in each column and the remaining elements are zero), where
and T i,j is the transition matrix defined in (8) with
and a ∈ R, if and only if the matrix
contains n linearly independent monomial columns.
Proof. From Lemma 3 and (Kaczorek, 2001 ) it follows that the positive 2D Lyapunov system (4) is reachable at the point (h, k) if and only if the matrix
contains n 2 linearly independent monomial columns, wherē
In Case (a), taking into account the assumptions, from (16), (17), (8) we obtain
Therefore, in this case, (16) contains n 2 linearly independent monomial columns if and only if (13) contains n linearly independent monomial columns.
In Case (b), from (17) we havē
Positive 2D discrete-time linear Lyapunov systems 99 so if the matrix B1 0 0 B2 contains n linearly independent monomial columns, thenR h,k contains n 2 linearly independent monomial columns and the system is reachable. If the matrix B1 0 0 B2 contains r < n linearly independent monomial columns, then from (17) it follows that each of the matricesM 1,1 , · · · ,M h,k contains no more than rn linearly independent monomial columns which are linearly dependent with monomial columns of the matrix M 1,0M0,1 , because the matricesT i,j and B ⊗ I n have nonnegative entries. Therefore, the system is not reachable.
Observability Definition 8.
The positive 2D Lyapunov system (4) is called observable at a point (h, k) ∈ Z + × Z + if X 00 ∈ R n×n + can be uniquely determined from the knowledge of the output Y i,j , caused by the nonzero boundary conditions in the form X 00 = 0 and X 
Theorem 4. The positive 2D Lyapunov system (4) is observable at the point (h, k) if and only if (a) For
. . .
contains n linearly independent monomial rows, where Proof. From Lemma 3 and (Kaczorek, 2001) it follows that the positive 2D Lyapunov system (4) is observable at a point (h, k) if and only if the matrix
contains n 2 linearly independent monomial columns, whereT i,j is the transition matrix defined in (8).
In Case (a), taking into account the assumptions, from (20), (8) and the fact thatC = C ⊗ I n , we obtain
Therefore, in this case, (20) contains n 2 linearly independent monomial columns if and only if (18) contains n linearly independent monomial columns.
In Case (b), if the matrix C contains n linearly independent monomial columns, thenŌ h,k contains n 2 linearly independent monomial columns and the system is observable. If the matrix C contains r < n linearly independent monomial columns, then it follows that each of the matricesCT 10 , . . . ,CT h,k contains no more than rn linearly independent monomial columns which are linearly dependent with monomial columns of the matrix C because the matricesT i,j andC are the matrices with nonnegative entries. Therefore the system is not observable.
2D general Lyapunov system
Definition 9. The system described by the equations
is called a general 2D discrete-time linear Lyapunov system, where X i,j ∈ R n×n is the state-space matrix at the point (i, j), U ij ∈ R m×n and Y ij ∈ R p×n are respectively the input and the output matrices, A l k ∈ R n×n for k = 0, 1, 2, l = 0, 1, B r ∈ R n×m for r = 0, 1, 2, C ∈ R p×n , D ∈ R p×m . The boundary conditions for (21a) have the form (Kaczorek, 2001) x i+1,j+1 =Ā 0xi,j +Ā 1xi+1,j +Ā 2xi,j+1
Lemma 4. The Lyapunov system (21) can be transformed to the equivalent standard 2D discrete-time, nm-input and pn-output, linear system described by the general model in the form
2 is the state-space vector at the point
respectively the input and the output vectors,
The proof is similar to that of Lemma 3. The matrices of (23) arē
Definition 10. The transition matrixT i,j for (23) is defined by (Kaczorek, 2001 )
for i < 0 and/or j < 0. 
Proof. The 2D Lyapunov system (21) is positive if, and only if, the equivalent 2D standard system (23) is positive. By the theorem of the positivity of the 2D standard discrete-time system described by the general model (Kaczorek, 2001) ,Ā 0 ,Ā 1 ,Ā 2 ,B 0 ,B 1 ,B 2C andD have to be matrices with nonnegative entries. The hypothesis of Theorem 5 follows from (24).
7.2. Asymptotic stability of general 2D positive Lyapunov systems. Consider the positive 2D autonomous Lyapunov system described by
where X i,j ∈ R n×n + , with the matrices A l k ∈ R n×n for k = 0, 1, 2 and l = 0, 1 satisfying the conditions (26). 
Definition 12. The positive 2D Lyapunov system (27) is called asymptotically stable if for any bounded boundary conditions
X i,0 ∈ R n×n + , i ∈ Z + , X 0,j ∈ R n×n + , j ∈ Z + , lim i,j→∞ X i,j = 0.(28I n 0 .
The system (27) is stable if and only if
Proof. The 2D Lyapunov system is asymptotically stable if, and only if, the equivalent 2D standard system is asymptotically stable. From (Kaczorek, 2008a) we have that the eigenvalues of the matrix
I n 2 0 must have moduli less than one. Therefore, from Lemma 4 and (24), the hypothesis of Theorem 6 follows. 
there exists an input sequence U ij ∈ R m×n + , (i, j) ∈ H hk that steers the state of the system from the zero boundary conditions (22) to the final state X f , i.e., X hk ∈ X f .
Theorem 7. The positive 2D Lyapunov system (21) is reachable at a point (h, k), h, k > 2 if, and only if, (a) For
A 1 l satisfying the condition XA 1 l = A 1 l X, i.e. A 1 l = a l I n , a l ∈ R, l = 0, 1
, 2, if and only if the matrix
contains n linearly independent monomial columns, where
and T i,j is the transition matrix defined by Proof. From Lemma 4 and (Kaczorek, 2001) it follows that the positive 2D Lyapunov system (21) is reachable at the point (h, k) if and only if the matrix
andT i,j is the transition matrix defined in (25). In Case (a), taking into account the assumptions, from (33), (34) and (25) we obtain
Therefore, in this case, (33) contains n 2 linearly independent monomial columns if and only if (30) contains n linearly independent monomial columns.
In Case (b), from (34) we havē
contains n linearly independent monomial columns, thenR h,k contains n 2 linearly independent monomial columns and the system is reachable. If the matrix [B 1 B 2 ] for B 1 = 0, B 2 = 0 (B 0 for B 1 = B 2 = 0) contains r < n linearly independent monomial columns, then from (34) it follows that each of the matricesM 0 , . . . ,M hk for h, k > 2 contains no more than rn linearly independent monomial columns, which are linearly dependent with monomial columns of the matrix [B 1 B 2 ] for B 1 = 0, B 2 = 0 (B 0 for B 1 = B 2 = 0), and therefore the system is not reachable. 
CT 10 A0 . . .
contains n linearly independent monomial rows, where T i,j is the transition matrix defined in (32).
(b) For A l = a l I n and a l ∈ R, l = 0, 1, 2, if and only if the matrixCĀ 0 contains n 2 linearly independent monomial rows.
Proof. From Lemma 4 and (Kaczorek, 2001) it follows that the positive 2D Lyapunov system (21) is observable at a point (h, k) if and only if the matrix
contains n 2 linearly independent monomial columns, whereT i,j is the transition matrix defined in (25).
In Case (a), taking into account the assumptions, from (36), (8) and the fact thatC = C ⊗ I n we obtain
Therefore, in this case, (36) contains n 2 linearly independent monomial columns if and only if (35) contains n linearly independent monomial columns.
In Case (b), if the matrixCĀ 0 contains n 2 linearly independent monomial columns, thenŌ h,k contains n 2 linearly independent monomial columns and the system is observable. If the matrixCĀ 0 contains r < n 2 linearly independent monomial columns, then it follows that each of the matricesCT 01Ā0 , . . . ,CT h−1,k−1Ā0 contains no more than r linearly independent monomial columns which are linearly dependent with monomial columns of the matrixCĀ 0 . Therefore the system is not observable.
Examples
Example 1. Consider the 2D system described by the model (4) with the matrices 
The system (37) is positive because A has eigenvalues λ 1 = 0.4, λ 2 = 0.1, λ 3 = 0.5 (μ 1 = 0.2, μ 2 = 0.2, μ 3 = 0.1 ), we obtain
Therefore, the system (37) is asymptotically stable, since all the sums have moduli less than one. The system (37) is reachable at the point (h, k), h, k > 0 since the matrix Therefore, the system (38) is asymptotically stable, since all the sums have moduli less than one. The system (38) is reachable at the point (h, k), h, k > 2 since the matrix 
Concluding remarks
The notion of a positive 2D discrete-time linear Lyapunov system described by two different models have been introduced. For both the models necessary and sufficient conditions for positivity (Theorems 1 and 5), asymptotic stability (Theorems 2 and 6), reachability (Theorems 3 and 7) and observability (Theorems 4 and 8) were established. The discussion was illustrated with numerical examples. Minimum energy control and constrained controllability of 2D Lyapunov systems are open problems. So is the determination of relationships between the presented models.
