We consider a generic mean-field scenario, in which a sequence of population models, described by discretetime Markov chains (DTMCs), converges to a deterministic limit in discrete time. Under the assumption that the limit has a globally attracting equilibrium, the steady states of the sequence of DTMC models converge to the point-mass distribution concentrated on this equilibrium. In this paper we provide explicit bounds in probability for the convergence of such steady states, combining stochastic bounds on the local error with control-theoretic tools used in the stability analysis of perturbed dynamical systems to bound the global accumulation of error. We also adapt this method to compute bounds on the transient dynamics. The approach is illustrated by a wireless sensor network example.
Introduction
Stochastic modelling is a well established approach to reasoning quantitatively about a wide variety of computer systems. Owing to their relative ease of tractability, Markov processes have played a prominent role in this context, having been employed for the analysis of many systems, ranging from queueing models [1] to the spread of worm epidemics in a computer network [2] . These models usually fall into the class of population Markov processes, which consist of many similar entities or agents interacting within a common environment [3] . However, the computational tractability of their analysis becomes increasingly problematic as the number of agents to be modelled rises; this affects most discrete-state representations of large-scale systems. One way to tackle this problem is to approximate the limiting behaviour of a population Markov process with a deterministic dynamical system, either in discrete time, by a discrete-time dynamical system (DTDS) [4] , or in continuous time, by a set of ordinary differential equations (ODEs) [3, 5] .
Mean-field approximation is grounded on theoretical results that guarantee, under mild hypotheses, convergence of the Markov process to its mean-field model when the size of the population of agents goes to infinity [4, 3, 5] . This convergence generally holds only in the transient regime, but can be extended to steady state under some additional regularity assumptions on the limit system. Essentially, convergence to steady state holds when the limit system converges globally to a unique fixed point starting from any initial condition, as time goes to infinity [6, 7] .
Mean-field approximation, both in its discrete-time and continuous-time variants, has been widely used recently to analyse different kind of computer systems, including MAC protocols [8] , file streaming [9] , network epidemics [2] , gossip protocols [10] , and swarm robotics [11] . Mean field models can also be obtained from high level descriptions of systems, for instance in terms of stochastic process algebras [12, 13] . Furthermore, mean-field techniques have been applied for the computation of passage times [14, 15] and to stochastic model checking [16] .
An invaluable companion of mean-field approaches are error bounds, giving guaranteed estimates of the deviation of the stochastic process from its deterministic limit. The best known general bounds [5] are based on a representation of the Markov process as a DTDS or as an ODE (in integral form), perturbed by a noise term, which turns out to be a martingale. Then, one uses exponential martingale inequalities and some functional analysis inequality (usually the Grönwall inequality [17] ) to obtain bounds (in probability) on the distance from the mean-field limit. However, the bounds obtained in this way are quite loose, and, furthermore are restricted to the transient behaviour, as they expand exponentially with the time interval considered. The very slack nature of such bounds is due directly to the Grönwall inequality, which ignores the topology of the particular phase space under consideration, instead relying on the general fact that for Lipschitz vector fields, nearby trajectories can separate, at worst, exponentially fast. An alternative approach to obtain very slack steady-state bounds is to set to zero the drift of a suitable Lyapunov function evaluated on the Markov chain and use simple bounds on its magnitude inside and outside of a region of interest [e.g. 18, 19] . The looseness here is due to the fact that this fairly crude technique generally does not improve as N → ∞ and thus does not even agree qualitatively with the mean-field limit in that it cannot be used directly to verify asymptotic concentration of measure on the mean-field fixed point.
In general, practical case studies show a much better behaviour than existing error bounds in the literature would suggest, particularly when mean-field convergence can be extended to steady state. In this case, in fact, the limit system converges to a unique fixed point, hence trajectories tend to converge exponentially fast, rather than diverge, as time increases.
The main observation behind this paper is that error bounds can be greatly improved if this information about the topology of the phase space of the limit system is taken into account. In order to do this, we will exploit the previously mentioned characterisation of Markov processes as perturbed dynamical systems, combined with analytical and numerical techniques coming from control theory. Essentially, the crucial step is to abstract from the precise stochastic nature of the perturbation term in those equations, using the martingale bounds to replace it by a non-deterministic perturbation. This has the effect of combining bounds on noise with a fine-grained treatment of the phase space of the limit model. Hence, we expect not only to obtain tighter bounds on the transient, but also to be able to construct bounds on the steady state by using ideas of stability in control theory [20] . This allows us to obtain bounds on the convergence of the steady state of the Markov process to its limit distribution given by the mean-field model, which, to our knowledge, have never been obtained in general.
In this paper, we begin in this direction, by considering steady-state and transient bounds for discretetime Markov chains converging to a discrete-time dynamical system [4] . As we will see, a combination of the ergodic theorem, martingale bounds and input-to-state stability (ISS) [21] or numerical reachability algorithms [22, 23, 24] will allow us to obtain general bounds. We will also discuss some examples, and illustrate how to compute these bounds in practice.
Summarising, the contributions of the paper are the following:
• We introduce a general method to obtain bounds for the steady-state convergence, for discrete-time mean-field models, proving its correctness;
• We adapt this method to compute bounds on the transient behaviour;
• We discuss how to compute in practice these bounds, exploiting numerical methods;
• We illustrate the techniques on a wireless sensor network model showing how bounds on useful responsetime measures can be obtained.
The paper is organised as follows. In Section 2, we introduce the notation, the class of models we consider, and the mean-field results in discrete time. We also provide a new proof of convergence to steady state. In Section 3, we introduce the core of the method, obtaining the steady-state bound in terms of a property of the stochastic system (a bound on large deviations of the noise term) and of a property of the limit model (the number of steps required to return to a neighbourhood of the fixed point). These two quantities are then discussed separately, in Sections 3.1 and 4, respectively. In particular, in Section 4.1, we focus on the computation of the return time using a method based on Lyapunov functions, and in Section 4.2 we discuss a numerical approach based on the computation of reachable sets. Finally, in Section 6 we discuss bounds for the transient dynamics and in Section 7 we detail future work and final conclusions.
Mean field in discrete time
The population Markov model we consider in this paper consists of N interacting objects or agents, each taking values in a finite local state space S := {1, . . . , S}. Time is discrete, namely t ∈ Z + , and the state of agent j at time t is given by X (N ) j (t) ∈ S. The global state of the system is described by the occupancy measure M (N ) (t), which is a stochastic process taking values in the unit S-simplex ∆ S := {m ∈ R S + :
. The interacting agents in the system evolve synchronously at each step. More specifically, each agent changes state with a transition probability that depends on its local state and on the global state of the system via its occupancy measure M (N ) (t). Marginal state transition probabilities are thus:
and are the same for each object. Let K (N ) (m) be the S × S state-transition matrix for an individual object. In order to specify the evolution at the system level, we introduce, for each t ∈ Z + , mutually independent random variables Z 
). Then, we may define:
If we let the number of objects N go to infinity, we obtain that the occupancy measure M (N ) (t) converges, for each t ∈ Z + , to a deterministic limit process µ(t), namely a discrete-time dynamical system which approximates the behaviour of the Markov chain for large populations, in the sense explained in Theorem 1 below, defined by the mean-field equations:
In the previous equation, K(m) is the N -independent continuous limit of the transition matrices K (N ) (m), which may depend on N . We require that this convergence is uniform on ∆ S . This is the setting considered originally in [4] . In the rest of the paper, we assume that these conditions are in force. Indeed, they are usually satisfied by practical models, and are trivially true for the examples we consider (for which K (N ) (m) does not depend on N ). We now give the formal transient convergence theorem in a slightly more general form than given originally in [4] , with the proof given in Appendix A.1.1. We require the extra generality for the proof of convergence in steady state which will follow after.
Theorem 1.
[Mean field in discrete time (transient regime)] Under the previous hypotheses, and assuming that M (N ) (0) ⇒ µ(0) as N → ∞ weakly in distribution on R S , the same weak convergence M (N ) (t) ⇒ µ(t) holds for each t ≥ 0, where µ(t) is the stochastic process defined by µ(t + 1) = µ(t)K(µ(t)). Example. We illustrate the mean-field approach by means of a simple example of a wireless sensor network. We consider a network composed of two component types: wireless sensor nodes and gateways. The local states of the model are S = {a, b, c, d, e}, where a, b are the states of the gateways and c, d, e are the states of the wireless sensors. There are N components in total, with a fixed fraction m G of them being gateway nodes, while the fraction of wireless sensors is m W = 1 − m G . Wireless sensor nodes begin in state e where they may detect an event of interest, after which they move into state c. Here they attempt to communicate observed data, but may give up after timing out, moving to state d. If they timeout, they try again to transmit the data after a delay. Communication of data requires a synchronization of a sensor with Figure 1 : Representation of the behaviour of wireless sensor network (WSN) nodes and gateway nodes in the wireless sensor network model. a gateway node. A gateway node is ready to receive data when it is in state a, and, once it has received a certain amount of data from wireless sensor nodes, it enters state b where it is temporarily unable to receive further communication from wireless nodes, reflecting a processing delay. The local behaviour of both types of nodes is depicted graphically in Figure 1 . We write
, M e (t)) for the occupancy measure and the local transition matrix for an individual component is:
, µ e (t)), we obtain the non-linear mean-field equations µ(t + 1) = µ(t)K(µ(t)).
Convergence to Steady State. We assume in this section deterministic initial conditions X (N )
is assumed irreducible with each state aperiodic so that each Markov chain is ergodic and thus has a unique stationary distribution, which we denote by the random variable M (N ) (∞). Theorem 1 guarantees convergence for any finite step t, but does not necessarily imply convergence of the steady state measures. Mean-field convergence of M (N ) (∞) to the limit point(s) of the mean-field equation holds only under additional assumptions on the mean-field dynamical system: we consider here the case where the mean-field dynamical system has a unique globally attracting fixed point within some compact set K ⊆ ∆ S for which M (N ) ⊆ K for each N . This means that there is an m * ∈ K such that, for all fixed µ(0) ∈ K, lim t→∞ µ(t) = m * . If this holds, then we have the following theorem, proved in Appendix A.1.2.
Theorem 2. [Mean field in discrete time (stationary regime)] Under the previous hypotheses, we have
In the rest of the paper, we will consider only models that satisfy the conditions for the convergence of steady-state measures, providing bounds from the distance of M (N ) (∞) from δ m * , for a fixed N . For this reason, we will drop the superscript N in order to lighten the notation.
Derivation of the steady-state error bound
In this section we present the derivation of the error bound for the distance of the steady state M(∞) from m * . In particular, we will derive a bound for the probability P{M(∞) ∈ E}, where E is a fixed neighbourhood of m * , usually a ball centred in m * of a given radius . The first step in the derivation is to rewrite the formula (1), for t ∈ Z + , as:
where we define the local noise term:
which is the stochastic process that captures the error introduced by the mean-field approximation at each time step. We set D(0) := 0 and, as before, assume deterministic initial conditions X n (0) inducing a reachable state space for M(t), say M ⊂ ∆ S , where M is also finite and assumed irreducible with each state aperiodic so that the Markov chain is ergodic and thus has a unique stationary distribution, which we denote by the random variable M(∞).
2
It is clear that due to the fixed total population size in the models we are considering here, there will be at least one population conservation law and thus one or more redundant population variables which can be recovered from the others. It is desirable to work with the reduced version of the model equations such that all such redundant population variables have been eliminated. For the occupancy measure of the reduced system we write the vector M (t) whose elements are a subset of those of M(t) tracking the occupancy measures for a defining subset S ⊆ S of the local states. We also write M ⊂ R
|S | +
for the reduced reachable global state space.
For instance, in the example of Section 2, we have two populations, gateways and wireless sensors, whose total number remains constant. This gives two conservation laws, µ b (t) = m G − µ a (t) for gateways and µ e (t) = m W − µ c (t) − µ d (t) for wireless sensors, that can be used to eliminate variables µ b and µ e , obtaining the reduced local state space S = {a, c, d}.
In the reduced case, the analogues of Eqs. (2), (4) and (5) are, respectively:
where
is such that f (m ) captures m K(m) for the components of the reduced system (i.e. we eliminate the equations for the variables not in the reduced system from m K(m), and use the conservation laws to remove those variables from the remaining equations).
Let E ⊆ M be the subset of the reduced state space in which we wish to bound the steady-state probability mass, with m * ∈ E, so that we are aiming to bound P{M (∞) ∈ E} from below. Fix a local noise threshold d > 0 and define the deviation times {T k } ∞ k=0 by T 0 := 0 and
We assume that d has been chosen such that T k < ∞ almost surely for all k ∈ Z + ; equivalently, there must exist some state m ∈ M such that given M (t) = m , there is a non-zero probability that
The computation of the bound will rely on being able to compute a key estimate w(d) ∈ Z + on the time taken to return to E after a deviation (the return time), such that for all k ∈ Z + :
We return to considering methods for computing w(d) shortly. Note, however, that if E is not a neighbourhood of m * or if E is too small or d is too large, it is possible that no such finite w(d) exists, in which case, it would be necessary to either enlarge E or decrease d. This will become clear when we consider methods for computing w(d) and illustrated in terms of the example in Section 5. For now we assume that such a w(d) can be found for our fixed E and d.
By the ergodic theorem for discrete-time Markov chains, we have, almost surely:
Since we are concerned here with bounds on the steady-state error, we need not consider probabilistic initial conditions. Now taking the limit along the subsequence T j , we have:
In the expression above, the first inequality follows because the system is by definition in E when t ∈ [T l + w(d), T l+1 ) for all l ≥ 0. The second equality is obtained by expanding the summation, while the final inequality follows from standard properties of lim sup and the fact that the sequence T k is divergent. In order to bound lim sup k→∞ k T k , we define the indicator process A(t) := 1 { D (t) >d} and observe that:
which is independent of t. Then, by adding and subtracting ρ M (t−1) (d) from each addend, we may write:
Now the process Z(t) := A(t) − ρ M (t−1) (d) for t > 0 and Z(0) := 0 is a martingale difference sequence with respect to M(t) since for any t > 0:
So we may apply the strong law of large numbers for discrete-time martingales [e.g. 25, pg. 238] to show that the first term on the right-hand side of Eq. (8) is zero almost surely and obtain:
, which, returning to Eq. (7), gives:
Fix m ∈ M and assume that M(t) = m. For each i ∈ S and 1 ≤ n ≤ N m i , let P n i be mutuallyindependent random variables whose distribution on j ∈ {1, . . . , S} is given by K ij (m). Then conditioned on M(t) = m, D j (t + 1) is equal in distribution to: 
and thus:
Bounding the return time
In order to compute an appropriate value for the return time w(d), we will consider the perturbed dynamical system (in the sense of [21] ):
where w(t) is a non-deterministic input signal. In our situation we will assume that the initial condition µ (0) is an arbitrary point in M and that w(t) ≤ d for all t ∈ Z + . We may also assume that µ(t) ∈ M for all t ∈ Z + . Our aim is then to find some
It is then straightforward to see that such a w(d) would satisfy Eq. (6). For ease of notation, we assume that the system and state space has been translated relative to m * such that E = {m ∈ M : m ≤ ε} for some given ε > 0.
In general, bounding the solutions of such systems is a very difficult problem. However, the problem becomes much simpler when the function f is Lipschitz continuous with Lipschitz constant L < 1. In this case, in fact, we have that
where the second inequality follows by recursively applying the first one to µ (t − 1) . We then see that 
provided d 1−L < . Unfortunately, the condition on the Lipschitz constant L of being less than one is not satisfied by many models, and is also dependent on the specific value of model parameters. However, note that when this condition is true, the function V (x) = x , which is always non-negative, and null only in zero, is decreasing along f , i.e. V (f (x)) < V (x). This makes it a Lyapunov function for the un-perturbed discrete-time dynamical system. This suggests that Lyapunov functions, behaving similarly to equation (10) with respect to the perturbation term, may give a more general criterion to estimate w(d). This is indeed the case, using a theory similar to that of input-to-state stability [21] .
Bounding w(d) using ISS-Lyapunov functions
In this section we assume that f is a general, potentially non-linear function and we wish to bound solutions of Eq. (9) assuming that µ (0) ∈ M is arbitrary; µ (t) ∈ M and w(t) ≤ d for all t ∈ Z + .
Let K be the set of all functions γ : R + → R + that are continuous, strictly increasing and have γ(0) = 0; and K ∞ the set of all functions γ ∈ K with the additional property γ(s) → ∞ as s → ∞. Then assume there exists a continuous function V : M → R + corresponding to the system of Eq. (9) where the following holds:
• There exist α 1 , α 2 ∈ K ∞ such that for all m ∈ M :
• There exists a function α 3 ∈ K ∞ and a constant Z ∈ R + such that for all m ∈ M and w ∈ R |S | with w ≤ d:
The requirements on V here are very similar to those of an ISS-Lyapunov function in [21] , adapted to our specific context. It can then be proved in a similar fashion to Lemma 3.5 of [21] that under the above assumptions, there exists a constant W ∈ R + and a function β : R + × Z + → R + such that:
where, for fixed t ∈ Z + , β(·, t) is non-decreasing and, for fixed m ∈ M , β( m , ·) is decreasing with β( m , t) → 0 as t → ∞. Specific definitions of W and β can be taken as follows. Fix Z > Z, and write:
where For some special classes of dynamical system, a Lyapunov function V witnessing global asymptotic stability is known and the condition V (f (m )+w)−V (m ) < 0 for all 0 = m ∈ M can be proved algebraically without the need to resort to numerical methods. In such cases, it should be fairly straightforward to define appropriate α 3 and Z and to validate Eq. (12) algebraically. However, such cases are relatively rare and it is much more likely that the validation of Eq. (12) will need to be carried out numerically using an appropriate global optimisation technique.
More specifically, given a candidate Lyapunov function V and appropriate α 4 and Z, one can use a global optimization method (like the Global Optimization Toolbox of Matlab [27] ) to check that the maximum in the bounded regions m ∈ M , w ≤ d of the left hand side minus the right hand side of the ISS bound (13) is non-positive. The disadvantage of this numerical approach is that it can never provide a certificate of correctness that the function V is an ISS-Lyapunov function. However, this may be obtained, in case the ISS bound (13) is polynomial in m and w (as for the worked example in the next section), by using methods
is not already such that 1 − α 4 is non-decreasing, a result such as [21, Lemma B.1] can always be used to construct a lower-bounding function for which this is true.
of computational algebraic geometry [28] . For instance, one may find the global maximum by looking at the set of zeros of the gradient of the the left hand side minus the right hand side of the ISS bound (13) and using the method of Lagrange multipliers to check for maxima in the boundary of M . While such a certified approach can be more computationally expensive, the key point to note is that the cost of this operation does not scale with the population size N as would be the case if the underlying Markov chain were to be solved explicitly for its stationary distribution.
Bounding w(d) computationally
We consider also a third way to identify w(d), which is based on numerical methods providing overapproximations of reachable sets. More precisely, consider again the perturbed system given by equation (9) , and let
|S | , so that w(t) ∈ W d . Now, if we apply the function defined by equation (9) to a set A ⊂ M , we obtain the set
where ⊕ is the Minkowski sum 4 . We can then define the sequence of sets E t as E 0 = M , the domain of the system, and E t+1 = F d (E t ). It is easy to see that the set E t is the set of points that can be reached by the perturbed limit system at time t, starting from an arbitrary point of M . Given a target neighbourhood E, then we can characterise w(d) as the minimum time t 0 such that ∀t ≥ t 0 , E t ⊂ E. Now, suppose we have a computational procedure that for each t computes an over-approximationÊ t of E t , i.e. E t ⊆Ê t , and that we find a timet such that ∀t ≥t,Ê t ⊂ E. It follows thatt ≥ w(d), and thust provides an estimate of w(d).
Computing over-approximations of reachable sets for non-linear functions is, in general, very challenging, yet the problem becomes tractable for multi-affine functions [22] , i.e. polynomial functions that are affine in each variable. This class of functions covers not only the example of this paper, but the large class of models in which synchronisation between components is represented in a mass-action style, that is, it is proportional to the number, or density of some other component(s) in the model. A multi-affine function g : R S → R S has the following property [22] : given a hyper-
is the convex hull of the values of g on the vertices V (R) of R. Therefore, we can construct a rectangle bbox(g, R) containing g(R) by taking, for each coordinate i, the maximum and the minimum of g i , the i-th function of g, over the vertices V (R) of R. More precisely, we can write bbox(g, R) =
, where
Hence, for a multi-affine function f , we can compute (a hyper-rectangle)Ê t aŝ
Then, to estimate an upper bound for w(d), we just need to compute the sequenceÊ t until it stabilises to a fixed point, 5 then finding the timet, if any, such that ∀t ≥t,Ê t ⊂ E. This gives a practical and computationally efficient way to estimate w(d) for multi-affine systems which does not require any knowledge of Lipschitz constants or Lyapunov functions, but that in general may provide worse estimates of w(d) (or require smaller values of d) than Lyapunov-based methods, due to the over-approximation of the reachable set by a hyper-rectangle. Note that a better approximation can be obtained at a higher computational cost by covering the set g(R) with smaller hyper-rectangles, thus reducing the numerical error. This computational approach may also be applied to more complex functions, using more refined but computationally more expensive methods. For instance, for polynomial functions, one can use over-approximations based on Bernstein polynomials [23] , while for general non-linear functions one may attempt to use hybridization-like approaches [24] . Remark 1. If we are able to show numerically for the unperturbed system (d = 0) thatÊ t ⊂ E, ∀t ≥t, then we also have a proof that the limit dynamical system will eventually enter the set E and remain there forever. Even if this is does not guarantee existence and uniqueness of a global fixed point, it can be used to ensure that each limit point of the sequence of steady-state measures for finite populations will be supported in E, by a minor adaptation of Theorem 2. However, this is the only required condition to safely apply the steady-state bound of this paper, which can then be used for a larger class of models than those considered here (combined with appropriate numerical routines to compute tight over-approximations ofÊ t ).
Worked example
In this section we illustrate the complete approach for general non-linear mean-field dynamics by means of the wireless sensor network model introduced in Section 2. Recall that the state space of components is S = {a, b, c, d, e}, hence the occupancy measure is
, M e (t)), while the mean field equation is µ(t + 1) = µ(t)K(µ(t)), where K(µ(t)) is given by equation (3) .
Since the model consists of two separate component populations (the WSN nodes and the gateway nodes), given the vector of initial occupancy measures M(0) = (m G , 0, 0, 0, m W ) where m G + m W = 1 (to define the reachable state space), the mean-field equations can be reduced to an equivalent 3-dimensional system in terms of just µ a (t), µ c (t) and µ d (t). Furthermore, we assume that the reduced system has a unique fixed point, say µ * , and define the re-centred quantities:
It is straightforward then to see that µ (t) satisfies µ (t + 1) = f (µ (t)), where Another approach involves finding a Lyapunov-like function. A natural candidate is V(m ) := m 2 . In this case, we take, for K, Z, Z ∈ R + to be determined, and r ∈ R + :
Now as long as W ≤ and Eq. (12) hold, as m ≤ √ 3 for all m ∈ M , we can use Eq. (13) to obtain:
2,000 3,000 4,000 5,000 6,000 7,000 0 If we choose Z = 1.5Z and = 0.1, then we have also W < and we may take w(d) = 67. This gives us P{M (∞) ∈ E} ≥ 0.95 for N ≥ 48, 986, which is an improvement over the Lipschitz constant-based bound, but at the price of increased complexity.
Finally, we can compute the bounds using the numerical approach based on multi-affine functions. In this case, for the same parameters as above, we get an estimate of w(d) = 27 for local noise level d = 0.013, giving that P{M (∞) ∈ E} ≥ 0.95 for N ≥ 72, 464. This is the worst bound for N , as the over-approximation error requires to choose a smaller local noise, but it has been obtained purely mechanistically without any requirement to perform global optimisation to validate Lipschitz constants or Lyapunov functions. Furthermore, the computations involved took less than one second on a standard desktop computer (the fixed point is reached after 49 steps for a precision of 10 −6 ). Figure 2 gives many further examples of the bounds that can be obtained for this model for various values of and the parameters given above, using the Lyapunov function method to estimate w(d). Here we have used the Global Optimization Toolbox of Matlab [27] to verify the drift equation Eq. (12) . We note that once specific K, d, Z and Z have been found to satisfy W ≤ and Eq. (12) for a given , the resulting w(d) is valid for any N since here the function f does not depend on N . This allows us to use the same values of these parameters for each graph in Figure 2 which we do here for the sake of presentation. It may be that tighter bounds for a specific N can be obtained by varying d with N and thus potentially requiring different values for K, Z and Z for each N . Indeed, the bounds that can be obtained may be tightened significantly by performing computational local optimisation to minimise the quantity w(d)ρ(d) with respect to the parameters (K, d, Z, Z ) subject to the constraints that the drift equation (Eq. (12)) holds and also that W < .
We consider now a different set of parameters for the model, namely α = 0.23, β = 0.89, η = 0.49, λ = 0.18, γ = 0.02; and m G = 1/3, m W = 2/3. In this case, by numerically maximising the Jacobian of f , we obtain L ≥ 1.06, hence the simple Lipschitz constant-based bound cannot be used, further justifying the need for the additional approaches, which can still be applied here. For example, the computational approach gives, for a local noise level d = 0.009, a bound for the return time w(d) = 34, resulting, for = 0.1, in the bound P{M (∞) ∈ E} ≥ 0.95 for N ≥ 155, 027. The increased bound for N with respect to the previous set of parameters is due to an increased sensitivity of the function f to the local perturbations, resulting in smaller values for d.
Finally, we will exploit the results obtained here to give upper and lower bounds on the mean steady-state response time for a wireless node to communicate its data to a gateway node once it has observed it. This would be a useful performance quantity in practice since the network designer may seek to minimise this delay period so as to conserve the energy used by the wireless nodes' radio due to their limited batteries. In order to proceed, we will use the numerical results computed above and displayed in Figure 2 to obtain bounds on the expected occupancy measure E[M(t)], which, utilising Little's Law, will yield bounds on the mean response time directly. Specifically, if the response-time random variable of interest is R, then, we have:
From an upper bound P{M (∞) / ∈ E} ≤ p, we may obtain the following expectation bounds straightforwardly:
and thus: Figure 3 shows the response-time bounds computed in this manner using the probability bounds P{M (∞) / ∈ E} ≤ p shown in Figure 2 for various values of as N is varied. For comparison, we also plot the actual mean response time as computed using stochastic simulation, which in this case is essentially equal to the deterministic approximation given by the mean-field equation's fixed point. However, it is important to note that the bounds computed here provide a guaranteed worst case upper bound on the mean response time, whereas, it is unknown a priori how accurate the deterministic mean-field approximation will be for any given N .
Error bounds for the transient dynamics
In the previous sections we discussed in detail how to obtain error bounds for the stationary distributions, combining properties of the stochastic process with the analysis of the perturbed limit model. In so doing, we considered several methods to estimate the return time of a perturbed discrete-time dynamical system: one based on the Lipschitz constant, one based on Lyapunov functions, and one based on numerical overapproximation algorithms. We now investigate further some of these approaches, and tune them to estimate the error also on the transient dynamics.
We will proceed in two steps: first, similarly to the steady-state case, we move from the stochastic world to the non-deterministic one, reducing the problem of computing error bounds in the stochastic model to a problem of computing bounds on the dynamics of the perturbed mean-field model. Then we solve the resulting non-deterministic problem.
Fix now a time horizon T > 0 and the initial state m 0 . We want to find bounds on the transient dynamics up to time T . Recall that the (reduced) stochastic process can be written as M (t+1) = f (M (t))+D (t+1) . Results are computed using the probability bounds in Figure 2 for different values of and as N varies.
and that for any t and any state m ∈ M , we have that
, where ρ(d) has been defined in Section 3. Now note that by the tower law of conditional expectation:
Iterating this line of reasoning, we see that
T . It follows that, with probability at least (1 − ρ(d)) T , the local noise level will be uniformly less than d, hence the perturbed system µ (t + 1) = f (µ (t)) + w(t) with w(t) ≤ d and µ (0) = m 0 , bounds the evolution of the stochastic model. More precisely, we have that, conditional on max t<T D (t+1) > d, the trajectories of the stochastic model (up to time T ) are contained in the trajectories of the perturbed system (up to time T ). Hence, if we can bound for each t ≤ T the set of states that can be reached by the perturbed dynamical system, we have automatically a bound on the transient dynamics of the stochastic model.
Inspecting again the techniques of Section 4 to bound the return time, we can easily see that the Lipschitzbased method and the numerical method are two tools that can be used to compute over-approximations of the reachable sets. As for the numerical method, we just need to compute the over-approximationÊ t of the set E t of reachable states with the method of choice. For multi-affine functions, we can use the approach discussed in Section 4.2. For the Lipschitz constant-based bound, inspecting again equation (10) and using the fact that the state at time zero is fixed, we obtain that
where L is the Lipschitz constant of the function f and B µ (t), d
is the ball centred in µ (t), the solution of the unperturbed system, with radius d
Obviously, if L > 1, these bounds will grow exponentially with t.
As an example, consider again the non-linear wireless sensor network model of Section 5, with parameters T = δ for d, to find the smallest local noise level d resulting in the desired confidence. Then, we plugged the obtained value of d into the numerical approach, starting from an initial state in which all gateways are in state a and all sensors are in state d. As expected, bounds get tighter as N increases. Note also that the shrinking of the bounds passing from N = 50, 000 to N = 100, 000 is smaller than the one from N = 10, 000 to N = 50, 000, because of the effects of the over-approximation error intrinsic in the numerical approach.
In Figure 5 left, instead, we compare the Lipschitz constant-based bounds with the ones obtained from the numerical approach, for N = 50, 000. As can be seen, the numerical method provides tighter bounds than the Lipschitz method, differently from the steady-state case. 6 We can also compare the numerically computed bounds with the Lipschitz constant based ones for parameters α = 0.23, β = 0.89, η = 0.49, λ = 0.18, γ = 0.02 ( Figure 5 right) . In this case, the Lipschitz constant is greater than one, hence the Lipschitz method fails to provide useful bounds, while the numerical approach still works.
We stress that this exponential blow up of error bounds is rather common, making the computational approach the only general method to compute error bounds. Indeed, in continuous time, known error bounds [5] have dependence on the Lipschitz constant L and the number of steps T proportional to exp(LT ).
Conclusion
In this paper we have presented a method to compute error bounds (in probability) on both the steadystate and the transient dynamics of a population DTMC model converging to a mean-field limit in discrete time. The method combines stochastic bounds in terms of martingale inequalities and Chernoff inequalities, with control-theoretic methods to study the stability of a system perturbed by non-deterministic noise terms, and with algorithms to over-approximate the set of reachable states. The insight behind this method is that, by abstracting stochastic noise in a non-deterministic fashion, we can use refined control theoretic tools that can take into account the fine-grained nature of the phase space of the mean-field limit, which is instead ignored by standard error bounds [5] . To our knowledge, this has allowed us to obtain for the first time, general bounds for steady-state convergence, and, additionally, transient error bounds which do not explode exponentially. Our work is related to Freidlin-Wentzell large deviation theory [29] , which has also been tuned to discrete time [30] . However, such theories give bounds on large deviations from attractors of the limit mean field models that depend on a cost function defined by talking the infimum of a "cost" over all possible paths linking two states. Such a quantity is extremely difficult to compute in practice, hence large deviation bounds are generally used implicitly to prove qualitative properties of the sequence of Markov processes. Our approach, instead, is focussed on providing ways to explicitly compute error bounds for steady-state and for transient dynamics, avoiding the exponential blow up with the increase in the time horizon. Ideas taken from the derivation of bounds on the exit times from attractors, however, may be used to tighten the bounds given in this paper. We are currently investigating the feasibility of such an approach.
In the future we will apply this method to more complex examples, but there is also scope for improvements and extensions:
• Extend the steady-state bound to mean-field limits in continuous time;
• Tighten the current bounds, by improving the probability bound ρ(d) on the local noise (which is the quantity which impacts more on the error bound, as N and d appear together in the exponential of ρ(d)) and by bounding more effectively the size of large deviations and the return time w(d) in the derivation of the steady-state bound.
