existence and uniqueness of the solution to problem (1) is assumed. Further we assume that problem (1) is well pose. The emphasis in this article will be on the development of an efficient numerical method to deal with approximate numerical solution of the third order boundary value problem.
The quality of a numerical method depends on the accuracy of the method to a great extent. Some efficient and accurate numerical methods for solving higher order boundary value problems are available in literature. Some researchers have studied and solved in particular third order boundary value problems with different boundary conditions using different methods for instance some literary work in Finite Difference Method (AlSaid 2001) , Quintic Splines (Khan and Aziz 2003), Non polynomial spline method (Islam et al. 2005 (Islam et al. , 2007 Srivastava and Kumar 2012) , Quartic B-splines (Gao and Chi 2006) , Haar wavelets method (Fazal-i-Haq and Ali 2011), Collocation quantic spline (Noor and Khalifa 1994) , Reproducing Kernel Method (Li and Wu 2012) and references therein can be found. With advent of computers it gained important to develop more accurate numerical methods to solve higher order boundary value problems. Hence, the purpose of this article is to develop an efficient numerical method for solution of third order boundary value problems (1).
We present our work in this article as follows. In the next section we derive a finite difference method. In section "Convergence analysis", we discuss convergence of the proposed method under appropriate condition. The application of the proposed method on the test problems and illustrative numerical results so produced to show the efficiency in section "Numerical results". Discussion and conclusion on the performance of the proposed method present in section "Conclusion".
The difference method
We define N finite numbers of nodal points of the domain [a, b] , in which the solution of the problem (1) is desired, as a ≤ x 0 < x 1 < x 2 < · · · < x N = b using uniform step length h such that x i = a + i.h, i = 0, 1, 2, . . . , N. Also, we let u(x) be the exact solution of (1) and we denote the numerical approximation of u(x) at node x = x i as u i . Let us denote f i as the approximation of the theoretical value of the source function f (x, u(x) ) at node x = x i , i = 0, 1, 2, . . . , N. Thus the boundary value problem (1) at node x = x i may be written as subject to the boundary conditions We wish to determine the numerical approximation of the theoretical solution u(x) of the problem (1) at the nodal point x i , i = 1, 2, . . . , N.
Define
be an approximation to u i− ). For each ith segment, we write polynomial quartic spline S i (x) in the form SpringerPlus (2016) 5:326 where c i0 , c i1 , c i2 , c i3 , c i4 are real finite constants. Then the quartic spline defined by To determine constants c i0 , c i1 , c i2 , c i3 , c i4 we assume that S i (x) satisfies problem (1) with boundary conditions at x i− . Following the idea in Fazal-i-Haq and Ali (2011) we let Thus we will obtain Using method of undetermined coefficients and Taylor's series expansion, we discretize problem (2) at these nodes in [a, b] , where t i , i = 1, 2, . . . , N is truncation error. In discretization we have used boundary conditions in a natural way.
After neglecting the t i in (7), at nodal points x i− 1 2 , i = 1, 2, . . . , N, we will obtain the N × N linear or nonlinear system of equations depends on the source function f (x, u) in unknown s i− . We have to solve a system of equations by an appropriate method. We have applied either Gauss Seidel or Newton-Raphson iterative method to solve above system of Eq. (7) respectively for linear and nonlinear system of equations by following algorithms,
(5)
(7) and F i respectively.
Neglecting the term O((δs) 2 ) and assuming s + δs is root of F, then
where
) . Also some time we consider δs = s m+1 − s m .
We compute numerical value of u N by using following second order approximation,
Convergence analysis
We will consider following linear test equation for convergence analysis of the proposed method (7). subject to the boundary conditions u 0 = α, u ′ 0 = β and u ′ N = γ. We can write the proposed method (7) in the matrix form as (9) ), a = (a i ), and t = (t i ) are N-dimensional column vectors defined as, Let us solve test problem (9) by proposed method (7) after neglecting the terms t i .
We will obtain a system of linear equations in s i− ), i = 1, 2, . . . , N is N-dimensional column vector. Let K = (k ij ) be the explicit inverse of nonsymmetric Toeplitz matrix D and defined as Jain et al. (1987) , Varga (2000) , Horn and Johnson (1990) , [24] , (7) and the order of convergence of method (7) is at least O(h 2 ).
Numerical results
To illustrate our method and demonstrate its computational efficiency, we have considered three model problems. In each model problem, we took uniform step size h. In Tables 1, 2 , 3 and 4, we have shown MAE the maximum absolute error in the solution u of the problems (1) for different values of N. We have used the following formula in computation of MAE, Al-Said and Noor (2003) .123 (−2) .553 (−3) .261 (−3) Noor and Khalifa (1994) .126 (−2) .560 (−3) .310 (−3) Al-Said et al. (1996) .689 (−2) .711 (−2) .727 (−3)
We have used Gauss Seidel and Newton-Raphson iteration method to solve respectively for linear and nonlinear system of equations arised from Eq. The MAE computed by method (7) for different values of N are presented in Table 1 and the results obtained in the numerical experiment is compared with high order finite difference method reported in Al-Said (2001) .
Problem 2 The nonlinear model problem given by subject to boundary conditions where f(x) is calculated so that the analytical solution of the problem is u(x) = (x − 1) sin(x). The MAE computed by method (7) for different values of N are presented in Table 2 and the results obtained in the numerical experiment is compared with high order finite difference method reported in Al-Said (2001) . Problem 3 Consider the following third-order obstacle problems (Noor and Khalifa 1994) , subject to boundary conditions The analytical solution of the problem is where the constants a i , i = 1, 2, . . . , 6 can be determined by the solving a system of linear equations which can be obtained by applying the continuity conditions of u(x), u ′ (x) and Table 3 and the results obtained in the numerical experiment is compared with some higher order method reported in literature presented in Table 4 .
We have described a numerical method for numerical solution of third order boundary value problem and three model problems including an obstacle problem considered to test the performance of the proposed method. Numerical result for examples for different values of N which is presented in tables, the maximum absolute errors in solution decreases with decrease in step size h. Also from the numerical results in Table 4 , is clear that the new method (7) outperforms the existing methods. On the other hand, it is evident that method (7) is convergent and the rate of convergence is at least quadratic.
Conclusion
A finite difference method to find the numerical solution of third order boundary value problems has been developed. At nodal point x = x i− 1 2 , i = 1, 2, . . . , N we have obtained a system of algebraic equations given by (7). Thus we have a system of linear equations if source function f(x, u) is linear otherwise system of nonlinear equations. The propose method produces good approximate numerical value of the solution for model problems and it is computationally efficient and accurate method. The idea presented in this article leads to the possibility to develop finite difference methods for the numerical solution of higher odd order boundary value problems. Works in these directions are in progress.
