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“Acquire knowledge, it enables its professor to distinguish right from wrong; it lights
the way to heaven. It is our friend in the desert, our company in solitude and
companion when friendless. It guides us to happiness, it sustains us in misery, it is an
ornament amongst friends and an armour against enemies.”
(Anonymous)
“Are those who have knowledge and those who have no knowledge alike? Only the
men of understanding are mindful. ”
(Quran, 39:9)
“O mankind, indeed We have created you from male and female and made you peoples
and tribes that you may know one another. Indeed, the most noble of you in the sight
of Allah is the most righteous of you. Indeed, Allah is Knowing and Acquainted.”
(Quran, 49:13)
Abstract
DEPARTMENT OF LIFE SCIENCE AND SYSTEMS ENGINEERING
GRADUATE SCHOOL OF LIFE SCIENCE AND SYSTEMS ENGINEERING
KYUSHU INSTITUTE OF TECHNOLOGY
Multi-FPGA Implementation of Pulse-coupled Phase Oscillators and its
Applications
DINDA PRAMANTA 16899029
Recent advances in neurosciences, Spiking Neural Networks (SNNs) overcome the
computational power of neural networks made into strong ability to fast adaptation
for neurocomputing. A typical SNNs has been used as an internal layer of reservoir
computing (RC). RC is a framework for constructing the recurrent neural networks,
which is used for modeling the parts of the brain to solve the temporal problem. However,
the networks computation requires a high computational complexity, which affected to
simulation-time and resources. Hardware approach provides a very realistic real-time
implementation. Field Programmable Gate Array (FPGA) is a semiconductor device
that based on configurable logic blocks (CLBs) circuit has the reconfigure ability.
Using the Winfree’s model of pulse-coupled phase oscillators (PCPO) as a spike
generator, single board processing of FPGA has the limitation resources and cost, also
maintaining the synchronizing part between each oscillator requires a high-speed trans-
mission. In order to verify the PCPO for RC based, checking the fundamental system
PCPO for RC including the critical dynamics phenomenon is necessary. The purpose in
this study is to implement the PCPOs using multi-FPGA for achieving the acceleration
speed computation for fast-synchronizations and investigate the feasibility of PCPO for
RC.
The results of PCPOs using multi-FPGA were implemented and carried out on
a hardware level onto FPGA synthesizer of Xilinx Tools. From the block proposed
system, Virtex6-Ml605s were used to implement 10 x 10 oscillators over two FPGAs
and the stability edge phenomenon proves that the 10 x 10 of PCPO with neighbor
topology connections within one FPGA, lead to the random-like spiking. The proposed
model works properly in the time series generation task. PCPO for RC succeed to be
implemented on hardware level using ML605-Virtex6 with low amount of resources.
Keywords : Synchronizations, FPGA, Neurocomputing, Phase Coupled Phase Os-
cillators, multi-FPGA, Reservoir Computing, Xilinx Shynthesize.
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Recent advances in neurosciences, Spiking Neural Networks (SNNs) overcome the com-
putational power of neural networks made into strong ability to fast adaptation for
neurocomputing. A typical SNNs has been used as an internal layer of reservoir com-
puting (RC). RC is a framework for constructing the recurrent neural networks, which
is used for modeling the parts of the brain to solve the temporal problem. However,
the networks computation requires a high computational complexity, which affected to
simulation-time and resources. Hardware approach provides a very realistic real-time
implementation. Field Programmable Gate Array (FPGA) is a semiconductor device
that based on configurable logic blocks (CLBs) circuit has the reconfigure ability.
Using the Winfree’s model of pulse-coupled phase oscillators (PCPO) as a spike
generators, single board processing of FPGA has the limitation resources and cost,
also maintaining the synchronizing part between each oscillator requires a high speed
transmission. In order to verify the PCPO for RC based, checking the fundamental
system PCPO for RC including the critical dynamics phenomenon is necessary. The
purpose in this study is to implement the PCPOs using multi-FPGA for achieving
the acceleration speed computation for fast-synchronizations and investigate the RC
feasibility of PCPO for RC.
The results of PCPOs using multi-FPGA were implemented and carried out on
a hardware level onto FPGA synthesizer of Xilinx Tools. From the block proposed
system, Virtex6-Ml605s were used to implement 10 x 10 oscillators over two FPGAs
and the stability edge phenomenon proves that the 10 x 10 of PCPO with neighbor
topology connections within one FPGA, lead to the random-like spiking. The proposed
model works properly in the time series generation task. PCPO for RC succeed to be
implemented on hardware level using ML605-Virtex6 with low amount of resources.
1
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1.1 Neural Network
Neural networks have had a history line in the terms of technology. Most of technologies
recent trends easily fail or suddenly popular, neural networks had a popular for a short
time, it was took a two-decade, and have been popular every since 1940’s to the 1970’s
and 1980’s to the presents day. Since neural networks are becoming practical, elegant,
and mathematically fascinating models for neurocomputing. Inspired by the central
nervous systems of biological of humans and animals, processing units (neurons) are
connected with entirely to form a complex network that is capable of firing or not firing
(spike). In 1943, neurophysiologist Warren McCulloch and mathematician Walter Pitts
wrote a paper on how neurons might work. In order to describe how neurons in the
brain might work, they modeled a simple neural network using electrical circuits which
is shown in Fig.1.1.
Figure 1.1: The Perceptron (Artificial Neural Networks).
Recent days, neural networks are used in several applications. The basic of fun-
damental idea behind the story of neural networks is that if it works in naturally, then
it should be able to work in computers or hardware. The future of neural networks,
though, lies in the development of hardware. Much like the advanced chess-playing
machines like Deep Blue, fast and efficient neural networks depend on hardware being
specified.
Research that concentrates on developing neural networks is relatively slow. Due
to the limitations of processors, neural networks takes more than a weeks to learn [1].
Companies are trying to create what is called a supercomputer or high performance
computing to generate a specific type of integrated circuit that is optimized for the
application of neural networks. Digital, analog, and optical chips are the different types
of chips being developed. However neurons in the brain actually works more like analog
signals than digital signals. While digital signals have two distinct states (1 or 0, on
or off, spike or not spike). It may be communicate through spike or pulse, use the
spike timing to transmit information and perform computation. This realization has
stimulated significant research on spiking neural networks, including theoretical analyses
and model development, neurobiological modeling, and hardware implementation.
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These experimental evidences have motivated an intense theoretical research, look-
ing for models capable to display stimulus dependent synchronization in neuronal as-
semblies. It would be a formidable task to enumerate and discuss all of them because
most of it concern about integrate-and-fire neurons, which are beyond the scope of this
review. Here we will focus exclusively on studies where the processing units are modeled
as phase oscillators.
1.2 Spiking Neural Networks
Spiking neural networks (SNNs) categorized into the third generation of neural network
models, increasing the level of realization in a neural network simulation. Spiking Neu-
ral Networks (SNNs) also working incompatible with the concept of timing into their
operation model system. The basic simple idea with neurons working in spike or SNNs,
is because the propagation loop (multi-layer perceptron networks).
Inside the content of spiking neural networks or SNNs, the current firing level
for spike is depends on neuron’s state, by using incoming spikes pushing the value to
be higher,then firing. Various encoding methods like Verilog/HDL language exist for
representing the outgoing spiking becoming a real-time activity inside the hardware
approaches, either relying on the frequency of spikes, or the timing between spikes, it
more like the information by using timing of single spikes.
1.2.1 Reservoir Computing
A recent advance in neuroscience [2] showed that a typical SNNs-inspired communication
architectures are giving the spotlight results [3]. In order to construct the mechanism
how the brain works for realizing brain-like computer system, a typical spiking commu-
nications are necessary. In the field of neuroscience, reservoir computing (RC) has been
viewed as a model of the biological system [4] which suits for temporal or sequential
data processing.
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Figure 1.2: RC schematic [5].
RC [3, 6] is a computational framework from recurrent neural networks. In the
framework itself, the network structure can be easily configured. Figure 1.2 shows the
input layer connects to the internal layer which is called reservoir, and the connections
among the reservoir (spikes) are randomly and sparsely. The network structure and
the connections are fixed and are not necessary to be trained. RC requires a large size
network [3, 6] which lead to heavy computational cost, specifically on the arithmetic
logic unit (ALU) for computing the interaction between units of the network.
1.3 Massive Communication in the eye of Artificial Intel-
ligence
At a new area of Neuroscience researches, which has been introduced with the objective
of moving closer to one of its original goals: Artificial Intelligence [7]. Scaling up AI using
spiking neural networks algorithms has been shown to lead to increased performance
in benchmark tasks and to enable discovery of complex high-level features. Recent
efforts to train extremely large networks (with over 1 billion parameters) have relied on
cloud- like computing infrastructure and thousands of CPU cores [8]. Though it has
taken significant effort to make the best use of High Performance Computing (HPC)
infrastructure. Using the advantage of reconfigurable ability of FPGA it‘s useful for
creating a huge number of networks more efficient and easily for implementation into
deeper neural networks.
A typical scenario of serial communication for point-to-point communication, where
data source A has to be transferred into source B without any switching interrupts
or buffer in between, most of the protocols stated based on it‘s own scheme, might
prove to be a best solution choice when transmitting data between the devices. In a
recent day some communication protocols exists; USB, SATA, Ethernet, Fibre channel,
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Infiniband, Serial Rapid IO, GTX ,etc. All with their ability, still it depends on purpose
usages. Although it proven to work and offer quite a lot of functionality, sometimes
these protocols might not be the most optimal solution. The USB and SATA protocols
is intended for point to point use, but the implementation of these protocols in an FPGA
might prove complex and/or expensive to purchase, because of it require extra hardware
outside from the chip. By using Virtex-6 XC6VLX240T ml605 Xilinx board design, it
provides a free and open high-speed protocol for multi-FPGA communication called
Aurora. It is intended for serial communication between FPGAs with speeds up to and
above 10 Gbps [9].
1.3.1 Application Specific Integrated Circuits (ASICs) vs. Field Pro-
grammable Gate Arrays (FPGAs)
FPGAs and ASICs providing a different values to designers, and they must be carefully
evaluated before choosing any one over the other. Information abounds that compares
the two technologies. While FPGAs used to be selected for lower speed/complexity/vol-
ume designs in the past, today’s FPGAs easily push the 500MHz performance barrier
[10]. With unprecedented logic density increases and a host of other features, such as
embedded processors, Digital Signal Processing (DSP) blocks, clocking, and high-speed
serial at ever lower price points, FPGAs are a compelling proposition for almost any
type of design shown in Fig.1.3
Figure 1.3: ASIC vs FPGA [11].
The FPGA design flow it shows that floorplanning, place and route, timing anal-
ysis, and mask are eliminated because of stages of the project design logic is already
synthesized and to be placed onto a verification already of FPGA device. However,
when those stages are required, Xilinx provides the advanced floorplanning, hierarchical
design, and timing tools to allow users to maximize performance.
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It is important to note here two critical points in relation to custom (ASIC) neu-
rocomputers versus the FPGA structures that may be used to implement a variety of
artificial neural networks. The first is that if one aims to realize a custom neurocom-
puter that has a signficiant amount of flexibility, then one ends up with a structure that
resembles an FPGA—that is, a small number of different types functional units that can
be configured in different ways, according to the neural network to be implemented—but
which nonetheless does not have the same flexibility. (A particular aspect to note here
is that the large variety of neural networks — usually geared towards different applica-
tions — gives rise a requirement for flexibility, in the form of either programmability
or reconfigurability.) The second point is that raw hardware-performance alone does
not constitute the entirety of a typical computing structure: software is also required;
but the development of software for custom neurocomputers will, because of the limited
user-base, always lag behind that of the more widely used FPGAs. A final drawback of
the custom-neurocomputer approach is that most designs and implementations tend to
concentrate on just the high parallelism of the neural networks and generally ignore the
implications of Amdahl’s Law, which states that ultimately the speed-up will be limited
by any serial or lowly-parallel processing involved.
1.3.2 Solution of FPGA
−−: very unfavourable, −: unfavourable, +: favourable, ++: very favourable, +++:
highly favourable
Table 1.1: Appropriate/inappropriate devices for neural network implementations.
analog ASIC digital ASIC FPGA processor based parallel computer
Speed +++ ++ + − +
Area +++ ++ + − −−
Cost −− −− ++ ++ −−
Design time −− −− ++ +++ +
Realibility −− + ++ ++ ++
An FPGA approach simply adapts to the handled application, whereas a usual
VLSI implementation requires costly rebuildings of the whole circuit when changing
some characteristics. A design on FPGAs requires the description of several operating
blocks. Then the control and the communication schemes are added to the description,
and an automatic “compiling” tool maps the described circuit onto the chip. There-
fore configurable hardware appears as well-adapted to obtain efficient and flexible neu-
ral network implementations. Table 1.1 roughly summarizes the main advantages and
drawbacks of the most common solutions (regardless of the implemented computations,
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neural or not). Each solution is roughly estimated with respect to each implementation
aspect.
1.4 Purpose and goal
The purpose in this study is to implement the PCPOs using multi-FPGA for achieving
the acceleration speed computation for fast-synchronizations and investigate the RC
feasibility of PCPO for RC.
1.5 Research method
1.5.1 Designing
At this stage, designing and study to conduct library research, formulate hypotheses
of the study and identification or classification study variables. With expectations at
this stage obtained an operational framework, confirms the architecture proposed, esti-
mates the difficulties to be faced and an alternative plan completion and knowing the
limitations of the research results.
1.5.2 Simulation
After going through the designing stage, the next step is the simulation of the hardware
and software that is a subject of research.
1.5.3 Realization
After the simulation phase is completed, the next step is the realization of a device that
is a subject of research, both software and hardware.
1.5.4 Analysis and evaluation
This stage is necessary, in order to evaluate the performance and reliability of the device.
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1.5.5 Correction and improvements
If there are errors that can still be improved, so at this stage it will be endeavored to
improve and refine the device.
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1.6 Outline of thesis
This thesis flow is shown in Fig 1.4. The overview of each chapter as it follows.
1.6.1 Chapter 1 - Introduction
Contains history of background, problem, objectives and along with research methodol-
ogy and systematics of writing used in the preparation of this thesis.
1.6.2 Chapter 2 - Literature review on Neurocomputing
Explaining the general of Literature review of Neurocomputing, High Perfomance Com-
puting, FPGA with several other supporting factors, previous and related works.
1.6.3 Chapter 3 - Multi-Field Programmable Gate Arrays
Contains all the blocks designed systems of the hardware circuit PCPO for multi-FPGA
Synchronization purposes and results.
1.6.4 Chapter 4 - FPGA’s Application for Reservoir Computing
Contains all the blocks designed systems of the hardware circuit PCPO for RC on FPGA
and results.
1.6.5 Chapter 5- Analysis and Discussion
Overall the results analysis and discussion
1.6.6 Chapter 6 - Conclusion and Future works
Conclude the project on the thesis and also discussing about the things that can be
inferred for the future work.
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Computational in neuroscience or neurocomputing is the study of brain function in
terms of the information processing properties of the structures nervous system. Com-
bining from discipline of neuroscience, cognitive science, and psychology with electrical
engineering, computer science, mathematics, and physics that links into one fields [12].
Computational theory in that it emphasizes descriptions of functional and biologically
realistic neurons (and neural systems) and their physiology and behaviour. For example,
neurons are coupling to network oscillations, these computational models are used to
frame hypotheses that can be directly tested from hardware approaches to biological or
psychological experiments.
2.2 High Performance Computing (HPC)
By definition, HPC or supercomputers are the fastest and most powerful computers
available, and at present the term refers to machines with hundreds of thousands of pro-
cessors and it has the high performance class of computers. Because of personal comput-
ers (PCs) small enough in size and cost to be used by an individual, yet powerful enough
for advanced scientific and engineering applications, can also be high–performance com-
puters. We define high performance computers as machines with a good balance among
of a certain major elements, which are multistaged (pipelined) functional units, multiple
central processing units (CPUs/FPGAs) (parallel machines and multiple cores.
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Figure 2.1: High Performance Computer
Figure 2.1 shows that logical arrangement of the CPU and memory showing a
Fortran array A(N) and matrix M(N,N) loaded into memory. There are several re-
quirements for HPC system, which are it has a fast central registers, very large and
fast memories, very fast communication among functional units, vector, video, or array
processors and software that integrates all of among them all effectively. As a simple
example, it makes little sense to have a CPU of incredibly high speed coupled to a
memory system and software that cannot keep up with it.
2.3 Serial Vs. Parallel
Embedded electronics are about interlinking circuits (processors or other integrated cir-
cuits) to create a symbiotic system. In order for those individual circuits to swap their
information, they must share a common communication protocol. Most of communica-
tion protocols have been defined to achieve this data exchange, and, in general, each can
be separated into one of two categories: parallel or serial.
Parallel interfaces shown in Fig.2.2 which transfers the multiple bits at the same
time. Require buses of data - transmitting across eight, sixteen, or more wires. Data is
transferred in huge pin of 1’s and 0’s.
Serial interfaces shown in Fig.2.3, streams data,send or receives single bit at a time.
These interfaces can operate on as little as one wire. The two interfaces as a stream of
cars: a parallel interface would be the 8+ lane mega-highway, while a serial interface
is more like a two-lane rural country road. Over a set amount of time, but that rural
two-lane serves its purpose and costs a fraction of the funds to build.
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Figure 2.2: Parallel communication
Figure 2.3: Serial communication
Parallel communication certainly has its benefits. It’s fast, straightforward, and
relatively easy to implement. But it requires many more input/output (I/O) lines.
From a basic Arduino Uno to a Mega, the I/O lines on a microprocessor can be precious
and few. However, for serial communication, sacrificing potential speed for pin real.
2.4 Multi-FPGA System Applications
Implementation of design technologies especially for electronic digital, considering the
huge mediums support standard for circuit designs becoming crucial parts. However,
chance for developing Field Programmable Arrays (FPGAs) for integrating with other
different systems for real-time technologies increase. Especially those of multi-FPGA
systems.
2.4.1 Field Programmable Gate Array (FPGA)
FPGA stands for Field Programmable Gate Array and is a technology decided to im-
plementing the cutting-edge hardware without having to spend a lot of cost and time
to complete the design of a particular. In thee mid 1980’s a new technology for imple-
menting digital logic was introduced. These device (FPGA) had a viewed size as small.
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In the late 1980’s and early 1990’s there was a growing realization that the volatility of
SRAM-based FPGAs was not a realistic, but in facts now becoming many new types
of application from it. The best feature from FPGA is the circuit mapped onto FPGA
need not be standard hardware equations, but can even be opeartions from algorithms
and general computation.
FPGA is a chip composed of cells consisting of complex logic, such as look-up table
(LUT) and a multiplexer. The cells are connected to each other through interconnection,
both cells and interconnects can be programmed by a computer-user thus making FPGA
is an easy and efficient for hardware logic implementation.
Figure 2.4: Architecture of FPGA
The relationship between each of logic cells in the FPGA is regulated by switches
that can be programmed. It based on a different technology from among of developer
of FPGA‘s company. The three most commonly used technology is technology-based
RAM-based flash and antifuse. Two of a kind in terms of the first technology can be
reprogrammed while the anti-fuse technology can only be programmed once.
The basic architecture of an FPGA is shown in Fig.2.4, it consists of the composition
of CLB (Configure Logic Blocks) that are connected to the matrix switch arrangement.
CLB internal architecture of the FPGA located inside the PLD. First, instead of
the implementation of SOP expression followed by an AND gate OR gate (such as found
in SPLD), it is used as a LUT (lookup table). Second, the number of flip-flops in the
FPGA more than in the CPLD. FPGA has a more sophisticated form of the circuit.
As a result, FPGA enables the sequential function better than CPLD JTAG interface
and support for a variety of different logic levels. Moreover, in the FPGA chip also
has a memory such as SRAM, multiple rate (PLL or DLL), as well as interfaces for
PCIe. Some FPGA chip also includes additional blocks, such as multipliers, DSP and
microprocessors.
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2.4.2 Virtual Object by Configurable Array of Little Scalable Engine
[13]
Virtual Object by Configurable Array of Little Scalable Engine or “Vocalise” is complex
system model which is based on hardware and sofware (hw/sw) which is shown in Fig.2.5.
Overall system of hw/sw includes Host-PC and FPGA boards. The personal HPC can
be configured to customize it for specific problems, i.e., Vocalise can be configured in a
cubic form or a plane form for each specific problem, like LEGO block [13].To clarify
the capability, Vocalise will be suitable for numerical calculation problems, exploration
problems, and complex and power-intensive problems that require real-time execution,
such as brain processes.
Figure 2.5: Vocalise System
Figure 2.6: Vocalise
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Each FPGA card has six-way 3D I/Os that enable implementation of 3-D inter-
connection. This enables enhancement of off-chip bandwidth. In addition, by using
application specific and scalable multi-dimensional interconnection, it is easy to create
network topologies of different dimension (1D, 2D, or 3D) and information. We can
configure the physical layout of the system to match communication patterns of dif-
ferent applications and optimally map processes to the network to achieve improved
communication efficiency for different applications. For a 3D computing problem, a 3D
FPGA array easily achieves higher transmission efficiency than a 1D or 2D arrays of
FPGAs. Obviously, a 2D FPGA array is more effi- cient for 2D computing problem.
We implemented the computation examples of the Poisson equation on 1 FPGA, 2D 2
X 2 FPGAs and 3D (2 X 2 X 2 FPGAs) FPGA array to evaluate the feasibility of the
approach.
Based from the Fig.2.6, the physical connection inside the Vocalise network, con-
sists of two types which are: Vocalise Connection Bus (VC Bus) Network and Vocalise
Inner Bus (VI Bus) Network. Host PC circuit configuration, data communication, and
management of FPGA array is performed via the Vocalise Connection Bus (VC Bus)
networks. Since off-chip I/O bandwidth is significantly limited compared to the internal
wires, the single GPIF I/O equipped on the hwModule. PE Board transfers data to PE
board is through via the Vocalise Inner Bus (VIBus).
The data communication between two FPGAs was used at 133MHz using Xilinx
Spartan-3 XC3S40000. The single connector I/O bandwidth was 4.26 Gbps (133Mhz
X 32 bits). In fully connected network topology, each FPGA connects six FPGAs;
thus, the maximum theoretical bandwidth is 25.56 Gbps (6 way X 4.26 Gbps) among
interconnected FPGAs.
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2.5 Kuramoto Model
The Kuramoto model consists of a population of N coupled phase oscillators [14]. θi(t),
because it has natural frequency ωi distributed with a given probability density g(ω),
and whose dynamics is governed by :





Then, each of oscillator begin to run freely at its own frequency, while the coupling
tends to synchronize it to all the others. By making a suitable choice of a framing
rotation. When the coupling is sufficiently weak, the oscillators run incoherently whereas
beyond a certain threshold of synchronization.
By making a suitable choice of a rotating frame, θi → θi−Ωt, in which Ω is the first
moment of g(ω), transform (2.1) to an equivalent system of phase oscillators whose nat-
ural frequencies have zero mean. When the coupling is sufficiently weak, the oscillators
run incoherently whereas beyond a certain threshold collective synchronization emerges
spontaneously. Many different models for the coupling matrix Kij have been considered
such as nearest-neighbor coupling, hierarchical coupling, random long-range coupling,
or even state dependent interactions. All of them will be discussed in this review.
The Kuramoto model with mean-field coupling among phase oscillators. For this
model, synchronization is conveniently measured by an order parameter. In the limit of
infinitely many oscillators, N =∞, the amplitude of the order parameter vanishes when
the oscillators are out of synchrony, and it is positive in synchronized states.
Kuramoto’s calculations for partial synchronization of oscillators and bifurcation
from incoherence, a state in which the oscillator phase takes values on the interval [φ, φ]
with equal probability. The stability of incoherence is then analyzed in the limit N =∞.
For coupling constant K ≤ Kc, a critical value of the coupling, incoherence is neutrally
stable because the spectrum of the operator governing its linear stability lies on the
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imaginary axis. When K ≥ Kc and unimodal natural frequency distribution are con-
sidered, one positive eigenvalue emerges from the spectrum. The partially synchronized
state bifurcates from incoherence at K = Kc, but a rigorous proof of its stability is still
missing. Finally, finite size effects (N ≤ ∞) on oscillator synchronization
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2.6 Winfree Model
The collective behavior of limit-cycle oscillators was first investigated by Winfree [15].
Using a mean-field model of coupled phase oscillators with distributed natural frequen-
cies, he discovered that collective synchronization is a threshold phenomenon, the tempo-
ral analog of a phase transition. Specifically, when the strength of the coupling exceeds a
critical value, some oscillators spontaneously synchronize to a common frequency, over-
coming the disorder in their natural frequencies. The model was subsequently refined
by Kuramoto. In the limit of weak coupling and nearly identical frequencies, our system
reduces to the Kuramoto model, whose behavior is well understood [16]: it displays
locked, partially locked, or incoherent states, depending on the choice of parameters.
Away from this familiar regime, we find several hybrid states corresponding to various
mixtures of locking, incoherence, and oscillator death (a cessation of oscillation caused
by excessively strong coupling [15]). The Winfree model is:







for i = 1, ..., N , where N  1. Here θi(t) is the phase of the ith oscillator at time
t, k > 0 is the coupling strength, and the frequencies ωi are sampled from a symmetric
unimodal probability density g(ω). We assume that the mean of g(ω) equals 1, by a
suitable rescaling of time, and that its width is characterized by a parameter γ. The
j th oscillator makes its presence felt through an influence function P (θj). In turn, the
ith oscillator responds to the mean field (the average influence of the whole population)
according to a sensitivity function R(θi).
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2.7 Pulse-Coupled Phase Oscillators
The Winfree model [15] provides an efficient way of designing pulse-coupled phase os-




= ωi + Z(φi)Spk(t) (2.3)
Inputs from other oscillators, Spk(t), are assumed here, where φi is the i-th phase
variable with 2π periodicity, ωi is the i-th natural angular frequency, Z(φi) is a phase
sensitivity function, which gives the response of the i-th oscillator. To give the following









Mathematically, δ is a Dirac delta function that represents the timing of input
spikes without a pulse width. Oppositely in the hardware, spike pulses have a definite
width ∆t, during which φi is updated according to the value of Z(φi). Where K0 is the
coupling strength, N is the number of oscillators, and tjn is the firing time.
2.7.1 How the oscillators works
PCPO was suggested in order to avoid the expensive calculation of bayes theorem of
coupled Markov Random Field (MRF) [17]. Basically the concept of Oscillator works is
based on neighbor connection between oscillator. The model explains the local interac-
tion only, but can generate various phenomena in the large oscillator network(in-array).
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(a)Schematic of coupled network.
(b) Phase variables ((φj) and (φi)) and pulse inputs.
Figure 2.7: Pulse-coupled phase oscillators.
Based on coupling function (2.3), the two oscillators are coupled by the spikes
Spki and Spkj . Figure 2.7 shows a schematic of two pulse-coupled phase oscillators
and a timing diagram that explains their updates. We express that the phase sensitivity
function is Z(φi) = - sin(φi). Spike will occurs by updating the pulse timing, where there
are two update phases for each oscillator: positive updating and negative updating
Figure 2.8: Neighbour-updating scheme
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Figure 2.8 shows the synchronizing will through by updating the pulse timing.
The Positive updating will conducts whenever Spike input (Spki in this case) to another
oscillator φj , the leading condition will triggered the function of Z(φj) which gives affect
to the pulse timing reaching the maximum value earlier. Negative updating will conducts
whenever Spike input (Spkj in this case) to another oscillator φi, the lagging condition
will triggered the function of Z(φi) which gives affect to the pulse timing reaching the
maximum value later [18].
2.7.2 Dynamics Pulse-Coupled Phase Oscillators
To implement the model of pulse-coupled phase oscillators in digital hardware, (2.3) and
(2.4) are discretized as follows:








1, if φj(t) = φth
0, otherwise
(2.6)
Using the above discretization model, implementation can be simplified into logic
circuits [17]. The phase value at the next time step is calculated by adding the current
phase value, natural angular frequency, and the sum of products of the phase sensitivity
function and input pulses. The natural angular frequency ωi is assumed to be constant.
The oscillator outputs a spike pulse when the phase variable reaches threshold value
ω-th and then resets; ωi = 0.
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2.8 Reservoir Computing Based on Leaky Integrator [6]
According to the schematic of RC in Fig.1.2, the leaky integrator (LI) based reservoir
computing for a time series generation task states that a continuous-value unit of the
reservoir in discrete-time system of r(n), while r(n) ∈ IRNr expressed as follows:
r(n+1) = r(n)+ 1/τ{−α0r(n) + fr(W inu(n) + Wrecr(n))} (2.7)
where n ∈ Z is the discrete time, u(n) ∈ IRNu is the input signal, α0 is leaking rate,
τ is time constant, and fr(x) = tanh(x) is an activation function. The output layer y(n)
is defined as follows:
y(n) = fy(W
outr(n)) (2.8)
where Win and Wout are input/output recurrent matrix respectively, fy(x) = tanh(x).
The output matrix Wout is computed using ridge regression which expressed as follows:
(Wout)T = (MTM + λE)
−1
MTG (2.9)
Matrix M collected from the series of reservoir, λ is a regularization parameter, E is





This chapter will introduce overall of the design hardware system for multi-FPGA. The
task flow shown in Fig 3.1.
Figure 3.1: Design of pulse-coupled phase oscillator circuit
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3.1 Hardware architecture design
A number (N) of sources FPGA(1) and FPGA(2), which generating the spikes data are
connected. The FPGA 1 are connected using the interface which is shown in Fig.3.2.
The data needs to be sent, depending on source priority to another FPGA using the
Xilinx Aurora IP [19].
Figure 3.2: Set-up the connection
3.1.1 LogiCORE IP Aurora 8B/10B
The GTX is a configurable transceiver (Tx) and is tightly integrated with the pro-
grammable logic resources of the FPGA. The FIFO interface is connected to the GTX
and transfers spike from the FPGA-1 side to the FPGA-2 side. In order to configure the
GTX, we employed a free and open high-speed communication protocol called Aurora
[19]. It controls FIFO’s and provides serial communication between FPGAs at up to 10
Gbps [20].
The Aurora 8B/10B IP is an IP (Intellectual Property) from Xilinx that acts as an
interface GTX on Xilinx FPGAs, as well as implementing the Aurora 8B/10B protocol.
Aurora adds a layer of abstraction giving the user a way of sending data using the
transceivers, without worrying about all the transceiver configurations.
One Aurora lane is connected to one transceiver. The amount of lanes supported
depends on the currently used FPGA chosen when starting a Coregen project. In this
case, eight is the maximum since this is the amount of transceivers actually on the chip.
Multiply this value by the lane rate and get the total bit rate of the core. For instance,
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because physical channel using SMA cables (SubMiniature version A) connectors only
allow us using 1 of 4 lanes from Aurora core, which 1 lane signals gives 3.125 Gbps.
Using one Aurora lane and two bytes would create a 1 X 2 X 8 = 16 bit wide
interface. A general formula for the bit width of the interface is given in (3.1).
bitWidth = Nlanes ×NlaneWidth × 8
(3.1)
Lane is mapped to the transceiver GTX on the FPGA [21]. Reference clock frequency
for the transceiver from the drop-down list. Reference clock frequencies are given in
megahertz (MHz).
3.1.2 Modifying the PCPO Circuits
The hardware architecture of the PCPO is shown in Fig.3.3. It comprises an oscillator
circuit, a function generator circuit, and an update circuit [9, 17]. The oscillator circuit
contains an n-bit counter (CNT), a spike generator (SPKGEN), combinational circuits
and FIFO has been added in this time. The CNT represents a phase variable φi and
counts clock inputs to implement ωi in (2.5). In this design, each time step t in the
discretized model corresponds to a clock cycle. In each time step of t in the discretized
model corresponds to a clock cycle. The signals from cMSB, cMid0, and cMid1 are
determining the shape of the function Z(φi), which are also used in the Function Gen-
erator circuit. The Function Generator circuit itself combines the signals to generates
outputs, Zp and Zn. Output from the Update Circuit receives Zp, Zn, and Spkj . These
also happens for the other oscillators, in order to give the update signal to the main
Oscillator Circuit.
Figure 3.4 shows a block diagram of the multi-FPGA communication system. A
FIFO interface is inserted between the PCPO and the GTX module. The PCPO module
has three main channels, as shown in Fig.3.4. For every spike-data output (oSpike =
1) from the oscillator module, a data valid signal (oToFIFO = 1) is sent at the same
time to the FIFO interface. The FIFO module is used as an interface between two clock
domains, i.e., the oscillator and GTX clocks. When the FIFO receives a spike (iDS =
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Figure 3.3: Previous Digital Circuit [17] has been modified
Figure 3.4: Multi-FPGA communication system
1) with a write enable signal (WrEn =1), the FIFO writes the spike into its internal
memory. When the Full flag is high (Full = 1), the FIFO‘s internal memmory is full
and it will not accept any further data for writing (iEnable = 0).
3.1.3 Basic Architecture
Figure 3.5: Basic model architecture
Basic architecture model proposed in Fig.3.5 describes the model of oscillator net-
works architectures over two FPGAs. In “in-phase” transition where the entire network
(or a very large percentage) of oscillators begins pulsing at the same frequency, known
as synchronization. Synchronization is required, because of local interactions between
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oscillators can affect the result of spiking activity. By using multi-FPGA as a hardware
processor through the serial connection we expect the ideal of Winfree’s [15] model of
PCPO circuit, literally all-oscillators will synchronizing and input and output spikes
in-between are without any delay or buffer. However, the issue in communication and
timing frame is problematic. Regarding the synchronizing also related into timing of
data sending and receiving without any data lost or mismatch.
3.1.4 Applications
Figure 3.6: Application design
The following figure (Fig.3.8) explains the design and its procedure to implement
the high-speed serial data transmission technique. Data Generator (Data Gen) is given
to an Asynchronous FIFO, which then outputs 16 bit data to the Aurora core. Then
the GTX transmitter section transmits the data serially at a rate of 3.125 Gbps. The
transmitted data is then loop backed and collected by the GTX receiver block on the
RX port, in order to test the mechanism [22].
3.2 Throughput Verification
In order to implement the Spike pulse communication in physical channel bus GTX,
throughput calculation is require to be verified in order to considering the hardware
capability, the result channel physical canal and Spike pulse communication frequency
went like tabel 3.1.
Based on the table 3.1 the Aurora core operation works greater than spikes-pulsed
couple oscillator. At this state the proposed system is able to implement in GTX.
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Table 3.1: Physical operating frequency.
n-bit Operation Frequency
Hardware Vocalise Internal Bus (VIBUs) 32 133MHz [13]
Spike-pulse Coupled Oscillator 32 0.51 MHz [17]
Gigabit Transceiver using Aurora (GTX) 32 200MHz [18]
3.3 Software
Several software for simulating the proposed design as it follows.
• MATLAB R2015a, is used as a tester simulator algorithms spikes between 2 oscil-
lators. The output is used as a comparison to the output of a system designed in
iSim Xilinx.
• ISE Design Suite 14.7, used to display signals and synthesizes the results of Verilog
code into the circuit board of logic gates.
• ISim, also becoming an important part of the whole works of the experiment’s
success, because it is very helpful in order to simulating the signal testing and
timing diagram.
• Chipscope Pro, provides serial I/O toolkit features and capabilities specific to the
exploration and debug of designs that use the high-speed serial transceiver I/O
capability. of FPGAs.
3.3.1 MATLAB
MATLAB is a high-performance language for technical computing. It integrates compu-
tation, visualization, and programming in an easy-to-use environment where problems
and solutions are expressed in familiar mathematical notation. Typical uses include:
• Math and Computation
• Algorithm development
• Modeling, simulation, and prototyping
• Data analysis, exploration, and visualization
• Scientific and engineering graphics
• Application development, including Graphical User Interface building
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MATLAB is an interactive system whose basic data element is an array that does
not require dimensioning. This allows to solve many technical computing problems,
especially those with matrix and vector formulations, in a fraction of the time it would
take to write a program in a scalar noninteractive language such as C or Fortran.
The name MATLAB stands for matrix laboratory. MATLAB was originally written
to provide easy access to matrix software developed by the LINPACK and EISPACK
projects, which together represent the state-of-the-art in software for matrix computa-
tion.
MATLAB has evolved over a period of years with input from many users. In uni-
versity environments, it is the standard instructional tool for introductory and advanced
courses in mathematics, engineering, and science. In industry, MATLAB is the tool of
choice for high-productivity research, development, and analysis.
MATLAB features a family of application-specific solutions called toolboxes. Very
important to most users of MATLAB, toolboxes allow to learn and apply specialized
technology. Toolboxes are comprehensive collections of MATLAB functions (M-files)
that extend the MATLAB environment to solve particular classes of problems. Areas in
which toolboxes are available include signal processing, control systems, neural networks,
fuzzy logic, wavelets, simulation, and many others.
3.3.1.1 MATLAB System
The MATLAB system consists of five main parts:
• MATLAB language, This is a high-level matrix/array language with control flow
statements, functions, data structures, input/output, and object-oriented pro-
gramming features. It allows both “programming in the small” to rapidly create
quick and dirty throw-away programs, and “programming in the large” to create
complete large and complex application programs
• The MATLAB working environment, This is the set of tools and facilities that work
with as the MATLAB user or programmer. It includes facilities for managing the
variables in workspace and importing and exporting data. It also includes tools for
developing, managing, debugging, and profiling M-files, MATLAB’s applications
• Handle Graphics, this is the MATLAB graphics system. It includes high-level
commands for two-dimensional and three-dimensional data visualization, image
processing, animation, and presentation graphics. It also includes low-level com-
mands that allow to fully customize the appearance of graphics as well as to build
complete Graphical User Interfaces on MATLAB applications
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• The MATLAB mathematical function library, this is a vast collection of compu-
tational algorithms ranging from elementary functions like sum, sine, cosine, and
complex arithmetic, to more sophisticated functions like matrix inverse, matrix
eigenvalues, Bessel functions, and fast Fourier transforms
• The MATLAB Application Program Interface (API), this is a library that allows
to write C and Fortran programs that interact with MATLAB. It include facili-
ties for calling routines from MATLAB (dynamic linking), calling MATLAB as a
computational engine, and for reading and writing MAT-files.
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Figure 3.7: Timing diagram for generating Zgen using MATLAB
Figure 3.7 shows that overview one of the Matlab tools display.
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3.3.2 Xilinx - ISE Design Suite
Xilinx ISE(Integrated Synthesis Environment) [23] is shown in Fig.3.8, which is a soft-
ware tool produced by Xilinx for synthesis and analysis of HDL designs, enabling the
developer to synthesize (“compile”) their designs, perform timing analysis, examine RTL
diagrams, simulate a design’s reaction to different stimuli, and configure the target device
with the programmer.
Xilinx ISE is a design environment for FPGA products from Xilinx, and is tightly-
coupled to the architecture of such chips, and cannot be used with FPGA products from
other vendors. The Xilinx ISE is primarily used for circuit synthesis and design, while
ISIM or the ModelSim logic simulator is used for system-level testing.Other components
shipped with the Xilinx ISE include the Embedded Development Kit (EDK), a Software
Development Kit (SDK) and ChipScope Pro.
Figure 3.8: Xilinx ISE design overview
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3.3.3 Xilinx - ISim
Figure 3.9: iSim overview
Xilinx R© ISim overview is shown in Fig.3.9, which is a Hardware Description Lan-
guage (HDL) simulator that enables to perform functional and timing simulations for
VHDL, Verilog and mixed VHDL/Verilog designs. The basic steps for simulating design
in ISim are as follows:
• Gathering Files and Mapping Libraries
• Parsing and Elaborating the Design
• Simulating the Design
• Examining the Design
• Debugging the Design
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3.3.4 Xilinx - Chipscope Pro
Figure 3.10 shows a block diagram of a system containing debug cores added using the
ChipScope Pro tools. Place the ICON, ILA, VIO, and ATC2 cores (collectively called
the ChipScope Pro cores) into design by generating the cores with the CORE Generator
tool and instantiating them into the HDL source code [24]. Insert the ICON, ILA, and
ATC2 cores directly into the synthesized design netlist using the ChipScope Pro Core
Inserter or PlanAhead tools. Place and route design using the ISE implementation tools.
Next, download the bitstream into the device under test and analyze the design with
the ChipScope Pro Analyzer tool.
Figure 3.10: ChipScope Pro Analyzer flow [24]
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3.4 Hardware Overview
Figure 3.11 shows the hardware overview, the lists consists of some parts of:
• 2 Boards of FPGAS Xilinx Virtex-6 XC6VLX240T ml605
• 2 pair of SMA (SubMiniature version A) cables (number 1).
• 2 JTAG cables connection (number 2).
• 2 Power Supply with 12DC volts (number 3).
• 1 PC Intel i7-4790K
Figure 3.11: 2 Boards of Virtex-6 ML605
3.5 Simulation and Implementation
This chapter will introduce overall of the simulation and implementation designed sys-
tem. The results of the design in Verilog/HDL proceed through the stage of implemen-
tation and analysis to ensure that the system design results in lSim and Xilinx works,
according with the test results in the FPGA. Tools used to view the output is Chipscope
connected using a USB port on the JTAG connected directly from the FPGA to the PC
and also the connection between board to board using 2 pairs of SMA cables.
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3.5.1 Getting Started
General Task flow implementation shown in Fig.3.12.
Figure 3.12: Implementation Flow
Implementation is done by embedding a module that has been designed using Xilinx
ISE Design Suite 14.4. There are a couple of steps that need to be considered in the
implementation process:
• Design Entry: entering the VHDL/Verilog code which has been designed into
Project created.
• Assign Package Pins: select pin input and output according to design modules
that has been made.
• Synthesize: translate the VHDL/Verilog code that has been added to the network
list (netlist) and the gates of FPGA blocks base.
• Implementation Design through:
– Translate: translating basic blocks based on the netlist and constraint.
– Map: Mapping primitive design to Xilinx FPGA blocks, logic gates and dis-
tribution. Modules mapped into the JTAG chain.
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– Place and route: Placing the primitive block and floor plan for each section
from the mapping results.
• Generate Programming File: Creating ḃit file which sent to FPGA trhough JTAG
chain.
• Configure target device: Optional for testing the Implementation result (chipscope
or iMPACT)
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3.5.2 Problem set-up
In this section, problem will be defined into 2 parts which are based on Fig.3.13 and
Fig.3.14:
Figure 3.13: Testing communication architecture.
In the first problem set-up, serial communication GTX was selected, because of the
information data is only using 1-bit signal that will be appropriate and faster for the
serial communication. By using FIFOs (First Input First Outputs) interface as a data
buffer and Aurora module as a connection in-between, the data from the FPGA-1 sent
into the FPGA-2 and trace-it back into the RX-side of the FPGA-1 using Checker module
which is shown in Fig 3.13. The result data from TX to RX required verification in order
to make sure the it has no data-lost. Also from the testing section we can measure the
throughput and latency of the data-rate.
Figure 3.14: 2 x 2 of PCPO architecture.
Figure 3.15 shows the RTL from the synthesizer of ISE Design Suite. Even tough
not all the ports were used, from that picture 8 input and 10 output were initialized
for this test. Clock synchronizing divide into 2 level of signals, which are negative (N)
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Figure 3.15: Top Module of Register Transfer Level (RTL) of Proposed model
and positive (P). GTXQ, INIT CLK each of (N) and (P) represents as a clock input
from Gigabit Transceiver clock reference. Input Receiver Negative (RN) connected to
another board of Transceiver Negative (TN) same as Receiver Positive (RP) connected
to Transceiver Positive (TP).
For the next problem set-up, networks proposed were implemented shown in the
Fig.3.15, using the Winfree’s model [15] phase oscillator circuit which ideally all-oscillators
expect to be synchronizing, the input and the output spikes in-between are without
any delay or buffer, the total of oscillators has been implemented were 2 for each FP-
GAs. The Connection inside of the FPGA architecture were the output from oscillator-1
(red) spikes into FIFO interface on the TX-side and oscillator-2 (blue) received from the
FIFO’s output from the RX-side then spikes the data back into oscillator-1 (blue), which
is shown in Fig.3.14.
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3.6 Experiment-1 - in-phase Simple PCPO using one FPGA
In the experiment-1, in-phase simple PCPO using one FPGA shown in Fig.3.16 and
Fig.3.17. The test-bench simulation of iSim software including real-time results from
chipscope will be explain comprehensive.
Figure 3.16: Coupled Phase Oscillators.
in-phase simple PCPO was verified and achieve the first synchronization at 85µsec.
This results also was brought into hardware real-time test.
Figure 3.17: Simulation in-phase pulse coupled oscillators
From the real-time results it shows in Fig.3.18 that the condition of FPGA when
running at time T  0, we can see the spike synchronizing in-phase was succeed.
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Figure 3.18: Real-time in-phase PCPO on chipscope.
3.7 Experiment-2 in-phase of 3-oscillators PCPO with ro-
tary topology
In the experiment-2 which is shown in Fig.3.19, in-phase in-phase of 3-oscillators PCPO
with rotary topology used single FPGA was tested on test-bench simulation of iSim
software including real-time results from chipscope will be explain comprehensive.
Figure 3.19: 3 oscillators of PCPO with rotary topology
Figure 3.20: Simulation in-phase pulse coupled oscillators at counter = 93
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Figure 3.21: Simulation in-phase pulse coupled oscillators at counter = 112
From the Fig.3.19 each of neuron has 2 output represents as a label output spike and
intensity output spike, the numbers [x, y] of oscillators represents the connections. Os-
cillators was verified and achieve the first synchronization in-phase at around 24,175nsec
which is shown in Fig.3.20 at rRefCnt = 112. This results also was brought into hardware
real-time test which is shown in Fig.3.21.
Figure 3.22: Real-time 3 neurons in-phase pulse coupled oscillators
From real-time results in ig.3.21 it shows that the condition of FPGA when running
at time T  0, we can see the spikes synchronizing in-phase was succeed. Time between
synchronizing spike is defined by ∆, which ∆ = 132 clock cycles.
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3.8 Experiment-3 Testing the Serial Communication ar-
chitecture between two FPGAs
Since we gathered enough the verification oscillators, all we need is to verify the multi-
FPGA’s channel of Gigabit Transceiver (GTX) transmission performance. In problem
set-up 1 which is shown in Fig.3.13 testing architecture simulation is shown on Fig.3.23.
Figure 3.23: Simulation result of testing architecture with time ≥ 0
Increment data were used in this experiments because it’s for recognizing order
and matches the data. From the red square guide border of figure, TXD represents as a
Transceiver side of FPGA board-1 which start to count at DataValid = 1 then generate
the 16-bit data stream. At the other side of board (FPGA board-2) rxd still filled
with random data of registers, because of the information haven’t receive yet. However,
globalcounts starts count when the TXD generates.
Figure 3.24: Simulation result of testing architecture with time 0
Figure 3.24 shows that when DataValid = 0, the register or rxd from board-2 begin
filled by the data of increment data from TXD of board-1, with total of ∆ counter from
the DataValid was 40 counter.
Figure 3.25: Real-time result of testing architecture with time ≥ 0 to time 0
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Real-time implementation results of testing architecture was taken by chipscope
shown in Fig.3.25, increment data was sent from Tx board-1 into Rx board-2. The error-
signals (error check) counts when the TX and RX with same results (throughput counter
= 40), oppositely when the error stop counts, there were different data (mismatch)
between TX and RX occurred. Because of testing architecture was using 16-bit of data
and internal max clock (200MHz) from FPGA Virtex-6 ML605, in simulation part for
1sec can triggered and count the counter for 200 so the data rate = ( 16bit * 200Mega
counter/sec) = 3200bps or 3.2Gbps.
3.9 Experiment-4 Testing the proposed architecture with
four oscillators over two FPGAs using serial commu-
nication
A multi-FPGA architecture from Fig.3.14 was examined by using 16-bit of increment
data module, the next step is integrating into testing architectures. The results of
simulation shown on Fig.3.26 and Fig.3.27.
Figure 3.26: Simulation result of proposed architecture with time ≥ 0
SpikeTX represents as spikes out from the oscillator-1, after the spikes derives from
the oscillator-1 it goes through directly into TXD of transceiver FPGA board-1. Spike
local represents as a signal-3. The target was succeeded achieving the synchronization
shwon in the Fig.3.27.
Figure 3.27: Simulation result of proposed architecture with time 0
After going through a ways of experiments for verification, Fig.3.28 shows the real-
time debugging results for pulse coupled oscillators in FPGA board-1.
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Figure 3.28: Real-time debugging for pulse coupled oscillators in FPGA-1
From real-time results it shows that the condition of FPGA when running at time
between initial state until first synchronizing, we can see the spike synchronizing in-
phase was succeed. Synchronizing also in-phase was achieved with total times consumes
12.47µsec.
3.10 FPGAs Synchronization for broader networks
(a) (b)
(c)
Figure 3.29: The oscillator’s network expansion connections over two FPGAs: (a)
3x3 network over two FPGAs, (b) 6x6 network over two FPGAs, and (c) 10x10 network
over two FPGAs
We have confirmed that our PCPO networks were able to reach a synchronization
state over the multi-FPGA platform, even though communication between the FPGAs
included a 0.1µs latency. Evaluation the hardware size has been brought to broader net-
works. We expanded and synthesized the oscillators and networks orderly. We designed
network architecture of PCPO 2 x 2 (Fig.3.28), 3 x 3, 6 x 6, and 10 x 10 (Fig.3.29).
Observation discussion phenomenon will be focus on 10 x 10 pulse-coupled phase oscil-
lators.
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3.11 High-speed color Synchronization 10x10 Oscillators
over two FPGAs
Figure 3.30 shows in-phase synchronization between neighbors in the one-dimensional
network composed of 10x10 oscillators over two FPGAs. We define the ‘Count Spike’
as the number of N-th spikes outputs from the oscillator which located at the first row
and column in the network. The Count Spike Interval of the spiking periods, in the
proposed circuit refer as CNT (1024 cycle).
In Fig.3.30(a), we respectively set the initial value for each oscillator and each
board to be different from all neighboring values. In this case, all oscillators were
updated simultaneously by phase differences between neighbors as shown in Fig.3.30(b)-
(j). In the early stage of Fig.3.30(b)-(d) , the phase oscillators from the FPGA-1 and
FPGA-2 updating with the difference phase. On the other hand, in the early stage of
Fig.3.30(e)-(j) the phase oscillators from the FPGA-2 still updating with the difference
phase while FPGA-1 is already reached a steady synchronization state. In the early stage
of Fig.3.30(k)-(m) , we confirmed that the network used in this simulation had several
steady states, and the initial state of the network affects the network steady state. The
network reached a steady synchronization state after the Count Spike reached 100 of
Count Spike.
Table 3.2: Device Utilization.
Oscillator Size 2x2 3x3 6x6 10x10
LUTs 0.256% 0.35% 0.637% 1.308%
Registers 0.152% 0.171% 0.243% 0.412%
Max. Freq.(MHz) 434.972 316.156 306.123 298.014






Figure 3.30: Phase Synchronization of 10 x 10 oscillator over two FPGAs: (a) initial
state, (b) - (m) network states after updating, where the number under each gure
represents Count Spike, (n) color bar representing the phase value [25].






Figure 3.30: Phase Synchronization of 10 x 10 oscillator over two FPGAs: (a) initial
state, (b) - (m) network states after updating, where the number under each gure
represents Count Spike, (n) color bar representing the phase value [25].





Figure 3.30: Phase Synchronization of 10 x 10 oscillator over two FPGAs: (a) initial
state, (b) - (m) network states after updating, where the number under each gure
represents Count Spike, (n) color bar representing the phase value [25].
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Figure 3.31: Relationship between utilization, number of oscillator and max. oper-
ating freq.
3.11.1 FPGA Implementation Results
Table 3.2 shows synthesized results for the total resources used within one FPGA. Using
ISE Design Suite software information, we can report that the proposed model circuit
was implemented with a maximum frequency of each size of oscillators. Figure 3.31 shows
that the relationship of resource utilization and number of oscillators will affecting the
maximum operating frequency. By increasing the resource utilization and number of
oscillators, the maximum operating frequency will slightly reduce, but still kept over
200 MHz operational frequency which is enough for GTX communication between two
FPGAs. Therefore, the experimental result shows that the proposed multi-FPGA system
can be implemented and operate with large PCPO networks over two FPGAs.
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3.12 Conclusion
High-Speed Synchronization of Pulse-Coupled Phase Oscillators on Multi-FPGA suc-
ceed. In our experiments two FPGA boards were used, four-oscillator network achieved
first spike synchronization over two FPGAs within 12.47µs and datastream bitrate up
tp 3.2 Gbps. As an extension from the previous study[9], we expanded the network and
verified that the 10x10 pulse-coupled phase oscillators synchronized over two FPGAs via
high-speed serial communication with a 0.1µs delay and the network reached a steady
synchronization state after the Count Spike reached 100 with a maximum frequency
298.014 MHz.
Chapter 4
FPGA’s Application for Reservoir
Computing
This chapter will introduce overall of the design hardware system PCPO for RC.
4.1 Hardware Architecture Design for Reservoir Based
Figure 4.1: Span parameter of alpha (α).
Figure 4.2: Overall circuit (top) and oscillator circuit (bottom).
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From the previous work of [17], in order to simplify the function shape of Z(φi) for
hardware implementation, we used alpha (α) as a span parameter during which Z(φi) =
0 which is shown in Fig.4.1 [17, 18]. Figure 4.2 shows the overall and oscillator circuit. It
includes an Oscillator Circuit, a Function Generator circuit, and an Update Circuit.The
Oscillator Circuit contains an n-bit counter (CNT), a spike generator (SPK GEN), and
combinational circuits. The CNT represents a phase variable φi and counts clock inputs
to implement ωi in (2.5).
In the conventional from [17], all the oscillators only works with the same α values.
Here, in the proposed PCPO for RC, we set the α ≥ ∆t (∆t is shown in Fig.2.7(b)),
where α values has no tendencies the same to all the oscillators. Therefore, we can
generate random-like spikes of PCPO without over-updating under the condition of ∆t
≤ α < CNT.
Figure 4.3: Architecture of proposed model
Figure 4.4: One periods of modulated sine wave
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Architecture within the FPGA is shown on Fig.4.3. We employ 3 x 3 of PCPO
with neighbor topology connection. The Sine wave generates inside the FPGA by using
of 8-bit resolution. Encoder and decoder parts applies in this systems using pulse-width
modulation (PWM) [2]. Figure 4.4 shows the Duty Cycle parameter (D) is the fraction
of one period in which a signal or system is active [26], in this case counter reference are
used. Rectangular pulse wave whose modulated, resulting in the variation of the average
value of the waveform but still perform in a single line binary wave. In case of decoder,
the current outputs compared by the modulated signal from counter references [27].
4.2 Critical Dynamics Phenomenon using Zero One Test
An important element for RC to work fundamentally with separation regime, between
chaotic and non-chaotic [5]. On the stability of the critical dynamics (edge of chaos) we
measure our system using zero one test (Z1-Test). The Z1-Test for chaos was developed
by Gottwald and Melbourne [28, 29] to distinguish between regular and chaotic. The
method is based on the estimation of a statistical parameter Ka which is used to conclude
on the regular (Ka → 0) and chaotic (Ka → 1) of the a time signal. To compute Ka
from a time series. The detailed procedure is as following steps.
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4.2.1 Run the Network Without Input Generator
Table 4.1: Value of α Parameter.










Table 4.1 shows the combination of three type of α value parameter which has been
choose for initialization without the sine wave generator. Figure 4.5 shows the activity
of the spikes behaviour while all networks initialized by α.
Figure 4.5: 3 x 3 of Pulse-coupled phase oscillator’s spiking behaviour without Input
Generator.
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4.2.1.1 Zero One Test
Given an observation from Fig.4.5 of the time series φ(n) for n = 1,...,N data. Compo-
nent p and q are the 2-dimensional of motion orbservation. We perform (4.1),(4.2),(4.3)
and (4.4) with condition where limit N→ ∞, n  N and c ∈ (0,2 π) is fixed constant.
The time-averaged mean square displacement defined as M (n) and N0 is a sampling of
N data. Hence, we calculate M (n) only for n ≤ N0 where N0 N.
p(n + 1) = p(n) + φ(n)cos (cn) (4.1)
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4.3 Critical Dynamics System
Figure 4.6: Plot of Ka versus the length of the time series N for 3x3 PCPO near the
critical dynamics. Parameter c = 0.9, n=200 data and N=20,000 data.
Sufficiently long enough to capture of N data is a main key role in this specific test. The
determination of the mean square displacement requires n ≤ N0  N and the test relies
on asymptotic behaviour of the p and q components which for too small time series data
length may lead to absence of chaos [28].
Strong indications for the presence or absence of chaos can be found by looking
at the behaviour of Ka with the length of the time series used to determine . Figure
4.6 shows the typical decreasing or increasing behaviour of Ka which is called critical
dynamics system. n ≤ N0 where N0 N. For further indication from the length of data
were discussed in [30, 31]
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4.4 Run the Network with Input Generator
By using the (2.7), run the network from n = 0 to n = T1 with an input signal u(n)
and collect the series of the reservoir state r(n) into matrix M. After that, collects
sigmoid-inverted target data sequence into matrix G.
4.4.1 Compute Wout, y(n) and z(n)
The output matrix y(n) is computed by (2.8) and then, transposing Wout to perform
the ridge regression (2.9) to get the output (Wout)T . To get the the real output signal
system z(n), we multiply the (Wout) with the matrix M from the series of reservoir.
4.4.2 Error Measurement
Root mean square error (RMSE) which all signal normalized into 0 - 1 is used for error
measurement. We perform (4.5) to measure the accuracy between the output z(n) as ŷi,
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4.5 Time Series Generation Task
Figure 4.7: Responses for Input Signal in a test data on the network. Counter Internal
State represented as reservoir state in different colors indicate of index of oscillators in
network. In the panel of the Output Signal and Target Signal, output from the network
is indicated by solid curves, and the target indicated by dashed curves.
We evaluate the proposed model with the time series generation task. Firstly we encode
the input signal u(n) = (u1, ..., uNu). After that, collect series of the decoded reservoir
state r(n) = (r1, ..., rNr) and compute the output of matrix W
out with ridge regression to
find the output z (n) which has the linearity relationship target time series ytarget Target
Signal. In Fig.4.7, Input Signal equal to 8-bit resolution of sine wave and for ytarget
is equal to the doubled phase of Input Signal with (bottom dashed line) and Counter
Internal State represented as reservoir state (middle). The Output Signal from Fig.4.7
which represented in bottom solid line, the networks successfully works in time series
generation task the Target Signal with total root mean square error (RMSE) 0.271.
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4.6 FPGA Implementation




Table 4.2 shows the synthesized results for the total resources used within FPGA. Using
the ISE Design Suite software information, we can report that the proposed model
circuit of 3x3 PCPO was implemented on FPGA without multipliers. Since the sparsity
and non-linearity both are necessary in the RC as a properties, in addition of the size of
oscillators can be applied into PCPO on RC based. The FPGA board of ML605-Virtex6
was used as target device with a maximum frequency 489.836 MHz.
4.7 Conclusion
We proposed the pulse-coupled phase oscillator for reservoir computing base, which is
composed of the Winfree model. We investigated the critical dynamics phenomenon
using Zero One Test. The analysis on the critical dynamics proves that the 3 x 3 of
PCPO with neighbor topology connections on field-programmable-gate-array leads to
the presence of chaos. The proposed model works properly in the time series generation
task. PCPO on RC succeed to be implemented on hardware level using ML605-Virtex6
with low amount of resources.
Chapter 5
Analysis and Discussion
This chapter will discuss overall the results analysis and discussion.
5.1 Performance Analysis
Parameters were sets the amount of Aurora lanes in the generated Aurora. One Aurora
lane is connected to one transceiver. The amount of lanes supported depends on the
currently used FPGA chosen when starting a Coregen project. In ideal case, eight is
the maximum since this is the amount of transceivers actually on the chip of FPGA.
Multiply this value by the lane rate and get the total bit rate of the core. For instance,
a 4 lane Aurora core at 3.125 Gbps gives a 4 X 3.125 = 12.5 Gbps system, using four
transceivers and eight differential pairs [34].
By using two boards only of FPGAs, ideally money cost development will lower
without losing the speed of performances while low power consumption were used only
12 DC Volt. Serial Gigabit Transceiver (GTX) also has high chance possibility to be
developed in array system mode, since it has the port for clock referencer or Gigabit
Transceiver clock referencer (GT REFCLK) source. Since this system can be sourced
from the incoming reference clock, or from system also directly through. In case the
lanes are separated by at least one system, a secondary clock referencer is needed. In
this case, there are only two system so a separation of at least using one clock reference
is not possible.
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5.2 First Input First Output (FIFO) effect analysis
Generally First in First output (FIFO) same function like data interrupts. In case of
serial port receives a number of bytes data (for example, be set to 1, 4, 8, or 16) into
source of FIFO buffer, it signals the FPGA-destination side to fetch them by sending
a signal which known as an interrupt on a certain wire normally used. Thus the FIFO
waits until it has received a number of bytes or sign data and then cancel the interrupt.
This interrupt will also be sent if there is an unexpected delay while waiting for the
next byte to arrive (time delay) [? ]. Thus if the bytes are being received slowly (in this
system may it contains problem on physical system) there may be an interrupt issued
for every byte received. For most of all digital circuit the rule is like this: If 4 bytes
in a row could have been received in an interval of time, but none of these 4 show up,
then the port gives up waiting for more bytes and issues an interrupt to fetch the bytes
currently in the FIFO. Apparently, if the FIFO is empty there will be no interrupt.
Regarding the time synchronizing issue, especially for spiking neural network im-
plementation, unfortunately there is no flow control to prevent this phenomenon. Inter-
rupts are also issued when the serial port has just sent out all of its bytes from its small
transmit FIFO buffer out the external cable. It then has space for 16 more outgoing
bytes. The interrupt is to notify from FPGA-source to the FPGA-destination, so that
it may put more bytes in the small transmit buffer to be transmitted. Also, when signal
between board line changes state, an interrupt is issued. The buffers mentioned above
are all hardware buffers. The serial port also has large buffers in main memory.
Interrupts includes a lot of information. The interrupt itself just tells a FPGA
called the interrupt controller that a certain serial port needs attention. The interrupt
controller then signals the FPGA. The FPGA then runs a special program to service
the serial port. That program is called an interrupt controller (FIFO controller). It
tries to find out what has happened at the serial port and then deals with the problem
such a transferring bytes from (or into) the serial port’s hardware buffer. This program
can easily find out what has happened since the serial port has registers at IO addresses
known to the serial driver software. These registers contain status information about
the serial port. The software reads these registers and by inspecting the contents, finds
out what has happened and takes appropriate action.
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5.3 Fifo delay effect on multi-FPGA synchronization phe-
nomenon
Winfree’s model deals with interacting units which behave as oscillators that are de-
scribed by only one variable, i.e. their phase. However, even tough the above global-
coupling model was successful in predicting a synchronization transition and revealed
certain characteristics of the problem, in many physical situations each oscillator might
only have a strong coupling with its neighbors, and the coupling is far from uniform.
One might therefore naturally ask the following question: is global-coupling model from
Winfree’s model will still be synchronizing for bigger networks?
Figure 5.1: Delay FIFO effect
Based on Fig 3.25 we analyzed the results of total latency from Tx to Rx was 20
counters or 0.1µs. Figure 5.1 shows our analysis of fifo delay effects the synchronization
of systems with total consume 1.9% of interval of Spike Count. By this phenomenon,
we still be able to achieve the in-phase synchronization on multi-FPGA.
5.4 Relationship between Critical Dynamics and Parame-
ter α
The motivation why PCPO for RC is necessary to discover, we investigate the critical
dynamics (edge of chaos) by changing and replacing the behaviour of parameter α.
Hypothetically the edge of chaos is required to be observed in RC because, we expect
to get the best parameter estimation for fitting the target signal for RC task.
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5.4.1 One-type of α variance
Table 5.1: One-type value of α parameter (α = 3).










Figure 5.2: Plot of Ka versus the length of the time series N for 3x3 PCPO near
critical dynamics. Parameter c = 0.9, n=200 data and N=20,000 data.
Table 5.1 shows one-type value of parameter (α = 3) has been choose for initial-
ization without the sine wave generator. Figure 5.2 shows the activity of the spikes
behaviour and strong indications for the absence of chaos can be found by looking at
the behaviour of Ka (close to zero) with the length of the time series used to determine
Ka while all networks initialized by α.
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Figure 5.3: Top and bottom shows the responses for Input Signal in a test data
on the network between the target signal and output signal. The middle shows the
counter internal state represented as reservoir state in different colors indicate of index
of oscillators in network.
We evaluate with the time series generation task. The Output Signal from the
bottom of Fig.5.3, the networks unsuccessfully works in time series generation task.
This shows that one-type of α (all α = 3) variance lead to the absence of chaos and not
suitable for RC.
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5.4.2 Two-type of α variance
Table 5.2: Two-type value of α parameter(α = 1 and α = 2).










Figure 5.4: Plot of Ka versus the length of the time series N of 3x3 PCPO for edge
of chaos observation. Parameter c = 0.9, n=200 data and N=20,000 data.
Table 5.2 shows two-type value of parameter (α = 1 and α = 2) has been choose for
initialization without the sine wave generator. Figure 5.4 shows the activity of the spikes
behaviour and strong indications for the presence of chaos can be found by looking at
the behaviour of Ka (close to one) with the length of the time series used to determine
Ka while all networks initialized by α. Comparing the results from the Fig.4.6 to Fig.5.4
having the networks tendencies for Ka → 1, which has the lowest Ka value still greater
than the previous one.
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Figure 5.5: Top and bottom shows the responses for Input Signal in a test data
on the network between the target signal and output signal. The middle shows the
counter internal state represented as reservoir state in different colors indicate of index
of oscillators in network.
We evaluate with the time series generation task. The Output Signal from the
bottom of Fig.5.5, the networks still considerably has poor accuracy to follow the Target
Signal. This shows that two-type of α (α = 1 and α = 2) variance lead to the presence
of chaos, however we can calculate the RMSE The Output Signal to Target Signal is
RMSE = 0.326. Based on Fig 5.3, 5.5, and 4.7, we can state that measuring the critical
dynamics in Chaotic-PCPO is required to be observed for RC in order to fit the best
parameter estimation for Target Signal.
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5.5 Challenging task: Nonlinear auto-regressive moving
average (NARMA) 2,3 and 10 Tasks
Nonlinear autoregressive moving average (NARMA) is a discrete-time temporal task
with Nth-order time lag [33]. To simplify the notation we use yt to denote y(t). The
NARMA 10 time series is given by:
yt = αyt-1 + βyt-1
n∑
i=1
yt-i + γut-nut-1 + δ (5.1)
where n = 10, α = 0.3, β = 0.05, γ = 1.5, and δ = 0.1. The input ut is drawn from
a uniform distribution in the interval [0, 0.5] and normalized in FPGA into 8-bit FPGA
[0, 255]. This task presents a challenging problem to any computational system because
of its non linearity and dependence on long time lags. Calculating the task is trivial if
one has access to a device capable of algorithmic programming and perfect memory of
both the input and the outputs of up to 10 previous time steps.
Figure 5.6: NARMA 2 task of 3x3 PCPO with 9 channels readout using 3 variance
of alpha parameter
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Figure 5.7: NARMA 3 task of 3x3 PCPO with 9 channels readout using 3 variance
of alpha parameter
DINDA PRAMANTA - 16899029 71
Figure 5.8: NARMA 10 task of 3x3 PCPO with 9 channels readout using 3 variance
of alpha parameter
We have evaluated with the time series generation task of NARMA 2,3 and 10 task
which are shown in Fig.5.6, 5.7 and 5.8. We measure the RMSE The Output Signal to
Target Signal which are RMSE equal to 0.340, 0.396 and 0.421. This shows that 3 x
3 PCPO for RC we considerably has limitation on particular task. Based on these we
can state that the system 3 x 3 PCPO for RC is still not capable on the particular task,
such as NARMA.
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5.6 Increasing the Numbers of Oscillator
Here, we observe the relationship between the number of oscillator we used in single
FPGA. We expand our model of 3x3 PCPO for RC into 10x10 with 100 readout channels
with 3 variance of alpha parameter. Figure 5.9 shows the critical dynamics system of
10x10 PCPO.
Figure 5.9: Plot of Ka versus the length of the time series N for 10x10 PCPO near
the critical dynamics. Parameter c = 0.9, n=200 data and N=20,000 data.
The 10x10 with 3 variance of alpha parameters-PCPO has strong indications for
the presence or absence of chaos can be found by looking at the behaviour of Ka with
the length of the time series used to determine. We can state our system of 10x10 PCPO
with 3 variance value of alpha parameter has tendencies to close to 1 (chaos).
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5.6.1 Doubled-sine task for 10x10 PCPO
Here, we observe the relationship between the number of oscillator we used in single
FPGA. We expand our model of 3x3 PCPO for RC into 10x10 with 100 readout channels
with 3 variance of alpha parameters to the output port. Figure 5.10 shows the time series
generation task result. The accuracy of Output Signal has increase. The error calculation
by the RMSE The Output Signal to Target Signal is 0.145.
Figure 5.10: Top and bottom shows the responses for Input Signal in a test data
on the network between the target signal and output signal. The middle shows the
counter internal state represented as reservoir state in different colors indicate of index
of oscillators in network.
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5.6.2 NARMA 2,3 and 10 task for 10x10 PCPO
Figure 5.11: NARMA 2 task of 10x10 PCPO with 100 channels readout using 3
variance of alpha parameter
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Figure 5.12: NARMA 3 task of 10x10 PCPO with 100 channels readout using 3
variance of alpha parameter
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Figure 5.13: NARMA 10 task of 10x10 PCPO with 100 channels readout using 3
variance of alpha parameter
We have evaluated with the time series generation task of NARMA 2,3 and 10 task
which are shown in Fig.5.11, 5.12 and 5.13. We measure the RMSE The Output Signal
to Target Signal which are RMSE equal to 0.227, 0.228 and 0.249. This shows that 10
x 10 PCPO for RC we considerably boosted-up the performance, in this case accuracy.
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5.7 RMSE Comparison of 3x3 with 10x10 PCPO
Table 5.3: RMSE results
Oscillator-set Doubled-sine NARMA-2 NARMA-3 NARMA-10
3x3(9 readout) 0.267 0.340 0.396 0.421
10x10(100 readout) 0.145 0.227 0.228 0.249
From the table 5.3, we can state that increasing the numbers of oscillators and readout
channels, will increasing the accuracy.
5.8 FPGA Hardware comparison with other model
Table 5.4: Device Utilization of 10x10 8bit PCPO Implemented on Virtex 6 ML605
(Max. Frequency Operation 418.796MHz).
Utilization Used Available
LUTs 2,283 150,720
RAM B18E1 0 832
Flip-flops 1,695 301,440
Table 5.5: Device Utilization of 2-100-2 32bit-ternary weight ESN FPGA Imple-
mented on Zynq UltraScale+MPSoCZCU102 (200MHz Frequency Operation) [35].
Utilization Used Available
LUTs 28,933 274,080
BRAM 18K 48 912
Flip-flops 44,021 548,160
From the comparison table 5.4 and 5.5, we can state that the hardware based on LUTs‘s
Utilizations and Flip-flops, our model providing a low-source consumption and higher
speed operation.
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5.9 Physical RC on FPGA-based
Physical RC on FPGA-based still remains in the beginning stage. Since the implemen-
tation methods factor variables are so big, to compare the different kind of physical RC
on FPGA-based technologies in terms of performance, speed, memory, power efficiency,
and scalability are still on the embryo level. Challenge to explore efficient implementa-
tion methods for each type of reservoir. For VLSI-RC on FPGA based, requires further
investigation from various aspects, such as performance evaluations in practical appli-
cations, developments of implementation technology, and theoretical understanding of
dynamics and computational function. To exploit the novel physical phenomena for RC
on FPGA-based also combining with other physical RC with other machine learning
algorithms/hardware it has so big curiosity.
Chapter 6
Conclusions and Future works
6.1 Conclusions
Based from the purpose and goal of this thesis, we can conclude into several as follows:
• From the FPGA perspective, high speed, high capacity, massive number of con-
nections, ultra-low latency, ultra-high reliability and affordable (optional) are im-
portant for embedded applications.
• The relationship between the best architecture and the implementation technology
used is crucial. By the successfully of multi-FPGA system, In the future commonly
having an affordable multi-system is a necessary.
• It is has been proven, that FPGA-based PCPO for RC provides a low resources,
comparing with other model. The systems based on spiking system makes them
ideal candidates for embedded applications such as, mobile phones, robotics, etc.
and offer unique opportunities to leverage and device structures going beyond
standard Von–Neuman Processor.
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6.2 Future works
6.2.1 Testing the Single FPGA for RC-based using parity check
Fundamental check to know that the RC system is having the non linearity is necessary,
we can observe our system for memory-task. Parity check can be applied to the current
system.
6.2.2 Enhancing the decoder parts for Echo-state property
So far by this, PCPO for RC based is only utilizing the sine-wave input reference-based.
In the future advancing the investigation on the encoder parts for meets the requirements
of echo-state property is necessary.
6.2.3 Implementing Deep Spiking Neural Networks on multi-FPGA
There has been much progress to do in the future in the Deep Spiking Neural Networks
on multi-FPGA. In regard to performance accuracy on complex data sets, the conversion
technique that what we have done now can be apply.
6.2.4 Physical RC on FPGA-based review and comparison using other
Inputs
More investigation for RC on FPGA-based can be done in the future. In regards to the
architecture network of the FPGA, PCPO for RC based can be apply.
6.2.5 Multi-FPGA of PCPO for RC-based
It is has been proven, that FPGA-based PCPO for RC provides a low resources, com-
paring with other model. The systems based on spiking system makes in the future fully
applied on multi-FPGA system using GTX, by this work we can observe that FIFO
delays effects the RC.
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[4] Maass, W., Natschläger, T., Markram, H. (2002). “Real-time computing without
stable states: A new framework for neural computation based on perturbations.”
Neural computation, 14(11), 2531-2560.
[5] Tanaka, Gouhei, et al. “Recent advances in physical reservoir computing: A re-
view.” Neural Networks, Vol-115, 100-123, (2019).
[6] Jaeger, Herbert. “Tutorial on training recurrent neural networks, covering BPPT,
RTRL, EKF and the ”echo state network“ approach”. Vol. 5. Bonn: GMD-
Forschungszentrum Informationstechnik, 2002.
[7] Cloete, I. and Zurada, J.M. eds., 2000. “Knowledge-based neurocomputing”. MIT
press.
[8] Coates, Adam, et al. “Deep learning with COTS HPC systems”. International
conference on machine learning. 2013.
[9] Pramanta, Dinda, Takashi Morie, and Hakaru Tamukoh. “Implementation of
multi-FPGA communication using pulse-coupled phase oscillators”. Proceedings
of 2017 International Conference on Artificial Life And Robotics (ICAROB). 2017.
[10] Liu, Cai-hong, Shuang-liang Tian, and Zi-long Liu. “Design of FIR Filter Based
on FPGA”. Proceedings of the 2018 International Conference on Sensors, Signal
and Image Processing. 2018.
83
DINDA PRAMANTA - 16899029 84
[11] Zuchowski, Paul S., et al. “A hybrid ASIC and FPGA architecture.” IEEE/ACM
International Conference on Computer Aided Design, 2002. ICCAD 2002.. IEEE,
2002.
[12] McPherson, John D., et al. “A physical map of the human genome.” Nature
409.6822 (2001): 934-941.
[13] Li, Jiang, et al. “A Multidimensional Configurable Processor Array—Vocalise.”
IEICE TRANSACTIONS on Information and Systems 98.2 (2015): 313-324.
[14] Matsuzaka, Kenji, et al. “Analog CMOS circuit implementation of a pulse-coupled
phase oscillator system and observation of synchronization phenomena.” Nonlinear
Theory and Its Applications, IEICE 3.2 (2012): 180-190.
[15] Winfree, Arthur T. The geometry of biological time. Vol. 12. Springer Science
Business Media, 2001.
[16] Hiroyuki, Tomita. “Y. Kuramoto: Chemical Oscillations, Waves, and Turbulence,
Springer-Verlag, Berlin and New York,Springer Series in Synergetics, Vol. 19.40.10
(1985): 817-818.
[17] Suedomi, Yasuhiro, et al. ”Parameterized digital hardware design of pulse-coupled
phase oscillator model toward spike-based computing.“ International Conference
on Neural Information Processing. Springer, Berlin, Heidelberg, 2013.
[18] Pramanta, Dinda, Takashi Morie, and Hakaru Tamukoh. ”Synchronization of
pulse-coupled phase oscillators over multi-FPGA communication links.“ Journal
of Robotics, Networking and Artificial Life 4.1 (2017): 91-96.
[19] Devunuri, Vasu, and Sunita Jain. ”Extending the Spartan-6 FPGA Connectiv-
ity TRD (PCIe-DMA-DDR3-GbE) to Support the Aurora 8B/10B Serial Proto-
col.“ (2010).
[20] Athavale, Abhijit, and Carl Christensen. ”High-speed serial I/O made simple.“ Xil-
inx inc 4 (2005).
[21] Snow, John. ”Implementing Triple-Rate SDI with Virtex-6 FPGA GTX
Transceivers.“ Xilinx. XAPP1075 (2010).
[22] Guide, Getting Started. ”LogiCORETM IP Virtex R©-6 FPGA GTX Transceiver.“ .
Accessed:2019-06-28.
[23] Ain, Mohd Fadzil, Majid S. Naghmash, and Y. H. Chye. ”Synthesis of HDL code
for FPGA design using system generator.“ European Journal of Scientific Research
45.1 (2010): 111-121.
DINDA PRAMANTA - 16899029 85
[24] Pro, ChipScope. ”10.1 Software and Cores User Guide.“ Xilinx, March (2008).
[25] Rgb color gradient maker. http://www.perbang.dk/rgbgradient/. Accessed:2019-
06-28.
[26] Holmes, Donald Grahame. ”The general relationship between regular-sampled
pulse-width-modulation and space vector modulation for hard switched convert-
ers.“ Conference Record of the 1992 IEEE Industry Applications Society Annual
Meeting. IEEE, 1992.
[27] Dang, Nam V., Terrence B. Remple, and Zhiqin Chen. ”Wide input bit-rate, power
efficient PWM decoder.“ U.S. Patent No. 8,564,365. 22 Oct. 2013.
[28] Gottwald, Georg A., and Ian Melbourne. ”The 0-1 test for chaos: A review.“ Chaos
detection and predictability. Springer, Berlin, Heidelberg, 2016. 221-247.
[29] Gottwald, Georg A., and Ian Melbourne. ”A new test for chaos in deterministic
systems.“ Proceedings of the Royal Society of London. Series A: Mathematical,
Physical and Engineering Sciences 460.2042 (2004): 603-611.
[30] Hu, Jing, et al. ”Reliability of the 0-1 test for chaos.“ Physical Review E 72.5
(2005): 056207.
[31] Gottwald, Georg A., and Ian Melbourne. ”On the implementation of the 0–1 test
for chaos.“ SIAM Journal on Applied Dynamical Systems 8.1 (2009): 129-145.
[32] Goudarzi, Alireza, et al. ”A comparative study of reservoir computing for temporal
signal processing.“ arXiv preprint arXiv:1401.2224 (2014).
[33] Goudarzi, Alireza, et al. ”A comparative study of reservoir computing for temporal
signal processing.“ arXiv preprint arXiv:1401.2224 (2014).
[34] Nyman, Jeremia. ”High Speed IO using Xilinx Aurora.“ (2013).
[35] Honda, Kentaro, and Hakaru Tamukoh. ”A Hardware –Oriented Echo State Net-
work for FPGA Implementation.” Proceedings of 2020 International Conference
on Artificial Life And Robotics (ICAROB). 2020.
