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Abstract
To the most challenging electron structure calculations belong weak interactions, excited state
calculations, transition metals and properties. In this work the performance of variational
quantum Monte Carlo (VMC) and fixed-node diffusion quantum Monte Carlo (FN-DMC) is
tested for challenging electron structure problems using the quantum Monte Carlo amolqc
code by Lu¨chow et al..
The transition metal compounds under consideration are vanadium oxides. Here excita-
tion, ionization, oxygen atom and molecule abstraction, and atomization energies have been
studied for the vanadium oxide clusters VO+/0n with n = 0−4. The reaction energy of V2O5 →
VO3+VO2 was calculated. The complete FN-DMC procedure established includes geometry
optimization and calculation of zero point corrections using BP86/TZVP, single point cal-
culation of the BP86/SB type, and optimization of Jastrow parameters in the framework of
VMC variance minimization to obtain a suitable guide wave function. A careful adjustment
of the pseudopotential evaluation and of the time steps was done to obtain reliable FN-DMC
results that proved at least as accurate as results from CCSD(T)/cc-pVTZ calculations in-
cluding scalar relativistic corrections. This FN-DMC procedure will easily be extendible to
larger systems. For the oxygen abstraction and the atomization where experimental data is
available for comparison, FN-DMC/BP86/SB always renders the best results of all calcula-
tions performed. The dissociation of VO, its vertical ionization and the oxygen abstraction
from VO+2 are obtained in excellent agreement to experiment using FN-DMC/BP86/SB.
Rydberg excitation energies and singlet triplet splittings are calculated for the carbon
atom and carbon monoxide. The considered excitations were from the 3P ground state into
the 3P and 1P 2pns (n=3-6) Rydberg states and from 1Σ into 1Σ and 3Σ 5σmσ (m=6-7),
respectively. The wave functions used are described in terms of configuration state functions
from OSLHF orbitals which are particularly well-suited for the construction of QMC guide
and trial functions for Rydberg states. The OSLHF excitation energies are improved with
VMC and FN-DMC, respectively. However, fixed-node DMC does not describe the singlet
triplet splittings reliably whereas VMC results are in excellent agreement with the experi-
ment. Regional analyses and the newly established weighted FN-DMC approach were able
to improve also the DMC singlet triplet splittings over OSLHF and the novel technique can
be equally used for the treatment of other excited state systems.
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Chapter 1
Introduction
Quantum Monte Carlo methods are capable of solving the full three dimensional electronic
Schro¨dinger equation numerically even for large molecules. Stabilization, reaction or excita-
tion energies among other properties can be calculated from first principles. Two basically
different quantum Monte Carlo (QMC) methods are most commonly used and widely applied
in electron structure theory: variational and fixed-node diffusion quantum Monte Carlo.1–8
In variational quantum Monte Carlo (VMC) the expectation values for the Rayleigh-Ritz
quotient is evaluated using the stochastic Monte Carlo integration and a many-electron trial
wave function. It contains a linear combination of Slater determinants generated in ab initio
calculations and the so-called Jastrow function. The latter explicitly accounts for dynamic
electron correlation and can be adjusted by minimizing the VMC energy or variance.9,10
In the diffusion quantum Monte Carlo (DMC) procedure,11 the imaginary time equivalent
of the electron motion is simulated according to a stochastic diffusion process evolving to a
solution of the imaginary time Schro¨dinger equation. A fermionic system is calculated by
propagation of the wave function in time starting with a guide function of the same type
than the VMC trial function. In the fixed-node extension of the DMC method (FN-DMC),
the guide wave function’s nodal hypersurface determines the accuracy in acting as additional
boundary condition.12 Its nodes need to be exact to sample the exact energy. This is an
actual research topic, because it is not known how to routinely improve these nodes.
The first works on QMC go back to the 1960ies though the most essential steps in its
history were made 10 years later. At that time Hartree-Fock and post Hartree-Fock theories
as well as density functional theory were already much further developed in the field of
2
electron structure calculations. Only few researchers were willing to direct their attention
from integral based ansa¨tze to solve the Schro¨dinger equation according to a random process.
However, this discrepancy was not as pronounced as the never ending argument about density
functional based methods being ab initio or semi-empirical, because many more scientists use
density functional theory than quantum Monte Carlo.
At the moment the quantum Monte Carlo community is relatively small, about 50 re-
search groups worldwide and only four of them in Germany. No commercial quantum Monte
Carlo code is available as there are several “traditional” electron structure programs. Two
codes are more widespread: the Casino from the Needs group13 and the new Zori code.14
But since most research in quantum Monte Carlo aims in the development of the method and
not in applied computations, most groups use private codes, as we at RWTH Aachen Uni-
versity have amolqc (Atomic and Molecular Quantum Monte Carlo Calculations) by Lu¨chow
et al.15–17 Much work goes into the update of private codes and all have to prove their
applicability to recent quantum chemical problems, which is were this work aims in.
To the most challenging electron structure calculations belong weak interactions, excited
state calculations, transition metals and properties. Electronic structure quantum Monte
Carlo methods are versatile and applicable to atoms and molecules of single-reference or
multi-reference character, strong and weak interactions, as well as ground and excited states
and therefore at the forefront of electron structure research.
Special emphasize on the applications of our code lies in performing cheap calculations
that are extendable to large molecular systems. The way to extendability has already been
paved by the favorable scaling of quantum Monte Carlo18 and its good parallelizability, which
allowed to set up the QMC@home project basing on the amolqc programm.19 Cheap in this
context shall indicate the use of single-reference and one-determinant ansa¨tze for the guide
and trial wave function as far as possible.
This approach has already proven successful for the calculation of weak interactions in
(CH4)2, (NH3)2, (H2O)2, and (C6H6)2 and for the dimerization of Antracene.20–22
Transition metal systems were studied in calculations on Cr, Fe, and Ni carbonyl com-
plexes. The CO abstraction has been described accurately in most cases which does not only
proof the applicability of amolqc to transition metal systems, but especially the accurate
description of electron correlation which is different for reactants and products.20,21
In this work the testing of amolqc’s applicability to challenging electron structure prob-
3
lems is continued. Inorganic transition metal compounds and excited states are studied.
The transition metal compounds under consideration are vanadium oxide clusters. Solid
vanadium oxides find application as heterogeneous oxidation catalysts in major industrial
processes of which the best known is the oxidation of sulfur dioxide yielding sulfur trioxide.
Then SO3 is converted into sulfuric acid, the industrial chemical with the largest production
volume. A very innovative approach for the functionalization of methane is the direct partial
oxidation to methanol and in a prior step the activation of C-H bonds.23 In connection to
that the aggregation of CH4 on different V2O5 surface clusters has been studies using density
functional theory methods.24,25 They are planned to be performed with FN-DMC which
offers an accurate description of electron correlation and therefore of dissociation energies.
The most essential catalytic step is the oxygen abstraction and uptake which is studied for
all vanadium oxide clusters presented in this work. Furthermore, the atomization energies
and several reaction energies are studied to test the general performance of the method.
Excited states of the transition metal atom are approached and as another topic, for which
the description of electron correlation is challenging, the ionization of VOn (n=0-4) is studied.
Special emphasis lies in the testing and discussion of single-determinant guide functions and
pseudopotentials.
The challenge of treating excited states was posed by the calculation of low lying Rydberg
states of the carbon atom and carbon monoxide.26,27 The accurate calculation of excitation
energies usually requires a method that accounts for the correlation energy which is generally
smaller in the excited than in the ground state. DMC is known to be a versatile method for
this purpose. However, calculations turned out to be difficult in all cases in which the wave
function displays a complicated nodal structure or suffers from spurious nodes due to basis
set deficiencies.28,29 Therefore, as climax of this study, the weighted FN-DMC approach for
excited states has been developed.30
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Chapter 2
Electron Structure Calculations
Chemistry is the science of transformations and aggregations of matter. For a profound
understanding of the concept of chemical bonding, reactions, and molecular properties it is
necessary to have a picture in the atomic scale in mind. Here, the behavior of electrons takes
over the fundamental role. Electron structure theory is the field of theoretical chemistry
in which these electronic concepts are studied by means of quantum mechanics, chemistry,
physics, mathematics, and computer science. The central equation is the Schro¨dinger equa-
tion
HˆΨ = EΨ.
In quantum mechanics it is computationally unfeasible to describe fermionic systems
larger than H+2 exactly. The Schro¨dinger equation turns out to be unsolvable and the cal-
culations become approximate. Depending on the nature of the approximations, electron
structure theory displays various approaches and can be compared to a tree with three main
branches:31
• orbital based,
• density functional, and
• quantum Monte Carlo methods.
The two former, which are the traditional branches, grew naturally from the differential
equations evolved directly from the Schro¨dinger equation.
Orbital based approaches are well-founded as far as the chosen method fits the problem.
Some questions can be solved with little effort using the straightforward Hartree-Fock (HF)
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method. But some very time consuming methods exist as e.g. configuration interaction (CI),
coupled cluster (CC) or multi-configuration self consistent field (MCSCF) that tie the branch
heavily to earth though being able to let it grow towards the sun alias the right solution.
The second branch mentioned is wildly growing density functional theory (DFT). To a
certain extent it is set up rather similar to the HF approach, but using the electrons’ density
rather than their coordinates. Sometimes DFT calculations evolve themselves elegantly to
the most accurate results, but sometimes they fail disastrously. From the point of view of
systematic theoretical concepts, the branch grows partly to a wrong direction.
The freshest branch, cultivated by grafting, is quantum Monte Carlo. It has different
roots, namely stochastics and numerical simulation. The key to solving the Schro¨dinger
equation is to simulate it for sets of random variables, and with that being able to obtain
the exact solution within certain error bars. The Monte Carlo branch is unfortunately only
slowly growing in the shadow of the two well established ones. Fertilized by larger amounts
of computer power the development of the first strong twigs is supported nowadays.
In the following the three big fields in electron structure theory will be described in
detail weighted by their importance in general and especially for this work.
2.1 Orbital Based Methods
In orbital based methods the solution to an electronic structure problem is postulated to be
a wave function. Without any approximation it would exactly describe the electronic state
of a given system. However, approximations have to be made to keep the question tractable.
The Hartree-Fock theory is the most basic approximation to describe the electronic structure
quantum mechanically with a relatively simple wave function. Configuration interaction and
coupled cluster raise the quality of the wave function, perturbation theory allows deviations
from the ideal system by small perturbations and multi-reference approaches account for
the fact that the given system occupies several states with a certain probability. Detailed
discussion of the concepts of orbital based quantum chemistry and references are to be found
in textbooks on theoretical chemistry.32–36
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2.1.1 Hartree-Fock Theory
The explanation of the Hartree-Fock theory is basically the explanation of the concepts of
quantum chemistry and its most elementary analytical solution. As mentioned beforehand the
central problem in ab initio quantum chemistry is to attain a solution to the time independent
Schro¨dinger equation:
HˆΨ = EΨ. (2.1)
Concerning a real chemical system containing M nuclei and N electrons the question explodes
to be an intractable 3(M +N) dimensional problem.
The full Hamiltonian in atomic units for such a system reads:
Hˆ = −
N∑
i=1
1
2
∇2i︸ ︷︷ ︸
A
+
N∑
i=1
N∑
j<i
1
rij︸ ︷︷ ︸
B
−
N∑
i=1
M∑
A=1
ZA
riA︸ ︷︷ ︸
C
+
M∑
B=1
M∑
A<B
ZAZB
rAB︸ ︷︷ ︸
D
−
M∑
A=1
1
2mA
∇2A︸ ︷︷ ︸
E
. (2.2)
The single terms represent the operators of the following energy contributions:
A: the kinetic energy of the electrons, with ~ = h2pi and the Planck’s constant h, the mass of
an electron me and the “Nabla squared” operator
∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
, (2.3)
B: the potential energy of interacting electrons (i and j) displaying by definition a positive
sign for repulsion, rij is the distance between them,
C: the electron nucleus attraction (negative). ZA represents the nuclear charge of nucleus A
and riA the distance between electron and nucleus,
D: the potential describing the repulsion between two nuclei A and B,
E: the nuclear kinetic energy; mA is the nuclear weight.
The most important simplification, not only made in ab initio methods, is to treat only the
electrons explicitly. In the clamped nuclei approximation the nuclei are considered as particles
of much higher mass then the electrons and therefore being fixed in their spatial coordinates.
In this framework the Born-Oppenheimer approximation allows the separation of the wave
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function into an electronic and a nuclear function. The electronic wave function depends
on fixed nuclear and variable electronic coordinates. With that the electronic Hamiltonian
changes and includes only the terms A to C of equation (2.2) and a constant instead of D. A
and C can further be added to form a one particle operator
hˆi = −12∇
2
i −
M∑
A=1
ZA
riA
, (2.4)
whereas B represents the two particle operator
gˆij =
1
rij
. (2.5)
Electronic operators, wave functions, and the energy expectation value depend on nothing
more than the electron coordinates
HˆelΨ(el) = (
N∑
i=1
hˆi +
N∑
i=1
N∑
j<i
gˆij) Ψ(el) = Eel Ψ(el). (2.6)
For simplicity the index el will be neglected in the following.
A suitable wave function for a closed shell system is the Slater determinant:
Ψ(SD) =
√
1
N !
∣∣∣∣∣∣∣∣∣∣∣∣
ϕi(r1, σ1) ϕj(r1, σ1) · · · ϕN (r1, σ1)
ϕi(r2, σ2) ϕj(r2, σ2) · · · ϕN (r2, σ2)
...
...
. . .
...
ϕi(rN , σN ) ϕj(rN , σN ) · · · ϕN (rN , σN )
∣∣∣∣∣∣∣∣∣∣∣∣
(2.7)
In its columns it contains the different occupied spin orbital functions ϕi(r1, σ1) through
ϕi(rN , σN ) each for the same electron and in its rows the same spin orbitals ϕ1(ri, σi) to
ϕN (ri, σi) for different electrons, vice versa. Spin orbital functions are one electron func-
tions. They can be expressed as the product of an orbital and a spin function: ϕj(ri, σi) =
ψj(ri)θj(σi). The spin variables σi in fermionic systems are restricted to two distinct values
±1/2. According to that the spin functions are often referred to α = θ(+12) and β = θ(−12).
The molecular orbital functions (MOs) ψi are linear combinations of ν catalogued basis func-
tions χ:
ψi =
∑
ν
ciνχν . (2.8)
With the determinant representation of the wave function the Pauli principle in terms
of the antisymmetry principle for an odd number of electron transpositions is automatically
fulfilled.32 The interchange of two rows, i.e. the coordinates of two electrons, changes the
sign of the determinant and thus the wave function:
Ψ(SD)(. . . , ri, . . . , rj , . . .) = −Ψ(SD)(. . . , rj , . . . , ri, . . .) (2.9)
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Many times another representation of the Slater determinant is helpful in which it is
defined as the sum of all N ! two particle permutations:
Ψ(SD) =
√
1
N !
N !∑
p=1
(−1)tpPˆp[ϕi(r1, σ1) . . . ϕN (rN , σN )]. (2.10)
The permutation operator Pˆp generates all possible permutations of electrons. The whole con-
struction Aˆ =
∑N !
p=1(−1)tpPˆp is the antisymmetrizing operator. It antisymmetrizes because
tp =
 +1 for an even number of transpositions−1 for an odd number of transpositions. (2.11)
To approximate the time independent electronic Schro¨dinger equation within the presented
framework one has a very powerful ab initio ansatz at hand: the variational approach. Intro-
ducing the Slater determinant into equation (2.6), the expectation value of the energy of the
non-normalized Slater determinant wave function can be calculated from the Rayleigh-Ritz
quotient:
ESD =
∫
Ψ(SD)HˆΨ(SD)dτ∫
Ψ(SD)Ψ(SD)dτ
≥ Eexact. (2.12)
In Dirac notation it reads:
ESD =
〈Ψ(SD)|Hˆ|Ψ(SD)〉
〈Ψ(SD)|Ψ(SD)〉 . (2.13)
In the usual case of a normalized wave function in terms of a Slater determinant and
with respect to the one and two particle operators, solving equation (2.12) reduces to solving
four and eight dimensional integrals of the form:
〈ϕi(r1, σ1)|hˆ1|ϕi(r1, σ1)〉 = [i|h|i] (2.14)
〈ϕi(r1, σ1)ϕj(r2, σ2)|gˆ12|ϕi(r1, σ1)ϕj(r2, σ2)〉 = [ij|ij] (2.15)
〈ϕi(r1, σ1)ϕj(r2, σ2)|gˆ12|ϕj(r1, σ1)ϕi(r2, σ2)〉 = [ij|ji]. (2.16)
With respect to all identical integrals the following expression remains for the Ritz energy:
ESD = 〈Ψ(SD)|Hˆel|Ψ(SD)〉 =
N∑
a=1
[a|h|a] + 1
2
N∑
a=1
N∑
b>a
([ab|ab]− [ab|ba]). (2.17)
To solve this expression a one electron procedure is applied. This can be understood as
the movement of one electron in the field generated by the others. The method is based on
the canonical Hartree-Fock equations including the canonical MOs ϕ′i
Fˆiϕ
′
i = εiϕ
′
i (2.18)
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containing the orbital energies εi and the Fock operator Fˆi defined in atomic units:1,33,34
Fˆi = hˆi +
N∑
j=1
(2Jˆj − Kˆj). (2.19)
The so-called Coulomb operator is defined according to the Coulomb interaction
Jˆiϕj(r2) = 〈ϕi(r1)| 1
r12
|ϕi(r1)〉|ϕj(r2)〉, (2.20)
and the exchange operator as
Kˆiϕj(r2) = 〈ϕi(r1)| 1
r12
|ϕj(r1)〉|ϕi(r2)〉. (2.21)
These integro-differential equations (2.18) are only solvable in a iterative manner, which is the
self consistent field approach (SCF). Therefore the wave function is varied in the coefficients
ciν of equation (2.8) under the restriction of orthonormal orbitals until the total energy is
minimal.
In the case of a non-orthogonal wave function the task is solving a general matrix
eigenvalue problem. According to Roothaan and Hall the HF equations can be represented
using a separate matrix C of coefficients ciν :37,38
FC = SCε. (2.22)
F is the Fock matrix with the Fock matrix elements:
Fst ≡ 〈χs|Fˆi|χt〉. (2.23)
S is the basis function overlap matrix with the elements
Sst ≡ 〈χs|χt〉 (2.24)
and ε is the diagonal matrix of the molecular orbital energies εi.
The same formalism can be applied to wave functions represented as defined linear
combinations of Slater determinants. This is for example the case for open shell singlet
states, which require a configuration state function of at least two determinants for a proper
description of spin. Further examples will appear in the following sections.
The Hartree-Fock method is feasible of rendering accurate total energies with errors of
about 0.5%. At first glance these small inaccuracies seem to be acceptable, but when calculat-
ing energy differences as e.g. excitation or reaction energies, both, the energy difference and
the error easily approach the same order of magnitude, demonstrating that some important
energy contributions are not treated at all in Hartree-Fock.
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The deficiency is basically the electron correlation, a physical effect not adequately
treated in the Hartree-Fock theory. In response to the insufficient treatment of electron
correlation the Hartree-Fock energy deviates from the exact energy. This energetic deviation
is called the electron correlation energy according to the definition of Lo¨wdin:39
Ecorr = Eexact − EHF . (2.25)
This definition holds for RHF/ROHF (restricted (open-shell) Hartree-Fock) where each or-
bital can be doubly occupied with an up and down spin electron. By contrast unrestricted
HF (UHF) does include static electron correlation to a certain extent relative to the R(O)HF
determinant.33
Electron correlation, which is a pure quantum effect, can be best perceived from two
viewpoints: static and dynamic correlation. For real molecules of considerable size both are
hardly describable within the standard methods, but depending on the system calculated,
satisfactory results can be obtained, choosing an appropriate method.
Dynamic correlation accounts for the correlated motion of particles approaching one
another. Concerning electrons of the same spin one speaks of Fermi correlation in this context
and defines an area of reduced probability around one electron for finding a second electron
with the same spin. A description of this non-classical effect is guaranteed by the anti-
symmetry of the SD. The analogue electrostatic phenomenon is called Coulomb correlation.
They determine the correlation between all particles included, i.e. electrons of both spins
and nuclei. For a description of Coulomb correlation the wave function must contain the
proper electron electron and electron nucleus cusps not all present in the HF determinant.
In quantum Monte Carlo for example, it is included by multiplying the Slater determinant(s)
by a symmetric Jastrow (cusp) function. DFT methods have correlation functionals focussed
on the problem. Perturbation theory, configuration interaction, and coupled cluster account
for dynamic correlation by including several excited state Slater determinants in the wave
functions.
Static correlation is not of dominant importance for many chemical systems, but namely
in those, where different states of similar energy and same symmetry to the state of interest
exist. An example are compounds that include electron rich transition elements. To describe
one state properly its wave function needs to have an admixture of Slater determinants for
several states of similar energy to the determinant representing the leading configuration.
Those approaches are therefore referred to as multi-configuration (MC) methods.
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For the more advanced methods presented below, the percentage of correlation energy
can be declared:
Ecorr =
EHF − Emethod
EHF − Eexact · 100%. (2.26)
The smallest value Eexact is (often) the exact non-relativistic energy and Emethod is the total
energy from the correlation approach chosen.
2.1.2 Configuration Interaction
A configuration interaction calculation make use of basically the same variational formalism
as the Hartree-Fock method with the important restriction of keeping the wave function
normalized. The difference is the structure of the wave function, which consists of the HF
determinant Ψ(HF ) = Φ0 and, in addition to that, several excited determinants. In these S
refers to all single, D to double, T to triple excitations and so on.
Ψ(CI) = d0Φ0 +
∑
i,a
dai Φ
a
i +
∑
i<j,a<b
dabij Φ
ab
ij
∑
i<j<k,a<b<c
dabcijkΦ
abc
ijk + · · ·
= d0Φ0 + ΦS + ΦD + ΦT + · · · . (2.27)
The construction of the CI wave function is based on HF orbitals. Compared to the SCF
calculation done in HF, the optimization is not performed for the expansion coefficients ciν
(eq. (2.8)) but for the CI expansion coefficients d.
For chemical applications Ψ(CI) is usually truncated at a certain level of expansion. A
CI singles (CIS) expansion including the HF determinant and all singles, means no gain over
HF, since the two components do not couple. According to Brillouin’s theorem their matrix
elements are zero:40
〈Φ0|Hˆ|ΦS〉 = 0. (2.28)
CI Doubles (CID) is the smallest reasonable expansion, because the most important con-
tributions to Φ0 stem from pair correlation, i.e. coupled excitation of two electrons. Few
more effort is CISD with the singly and doubly excited determinants having non-zero matrix
elements. Furthermore the singles account for the orbital “relaxation”, when a certain multi-
reference character is accomplished in the system. Then, the HF orbitals are not the optimal
any more. For chemically significant systems CISD is often the largest expansion tractable.
For smaller systems CISDT or even CISDTQ can be applied accounting for the double exci-
tation of the “multi-reference” singles part and, which is very important (see section 2.1.4),
the products of double excitations. For very small systems it is possible to carry out non-
truncated CI calculations and work at the full CI (FCI) level giving the best non-relativistic
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ab initio energy to be calculated for a given basis. The lack of size-consistency in truncated
CI and the inaccuracy of the HF determinant is overcome, since the whole Fock space is
covered. A FCI calculation with a complete basis set would exactly solve the Schro¨dinger
equation.
A positive side effect for diffusion quantum Monte Carlo (DMC) is that with the exten-
sion of the wave function its nodes can also be improved.
2.1.3 Multi-Configuration Self Consistent Field Methods
One important drawback of the generally applied truncated correlation interaction methods
is that one is left with the Hartree-Fock orbitals as starting point for the optimization of
the coefficients d. But the HF method is for example known to provide unphysical virtual
orbitals. This is in cases where single excitations, that do not contribute to the energy, have
a rather large contribution in the CI wave function. And this observation can be frequently
made e.g. in standard organic reactions. So it is evident, that a simultaneous optimization
of the CI coefficients d and the orbital coefficients c for each determinant included should be
a further improvement.
It can be imagined that this optimization is then much more complex than either per-
forming just Hartree-Fock or correlation interaction calculations. Thus fewer configurations
than in CI can usually be included. The active space for the SCF iteration is defined accord-
ing to the determinants that shall be incorporated and according to the number of excita-
tions allowed. For the former one distinguishes between complete and restricted active space
(CASSCF and RASSCF). The major difficulty in MCSCF is to define a reasonable space,
because all orbitals excluded do not contribute to electron correlation, making the calculation
rather unbiased.
In CASSCF,41 molecular orbitals are partitioned into active and inactive spaces, of which
the latter is neglected. As shown in figure 2.1 a certain number of the highest occupied and the
lowest unoccupied orbitals are included in the active space. [n,m]-CASSCF or CASSCF(n,m)
mean that n electrons are distributed over m orbitals without any further condition, allowing
single to n-fold excitations.
In the restricted active space SCF the CAS is subdivided into MOs that are doubly
occupied or empty in the HF determinant (RAS1 and RAS3) and those that can either be
occupied or empty (RAS2). In the former two spaces excitations up to doubles are the only
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Figure 2.1: Visualization of the complete (left) and the restricted active space (right) in
CASSCF.
ones allowed, whereas in RAS2 the complete spectrum of excitations is allowed as in CAS.
Besides the ability of MCSCF to describe static electron correlation accurately, it dis-
plays further appealing features. One of those is the possibility to conduct state average
(SA)-MCSCF calculations, in which the coefficients c and d are optimized towards a mean
energy of several states. This becomes important e.g. for conical intersections or avoided
crossings of a ground and its excited states or for the description of all degenerate multiplet
states of an atom. Another gain is that the MCSCF wave function is much more flexible and
qualitatively correct. This is an aspect interesting to diffusion quantum Monte Carlo where
a function with an accurate nodal structure has to be applied.
2.1.4 Coupled Cluster Methods
The coupled cluster (CC) method for molecules is, similar to the CI theory, based on the
Hartree-Fock wave function as reference ground state wave function and includes certain
single, double etc. excitations by means of further Slater determinants. The functional
approach is more elegant than CI with the effect of making the method size-consistent.
The coupled cluster wave function is given as:42–45
|Ψ(CC)〉 = eTˆ |Ψ(HF )〉. (2.29)
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Tˆ is the cluster operator
Tˆ =
∑
µ
tµτˆµ, (2.30)
with the excitation operator τˆµ for different multiple excitations defined over creation and
annihilation operators in the framework of second quantization. tµ is the so-called amplitude,
representing a measure of the importance of the excitation under consideration. They are
basically the same as the CI coefficients d.
With a Taylor series of exponential functions one can rewrite the exponential of the
cluster operator:46
eTˆ =
∏
µ
etµτˆµ =
∏
µ
(1 + tµτˆµ). (2.31)
What seems to be the truncation after the linear term is the exact series expansion,
because all τˆnµ = 0 with n ≥ 2. This can easily be rationalized following the rules from
second quantization for carrying out of twice an arbitrary single excitation τˆ2µ = (τˆ
a
i )
2 = τˆai τˆ
a
i
from the occupied orbital i to the virtual a: The occupied orbital can theoretically only be
unoccupied once and the virtual can only take one electron. Thus the quadratic and higher
order excitations cannot occur and give a zero contribution.
As in CI theory it is possible to perform CCS, CCD, CCSD, CCSDT, CCSDTQ etc.
calculations, that are represented by eTˆ with Tˆ being Tˆ1, Tˆ2, Tˆ1 + Tˆ2 + . . .. According to
equation (2.31) one can see the difference to CI for example for the singles wave function
including the excitations ν and ξ in a two niveau system:
|Ψ(CCS)〉 = (1 + tν τˆν + tξ τˆξ + tνtξ τˆν τˆξ)|Ψ(HF )〉
= (1 + tν τˆν + tξ τˆξ)|Ψ(HF )〉+ (tνtξ τˆν τˆξ)|Ψ(HF )〉
= |Ψ(CIS)〉+ (tνtξ τˆν τˆξ)|Ψ(HF )〉. (2.32)
The product term not included in the CIS wave function is referred to a disconnected quadru-
ple and guarantees size-consistency of coupled cluster. Therefore for the order of excitation,
e.g. CCSD is equivalent to CISDTQ.
The most remarkable approach is CCSD(T) which is under the orbital based meth-
ods reputed to be the most potential approach for accurate energies and energy differences.
CCSD(T), often applied together with the cc-pVTZ basis set (see below) since it has an ade-
quate quality, can be reliably used to develop quantum chemical reference data. It is a singles,
doubles, triples approach, where the triples are calculated via a perturbative technique (see
sec. 2.1.5) rather than in a CC framework and thus saving computer time.35
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The CC equations are solved in an iterative manner with the aim of optimizing the
amplitudes and with that the energy until stationary. In second quantization equation (2.29)
fulfills the Schro¨dinger equation
HˆeTˆΨ = ECC eTˆΨ, (2.33)
from which the energy can be obtained after multiplication with 〈Ψ0| from the left and
integration:35
ECC = 〈Ψ0|HˆeTˆ |Ψ〉. (2.34)
With the Hartree-Fock orbitals and some arbitrary initial amplitudes the iteration can be
started. Therefore one calculates at first the singles amplitudes from the integrals 〈Ψem|HˆeTˆ |Ψ0〉,
the doubles amplitudes from all 〈Ψefmn|HˆeTˆ |Ψ0〉 and so on. The two sets of final equation for
those integrals within the CCSD approach then look as follows:33
〈Ψem| Hˆ |Ψ0〉+
∑
ia
tai 〈Ψem|Hˆ|Ψai 〉+
∑
ijab
(tabij + t
a
i t
b
j − tbjtaj )〈Ψem|Hˆ|Ψabij 〉
+
∑
ijkabc
(tabij t
c
k + . . .+ t
a
i t
b
jt
k
c + . . .)〈Ψem|Hˆ|Ψabcijk〉 = ECCSDtem, (2.35)
with several terms omitted that involve permutation of the indices, and:
〈Ψefmn| Hˆ |Ψ0〉+
∑
ia
tai 〈Ψefmn|Hˆ|Ψai 〉+
∑
ijab
(tabij + t
a
i t
b
j − tbjtaj )〈Ψefmn|Hˆ|Ψabij 〉
+
∑
ijkabc
(tabij t
c
k + . . .+ t
a
i t
b
jt
k
c + . . .)〈Ψefmn|Hˆ|Ψabcijk〉
+
∑
ijklabcd
(tabij t
cd
kl + . . .+ t
ab
ij t
c
kt
d
l + . . .+ t
a
i t
b
jt
k
c t
d
l + . . .)〈Ψefmn|Hˆ|Ψabcdijkl 〉
= ECCSD(tefmn + t
e
mt
f
n − tfmten). (2.36)
With the newly calculated amplitudes the energy ECCSD can be recalculated and so on and
so forth.
Also CC depends on the “quality” of the Hartree-Fock wave function. When the system
under consideration has a marked multi-reference character due to static correlation effects,
then the single-reference HF function does not describe it properly. The “corrections” made
to it in CC then do not lead to a successful result. Therefore an applicability check has
been developed, namely the T1 diagnostic.47 The magnitude of the singles amplitudes can be
understood as an indicator of the wave function’s quality since such one-electron processes
represent relaxations of the spin orbitals. They occur because the HF mean field experienced
by each electron is modified when further reference determinants are to be considered. For a
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system of N electrons it is defined as
T1 =
|t1|√
N
, (2.37)
with |t1| being the norm of the singles amplitude vector.47 When T1 < 0.02, then the ECC ≈
EFCI , otherwise the wave function displays a certain multi-reference character.
2.1.5 Møller-Plesset Perturbation Theory
The Rayleigh-Schro¨dinger perturbation theory (RSPT) is, as coupled cluster, an ab initio
correlation method that is not variational. Different from the methods presented before,
correlation is now introduced by modification, or perturbation, of the Hamiltonian operator
instead of the wave function. Of course the wave function changes as a consequence of the
use of the changed Hamiltonian. The applied ansatz for the wave function is the complete
linear combination of all excited states’ Slater determinants of which only few remain for the
calculation.
Let’s assume the following Hamiltonian for the RSP theory:
Hˆ = Hˆ0 + λHˆ ′. (2.38)
λHˆ ′ represents the (small and time-independent) perturbation in terms of the perturbation
constant λ with 0 ≤ λ ≤ 1 and the perturbing operator Hˆ ′. With only Hˆ0 the unperturbed
solutions
Hˆ0Ψi = E0Ψi (2.39)
would be obtained with the unperturbed wave function Ψi. Contrary, the perturbed Schro¨-
dinger equation including the perturbed wave function Φn =
∑
i biΨi with Φ0 = Ψ0 is:
HˆΦ = EΦ. (2.40)
The wave function and energy both change with the value of λ, i.e. with the strength of the
perturbation. This can be represented in Taylor expansions in powers of the perturbation
parameter:
E = λ0E0 + λ1E1 + λ2E2 + λ3E3 + . . . (2.41)
Φ = λ0Ψ0 + λ1Φ1 + λ2Φ2 + λ3Φ3 + . . . . (2.42)
As indicated in the formulae, the zero-order terms for λ = 0 represent the unperturbed
case. The indices 1, 2, 3,... are called first-, second- etc. order corrections. Introducing the
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expansions (2.41) and (2.42) into the Schro¨dinger equation (2.40) using (2.38), the nth-order
perturbation equations can be set up to the master equation collecting all summands to order
n, i.e. those that are multiplied by the same λn:33
Hˆ0Φn + Hˆ ′Φn−1 =
n∑
i=0
EiΦn−i. (2.43)
The nth-order energy corrections can be obtained from this equation. With Φ =
∑
i biΨi the
first two energy corrections are given by:
E1 = 〈Ψ0|Hˆ ′|Ψ0〉 (2.44)
E2 =
∑
i6=0
〈Ψ0|Hˆ ′|Ψi〉〈Ψi|Hˆ ′|Ψ0〉
E0 − Ei . (2.45)
Additionally, the only wave functions Ψi giving non-zero matrix elements for the perturbation
operator are doubles.
In Møller-Plesset perturbation theory (MP),48 the unperturbed operator Hˆ0 =
∑
i Fˆi
is represented by the sum of the one-electron Fock operators and the perturbed operator is
given by
Hˆ ′ = Hˆ −
∑
i
Fˆi , (2.46)
the first- and second-order correction turn out to be:
EMP1 = EHF = E0 + E1 (2.47)
EMP2 =
occ∑
i<j
virt∑
a<b
[〈ϕiϕj |ϕaϕb〉〈ϕiϕj |ϕbϕa〉]2
εi + εj − εa − εb . (2.48)
Higher order energy corrections are formulated for MP3, MP4, and so on. They are calculated
recursively from lower order corrections. Here one has some choices at hand, which excitation
shall be included in the energy correction. Resulting effects are similar to those discussed for
CI and CC previously.
The energies already obtained by doing e.g. Hartree-Fock calculations using the un-
perturbed Hamiltonian form the largest part of the solution. The perturbative energies are
simply added to the HF value, usually increasing the amount of correlation energy covered.
Since perturbation theory is not variational, the energy does not monotonically approach the
limiting FCI value but oscillates.
Møller-Plesset theory can also be extended to a multi-reference approach called CASPTn.49
18
2.2 Density Functional Methods
To solve the electronic time-independent Schro¨dinger equation using density functional theory
(DFT) a similar approach as in the orbital based methods is applied in terms of physical
conditions.50 That means that in both methods the same electronic Hamiltonian operator
is used as starting point. The idea of DFT is a reduction of variables. The Hamiltonian
described above (eq. (2.2) and (2.6)) incorporates one and two particle operators so that the
energy obtained depends on a maximum of six electrons’ spatial coordinates. By contrast
the wave function for a N electron system depends on N spin and 3N spatial coordinates.
Consequently, the wave function must have redundant information. Reduction of variables
can be achieved by using spin-free electron density matrices of first and second order for the
calculation of the energy. The former describe one electron, the latter include the information
of two. Also introduced with the first order density matrix and with a potential energy
operator without electron-electron interaction term (gˆij , eq. (2.5)) is the substitution of a full-
interacting formalism in HF theory with the “non-interacting” Kohn-Sham (KS) formalism.
This is the fundamental difference between the two approaches which, apart from this, may
look similar to the non-specialist.
In 1964 Hohenberg and Kohn have proven the basic theorem of DF theory: They found
that all quantum chemical ground state properties are uniquely defined by the electron prob-
ability density ρ(r).51 This is a rather strong theorem because it declares the precise formal
relationship between the KS model wave function and the true molecular ground state wave
function, of which the former is for the non-interacting and the latter for the completely in-
teracting system.50 The density itself carries information on the number of electrons and the
external potential. So the first Hohenberg-Kohn theorem says that the energy of the ground
state E0 is a functional of the electron density, E0[ρ]. This very functional is unknown and
the connection between wave function and density is it as well.
The most important step in the history of DFT in chemistry was done by Kohn and
Sham,52 who proposed a description of the kinetic energy Tges by introducing the Kohn-
Sham orbitals (see eq. (2.54)) and who established a way to obtain the total potential energy
operator Vˆges. The KS model Schro¨dinger equation reads:
[Tˆges + Vˆges]Ψ(KS) = E0Ψ(KS) (2.49)
with
Tˆges =
N∑
i=1
−1
2
∇2i and Vˆges =
N∑
i=1
vs,i(r). (2.50)
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Tˆges is the N-electron kinetic energy operator and the vs,i(r) are local effective single-particle
potentials.
The Kohn-Sham model wave function Ψ(KS) is one single slater determinant (in closed
shell cases). It does not stem from an energy minimization procedure as Ψ(SD) (in Hartree-
Fock theory) but is uniquely defined by the requirement that it has to produce the exact
ground state density. However Ψ(KS) and Ψ(SD) have the same analytical structure. Since
equation (2.49) is given for a non-interacting system, that means: Since the potential operator
does not include a gˆij electron-electron interaction term as in HF theory, the equation can
be decomposed into the N more familiar one-particle Kohn-Sham equations:
[−1
2
∇2i + vs,i(r)]ψi(r) = ε(KS)i ψi(r). (2.51)
With the KS orbitals ψi(r) obtained from the one-particle Kohn-Sham KS equations (2.51)
the electron density is given:
ρ(r) =
N∑
i=1
ψ∗i (r)ψi(r). (2.52)
It is by the approach equal to the ground state density ρ0(r). Using the density it is possible
to establish expressions for the different energy components of the fully interacting ab initio
Hamiltonian. Each electron density ρ defines a set of energy contributions which are func-
tionals of that density: kinetic energy Tges[ρ], Coulomb energy J [ρ], exchange energy EX [ρ],
correlation energy EC [ρ], and electron nucleus interaction energy EeN [ρ]. The correlation and
the exchange energy functionals EC [ρ] and EX [ρ] are approximations combined to the exact
but unknown exchange correlation functional EXC [ρ], which is defined by the expression for
the Kohn-Sham ground state energy E0[ρ]:
EXC [ρ] ≡ E0[ρ]− Tges[ρ]− EeN [ρ]− J [ρ]. (2.53)
The kinetic energy can be calculated orbital based as known from ab initio theory:
Tges = 〈Ψ(KS)|Tˆges|Ψ(KS)〉 =
N∑
i=1
〈ψi(r)| − 12∇
2|ψi(r)〉. (2.54)
The density dependent Coulomb term is given by
J =
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′| drdr
′ (2.55)
and an orbital based expression for the exchange energy is:
EX = 〈Ψ(KS)|Vˆee|Ψ(KS)〉 − J (2.56)
= −1
2
N∑
i=1
N∑
j=1
∑
σσ′
∫ ∫
ϕ∗i (r, σ)ϕj(r, σ)ϕ
∗
j (r
′, σ′)ϕi(r′, σ′)
|r− r′| drdr
′. (2.57)
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The electron-electron interaction operator in this context is:
Vˆee =
N∑
i=1
∑
i<j
1
|r− r′| . (2.58)
The fully interacting Hamiltonian includes as a last term an external potential operator, which
is considered to yield the electron-nucleus interaction energy EeN in atomic or molecular
systems:
EeN [ρ] = −
∑
A
∫
ZAρ(r)
|rA − r|dr (2.59)
For the remaining correlation energy there is no explicit formula known.
To perform a KS-SCF iteration it is necessary to transform the energies of equation
(2.53) into density dependent functionals, i.e. to bring them into a form as (2.51) requires
with the effective potential given in terms of a Coulomb, external, exchange, and correlation
contribution. To obtain potentials with respect to variations with the density the functional
derivatives of the E[ρ] are needed. For the Coulomb term this reads:
j([ρ]; r) =
δJ [ρ]
δρ(r)
=
∫
ρ(r′)
|r− r′|dr
′. (2.60)
For exchange and correlation the derivative depends on the functional form chosen for the
them as will be discussed below (section 2.2.1). With these we end up with the one-particle
KS equations actually solved in the KS procedure until self-consistency:[
−1
2
∇2i + εeN (r) + j([ρ]; r) + vX([ρ]; r) + εC([ρ]; r)
]
ψi(r) = ε
(KS)
i ψi(r). (2.61)
Expanding the Kohn-Sham orbitals in a linear combination of basis functions as in equation
(2.8) makes it possible to set up the Roothaan-Hall equations (2.22) also for DFT.37,38,53
The analogous N-electron KS equation of the form as in equation (2.49) is in accordance
with the definition of the total potential energy Vˆges (eq. (2.50)) from local effective single-
particle potentials:
[Tˆges + VˆeN [ρ] + Jˆ [ρ] + VˆX [ρ] + VˆC [ρ]]Ψ(KS) = EKSΨ(KS). (2.62)
The KS determinant can be constructed from the KS orbitals. It is needed for the quantum
Monte Carlo wave function as the dynamically uncorrelated ab initio part.
So far the KS-SCF procedure is given. But note that the quantities of equation (2.53)
are not known in with respect to all variables. Neither are their functionals (eq. (2.62)). The
parts for which an exact density dependence exists are the external electron nucleus potential
energy VeN and the Coulomb energy J . The kinetic energy TKS and the exchange functional
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EX are explicitly known in terms of the KS orbitals. But the dilemma with the latter is that
its functional derivative vX is only available at a high price in terms of computational effort.
Therefore EX is often approximated together with EC for which the density dependence is
not known explicitly.
2.2.1 Famous Functionals
As mentioned in the previous section it is necessary to determine good approximations for
the exchange correlation functional or separately for both. Since no prescriptions for this
purpose are given in the presented DFT theorems, the functionals are build along the lines
of bearing in mind the functional properties of the target energy functionals, comparing to
model systems and with chemical and physical intuition.
The most commonly used and most well-known functionals are the local (spin) density
approximation (LSDA) functional or functionals designed according to the generalized gra-
dient approximation (GGA) or according to a hybrid form. In the following their functional
form shall be discussed without presenting the detailed differences of the functionals within
each group. The properties of the different types of functionals will be presented.
The Local (Spin) Density Approximation
ELSDAXC =
∫
ρ(r) εXC [ρα(r), ρβ(r)]dr (2.63)
is basically the rule according to which local spin density functionals are developed since
the 1980ties. ρα and ρβ are the separated spin-up and spin-down densities used in LSDA,
whereas the total spin density as their sum is used for LDA. Equation (2.52) defines all types
of densities regardless of the upper index. The energy functional εXC [ρα(r), ρβ(r)] represents
the exchange-correlation energy per electron of a uniform electron gas. The knowledge of
εXC in numerical form comes from highly accurate QMC results of Ceperley and Alder.54 In
the integral (2.63) εXC is then density weighted accounting for the spatial variations of the
electron gas.
Success in the application of LSDA based DFT results are accurate geometries (compa-
rable to MP2)36, vibrational frequencies, and dipole moments, but its failures are atomization
energies, which are often too large.50,53 This is at least valid for small, light molecules, which
have been most extensively studied and are often used as benchmark systems.
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The differences between the single LSDA functional come from the functionals fit of εXC
to analytical functions. Two commonly used ones are the VWN functional by Vosko, Wilk,
and Nuisar55 and another by Perdew and Wang, respectively.56
Generalized Gradient Approximation
The GGA approximation extends ELSDAXC to the right exponential decay behavior of the
density at long distances from the nuclei by introducing a factor of ρ4/3. Furthermore it is
an extension towards a non-uniform electron gas. This extension is treated as a perturbation
and therefore taken from a Taylor series expansion of the density with respect to the position.
The newly added term will be the gradient ∇ρ after truncation at first order. The schematic
functional form will then be
EGGAXC =
∫
ρ(r)εXC [ρα(r)ρβ(r)]fg[ρ(r), s(r)]dr (2.64)
with the gradient-dependent function s(r) = |∇ρ|ρ−4/3 and the enhancement factor fg devel-
oped in different ways.
In a first way the exchange-correlation behavior for very short and very long electron
nucleus distances is improved by modifications of the density in this part. The most common
functional in this context, PW91, is due to Perdew and Wang.56
A second way was established by Becke for the B88 functional.57 For the calculation of
the gradient he does not start from the exchange of a uniform electron gas but from exact
exchange energies of rare gas atoms. His aim is to obtain better thermochemistry results for
small molecules. As combined exchange correlation functionals especially BP86 and BP91
are known.
The third way is including the second-order density matrix of a real system, which gives
the probability of finding the two electrons 1 and 2 with the spins σ1 and σ2 at the positions
r1 and r2. The drawback of the method by Lee, Yang, and Parr (LYP)58 is the flawed
parametrization of that density.50
With GGA molecular energies can be improved which is at the price of locally incorrect
potentials.
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Hybrid Approximation
As mentioned in the description of the Kohn-Sham method the exchange functional EX can
be calculated exactly from the KS orbitals (eq. (2.57)) in analogy to a Hartree-Fock ap-
proach. Using that exact form for the exchange, also referred to as exact exchange (EXX,
EX [ψ]) instead of the density based exchange term EX [ρ] would correct for the self-interaction
of electrons. Since the exchange contributions are significantly larger than the correspond-
ing correlation effects, all errors (for instance for bond distances and binding energies) are
dominated by exchange effects. EXX errors are expected to be as in HF theory. This is
which means of opposite sign than for the density-based exchange but of the same order of
magnitude.50 To correct for that by means of error cancellation the hybrid methods apply
both approaches, the EXX and the density-based exchange at the same time leading to more
accurate DFT procedures. The most popular functional is the “Becke-exchange-3-parameter-
Lee-Yang-Parr-correlation” (B3LYP) functional, which is semi-empirical since parameterized
by fit to thermochemical data. It reads:50
EB3LY PXC = βEX [{ψi}] + (1− β)ELDAX [ρ] + 0.72∆EB88X [ρ] + EVWNC [ρ] + 0.81∆ELY PC . (2.65)
2.2.2 Open Shell Localized Hartree-Fock
As far as possible the previous discussion of the orbitals and the density based method have
been kept free from spin, i.e. been explained for closed shell singlets. But now the basic
concept of calculations for open shell systems is needed to explain the open shell localized
Hartree-Fock method (OSLHF).59–62 In the LSDA equation (2.63) the spin densities have
been mentioned that sum up to the total electron density
ρ = ρα + ρβ . (2.66)
In the restricted HF (RHF) and the restricted KS (RKS) approach with all orbitals doubly
occupied, the densities are
ρα = ρβ =
1
2
ρ. (2.67)
To treat open shell systems one has to use an unrestricted or open shell restricted procedure
that resembles the analogous HF ansa¨tze.
In UKS all orbitals are singly occupied and the exchange-correlation functionals are
dependent on the spin densities as in equation (2.63). This manifests itself in spin symmetries
other than the state should have (broken symmetry). Furthermore convergence can be poor.
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To keep the symmetry correct for open shell molecules the ROKS approach can be used (RO
= restricted open).63,64 Here orbitals are used that can be doubly, singly or unoccupied.
The localized Hartree-Fock (LHF) approach by Go¨rling and Della Sala in founded upon
the EXX approach, i.e. without using a contribution from a density dependent exchange
energy as hybrid component. The LHF potential is derived as an approximation to the EXX
equation. It can be shown numerically, that it is a local potential, which generates the same
determinant as HF. The main advantage of LHF is that the approach allows to obtain the
correct Kohn-Sham excitation spectrum (but not total energies) especially including Rydberg
states.65,66
In order to apply an effective exact exchange to open-shell systems, the OSLHF ap-
proach has been developed.61 Since it is a restricted formalism it does not suffer from spin-
contamination. Using it the energetically lowest excited states of a given symmetry can be cal-
culated. An extension makes it possible to calculate any given excited state self-consistently.
Furthermore the approach is capable of treating multiply excited states.
2.3 Quantum Monte Carlo Methods
Quantum Monte Carlo got its name from the equally named home of the games of chance,
Monaco, Monte Carlo. The way of solving the Schro¨dinger equation is a numerical stochastic
process. Energies and properties are obtained from a stochastic analysis of this random walk
process. For this reason there will be a brief overview of the statistical methods employed
here.
The description of the applied QMC methods is divided further into two subsections.
Variational quantum Monte Carlo solves the Schro¨dinger equation in its formulation of the
Rayleigh-Ritz quotient in analogy to orbital based methods whereas diffusion quantum Monte
Carlo gives the ground state solution to the imaginary time-dependent Schro¨dinger equation.
2.3.1 Statistical Methods
This chapter covers the elements of probability theory that are important for quantum Monte
Carlo. A more extended discussion of this matter is to be found in the QMC books of
Hammond and Kalos.1,2
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Terms
Probability theory takes hold where an experiment under a well defined complex of conditions
does not end with a secure result, but where one of multiple random results occurs, i.e a
certain event happens which is equivalent to a certain state being occupied by the system.
All possible states are called event space. If the states cannot be further decomposed they are
elementary (otherwise: composite) and the set of the occurring elementary states is declared
as the state space. A random variable is the vector or the scalar, respectively, on which every
elementary state being occupied under the given conditions, can be projected. Random
variables can be discrete or continuous, of which the latter are important in the following.
The Probability Density
Consider a continuous random variable X that can take one of the infinitely many values
x from the interval WX , for example ] − ∞,∞[ as outcome from the random event. X is
further defined by the non-negative discrete probability pi or the probability density function
pX(x), respectively, both being ∈ [0, 1]. The probability to realize a random variable X in
the interval I ∈WX is then defined as
P{X ∈ I} =

∑
i pixi for discrete variables∫
I pX(x)dx for continuous variables
(2.68)
From this definition ∫
WX
pX(x)dx = 1 (2.69)
follows. This means that the probability of X having any outcome in the complete interval
WX is normalized to one. Furthermore, the probability that the X has an exact, predefined
value x0 ∈ WX goes to zero. Analogous definitions hold for multi-dimensional random
variables X, with x being vectors. The interval I will then be a multi-dimensional region
Γ and dx a general volume element. Results from probability theory of one-dimensional
continuous problems can easily be extended to higher dimensions as needed for the quantum
Monte Carlo method.
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The Distribution Function
The normalized distribution function F (z) of a random variable X is the probability of X
having a value x in Γ ∈WX
F (z) =
∫
Γ
pX(x)dx. (2.70)
It completely characterizes the random quantity. If the exact distribution function is un-
known, its characteristic parameters represent the major properties of the distribution. These
are the expectation value, the variance, and higher moments of the variable.
The expectation or stochastic mean value 〈X〉 of a continuous random variable X is
defined as:
〈X〉 = E(X) =
∫
WX
x pX(x)dx. (2.71)
In analogy to that the expectation values of the function f(X) of a random variable is
determined:
〈f(X)〉 = E(f(X)) =
∫
WX
f(x) pX(x)dx. (2.72)
In particular if f(X) = Xk, one speaks of the kth moment of X.
The moments of the random variate X−〈X〉 are the central moments of X. The second
central moment plays an especially important role as being the variance of X:
σ2 = var(X) = 〈X2〉 − 〈X〉2 = 〈(X − 〈X〉)2〉 =
∫
WX
(X − 〈X〉)2pX(x)dx. (2.73)
σ is the standard deviation which can be interpreted as a measure for the dispersion of the
random variables:
σ =
√
var(X). (2.74)
Pairs of Random Variates
An elementary state is often not only described by one but two (or more) random variates
X and Y (e.g. three spatial coordinates for the description of the position of a point in
three dimensional space). If these variables are independent from each other then the joint
probability density p(x,y) is the product of the single probability densities. The joint expec-
tation value 〈XY 〉 is the product of the separate expectation values. pX(x) is the marginal
probability density function of one random state (X) independent of the value of the other:
pX(x) =
∫
WY
p(x,y)dy. (2.75)
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The probabilities for X not depending on any other random variable Y is then:
P{X ∈ Γ} =
∫
Γ
pX(x)dx =
∫
Γ
∫
WY
p(x,y)dy. (2.76)
Per contra, when the variables depend on each other the transition probability can be
defined:
P{X ∈ Γ|Y = y} =
∫
Γ
p(x|y)dx. (2.77)
p(x|y) is the conditional probability density function of the dependent variables normalized
to one, referred to as transition density:
p(x|y) = p(x,y)∫
WX
p(x,y)dx
=
p(x,y)
pY (y)
(2.78)
It describes the probability for X = x if Y = y. With the equations (2.75) and (2.78) at
hand one arrives at the marginal probability density of X for dependent variables:
pX(x) =
∫
Γ
p(x|y)pY (y)dy. (2.79)
Samples of Random Variables
To predict a random event for a given pX(x) in Γ many random variables are needed. With
these it is possible to establish statements on the distribution function without knowledge of
probability density function. This is important in QMC where the latter are usually unknown.
In a first step the sample of size n is generated in an experimental or simulated fashion by
realizing the random variable X n times. X1, X2, . . . , Xn are drawn from the probability
density function pX(x). For a given function f(X) Sn is defined as the average over the
f(Xi):
Sn =
1
n
n∑
i=1
f(Xi) (2.80)
The expectation value of the function given as its first central moment (eq. (2.72)) is:
〈Sn〉 =
〈
1
n
n∑
i=1
f(Xi)
〉
=
1
n
n∑
i=1
〈f(Xi)〉 = 〈f(X)〉. (2.81)
〈Sn〉 is said to be an estimator of 〈f(X)〉. The quality of the estimate rises for n → ∞ due
to the central limit theorem which means that f(X) converges. When 〈Sn〉 equals 〈f(X)〉 for
finite n then Sn is referred to as unbiased estimator. If this condition is only fulfilled for an
infinitely large sample Sn would be called asymptotically unbiased.
As in equation (2.73) the variance of the mean Sn becomes
var(Sn) = var(
1
n
n∑
i=1
f(Xi)) =
n∑
i=1
1
n2
var(f(Xi)) =
1
n
var(f(X)) (2.82)
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The standard deviation is again the square root of the variance (compare eq. (2.74)):
σ(Sn) =
√
var(Sn) =
√
var(f(X))√
n
(2.83)
To obtain the variance from the observed independent values of f(Xi), i.e. as a sample
estimate instead of using Sn, is done as follows:2
Vn =
1
n− 1
[
1
n
n∑
i=1
f(Xi)2 − ( 1
n
n∑
i=1
f(Xi))2
]
. (2.84)
Generation of Random Variables
Random variates suitable for the Monte Carlo techniques are obtained in two steps: Getting
uniformly distributed random numbers from a pseudo random number generator (RNG) and
transforming them into random variables with a certain probability density. A typical RNG
for this purpose is for example the linear congruence generator, explained in more detail in
literature.1 Methods for the transformation are the inversion and the rejection method. The
Box-Muller method described below is an application of the former, whereas the Metropolis
algorithm goes back to the latter.
Gaussian Distributed Random Variables
The probability density pX(x) for a variable X in a d-dimensional Gaussian distribution is
given by:
pX(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 . (2.85)
µ is the expectation value and center of the function, σ2 determines its variance as widths of
the distribution.
A way to obtain Gaussian distributed random variables is the Box-Muller algorithm.
Here the generation of always two Gaussian distributed random variables with a mean of zero
and a variance of one is performed using a two-dimensional Gaussian distribution. Given be
the joint distribution p(y1,y2) of the desired Gaussian distributed variables y1 and y2:
p(y1,y2) = pY (y1)pY (y2) =
1
2pi
e−
1
2
(y21+y
2
2). (2.86)
y1 and y2 are transformed into the polar coordinates r and ϕ
p′(r, ϕ) = pR(r)pΦ(ϕ) = re−
1
2
r2 1
2pi
. (2.87)
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Both polar coordinates r =
√−2 ln ξ1 and ϕ = 2piξ2 can be gained from uniformly distributed
random numbers ξ1 and ξ2. Back transformation from equation (2.87) to the inverse of
equation (2.86) renders Gaussian distributed variables y1 and y2:
y1 =
√
−2 ln ξ1 cos 2piξ2 (2.88)
y2 =
√
−2 ln ξ1 sin 2piξ2. (2.89)
Gaussian distributed random variables are needed for the diffusion step in QMC.
Random Walk Processes
Quantum Monte Carlo simulations need pseudo random numbers to create a meaningful
multi-dimensional density function which is usually Ψ2. Electrons are propagated in a
Metropolis random walk process so that large samples of random electron configurations
are obtained.67
The random walk describes the random movement of a mathematical entity (a walker)
in space. The presently discussed sequence of random walk steps is the so-called Markow
chain. The new position of the walker depends on its former position, but not on the time
and history of the process. The walk itself is the summation of random variables (equally for
random numbers and vectors):
Zn = X1 +X2 + . . .+Xn. (2.90)
The recursive definition of the formula reads
Zn = Zn−1 +Xn (2.91)
with Z0 = 0, Z1 = X1, and n = 0, 1, 2, . . ..
For the summation of two independent random variables X + Y = Z their joint proba-
bility is given as
pZ(z) = pZ(x,y) = pX(x)pY (y). (2.92)
Their cumulative distribution function reads
F (z) =
∫ ∫
pX(x)pY (y)dxdy = F (z− x)pX(x)dx. (2.93)
This reformulation is done using y = z− x and F (y) = ∫ pY (y)dy. The probability density
function then reads
pZ(z) =
∫
pY (z− x)pX(x)dx =
∫
pZ(z− x,x)dx. (2.94)
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In analogy to this the marginal probability density φn(z) for the addition of many
random variables Zn in a Markow process is obtained using xn = z− z′ and equation (2.79)
φn(z) =
∫
p(z− z′, z′)dz′ =
∫
p(z− z′|z′)φn−1(z′)dz′. (2.95)
z′ does represent the old and z the new position, n = 0, 1, 2, . . . is in analogy to above.
Conclusively the process is uniquely described by the density of the preceding walker φn−1(z′),
i.e. actually by the density of the first walker φ0(z′) and the transition density p(z − z′|z′)
which is needed to be known. If the Markow chain evolves in space towards an equilibrium
density p∞(z) then the mean value Sn of the function f(Z) and 〈Sn〉 is an estimate for 〈f(Z)〉
(see eq. (2.80) and (2.81)).
When Z depends on former Z ′ data following each other are serially correlated and the
standard deviation may not be calculated directly from the data according to equation (2.83).
To estimate the standard deviation b data points are usually grouped in a block so that
Sn =
1
n
n∑
i=1
(
1
b
b(i+1)∑
a=(i×b)+1
f(Za)) =
1
n
n∑
i=1
〈f(Zi)〉block. (2.96)
The 〈f(Zi)〉block are the statistically independent mean values of the blocks that can be used
to estimate the variance and standard deviation
σ2block ≈
1
n
n∑
i=1
(〈f(Zi)〉block − 〈f(Z)〉)2. (2.97)
Generalized Metropolis Algorithm
The random walk process for the Monte Carlo integration aims in rendering samples of a
predefined density φ(z) starting from the arbitrary initial density φ0(z). The transition den-
sity p(z − z′|z′) of equation (2.95) is now unknown. That is a case to which the generalized
Metropolis method applies to.68 The Metropolis random walk is performed based on the sym-
metric d-dimensional Gaussian distribution as transition density T (z|z′) with an acceptance
step being introduced: the random walk step from position z′ to position z will only be ac-
cepted with certain probability A(z|z′) ≤ 1, and only if accepted the step will be performed.
With the probability 1−A(z|z′) the walker remains at its former position z′. So the density
φn(z) at a position z and with n = 1, 2, . . . is given as:
φn(z) =
∫
[A(z|z′)T (z|z′) + a¯(z′)δ(z− z′)]︸ ︷︷ ︸
p(z|z′)
φn−1(z′)dz′. (2.98)
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a¯(z′) is the probability of rejecting all possible steps away from z′. The converged density is
given by
φ(z) =
f(z)∫
f(z)dz
. (2.99)
Furthermore the acceptance probability is chosen to fulfill the detailed balance condition
A(z′|z)T (z′|z)pZ(z) = A(z|z′)T (z|z′)pZ(z′). (2.100)
This is because of
min
(
1,
T (z|z′)f(z′)
T (z′|z)f(z)
)
T (z′|z) f(z)∫
f(z)dz
= min
(
1,
T (z′|z)f(z)
T (z|z′)f(z′)
)
T (z|z′) f(z
′)∫
f(z)dz
. (2.101)
Equation (2.100) can be understood as an equation for a dynamic equilibrium, which has
adjusted itself when the density limit is approached so that the propagation for z → z′ is
equal to that for z′ → z. That would be after a certain number of random walk steps when
equation (2.101) is fulfilled and the iteration of the density (2.98) is converged to
φ(z) = φn(z) = φn−1(z). (2.102)
The mean step length can be determined by the choice of T . The smaller the step length the
more steps will be accepted and vice versa. By rule of thumb the acceptance ratio should be
50% for a well-behaved convergence. Only when having approached equilibrium the density
may be introduced into further computations. As will be seen in the following subsections T
for QMC is represented by the drift diffusion terms.
2.3.2 Variational Quantum Monte Carlo
Summed up in one sentence the variational quantum Monte Carlo method can be under-
stood as the calculation of quantum chemical expectation values via Monte Carlo integration
according to a Metropolis random walk.
Monte Carlo integration solves the integral
I =
∫
Ω
f(x)p(x)dx = 〈f(X)〉 (2.103)
having a positive density p(x) normalized to one in the predefined region Ω. I represents the
expectation value of f(X). In variational quantum Monte Carlo the analogous integral to be
solved is given by
ER[ΨT ] =
∫
EL(r)p(r) dr. (2.104)
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It is obtained from the Rayleigh-Ritz quotient dependent on the trial function ΨT
ER[ΨT ] =
∫
ΨT (r)HˆΨT (r) dr∫
ΨT (r)ΨT (r) dr
(2.105)
after introducing the local energy defined as69
EL(r) ≡ HˆΨT (r)ΨT (r) (2.106)
and the normalized probability density function of the electrons
p(r) =
ΨT (r)2∫
ΨT (r)2 dr
. (2.107)
The densities for each random position r are obtained from the Metropolis random walk
when equilibrated. Having chosen the final density according to equation (2.107) has two
effects on the random walk. At first random walk is driven to where the square of the trial
function ΨT is large, i.e. the probability of finding the electrons. This is also referred to as
importance sampling (IS) with the side effect of lowering the variance of the EL. Secondly the
normalization
∫
ΨT (r)2 dr is not needed to be known, since it is equal for all r and cancels
when calculating the acceptance probability (eq. (2.100) and (2.101)) for going from r′ to r
A(r|r′) = min
(
1,
T (r′|r)p(r)
T (r|r′)p(r′)
)
= min
(
1,
T (r′|r)ΨT (r)2
T (r|r′)ΨT (r′)2
)
. (2.108)
The transition density T (r′|r) for VMC is usually based on the Fokker-Planck equation.70 In
the framework of Fokker-Planck the stationary (equilibrium) state is given by
∂p
∂t
= Lˆp =
∑
i
D
(
∂2p
∂x2i
− ∂
∂xi
Fip
)
!= 0, (2.109)
where Lˆ is the Fokker-Planck operator, D the diffusion constant, and Fi the ith component
of a drift velocity F caused by any external potential. Taking the quantum force as special
external potential the following expression for the drift velocity holds:
F =
1
p
∇p = 1
Ψ2T
∇Ψ2T =
2
ΨT
∇ΨT . (2.110)
With the quantum force being introduced in T (r′|r), as explained in detail for the DMC
method (see sec. 2.3.3), the random walk can be directed towards large Ψ2T and with that
the rejection rate is reduced. This can be seen from equation (2.108). When p(r) > p(r′)
and T (r′|r) > T (r|r′), then A(r|r′) = 1, for not probable steps 0 < A(r|r′) < 1. A(r|r′) is
compared to a random number 0 ≤ ξ ≤ 1. Only when A(r|r′) > ξ the move is accepted.
Finally the expectation value of f(x) in the Monte Carlo integral (2.103) is given as the
sample average Sn (see eq. (2.81)) effectively taken over blocked data as in equation (2.96).
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In accordance to that the energy estimator Sn from the samples {ri} is obtained:
Sn =
1
n
n∑
i=1
EL(ri), (2.111)
which is the energy expectation value for an infinite sample:
lim
n→∞Sn = ER[ΨT ]. (2.112)
Standard deviation and variance are obtained as discussed in the previous section.
2.3.3 Diffusion Quantum Monte Carlo
The diffusion quantum Monte Carlo method11,12,71 is based on the Schro¨dinger equation in
imaginary time (τ = it) which has the mathematical structure of a generalized diffusion
equation:
∂Ψ(r, τ)
∂τ
=
1
2
∇2Ψ(r, τ)− V (r)Ψ(r, τ) = −HˆΨ(r, τ). (2.113)
The theory for solving such differential equations is totally unknown, but numerical ap-
proaches are well-established and can be applied to electronic systems. With that the ana-
lytically not solvable equation can be solved numerically according to a stochastic random
walk process.
By using an appropriate time dependent wave function, the exact stationary solution
Ψ0(r) of the lowest energy eigenvalue E0 is obtained. The ansatz to understand this is
made when rewriting the time-dependent Schro¨dinger equation in imaginary time with ET
introduced:
∂Ψ(r, τ)
∂τ
= −(Hˆ − ET )Ψ(r, τ). (2.114)
ET is the trial energy, a reference energy that acts as a shift of the zero point of the energy
towards the exact ground state’s energy as ET ≈ E0. This is important to reach the stationary
solution within the random walk process by branching, i.e. by multiplication or deletion of
walkers, as will be seen below. A solution to equation (2.114) would be of the Green’s function
form if G was known:
Ψ(r, τn) =
∫
G(r, τn; r′, τ(n−1))Ψ(r′, τ(n−1))dr′. (2.115)
The solution Ψ(τ) of the imaginary time dependent Schro¨dinger equation is given in the
basis of its time-independent eigenfunctions Ψi as
Ψ(τ) =
∑
i
CiΨie−(Ei−ET )τ . (2.116)
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With ET ≈ E0 and Ei > ET for i > 0 this evolves to
|Ψ(τ, r)〉 =
∑
i
Cie
−(Ei−ET )τ |Ψi(r)〉 τ→∞−→ |Ψ0〉, (2.117)
for an infinite propagation in time. This shows that the Schro¨dinger equation in imaginary
time has a stationary solution. To solve the original diffusion equation (2.114) with a Monte
Carlo random walk procedure a propagator equation is to be set up:
|Ψ(τn)〉 = e−(Hˆ−ET )(τn−τ(n−1))|Ψ(τ(n−1))〉. (2.118)
Then it is converted to an integral equation similar to a Markow chain (eq. 2.79) which is
accomplished by introducing a complete set of position states 1 =
∫ |r′〉〈r′|dr′ into equation
(2.118) and by multiplication with 〈r|. With 〈r|Ψ(τ) = Ψ(r, τ) this gives:
Ψ(r, τn) =
∫
〈r|e−(Hˆ−ET )(τn−τ(n−1))|r′〉Ψ(r′, τ(n−1))dr′
=
∫
G(r, τn; r′, τ(n−1))Ψ(r′, τ(n−1))dr′. (2.119)
Here the walker is propagated from r′ → r. In the second row of equation (2.119) the Green’s
function has been introduced for which now an expression has been found. From the first row
of equation (2.119) it can be seen that the Green’s function depends only on the difference
in time ∆τ = τn − τ(n−1). Therefore it becomes
Ψ(r, τ + ∆τ) =
∫
G(r, r′; ∆τ)Ψ(r′, τ)dr′. (2.120)
The choice of the function G(r, r′,∆τ) now makes the difference between different Green’s
function Monte Carlo techniques. If the exponential of the propagator only contained the
operator of the kinetic energy Tˆ , then the explicit form of the Green’s function would be
known to be that describing a diffusion process in configuration space according to Fick’s 2nd
law for short time steps:1
Gdiff(r, r
′,∆τ) =
1
4piD∆τ3N/2
e−
(r−r′)2
4D∆τ . (2.121)
But since the Hamiltonian for a chemical system contains an operator for the potential energy,
too, which is added in the exponent of the propagator, another form for the Green’s function
has to be found which would be
e−(Hˆ−ET )∆τ = lim
n→∞
(
e−
1
2
(Vˆ−ET )∆τn e−Tˆ
∆τ
n e−
1
2
(Vˆ−ET )∆τn
)n
. (2.122)
The transformation of the exponent is known by the name “2nd order short time approx-
imation”. It is valid for ∆τ → 0 and for non-commuting operators. The expression in
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parentheses can be shown to be identical with e−(Hˆ−ET )
∆τ
n up to second order for a series
expansions of the exponential operators. The terms including the potential energy operator
in the propagator, i.e.
GB(r, r
′,∆τ) = e−[
1
2
(V (r)+V (r′))−ET ]∆τ , (2.123)
can be understood as branching or weighting term. It is simulated by the creation or destruc-
tion of walkers with the configuration r and therefore responsible for the shape of the Monte
Carlo distribution. One problem arises with having two multiplied terms for the Green’s
function, because with that the function can cause an explosion of the number of walkers or
its decrease to zero. This will be discussed later.
Comparing equation (2.120) to the Markow chain for the Metropolis random walk (eq.
(2.98)) there is still an essential element missing. The presently evolved equation does not
contain a density to be propagated but only a wave function. The density is introduced by
importance sampling as in VMC in order to minimize the variance of the absolute energy
calculated. Therefore the unknown exact wave function Ψ(r, τ) is multiplied by an appropri-
ate guide function (sec. 2.3.4) The new function f(r, τ) = Ψ(r, τ)ΨG(r) has the structural
form of a density if f(r, τ) ≥ 0. It can be propagated in imaginary time according to the
Metropolis random walk with a Green’s function:
f(r, τ + ∆τ) =
∫
G(r, r′,∆τ)f(r′, τ)dr′. (2.124)
The initial density is f(r, 0) = ΨG(r)2/
∫
ΨG(r)2dr. A set of random walkers with this density
is generated with variational quantum Monte Carlo (VMC) sampling. The converged DMC
calculation yields f∞(r) = Ψ0(r)ΨG(r)/
∫
Ψ0(r)ΨG(r)dr with the stationary solution of the
Schro¨dinger equation Ψ0(r).
The diffusion part of the transition density for an importance sampled random walk has
already been introduced as being based on the Fokker-Planck theory (eq. (2.109)), and thus
the DMC random walk will be performed similar to the VMC random walk in terms of a
drift-diffusion process.
After introducing ET , the short-time approximation (eq. (2.122)), the Fokker-Planck
equation (2.109),70 and Ψ0(r,∆τ) = f(r,∆τ)/ΨG(r), rewriting the ansatz for DMC (eq.
(2.114)) for the stationary case reveals the similarity transformed Schro¨dinger equation that
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is to be solved:
∂f(r,∆τ)
∂τ
= D∇2f(r,∆τ)−D∇
(
f(r,∆τ)
∇ΨG(r)
ΨG(r)
)
−f(r,∆τ)
(
ET − HˆΨG(r)ΨG(r)
)
= D∇2f(r,∆τ)−D∇(f(r,∆τ)F)
−f(r,∆τ)(ET − EL). (2.125)
After simplification by introducing the quantum force F and the local energy EL, the corre-
spondence of the present equation and the Fokker-Planck equation can be detected and the
Green’s function for the kinetic energy contribution is given by
GFP(r, r
′,∆τ) =
1
2piD∆τ3N/2
e−
(r−r′+D∆τF(r))2
4D∆τ . (2.126)
It contains Fick’s 2nd law diffusion Green’s function of equation (2.121) with a drift term
added. The present Green’s function is also used in VMC with importance sampling. The
potential energy operators are given in the Green’s function for branching72
GB(r, r
′,∆τ) = e−(
1
2
[EL(r)+EL(r
′)]−ET )∆τ ≡ w(r) (2.127)
Here the weight w(r) is defined as the value of the branching Green’s function over the
present step.72 The weight can be understood as a variable of the random walker. Since this
branching term does now contain the relatively small difference between trial energy and the
reference energy instead of the difference between local energy and potential, singularities of
the Coulomb potential can be compensated by multiplication with an explicitly correlated
guide function displaying the right cusp behavior, so that EL is smooth and the cumulative
weight w of I random walk steps
w =
I∏
i=1
w(ri) (2.128)
is close to constant. This is because w(ri) ≈ 1 when EL ≈ ET . If EL > ET , the probability
that the walker will be deleted rises; if EL < ET , it is probable that a new walker will be
created driving the ensemble to always lower local energies. To avoid that after a certain
number of random walk steps all walkers were deleted or the population exploded, the trial
energy needs to be adjusted, since EDMC evolves towards E0 and ET 6= E0. This is done by
means of population control as proposed by Umrigar:69
ET = E0T −
1
N∆τ
log
W
W0
. (2.129)
E0T is the initial trial energy or the actual block average, W =
∑N
n=1wn is the total weight
for all N random walkers, and W0 the nominal weight which equals the number of random
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walkers. Furthermore, W is kept constant by splitting walkers into two, three, etc. so that
they have half, one third, etc. of the original weight, and by combining other walkers when
their weight is bigger or smaller than a given threshold value. Since the re-normalization of
the trial energy in equation (2.129) is not considered when calculating expectation values,
the population control error is introduced and has to be controlled. It should be kept much
smaller than the statistical error of a calculation. For N →∞ it dissapeares, since then the
weights and the trial energy do not fluctuate any more.
Until now the way of solving equation (2.125) has been outlined which is done in a
random walk process similar to that for VMC. New is the branching term. The walk is
described by
f(r, τ + ∆τ) =
∫
GFP(r, r
′,∆τ)GB(r, r′,∆τ)f(r′, τ)dr′. (2.130)
It remains to explain how the steady state’s energy E0 is obtained. The equation for
E0 is set up in analogy to the Monte Carlo integration formula for VMC (eq. (2.104)). It is
called the mixed estimator
E0 =
∫
ELΨ0ΨG dr∫
Ψ0ΨG dr
, (2.131)
since the density f contains Ψ0 and ΨG. The local energy used here is that of the guide
function EL = HˆΨG/ΨG and the result obtained is truly E0, because of the hermiticity of
the Hamiltonian and with that
〈Ψ0|Hˆ|ΨG〉 = 〈ΨG|Hˆ|Ψ0〉 = E0〈Ψ0|ΨG〉. (2.132)
Because of 〈EL〉 =
∫
f∞ELdr/
∫
fdr the average of the local energy for an equilibrated DMC
random walk will be
E0 = 〈EL〉 = lim
M→∞
1
M
M∑
m=1
EL(Rm) (2.133)
The weighting term of the Green’s function represents the walker distribution∫
Ψ0(r)ΨG(r)dr =
∫
f(r)dr = lim
N→∞
1
N
N∑
n=1
wn. (2.134)
Replacing the mixed density with the sum over the weights the mixed estimator can be
reformulated as
E0 = lim
N→∞
∑N
n=1wnEL(n)∑N
n=1wn
. (2.135)
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The Fixed-Node Approximation
The importance sampling transformation in diffusion quantum Monte Carlo is done with the
function f(r, τ) = Ψ(r, τ)ΨG(r)/
∫
Ψ(r, τ)ΨG(r)dr rather than p(r) = ΨT (r)2/
∫
ΨT (r)2dr in
VMC. This ansatz for the density would directly be applicable to symmetric bosonic ground
states with Ψ(r, τ) > 0∧ΨG(r) > 0. However, it fails in fermionic systems, since fermionic
wave functions can display antisymmetry, excitation, and artificial nodes.
In the fixed-node diffusion quantum Monte Carlo (FN-DMC) algorithm12 the nodes
of ΨG are enforced in the quantum simulation and the ground state solution of Hˆ with the
nodes of ΨG as additional boundary condition yields the wave function Ψ
(FN)
0 . This is among
all wave functions with the nodes of ΨG, the one with the lowest energy expectation value
E
(FN)
0 of the Hamiltonian operator Hˆ. The fixed-node energies E
(FN)
0 are variational with
E
(FN)
0 ≥ E0,1,72,73 and the error E(FN)0 − E0 is denoted node location error.
For a N-electron system the Hamiltonian is defined in 3N dimensional position space
and thus the all-electron DMC calculation is carried out in R3N . The 3N − 1 dimensional
nodal hypersurface partitions the full space in K regions Ωj , j = 1 . . .K that are defined as
disjoint connected open sets (with either Ψ > 0 or Ψ < 0).
The regions Ωj do not necessarily have to be equivalent, but they are when related
to each other by electron permutation. Particularly important in this context is Ceperley’s
proof of the tiling theorem,74 saying that for the exact ground state wave function all Ωj are
equal in shape and size. Thus, it does not matter from which walker positions one starts the
ground state fixed-node DMC simulation. The energy and properties do not depend on the
regions populated by the initial walkers. The tiling theorem has been shown not to be valid
in the case of HF Slater determinants calculated with standard Gaussian basis sets where
spurious nodes were observed for larger electron nucleus distances as an artefact of the basis
set.28,29
For FN-DMC, where node crossing is forbidden, the fixed-node boundary condition
means73
HˆΨ(j)0 (r) = E
(j)
0 Ψ
(j)
0 (r) for r ∈ Ωj ,
∧ Ψ(j)0 (r) = 0 for r 6∈ Ωj . (2.136)
If the nodes of the guide function happened to match the exact nodes of the ground state
eigenfunction (and not necessarily the guide function itself between the nodes), then the
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function projected with DMC would be exact in each region. If the nodes are not exact,
but belong to an antisymmetric ground state function neglecting nodal artefacts, the DMC
projection will in all regions Ωj give the same function (except for electron permutations)
and the same fixed-node energy
E
(FN)
0 = E
(j)
0 > E0 for j = 1 . . . k. (2.137)
For electronically excited states additional nodes arise and the tiling theorem no longer
holds.73 Not all regions Ωj can now be interconverted by electron permutation. A fixed-node
DMC calculation of excited states means formally the calculation of the lowest eigenstate of Hˆ
with the nodes of an excited state guide function enforced following equation (2.136). While
this is the same formalism as for the ground state, the eigenvalues are now in general different
for different regions j 6= j′ : E(j)0 6= E(j
′)
0 . More precisely, while regions that are related by
electron permutation have the same eigenvalue, regions not related by permutation need not
have the same eigenvalue. As a consequence, the fixed-node excited state energies E(j)0 are
not variational.73 Practically that means that it now matters in which region the FN-DMC
simulations are started. If all walkers are initially in the same region Ωj , the corresponding
energy E(j)0 will be obtained. If the initial walkers belong to different regions, the walkers
in regions with higher energy on average will lose weight with respect to those walkers in
the lowest energy region and finally die out. Therefore a fully equilibrated DMC simulation
with many initial walkers at randomly chosen positions should yield the energy of the lowest
energy region
E
(FN)
0 = minj
E
(j)
0 . (2.138)
For approximate wave functions it has recently been demonstrated that non-equivalent
regions and energies can even occur in the ground state due to spurious nodes arising from
limited basis sets.28,29 These nodal artefacts have first been observed for H2 by Barnett et
al.75 Therefore it becomes even more striking that a good knowledge of the nodal structure
of guide functions is important, but until now there are only a few investigations on the exact
nodal structure published.74,76,77 Present research is directed towards improving the nodal
structure by minimizing an ensemble of local distances between the nodal hyperplanes of ΨG,
HˆΨG, TˆΨG which should fall onto each other for the exact wave function.78–80
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2.3.4 Wave Functions
Wave functions for quantum Monte Carlo are usually called trial functions in VMC and guide
functions in DMC, but as far as this work is considered this difference is only in terminology
and not in mathematical structure which is always
Ψ = eU
∑
i
aiΦ
(SD)
i . (2.139)
eU is called the correlation or the Jastrow part including the Jastrow function U discussed
below.81
The other factor,
∑
i aiΦ
(SD)
i , represents the wave function obtained in any ab initio or
DFT calculation. “SD” stands for Slater determinant, whereas the linear combination shall
indicate that this can be either one or many in the sense of single- or multi-configuration
wave functions. The discussion of this determinantal part of the guide or trial wave function
is the discussion of the various first principles methods presented previously (sections 2.1 and
2.2). Therefore static electron correlation is no problem in QMC as far as it is in the chosen
ab initio approach. Note that when dynamic electron correlation is treated implicitly as in
DFT, then the wave function obtained is again correlation-free and the need for an explicit
treatment of dynamic electron correlation in quantum Monte Carlo is unavoidable.
Typically the QMC guide function’s Jastrow part accounts for the dynamic electron
correlation of a many electron system not only between two electrons, but also between
one or two electrons and the nucleus. eU is set up to fulfill the Coulomb cusp conditions
required for a proper physical description of the system, for example the one specialized for
electron-electron singularities proven by Kato:82(
∂Ψˆ
∂rij
)
rij=0
=
1
2
Ψ for ri + rj 6= 0. (2.140)
Ψˆ in the derivative shall indicate the spherical average is taken over r12 = const.
A general form of the cusp condition that does not only hold for the special cases covered
by Kato’s form, was derived by Pack and Byers Brown, who used an expansion of the wave
function near the coalescence in terms of spherical harmonics.35,83
The typical approaches for trial functions differ only by the exponent U which can have
different structures, e.g. a Pade´ form or that of Schmidt and Moskowitz.84,85
The Jastrow exponent used in this work was of the Schmidt-Moskowitz type and thus
basing on the transcorrelated method of Boys and Handy.85 It is given by U =
∑
A,i<j UAij
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with
UAij =
NA∑
k
∆(lkA,mkA)ckA(r¯
lkA
Ai r¯
mkA
Aj + r¯
lkA
Aj r¯
mkA
Ai )r¯
nkA
ij . (2.141)
The r¯ terms are referred to as scaled distances and are defined by
r¯Ai =
bArAi
1 + bArAi
and r¯ij =
dArij
1 + dArij
(2.142)
containing the non-linear Jastrow terms bA, dA, and
∆(lkA,mkA) =
 1 for lkA 6= mkA2 for lkA = mkA. (2.143)
The ckA are called linear Jatrow parameters.
The interactions to describe can be chosen by using different combinations of non-
negative l, m, and n. Therefore electron-electron interactions are described when l = m = 0
and n > 0 is introduced in (2.141) leaving a sum that depends only on the electron electron
distances
UAij =
NA∑
k
4ckAr¯
nkA
ij . (2.144)
Similarly the electron electron distances are omitted, when n = 0 is prescribed. To gain an
electron nucleus distance dependence, then only either l or m must differ from zero. The
three particle electron electron nucleus interactions are obtained, when only either l or m
equals zero. They are also referred to as backflow terms.85
The parameters to describe the strength and range of the distinct correlation contri-
butions are the non-linear bA and dA terms and the linear ckA. Those terms have to be
optimized before performing the actual QMC calculation. The outcome of this optimization
is easy to rationalize for Kato’s linear electron electron cusp condition. The derivative of the
guide function with respect to rij and close to the singularity rij = 0 will be(
∂ΨˆG
∂rij
)
rij=0
=
(
∂eU
∑
i aiΦ
(SD)
i
∂rij
)
rij=0
= (
∑
n
cndAnr
(n−1)
ij · eU
∑
i
aiΦ
(SD)
i )rij=0
= c1dA eU
∑
i
aiΦ
(SD)
i = c1dAΨG (2.145)
using l = m = 0 and r¯ij = dArij/1 + dArij ≈ dArij . The derivative of
∑
i aiΦ
(SD)
i is zero,
because the term does not depend on electron electron distances rij . c1dA = 1/2 must be
fulfilled for n = 1 which is realized for example with predefining dA = 1 and optimizing
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c1 = 1/2. Similarly the other parameters cn are obtained from the derivatives with respect
to the other distances and for other l, m, and n.
In this work the first optimization steps are typically carried out to obtain the linear
parameters ckA. These are as many as the types of cusps to describe. Here four electron
electron terms ranging from linear to the power of four are set by n = 1− 4 and furthermore
for every type of atom three electron nucleus terms with l = 2−4 or m = 2−4 as well as two
backflow terms n = l = 2 and n = m = 4. This is then called a 9-term, 14-term etc. Jastrow
for one, two, etc. different atoms. A final adjustment of the linear parameters follows. These
are as many bA as different nuclei plus one dA. Initially they are all set to 1.0.
The optimization itself is performed within a VMC calculation with rather few blocks
and many random walkers, i.e. a representative sample of Ψ2T . Therefore typical optimizations
techniques (Gauß-Newton, Levenberg-Marquardt, etc.) can be employed.85,86 The order of
optimizing the parameters bA, dA, and ckA as well as the inclusion of the linear coefficients
of the Slater determinant (ai) and of the MOs are discussed in literature.87–89 A popular
disagreement between two groups of quantum Monte Carlo people is about the minimum
towards which is to optimize. The ones are supporter of the minimization towards the energy,
the others stand in for the variance minimization.90 Reasons for the former are that the energy
is indeed the quantity that should be as low as possible in accordance with the Rayleigh-Ritz
quotient. But the energy value at the minimum is unknown. Therefore the variance of the
local energy EL[ΨT ] compared to the state’s energy ET [ΨT ] should be minimized, since it
is necessarily zero for an eigenstate of the Hamiltonian.84 Variance minimization is not as
robust and successful as energy minimization, but it is technically easier and therefore used
as standard procedure.
Cusp correction
The last modification done to the wave function is the “cusp correction” accounting for the
case when an electron approaches the nucleus. This case is represented by the other condition
evolved by Kato, so the electron nucleus singularity is given by(
∂Ψˆ
∂rA
)
rA=0
= ZAΨ for rj 6= 0 (2.146)
for the nucleus being located in the origin and having the nuclear charge of ZA.82 Using
Slater type basis functions this condition would automatically be fulfilled, but common ab
initio codes do not include these functions, but Gaussian type functions. However, in QMC
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they cause fluctuation in the local energy close to the nuclei because they do not cancel the
singularity from the potential energy at the nucleus.
Manten and Lu¨chow addressed this well-known drawback by introducing a correction
algorithm applied to the 1s and 2s basis functions of cusp-free contracted Gaussian-type basis
functions.17,91 A Slater function f(r) = ae−αr + c is fitted to the considered orbitals in the
core region (r < 0.2 bohr) in a least-square procedure. Conditions for this fit are the identity
of the original and fit function and their second derivatives at the critical radius, where the
transition between both functions takes place. To smoothen the transition both functions
are connected by an interpolation polynomial in a transition interval of 0.001 bohr.
Since the evaluation of the atomic orbitals and its first and second derivatives is com-
putationally costly the function and its derivatives are interpolated using cubic spline. This
leads to a larger fluctuation in the functions but accelerates the calculation considerably.86,91
2.4 Effective Core Potentials
Chemical experience of experimentalists and theoreticians as well as the desire to make com-
putational savings caused the development of effective core potentials (ECPs). The idea of
ECPs is to solve the Schro¨dinger equation only for valence electrons and to treat the chem-
ically inert core electrons in terms of a potential that provides a shielding from the nuclear
charges of the core and an effective field for the valence electrons. Effective core potentials
are further subdivided into model and pseudopotentials. Using model potentials it is pos-
sible to apply the usual all-electron basis set but to have a specific description of the core
which can fore example include relativistic mass-velocity and Darwin terms as the Cowan-
Griffin potential.92–94 However, they are not of interest for the application in quantum Monte
Carlo methods, because they are used in combination with valence orbitals that display the
same radial nodal structure than their all-electron equivalents. Therefore this section will
be concentrated on the explanation of pseudopotentials (PPs), sometimes only referred to as
ECPs.
The first publications of the effective core potential idea appeared in the nineteen thir-
ties,95,96 and a formulation of electron structure equations including only a subset of all
electrons in the field of the others has been established in 1940 by Fock et al.97 In the nine-
teen fifties the research on ECPs began, initialized by works on molecules and solids.98,99
Kahn et al. presented the novel pseudopotentials for a few elements in an analytic repre-
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sentation in 1967.100 They developed the basic formalism in which the potential is taken
directly from atomic Hartree-Fock equations. Thus some very important concepts like the
orthogonality between core and valence orbitals, the angular momentum dependency of the
potentials and their basis set independency are included implicitly. The analytic represen-
tation is done using Gaussians, that allow a proper fit of the potentials for the limits of the
electron nucleus distance r → 0 and r →∞. Equations are provided to be straightforwardly
calculable in a Cartesian Gaussian basis.
A necessary condition for the pseudopotential approach is the separability of the wave
function into the antisymmetrized product of core and a valence function
Ψ = Aˆ(ΨcoreΨval) (2.147)
and the possibility to then solve a pure valence Schro¨dinger equation
HˆvalΨval = EvalΨval. (2.148)
Usually one chooses a nobel gas core and includes the nval remaining electrons in the valence
space. The valence integro-differential Hamiltonian is given by
Hˆval =
nval∑
i
(−1
2
∇2i −
∑
A
Zeffval,A
rAi
+
∑
i<j
1
rij
) + Wˆ (2.149)
where the first three terms can be recognized as the kinetic energy operator for the electrons,
the local electron nucleus attraction with the effective valence charge Zeffval,A = ZA − ZcoreA ,
and the electron electron repulsion. Wˆ is the core potential operator which is given by
Wˆ =
Nnuc∑
A
Nelec∑
i
(
VA,lmax+1(rAi) +
lmax∑
l=0
[VA,l(rAi)− VA,lmax+1(rAi)]
l∑
m=−l
|Yl,m〉〈Yl,m|
)
(2.150)
[VA,l−VA,lmax+1]
∑l
m=−l |Yl,m〉〈Yl,m|) is referred to as the non-local channel, whereas VA,lmax+1
is local channel.
In equation (2.150) several features are represented. To guarantee orthogonality be-
tween core and valence orbitals, the angular momentum dependent projection operators
|Yl,m〉〈Yl,m| are used. With the aid of the complete orthonormal system of spherical har-
monics it is possible to project certain s, p, d, or f contributions up to lmax out of an orbital.
With that the right angular momentum dependence is introduced into the effective potential∑lmax
l=0 [VA,l(rAi) − VA,lmax+1(rAi)] of equation (2.150) and shielding becomes angular mo-
mentum dependent because the pseudo valence orbitals are orthogonal to the vanished core
orbitals of the same angular momentum. It is guaranteed that the pseudo valence orbitals
interact correctly with the core potential.
45
To apply ECPs in quantum chemical calculations an analytical representation of the
potentials VA,lmax+1(r) and VA,l(r) − VA,lmax+1(r) is required. Typically the potentials are
given in terms of a Kahn-type Gaussian expansion
∑
k
Akr
−2+nke−αkr
2
, (2.151)
depending on the three parameters Ak, nk and αk.100 k is the number of equations needed for
an adequate fit. Depending on the shape of the pseudo valence orbitals and therefore of VA,l,
the different ECPs differ in the number of Gaussian fit functions and in the powers of the
electron-core distance r−2+nk . In certain limits the fit is arbitrary and a matter of experience,
so that various PPs could be developed over time. All the properties of the pseudopotentials
discussed in the following are summed up in table 2.1.
A considerable amount of research in effective core potentials has been invested by Chris-
tiansen (Chr.) and coworkers. In 1979 their shape consistent procedure was established.101
Shape consistent in this context refers to the shape of the pseudo orbitals, that subject
the boundary condition to have the same shape as the all-electron orbitals for r > rc when
being constructed. rc is a matching radius separating the spatial core and valence regions.
A typical shape consistent ECP generation procedure then consists of three steps: first the
calculation of the atomic ground state or several atomic states via a Hartree-Fock, density
functional, or, for scalar relativistic ECPs via a Dirac-Fock (DF) calculation. The second
step is to generate pseudo valence orbitals with respect to the shape consistency constraint
and starting with a node free orbital in analogy to the first all-electron orbital. The third
step is the generation of the pseudopotentials either by solving the inverse HF, DFT, or DF
equations or by solving the non-inverse equations with ECPs in a way to obtain the same
orbital eigenvalues as in the all-electron calculation.
Stevens, Basch and Krauss (SBK) were the first to publish non-relativistic ECPs for
first and second row elements following the shape consistent procedure.102
The first ab initio averaged relativistic potentials where presented in 1985 for Li through
Ar and one year later for K through Kr.103,104 Hay and Wadt have also published a series of
papers providing relativistic and non-relativistic shape consistent pseudopotentials which dif-
fer from Christiansen’s by the approach that does not allows to generate spin-orbit operators
in ab initio fashion.105–107
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Table 2.1: Properties of different pseudopotentials. SBK = Stevens-Basch-Kraus, Chr. =
Christiansen (LC), S = Stuttgart, N = Needs, L = Lester, B = Burkatzki. Terms of the
(non-)local potential refer to equation (2.151). Relativ. = scalar relativistic effects, Adjust:
energy adjusted = E, shape consistent = SH, soft = SO. Basis: M = minimal, DZ,TZ =
double-, triple-ζ, XZ = DZ-5Z, Core: SC = small core, LC = large core, I = identical; yes:
X, no: -, Projector = highest projector lmax.
Atom Vanadium Oxygen
PP SBK Chr. S N L B
Local
Projector D D F D P P
r−2 - - - - -
r−1 X X - X X X
r0 - X X X X X
r+1 - - - X X X
r+2 - - - X - -
Non-local
r−2 X X - - - -
r−1 - X - - - -
r0 X X X X X X
r+1 - - - X - -
r+2 - - - X X -
Properties
Relativ. X X X X - X
Adjust SH SH E SO SO SO
Basis DZ M TZ - - XZ
Core SC LC SC LC I I
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A further feature of Christiansen’s ECPs (Chr.) is that there are small core (SC) as
well as large core (LC) potentials provided, that means for the first transition metal row a
Ne or Ar core, respectively.104 The error introduced by using a large core, that means, by
neglecting the interaction between the valence and the outer core electrons, can be, but must
not be large, which depends on the system calculated. If the electrons that participate in
bonding are incorporated in the outer core, then the use of a large core PP is a severe error.
Therefore the price for a considerable computational advantage is paid in terms of reliability.
Stevens and Krauss extended their work on ECPs to the third through fifth row of the
periodic table several years later.108 These are generated from relativistic Dirac-Fock atomic
wave functions and have a special stress on their property of being compact, i.e. being limited
to only three or less Gaussian terms. Compared to the Christiansen ECPs, where rc is chosen
to be as small as possible, it is here chosen to be as close as possible to the outermost radial
density maximum.
All presented ECPs are provided with basis sets. They are of double zeta (DZ) quality
and even-tempered for SBK, also of DZ quality for Hay and Wadt, of triple zeta quality for
the small core, and only including a minimal basis set in case of the large core Christiansen
ECP. The exponents for basis functions for Christiansen SC were taken from the Wachters all-
electron basis with only the coefficients reoptimized.109 For the LC ECP also the exponents
were reoptimized.
A rather different approach has been pursued by Dolg constructing relativistic ECPs
(Stuttgart ECPs, denoted S) in an energy adjusted manner.110 There the potentials are ad-
justed to observables, that means to energy differences between several atomic and ionic
states, which are also experimentally accessible. Pseudopotentials and orbitals need to prop-
erly represent several states (seven to thirteen). An advantage of this method is that dy-
namic valence electron correlation is implicitly included and that PPs are generated in a
multi-electron-fit, that means for atoms and ions with many valence electrons that undergo
interactions. Each potential consists of a maximum of two Gauss functions including only
r0 = 1.111
As an indispensable consequence of the generation of pseudopotentials, they were also
applied in quantum Monte Carlo. One of their attractive features is the reduction of the
computational cost of the calculations. For small atoms the scaling with respect to the
nuclear charge Z is the same as that with the number of electrons, i.e. O(N3) = O(Z3)
when using PPs. Because of the deficiencies known for larger nuclei the scaling is estimated
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to be Z6.5, when ∆τ is chosen to be optimal for the innermost electrons and Z > 10.112
Ceperley found Z5.5.113 A clear improvement can be made when pseudopotentials are used
to describe the innermost electrons. With much lower fluctuations and a larger time step
usable, Hammond et al. presented a scaling behavior of Z3.4eff , with the effective nuclear charge
being Zeff = Z −N core = N and the scaling of the electrons being treated as quadratic.112
Therefore using ECPs a larger time step can be applied. The multiple time scale problem
arising when using a too large time step for the core electrons in all-electron calculations is
solved. With that the local energy EL becomes much smoother and the acceptance behavior
is improved. Another advantage is the reduction of the nodal error for FN-DMC calculations,
because the nodal hypersurface is 3N − 1 dimensional and N reduces to nval. The smoother
EL does also mean a lower population control error since also the weights do not fluctuate
much. Furthermore the valence wave function is the ground state of the effective Hamiltonian,
so that unconstraint diffusion Monte Carlo calculations can be employed. At last, scalar
relativistic PPs have proven to be the most successful way to include relativity in quantum
Monte Carlo calculations.
The first application of pseudopotentials in molecular quantum Monte Carlo was done
by Hammond et al. and Hurley et al. independently,112,114 followed by the work of Fahy
on condensed matter VMC using a pseudopotential generated via LDA.115 They all met the
problem of rendering the angular-momentum dependent non-local pseudopotential operator
into a local form. In VMC this can be done straightforwardly when Wˆ acts on the valence
trial wave function
Wˆ local(r) → WˆΨT
ΨT
. (2.152)
The mixed estimator of Wˆ in DMC cannot be calculated exactly as for the hermitian all-
electron Hamiltonian, because localization would then have to be done with Ψ0 instead of
ΨG. Therefore localization is done approximately using the preceding equation from the
VMC approach and the assumption that the exact wave function Ψ0 and the trial or guide
function ΨT do not differ much:112,114,116
WˆΨ0
Ψ0
≈ WˆΨT
ΨT
. (2.153)
The more ΨT approaches an exact eigenfunction of Hˆval the smaller will be the so called
localization error which is the difference between the exact energy and that obtained with
approximate localization, E0−EPP , for energy differences (e.g. excitation of dissociation).116
The idea behind this integration is that the FN-DMC algorithm cannot accommodate
non-local operators as further branching terms. This is due to the fact that 〈R′|exp(−τWˆ )|R〉
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is not necessarily positive and consequently the whole propagator cannot be interpreted as a
probability density.116 This problem can be solved in analogy to the treatment of fermions
within the fixed node approximation, namely by liberating the propagator of the negative
parts by integrating over the trial function. A drawback is that the FN-DMC energy is now
dependent on the quality of the guide function and furthermore is it no longer variational.117
Table 2.2: Parameters and symmetries for selected spherical quadrature rules. Bold faced
are those implemented in amolqc.
NP lexact Symmetry
2 1 linear
4 2 Tetrahedron
6 3 Octahedron
12 5 Icosahedron
18 5 Octahedron
26 7 Octahedron
32 9 Icosahedron
50 11 Octahedron
194 23 Octahedron
The additional term included in the calculation of the local energy is
Wˆ local(r) =
Nnuc∑
A
Nelec∑
i
(VA,lmax+1(rAi) +
lmax∑
l=0
[VA,l(rAi)− VA,lmax+1(rAi)] (2.154)
l∑
m=−l
Yl,m(Ωi,a)
∫
r′=ri,a Yl,m(Ωr′)ΨT (r1, . . . , ri,a = r
′, . . . , rnval)dΩr′
ΨT (r1, . . . , ri,A = r′, . . . , rnval)
).
The integral is over the solid angle Ωi,A of electron i in the electron-nuclear distance ri,A = r′
from A. The integration of 〈Yl,m(Ω′r)|ΨT 〉 can be done analytically,112 but this is with the
restriction of localizing only the determinantal part of the wave function instead of ΨG. In
general numerical integration is performed.116,118 To integrate the guide function close to the
nuclei the quadrature rules for a sphere of the Gauss or the Chebyshev type can be applied.
Parameters and symmetries of those rules are presented in table 2.2. NP refers to the number
of quadrature points, lexact denotes the order of the rule and thus represents the value of l up
to which the quadrature is exact. Furthermore the symmetry of the polyhedron is given. Its
orientation is chosen randomly to obtain an unbiased Monte Carlo estimation of the integral
and an error decreasing asymptotically as N−2P .
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With the first results from QMC pseudopotential calculation at hand, the need for more
specific ECPs arose.112,114–116,118–125 Though being able to obtain very accurate results, a
drawback of all existing shape consistent ECPs emerged: the potentials (except of Dolg’s)
incorporate the feature of diverging as r−2 as an electron approaches a nucleus. With that the
local energy diverges. In VMC these fluctuations of EL in the core region are not significant,
however in DMC the added effect of fluctuations in the weight factor can cause instabilities
in energy computations.
There is no reason why the shape consistent pseudopotentials should be singular at
the nucleus, as ultra-soft PPs demonstrate, which have come to dominate within solid state
DFT.126,127 Since it has been found that pseudo orbitals generated in the framework of DFT
perform much worse in QMC than those based on HF theory,128–130 it is no gain to apply
them directly in QMC. Furthermore the ultra-soft pseudopotentials are not norm-conserving
and have a rather long range, so that localization is non-trivial.
Lester and coworkers established a new generation of soft ECPs for the first and second
row of the PSE, denoted L.128,131 These are also represented in the typical Gauss expansion,
but as a further restriction for the fit, no terms including r−2 were allowed and r−1 is needed
in the local channel adjusted to exactly cancel the Coulomb singularity
∑
A
Zeffval,A
rAi
of equation
(2.149). Only then the potential is soft and the local energy smooth close to the nucleus.
Unfortunately no basis sets where supplied, but for some elements basis sets were generated
and tested in A. Lu¨chow’s group.20,21
Though the soft ECPs proved extremely useful for QMC and the need for ECPs for
third and higher row elements became more pressing, it took another four years to have these
available generated be Trail and Needs.129,130 But also for these Needs ECPs (N) no basis
sets have been provided. The Needs ECPs are well-localized scalar relativistic large core
ECPs, being non-singular at the origin and being smooth in the sense that also their first
and second derivatives at the origin are zero. For there are so many demands on the PPs,
their best fit has been done using eight Gaussians per channel.
The last generation of special ECPs for quantum Monte Carlo has been designed by
Burkatzki et al. for the first and second row.117 They are abbreviated as B. They unite
three of the most valuable features established in the above discussion, namely being energy
adjusted, soft, and supplied with basis sets. They have already proven very accurate and
good localized in QMC.
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Chapter 3
Rydberg Excited States
3.1 Excited States in Quantum Chemistry
The state-of-the-art methods in the field of quantum chemistry have been developed that far
that nowadays computation of molecules in their ground states is unproblematic apart from
some intensively studied exceptions. More challenging is the successful calculation of excited
states even in cases where the excited state resembles the ground state strongly, for example
when only a single electron is excited from the highest occupied to the lowest unoccupied
orbital. Responsible for these difficulties is the electron correlation. So the accurate calcu-
lation of excitation energies usually requires a method accounting for the correlation energy
because it is generally smaller in the excited than in the ground state. An introduction to
excited state electron structure methods with cross-references to original papers is given in
literature.36
The ground state theories presented in Chapter 2, e.g. Hartree-Fock (HF) cannot be
suitable for calculating excitation energies. All orbitals, and thus also those that might be
introduced in a configuration interaction calculation, are optimized for the ground state or at
least for the lowest energy state of a given irreducible representation (which is the same for
most real molecules in C1 symmetry). This is a drawback, for it is known that unoccupied
HF orbitals have little physical meaning. As a matter of fact, they often have positive
eigenvalues.36
Due to the unphysical Coulomb self-interactions, the effective potentials in conventional
density functional theory (DFT) methods, i.e., those employing the local density132 or gen-
eralized gradient approximations,132 exhibit the wrong asymptotic behavior with respect to
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the distance of an electron from the atom. As a result, the unoccupied KS orbital and eigen-
value spectrum is qualitatively wrong, e.g., no Rydberg orbitals are present in the spectrum.
Furthermore the Hohenberg-Kohn theorem strictly only holds for the lowest energy state.36
A possible approach at least to singly excited states would be configuration interaction
singles (CIS). The CIS wave function for the state under consideration is given as a linear
combination of all singly excited determinants. However, the orbitals for these determinants,
still, remain exclusively optimized for the ground state. The other known problem of CIS
arises from the lack of dynamic electron correlation.
With the requirement not only to optimize the coefficients in front of the Slater de-
terminants, but merely the orbital coefficients in the determinants themselves one has to
perform multi-configuration self consistent field (MCSCF) calculation which are expensive
(compare sec. 2.1.3). For instance, all molecules with more than two atoms display conical
intersections and it turns out to be delicate to control root switching. An alternative would
be state-averaged MCSCF with the advantage to obtain orthogonal orbitals for the different
excited states of interest, but with the disadvantage of not having described each state as
accurate as it could be.
Several time dependent (TD) methods are known, for instance TDDFT or propagator
methods, that describe the transition between ground and excited states in the framework of
the random phase approximation (RPA). However, both approaches neither deliver excited
state orbitals nor are they reported to be well-suited for Rydberg states.133
Finally the sum and the projection methods are reported but not interesting as prepara-
tion calculation for quantum Monte Carlo (QMC) since orbitals are mixed rather than that
a pure spin state wave function is set up.36
Excited states are not only hard to describe concerning the different methods, but, as
often forgotten, further problems arise from the basis sets. A general drawback of those com-
monly used is that they are predominantly optimized for ground state molecules. However,
it is known that the description of an excited state with an electron residing in a valence
orbital requires the use of larger basis sets. The energetically higher the excited state is, the
more diffuse must be the basis functions.
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Rydberg States
Rydberg states are particularly challenging in their theoretical treatment and unique in their
characteristics. The Rydberg orbital which is occupied by the promoted electron, has typically
a large principal quantum number and the energy might be close to the continuum. Therefore,
the probability of finding the electron is large at comparably large distances from the atom or
molecule and the physical image is more that of an electron plus cation core rather than that
of a neutral compound. Here the necessity for diffuse basis functions is originated, and those
are likely to be located in the center of mass instead of being basis functions for any of the
atoms of the molecule. The Rydberg orbitals themselves are of pure s, p, d, etc. character
and unperturbed by the exact chemical properties of the underlying cation core.
Within the framework of the generalized adiabatic connection KS formalism,65,134,135 re-
cently, the OSLHF, open-shell localized Hartree-Fock, method was introduced, which enables
a self-consistent KS treatment of excited states including open-shell states.61,62 The OSLHF
method is self-interaction free and its effective KS potential exhibits the correct asymptotic
behavior for large electron nucleus distances.59–61 As a result it can be easily applied to
Rydberg states. Consequently KS wave functions resulting from the OSLHF methods were
suitable for guide functions in this work. The OSLHF wave functions, in general, are con-
figuration state functions, i.e., linear combinations of Slater determinants with well-defined
spatial and spin symmetry.
3.2 Excited States with Quantum Monte Carlo
While excited state calculations with quantum Monte Carlo have been considered as early as
20 years ago,136–139 several applications of QMC methods to excited states of small molecules
have appeared in the last few years.16,140–144 Provided that there are orbitals given that
uniquely determine the electronically excited state of interest, then a variational quantum
Monte Carlo (VMC) calculation is capable of providing its variational energy. However,
the result of a fixed-node diffusion quantum Monte Carlo (FN-DMC) calculation depends
strongly on the nodal regions Ωi determined by the guide function. As discussed in section
2.3.3, the regions in excited state’s wave functions are not equivalent and thus their eigen-
values vary among them. Within the generally applied performance of FN-DMC the random
walkers are driven to the region that is lowest in energy and provide the fixed-node energy
E
(FN)
0 = minj E
(j)
0 . Therefore the FN-DMC calculation of excited states is even more
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sensitive for the quality of the wave function than that of the ground state. Contradictory is
the fact that excited state’s orbitals are seldom optimized for the state in question and thus
yield a rather inaccurate description of it.
With the sampling of E(FN)0 = minj E
(j)
0 , DMC loses its important property of being
variational which further explains the necessity of high quality orbitals delivering equal re-
gional energies.73 For the lowest energy region Ωj in which the random walk takes place it
cannot be said whether it is an important region from a spatial point of view or not. There are
means to analyze the regions’ geometry by following the electrons’ “trajectories” in imaginary
time and either visualize them, or collect geometrical data as for instance electron nucleus
distances in terms of averages over a certain number of steps. A distance analysis has been
established by Glauser et al. for atomic ground states.76
3.3 The Systems
Rydberg excitation energies and singlet triplet splittings are calculated for the carbon atom
and carbon monoxide. The considered excitations are from the 3P ground state into the 3P
and 1P 2pns (n=3-6) Rydberg states and from 1Σ into 1Σ and 3Σ 5σmσ (m=6-7), respectively.
Calculations were performed using the VMC and the FN-DMC code in amolqc.15–17
Figure 3.1: Rydberg state and excitation energies of the carbon atom (left) and carbon
monoxide (right).
The Rydberg states of the carbon atom have been chosen as an example because carbon
has a relatively small number of electrons allowing rather detailed studies on the nodal
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hypersurface. Furthermore, the carbon atom is spectroscopically well investigated so that
comparisons between calculated and experimental data can easily be done. The spectrum
of carbon is important for several applications e.g. in the analysis of plasmas used in the
production of carbon clusters145 or for studying the interstellar medium.146
Rydberg states of carbon monoxide are chosen to demonstrate the applicability of the
method to molecules. Due to the favorable scaling properties of QMC methods, such calcu-
lations can easily be extended to much larger molecules.
3.4 Calculations
The emphasis of this work is to evolve a QMC performance for Rydberg state calculations
that allows to keep the favorable scaling properties of QMC and can thus be applied to
more extended systems. To this end an emphasis lies in using one- or two-determinant
guide functions whereas most excited state calculations require a multi-determinant ansatz.
But MCSCF-based guide functions cannot easily be restricted to a few determinants.16 If
one- or two-determinant functions are to be sufficient, the orbitals, and in particular the
Rydberg orbitals, need to be accurate. Therefore, OSLHF configuration state functions
were employed in the trial and guide wave functions calculated by Della Sala and Go¨rling
according the OSLHF method27,61,62 with a special version of the quantum chemistry package
Turbomole.147–151 OSLHF excitation energies were computed as differences between total
energies of excited and ground states. The OSLHF approach was employed supplemented
by the Lee-Yang-Parr58 gradient-corrected correlation functional since it has been observed
that OSLHF in exchange-only form, i.e. with no correlation included, gave too low excitation
energies in the DFT as well as the DMC calculations.26,27
As basis sets for the carbon atom a modified version of the Dunnning cc-pVTZ basis set
is used.152,153 It is augmented with seven diffuse s functions (exp.: 0.1285, 0.0514, 0.02056,
0.008224, 0.0032896, 0.00131584, 0.000526336) and five p functions (exp.: 0.04836, 0.019344,
0.0077376, 0.00309504, 0.001238016). For CO calculated at its experimental equilibrium
separation of 1.128 A˚,154 the aug-cc-pVTZ basis set from Turbomole was applied without f
functions.152 To improve the Rydberg character diffuse bond centered functions were added,
consisting of four s (exponents: 0.027756, 0.011102, 0.04441, 0.001776), three p (0.049250,
0.019700, 0.007880), and three d functions (0.059550, 0.023820, 0.009528).
For the QMC calculations, configuration state functions constructed from OSLHF Kohn-
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Sham orbitals were used. The triplet states were described with only one determinant repre-
senting the state with magnetic spin quantum number MS = 1, the singlet states require two
determinants.26 The contracted GTOs were cusp corrected.17 The trial and guide functions
are products of the CSF and variance optimized Schmidt-Moskowitz Jastrow factors. For C
a nine term UAij (see Eq. 2.141) is chosen for the Jastrow function, for CO it has fourteen
terms.85
The Jastrow factors applied in the VMC calculations were variationally optimized for all
the states, but in order to minimize the error introduced by different Jastrow parameters all
the excited states were calculated using both an optimized singlet and an optimized triplet
Jastrow factor. To enhance error cancellation, excited state energies are then represented
as the mean value from the two VMC energies, singlet triplet splittings are evaluated for
triplet and singlet states with the same Jastrow parameters and then averaged. For the
FN-DMC guide functions the Jastrow parameters were variationally optimized for each state
under consideration and excitation energies for all the states were obtained directly from
the differences between the excited and ground state energy. The singlet triplet splittings
were obtained from the difference between the energy of the triplet and singlet of the same
configuration.
All QMC calculations were performed using the QMC code amolqc of Lu¨chow et al..15–17
Each state was calculated at least five times for both methods to avoid serial correlation. In
VMC 4 · 108 (for C) or 5 · 107 (for CO) random walk steps were made, in FN-DMC 5 · 108
(C) or 1 · 108 (CO). For the DMC calculations of carbon and carbon monoxide time steps of
0.003 and 0.001 were used in order to keep the time step error small. In the case of carbon it
appeared that VMC allows a better spatial sampling in higher excited states when employing
a larger time step with low acceptance ratio. Thus the carbon atom’s ground state has been
calculated with a time step of 0.035, the highest excited states with 0.06 and the intermediate
states in between. In all CO VMC calculations the same time step of 0.014 was used.
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3.5 Results and Discussion
3.5.1 The Carbon Atom
Results with the Standard Approach
The excitation energies into the four lowest 3P and 1P Rydberg states with the electron
configuration 2pns (with n=3-6) and the corresponding singlet triplet splittings are shown in
table 3.1. The standard variational and fixed-node diffusion Monte Carlo results are compared
to the corresponding OSLHF results and to experiment including spin-orbit coupling.27,155
Table 3.1: Rydberg excitation energies and singlet triplet splittings in eV.a The standard
deviation for the last digit is given in parentheses.
OSLHF FN-DMC VMC Expt.b
3P (2p3s) 7.71 7.716(4) 7.60(1) 7.48
1P (2p3s) 7.93 7.884(4) 7.78(1) 7.68
3P (2p4s) 9.90 9.815(5) 9.67(1) 9.68
1P (2p4s) 9.96 9.780(6) 9.71(1) 9.71
3P (2p5s) 10.65 10.505(5) 10.39(1) 10.38
1P (2p5s) 10.67 10.408(4) 10.40(1) 10.40
3P (2p6s) 10.99 10.803(7) 10.79(1) 10.70
1P (2p6s) 11.01 10.668(8) 10.80(1) 10.71
2p3s 0.22 0.168(3) 0.18(1) 0.20
2p4s 0.06 −0.035(6) 0.04(1) 0.03
2p5s 0.03 −0.096(4) 0.01(1) 0.01
2p6s 0.02 −0.136(8) 0.01(1) 0.01
a from Ref.27 b from Ref.155
Except for the excitations into the 1P(2p3s) and the 3P(2p3s) states, OSLHF (including
the LYP correlation functional) overestimates the excitation energies by about 0.25 to 0.30
eV. The singlet triplet splittings are obtained systematically slightly too high with deviations
between 0.01 and 0.03 eV from the experiment.
Comparing the FN-DMC results to the experiment, one recognizes an improvement,
i.e. the lowering of the excitation energies especially for the higher excited states and the
singlets. Deviations from experiment range from −0.02 to 0.22 eV. The 1P(2p6s) configura-
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tion is the only one for which the excitation energy is found smaller than in the experiment.
Unfortunately this behavior causes too small and even negative singlet triplet splittings.
Using VMC singlet triplet splittings could be obtained in excellent agreement with ex-
perimental data. Excitation energies deviate from experimental values by at most 0.1 eV
with the exception of the 3P(2p3s) state being slightly less accurate.
Since the VMC results are so convincing, evidence is given for the high quality of the
OSLHF based wave functions, that, accounting for dynamic correlation, are entirely suitable
for Rydberg excited states. The DMC energies deviate untypically much from the VMC
results. One of the most severe differences between the two QMC approaches is the node-
location error coming into play for FN-DMC. This is expected to be especially pronounced
for the excited states. Therefore an analysis of the nodal regions has been added leading to
the development of the completely novel “weighted FN-DMC”.30
Regional Analysis
The excitation nodes of atomic Rydberg states are easier to rationalize than other excitation
nodes. If the nodes are defined by a Slater determinant and one electron has a much larger
distance from the nucleus than the others (the “Rydberg electron”), the Slater determinant
can be factorized approximately into the Rydberg orbital φRyd and a Slater determinant of
the other electrons ΨN−1 by using Laplace’s expansion giving
ΨN ≈ ΨN−1φRyd(N). (3.1)
This approximation can be rationalized as follows: The Laplace’s expansion for the
determinant can be done for the N th electron according to:86,156∣∣∣∣∣∣∣∣∣∣∣∣
φ1(1) φ2(1) · · · φN (1)
...
...
. . .
...
φ1(N − 1) φ2(N − 1) · · · φN (N − 1)
φ1(N) φ2(N) · · · φN (N)
∣∣∣∣∣∣∣∣∣∣∣∣
= φ1(N)
∣∣∣∣∣∣∣∣∣
φ2(1) · · · φN (1)
...
. . .
...
φ2(N − 1) · · · φN (N − 1)
∣∣∣∣∣∣∣∣∣
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− φ2(N)
∣∣∣∣∣∣∣∣∣
φ1(1) φ3(1) · · · φN (1)
...
...
. . .
...
φ1(N − 1) φ3(N − 1) · · · φN (N − 1)
∣∣∣∣∣∣∣∣∣+ . . .
+ φN (N)
∣∣∣∣∣∣∣∣∣
φ1(1) · · · φN−1(1)
...
. . .
...
φ1(N − 1) · · · φN−1(N − 1)
∣∣∣∣∣∣∣∣∣ . (3.2)
Considering the “Rydberg electron” N to be located in the Rydberg orbital φN it appears dis-
tinguishable from the other electrons. Then it is easy to rationalize, that φN (N) = φRyd(N) 6=
0 and that φn(N) ≈ 0 and φN (n) ≈ 0 for n 6= N . Then it follows, that only the last term of
the Laplace’s expansion (3.2) survives, giving:
ΨN ≈ φN (N)
∣∣∣∣∣∣∣∣∣
φ1(1) · · · φN−1(1)
...
. . .
...
φ1(N − 1) · · · φN−1(N − 1)
∣∣∣∣∣∣∣∣∣ = φRyd(N)ΨN−1. (3.3)
The excitation nodes can thus be described at least approximately by the nodes of
the orbital φRyd which is of s type for the carbon Rydberg states considered here. The
approximate radial distribution functions for the OSLHF 6s orbital of the triplet and the
singlet is depicted in figure 3.2.30
Nodal regions are expected to be characterizable not only by their energies but also by
their walker geometries. Since node-crossing is forbidden in DMC, electrons will not likely
be detected everywhere around the nucleus but only at a finite number of positions. For a
regional analysis DMC runs were performed using an initial walker that was tested to force
the calculation to come out with a higher energy than the expected E(j)0 .
26 Initial VMC
sampling is performed with node crossing prohibited. In every step the geometrical data of
the walkers are collected and analyzed after a certain interval (here: every 25 blocks of 250).
For the C atom it turned out to be most meaningful to characterize nodal regions Ωj by their
energy E(j)0 and by the mean electron nucleus distances 〈r〉 of all the electrons. A similar
distance analysis has been done previously by Glauser et al. for atomic ground states.76 As an
alternative to the use of electron nucleus distances, i.e. spherical coordinates, the walkers can
also be represented in cartesian coordinates. However, for a very distant “Rydberg electron”
the mean electron center-of-mass distance should be an adequate description.
It was attempted to understand better the OSLHF wave function of the 3P ground
state, denoted here G, and the highly excited states 3P (2p6s), here T4, and 1P (2p6s), S4,
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Figure 3.2: Radial distribution function for OSLHF 6s Rydberg atomic orbital (solid for S4,
dashed for T4).
by characterizing their nodal regions Ωj as described before. The tables 3.2 to 3.4 display
examples of different regions Ωj .
In all three cases the region lowest in energy (Ω1) is the one in which the electrons
are closest to the nucleus. Note that in S4 the electrons are all at the same mean distance
demonstrating the possible exchange of “core” and “valence” electrons. Per contra the two
down-spin electrons (5 and 6) in the triplet states are separated by a node which is imposed
by Pauli’s antisymmetry requirement. In analogy to the 1s2s 3S state of the helium atom
permutation of electron 5 and 6 gives:157,158
Ψ(SD)(r1, r2, r3, r4, r5, r6) = −Ψ(SD)(r1, r2, r3, r4, r6, r5). (3.4)
From this it can be inferred, that Ψ(SD)(r1, r2, r3, r4, r, r) = 0 or that the antisymmetry node
is exactly r = r5 = r6.
For the two excited states S4 and T4, the regions Ω2 to Ω4 are characterized by one
large average electron nucleus distance. The distances are very similar for the singlet and
the triplet state and can be understood well when evaluating the excitation nodes according
to equation (3.1). The radial distribution functions p(r) = 4pir2φ6s(r)2 for the OSLHF 6s
orbitals are shown in figure 3.2 for the S4 and T4 states. The observed average distances
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Table 3.2: Nodal regions of the 3P ground state (G). Regional energies are given in Eh,
standard deviation in parentheses, electron-nucleus distances 〈r〉 for up-spin and 〈r〉 for down-
spin electrons in bohr.
Ωj E
(j)
0 〈r1〉 〈r2〉 〈r3〉 〈r4〉 〈r5〉 〈r6〉
Ω1 −37.8301(4) 1.4 1.4 1.4 1.4 1.6 0.3
Ω2 −37.4161(9) 47 1.2 1.2 1.2 1.6 0.3
Ω3 −37.1368(5) 1.3 1.3 1.3 1.3 24 0.3
Ω4 −34.837(1) 44 43 26 0.3 1.4 0.3
Ω5 −26.3212(6) 1.1 1.1 1.1 1.1 24 2.2
coincide well with the three highest maxima of that function suggesting the interpretation
of the nodes between Ω2, Ω3, and Ω4 being excitation nodes. Even the larger average of the
highest peak of the radial distribution function for the S4 state is found at slightly larger 〈r1〉
in Ω2. The regions Ω1 correspond analogously to the first maximum of figure 3.2. According
to the radial distribution function, Ω2 is the most dominant region for S4 and T4 and should
contribute most to the FN-DMC result, whereas Ω1 is not expected to be important. It should
be emphasized that Ω2 does not have the lowest energy, as might have been anticipated from
the tendency among the regional energies for different 〈r1〉 and from the physical image one
has of a Rydberg state.
The higher regions Ω5 and above cannot be explained by excitation nodes with equation
(3.1) and are thus due to spurious nodes. The energy in these regions is substantially higher.
Neglecting these regions the remaining regional energies span 5 mEh (T4) or even 13 mEh
Table 3.3: Nodal regions of the 3P 2p6s state (T4). Regional energies are given in Eh,
standard deviation in parentheses, electron-nucleus distances 〈r〉 for up-spin and 〈r〉 for down-
spin electrons in bohr.
Ωj E
(j)
0 〈r1〉 〈r2〉 〈r3〉 〈r4〉 〈r5〉 〈r6〉
Ω1 −37.4332(4) 1.8 1.7 1.7 1.7 1.5 0.3
Ω2 −37.4315(5) 41 1.1 1.1 1.1 1.5 0.3
Ω3 −37.4281(6) 20 1.1 1.1 1.1 1.5 0.3
Ω4 −37.4276(5) 10 1.1 1.1 1.1 1.5 0.3
Ω5 −36.4630(6) 1.6 1.6 1.6 1.6 15 0.3
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Table 3.4: Nodal regions of the 1P 2p6s state (S4). Regional energies are given in Eh, standard
deviation in parentheses, electron-nucleus distances 〈r〉 for up-spin and 〈r〉 for down-spin
electrons in bohr.
Ωj E
(j)
0 〈r1〉 〈r2〉 〈r3〉 〈r4〉 〈r5〉 〈r6〉
Ω1 −37.4378(5) 1.5 1.5 1.5 1.5 1.5 1.5
Ω2 −37.4311(4) 43 1.5 0.3 1.1 1.1 1.1
Ω3 −37.4280(3) 20 1.5 0.3 1.1 1.1 1.1
Ω4 −37.4249(4) 10 1.5 0.3 1.1 1.1 1.1
Ω5 −36.563(1) 38 1.0 0.7 35 1.4 0.3
Ω6 −36.5537(8) 46 1.4 0.3 46 1.4 0.3
(S4). For the ground state there is only one way to explain the different regions Ω2 and
higher and this is by spurious nodes. As discussed in section 2.3.3 all nodal regions of a
ground state should give the same FN energy (eq. 2.137) E(FN)0 = E
(j)
0 > E0 for j = 1 · · · k.
So with this analysis an alternative method for detection of nodal artefacts in ground state
wave functions is offered.28,29
With these results previous calculations with the standard FN-DMC approach can now
be understood.27 Since all regions have been populated in the initial walker ensemble E(1)0
was obtained consistently and thus a singlet energy 5 mEh below the corresponding triplet
energy (see tables 3.3 and 3.4). Calculating instead the singlet triplet splitting from E2 which
stems from the most dominating region, 0.4(6) mEh is obtained which is consistent with the
experimental value of 0.4 mEh.155 On the other hand, the excitation energy is increased for
Ω2 (10.89 eV), although the excitation energy for Ω1 in T4 (10.80 eV) is larger than the
experimental value (10.70 eV). This is already a rough estimate for the excitation energy
and singlet triplet splittings that would be obtained from physically meaningful regional
energies, demonstrating that seemingly good FN-DMC excitation energies (E1) might be due
to unimportant regions with erroneously low energies. Estimated from the radial distribution
function in connection with the regional analysis it becomes evident that the “true” physically
most meaningful total FN energy, which will be quantified in the following, must lie in between
E1 and E2 and include further configurations with other mean electron nucleus distances, i.e.
Ω3 and Ω4.
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Weighted Fixed-Node DMC
To calculate the fixed-node energy E(FN)0 that depends on all k regional energies E
(j)
0 instead
of using E(FN)0 = minj E
(j)
0 an equation of the type
E
(FN)
0 =
k∑
j=1
c0jE
(j)
0 (3.5)
would be needed. This can be derived from the Rayleigh-Ritz quotient
E
(FN)
0 =
∫
R3N Ψ0HˆΨ0 dτ∫
R3N Ψ
2
0 dτ
. (3.6)
Since the denominator is not affected by the following reformulations those will only be shown
for the numerator E(FN)0,num. In a first step the regional wave functions Ψ
(j)
0 can be introduced:
E
(FN)
0,num =
∫
R3N
k∑
j
Ψ(j)0 Hˆ
k∑
j
Ψ(j)0 dτ. (3.7)
The antisymmetry of Ψ0 =
∑k
j Ψ
(j)
0 is guaranteed for Ψ
(j)
0 that carry sign information from
the guide function. Applying equation (2.136)
HˆΨ(j)0 (r) = E
(j)
0 Ψ
(j)
0 (r)
gives
E
(FN)
0,num =
∫
R3N
k∑
j
Ψ(j)0
k∑
j
E
(j)
0 Ψ
(j)
0 dτ =
∫
R3N
k∑
j
(Ψ(j)0 )
2E
(j)
0 dτ. (3.8)
The second equality holds because Ψ(p)0 Ψ
(q)
0 E
(q)
0 = 0 for p 6= q since Ψ(p)0 = 0 in Ωq and vice
versa. Reformulation, application of
∫
R3N (Ψ
(j)
0 )
2 dτ =
∫
Ωj
Ψ20 dτ , and reintroduction of the
denominator gives
E
(FN)
0 =
k∑
j
∫
Ωj
Ψ20 dτ∫
R3N Ψ
2
0 dτ
E
(j)
0 =
k∑
j
c0jE
(j)
0 . (3.9)
The weighting coefficient c0j can be rationalized from figure 3.2 where c
0
j represents the area
of one “bump” in relation to the complete area of the radial distribution function so that
the regional energy of the region with the largest probability of finding electrons dominates
equation (3.9), whereas small regions have only low weights.
Not all quantities of equation (3.9) are directly accessible so that an approximation to it
is established which will be denoted “weighted FN-DMC”. In FN-DMC energies are obtained
from the mixed estimator (eq. (2.132)) so that the E(j)0 are truly the energies depending on
the true wave function Ψ0 instead of the guide functions ΨG. However, difficulties arise for
c0j .
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In the previous derivation of equation (3.9) c0j was shown to depend on Ψ0, but to obtain
c0j from a QMC calculation
∫
Ωj
Ψ20 dτ/
∫
R3N Ψ
2
0 dτ would have to be sampled. However, using
VMC it is easily possible to obtain
cGj =
∫
Ωj
Ψ2G dτ∫
R3N Ψ
2
G dτ
. (3.10)
Under the assumption that a good-quality wave function such as that from OSLHF times
Jastrow gives cGj ≈ c0j VMC sampling can be used to generate a Ψ2G distributed random
walkers. Using Monte Carlo integrations to obtain cGj the coefficient is approximated by
the frequency of occurrence of random walkers in the region Ωj determined from regional
analyses. What follows is a FN-DMC calculation in only one region and with that the finally
applied “weighted FN-DMC” approach is:
1. Perform a long VMC calculation with m random walkers and node crossing being
allowed. A converged Ψ2G walker distribution is obtained.
2. Perform m FN-DMC calculations with one walker each. These single walkers are taken
from the final VMC walker positions according to Ψ2G.
3. Average over all regional energies to obtain the weighted FN energy:
E
(wFN)
0 =
k∑
j=1
cGj E
(j)
0 = 1/m
m∑
i=1
E
(i)
0 . (3.11)
The weighted summation of regional energies E(j)0 is identical to taking the mean of all
m regional energies E(i)0 since the coefficient c
G
j is implicitly included in the m calculation and
since the regional energy E(j)0 is nothing more than the average over all individual regional
energies for one Ωj that are distinguishable by geometry (compare tables 3.2 to 3.4).
Weighted FN-DMC calculations with m = 50 are discussed here for the three examples
from before: the ground state (G) and the highest triplet (T4) and singlet (S4) state. An
indication for the convergence of the VMC calculation towards Ψ2G distributed walkers is the
fact that distant electrons have changed positions with near core electrons, which is only
possible if Ω1 has temporarily been occupied. The most distant electron must not always
have the same number. Proceeding with a regional topological analysis based on the mean
energies in the observed regions, the histograms (fig. 3.3) for T4 and S4 can be plotted.
As expected for S4, region Ω2 is the most dominant with a frequency of appearance of
67 % followed by Ω3 (29 %) and Ω4 (4 %). For T4 this is similar as can be seen in figure 3.3
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with 53 % occupation of Ω2, 29 % Ω3, 16 % Ω4 and 2 % Ω1. Here the regions Ω3 and Ω4 are
unequivocally distinguishable by geometry but not by energy. In the ground state the region
Ω1 is occupied by 100%. The regions due to spurious nodes have neither been populated in
the ground state nor in the excited states investigated here with a Ψ2G sample.
Figure 3.3: Histograms for the T4 (up) and the S4 (below) states. The width of the boxes
represents twice the standard deviation.
Results from weighted FN-DMC
The same way of execution is now employed for all states and Rydberg excitation energies,
and singlet triplet splitting are recalculated in table 3.5 from weighted averages of the absolute
energies. The error given is the standard deviation of the mean of all FN-DMC calculations.
This error increases with higher excitations of the Rydberg electron, because then more
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regions with different energies are populated.
Table 3.5: Rydberg excitation energies and singlet triplet splittings in eV. The standard
deviation for the last digit is given in parentheses.
OSLHF FN-DMC, standard FN-DMC, weighted Expt.
3P (2p3s) 7.71 7.716(4) 7.716(2) 7.48
1P (2p3s) 7.93 7.884(4) 7.890(2) 7.68
3P (2p4s) 9.90 9.815(5) 9.847(2) 9.68
1P (2p4s) 9.96 9.780(6) 9.904(4) 9.71
3P (2p5s) 10.65 10.505(5) 10.546(4) 10.38
1P (2p5s) 10.67 10.408(4) 10.547(5) 10.40
3P (2p6s) 10.99 10.803(7) 10.890(7) 10.70
1P (2p6s) 11.01 10.668(8) 10.891(7) 10.71
2p3s 0.22 0.168(3) 0.178(3) 0.20
2p4s 0.06 −0.035(6) 0.056(4) 0.03
2p5s 0.03 −0.096(4) 0.021(6) 0.01
2p6s 0.02 −0.136(8) 0.00(1) 0.01
a from Ref.27,30, b from Ref.155
The weighted FN-DMC excitation energies are compared to OSLHF, standard FN-DMC,
and experimental values, the same is done for the singlet triplet splittings. Experimental data
are corrected for spin-orbit coupling. Note that the ground state energy actually remained
unchanged since only Ω1 was sampled here.
Using weighted FN-DMC the excitation energies are worsened over the standard FN-
DMC results for the reason discussed above, but the singlet triplet splittings are now as good
as those of the VMC calculations. Reliable FN-DMC calculations of excited states require
therefore a careful analysis of the nodal regions and their energies. As a practical approach
the weighting procedure employed here is suggested, i.e. starting several short independent
FN-DMC runs from the individual walkers of a Ψ2G VMC distribution.
3.5.2 Carbon Monoxide
For the carbon monoxide molecule two Rydberg excitations were calculated with the standard
FN-DMC approach and with VMC. The Rydberg states are 3Σ and 1Σ with the electron
configurations 5σmσ (m=6-7). The results for the excitation energies and the singlet triplet
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splittings are presented in table 3.6. They are compared to OSLHF and to experiment.154
Table 3.6: Rydberg excitation energies and singlet triplet splittings in eV.a The standard
deviation for the last digit is given in parentheses.
OSLHF FN-DMC VMC Expt.b
3Σ(5σ6σ) 10.79 10.48(6) 10.27(5) 10.4
1Σ(5σ6σ) 11.37 10.70(7) 10.70(3) 10.78
3Σ(5σ7σ) 11.65 11.37(7) 11.18(4) 11.3
1Σ(5σ7σ) 11.83 11.47(7) 11.24(4) 11.40
(5σ6σ) 0.58 0.21(9) 0.43(6) 0.38
(5σ7σ) 0.18 0.10(9) 0.06(6) 0.10
a from Ref.27, b from Ref.154
Excitation energies are overestimated with OSLHF by about 0.4 eV (at maximum 0.8 eV)
and the splittings are too large by at most 0.2 eV. Again VMC calculations were performed
to detect possible nodal deficiencies. VMC excitation energies are slightly underestimated,
but singlet triplet splittings are in excellent agreement with experiment. Except for the
first excitation energy and singlet triplet splitting all standard FN-DMC energy differences
reproduce experimental data within the standard deviation. Comparison of the VMC and
DMC results and the good quality of the latter, especially for the higher excited state with
the Rydberg orbital being more distant, let assume that the weighted FN-DMC approach is
of no need. Since it is computationally rather expensive it should only be performed if the
necessity to do so is clear.
3.6 Conclusions
It has been shown that QMC is capable of describing Rydberg states when appropriate guide
or trial functions are available. Adequate orbitals for this purpose are provided by open-
shell localized Hartree-Fock calculations. The OSLHF excitation energies can be improved
with VMC and with both discussed FN-DMC approaches, respectively. Standard fixed-node
DMC is not able to describe the singlet triplet splitting reliably for the carbon Rydberg states,
whereas VMC and the novel FN-DMC method for excited states produce good agreement
with experiment.
The nodal regions of the ground state and the 2p6s triplet and singlet wave functions
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and their effect on FN-DMC calculations were investigated. Different regional energies E(j)0
have been observed depending on the initial walker. It was demonstrated that cases exist
where E(j)0 > E
(FN)
0 can occur. In the ground state regions of varying energies must be
due to spurious nodes and are qualitatively shown not to play a role for standard FN-DMC
calculations.28,29
Contrarily the excitation nodes observed in the two 2p6s states that separate the regions
in which only one “Rydberg” electron is at higher distance from the nucleus influence the
FN-DMC result. Therefore it is proposed to include regional energies E(j)0 of these cases
weighted according to a Ψ2 distribution.
The weighted FN-DMC ansatz for the performance of Rydberg excited state calculations
developed at the example of the carbon atom should be transferrable to other calculations of
this type.
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Chapter 4
Vanadium Oxide Compounds
Transition metal compounds are a great challenge to quantum mechanical methods. One
of the aims for every novel approach should be to develop a stable and accurate treatment
of heavy elements such as the chemically important transition metals. In the following a
benchmark study will be presented using the quantum Monte Carlo code amolqc for the
calculation of vanadium oxide compounds. With the target of performing efficient single-
reference calculations, information on optimal basis sets and pseudopotentials, on appropriate
ab initio methods for the generation of orbitals and on the general performance of VMC and
FN-DMC with heavy elements are established.
4.1 Transition Metals in Quantum Chemistry
The occupation of d orbitals is the portal to a large variety of bonds and most diverse
properties. Therefore a great attention is granted the transition metal compounds from all
kinds of chemists. Much use of transition metals is made in experiments and here mostly in
the field of catalysis, but many reaction mechanisms are not understood at all. Therefore the
need for functioning computational approaches is steadily rising. Furthermore accurate ab
initio methods are important, since without these an elucidation of the electronic structures
of transition metal compounds is unthinkable.
The bonding situation in different transition metal oxides is of rather high complexity.
Since the character of the bonds varies between covalent and ionic including dative bonds,
and since additionally most of the considered molecules are open shell compounds there are
many effects to study. Including d orbitals gives rise to many electronic states as well as
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low lying configurations in atoms and molecules. Those states are predominantly close to
each other in energy as figure 4.1 demonstrates.159 Therefore very accurate calculations are
needed that are able to resolve energy differences of about 0.1 eV. The previously presented
calculations on Rydberg states in Chapter 3 showed that QMC may be a suitable method
for this purpose.
Figure 4.1: Ground and lowest excited states of the C and the Ti atom.159
The existence of the states of similar energies and also the observation that many transi-
tion metal systems are open shell systems make it most important for the applied theoretical
method to have a good capability to account for static electron correlation. This is ensured
in multi-configurational approaches by design. But often the single-reference density func-
tional theory performs surprisingly successful. Dynamic correlation can be treated in several
approaches one of which is QMC.
Another concept of interest is that of effective core potentials (ECPs, sec. 2.4). They
tend to be a good way to account for scalar relativistic effects, which can, especially for the cal-
culation of energy differences, not be neglected in calculations on heavy elements. Relativis-
tic electron structure calculations33 based on the Dirac theory (e.g. the Dirac Hartree-Fock
(DHF) approach) differ considerably from what has been presented before, mainly because
positrons are considered as well in this four component approach. Positron solutions then
appear in the possibly complex wave function, which is not easily transferrable to QMC.
Furthermore, the use of the 4× 4 Hamiltonian matrix is expensive, but nonetheless, success-
ful calculations on atomic and diatomics one-electron systems have been carried out.160 A
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relativistic two component approach (without positron solutions) renders more suitable wave
functions for QMC. The non-relativistic terms of the two-component Hamiltonian (e.g. Foldy-
Wouthuysen161, Cowan-Griffin (CG),92 or Douglas-Kroll-Hess (DKH)162) are those included
in non-relativistic QMC. With additional computational effort it is in principle possible to
obtain also expectation values for relativistic correction terms, but this has only been tested
for small and light atoms and molecules.163,164 An alternative are effective core potentials
that additionally offer the possibility to save computer time since only the valence electrons
have to be considered explicitly in the calculation.
A big problem with larger transition metal systems is that accurate polynomially scaling
state-of-the art methods are often not applicable. However, QMC has favorable scaling
properties paired with a high accuracy. Therefore it is a well-suited method for transition
metal calculations as has already been demonstrated in some examples presented in the
following.
4.2 Transition Metals with Quantum Monte Carlo
Up to now a limited number of QMC publications present results for the important field
of transition metal chemistry. In only two of these studies the authors used an all-electron
basis set which is nowadays feasible using extensive but available computer resources.165,166
Rothstein et al. presented the “split-tau” sampling procedure to calculate spectroscopic con-
stants of CuH with DMC.165 Here different time scales are used for different “shells” with the
smallest time step being used for the innermost electrons. Occasionally it becomes necessary
to interchange the labels of two electrons when they exchange their “shells”. Furthermore
the dissociation of CuH has been calculated via a Metropolis diffusion-only sampling ap-
proach.167,168
All-electron FN-DMC calculations have also been performed by Caffarel et al. on a few
electronic states of the copper atom and its singly charged cation.166 As expected the time
step had to be extremely small (0.00002), but in independent DMC runs the sampling was
shown to be surprisingly good, even though the multiple time scale problem arises. However
fluctuation is large with 0.15 eV standard deviation and thus in the range of typical ECP
localization errors. Within this error bar the nodal error of the HF orbitals used was found
to be negligible. STOs are used for the inner orbitals to describe the electron-nucleus cusp
and relativistic corrections are obtained from separate Dirac-Fock calculations. Excitation
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energies are comparable to CCSD(T)/ANO energy differences.
All other studies were performed using ECPs that make the calculations less noisy and
allow larger time steps. Some of them appeared as a direct consequence of the development
of novel transition metal pseudopotentials that sometimes were designed for the demands of
QMC as discussed in section 2.4.
Christiansen’s relativistic pseudopotentials were applied by himself to the transition
metal atoms scandium and yttrium.120 He was the first to perform FN-DMC calculation for
heavy elements with ECPs. Statistical errors in the excitation energies were still as large as
0.3 eV due to the restricted speed of computation 15 years ago, but they were in agreement
with experiment. The calculations themselves are reported to be stable but to display a
strong time step dependence.
Flad and Dolg125 calculated atomic ionization and excitation energies for Sc, V, Ti,
and Cr with variational and pure-diffusion quantum Monte Carlo and compared them to
CISD and CCSD(T) energy differences obtained with the same pseudopotential (PP) but
very large basis sets. The guide functions stemmed from RHF and CASSCF calculations and
were equally well applicable. The pseudopotential error for the small Neon-core potential was
estimated to be at most 0.1 eV, whereas the fixed-node and the localization errors were found
to be dependent on the wave function’s quality, the occupation numbers and the quantity
under consideration. The latter errors were estimated to lie between 0.1 and 0.5 eV.
Mitas, who has recently presented calculations on 3rd row transition metal monox-
ides,169,170 made basically the same observations as Flad and Dolg for the Fe atom with
only the localization error being slightly smaller. Excitation energies were obtained with an
accuracy of about 0.1 eV.122 Another study was about the ionization potentials of Sc and
Cu, the electron affinity of Cu and the singlet triplet splitting of Sc+.116 Sc results were in
good agreement with CI calculations and experiment except of the singlet triplet splitting.
Cu energy differences deviated from experimental data within error bars of a maximum of
0.2 eV. Due to the strongly localized d orbitals in copper a very small time step of 0.0005
was applied. In another study the singlet triplet gap for Ti encapsulated in a Si12 hexagonal
prism cage has been calculated with similar accuracy.171
Two studies came from the Lester group. In the first on Cr2CO they used Stevens-Basch-
Krauss (SBK) ECPs.172 In the other they combined the SBK PP for the transition metal
with their own soft pseudopotentials for the lighter atoms. The compounds studied here
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were CuSi4 and CuSi6.173 Relative energies of Cu-doped silicon clusters, copper adsorption
energies and binding energies were obtained with a statistical accuracy of 0.04 to 0.15 eV and
in moderate agreement with HF, DFT (B3LYP), and CASSCF.
The code amolqc has been used twice for the calculation of transition metal compounds
with FN-DMC. The first time dissociation energies and energy splittings of low lying states
in Ti and TiC have accurately been computed with the Hay-Wadt pseudopotential applied
for Ti and the SBK potentials for C. The determinantal part of the wave function stemmed
from HF calculations.16
The second time Diedrich et al. studied the first dissociation energy of transition metal
carbonyls with FN-DMC in a very similar way to what will be presented below.20,21 For the
metal centers he used Dolg’s ECPs and basis sets and and for C and O it were Lester’s PPs in
combination with self-generated basis sets. For all cases except one he was able to reproduce
the experimental values within the given error bars of at most 0.065 eV.
In connection to the aim of this project the papers of Wagner and Mitas are the most
interesting.169,170 Monoxides of Mn and Ti were studied in detail with respect to the de-
terminantal part of the guide wave function for FN-DMC, where B3LYP proved to be the
best choice compared to HF in accuracy and compared to MCSCF in efficiency.169 Standard
deviations for the bonding energies where 0.1-0.2 eV using Needs small core PPs for the metal
atom and the Lester PP for oxygen both with self-generated basis sets of nearly triple-ζ qual-
ity. The experimental binding energy for TiO could be reproduced. The study was extended
to the monoxides of Sc, V, and Cr. Binding energies D0 were calculated with FN-DMC
under application of a time step of τ=0.01 giving a statistical error of 0.03 eV. Therefore
the zero-point vibrational frequency of the monoxides was neglected under the assumption of
it being smaller than te statistical error.170 Except for CrO DMC reproduced experimental
values within one standard deviation. D0 of VO is 6.54(3) eV compared to the experimental
value of 6.44(20).174 Furthermore dipole moments have been calculated.
4.3 Transition Metal Oxides
Transition metal oxide clusters and solids are subject of many research projects because of
their wide spread technological application which is by itself successful but often only poorly
understood.175 There is a variety of systems including magnetic, ferroelectric, superconduct-
ing solid materials, optical devices, coatings, solid or cluster heterogeneous catalytic systems
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and molecular reaction centers, that have one or more a metal-oxygen bonds of dominant
importance. The exact nature of the bond is determined by several effects.176 In the solid
state the crystal field influences it. For cluster molecules impacts from electron correlation
and exchange have to be considered and all types of bond from covalent over polar, ionic,
and charge transfer appear. The surface structure of transition metal oxides can be viewed
as an assemblage of clusters of different sizes and isomeries which are considered the simplest
model for the interaction of active sites of an oxide catalyst with organic molecules.177,178
In terms of experiments, advances have been made in mass spectrometry with the aid
of beam techniques, as e.g. in the work of Castleman et al. on vanadium oxides,178 or with
collision induced dissociation (CID).179 Mass spectrometry has become a standard technique
to identify charged reactants. Generally experimental data for transition metal oxides include
thermochemical measurements to obtain bond energies and heats of formation, photoelectron
spectra to determine the equilibrium properties of ground and excited electronic states (e.g.,
vibrational frequencies, bond lengths, excitation energies, and ionization potentials), and
gas-phase studies of their chemical reactivity.180 As many active catalysts contain vanadium
oxide highly dispersed, i.e. ”clustered”, on different oxide supports, important contribution
can come from the latter. Progress in the determination of vanadium oxide surface species
is being made by applying raman spectroscopic methods online and in situ during the ox-
idative dehydrogenation of propane on a supported vanadium oxide catalyst.181 But still the
identification and characterization with currently available surface science techniques remains
challenging and still structural knowledge lacks.
From a spectroscopist’s point of view there is a great interest in theoretical studies on
different types of transition metal containing compounds. Since it is already quite difficult
to assign the ground states of e.g. transition metal oxides, it is even more complicated to
correctly interpret their spectra.182 Much attention has for example been focused on VO+
due to its presence in interstellar space.183 3d transition metals have in general a special place
in astrophysics because of the great stability of their nuclei.182 The high cosmic abundance
of oxygen and the large dissociation energies of the earlier 3d metals make the band systems
of compounds such as TiO and VO completely dominate the spectra of cooler (M-type) stars
if they contain metal-rich recycled supernova material. Anion photoelectron spectroscopy
has proven very useful in characterizing the electronic structure of isolated, small, neutral
vanadium oxide clusters,184,185 whereas the spectra of larger clusters are too congested to
resolve any vibrational structure.186
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The theoretical approaches in the field of electronic structure research were calculations
using the Hartree-Fock and correlation methods as well as density functional theory. As it
will also be demonstrated in this study, DFT methods often lack accuracy and sometimes
even do not provide the elementary physics right. Sometimes DFT also gives the best re-
sults, even compared to highly accurate configuration interaction or coupled cluster methods.
Furthermore DFT is the only standard technique that is applicable to the whole variety of
systems and here especially to the large ones. Many research projects established guidelines
to choose an adequate functional for a given problem.
To come back to the transition metal oxides themselves and to place the vanadium oxides
among the others, some general properties shall briefly be mentioned. Examinations of the
chemical properties of the monoxides have been carried out theoretically and experimentally
and are reviewed in the literature.159,174,182,187–193 All studies reveal a high stability for early
metal-oxo compounds that tend to be relatively inert, whereas late metal oxides tend to
be highly reactive oxidizing agents with much weaker bonds. The former often have bond
strengths roughly twice as strong as their late metal counterparts and are inert because
unpaired electrons are located at the oxygen atom.180,194 Bond lengths oscillate. They have
maxima for ScO with only few of the bonding orbitals occupied, for MnO with the highest
multiplicity of six, and CuO, where the anti-bonding orbitals are half or completely filled,
respectively. Dipole moments follow the bond lengths in being smaller for shorter bonds and
vice versa. Ionization potentials grow towards the later oxides. Basically similar properties
are found for transition metal oxide cations.
Comparison of solid state and molecular transition metal oxides includes a comparison
of coordination numbers. The d orbitals in solid oxides with octahedral ligand fields are
split in two energy levels. The energetically favorable t2g level is threefold degenerate, the
higher twofold degenerate eg molecular orbitals lie higher in energy. Since the splitting of
d orbitals for example in VO, namely dpi ≥dδ ≈dσ, resembles that of an octahedral ligand
field, properties are expected and found to be similar to a certain extent.182,190 Because of
the lower coordination number, the bond strength rises compared to the solid, and contrarily
decreases its length.
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4.4 Technical Aspects
In ab initio electronic-structure calculations, approximate solutions to the molecular Schro¨-
dinger equation are obtained. The errors made in such calculations arise from the approxi-
mations made within the methods and the incompleteness of the basis sets used. Therefore
when choosing a method it is necessary to check the literature, to see how it performs for the
given problem and to have a statistical analysis of the method at hand. To approach novel
questions to which present results cannot be transferred, excessive and careful investigations
are necessary to establish a model which renders results in the required precision. Bench-
marks for this are equilibrium geometries, dipole moments, atomization energies, reaction
energies and conformational barriers.35
The present vanadium oxide compounds are such a system for which a careful calibration
is unavoidable. The aim here is to perform accurate DMC calculations with reasonable cost.
For those, appropriate wave functions are needed and so the following decisions have to be
made:
• Are there precise experimental geometries available for all compounds considered?
• Alternatively: Which method/basis set combination renders accurate optimized geome-
tries for vanadium oxide compounds?
• How can the zero point vibrational energy be assessed?
• Which method shall be used to generate orbitals? Are the right states obtained? Can
energy differences be obtained correctly?
• How dominant is the ground state? Is a single-determinant approach sufficient?
• How to treat open shell cases?
• How do pseudopotentials influence the calculations?
Only if these questions can be satisfactorily answered, a QMC study can follow. It tends to
be rather difficult to determine the error of a chosen approach when there is no experimental
data available and/or when the system is too large to calculate the most exact solution to
the Schro¨dinger equation at full CI level and extrapolated to the complete basis set limit.
Since the exact solution cannot be obtained for real-life systems, one is interested in balanced
calculations where one can rely on the cancellation of errors for energy differences. It is also
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to be kept in mind that an improvement of e.g. only the description of correlation but not of
the basis set might simply make the calculation more expensive without giving more accuracy.
Something similar can happen when going from an ab initio method to QMC, where dynamic
correlation is then included in the Jastrow factor. This change cannot be done with a change
of the basis, since the ab initio wave function is transferred to QMC. This can also mean that
single point calculations giving poor results can lead to very good QMC descriptions.
The discussion of the “QMC preparation calculations” presented below basically follows
the list of questions from above. Since some questions can only be answered after having
performed the final DMC calculation, not all answers will be given here but rather in the
results and discussion section 4.5.
The vanadium oxides studied are the small experimentally known systems V (4F and
6S), V+, VO, VO+, and VO+2 and larger clusters VOn with n=2-4, VO
+
n with n=3-4, and
V2O5 that have at least been studied in the framework of density functional theory.
4.4.1 Basis Sets
In this work different combinations of basis sets were applied. They are denoted as (number
of primitive basis functions)/[number of contracted basis functions] {contraction scheme for
s/p/... orbitals, e.g. 32/... means two contracted s functions of which the first consists of
three and the second of two primitive functions }.
Geometry optimizations and zero point vibrational energy determinations were per-
formed with the BP86/TZVP approach. The TZVP basis set, which is called def2-TZVP in
Turbomole147 and the original literature,195 consists predominantly of the traditional TZV
basis of Ahlrichs196 and includes also a p function from Wachters’ basis.109 The new basis
set is still a triple-ζ valence basis but contains additional polarization functions, so that it
finally reads (17s11p7d1f)/[6s4p4d1f] {842111/6311/4111/1} for vanadium and (11s6p2d1f)/-
[5s3p2d1f]{62111/411/11/1} for oxygen.
To obtain quantitatively satisfactory results for MP2 and other post Hartree-Fock meth-
ods the use of a correlation consistent basis set as cc-pVTZ is suggested. For oxygen this basis
set by Dunning has already a good tradition. Its structure is given by (12s7p2d1f)/[4s3p2d1f]
{10 10 1 1/511/11/1}.152 An equivalent basis set for vanadium has been generated recently.197
Structurally it is determined by (141s81p9d2f1g)/[8s6p4d2f1g] {20 20 20 20 20 20 20 1/-
16 16 16 16 16 1/8881/11/1}. This basis set was used here for the reference calculations
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with MP2 and CCSD(T), to perform the T1 diagnostics, and for CISD calculations giving
relativistic corrections.
For the calculations made to prepare trial functions for QMC the same basis sets as
in the Monte Carlo calculations were used. Most of these basis sets are supplied with the
pseudopotentials. Different combination of basis functions for vanadium and oxygen were
tested.
The ECPs applied for V were small core shape consistent PPs from Dolg et al. and
large core PPs from the Needs group. For Dolg’s pseudopotentials, which is referred to as
Stuttgart ECPs or simply “S” in the following, a basis set is delivered.110 It is of triple-ζ
quality, has the functions (8s7p6d1f)/[6s5p3d1f]{311111/22111/411/1}, and can be obtained
from the EMSL basis set library.198
To apply the Needs ECPs, a suitable basis set had to be generated. It was intended
to obtain a basis of triple-ζ quality, which means at least three s and three d functions and
furthermore also three p functions when 4p orbitals shall be considered in the same quality.
f polarization functions are to be included for molecules. For simplicity even-tempered basis
functions were set up for s, p, and d functions with their ith exponent given as:33
ζi = αβi. (4.1)
Each individual optimization was done following the simplex procedure by varying either α
and β or contraction coefficients of the basis until convergence of the absolute energy.10 The
energy is provided after each iteration step by performing a ROHF single point calculation
with Gaussian 03. The complete optimization procedure was done in several steps:
1. Optimize α and β for i = 9 even-tempered s functions for the vanadium atom’s ground
state. d functions are taken from the Stuttgart basis set.
2. Optimize α and β for nine even-tempered d functions for the vanadium atom’s ground
state. The previously optimized functions are taken as s functions.
3. Simultaneously optimize α and β for even-tempered s and d functions for the vanadium
atom’s ground state starting from pre-optimized α and β functions from 1. and 2.
4. Test which p and f functions are important by performing the same ROHF calculations
as for the optimization each time leaving out one. Reject functions when leaving them
out conserves the symmetry and keeps the energy low.
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5. Try different contractions into a triple-ζ basis. Optimize the contraction coefficients.
6. Optimize α and β for nine even-tempered p functions for both molecules VO+ and VO+2
in CCSD(T)/cc-pVTZ152,197 geometry at a time. Present on vanadium are the new s
and d functions and the f functions from Wachters’ basis set.109
7. Optimize α and β for three even-tempered f functions for both molecules VO+ and
VO+2 in CCSD(T)/cc-pVTZ
152,197 geometry at a time. Present on vanadium are the
new s, d, and f functions.
8. Simultaneously optimize α and β for even-tempered p and f functions for both molecules
VO+ and VO+2 in CCSD(T)/cc-pVTZ
152,197 geometry at a time starting from pre-
optimized α and β functions from 6. and 7.
9. Test which s and d functions are important as in 4.
10. Try different contractions of p functions into three and contract all f functions into one.
Optimize the contraction coefficients.
The finally optimized basis set is declared by (7s9p9d3f)/[3s3p3d1f]/{421/333/333/111} and
can be found at the end of appendix A in detail.
The oxygen atom was either described with the all-electron TZVP or cc-pVTZ basis sets
or Lester’s or Burkatzki’s pseudopotential basis.
The all-electron TZVP basis was used with the BP86 functional for geometry optimiza-
tions. It reads: (11s6p2d1f)/[5s3p2d1f] {62111/411/11/1}.195
Dunning’s cc-pVTZ basis set has been used for the QMC calculations where an all-
electron basis set was desired. There it is referred to as “A”. Its structure is given by:
(12s7p2d1f)/[4s3p2d1f] {10 10 1 1/511/11/1}.152 It has also been applied in CCDS(T) and
MP2 calculations which is in analogy to the basis used for the V atom.
The Lester ECP was used initially to perform geometry optimizations with ROMP2.131
Later it was used in FN-DMC calculations, but it introduced severe instabilities into FN-
DMC calculations due to persistent walkers trapped in certain nodal regions, so that results
obtained when using it are not trustworthy. When being used it was supplemented with a
triple-ζ basis set by Diedrich which has the structure: (5s5p2d)/[3s3p2d]{311/311/11}.20
The PP finally used in QMC calculations was the novel Burkatzki PP.117 He also opti-
mized basis sets of triple-ζ quality: (11s8p2d)/[3s3p2d]{911/611/11}.
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4.4.2 Geometry Optimizations
The first step towards a successful QMC calculation is the determination of a molecular equi-
librium structure. Ideally this would be an experimental structure, but out of the group of
the small vanadium oxide clusters worth starting with there are just a few stable molecules.
Experimental bond lengths are only known for VO and VO+. Due to the lack of experi-
mental knowledge, trustworthy reference data is diminished when going to larger clusters.
Furthermore the calculated bond distances are equilibrium distances re and no vibrationally
averaged distances r0 as in experiments. Since they do usually only differ when hydrogen
participates in the bond, they are considered equal in vanadium oxides.
In a geometry optimization the total energy is minimized with respect to the nuclear co-
ordinates R. Geometry optimizations were carried out using the program package Gaussian
03199. Basis sets and pseudopotentials were imported into Gaussian 03, if not present in its
library. The Opt keyword activates geometry optimizations.
The first approach to geometries was adapted from former work on the G1 molecules set
as far as Møller-Plesset perturbation theory was used.26 Open shell systems were described
with the restricted open rather then the unrestricted formalism; the latter was observed to
give far too short bonds. As basis set the combination of the Stuttgart SC ECP and basis
set for vanadium and the Lester ECP with a triple-ζ basis by Diedrich for oxygen was used
(SL).20,110,131 Results are given in appendix A.
Several other geometry optimization procedures have been tested, combining HF, MP2,
CCSD(T), and DFT methods with the previously described basis sets. BP86/TZVP which
is used here has also proven useful in those tests.
Results from table 4.1 demonstrate that ROMP2/SL fails in properly describing the
bond length of VO, whereas BP86/TZVP renders a good agreement with the experimentally
derived re. A comparison between different high quality single and multi-reference ab initio
calculations (CC, CASSCF, MR-ACPF, DMC), BP86 and B3LYP calculations, and the ex-
perimental equilibrium distances of VO and VO+ show an excellent agreement. Therefore it
is justified to compare DFT and ab initio results for larger clusters and establish from this
the most probable geometry, since experimental data is not available. Unfortunately none of
the cited authors has calculated ab initio bond lengths for VO, VO+, and larger systems.
CASSCF/Partridge/Dunning calculations have been performed for VO2 ((13,11)-CAS)
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Table 4.1: Comparison of experimental, high quality ab initio, and DFT bond length (in A˚)
with ROMP2/SL and BP86/TZVP.
Molecule Expt. ROMP2/SL BP86/TZVP ab initio DFT
VO r0=1.5921a 1.568 1.588 1.590b 1.590c
re=1.589d 1.593e 1.589f
1.594g 1.596h
1.587i
VO+ r0=1.561(3)j 1.550 1.549 1.563e 1.538k
1.546m 1.53l
1.548n
a Ref.182 b MCPF/Wachters+aug-cc-pVTZ188. c B3LYP/TZVP(def1)200. d Ref.201,202.
e MR-ACPF/cc-pVTZ203. f B3LYP/TZVP+2p+1d/6-311+G(2d)204
g CASSCF(9,8)/Partridge/Dunning205. h BP86/TZVP(def1)200 i DMC/NL(TZ)170.
j Ref.206. k B3LYP/cc-pVTZ203. l B3LYP/Wachters+f/6-311G∗∗ 207.
m SA-CASSCF(10,10)/SA191. n BP86/cc-pVTZ203.
and VO3 ((7,9)-CAS).205 When compared to B3LYP/ and BP86/TZVP(def1) calculations200
it appears that CASSCF gives bond lengths for VO2 that are longer than with DFT (1.65
vs. 1.62 A˚), whereas one bond of VO3 is much shorter with CASSCF (1.58 vs. 1.62( B3LYP)
and 1.66 A˚ (BP86)). VO3 itself is still a structurally unresolved molecule (s. sec. 4.5.1).
When comparing bond angles of VO2, CASSCF and BP86/TZVP give nearly the same value
of about 110◦. With B3LYP it is somewhat higher (114.4◦, see also tables 5 and 8 in the
appendix).
In several review articles about transition metal oxide calculations, density functional
geometry optimizations of the VO molecule and cation never appear to be problematic,
especially when the TZVP basis set is used.189,191–193 Vyboishchikov and Sauer suggest to
use the BP86/TZVP approach for optimizing vanadium oxide structures because it is faster
than B3LYP in the RI-DFT procedure in Turbomole147 and because it performs slightly
better.200
O2 has been calculated to estimate the quality of the oxygen atom’s calculation. Here the
experimental bond length of 1.207 A˚ has finally been applied in Monte Carlo calculations,208
since MP2/SL and BP86/TZVP give poor geometries (1.257 and 1.276 A˚). Furthermore, the
above discussion is not necessarily valid for transition metal free systems.
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Results from geometry optimizations will be presented in section 4.5.1. Further geometry
data is to be found in the appendix.
4.4.3 Zero Point Vibrational Energies
The energy obtained at the end of a geometry optimization or single point calculation is the
electronic energy Ee of the system at the minimum geometry. However, even at a temperature
of 0 K this is not the complete energy of the system: one must not neglect the zero point
vibrational energy (ZPVE). The total energy at 0 K is
E0 = Ee + ZPV E. (4.2)
ZPVEs are small compared to Ee, but especially when calculating energy differences for
reactions in which bonds are broken they become rather important. This is because ZPVEs
grow with the number of electrons N according to 3N −6 vibrational degrees of freedom and
therefore do not cancel in such reactions.
Since the ZPVE is to be calculated for the optimized geometry R0, one is only con-
cerned with the region of the potential energy surface relatively near to the minimum, where
R − R0 ≈ 0. Therefore the potential energy V (R) describing the vibration can be expanded
in a Taylor series with respect to the 3N nuclear coordinates truncated at second order:
V (R) ≈ V (R0) +
(
dV
dR
)T
(R−R0) + 12(R−R0)
T
(
d2V
dR2
)
(R−R0). (4.3)
The first term of this expansion is usually chosen to be zero, the second equals zero for an
optimized geometry with a gradient of zero. What remains is the dependence of the potential
energy from its second derivative, which is the 3N×3N dimensional force constant matrix or
Hesse matrix. It can be calculated analytically within the framework of the most common ab
initio approaches. A coordinate transformation into vibrational normal coordinates, matrix
diagonalization and separation of the nuclear Schro¨dinger equation into 3N one dimensional
Schro¨dinger equations for harmonic oscillators, often referred to as modes, follows.33 The
eigen values εi of the latter are related to the vibrational frequencies νi as
νi =
1
2pi
√
εi (4.4)
and enter into equation (4.2) as:36
E0 = Ee +
modes∑
i
1
2
hνi. (4.5)
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Errors to this correction are introduced by using the harmonic approximation. They are
usually corrected by introducing a scaling factor. The largest systematic error is made in
Hartree-Fock calculations (approx. 10%). Therefore there the ZPVE is scaled by factor of
about 0.9. DFT usually does not suffer much from systematic errors as long as no hybrid
functionals are used, so that scaling becomes unnecessary here.36
The present frequency calculations, which are activated with the keyword Freq in
Gaussian 03, are performed using the same method as for the geometry optimizations, i.e.
BP86/TZVP. It is necessary to use the same theoretical approach for geometry optimizations
and frequency calculation, since the Taylor series expansion in equation (4.3) is only valid
close to the minimum which is only identical for the same approaches.
4.4.4 Reference Calculations
If experimental reference data is not available, then reference calculations have to be per-
formed. Therefore a state-of-the-art black-box procedure should be used for a geometry
optimization and frequency calculation followed by a single point calculation.
For the vanadium oxide compounds reference data is obtained from MP2 and CCSD(T)
calculations. In both approaches the cc-pVTZ basis set was applied.152,197 A frozen-core
approach was chosen in which the same valence electrons were considered for correlation as
in the SB basis set approach. That means that O was calculated with a He core and V with
a Ne core. Open shell systems were calculated in an unrestricted (U, CCSD(T)) or restricted
open (RO, MP2) manner and closed shell cases restricted (R).
To account for relativistic contributions for the most important mass-velocity and one-
electron Darwin terms have been obtained in CISD calculations with Molpro209 using the
Cowan-Griffin model potential approach.92,94 The Cowan-Griffin operator has proven to pro-
vide a remarkably good approximation to the more sophisticated DHF approach for atomic
and molecular systems.93,210 CISD calculations were set up using the same frozen core and
the same basis set as in CCSD(T) and MP2 calculations.
4.4.5 Generation of a Guide Wave Function
The guide wave function for DMC consists of two parts as described in section 2.3.4. The
orbitals in terms of Slater determinants are obtained in ab initio single point calculations
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and the Jastrow correlation factor is optimized within the framework of VMC. Both aspects
of the guide function will be addressed in the following.
Single Point Calculation
In this section several choices made for the wave function shall be discussed from an ab
initio point of view. With that a rough and qualitative estimate of the errors shall be made,
introduced into FN-DMC with the determinantal part of the wave function. The points
addressed are the multi-reference character of the oxides, the motivation of using DFT, the
comparison of BP86 and B3LYP, and the influence of the different pseudopotentials.
Firstly the single-reference approach shall be motivated. The question arises whether
it is sufficient to calculate dissociation, ionization, and other energies of vanadium oxides
by only considering their equilibrium ground state electronic structures, that means in a
single-reference approach. Therefore the compounds have been calculated at CCSD(T)/cc-
pVTZ//CCSD(T)/cc-pVTZ level (geometry optimization//single point calculation) with ad-
ditionally performing a T1 diagnostic (see sec. 2.1.4 and table 4.4.5).47,211,212 The same was
done at the BP86/TZVP/ /CCSD(T)/SB level of theory to have a complete list of T1 values.
With respect to the all-electron coupled cluster calculations the system with the largest
multi-reference character turns out to be VO2 having a T1 value of 0.121. In the PP calcu-
lations it is VO3 with T1=0.147. Within the series values are largest for compounds with
medium oxygen proportion. Positively charged compounds have usually smaller values then
their neutral counterparts. The T1 value of VO(0/+) is about 0.1, which indicates a multi-
reference character. By rule of thumb 0.1>T1>0.02 means, that the system is no perfect
single-reference case, but no striking multi-reference case, either.47 Single-reference calcula-
tions can lead to good results but need not. When choosing a single-reference method the
doubtful character has certainly to be kept in mind and discussed. The atomic ground states
and O2 appear uncritical. The T1 norm values exhibit a geometry, ECP, and basis set de-
pendence as the comparison among the calculations shows, but the same conclusions can be
drawn using either approach.
Anyhow, the posed question is if QMC calculations give good results with a one deter-
minant wave function. The T1 diagnostic partly answers the question by determining if a
single-reference calculation is well-behaved. Taking into account the more complete descrip-
tion of dynamic electron correlation in QMC, the effect of leaving out excited configuration
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Table 4.2: T1 values obtained from CCSD(T)/cc-pVTZ//CCSD(T)/cc-pVTZ (AE) and
BP86/TZVP//CCSD(T)/SB (PP) calculations. a=adiabatic, v=vertical.
Molecule AE PP
O 0.005 0.008
O2 0.016 0.017
V (4F) 0.021 0.020
V (6S) 0.013 0.028
V+ 0.008 0.013
VO 0.072 0.075
VO+,a 0.075 0.089
VO+,v 0.077 0.049
VO2 0.121 0.097
VO+2 ,a 0.047 0.042
VO+2 ,v 0.051 0.048
VO3 - 0.147
VO+3 - 0.056
VO4 - 0.035
VO+4 - 0.039
V2O5 - 0.038
in the wave function is expected to be reduced, so that it is worth a try to perform single-
reference QMC calculations.
As a second the choice of B3LYP and BP86 shall be explained. From previous FN-DMC
studies it is known that B3LYP tends to give the best orbitals from which to construct the
guide function e.g. when compared to Hartree-Fock for atomization energies of molecules
of the G1 set.26. In most of the cases where vanadium oxide compounds were calculated
at ab initio level DFT approaches were chosen. HF calculations and those basing on a
standard perturbation approach are not to be found in the modern literature presenting
promising results. Obviously they are not useful in theoretical transition metal chemistry (see
appendix).213,214 Some high-level ab initio approaches such as MR-ACPF, coupled cluster,
CASSCF have successfully been applied to some compounds,188,191,203,205 but they are too
time consuming especially for the larger systems. Most of the recent papers on vanadium
oxide compounds report the use of DFT methods which are compared in many studies.
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BP86/TZVP tends to be the most successful of those.
Third, the pseudopotential effect is to be determined. For the accurate calculation of
energy differences relativistic effects have to be taken into account, and the more one goes
down in the periodic table the stronger are the effects to be considered. Since a relativistic
treatment based on the DKH approach cannot be adapted to DMC, relativity is introduced by
using a scalar relativistic pseudopotential at least on vanadium. This is either the Stuttgart
SC or the Needs LC PP. For means of computer time oxygen is also calculated with the
new Burkatzki ECP (B)117 instead of only with an all-electron basis. The ECP error from
non-DMC calculations goes back to the frozen core treatment of the innermost electrons and
the loss in correlation energy without the interaction between core and valence electrons.
It can be obtained within high-quality ab initio calculations, e.g. CCSD(T), that are once
performed with and without PP but nonetheless by using the same possibly large basis set, e.g.
T5Z and correcting the all-electron energy for relativistic effects if necessary.117 Comparing
the two results for striking quantities such as dissociation or excitation energies gives the
pseudopotential error. Usually it is given by the authors, who performed the estimation for
a set of atoms and/or molecules to obtain the error with statistical evidence. This can be
considered the error introduced to QMC from the ab initio function. In literature a mean
error are given for Burkatzki’s main group pseudopotentials, which is 0.02 eV.117 For the
Stuttgart SC transition element potentials 0.1 eV was found.125 Trail and Needs did not
estimate the pseudopotential error of their LC PP, but Dolg estimated an error for a large
core potential to be even 0.4 eV larger than that for a small core ECP.215 The errors for
vanadium PP are clearly beyond the statistical accuracy of the present QMC calculations.
Nevertheless they were applied for reasons already discussed, and the finally performed single
point calculations to prepare guide functions for QMC are: BP86/SA, BP86/SB, BP86/NA,
BP86/NB, B3LYP/SB and B3LYP/NB.
Jastrow Optimization
The Jastrow variance optimization is another significant improvement of the wave function
(see Sec. 2.3.4). In this work the Schmidt-Moskowitz Jastrow correlation factor has been
used including backflow terms.85 This gives in total nine Jastrow terms for the atoms and
O2 and fourteen terms for every vanadium oxide compound. Usually this optimization pro-
cedure converges in only a few steps. Anyway, Diedrich reported difficulties in generating a
representative ensemble for transition metal compounds, which manifests itself in very differ-
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ent variances of two independent Jastrow optimizations.20 As a way out of this problem he
suggests to perform at least two optimizations following one another. The advantage is here
for the second optimization which is started from an equilibrated sample.
Typical parameters of a Jastrow optimization are the use of an ensemble of 8000 walkers
(or 6000 in the largest vanadium oxides), a time step to obtain an acceptance ratio between
0.3 and 0.7, the performance of 250 steps per block, six blocks for equilibration, three blocks
for optimization, again one block for equilibration of the ensemble and two final blocks for
the calculation of the total energy, standard deviation, variance and so on. After each opti-
mization of molecular systems it appeared that the non-linear Jastrow terms deviated slightly
from 1.0, and did the first linear term from for the electron-electron cusp deviate from 0.5.
Therefore these terms were reset to the exact values after every optimization.
Further Improvements of the Wave Function
The last modification done to the wave function is the cusp correction of Manten and
Lu¨chow.17 It corrects the electron nuclear cusp of contracted 1s and 2s Gauss-type orbitals
and is always applied here when oxygen is calculated with an all-electron basis set.
Figure 4.2: Shape of the 1s function of the cc-pVTZ all-electron basis set for vanadium.
Pseudopotential basis sets contain only functions for valence electrons. The first basis
function calculated explicitly (here: 3s) is node free as is usually the 1s functions. So it
was tested if the 3s pseudopotential basis functions had a similar shape as all-electron 1s
functions and needed a cusp correction. This question was addressed by comparing the
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Figure 4.3: Shape of the 3s function of the Stuttgart pseudopotential basis set for vanadium.
radial part of the 1s function of the cc-pVTZ basis set216 and of the node-free first s function
of the Stuttgart basis set both for vanadium (see fig. 4.2 and 4.3). The all-electron basis
displays exactly the shape that must be corrected by the cusp correction procedure: it very
steeply approaches the electron nucleus coincidence (r = 0) and smoothes in the last instant,
because it is mathematically the linear combination of Gaussian functions. In contrast to
that the PP basis function is much softer in shape and no hint for a cusp can be detected.
Conclusively the cusp correction procedure is of no use here and it is expected that the right
behavior for an electron approaching the nucleus is described with the effective core potential.
For all other PP basis sets applied in this study findings are the same.
Similar for all pseudopotentials is the necessity to determine the “rule numbers” for
their numerical integration (see sec. 2.4) and to find individual “cutoff parameters” for the
potentials applied in atoms and in compounds. Both questions have been studied in detail
for the most essential model systems (O, V and VO) for all pseudopotentials applied.
Table 2.2 indicates that an numerical integration with two quadrature points should be
sufficient to obtain the localized potential for atoms from the second row correctly. Nonethe-
less, Diedrich showed that the 2-point grid does not give the right energy for the carbon
atom, so he suggested to use at least a four point grid for second row atoms.20 This refers to
a so called rule number rn = 1 in amolqc. Because the accuracy of the integration using the
six point grid for O (rn = 2) is one order of magnitude larger than with rn = 1, oxygen was
always calculated with rn = 2. The computational effort to do so is only one third larger.
The ECPs for vanadium have s, p, and d projectors for the Needs ECP and an additional f
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projector for the Stuttgart PP. The d projector requires the integration of products of d func-
tions, that means l = 4. The first grid which is exact here is that with 18 points, addressed
by rn = 3. Since these eighteen points are needed for each of the three projectors, the guide
function has to be evaluated 54 times, which is nine times as much as effort as needed for O.
Using rn = 4 rises this effort further to 78 evaluations.
The Stuttgart PP has also an f projector included with l = 3. This would mean that a
grid is needed that is exact for l = 9. This it not present in amolqc and surprisingly this issue
has not been addressed in the work of Diedrich, who also used this ECP for the transition
metal atoms in the carbonyl compounds and who always calculated with rn = 3 and obtained
good results.
In this work the use of rn = 3 instead of rn = 4 was justified by comparing DMC
energies obtained for several independent runs for both rule numbers. The energies do not
differ within statistical accuracy.
To save computer time in the evaluation of the localization equation (2.155)
Wˆ local(r) =
Nnuc∑
A
Nelec∑
i
(VA,lmax+1(rAi) +
lmax∑
l=0
[VA,l(rAi)− VA,lmax+1(rAi)]
l∑
m=−l
Yl,m(Ωi,A)
∫
r′=ri,A Yl,m(Ωr′)ΨT (r1, . . . , ri,a = r
′, . . . , rnval)dΩr′
ΨT (r1, . . . , ri,A = r′, . . . , rnval)
).
it is useful to take advantage of the relatively short range of the pseudopotentials,118 which
allows to reduce the sum over the nuclei A = 1 − Nnuc for each electron i. Nuclei are only
included when rAi < rcut. This cutoff radius rcut is an intrinsic quantity of the nucleus and
ECP. It is defined as the distance from the nucleus where all local components [VA,l(rAi) −
VA,lmax+1(rAi)] in the nonlocal summand of equation (2.155) are smaller than a predefined
threshold value, e.g. Tcut = 10−7. As long as the total energy after applying Tcut does
not deviate within standard deviation from the energy without approximation the chosen
threshold is appropriately low. Evaluation of the best Tcut can be done graphically and it
appears sensible to study the atomic ground states and VO as molecular example. DMC
calculations for that were done with acceptance ratios of 99%.
The cutoff determination for the oxygen atom calculated with the Burkatzki ECP gave
a cutoff value of Tcut = 10−5 corresponding to rcut = 1.319 bohr (compare fig. 4.4). Similarly
the pseudopotentials for vanadium in the atom were cut as determined from figure 4.5 the
Stuttgart SC potential at Tcut = 10−7, i.e. rcut = 1.760 bohr and the Needs LC potential
at Tcut = 10−5, which is rcut = 2.783 bohr. When calculating VO with the Stuttgart ECP,
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then Tcut = 10−5 is sufficient which is then rcut = 1.527 bohr for vanadium (fig. 4.6). For
comparison the VO bond distance is 3.001 bohr. This value is equally used for all other
vanadium oxides. The molecular calculations in which the Needs PP was used were also
done with Tcut = 10−5, so the concrete radius for oxygen is rcut = 1.319 bohr, that for V is
rcut = 2.783 bohr. Figure 4.7 indicates already that DMC calculations with the Needs PP
tend to be difficult, since the energies with different Tcut do not have a trend at all. Further
problems concerning the Needs PP will be discussed in the following sections.
Figure 4.4: Cutoff determination for the oxygen atom with the Burkatzki PP for two ensem-
bles.
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Figure 4.5: Cutoff determination for the vanadium atom with the Stuttgart (top) and Needs
(bottom) PP each for two ensembles.
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Figure 4.6: Cutoff determination for VO with the Stuttgart PP (S) for V and all-electron (A,
top) and Burkatzki PP (B, bottom) for O.
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Figure 4.7: Cutoff determination for VO with the Needs PP (N) for V and all-electron (A,
top) and Burkatzki PP (B, bottom) for O.
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4.4.6 Quantum Monte Carlo Calculations
VMC and FN-DMC calculations for vanadium oxide compounds were performed with using
the QMC code amolqc.15–17 Of all compounds VO(+/0)n those with n = 0− 2 were calculated
in three independent runs. For all n = 3, 4 two independent calculations were performed.
After having controlled that the independent calculations give final energies with overlapping
error bars the total energy and standard deviation for the system was determined from data
of all independent calculations.
In each calculation there were usually 1.25 · 108 random walk steps made that are split
into 250 blocks and 1000 steps per block (700 for larger compounds) for 500 walkers. The
first hundredth of them (10 blocks) were discarded to have the sample equilibrated for the
evaluation of random walk statistics.
In FN-DMC the latter half of discarded blocks was used to obtain a correction to the
initially chosen time step that accounts for the actual diffusion length, needed for correct
branching.72 If all steps were accepted, then the diffusion length r2max would be covered by all
walkers. Since the acceptance ratio in DMC lies between 92-99% in the present calculations,
the actual diffusion length is somewhat smaller (r2act < r
2
max) and thus is the effective time
step.
In VMC the time step for each calculation was chosen to give an acceptance ratio of
about 50%. In most cases this was the same time step as in the Jastrow optimization.
To find the appropriate time step ∆τ for the DMC calculations, not only the desired
acceptance ratio of more than 90% plays a role. Mainly it has to be guaranteed that the
energy obtained in a given calculation does only vary from the energy at infinitesimal small
time steps by at most its standard deviation. A way to control this is a time step extrapolation
in which the energy with its error bars is plotted against the time step.
Time Step Considerations
The time step behavior has been studied for the most essential model systems O, V and
VO with all combinations of pseudopotentials and basis sets. Results are found in figures
4.8 to 4.11. A time step extrapolation is made to estimate the error that comes from the
short-time approximation (sec. 2.3.3), which is the least-square fit of a parabolic function to
the data for each time step obtained here from two independent calculations.10 In some cases
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not all data points have been used for the fit. The discarded appear in parentheses in the
graphs. Those at large ∆τ deviated too much from the parabolic behavior which is explicitly
assumed for small time steps.75 For the Needs PP, where DMC calculations are problematic,
some scattered values had to be excluded, too. For all systems the extrapolated value and
its error are obtained and given in table 4.3.
The time step extrapolation for VO in the figures 4.8 and 4.9 brings out that an accep-
tance ratio of about 93 % is a good choice for all ECP/basis sets except NB, i.e. that the
approximated values are statistically equal to the extrapolated energy. The acceptance ratio
is obtained using the time steps τ = 0.003 for SA, τ = 0.0075 for SB, and τ = 0.003 for
NA. For NA the kink in the extrapolation must be neglected then. For NB a time step of
τ = 0.001 is needed, that is an acceptance of 99%. This appears untypically small, because
NB is the basis where most electrons are replaced by pseudopotential. For all compounds
richer in oxygen than VO the time step was adjusted downwards to give the same acceptance
ratio of 93%.
For the atoms the time steps giving an acceptance ratio of 93% appear not to be suffi-
cient, especially because an accurate description of the atoms is very important. Therefore
the time steps used for the vanadium atom are τ = 0.003 (98%, S) and τ = 0.007 (96%, N) in
agreement with figure 4.10. Computationally cheap oxygen is calculated with the time steps
τ = 0.001 (98%, A) and τ = 0.005 (99%, B) as derived from figure 4.11. With that they are
statistically equal to the extrapolated value.
Table 4.3: Extrapolated (extrap) and non-extrapolated (approx) total DMC/BP86/SB ener-
gies and De in eV. The standard deviation is given in parentheses.
System SA SB NA NB
Oextrap -75.0509(3) -15.8936(5) -75.0509(3) -15.8936(5)
Vextrap -71.4879(4) -71.4879(4) -6.2352(2) -6.2352(2)
VOextrap -146.7767(7) -87.6200(3) -81.688(1) -23.994(3)
Oapprox -75.0509(5) -15.8939(2) -75.0509(5) -15.8939(2)
Vapprox -71.4881(3) -71.4881(3) -6.2378(3) -6.2378(3)
VOapprox -146.7788(6) -87.6211(3) -81.6869(8) -23.979(5)
Dextrape 6.47(2) 6.49(1) 10.95(3) 50.4(1)
Dapproxe 6.52(2) 6.51(1) 10.83(3) 50.255(9)
In table 4.3 the extrapolated energies are given and the later discussed dissociation
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energy Dextrape is calculated from them. D
approx
e for the approximate calculations with the
time steps chosen before is given. The dissociation energies with SA and SB do not deviate
from each other within standard deviation as expected from the extrapolation. Those for
NA and NB do instead, which again goes back to the general problems with the application
of the large core PP. The experimental dissociation energy is D0=6.44(20) eV174 and the
zero-point correction calculated with BP86/TZVP is ZPVE=0.06 eV.
Figure 4.8: Time step extrapolation for VO with the Needs PP (N) for V and all-electron
(A, top) and Burkatzki PP (B, bottom) for O.
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Figure 4.9: Time step extrapolation for VO with the Stuttgart PP (S) for V and all-electron
(A, top) and Burkatzki PP (B, bottom) for O.
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Figure 4.10: Time step extrapolation for the vanadium atom. Top: Stuttgart PP. Bottom:
Needs PP.
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Figure 4.11: Time step extrapolation for O each for two ensembles. Top: all-electron. Bot-
tom: Burkatzki PP.
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Computational Cost
In this study the computational cost of a calculation depends strongly on the choice of the
pseudopotentials. Since the study aims at evolving an accurate and fast approach to calculate
vanadium oxide compounds the estimation of the computational cost is unavoidable. This
is done in two steps. The first is a comparison of the CPU time for FN-DMC calculations
on the same species with different pseudopotentials normalized to an accuracy of 0.001 a.u.
standard deviation. The second is the presentation of the CPU time dependence on the
number of electrons. For the first comparison only those calculations were included running
on equal machines, which guarantees the same processing power and compilation of amolqc.
To include data for all vanadium oxides in the estimation of the scaling behavior this is not
given. However this approximation does only influence the pre-factor and not the power with
the number of electrons.
To normalize the effectively used CPU time teff to the CPU time ttarget that would
be needed to obtain a standard deviation of the mean of the energy of σtarget = 0.001 a.u.
one would start with the formulae for the error of the sample after N random walk steps
(compare eq. (2.83)):
σeff =
√vareff√
Neff
and σtarget =
√vartarget√
Ntarget
. (4.6)
The two variances of the single values are identical for the same calculation and similarly are
√vartarget = √vareff . Therefore one has
σeff
√
Neff = σtarget
√
Ntarget. (4.7)
Reformulation gives
Ntarget =
σ2effNeff
σ2target
. (4.8)
The time t needed for the complete random walk is proportional to the number of random
walk steps N ∝ t so that the equation to obtain the normalized time ttarget would read:
ttarget =
σ2eff teff
σ2target
. (4.9)
To be exact the time teff has to be the time for the random walk steps which are needed
to sample the fixed-node energy. The time used here for reasons of simplicity is the time for
the whole calculation including sampling and equilibration. This approximation can be made
since the sampling and equilibration time is much smaller than the time used for the random
walk. The normalization to σ2target is only needed to estimate the most efficient approach,
i.e. to observe large differences in computational speed.
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Table 4.4: Computer time t for FN-DMC calculations with σ = 0.001 a.u. in hrs. All-electron
basis on oxygen.
System tS tN tN/tS
V+ 18.68 1.56 0.08
V(6S) 21.39 4.72 0.22
VO+ 114.40 51.98 0.45
To compare whether the Stuttgart or the Needs ECP consumes less computer time t, the
cost for the calculation of V+ with each of the potentials is compared in table 4.4. To obtain
a DMC energy with an uncertainty of 0.001 a.u. the calculation of the vanadium cation
with the Needs PP takes tN= 1.56 hrs and that with the Stuttgart PP takes tS= 18.68 hrs,
the ratio among both approaches (tN/tS= 0.08) reveals an approximately ten times faster
calculation when using the Needs PP. Other ratios for this comparison are to be found in
table 4.4. The findings bring out that calculations with the Needs PP are about 2.2 to 12.5
times faster than calculations with the Stuttgart ECP. The use of the Needs PP means that
the walkers are only fifteen dimensional instead of 39 dimensional. Therefore all evaluations
of the local energy are considerably faster according to the scaling properties discussed below.
A further reason is that there are only ten basis functions in the newly generated Needs basis
set instead of fifteen in the Stuttgart basis. A last point is the favorable shape of the soft
Needs pseudopotential, which has explicitly been optimized for use in QMC and there to
reduce the fluctuations of the local energy.
Table 4.5: Computer time t for FN-DMC calculations with σ = 0.001a.u. in hrs.
System tB tA tB/tA
O 0.17 1.65 0.10
O2 2.51 11.16 0.22
A similar comparison is made to decide if oxygen is more efficiently calculated using
the all-electron basis set by Dunning (A) or the pseudopotential basis set by Burkatzki (B).
Results are presented in table 4.5. To interpret this result the competing aspects have to be
considered, arising by the decision if to use a PP or no PP at all. Without ECPs the evaluation
of the local energy might be slower because eight electrons are included instead of only six.
This gain in computer time might be compensated with a PP where local energy evaluation
includes a time consuming localization procedure. Another aspect is the fluctuation of the
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local energy which shall be reduced by using PPs as discussed in section 2.4. This is deduced
from smaller variances applying the Burkatzki ECP. The number of contracted basis functions
is eight for B and nine for A. Empirically it is found that calculations using the Burkatzki
PP are about five times faster than those using the cc-pVTZ basis set. The same observation
was made calculating larger species. These are not presented in table 4.5, since they have
not been performed on equal machines.
CPU time for vanadium oxide compounds using the NB ECP basis combination are not
presented. It has been observed that those calculation take considerably longer than the NA
or the SB calculation, respectively, which is mainly due to large fluctuations.
With respect to the computational time and the ECP errors discussed in the following,
the pseudopotential basis set of choice is SB, the combination of the Stuttgart PP on vana-
dium and the Burkatzki PP on oxygen. For this combination the scaling properties of the
DMC algorithm shall be studied.
Scaling with respect to the number of electrons has been discussed by Manten and
Lu¨chow.18 The total scaling property is given by the number of local energy evaluations m
times the scaling of each local energy evaluation. The DMC and VMC algorithm’s most
time consuming steps are the calculation of the molecular orbitals and their derivatives, the
calculation and inversion of the Slater determinant, and the evaluation of the three-body
Jastrow terms. They scale as O(N3) provided that the number of basis functions is equal to
the number of electrons N . Therefore the total scaling behavior is O(mN3). Typically the
prefactor m is rather large, here about m = 108 random walk steps have been performed.
Therefore, when calculating small molecules, QMC seems to compare poorly to other equally
accurate methods as for instance CCSD(T), which scales as N7. For N = 100 both methods
would be equally time consuming and for N = 10000 QMC is 108 times faster. For fewer
random walk steps, e.g. m = 105, the two algorithms are equally fast already for fourteen
electrons and QMC is 105 times faster when N = 500.
The pre-factor m should be adjusted to the fluctuation, the serial correlation and the
variance per step that means on the target accuracy. As has already been discussed, the
innermost electrons need the smallest time steps to be calculated accurately. If the time
step is chosen too large, i.e. adequately for the outer electrons, then fluctuations of the local
energy rise and m must be chosen larger for a certain target standard deviation.
To obtain the scaling properties for the FN-DMC calculation on vanadium oxides one
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has to go one step beyond the plotting t = aNk in a t−N plot and take ln t = ln a+ k lnN
working equation. Plotting ln t against lnN as done in figure 4.12 renders the scaling factor k
being the gradient. Here data points for the CPU times t of FN-DMC/BP86/SB calculations
are given for the boundary condition that the standard deviation is σtarget = 0.001 a.u.
The straight line in the figure is obtained from a least-square fit to all data points except
the first two which belong to O and O2. A gradient k = 3.91 ± 0.06 is obtained so FN-
DMC/BP86/SB calculations on vanadium oxide compounds in amolqc scale as N3.91val . This
is in good accordance with the expected scaling as discussed above.
Figure 4.12: Scaling of FN-DMC/BP86/SB.
4.5 Results and Discussions
The results will be presented under two aspects. First the different compounds calculated
in terms of their geometry, symmetry, electronic state and multi-reference character will be
discussed (sec. 4.5.1). Therefore the results obtained here will be brought into the context
of what is generally known about the compounds. This discussion shall help to understand
the quantum Monte Carlo results, that will be presented afterwards.
The presentation of VMC and DMC results is organized as follows: Energy differences
such as excitation, ionization, atomization, oxygen abstraction, and reaction energies will be
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discussed for all compounds in distinct sections (4.5.2 to 4.5.6). In each section the effect of
different wave functions (KS orbitals from B3LYP and BP86 calculation) and different pseu-
dopotentials is worked out. Furthermore the most trustworthy QMC energies are compared
to experimental values as far as available, to high quality ab initio results and to coupled
cluster, MP2, and DFT calculations. This grouping of results is thought to allow correlation
of the different methods with the chemical question considered.
4.5.1 The Compounds
O
Figure 4.13: BP86/SB MOs of
O(X3P)
The oxygen atom displays the electron configuration
1s22s22p4. Like the 2p2 configuration of carbon this gives rise
to a 3P, a 1D, and a 1S state, the first of which is the ground
state by Hund’s rule. Not all p orbitals are doubly occu-
pied, nevertheless they should be degenerate. However, most
calculations including the present DFT calculations produce
non-degenerate p orbitals due to the lack of full symmetry in
most codes. To address this issue, state average MCSCF runs
are preferrably carried out, but these have certain drawbacks
discussed later in this section. The T1 diagnostic for the
oxygen atom at CCSD(T)/cc-pVTZ level gave T1=0.005 which indicates the single-reference
character of the system and justifies the straightforward DFT calculation of oxygen.
O2
Although having 16 electrons, the O2 molecule is not a closed shell system. Its most stable
state is a triplet (3Σ−g ) as can be seen from the MO scheme. The two pig HOMOs are each
singly occupied. The relative order of the MOs is easily obtained for O2 at experimental
bond distance with each method applied. Furthermore the single-reference DFT approach
is justified by the T1 norm value of 0.016 at CCSD(T)/cc-pVTZ level and by the accurate
FN-DMC dissociation energy D0 obtained with the Burkatzki PP and BP86 orbitals (sec.
4.5.4).
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Figure 4.14: Geometry and BP86/SB MOs of O2 (X3Σ−g )
V
To calculate certain dissociation and all atomization energies of the vanadium oxides, the
total energy of the vanadium atom is required. V has the electron configuration [Ar]4s23d3.
This configuration gives rise to the following states: 2H, 2G, 4F, 2F, 2D, 4P, and 2P. The
ground state is the 4F state in accordance with Hund’s rule.217,218
For a given multiplicity of four, the state calculated in a single-reference approach will
be necessarily a mixture of 4F and the 4P if calculated with only D2h symmetry as with the
chosen DFT approach. This can be seen from the orbitals obtained in the BP86/S single
point calculation of the quartet ground state that are presented in figure 4.15. Here the d
orbitals are not degenerate. The only way to obtain degeneracy would be to perform state-
averaged MCSCF calculation. However, those are orbital based and not to be combined with
the DFT calculations on the molecular species.
The MOs in figure 4.15 are depicted in their energetic order, and their occupation is
given. The calculation was performed in the unrestricted Kohn-Sham formalism, so α and β
orbitals were obtained. In most cases the orbitals were identical in shape with the β orbitals
having higher energies. Therefore, only α orbitals are shown in figure 4.15 with one exception.
The singly occupied orbitals (all α by definition) are dxy, dyz, and dxz, doubly occupied is
the dz2 orbital though being the highest in energy with respect to α spin. The shape of the
dz2 orbitals is different for α and β; the corresponding β orbital is additionally depicted in a
transparent manner for comparison.
The T1 diagnostic for the V atom gave values of 0.021 with CCSD(T)/cc-pVTZ and 0.020
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Figure 4.15: BP86/S MOs of V (X4F).
with CCSD(T)/S. They are significantly smaller than those for VO or VO+ and not in the
range where a multi-reference approach is obligatory. Therefore a single-reference approach
for the vanadium atom is justifiable, even if the five d orbitals are then not degenerate. To
be sure that the atom is calculated adequately, the energy difference to the 6S d5 state and
the first ionization energy are evaluated.
V 6S
Figure 4.16: BP86/S MOs of V (6S).
The only state of the vanadium atom which can prop-
erly be described with only one determinant is the first
6S state. It displays the electron configuration [Ar]3d5.
Correcting for spin-orbit coupling of the ground state
the energy difference between the two is 2.465 eV.217
Both states have similar T1 values, the one of the ex-
cited state being slightly smaller, which does surprise
because there is only one possible sextet configuration
with the five electrons evenly distributed over five or-
bitals. Furthermore the d orbitals are degenerate when calculated with BP86/S (see fig.
4.16).
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V+
Figure 4.17: BP86/S MOs of
V+ (5D).
The [Ar]3d4 electron configuration of V+ gives rise to a 5D
state. It does not mix with any other quintet state so that its
description should be somewhat easier than for the 4F state
of the neutral species. Orbitals for quantum Monte Carlo
are taken from B3LYP and BP86 single-reference calcula-
tions again, which is fully justified by the small CCSD(T)/cc-
pVTZ T1 value of 0.008. The BP86/SB orbitals are presented
in figure 4.17.
The four singly occupied d orbitals have different or-
bital energies rather then being degenerate. This might on
the one hand originate from calculating in D2h rather than
total spherical symmetry. On the other hand it is known,
that the first order densities of the d orbitals differ among
each other and from the exact density (except dz2).219 An
unfortunate occupation of the four orbitals can produce too high total energies. However
the connection to the wave function’s nodal structure is not defined in this context, so that
FN-DMC calculations can still be successful.
VO
Figure 4.18: VO.
It has early been recognized that the visible band spectrum of VO is
of considerable astrophysical importance.201 The oldest works in this
field go back to the early twentieth century and a rotational analysis
of the VO spectrum has been published in 1957 by Lagerquist.201 The
identification of the ground state as a 4Σ− rather than a 2∆ state has
been done theoretically.213,220–223 Extensive collections of data on VO
are to be found in rewiew articles.159,182,224
The first appearance of theoretical work done on VO was a
Hartree-Fock study from 1966 by Carlson and Moser213. It was fol-
lowed 20 years later by the first DFT study performed by Bauschlicher et al..224
In 2000 Bridgeman et al. assigned the ground state of VO to be 4Σ− (...3pi48σ29σ1δ2)
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calculated using the LSD density functional approach.190 The 8σ and the 3pi orbitals are
bonding orbitals in the M-O bond dominated by contributions from the 2s and 2p orbitals
of oxygen. Contrarily the 9σ is understood to be non-bonding as the 1δ orbitals, and all
of them are mostly of vanadium atomic orbital character. This is also valid for the anti-
bonding but unoccupied 4pi orbital. The order of the latter three types of orbitals represents
the typical splitting of d orbitals in a linear ligand field, dpi >dσ ≥dδ. According to the
occupation of the MOs, VO features a triple bond character. Accordingly VO has besides
CuO the shortest bond length of all the transition metal monoxides with only 1.60 A˚ in
Bridgeman’s DFT calculation and 1.59 A˚ in the experiment, respectively. Contradictory is
the bond length of 1.569 A˚ found by Calatayud et al., which is underestimated when per-
forming B3LYP/6-31G(d) calculations.225. Bridgemann’s findings are in accordance with
multi-reference average coupled-pair functional (MR-ACPF) calculations by Pykavy and van
Wu¨llen.203,226 Using a correlation consistent basis of triple-ζ quality, they obtained an ac-
curate bond length of 1.593 A˚. In the CASSCF(9,8) calculation included in their study the
leading configuration of the 4Σ− state was close to 90% |...8σ23pi49σ1δ2| as verified in a
population analysis.
Figure 4.19: BP86/SB MOs of VO (X4Σ−).
Since previous studies implied that the multi-reference character of VO is not negligible
and since data on VO is rather scattered, Miliordos and Mavridis performed expensive high
quality multi-reference and coupled cluster calculations.227 They applied very large basis sets
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with either using Bauschlicher’s atomic natural orbital basis for vanadium228 and Dunning’s
aug-cc-pVQZ basis for oxygen152 - in total 164 spherical Gaussians - or also a cc-pVQZ basis
on V, newly developed by Balabanov and Peterson216. The atomic ground states of V and O
give rise to 36 molecular states with doublet, quartet, and sextet multiplicities, nine of which
were analyzed in detail by Miliordos and Mavridis. The most important result concerning
this work is that, at equilibrium bond length, a single configuration is sufficient to adequately
describe the X4Σ− ground state of VO.
The presently calculated BP86/TZVP bond length is 1.588 A˚. The MO energies obtained
with the different approaches agree with the results of Bridgeman and of Pykavy. The α
molecular orbitals obtained in the BP86/SB single point calculation can be seen in figure
4.19. The β orbitals resemble them strongly though being higher in energy. The state
calculated is the 4Σ− state with the configuration |...8σ23pi49σ1δ2|. The orbitals 1-4 not
shown in the figure are the core orbitals described for V with the Stuttgart and for O the
Burkatzki pseudopotential, respectively. That means that the 5σ orbital predominantly comes
of the V 3s orbital, the three following of the 3p orbitals from vanadium. The 7σ orbitals is
dominated by the oxygen’s 2s orbital. Bonding begins to form with the overlap of the O 4pz
and the V 3dz2 orbital in the 8σ MO, and the overlap of the V 3dxz with the O 2px and of
the V3dyz with the O 2py orbitals, respectively, forming the bonding 3pi orbitals. The three
singly occupied orbitals 9σ and 1δ are dominated by the V 4s orbital in the first case and by
the two V3d orbitals dxy and dx2−y2 for the latter. They are non-bonding and thus do not
influence the bonding situation in VO.
Comparing the BP86 and the B3LYP MOs with the same basis set (SB) one finds the
9σ and the 1δ2 orbitals in reverse order, which does not change the state. With the Needs
ECP on vanadium this reverse order of MOs is also obtained in BP86 calculation. Using an
all-electron approach to describe the oxygen atom rather than using the Burkatzki-ECP does
not influence the orbital scheme.
VO+
Much attention has been paid to VO+ due to its presence in interstellar space.183 The as-
signment of VO+ being a 3Σ− state has been done experimentally by Dyke and theoretically
by Carter and Goddard III.180,214 Dyke et al. resolved the structure of VO+(3Σ−) by a
Franck-Condon analysis of the vibrational fine structure of the VO to VO+ transition. The
equilibrium bond distance is 1.54 ± 0.01 A˚214 or 1.561 ± 0.003 A˚.206 The latter, which was
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obtained from photoionization spectra, is more accurate. The formation of VO+ from V+
and O2 was observed in cyclotron resonance spectroscopy experiments.187
Figure 4.20: VO+
Carter et al. followed the all-electron ab initio generalized valence
bond (GVB) approach.180 They used basis sets of DZ quality and ob-
tained an accurate description of the compound when all important
resonance structures are included self-consistently in the wave func-
tion. Since in comparison to neutral vanadium monoxide the lacking
electron is removed from the non-bonding 9σ orbital, the bond re-
mains of the same type as in VO, namely a triple bond. Two of the
σ(OpzVdz2) and pi(OpxVdxz and OpyVdyz) bonds are covalent in na-
ture, the third one is formed by the oxygen lone pair donating into
an empty d orbital. The dxy and the dx2−y2 orbital are each singly occupied from the two
remaining electrons of V+ (3d4). They are non-bonding δ orbitals.180
Miliordos and Mavridis described the same MOs as those obtained with the GVB ap-
proach, but assigned a strong ionic character to the V-O bond in VO+ and the neutral
obtained from a Mulliken population analysis.227 The multi-reference calculations by Pykavy
and van Wu¨llen resulted in a |...8σ23pi41δ2| configuration as the leading one by 88%.203
Figure 4.21: BP86/SB MOs of VO+ (X3Σ−).
The 3Σ− state of VO+ was also obtained in the presented single point calculations at a
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BP86/TZVP bond length r=1.549 A˚. Orbitals are to be found in figure 4.21 for the example of
BP86/SB. They are in agreement with theory and can be compared to those of VO discussed
in the previous section 4.5.1. The only difference is that one orbital less is occupied here
which is the 9σ MO of VO. All BP86 and B3LYP calculations gave the orbitals in the same
order.
VO2
Figure 4.22: VO2.
The vanadium dioxide VO2 is found to have a bent structure (C2v) and
its ground state is assigned to be a 2A1 state. The unpaired electron
resides almost entirely on the vanadium atom in an a1 orbital, which
is V 3dz2 in nature (fig. 4.23). The state is assigned in agreement
with other DFT,200,225 MRCI and CASSCF(13,11) calculations.205
The order of orbitals found in the BP86/SB calculation is the same as
being obtained by Knight in (13,11)CASSCF calculations, that means
| . . . 8a215b221a229a213b216b2210a11|.205 In contrast to this Wu proposed a
reordering of orbitals that includes a reverse order for the 1a22 and the
9a21 MO and for the 3b
2
1 and the 6b
2
2 MO.
184
Figure 4.23: BP86/SB MOs of VO2(X2A1)
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VO+2
Figure 4.24: VO+2 .
The triply bonded vanadyl cation VO+2 is used as an inert ESR-
active probe of protein reactive sites due to its high stability.180
Being the most stable vanadium oxide cluster compound on earth
it generally plays an important role in complex chemistry.194 It is
geometrically quite similar to VO2 displaying C2v symmetry. For
this study it is interesting, because it is the smallest cluster in
which vanadium has the oxidation number +V as it has in bulk
V2O5. State assignment clearly leads to 1A1 as originally proposed
by Harvey et al.229 The new virtual orbital compared to the neutral
species is 10a1.
Figure 4.25: BP86/SB MOs of VO+2 (X
1A1)
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VO3
Figure 4.26: VO3.
VO3 has been discussed controversively in literature.184,200,205,225
All authors agreed upon a symmetry lower than D3h. But different
methods and symmetry restrictions gave severely different results
for the state assignment and the geometries. Vyboishchikov and
Sauer found the molecule in C3v symmetry with equally long V-
O bonds, when calculating the 2A2’ state of non-planar VO3 with
BP86/TZVP.200 Knight et al. found C2v symmetry in a MRCI
calculation for a planar arrangement. The ground state is found to
be 2B2.205 Their findings are supported by a photoelectron spec-
troscopy study by Wu and Wang.184 Two B3LYP studies with different basis sets gave a
2A2’ state and a non-planar molecule. However the geometry calculated using a 6-31G(d)
basis displays two longer and one shorter bonds differing by 0.156 A˚,225 whereas the use of a
TZVP basis yields two short and one long bond in CS symmetry, differing by only 0.05 A˚.200
CASSCF(7,9) calculations gave again a molecule in planar CS symmetry, now with one short
and two long bonds differing by 0.091 A˚ and a 2B2 ground state.205 Since the geometry is
not known experimentally, the assignment is somehow arbitrary. The geometry found with
BP86/TZVP has three nearly equally long bonds, so that the molecules is of C3v symmetry.
VO+3
Figure 4.27: VO+3 .
For VO+3 it was necessary to find the spin state of the ground
state. Asmis et al. determined the 3A’ state to be the ground
state, when performing B3LYP/TZVP calculations230 whereas Ca-
latayud reported a 1A’ state obtained with B3LYP/6-31G(d).225
Here both states have been geometry optimized with BP86/TZVP
and the singlet was found to be by 0.003 a.u. more stable than
the triplet. In the following quantum Monte Carlo calculations
of both states at the their optimized geometries VMC/BP86/SB
and DMC/DFT/SB energies were lower for the triplet state.
DMC/BP86/SB gives with 0.291(1) a.u. the largest stabilization of of the triplet over the
singlet. Therefore the following discussion will be only based on the 3A’ state.
The molecule calculated at BP86/TZVP has two long and one short bonds differing
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Table 4.6: Spin state of VO+3 . Energies are given in a.u. with standard deviation in paren-
theses.
BP86/TZVP VMC/BP86/SB DMC/BP86/SB DMC/B3LYP/SB
triplet −1169.57927069 −119.365(1) −119.3770(6) −119.3767(6)
singlet −1169.58218682 −119.0742(5) −119.3616(6) −119.3607(6)
by 0.383 A˚. Since the O-O distance is only about 0.109 A˚ larger than in O2, VO+3 can be
understood as adduct of VO+ and O2. The symmetry of the pyramidal cation is CS . Since
the presently obtained triplet multiplicity is in accordance with Asmis et al. it does not
surprise that the geometry obtained from BP86/TZVP calculation also resembles more their
findings for VO+3 than Calatayud’s results.
225,230
VO4
Surface dispersed vanadium oxide catalysts are composed of pseudotetrahedral VO4 oxo vana-
dium groups (-O3V=O) that have a C3v structure with a terminal VO double bond. Contrary
the isolated VO4 species have never been observed in gas phase, and it is unlikely to adopt
the C3v structure as on the surfaces.181,184
Figure 4.28: VO4.
IR experiments gave rise to the idea that VO4 might contain
a VO2 and a peroxo -O2(η2) unit.184
Geometry optimization of VO4 with DFT methods gave simi-
lar results.200,225. Two V-O bonds tend to be very long connecting
to oxygen atoms in a distance from each other that is of a typical
peroxo bond (≈ 1.5 A˚) and of considerable double bond character
forming a superoxo ligand. The other two V-O bonds, which span
a plane perpendicular to that of the formerly described bonds, are
considerably shorter. The state assignment, however, is problem-
atic. In C2v symmetry obtained with a 6-31G(d) basis set, it is 2B2,225 whereas a TZVP
basis leads to 2A2.200
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VO+4
VO+4 in C1 symmetry has a
3A ground state. Compared to VO4, the peroxo bond is even
shorter with 1.213 A˚ (BP86/TZVP) and one VO bond is broken. The structure resembles a
η1-VO+2 +O2 adduct.
225
Figure 4.29: VO+4 .
V2O5
Figure 4.30: V2O5.
The vanadium pentoxide molecule has a d0 configuration on V and thus an oxidation
number of +V. Its structure has been resolved to be doubly bridged and of CS symmetry.
The two V atoms are tetrahedrally and trigonal-pyramidally coordinated, respectively. The
V-O bridging bonds of the former are considerably longer (1.981 vs. 1.706 A˚). V-O bonds
to terminal oxygen atoms have predominantly double bond character, with bond lengths of
about 1.61 A˚ also in agreement to literature.200,231
4.5.2 Excitation Energies
Only one excitation energy has been calculated in this study which is the 4F→6S excitation
in the vanadium atom. The calculation is intended to be a test of the description of the
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atoms in the chosen DFT approaches. To compare the calculated excitation energies with
the experimental energy difference, the experimental 4F state’s energy has been corrected for
spin-orbit coupling, since the state calculated cannot be resolved with respect to the different
J terms. That reduces the excitation energy from 2.505 to 2.465 eV.217 Another experimental
value is known from an atom spectrum and this is 2.505 eV appears to be the same as the
above mentioned original value and therefore not to be adjusted for spin-orbit coupling.218
Table 4.7: DMC excitation energies of V compared for different PPs/basis sets and to exper-
iment. Orbitals obtained from BP86. Energy differences are given in eV. Standard deviation
in parentheses.
Type S N Expt.
4F→6S 1.92(1) 1.77(1) 2.465217
In table 4.7 the performance of the different pseudopotentials in FN-DMC/BP86 is
compared. BP86 denotes here the ab initio method used to generate the orbitals. The PPs
with the according basis set for the V atom are only the Stuttgart (S) and the Needs (N)
ECP. Both excitation energies are too small, the Stuttgart potential performs better by about
0.1 eV.
Table 4.8: FN-DMC, VMC, and DFT excitation energies of V compared for the BP86 and
B3LYP functional and to experiment. Stuttgart PP and basis set. Energy differences are
given in eV.
DMC VMC DFT
Type
B3LYP BP86 B3LYP BP86 B3LYP BP86
Expt.
4F→6S 2.20(1) 1.92(1) 2.55(2) 2.34(3) 2.31 1.61 2.465217
The BP86 and the B3LYP functional are compared in table 4.8. This is done according
to their performance in DFT calculations with the Stuttgart PP and basis set and to the
quality of their orbitals for VMC and FN-DMC. In the DFT calculation B3LYP performs
much better (by 0.7 eV) and deviates from the experimental value by only 0.155 eV.
Also in the QMC calculations the excitation energy is higher when using B3LYP orbitals.
VMC energies are about 0.4 eV higher and therefore closer to the experimental value than
their diffusion quantum Monte Carlo counterparts. The VMC/B3LYP/SB energy differs
from the experimental value from by 0.08±0.04 eV. More reliable are the energies obtained
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Table 4.9: DMC/BP86/S excitation energies of V compared to CCSD(T)/cc-pVTZ and
MP2/cc-pVTZ calculations and experiment. Energy differences are given in eV.
Type DMC CCSD(T) MP2 Expt.
4F→6S 1.92(1) 2.41 −0.27 2.465217
in the DMC calculations, since the DMC is the more accurate Monte Carlo approach. The
deviation from the experiment towards lower excitation energies might go back to a different
multi-reference character in the 4F and the 6S state neglected in the calculation. However,
depending on the basis set either the 4F state’s T1 value is larger or the 6S state’s. Therefore
cannot be said, which atom causes the error.
The DMC/BP86/S energy, which will turn out in later calculation to be the superior
compared to DMC/B3LYP/S, is compared with relativistically corrected CCSD(T) and MP2
energies using the cc-pVTZ basis set in both cases. Other ab initio values for the energy
difference are not reported the literature. The Møller-Plesset approach performs poorly
whereas the coupled cluster calculation renders the best excitation energy. The DMC/BP86/S
energy, which is lower than the DMC/B3LYP/S energy, underestimates the experimental
excitation energy. A general reason for too low energies might be the single-reference approach
as discussed above.
Conclusively it can be said, that DMC suffers from a localization and node location
error which reduces the excitation energy by up to 0.4 eV, that the single-reference approach
is feasible, and that the B3LYP functional performs more reliably then the BP86 functional.
4.5.3 Ionization Energies
Ionization energies (IE) or potentials (IP) are excitation energies as well, but restricted to
excitations where the number of electrons in the excited state is reduced compared to the
number of electrons in the ground state. What will be discussed here is the first ionization
energy that connects the neutral species with its singly positive charged cation both in their
electronic ground states.
With respect to vibrational states a distinction is to be made between vertical and
adiabatic energy differences ∆E depicted in figure 4.31.36 To obtain the vertical ionization
energies the energy of the cation has to be calculated at the geometry of the neutral species.
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Figure 4.31: Schematic relationship between vertical absorption and emission energies and
adiabatic energy difference between the ground and excited states.36
The adiabatic IE is the difference between the lowest vibrational state of the ground state and
the lowest vibrational state of the excited state. In the calculations the difference is taken
between the ground and excited state without ZPVE and therefore under the assumption
that the zero point corrections are equal.
Theoretical ionization potentials are of considerable interest because of the electron
correlation. Its effect is more pronounced for ionization reactions than for excitations with a
constant number of electrons. The electron richer neutral will have a larger contribution from
correlation effects than the cation. An insufficient inclusion of correlation energy destabilizes
mainly the neutral species and too small an IP is expected.36
The results for every ionization considered will be discussed in the same manner as
the excitation energy before in section 4.5.2: comparison of the pseudopotentials, the DFT
functionals and to other methods as well as experiment.
V→V+
Like the 4F→6S promotion energy the ionization potential of the V atom is also too small with
DMC. This effect is stronger for the Needs ECP, where the FN-DMC energy underestimates
the experimental value by about 0.8 eV (tab. 4.10). Using a B3LYP determinantal part for
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Table 4.10: Vertical (V) and adiabatic (A) DMC ionization potentials compared for different
PPs/basis sets and to experiment. Energy differences are given in eV.
Type SA SB NA NB Expt.
V→V+ 6.29(1) 6.29(1) 5.92(1) 5.92(1) 6.746(2)233
A: VO→VO+ 7.21(2) 7.17(1) 6.02(3) 20.34(9) 7.2386(4)206
V: VO→VO+ 7.25(3) 7.24(1) 9.15(3) 19.2(1) 7.25(1)214
A: VO2→VO+2 - 8.59(2) - 29.1(2) -
V: VO2→VO+2 - 8.75(2) - 30.5(2) 10.5(3)234
A: VO3→VO+3 - 9.79(3) - - -
A: VO4→VO+4 - 10.30(3) - - -
the guide function ameliorates the DMC result, which now deviates from experiment by less
than 0.4 eV and which is the best QMC energy obtained for this excitation (see tab. 4.11).
VMC energies are smaller. A reason might be the different multi-reference characters of the
two species visible from the CCDS(T)/cc-pVTZ T1 values: T1(V)=0.021 and T1(V+)=0.008.
They would manifest themselves in a too high energy for the neutral and thus a too small
IP. The effect is seen more clearly for the VMC results (4.11).
CCSD(T) and MP2 results are presented in table 4.12. Since the V→V+ IP is found to be
underestimated by 0.3 to 0.4 eV neglecting relativity,197,203,227,232 relativistic Cowan-Griffin
corrections are applied.92. In literature it was found that only high quality multi-reference
approaches like MR-ACPF are capable of approaching the experimental IP of V. Pykavy and
van Wu¨llen obtained 6.67 eV with self-made cc-pVXZ basis sets (X = 4 and 5), extrapolated
to complete basis set and including relativistic corrections,203 Balabanov et al. obtained
6.78 eV.197 The MP2/cc-pVTZ renders 6.68 eV in good agreement with the MR-ACPF value
and experiment, CCSD(T)/cc-pVTZ overestimates the experimental IP.
VO→VO+
The first ionization potential of the VO molecule turns out to be a challenge for theoretical
methods.203 This can be imagined from the different high-quality ab initio adiabatic IPs,
which are e.g. 7.06 or 6.95 eV using MR-ACPF/cc-pV5Z with and without a scalar relativistic
correction,203 7.24 eV obtained with RCCSD(T) again with relativistic correction and a large
basis set,227 and 7.33 eV from MRCI calculations in the same manner.227 The single-reference
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Table 4.11: DMC, VMC and DFT vertical (V) and adiabatic (A) ionization potentials com-
pared for the BP86 and B3LYP functional and to experiment. PP basis: SB. Energy differ-
ences are given in eV.
DMC VMC DFT
Type
B3LYP BP86 B3LYP BP86 B3LYP BP86
Expt.
V→V+ 6.36(1) 6.29(2) 6.14(2) 5.86(2) 6.90 6.68 6.746(2)233
A: VO→VO+ 7.18(1) 7.17(1) 7.13(2) 7.18(2) 7.63 7.72 7.2386(4)206
V: VO→VO+ 7.25(1) 7.24(1) 7.15(2) 7.20(2) 7.69 7.77 7.25(1)214
A: VO2→VO+2 8.60(2) 8.59(2) - 8.99(2) 9.05 8.72 -
V: VO2→VO+2 8.77(2) 8.75(2) - 9.29(2) 9.30 8.89 10.5(3)234
A: VO3→VO+3 9.73(3) 9.79(3) - 7.58(4) 10.04 10.57 -
A: VO4→VO+4 10.34(3) 10.30(3) - 10.60(3) 10.65 10.67 -
approach is expected to give good results because of similar CCDS(T)/cc-pVTZ T1 values
for the neutral and the ion. This is stressed by the CCSD(T) value from the literature in the
line of multi-reference calculations.
The BP86/DMC energies given in table 4.10 are identical within standard deviation and
the differences between the the vertical and adiabatic excitation are 0.04(3) eV for SA and
0.07(3) eV for SB respectively. Since calculations with the SB basis have turned out to be
faster, only this approach is followed. Using the Needs PP on vanadium gives wrong IPs, the
effect is much stronger for the NB basis. Since the basis sets generated to be used with the
Needs ECP (see appendix A) include now, in the molecule, also p and f functions, the error
might come from this edge although being only a problem of the nodal structure, since DFT
gives results in much better agreement with experiment (compare sec. 4.5.7). Furthermore
the large core leaves only five electrons to undergo bonding and the correlation with the
semi-core 3s and 3p electrons is completely neglected.
A comparison between the BP86 and the B3LYP functional for the SB ECP basis is
found in table 4.11. As known from the density functional literature about transition metal
compounds, binding is overestimated with the GGA functionals.193 B3LYP performs slightly
better. The orbitals obtained from both SP calculations do not very much influence the
QMC results in terms of energy, but the DMC results obtained basing on B3LYP are more
accurate. VMC is not of much lower quality than FN-DMC. Table 4.12 shows that CCSD(T)
and MP2 IPs are too large, and so the FN-DMC IPs reported in this study are among the
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Table 4.12: Vertical (V) and adiabatic (A) DMC/BP86/SB ionization potentials compared
to CCSD(T)/cc-pVTZ and MP2/cc-pVTZ calculations and experiment. Energy differences
are given in eV.
Type DMC CCSD(T) MP2 Expt.
V→V+ 6.29(1) 6.93 6.69 6.746(2)233
A: VO→VO+ 7.17(1) 8.45 6.75 7.2386(4)206
V: VO→VO+ 7.24(1) 8.47 6.74 7.25(1)214
A: VO2→VO+2 8.59(2) 8.00 5.82 -
V: VO2→VO+2 8.75(2) 7.97 5.92 10.5(3)234
best theoretical results obtained up to now.
VO2 →VO+2
There are two experimental values known for the ionization of VO2 and these are 10(2) eV235
and 10.5(3) eV.234 The latter is expected to be too large because in the same study by Bal-
ducci et al. an adiabatic IP for VO has been proposed as 8.4(3) eV234 compared to the value
by Dyke which is 7.25(1) eV214 and to the newer vertical IP of 7.2396(4) eV from photo-
electron spectroscopy by Harrington.206 A B3LYP/6-31G(d) IP reported is 8.42 eV which
should be to too low when compared to results for VO (7.16 eV).225 The closed-shell species
VO+2 is calculated with a restricted algorithm in all approaches, whereas VO2 is calculated
unrestrictedly (except for MP2 and CISD according to the restricted-open formalism).
The DMC energies with SB obtained from BP86 or B3LYP orbitals lie exactly in this
range. Application of the NB ECP/basis gives non-reliable IPs. VMC energies are too high
and resemble the pure B3LYP IPs. A too large IP means that the neutral is described
more accurately, which is surprising for this single-reference approach, because VO2 has a
more pronounced multi-reference character with T1=0.121 than VO+2 with T1=0.047 for
the excited state geometry and T1=0.051 for that of the ground state when calculated with
CCSD(T)/cc-pVTZ. The expected underestimation can finally be seen for the MP2 and the
CCSD(T) IPs. Contrary to this is the fact that VO+2 is calculated in a restricted instead of
an unrestricted way with coupled cluster, which would cause the energy to rise compared to
the neutral.
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Others
The FN-DMC IPs of VO3 and VO4 display reasonable values compared to those of Calatayud
et al. (10.29 and 10.47 eV).225 and to the DFT ionization energies previously obtained in
this study, which tend to be too large. Reference calculations with the large cc-pVTZ were
not performed for these relatively large species.
General Observations
The VMC energy is again higher than the FN-DMC value. In accordance with the general
trend of rising ionization energies for oxygen richer vanadium oxide compounds, the FN-DMC
results, which are not much affected by the choice of the orbitals or the the use of SB and
SA, are very reasonable. For VO the best IPs known in the literature is obtained.
4.5.4 Atomization Energies
The atomization energy is the difference between the total energies of the constituent atoms
of a molecular system and that of the molecule itself. Its calculation is most challenging
to quantum chemists, since many effects have to be described most flexibly. One aspect is
the different number of paired electrons in reactants and atoms, another is the difficulty of
performing accurate atomic calculations with a method of equal quality compared to the
molecule’s.
The experimental atomization energy D0 is the sum of the total atomic electronic ground
states energies relEA and the molecular vibrational ground state energy relE0, both being
relativistic:
D0 =
∑
A
relEA −rel E0. (4.10)
The non-relativistic equilibrium atomization energy is directly accessible by computations:
De =
∑
A
EA − E(Re). (4.11)
Here the molecule is calculated at the equilibrium electronic ground state and not at the first
vibrational state of the ground state. To switch between both energies one has to take into
account the zero point vibrational corrections from frequency calculations (see sec. 4.4.3), the
spin-orbit corrections for the atoms and other relativistic corrections. The latter are partly
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introduced by using scalar relativistic ECPs in DFT and QMC calculations and by including
mass-velocity and Darwin contributions in the MP2 and CCSD(T) reference calculations.
Typical mean errors for atomization energy calculations can be considered as an estimate
of the quality of a given method. Results for first and second row compounds make clear
that CCSD(T) is superior to most DFT approaches, HF and MP2. CCSD(T) turns out to
be the only model that allows a description of atomization in chemical accuracy and this is
only for large basis sets of quadruple to sextuple quality.35 However, this is not necessarily
the case for transition metal compounds.
Total energies are dominated by the Hartee-Fock contribution. The correlation energy
contributes only relatively little to the total electronic energy of a system. Little in this
context means 10 to 200 times less. It is noteworthy that the contribution of correlation energy
increases when bonding is considered, where it can constitute up to 50% of the bond energy
of a covalent bond and 100% for weak interactions, which makes any kind of dissociation
energy, i.e. the atomization energy a difficult task.33,35,36
O2
The atomization energies of O2 has been calculated to have an estimate of the quality in
which the oxygen atom is described. First of all the use of the Burkatzki pseudopotential is
studied. From table 4.13 it can be seen that the dissociation energy is about 0.09 eV larger,
and therefore closer to experiment, without using an ECP. This can be due to the localization
error of the ECP and to different fixed node errors for different orbitals. Using the BP86
functional to obtain determinants for the wave functions, the dissociation energy is closer to
experiment. CCSD(T)/cc-pVTZ and DMC give about the same energy and both results are
trustworthy, since the involved species all display single-reference character. MP2/cc-pVTZ
does not perform successfully for this reaction. It should be noted that the dissociation of
O2 has previously been calculated with DMC by Grossman using the SBK PP and a large
natural orbital basis set236. The obtained D0 was 4.84(2) eV, but the best FN-DMC energy
presented here is clearly closer to experiment.
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Table 4.13: DMC atomization energies compared for different PP/basis set combinations and
to experiment. Orbitals obtained from BP86. Energy differences are given in eV. Standard
deviation in parentheses.
Compound SA SB NA NB Expt.
De: O2 5.07(3) 4.98(1) 5.07(3) 4.98(1) -
D0: O2 4.97(3) 4.88(1) 4.97(3) 4.88(1) 5.1154(8)236
De: VO+ 5.61(2) 5.63(1) 10.73(3) 35.84(5) -
D0: VO+ 5.54(2) 5.56(1) 10.66(3) 35.77(5) 5.98(10)214
De: VO 6.52(2) 6.51(1) 10.83(3) 50.255(8) -
D0: VO 6.46(2) 6.44(1) 10.77(3) 50.192(8) 6.44(20)174
De: VO+2 - 9.54(2) - 24.63(5) -
D0: VO+2 - 9.37(2) - 24.47(5) -
De: VO2 - 11.83(2) - 47.8(2) -
D0: VO2 - 11.69(2) - 47.7(2) 12.20(19)234
De: VO+3 - 11.94(2) - -
D0: VO+3 - 11.70(2) - - -
De: VO3 - 15.43(2) - - -
D0: VO3 - 15.24(2) - - -
De: VO+4 - 15.39(2) - - -
D0: VO+4 - 15.09(2) - - -
De: VO4 - 19.40(2) - - -
D0: VO4 - 19.08(2) - - -
De: V2O5 - 33.34(3) - - -
D0: V2O5 - 32.87(3) - - -
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VO+
Various experimental dissociation energies are reported for VO+ and so the determination
of the most reliable reference energy is difficult (see table 21). Most of the studies on VO+
cite the most exact value obtained by Dyke in high-temperature UV spectroscopic exper-
iments which is 5.98(10) eV.214 Other equal experimental dissociation energies result from
gas phase collision experiments (6.00(35) eV179 and 6.09(28) eV178), from mass spectrometry
(5.68(22) eV237 and 5.81(17) eV238), and cyclotron resonance spectroscopy (5.16-6.55 eV187).
Using the Needs PP in DMC in any combination with basis sets for oxygen, the DMC
dissociation energies are by an order of magnitude wrong. Per contra accurate BP86/FN-
DMC dissociation energies are obtained when using either the SA or the SB basis, but these
are at least 0.3 eV too low when compared to the experiment referred to in the tables.214
In table 4.14 the two DFT functionals are compared. In DFT single point calcula-
tions BP86 over- and B3LYP underestimates the strength of the VO bond, which has also
been observed by Jensen et al.193 The VMC energies are both too small. This effect can
be understood from the reasons why the total energy of VO+ could be too large. These are
to be found in the multi-reference character observed from T1 values: VO+ cannot be de-
scribed reliably in a single-reference approach (T1=0.075) whereas the mononuclear species
can. This effect can similarly be observed from table 4.15 for the MP2 energies. Contrarily
CCSD(T)/cc-pVTZ gives a dissociation energy considerably smaller than experiment. The
reason for this that the calculation converged to a minimum state which differs from the 3Σ−.
A clear determination of all orbitals was not possible.
Multi-reference calculations perform much better. The largest De reported is 5.98 eV
with MR-ACPF/cc-pVTZ(self-made) by Pykavy and van Wu¨llen.203 Though relativistic cor-
rections have been neglected by them, it is the most accurate. All other MR-ACPF or
MR-CISD energies are lower in energy (see tables 22 and 21), which does not need to be a
drawback, since the experimental dissociation energy is uncertain.
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Table 4.14: QMC and DFT atomization energies compared for the BP86 and B3LYP func-
tional and to experiment. ECP/basis set combination: SB. Energy differences are given in
eV. Standard deviation in parentheses.
DMC VMC DFT
Compound
B3LYP BP86 B3LYP BP86 B3LYP BP86
Expt.
De: O2 4.97(1) 4.98(1) - 0.00(4) 4.92 5.72 -
D0: O2 4.87(1) 4.88(1) - −0.10(4) 4.82 5.62 5.1154(8)236
De: VO+ 5.44(1) 5.63(1) 4.10(2) 4.04(2) 5.39 6.44 -
D0: VO+ 5.37(1) 5.56(1) 4.03(2) 3.97(2) 5.32 6.37 5.98(10)214
De: VO 6.26(1) 6.51(1) 5.08(1) 5.35(1) 6.12 7.48 -
D0: VO 6.20(1) 6.44(1) 5.02(1) 5.29(1) 6.06 7.42 6.44(20)174
De: VO+2 9.34(2) 9.54(2) - 6.18(2) 9.12 11.57 -
D0: VO+2 9.18(2) 9.37(2) - 6.02(2) 8.96 11.41 -
De: VO2 11.58(2) 11.83(2) - 9.31(2) 11.27 13.61 -
D0: VO2 11.44(2) 11.69(2) - 9.16(2) 11.13 13.46 12.20(19)234
De: VO+3 11.77(2) 11.94(2) - 7.34(2) 11.87 14.34 -
D0: VO+3 11.53(2) 11.70(2) - 7.11(2) 11.64 14.11
De: VO3 15.14(2) 15.43(2) - 9.10(3) 15.01 18.23 -
D0: VO3 14.95(2) 15.24(2) - 8.91(3) 14.83 18.05
De: VO+4 15.15(2) 15.39(3) - 10.22(3) 14.93 18.19 -
D0: VO+4 14.86(2) 15.09(3) - 9.92(3) 14.63 17.89 -
De: VO4 19.13(2) 19.40(2) - 14.95(3) 18.68 22.17 -
D0: VO4 18.82(2) 19.08(2) - 14.64(3) 18.37 21.86 -
De: V2O5 32.88(3) 33.34(3) - 24.33(4) 31.55 37.16 -
D0: V2O5 32.41(3) 32.87(3) - 23.85(4) 31.08 36.68 -
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Table 4.15: DMC/BP86/SB atomization energies compared to CCSD(T)/cc-pVTZ and
MP2/cc-pVTZ calculations and experiment. Energy differences are given in eV. Standard
deviation in parentheses.
Compound DMC CCSD(T) MP2 Expt.
De: O2 4.98(1) 4.93 5.95 -
D0: O2 4.88(1) 4.83 5.87 5.1154(8)236
De: VO+ 5.63(1) 5.00 7.35 -
D0: VO+ 5.56(1) 4.95 7.27 5.98(10)214
De: VO 6.51(1) 6.53 7.41
D0: VO 6.44(1) 6.47 7.35 6.44(20)174
De: VO+2 9.54(2) 10.81 14.99 -
D0: VO+2 9.37(2) 10.66 14.49 -
De: VO2 11.83(2) 11.88 14.13 -
D0: VO2 11.68(2) 11.76 14.00 12.20(19)234
VO
The experimental atomization energies found with different approaches are all in agreement.
The most cited D0 is obtained from thermodynamical calculations using reliable literature
data, 6.44(20) eV,174 the others are from mass spectrometric works: 6.45(4) eV,239 6.34(17)
eV,235 and 6.48(9) eV.234 MR-ACPF/cc-pVTZ calculations gave De=6.44 eV.203
The dissociation of VO resembles very much the dissociation of VO+. This is not
unexpected, because in both cases a triple bond between vanadium and oxygen is to be
broken. The SP energies from BP86 calculations overestimate the atomization energy, B3LYP
underestimates it as do multi-reference calculations.191,193 The Needs ECP is again not useful
(see sec. 4.5.7) and VMC energy differences are too small, but those from MP2 calculations
are too large, which goes back to a more accurate description of the molecule than of the
atoms. CCSD(T) dissociation energies are in agreement with experiment.
The B3LYP/DMC energy, D0=6.20(1) eV, slightly underestimates the experimental
atomization energy. Another DMC D0 value of 6.54(3) eV has been reported.170 It was
obtained with the Needs small core PP on V and the Lester PP on O and with TZ basis sets. It
is in agreement with the experimental references. The presently determined BP86/SB/DMC
zero point atomization energy is in excellent agreement with experiment and one of the best
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theoretical results.
VO2
VO2 is the last molecule left in the series for which experimental dissociation energies are
known: 12.230 eV240 and 12.20(19) eV.234 Compared to these, the QMC energies, and pre-
dominantly the VMC calculation underestimate the atomization energies, MP2 overestimates
them. BP86/SB/DMC is at least about 0.3 eV too small. The agreement of CCSD(T)/cc-
pVTZ and BP86/SB/DMC is good.
General trends
The results for all other atomization energies for which no experimental reference energy is
available can be summed up in a single section about the general trends which were already
observed in the dissociation of VO, VO+, and VO2.
In the pure density functional approach BP86 tends to be overbinding and B3LYP gives
too small atomization energies. FN-DMC energies lie always between the two DFT energies.
MP2 gives always the largest energies and VMC the smallest. CCSD(T) and DMC/BP86/SB
atomization energies are approximately the same as long as neutral species are considered.
DMC/B3LYP/SB energies are identical with DMC/BP86/SB atomization energies for small
species. For molecules larger than VO+3 the DMC/B3LYP/SB value is the smaller.
The FN-DMC procedure works well for the atomization energies of vanadium oxide
compounds demonstrating that the time step, ECP cutoff radius, orbitals, and Jastrow factors
were well-behaved and that the nodal as well as the ECP localization error cancel to a large
extent.
4.5.5 Oxygen Abstraction Energies
Bond dissociation energies (BDEs) are like atomization energies defined for reactions in which
the number of unpaired electrons is not conserved. In analogy with the discussion presented
before (sec. 4.5.4), highly accurate electron correlation methods need to be applied. The
specific bond dissociation of the metal-oxygen bond is interesting for the vanadium oxide
compounds, because oxygen abstraction or, reversely, uptake is the essence of many catalytic
reactions of vanadium oxides.
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Table 4.16: DMC oxygen abstraction energies compared for different PP/basis set combina-
tions and to experiment. Orbitals obtained from BP86. Energy differences are given in eV.
Standard deviation in parentheses.
Type SB NB Expt.
De: VO+2→VO++O 3.90(1) −11.20(6) -
D0: VO+2→VO++O 3.81(1) −11.30(6) 3.51(36)178
De: VO2→VO+O 5.32(2) −2.5(2) -
D0: VO2→VO+O 5.24(2) −2.6(2) -
De: VO+3→VO+2 +O 2.40(2) - -
D0: VO+3→VO+2 +O 2.32(2) - -
De: VO3→VO2+O 3.60(2) - -
D0: VO3→VO2+O 3.56(2) - -
De: VO+4→VO+3 +O 3.46(3) - -
D0: VO+4→VO+3 +O 3.40(3) - -
De: VO4→VO3+O 3.97(3) - -
D0: VO4→VO3+O 3.84(3) - -
For comparison the dissociation energies of O2, VO+, and VO presented in the tables of
the previous section (4.13 to 4.15) have to be considered. For a detailed discussion of these
reaction’s properties see also section 4.5.4. It should be remembered, that the BP86/SB/DMC
approach is the most successful way of treating the atomization energies of vanadium oxide
compounds.
VO+2
The only further experimental reference energy for an oxygen abstraction reaction is due to
the collision induced dissociation of VO+2 in the gas phase. It is 3.51(36) eV.
178 The least
accurate energies (besides the DMC energy using the Needs PP) calculated for this reaction
are the extremely too small VMC energies and the CCSD(T) and MP2 results that are far
too high in energy. The DFT energy obtained with the BP86 functional is still clearly too
high. The best agreement with the experiment is obtained for the B3LYP dissociation energy
as well as for the two identical FN-DMC energies (see table 4.17).
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Table 4.17: DMC and DFT oxygen abstraction energies compared for the BP86 and B3LYP
functional and to experiment. Energy differences are given in eV. Standard deviation in
parentheses.
DMC VMC DFT
Type
BP86 B3LYP BP86 B3LYP BP86
Expt.
De: VO+2→VO++O 3.90(1) 3.90(1) 2.15(6) 3.73 5.13 -
D0: VO+2→VO++O 3.81(1) 3.81(1) 2.05(6) 3.64 5.04 3.51(36)178
De: VO2→VO+O 5.32(2) 5.32(2) 3.96(5) 5.15 6.13 -
D0: VO2→VO+O 5.24(2) 5.24(2) 3.88(5) 5.07 6.05 -
De: VO+3→VO+2 +O 2.43(3) 2.40(3) 1.2(2) 2.75 2.77 -
D0: VO+3→VO+2 +O 2.35(3) 2.32(3) 1.1(2) 2.68 2.70 -
De: VO3→VO2+O 3.56(2) 3.60(2) −0.21(9) 3.74 4.63 -
D0: VO3→VO2+O 3.51(2) 3.56(2) −0.25(9) 3.70 4.58 -
De: VO+4→VO+3 +O 3.38(2) 3.46(2) 2.9(2) 3.05 3.84 -
D0: VO+4→VO+3 +O 3.32(2) 3.40(2) 2.80(2) 2.99 3.78 -
De: VO4→VO3+O 4.00(3) 3.97(3) 5.86(9) 3.66 3.94 -
D0: VO4→VO3+O 3.87(3) 3.84(3) 5.73(9) 3.35 3.62 -
General Trends
The only other results known for these oxygen abstraction reactions are from Calatayud who
performed B3LYP/6-31G(d) calculations for the neutrals and cations VOn with n = 1− 4.225
Since this basis set is small and V O+3 has been calculated in a wrong state, detailed compar-
ison with these data is of no use.
From the tables 4.15 and 4.18 no trends can be seen for MP2/cc-pVTZ energies. The
B3LYP results are lower then the FN-DMC energies. However the FN-DMC energies are in
better agreement to experiment then coupled cluster results for charged species. For neutral
species FN-DMC and CCSD(T) oxygen abstraction energies do not differ. Furthermore the
BP86 are always large and B3LYP gives dissociation energies that are close to DMC, but that
can be larger as well as smaller. VMC gives always weaker VO bonds than DMC, but this
discrepancy diminishes for the oxygen richer compounds. The nodal and localization errors
do not seem to be as pronounced for the larger compounds.
A general trend can be observed among the DMC results. In the case of VO and VO+
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Table 4.18: DMC/BP86/SB oxygen abstraction energies compared to CCSD(T)/cc-pVTZ
and MP2/cc-pVTZ calculations and experiment. Energy differences are given in eV. Standard
deviation in parentheses.
Type DMC CCSD(T) MP2 Expt.
De: VO+2→VO++O 3.90(1) 5.81 7.65 -
D0: VO+2→VO++O 3.81(1) 5.70 7.22 3.51(36)178
De: VO2→VO+O 5.32(2) 5.35 6.71 -
D0: VO2→VO+O 5.24(2) 5.29 6.65 -
where triple bonds are broken, the oxygen abstraction energies are highest. The energy for
the dissociation of this neutral and equally all other neutral compounds is higher then that for
the cations. At least for VO and VO+, where the additional electron occupies a non-bonding
d orbital, the bonding situations do not differ much between neutral and cation, so that the
effect is expected to be small. However VO2 tends to be considerably more stable then VO+2 .
In VO3 and VO4 the bond strength is decreased. Here only single bonds need to be broken.
In VO+4 this is a O-O single bond, so here the dissociation is more favorable than for the
neutral.
4.5.6 Reaction Energies
The electronic equilibrium reaction energy ERk. is given by:
ERk.e = −
∑
P
DPe +
∑
R
DRe =
∑
P
EP (Re)−
∑
R
ER(Re). (4.12)
For meaningful comparisons with experiments vibrational contributions have to be included
and the corrected ERk.0 is obtained:
ERk.0 =
∑
P
EP0 −
∑
R
ER0 . (4.13)
O2 Abstraction
VO3, VO4 and their ions were likely to be described as a VO or VO2 group and a peroxo
adduct as discussed in section 4.5.1. Therefore the abstraction of O2 should be easy, which
means occur with only small reaction energies. The abstraction is expected to become more
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Table 4.19: DMC reaction energies compared for different PPs/basis sets. Energy differences
are given in eV. Standard deviation in parentheses.
Type SB NB
ERk.e : VO
+
2→V++O2 4.56(2) 19.65(5)
ERk.0 : VO
+
2→V++O2 4.50(2) 19.59(5)
ERk.e : VO2→V+O2 6.85(2) 42.8(2)
ERk.0 : VO2→V+O2 6.81(2) 42.8(2)
ERk.e : VO
+
3→VO++O2 1.32(2) -
ERk.0 : VO
+
3→VO++O2 1.26(2) -
ERk.e : VO3→VO+O2 3.94(2) -
ERk.0 : VO3→VO+O2 3.92(2) -
ERk.e : VO
+
4→VO+2 +O2 0.88(2) -
ERk.0 : VO
+
4→VO+2 +O2 0.84(2) -
ERk.e : VO4→VO2+O2 2.59(2) -
ERk.0 : VO4→VO2+O2 2.52(3) -
ERk.e : V2O5→VO3+VO2 6.09(4) -
ERk.0 : V2O5→VO3+VO2 5.95(4) -
easy the more electrons from the oxygen atoms are included in the compound, which cannot
be saturated with electrons from d orbitals of V.
The only problem is a lack of data for reliable comparisons. The typical observations
that the Needs PP is not applicable, or that BP86 are larger than B3LYP and DMC reaction
energies can be made. Furthermore, FN-DMC energies are identical for V O+3 and heavier
species and are in moderate agreement with the B3LYP results.
In contrast to previous energy differences where oxygen atoms appeared in the products,
the VMC energies are all much larger than DMC energies. With respect to the VMC energy
for the O2 dissociation, which was nearly 0 eV, it can be understood, that the determinantal
part of the O atom is described much more accurately then the O2 molecule. Therefore the
atom drops in energy relative to the molecule, O abstractions are underestimated and O2
abstractions are overestimated.
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Table 4.20: DMC and DFT reaction energies compared for the BP86 and B3LYP functional
and to experiment. Energy differences are given in eV. Standard deviation in parentheses.
DMC VMC DFT
Type
B3LYP BP86 BP86 B3LYP BP86
ERk.e : VO
+
2→V++O2 4.37(2) 4.56(2) 6.18(2) 4.20 5.85
ERk.0 : VO
+
2→V++O2 4.31(2) 4.50(2) 6.12(2) 4.14 5.79
ERk.e : VO2→V+O2 6.61(2) 6.85(2) 9.31(2) 6.35 7.89
ERk.0 : VO2→V+O2 6.56(2) 6.81(2) 9.26(2) 6.31 7.85
ERk.e : VO
+
3→VO++O2 1.35(2) 1.32(2) 3.34(2) 1.56 2.18
ERk.0 : VO
+
3→VO++O2 1.29(2) 1.26(2) 3.27(2) 1.49 2.12
ERk.e : VO3→VO+O2 3.90(2) 3.94(2) 3.75(3) 3.97 5.03
ERk.0 : VO3→VO+O2 3.88(2) 3.92(2) 3.72(3) 3.95 5.01
ERk.e : VO
+
4→VO+2 +O2 0.83(2) 0.88(2) 4.03(3) 0.89 0.90
ERk.0 : VO
+
4→VO+2 +O2 0.80(2) 0.84(2) 4.00(3) 0.85 0.86
ERk.e : VO4→VO2+O2 2.58(2) 2.59(2) 5.65(3) 2.49 2.84
ERk.0 : VO4→VO2+O2 2.51(2) 2.52(2) 5.58(3) 2.42 2.77
De: V2O5→VO3+VO2 6.16(4) 6.09(4) 5.92(5) 5.27 5.31
D0: V2O5→VO3+VO2 6.02(4) 5.95(4) 5.78(5) 5.13 5.17
Decomposition of V2O5
When V2O5 dissociates two V-O single bonds are broken. Oxygen abstraction energies with
DMC lied in the range of 2.5 to 3.8 eV as presented in section 4.5.5. So here a dissociation
of about 5 to 8 eV would be expected. In this range the DMC/BP86/SB energy is with
5.95(2) eV at the lower bound of this spectrum, because a strained ring is broken.
The DMC energies do not differ from each other within one standard deviation, the
VMC energy is about 0.1 eV smaller than DMC/BP86/SB. Also DFT energies are in the
range of 5 to 8 eV estimated above but smaller than DMC results.
4.5.7 Estimation of Errors
With the results at hand and with the target to set up calculations for large systems it
is now time to discuss the errors introduced to QMC with respect to the choice of the
pseudopotentials and with the choice of the orbitals.
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Table 4.21: DMC/BP86/SB Reaction energies compared to CCSD(T)/cc-pVTZ and MP2/cc-
pVTZ calculations and experiment. Energy differences are given in eV. Standard deviation
in parentheses.
Type DMC CCSD(T) MP2
ERk.e : VO
+
2→V++O2 4.56(2) 5.88 9.04
ERk.0 : VO
+
2→V++O2 4.50(2) 5.73 8.62
ERk.e : VO2→V+O2 6.85(2) 6.95 8.18
ERk.0 : VO2→V+O2 6.81(2) 6.94 8.13
In previous sections the pseudopotential localization error has already been introduced
(sec. 2.4 and 4.4.5). With the locality approximation made for the pseudopotential (eq.
(2.152)) a systematic error is introduced into FN-DMC (s. sec 2.4) which is known as the
ECP localization error. Because of equation (2.152) the localized potential depends on the
guide function which should be as close to the true wave function as possible. Therefore it
would be necessary that localization is done for the complete guide function including the
Jastrow correlation factor (sec. 2.3.4).117 However in amolqc only the determinantal part of
the guide function is localized to save CPU time.
The errors introduced by the localization of the determinantal part can only be estimated
by comparing the results from the computations. Here it is not strictly separable from other
errors as for instance from the nodal or node location error introduced by the fixed-node
approximation.
The Burkatzki Pseudopotential
The difference between the DMC/BP86 dissociation energies of O2 for the all-electron basis
and the Burkatzki ECP and basis is 0.06(3) eV. This is a combination of the localization error
of the PP, the nodal error introduced with the basis set, and the different treatment of scalar
relativistic effects. The pseudopotential error itself which has been determined by Burkatzki
et al. is small with 0.002 eV for this special reaction.117 Burkatzki et al. determined the
error of their ECPs by calculating binding energies with CCSD(T)/V5Z once with the PP
and once in a true all-electron scalar relativistic calculation using the Douglas-Kroll-Hess
(DKH) Hamiltonian. The mean absolute deviation for the whole set of 26 dimers was found
to be 0.02 eV. For the oxygen dissociation it was a tenth of that and this error is well below
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the statistical error of the present DMC calculation.
Comparing the two DMC/B energies with different functional approaches for the gen-
eration of the orbitals, the two dissociation energies are statistically equal. Since only the
determinantal part of the guide function is different the relative node location error here is
too small to be detected within the given error bars. This is not necessarily valid for the
difference between the A and B basis set. It is important that the estimation of errors is for
differences between reactants and products, and so it is still not clear how large the absolute
localization error for an oxygen atom in a special chemical environment (atomic or double
bond) is. Therefore absolute energies would have to be considered, but as a matter of fact
these differ much for different PPs.
The Stuttgart Pseudopotential
As in literature the errors are estimated for the V→V+ ionization energy and several exci-
tation energies of the atom.110 Dolg et al. determined the pseudopotential error of 0.1 eV
by comparing CCSD(T) calculations with his PP to experimental energies. With pure DMC
it is 0.2 eV.125 So they estimated a combined nodal and localization error of 0.1 eV. Fur-
thermore Dolg et al. compared the excitation and ionization energies with the potential
with all-electron calculations corrected for scalar relativistic effects and obtained again a PP
error of <0.1 eV. At least this error is expected for FN-DMC calculations. The deviations
from the experiment for the DMC/S calculations with BP86 and B3LYP are 0.45(2) eV and
0.34(2) eV, respectively. This error goes back to the PP itself, its localization, the nodal
error and the error from the single-reference approach. Since the use of two different sets of
orbitals (BP86 and B3LYP) displays only an energy difference of 0.1 eV, the node location
error is expected to be considerably larger than the standard deviation which is stressed
by the 4F→6S excitation energy calculated with the two approaches that is found to differ
by 0.28(2) eV. Since the 6S state is uniquely determined in a single-reference approach the
error cancellation for excitation energies is smaller than for the IPs of two multi-reference
reaction partners, so that the node location error for this excitation mainly goes back to the
insufficient treatment of the multi-reference character of the ground state.
The error of 0.45 eV of the IP can therefore be understood as about 0.1 eV error of
the PP and about 0.1 eV of the basis set. The localization error and the “multi-reference
error” would then be in the same order of magnitude. This error is only for V atoms. It is
not known, whether it is equally large in compounds. Furthermore in cases where V(S) and
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Table 4.22: DMC/BP86 and DFT(BP86) energies compared for the NA and NB ECP/basis
set combination and to experiment. Energy differences are given in eV.
DFT DMC
Reaction NB NA NB NA Expt.
4F→6S 0.81 0.81 1.77(1) 1.77(1) 2.465217
V→V+ 5.15 5.15 5.92(1) 5.92(1) 6.746(2)233
a:VO→ VO+ 7.11 7.02 20.34(9) 6.02(3) 7.2386(4)206
v:VO→ VO+ 7.39 8.65 19.2(1) 9.15(3) 7.25(1)214
De: VO+ →V++O 5.53 6.01 35.77(5) 10.66(3) 5.98(10)214
De: VO→V+O 7.49 7.88 50.192(8) 10.77(3) 6.44(20)174
De: VO+2 →V++2O 8.85 9.81 24.47(5) - -
De: VO2 →V+2O 12.75 13.47 47.7(2) - 12.20(19)234
O(B) are present errors could superpose or cancel.
The Needs Pseudopotential and Basis Set
The estimation of the different errors can be made in the same way as for the Stuttgart PP.
The deviation from the experimental IP with DMC/BP86 is about 0.82(1) eV compared with
that of the Stuttgart PP of 0.45(2) eV. This energy difference should be compared to the
ECP error estimation by Dolg for a large core and a small core PP that differ by 0.4 eV,
with an absolute value of the LC error of <0.5 eV.215 This shows that all other errors in
the DMC calculations shall be equally large, i.e. the localization error, the nodal error and
the “multi-reference error”. This is stressed by the fact that DMC energies with different
orbitals deviate by 0.12(1) eV for the ionization (compared to 0.07(2) eV for S). In the 4F→6S
excitation this deviation from the difference of nodal structures is smaller with a large core
PP. With a LC PP a smaller nodal error would be expected, since the guide function has
fewer nodes.
All DMC energies of vanadium oxide compounds deviate significantly from the experi-
mental and other comparison values. This error was assigned to the nodal structure of the
guide function with p an f functions or to the PP localization in a polar compound. Here it
shall be demonstrated that the error cannot be caused by deficiencies in the generation of the
basis set. Therefore DFT and DMC energies are compared in table 4.22 for the ECP/basis
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set combinations NA and NB.
The table shows that DFT gives lower energies then FN-DMC, which are indeed rea-
sonable. This means that the large core does not cause this problem in DMC by neglecting
the correlation between semi core 3s and 3d orbitals with the valence orbitals. A pseudopo-
tential error can thus only come from the localization procedure. Furthermore the basis set
appears to have an incorrect nodal structure. However it is optimized to a good quality with
Hartree-Fock calculations, as the DFT results give evidence for.
4.6 Conclusions and Outlook
Excitation, ionization, oxygen atom and molecule abstraction, and atomization energies have
been studied for the vanadium oxide clusters VO+/0n with n = 0− 4. The reaction energy of
V2O5 → VO3+VO2 was calculated.
Geometries and zero-point vibrational frequencies were obtained from BP86/TZVP cal-
culation which have proven to yield good structural data with moderate computational effort.
This finding is in agreement with result by Vyboishchikov and Sauer.200
Different basis sets and pseudopotentials (PP) for both atoms have been tested in single
point and quantum Monte Carlo calculations. A stress laid in determining the optimal size
of the PP’s core with respect to accuracy and computational efficiency. This could be a
large Ar core or a small Kr core for V using either Needs’ et al. (N) or Dolg’s et al. (S)
effective core potentials,110,130 where the use of the former required the construction of a
triple-ζ basis set. For O the corresponding decision is to use either the He core PPs by
Burkatzki et al. (B) or performing all-electron calculations (A) using Dunning’s cc-pVTZ
basis set.117,152 Finally the “SB” pseudopotential/basis set combination has been chosen for
two reasons: The small core of S is needed to describe the vanadium atom in compounds
without neglecting the contributions to the correlation energy from 3s3p orbitals. B on
oxygen performs comparably to an all-electron approach in terms of resulting energies, but the
computational cost is reduced to approximately a quarter for the smallest clusters. Therefore
the good performance of SB also goes back to the lower statistical error in calculations with
PPs on both atoms.
FN-DMC guide functions constructed from configuration states functions of B3LYP and
BP86 orbitals have proven to yield a feasible nodal structure for the calculation of transition
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metal oxide compounds which is in agreement with findings of Wagner and Mitas.169 For
the atoms DMC/B3LYP is superior of both approaches, i.e. gives excitation and ionization
energies that are closer to experimental values, whereas DMC/BP86 gives more accurate
results for the dissociation energies of small clusters. For most of the larger species results are
obtained in agreement using either method. In contrast to that DFT results from single point
calculations differ considerably for the two different functionals. When excitation energies are
calculated with DFT using the B3LYP functional, which generally gives a better agreement
with DMC energies, they are larger than the DMC values. Then the BP86 approach gives
smaller energies. For ionization potentials both approaches perform equally good and for
oxygen abstraction energies where B3LYP is in remarkably good agreement with DMC results,
BP86 overestimates the abstraction energy.
VMC gives systematically too low energy differences when atomic oxygen appears in
the reaction and too large values when oxygen appears molecularly. Excitation and ion-
ization energies as well as the V2O5 dissociation are in agreement for FN-DMC and VMC
calculations.
Except for the 4F→6S excitation energy too large MP2/cc-pVTZ reference energies have
been obtained. CCSD(T)/cc-pVTZ and DMC are in relatively good agreement as long as no
charged species are present. However, if this is the case FN-DMC gives the more accurate
results. The 4F→6S excitation energy from coupled cluster calculations is the one that is
closest to the experimental value.
The dissociation of O2 obtained with DMC/BP86/A is the best reported for QMC.
The dissociation of VO, its vertical ionization, and the oxygen abstraction from VO+2 are
obtained in excellent agreement with experiment using FN-DMC/BP86/SB and represent
the best values known in literature.
The performance of the calculations is expected to be further improved by using the
special QMC pseudopotentials by Burkatzki et al. on V which are currently under devel-
opment.241 Furthermore, it would be necessary to perform the PP localization not only for
the determinantal part but for the whole guide function. This would be computationally
more costly, but should reduce the ECP localization error. The random walk is expected
to be done more efficiently when moving one electron after the other instead of moving the
whole random walker at once. This is also to be implemented in amolqc. For larger systems
parallel computation will become important. To have a consistent approach requires the im-
plementation of forces. Then geometry optimization could be carried out in the framework
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of QMC.
With the development of the FN-DMC procedure for vanadium oxide compounds using
BP86/TZVP geometries, BP86 or B3LYP orbitals, respectively, and the SB PP and basis set
the way has been paved to treat larger clusters and to start calculating the initial aggregation
steps for the catalytic oxidation of methanol. Furthermore, the method is at least as accurate
as CCSD(T)/cc-pVTZ and gave some of the most accurate results known in literature.
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Chapter 5
Conclusion
The variational quantum Monte Carlo and fixed-node diffusion quantum Monte Carlo method
has been used to calculate electronic energies for Rydberg excited states and vanadium oxide
compounds using the quantum Monte Carlo amolqc code by Lu¨chow et al.
This work was intended to demonstrate the applicability of QMC in general and of
amolqc in particular to these quantum mechanically challenging classes of chemical systems.
Furthermore, special emphasis laid in performing computationally cheap calculations that
are extendable to larger systems, so that one aspect is the use of single-determinant wave
functions if possible.
The transition metal compounds under consideration are vanadium oxide clusters. Here
excitation, ionization, oxygen atom and molecule abstraction, and atomization energies have
been studied for the vanadium oxide clusters VO+/0n with n = 0 − 4. The reaction energy
of V2O5 → VO3+VO2 was calculated. The complete FN-DMC procedure established in-
cludes geometry optimization and calculation of zero point corrections using BP86/TZVP,
single point calculation of the BP86/SB type, and optimization of Jastrow parameters in the
framework of VMC variance minimization to obtain a suitable guide wave function. A careful
adjustment of the pseudopotential evaluation and of the time steps was done to obtain reliable
FN-DMC results that proved at least as accurate as results from CCSD(T)/cc-pVTZ calcu-
lation including relativistic corrections. This FN-DMC procedure will easily be extendible to
larger systems and will for example allow to perform calculations on the initial aggregation
steps for the oxidation of methanol.
The most essential step for catalysis is the oxygen abstraction and uptake which is
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studied for all vanadium oxide clusters presented in this work. For those systems where
experimental data is available for comparison FN-DMC/BP86/SB always renders the best
results of all calculations performed. This is also the case for atomization energies.
Excited states of the transition metal atom are approached and as another topic for
which the description of electron correlation is challenging, the ionization of VOn (n = 0−4)
is studied. In all of these calculations where atoms are considered FN-DMC is not superior
to CCSD(T), but for all remaining ionization energies it is.
Finally, the dissociation of O2 obtained with DMC/BP86/A is the best reported for
QMC. The dissociation of VO, its vertical ionization and the oxygen abstraction from VO+2 are
obtained in excellent agreement to experiment using FN-DMC/BP86/SB and they represent
the best values known in literature.
Rydberg excitation energies and singlet triplet splittings are calculated for the carbon
atom and carbon monoxide. The considered excitations were from the 3P ground state into
the 3P and 1P 2pns (n=3-6) Rydberg states and from 1Σ into 1Σ and 3Σ 5σmσ (m=6-7),
respectively.
The wave functions used are described in terms of configuration state functions from
OSLHF orbitals which are particularly well-suited for the construction of QMC guide and
trial functions for Rydberg states. The OSLHF excitation energies are improved with VMC
and FN-DMC, respectively. However, fixed-node DMC does not describe the singlet triplet
splittings reliably whereas VMC results are in excellent agreement with the experiment.
This gave rise to the investigation of the nodal regions of the wave functions and their
effect on FN-DMC calculations which was done by regional analyses and by using the newly
established weighted FN-DMC approach. Nodal regions are characterized by their regional
energies, mean electron nuclear distances, and by their contribution to the total energy of
the state. Weighted FN-DMC was then capable to improve also the DMC singlet triplet
splittings over OSLHF and it can be equally used for the treatment of other excited state
systems.
All in all two important and actual research fields have been accessed with QMC meth-
ods. On the one hand, the applicability of amolqc at its present state has been demonstrated
and calculations have been optimized in so far as larger systems can now efficiently be calcu-
lated at high accuracy. Additionally was established at which points new algorithms will have
to be developed for amolqc to improve the treatment of these computationally challenging
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systems.
On the other hand, important contributions could be made to the work of the quan-
tum Monte Carlo community. The use of Burkatzki’s pseudopotentials in transition metal
compounds has not been reported before and was found to be successful. Furthermore the
weighted FN-DMC procedure has been developed that allows to perform calculations on ex-
cited states without encountering difficulties arising from non-equivalent nodal regions which
has been an open problem.
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Appendix A: Tables and Basis Set
Theoretical method given in terms of: ”Method/Basis V/Basis O” or ”Method/Basis all”.
Geometries
Table 1: Bond lengths of O2 (3Σ−g ) in A˚ .
r Method Ref.
1.207 208
1.214 B3LYP/6-31G(d) 225
1.257 ROMP2/S/L this work
1.257 ROMP2/S/L(aug) this work
1.276 UBP86/TZVP this work
1.212 UCCSD(T)/cc-pVTZ this work
1.251 ROMP2/cc-pVTZ this work
Table 2: Bond lengths of VO+ (3Σ−) in A˚.
r Method Ref.
1.54(1) HT UV PES 214
1.561(3) photoionization spectra 206
1.56 GVB(3/6)/DZ(Dunning/Rappe) 180
1.501 HF/DZ-STO 214
1.536 HFS/TZ-STO 214
1.573 MRMP/S/A 191
1.546 SA-CASSCF/S/A 191
1.566 MR-SDCI/S/A 191
1.571 MR-SDCI+Q/Sa 191
1.57 MR-ACPF/TZVP+(3df,2p) 242
1.563 MR-ACPF/cc-pVTZ(self-made) 203
1.54 LCGTO-MCP-DF/local 243
1.56 LCGTO-MCP-DF/nonlocal 243
1.554 DFT/N+TZ/DZ 244
1.532 B3LYP/Wachter+f/6-311G∗∗ 207
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1.533 B3LYP/6-31G(d) 225
1.539 B3LYP/S/A 191
1.559 BLYP/S/A 191
1.558 BOP/S/A 191
1.54 B3LYP/TZVP+G(3df,2p) 242
1.547 BPW91/6-311+G∗ 192
1.558 BLYP/6-311+G∗ 192
1.537 B3LYP/6-311+G∗ 192
1.538 B3LYP/cc-pVTZ(self-made) 203
1.548 BP86/cc-pVTZ(self-made) 203
1.55 B3LYP/TZVP 230
1.550 ROMP2/S/L this work
1.501 ROMP2/S/L(aug) this work
1.512 ROMP2/cc-pVTZ this work
1.551 UCCSD(T)/S/L this work
1.544 UCCSD(T)/S/A this work
1.561 UCCSD(T)/cc-pVTZ this work
1.549 UBP86/TZVP this work
Table 3: Bond lengths of VO (4Σ−) in A˚.
r Method Ref.
1.5921 HR FT spectroscopy 182
1.589 rotational analysis of vis VO bands 201
1.589 database 202
1.628 semi-empiric calculations 245
1.574 SCF 213
1.567 HFS/TZ-STO 214
1.534 HF/DZ-STO 214
1.585 AIMP/X+R:val. 246
1.586 AIMP/X+R:aug-val. 246
1.565 CISD/self-made 224
1.566 CISD+R/self-made 224
1.604 CPF/self-made 224
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1.604 CPF+R/self-made 224
1.578 CISD/SEFIT 215
1.598 MCPF/Wachters/aug-cc-pVTZ 188
1.598 MCPF+R/Wachter/aug-cc-pVTZ 188
1.598 MCPF/Partridge/aug-cc-pVQZ 188
1.576 RCCSD/Wachters/aug-cc-pVTZ 188
1.602 RCCSD(T)/Wachters/aug-cc-pVTZ 188
1.590 UCCSD/Wachters/aug-cc-pVTZ 188
1.581 UCCSD(T)/Wachters/aug-cc-pVTZ 188
1.58 LCGTO-MCP-DF 243
1.594 CASSCF(9,8)/Partridge/Dunning 205
1.565 MCPF-AIMP/X+R:val. 246
1.568 MCPF-AIMP/X+R:aug-val. 246
1.588 MCPF/AE 246
1.593 MR-ACPF/cc-pVTZ(self-made) 203
1.612 CASSCF(9,11)/Bauschlicher 227
1.588-1.605 different MRCI 227
1.583-1.596 different RCCSD(T) 227
1.60 LSD/self-made 189
1.60 DFT/DZ/TZ 190
1.590 B3LYP/TZVP 200
1.596 BP86/TZVP 200
1.569 B3LYP/6-31G(d) 225
1.589 B3LYP/TZVP+2p+1d/6-311+G(2d) 204
1.586 BPW91/6-311+G∗ 192,247
1.598 BLYP/6-311+G∗ 192,247
1.580 B3LYP/6-311+G∗ 192,247
1.579 B3LYP/cc-pVTZ(self-made) 203
1.585 BP86/cc-pVTZ(self-made) 203
1.59 B3LYP/TZVP 193
1.60 BP86/TZVP 193
1.58 PBE0/TZVP 193
1.60 PBE/TZVP 193
1.61 BLYP/TZVP 193
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1.587 DMC/N(SC)+TZ/L 170
1.5677 ROMP2/S/L this work
1.5675 ROMP2/S/L(aug) this work
1.567 ROMP2/cc-pVTZ this work
1.575 UCCSD(T)/cc-pVTZ this work
1.588 UBP86/TZVP this work
Table 4: Bond lengths and angle of VO+2 (
1A1).
re/ A˚ ae/◦ Method Ref.
1.543 105.89 B3LYP/6-31G(d) 225
1.6063 102.42 RMP2/S/L this work
1.619 101.41 RMP2/cc-pVTZ this work
1.566 106.00 RCCSD(T)/S/L this work
1.565 106.02 RCCSD(T)/S/A this work
1.568 105.70 RCCSD(T)/cc-pVTZ this work
1.56703 105.79 RBP86/TZVP this work
Table 5: Bond lengths and angle of VO2 (2A1).
r/ A˚ a/◦ Method Ref.
1.653 110.5 CASSCF(13,11)/Partridge/Dunning 205
1.616 114.4 B3LYP/TZVP 200
1.618 109.5 BP86/TZVP 200
1.592 110.83 B3LYP/6-31G(d) 225
1.6319 104.52 ROMP2/S/L this work
1.640 105.67 ROMP2/cc-pVTZ this work
1.619 112.16 CCSD(T)/cc-pVTZ this work
1.614 110.3 UBP86/TZVP this work
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Table 6: Bond lengths of VO+3 (
1A′).
rV−O1/ A˚ rV−O23/ A˚ rO2−O3/ A˚ Method Ref.
1.539 1.754 1.419 B3LYP/6-31G(d) 225
1.562 1.773 1.425 UBP86/TZVP this work
Table 7: Bond lengths of VO+3 (
3A′′).
rV−O1/ A˚ rV−O23/ A˚ rO2−O3/ A˚ Method Ref.
1.54 1.93 1.30 B3LYP/TZVP 230
1.548 1.932 1.316 UBP86/TZVP this work
Table 8: Bond lengths and angles of VO3 (2A’).
rV−O1/ A˚ rV−O23/ A˚ a(O1VO23)/◦ a(O2VO3)/◦ Method Ref.
1.576 1.677 124.7 CASSCF(7,9)/Partridge/Dunning 205
1.62 1.67 112.3 107.7 B3LYP/TZVP 200
1.66 1.66 110.7 110.7 BP86/TZVP 200
1.753 1.597 112.52 112.52 B3LYP/6-31G(d) 225
1.832 1.637 113.05 107.66 ROMP2/SL this work
1.658 1.658 111.1 111.2 UBP86/TZVP this work
Table 9: Bond lengths and angles of VO4 (2B2 or 2A’).
rV−O12/ A˚ rV−O34/ A˚ rO3−O4/ A˚ a(O1VO2) a(O1VO3) Method Ref.
1.59 1.98 1.32 B3LYP/TZVP 200
1.61 1.98 1.33 BP86/TZVP 200
1.583 1.967 1.322 113.00 121.44 B3LYP/6-31G(d) 225
1.605 1.976 1.33 113.3 121.2 UBP86/TZVP this work
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Table 10: Equilibrium bond lengths and angle of VO+4 (
3A).
rV−O1/ A˚ rV−O34/ A˚ rO1−O2/ A˚ a(VO1O2) a(O3VO4) Method Ref.
2.121 1.554 1.213 133.05 106.46 B3LYP/6-31G(d) 225
2.112 1.575 1.222 134.1 106.3 UBP86/TZVP this work
Table 11: Equilibrium bond lengths of V2O5 (3A).
rV 1−O1/ A˚ rV 2−O2/ A˚ rV 2−O5/ A˚ rV 1−O4/ A˚ rV 2−O4/ A˚ Method Ref.
1.579 1.587 1.583 1.690 1.994 B3LYP/D(T)ZVP 231
1.595 1.603 1.599 1.704 1.989 BP86/D(T)ZVP 231
1.599 1.610 1.606 1.706 1.981 UBP86/TZVP this work
Excitation Energies
Table 12: Excitation energies of V(4F→6S).
E/eV Method Ref.
2.465 database 217
2.505 atom spectrum 218
Ionization Potentials
Table 13: Ionization energies of V.
E/eV Method Ref.
6.74 OS 217,248
7(1) MS 235
≈7.5 electron impact 217,249
6.740 OS 217,250
6.740 atom spectrum 218
6.740(2) OS 217,251
6.83 PES 217
6.7463 LS 217,252
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6.746(2) LS 217,233
6.68 SCF 213
6.127 MCSCF/STO(large) 232
6.528 CI(low corr.)/STO(large) 232
6.109 CI(med. corr.)/STO(large) 232
6.493 CI(high corr.)/STO(large) 232
6.779 CI+R(high corr.)/STO(large) 232
6.34 MR-ACPF/cc-pVTZ(self-made) 203
6.40 MR-ACPF/cc-pVXZ(self-made) 203
6.67 MR-ACPF+R/cc-pVXZ(self-made) 203
6.78 CCSD(T)/CBS 197
6.80 CCSDTQ/CBS 197
6.78 ACPF/CBS 197
6.37-6.81 different MRCI 227
6.47-6.81 different RCCSD(T) 227
7.06 LDA 253
5.94 LSD 253
7.33 RLDA 253
7.33 ScRLDA 253
6.96 BPW91/6-311+G∗ 192
Table 14: Adiabatic ionization energies of VO.
E/eV Method Ref.
7.25(1) HT UV PES 214
7.2386(4) PES 206
6.95 From D0(VO+)/GVBCI 180
6.95 MR-ACPF/cc-pV5Z(self-made) 203
7.06 MR-ACPF/cc-pV5Z(self-made)+scalrel 203
7.33 MRCI+R/BP 227
7.24 RCCSD(T)+DKH/BP 227
7.16 B3LYP/6-31G(d) 225
7.35 B3LYP/cc-pVTZ(self-made) 203
7.54 BP86/cc-pVTZ(self-made) 203
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7.33 B3LYP/TZVP 193
7.51 BP86/TZVP 193
7.32 PBE0/TZVP 193
7.36 PBE/TZVP 193
7.30 BLYP/TZVP 193
7.21(4) DMC(expt-geo)/S/A this work
6.95 ROMP2/S/L this work
7.62 UB3LYP/S/L this work
7.89 ROMP2/S/L(aug) this work
7.67 UB3LYP/S/L(aug) this work
Table 15: Experimental and theoretical vertical ionization
energies of VO.
E/eV Method Ref.
8(1) MS 235
8.4(3) HT-MS 234
7.25(1) HT UV PES 214
8.98 semi-empiric calculation 245
6.54 HF/DZ/VDZ-GTO 214
6.12 HF/DZ-STO 214
6.28 HFS/TZ-STO 214
6.06 CI/ca.DZ/VDZ-GTO 214
6.97 MR-ACPF/cc-pV5Z(self-made) 203
7.41 LCGTO-MCP-DF/local 243
7.18 LCGTO-MCP-DF/nonlocal 243
7.53 LSD+PNL/TZ 189
7.28(6) VMC(expt.-geo)/S/A this work
7.31(3) DMC(expt.-geo)/S/A this work
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Table 16: Adiabatic ionization energies of V O2.
E/eV Method Ref.
8.42 B3LYP/6-31G(d) 225
5.83 ROMP2/S/L this work
9.09 UB3LYP/S/L this work
Table 17: Vertical ionization energies of V O2.
E/eV Method Ref.
10(2) MS 235
10.5(3) HT-MS 234
9.26 UB3LYP/S/L this work
Table 18: Adiabatic ionization energies of V O3.
eV Method Ref.
10.29 B3LYP/6-31G(d) 225
10.07 ROMP2/S/L this work
10.67 UB3LYP/S/L this work
Table 19: Adiabatic ionization energy of V O4.
eV Method Ref.
10.47 B3LYP/6-31G(d) 225
Atomization Energies
Table 20: Atomization energies O2 (3Σ−g ).
eV Method Ref.
D0=5.08 database 208
D0=5.1154(8) database 236
D0=4.84(2) DMC/SBK+NO 236
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D0=5.28 B3LYP/6-31G(d) without BSSE 225
D0=5.26 B3LYP/6-31G(d) with BSSE 225
D0=4.73 UB3LYP/S/L this work
D0=4.74 UB3LYP/S/L(aug) this work
De=4.81 UB3LYP/S/L this work
De=4.82 UB3LYP/S/L(aug) this work
Table 21: Experimental and theoretical atomization energies
D0 of VO+.
D0/eV Method Ref.
5.16-6.55 cyclotron resonance spectroscopy 187
5.68(22) guided ion beam MS 237
6.00(35) CID(Xe) 179
5.98(10) HT UV PES 214
5.81(17) guided ion beam MS 238
6.09(28) CID(Xe) 178
5.07 GVB-CI/DZ(Dunning/Rappe) 180,227
5.36 MCSCF/RoosANO(few f,g) 244
5.35 MCSCF/RoosANO(some f,g) 244
5.43 MCSCF/RoosANO(most f,g) 244
5.58 MR-ACPF/RoosANO(few f,g) 244
5.51 MR-ACPF/RoosANO(some f,g) 244
5.71 MR-ACPF/RoosANO(most f,g) 244
5.819 MRMP/S/A 191
5.603 SA-CASSCF/S/A 191
5.854 MR-CISD/S/A 191
5.832 MR-CISD+Q/S/A 191
5.91 MR-ACPF/cc-pVTZ(self-made) 203
7.59 LCGTO-MCP-DF/local 227,243
6.77 LCGTO-MCP-DF/nonlocal 227,243
6.37 BPW91/6-311+G∗ 192
6.55 BLYP/6-311+G∗ 192
5.60 B3LYP/6-311+G∗ 192
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5.52 B3LYP/cc-pVTZ(self-made) 203
6.51 BP86/cc-pVTZ(self-made) 203
5.559 B3LYP/S/A 191
6.362 BLYP/S/A 191
6.418 BOP/S/A 191
5.95 B3LYP/Wachter+f/6-311G** 207
7.08 UB3LYP/S/L this work
7.01 UB3LYP/S/L(aug) this work
Table 22: Theoretical atomization energies De of VO+.
De/eV Method Ref.
5.564 GVB(3/6)/DZ(Dunning/Rappe) 180
5.75 CCSD(T)/TZVP+G(3df,2p) 242
5.25 MR-ACPF/TZVP+G(3df,2p) 242
5.98 MR-ACPF/cc-pVTZ(self-made) 203
5.421 CASSCF/Bauschlicher 227
5.880-6.309 different MRCI 227
5.789-5.980 different RCCSD(T) 227
7.68 LCGTO-MCP-DF/local 243
6.815 LCGTO-MCP-DF/nonlocal 243
5.68 B3LYP/TZVP+G(3df,2p) 242
5.59 B3LYP/cc-pVTZ(self-made) 203
6.58 BP86/cc-pVTZ(self-made) 203
5.52 B3LYP/TZVP 254
4.83(3) DMC(expt.-geo)/S/A this work
7.01 UB3LYP/S/L this work
6.93 UB3LYP/S/L(aug) this work
Table 23: Atomization energies D0 of VO.
Do/eV Method Ref.
6.3 rotational analysis of vis bands 201
6.45(4) MS 239
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6.34(17) effusion MS 235
6.039 lin. Birge-Sponer extrap. with vib. const. 202
6.435 extrap. including ionic character 202
6.542 lin. Birge-Sponer extrap. with HOF 202
≥ 6.034 chemiluminescence, collision 255
6.44(20) TD calculations 174
6.48(9) HT-MS 234
5.66 MCPF/Wachters/aug-cc-pVTZ 188
5.69 MCPF+R/Wachter/aug-cc-pVTZ 188
5.70 MCPF/Partridge/aug-cc-pVQZ 188
5.33 RCCSD/Wachter/aug-cc-pVTZ 188
6.13 RCCSD(T)/Wachter/aug-cc-pVTZ 188
5.34 UCCSD/Wachter/aug-cc-pVTZ 188
5.91 UCCSD(T)/Wachter/aug-cc-pVTZ 188
6.38 MR-ACPF/cc-pVTZ(self-made) 203
7.50 DFT/DZ/TZ 190
6.496 best MRCI with BSSE 227
6.513 best RCCSD(T) with BSSE 227
6.88 B3LYP/6-31G(d) without BSSE 225
6.27 B3LYP/6-31G(d) with BSSE 225
6.42 B3LYP/TZVP+2p+1d/6-311+G(2d) 204
6.15 B3LYP/cc-pVTZ(self-made) 203
7.41 BP86/cc-pVTZ(self-made) 203
7.81 BPW91/6-311+G∗ 192
7.44 BLYP/6-311+G∗ 192
6.54 B3LYP/6-311+G∗ 192
6.22 B3LYP/TZVP 193
7.52 BP86/TZVP 193
6.31 PBE0/TZVP 193
7.65 PBE/TZVP 193
7.20 BLYP/TZVP 193
6.54(3) DMC/N+TZ/L+TZ 170
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Table 24: Theoretical atomization energies De of VO.
De/eV Method Ref.
4.81 SCF 213
6.12 SCPF-AIMP/X+R:val. 246
6.09 SCPF-AIMP/X+R:aug-val. 246
5.32 CISD+Q/SEFIT 215
6.38 MCPF-AIMP/X+R:val. 246
6.31 MCPF-AIMP/X+R:aug-val. 246
6.06 MCPF/AE 246
6.44 MR-ACPF/cc-pVTZ(self-made) 203
5.629 CASSCF/Bauschlicher 227
6.401-6.721 different MRCI 227
6.331-6.609 different RCCSD(T) 227
7.04 DFT, nonlocal 243
7.51 LSD/self-made 189
7.81 BPW91/6-311+G∗ 247
7.44 BLYP/6-311+G∗ 247
6.54 B3LYP/6-311+G∗ 247
5.28 B3LYP/TZVP 200
6.32 BP86/TZVP 200
6.22 B3LYP/cc-pVTZ(self-made) 203
7.46 BP86/cc-pVTZ(self-made) 203
5.72(2) DMC(expt.-geo)/S/A this work
Table 25: Atomization energies of VO2.
E/eV Method Ref.
D0=12.230 240
D0=12.814 database 202
D0=12.20(19) HT MS 234
De=10.54 B3LYP/TZVP 200
De=12.53 BP86/TZVP 200
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Oxygen Abstraction Energies
Table 26: V-O bond dissociation energies of VO+2 .
E/eV Method Ref.
D0=3.51(36) CID(Xe) 178
De=4.39 B3LYP/6-31G(d) 225
De=3.80 B3LYP/TZVP 254
Table 27: V-O bond dissociation energy of VO2.
E/eV Method Ref.
De=5.65 B3LYP/6-31G(d) 225
Basis Set for the Needs’ pseudopotential
“S 4” means: s function contracted from 4 primitive Gaussians
1st number: Gaussian exponent
2nd number: contraction coefficient.
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V 0
S 4
0.89178568D+01 0.24427561D-02
0.34886242D+01 -0.16459718D-01
0.13647336D+01 0.89114609D-01
0.53387743D+00 -0.30965437D+00
S 2
0.81701295D-01 0.74865115D+00
0.31961167D-01 0.40019737D+00
S 1
0.12503060D-01 0.10680679D+00
P 3
0.60062081D+01 -0.16783789D-01
0.34287474D+01 -0.15450270D-01
0.19573595D+01 0.20966920D+00
P 3
0.11173924D+01 -0.94781502D-01
0.63788271D+00 0.61016087D-01
0.36414634D+00 0.50060786D+00
P 3
0.20787921D+00 0.23107453D+00
0.11867143D+00 0.52808153D-02
0.67745630D-01 0.11098032D+00
D 3
0.20694751D+02 -0.63406941D-02
0.99695269D+01 0.88416536D-01
0.48027380D+01 0.13053206D+00
D 3
0.23136797D+01 0.25888893D+00
0.11145963D+01 0.30364442D+00
0.53694764D+00 0.30556246D+00
D 3
0.25867013D+00 0.18151085D+00
0.12461222D+00 0.76081350D-01
0.60030916D-01 0.78686603D-02
F 3
0.22320711D+01 0.66375127D-02
0.76461412D+00 0.43854710D-01
0.26192479D+00 0.51896985D-01
****
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Appendix B: Symbols
Symbols of Statistics :
E(X) expectation value of X
f(X) function of the random variable X
〈f(X)〉 expectation value of f(X)
F (z) distribution function
P Probability of X
pX probability density function of X
pX(x) marginal probability density
p(x|y) conditional probability density
p(x,y) joint probability density
r radial polar coordinate
Sn sample average
var(X) = σ2, variance of X
Vn sample variance
WX interval of X
x value or vector in Rn
X random variable in Rn
〈X〉 expectation or mean value of X
ξ random number
ϕ angular polar coordinate
Symbols of Quantum Chemistry:
Aˆ antisymmetrizing operator
A,B indices for nuclei
a, b indices for electrons in virtual orbitals
bi expansion coefficients of wave function in PT
c coefficient for linear combination of basis functions
C matrix of coefficients
De equilibrium dissociation energy
D0 zero-point dissociation energy
d coefficients for linear combinations of Slater determinants
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E energy eigenvalue
EA atomic ground state energy
EC correlation energy
ECC coupled cluster energy
Ecorr correlation energy
Ee electronic energy
Eexact exact energy
Eel electronic energy
EeN electron nucleus interaction energy
EHF Hartree-Fock energy
Ei energy perturbation of i
th order (PT)
EKS Kohn-Sham energy
ERk.e electronic equilibrium reaction energy
ERk.0 zero-point reaction energy
ESD energy eigenvalue of a Slater determinant
Eval energy of the valence SE
EX exchange energy
EXC exchange correlation energy
E0 unperturbed energy (PT)
E0 ground state energy
E0 total zero-point energy
fg enhancement factor in GGA
Fˆi Fock operator
F Fock matrix
Sst matrix element of S
gˆij two particle operator
hˆi one particle operator
h Planck’s constant, 6.62608 · 10−34Js
~ ~ = h/2pi
Hˆ Hamiltonian operator
Hˆ0 unperturbed Hamiltonian operator
Hˆ ′ perturbed Hamiltonian operator
Hˆcore core operator
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Hˆel electronic Hamiltonian operator
Hˆval valence Hamiltonian operator
i imaginary unit; index for an electron
i, j indices for electrons in occupied orbitals
j derivative of J with respect to the density
J Coulomb energy
Jˆ Coulomb operator in model SE
Jˆj Coulomb operator
Kˆj exchange operator
mA mass of a nucleus
MS magnetic spin quantum number
nval number of valence electrons
Pˆp permutation operator
rc matching radius
re equilibrium bond length
ri position vector
rij =|ri − rj|, distance of the particles i and j
r0 zero-point bond length
S overlap matrix
Sst matrix element of S
s gradient-dependent function in GGA
Tˆ operator of the kinetic energy; cluster operator in CC
Tˆges functional of the total kinetic energy in model SE
TKS[ρ]
t real time
|t1| norm of the singles amplitudes vector (CC)
tp ±1 for an even/odd number of transpositions
tµ CC amplitude
tabcijk CC triples amplitude
V potential energy of a quantum mechanical systems
Vˆ operator of the potential energy in model SE
Va,l angular dependent nuclear effective potential
VˆC n-particle model KS correlation operator
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Vˆee electron electron interaction operator
Vˆges functional of the potential total energy
VˆX n-particle model KS exchange operator
vs,i local effective single-particle potentials
Wˆ core potential operator
x spatial coordinate
Yl,m spherical harmonics
Z nuclear charge
Zcore core charge
Zeffval effective valence charge
Φ0 ground state (HF) determinant
Φi perturbed wave function (PT)
ΦD = Φ
ab
ij , double excitation determinant
ΦS = Φ
a
i , single excitation determinant
ΦT = Φ
abc
ijk , triple excitation determinant
φRyd Rydberg orbital
Ψ general solution of the Schro¨dinger equation
Ψ(CI) configuration interaction wave function
Ψ(CC) coupled cluster wave function
Ψcore wave function of core electrons
Ψ(el) electronic wave function
Ψi unperturbed wave function (PT)
Ψabcijk triples wave function in CC
Ψ(KS) Kohn-Sham model wave function
Ψ(SD) wave function in terms of Slater determinants
Ψval wave function of valence electrons
ψi Kohn-Sham orbitals
α, β even-tempered basis parameters
α, β spin functions
ε diagonal matrix of canonical orbital energies
εC derivative of EC with respect to the density
εeN derivative of EeN with respect to the density
εi energies of canonical orbitals
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ε
(KS)
i Kohn-Sham orbital energy
εX derivative of EX with respect to the density
θ spin function
λ perturbation constant (PT)
µ index for basis functions
µ index for excitations in CC
νi vibrational frequency
ρ electron density
ρ0 ground state electron density
ρα spin-up electron density
ρβ spin-down electron density
σ spin variable
τ imaginary time
τˆµ excitation operator in CC
ϕ spin orbital function
ϕ′ canonical spin orbital function
χ basis function
ψ orbital function
∇ Nabla operator
Symbols of Quantum Monte Carlo:
A(z|z′) acceptance probability
a¯(z′) probability of rejecting step away from z′
ai expansion coefficients of the Φ
(SD)
i
bA non-linear Jastrow parameter
Ci expansion coefficients for Ψi
ckA linear Jastrow parameter
dA non-linear Jastrow parameter
D diffusions coefficient
E
(FN)
0 fixed-node ground stante’s energy
Ei time-independent solution to the SG
Ej0 FN-DMC regional energy
EL(x) local energy
177
ER Ritz energy
ET trial or reference energy in DMC
E0T initial trial energy
E0 exact ground stante’s energy
Fi i
th component of F
F quantum force, drift velocity
f arbitrary function, density
f∞ converged density
G general Green’s function
GB Green’s function for branching
Gdiff Green’s function for a diffusion process
GFP Green’s function for a Fokker-Planck process
Hˆ Hamiltonian operator
k drift factor
Lˆ Fokker Planck operator
NP number of quadrature points
p probability density function
〈r〉 mean nucleus distance of up-spin electron
〈r¯〉 mean nucleus distance of down-spin electron
r¯Ai scaled electron nuclear distance
rAi electron nuclear distance
rcut cutoff radius
rij electron electron distance
r¯ij scaled electron electron distance
rn rule number
T (z′|z) transition density
Tcut cutoff threshold value
t real time
U Jastrow correlation function
UAij components of U
w cumulative weight
w(ri) weight in one random walk step
Wˆ localized core potential operator
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∆ integer in Jastrow function
Φ
(SD)
i ab initio Slater determinant
Ψ
(FN)
0 fixed-node ground state solution
ΨG guide function in DMC
Ψi time-independent eigenfunction
Ψj0 FN-DMC wave function in Ωj
ΨT trial function in VMC
Ψ0 exact ground state solution
Ωj nodal region
δτ imaginary time step
σ standard deviation
τ = it, imaginary time
φn density in the random walk process
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Appendix C: Abbreviations
General Abbreviations:
Chr. Christiansen PP
const. constant
corr. correlated
dets. determinants
et al. et altri
expt. experimental
extrap. extrapolation
fig. figure
geo geometry
lin. linear
ref. reference
sec. section
sym. symmetry
tab. table
val. valence
vib. vibrational
Units and Constants:
A˚ A˚ngstrom
a.u. atomic unit
Eh hartree
eV electron volts
hrs. hours
mEh milli hartree
Experimental Abbreviations:
FT Fourier transform
HOF heat of formation
HR high resolution
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HT hight temperature
LS laser spectroscopy
PES photoelectron spectroscopy
TD thermodynamic(s)
UV ultra violet
vis visible
Quantum Chemical Abbreviations:
ACPF average coupled-pair-functional
AE all-electron
AIMP ab initio model potential
ANO atomic natural orbitals
AO atomic orbital
aug- augmented (basis set)
BLYP Becke-Lee-Young-Paar functional
B3LYP Becke exchange 3 parameter Lee-Young-Paar correlation
B88 Becke’s GGA functional of 1988
BP Balabanov-Peterson basis
BP86 Becke-Perdew GGA functional of 1986
BP91 Becke-Perdew GGA functional of 1991
BPW91 Becke-Perdew-Wang functional of 1991
BSSE basis set superposition error
ECP effective core potential
CASPTn complete active space nth order perturbation theory
CASSCF complete active space SCF
CASSCF(n,m) CASSCF with n electron in m orbitals
CBS complete basis set
CI configuration interaction
CID collision induced dissociation
CID CI Doubles
CISD CI Singles Doubles
CISDT CI Singles Doubles Triples
CISD(T) CI Singles Doubles perturbative Triples
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CISDTQ CI Singles Doubles Triples Quadruples
CC coupled cluster
CCS CC Singles
CCD CC Doubles
CCSD CC Singles Doubles
CCSDT CC Singles Doubles Triples
CCSDTQ CC Singles Doubles Triples Quadruples
cc-pVQZ correlation consistent valence quadruple-ζ basis set
cc-pVTZ correlation consistent valence triple-ζ basis set
cc-pVXZ correlation consistent valence extrapolated basis set
CPF coupled-pair functional
CSF configuration state function
DF Dirac-Fock
DFT density functional theory
DHF Dirac Hartree-Fock
DKH Douglas-Kroll-Hess
DMC diffusion quantum Monte Carlo
DZ double-ζ
ECP effective core potential
EXX exact exchange
FCI full configuration interaction
FN-DMC fixed-node diffusion quantum Monte Carlo
GGA generalized gradient approximation
GTO Gaussian type orbital
GVB(n/m) generalized valence bond for n bonds with m orbitals
G1 Test set of 1st and 2nd row molecules
HF Hartree-Fock
HFS Hartree-Fock-Slater
IP ionization potential
IS importance sampling
KS Kohn-Sham
KS-SCF Kohn-Sham self consistent field
LC large core
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LCGTO linear combination of Gaussian type orbitals
LDA local density approximation
LHF localized Hartree-Fock
LSDA local spin density approximation
LYP Lee-Yang-Parr GGA functional
MCPF modified coupled-pair functional
MCSCF multi-configuration self-consistent field
MO molecular orbital
MPn Møller-Plesset perturbation theory (nth order)
MR-ACPF multi-reference averaged coupled pair functional
MRCI multi-reference CI
MS mass spectrometry
OS open shell
OS optical spectroscopy
OSLHF open shell localized Hartree-Fock
PBE Perdew-Burke-Ernzerhof GGA functional
PBE0 Perdew-Burke-Ernzerhof hybrid functional
PT perturbation theory
PW density functionals by Perdew and Wang
PW91 density functionals by Perdew and Wang of 1991
QMC quantum Monte Carlo
RASSCF restricted active space SCF
RI resolution of the identity
R restricted
RO restricted open
RSPT Rayleigh-Schro¨dinger perturbation theory
SBK Stevens-Basch-Krauss
SC small core
SCF self-consistent field
SD Slater determinant
SE Schro¨dinger equation
SEFIT single electron fit PP and basis set
SP Single Point
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STO Slater type orbital
TDDFT time-dependent DFT
TZ triple-ζ
TZVP triple-ζ valence polarized
T1 CC Singles diagnostics
U unrestricted
VDZ valence double-ζ
VMC variational quantum Monte Carlo
VWN Vosko-Wilk-Nuisar LDA functional
ZPVE zero-point vibrational energy
X exchange
X ground state
6-31G a Pople style split valence basis set
(d) Pople style d polarization basis function
+ diffuse function in a Pople basis set
+Q Davidson quadruples correction in CI
+R relativistic corrections
Abbreviations of This Work:
A all-electron
B Burkatzki PP and basis set
G 3P ground state of C
L Lester PP and Diedrich’s TZ basis set
N Needs PP with self-made TZ basis set
PP pseudopotential
S Stuttgart relativistic PP with basis set
S4 2p6s singlet state of C
T4 2p6s triplet state of C
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