We study 'good elements' in finite 2n-dimensional classical groups G: namely t is a 'good element' if o(t) is divisible by a primitive prime divisor of q n − 1 for the relevant field order q, and t fixes pointwise an n-space. The group SL2n(q) contains such elements, and they are present in SU2n(q), Sp 2n (q), SO ε 2n (q), only if n is odd, even, even, respectively. We prove that there is an absolute positive constant c such that two random conjugates of t generate G with probability at least c, if G = Sp 2n (q) with q even. In the exceptional case G = Sp 2n (q) with q even, two conjugates of t never generate G: in this case we prove that two random conjugates of t generate a subgroup SO ε 2n (q) with probability at least c. The results (proved for all field orders at least 4) underpin analysis of new constructive recognition algorithms for classical groups in even characteristic, which succeed where methods utilising involution centralisers are not available.
Introduction
Motivated by an algorithmic application [13] , we address a problem in statistical group theory related to generating finite classical groups. It involves the notion of a 'good element' in a classical group, defined as follows. Assume that q = p e is a prime power and G = X 2n (q) is a 2n-dimensional classical group where X ∈ {SL, Sp, SU, SO ε }, acting naturally on a vector space V ∼ = F 2n q δ , where δ = 2 in the unitary case and δ = 1 otherwise. A prime number r is a primitive prime divisor if q n − 1 if r | q n − 1 but r does not divide q i − 1 for any i < n. We often call r a ppd(n; q) prime. By [15] , ppd(n; q) primes exist except when (n, q) = (6, 2) or (2, p), with p a Mersenne prime. Definition 1. Define Φ X (2, q) := {(q+1)/(q−1, 2)}, and for n ≥ 3, let Φ X (n, q) be the set of all integers m such that (i) m is divisible by some ppd(n; q δ ) prime, or (n, q δ ) = (6, 2) and m is divisible by 9, and We say that t ∈ G = X 2n (q) is a good element if o(t) ∈ Φ X (n, q) and t has an n-dimensional fixed point space.
We see in Lemma 3.1 that each good element acts irreducibly on an ndimensional complement to its fixed point space. Good elements arise algorithmically in new procedures [3, 13] to recognise finite d-dimensional classical groups in even characteristic given as matrix groups in arbitrary representations. Previously such algorithms were only available in odd characteristic. At a certain point in these algorithms an element t has been constructed with a large fixed point subspace, and acting irreducibly on a complementary subspace, say W . The object (see [3, p.234] ) is to find a random conjugate t of t such that t, t generate a classical group on a space W of dimension 2 dim(W ) and fix pointwise a complement of W . A suitable element is then found in t, t with the same properties as t. Used recursively, this plays a key role in constructing a small dimensional classical subgroup in approximately log 2 d steps. To the knowledge of the first and third authors, the idea of using good elements to 'double the degree' in this way was first conceived by the second author, and he developed this with Max Neunhöffer into a full recognition algorithm which is available in the recog package in GAP [12] and will be described in a forthcoming paper [13] .
We consider a fundamental problem distilled from this process: namely, given a good element t in a finite classical group, determine how likely it is that t together with a random conjugate generate the whole classical group. A broad brush statement of our results is the following. Theorem 2. Let t be a good element in X 2n (q), where X ∈ {SL, SU, Sp, SO ε } and if X = SL then q ≥ 4, and let t be a uniformly distributed random conjugate of t. Then there is an absolute constant c > 0 such that, (a) t, t g = X 2n (q) with probability greater than c, if (X, q) = (Sp, even), and (b) t, t g ∼ = SO ε 2n (q) with probability greater than c, if (X, q) = (Sp, even). We believe that this result also holds for SL 2n (q) with q = 2, 3, but our analysis in Section 5 is not sufficiently strong to prove it. For an explanatory comment on the need to treat (X, q) = (Sp, even) separately, see Remark 7 (b). The precise problem we address is the following.
Problem 3. Given a good element t ∈ G = X 2n (q) and a uniformly distributed random conjugate t g of t, estimate from above the following probabilities.
(i) p 1 (X, n, q) := Prob( t, t g is reducible on V );
(ii) p(X, n, q) := Prob( t, t g = G and t, t g is irreducible ), where if X = Sp we assume that q is odd; (iii) if X = Sp and q is even,p(Sp, n, q) := Prob( t, t g is irreducible and lies in a maximal subgroup M of SO ± 2n (q) ) (cf. Lemma 3.3). Remark 4. First we note that, for X = SL, n must satisfy certain parity restrictions in order for X 2n (q) to contain good elements, namely, such elements exist if and only if (X, n) = (SU, odd), (Sp, even) or (SO ε , even) (see Lemma 3.1 and Table 2 ). For the rest of the paper we assume that these parity restrictions hold. Our main results are upper estimates for the quantities in Problem 3.
Theorem 5. Let G = X 2n (q), where X ∈ {SL, SU, Sp, SO ε }, q ≥ 2, and n ≥ 2 if X = SL, SU or Sp, and n ≥ 4 if X = SO ε . Then 
Remark 7. (a)
We note that our notation suppresses the order o(t) of t and its G-conjugacy class, since our estimates are uniform across all G-conjugacy classes of good elements.
(b) Our reason for treating the case X = Sp, q even, separately in Problem 3 (ii) and (iii) is that, for these groups, if t, t g = G, then this subgroup is either reducible or contained in a subgroup SO ± 2n (q) (Lemma 3.3). (c) The bounds in Theorem 5 are valid for all n in the statement, and also for all q. However for type X = SL, the upper bound is greater than 1 in the case q = 2, and very close to 1 for q = 3. We were unable to obtain useful upper bounds for these cases. (See Section 5.) (d) Although we state asymptotic upper bounds in Theorem 6, explicit (but rather complicated) upper bounds are proved. An explicit upper bound for each case may be obtained by adding the entries in the appropriate column of Table 7 . The proof strategy, discussed in Subsection 1.1, involves considering separately several families of maximal subgroups which could contain t, t g . In all but the last family our results give the correct order of magnitude for the probability contribution, and hold for all n ≥ 3 (and sometimes also for n = 2). Analysis for the last subgroup family C 9 is less precise; it uses an upper bound [5] due to Häsä on the number of conjugacy classes of these subgroups.
Proof strategy
Let G = X 2n (q) as in Theorems 5 and 6, and let t, t g be as in Problem 3. If t, t g = G then t and t g belong to some maximal subgroup M < G. By Aschbacher's theorem [1] , maximal subgroups of G belong to one of nine categories C 1 , . . . , C 9 . Our standard reference is the book of Kleidman and Liebeck [9] , where the exact conditions are given on when a subgroup belonging to a category C i is maximal in G. We use a modified definition of C 1 , namely we take C 1 to be the set of all subgroups M of G that are maximal with respect to being reducible on V .
Let C be a conjugacy class in G of good elements. For a fixed t ∈ C, set
W 2 = {t g | g ∈ G, ∃M ∈ C i , i = 1, t, t g ∈ M, and t, t g irreducible}.
Then p 1 (X, n, q) =
|W1|
|C| and p(X, n, q) = |W2| |C| . We also set
Since |W i |, i = 1, 2, is independent of the choice of t ∈ C, it follows that
Note that
For each i, we identify a set S i of conjugacy classes of subgroups in C i that cover all the possible subgroups t, t g . This set may be smaller than the set of all conjugacy classes in C i , see for example the analysis for C 1 in Section 5. For each S ∈ S i , let M (S) denote a representative subgroup of S. Then (1) and (2) imply
noting that some subgroups in C 1 may not be self-normalising, where each
For G = Sp 2n (q) with q even, note that, if t, t g is irreducible, then it lies in a subgroup SO ε 2n (q) of G (see Remark 7 and Lemma 3.3). We need to count pairs (t, t g ) such that t, t g is irreducible and properly contained in such a subgroup. Thus there exists a subgroup H ∼ = SO ε 2n (q) of G such that t, t g is contained in one of the maximal subgroups M of ∪ (H) may be contained in maximal subgroups of G lying in the Acshbacher class C i for G. However this is not always the case. For example, the stabiliser in H of an orthogonal decomposition of V as a sum of 1-dimensional spaces lies in C ε 2 (H) but no subgroup of C 2 for G contains it, see Lemma 6.1. Thus we define C i as the union of C i , for G, together with those subgroups which are conjugate to a maximal subgroup in C ε 2 (H) (for ε = ±) but which do not lie in subgroups in C i . Similarly to our previous strategy, we identify a set S i of conjugacy classes of subgroups in C i that cover all the irreducible t, t g contained in subgroups in C ε 2 (H) (for some ε = ±), and for each S ∈ S i , we choose a representative subgroup M (S) of S. Then similar arguments to those above show that
(5) We prove some preliminary arithmetic results in Section 2, and basic facts about good elements in Section 3. Section 4 contains an analysis of the alternating and symmetric groups acting on their deleted permutation modules and identifies the good elements that arise and their contribution to the proportions p 9 (X, n, q) andp 9 (Sp, n, q). In Sections 5-13 we estimate the probability contributions p i (X, n, q) andp i (Sp, n, q) for i = 1, . . . , 9. Theorem 5 is proved in Section 5, and Theorems 2 and 6 are proved in Section 14.
Preliminary results
We first note that r is a ppd(n, q) if and only if q has order n modulo r. Hence r ≡ 1 (mod n) and r = kn + 1 (6) for some positive integer k. In particular, we have r ≥ n + 1.
The following lemma will be used in the computations in Section 7.
2 /x is a decreasing function for
Proof. Observe that f (x) = q 2n 2 /x (1 − (2n 2 ln q)/x). Now 1 − (2n 2 ln q)/x < 0 for 1 ≤ x ≤ n and the result follows.
For positive integers n, q with q ≥ 2, set Θ(0, n; ±q) = 1, and for an integer
Then, by [14] , the orders of the classical groups can be expressed as in Table 1 .
The following technical lemmas will be useful in our computations. Lemma 2.2. Assume that k, n, q are integers satisfying 1 ≤ k ≤ n and q ≥ 2.
(ii) Moreover if k < n then
if k is even, (iii) and if n is even, n ≥ 4 then
Proof. The inequalities in (ii) and the lower bound for the first line of (ii) are the content of [11, Lemma 3.5 ] [14, Lemmas 3.1 and 3.2]. The upper bound for the first line of (ii) follows from two applications of the first line of (i) . Similarly the second and third lines of (ii) follow from multiple applications of the second and third lines of (i). For part (iii), observe that
(1−q −n )Θ(n/2,n−1;q 2 ) , and apply the first line of part (ii). Lemma 2.3. Assume that n, m, q are integers with 1 ≤ m < n. Then
(ii)
if m is even
Proof. (i) Assume first that n is odd. For m odd, we have
It is clear that, for any s ≥ 1, the product
Hence the result follows. If m is even, then
Our previous argument shows that (1 − q −m−2 ) · · · (1 + q −n ) ≤ 1 and the result follows.
Assume now that n is even. Then Θ(1,n;−q) Θ(1,m;−q) = Θ(1,n−1;−q) Θ(1,m;−q) (1 − q −n ). Hence the result follows from the above computations.
(ii) In this case observe that the product (1 + q −s )(1 − q −s−1 ) ≥ 1 for any s ≥ 1, q ≥ 2. Then the results follow from similar computations in part (i).
Good elements in classical groups
Let G be a classical group isomorphic to SL 2n (q), SU 2n (q), Sp 2n (q) or SO ε 2n (q), and let V denote the underlying vector space V = V (2n, q δ ) where δ = 1 for SL 2n (q), Sp 2n (q) and SO ε 2n (q), and δ = 2 for SU 2n (q). We assume that n ≥ 2 if G ∼ = SL 2n (q), SU 2n (q) or Sp 2n (q), and n ≥ 4 if G ∼ = SO ε 2n (q). Lemma 3.1. Suppose that t is a good element in G = X 2n (q) with fixed point subspace U .
(i) Then t preserves a decomposition V = U ⊕ W , such that t acts irreducibly on W , and if X = SL then U and W are non-degenerate;
(ii) t lies in a unique cyclic torus T such that T preserves V = U ⊕ W , T has fixed point subspace U , C G (t) = C G (T ), and |T |, |C G (t)|, and the parity of n are as in Table 2 . Also |N G (T )| = n|C G (T )| and the number of G-conjugates of t contained in T is n.
(iii) Conversely for G of type X, for n as in Table 2 and each m ∈ Φ X (n, q), G contains ϕ(m)/n conjugacy classes of good elements of order m where ϕ is the Euler phi function. Proof. (i) The good element t acts on the n-dimensional quotient V /U and since o(t) ∈ Φ X (n, q), it follows that t is irreducible on V /U . By Definition 1, t is semisimple, and so by Maschke's Theorem, there exists a t-invariant complement W for U . Hence t preserves the decomposition V = U ⊕ W with t irreducible on W . Moreover W is uniquely determined by t. Suppose now that X = SL. Then, for u ∈ U and w ∈ W , we have (u, w)
Since the dimension of U ⊥ is n, we have W = U ⊥ , so both U and W are nondegenerate. (ii) By [6, Satz II.7.3] , the centraliser of t| W in GL(W ) is a cyclic toruŝ T of order q n − 1, and it follows, on identifying GL(W ) with a subgroup of GL(V ) fixing U pointwise, that T :=T ∩ G is the unique cyclic torus containing t such that T preserves V = U ⊕ W and T has fixed point subspace U . Now N GL(V ) (T ) leaves both U and W invariant, and it follows from [6, Satz II.7.3] that N GL(V ) (T ) = GL(U ) × N GL(W ) (T ) with N GL(W ) (T ) =T .n, and C GL(V ) (t) = C GL(V ) (T ). Part (ii) and the entries in Table 2 now follow for the case X = SL on intersecting with SL(V ).
Assume now that X = SL, so U = W ⊥ , and t| W is an irreducible element of order o(t) in the classical group H(W ) induced on W by the setwise stabilizer of W in G. It follows that the parity of n is as in Table 2 , and that W is of minus-type if X = SO ε (so in this case U is of type −ε).
, where H(U ) is the classical group induced on U by the setwise stabilizer of U in G, and C H(W ) (T ) is a torus containing T of order
Hence |T | and |C G (t)| are as in Table 2 , for these cases also.
In each case, all tori of H(W ) of order |T | are conjugate in H(W ), and hence all tori of G of order |T | and with an n-dimensional fixed point space are conjugate in G. For all types, |N G (T )| = n|C G (T )| (see [9, Prop. 4.3.6, 4.3.10] and the last paragraph of the proof of [9, Lemma 4.3.15] for type SO ε ). In all cases N G (T ) acts by conjugation on the good elements contained in T with orbits of length n. Thus T contains n good elements that are N G (T )-conjugate to t. On the other hand, if t is a G-conjugate of t and t ∈ T then, by the uniqueness of T , an element of G conjugating t to t lies in N G (T ). It follows that T contains exactly n of the G-conjugates of t, and these elements form a single orbit under the action of N G (T ).
(iii) Conversely, suppose that n is as in Table 2 . Let T be a cyclic torus with an n-dimensional fixed point subspace and order as in Table 2 . If n > 2 then all elements of T of order divisible by a ppd(n, q δ ) prime are good elements, if (n, q δ ) = (6, 2) then all elements of T of order 9 are good elements, and if n = 2 then all elements of T of order (q + 1)/(q − 1, 2) are good elements. Let m ∈ Φ G (n, q). Then T contains good elements of order m, namely the ϕ(m) generators of its unique subgroup of order m where ϕ is the Euler phi function. We have shown that, from each G-conjugacy class of good elements, exactly n lie in T and form a single N G (T )-class. Hence there are exactly ϕ(m)/n conjugacy classes of good elements of order m in G.
This result leads to the following estimates for the quantity |C G (t)| 2 /|G|, for a good element t in G.
Corollary 3.2. Let G = X 2n (q) and let t ∈ G be a good element. Then
Proof. We use the data from Tables 1 and 2 , the inequalities from Lemma 2.2, and that q ≥ 2. First let X = SL. Then
applying Lemma 2.2(ii). Next, for X = SU, we use also that n ≥ 3 and n is odd (from Table 2 ).
For X = Sp, we have n even and we use Lemma 2.2(ii) as for the SL-case.
If n = 2 then a direct computation gives
then the last expression above is at most 25 16 q −n 2 +n Finally, if X = SO ε , then n ≥ 4 and n is even. Hence, using Lemma 2.2(iii),
Using q ≥ 2 and n ≥ 4 this quantity is at most ( Next we analyse the irreducible subgrops t, t g mentioned in Remark 7 (d).
Lemma 3.3. Let G ∼ = Sp 2n (q) where q, n are even. Let m ∈ Φ Sp (n, q) and t ∈ G be a good element of order m. Then for g ∈ G, either t, t g is reducible on V , or t, t g ≤ SO ± 2n (q).
Proof. Note that PSp 2n (q) ∼ = Ω 2n+1 (q). LetV be the associated orthogonal space of dimension 2n + 1 for G with nonsingular 1-dimensional radical R and V =V /R. Then t acts irreducibly on a non-degenerate n-dimensional subspacê W ofV and fixes pointwise an (n + 1)-dimensional subspaceÛ . In particular
Y is a hyperplane ofV not containing R, and the stabilizers in G of such hyperplanes are SO ± 2n (q).
We finish this section with a result about subspaces invariant under a good element.
Lemma 3.4. Let t ∈ SL 2n (q) be a good element preserving a decomposition V = U ⊕ W as in Lemma 3.1, and let Z be an arbitrary t-invariant subspace of V . Then either Z ⊆ U or W ⊆ Z.
Proof. Let u + w ∈ Z \ {0} with u ∈ U and w ∈ W . If for all such vectors the component w is zero then Z ⊆ U . Suppose on the other hand that w = 0 for some vector in Z. Then Z contains (u + w)t j = u + wt j , and hence also wt j − w, for each j = 1, . . . , n − 1. Since t| W is irreducible, the vectors w, wt, . . . , wt n−1 are linearly independent, and hence wt − w, . . . , wt n−1 − w generate an (n − 1)-dimensional subspace of Z ∩ W . Since n ≥ 2, Z ∩ W is t-invariant, and t| W is irreducible, it follows that W ⊆ Z.
Alternating and symmetric groups
In this section we identify good elements that act on the deleted permutation module of an alternating or symmetric group (Lemma 4.5). We use the following notation and definitons. Let V = F q , q = p k , and let M = S act on V by permuting the coordinates naturally. Define
and E := e , where e = (1, 1, . . . , 1).
Then W and E are the only non-zero proper S -invariant subspaces of V . Moreover, E is contained in W if and only if p divides .
The quotient space U is called the fully deleted permutation module. Let B = {e 1 , . . . , e } be the standard basis for V . Then v i = e i −e i+1 +W ∩E, for 1 ≤ i ≤ m, forms a basis B = {v 1 , . . . , v m } for U , where m = − 2 or − 1 depending on whether p divides , or p does not divide , respectively. If p is an odd prime then for n ≥ 3, by [10, Section 4],
We note that, if X 2n (p) is one of the orthogonal groups in [1] - [4] above, then S 2n+1 × Z or S 2n+2 × Z, as appropriate, is a maximal C 9 -subgroup where Z is the centre of X 2n (p) and |Z| = (p − 1, 2). We use this notation throughout this section to examine good elements in these groups. Lemma 4.1. Suppose that S × Z lies in an orthogonal group X 2n (p) as above, where n ≥ 3 and ∈ {2n + 1, 2n + 2}. If S × Z contains a good element t, then the largest prime r dividing o(t) is r = n + 1 or r = 2n + 1, and r is a ppd(n; p) prime.
Proof. By Definition 1, the order of t is divisible by a ppd(n; p) prime, say r, and by (6), r = kn+1 for some k ≥ 1. Since < 3n+1, the only possibilities are k = 1 or k = 2. If s > r and s is a prime dividing o(t), then s + r ≤ ≤ 2n + 2 ≤ 2r, which is a contradiction.
Recall that B = {e 1 , . . . , e } is the standard basis for V = F p . Let k 1 , . . . , k s be positive integers with
Lemma 4.2. Using the notation V, W, E = e , e 1 , . . . , e as above, let a = ±1, g ∈ S and let g = w 1 · · · w s be the disjoint cycle decomposition of g, with
Also both conditions, 'v ∈ W ' and 'v + W ∩ E is fixed by ag', hold if and only if the elements a i , b and the numbers
(mod 4)} are as in one of the rows of Table 3 . 2 ≤ j ≤ k i recursively (equating coefficients of these basis vectors on both sides of the equation): namely, the coefficient of
Thus the components of v over the cycle w i add to v(i, a i , a, b). Moreover, equating the coefficients of e i+1 on both sides of the equation yields (a ki − 1)
, then it is straightforward to check that avg = v − be, and hence ag fixes v + W ∩ E. This proves the first assertion.
It is easy to see that the coefficients of the standard basis elements in v = Table 3 holds. Similarly if p = 2 and the number of i such that k i ≡ 2 (mod 4) is even, that is, I 2 is even, then the final condition holds, and we have row 2 of Table 3 . On the other hand, if p = 2 and I 2 is odd, then the final condition holds if and only if b = 0, as in row 3 of Table 3 . Now assume that I 1 > 0, say p k i1 . Then (10) Table 3 . Now consider the case a = −1 = 1, so p is odd. If k i is even then the first factor on the left hand side of (10) is zero, and hence (10) 
which, since p is odd, is equivalent to 'b = 0 if p ', as in row 5 of Table 3 .
2 s all k i even, and n odd 1 2 s − 1 all k i even, and n even 1 2 s − 2 some k i odd Now we are ready to compute the dimensions of fixed point spaces for elements of Z × S in the fully deleted permutation module U . Lemma 4.3. Suppose that p | 2n + 2. Let g ∈ S 2n+2 and let g = w 1 · · · w s be the disjoint cycle decomposition of g, with w i = ( i + 1, . . . , i + k i ), and let Table 4 .
Proof. Note that E < W since p divides = 2n + 2, so U = W/E. Let g be as given and a = ±1, let I 1 , I 2 be as in Lemma 4.2, and I 3 be as in the statement. By Lemma 4.2 the fixed vectors of ag in U are the cosets
where the a i and b satisfy the appropriate line of Table 3 . Note that since ag fixes E, either all no vectors in a coset are of this form. Also note the assumption that p divides = 2n + 2. Suppose first that p is odd and a = 1. If p | k i for all i (line 1 of Table 3) , then the a i and b are arbitrary giving p s+1 vectors forming p s cosets, so dim(Fix U (g)) = s, as in line 1 of Table 4 . On the other hand if p k i for some i (line 4 of Table 3 ), then we require b = 0 and i∈I1 k i a i = 0, giving p s−2 cosets and dimension s − 2 as in line 2 of Table 4 . If p is odd and a = −1 (line 5 of Table 3 ), then b is arbitrary since p | , and the requirements are that a i = b/2 for each odd k i , giving p s−I3 cosets and dimension s − I 3 , as in line 3 of Table 4 . Now consider p = 2 so a = 1. If all the k i are even (lines 2 and 3 of Table 3) , we obtain dimension s or s − 1 according as I 2 is even or odd respectively, and this is equivalent to = 2n + 2 ≡ 0 or 2 (mod 4), respectively, that is, n being odd or even, respectively, as in line 4 or 5 of Table 4 , respectively. Lemma 4.4. Suppose that p 2n + 1. Let g ∈ S 2n+1 and let g = w 1 · · · w s be the disjoint cycle decomposition of g, with
Proof. Since p 2n + 1, W ∩ E = 0 and so U = W/(W ∩ E) ∼ = W . Also p 2n + 1 implies that not all cycle lengths in g are divisible by p, so by Lemma 4.2, I 1 > 0 and the fixed vectors of g in W are the sums s i=1 v(i, a i , 1, 0) with i∈I1 k i a i = 0, giving fixed point dimension s − 1. For p odd, the fixed vectors of −g are the sums (2) and suppose that M ∼ = Z × S < G, where = 2n + 1 or 2n + 2, ≥ 5, and |Z| = (2, q − 1), and that M contains a good element. Then n ≥ 4, n + 1 is prime, and the good elements in M lie in S and have cycle structure (n + 1)
Proof. Recall that by Lemma 3.1, G contains good elements if and only if n is even. If n = 2 then G = SO
As |Z| = (p − 1, 2), a = ±1. Let c(g) denote the number of cycles in the disjoint cycle decomposition of g. By Lemma 4.1, g has a cycle of prime length r ≥ n + 1, implying that c(g) ≤ n + δ, with δ := − 2n ∈ {1, 2}. Note that c(g) = n + δ if and only if r = n + 1 and the cycle structure of g is (n + 1)
, that is, the asserted cycle structure. By Lemmas 4.3 and 4.4, n = dim(Fix U (ag)) ≤ c(g). If g has no cycles of length 1 then c(g) ≤ 1 + (n + 1/2) < n, which is a contradiction. Hence g has at least one cycle of length 1, and then the same lemmas imply that dim(Fix U (ag)) ≤ c(g) − δ (note that in line 3 of Table 4 we have I 3 ≥ 2 since there are cycles of odd lengths 1, r). Thus n = dim(Fix U (ag)) ≤ c(g) − δ ≤ n, and equality must hold. By the previous paragraph, g has the required cycle structure and so r = n + 1 is prime.
If a = 1 there is nothing more to prove since in this case t = g ∈ S . Assume then that p is odd and a = −1, so t = −g. We have proved that dim(Fix U (−g)) = c(g)−δ = n. However line 3 of Table 4 gives dim(Fix U (−g)) = c(g) − I 3 , where I 3 is the number of odd k i . Hence I 3 = δ ≤ 2. However, since g has cycle structure (n + 1) 1 1 n+δ−1 , the parameter I 3 = n + δ > 2, which is a contradiction.
Using this information we obtain an estimate for the contribution of these subgroups to the probabilities p 9 (X, n, q) andp 9 (Sp, n, q) (which is reasonable only for n ≥ 5).
9 (Sp, n, q) denote the contributions to p 9 (X, n, q) andp 9 (Sp, n, q) from maximal subgroups Z × S or Z × A , where = 2n + 1 or 2n + 2, ≥ 7, and |Z| = (2, q − 1). Then p By Lemma 4.5, the good elements t ∈ M ∩ C all lie in S and have cycle type (n + 1) 1 1 −n−1 . All such elements are conjugate in M . Thus by (4), (5) and (12) , the contributions to p 9 (X, n, q) are
and similarly forp (Sp, n, q). By Corollary 3.2,
n+1 as = 2n + 2 or 2n + 1 respectively, and the former is greater. Observing that
The same argument shows thatp (i) 9 (Sp, n, q) < 1/q n 2 −4n−3 .
C 1 : Subspace stabilizers and Theorem 5
Here G = X 2n (q), and we consider subgroups M that are maximal subject to being reducible on V .
If G = SL 2n (q), then each such subgroup M ∼ = P i , the stabilizer of some i-dimensional subspace Z, and has the form M = Q M L M where Q M is the unipotent radical of M and L M = (GL i (q) × GL 2n−i (q)) ∩ G is the stabilizer of some decomposition V = Z ⊕ Y and is called a Levi factor of M . Also M is isomorphic under an outer automorphism of G to P 2n−i .
For G = X 2n (q) with X = SL, a maximal reducible subgroup M preserving a proper nontrivial subspace Z also leaves invariant Z ∩ Z ⊥ . By maximality, Z ∩ Z ⊥ is either 0 or Z, that is, Z is either nondegenerate, or totally isotropic. In the former case, M is the direct product of classical groups induced on Z and Z ⊥ , and we may assume that i = dim(Z) ≤ n since M = N i is also the stabilizer of Z ⊥ of dimension 2n − i. We note that, if i = n then M may not be maximal, since there may exist elements of G interchanging Z and Z ⊥ . In the latter case, M is a maximal parabolic subgroup P i , the stabilizer of a totally isotropic idimensional subspace Z of V (where i ≤ n), and M has the form
Often, if t, t g are good elements generating a reducible subgroup, then they fix more than one subspace. For our estimates, we wish to avoid 'double counting' such pairs as far as possible. Thus first we identify, in Lemmas 5.2 and 5.1, the maximal reducible subgroups we need to consider. Throughout the section, C denotes the G-conjugacy class of good elements containing t.
Lemma 5.1. Let t, t g be good elements in SL 2n (q) such that t, t g is reducible on V , and let V = U ⊕ W be the decomposition preserved by t as in Lemma 3.1. Then t, t g ≤ M for one of the following subgroups M .
(a) M = P 2n−1 preserving a (2n − 1)-space containing W + W g ; or
Moreover, for M in parts (a) and (b), M ∩ C is a single M -conjugacy class, while in part (c), M ∩ C is a union of two M -conjugacy classes and t, t g are not M -conjugate.
Proof. Let Z be a proper nontrivial subspace preserved by t, t g , and note that
Since t leaves Z invariant, it follows from Lemma 3.4 that either Z ⊆ U or W ⊆ Z, and similarly either Z ⊆ U g or W g ⊆ Z. Suppose first that both W ⊆ Z and W g ⊆ Z. Since V = U ⊕ W , each coset of Z is of the form Z + u for some u ∈ U . Since t fixes u, t also fixes the coset Z + u. Similarly
g for some u ∈ U and is therefore fixed by t g . It follows that t, t g fixes each coset of Z setwise, and hence t, t g fixes a (2n
From now on we may assume that Z ⊆ U ∩U g , and hence that Since Z = 0 the group t, t g fixes Z pointwise and hence lies in M ∼ = P 1 . In part (a) or (b), M contains the cyclic torus T containing t (defined in Lemma 3.1), all such cyclic tori contained in M are conjugate in M , and |N M (T )| = n|C M (T )|, so that the n elements of T ∩ C are still conjugate in N M (T ). Thus M ∩ C is a single M -conjugacy class. On the other hand in part (c) there are two M -conjugacy classes of tori which are G-conjugate to T , but we still have that |N M (T )| = n|C M (T )|, so the n elements of T ∩ C are still conjugate in N M (T ). Thus M ∩ C is a union of two M -conjugacy classes, and since exactly one of t, t g fixes Z pointwise, these elements lie in different M -classes in M ∩ C.
Lemma 5.2. Let t, t
g be good elements in X 2n (q), where X = SL, such that t, t g is reducible on V , and let V = U ⊕ W be the decomposition preserved by t as in Lemma 3.1. Then t, t g ≤ M for one of the following subgroups M .
preserving a non-degenerate 1-space contained in U ∩ U g , and X = SU or SO ε ; or (c) M ∼ = N n , preserving the non-degenerate subspaces U = W g and W = U g , and X = SU, Sp, SO + , where if X = SO + then U, W have minus type.
Proof. Let Z be a proper nontrivial subspace preserved by t, t g . Since also Z ∩ Z ⊥ is preserved we may assume that Z is either totally isotropic or nondegenerate.
Suppose first that Z is totally isotropic of dimension i ≤ n, and let M = Q M L M ∼ = P i be the maximal parabolic subgroup stabilizing Z, as above. We
does contain elements of order m but each such element fixes no non-zero vector of V and hence is not a good element. Thus P n contains no good elements, so i < n. If n/2 < i < n, then neither GL i (q δ ) nor G 2n−2i (q) contains elements of order m, and hence in this case also P i does not contain any good elements. This proves the claim. Since i ≤ n/2 it follows from Lemma 3.4 that Z ⊆ U ∩ U g is fixed pointwise by t, t g . Thus t, t g is contained in a parabolic subgroup P 1 stabilising a 1-subspace of U ∩ U g as in part (a). Now suppose that Z is nondegenerate. Since t, t g also preserves Z ⊥ we may assume that i := dim(Z) ≤ n. Then it follows from Lemma 3.4 that either (i) Z is contained in U ∩ U g and hence is fixed pointwise by t, t g (possibly interchanging Z and Z ⊥ if i = n), or (ii) i = n and, interchanging Z and
g is contained in the stabilizer of v , a parabolic subgroup P 1 , as in part (a). If Z contains no isotropic vectors, then either i = 1 and X = SU or SO ε , or i = 2, X = SO ε , and Z is of minus type. In either case t, t g preserves a 1-subspace of Z and part (b) holds.
Finally suppose that i = n, Z = U = W g and Z ⊥ = W = U g . Here, if X = SO ε , then U, W must both have minus type (to admit the actions of t, t g ) and so we have ε = +.
In parts (a) or (b), M is the stabilizer of a 1-space Z and in both cases W + W g ⊆ Z ⊥ . It follows from the structure of M that the cyclic tori T, T g containing t, t g respectively (as defined in Lemma 3.1) are conjugate in M . Also |N M (T )| = n|C M (T )|, and hence M ∩ C is a single M -conjugacy class. On the other hand, in part (c), there are two M -conjugacy classes of tori which are Gconjugate to T , but we still have that |N M (T )| = n|C M (T )|, so the n elements of T ∩C are still conjugate in N M (T ). Thus M ∩C is a union of two M -conjugacy classes, and since exactly one of t, t g fixes U pointwise, and U is M -invariant, these elements lie in different M -classes in M ∩ C.
In general, if M is a maximal subgroup of G containing an element t ∈ C, and such that M ∩C is an M -conjugacy class (which occurs in particular in parts (a) and (b) of Lemmas 5.1 and 5.2), then the contribution from the conjugacy class of M to the estimates for the quantities in (1) is given by:
We recall the paritiy restrictions on n given by Lemma 3.1.
Linear groups
Here G ∼ = SL 2n (q), n ≥ 2, q ≥ 2. Our proofs work for all n, q but give an upper estimate for p 1 (SL, n, q) less than 1 only for q ≥ 3. We believe that there must be substantial overcounting of pairs between cases (a) and (c) of Lemma 5.1 but have been unable to improve the estimate significantly.
Proof. We must consider the maximal reducible subgroups M in Lemma 5.1. For each of the parts (a)-(c) there is one G-conjugacy class of subgroups M , and since the groups of type P 1 and P 2n−1 are interchanged by an outer automorphism of G which leaves classes of good elements invariant, we have the same contribution to (1) from parts (a) and (b). Note that, for G ∼ = SL 2n (q), C is also a conjugacy class of GL 2n (q), so
Suppose first that M ∼ = P 1 . The contribution from such subgroups to p 1 (SL, n, q) is given by (12) . Since M ∩ C is a single M -conjugacy class, G is transitive on pairs (Z, t) where t ∈ C, Z is a 1-space, and t leaves Z invariant. Hence C G (t) is transitive on the (q n − 1)/(q − 1) 1-spaces fixed by t, that is, |C G (t)|/|C M (t)| = (q n − 1)/(q − 1). Thus, since |G : P 1 | = (q 2n − 1)/(q − 1), the contribution from subgroups P 1 is
The contribution from the groups P 2n−1 in part (a) is equal to this, as mentioned above. Now consider the groups M = P n stabilising an n-space Z as in Lemma 5.1 (c) The pairs (t, t g ) in M we need to count are those where exactly one of t or t g fixes Z pointwise. Let U, W be as in Lemma 5.1. There are q n 2 complementary subspaces Y to Z, and for each such Y , the number of elements t ∈ C such that (U, W ) = (Z, Y ) is |GL n (q)|/(q n − 1). Thus the number of t fixing Z pointwise is q n 2 |GL n (q)|/(q n − 1), and this is equal to the number of t g with W g = Z. Thus the number of pairs (t, t g ) satisfying Lemma 5.1 (c) with
2 , and the contribution to (1) from these subgroups, using (13) and then Lemma 2.2, is
Summing the contributions to (1) from all the groups in Lemma 5.1 we find that the contribution p 1 (SL, n, q) satisfies
Reducible subgroups with X = SL
Throughout this subsection, t is a good element in a G-conjugacy class C, and t lies in one of the subgroups M in Lemma 5.2. We deal uniformly, for all types X = SL, with the groups in parts (a), (b) and (c) of Lemma 5.2 in three separate lemmas.
Lemma 5.4. For X = SU, Sp, SO ε , the contribution to p 1 (X, n, q) from the subgroups in Lemma 5.2 (a) satisfies
Proof. Let G = X 2n (q), and consider a subgroup M = P 1 stabilising a totally isotropic 1-space Z as in Lemma 5.1 (a) and these subgroups form a single Gconjugacy class. By that lemma, M ∩ C is a single M -conjugacy class, and its elements fix Z pointwise. Thus the contribution to p 1 (X, n, q) is given by (12) . Suppose first that X = SU, so n is odd. Then by [9, Props 4.1.4, 4.
Thus using (12) and Tables 1 and 2 , the contribution to p 1 (X, n, q) is
.
and
where the last inequality used n ≥ 3, q ≥ 2. Thus the contribution is at most
Suppose next that X = Sp, so n is even. Then by [9, Prop 4.
Thus, using (12) and Tables 1 and 2 , the contribution to p 1 (X, n, q) is
Finally suppose that X = SO ε , so n is even and n ≥ 4. Then by [9, Prop 4.
n−2 (q)||GL 1 (q)| Thus, using (12) and Tables 1 and 2 the contribution to
where
so the contribution is
where for the last term we used the conditions q ≥ 2, n ≥ 4. Similarly if ε = −,
again using q ≥ 2, n ≥ 4.
Lemma 5.5. For X = SU, SO ε , the contribution to p 1 (X, n, q) from the subgroups in Lemma 5.2 (b) is at most
Proof. Let G = X 2n (q), and consider a subgroup M = N 1 stabilising a nondegenerate 1-space Z as in Lemma 5.1 (b). By that lemma, M ∩ C is a single M -conjugacy class, and its elements fix Z pointwise. Thus the contribution to p 1 (X, n, q) is given by (12) . Suppose first that X = SU. Then M ∼ = (SU 1 (q) × SU 2n−1 (q))(q + 1), and |C M (t)| = (q n + 1)(q + 1)|SU n−1 (q)|. Thus, using (12) and Tables 1 and 2 , the contribution (recalling that n is odd and at least 3) is
(1 + 2 q n − 1 )
, and |C M (t)| = (q n/2 + 1)|O n−1 (q)|. Thus, using (12) and Tables 1 and 2 , the contribution (recalling that n is even and at least 4) is
If ε = +, then this is
Lemma 5.6. For X = SU, Sp, SO + , the contribution to p 1 (X, n, q) from the subgroups in Lemma 5.2 (c) is less than , respectively. Proof. Let G = X 2n (q), and consider a subgroup M = N n stabilising a nondegenerate n-space Z as in Lemma 5.1 (c). Then M is a direct product of the classical groups induced on Z, Z ⊥ , and there is one conjugacy class of such subgroups with size |G|/2|M |. Also M ∩C is a union of two M -conjugacy classes interchanged by N G (M ). The pairs (t, t g ) in M we need to count are those where exactly one of t or t g fixes Z pointwise and the other fixes Z ⊥ pointwise. The number of pairs (t, t g ) with t fixing Z pointwise is |M : C M (t)| 2 , and the same number of pairs arises with t g fixing Z pointwise. Thus the contribution to p 1 (X, n, q) from these subgroups is
For X = SU, Sp, using Tables 1 and 2 , this quantity is equal to
respectively, and since
Θ(n/2+1,n;q 2 ) < 1, by Lemma 2.2(ii)), the result follows for these cases. Now suppose that X = SO + . By Lemma 5.2, Z has minus type, so Tables 1 and 2 and Lemma 2.2 (recall n is even here), this contribution is
where we use n ≥ 4, q ≥ 2 in the last inequality.
Proof of Theorem 5
The cases where p 1 (X, n, q) = 0 follow from Lemma 3.1, and the upper bound for X = SL is proved in Lemma 5.3. Suppose now that X = SL and G = X 2n (q) contains good elements. We add the contributions to p 1 (X, n, q) from Lemmas 5.4, 5.5 and 5.6. The results for X = Sp and X = SO ε are straightforward; for X = SU we note that
C 2 : Stabilizers of direct sum decompositions
The maximal subgroups M of G = X 2n (q) (q ≥ 3) in the Aschbacher class
Suppose that M ∩ C = ∅ for a G-conjugacy class C of good elements and let t ∈ M ∩ C and g ∈ G be such that t, t g ≤ M and is irreducible on V . If (n, q) = (2, 2 a − 1) for any a, and (n, q) = (6, 2), let r be a ppd(n; q δ ) prime dividing o(t), and recall that r ≥ n + 1. In this section we will assume that t, t g cannot be written over a proper subfield: those subgroups not satisfying this condition are contained in C 5 subgroups and will be treated in Section 9. First we restrict d, , r, X. (Note that the excluded prime powers of the form q = 2 a −1 are precisely the Mersenne primes.) Lemma 6.1. Suppose that (n, q) = (2, 5), or (2, 2 a − 1) for any a. Then d = 1, = 2n ≥ 8, (n, q) = (6, 2), r = n + 1, and X ∈ {SL, SO + }. Moreover, if X = SO + , then q is an odd prime.
Proof. Suppose first that d = 1 so = 2n. Then q δ > 2, since otherwise M ∼ = S 2n which is not irreducible on V , contradicting the fact that t, t g is irreducible and contained in M . In particular (n, q) = (6, 2) (for if n is even then X = SU and so δ = 1). Similarly if n = 2 then δ = 1 since SU 4 (q) does not contain good elements, so q > 2; in this case, |M | divides 24(q − 1) 4 , and M contains an element of order o(t) = (q + 1)/(2, q − 1). If q is even this implies that q = q δ = 2, which is a contradiction, so q is odd. Now t induces a permutation of {V 1 , V 2 , V 3 , V 4 } of order s ≤ 4, and t s ∈ GL 1 (q) 4 has order at most (o(t), q − 1) ≤ 2. Thus o(t) = s or 2s, and q + 1 = 2s or 4s respectively, so q ∈ {3, 5, 7, 11}. Our assumptions imply that q = 11 so o(t) = 2s = 6. However then the fixed point space of t 3 (which is t-invariant and contains the fixed point space of t) has dimension 0, 1 or 3, a contradiction. Thus n > 2 and o(t) is divisible by a ppd(n; q δ ) prime r, as defined above. This implies that r ≤ so r = n + 1 > 3, and in particular n is even, so X = SU and δ = 1 (see Table 2 ). Also = 2n ≥ 8. By [9, Table 4 .2A], X = Sp, since in the case Sp, the V i are non-degenerate. Suppose that X = SO ε . Then q must be prime since otherwise M can be written over a proper subfield (see [9, p. Now we assume that d ≥ 2. If (n, q) = (6, 2) then X = SU so q = q δ = 2 (since n is even) and o(t) = 9. It follows that S contains an element of order 9, which is impossible since = 2n/d ≤ n = 6. By our assumptions on (n, q) it now follows that o(t) is divisible by a ppd(n; q δ ) prime r as defined above. Now ≤ n < r. Let t 0 := t o(t)/r . Then t 0 ∈ GL d (q δ ) fixes each V i setwise. Since r is a ppd(n; q δ ) prime, it follows that d = n and = 2. Moreover, we may assume that t 0 acts irreducibly on V 1 and fixes V 2 pointwise. Then also t must fix V 1 pointwise and hence leave V 1 and V 2 invariant. Similarly t g leaves each of V 1 and V 2 invariant, which implies that t, t g is reducible, a contradiction.
We prove the following estimates.
Lemma 6.2. Suppose that (n, q) = (2, 5), or (2, 2 a − 1) for any a.
(i) Then p 2 (X, n, q) = 0 if X = SU, Sp or SO − , and
(ii)p 2 (Sp, n, q) = 0.
Proof. Suppose that G∩C = ∅. Then, by Lemma 6.1, in all cases o(t) is divisible by a ppd(n; q) prime r = n + 1, and the subgroups t, t g to be considered lie in a conjugate of the subgroup N = GL 1 (q) S 2n of GL(V ), permuting the 2n coordinate vectors e 1 , . . . , e 2n . The Sylow r-subgroups of N are cyclic, so t o(t)/r can be conjugated by some x ∈ G to a permutation matrix s that permutes the first n + 1 coordinate vectors e 1 , . . . , e n+1 and fixes the last n − 1 coordinate vectors e n+2 , . . . , e 2n . Thus the fixed point space of s has basis e 1 + · · · + e n+1 , e n+2 , . . . , e 2n , and this must also be a basis of the fixed point space of t x . Now t x must induce an r-cycle in S 2n (since t x centralises the rcycle (t o(t)/r ) x ), and so t x = yσ where y = (y i ) ∈ (F * q ) 2n and, without loss of generality, σ = (1, 2, . . . , r) ∈ S 2n . Since t x fixes e i , for i > r, we have y i = 1, for i > r. Also, since t x fixes r i=1 e i , it follows that y i = 1 for i ≤ r also. Thus t x = s ∈ S 2n . It follows that |C N (t)| = (q − 1) n (n − 1)!(n + 1). Also, the cyclic torus T x containing t x , given by Lemma 3.1, satisfies
It follows that N ∩ C is a single N -conjugacy class. (Indeed this argument shows that in all the cases below M ∩ C is a single M -conjugacy class, so that p 2 (X, n, q) is given by (4).)
Suppose first that X = SL. Then the maximal C 2 subgroups M containing the groups t, t g form a single G-conjugacy class, have index q − 1 in some conjugate of N , and
we have p 2 (SL, n, q) < 4 n /q 2n 2 −2n . Since n ≥ 4, by Lemma 6.1, we have
Now suppose that X = SO + , with q an odd prime and n ≥ 4 even, as in Lemma 6.1.
As above,
n . Moreover, by Table 1 and
Thus p 2 (SO + , n, q) <
8.4
n q n 2 −n which is less than 1 2q n 2 −3n since n ≥ 4 and q ≥ 3. This proves part (i). Now we consider X = Sp with q even, and the proportionp 2 (Sp, n, q) given by (5) . By Lemma 6.1 there are no subgroups to consider since q is even. Hencẽ p 2 (Sp, n, q) = 0.
C 3 : Stabilizers of extension fields
Let M be a maximal subgroup of G = X 2n (q) belonging to Aschbacher class C 3 , where n ≥ 3. Then M preserves on V the structure of an F q δs -space of dimension 2n/s, for some prime s, so M ≤ GL 2n/s (q δs ).s < GL(V ). Let C be a class of good elements, and suppose that M ∩ C = ∅. Let t ∈ M ∩ C and, if n = 2 and (n, q) = (6, 2), let r be a ppd(n, q δ )-prime dividing o(t). First we derive some basic facts about M ∩ C and identify the possibilities for M using [9, Lemma 7.1. Suppose that (n, q) = (2, 3), (2, 7). The dimension n = ds, for some d, M ∩ C ⊆ G ∩ GL 2d (q δs ), and the the number c of G-conjugacy classes for M and the possible structure of M are given in Table 5 . Also M ∩ C is a single M -conjugacy class, or possibly splits into two equal sized classes in Line 6 of Table 5 when q is odd.
2 s = 2 and d odd Table 5 : C 3 subgroups containing good elements.
Proof. If o(t) is divisible by a ppd(n, q δ )-prime r, then, by Lemma 3.1, the element t 0 := t o(t)/r of order r lies in a cyclic torus T of G of order dividing q δn − 1 such that T ⊂ M ∩ GL 2n/s (q δs ) and T has an n-dimensional F q -fixed point subspace in V . In particular the group GL 2n/s (q δs ) has non-cyclic Sylow r-subgroups, and this is true if and only if s divides n. Let d := n/s. If the good element t does not lie in M 0 := G ∩ GL 2d (q δs ), then t induces a nontrivial field automorphism of M 0 , and in particular t does not centralise t ∩ M 0 , which is a contradiction. Thus t ∈ M 0 and hence M ∩ C ⊂ M 0 . A similar argument shows that t ∈ M 0 in the cases n = 2 and (n, q) = (6, 2). The possibilities for M are given in [9, Table 4 .3.A] (note that n is even if X = SO ε , so Line 6 of [9, Table  4 .3.A] is not possible, and in Line 6 of Table 5 we must have ε = +). Also the values for c come from the various results in [9, Section 4.3] (the value for c in line 5 depends on ε).
In all cases the cyclic torus T containing t, defined in Lemma 3.1, is contained in M 0 , and all cyclic tori of M of order |T | are conjugate in M 0 . In all cases, except possibly Line 6, we have N M (T ) = N M0 (T ).s = C M0 (T ).n and it follows that the n conjugates of t in T (see Lemma 3.1) are conjugate in N M (T ). Thus M ∩ C is a single M -conjugacy class. In Line 6, possibly N M (T ) = N M0 (T ).s = C M0 (T ).[n/2] and M ∩ C splits into two equal sized M -conjugacy classes.
Finally we verify the conditions column of Table 5 . If X = SU then n is odd so both d, s are odd also. In Line 3, the fixed point subspace of t is a nondegenerate d-dimensional F q s -space, and hence d is even. In Lines 4 and 6, s = 2 and a cyclic torus of M 0 with d-dimensional F q 2 -fixed point subspace has order q d − (−1) d , and since t lies in such a torus it follows that d is odd. (In Line 4, the condition q odd follows from [9, Table 4 Now we consider all these cases to estimate p 3 (X, n, q) andp 3 (Sp, n, q). Lemma 7.2. Suppose that (n, q) = (2, 3), (2, 7) .
(ii)p 3 (Sp, n, q) ≤
3.7
q n 2 /2 . Proof. Cases X = SL and SU. Here there is a unique class of subgroups M for each prime divisor s of n, as in Line 1 or 2, respectively, of Table 5 , and
First let X = SL. By Tables 1 and 2 , we have Since the number of different prime divisors of n is at most log n, by Lemma 2.1 we have p 3 (SL, n, q) ≤ 32 11q n 2 + 48 log n 11q 4n 2 /3 . If the second term arises then n ≥ 3 and since log n q n 2 /3 ≤ log n 2 n 2 /3 ≤ log 3 2 3 < 0.138, it follows that p 3 (SL, n, q) ≤ 3.6 q n 2 . Now let X = SU, so n, s are odd. By Tables 1 and 2 , we have
Since n/s is odd, by Lemma 2.3 (i), noting that, if the second term is present then n ≥ 5.
Case of Lines 4 and 6 of Table 5 . We note that n ≡ 2 (mod 4) (since d is odd). We do not restrict q to be odd in Line 4 as we need the estimates for q even when dealing withp 3 (Sp, n, q). There are one or two G-conjugacy classes of these subgroups M for X = Sp, SO + respectively; also M ∩ C is either a single M -class, or possibly a union of two equal sized M -classes when X = SO + . Thus the contribution to p 3 (X, n, q) is given by (12) when X = Sp, and this must be modifed a bit for X = SO + . In both cases, by Table 2 , |C M (t)| = (q n/2 + 1)|GU n/2 (q)|. First let X = Sp. Then by Tables 1 and 2 and by Lemma 2.2(ii) (since n/2 is odd), the contribution is
Now let X = SO + . We require one factor of 2 since there are two G-conjugacy classes, and an additional factor of 4 because there may be two M -conjugacy classes in M ∩ C. Thus the contribution in this case (noting that n ≡ 2 (mod 4) and applying Lemma 2.2(ii) and (iii)) is at most
using q n ≥ 2 6 .
Case X = Sp. First we deal with Line 3 of Table 5 . There is a unique class of subgroups M for each prime divisor s of n, such that n/s is even (so s = 2 arises only if n ≡ 0 (mod 4)), and M ∩ C is a single M -conjugacy class. Here and by Tables 1 and 2 , the contribution from these groups is q n 2 /2 . Combining with (14) in the case n ≡ 2 (mod 4), we see that, for all n, we have p 3 (Sp, n, q) < 3.7 q n 2 /2 . Case X = SO ε . First we deal with Line 5 of Table 5 . There are at most (s, 2) G-conjugacy classes of subgroups M for each prime divisor s of n, such that n/s is even (so s = 2 arises only if n ≡ 0 (mod 4)), and M ∩C is a single M -conjugacy class. Here |M | = s|SO Tables 1 and 2 , this contribution is at most
and, by Lemma 2.2(ii) and (iii), we have
If s = 2 then q s ≥ 4 and n ≥ 4 (since n/s is even), so ν ≤ 2.143 if s = 2; and if s ≥ 3 then n ≥ 2s ≥ 6 and ν < 1.09. Thus the contribution from all of these subgroups is at most 4.286
(1.09)s q n 2 (1−1/s) , where the first term is present only if n ≡ 0 (mod 4), and the second term sums to at most 3.3 log n q 2n 2 /3 (arguing as above). We note that the latter function is 3.3 q n 2 /2 log n q n 2 /6 , and
if n ≥ n 0 . If n = 4, 8 then the only term is for s = 2 so the contribution is less than 4.3 q n 2 /2 . If n ≡ 0 (mod 4) and n ≥ 12, then the second term is at most 3.3 q n 2 /2 log 12 2 24 < 0.001 q n 2 /2 , so the contribution again is at most 4.3 q n 2 /2 . In n ≡ 2 (mod 4) and n ≥ 6, then the contribution is the second term and is at most 3.3 q n 2 /2 log 6 2 6 < 0.1 q n 2 /2 . Combining with (15) in the case where ε = + and n ≡ 2 (mod 4), we see that, for all n, p 3 (SO ε , n, q) <
10.6
q n 2 /2 . Casep 3 (Sp, n, q). Here X = Sp and q is even. By Lemma 7.1, the subgroups to be considered are those in Line 4 of Table 5 (which cover those in Line 5 for ε = ±), and in the case n ≡ 2 (mod 4) also those in Line 6 (which do not lift to maximal subgroups in C 3 for G). The contributionp 3 (Sp, n, q), as given by (5) , is therefore equal to the estimate given in the case Sp above. Thus p 3 (Sp, n, q) < 3.7 q n 2 /2 .
C 4 : Stabilizers of tensor products
We deal with maximal subgroups in C 4 for n ≥ 3.
Lemma 8.1. Suppose that n ≥ 3. Then, for all X, p 4 (X, n, q) =p 4 (Sp, n, q) = 0.
Proof. By [9, Table 4 .4.A], for all X, if M is a maximal C 4 subgroup in G = X 2n (q), then M is the stabilizer in G of a tensor decomposition V = U ⊗ W with dim(U ) ≥ dim(W ) ≥ 2, and M ≤ GL(U ) ⊗ GL(W ). Thus, since n ≥ 3, M contains elements of order belonging to Φ X (n, q) if and only if dim(U ) = n, dim(W ) = 2. Let t be an element of such a subgroup with o(t) ∈ Φ X (n, q), say t = t U ⊗ t W , with t U ∈ GL(U ), t W ∈ GL(W ). Then t order o(t ) ∈ Φ X (n, q). Let {w 1 , w 2 } be a basis for W , and for j = 1, 2, let V j := {u ⊗ w j | u ∈ U }. Then each V j is (t ⊗ 1)-invariant and t ⊗ 1 acts irreducibly on it. Moreover, V = V 1 ⊕ V 2 , and hence t ⊗ 1 does not fix an n-dimensional subspace of V pointwise, and so is not a good element. It follows that M does not contain good elements.
C 5 : Stabilizers of subfields
Let M be a maximal subgroup of G = X 2n (q) belonging to Aschbacher class C 5 . By [9, Table 4 .5.A], M is a cyclic extension of X 2n (q 0 ), for some type X , and M stabilizes F q δ V 0 , where q δ = q s 0 for some prime s, and V 0 := V (2n, q 0 ) is an F q0 -subspace of V . Let C be a class of good elements, suppose that M ∩C = ∅ and let t ∈ M ∩ C. First we derive some basic facts about r, M ∩ C and M . Lemma 9.1. The integer n ≥ 3, s n and o(t) is divisible by a ppd(n; q δ ) prime r which is also a ppd(n; q 0 ) prime. Moreover the type X = X, M ∩ C is a single M -conjugacy class, and the number c of G-conjugacy classes of subgroups M is at most the quantity given in Table 6 .
s odd Table 6 : C 5 subgroups containing good elements.
Proof. Suppose that n = 2, so o(t) = q+1 (2,q−1) . We claim that o(t) is not a 2-power. Suppose to the contrary that it is a 2-power, say q = q , which is a contradiction since s is odd. This proves the claim. Thus, o(t) is divisible by a ppd(2s; q 0 ) prime, say r, and since r ≥ 2s + 1 ≥ 5 it follows that r divides |SL 4 (q 0 )|. This implies that s = 2 and that all elements of M of order r lie in Singer cycles of SL 4 (q 0 ) and hence are fixed point free on V , which is a contradiction. Thus n ≥ 3, and since q > 2, it follows that o(t) is divisible by a ppd(n; q δ )-prime r. We note that r |Z(G)|. Therefore r divides |X 2n (q 0 )|, and hence r is a ppd(k; q 0 ) prime, for some k ≤ 2n. Now r | (q k 0 − 1), which implies that r | (q δk − 1), so k is a multiple of n. If k = 2n, then an element t 0 of order r in t lies in a Singer cycle of GL 2n (q 0 ) acting fixed point freely on F q δ V 0 , and hence t has no fixed points in V , which is a contradiction. Thus r is a ppd(n; q 0 ) prime. Moreover, s n since otherwise q δn/s − 1 = q n 0 − 1 is divisible by r, which contradicts the definition of r.
By [9, Table 4 .5.A], either X = X or (i) X = SU, s = 2, and X = SO ε (with q odd) or X = Sp, or (ii) X = SO ε and X = SO ε , where ε = (ε ) s , or In case (i), s = 2 and r divides q n 0 − 1 = q δn/2 − 1, which is a contradiction as in the previous paragraph. In case (i), n is even by Table 2 , so s is odd since s n. Thus (ε ) s = ε and so ε = ε and X = X. For the same reason s is odd if X = Sp; also s is odd if X = SU by [9, Table 4 
(ii)p 5 (Sp, n, q) ≤ 3q
Proof. Case X = SL. We refer to and use the notation of Lemma 9.1. Here
, and considering the scalars in M we have Tables 1 and 2 ,
≤ 4, by Lemma 2.2. Applying Corollary 3.2 and noting that there are c ≤ q − 1 classes of subgroups for each s, we see that the contribution to p 5 (SL, n, q) of subgroups with a fixed s is at most
In particular, if s = 2, then direct computation shows that this contribution is at most 8 q n 2 −n−2 − 4 q n 2 −n−1 . For s ≥ 3, using the fact that
we see that the contribution for s is less than
q (2n 2 −2n)(1−1/s)−1 . Now summing over all odd primes gives a contribution less than
and combining with the contribution for s = 2 yields p 5 (SL, n, q) < 8q Tables 1 and 2 ,
since Θ(n+1,2n;−q0) Θ(1,n;−q0) < 1 by Lemma 2.2. Applying Corollary 3.2 and noting that there are c ≤ q + 1 classes of subgroups for each s, we see that the contribution to p 5 (SU, n, q) of subgroups with a fixed s is at most
using the fact that (q+1)(q n +1) (q n 0 +1) ≤ 2q n(1−1/s)+1 . Now we add over s, and note that s ≥ 3 since n is odd (Table 2) . A cruder estimate that the SL-case gives
Case X = Sp and part (ii). Here s is odd, M = Sp 2n (q 0 ), and |C M (t)| = (q n/2 0 + 1)|Sp n (q 0 )|. Using Tables 1 and 2 , < 16/11 (note q 2 0 ≥ 4). Applying Corollary 3.2 and noting that there is a unique class of subgroups for each s, we see that the contribution to p 5 (Sp, n, q) from subgroups with a fixed s is at most
Adding over s ≥ 3, we obtain p 5 (Sp, n, q) < 2.3 q −2(n 2 −n)/3 j≥0 q −j , and since
, this is less than 3q −2(n 2 −n)/3 . We note here that, by Lemma 9.1, if q is even, then every maximal C 5 -subgroup of SO ε 2n (q) containing good elements is contained in a maximal C 5 -subgroup of Sp 2n (q), and it follows thatp 5 (Sp, n, q) < 3q Tables 1 and 2 , Noting that there is a unique class of subgroups for each s, we see that the contribution to p 5 (SO ε , n, q) of subgroups with a fixed s is at most
Adding over s ≥ 3, as in the Sp-case we obtain p 5 (SO ε , n, q) < 4q −2(n 2 −n)/3 .
C 6 : Normalizers of symplectic-type groups
A maximal subgroup M of G = X 2n (q) belonging to Aschbacher class C 6 , is contained in (Z(G) • R).Sp 2d (2), where R = 2 1+2d is an extraspecial 2-group. Moreover 2n = 2 d , q is odd, and R is absolutely irreducible on V (see [9, Section 4.6, especially Table 4.6.B]). We deal with all cases where a good element is not a 2-element. It turns out that, with a single exception, these maximal goups do not contain good elements.
Lemma 10.1. Suppose that (n, q) = (2, 2 a − 1) for any a. Then either (i) p 6 (X, n, q) =p 6 (Sp, n, q) = 0, or (ii) (X, n, q) = (SL, 2, 5), M = (Z 4 • 2 1+6 ).Sp 6 (2) contains good elements of order 3, and p 6 (SL, 2, 5) < 1 48 < 0.021. Proof. Suppose that M , as above, contains a good element t, and let V = U ⊕W be as in Lemma 3.1. Let r be a ppd(n, q δ )-prime dividing o(t) if n ≥ 3, or r = o(t) = (q + 1)/2 if n = 2. By the conditions on n, q, the integer r is not a power of 2.
Since R is irreducible on V , for each nonzero v ∈ V , the R-orbit v R spans V and in particular |v R | ≥ 2n. Also |v R | divides |R| = 2 1+2d = 8n 2 . It follows that r does not divide |v R |, and so v R contains a fixed vector of t, that is, U ∩ v R = ∅. Thus the number of R-orbits on non-zero vectors is at most |U | − 1 = q δn − 1. However each of these R-orbits has length at most |R|, and so q 2δn −1 = |V |−1 ≤ 8n 2 (q δn −1). Hence 3 δn < q δn +1 ≤ 8n 2 , which implies that (n, q δ , r) = (4, 3, 5), (2, 5, 3) (since (n, q) = (2, 3) is excluded from the analysis).
If (n, q δ , r) = (4, 3, 5), then M must contain a good element t 0 of order 5 (some power of t). Since r = 5 = 2 2 + 1, t 0 projects to a cyclic torus of order 5 of Sp 6 (2), and hence t 0 leaves invariant a tensor decomposition V = V 1 ⊗ V 2 with dim(V 1 ) = 2, dim(V 2 ) = 4, contradicting Lemma 8.1.
Thus (n, q δ , r) = (2, 5, 3). Here X = SL, and the subgroup M of SL 4 (5) was constructed and examined using GAP [4] . The group M has two conjugacy classes of elements of order 3, and one of them consists of good elements (the other contains fixed point free elements). This computation showed that 
C 7 : Stabilizers of tensor powers
A maximal subgroup M of X 2n (q) belonging to the Aschbacher class C 7 is the stabilizer of a tensor power decomposition V = V 1 ⊗ · · · ⊗ V , where dim(V i ) = d for all i and 2n = d , for some ≥ 2; and so M is contained in a group of the shape (GL d (q) S ) ∩ SL 2n (q) or (GU d (q) S ) ∩ SU 2n (q). We show that M contains no good elements if n ≥ 3.
Lemma 11.1. p 7 (X, n, q) = 0, for any X, q, and any n ≥ 3, andp 7 (Sp, n, q) = 0.
Proof. Suppose to the contrary that M , as above, contains a good element t, and let V = U ⊕ W be as in Lemma 3.1. Let r be a ppd(n, q δ )-prime dividing o(t), and note in particular that r ≥ n + 1. Since 2 n ≥ 2n = d ≥ 2 , we obtain n ≥ , and in particular r > . Hence r divides the order of an element in GL d (q) or GU d (q). By definition of r, this implies that d ≥ n, and the only possibility is n = d = = 2, which contradicts n ≥ 3.
C 8 : Classical subgroups
By [9, Table 4.8 .A], if G = X 2n (q) has maximal subgroups belonging to C 8 then either X = SL, or q is even, X = Sp, and M ∼ = SO ε 2n (q). We do not consider the latter case for estimating p 8 (X, n, q) since we assume that q is odd if X = Sp. Also we note thatp 8 (Sp, n, q) = 0 since the subgroups SO ε 2n (q) have no proper maximal C 8 subgroups. We establish the following estimates. (ii)p 8 (Sp, n, q) = 0.
Proof. Part (ii) follows from our comments above. Also, for part (i), by our comments above, the only case to consider is X = SL, so let G = SL 2n (q). Suppose that M is a maximal C 8 -subgroup of G containing a good element t from the G-conjugacy class C, and that there are c conjugacy classes of such subgroups M . Then, using the results in [9, Section 4.8], especially [9, Table  4 c ≤ q − 1, q is odd, and n is even. Moreover, in all cases the n conjugates of t in the cyclic torus T of Lemma 3.1 are still N M (T )-conjugate, and hence M ∩C is a single M -conjugacy class. Thus by (4) and (12) , the contribution to p 8 (SL, n, q) from each type of subgroup M is at most (q n/2 + 1) 2 q n 2 −n (1 + εq −n/2 ) 2 Θ(1, n/2 − 1; q 2 ) 2 ≤ 9(q n/2 − 1) 2 (1 − εq −n ) 8q n 2 −2 (1 + εq −n/2 ) 2 ≤ 9(q n − ε) 8q n 2 −2 and hence, summing over ε, the contribution in this case is at most 9 4q n 2 −n−2 . Collecting these results we see that p 8 (SL, n, q) ≤ kq −n 2 +n+2 , where k = 1 if n is odd, k = 16 11 if both n and q are even, and k = 27 8 if n is even and q is odd.
C 9 : Nearly simple subgroups
Let G = X 2n (q) and let M be a maximal subgroup of G belonging to the Aschbacher Class C 9 for G, or if (X, q) = (Sp, even), a maximal subgroup in Aschbacher Class C 9 for SO (n, q) = (2, 2 a − 1) 7 n ≥ 3 8 n ≥ 3 if X = SL 9 n ≥ 9 Table 8 : Conditions for n, q for the upper bounds for p i (X, n, q) andp i (Sp, n, q).
number of dimensions n where the contribution for p 9 (X, n, q) is too large for this argument to work -it should be the minimum of p 1 − p 2 , and the actual proportions for this finite number of cases.
