When n = 2 m − 1 M.Ramras proved, by a counting argument, that for any 5 isometrically embedded tree T on n edges in Q n there exists a group of translations 6 G such that {g(T ); g ∈ G} is a vertex partition of Q n . Considering a more general 7 context we are able to give an explicit construction of G and can construct non 8 group vertex partitions by isometric trees. We extend also this problem to vertex 9 partition of Q n by translates of an isometrically embedded tree on n = 2 m −1 edges 10 for any n ≥ n. 11 14 Twenty years ago M.Ramras [5] published a paper where he answered the fol-15 lowing question of D. Rogers: If n = 2 m − 1 does the hypercube Q n have a vertex 16 partition into antipodal paths? M.Ramras gave an explicit construction of such 17 a partition. For this purpose he exhibited a set of generators of a subgroup G 18 of the group of translations Σ(Q n ) ⊂ Aut(Q n ), such that the set of translates 19 {g(P ); g ∈ G} of the vertex set of P of an antipodal path is the desired vertex 20 partition.
Let F n be the vector space of dimension n over the finite field Z 2 . The hypercube 48 of dimension n is the graph Q n whose vertices are the vectors of F n , and where two 49 vertices are adjacent if they differ in exactly one coordinate. 50 The Hamming distance between two vectors x, y ∈ F n , d(x, y) is the number of 51 coordinates in which they differ. Notice that Hamming distance is the usual graph 52 distance on Q n .
53
The support of a vector x is the set {i ∈ {1, 2, . . . n} ; x i = 0}. The parity function 54 is the function from F n to Z 2 defined by π(x 1 , x 2 , . . . , x n ) = x 1 + x 2 + . . . + x n .
55
A perfect code, or more precisely a perfect single-error-correcting code of length 56 n is a set C of vertices of Q n such that every vertex x ∈ V (Q n ) is at distance at 57 most 1 of exactly one element of C.
58
Two codes C and C are called equivalent if C can be obtained from C by an 59 automorphism of Q n , thus by applying a translation from a fixed vector and a fixed 60 permutation of the coordinates. Using a translation of all the perfect code vectors 61 by one of them we can always assume that the zero vector 0 belongs to the code.
62
Let e 1 , e 2 , . . . , e n be the standard basis of F n , thus e i denotes the vector with 63 just one single non zero coordinate position i. Let e 0 = 0 be the zero vector and let 64 1 = (11 . . . 1). Denote by B n the set {e 0 , e 1 , e 2 , . . . , e n }. The direction of an edge 65 xy of Q n is the integer i ∈ {1, 2, . . . , n, } such that y = x + e i .
66
For a subset A of vectors of F n and a vertex x, let x+A be the set {x + a; a ∈ A}.
67
By definition of a perfect code C = {c 1 , c 2 , . . . , c k } is a perfect code if and only if 68 the sets c 1 + B n ,c 2 + B n ,. . . ,c k + B n define a partition of F n i.e.
packing condition, 2 n = |C|(n + 1) thus n = 2 m − 1 for some m.
73
By analogy, G.Cohen, S.Litsyn, A.Vardy and G.Zémor [2] define a set S as a tile 74 of F n if there exists a set C = {c 1 , c 2 , . . . , c k } such that the sets c 1 +S,c 2 +S,. . . ,c k +S 75 define a partition of F n . Notice that the definition is symmetric, C is also a tile of 76 n = 2 m − 1, which is a perfect code . It is easy to prove that all linear perfect codes 79 are Hamming codes. In 1961 J.L.Vasiliev [6] , and later many authors ([1, 4] for a 80 survey) constructed perfect codes which are not linear codes.
81
Let W = (v 1 , v 2 , . . . , v n ) be a basis of F n . We will denote by θ W be the auto-
V ect(e 1 , e 2 , . . . , e n ) thus there exist a vertex partition of Q n with set of translation The antipodal vertex of a vertex x in Q n is the unique vertex x at distance n of 143
x. Notice that x=x + 1. An antipodal path is a path in Q n of n edges connecting 144 some pair of antipodal vertices. We will say that an isometric embedding α(P ) of an 145 antipodal path in Q n is canonical if v 0 = 0 and along the path the directions used 146 are 1, 2, . . . , n in this order. We have thus, for any i ∈ {0, 1, . . . , n}, v i = i j=0 e j 147 and θ W ( n i=1 λ i e i ) = ( n i=1 λ i i j=1 e j ). By a translation and a permutation of the 148 coordinates we can always assume that an isometric embedding of P is canonical.
149
A vector u ∈ F n is of type 01, respectively of type 10, if there exists i 0 ∈ 150 {0, 1, . . . , n} such that u = n i=i 0 +1 e i , respectively u = i 0 i=1 e i . Notice that 1 and 151 0 are the only vectors of both types. If we assume that C is a linear subspace, the last condition is equivalent to the 169 condition used by Ramras: 170 (ii') No element of C has as support a non-empty set of consecutive integers.
171
Let us recall Vasiliev's construction of perfect codes.
172
Theorem 7 (Vasiliev [6]) Let C n be a perfect code of length n. Assume 0 ∈ C n and 173 let λ be a function from C n to Z 2 such that λ(0) = 0 and π be the parity function.
174
Then the set 
