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1. INTRODUCTION
The notion of invariant subspaces has been used successfully to study
various control problems for linear finite-dimensional systems by Basile
   and Marro 2 and Wonham 17 . This notion has been extended to systems
defined in Hilbert spaces, and some of the corresponding problems in
   Hilbert spaces have also been studied by Curtain 4, 5 , Zwart 18 , and
 Otsuka et al. 8, 14, 15 . After that, the simultaneous versions of those
invariant subspaces for both finite- and infinite-dimensional linear systems
   have also been studied by Ghosh 7 and Otsuka et al. 1113, 16 in order
to investigate uncertain linear systems whose systems operators are repre-
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sented as convex combinations of given operators, and then parameter-in-
sensitive disturbance-rejection problems have been studied. Further, Bhat-
  Ž .tacharyya 3 introduced the notion of generalized controlled A, B -in-
variant subspaces in order to study uncertain linear finite-dimensional
systems whose systems matrices are represented as the nominal system
matrices and specific uncertain perturbations, and then a parameter-insen-
sitive disturbance-rejection problem with state feedback, which means
robust with respect to the specific uncertain perturbations, was studied.
 Further, for such systems, Otsuka 9, 10 introduced the notions of gener-
Ž . Ž .alized conditioned C, A -invariant subspaces, generalized A, B, C -
Ž .invariant subspaces, and generalized C, A, B -pairs, and then parameter-
insensitive disturbance-rejection problems with static output feedback and
with dynamic compensator were also investigated.
In such a historical background, from the theoretical viewpoint, it is
meaningful to investigate the infinite-dimensional version of those general-
ized invariant subspaces and their properties. Therefore, in this paper the
infinite-dimensional versions of generalized invariant subspaces are first
studied. Further, the parameter-insensitive disturbance-rejection problems
with state feedback and with static output feedback for infinite-dimen-
sional systems are formulated, and then their solvability conditions are
given. Finally, an illustrative example is given.
2. GENERALIZED INVARIANT SUBSPACES
First, some notations used throughout this investigation are given. Let
Ž .B X ; Y denote the set of all bounded linear operators from a Hilbert
space X into another Hilbert space Y, and for notational simplicity,
Ž . Ž .B X ; X is written as B X . For a linear operator A, the domain, the
image, the kernel, and the C -semigroup generated by A are denoted by0
Ž .  Ž . 4 nD A , Im A, Ker A, and S t ; t 0 , respectively. The notation RA
denotes the n-dimensional Euclidean space.
Next, consider the following linear systems defined in a Hilbert space X,
d
x t  A  x t  B  u t ,Ž . Ž . Ž . Ž . Ž .	S  ,  ,  : dtŽ . 
y t  C  x t ,Ž . Ž . Ž .
Ž . Ž . m Ž . lwhere x t  X, u t U R , y t  Y R are the state, the input,
Ž . Ž .and the measurement output, respectively. And operators A  , B  ,
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Ž .and C  are unknown in the sense that they are represented as the forms
A   A   A   A  A   A  ,Ž . Ž .0 1 1 p p 0
B   B   B   B  B  B  ,Ž . Ž .0 1 1 q q 0
C   C   C   C  C  C  ,Ž . Ž .0 1 1 r r 0
Ž . p Ž . q Ž .where   , . . . ,   R ,   , . . . ,   R ,   , . . . , 1 p 1 q 1 r
r  Ž . 4 R , A is the infinitesimal generator of a C -semigroup S t ; t 00 0 A0
Ž . Ž . Ž m . Ž .on X, A  B X i 1, . . . , p , B  B R ; X i 0, 1, . . . , q , and Ci i i
Ž l. Ž . B X ; R i 0, 1, . . . , r .
Ž . Ž . Ž Ž . Ž . Ž ..Here, in system S  ,  ,  , A , B , C and  A  , B  , C 0 0 0
mean the nominal system model and a specific uncertain perturbation,
respectively.
Ž .Now, since A i 1, . . . , p are bounded linear operators, one can sayi
Ž . Ž Ž ..that A  always generates a C -semigroup and has the domain D A 0
Ž . pD A for all  R . Further, from the practical viewpoint, one can0
say that the dimensions of input and output are finite dimensions.
Ž .DEFINITION 2.1. Let V  X be a closed subspace.
Ž . Ž .i V is said to be a generalized controlled S A, B -invariant sub-
Ž m.space if there exists an F B X ; R such that
S t V V t 0Ž . Ž .AŽ .BŽ  .F
Ž . p qfor all  ,   R  R . For a closed subspace , define
V A , B ;   V  V is a generalized controlledŽ .
S A , B -invariant subspace and V .4Ž .
Ž . Ž .ii V is said to be a generalized conditioned S C, A -invariant
Ž l .subspace if there exists a G B R ; X such that
S t V V t 0Ž . Ž .AŽ .GCŽ .
Ž . p rfor all  ,   R  R . For a closed subspace  , define
V  ; C , A  V  V is a generalized conditionedŽ .
S C , A -invariant subspace and  V .4Ž .
Ž . Ž .iii V is said to be a generalized S A, B, C -invariant subspace if
Ž l m.there exists an H B R ; R such that
S t V V t 0Ž . Ž .AŽ .BŽ  .H CŽ .
Ž . p q rfor all  ,  ,   R  R  R .
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Ž . Ž .For system S  ,  ,  , a generalized S A, B, C -invariant subspace V
Ž .has the property that, if an arbitrary initial state x 0 stays in V, then there
Ž l m.exists a measurement feedback H B R ; R which is independent of all
Ž . p q r Ž . ,  ,   R  R  R such that the state trajectory x t stays in V for
all t 0.
 The following lemma was given by Curtain 4 .
Ž  .LEMMA 2.2 see 4 . Let V be a closed subspace of X and let A be an
 Ž . 4infinitesimal generator with C -semigroup S t ; t 0 on X, and let Q 0 A 1
Ž .B X .
Ž . Ž . Ž .Ž Ž ..i If S t V V for all t 0, then AQ VD A  V.AQ 11
Ž . Ž . Ž .ii If there exists a Q  B X such that S t V V for all t 02 AQ 2
Ž .Ž Ž .. Ž .and Q Q VD A  V, then S t V V for all t 0.1 2 AQ1
The following lemma is used to define two projection operators which
play important roles to state the main results in this section.
LEMMA 2.3. Let V be a closed subspace. Define two subspaces R andV
	 byV
q
1 1 mR  B V , where B V u R  B u V 4V i i i
i1
and
r
	  C V .ÝV i
i1
Then, the following two statements hold.
Ž .i There exists a subspace 
 such that
Rm  R 
 .V
Ž .ii There exist closed subspaces V , V of X and subspaces  ,  of1 2 1 2
R l such that
R l  C V  C V   , C V  C V 	 ,0 1 0 2 1 2 0 2 0 V
	  C V  , and V V  V  Ker C  V .Ž .V 0 2 1 1 2 0
Ž .Proof. i The proof is obvious.
Ž .ii Since V is a closed subspace, there exists a closed subspace
˜ ˜ ˜Ž .V V such that V V Ker C  V . Then, C V C V. Further, since0 0 0
˜ ˜ ˜C V 	  C V 	  C V, there exists a closed subspace V  V such0 V 0 V 0 2
˜that C V  C V 	 . Then, there exists a closed subspace V  V such0 2 0 V 1
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˜ Ž .that V V  V . Thus, V V  V  Ker C  V and C V C V 1 2 1 2 0 0 0 1
C V . Moreover, since C V 	  	 , there exists a subspace   	0 2 0 V V 1 V
Ž . lsuch that 	  C V 	  . Further, since C V  C V   R ,V 0 V 1 0 1 0 2 1
lthere exists a subspace  such that R  C V  C V   .2 0 1 0 2 1 2
By Lemma 2.3, the following operators can be defined.
DEFINITION 2.4. For a closed subspace V of X, define the following
two projection operators.
Ž . m mi Q : R  R , projection operator onto R along 
.V V
Ž . l lii P : R  R , projection operator onto C V  along 	 .V 0 1 2 V
Then, the following lemma is used to prove Theorem 2.6.
LEMMA 2.5. The following two statements are equialent.
Ž . Ž m. Ž . Ž .i There exists an F B X ; R such that S t V V t 0A B F0 0
Ž .and B FV V i 1, . . . , q .i
˜ mŽ . Ž . Ž . Žii There exists an F B X ; R such that S t V V t˜A B Q F0 0 V
.0 .
Ž . Ž . Ž m.Proof. i  ii Suppose that there exists an F B X ; R such that
Ž . Ž . Ž .S t V V t 0 and B FV V i 1, . . . , q . Then, FVA B F i0 0q 1 Ž .  4 B V R . Hence, Q FV FV. Thus, B Q F B F V 0 .i1 i V V 0 V 0
Ž . Ž . Ž .Then, it follows from Lemma 2.2 ii that S t V V t 0 .A B Q F0 0 V
˜ mŽ . Ž . Ž .ii  i Suppose that there exists an F B X ; R such that
˜Ž . Ž . Ž . ŽS t V V t 0 . Define FQ F. Then, S t V V t˜A B Q F V A B F0 0 V 0 0˜. Ž . 0 . Further, B FV B Q FV B R  V i 1, . . . , q . This com-i i V i V
pletes the proof.
The following theorem is the infinite-dimensional version of the results
 of Bhattacharyya 3 .
THEOREM 2.6. Let V be a closed subspace of X. Then, the following three
statements are equialent.
Ž . Ž .i V is a generalized controlled S A, B -inariant subspace.
Ž . Ž m. Ž . Ž .ii There exists an F B X ; R such that S t V V t 0A B F0 0
Ž . Ž .and B FV V i 1, . . . , q , and A V V i 1, . . . , p .i i
˜ mŽ . Ž . Ž . Žiii There exists an F B X ; R such that S t V V t˜A B Q F0 0 V
. Ž .0 , and A V V i 1, . . . , p .i
Ž . Ž . Ž .Proof. i  ii Suppose that V is a generalized controlled S A, B -
Ž m.invariant subspace. Then, there exists an F B X ; R such that
S t V V t 0 1Ž . Ž . Ž .AŽ .BŽ  .F
Ž . p qfor all  ,   R  R .
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Ž .First, suppose that             0 in 1 . Then,1 p 1 q
S t V V t 0 ,Ž . Ž .A B F0 0
Ž .which with Lemma 2.2 i implies
A  B F VD A  V . 2Ž . Ž . Ž .Ž .0 0 0
Further, suppose that   1 and             0 in1 2 p 1 q
Ž .1 . Then,
S t V V t 0 ,Ž . Ž .A A B F0 1 0
Ž .which with Lemma 2.2 i implies
A  A  B F VD A  V . 3Ž . Ž . Ž .Ž .0 1 0 0
Ž . Ž . Ž Ž ..Hence, it follows from 2 and 3 that A VD A  V. Since A is a1 0 1
bounded linear operator, A V V. Similarly, one can prove A V V1 i
Ž .i 2, . . . , p .
Next, suppose that   1 and             0 in1 1 p 2 q
Ž .1 . Then,
A  B  B F VD A  V . 4Ž . Ž . Ž .Ž . Ž .0 0 1 0
Ž . Ž .Hence, it follows from 2 , 4 , and boundedness of B F that B FV V.1 1
Ž .Similarly, one can prove B FV V i 2, . . . , q .i
Ž . Ž . Ž m.ii  i Suppose that there exists an F B X ; R such that
Ž . Ž . Ž . ŽS t V V t 0 and B FV V i 1, . . . , q , and A V V iA B F i i0 0
.1, . . . , p . Now,
A   B  FŽ . Ž .Ž .
 A   A   A  B   B   B F 4Ž . Ž .0 1 1 p p 0 1 1 q q
p q
 A  B F   A   B F .Ž . Ý Ý0 0 i i i i
i1 i1
Ž . Ž p q .Since S t V V and Ý  A Ý  B F V V, it followsA B F i1 i i i1 i i0 0
Ž .from Lemma 2.2 ii that
S t V V t 0Ž . Ž .AŽ .BŽ  .F
Ž . p qfor all  ,   R  R , which implies V is a generalized controlled
Ž .S A, B -invariant subspace.
Ž . Ž .ii  iii The proof follows from Lemma 2.5.
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The following lemma is used to prove Theorem 2.8.
LEMMA 2.7. The following two statements are equialent.
Ž . Ž l . Ž . Ž .i There exists a G B R ; X such that S t V V t 0A GC0 0
Ž .and GC V V i 1, . . . , r .i
˜ lŽ . Ž . Ž . Ž .ii There exists a G B R ; X such that S t V V t 0 .˜A G P C0 V 0
Ž . Ž . Ž l .Proof. i  ii Suppose that there exists a G B R ; X such that
Ž . Ž . Ž .S t V V t 0 and GC V V i 1, . . . , r . Then, from LemmaA GC i0 0
Ž . Ž .2.2 ii , it suffices to show GP C GC V V. Choose an arbitraryV 0 0
Ž .element x V. Then, by Lemma 2.3 ii , x can be decomposed as x y
Ž .z u y V , z V , uKer C  V . Hence,1 2 0
r
GP C GC xGC zGC V G	  GC V V .Ž . ÝV 0 0 0 0 2 V i
i1
Ž . Ž . Ž .It follows from Lemma 2.2 ii that S t V V t 0 .A G P C0 V 0
˜ lŽ . Ž . Ž .ii  i Suppose that there exists a G B R ; X such that
˜Ž . Ž . Ž . ŽS t V V t 0 . Define GGP . Then, S t V V t˜A G P C V A GC0 V 0 0 0˜ ˜. Ž .  4 Ž . 0 . Further, GC VGP C VGP Ker P  0  V i 1, . . . , r .i V i V V
This completes the proof.
 The following results are the infinite-dimensional versions of Otsuka 9 .
THEOREM 2.8. Let V be a closed subspace of X. Then, the following three
statements are equialent.
Ž . Ž .i V is a generalized conditioned S C, A -inariant subspace.
Ž . Ž l . Ž . Ž .ii There exists a G B R ; X such that S t V V t 0A GC0 0
Ž . Ž .and GC V V i 1, . . . , r , and A V V i 1, . . . , p .i i
˜ lŽ . Ž . Ž . Ž .iii There exists a G B R ; X such that S t V V t 0 ,˜A G P C0 V 0
Ž .and A V V i 1, . . . , p .i
Ž . Ž . ŽProof. i  ii Suppose that V is a generalized conditioned S C,
. Ž l .A -invariant subspace. Then, there exists a G B R ; X such that
S t V V t 0 5Ž . Ž . Ž .AŽ .GCŽ .
Ž . p rfor all  ,   R  R .
Ž .First, suppose that       0       0 in 5 . Then,1 p 1 r
S t V V t 0 ,Ž . Ž .A GC0 0
Ž .which with Lemma 2.2 i implies
A GC VD A  V . 6Ž . Ž . Ž .Ž .0 0 0
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Further, suppose that   1 and             0 in1 2 p 1 r
Ž .5 . Then,
S t V V t 0Ž . Ž .A A GC0 1 0
Ž .which with Lemma 2.2 i implies
A  A GC VD A  V . 7Ž . Ž . Ž .Ž .0 1 0 0
Ž . Ž . Ž Ž ..Hence, it follows from 6 and 7 that A VD A  V. Since A is a1 0 1
bounded linear operator, A V V. Similarly, one can prove A V V1 i
Ž .i 2, . . . , p .
Next, suppose that   1 and             0 in1 1 p 2 r
Ž .5 . Then,
A G C  C VD A  V . 8Ž . Ž . Ž .Ž . Ž .0 0 1 0
Ž . Ž .Hence, it follows from 6 , 8 , and boundedness of GC that GC V V.1 1
Ž .Similarly, one can prove GC V V i 2, . . . , r .i
Ž . Ž . Ž l .ii  i Suppose that there exists a G B R ; X such that
Ž . Ž . ŽS V V t 0 and GC V V i 1, . . . , r , and A V V iA GC i i0 0
.1, . . . , p . Now,
A  GC Ž . Ž .Ž .
 A   A   A G C   C   CŽ . 4Ž .0 1 1 p p 0 1 1 r r
p r
 A GC   A   GC .Ž . Ý Ý0 0 i i i i
i1 i1
Ž . Ž p r .Since S t V V and Ý  A Ý  GC V V, it followsA GC i1 i i i1 i i0 0
Ž .from Lemma 2.2 ii that
S t V V t 0Ž . Ž .AŽ .GCŽ .
Ž . p rfor all  ,   R  R , which implies V is a generalized conditioned
Ž .S C, A -invariant subspace.
Ž . Ž .ii  iii The proof follows from Lemma 2.7.
The following lemma is used to prove Theorem 2.10.
LEMMA 2.9. The following two statements are equialent.
Ž . Ž l m. Ž . Ži There exists an H B R ; R such that S t V V tA B H C0 0 0
. Ž Ž . Ž ..0 , B HC V V i 0, . . . , q, j 0, . . . , r ; i, j  0, 0 , and A V Vi j i
Ž .i 1, . . . , p .
˜ l mŽ . Ž . Žii There exists an H B R ; R such that S V V t˜A B Q HP C0 0 V V 0
. Ž .0 , and A V V i 1, . . . , p .i
GENERALIZED INVARIANT SUBSPACES 333
Ž . Ž . Ž l m.Proof. i  ii Suppose that there exists an H B R ; R such
Ž . Ž . Žthat S t V V t 0 , B HC V V i 0, . . . , q, j 0, . . . , r ;A B H C i j0 0 0
Ž . Ž .. Ž .i, j  0, 0 , and A V V i 1, . . . , p . Then, it follows from Lemmasi
˜ mŽ . Ž .2.5 and 2.7 that there exists an F B X ; R such that S t V V˜A B Q F0 0 V˜ lŽ . Ž . Ž .t 0 and there exists a G B R ; X such that S t V V˜A G P C0 V 0˜ l mŽ .   Ž .t 0 . From Remark in 18, p. 106 , there exists an H B R ; R such
Ž . Ž .that S t V V t 0 .˜A B Q HP C0 0 V V 0
˜ l mŽ . Ž . Ž .ii  i Suppose that there exists an H B R ; R such that
Ž . Ž .S V V t 0 and A V V i 1, . . . , p . Define H˜A B Q HP C i0 0 V V 0
˜ Ž . Ž .Q HP . Then, S t V V t 0 . And, one obtains B HC VV V A B H C i j0 0 0˜ Ž .B Q HP C V B Im Q  B R  V i 1, . . . , q, j 0, . . . , r . Fur-i V V j i V i V
˜ ˜  4 Ž .ther, B HC V B Q HP C V B Q HP 	  0  V j 1, . . . , r .0 j 0 V V j 0 V V V
This completes the proof.
Finally, the following theorem can be obtained.
THEOREM 2.10. Let V be a closed subspace of X. Then, the following
three statements are equialent.
Ž . Ž .i V is a generalized S A, B, C -inariant subspace.
Ž . Ž l m. Ž . Žii There exists an H B R ; R such that S t V V tA B H C0 0 0
. Ž Ž . Ž ..0 , B HC V V i 0, . . . , q, j 0, . . . , r ; i, j  0, 0 , and A V Vi j i
Ž .i 1, . . . , p .
˜ l mŽ . Ž .iii There exists an H B R ; R such that S V V˜A B Q HP C0 0 V V 0
Ž . Ž .t 0 , and A V V i 1, . . . , p .i
Ž . Ž . Ž .Proof. i  ii Suppose that V is a generalized S A, B, C -invariant
Ž l m.subspace. Then, there exists an H B R ; R such that
S t V V t 0 9Ž . Ž . Ž .AŽ .BŽ  .H CŽ .
Ž . p q rfor all  ,  ,   R  R  R .
First, suppose that                  1 p 1 q 1 r
Ž .0 in 9 . Then,
S t V V t 0 ,Ž . Ž .A B H C0 0 0
Ž .which with Lemma 2.2 i implies
A  B HC VD A  V . 10Ž . Ž . Ž .Ž .0 0 0 0
Further, suppose that   1 and             1 2 p 1 q 1
Ž .     0 in 9 . Then,r
S t V V t 0 ,Ž . Ž .A A B H C0 1 0 0
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Ž .which with Lemma 2.2 i implies
A  A  B HC VD A  V . 11Ž . Ž . Ž .Ž .0 1 0 0 0
Ž . Ž . Ž Ž ..Hence, it follows from 10 and 11 that A VD A  V. Since A is1 0 1
a bounded linear operator, A V V. Similarly, one can prove A V V1 i
Ž .i 2, . . . , p .
Next, suppose that   1 and             1 1 p 2 q 1
Ž .     0 in 9 . Then,r
A  B  B HC VD A  V . 12Ž . Ž . Ž .Ž . Ž .0 0 1 0 0
Ž . Ž .Hence, it follows from 10 , 12 , and boundedness of B HC that1 0
B HC V V.1 0
Further, suppose that   1 and             1 1 p 1 q 2
Ž .     0 in 9 . Then,r
A  B H C  C VD A  V . 13Ž . Ž . Ž .Ž . Ž .0 0 0 1 0
Ž . Ž .From 10 , 13 , and boundedness of B HC , one obtains B HC V V.0 1 0 1
Ž .Similarly, one can prove B HC V V i 1, . . . , q, j 1, . . . , r .i j
Ž . Ž . Ž l m.ii  i Suppose that there exists an H B R ; R such that
Ž . Ž Ž . Ž ..S t V V, B HC V V i 0, . . . , q, j 0, . . . , r ; i, j  0, 0 ,A B H C i j0 0 0
Ž .and A V V i 1, . . . , p . Now,i
p r
A   B  HC   A  B HC   A   B HCŽ . Ž . Ž . Ž .Ž . Ý Ý0 0 0 i i i 0 i
i1 i1
q q r
  B HC    B HC .Ý Ý Ýi i 0 i j i j
i1 i1 j1
Ž .Since S t V V andA B H C0 0 0
p qr
 A   B HC   B HCÝ Ý Ýi i i 0 i i i 0ž
i1 i1 i1
q r
   B HC V V ,Ý Ý i j i j /
i1 j1
Ž .it follows from Lemma 2.2 ii that
S t V V t 0Ž . Ž .AŽ .BŽ  .H CŽ .
Ž . p q rfor all  ,  ,   R  R  R , which implies V is a generalized
Ž .S A, B, C -invariant subspace.
Ž . Ž .ii  iii The proof follows from Lemma 2.9.
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Concerning the three generalized invariant subspaces, the following
corollary can be obtained.
Ž .COROLLARY 2.11. V is a generalized S A, B, C -inariant subspace if and
Ž .only if V is a generalized controlled S A, B -inariant and generalized condi-
Ž .tioned S C, A -inariant subspace.
Ž . Ž .Proof. Necessity Suppose that V is a generalized S A, B, C -in-
variant subspace. Then, it follows from Theorem 2.10 that there exists an
˜ l mŽ . Ž . Ž .H B R ; R such that S t V V t 0 , and A V V˜A B Q HP C i0 0 V V 0
Ž .i 1, . . . , p . Thus, from Theorems 2.6 and 2.8, V is a generalized
Ž . Ž .controlled S A, B -invariant and generalized conditioned S C, A -in-
variant subspace.
Ž . Ž .Sufficiency Suppose that V is a generalized controlled S A, B -in-
Ž .variant and generalized conditioned S C, A -invariant subspace. Then, it
˜ mŽ .follows from Theorems 2.6 and 2.8 that there exists an F B X ; R such
˜ lŽ . Ž . Ž .that S t V V t 0 and there exists a G B R ; X such that˜A B Q F0 0 V
Ž . Ž . Ž .S t V V t 0 , and A V V i 1, . . . , p . Thus, from Re-˜A G P C i0 V 0 ˜ l m  Ž .mark in 18, p. 106 , there exists an H  B R ; R such that
Ž . Ž .S t V V t 0 . Hence, it follows from Theorem 2.10 that˜A B Q HP C0 0 V V 0
Ž .V is a generalized S A, B, C -invariant subspace.
Theorems 2.6, 2.8, and 2.10 say that generalized invariant subspaces are
connected with the invariances of a finite number of conditions. Therefore,
we can check whether a given subspace V is a generalized invariant
subspace or not from these theorems.
3. PARAMETER-INSENSITIVE DISTURBANCE-REJECTION
In this section, the infinite-dimensional versions of parameter-insensi-
tive disturbance-rejection problems for uncertain linear systems which
   were investigated by Bhattacharyya 3 and Otsuka 9 are studied.
Ž .Consider the following uncertain linear system S  ,  ,  ,  ,  defined
in a Hilbert space X,
d
x t  A  x t  B  u t  E   t ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .
dt	S  ,  ,  ,  ,  :Ž .
y t  C  x t ,Ž . Ž . Ž .
z t D  x t ,Ž . Ž . Ž .
Ž . Ž . m Ž . l Ž . where x t  X, u t U R , y t  Y R , z t  Z R , and
Ž . locŽŽ . . t  L 0, ; Q are the state, the input, the measurement output, the1
controlled output, and the disturbance which is a Hilbert space Q valued
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locally integrable function, respectively. It is assumed that coefficient
operators have the following unknown parameters,
A   A   A   A  A   A  ,Ž . Ž .0 1 1 p p 0
B   B   B   B  B  B  ,Ž . Ž .0 1 1 q q 0
C   C   C   C  C  C  ,Ž . Ž .0 1 1 r r 0
D  D   D   D D  D  ,Ž . Ž .0 1 1 s s 0
E   E   E   E  E  E  ,Ž . Ž .0 1 1 t t 0
Ž .where A , B , C are the same as system S  ,  ,  in Section 2, D i i i i
Ž . Ž . Ž . p Ž .B X ; R , E  B Q; X , and   , . . . ,   R ,   , . . . , i 1 p 1 q
q Ž . r Ž . s Ž . R ,   , . . . ,   R ,   , . . . ,   R ,   , . . . ,  1 r 1 s 1 t
R t.
Ž . Ž . Ž Ž . Ž .In system S  ,  ,  ,  ,  , A , B , C , D , E and  A  , B  ,0 0 0 0 0
Ž . Ž . Ž ..C  , D  , E  represent the nominal system model and a specific
uncertain perturbation, respectively.
Ž .Now, we apply to system S  ,  ,  ,  ,  a measurement output feed-
back of the form
u t Hy t HC  x t ,Ž . Ž . Ž . Ž .Ž .
Ž l m.where H B R ; R . Then, the resulting closed-loop system is given as
S  ,  ,  ,  ,  :Ž .H
d
x t  A   B  HC  x t  E   t ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .	 dt
z t D  x t .Ž . Ž . Ž .
Our parameter-insensitive disturbance-rejection problem for system
Ž .S  ,  ,  ,  ,  is stated as follows: Given operators A , B , C , D , E fori i i i i
Ž .system S  ,  ,  ,  ,  , find, if possible, a measurement output feedback
Ž l m. Ž .gain H B R ; R such that the closed-loop system S  ,  ,  ,  , H
rejects the disturbances  from the controlled output z for all parameters
Ž . p q r s t ,  ,  ,  ,   R  R  R  R  R .
To achieve this control requirement, we must solve the following prob-
Ž .lem: Given operators A , B , C , D , E for system S  ,  ,  ,  ,  , find, ifi i i i i
Ž l m.possible, a measurement output feedback gain H B R ; R such that
t
D  S t  E    d 0Ž . Ž . Ž . Ž .H AŽ .BŽ  .H CŽ .
0
t 0 for all  Lloc 0,; Q ,Ž . Ž .1
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Ž  .or equivalently see, e.g., 1, p. 234
² :S   Im E Ž . Ž .AŽ .BŽ  .H CŽ .
L S t Im E  Ker D Ž . Ž . Ž .Ž . AŽ .BŽ  .H CŽ .ž /
t0
Ž . p q r s tfor all parameters  ,  ,  ,  ,   R  R  R  R  R , where
Ž .L 
 and overbar mean the linear subspace generated by the set 
 and
the closure in X, respectively.
This problem can be rephrased as follows.
ŽProblem 3.1 Parameter-Insensitive Disturbance-Rejection Problem with
Ž ..Measurement Output Feedback PIDRPMOF . Given operators A , B ,i i
Ž .C , D , E for system S  ,  ,  ,  ,  , find, if possible, a measurementi i i
Ž l m.output feedback gain H B R ; R such that
² :S   Im E  Ker D Ž . Ž . Ž .AŽ .BŽ  .H CŽ .
Ž . p q r s tfor all parameters  ,  ,  ,  ,   R  R  R  R  R .
Ž . Ž .Remark 3.2. If C   I identity operator , then Problem 3.1 is called
the parameter-insensitive disturbance-rejection problem with state feed-
Ž .back PIDRPSF .
Now, some sufficient conditions for the problems to be solvable are
given.
Ž .THEOREM 3.3. If there exists a generalized S A, B, C -inariant subspace
V such that
t s
Im E  V Ker D ,Ý i i
i0 i0
then the PIDRPMOF is solable.
Ž .Proof. Suppose that there exists a generalized S A, B, C -invariant
subspace V such that
t s
Im E  V Ker D .Ý i i
i0 i0
Ž l m.Then, there exists an H B R ; R such that
S t V V t 0Ž . Ž .AŽ .BŽ  .H CŽ .
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Ž . p q rfor all  ,  ,   R  R  R . Hence,
t
² :S   Im E   S   Im EŽ . Ž . Ž . ÝAŽ .BŽ  .H CŽ . AŽ .BŽ  .H CŽ . i¦ ;
i0
² : S   VŽ .AŽ .BŽ  .H CŽ .
 V
s
 Ker D i
i0
Ker D Ž .
Ž . p q r s tfor all parameters  ,  ,  ,  ,   R  R  R  R  R . Thus, the
PIDRPMOF is solvable.
The following corollaries follow from Theorem 3.3.
Ž s .COROLLARY 3.4. If there exists a V  V A, B;  Ker D i0 i
Ž t ..V Ý Im E ; C, A , then the PIDRPMOF is solable.i0 i
Ž s .COROLLARY 3.5. Assume that V A, B; Ker D has a maximali0 i
Ž t .element V *. If V * V Ý Im E ; C, A , then the PIDRPMOF is solable.i0 i
Ž t .COROLLARY 3.6. Assume that V Ý Im E ; C, A has a minimal ele-i0 i
Ž s .ment V. If V V A, B; Ker D , then the PIDRPMOF is solable.i0 i
Ž .THEOREM 3.7. Assume that C   I. If there exists a V 
Ž s . tV A, B; Ker D satisfying Ý Im E  V, then the PIDRPSF isi0 i i0 i
solable.
Ž . Ž s .COROLLARY 3.8. Assume that C   I and V A, B; Ker D hasi0 i
a maximal element V *. If Ýt Im E  V *, then the PIDRPSF is solable.i0 i
Ž . Ž t .COROLLARY 3.9. Assume that C   I and V Ý Im E ; C, A has ai0 i
minimal element V. If V s Ker D , then the PIDRPSF is solable.i0 i
A maximal element V * and a minimal element V are important to
check the solvability conditions for the problems. However, one can say
that a maximal element V * and a minimal element V do not always exist
Ž  .in general for infinite-dimensional systems see, e.g., 5, 18 .
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4. AN ILLUSTRATIVE EXAMPLE
Consider the following mathematical model,
 x t ,   2 x t , Ž . Ž .
   x t ,   u t    u t  Ž . Ž . Ž . Ž . Ž .1 1 2 22 t 
  u t 2      u t   4Ž . Ž . Ž . Ž . Ž .Ž .1 1 2 2 3
  t      ,Ž . Ž . Ž .Ž .1 2
x t , 0  0 x t , 1 ,Ž . Ž .
1
z t       x t ,  d ,Ž . Ž . Ž . Ž .Ž .H 1 2
0
Ž .where x t, is the temperature distribution of a bar of unit length at
Ž . Ž .position  and time t, u t  R are the inputs.  t  R is the distur-i 'Ž .  Ž . Ž .bance and z t  R is the controlled output. And    2 sin i ; ii
4 2  1 is an orthonormal basis of L 0, 1 , which are a set of eigenvectors
 2 2 4with eigenvalues  i  ; i 1 .i
Now, it is assumed that  and  are uncertain parameters. We desire
that the temperature at a certain measurement point be independent of
the disturbances for the uncertain system.
2 Let X L 0, 1 and define various operators as follows,
 2
A  , A  identity operator, A   A  A ,Ž .0 1 0 12
D A  D A  x X  x  X , x 0  x 1  0 , 4Ž . Ž . Ž . Ž .Ž . 0
   B   ,  , B  2   ,  ,0 1 2 1 1 2 3
B   B  B  B R2 ; X , E     B R; X ,Ž . Ž . Ž .0 1 1 2
² :D  ,     B X ; R ,Ž .1 2
² :where  ,  means the inner product in X. Then, the above model can be
described by
d
x t  A  x t  B  u t  E t ,Ž . Ž . Ž . Ž . Ž . Ž .
dt
z t Dx t .Ž . Ž .
Ž .  tŽ .Since DS t Im E e e t  t  0, one can say that the con-AŽ . 1 2
trolled output of the original system is influenced by disturbances.
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Let us define the following orthonormal basis of X :
1 1
     ,      ,    i 3 .Ž . Ž . Ž .1 1 2 2 1 2 i i' '2 2
Ž 2 .By using these bases, define a state feedback F B X ; R and a closed
subspace V as follows,
T   2 1
0, i 1 ,Ž .ž /'2
T	  4F  V span  ,  .  i 1 32 1
, 0 i 2 ,Ž .ž /'2
T
 0, 0 i 3 ,Ž . Ž .
Ž . Ž .Then, it can be shown that A  B F     i 1 , Im E V, and0 0 i i i
Ž .  VD A . It follows from Lemma 4.5 in 6 that S V V. Since0 A B F0 0'Ž . B F      2   V and B F  0 V, we have B FV V.1 1 2 1 3 1 3 1
Further, it is obvious that A V V and VKer D. Thus, it follows from1
Ž .Theorems 2.6 and 3.7 that V is a generalized controlled S A, B -invariant
subspace and the PIDRPSF is solvable.
5. CONCLUDING REMARKS
In this paper some generalized invariant subspaces for infinite-dimen-
sional linear systems were studied, and then their properties were investi-
gated. Especially, it is useful that Theorems 2.6, 2.8, and 2.10 say infinitely
many conditions are equivalent to a finite number of conditions. Further,
the infinite-dimensional versions of the parameter-insensitive disturbance-
rejection problems with state feedback and with constant measurement
output feedback for uncertain linear systems which were investigated by
   Bhattacharyya 3 and Otsuka 9 were formulated, and then some suffi-
cient conditions for those problems to be solvable were presented. As
further study, it is important to investigate the existence conditions of a
maximal element V * and a minimal element V in order to test practically
the solvability conditions.
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