The zero error of electromagnetic distance measuring instruments is a near-constant systematic error, which has the same effect on the measured distances. This paper presents a least-squares formula for this correction based on the division of a baseline into m subbaselines, and measuring all possible distances between the marked points. The validity of the formulation is verified by two examples.
Introduction
Spatial distances can be measured by different techniques, which are usually classified as direct methods ͑e.g., steel tape͒, optical methods ͑e.g., stadia tachometry͒, and electronic methods ͓elec-tromagnetic distance measuring ͑EDM͔͒. EDM is frequently used in surveying and geomatics. There are many ways to measure distances by electronic instruments, i.e., pulse methods, phase difference method, Doppler method, and interfrometry ͑Rüeger 1980͒. At the present time, many EDM instruments employed in surveying use some form of phase difference detection as the basis of measurement. Such EDM instruments are classified according to the type of carrier wave used. Those using light or infrared ͑IR͒ waves are classified as electro-optical instruments, and those based on radio waves are called microwave instruments.
The error affecting an EDM measurement can be divided into internal and external components. For electro-optical instruments, the internal errors have been identified as zero error, scale error, cyclic error, and phase measurement error. These are all due to imperfections of the instruments and/or reflectors. Zero error, scale error, and cyclic error are classified as systematic errors while phase measurement error is a random error. Zero error is a constant systematic error, scale error is an incremental systematic error, and cyclic error is a periodic systematic error. External errors are mainly due to atmospheric refraction.
Zero error is a near-constant systematic error that can arise from a number of sources, some obvious and others not so. In essence, such an error will be present if the geometric path length, as defined by the mechanical centering marks of the instrument and reflectors, is not identical to the electro-optical path measured by the instrument. Such an error might have an obvious source, as when reflectors with a different prism constant are interchanged. Errors of this nature can also arise if an instrument has been repaired or adjusted such that the internal electro-optic path within the instrument has been disturbed ͑Burnside 1991͒. These mean that the zero error includes both the position of the electrical center of the EDM and any unmodeled prism offset.
Scale error is an incremental systematic error, which is linearly proportional to the distance being measured. This error can arise from both an internal and an external source. If the oscillator does not generate the required measurement frequency value within the design tolerance then a scale error will be introduced. This part of error arises from an internal source. On the other hand, inaccurate information concerning the average group refractive index along the measured line will also produce the same effect. This part of error arises from an external source. Clearly, instruments working on larger ranges, such as microwave equipment, are more at risk than short-range IR instruments.
Traditionally, the evaluation of the zero and the scale errors is the purpose of the calibration process. The interested reader is referred to Dracup et al. ͑1977͒ and Fronczek ͑1978͒ . In this latter work, the author simultaneously solves for the zero and the scale corrections based on a system of equations. The solution to this system is very similar to the fit of a straight line to a series of points since it contains only two unknown parameters in a linear form. The only assumption that one needs to estimate the scale error ͑or simultaneously the scale and the zero errors͒ is the requirement of a sequence of long and known baselines. But a long and known distance is not required to compute the instrument constant ͑zero error͒ separately. This can be achieved simply by measuring all distances between several points on line, which follows in this paper.
Assuming a zero error, z 0 , a measured distance ᐉ must be corrected by applying the following correction:
where ᐉ c ϭcorrected distance. As mentioned, zero error can be determined by the user through measuring distances on some baselines. In the next section, a simple formula for zero error of EDM instruments will be derived based on the least-squares technique. The validity of the derived formula will be verified by two numerical examples. 
Least-Squares Formulation of Zero Error "Z 0 … in Electromagnetic Distance Measuring Instruments
The general linear͑ized͒ observational parametric model is given by ഞϩvϭAx
where Aϭdesign matrix; xϭvector of unknown parameters; ഞϭvector of observations; and vϭvector of residuals. The leastsquares solution x of Eq. ͑2͒ is as follows ͑Wells and Krakiwsky 1971͒:
where Pϭweight matrix; C x ϭcovariance matrix of parameters; Nϭnormal equations matrix, and 0 2 ϭa priori variance factor. To obtain a least-squares formula for zero error in an EDM, consider the baseline P 0 -P m ͑Fig. 1͒ which has been divided into m unknown subbaselines. Assume that all possible distances have been measured on this baseline with the same accuracy. With these in mind, the number of observations ͑observed distances͒ is nϭm(mϩ1)/2, the number of unknown parameters is uϭmϩ1 ͑m unknown baselines and one zero error͒, and the number of degrees of freedom, which is defined either as the difference of observations and unknowns or as the redundant observations, can be obtained as
The linear parametric model that relates the observations to the unknown parameters can be written as follows:
Consequently, the design matrix A is obtained as:
Assuming the weight matrix is Pϭ ᐉ Ϫ2 I, the normal equations matrix N is
where, as before, n and mϭnumber of observations and unknown parameters, respectively. Inverting the above matrix yields 
where (A T PA) mϩ1 Ϫ1 is the last row of the inverse of the matrix (A T PA). After some simple operations, the second term of Eq. ͑3͒ can be obtained as (9) where k ranges from 0 to mϪ1. Zero error, z 0 , is obtained by premultiplying the last row of the inverse of N with Eq. ͑9͒, i.e.,
or ͑Appendix͒
where 0рkрmϪ1. Assuming jϭmϪk, where 1р jрm, the equation can be modified as
The equation can be written, in the compact form, as follows:
By a similar manner ͑Appendix͒
Substituting the equation into Eq. ͑13͒ yields the estimated zero error as
Using the identities
and the covariance propagation law will yield the standard deviation of the estimated zero error as
Four Special Cases
Case 1. mϭ2,→nϭ3, and
Case 2. mϭ3,→nϭ6, and ᐉϭ͓ᐉ 1 ᐉ 2 ...
There is no need to measure distances ᐉ 2 and ᐉ 5 . 
There is no need to measure distances ᐉ 3 , ᐉ 8 , and ᐉ 12 .
Numerical Results on Simulated and Real Baselines
The validity of the derived formula has been tested on different baselines for special cases that were suggested in the previous section. The results have confirmed the derivation of the suggested zero-error formula. In the present paper, only two examples are presented. Testing more than two examples will be beyond the scope of the paper.
Example 1. In the first example, the basic baseline has been divided into five baselines mϭ5. The observations for this example have been simulated by ''randn.m'' function of the MATLAB software. This function produces random errors, chosen from a normal distribution with a mean of zero and variance of one. The observations are also intentionally erroneous by a constant systematic error 3 mm. Table 1 gives a list of observations as well as their simulated values. Then, the number of observations is n ϭ5ϫ6/2ϭ15, the number of unknown parameters is uϭ5ϩ1 ϭ6, the degree of freedom is d f ϭ15Ϫ6ϭ9, and the accuracy of these observations is 1 mm. The results of the adjustment for estimating the zero error and its standard deviation using two approaches are as follows. The first way is to use the parametric linear model ͑2͒ and estimate the solution vector x and C x by using Eq. ͑3͒ as follows: As seen, the simple derived formula produces the same results as the parametric model adjustment.
Example 2. In the second example, the basic baseline has been divided into four baselines mϭ4. Real observations have been carried out by the EDM Leica DI2002. The nominal accuracy of the instrument is 1 mm for short baselines. Table 2 gives a list of observations as well as their observed values. The observations have been corrected for first-velocity corrections. As seen from Table 2 , the number of observations is nϭ4ϫ5/2ϭ10, the number of unknown parameters is uϭ4ϩ1ϭ5, the degree of freedom is d f ϭ10Ϫ5ϭ5, and the accuracy of these observations is 1 mm. The results of adjustment for estimating the zero error and its standard deviation using two approaches are as follows. The first way is to use the parametric linear model ͑2͒ and estimate the solution vector x and C x by using Eq. ͑3͒ as follows:
x ϭ͓9.4573,9.4541,9.4537,9.4731,Ϫ0.0003͔
T ͑m) ͱdiag͑C x ͒ϭ͓0.6928,0.6928,0.6928,0.6928,0.7071͔
From these results, ẑ 0 and ẑ 0 , are obtained
The second way for estimating ẑ 0 and ẑ 0 is the least-squares formula ͑15͒ for special case mϭ4, i.e., Eq. ͑20͒ From the above results, the simple derived formula produces the same results as the least-squares adjustment. It can be substituted into the parametric model for estimating the zero error.
Conclusions
Evaluation of the zero error as a systematic error is an important problem for calibrating EDM instruments. The goal was to formulate this error based on the least-squares adjustment. This simple formula is very useful for calibration of the zero error in EDM instruments. The efficiency and validity of the suggested formula were tested.
It should be noted that presence of the scale error in EDM instruments may affect the zero-error formula. Since the value of z 0 can be expected to a few centimeters at most, no significant error arises from the scale error present in the instrument.
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Appendix. Proof of Eqs. "11… and "14…

Proof of Eq. (11)
Premultiplying Eq. ͑8͒ with Eq. ͑9͒ yields ẑ 0 ϭ 12
where k ranges from 0 to mϪ1. Eq. ͑22͒ can be modified as 
Proof of Eq. (14)
Assuming the number of observations is nϭm(mϩ1)/2, one gets
where k ranges from 0 to mϪ1. Assuming jϭmϪk, where 1 р jрm, and substituting into Eq. ͑25͒ yields
