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This study aims to enhance the building energy audit process, and bring about 
reduction in time and cost requirements in the conduction of a full physical audit. For 
this purpose, a total of 5 Energy Service Companies (ESCOs) in Singapore have 
collaborated and provided energy audit reports for 62 office buildings. Several 
statistical techniques are adopted to analyze these reports. These techniques comprise 
cluster analysis and the development of prediction models to predict energy savings for 
buildings. This is followed by application of time series analysis of energy consumption 
data entailing development of energy forecasting models using Artificial Neural 
Networks and Support Vector Machines.  
The cluster analysis shows that there are 3 clusters of buildings experiencing 
different levels of energy savings. The mean values of the change in percentage of the 
Energy Utilization Index (EUI) for these 3 clusters are 10.1, 16.6 and 23.5% 
respectively. To understand the effect of building variables on the change in EUI, a 
robust iterative process for selecting the appropriate variables is developed. The results 
show that the 4 variables of GFA, non-air-conditioning energy consumption, average 
chiller plant efficiency and installed capacity of chillers should be taken for clustering. 
This analysis is extended to the development of prediction models to determine the 
energy saving potential of these buildings. These models are developed using linear 
regression and artificial neural networks (ANN). An exhaustive variable selection 
algorithm is developed to select the input variables for the two energy saving prediction 
models. The results show that the ANN prediction model can predict the energy saving 
potential of a given building with an accuracy of ±14.8%. 
 vii 
 
The cluster analysis along with the energy saving prediction models and time 
series forecasting presents the systematic procedure to evaluate the potential 
improvement in energy consumption for office buildings. The models are verified on 
the testing dataset, wherein, the training and testing data is divided in the ratio of 70:30. 
The final algorithms and steps when stringed together constitute the automated energy 
audit methodology. Such a system can be used to effectively evaluate the energy saving 
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CHAPTER 1: INTRODUCTION 
1.1 Background 
This chapter introduces the research topic, its significance and elaborates on the 
research issues. It then states the research objectives and scope, followed by a 
description of the organization of this thesis.    
The International Energy Agency (IEA) has identified energy efficiency in 
buildings as one of the five measures to secure long term decarbonisation of the energy 
sector1 [1]. Energy consumed in the building sector consists of residential and 
commercial end users and accounts for about 20% of the total delivered energy 
consumed worldwide. The other major sectors for energy consumed worldwide are the 
industrial, transportation and the agricultural sector. According to the U.S Energy 
Information Administration (EIA), energy consumption in the commercial building 
sector is projected to be the fastest growing, at a rate of 1.6% per annum [2].  
Due to the marked environmental and economic benefits associated with energy 
efficiency in the building sector, governments around the world have embarked on 
various initiatives and regulations. A survey by the World Energy Council (WEC) on 
63 countries that constitutes 83% of the global energy consumption shows that most of 
the countries have employed either voluntary or mandatory energy efficiency 
regulations [3]. These regulations outline basic requirements to achieve an energy 
efficient design for new buildings and upgrade existing buildings with a view to reduce 
                                                 
1 © OECD/IEA 2015 World Energy Outlook Special Report, IEA Publishing.  
License: [http://www.iea.org/t&c/termsandconditions/] 
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the final energy consumption and related CO2 emissions. The number of existing 
buildings constitute a large part of the current and future building stock. The United 
Nations report on Environment and Energy 2010, states that in rapidly developing 
countries, the priority for the building sector to avoid future emissions related to energy 
consumption in new buildings should be as much as to reduce emissions from existing 
buildings [4]. Since buildings have a long lifetime, the penetration of new, more 
efficient buildings as a proportion of the total building stock is extremely slow. 
Therefore, in the coming decades, buildings already in existence will still be the major 
sources of energy consumption and CO2 emissions. Among countries with prescription 
for existing buildings are Singapore and the European Union.  
The translation and upgrading of existing building stock so that it complies with 
energy efficiency building regulations is a lengthy procedure. It requires seamless 
cooperation between public bodies and building stakeholders. In this regard, a variety 
of public policies and measures have been initiated and implemented worldwide that 
have often proved to be successful. The EU directive of October 2012 on energy 
efficiency requires its Member States to promote the availability of high quality and 
cost effective energy audits to all final customers [5]. Energy use forecasts show that 
the portion of energy consumed per capita by the commercial building sector is 
expected to increase while that of the residential building sector is expected to decrease 
[6]. This signifies the importance of realizing the potential of energy efficiency in the 
commercial building sector. In addition, the growth of Energy Service Companies 
(ESCOs) that provide energy audit services has been the highest in the Asia Pacific and 
Western European regions (Figure 1.1) [7].   




Figure 1.1 Energy efficiency revenue by building type and region for 2011. 
As seen in Figure 1.1, the office building type promises the highest potential for 
retrofitting in terms of revenue generated followed by retail and educational buildings. 
Although there is a vast scope of retrofitting opportunities, the literature and current 
retrofit practices show that energy efficiency improvement projects have been 
conducted on an ad hoc basis without a systematic decision making process [8][9]. This 
is attributed to the fact that different building types exhibit uncommon characteristics 
due to their diverse functionalities. For example, office buildings in a region have much 
higher energy consumption per capita when compared to the residential energy use in 
that region. This is because office buildings are equipped with energy intensive 
equipment and often have high space cooling/heating demand. However, office 
buildings may not be the most energy intensive buildings compared to retail malls. At 
the same time, due to the large number of office buildings worldwide, they present a 
great potential for energy conservation. Similarly, different building types have 
contrasting levels of energy consumption.  
  Chapter 1 | Introduction  
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A way to assist in the energy audit process is to benchmark buildings of the 
same typology so that a comparative analysis can be pursued. A great deal of research 
has been undertaken in this field giving rise to several benchmarking models based on 
dataset from different countries. A major advantage of such benchmarking is that it 
provides a holistic foundation for comparing buildings with similar energy 
performance. This is because the benchmarking techniques normalize the energy use in 
buildings with respect to key factors that influence building energy consumption. The 
selection of the normalizing factor often depends on human intuition rather than a 
through scientific investigation. This is highlighted in detail in the following section.   
1.2 Research gap 
Energy auditing is a process of diagnosing the energy performance of buildings 
and their systems. Energy audits are performed at different levels based on the degree 
of assessment to be carried out. A successful energy audit identifies various scopes for 
improving the energy usage by detecting energy conservation opportunities and 
retrofitting prospects. The entire energy audit process consists of many stages 
beginning with a preliminary walk-through, to data collection and analysis, finally 
culminating to retrofit recommendations while reporting on the energy saving potential 
of the building systems. Although these steps make the auditing process exhaustive, it 
is extremely time consuming and lacks validation and comparison to buildings with 
similar function. This is because the current energy audit practice is a stand-alone 
procedure involving detailed investigation of a building to be retrofitted. 
There are two strategies to study buildings for potential improvement through 
retrofitting. The first is the benchmarking approach and the second is through the study 
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of simulation models. The benchmarking method is convenient in providing an easy 
comparison with similar buildings. However, the comparison of buildings is usually 
based on just one index, for example, the energy use intensity (EUI). The energy use 
intensity is measured as the energy used for every unit floor area of a building. In most 
cases of benchmarking studies, the other variables are ignored. Buildings with different 
sets of building systems and characteristics can still have the same EUI. For example, 
a building with high cooling load and very efficient chiller system can use the same 
amount of electrical energy as a building with low cooling load and non-efficient chiller 
system. The benchmarking results, however will categorize these two buildings in the 
same category. Therefore, a more comprehensive system of analysis that takes all the 
necessary building characteristics into account is required. Multivariate statistical 
techniques like clustering are alternatives that can perform high-dimensional 
benchmarking by considering many variables. Such a methodology is aimed to be 
developed in the current study.         
The simulation approach has the limitation of developing accurate simulation 
models requiring input data with a high level of accuracy. This is largely overcome by 
development of stochastic models; however, these are not purely simulation models and 
rely on advanced statistical procedures and fall under the category of hybrid models. In 
addition, the retrofit measures established by the simulation models are difficult to 
validate. Hence, most existing research on simulation models do not include detailed 
validation procedures. Therefore, the current study focusses on measured data from 
energy audit reports for both pre-retrofit and post-retrofit conditions. The availability 
of post-retrofit data makes it possible to perform a systematic validation of the proposed 
methodology. It is also supported by the development and validation of prediction 
models using regression analysis and artificial neural network (ANN). However, the 
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comparison of these models with simulation models is beyond the scope of this study 
due to the unavailability of the building geometry and considering the time frame of 
this research.    
1.3 Research objectives 
The primary objective of this research is to develop a theoretical and 
methodological framework for automated energy audit and reporting, including the 
computation of energy saving potential. 
The energy saving potential is defined as the ability of the building to reduce its 
energy consumption. It can be measured either as the reduction in energy consumption 
or change in the percentage of energy use for pre- and post-retrofit conditions of a given 
building.  
 
To achieve the primary objective, the following three sub-objectives are 
outlined: 
1. To develop an automated decision making methodology that facilitates walk-
through energy auditing with minimum field measurements and visits.  
 
2. To develop an analysis protocol to determine the energy saving potential of 
buildings through benchmarking and analysis of the building variables.  
 
3. To develop and validate prediction models for evaluating energy savings using 
machine learning and multivariate techniques that accurately predicts the energy saving 
of buildings.     




The following set of strategic tasks has been employed to achieve these sub-
objectives. 
1. The use of k-means clustering technique to cluster buildings based on their 
energy performance and saving potential at the building and system level.  
 
2. To identify and rank key energy indicators influencing energy performance and 
quantify their individual and interactive relationships using statistical methods. 
 
3. To explore machine learning models and multivariate analysis for predicting 
energy performance and energy savings for buildings. 
1.4 Research scope 
The scope of this research is limited to the study of selected office buildings in 
Singapore. Since this study is based on a data-driven approach, the results are only 
applicable to office building retrofit analysis. However, the methodology developed 
can be applied for the study of different building typologies like retail, health care, 
residential etc. This requires the development of new databases of energy performance 
of buildings in these categories. In addition, the comparison of the proposed data-driven 
methodology with simulation models is beyond the scope of this study. This is due to 
the unavailability of building geometry data of all the buildings in the database and the 
time constraint involved in this research.      
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1.5 Organization of the thesis 
This report contains seven chapters. The distribution of the chapters in this 
thesis is presented in Figure 1.2.  
 
Figure 1.2 The distribution of chapters in this thesis. 
Chapter 1 introduces the research topic on developing an automated energy 
audit protocol and states its importance. It explains the process of energy auditing and 
the types of data collection and analysis methods. It also provides the current state of 
retrofitting studies, forming the foundation for further investigation. This chapter 
culminates with the research scope and research objectives for this study.  
Chapter 2 begins with the introduction of international standards and definitions 
for the process of energy auditing. It then presents a survey of the chronological 
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development in energy audit research and the methods for energy analysis for 
retrofitting buildings. Special emphasis is given to clustering techniques that are 
employed for classifying buildings with similar characteristics. This chapter also 
elaborates on the existing tools for automated energy auditing by describing the 
different methods that are used in the existing literature. Finally, a review of studies on 
time series forecasting of energy consumption is presented.   
Chapter 3 outlines the research methodology and explains the various steps 
involved in achieving the research objectives. A brief introduction is provided for each 
method that is employed along with the reasons for selection. This chapter discusses 
two methodologies in detail. The first is the robust variable selection methodology for 
clustering and the second is the methodology for variable selection for developing the 
prediction models. The development of the ANN time series forecasting model is also 
discussed in detail. 
Chapter 4 presents the results for multivariate analysis using k-means clustering 
techniques. Numerous variable combinations are explored at the building as well as 
system level to deduce the best combination of variables. The criterion to find best 
clusters is based on the change in the energy performance of buildings in pre-retrofit 
and post-retrofit conditions. The robust variable selection procedure for clustering is 
tested in this chapter, giving rise to interesting results at the building and system level.   
Chapter 5 presents the development of prediction models for determining the 
change in energy performance of buildings between the pre-retrofit and post-retrofit 
conditions. The robust variable selection procedure for model development is tested in 
this chapter, for both, the regression prediction model as well as the ANN prediction 
model. The models are developed separately for the building and the system level and 
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are tested on an independent dataset with R2 (coefficient of determination) and MAPE 
(mean absolute percentage error) as the evaluating criteria.   
Chapter 6 begins with an exhaustive understanding of the input variable 
selection for the time series forecasting model. The input variables and associated 
energy classes are fixed after a comprehensive sensitivity analysis with number of 
variables and energy consumption classes. This chapter also extends to translate the 
model into a recursive ANN time series model that takes the output back as an input. 
The length of forecasts that can be made using this technique is discussed in detail in 
the last section of this chapter.    
Chapter 7 presents the major conclusions of this research and highlights on its 
theoretical contributions. It also summarizes the automated energy audit protocol 
before discussing the challenges involved. The chapter ends with a short description on 
the possibilities of extending the current research methodology on other building types. 
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CHAPTER 2: LITERATURE REVIEW 
The purpose of this chapter is to review existing literature and current research 
on automated energy audit methodologies. The chapter begins with a description of the 
energy audit process as enlisted in major international and national standards and 
guidelines. This is followed by a review of analytical techniques that have been applied 
by researchers to aid, improve and simplify the energy audit process using mathematical 
and statistical analyses. Benchmarking buildings based on energy performance is 
pivotal in conducting such analyses. This section also exemplifies the various 
normative and clustering procedures that are often utilized in this  regard and highlights 
the accuracy of these procedures and concludes with a brief section on existing 
automated energy audit software and tools, including ones that are commercially 
available. The last section presents studies on Artificial Neural Network as a tool for 
energy forecasting. The various sections are presented in Figure 2.1.     
 
Figure 2.1 The various sections that make this chapter.    
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2.1 International standards and definitions for energy audit 
According to the ISO 50002 standard by the International Standard 
Organization, energy audit is defined as ‘a systematic analysis of energy use and energy 
consumption of audited objects, in order to identify, quantify and report on the 
opportunities for improved energy performance’[10]. The standard mentions several 
steps pertaining to energy auditing but it serves mostly as a preliminary level guidance 
to energy auditors without dwelling into sufficient level of detailing. For example, in 
section 5.4 on ‘Data collection’, the standard mentions the collection of data related to 
‘relevant variables’ without clearly mentioning them. It is to be understood here that 
these variables may differ for different building types and so it is not possible to list in 
detail all the variables corresponding to all building typology. The same standard is also 
adopted by the Singapore Standards Council for energy audits and is known as SS ISO 
500002 [11].         
According to the European standard EN 16247, energy audit is defined as ‘a 
systematic inspection and analysis of energy use and energy consumption of a site, 
building, system or organization with the objective of identifying energy flows and the 
potential for energy efficiency improvements and reporting them’[12]. This standard 
outlines a series of processes required to conduct an energy audit. As a guideline for 
the analysis process, the standard guides the auditor to breakdown the energy 
consumption by use and source and also to study the pattern of energy demand through 
time.        
The ASHRAE standard 100-2006 categorizes energy audits into three levels 
based on the depth of the assessment to be undertaken [13]. The level 1 energy audit is 
merely a walk-through of the facility to be audited. Level 2 is accompanied by surveys 
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and data collection and analysis for the concerned zones of the building. The level 3 
energy audit is a detailed analysis often involving computer simulations and 
investigations on the retrofit options. It also involves consideration of the capital 
investments and payback periods on the return of investments. The three assessment 
levels are elaborated in detail in a condensed book by ASHRAE that focuses on energy 
audit for commercial buildings [14].      
As per the Hong Kong Energy Audit Code (HK-EAC), an energy audit involves 
‘the systematic review of the energy consuming equipment/systems in a building to 
identify energy management opportunities (EMO), which provides useful information 
for the building owner to decide on and implement the energy saving measures for 
environmental consideration and economic benefits’ [15]. It categorizes the energy 
management opportunities (EMO) into three categories. The first category involves 
simple housekeeping measures with practically no cost investment and no disruption to 
building operation. The second category involves changes in operation measures with 
low cost investments. The third category involves relatively higher capital costs to 
attain high efficiency in the use of energy.   
The Japan Energy Conservation Handbook 2013 states that the energy audit 
process begins with an interview with the persons in charge about the management 
standards for the factory or building that is to be audited. It is followed by an on-site 
survey about the building operation which is used to generate a list of areas needing 
improvement [16]. Such a preliminary audit program is conducted free of charge by the 
Energy Conservation Center Japan.   
Apart from these major international standards for energy audit, there are a few 
textbooks that are widely referred by energy auditors. One of these is by Thumann et 
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al. who define energy audit ‘as a process of determining the types and costs of energy 
use in the building, evaluating where a building or plant uses energy, and identifying 
opportunities to reduce consumption’[17]. This book is often regarded by practitioners 
as the textbook for energy auditing. Another popular book on energy audit of building 
systems is by Krarti who, similar to the ASHRAE approach, defines energy audit as a 
process that is conducted at different levels based on the level of assessment depth 
required [18].    
2.2 Chronological development in energy audit research 
This section highlights prominent research on energy audit analysis in a 
chronological way (Figure 2.2). One of the first published research on energy audits of 
a large set of buildings was done by Hirst et al. in 1980 for 41 institutions owned by the 
State of Minnesota [19]. Two separate articles were published based on this research, 
one focusing on the energy audit data collection and recommendation analysis while 
the other focused on multiple regression models to predict monthly energy consumption 
based on few basic variables [20]. The energy audits covered 270 buildings and 
included 2010 individual energy conservation recommendations. The study reported 
that implementing all these recommendations would save energy equivalent to at least 
32% of baseline energy use at these institutions. As for the recommendations, it was 
found that heating, ventilation and air conditioning (HVAC), power plant, and lighting 
measures tend to have short payback periods of about three years whereas envelope 
measures, have long payback periods, with an average of twenty-three years. A year 
later, Cooper discussed on the theory and practice of energy management in non-
domestic buildings in the UK [21]. The study discussed in detail on the British 
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government’s thinking on the management of energy and that how it is set against the 
formulation of energy policy. It also discussed on the introduction of ‘energy managers’ 
in the UK and the use of micro-electronics to monitor and control the use of fuel. In the 
same year, Ross and Whalen analyzed energy audit data from 223 retrofitted office 
buildings [22]. It was reported that for the entire sample there was an average saving of 
20% and that the savings exceeded predictions for 60% of the cases. About four years 
later, Probert discussed on the challenges in the adoption of energy conservation 
measures due to the nature of the market orientated retrofit industry [23].  




Figure 2.2 Chronological list of major research published in the field of automated 
energy audit. 
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One of the first attempts to analyze entire datasets for energy performance 
comparison among groups of similar buildings was done by Santamouris et al in 1996  
[24]. Based on the energy audit reports of 158 hotels in Greece, it was calculated that it 
was possible to achieve an overall saving of 20% in these buildings. The study involved 
looking at the averages of energy consumption values and a detailed and long 
discussion on the possible energy conservation measures (ECMs). This was followed 
by a research paper published on the PhD work of Martinot on the challenges and 
barriers for promoting energy efficiency and renewable energy in Russia [25]. The 
paper discussed the technical-economic and geographical opportunities for energy 
efficiency in Russia and concluded that international agency policies should address 
transaction barriers by facilitating market intermediation. Vine et al. discussed the 
evolution of the US energy service company (ESCO) [26]. Deng and Burnett studied 
the energy performance of 16 quality hotel buildings in Hong Kong based on the energy 
use index (EUI) which is energy use of a building normalized by its gross floor area 
[27]. A number of factors that affected the energy use in hotel buildings, such as year 
of construction, hotel class, etc., were analyzed in detail. This was the time when studies 
comparing EUI of buildings with the average of the building stock gained momentum. 
Flourentzou and Roulet [28] presented a systematic method based on a multi-criteria 
analysis and a constructivist approach, which helps an audit expert in designing retrofit 
scenarios. This approach includes several steps and follows an iterative process. The 
associated computer tool takes charge of tedious tasks such as calculating the associated 
costs, performing an energy balance, and checking for coherence between actions. It 
also helps the user in quickly creating various scenarios. 
A special issue for the international journal ‘Energy and Buildings’ in February 
2002 focused on the TOBUS (Tool for selecting Office Building Upgrading Solutions) 
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and was edited by Balaras [29]. TOBUS is a decision making tool that was developed 
by a group of eight European institutions over a period of two years of research. TOBUS 
is a structured diagnosis scheme that enables architects and engineers to simultaneously 
handle the entire complex process of office building refurbishment or retrofit with 
respect to deterioration, functional obsolescence of building services, energy 
consumption and indoor environmental quality [30][31]. A set of articles in this special 
issue elaborated on the use of TOBUS with various building degradation and indoor air 
quality (IAQ) scenarios [32][33][34].  
This was followed by a study by Balaras et al. on the energy saving potential of 
Hellenic airports [35]. Data from 29 airports was used to perform a detailed analysis 
using thermal simulations for assessing specific measures to reduce energy use without 
compromising comfort, and to identify possible actions for improving the indoor 
environmental quality (IEQ). Potential energy savings ranging at 15–35% was found 
for the three airports that were investigated in detail. Verbeeck and Hens highlighted 
on the economic viability of retrofitting dwellings in the Belgian residential sector [36]. 
Zavadskas et al. presented a new approach to determine retrofit effectiveness of houses 
based both on expected energy savings and the increase in market value of renovated 
buildings [37]. Li studied the energy performance and efficiency improvement 
procedures of 19 government offices in Hong Kong [38]. The study compared the 
energy use index (EUI) for these offices with the energy audit and benchmarking codes 
for Hong Kong. A number of factors that likely affect the energy use in buildings, such 
as year of construction and total gross floor area were also studied. It was considered 
that the energy performance improvement is likely to be dependent on the energy 
management practices. Several possible energy management strategies were discussed 
but none were validated.  
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The next step in the research on energy audit and benchmarking was the 
development of virtual datasets and the increasing role of computer simulations. 
Nikolaou et al. presented a methodology for a virtual building dataset for office 
buildings in Greece [39]. The dataset consisted of 30,000 buildings with their detailed 
constructional and operational data along with the simulation outputs that included 
specific energy consumption for heating, cooling, artificial lighting, office equipment 
and an indoor thermal comfort indicator. The results of this virtual dataset were 
compared to two energy audit datasets with 174 and 42 buildings respectively. 
Spyropoulos and Balaras studied the energy performance for 39 office buildings used 
as bank branches and derived benchmarks and various energy conservation measures 
[40]. Heo et al. discussed on the calibration of building energy models for retrofit 
analysis under uncertainty [41]. The presented model was based on Bayesian 
calibration of normative energy models. The calibrated models could incorporate 
additional uncertainties coming from retrofit interventions to generate probabilistic 
predictions of retrofit performance.  
The use of multiple regression analyses to study the energy consumption in 
office buildings had also been employed by many studies. Aranda et al. developed 
regression models for energy consumption in the banking sector [42]. The dataset 
comprised of 55 banks and it was found that the model that is used to predict the energy 
consumption of the whole banking sector is appropriate to study the existing energy 
performance and also for detecting inefficiencies in bank branches with poor 
consumption performance. Lam et al. developed regression model for office building 
energy consumption using 12 key design variables for five major climatic regions in 
China [43]. The difference between regression-predicted and DOE-simulated annual 
building energy use were largely within 10%. Korolija et al. developed regression 
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models for predicting energy consumption for office buildings in UK using computer 
simulation [44]. Lam et al. performed sensitivity analysis using computer simulation 
for 10 office buildings in Hong Kong [45]. The analysis suggested that indoor design 
condition (from 22 to 25.5 °C), electric lighting (a modest 2 W/m2 reduction in the 
current lighting code) and chiller coefficient of performance (COP) (from air to water-
cooled) could offer great electricity savings potential, in the order of 14%, 5.2% and 
11%, respectively.  
2.3 Methods for energy analysis for retrofitting buildings 
There exists a wide variety of methodologies to identify the energy conservation 
opportunities for retrofitting buildings. These range from a detailed analysis of an 
individual building to a group of buildings with similar characteristic and building type. 
A thorough understanding of building and climatic variables that influence energy 
performance of buildings is critical to identify opportunities for improvement [46]. For 
studying individual buildings, computer simulation tools are often utilized for 
analyzing retrofitting scenarios, whereas for a dataset of group of buildings, statistical 
methods are usually employed for comparison and modelling. Ma et al. have provided 
a comprehensive review on existing building retrofits [47]. This paper highlights on the 
lack of decision making methods to identify the most cost effective retrofit measures in 
contrast to the wide range of retrofit technologies that are currently available.  
Computer simulation still proves to provide a good basis for evaluating retrofit 
measures for individual buildings. For example, Zhou et al. evaluated several 
retrofitting schemes using eQUEST simulation software for an office building in 
Tianjin, China [48]. It was found that the annual energy consumption of the selected 
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building can be reduced by 57% compared to the national average of office buildings 
in China. Rahman et al. simulated an institutional building in Australia using the 
simulation software called DesignBuilder (DB). The study evaluated three levels of 
retrofitting measures and found that 41.87% of energy consumption could be saved 
without compromising occupant thermal comfort [49]. Aynur et al. compared the 
variable air volume (VAV) and variable refrigerant flow (VRF) air conditioning 
systems for an existing office building using computer simulations [50]. It was found 
that VRF system promised 27.1–57.9% energy saving potential when compared to the 
VAV system depending on the system configuration, indoor and outdoor conditions. 
Buonomano et al. investigated on several actions for the energy refurbishment of a few 
buildings in the University Hospital Federico II of Naples [51]. The analysis focused 
on four sustainable energy savings actions with respect to the installation of roof 
thermal insulation, a substation climatic 3-way valve, radiators thermostatic valves and 
an air handling unit (AHU) time-programmable regulation. The results show that 
significant savings can be achieved especially by adopting radiators thermostatic valves 
and AHU regulations. On the other hand, the installation of a 3-way valve in the 
substation does not determine significant additional savings when radiators 
thermostatic valves are already installed. For high-rise buildings, roofs insulation 
returns only marginal reductions of space heating and cooling demands. 
Hestnes and Kofoed evaluated a set of retrofitting strategies designed for ten 
existing office buildings [52]. This was done by examining different low energy 
retrofitting measures in terms of energy, indoor environment, and economy, and by 
using this as a basis for the development of general retrofitting strategies and design 
guidelines. The results show that it is possible to significantly reduce energy use in 
existing office buildings by using passive and low energy technologies. Asadi et al. 
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presented a multi-objective optimization model to assist stakeholders in the decision 
making of intervention measures [53]. The study aimed at minimizing the building 
energy use in a cost effective manner, while satisfying the occupant needs and 
requirements. An existing house needing refurbishment is taken as a case study to 
demonstrate the feasibility of the proposed multi-objective model in a real-world 
situation.   
Al-Ragom addressed the retrofitting situation in hot and arid countries and 
justified the cost of implementing effective retrofitting schemes [54]. The analysis 
revealed that substantial savings could be achieved at the national level even if the 
implementation cost was fully borne by the government. Chuah et al. introduced 
ROBESim (Retrofit-oriented building energy simulator) [55]. ROBESim is based on 
the popular EnergyPlus framework, and relies on EnergyPlus for most of the supported 
computations. By using the retrofit modules in ROBESim, the user can quickly generate 
building models to perform retrofit comparison simulations. The paper describes the 
retrofit module development process and discusses additional enhancements that 
simplify building simulation process.  
Another approach to retrofit analysis using computer simulations without the 
need to model the actual building involves the use of pre-simulated results.   Hong et 
al. developed the Commercial Building Energy Saver (CBES), an energy retrofit 
analysis toolkit [56]. This tool calculates the energy use of a building, identifies and 
evaluates retrofit measures in terms of energy savings, energy cost savings and 
payback. The CBES Toolkit includes a web app (APP) for end users and the CBES 
Application Programming Interface (API) for integrating CBES with other energy 
software tools. The toolkit provides a set of features including energy benchmarking 
that provides an Energy Star score, load shape analysis to identify potential building 
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operation improvements, preliminary retrofit analysis using a custom developed pre-
simulated database and, detailed retrofit analysis which utilizes real-time EnergyPlus 
simulations including 100 configurable retrofitting options. Another example of such 
pre-simulated approach includes the U.S. DOE (Department of Energy) 179D easy 
calculator which determines the tax deduction eligibility for energy efficiency 
improvements to commercial buildings [57]. The Energy Impact Illinois’ EnCompass 
searches through more than 250,000 energy models of large office buildings in Chicago 
to find the best fit model from the pre-simulated database [58]. Lee et al. developed the 
Database for Energy Efficiency Performance (DEEP) that provides a direct resource 
for quick retrofit analysis of commercial buildings [59]. DEEP consists of simulation 
results from over ten million EnergyPlus pre-simulations and can also expand to cover 
additional building types, climates and new energy conservation measures (ECMs).   
2.4 Energy audit using clustering technique 
Following the European Directive of 2012 that promotes the implementation of 
cost-optimal analysis of retrofit improvements with respect to a representative, 
reference building, many studies since then have focused on this objective [60]. The 
main challenge for defining such a reference building in a stock of existing ones is to 
find out how these sub-groups can be created [61]. For this purpose, the application of 
statistical techniques such as clustering is necessary to focus the investigations on a 
small number of representatives. Even before the European directives, Gaitani et al. 
analyzed a sample of 1100 schools in Greece and clustered them into five clusters with 
respect to seven principal components and seven building variables [62]. The following 
variables were selected to characterize the school buildings. The variables used for the 
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analysis included heated surface (m2), age of the building (years), insulation of the 
building (0 for non-insulated, 1 for insulated), number of classrooms, number of 
students, school’s operating hours per day, age of the heating system (years). However, 
this study was limited to just finding the reference building without any detailed 
recommendations on the retrofit improvements.  
Santamouris et al. classified school building in Greece into several energy 
classifications using intelligent clustering techniques [63]. The classification using 
clustering technique was far better than that by using equal frequency distribution. Even 
for this study, no investigation on the energy saving potential was done. A slightly 
different clustering analysis with hierarchical clustering using centroid method was 
performed by Filippin et al. [64]. The building variables were selected by stepwise 
multivariate regression and in parallel, the buildings were grouped using clustering 
techniques. The centroid of each cluster was determined by taking the average of the 
variables that describe that particular cluster. Yu et al. performed clustering analysis to 
examine the influences of occupant behavior on building energy consumption [65].  
Gao and Malkawi proposed a new methodology for energy performance 
benchmarking using an approach based on clustering algorithm [66]. The method 
consists of four steps starting with the feature selection step. An ordinary least squares 
(OLS) stepwise regression was applied to extract the features. Kontokosta analyzed 
detailed survey from asset managers of 763 office buildings to determine the factors 
affecting retrofitting decisions by building owners [67]. The factors were characterized 
into four groups including building design and systems, fuel type and consumption 
patterns (primary fuel type and weather normalized EUI), ownership type and tenant 
demand, and spatial/market controls. The predictive model developed could correctly 
classify 81.2% of the retrofit activity in the sample. In another study by Marasco and 
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Kontokotsa, energy audit data for over 1100 buildings in New York city are analyzed 
to identify opportunities for ECMs across building system categories (e.g. distribution 
system, domestic hot water, etc.) [68]. A machine learning classifier based on binary 
features derived from the dataset is developed to predict ECM eligibility given a 
specific set of building characteristics.            
In the last three to four years, a lot of advancement has been made in the field 
of building energy efficiency improvement through data analytics. Ruparathna et al. 
critically reviewed the existing methodologies in improving the energy efficiency of 
existing commercial and institutional buildings [8]. It was noted that even though the 
existing studies predominately focused on technical advancements, approaches such as 
building behavioral changes have been largely overlooked as a strategy for improving 
energy efficiency in buildings. A considerable amount of research has been undertaken 
by the Lawrence Berkeley National Laboratory (LBNL) on energy retrofit analysis 
toolkits in the past ten years. Lee et al. presented a review on the energy retrofit toolkits 
for commercial buildings [69]. Xia et al. compared the energy use data between the 
United States and China [70].  The detailed data analysis and benchmarking of the four 
office buildings demonstrated that buildings in the U.S. and China performed very 
differently, had potential for energy savings, but different efficiency measures should 
apply.  
2.5 Existing tools for automated energy audit 
This section reviews the development of automated energy audit as a tool and 
provides information about the available tools to potentially use for a building retrofit 
project. A recent review article by the Hong et al. from LBNL has compiled the existing 
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tools for automated energy audit for commercial buildings and this section borrows 
significantly from this paper [71]. A variety of energy modeling methods have been 
developed and used to estimate energy performance of retrofit measures. Building 
energy performance and retrofit analysis incorporate predictions from models with 
different levels of fidelity. Recently, a rapid adoption of smart meters has filled the 
information gap in informing operational energy saving strategies that previously could 
not be realized with the calculation based retrofit analysis. Data-driven approaches, 
powered by smart meter data, measure the energy use data at short time intervals, 
enriching the analysis for energy profiling and diagnostics to provide operational 
improvements. The retrofit tools presented here are developed by governments, 
research laboratories, universities, utilities and private companies. There exist many 
tools that can calculate estimated building energy usage with the aim to predict energy 
use, particularly for buildings in the design phase, and for energy audits in the 
operational phase. However, such tools like EnergyPlus and DOE 2.0 lack a user 
interface and may not be considered as a retrofit tool although they are capable of 
estimating the energy savings for different measures. A recent review of retrofitting 
tools by Lee et al. has divided the existing automated retrofitting tools into three 
divisions [71]. These are: 
1. Toolkits with empirical data-driven methods; 
2. Toolkits using normative calculations; and 
3. Toolkits with physics-based energy modelling and simulation. 
The next three sections elaborate the toolkits falling into these three categories 
and analyze their advantages and disadvantages. 
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2.5.1 Data-driven methods for automated energy audit 
Data-driven methods have been widely used to predict building energy usage, 
from simple benchmarking to more complex regression modeling, to relate building 
design and operational parameters with energy consumption. These methods rely on 
real measured data, smart meter data and pre-defined databases for benchmarking. 
Some of the challenges with empirically data driven methods include: (1) the 
requirement of having training data to develop the model, (2) the model is limited to a 
specific building and may not be applicable to other buildings, and (3) there lacks a 
physical explanation of certain parameters of the building performance. The regression 
model derived from statistical methods can be used to solve certain inverse problems. 
Different from the conventional energy modeling processes, the inverse statistical 
model derives inputs from known outputs, allowing a building design or operational 
parameter to be inferred when energy consumption data is available. Regression 
methods applied to existing data and inverse solving techniques can be used by 
engineers to quickly estimate the energy consumption of individual buildings with a 
few parameters or to be used by scholars to derive more information from city-wide 
energy consumption data. Table 2.1 shows the list of existing toolkits for retrofitting 
using the data-driven approach. 
Table 2.1 Toolkits with data-driven methods for automated energy audit. 








2 C3 Commercial 





3 Agilis Energy 
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EU residential and 
commercial 
Energy savings, 
retrofit cost, IAQ 
2.5.2 Normative methods for automated energy audit 
A reduced-order model uses simple input and output data providing a quick 
evaluation of the energy performance, requiring an appropriate model structure and 
normative values of the model parameters. There are a variety of forms of reduced order 
models with the RC (resistor-capacitance) model being one of the most common ways. 
An RC model treats the building as an electric circuit with thermal resistances and 
capacitances [72]. Another well-known reduced-order model, the normative method, is 
a first order energy model based on quasi-steady-state heat balance equations. The 
normative method follows the calculation standards developed by the European 
Committee for Standardization (CEN) and the ISO (International Organization for 
Standardization) which defines the calculation method as using a set of normative 
statements containing the physical building parameters and building systems for 
different building types. Traditionally used for energy performance rating, normative 
calculations currently also include retrofit analysis for large scale energy assessment. 
The reduced-order models may not be as accurate as detailed physics-based models, yet 
there are many use cases with advantages such as computational efficiency and fewer 
inputs required. Three toolkits that use the normative calculation are the Chicago Loop 
Energy Retrofit Tool, HELiOS Building Efficiency, and Retroficiency, with 
Retroficiency using a combination of normative and statistical calculation engine. 
Table 2.2 presents these three tools with some of their features. 
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Table 2.2 Toolkits with normative modelling approach for automated energy audit. 
S.N. Tool Building type Output 
1 
Chicago Loop 
Energy Retrofit Tool 
Chicago downtown 
commercial 
Energy savings, retrofit cost, 
GHG emissions 
2 HELiOS US commercial 
Energy savings, retrofit cost, 
financial and risk analysis 
3 Retroficiency 
US commercial and 
industrial 
Energy savings, retrofit cost 
2.5.3 Simulation methods for automated energy audit 
Physics-based advanced energy modeling, the highest fidelity and the most 
complex option, can provide accurate energy use results of real buildings. Most of the 
retrofit toolkits based on physics-based energy modeling utilize publicly available open 
source simulation engines, such as DOE 2.2 (eQuest) and EnergyPlus. EnergyPlus has 
the capability to provide in-depth analysis of complex mechanical systems, often 
exceeding the capabilities of other simulation tools (e.g. variable refrigerant system, 
radiant cooling and heating system, and natural ventilation). Although EnergyPlus 
helps energy modeling professionals assess building energy performance, the 
simulation engine is without a graphical user interface, proving to be challenging to use 
without having substantial knowledge of energy modeling and building systems. 
Physics-based modeling methods are configured in two different ways. One utilizes 
energy simulation engines by APIs under their toolkit to conduct real time energy 
simulation and the other uses a pre-simulation database, which provides a direct 
resource to conduct quick retrofit analysis. The pre-simulation utilizes prototype 
building models representing retrofit target buildings in various climate locations. Most 
of the available retrofitting tools are based on energy simulation software. These are 
listed in Table 2.3 with some of their features.  
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Table 2.3 Toolkits with simulation approach for automated energy audit. 
S.N. Tool Simulation engine Output 
1 
Commercial Building 




2 Simuwatt Energy Audit OpenStudio, EnergyPlus 
Energy savings, 
retrofit cost, light 
quality 
3 
Consortium for Building 









Energy Code Compliance 
for Commercial (CBECC-
Com) 







The Energy Savings 










Energy Saver (CBES) 
EnergyPlus 
Energy savings, 




Tool (CCT)  












CEC Commercial End-Use 
Survey (CEUS) survey data, 
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2.6 Review on energy forecasting for baseline assessment 
Artificial neural networks (ANNs) are the most widely implemented methods 
in forecasting building energy consumption. Since the complexity of building energy 
system is very high due to several factors as mentioned previously, the ability of ANN 
in performing non-linear analysis is an advantage in executing buildings energy 
consumption forecasting. The advantages and disadvantages of ANN are presented in 
Table 2.4. This section reviews the previous applications of ANNs related to building 
energy forecasting. In order to facilitate effective energy management in institutional 
buildings, an accurate energy forecasting model is essential. Such a building energy 
forecasting model can be of immense value to the building facility manager. It can 
provide a set of future boundary conditions and targets within which the building’s 
energy consumption should ideally fall. It can also provide an initial check for facility 
managers and building automation systems to mark any discrepancy between expected 
and actual energy use. The forecasting algorithm can also be clubbed with smart sensors 
and control systems and equip them for future scenarios. A successful energy 
forecasting model can be combined with other building simulation models to generate 
useful operating variables. For example, the forecasted energy consumption can be used 
by a simulation model to identify and infer the occupancy and building operational data 
which can in turn be used to manage the building more effectively. This can help the 
building tenants and owners to be aware of future energy demand which can then be 
used as a criterion for investing into future energy conservation measures. For building 
energy data collection and cleaning, forecasting can deduce and impute any missing 
values.  
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Table 2.4 Artificial Neural Networks – Advantages and disadvantages. 
Artificial Neural Network (ANN) 
Advantages Disadvantages 
1. ANN can execute non-linear tasks. 1. ANN requires large training set.  
2. ANN is parallel in nature. If a 
component fails, the network can continue 
but with slight reduction in prediction 
accuracy.  
2. The final network architecture is 
determined after repeated trial and 
error runs.  
3. ANN can learn from the data and there is 
no need to program.  
3. For a large enough network, high 
processing time is required. 
Building energy forecasting has gained momentum due to the increase in 
building energy efficiency research. A large variety of building energy models have 
been identified for short, medium and long term energy forecasting [73][74]. The most 
popular models in recent times are machine learning models that accurately forecast the 
energy consumption based on previously recorded data. Recent review studies provide 
detailed accounts on existing forecasting models and their classification [75][76][77]. 
Although there are many such intelligent models, most of them are based on Artificial 
Neural Networks (ANN) and their developments [78][79][80][81]. 
Artificial Neural Networks (ANNs) are the most widely implemented 
methodologies in forecasting building energy consumption. Since the complexity of 
building energy system is very high due to several factors as mentioned previously, the 
ability of ANN in performing non-linear analysis is an advantage in executing buildings 
energy consumption forecasting. This section reviews some of the applications of ANN 
related to building energy forecasting and assesses the modelling methodologies 
including the type of network, input and output types and also the number of neurons 
in various layers of the network.  
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Aydinalp used ANN for estimating the energy consumption of appliance, 
lighting and space cooling in the residential sector [82]. In the study, the application of 
ANN had shown its superiority in prediction when compared with an engineering 
model (building simulation model). The coefficient of determination (R2) and the 
coefficient of variation (CV) for the ANN model were 0.909 and 2.094 respectively 
when compared to the simulation model which had the R2 and CV as 0.780 and 3.463 
respectively. In the following work two years later, Aydinalp used ANN to model space 
heating and domestic hot water energy consumption [83]. The comparison between the 
ANN model and simulation model showed that both had good capability for prediction. 
However, the higher CV and lower R2 value for simulation models indicated that the 
ANN model has better performance.  
Gonzalez and Zamarreno used feedback ANN to predict short term electricity 
load [84]. The feedback model that they used was part of the Ph.D. dissertation of G. 
Schenker [85]. This feedback network operates in such a way that part of the output is 
fed back as an input and the prediction error with respect to the measured output is used 
to train the network. The model produced good results for hourly load forecasting with 
the maximum Mean Absolute Percentage Error (MAPE) of 2.88. Furthermore, they 
suggested that there are three aspects of ANN that need to be quantified. They are the 
number of neurons in hidden layers, the optimum size of the data set and the training 
algorithm to be used.  
Karatasou et al.  discussed the application of ANN in predicting building energy 
consumption in combination with statistical analysis [80]. The modelling process is 
divided into three parts. These are the identification of all potential relevant inputs, 
selection of hidden units through an additive phase and removal of irrelevant inputs and 
hidden units through a subtractive phase. They used the methods described by Rivals 
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and Personnaz on selecting and constructing the ANN [86]. The method comprises of 
an additive phase in which hidden neurons are added one by one till the condition 
number of the Jacobian matrix is below 108. The Jacobian matrix is a matrix containing 
the vector of network errors. In the subtractive phase, the redundant neurons and 
irrelevant inputs are removed separately using Fisher distribution statistical tests. Two 
ANN models were constructed and the first model had inputs of climatic variables and 
hour, day and week of the year. In the second model, past values of energy consumption 
at t-1, t-2 and t-3 were also considered.     
ANN was used by Azadeh et al. to forecast long term electricity consumption 
in energy intensive manufacturing industries in Iran [87]. They used a feed forward 
neural network with error back propagation algorithm. The model had an input layer 
with 5 neurons corresponding to the 5 inputs, 3 neurons in the first hidden layer and 2 
neurons in the second hidden layer and a final output layer with 1 neuron corresponding 
to the single output. The data used for training was from year 1979 to 1999 and that for 
testing was from year 2000 to 2003 respectively. The estimated results from the ANN 
model, a regression method an actual data were compared by a one-way analysis of 
variance (ANOVA). Following this, the Duncan’s multiple range test is applied to 
determine the model with the closest mean to the actual data. It showed that the ANN 
has good forecasting accuracy for electricity usage. A similar study was performed by 
them for successfully forecasting monthly electricity consumption [88].  
Another study on long term energy consumption prediction was performed by 
Ekonomou [89]. Here also a feed forward neural network was used with four neurons 
in the input layer, 1 output neuron in the output layer and 20 and 17 neurons respectively 
in the two hidden layers. Previous 13 years’ data (1992-2004) was used to train and 
validate the model and about 4 years recorded data from 2005-2008 was used to test 
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the model. The predicted results by the neural network model were very close to the 
test values and much more accurate than those obtained by a linear regression model. 
In addition, the predicted results were found to be very similar to the ones obtained by 
a support vector machine model which the author also developed for result comparison.    
Alberto and Flavio conducted a comparison between an EnergyPlus simulation 
model and ANN for building energy consumption forecasting for the administrative 
building in the University of Sao Paulo [79]. They developed three different networks 
for all days, weekdays and weekends respectively. The input layer for the weekdays 
analysis network had 2 neurons corresponding to the 2 inputs of daily maximum and 
minimum external dry-bulb temperatures. The feed forward neural network used by 
them was based on the proposed algorithms by Freeman and Skapura [90]. The results 
show that the EnergyPlus consumption forecasts presented an error of ±13% for 80% 
of the tested database. On the other hand, the ANN model showed an average error of 
about 10% when different networks for working days and weekends are implemented.  
Yokoyama used Back-Propagation ANN was to predict cooling demand for a 
commercial building [91]. They proposed a global optimization method, called ‘Modal 
Trimming Method’, to identify model parameters [92]. The global optimization method 
can assess the effect of the numbers of neurons of the input and hidden layers on the 
accuracy of the prediction. The predicted cooling demand had a relative error of 8.2%. 
It was also found that by increasing the number of neurons in the input and hidden 
layers, the accuracy of predictions become lower. This is because the neural network 
with a large number of model parameters becomes excessively adaptable to learned 
data, thereby becoming inadaptable to unlearned, testing data.  
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Dombayci and Golcu developed an ANN model to predict daily mean ambient 
temperature in Turkey [93]. They tested a number of feedforward neural networks with 
different number of neurons and the network with six neurons produced the best results. 
They used previous three years’ data (2003-2005) to train the network and recorded 
data for year 2006 to test the network. The predicted results were very accurate with a 
R2 of more than 0.9888 for the testing dataset. Mehdi et al. used multi-layer perceptron 
(MLP) and radial basis function (RBF) as two ANN methods to predict hourly air 
temperature [94]. In all, they developed four models (2 for MLP and 2 for RBF) with 
target output being the 24-hour time series of air temperature in a day. Hence, the output 
layer had 24 neurons. Each network for different number of neurons had been tested, 
in which the networks with six neurons produced the best result for this model. They 
used 255 daily maximum and minimum air temperature data as training data and 110 
days’ data for testing. The models were tested across data from three different weather 
stations. The results show that the MLP model was consistent in accurate forecasting 
for all the three data sets. However, the RBF model with inputs as maximum and 
minimum air temperature (Tmin(t) and Tmax(t)) along with their 1-hour lag values (Tmin(t−1), 
Tmax(t−1)) was not accurate to predict hourly air temperature. Wong et al. applied ANN 
for predicting office building energy consumption in subtropical climates [95]. The data 
was generated using EnergyPlus simulation and no actual data was used for the 
verification. The ANN used was the feedforward multi-layer perceptron model with 9 
inputs and 4 outputs corresponding to the 4 output variables of daily electricity use for 
cooling, heating, lighting and total electricity consumption. The performance of ANN 
in this analysis was measured by using Nash–Sutcliffe Efficiency Coefficient (NSEC) 
where the value of 1 indicates a perfect match [96]. The NSEC for the ANN modelled 
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cooling, heating, electric lighting and total building electricity use was 0.994, 0.940, 
0.993, and 0.996, respectively.  
These studies demonstrate the effectiveness of ANN modelling for energy 
forecasting. It also inferred that to develop an accurate model, the selection of input 
variables and training algorithm are important. Another constraint seen is the variation 
in the dataset across different studies which show the importance of availability of 
recorded data. With this background, the objective of this study is to develop a building 
energy forecasting model for diurnal cooling load consumption for institutional 
buildings. It is intended that the model should take minimum computing time with a 
view to automate the real-time data analysis process in the future.   
2.7 Summary and key observations 
The literature review chapter has been divided into various sections pertaining 
to different aspect of building energy performance. Although there exist many studies 
that analyze potential of retrofitting commercial buildings, there are certain gaps in 
these approaches as highlighted below.  
• Although there exist many multivariate analysis, no study combines and 
compares multivariate analysis with prediction models. In all studies, 
either the multivariate analysis or prediction model takes priority. The 
present study, however, aims to perform a thorough analysis and explore 
parallel combinations of multivariate analysis as well as predictive 
models.  
• For most of the studies that have been captured in this chapter, whether 
simulation or data-driven, there is a glaring absence of post-retrofit data 
  Chapter 2 | Literature review 
38 
 
for validation and testing. For the studies involving simulations, the 
models are first calibrated and then are used to perform future 
simulations. However, there is no certainty that the calibrated model is 
accurate with respect to the changing scenarios and it cannot be 
calibrated for such hypothetical scenarios because of unavailability of 
actual data. This study, on the other hand makes use of both pre-retrofit 
and post-retrofit energy use data for office buildings.  
• There exist standard variable selection methods that are often employed 
to select relevant variables for developing prediction models for energy 
consumption or for clustering buildings. In most cases, the variable 
selection method is based on the regression analysis where the effect of 
each variable is analyzed individually as well as collectively. The 
current study, however, considers all possible combinations of the 
independent variables and studies the effect on the dependent variable. 
A robust iterative method is specifically developed for this purpose. 
• There are many studies that present time series forecasting for energy 
consumption in buildings on daily basis. However, there is a lack of 
studies that outline a framework for a recursive model that takes the 
forecasted value into the model as a new input to forecast future values. 
The current study attempts to explore such methods of transforming the 
forecasting model into a recursive forecasting model.            
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CHAPTER 3: RESEARCH METHODOLOGY 
3.1 Introduction 
This chapter presents the research methodology that is adopted to fulfil the 
objectives of this research. To develop a theoretical and methodological protocol for 
automated energy audit, it is imperative that a thorough understanding of the existing 
energy audit methods is performed. This requires a collective analysis of through the 
study of energy audit reports. This is done with a view to assess key features and 
variables that influence energy consumption in buildings and provide significant 
insights on the energy saving aspects of buildings. The chapter begins with details of 
the data collection process and a description of the energy audit data that has been 
collected from various ESCOs in Singapore. This is followed by a detailed discussion 
on the research design that contains methods for data analysis. A final section elaborates 
on the validation method for the proposed approach and describes in detail the 
evaluation of the resultant errors.   
3.2 Outline of research methodology 
The basic outline of the research methodology is presented in Figure 3.1. It 
encompasses a combination of multivariate analysis and prediction models. The 
multivariate analysis comprises of k-means clustering technique and the prediction 
models entail regression analysis and artificial neural networks. The detailed 
methodology for both these techniques is discussed in the following sections.  




Figure 3.1 Outline of the research methodology which is adopted in this study. It 
encompasses a combination of multivariate analysis and prediction models. 
The first step in the research methodology is to segregate the building variables 
and the change in energy performance that each building has undergone. The next step 
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is to find clusters of buildings with similar characteristics. The final step deals with 
development of prediction models for these clusters to find the change in energy 
performance.   
3.3 Data collection 
This study is based on energy audit data that has been collected from accredited 
Energy Service Companies (ESCOs) in Singapore. The process involves extraction of 
key variables from these energy audit reports for the purpose of studying the 
improvement in energy performance of these buildings post-retrofitting. These energy 
audit reports contain detailed analysis of energy distribution and usage by the various 
energy consuming systems in a building. It was found that the air-conditioning system 
has the highest energy consumption share as attributed to the high cooling loads for a 
hot and humid tropical climate of Singapore which will be further discussed in detail in 
later sections. An important characteristic of office buildings in terms of energy use is 
the large amount of IT equipment and presence of data centers. Usually, for energy 
normalization and comparison studies, the data center energy consumption is often 
excluded [97]. As observed in the literature and from industry practices, the three-major 
energy consuming systems in a commercial building are the following: 
1. Air Conditioning 
2. Lighting 
3. Plug loads for IT equipment 
These three systems account for more than 80% of the total energy consumed 
in an office building. The air conditioning system is the major energy consuming 
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system out of the above three systems and is often the central focus for retrofitting by 
the ESCOs. The air conditioning system comprises of two parts. First is the ‘water side’ 
which contains the chiller plant room and the second is the ‘air side’ that contains the 
Air Handling Units (AHUs). For a typical air-conditioned office building in the tropics 
with central chiller plant, the amount of energy consumed by the chiller plant 
corresponds to 60-70% of the air conditioning energy use. The rest is consumed by the 
AHUs (Figure 3.2). For the purpose of data collection, eight ESCOs based in Singapore 
have been approached and requested to share the energy audit reports of office 
buildings. Out of the eight ESCOs, only five were able to provide access to energy audit 
reports. A total of about 60 energy audit reports related to office buildings have been 
collected which forms the dataset for this research. Since each ESCO has its own 
methodology and a system for data collection and analysis, it was required to 
standardize the data for analysis. For this, a generic template for data collection from 
ESCOs is developed which takes into account the key features for energy audit data 
collection. The details of the variables under each section and the analysis are presented 
later in this chapter. The entire data collection process spanned over a period of seven 
months and involved contacting and visiting the selected ESCOs and reviewing energy 
audit reports provided by the respective ESCOs. It was also noted that the ESCOs had 
signed a Non-Disclosure Agreement (NDA) with the building owners and therefore 
specific details of the buildings cannot be disseminated or published in any form.   
The data collection sheet from ESCOs is divided into the three following parts: 
1. Building physical information 
2. Air conditioning system information and related energy consumption 
3. Lighting system and plug load energy consumption information 




Figure 3.2 Energy breakdown for a typical air-conditioned office building in the 
tropics. 
3.3.1 Overview of data collected 
The energy audit data collected from the five ESCOs consisted of energy audit 
reports of 60 office buildings and some post-retrofit information for the same buildings. 
The dataset was extracted from these audit reports. A sample of the raw data extracted 
from these reports is presented in Appendix 1. The full energy audit reports cannot be 
disclosed due to confidentiality issues. The post-retrofit information includes overall 
energy consumption of the building and the improved chiller plant efficiency. It was 
observed that the ESCOs mainly focused the analyses on air conditioning plant room 
retrofitting. This is because the air conditioning system consumes a large portion of the 
overall energy consumption in these types of buildings. Figure 3.3 shows the percentage 
of air conditioning before and after retrofitting and the percentage of savings achieved 
by air conditioning retrofitting. It was observed that the energy savings were mostly 
due to chiller plant retrofit and could be as high as 96% of the total savings after 
retrofitting. This signifies the importance of air-conditioning related retrofitting.  




Figure 3.3 Percentage of air-conditioning energy consumption of total energy 
consumption before and after retrofit; and percentage of energy savings due to air-
conditioning related retrofit as percentage of total energy savings. 
The GFA of the buildings for which the data has been collected ranges from 
6588m2 to 89200m2, with the median being at 28419m2. The range of electrical energy 
consumption is from 130 X 104 to 2117 X 104 kWh (Figure 3.4, Figure 3.5).    








Figure 3.5 GFA and total energy consumption for the buildings in increasing order of 
GFA. 
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3.3.2 EUI of the buildings in the dataset 
The EUI known as Energy Use Intensity or Energy Utilization Index that is 
measured as energy use per unit Gross Floor Area (GFA) is used worldwide for the 
purpose of studying energy performance of buildings. This index is convenient in the 
sense that it normalizes the energy use of a building with regards to the GFA which 
usually has a high correlation with energy use. The index provides a good estimate of 
the intensity of energy use in buildings. Chung presented a review of energy 
performance methodology for buildings, where EUI for several sets of buildings from 
different countries and climates is discussed [98]. A study done by Lee and 
Priyadarshini discusses the EUI for office buildings in Singapore where the average 
EUI for the dataset of 104 buildings is found to be around 221 kWh/m2.yr [97]. For the 
dataset collected in this study, the EUI ranges from 196 to 303 kWh/m2.yr for pre-
retrofit condition and from 168 to 243 kWh/m2.yr for post-retrofit condition 
respectively (Figure 3.6).  
  The relationship between pre-retrofit EUI and post-retrofit EUI provides an 
outlook on the extent of possible energy savings based on the existing pre-retrofit EUI 
of the building. A simple correlation based on the Pearson’s correlation coefficient 
drawn from this study is presented in Figure 3.7. The correlation coefficient for this 
relationship is 0.63, which is considered to be fair but not good enough for making 
predictions related to energy savings. In other words, the information on pre-retrofit 
EUI cannot be used for estimating the post-retrofit merely based on their relationship 
as shown in Figure 3.7. Therefore, it is intended to explore other variables that influence 
energy use and energy savings in buildings of this typology and compute the energy 
savings as a function of such key variables. As air-conditioning systems play a major 
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role in energy use, the data collected with respect to air-conditioning system is 
discussed in the next section.  
 
Figure 3.6 Range of EUI for pre-retrofit and post-retrofit conditions for the 56 office 
buildings that form the dataset. 
 
Figure 3.7 Correlation between pre-retrofit EUI and post-retrofit EUI. 
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3.3.3 Chiller plant room efficiency of the buildings 
The chiller plant room efficiency or simply ‘chiller plant’ efficiency is the 
summation of individual efficiencies of systems operating inside the chiller plant room. 
The chiller system consists of the chiller, chilled water supply pumps, condenser water 
pumps and cooling towers. The chiller is responsible for the cooling through its 
compression and evaporation cycles and consumes the highest percentage of electrical 
energy among the systems in the chiller plant room. The chiller efficiency is calculated 
as the amount of electrical energy used per unit of cooling, where the unit of cooling is 
measured in ‘Refrigeration ton’, (RT). The value of 1 RT equates to 3.5168 kW and 
12000 BTU/hr respectively. The efficiency of the chiller plant room is the amount of 
electrical energy consumed per cooling load of the building and has the unit of 
‘kW/RT’. In usual practice, a lower chiller plant efficiency is desirable and as per the 
Chiller Evaluation Protocol by the National Renewable Energy Laboratory of the US 
Department of Energy, continuous measurement data of the chiller plant energy 
consumption data at appropriate discrete intervals is required to deduce and establish 
the chiller plant efficiency [99].  
For the current dataset of 56 office buildings, the average chiller plant efficiency 
(measured during office hours) ranges from 0.73 to 1.8 kW/RT. Since the operation of 
chillers depends on the cooling load requirements, which in turn depends on the 
operating schedule of the building, there is a high variation in the chiller plant efficiency 
throughout the 24-hour cycle of the building operation. For example, the chillers may 
operate at peak load during the office hours and only at part loads during nights or 
holidays. For this reason, the ESCOs collect the chiller plant efficiency information of 
not just for the average operation but also the data related to maximum and minimum 
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chiller plant efficiency. This information is shown in Figure 3.8, along with the details 
of the post-retrofit chiller plant efficiency. The post-retrofit average chiller plant 
efficiency (measured during office hours) ranges from 0.56 to 1.23 kW/RT. The data 
for a few buildings in the dataset show that there is some cooling requirement during 
non-office hours and during weekends. There are eighteen such buildings and mostly 
these buildings have a higher GFA compared to other buildings in the dataset. These 
buildings either have some portion of GFA allotted to retail or have offices that operate 
during the weekends. It is to be noted that data center cooling load analysis is excluded 
from this analysis as data centers are normally dealt separately owing to its unique and 
high intensity cooling requirements. The percentage of cooling energy consumption for 
buildings with non-office hours and weekend cooling load requirements are shown in 
Figure 3.9. It is seen that the range of percentage of cooling energy consumption during 
non-office hours to the total energy consumption for cooling ranges from 7.2% to 
19.2%. This shows that the non-office hours cooling is not as significant as cooling 
requirements during office hours.      




Figure 3.8 Chiller plant efficiency ranges during office hours for the buildings in the 
dataset procured over a period of two weeks. 
 
Figure 3.9 Percentage of cooling energy consumption during office hours to the 
cooling energy consumption during non-office hours for the 18 buildings that have 
non-office hours cooling requirement. 
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Similar to the non-office hours and weekend cooling load requirements, there is 
also non-office hours and weekend lighting energy consumption. However, the study 
of the energy audit reports shows that such energy consumption as percentage of the 
total energy consumption for lighting during office hours is negligible. In a typical 
office building, apart from the internal office lighting, the other areas that are lit under 
common usage are the staircase, car park, lift lobbies, exterior areas, corridors, toilets, 
lobby and exit lighting. As seen in the energy audit reports under study, the portion of 
lighting energy required for these common areas is low compared to the interior office 
lighting. Therefore, for this study, the focus is mainly given to office hours’ energy 
consumption that includes energy required to meet the demand in cooling, lighting, 
plug-loads and other miscellaneous services like lifts and escalators.  
3.4 Methodology for variable selection 
A report on ‘Total energy use in buildings – analysis and evaluation methods’ 
by the International Energy Agency (IEA) states several factors affect energy use in 
buildings [100]. These factors are divided into six broad categories that contain several 
key variables (Table 3.1). This list is exhaustive and covers several factors influencing 
energy use in buildings, although, in practice, most of the factors are interdependent 
and can be clubbed together for analysis. For example, operation schedules of different 
end use appliances under category 4 may be closely related to room occupancy schedule 
under category 5. Moreover, for each building typology and location, the degree of 
influence of each factor or a set of factors would differ. For example, certain factors 
may have more influence on energy consumption in a hotel building than that in the 
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case of an institutional building. Therefore, this list covers all factors affecting energy 
use in building without a detailed categorization of building typology and region.  
 In general, recently constructed office and other commercial buildings are no 
longer adapted to prevailing climate of the particular region. The same building forms 
and designs are now seen in New York, Dubai, Stockholm, Hong Kong and Singapore. 
The IPCC report identifies principles of design that are often employed to reduce 
cooling load in building for any climate [101]. These include: (i) orienting a building 
to minimize the wall area facing east or west; (ii) clustering buildings to provide some 
degree of self-shading; (iii) using high-reflectivity building materials; (iv) increasing 
insulation; (v) providing fixed or adjustable shading; (vi) using low-emissivity glazing 
for windows. The report also mentions that internal heat loads from appliances and 
lighting can be reduced through the use of efficient equipment and controls. 
Table 3.1 Major categories and key variables influencing energy consumption in 
buildings according to International Energy Agency EBC Annex 53. 
Sr. No. Category        Variable 
1 Climate 
- Outdoor air temperature 
- Outdoor humidity 
- Solar radiation 




- Building structure 
- Construction year 
- Materials for wall, window and ceiling 
- Heat loss coefficient of wall/window/ceiling 
- Floor area 
- Number of stories 
- Ratio of window to wall 
3 Building services 
- Building function 
- Classification of different end-use appliance systems 





- Types of different end use appliances and 
performance description 





- Operation schedules of different end use appliances 
- Power levels of different end use appliances 




- Number of occupants 
- Room occupancy schedule 






- Indoor temperature 
- Indoor humidity 
- Illumination intensity 
- Ventilation rate 
- Thermal comfort level 
3.4.1 Independent variables  
The selection of variables influencing energy consumption in buildings 
primarily depends on two criteria. The first criterion is the process of determining the 
factor of influence of each variable on energy consumption, which is usually done 
through multiple linear regression. The second criterion is the lack of availability of 
measured data which still poses a challenge for data-driven energy efficiency analysis 
of buildings [102]. Several studies have attempted the formulation of regression models 
relating influential variables to energy consumption using the available data. In most of 
these studies, physical characteristics of buildings like the GFA, age of building, 
window to wall ratio, thermal transmittance values of envelop elements, occupant 
number, operational hours, cooling/heating degree days, etc. are taken as the 
influencing variables [61][66][103]. The physical characteristics have a key role in 
determining the cooling/heating load of buildings. For example, a building in a hot 
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tropical climate with a high window to wall ratio and high thermal transmittance of 
windows would have higher cooling load. This subsequently would lead to higher 
energy consumption for the building as the air-conditioning system needs to meet the 
higher demand in cooling. Hence, the data on the physical characteristics indirectly aid 
in determining the cooling/heating load for buildings.  
As this study is based on the analysis of detailed energy audit reports, the 
information on the cooling load is readily available from the energy audit reports. For 
this reason, the detailed exploration of physical characteristics of buildings has been 
avoided and only the crucial variables influencing energy consumption in office 
buildings have been considered. The list of variables extracted from the energy audit 
reports is presented in Table 3.2.  
Table 3.2 List of variables extracted from the energy audit reports. 
Sr. No. Variable 
Availability of data 
Pre-retrofit Post-retrofit 
1 GFA Yes Yes 
2 Total air-conditioning energy Yes Yes 
3 Total non-air-conditioning energy  Yes Yes 
4 Total energy consumption  Yes Yes 
5 Air-conditioning energy use percentage  Yes Yes 
6 EUI Yes Yes 
7 Operating hours of the building Yes Yes 
8 Avg. cooling load (RT) per day 
Taken as same as part of 
research assumption 
9 Max. cooling load (RT) per day 
10 Min. cooling load (RT) per day 
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11 Avg. Chiller Plant Eff. (kW/RT) Yes Yes 
12 Max. Chiller Plant Eff. (kW/RT) Yes No 
13 Min. Chiller Plant Eff. (kW/RT) Yes No 
14 Total installed capacity of chillers Yes No 
15 Chilled water temp. diff. (ΔT) Yes No 
    
The detailed analysis on the correlation of these variables to the existing 
building EUI and on their energy consumption is presented in the following chapters, 
where the inter-dependencies of these variables are also discussed. To obtain an 
understanding on the mean values of these variables and the corresponding ranges, a 
boxplot diagram for these variables is presented in Figure 3.10.  




Figure 3.10 Box plot for the standard scores of the fourteen variables. 
It is to be noted that standard score values have been used in the boxplot so that 
the range of all the variables can be viewed and compared in the same plot. The standard 
scores are computed using Equation 3.1.  
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑐𝑜𝑟𝑒 𝑜𝑟 ′𝑧 𝑠𝑐𝑜𝑟𝑒′ =
𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 − 𝑀𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
 
Equation 3.1 Formulae to obtain standard score or 'z score'. 
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The z-score represents the distance between the original value and the sample 
mean in units of standard deviation. The z-score is negative when the original value is 
below the mean, and it is positive when the original value is above the mean. 
3.4.2 Dependent variables 
At the initial stage, there were four dependent variables that had been taken for 
this study. These comprise of the total energy consumption of buildings before 
retrofitting, the EUI of buildings before retrofitting, the change in total energy 
consumption before and after retrofitting and the percentage change in EUI before and 
after retrofitting. It is to be noted that two of the four dependent variables are related to 
the performance of the buildings after retrofitting. These two dependent variables are 
represented as in Equation 3.2 and Equation 3.3.  
∆𝐸𝑛𝑒𝑟𝑔𝑦 𝑈𝑠𝑒𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 =  𝐸𝑛𝑒𝑟𝑔𝑦 𝑈𝑠𝑒𝑏𝑒𝑓𝑜𝑟𝑒 −  𝐸𝑛𝑒𝑟𝑔𝑦 𝑈𝑠𝑒𝑎𝑓𝑡𝑒𝑟 
Equation 3.2  
%∆𝐸𝑈𝐼 = [(𝐸𝑈𝐼𝑏𝑒𝑓𝑜𝑟𝑒 − 𝐸𝑈𝐼𝑎𝑓𝑡𝑒𝑟)/𝐸𝑈𝐼𝑏𝑒𝑓𝑜𝑟𝑒]×100 
Equation 3.3  
A major advantage of the data collected for this study is the availability of post-
retrofit EUI data. The usage of this data for analysis and model development is the first 
of its kind and a key contribution of this study. The post-retrofit EUI can be either used 
for validating the developed models or can be used directly to develop models 
predicting the change in EUI before and after retrofitting (%ΔEUI). A high value of 
%ΔEUI indicates that the building has experienced high energy savings due to the high 
difference in pre-retrofit and post-retrofit EUI. The %ΔEUI values can also be used for 
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clustering analysis to identify groups of buildings with similar improvement in EUI 
before and after retrofitting.       
3.5 Cluster analysis using k-means clustering technique 
Cluster analysis is a procedure to systematically identify natural groupings for 
elements in a dataset. This is done in such a way that the characteristics of elements 
belonging to the same group or ‘cluster’ are similar to each other while differing with 
respect to the characteristics of elements in other clusters. This generates a concise 
representation of grouping behavior in the dataset. Cluster analysis treats each input in 
the dataset as an element having a location in space and is based on the calculation of a 
distance metric. Each data cluster is defined by the member elements belonging to the 
cluster and by its centroid, or center. The center of each cluster is the point where the 
sum of distances from all data points in that cluster is minimized. It also represents the 
average value of its elements. The essence of clustering approach is the classification 
according to nearest location [104][105]. Cluster analysis has also been used to classify 
time series data in groups [106].  
There are a few popular methods of clustering that have been extensively used 
in the field of building energy analysis. Hierarchical clustering and k-means clustering 
are the most utilized. This study uses the k-means clustering technique to classify 
buildings based on several aspects that are discussed later. K-means is a relatively 
efficient method, which is quite easy to implement and delivers accurate grouping of 
elements. The term k-means was first introduced by James MacQueen in 1967 and the 
algorithm is based on measure of proximity [107]. Although, there are many 
possibilities for measuring proximity, one approach is to note the nearness between 
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each pair of elements in order to determine their closeness. Another is to observe the 
difference or distance between the pairs of elements, as the distance is complementary 
to closeness. Distance measures are the most commonly used measurement of similarity 
between objects. These distances can be calculated both on single and multiple 
dimensions. The simplest way to calculate distances between objects in a multi-
dimensional space is to determine the Euclidean distances. If there are two or three-
dimensional spaces, this measure is the real geometric distance between elements in 
space. This is the most commonly chosen type of calculation to estimate the geometric 
distance in multidimensional space and is given by Equation 3.4.  
  
  𝑑𝐴𝐵
2 =  ∑ (𝑥𝑟𝑗 − 𝑥𝑠𝑗)
2𝑝
𝑗=1  
Equation 3.4  
Here, ‘dAB’ is the distance between element A and element B, ‘xk’ is the position 
of element A in the space ‘xk’ = (xk1, xk2, . . . xkp), and ‘p’ is the space dimension. To 
derive true distance measures, Euclidean distances are usually calculated from the raw 
and not from standardized data. However, if variables are measured on different scales, 
variables with large values contribute more to the distance measure than variables with 
small values. For example, the GFA of buildings is measured in a much larger scale 
(values can be up to 100,000) when compared to the chiller plant efficiency (usually 
values between 0.5 and 2). Hence, when these two variables are taken to determine the 
clusters, there is a large bias towards GFA and the clusters that are formed are governed 
by the GFA scale. To overcome this bias, standard scores of variables are taken to 
perform the clustering.  
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3.5.1 Method to determine number of clusters 
The k-means clustering algorithm has a set of initial conditions to be pre-
determined. These include the number of clusters and the initial centroid locations to 
be specified in advance. For the initial centroid locations, this study selects random 
elements in the dataset. This is done because the dataset used for analysis is devoid of 
any outliers and so there is no risk of selecting elements that are abnormally far from 
the mean as initial centroids. For the determination of the optimal number of clusters 
for the division of data, there is no global theoretical method. In general, an increase in 
the number of clusters increases the homogenous character of the clusters. However, 
this also results in too many clusters than desired and presents the risk of overfitting 
too. In practice, the clustering is performed many times with different values of ‘k’ and 
the results are compared based on certain predefined conditions. An example of this is 
the Davies–Bouldin index (DB) metric to evaluate clustering algorithms [108]. 
According to this index, the optimal number of clusters can be determined using the 
information on the average distances between elements of clusters to the distance 
between the clusters. It is given as in Equation 3.5.  











Equation 3.5  
In this equation, the number of clusters is given by ‘k’. ‘Si’ is the average 
distance of the input elements of cluster ‘i’ to its centroid and ‘Sj’ is the distance of the 
input elements of cluster ‘j’ to its centroid. The term ‘dij’ refers to the distance between 
clusters ‘i’ and ‘j’. Low values of the DB index indicate that the elements within clusters 
are near to each other and the cluster centers are far from each other. 
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Another method often employed to determine the optimal number of cluster is 
known as the ‘elbow method’. In this method, k-means clustering algorithm is run for 
different values of ‘k’ (for example, from 1 to 10) and for each run the sum of squared 
errors (SSE) is calculated. The SSE is the summation of the squares of the difference 
between elements of clusters to the centroid of their cluster. The lower values of SSE 
indicate better cluster division and are inversely proportional to the number of clusters. 
An ‘elbow’ point in the line plot of SSE with the number of clusters is selected as 
optimal number of clusters. Beyond this point, an increase in the values of ‘k’ results 
in diminishing returns. Both the methods described here are similar in determining the 
optimal number of clusters and the elbow method is used in this study. 
3.5.2      Variable selection for cluster analysis 
Cluster analysis classifies elements in a dataset into homogeneous groups. The 
selection of variables to perform clustering depends on the objective being targeted. For 
example, a set of buildings may be clustered based on the energy use index (EUI) to 
group buildings exhibiting similar EUI values. Introducing a second variable, gross 
floor area (GFA) in this case will result in clusters of buildings with similar GFA as 
well as EUI. In this way, the selection of higher number of variables leads to groups of 
buildings with higher similarity as compared to the clustering done by selecting lesser 
number of variables. This is illustrated in Figure 3.11, where clustering with one, two 
and three variables is performed. Often, these variables or attributes that define each 
element are known as features. The position of each element is described by a set of 
these features or variables.     




Figure 3.11 The effect of addition of newer variables on clustering outcome. 
In this study, the methodology to select variables for clustering is based on a 
robust iterative process. For this, all possible combinations of the 14 available variables 
are explored by taking a certain number of variables at once. For example, by taking 2 
variables at once, there are 91 combinations possible. Similarly, by taking 6 variables 
at once, there are 3003 combinations possible. The details of the number of variables 
selected and the associated combinations are given in Table 3.3.       
Table 3.3 Number of combinations while taking a certain number of variables. The 
clustering is performed for all these combinations. 



















   
The clustering is performed for each set of combinations. The combinations are 




)  𝑜𝑟 𝐶𝑟
𝑛 =  
𝑛!
𝑟! (𝑛 − 𝑟)!
=  
𝑛(𝑛 − 1)(𝑛 − 2) … (𝑛 − 𝑟 + 1)
𝑟!
 
Equation 3.6  
For example, when the number of variables selected for clustering is 3, the 
number of combinations with distinct set of variables is 364. Therefore, the clustering 
is performed for all these combinations. Since this study involves random selection of 
initial centroids, the clustering results vary with the initial centroid locations. To 
overcome this, the clustering is repeated 100 times for each set of combinations, giving 
rise to a total of 1,638,300 clustering iterations. The iteration runs are limited to 100 
due to time constraints as it takes a long time to perform clustering with high number 
of variables. The details of the time elapsed for each iteration run is presented in the 
following chapter. For each clustering iteration, the values of change in EUI (%ΔEUI) 
corresponding to buildings in every cluster is recorded. It is then used to calculate the 
mean %ΔEUI for that cluster. For each iteration, the top 10 results corresponding to the 
maximum difference in %ΔEUI between clusters are recorded. At the end of 100 
iterations for each set of combination, there are a total of 1000 best results arising by 
taking top 10 results for each iteration. Finally, the 1000 best results are plotted in a bar 
plot with respect to two outputs. First, to identify the combination number that has the 
highest occurrence number and second, the combination number that corresponds to 
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the highest values for %ΔEUI. This combination number gives the set of variables that 
corresponds to the highest %ΔEUI values. This part of the study is performed in 
MATLAB version R2015a. The methodology is illustrated in Figure 3.12.  
 
Figure 3.12 Methodology for variable selection for k-means clustering. 
The complete clustering process for this methodology can be summarized in the 
following steps where the objective is to identify the set of variables that should be 
selected to perform the clustering. 
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1. Identify the number of variables to be selected for clustering.   
2. Derive the number of possible combinations for the selected number.  
3. Perform k-means clustering for each set of combinations. 
4. The results of the clustering are evaluated based on the difference in mean 
values of %ΔEUI between clusters.  
5. Repeat the clustering for 100 times and for each iteration, record the top 10 
results. 
6. Analyze the best 1000 results (10 from each of the 100 iterations) to 
determine the combination number corresponding to the highest difference 
in mean of %ΔEUI values.  
7. Use the combination number to determine the set of variables that generates 
best clustering results. The specific number associated with the variables is 
presented in Table 3.4.       
Table 3.4 The variables taken for clustering and the associated number with each 
variable. 
Sr. No. Variable Associated number 
1 GFA 1 
2 Total air-conditioning energy (before retrofit) 2 
3 Total non-air-conditioning energy (before retrofit) 3 
4 Total energy consumption (before retrofit) 4 
5 Air-conditioning energy use percentage  5 
6 Operating hours 6 
7 Avg. cooling load (RT) per day 7 
8 Max. cooling load (RT) per day 8 
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9 Min. cooling load (RT) per day 9 
10 Avg. Chiller Plant Eff. (kW/RT) 10 
11 Max. Chiller Plant Eff. (kW/RT) 11 
12 Min. Chiller Plant Eff. (kW/RT) 12 
13 Total installed capacity of chillers 13 
14 
Chilled water supply and return temperature 
difference (ΔT) 14 
    
3.6 Multiple regression models 
Regression analysis and modelling is a statistical technique for investigating the 
relationship between variables. A regression model based on one dependent and one 
independent variable is known as a ‘simple linear regression’ model. However, in 
practice, the number of independent variables influencing a dependent variable is more 
than one. These models with more than one independent variable are known as 
‘multiple regression’ models [109]. The purpose of multiple regression modelling is to 
understand the relationship between several independent variables and a dependent 
variable. The general form of these models is expressed in Equation 3.7. 
𝑦 = 𝛽0 +  𝛽1𝑥1 +  𝛽2𝑥2 + ⋯ +  𝛽𝑘𝑥𝑘 +  𝜀  
Equation 3.7 
   The dependent variable ‘y’, also known as the response variable is written as 
a function of ‘k’ independent variables ‘x’, also known as regressor variables. The 
random error term ‘ε’ is added to make the model probabilistic rather than deterministic. 
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The value of coefficients ‘βi’ determines the contribution of the regressor variables. 
These coefficients are determined through the method of least square on the sample 
data. The purpose of this method is to fit a model with the least sum of squared errors 
(SSE) between the measured values and the predicted values of the response variable. 
This method is known as the method of least squares and a detailed description of this 
method is beyond the scope of this study. The method of least squares is used to 
determine the coefficients (‘βi’). Once the coefficients are determined, these are tested 
within certain confidence intervals to see if the estimated coefficients are indeed 
significant. For this, t-statistics is performed by dividing the sample estimate of the 
parameter by its estimated standard error as presented in Equation 3.8. The t-statistic 
value indicates the significance of the coefficients as against the null hypothesis that 
the coefficient is zero. The reference values for this test correspond to the ‘student’s t-
test’ values where a set of curves are used to find the rejection region. If the t-statistic 
values fall in the rejection region, then the null hypothesis is rejected and it is concluded 
that the coefficient is significantly non-zero. In this study, the t-statistic values are used 
to find those coefficients against which the null hypothesis cannot be rejected.       
𝑡 − 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 𝑣𝑎𝑙𝑢𝑒 =
𝑆𝑎𝑚𝑝𝑙𝑒 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 𝑜𝑓 𝛽𝑖
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟 𝑜𝑓 𝛽𝑖 
 
Equation 3.8 
The t-statistic value indicates the significance of the parameters as against the 
null hypothesis that the parameter is zero. The reference values for this test correspond 
to the ‘student’s t-test’ values where a set of curves are used to find the rejection region. 
If the t-statistic values fall in the rejection region, then the null hypothesis is rejected 
and it is concluded that the parameter is significantly non-zero. In this study, the t-
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statistic values are used to find those parameters against which the null hypothesis 
cannot be rejected.       
The measure of how well the model fits a set of data is given by the coefficient 
of determination (R2). It represents the fraction of the sample variation of the ‘y’ values 
that is explained by the regression equation. R2 is also called the proportion of variation 
explained by the regressor ‘x’. The higher the value of R2, the better is the ability of the 






3.6.1 Variable selection for regression model 
The procedure to select variables for building a regression model is not direct. 
It is often regarded as the hardest part in the process of model building. The procedure 
entails identifying the best subset of variables from the many variables that are 
available. The number of selected variables could range from anywhere between the 
best single variable and the complete set of variables. However, the challenge is to 
identify the set of variables that lie in between these two extremes. This set should be 
devoid of irrelevant variables that have no effect on the response variable. A discussion 
on the five frequently used variable selection methods is provided by Ratner [110]. The 
five methods discussed are the following: 
• Forward selection – Variables are added to the model until no further 
effect on the dependent variable is observed by the addition of new 
variables. 
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• Backward elimination – Variables are deleted from the model until all 
remaining variables contribute something significant to the model. 
• Stepwise selection – Variables are added and eliminated from the model 
at each step based on certain test statistics. 
• R-squared (R2) criterion – Several models are constructed with a certain 
number of variables taken at a time and the models with higher values 
of R2 are retained.  
• All possible subsets of variables – All possible subsets of variables are 
identified and models for each combination are constructed. The final 
model selected is the one with the highest R2 value. 
The first three methods discussed here are the conventional methods and have 
been widely explored. These are well documented by Derksen and Keselman [111]. 
The final two methods have been popular with the advent of high performing computing 
devices. Many software toolkits are now available that can automatically select the 
subset variables and build the corresponding regression models.  
In this study, the variable selection procedure for model development is based 
on the exploration of all possible set of variables. Although the regression model 
development is done using MATLAB version 2015a, the algorithm to select variables 
and analysis of the model accuracy is developed as part of this study. The initial part of 
the variable selection procedure is similar to the one discussed in section 3.5.2, where 
the variable selection methodology for clustering is discussed. The steps for variable 
selection and model development for regression are as follows: 
1. Identifying all possible combinations of the 14 variables.   
2. Building 50 regression models for each combination. 
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3. For building each model, data from 40 buildings is used for training and that 
from the remaining 16 is used for testing and validation.  
4. The selection of data for training and testing is random and hence 50 models 
are developed for each set of combination.  
5. The average R2 for all the 50 iterations corresponding to a combination of 
variables is computed.  
6. The combinations with the highest value of average R2 are selected and 
assessed further.  
7. This further assessment constitutes the analysis of test statistics of the 
independent variables as well as the correlation analysis between variables. 
8. The model building is complete once the test statistics are analyzed. This is 
followed by a comparative study where the selected model is compared with 
other non-linear models like the ones build using artificial neural networks. 
3.6.2 Validation procedure and error analysis 
The accuracy of a prediction model is determined by evaluating the difference 
between the predicted and the actual values. There are a few popular indices that are 
often used for this purpose. The selection of appropriate index is vital and is based on 
the type and scale of the dataset. For example, the root mean square error (RMSE) is 
calculated by measuring the difference between the predicted and actual values. In this 
case, the scale of the data is crucial. A dependent variable with high numerical values 
has more likelihood to exhibit large RMSE values when compared to a variable with 
lower numerical values. To accommodate the disparity of scales, there are few indices 
that measure the accuracy in terms of percentage. The mean absolute percentage error 
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(MAPE) is an example of such an index. This index gives the percentage of deviation 












The MAPE is the average of all the percentage deviations for predicted values 
in the test dataset.  The MAPE can only be computed for a dataset that has values which 
are strictly positive. For building energy consumption studies, MAPE has been widely 
used as a measure to compute the model accuracy. This study utilizes MAPE along with 
R2 to evaluate the suite of prediction models that are developed at different stages of 
the analysis. It is selected over the RMSE as the latter is more sensitive to the occasional 
large errors due to the squaring process. A limitation of using MAPE is that it cannot 
be used if there are any zero values in the measured data. However, no zero values are 
present in the dataset that has been used in this study.    
3.7 Artificial neural networks prediction model 
In this study, artificial neural network (ANN) is used to develop prediction 
models for energy savings and energy consumption. ANNs are intensely parallel 
network of processing units, suitable to perform non-linear analysis. They learn the 
relationship between input and output variables by studying previously recorded data 
through a process called training. The merits and applications of ANN are discussed in 
section 2.6. An ANN resembles a biological neural system, composed by layers of 
parallel elemental units, called neurons. The neurons are connected by a large number 
of weighted links, over which signals or information passes through. A neuron receives 
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inputs over its incoming connections, combines the inputs, performs generally a non-
linear operation, and then outputs the final results. In this study, the neural network 
adopted was a feedforward multilayer perceptron (MLP), which is among the most 
commonly used neural networks that learn from examples. A schematic diagram of the 
basic architecture is shown in Figure 3.13. It contains three major layers which are that 
of the input, hidden and output layers. A trial and error process usually determines the 
number of hidden layers. Each layer is interconnected together and the connection 
strengths are called weights. The training algorithm used in this study is the Levenberg-
Marquardt (LM) algorithm. This algorithm performs well with function approximation 
problems like the one being dealt in this study. It is usually difficult to decide on the 
training algorithm to be used. The selection depends on many factors, including the 
complexity of the problem, the number of data points in the training set, the number of 
weights and biases in the network, and the error goal. For the purpose of this study, it 
is observed that the LM algorithm provides good prediction accuracy in a very quick 
time. The other training algorithm that was used was the Bayesian regularization.  
As a typical feedforward ANN, the network used in this study consists of an 
input layer, a hidden layer and an output layer. The number of inputs corresponds to 
the number of neurons in the input layer. In the same way, the output corresponds to 
the neuron in the output layer. The number of neurons in the hidden layer, however, is 
determined by certain rules which differ from case to case. One of such rule is to fix 
the number of hidden neurons as an average between the input and output neurons. In 
other cases, trial and error method is used to fix the number of hidden neurons. In this 
study, the trial and error method is adopted to perform a sensitivity analysis to 
determine the number of neurons in the hidden layer. It is seen that the number of 
neurons in the hidden layer when fixed to twenty generates accurate results without 
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consuming much time. With a view to automate the prediction process as part of the 
next phase in this project, the number of hidden neurons is fixed at twenty to accelerate 
the computing time.  
 
Figure 3.13 Architecture for feedforward multilayer perceptron ANN. 
The relationship between the output (y) and the inputs (x1,…,xk) has the 
following mathematical representation (  Equation 3.11). 
𝑦𝑖 = 𝑓(∑(𝑤𝑗𝑙 𝑓(∑ (𝑤𝑖𝑗𝑥𝑖)
𝑝
𝑖=1 ))) + 𝜀𝑡   Equation 3.11 
The learning process in an ANN involves determining the weight vectors (wij) 
using the popular backpropagation algorithm [112]. The aim of the training process is 
to identify these weight vectors by minimize the squared error between the predicted 
and the actual outputs using Equation 3.12. In this equation, error ‘E’ is minimized by 
the gradient descent method which involves computing the partial derivative of ‘E’ with 
respect to each weight in the network. The term ‘Op’ is the predicted output and ‘Om’ 
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3.7.1 ANN model for energy saving prediction 
The use of ANN for energy saving prediction analysis is in continuation from 
the previous section where regression model development is discussed. The ANN 
model is developed for comparing non-linear modelling results with the linear 
regression models. The methodology to select the variables for ANN modelling is 
similar to that of regression model building. Here, all the possible combinations of the 
14 variables are identified and for each combination, 50 different models are developed. 
These models are different in the sense that for each iteration of model building, a 
random selection for training and testing dataset is done. The training and testing 
dataset is divided in the order of 70:30 for the 56 buildings dataset. The following steps 
explain the variable selection and model building for ANN.        
1. Identifying all possible combinations of the 14 variables.   
2. Building 50 models for each combination using feedforward ANN. 
3. For building each model, data from 40 buildings is used for training and that 
from the remaining 16 is used for testing and validation (ratio of 70:30).  
4. The selection of data for training and testing is random and hence 50 models 
are developed for each set of combination.  
5. The average R2 for all the 50 iterations corresponding to a combination of 
variables is computed.  
6. The combinations with the highest value of average R2 are selected and 
assessed further.  
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7. This is followed by a comparative study where the selected model is 
compared with other ANN models as well as previously developed 
regression models.   
3.7.2 ANN model for time series energy consumption prediction  
Building energy consumption prediction and forecasting plays a vital role in 
efficient operation of buildings. Along with environmental benefits, building energy 
efficiency also presents vast economic opportunities. Buildings with efficient energy 
systems and management strategies have much lower operating costs. For effective 
management and daily operation, accurate energy forecasting models are crucial. These 
models can set boundary conditions for the building facility managers and owners 
within which the buildings energy consumption should ideally fall on a daily, weekly, 
monthly, and annual basis respectively. Such models can also be combined with other 
computer simulation models like EnergyPlus and can be used to derive operational 
factors like occupancy etc. Due to the ability of the forecasting model to learn from 
previous energy consumption usage patterns, a gradual increase in the forecasted 
energy consumption values are indicative of the maintenance aspects of the building 
systems. In addition, accurate load forecasting plays a vital role in cost effective 
purchase of electricity. Several time series forecasting methods have been employed 
for this purpose in recent years and it is observed that ANN has been the most popular 
due to its capability in modelling non-linear time series. 
To develop time series forecasting models, previously recorded data of energy 
consumption is needed. The data obtained from the ESCOs that form the database for 
this study is devoid of such time series energy data. This is either due to the sensitivity 
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of sharing such data or due to the unavailability and lack of monitoring sensors. 
Therefore, for this part of the development, energy consumption data for three 
institutional buildings is taken to build the forecasting model.  
The energy data for the three buildings in a university campus in Singapore is 
collected over a period ranging from one to two years. These buildings under study 
(referred to as building A, B and C) are part of the same school but vary in their 
respective functions. Building A mostly consists of offices, building B consists of 
offices and laboratories whereas building C consists of classrooms and seminar halls. 
The Ground Floor Area (GFA) distribution for each building is presented in Table 3.5. 
The diurnal energy consumption details for each building with their standard deviation 
are presented in Table 3.6. It is to be noted that the energy consumption is not directly 
proportional to the GFA. This is because each building has a different function as well 
varying operating schedules. Building A being the administration office has more fixed 
operating schedules than the other two buildings. Building B has laboratories and few 
server rooms that are small but running all day along. This building also has two large 
rooms for research students that are also utilized around the clock. Building C, on the 
other hand, mostly consists of design studios for under-graduate students and is also 
well utilized around the clock and has the highest consumption. This building has the 
largest floor area and highest occupancy. It is seen that for most cases, the standard 
deviation is of the order of 15–20%. For non-air-conditioning load of building C, the 
standard deviation is high. This may be attributed to the diverse function of that 
building. This building is used for many studio related conferences and seminars 
throughout the year, leading to such high variability. On the other hand, buildings A 
and B have more offices and laboratories that lead to fixed operating schedules. This 
leads to lesser deviation in everyday energy consumption. The annual energy 
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consumption is found to be highly variable due to the operational characteristics of 
these buildings as discussed previously. 






Total GFA (m2) 
A   4724 580 5304 
B 3283 611 3894 
C 7946 734 8680 
 
Table 3.6 Summary of load distribution in the 3 buildings. 
Daily Load Air conditioning load (kWh) Non-air conditioning load (kWh) 
Building Max Average Std dev. Max Average Std dev. 
A   3543.5 2513 307.5 768 604 94.5 
B 3463 2611.7 308 2432 2003.8 230.9 
C 12074 8414.5 1438.5 6606 3608.2 1049.9 
 
The energy data for these three buildings is obtained through the University’s 
facility management office which collects energy data for all buildings in the campus 
at every 30-minute interval. Chilled water energy meters or BTU meters (measures the 
energy content of liquid flow in BTU or British Thermal Units) are installed in every 
building. These meters record and transmit the readings to the facility management 
office through a wired network. These readings have been observed to contain two 
anomalies. The first is the presence of outliers and the second is the presence of gaps 
that often punctuate the dataset. The outliers corresponding to zero-meter reading are 
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the weekend and public holiday energy consumption values when the air-conditioning 
system is usually turned off. The missing values are imputed using the average between 
the previous and the next recorded data. Following this, the energy consumption data 
for every 30 minutes is extracted by taking the difference between the recorded meter 
data for each time stamp and the previous one. In this way, the energy consumption 
data for every 30 minutes is computed. The diurnal air-conditioning energy 
consumption for each building is computed by adding the 30-minute interval data for 
each day from 7:00 am to 9:00 pm. This time period is chosen because it is the operating 
period for the air-conditioning system. Prior to this period and beyond it, the air 
conditioning is turned off and the recorded meter value is zero. Since this study focuses 
on the diurnal energy consumption analysis and forecasting, the outliers corresponding 
to zero values for weekends and public holidays are removed for analysis. In addition, 
the top 2.5 percentile and the bottom 2.5 percentile values are also removed and only 
the remaining middle 95 percentile values are taken for analysis and model 
development. The initial study involves analysis of one full year energy data. The 
advantage of studying annual variation is that it shows the range as well as the deviation 
in consumption for an entire year. It also throws light on seasonality effect, if any, on 
the energy usage pattern. 
As a following step, the influence of climatic variables on energy consumption 
is also analyzed to assess whether climatic variables can be taken as inputs in the 
forecasting model. The three climatic variables focused here are the air temperature, 
humidity and solar radiation. The results of correlation show that neither of the 
variables have a good influence on air-conditioning energy consumption. There is a 
trend with respect to outdoor air temperature but the correlation coefficient is extremely 
low. This clearly indicates that the air conditioning systems run independently of the 
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outdoor conditions. This holds true for all three buildings. Table 3.7 shows the 
correlation R2 values for the three buildings with respect to the three climatic variables. 
From the point of view of energy efficiency, an air conditioning system that varies with 
the outdoor conditions is considered better. With respect to humidity and solar 
radiation, there is no clear trend and the plot is significantly scattered, generating very 
low correlation coefficient values. It may be therefore concluded that the outdoor 
climatic condition has no effect on the energy consumption and these variables may be 
of no effect in model development. Therefore, only the past energy consumption data 
in time series is taken for analysis of inputs for the forecasting model.  
Table 3.7 R2 values for the 3 buildings with respect to the 3 climatic variables. 
Building 
R2 
Air temperature  Humidity Solar radiation 
A   0.204 0.003 0.002 
B 0.242 0.002 0.121 
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CHAPTER 4: MULTIVARIATE DATA ANALYSIS 
This chapter entails preliminary level of data analysis through multivariate 
techniques. This is done with a view to address the first objective of this research, which 
is, to develop an automated decision making methodology that facilitates walk-through 
energy auditing while minimizing field measurements. It is believed herein that 
multivariate analysis incorporating techniques like clustering and Principal Component 
Analysis (PCA) can assist in categorizing buildings into clusters exhibiting similar 
behavior. This can form a basis for accurate classification and comparison. The chapter 
begins with system-level energy consumption benchmarking and proceeds to the 
selection and analysis of various independent variables influencing EUI.  
4.1 System level benchmarking 
A first step in the understanding of energy consumption in buildings is to study 
the system-level distribution of energy consumption. Such analysis enables the 
identification of building systems that have higher energy consumption than others. The 
information on post-retrofit energy consumption of building systems further helps in 
detecting systems with highest energy saving potential. For the dataset in this study, the 
energy consumption is divided into air-conditioning and non-air-conditioning energy 
consumption. The study of the energy audit reports shows that the air-conditioning 
system, in general, possess the highest energy saving potential for office buildings in 
Singapore. The average values of EUI corresponding to air-conditioning and non-air-
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conditioning energy consumption for both pre-retrofit and post-retrofit dataset is 
presented in Figure 4.1.  
 
Figure 4.1 Average EUI of all the buildings in the dataset. 
It is seen that the average EUI for the buildings in the dataset for pre-retrofit 
condition is 241.71 kWh/m2.yr and that for post-retrofit condition is 200.13 kWh/m2.yr. 
The overall percentage change between pre-retrofit and post-retrofit EUI values is 
17.2%. By analyzing on the system level, it is seen that the percentage change in EUI 
corresponding to air-conditioning is 21.9% and that for the non-air-conditioning EUI is 
8.6%. It can also be concluded that office buildings have a baseline plug-load 
requirement for each occupant which cannot be bought further down. For this reason, 
the change in non-air-conditioning EUI post-retrofit is not as much as that observed for 
air-conditioning EUI. The plug-load EUI may only be improved using energy efficient 
office devices and better management of personal energy usage. Both these items are 
beyond the scope of the current study. The breakdown for energy consumption 
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corresponding to the plug load is not available because of the difficulties associated 
with plug load data collection. However, a simple calculation on the office building 
lighting requirement can be done based on the Singapore Standard requirement of 500 
lux in workplaces [113]. The electrical power required to achieve this with a T8 
fluorescent lamp is about 10 W/m2. For ten hours of operation, the lighting energy 
consumed per square meter would be 0.1 kWh/m2. For a year-round operation, the 
lighting energy use intensity excluding holidays would be about 30 kWh/m2.yr. This 
excludes the metal halide and halogen lamps that are used for exterior and lift-lobby 
illumination and consume even higher levels of power. Therefore, the lighting load can 
be taken at about 35 kWh/m2.yr. Deducing this from the average non-air-conditioning 
EUI (111.41 kWh/m2.yr) shows that the energy consumption intensity for plug loads, 
lifts, escalators and AHUs accounts for about 76.4 kWh/m2.yr.        
To further explore the air-conditioning and non-air-conditioning energy 
consumption using pre-retrofit and post-retrofit energy audit data, the difference in the 
pre-retrofit and post-retrofit EUI is considered. It is observed that for the entire 
database, the baseline for minimum EUI corresponding to air-conditioning system is 
92.3 kWh/m2.yr Figure 4.2. It is to be noted that the value obtained is the baseline 
minimum which is derived from the correlation and is not the minimum EUI for air-
conditioning for the dataset. On the other hand, the minimum EUI for air-conditioning 
for the dataset is 73.8 kWh/m2.yr. Similarly, the baseline minimum EUI corresponding 
to non-air-conditioning load based on the correlation with difference in pre-retrofit and 
post-retrofit EUI is 85 kWh/m2.yr Figure 4.3. The non-air-conditioning EUI consists of 
energy consumption related to lighting and plug load devices. Therefore, combining the 
two baseline minimum EUIs from the correlation model, the total EUI is computed to 
be 177.3 kWh/m2.yr. However, because of the low ‘coefficient of correlation’ values 
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(0.71 and 0.58), this correlation model cannot be used in its present form to predict EUI 
of buildings that are to be retrofitted and are not part of this dataset. For this reason, a 
classification of buildings based on identical characteristics is required.        
 
Figure 4.2 Correlation of the difference between pre-retrofit and post-retrofit of air-
conditioning EUI to the air-conditioning EUI before retrofit. 




Figure 4.3 Correlation of the difference between pre-retrofit and post-retrofit of non-
air-conditioning EUI to the on-air-conditioning EUI before retrofit. 
4.2 Clustering with air-conditioning and non-air-conditioning EUI 
To study the change in EUI corresponding to air-conditioning and non-air-
conditioning EUI for the buildings in the dataset, the buildings are herein clustered 
using k-means clustering technique. For this, the two axes are the EUI values for air-
conditioning and non-air-conditioning energy consumption. This will provide 
information on the groups of buildings with different intensities of EUI corresponding 
to the two axes. For example, it will generate a group of buildings that have both EUIs 
on the higher end, indicating, that these buildings have the highest potential for energy 
saving. On the other hand, a group with buildings possessing high air-conditioning EUI 
and low non-air-conditioning EUI would indicate that the retrofitting requirement shall 
be limited to air-conditioning system retrofitting for the buildings of this group. To 
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perform the clustering analysis, the EUI values have been converted into standard 
scores so that the scale of both the axes are comparable. The standard score or ‘z-score’ 
represents the distance between the original value and the sample mean in units of 
standard deviation. K-means clustering requires the number of clusters to be specified 
in the beginning. However, it is not always easy to specify the number of clusters, 
particularly if there are no visual distinction between elements in the dataset. The 
problem increases when the clustering is done for more than two dimensions as it is 
impossible to visually distinguish groups of elements and specify the number of clusters 
for the k-means clustering algorithm. A lot research has been put into determining the 
best possible way for finding the number of clusters and one of the most popular 
methods in practice is the ‘elbow’ method.  
The elbow method seeks to find a balance between the number of clusters and 
the sum of squared errors (SSE) between the elements of each cluster. The idea is to 
keep the SSE low while not increasing the number of clusters to too many. While 
plotting the percentage of variance explained by the clusters against the number of 
clusters, the first clusters will add much information (explain a lot of variance), but at 
some point the marginal gain will drop, giving an angle in the graph. The number of 
clusters is chosen at this point, hence it is known as the "elbow criterion". The dataset 
in this study consists of EUI information on 56 buildings. The k-means clustering is 
performed by first dividing the EUI values into air-conditioning EUI and non-air-
conditioning EUI and these forms the two axes for clustering. To determine the number 
of clusters through the elbow method, several iterations is done by taking different 
values for the number of clusters. The result of the elbow method is presented in Figure 
4.4. It shows that the number of clusters should be fixed at three. Based on this, the 
dataset is clustered into three clusters with air-conditioning and non-air-conditioning 
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EUI as the two axes. The clustering result shows that there are three distinct clusters 
with unique characteristics Figure 4.5. Cluster 1 comprises of buildings with high air-
conditioning EUI and a low non-air-conditioning EUI. Cluster 2 comprises of buildings 
with a high non-air-conditioning EUI and low air-conditioning EUI. Cluster 3 contains 
buildings with high air-conditioning EUI as well as high non-air-conditioning EUI. 
Analyzing further, the centroid of each cluster is studied for the change in EUI from 
pre-retrofit to post-retrofit stage.      
 
Figure 4.4 Result of the elbow method to determine the number of clusters showing 
that the number of clusters should be taken as 3. 




Figure 4.5 K-means clustering results for 3 clusters. 
 
Figure 4.6 Post-retrofit EUI values for the elements in the 3 clusters as clustered in 
the previous step. The clustering is not repeated with original post-retrofit EUI 
values. 
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The centroid for each cluster is the coordinates of average values of air-
conditioning and non-air-conditioning EUI for that cluster. These are recorded and 
presented for comparison in Table 4.1. It shows that for some clusters, the percentage 
of change in EUI corresponding to the two systems is more than the average for the 
entire dataset (Table 4.2). For example, the change in EUI corresponding to air-
conditioning EUI and non-air-conditioning EUI for cluster 3 is 26.71% and 12.80% 
respectively. This is higher than the average change for the entire dataset (21.97% and 
11.67%) and shows that it is possible to define clusters within the dataset and have 
distinct characteristics. Similarly, it can be seen that clusters 1 and 2 have similar 
EUITotal (Total EUI) values but the change in EUI as seen in the post-retrofit conditions 
for these two clusters is from different sources. For cluster 1, the major contribution for 
change in the total EUI is from the change in air-conditioning EUI, whereas for cluster 
2, the major contribution is from non-air-conditioned EUI. 
This analysis shows that it is possible to determine groups of buildings with 
similar characteristics in terms of system level energy performance. Such analysis can 
aid in accelerating the energy audit process by providing information on the energy 
saving to be expected based on range of EUI values derived here at the air-conditioning 
and non-air-conditioning system level. However, the information at the system level is 
not readily available for most of the existing buildings. Therefore, it is important to 
understand and study the different variables influencing energy consumption in 
buildings. The results presented in this section could still be used in the mid-level of 
the energy audit process when information on the energy consumption for each system 
has been computed.     
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Table 4.1 Comparison for pre-retrofit and post-retrofit EUI values for the three 
cluster centroids with that of the entire dataset. 
 Pre-retrofit Post-retrofit 
Centroid EUIAC EUINon-AC EUITotal EUIAC EUINon-AC EUITotal 
• Cluster 1 145.5 88.9 234.5 110.0 81.6 191.6 
• Cluster 2 108.3 124.0 232.3 90.5 107.9 198.4 
• Cluster 3 152.4 123.4 275.9 111.7 107.6 219.3 
All data 
average 
130.2 111.4 241.6 101.6 98.4 200.0 
 
Table 4.2 Comparison of percentage change in EUI values for the three cluster 
centroids with the entire dataset. 
 Percentage change in EUI (%) 
Centroid EUIAC EUINon-AC EUITotal 
• Cluster 1 24.40 8.21 18.29 
• Cluster 2 16.44 12.98 14.59 
• Cluster 3 26.71 12.80 20.51 
All data average 21.97 11.67 17.22 
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4.3 Clustering based on chiller plant efficiency 
The analysis of the energy audit reports in the previous chapter shows that most 
of the energy savings for the buildings in the dataset are related to air-conditioning 
system retrofitting. Therefore, before proceeding to the detailed analysis of other 
variables, air-conditioning system related energy consumption is studied in this section. 
The air-conditioning related energy refers to the energy consumed to expel the internal 
heat from the building which surmounts to be the cooling load. The major portion of 
the cooling energy is consumed by the chiller system for its compression and 
evaporation cycles. The chiller efficiency is used to determine the efficiency of the 
chiller system and when other elements of the chiller plant are added, the efficiency 
term is referred to as chiller plant efficiency. The chiller plant efficiency is the 
combined efficiency of the chillers, pumps, condenser water pumps and cooling towers. 
The range of chiller plant efficiency for the dataset for both pre-retrofit and post-retrofit 
conditions are discussed in detail in the previous chapter. In this chapter, the chiller 
plant efficiency is assessed in conjunction with the building EUI. Similar to the analysis 
in the previous section, this section aims to study the improvement in energy 
performance of buildings by studying the chiller plant efficiency with respect to EUI of 
buildings in both pre-retrofit and post-retrofit conditions. 
The number of clusters is again determined by the elbow method which shows 
that for clustering with axes as chiller plant efficiency and EUI, the number of clusters 
should be fixed to two (Figure 4.7). The two clusters are evenly distributed and clearly 
shows that there exist two clusters in the dataset wherein one cluster comprises of 
buildings with high chiller plant efficiency and high EUI and the other cluster comprises 
of buildings with low chiller plant efficiency and low EUI.  




Figure 4.7 The elbow method to find the number of clusters for chiller plant efficiency 
and EUI. 
The two clusters have distinct centroids that have coordinates of chiller plant 
efficiency and EUI (Figure 4.8). The centroids of the clusters are presented in Table 
4.3. Cluster 1 contains buildings with high chiller plant efficiency as well as high EUI 
values when compared to buildings of cluster 2. Therefore, the buildings present in 
cluster 1 possess a higher capacity of chiller plant related retrofitting. The percentage 
of change for EUI is shown in Table 4.4. It shows that cluster 1 has higher change in 
energy performance pre-retrofit and post-retrofit when compared to cluster 1 and the 
entire dataset. The change in percentage of chiller plant efficiency and EUI for cluster 
1 is 20.1% and 38.1% respectively. For cluster 2, these values correspond to 14.2% and 
30.0% showing that buildings in this cluster are less prone to improvement when 
compared to buildings in cluster 1. This analysis could also form a part of the 
preliminary energy audit analysis if the chiller plant efficiency and EUI of the building 
under study are known. As seen in Figure 4.9, there is some overlap in the clusters for 
the post-retrofit conditions. This shows that the saving potential is not limited to the 
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identification of initial clusters and that there are other factors influencing improvement 
in EUI and these needs to be explored. However, this analysis is useful in classifying 
buildings with a certain chiller plant efficiency and EUI range and these clusters give a 
better understanding of the changes when compared to the analysis of the entire dataset 
as a whole. It is to be noted that overall there is a percentage change of 34.3% in the 
chiller plant efficiency, indicating that most of the buildings in the dataset have 
undergone major retrofitting of the chillers. The next section deals with the exploration 
of other factors that may also be responsible for influencing improvement in energy 
performance.  
Table 4.3 The centroids for the 2 clusters with chiller plant efficiency and EUI as the 
coordinates. 








• Cluster 1 1.47 260.8 0.90 208.3 
• Cluster 2 1.12 225.1 0.78 193.0 
All data 
average 
1.28 241.7 0.84 200.1 
 
Table 4.4 Percentage change in the centroids of the clusters with respect to post-
retrofit data. 
Centroid 
Percentage change (%) 
EUI  Chiller plant Eff. 
• Cluster 1 20.1 38.1 
• Cluster 2 14.2 30.0 
All data average 17.2 34.3 




Figure 4.8 K-means clustering for the dataset with chiller plant efficiency and EUI as 
the axes. 
 
Figure 4.9 Post-retrofit chiller plant efficiency and EUI values for buildings as 
clustered in the previous step. 
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4.4 Analyzing other independent variables 
To study the influence of other variables in the change in EUI for pre-retrofit 
and post-retrofit conditions, the independent variables are initially correlated with the 
EUI. This is done with a view to determine if any of the variables exhibit a strong 
correlation coefficient with EUI. The dependent variable selected here is the EUI which 
is a measure of the energy use intensity of buildings. The analysis with other dependent 
variables like total energy consumption in buildings is currently avoided as these 
exhibits very high correlation with GFA. In other words, GFA is a good indicator for 
determining the total energy consumption in buildings. However, for a detailed energy 
analysis of the influencing factors and variables, the selection of total energy use as a 
dependent variable is not fair. A building with high energy consumption due to its large 
size will inevitable have a higher energy saving potential than a building with smaller 
GFA and lesser energy consumption. Therefore, in terms of absolute values of energy 
consumption and energy saving potential, larger buildings will always have bigger 
potential. For this reason, EUI is taken here as the dependent variable as it is a measure 
of normalized energy consumption in buildings. 
The boxplot for the standard score are plotted in Figure 4.10. It shows that the 
highest variation is observed for the average chiller plant efficiency values followed by 
the percentage of air-conditioning energy consumption. The boxplot shows that the 
average chiller plant efficiency values are evenly distributed over the mean when 
compared to other variables. It also shows that GFA and air-conditioning energy 
consumption values are skewed to the right, indicating that there are some larger 
buildings with extreme air-conditioning energy requirement. The boxplot also shows 
that apart from 6 outliers, the operational hours for these offices are very close.  




Figure 4.10 Box plot for the standard scores of the fourteen variables. 
To identify variables that have an influence on EUI of buildings, the fourteen 
independent variables that are extracted from the energy audit reports are correlated 
with EUI. The results of the coefficient of correlation is presented in Table 4.5. The 
correlation results show that all the variables have a poor correlation with EUI. The 
variables which have a little correlation with EUI in decreasing order of influence are 
average chiller plant efficiency, minimum chiller plant efficiency, maximum chiller 
         Chapter 4 | Multivariate Data Analysis 
97 
 
plant efficiency, GFA, chilled water supply and return temperature difference, non-air-
conditioning energy consumption and average cooling load of the building.  
To further examine the distribution of these variables for the three clusters (from 
section 4.2) , the variables are plotted in a series of figures (Figure 4.11, Figure 4.12, 
Figure 4.13, Figure 4.14, Figure 4.15, Figure 4.16, Figure 4.17, Figure 4.18, Figure 
4.19, Figure 4.20, Figure 4.21, Figure 4.22, Figure 4.23 and Figure 4.24). This is done 
to identify whether the characteristics of the buildings falling in the three clusters are 
distinct for the clusters.         
Table 4.5 Coefficient of correlation for the fourteen variables with EUI. 
Sr. No. Variable r2 with pre-retrofit EUI 
1 GFA 0.134 
2 Total air-conditioning energy (before retrofit) 0.034 
3 
Total non-air-conditioning energy (before 
retrofit) 0.103 
4 Total energy consumption (before retrofit) 0.065 
5 Air-conditioning energy use percentage  0.028 
6 Operating hours 0.005 
7 Avg. cooling load (RT) per day 0.097 
8 Max. cooling load (RT) per day 0.091 
9 Min. cooling load (RT) per day 0.097 
10 Avg. Chiller Plant Eff. (kW/RT) 0.217 
11 Max. Chiller Plant Eff. (kW/RT) 0.200 
12 Min. Chiller Plant Eff. (kW/RT) 0.215 
13 Total installed capacity of chillers 0.089 
14 Chilled water supply and return temp. diff. (ΔT) 0.129 
 




Figure 4.11 Distribution of GFA for the three clusters. 
 
Figure 4.12 Distribution of air-conditioning energy consumption for the three clusters. 




Figure 4.13 Distribution of non-air-conditioning energy consumption for the three 
clusters. 
 
Figure 4.14 Distribution of total building energy consumption for the three clusters. 




Figure 4.15 Distribution of percentage of air-conditioning energy consumption for the 
three clusters. 
 
Figure 4.16 Distribution of operating hours for the three clusters. 




Figure 4.17 Distribution of average cooling load per day for the three clusters. 
 
Figure 4.18 Distribution of maximum cooling load per day for the three clusters. 
 
 




Figure 4.19 Distribution of minimum cooling load per day for the three clusters. 
 
Figure 4.20 Distribution of average chiller plant efficiency for the three clusters. 
 
 




Figure 4.21 Distribution of maximum chiller plant efficiency for the three clusters. 
 
Figure 4.22 Distribution of minimum chiller plant efficiency for the three clusters. 
 
 




Figure 4.23 Distribution of total installed capacity of chillers for the three clusters. 
 
Figure 4.24 Distribution of difference in chilled water temperature for the three 
clusters. 
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As seen in the boxplots, the distribution of each variable is specific to the 
cluster. However, there are some overlaps in the values of the variables which makes it 
difficult to categorize buildings and relate them to the change in EUI for air-
conditioning and non-air-conditioning energy consumption. The distribution of GFA 
for the three clusters shows that buildings in cluster 1 have a wide range of GFA, 
whereas the ones in cluster 3 have a narrow range (Figure 4.11). It is also noted that the 
means of GFA for clusters 1 and 2 are very different, indicating that buildings with a 
higher GFA exhibits higher non-air-conditioning EUI. For the air-conditioning and 
non-air-conditioning energy consumption, buildings in cluster 2 exhibit a higher mean 
values compared to the other two clusters (Figure 4.12, Figure 4.13). The higher mean 
values even for air-conditioning energy consumption for buildings in cluster 2 is due to 
the high GFA of the buildings in this cluster. This is also supported by the high mean 
value of the total energy consumption for building in cluster 2 as compared to the other 
two clusters (Figure 4.14). The highest distinction in distribution is observed for the 
percentage of air-conditioning energy consumption for the three clusters. It shows that 
buildings in cluster 1 have the highest percentage of air-conditioning energy 
consumption when compared to the buildings in the other two clusters (Figure 4.15). 
This clearly indicates that buildings with a high percentage of air-conditioning energy 
consumption usually have a high air-conditioning EUI. In terms of operating hours, the 
means for all three clusters are very close to each other, proving yet again that office 
buildings have very similar operating hours. Therefore, hours of operation is a variable 
that has little impact on the study of energy consumption for office buildings. For the 
average cooling load distribution, the buildings in all three clusters do not exhibit any 
distinct characteristics. The same is true for the chiller plant efficiency values and the 
installed capacity of chillers. For the distribution of chilled water temperature 
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difference for the three clusters, the mean values for cluster 1 and 3 are very close. The 
values for cluster 2 are higher by about 1°C, indicating that the cooling system is 
efficiently working when compared to buildings of the other two clusters. This is also 
supported by the lesser values of air-conditioning EUI for the buildings in cluster 2.  
The distribution analysis throws light on the various characteristics of the 
buildings belonging to the three clusters. It is to be noted that the clustering variables 
selected are the air-conditioning and non-air-conditioning EUI. It is observed that only 
the percentage of air-conditioning energy consumption has clear distribution with 
respect to the three clusters when compared to other variables. The correlation of 
percentage of air-conditioning energy of total building energy with the air-conditioning 
and non-air-conditioning EUI for both pre-retrofit and post-retrofit conditions is 
presented in Table 4.6. The r2 values show that there is not much difference between 
the correlation coefficients of the entire dataset to that of the individual clusters. This 
means that although the variable corresponding to percentage of air-conditioning 
energy consumption has similar distribution as that of buildings in the three clusters, it 
is not significant enough to correlate strongly with the EUI corresponding to air-
conditioning and non-air-conditioning energy. The percentage of air-conditioning 
energy is also correlated with the percentage change in EUI for pre-retrofit and post-
retrofit conditions for the three clusters (Figure 4.25). The correlation results show that 
apart from cluster 3, the other two clusters exhibit a poor correlation coefficient. This 
further indicates the low significance of taking percentage of air-conditioning as an 
indicator to determine the extent of change in EUI for the three clusters.       
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Table 4.6 Coefficient of correlation values between percentage of air-conditioning 
energy of total energy and EUI for the three clusters. 
 Pre-retrofit Post-retrofit 
 EUIAC EUINon-AC EUITotal EUIAC EUINon-AC EUITotal 
• Cluster 1 0.50 0.44 0.08 0.42 0.26 0.01 
• Cluster 2 0.71 0.48 0.03 0.37 0.22 0.06 
• Cluster 3 0.52 0.55 0.02 0.01 0.66 0.26 




Figure 4.25 Correlation of percentage of air-conditioning energy and percentage 
change in EUI for the three clusters. 
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4.5 Clustering based on change in percentage of EUI 
The objective of this section is to cluster buildings based on the percentage 
change in pre-retrofit EUI and post-retrofit EUI (abbreviated as %ΔEUI). Knowing the 
%ΔEUI clusters and then looking into the distribution of the variables associated with 
the various clusters will provide an insight on the potential of %ΔEUI given a set of 
building variables. In other words, it is intended to identify the distribution and set of 
building variables that leads to the corresponding cluster of %ΔEUI. For this purpose, 
the %ΔEUI is calculated and then clustered using k-means clustering algorithm. Since 
only one variable (%ΔEUI) is used to cluster the 56 buildings, the clustering is one 
dimensional. It is to be noted that no other variables are used for clustering, rather, all 
other variables are studied once the buildings are clustered. The elbow method to 
determine the number of clusters shows that the division of the dataset into three 
clusters is optimum (Figure 4.26). The elbow method tends to balance between the 
number of clusters and the sum of squared errors of elements of each cluster. The 
clustering results for the buildings based on %ΔEUI is presented in Figure 4.27. The 
results show that the three clusters have respective mean values of 10.1, 16.6 and 23.5 
kWh/m2.yr respectively (Table 4.7).   
Table 4.7 Clustering results for the three clusters based on percentage change in EUI. 
Clustering %ΔEUI No. of elements Mean Range 
Cluster 1 13 10.19 5.22 – 12.69 
Cluster 2 29 16.63 13.58 – 19.96 
Cluster 3 14 23.59 20.34 – 30.04 




Figure 4.26 Elbow method results for clustering based on percentage change in EUI. 
 
 
Figure 4.27 The three clusters based on the percentage change in EUI. 
























Figure 4.30 Clusters of various variables based on change in EUI clusters. 
The results show that there is no clear distribution of variables for the three 
clusters when compared to the clear distribution in %ΔEUI. This indicates that the 
buildings cannot be clearly distinguished into groups based on these variables such that 
each group correspond to a specific range of %ΔEUI. Only average chiller plant 
efficiency and percentage of air-conditioning energy have some distinction in the 
distribution of buildings into the three clusters. The difference in chilled water supply 
also has a clearer distribution when compared to the other variables. However, this 
analysis shows that clustering based on %ΔEUI is not enough to group buildings with 
similar characteristics and energy saving potential. In other words, this analysis shows 
that by taking all the variables, it is difficult to determine the energy saving potential of 
buildings. Therefore, further analysis taking specific variables that have highest 
influence on %ΔEUI is required in the context of determining groups of buildings that 
have similar characteristics and exhibit similar values of %ΔEUI. The next section takes 
specific variables and attempt is made to cluster buildings based on these variables. The 
study on the distribution of resultant %ΔEUI is done thereafter. This process, in a way, 
is the inverse of what is attempted in this section where the buildings are clustered based 
on %ΔEUI and then the distribution of variables is studied.    
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4.6 Clustering based on building variables 
The methodology to select variables to perform k-means clustering is based on 
a robust iterative process. This is described in detail in section 3.5.2, where all the 
possible combinations for the 14 available variables are listed. For each set, the 
clustering is repeated for 100 times to normalize the effect of random initial centroid 
selection. The results of the clustering process are evaluated based on the outcome of 
differences between the means of following three values.  
• Percentage change in total EUI of buildings (%ΔEUI) 
• Percentage change in air-conditioning EUI (%ΔACEUI) 
• Percentage change in non-air-conditioning EUI (%NACΔEUI) 
4.6.1 Analysis for change in total EUI 
This section begins with a detailed analysis of the steps involved and results for 
one set of combinations. It is followed by a summary and discussion on all the different 
set of combinations of variables that are taken for clustering. As an example, the first 
set of clustering is performed by taking 2 variables. The value of ‘k’ for k-means 
clustering is taken as 2 and 3 with both analysis being presented separately. The number 
of combinations that are possible by taking any 2 variables of the 14 available variables 
is 91. The clustering is done using MATLAB 2015a. Before performing the clustering, 
each combination of the two variables is listed and the clustering is performed for all 
these 91 combinations. This entire process is repeated for 100 times and for each 
iteration, that is, the clustering is performed for these 91 combinations. At each 
clustering iteration, the top 10 combinations (out of 91) that results in maximum 
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difference in mean values of %ΔEUI for the set of buildings in the clusters are recorded 
(Figure 4.31). In this way, at the end of 100 iterations, there are a total of 1000 best 
combinations recorded. At this point, there are two outputs that are examined. First, the 
combination of variables that occur for the highest number of times in these 1000 
combinations are identified and second, the sum of difference in mean values of %ΔEUI 
for these unique combinations are also identified. The analysis of these two outputs will 
help identify the set of variables that should be selected for clustering. For example, the 
result for clustering buildings taking 2 variables and plotting the corresponding mean 
values of %ΔEUI is shown in Figure 4.31. It shows that the combination number of 17, 
47, 60, 67, 16, 21, 22, 23, 82 and 9 exhibit the best values for difference in mean values 
of %ΔEUI. The combination number of 17 corresponds to the selection of variable 
numbers of 2 and 6 which are air-conditioning energy consumption and operation hours 
respectively. Similarly, the combination number of 47 corresponds to the selection of 
variable numbers of 5 and 6 which are percentage of air-conditioning energy and 
operation hours. The list of numbers associated with the variables is presented in the 
previous chapter in section 3.5.2 (Table 3.4). The cumulative effect of such analysis for 
100 iterations is presented in Figure 4.32 and Figure 4.33. 
As shown in Figure 4.32, the cumulative sum of differences in mean values for 
%ΔEUI shows that the variables corresponding to combination number 17 produces the 
best result. These variable combination are air-conditioning energy consumption and 
operation hours of the building. The total sum of differences in mean values of %ΔEUI 
is 456. The combinations of variables that occur for the highest number of times for all 
the 100 iterations are also noted. As shown in Figure 4.33, the combination number for 
variables with highest occurrences is also 17. However, it is interesting to note that the 
second highest occurrence is for combination number 22. This corresponds to the 
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variable numbers 2 and 11 respectively. These two variables correspond to air-
conditioning energy consumption and total installed capacity of chillers (in units of 
RT). This is different than the second highest combination number for sum of 
differences in mean values of %ΔEUI. For this case, the combination number is 47 
corresponding to variable numbers of 5 and 6 respectively. These are variables of 
percentage of air-conditioning energy and operation hours of the building. 
It is to be noted that these results are based on clustering with ‘k’ value of 2. 
With a value of ‘k’ as 3, the clustering results exhibit the highest sum of differences in 
mean values of %ΔEUI to be 453 for the combination number corresponding to 47. 
This combination number also corresponds to the highest number of occurrences.         
 
Figure 4.31 Plot between sum of difference in mean values of change in EUI and 
combination of variables. Such iterations are repeated 100 times. In this case, the 
combination number of 17, 47, 60, 67, 16, 21, 22, 23, 82 and 9 exhibit top 10 results. 




Figure 4.32 Cumulative sum of differences in change in EUI for 100 iterations 
 
Figure 4.33 Plot showing the number of occurrences for each combination of 2 
variables for 100 iterations. 
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This analysis is done for all possible combinations of the variables. However, 
the results in the previous three plots are presented for combinations taking only 2 
variables. For combinations generated by using higher number of variables, the results 
are shown in Table 4.8. It shows that the best result is obtained by using 4 variables for 
the combination number of 114. This corresponds to the 4 variables of GFA, non-air-
conditioning energy consumption, average chiller plant efficiency and installed 
capacity of chillers. The cumulative sum of differences for change in EUI for buildings 
in these 2 clusters is 632. This cumulative value is a result of 100 iterations. Therefore, 
on average, the difference in mean values of change in EUI for these 2 clusters is 6.32. 
The boxplot for the %ΔEUI values for these two clusters is presented in Figure 4.34. 
The next best result is seen when 5 variables are taken for clustering. These 5 variables 
are percentage of air-conditioning energy, average cooling load per day, average chiller 
plant efficiency, maximum chiller plant efficiency and difference in chilled water 
supply and return temperature. The combination number for the best results for 
clustering with 5 variables is 1834. The time taken to perform the clustering for both 2 
and 3 clusters is shown in Table 4.10. It is seen that the time taken for the clustering 
process varies and is directly proportional to the number of possible combinations. It is 
to be noted that this analysis is not based on real-time data and the mention of time 
spent for the analysis is just to show that complex clustering with higher variables 
indeed takes a longer time.  
The next two sections extend this analysis to study the effect on the percentage 
change in air-conditioning EUI (%ΔACEUI) and non-air-conditioning EUI 
(%ΔNACEUI). It is interesting to identify and compare the best combination of 
variables that influence %ΔACEUI and %ΔNACEUI respectively.  
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Table 4.8 Combination number and sum of differences in mean values of change in 








number for best 
result 
Sum of differences 
in mean values 
of %ΔEUI 
1 14 6 586.3 
2 91 17 456 
3 364 47 453 
4 1001 114 632 
5 2002 1834 620.8 
6 3003 2853 508 
7 3432 2938 387.4 
8 3003 2985 472 
9 2002 1054 340.8 
10 1001 10 317 
11 364 10 317 
12 91 10 317 
13 14 10 317 
14 1 1 314.5 
Total 16383   
 
Table 4.9 Combination number and sum of differences in mean values of change in 








number for best 
result 
Sum of differences 
in mean values 
of %ΔEUI 
1 14 5 496.78 
2 91 47 540.57 
3 364 22 334.61 
4 1001 209 191.88 
5 2002 232 227.37 
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6 3003 2092 134.97 
7 3432 886 123.95 
8 3003 45 173.86 
9 2002 26 290.37 
10 1001 21 302.49 
11 364 6 315.9 
12 91 38 302.59 
13 14 3 444.54 
14 1 1 6.52 
Total 16383   
 
Table 4.10 Information on the number of combinations that are possible and the time 







Time taken for 100 iterations (minute) 
2 clusters 3 clusters 
1 14 0.26 0.1 
2 91 1.07 0.90 
3 364 3.9 3.7 
4 1001 10.53 10.52 
5 2002 22.08 18.98 
6 3003 33.86 28 
7 3432 42.08 32.58 
8 3003 27.05 28.31 
9 2002 21.75 48.26 
10 1001 7.53 13.48 
11 364 2.72 5.18 
12 91 0.72 1.23 
13 14 0.13 0.37 
14 1 0.1 0.1 
Total 16383   
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Figure 4.34 Boxplot for %ΔEUI for the 2 clusters obtained by taking the best 
combination of 4 variables. 
4.6.2 Analysis for change in air-conditioning EUI 
This section aims to identify the variables that are most influential in clustering 
buildings based on the percentage change in air-conditioning EUI (%ΔACEUI). The 
process to identify the combination of variables is the same as performed in the previous 
section. It was seen there that the best result is obtained by using 4 variables to group 
buildings into 2 clusters. The combination number corresponding to the best result was 
114 which equates to the variables of GFA, non-air-conditioning energy consumption, 
average chiller plant efficiency and installed capacity of chillers. This section intends 
to identify the best combination of variables influencing %ΔACEUI. For this, all the 
combinations are listed and the clustering is performed separately for dividing the 
buildings into 2 and 3 clusters respectively. The results for the cases where the division 
         Chapter 4 | Multivariate Data Analysis 
121 
 
is done for 2 clusters are presented in Table 4.11. The results show that the best 
combination number obtained is 831 when 4 variables are taken for clustering. These 
variables are percentage of air-conditioning energy, average cooling load per day, 
average chiller plant efficiency and maximum chiller plant efficiency. As observed, all 
the 4 variables relate to air-conditioning energy consumption. Since the dependent 
variable under examination is the %ΔACEUI, it is logical that the variables that 
influence this quantity are related to air-conditioning energy consumption. This shows 
that the buildings, when clustered based on these 4 variables, can provide an extent of 
change that is possible in the air-conditioning EUI. This also provides the mean of the 
%ΔACEUI for each of the 2 clusters. The buildings within these clusters can be 
associated with these mean values and their difference can provide the extent to which 
further reduction in %ΔACEUI is possible. It is also seen that the results obtained by 
clustering the data into 2 clusters is better than that obtained by dividing the data into 3 
clusters. The results for 3 clusters for all possible combinations of variables is presented 
in Table 4.12.     
Table 4.11 Combination number and sum of differences in mean values of change in 









number for best 
result 
Sum of differences 
in mean values 
of %ΔACEUI 
1 14 6 825.64 
2 91 51 800.77 
3 364 248 832.42 
4 1001 831 1085.3 
5 2002 1349 1052.3 
6 3003 2853 746.35 
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7 3432 1049 561.36 
8 3003 1243 672 
9 2002 1053 466.37 
10 1001 7 373.45 
11 364 7 373.45 
12 91 7 373.45 
13 14 7 373.45 
14 1 1 373.45 
Total 16383   
 
Table 4.12 Combination number and sum of differences in mean values of change in 









number for best 
result 
Sum of differences 
in mean values 
of %ΔACEUI 
1 14 6 533.47 
2 91 47 632.37 
3 364 149 539.01 
4 1001 813 404.46 
5 2002 232 323.67 
6 3003 178 232.37 
7 3432 13 243.43 
8 3003 547 264.85 
9 2002 816 227.65 
10 1001 7 212.25 
11 364 7 212.25 
12 91 7 212.25 
13 14 7 212.25 
14 1 1 212.25 
Total 16383   




Figure 4.35 Boxplot for %ΔACEUI for the 2 clusters obtained by taking the best 
combination of 4 variables. 
The analysis for the percentage change in air-conditioning EUI (%ΔACEUI) 
shows that the buildings can be clustered based on 4 variables to produce two sets of 
buildings with a significant difference in the corresponding %ΔACEUI. These 4 
variables are the percentage of air-conditioning energy, average cooling load per day, 
average chiller plant efficiency and maximum chiller plant efficiency. The result for the 
division of %ΔACEUI in the two clusters (clusters obtained by using 4 variables) is 
presented in Figure 4.35. As seen in the plot, the difference in the mean values of 
%ΔACEUI for the two clusters is 9.62 %. Therefore, this analysis provides an outlook 
on the expected change in air-conditioning EUI for a given building based on these 4 
variables. The methodology to select these 4 variables is discussed is discussed in detail 
in the previous section where a robust iterative procedure has been adopted.   
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4.6.3 Analysis for change in non-air-conditioning EUI 
This section aims to identify the variables that are most influential in clustering 
buildings based on the percentage change in non-air-conditioning EUI (%ΔNACEUI). 
The process to identify the combination of variables is the same as performed in the 
previous two sections where the clustering was performed to study the corresponding 
effect on change in total EUI and air-conditioning EUI. For both the cases, it was seen 
there that the best result is obtained by using 4 variables to group buildings into 2 
clusters. However, the selection of the 4 variables were different for both the analysis. 
This section intends to identify the best combination of variables influencing 
%ΔNACEUI. For this, all the combinations are listed and the clustering is performed 
separately for dividing the buildings into 2 and 3 clusters respectively.  
The results for dividing the data into 2 clusters show that the best combination 
of variables is 136, when 3 variables are taken for clustering. The variables 
corresponding to this combination number are air-conditioning energy consumption, 
average chiller plant efficiency and minimum chiller plant efficiency. The resultant sum 
of differences in mean values of %ΔNACEUI is 469.5, which is much less compared 
to the one obtained while clustering based on %ΔACEUI (1085.3). This shows that 
there is no clear distinction in clusters that are obtained by taking %ΔNACEUI as the 
measuring criterion. This is either because there is no distinct variation in %ΔNACEUI 
for the given dataset or the variables that are available for the analysis do not completely 
capture the variation in the resultant %ΔNACEUI. Noting the small variation in 
%ΔNACEUI (as seen in chapter 4, Figure 4.1), it is more likely that this is the major 
cause for obtaining no distinct clusters. This is also true for the analysis with 3 clusters, 
where the maximum sum of differences in mean values of %ΔNACEUI is 320.66.          
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The results for the analysis of dividing the data into 2 and 3 clusters is presented 
in Table 4.13 and Table 4.14.  
Table 4.13 Combination number and sum of differences in mean values of change in 
non-air-conditioning EUI from the 10 best results for 100 iterations (dividing the data 








number for best 
result 
Sum of differences 
in mean values 
of %ΔNACEUI 
1 14   
2 91 27 383.15 
3 364 136 469.5 
4 1001 442 231.92 
5 2002 159 86.96 
6 3003 491 103.27 
7 3432 712 112.3 
8 3003 2970 161.76 
9 2002 1 206.1 
10 1001 1-10 208.27 
11 364 1-10 208.27 
12 91 1-10 208.27 
13 14 1-10 208.27 
14 1 1 208.27 
Total 16383   
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Table 4.14 Combination number and sum of differences in mean values of change in 
non-air-conditioning EUI from the 10 best results for 100 iterations (dividing the data 








number for best 
result 
Sum of differences 
in mean values 
of %ΔNACEUI 
1 14   
2 91 1 320.616 
3 364 22 259.37 
4 1001 150 310.72 
5 2002 28 273.22 
6 3003 110 249.88 
7 3432 174 162.36 
8 3003 661 181.11 
9 2002 331 209.77 
10 1001 79 173.06 
11 364 15 254.76 
12 91 50 215.27 
13 14 7 294.68 
14 1   
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CHAPTER 5: PREDICTION MODEL FOR ENERGY SAVING 
5.1 Introduction 
This chapter entails the development of prediction models to predict energy 
saving potential of office buildings. These are modelled on the pre- and post-retrofit 
building data on energy consumption and 14 building variables. In the previous chapter, 
buildings with similar characteristics are identified using clustering techniques. The 
buildings were characterized and clustered together based on three indices described in 
the previous chapter. These are the overall percentage change in EUI (%ΔEUI), 
percentage change in air-conditioning EUI (%ΔACEUI) and percentage change in non-
air-conditioning EUI (%ΔNACEUI). The clusters of buildings that were identified 
exhibited similar values for these indices. The clustering method does not predict the 
exact values for these indices for a given set of building variables, rather, it just provides 
the average values for these indices and the cluster of buildings where it belongs.  This 
chapter, on the other hand, aims to predict the above-mentioned indices for a given set 
of building variables. For this, two prediction models are developed using multiple 
linear regression and artificial neural network (ANN). ANN is a non-linear modelling 
technique and often considered superior in terms of its accuracy of modelling non-linear 
systems. Linear regression, on the other hand is still considered to set a baseline as a 
conventional modelling technique. Although both the modelling techniques differ in 
the way the model parameters are obtained, the methodology to select variables is 
similar for both the models. Although there exist many methods to select variable for 
developing prediction models, this study follows the procedure in which all the possible 
subsets of variables are identified and the best combination is selected based on two 
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criterions: 1) coefficient of determination (R2); and 2) mean absolute percentage error 
(MAPE). 
5.2 Variable selection for prediction models 
The selection of appropriate independent variables is an important step in model 
development for predicting energy savings. The independent variables that have highest 
influence on the dependent variable variation are typically selected as inputs for the 
model. Their influence on the dependent variable is measured both individually and 
collectively. It is seen in the previous chapter that certain variables play a crucial role 
in analyzing the distribution of change in EUI (%ΔEUI, the dependent variable). It was 
noted that the buildings can be divided into clusters that exhibit similar ranges of the 
%ΔEUI. However, it cannot be proclaimed with certainty that these variables be used 
as inputs for prediction models. In addition, the number of elements in each cluster is 
much less than the entire dataset of 56 buildings taken together. Therefore, for 
prediction model development, the entire dataset is taken as a single cluster. It shall be 
noteworthy to assess whether the variables obtained through this process are analogous 
to the ones obtained in the previous chapter through clustering. The detailed 
methodology for variable selection is described in chapter 3 under section 3.6.1 and 
3.7.1. The steps to select the variables for both the models are as follows: 
1. Identifying all possible combinations of the 14 variables.   
2. Building 50 regression/ANN models for each combination. 
3. Data from 40 buildings is used for training and that from the remaining 16 
buildings is used for testing and validation.  
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4. The selection of data for training and testing is random and hence 50 models 
are developed for each combination.  
5. The average R2 for all the 50 iterations corresponding to a combination of 
variables is computed.  
6. The combinations with the highest value of average R2 are selected and 
assessed further. 
7. The MAPE for these models are also assessed to identify the best 
combination of variables.  
5.3 Multiple linear regression model 
The steps described above are used to select variables to develop the regression 
model for the three indices. The aim of developing the regression model is to identify 
relevant variables and predict the expected energy saving (%ΔEUI). The three indices 
are the overall percentage change in EUI (%ΔEUI), percentage change in air-
conditioning EUI (%ΔACEUI) and percentage change in non-air-conditioning EUI 
(%ΔNACEUI). The results for each of these indices is discussed in detail in the 
following subsections.  
5.3.1 Analysis for change in total EUI 
The total percentage change in EUI (%ΔEUI) is the indicator of building level 
change in energy use intensity before and after retrofitting the building. In this 
subsection, all possible combinations of the 14 variables are evaluated as independent 
variables to model the %ΔEUI (the dependent variable). For each combination of 
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independent variables, the model is developed 50 times, each time taking a random set 
of training and testing dataset in the ratio of 70:30 respectively. As an example, the 
analysis by taking 2 variables is presented here. By taking 2 variables (out of 14), the 
total number of possible combinations is 91. All the 91 combinations are evaluated and 
for each combination, 50 models are developed. For each model, the R2 and MAPE 
values are recorded and the average of these values for the 50 iterations are taken as 
representative for the combination of variables being studied. It is to be noted that the 
R2 and MAPE values presented here are strictly for the testing dataset. The same values 
for the training dataset are ought to be higher because the model is developed based on 
the training dataset. However, the aim here is to develop models that can be used to 
predict the energy saving for buildings that are not part of the dataset. Therefore, the 
focus is given to the evaluation of the testing dataset.  
As an example, the results for the analysis of 2 variables show that the 
combination number 1 represents the best set to develop the regression model. This 
corresponds to the two variables of GFA and air-conditioning energy consumption. The 
resultant R2 values for training and testing dataset are 0.33 and 0.31 respectively. The 
resultant MAPE values for the training and testing dataset are 23.48 and 25.43 
respectively. The results are presented in Figure 5.1, Figure 5.2, Figure 5.3 and Figure 
5.4. The summary of results with all possible combinations of 14 variables is presented 
in Table 5.1. The results show that the best model is developed by taking 5 variables. 
The total combinations that are possible taking 5 of 14 variables are 2002. After 
analyzing all these and other combinations, the combination number corresponding to 
526 results in the best R2 and MAPE values. This combination number corresponds to 
the variables of GFA, percentage of air-conditioning energy consumption, operating 
hours, average chiller plant efficiency and total installed capacity of chillers. The values 
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obtained for R2 and MAPE are 0.51 and 19.11% respectively. It is to be noted that these 
results are obtained purely for the testing dataset. Therefore, the best regression model 
to predict %ΔEUI for the given dataset is the one that takes these 5 variables as inputs. 
The result for correlation between measured values of %ΔEUI and predicted values is 
presented in Figure 5.5. It is to be noted that this model takes the entire dataset as an 
example and therefore, the R2 that is displayed is slightly higher than 0.51.                   
 
Figure 5.1 R-squared values for the training dataset with 2 variables. 
 




Figure 5.2 R-squared values for the testing dataset with 2 variables. 
 
Figure 5.3 MAPE values for the training dataset with 2 variables. 
 




Figure 5.4 MAPE values for the testing dataset with 2 variables. 
Table 5.1 R-squared and MAPE values corresponding to the best combination 







R2 (for best 
combination) 
MAPE (for best 
combination) 
1 14    
2 91 1 0.31 25.43 
3 364 4 0.39 22.9 
4 1001 68 0.43 21.47 
5 2002 526 0.51 19.11 
6 3003 923 0.44 19.78 
7 3432 1016 0.41 21.81 
8 3003 1437 0.47 20.41 
9 2002 493 0.31 24.36 
10 1001 129 0.40 22.5 
11 364 14 0.37 25.38 
12 91 5 0.43 23.57 
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13 14 5 0.44 24.61 
14 1 1 0.39 25.03 
Total 16383    
 
To analyze the 5 variables that form the regression model, a correlation matrix 
is presented in Figure 5.6. This is done to see whether these variables have strong 
internal correlation. A set of variables with strong correlation will reduce the 
effectiveness of the model. The variables for this model shows that only 2 of the 5 
variables have a high correlation between them. These are the GFA and the total 
installed capacity of chillers. However, the p-values of the regression analysis for these 
2 variables are below 0.05 and hence, both form part of this regression model. Apart 
from these 2 variables, the 3 variables have a poor correlation between them and hence 
are suitable candidates to form the regression model.     
 
Figure 5.5 Correlation between the measured and predicted values of %ΔEUI for the 
final regression model developed. 




Figure 5.6 Correlation matrix for the 5 variables that form the regression model. 




Figure 5.7 Residuals from the regression models for 2 data sets - one with all data 
(total residuals) and the other with clustered data (cluster residuals). 
The residuals for the regression model developed in this section is compared 
with the same model when clustered data is used instead for the entire dataset. Although 
clustered data is believed to show better results, the residual values from both clustered 
data and the entire dataset taken together are very close to each other. This is illustrated 
in Figure 5.7. This is due to the lack of data points in the clustered dataset when 
compared to the entire dataset taken at once. Since the sample number of buildings is 
56, the number of elements that belong to each cluster (about 25-30 elements) is low 
for developing the regression model. Therefore, the results obtained by taking the entire 
dataset is close to the ones obtained by developing separate regression models for the 
two clusters. The range of residuals for clustered data is from -7.16 to 7.19 and that for 
the entire dataset is -7.83 to 9.31 respectively.      
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5.3.2 Analysis for change in air-conditioning EUI 
The change in air-conditioning EUI (%ΔACEUI) provides the extent of energy 
savings with respect to the air-conditioning energy consumption. This energy 
consumption is limited to the chiller plant room and does not include the air handling 
units (AHUs). To develop the regression model for predicting %ΔACEUI, the input 
variables need to be selected from the set of 14 building variables. The methodology to 
select the best set of variables that can give accurate predictions is similar to the one 
that is followed in the previous section. For this, all possible subsets of the 14 variables 
are identified and for each subset, 50 regression models are built with %ΔACEUI as 
the dependent variable. For developing the regression models, the dataset of 56 
buildings is divided in the ratio of 70:30 for training and testing respectively. The 
detailed methodology for performing the iterations is presented in section 3.6.1.  
The analysis for all combinations is tabulated in Table 5.2. It shows that the 
regression model with highest R2 value for the testing dataset is obtained by taking 5 
variables. These are GFA, non-air-conditioning energy consumption, percentage of air-
conditioning energy of total energy consumption, maximum cooling load per day and 
average chiller plant efficiency. The R2 value for the regression model that is developed 
for the testing dataset of 16 test buildings is 0.5. The same regression model when 
applied to the entire dataset (56 buildings) provides a R2 value of 0.53 (Figure 5.8). The 
corresponding MAPE value is 38.57, which is poor when compared to the regression 
model developed in the previous section with total change in EUI as the dependent 
variable. It is also observed that all the regression models that are developed with 
varying number of input variables have R2 values ranging from 0.34 to 0.5 and the 
MAPE values from 38.57 to 51.5 respectively.             
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Table 5.2 R-squared and MAPE values corresponding to the best combination 












1 14 5 0.34 50.21 
2 91 1 0.42 51.5 
3 364 3 0.43 47.15 
4 1001 129 0.45 46.18 
5 2002 282 0.5 38.57 
6 3003 660 0.46 42.6 
7 3432 1014 0.41 44.12 
8 3003 1298 0.43 43.7 
9 2002 1046 0.41 49.66 
10 1001 636 0.44 42.6 
11 364 1 0.44 44.8 
12 91 1 0.42 47.1 
13 14 1 0.42 47.1 
14 1 1 0.41 48.35 
Total 16383    
 
In comparison to the regression model that is developed using percentage 
change in total EUI, the R2 value is slightly low. However, the input variables that are 
identified using the iterative method indicates that the 3 variables of GFA, percentage 
of air-conditioning energy consumption and average chiller plant efficiency are 
common for both the regression models. This shows the significance of these building 
variables in terms of their influence on predicting the energy saving potential. This 
analysis is extended to the study of change in non-air-conditioning EUI in the next 
section.   




Figure 5.8 Correlation between the measured and predicted values of %ΔACEUI for 
the final regression model developed. 
5.3.3 Analysis for change in non-air-conditioning EUI 
The change in non-air-conditioning EUI (%ΔNACEUI) provides the extent of 
energy savings with respect to the non-air-conditioning energy consumption. The non-
air-conditioning energy mainly comprises of the lighting, office equipment, AHU and 
miscellaneous services like lifts and escalators. Although it is noted that the saving in 
non-air-conditioning energy consumption is not as high as that observed for air-
conditioning EUI, this section entails development of regression models to predict the 
change in non-air-conditioning energy consumption. A similar methodology to select 
the best set of variables, as applied in the previous two sections is also applied here. 
The results for all possible iterations of the 14 variables are presented in  
Table 5.3. The results show that the best regression model is formed by taking 
4 variables. These are percentage of air-conditioning energy consumption, average 
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cooling load per day, average chiller plant efficiency and installed capacity of chillers. 
The R2 and MAPE value for the regression model for the testing dataset is 0.39 and 
36.58 respectively. This regression model when applied to the entire dataset provides 
an R2 of 0.41 (Figure 5.9). The increase in the R2 is due to the inclusion of the training 
dataset as well. It is to be noted that the regression model is tested on the test dataset 
before being applied to the entire dataset. In comparison to the regression models that 
are developed with change in total EUI and change in air-conditioning EUI, the one 
that is developed for change in non-air-conditioning EUI exhibits poor accuracy. This 
may be due to the lack of variables related to the non-air-conditioning energy 
consumption. In addition, the change is non-air-conditioning EUI is not to the extent of 
the other two indices. Therefore, the variation in the output variable for the regression 
model is not as much as the other two indices.  
Since the accuracy of the best regression models developed for change in air-
conditioning and non-air-conditioning EUI is not as high as the one developed for 
change in total EUI, a detailed analysis on the intercorrelation between the input 
variables is not performed. The development of prediction models for change in EUI 
using artificial neural networks is presented in the next section.    
Table 5.3 R-squared and MAPE values corresponding to the best combination 







R2 (for best 
combination) 
MAPE (for best 
combination) 
1 14 6 0.33 46.58 
2 91 27 0.37 41.2 
3 364 254 0.37 39.11 
4 1001 834 0.39 36.58 
5 2002 544 0.36 43.7 
                                Chapter 5 | Prediction Model for Energy Saving 
141 
 
6 3003 1110 0.35 44.82 
7 3432 1589 0.35 51.2 
8 3003 1279 0.34 46.24 
9 2002 1277 0.35 45.68 
10 1001 709 0.33 46.9 
11 364 4 0.31 47.8 
12 91 1 0.31 47.1 
13 14 1 0.31 47.1 
14 1 1 0.31 47.1 




Figure 5.9 Correlation between the measured and predicted values of %ΔNACEUI 
for the final regression model developed. 
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5.4 ANN prediction model  
This section discusses the development of prediction models using artificial 
neural networks (ANN). The aim here is to develop an accurate model that can predict 
the change in EUI of buildings based on pre-retrofit building variables. Since there are 
14 building variables as part of the data collected from 56 energy audit reports, the first 
part of the model development entails selection of appropriate input variables. The 
methodology to select the best set of input variables is described in detail in section 
3.7.1 and 5.2. The selection process involves the exploration of all possible 
combinations of the 14 variables. The process is summarized in Figure 5.10. 
 
Figure 5.10 Methodology to select variables to develop the ANN prediction model.  
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5.4.1 Analysis for change in total EUI 
The ANN prediction model that is being developed in this section aims to 
predict the percentage change in total EUI (%ΔEUI). The input variables are selected 
based on the iterative process as discussed previously. For each combination of the 14 
input variables, the model is developed 50 times, taking random sets of training and 
testing dataset in the ratio of 70:30 respectively (Figure 5.10). As an example, the 
analysis by taking 3 variables is presented here. By taking 3 variables (out of 14), the 
total number of possible combinations is 364. All the 364 combinations are evaluated 
and for each combination, 50 models are developed. The iterations are limited to 50 as 
the model development using ANN takes a considerable amount of time. The time taken 
to complete the above example with 3 variables is 20.4 hours. This involves developing 
364 X 50 ANN models for each combination of 3 out of 14 variables. The R2 and MAPE 
values are recorded for each model and the average of these values for the 50 iterations 
are taken as representative for the combination of variables being studied. It is to be 
noted that the R2 and MAPE values taken to select the best model are based on the 
results of the testing dataset. The training and testing results for the above example with 
3 variables are shown in Figure 5.11, Figure 5.12, Figure 5.13 and Figure 5.14. It is 
seen that the best results for the testing dataset are obtained for the combination number 
of 37. This combination corresponds to the variables which are GFA, percentage of air-
conditioning energy consumption and maximum cooling load per day. The R2 and 
MAPE values for the testing dataset for this combination are 0.60 and 23.93 
respectively. Similarly, the results for the analysis of other combinations (by taking 
2,4,5,6,…, and 14 variables) are presented in Table 5.4. It is observed that the best ANN 
model is developed by taking 4 variables. These are GFA, air-conditioning energy 
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consumption, operational hours and average chiller plant efficiency. The R2 and MAPE 
values for this model are 0.70 and 14.80 respectively. These values are for the testing 
dataset and ought to increase when the model is applied to the entire dataset of 56 
buildings (Figure 5.15). As seen in the figure, the accuracy of the model has increased 
(R2 = 0.74 and MAPE = 14.3 %) when the model is applied to the entire dataset.  
The intercorrelation between the four variables that have been selected to 
develop the model is presented in Figure 5.16. This correlation matrix show the poor 
correlation between the 4 variables except for the variables of GFA and air-conditioning 
energy consumption. This also supports the selection process as this implies that not all 
variables with similar trends have been selected. For example, GFA and average 
cooling load per day have a strong correlation coefficient. However, the selection 
process only takes GFA as one of the variables for model development. Although the 
GFA and air-conditioning energy consumption have a high correlation coefficient, the 
results show that these when taken with operation hours and average chiller plant 
efficiency exhibit the best results. The results of the ANN model are better than those 
of the regression model. This model can be used to predict the change in EUI values 
for the given set of 4 variables for the building to be retrofitted. The next two sections 
discuss the development of ANN prediction model for change in air-conditioning and 
non-air-conditioning EUI respectively.         





Figure 5.11 R-squared values for the training dataset with 3 variables for the ANN 
model. 
 
Figure 5.12 R-squared values for the testing dataset with 3 variables for the ANN 
model. 




Figure 5.13 MAPE values for the training dataset with 3 variables for the ANN 
model. 
 
Figure 5.14 MAPE values for the testing dataset with 3 variables for the ANN model. 
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Table 5.4 R-squared and MAPE values corresponding to the best combination 







R2 (for best 
combination) 
MAPE (for best 
combination) 
1 14 1 0.57 23.46 
2 91 5 0.61 21.54 
3 364 112 0.6 23.93 
4 1001 34 0.7 14.8 
5 2002 158 0.65 17.79 
6 3003 1983 0.63 19.14 
7 3432 675 0.63 20.22 
8 3003 804 0.6 22.4 
9 2002 768 0.61 21.82 
10 1001 106 0.58 23.88 
11 364 4 0.57 23.51 
12 91 5 0.52 24.8 
13 14 5 0.52 24.8 
14 1 1 0.52 24.8 
Total 16383    
 
Figure 5.15 Correlation between the measured and predicted values of %ΔEUI for 
the ANN model developed. 




Figure 5.16 Correlation matrix for the 5 variables that form the ANN model. 
5.4.2 Analysis for change in air-conditioning EUI 
In this section, the change in air-conditioning EUI (%ΔACEUI) is taken as the 
output of the ANN model. The variable selection method is again based on the iterative 
process involving the exploration of all possible combinations of the 14 variables. The 
overall results are tabulated in Table 5.5. It shows that the best model is formed by 
taking 4 variables. These are GFA, percentage of air-conditioning energy consumption, 
average chiller plant efficiency and installed capacity of chillers. The R2 and MAPE 
values for the testing dataset for this model are 0.63 and 32.93 respectively. Although, 
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the R2 value is comparable to the model for total change in EUI, the MAPE value is 
very high for this model. This model when applied to the entire dataset gives a R2 value 
of 0.68 and a MAPE value of 29.95 (Figure 5.17). Therefore, the model that is 
developed for predicting change in air-conditioning EUI is less accurate than the one 
developed to predict total change in EUI for the buildings. This may be due to the lack 
of building variables that are available to model the change in air-conditioning EUI for 
the buildings between pre- and post-retrofit conditions. These include detailed time 
series data on the operation of the building cooling loads and chiller plant efficiency 
etc., that will provide high resolution data for prediction. An example with time series 
prediction using energy consumption data is presented in the next chapter.      
Table 5.5 R-squared and MAPE values corresponding to the best combination 







R2 (for best 
combination) 
MAPE (for best 
combination) 
1 14 1 0.55 42.7 
2 91 51 0.57 38.28 
3 364 104 0.6 37.3 
4 1001 196 0.63 32.93 
5 2002 500 0.59 36.8 
6 3003 1110 0.54 43.11 
7 3432 1614 0.55 40.52 
8 3003 99 0.51 44.85 
9 2002 95 0.53 39.69 
10 1001 108 0.5 42.6 
11 364 1 0.5 42.8 
12 91 1 0.5 42.6 
13 14 1 0.5 42.6 
14 1 1 0.5 42.6 
Total 16383    




Figure 5.17 Correlation between the measured and predicted values of %ΔACEUI for 
the ANN model developed. 
5.4.3 Analysis for change in non-air-conditioning EUI 
As seen in Table 5.6, the best model to predict change in non-air-conditioning 
EUI is obtained by taking 3 variables. These are the non-air-conditioning energy 
consumption, percentage of air-conditioning energy consumption and operational hours 
of the building. The results for all combinations are presented in Table 5.6. The 
accuracy of the model for the testing dataset is 0.42 and when applied to the entire 
dataset exhibits an accuracy of 0.46 (Figure 5.18). The accuracy is low as compared to 
the prediction models that are developed in the previous two sections for predicting 
change in total EUI and change in air-conditioning EUI respectively. This shows that 
the model to predict change in non-air-conditioning EUI is not accurate enough to be 
used for separately predicting this index.    
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Table 5.6 R-squared and MAPE values corresponding to the best combination 







R2 (for best 
combination) 
MAPE (for best 
combination) 
1 14 5 0.34 51.22 
2 91 47 0.36 48.5 
3 364 155 0.42 44.3 
4 1001 77 0.4 46.82 
5 2002 273 0.38 50.6 
6 3003 2304 0.35 52.39 
7 3432 1045 0.33 52.15 
8 3003 266 0.36 50.57 
9 2002 1036 0.33 55.6 
10 1001 508 0.3 55.9 
11 364 5 0.31 52.5 
12 91 5 0.31 52.5 
13 14 5 0.31 52.5 
14 1 1 0.31 52.5 
Total 16383    
 
 
Figure 5.18 Correlation between the measured and predicted values of %ΔNACEUI 
for the ANN model developed. 
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5.5 Comparison of the models 
This chapter discussed on the development of prediction models to predict the 
change in EUI for pre- and post-retrofit conditions. The models are developed using 
regression analysis and ANN. The ANN model is based on a non-linear modelling 
technique, consisting of several hidden neurons in the hidden layer. The number of 
neurons in the hidden layer are fixed to 4 for this study. This was fixed based on a 
sensitivity analysis involving 2 to 8 neurons. The models are developed for the three 
indices of change in total EUI, change in air-conditioning EUI and change in non-air-
conditioning EUI. The results show that of the six best models using two modeling 
techniques on three indices, the most accurate model is the one developed using ANN 
on change in total EUI (Table 5.7). The R2 and MAPE values on testing dataset for this 
model are 0.70 and 14.80% respectively. In other words, this model can predict the 
expected change in EUI for a building to be retrofitted with an accuracy of 14.80%. The 
models for other two indices exhibit poor accuracy.       
Table 5.7 Table showing the R2 and MAPE values of the six models developed for the 
3 indices using 2 modelling techniques. 
Index 
Regression model ANN model 
R2 MAPE R2 MAPE 
%ΔEUI 0.51 19.11 0.7 14.8 
%ΔACEUI 0.5 38.57 0.63 32.93 
%ΔNACEUI 0.39 36.58 0.42 44.3 
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CHAPTER 6: TIME SERIES ENERGY FORECASTING  
6.1 Introduction 
In the realm of developing an automated energy audit protocol, the forecasting 
model is effective in monitoring the hourly and daily energy consumption profile. It 
can also be used to provide a baseline for evaluating the effectiveness of retrofitting 
measures. The forecasting model can be used in unison with simulation tools to assess 
various retrofitting strategies by forecasting and comparing the energy consumption 
associated with such strategies. The data obtained from the ESCOs that form the 
database for this study is devoid of any time series energy data. This is due to the 
sensitivity of sharing such data and unavailability and lack of sensors that monitor real 
time performance of buildings. Therefore, for this part of the development, energy 
consumption data for three institutional buildings is taken to build the forecasting 
model. The energy data for these three buildings in a university campus in Singapore is 
collected over a period ranging from one to two years. The details of these three 
buildings is described in chapter 3, section 3.7.2. In the later sections of this chapter, a 
Support Vector Machine energy forecasting model is also developed with a view to 
compare its forecasting capabilities with ANN.  
6.2 Comparing air-conditioning and non-air-conditioning loads 
A simple correlation study between the two kinds of load is performed to 
understand the relationship between air conditioning load and non-air conditioning 
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load. This is done with a view to assess whether these loads be treated together or 
separately in the forecasting model. The non-air conditioning load mostly comprises of 
lighting and plug load in this case. The correlations are presented in Figure 6.1. It is to 
be noted that the load values for building C (in blue) have been reduced by a factor of 
4 to accommodate these values in the same chart. This enables easier visual comparison 
without changing the R2 and the slope of the correlation line. The chart shows that for 
building C, there is a good correlation between the two loads. On the other hand, the 
correlation is poor for buildings A and B. This indicates that for building C, there is 
good coordination between the operation of HVAC and the lighting and plug load 
systems. Also, this building has large classrooms which operate in fixed schedules. 
These places are either full or empty with lights off and the HVAC thermostat 
temperature set to a high value when not in operation. However, for the other two 
buildings, which mostly consist of offices and laboratories, the non-air-conditioning 
load seem to be higher as compared to the HVAC loads. In addition, there is no good 
correlation between the two types of loads, indicating that they operate independent of 
each other. In the context of energy efficient building operation, this is undesirable. 
This shows that either the occupants do not have much influence on the energy systems 
or they are not managed efficiently. It can also be noted that contrary to the HVAC load 
which has high variation, lighting loads have a small range within which they operate. 
This highlights the way these lighting systems are designed and used by occupants. 
These buildings do not contain personalized or task lighting. In the absence of that, it 
is a noted practice to turn on all the lights even when the occupancy level is not the 
maximum.  
This preliminary investigation is conducted with a view to form the basis for 
the next phase of analysis which deals with forecasting energy consumption. It also 
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provides a general understanding on the extent of energy usage and its variation through 
the year for the three buildings. Another objective is to determine the factors that 
determine energy consumption. These may then be used as inputs for the forecasting 
model which is discussed in this next chapter. Initially, the climatic variables are 
correlated with energy consumption and it is found that none of the climatic variables 
have a good correlation with energy usage. This suggests that the energy usage pattern 
is highly specific to the building and may entirely depend on the building operating 
schedules. It also indicates that for buildings with internally governed energy usage 
patterns, it is more viable to focus on its historic energy usage data. Rather than going 
for climatic factors, it is more feasible to assess day-to-day and week-to-week variation. 
Once such a daily, weekly, and monthly pattern is established, it is then possible to 
model the energy use pattern and check for its prediction accuracy. This study uses 
ANN for modelling and developing the energy forecasting model. The details of the 
fundamental ANN architecture and its advantages are discussed in sections 2.6 and 
3.7.2. 




Figure 6.1 Correlation of air-conditioning and non-air-conditioning loads for the 3 
buildings. To accommodate the points for building C, the load values are reduced by 
a factor of 4. This is done to visualize easy comparison with the other two buildings. 
6.3 Fixing the input variables 
As observed in the previous section, the climatic variables have a poor influence 
on energy consumption of the three buildings under study. Apart from climatic 
variables, occupancy number is also considered an important factor concerning energy 
usage in buildings [114][115]. However, the occupancy data for these three buildings 
is not currently available. The cluster of these three buildings has many openings for 
occupants to enter and exit, and is also used as a transit to reach other buildings in the 
campus. This makes it very difficult to keep a count of the number of occupants present. 
Combined with this, the presence of open study areas also invites students and visitors 
to use this facility from the fringes. All such factors make it difficult to measure an 
exact occupancy count. For these reasons, the focus is given to investigate on the 
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internal energy consumption pattern based on the past energy data collected. Each 
building is assessed individually for its internal energy consumption patterns.  
As the first step, the energy data of air conditioning load for building B is 
analyzed in detail. The average daily cooling energy consumption for this building is 
1885.56 kWh with a standard deviation of 1153.97 kWh. Another consideration made 
here is that the scale of data analyzed is on the yearly level. For this, the total cooling 
energy consumption for each day is taken as an assessment element. Therefore, every 
day represents one value of total energy consumption. Moreover, the weekend energy 
data is excluded from this analysis as the building is officially closed during these times. 
Excluding the weekend and public holidays, there are about 250 data points (one for 
each day) and each value corresponds to the total cooling energy consumption value 
for that day.  As a typical feedforward ANN, the network used in this study consists of 
an input layer, a hidden layer and an output layer. The number of inputs corresponds to 
the number of neurons in the input layer. In the same way, the output corresponds to 
the neuron in the output layer. The number of neurons in the hidden layer is determined 
by certain rules that are not fixed and differ from case to case. One such rule is to fix 
the number of hidden neurons as an average between the input and output neurons. In 
other cases, trial and error methods are used to fix the number of hidden neurons. In 
this study, the trial and error method is adopted to perform a sensitivity analysis to 
determine the number of neurons in the hidden layer. It is seen that the number of 
neurons in the hidden layer when fixed to twenty generates accurate results without 
consuming much time. With a view to automate the prediction process as part of the 
next phase in this project, the number of hidden neurons is fixed at 20 to accelerate the 
computing time. This basic ANN architecture is shown in Figure 6.2.  




Figure 6.2 The ANN used for this study with 20 neurons in hidden layer. 
 
The number of inputs used to develop the ANN forecasting model is fixed based 
on the intend to make the model recursive. For this, the output element is fed back as 
an input and the successive predicted output is generated. The details of this method 
are discussed in the next section. The results for the variation of R2 values for next day 
prediction of energy consumption is shown in Figure 6.3. It shows that the best results 
are obtained by fixing the number of inputs to three and five. However, it is observed 
that in order to make the model recursive, the model with five inputs performs the best 





















Hidden layer  

















Figure 6.3 Variation in prediction R2 values with change in number of inputs. 
6.4 ANN model development 
  ANN structures consist of layers which contain individual units called the 
neurons. Each input in the input layer corresponds to one neuron and that in the output 
layer is usually the number outputs to be predicted. The number of neurons in the hidden 
layer is usually determined after performing some trials. Many studies use this hit and 
trial method to easily determine the number of hidden neurons [116]. The three different 
layers are connected to each other through adaptable synaptic weights. The first step in 
a neural network analysis is the training step which involves modification of the 
synaptic weights until the predicted output is close to the measured actual output. Once 
the training is complete, there is a defined set of relationship between the neurons across 
various layers. This relationship can be used for predicting newer outputs. For simple 
representation, an ANN with four input neurons and three hidden neurons is represented 
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as 4-3. This 4-3 architecture is used as the basic structure for energy prediction in the 
previous section. By altering the architecture to configurations such as 4-2-2 and 5-3-
2, we get better output results. It is to be noted that in these cases there are two hidden 
layers. The comparison between four ANN configurations are shown in Figure 6.4. It 
shows that an ANN configuration with 5-4-3-2 layered architecture has the best 
forecasting R2 value for the dataset. It is to be noted that this model takes energy data 
from five previous days as inputs to forecast the next day.  
 
Figure 6.4 Comparison of prediction accuracies with different ANN configurations. 
6.4.1 Energy classes for energy consumption 
As seen by the annual distribution of energy consumption for the three 
buildings, it is very difficult to develop a forecasting model based on the crisp energy 
consumption values. This is because the time series distribution of diurnal cooling 
energy consumption is highly variable and the model takes into account the previous 
consumption patterns. A box-and-whisker plot study for the twelve months shows the 
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extent of this high variation (Figure 6.5). For each month, the large spacing between 
the boxes shows high degree of dispersion and skewness in the data set. Such a 
distribution may be regarded close to a random distribution. ANN being good in 
nonlinear modelling is able to generate a fairly accurate model based on crisp energy 
consumption values. The weights generated between the neurons of different layers are 
very rigid. Such a model is highly specific to the training data set and performs poorly 
for the testing data set. Therefore, is it very difficult to generalize such a model to new 
or test data sets. This problem exists because the criterion to train the model is not the 
same as the criterion to judge the efficacy of the model. Hence, the model begins to 
‘memorize the training data rather than ‘learning’ from it. Figure 6.6 shows the low R2 
between the predicted and measured crisp energy consumption values for the testing 
data set for one year data of building B. A detailed study on the variation of diurnal 
energy consumption levels is presented in the next section. 
To overcome this problem of high variation, the level of information in the 
energy consumption values is reduced to certain defined classes. In all, the data is 
equally divided into five classes and later distributed as twenty-five class numbers. The 
two-year energy consumption data for building B is considered and the first twenty 
percentile data in ascending order is regarded as Class 1. These are assigned as ‘very 
low’ energy consumption levels. Similarly, the values in the next twenty percentiles are 
assigned as ‘low’ energy consumption levels and so on. Following this, the class values 
are distributed as class numbers corresponding to the day of the week. This is done to 
differentiate between different days in the week and avoid overlaps between energy 
class levels of one day and another. 




Figure 6.5 Box-and-Whisker plot of annual energy consumption data for building B. 
 
Table 6.1 Division of data into 5 classes. 
Class  Significance Class range (kWh) Range width (kWh) 
1  Very Low <2392.6 - 
2 Low  2392.6 – 2533.3 140.7 
3 Medium  2533.3 – 2688.2 154.8 
4 High 2688.2 – 2885.2 197 
5 Very high >2885.2 - 
 




Figure 6.6 Results of predicted output with five previous days’ measured energy 
consumption value as inputs. 
The division of data into classes and class numbers is shown in Table 6.1 and 
Table 6.2. For example, class number ‘1’ implies Mondays with low energy 
consumption, whereas, class number ‘18’ implies Thursdays with average energy 
consumption. The class division would enable better understanding of the energy use 
sequence and also take contain the high variation to a reduced level. In terms of building 
management, the predicted class numbers are much simpler to comprehend and 
understand. From the view point of facility managers, these aids in distinct visualization 
of the energy consumption ranges that a building is expected to operate within. This 
leads to easier formulation of energy management strategies. On the other hand, such a 
class division would also support control systems in programming for future energy 
consumption scenarios. From the programming viewpoint, class or cluster numbers 
corresponding to certain ranges are very effective. This also makes the computing faster 
by operating in defined bands or ranges. Once the class numbers are assigned, they form 
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the input variables for the ANN model. The model is designed to take five days’ energy 
class data as inputs and predict the energy class value for the next day. 
Table 6.2 Assigning class numbers for each day of week. 
Energy class  1 2 3 4 5 
Class 
numbers 
Monday 1 2 3 4 5 
Tuesday 6 7 8 9 10 
Wednesday 11 12 13 14 15 
Thursday 16 17 18 19 20 
Friday 21 22 23 24 25 
6.4.2 Sensitivity analysis for number of classes 
Although there are five classes into which the daily energy consumption is 
divided, there are twenty-five class numbers considering the weekdays from Monday 
to Friday. The number of class divisions also determines the range width of energy 
consumption levels for that class. For example, dividing the data equally into twenty 
classes produces the class range as given in Table 6.3. The lower the class number, the 
higher is the class range. This technique of dividing the energy data into class numbers 
can be extended to obtain predictions close to the crisp values. This can be done by 
increasing the class numbers. More on the results obtained by increasing the class 
divisions is presented in the following sections. 
As the first step is pattern analysis, a sequence study is performed. For this, the 
energy consumption value at each day is analyzed with respect to the energy 
consumption value of the day that follows. The number of similar class numbers that 
follow a particular day are counted and represented through a matrix. Table 6.4 shows 
that matrix with the ‘i+1’th day on the X-axis and the ‘i’th day on the Y-axis. Therefore, 
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the bottom row of this matrix implies the class numbers that usually follow a Monday 
with low energy consumption. As evident, the bottom row only takes values in columns 
six to ten which correspond to the energy classes for Tuesday. The number in the box 
shows the frequency count. This matrix gives an understanding of the relationship 
between an energy class followed by another. For example, with this matrix it is 
possible to determine the number of times a low energy Wednesday is followed by very 
low, low, average, high or very high energy consumption Thursdays. After establishing 
these counts, the class numbers are fed into the ANN with the objective to predict the 
subsequent day’s energy consumption class number with energy consumption class 
number for previous five days as inputs. 
Table 6.3 Class ranges corresponding to the division into twenty classes. 
Class Class range (kWh) Range width (kWh) 
1 <1977.5 - 
2 1997.5 – 2097 119.6 
3 2097.1 – 2192.1 95.0 
4 2192.1 – 2251.9 59.8 
5 2251.9 – 2339.9 88.0 
6 2339.9 – 2392.6 52.8 
7 2392.6 – 2438.4 45.7 
8 2438.4 – 2508.8 70.4 
9 2508.8 – 2582.7 73.9 
10 2582.7 – 2635.4 52.8 
11 2635.4 – 2688.2 52.8 
12 2688.2 – 2765.6 77.4 
13 2765.6 – 2853.6 88.0 
14 2853.6 – 2906.4 52.8 
15 2906.4 – 2976.7 70.4 
16 2976.7 – 3033.0 56.3 
17 3033.0 – 3110.4 77.4 
18 3110.4 – 3205.4 95.0 
19 3205.4 – 3304.0 98.5 
20 >3304 - 
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6.5 ANN forecasting model results 
The results of the ANN model show that there is no much change in the 
prediction accuracy by changing the number of classes. For a class division of twenty, 
the R2 value for predicting next day energy consumption is 0.9712 (Figure 6.7), 
compared to the R2 value of 0.9745 which was obtained for a class division of five. 
This indicates that the class division can be increased, thereby compressing the class 
range and taking the prediction values close to the crisp values. This is beneficial for 
making predictions that are desired to be close to crisp values of energy consumption. 
Such prediction may be beneficial while predicting more sensitive values like ambient 
air temperature etc. However, when dealing with building energy consumption data on 
the diurnal level, it may be difficult to predict the precise value of energy consumption 
because of the high variability in the energy data. The class division therefore 
compresses the data and provides a class or range of energy consumption values that 
are desired for the predicted day. From the point of view of the facility manager, such 
an energy consumption range is simpler to deal with as compared to crisp values.  
Figure 6.8 shows the variation in prediction R2 values with change in class divisions. 
This is tested on one year energy consumption data (air conditioning data) for building 
B. It shows that the range of variation of prediction accuracy (R2 values) is between 
0.96 and 0.98. It is to be noted that the ANN model used remains the same in all cases. 
The numbers of input, hidden and output neurons remain the same. In addition, the 
Levenberg-Marquardt training algorithm is also the same in all cases. The consistency 
in the prediction accuracies is because there is no change in the ANN architecture when 
the data class divisions are changed. It is to be noted that only the range of input values 
differ and not the number of inputs. For example, in case of 5 class divisions, the range 
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of inputs is from 1 to 25 (class numbers), whereas in case of 20 class divisions, the 
range of inputs is from 1 to 100. The change in range of inputs does not affect the ANN 
architecture and ANN is able to train itself in the same way with different input ranges. 
This also shows that the functioning of ANN with class divisions as inputs is highly 
efficient as there is no much impact by changing the classes.      
 
Figure 6.7 Prediction results with 20 class divisions. 
 
Figure 6.8 Variation in prediction R2 values with change in class divisions. 
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6.5.1 Length of predictions 
In this section, the model is tested in its ability to take the predicted output as 
input and make further predictions. Figure 6.9 shows the graphical representation for 
this. To perform such an analysis, the ANN model is first trained using five inputs. The 
data used is the two-year air conditioning energy consumption data for building A. It is 
divided in the ratio of 3:2 for the purpose of training and testing respectively. Once the 
model is trained and tested, it is deemed ready to make further predictions. The 
predicted energy consumption for the sixth day is then taken as an input along with the 
previous four consecutive days. This makes the number of inputs to the model as five 
again, with four measured and one predicted energy consumption values. This is termed 
as case 1. The same method is applied further to generate subsequent cases. The result 
of such a cyclic prediction is presented in Figure 6.10. The results show that the ANN 
model is able to predict with good accuracy for the next 22 cases. This is equivalent to 
predicting next 20 days of energy consumption by just using the first five days 
measured values as inputs. The R2 values gradually decrease and reach a point of 
stability after case 22. The same method is applied on the energy consumption data for 
building C and the results obtained are similar to the results of building A. Figure 6.11 
shows the decrease in R2 values for building C as the prediction cases are increased.  
It is to be noted that although the training and testing dataset are separated, they 
arise from the same macro set. That is, the conditions under which the buildings operate 
aren’t necessarily different with respect to the data contained in these two sets. This is 
a limitation to this study and can be solved by gathering more data that covers all 
operational aspects. The definition of a complete dataset to build a model is a topic of 
debate.  




Figure 6.9 Graphical representation of the input configuration for ANN model to be 
tested for lengths of prediction. 
 
Figure 6.10 R2 values for subsequent prediction cases to test the recursive ANN model 
for building A. 




Figure 6.11 R2 values for subsequent prediction cases to test the recursive ANN model 
for building C. 
 
6.6 Energy forecasting using Support Vector Machines 
6.6.1 SVM modelling 
Support vector machines (SVM) method is put forward by Vapnik [117]. SVMs 
essentially consist of two components namely – kernel and optimizer algorithm. Kernel 
divides non-linear data into high-dimensional space and makes the data linearly 
separable. The learning takes place in the feature space, and the data points only appear 
inside dot products with other points. The second component of SVM namely, the 
optimizer algorithm is applied to solve the optimization problem. Since SVM is based 
on the structural risk minimization (SRM) inductive principle, it seeks to minimize an 
upper bound of the generalization error consisting of the sum of the training error and 
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a confidence level. This makes SVM superior to commonly used empirical risk 
minimization (ERM) principle, which only minimizes the training error. Based on such 
induction principle, SVM usually achieves higher generalization performance than 
other machine learning techniques. Vapnik proposed the concept of Support Vector 
Regression (SVR) to solve function fitting problems, which is called the epsilon-SVR 
(eps-SVR). Suppose that a data set G = {(xi, di)}, i = 1 … N, xi ∈ R
n is an n dimension 
input vector, di ∈ R
1 is the corresponding target output, ‘N’ expresses the total number 
of pattern records. The linear regression estimating function can be expressed as in 
Equation 6.1 .  
y = f(x) = wψ(x) + b 
Equation 6.1 
 
In which, ψ(x) is a non-linear mapping from the input space to a high 
dimensional feature space. ‘w’ is a weight vector and ‘b’ is a threshold value, which 
can be estimated by minimizing the regularized risk function as in Equation 6.2 and 
Equation 6.3. 







𝐿𝜀(𝑑, 𝑦) = {
0                      |𝑑 − 𝑦| ≤ 𝜀
|𝑑 − 𝑦| − 𝜀    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  
 
Equation 6.3 
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‖𝑊‖2/2 measures the smoothness of the function, and the function 𝐿𝜀(𝑑, 𝑦) is 
called 𝜀-insensitive loss function. ‘C’ specifies the trade-off between the empirical risk 
and the model smoothness. ‘𝜀’ expresses the Vapnik’s linear loss function zone to 
measure empirical error. When two slack variables ‘ζ’ and ‘ζ∗’ are introduced to 
represent the distance from actual values to the corresponding boundary values of 𝜀-
tube, Equation 6.2 can be transformed to Equation 6.4 as: 
R(𝑤, ζ, ζ∗) =
1
2






      subject to {
𝑑𝑖 − 𝑤 ∙ 𝜓(𝑥𝑖) − 𝑏𝑖 ≤ 𝜀 + ζ𝑖,    𝑖 = 1,2, … , 𝑁 
𝑤 ∙ 𝜓(𝑥𝑖) + 𝑏𝑖 − 𝑑𝑖 ≤ 𝜀 + ζ𝑖
∗,   𝑖 = 1,2, … , 𝑁 
ζ𝑖, ζ𝑖
∗ ≥ 0,    𝑖 = 1,2, … , 𝑁                                  
  
Scholkopf et al. [118] proposed an improved SVR model, known as nu-SVR 
which uses a parameter ‘ν’ to control the number of support vectors and training errors. 
The range of ‘ν’ is from 0 to 1. After replacing ‘𝜀’ by ‘ν’, equation 4 is transformed as 














 subject to {
𝑑𝑖 − 𝑤 ∙ 𝜓(𝑥𝑖) − 𝑏𝑖 ≤ 𝜀 + ζ𝑖,    𝑖 = 1,2, … , 𝑁 
𝑤 ∙ 𝜓(𝑥𝑖) + 𝑏𝑖 − 𝑑𝑖 ≤ 𝜀 + ζ𝑖
∗,   𝑖 = 1,2, … , 𝑁 
ζ𝑖, ζ𝑖
∗ ≥ 0,    𝑖 = 1,2, … , 𝑁                                  
    
  This constrained optimization problem can be solved by the primal 
Lagrangian form and the Karush-Kuhn-Tucker conditions. These conditions can be 
obtained as shown in Equation 6.6.  




















 subject to ∑ (β𝑖 − β𝑖
∗) = 0𝑁𝑖=1 ,                                    
  ∑ (β𝑖 − β𝑖
∗) ≤ 𝐶. ν𝑁𝑖=1 ,  
0 ≤ β𝑖 ≤
𝐶
𝑙




, 𝑖 = 1,2, … , 𝑁  
Here, β𝑖β𝑖
∗=0 and an optimal desired weight vector of the regression hyperplane 
is as shown in Equation 6.7. 






 The final regression function is as shown in Equation 6.8. 




K(x, x𝑖) + 𝑏 
Equation 6.8 
where 𝐾(x𝑖 , x𝑗) is the inner product of two vectors in the feature space 𝜓(𝑥𝑖) 
and 𝜓(𝑥𝑗). 𝐾(x𝑖 , x𝑗) =  𝜓(𝑥𝑖)𝜓(𝑥𝑗) is called the kernel function which needs to meet 
Mercer’s condition [119]. The most commonly used kernel function is the Gaussian 
RBF kernel function (Equation 6.9).  
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which is also employed in this study. ‘σ’ is a free parameter. Equivalently the 
function can be written as shown in Equation 6.10.  




Therefore, parameters cost (C), gamma (γ), nu (ν) should be determined for nu-
SVR model while cost (C), gamma (γ), epsilon (ԑ) are to be determined for eps-SVR 
model. The values of these parameters are very important to the performance of SVR 
models. ‘C’ controls the empirical risk degree of the SVR model, ‘ν’ controls the width 
of the fraction of errors, ‘γ’ controls the Gaussian function width of the kernel function 
and ‘ε’ controls the width of the ԑ-insensitive zone. Most of the researchers select these 
parameters according to their experience. This may not be sufficient in all cases and 
may lead to model errors.  Therefore, one of the objectives of this study is to efficiently 
automate the method to determine the appropriate parameters in the SVR model. For 
this purpose, differential evolution (DE) is used which is a Stochastic Direct Search and 
Global Optimization algorithm. It was proposed by Storn and Price [120][121][122] to 
solve the Chebychev Polynomial fitting problem at first, and later it became a popular 
optimization method which is widely used to minimize nonlinear and non-differentiable 
continuous space functions with real-valued parameters. The next section briefly 
describes the next section on Differential Evolution (DE) algorithm. 
6.6.2 Differential evolution algorithm 
The Differential Evolution (DE) algorithm utilizes randomly sampled pairs of 
object vectors to guide the mutation operation instead of relying on probability 
distribution functions as in the case with other Evolutionary Algorithms (EAs). The 
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distribution of the differences between randomly sampled object vectors is determined 
by the distribution of these object vectors. The distribution of the object vectors is 
mainly determined by the corresponding objective function’s topography, and so the 
biases where DE tries to optimize the problem match those of the function to be 
optimized. This enables DE to function robustly and more as a generic global optimizer 
than other EAs [123].   
DE is a population-based algorithm, which contains mutation, crossover and 
selection steps through repeated generations till the termination criteria is achieved. DE 
commences the search process by randomly generating NP number of D-dimensional 
parameter vectors Xi,g (where ‘i’ = 1,2,…, NP and ‘g’ represents the current generation). 
In DE algorithm, ‘NP’ does not change during the optimization process [124]. 
Moreover, the initial population (at ‘g’ = 0) is generated randomly to cover the entire 
search space. After this initialization, the algorithm evolves the through three operators: 
selection, crossover and mutation.  
A vector in the current population (or parent) is called a target vector. For each 
target vector, a mutant vector is produced as in Equation 6.11. 
Vi,g+1 = Xr1,g + F(Xr2,g − Xr3,g) 
Equation 6.11 
Here ‘r1’, ‘r2’, and ‘r3’ are three random indexes lying between 1 and NP. These 
three randomly chosen integers are also selected to be different from the index ‘I’ of 
the target vector. ‘F’ denotes the mutation scale factor, which controls the amplification 
of the differential variation between Xr2,g and Xr3g. Vi,g+1 represents the newly created 
mutant vector. 
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The purpose of the crossover stage is to diversify the current population by 
exchanging components of the target and the mutant vector. In this stage, a new vector 
is created, known as the trial vector. The trial vector is also called the offspring. The 
trial vector can be formed as in Equation 6.12. 
Uj,i,g+1 = {
Vj,i,g+1, if randj ≤ Cr or j = rnb(i)
Xj,i,g, if randj > Cr and j ≠ rnb(i)  
  
Equation 6.12 
Where Uj,I,g+1 is the trial vector and ‘j’ denotes the index of the element for any 
vector. ‘randj’is a uniform random number lying between 0 and 1. ‘Cr’ is the crossover 
probability, which is needed to be determined by the user. ‘rnb(i)’ is a randomly chosen 
index of {1, 2, ... , NP} which guarantees that at least one parameter from the mutant 
vector (Vj,i,g+1) is copied to the trial vector (Uj,I,g+1). In this stage, the trial vector is 
compared to the target vector. If the trial vector can yield a lower objective function 
value than its parent, then the trial vector replaces the position of the target vector. The 
selection operator is expressed as in Equation 6.13.  
Xi,g+1 = {
Ui,g, if f(Ui,g) ≤ f(Xi,g)
Xi,g, if f(Ui,g) > f(Xi,g)  
 
Equation 6.13 
The steps involved in the DE algorithm can be depicted as in Figure 6.12.  




Figure 6.12 Steps involved in the DE algorithm. 
6.7 SVM forecasting methodology 
The dataset used for SVM modelling is similar to the one used for the ANN 
model. The daily air conditioning energy consumption for each building is computed 
by adding the thirty minutes interval data for each day from 7:00 am to 9:00 pm. The 
advantage of studying annual variation is that it shows the range as well as the deviation 
in consumption for an entire year. It also throws light on seasonality effect, if any, on 
the energy usage pattern. For a university campus, the energy consumption is usually 
higher during the instructional period as compared to the vacation period. The summer 
vacation period for the university is from the beginning of May to the end of July and 
that for winter is from end of November to mid-January. As this study proposes the 
development of a single hybrid model that can forecast both half-hourly and daily 
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energy consumption, both the datasets have been prepared for the analysis. For half-
hourly analysis, there are a total of 480 values corresponding to a time period between 
02-June-2012 00:00 to 11-June-2012 23:30. For training the model, the first 384 
number of data points are taken and the remaining 96 number of points are taken to test 
the model. For daily analysis, there are a total of 261 values corresponding to one full 
year (2013) of air conditioning energy consumption data. For training the model, 209 
number of data points are taken and the remaining 52 number of points are taken to test 
the model.   
In the proposed model, eps-SVR and nu-SVR are utilized to model the hidden 
function that determines the input/output mapping. In order to achieve satisfying model 
performance, a good setting of parameters ‘C’, ‘γ’, ‘ԑ’ for eps-SVR and ‘ν’ for nu-SVR 
needs to be determined. The parameter ‘C’ determines penalties to estimation errors 
and ‘γ’ is the width of the radial basis function (RBF) kernel function. Their choice has 
an important influence on the forecasting performance of the SVR. For eps-SVR, 
parameter ‘ε’ controls the width of the ԑ-insensitive zone. The value of ‘ε’ can affect 
the number of support vectors used to construct the regression function, while 
parameter ‘ν’ of nu-SVR indicates a lower bound on the number of support vectors to 
be used, given as a fraction of total calibration samples, and an upper bound on the 
fraction of training samples which are errors. In the proposed model, DE algorithm is 
used for automatically identifying the parameters of for both the SVRs as well as their 
individual weights. Thus, the whole learning process is carried out automatically 
without any human effort in parameter setting. The overall process of the SVR 
parameters optimization by the DE algorithm can be summarized in the following 8 
steps and is presented in Figure 6.13. 
                                Chapter 6 | Time Series Energy Forecasting 
181 
 
1. The parameters of the SVR model, cost (C), gamma (γ), epsilon (ε), nu (ν) 
and weights of real value type are coded to generate the chromosome randomly.  
2. Ranges and constraints of each parameter are specified, a population of 
chromosome composed of the parameters is given randomly. 
3. The SVR model is trained using the parameters generated randomly as in step 
2. In the following generations, tuning parameters are adjusted and generated using the 
DE algorithm search engine.  
4. At each generation, DE carries out the mutation, crossover, and selection 
processes. During the evolutionary progress, the optimization algorithm explores 
possible combinations of parameters. In DE, a vector that represents a possible solution 
for the searched parameters consists of four parts, parameters of eps-SVR, parameters 
of nu-SVR and their weights. The vector which has better fitness value survives to the 
next generation. 
5. The time series cross validation technique is then employed to evaluate the 
fitness and avoid overfitting. The mean absolute percentage error function (MAPE) is 












 Here ‘A(i)’ is the observed value and ‘F(i)’ is the forecasted value. 
6. The optimization process is terminated when the stopping criterion is met. 
Prior to this point, the evolutionary progress will execute to the next generation. The 
termination criterion employed in this study is that either it reaches the maximum 
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iteration number or the algorithm is unable to reduce the fitness value based on relative 
convergence tolerance. 
7. The same procedures from step 3 to 5 are repeated until the termination 
criteria are satisfied. 
8. Finally, the optimal parameters identified by DE are obtained and applied to 
the proposed model. The proposed model is the resultant of combinations of weights as 
in Equation 6.15. 
Proposed model = (weight of eps-SVR) x (predicted value of eps-SVR) + (weight of 
nu-SVR) x (predicted value of nu-SVR) 
Equation 6.15 
 
Figure 6.13 Framework of the proposed model using eps-SVR and nu-SVR with DE as 
the optimization technique. 
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In order to evaluate the performance of the proposed model, it is compared with 
a single SVM optimized with other evolutionary algorithms. For this, DE, Genetic 
Algorithm (GA) and Particle Swarm Optimization (PSO) have been considered. 
Genetic Algorithm (GA) is an adaptive heuristic search algorithm based on the 
evolutionary ideas of natural selection and genetics. They represent an intelligent 
exploitation method for a random search used to solve optimization problems. For an 
optimization problem, best solution in a given search space is needed to be determined. 
The idea behind the principle of GA is inspired by Darwin’s theory of evolution 
(survival of the fittest). Here, each generation consists of a population of character 
strings that are analogous to the chromosome that we see in our DNA. The best fit 
individuals are more likely to be selected and subsequently passed on to the next 
generation. This approach is encouraged by a hope that the new population will be 
better than the old one. These procedures are carried out repeatedly until the pre-
determined stopping condition is met. Similar to its counterpart in biology, this process 
requires genetic operators such as recombination, crossover, and mutation [125].  
Particle swarm optimization (PSO) is a population based stochastic 
optimization technique developed by Eberhart and Kennedy  in 1995 [126], inspired by 
the social behavior of bird flocking or fish schooling. PSO shares many similarities 
with evolutionary computation techniques such as GA. The system is initialized with a 
population of random solutions and searches for optima by updating generations. 
However, unlike GA, PSO has no evolution operators such as crossover and mutation. 
In PSO, the potential solutions, called particles, fly through the problem space by 
following the current optimum particles. PSO is initialized with a group of random 
particles (solutions) and then searches for optima by updating generations. More details 
on the PSO technique can be obtained from the PSO bibliography [127]. 
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6.8 Results of the SVM model 
Two datasets are used in this study to develop a forecasting model that can 
forecast both daily and half-hourly energy consumption data. The daily energy 
consumption dataset consists of weekdays (Monday to Friday) from 1-Jan-13 to 31-
Dec-13. There are totally 261 data points in the dataset, among which the first 209 
points (1-Jan-13 to 18-Oct-13, 80% of total) are used as training set, while the rest (from 
21-Oct-13 to 31-Oct-13, 20% of total) is used as testing set. Another dataset contains 
half-hourly consumption data from 02-June-2012 00:00 to 11-June-2012 23:30, there 
are totally 480 data points, among which the first 384 points from 02-June-2012 00:00 
to 09-June-2012 23:30 (80% of total) are used as training set, while the rest 96 data 
points (20% of total) from 10-June-2012 00:00 to 11-June-2012 23:30 is used as testing 
set. Both eps-SVR and nu-SVR models consider only the time variable and its lagged 
values as their input. 
The two datasets are constructed in ‘.csv’ format in two separate files. They are 
then fed to the SVM package in R programing language. The SVM package used in 
this study is the ‘e1071’ version 1.6-7.  Each dataset is utilized to train the model 
separately without changing the model structure. The training dataset is used to build 
the model by mapping the input-output relationship. During the model building phase, 
the DE will automatically determine the model parameters for both the eps-SVR and 
nu-SVR model and the corresponding weights. For this, the DE algorithm performs 
three distinct operations which are mutation, crossover, and selection to optimize the 
model parameters. The optimization is done by minimizing the fitness function value 
(MAPE) as discussed in the previous section. The model building takes place using the 
time series cross-validation based on multi-step forecasts as presented by Hyndman and 
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Athanasopoulos [128]. Once the model is built by optimizing the model parameters 
corresponding to the least MAPE, it is then tested on the testing dataset. The results for 
the testing dataset show that the MAPE for daily dataset is 5.843 and that of the half-
hourly dataset is 3.767. Performance of the proposed model is compared with a single 
SVM optimized with other evolutionary algorithms. In the experiment, DE, Genetic 
Algorithm (GA) and Particle Swarm Optimization (PSO) are applied. 
For this study, the GA package used for R programing language is ‘GA’ version 
2.2, the PSO package used is the ‘pso’ version 1.0.3 and the DE package used is 
‘DEoptim’ version 2.2-3. For half-hourly consumption dataset, final optimized 
parameters values determined by GA, PSO, DE for eps-SVR, nu-SVR and the proposed 
weighted SVR are shown and compared in Table 6.5. The parameters of the proposed 
model are selected by the DE algorithm which is used as the optimization evolutionary 
algorithm for this study. Figure 6.14, Figure 6.15, Figure 6.16 and Figure 6.17 shows 
the plot of the forecasted values for the testing dataset when compared to the observed 
values for different combinations of SVR models and optimization techniques. The 
results of the proposed model for half-hourly energy consumption analysis are 
presented in Table 6.6. It shows that the MAPE obtained for the proposed model for 
the testing dataset is 3.767. It is much lower than the MAPE obtained by using eps-
SVR model alone with optimization techniques and very close to the MAPE obtained 
by nu-SVR alone with optimization techniques. Focusing on Figure 4, it is observed 
that although the proposed model fits the overall trend nicely, the predicted values 
slightly lagged compared to the actual data, which is mainly due to the lack of 
predictors. This means that by taking only a few previous data points as predictor the 
SVM model will predict very close to the previous value alone. For example, the model 
will give a high current predicted value if the immediate previous value is high, and a 
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low current predicted value if the immediate previous data is low. As a consequence, 
the predicted value is actually more similar to the immediate previous observed value, 
giving a lag if compared to the actual data. Increasing the number of predictors can be 
considered to reduce the lag between actual values and predicted values. However, it 
also increases the complexity and training time of the model as a consequence. It will 
be interesting to explore development of such models without compromising the time 
and simplicity.  
For the daily dataset, the parameters as obtained for both eps-SVR and nu-SVR 
model is presented in Table 6.7 for the daily dataset. Figure 6.18, Figure 6.19, Figure 
6.20 and Figure 6.21 shows the plot of the forecasted values for the testing dataset when 
compared to the observed values for different combinations of SVR models and 
optimization techniques. The results for the testing dataset for the daily energy 
consumption analysis show that the proposed model has the least MAPE when 
compared to combinations of a single SVR with different EA optimization techniques 
(Table 6.8). The MAPE obtained is 5.843 which is lower than that of a single SVR 
model (either eps-SVR or nu-SVR) when combined with other evolutionary techniques. 
Each model in the experiment is run 20 times and models with the lowest MAPE among 
the 20 trials are selected and presented in this paper. The training of the proposed model 
takes about three hours. For the daily dataset average MAPE of the proposed model is 









Table 6.5 Values of model parameters as optimized by evolutionary algorithms for the 
half-hourly dataset. 















4.957348 0.3438591 0.103261 NA NA NA 
NA NA NA 4.941478 0.1644855 0.748 
PSO 
4.996689 0.3409123 0.100009 NA NA NA 
NA NA NA 4.999903 0.1629538 0.749 
DE 
4.99863 0.3406 0.10003 NA NA NA 
NA NA NA 4.98846 0.16271 0.749 
Proposed 
model 
3.943690 0.638285 0.345355 4.999098 0.162549 0.749 
 
Table 6.6 Forecasting errors for eps-SVR, nu-SVR and proposed model using 
different optimization techniques for half-hourly dataset. 
Model epsilon-SVR nu-SVR 
Proposed 
Model 
Parameter GA PSO DE GA PSO DE DE 
ME 0.113 - 0.062 - 0.064 0.340 0.340 0.340 0.340 
RMSE 3.234 2.699 2.699 2.697 2.695 2.695 2.695 
MAE 2.030 1.658 1.658 1.331 1.329 1.329 1.328 
MPE - 1.843 - 1.855 - 1.861 0.386 0.383 0.386 0.388 
MAPE 6.766 5.443 5.444 3.771 3.768 3.769 3.767 
 




Figure 6.14 The variation of observed and forecasted value of the proposed model for 
the testing dataset for half-hourly energy consumption data. 
 
Figure 6.15 The variation of observed and forecasted value for the two SVR models 
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Figure 6.16 The variation of observed and forecasted value for the two SVR models 
with PSO optimization technique for testing dataset for half-hourly energy 
consumption data. 
 
Figure 6.17 The variation of observed and forecasted value for the two SVR models 
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Table 6.7 Values of model parameters as optimized by evolutionary algorithms for the 
daily dataset. 















8.27041 0.0335201 0.131582 NA NA NA 
NA NA NA 1.142928 0.2621121 0.8836 
PSO 
6.943649 0.0369100 0.127344 NA NA NA 
NA NA NA 1.110108 0.2601579 0.8867 
DE 
6.95145 0.03684 0.12743 NA NA NA 
NA NA NA 1.11705 0.25956 0.8862 
Proposed 
model 
34.68850 0.012404 0.163318 94.13819 0.010070 0.9826 
 
Table 6.8 Forecasting errors for epsilon-SVR, nu-SVR and proposed model using 
different optimization techniques for daily dataset. 
Model epsilon-SVR nu-SVR 
Proposed 
model 
Parameter GA PSO DE GA PSO DE DE 
ME - 17.20 - 17.53 - 17.52 - 19.629 - 19.71 - 19.698 - 16.670 
RMSE 50.550 50.675 50.671 53.141 53.082 53.075 50.033 
MAE 40.784 40.90 40.898 43.833 43.765 43.760 40.151 
MPE - 2.834 - 2.881 - 2.880 - 3.192 - 3.203 - 3.201 - 2.760 
MAPE 5.930 5.949 5.949 6.369 6.359 6.358 5.843 




Figure 6.18 The variation of observed and forecasted value of the proposed model for 
the testing dataset for daily energy consumption data. 
 
Figure 6.19 The variation of observed and forecasted value for the two SVR models 
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Figure 6.20 The variation of observed and forecasted value for the two SVR models 
with PSO optimization technique for testing dataset for daily energy consumption 
data. 
 
Figure 6.21 The variation of observed and forecasted value for the two SVR models 




























































Observed values eps_SVR (DE) nu_SVR (DE)
                                Chapter 6 | Time Series Energy Forecasting 
193 
 
Table 6.9 Weights for each SVR model in the proposed model as identified by the DE 
algorithm. 
 epsilon-SVR weight nu-SVR weight 
Half-hourly dataset 0.000216 0.999784 
Daily dataset 0.755064 0.244936 
 
As observed, the proposed model achieves the lowest MAPE for both daily and 
half hourly dataset. Moreover, it can be seen in Table 6.9 that the weight of eps-SVR is 
higher than the weight of nu-SVR for daily dataset analysis, while the weight of nu-
SVR is higher for half-hourly analysis. The weight distribution is determined by the DE 
optimization technique which ensures that the model with better performance gets a 
greater weight. Therefore, the proposed model can forecast both daily and half-hourly 
energy consumption for the same building. In future, it is intended to apply this 
technique to the analysis of more than one building. This is proposed with a view to 
develop a single hybrid model that can forecast the energy consumption at different 
levels for many buildings.  
The results show that the SVR models with optimization algorithm can achieve 
overall high forecasting accuracy due to its effectiveness in modeling complex and 
nonlinear data series. The proposed model is applied to two datasets for the same 
building. The two datasets are that of daily energy consumption for a period of one year 
and half hourly energy consumption for a period of ten days. It is observed that the 
proposed model can forecast the energy consumption for both the datasets with good 
accuracy, without changing the model structure. This is achieved by using the weighted 
approach in which the DE algorithm can assign suitable weights to the SVR models 
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with most impact. For example, for daily energy consumption analysis, the DE 
algorithm assigns a higher weight to eps-SVR and for half-hourly energy consumption 
analysis, the DE algorithm assigns a higher weight to the nu-SVR model. Therefore, a 
single model is able to forecast half-hourly as well as daily energy consumption, 
without any intervention. The proposed model is also compared to the combinations of 
single SVR models with other evolutionary algorithms that are often used for 
optimization, like the GA and PSO. The results show that the proposed model is more 
accurate that the other methods and exhibits a lower MAPE for both the daily dataset 
and half-hourly dataset. Such a model can be used as a single source to forecast the 
future energy consumption of a building on both, half-hourly and daily basis. The 
accuracy of this model is slightly better than the one developed using ANN but ANN 
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CHAPTER 7: CONCLUSIONS 
7.1 Major conclusions 
The aim of this research is to develop a theoretical and methodological 
framework for an automated energy audit protocol. For this purpose, several energy 
audit reports are analyzed with a view to understand the factors that affect energy use 
in office buildings. This study has developed and analyzed a database for energy audit 
reports for the first time. From these reports, 14 such factors have been identified and 
analyzed in detail to study their individual and collective influence on the potential for 
energy savings. The methodology to understand these variables is based on a 
combination of multivariate and prediction modeling techniques. For the multivariate 
analysis, k-means clustering is adopted to cluster buildings with similar characteristics 
and energy saving potential. Whereas, regression as well as artificial neural networks 
has been used to develop the prediction models. The criterions to test the saving 
potential takes into account the change in air-conditioning EUI, the change in non-air-
conditioning EUI as well as the total change in EUI for these buildings. In other words, 
these three measured items form the dependent variable for the prediction models as 
well as the stopping criterion for the multivariate cluster analysis. A robust iterative 
methodology for variable selection as part of the prediction model development. This 
study has demonstrated convincingly that this variable selection procedure is viable for 
producing the best set of variables to develop the prediction model. The major 
conclusions from this research are the following: 
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• The analysis of the 56 energy audit report shows that the average EUI 
values of buildings for pre-retrofit and post-retrofit conditions are 
241.71 and 200.13 kWh/m2.yr. The average change in percentage of EUI 
is 17.2%. By analyzing on the system level, it is seen that the percentage 
change in EUI corresponding to air-conditioning is 21.9% and that for 
the non-air-conditioning EUI is 8.6%. It is concluded that office 
buildings have a baseline plug-load requirement for each occupant 
which cannot be bought down unless high energy efficient equipment 
are used.  
• The baseline for minimum EUI corresponding to air-conditioning 
system is 92.3 kWh/m2.yr and that for the non-air-conditioning system 
is 73.8 kWh/m2.yr respectively. It is to be noted that this is derived from 
the correlation between the change in EUI and pre-retrofit EUI values. 
Combining the two baseline values, the total EUI corresponding to a 
minimum baseline is computed to be at 177.3 kWh/m2.yr for office 
buildings. However, this is based on the sample of office buildings that 
for the dataset for this study and cannot be generalized for every office 
building.  
• A cluster analysis with air-conditioning and non-air-conditioning EUI 
shows that there are 3 clusters of buildings based on these 2 indices. 
There are distinct ranges for change in EUI for air-conditioning and non-
air-conditioning EUI within these clusters.  For example, the change in 
EUI for air-conditioning EUI and non-air-conditioning EUI for cluster 
3 is 26.71% and 12.80% respectively. For cluster 2, these values are 
16.44 and 12.98 and for cluster 1, these values are 24.4 and 8.21 
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respectively. Therefore, this analysis can accelerate the walk-through 
energy audit process by providing information on the expected energy 
savings based on range of EUI values derived here at the air-
conditioning and non-air-conditioning system level. 
• A cluster analysis based on EUI and chiller plant efficiency shows that 
the buildings can be grouped into 2 clusters. The centroid of the first 
cluster with chiller plant efficiency and EUI values correspond to 1.47 
and 260.8 respectively for pre-retrofit conditions. For post-retrofit 
condition, these values change to 0.9 and 208.3 respectively. Similar 
values for cluster 2 are 1.12 and 225.1 for pre-retrofit and 0.78 and 193.0 
for post-retrofit condition respectively.  It is concluded that the buildings 
present in cluster 1 possess a higher capacity of chiller plant related 
retrofitting.  
• There are 3 clusters of buildings based on the change in EUI (%ΔEUI).   
These 3 clusters have respective mean values of 10.1, 16.6 and 23.5 
kWh/m2.yr respectively. The number of elements in these 3 clusters are 
13, 29 and 14 respectively. This shows that sets of buildings experience 
different levels of change in EUI values for pre-retrofit and post-retrofit 
conditions.  However, there is no clear distribution for the building 
variables for the three clusters when compared to the clear distribution 
in %ΔEUI. Only average chiller plant efficiency and percentage of air-
conditioning energy have some distinction in the distribution of 
buildings into these 3 clusters. 
• The contrary cluster analysis wherein the building variables are taken 
for clustering is done for the 3 indices. The results are as follows: 
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o The results for the total change in EUI shows that the 4 variables 
of GFA, non-air-conditioning energy consumption, average 
chiller plant efficiency and installed capacity of chillers provide 
the best result for clustering.  
o As for the change in air-conditioning EUI, the variables that give 
the best results for clustering are – percentage of air-conditioning 
energy, average cooling load per day, average chiller plant 
efficiency and maximum chiller plant efficiency.  
o The analysis for change in non-air-conditioning EUI shows that 
the best variables for clustering are the 3 variables of air-
conditioning energy consumption, average chiller plant 
efficiency and minimum chiller plant efficiency. 
• The most accurate regression model to predict total change in EUI is 
developed by taking 5 building variables as inputs.  These variables are 
that of GFA, percentage of air-conditioning energy consumption, 
operating hours, average chiller plant efficiency and total installed 
capacity of chillers. The values obtained for the testing dataset for R2 
and MAPE are 0.51 and 19.11% respectively. The selection of these 5 
variables is a result of a robust variable selection methodology involving 
numerous iterations.  
• The prediction model for change in EUI using ANN takes four variables 
of GFA, air-conditioning energy consumption, operational hours and 
chiller plant efficiency to determine the change in total EUI for buildings 
in the dataset. The results for the testing dataset for R2 and MAPE are 
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0.7 and 14.8% respectively. This shows that ANN is more accurate that 
the regression model developed in the previous step.  
• The time series forecasting model is capable in dealing with highly 
variable energy consumption data. It is seen that this high variability can 
be dealt by dividing the data into classes and class numbers. The 
forecasting accuracy is high by taking these class numbers as inputs for 
an ANN model. A feedforward ANN with ‘Bayesian regularization’ 
training algorithm is found to be most effective and quick in computing 
as compared to other training algorithms with these class numbers as 
inputs. It is also seen that a class division of five is most suitable for 
condensing the high variability and for successive predictions. 
• This study demonstrated that it is possible to predict many days in 
succession without changing any of the model parameters. It can provide 
a range of energy consumption values within which the building's 
energy use must ideally fall for the next coming days. The length of 
predictions that can be made using this method is close to 21 days with 
R2 values gradually decreasing from 0.9852 to 0.9694. 
• This study also utilizes Support Vector Machine to develop regression 
models (Support Vector Regression) to predict the daily and hourly 
energy consumption. Differential evolution (DE) algorithm is utilized to 
optimize the model parameters and their weights and is found to be very 
effective for this task. Such a model can be used as a single source to 
forecast the future energy consumption of a building on both, half-
hourly and daily basis without any intervention. 
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7.2 Realization of the automated energy audit protocol 
A concise flow-chart of the automated energy audit protocol is presented in 
Figure 7.1. It encompasses the methodologies developed at each stage of the research. 
This procedure can be adopted for automated audit of office buildings in Singapore. 
 
Figure 7.1 Flow chart for automated energy audit protocol encompassing the 
methodologies developed in this research. 
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7.3 Theoretical contributions 
This research explores two statistical techniques that analyzes building energy 
performance data. These are the multivariate statistical technique and the development 
of prediction models. Unlike previous studies that majorly focus on a specific statistical 
technique, this study co-analyzes multivariate analysis and predictive modelling. The 
multivariate analysis using k-means clustering technique is adopted to classify 
buildings based on similar characteristics. These characteristics are defined by the 14 
building variables. In terms of the theoretical contributions, this study enhances the 
knowledge in this field in the following ways: 
• The current procedure to select variables for clustering analysis is either 
based on development of regression models or intuitive human 
experience. Whereas, in this study, the methodology to select variables 
for clustering is based on a robust iterative process. Although there have 
been studies exploring all possible combinations of the variables, this 
study is the first to relate these combinations to pre- and post-retrofit 
energy consumption data. For this, all possible combinations of the 14 
available variables are explored. This accounts to a total of 16383 
combinations that are possible. The clustering is performed for all these 
combinations with certain stopping criterion for each iteration. To 
accommodate the random selection of cluster centroids at the beginning 
of the k-means clustering algorithm, the iterations are repeated for 100 
times for each possible combination. This analysis provides building 
variables that should be used for clustering and can be applied for the 
study of existing buildings needing retrofitting. This methodology 
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enhances the current approaches for clustering of buildings with respect 
to their energy performance.    
• The existing procedures to select variables to build prediction models is 
not direct. It is often regarded as the hardest part in the process of model 
building. This procedure entails identifying the best subset of variables 
from the many variables that are available. The number of selected 
variables could range from anywhere between the best single variable 
and the complete set of variables. In this study, the variable selection 
procedure is based on the exploration of all possible subsets of the 14 
variables. The algorithm to choose the most accurate set of variables 
from all the existing combinations is developed in this study as part of 
the variable selection procedure. The algorithm is developed in the 
licensed version of MATLAB 2015a. Although this methodology can 
be applied to any dataset and modelling technique, it is used to develop 
prediction models for energy saving potential using regression and 
artificial neural networks. 
• Using a feedforward ANN with ‘Bayesian regularization’ training 
algorithm, this study demonstrated that it is possible to predict many 
days in succession without changing any of the model parameters. Most 
of the previous studies either focused on short term energy forecasting 
with data gathered every 10–30 min time interval or long-term 
forecasting with yearly data analysis. This study, on the other hand, 
takes diurnal variation into account with a view to aid facility managers 
and control systems. This also paves way in future to develop this model 
further and generalize it for a wider selection of institutional buildings.   
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7.4 Key challenges observed 
A prime challenge in any data-driven analysis is the availability of data. Even 
for this study, the data collection process took a long time and involved contacting 
various ESCOs with experience in retrofitting office buildings. A total of 5 ESCOs 
collaborated for this study and about 62 energy audit reports were collected. The 
compilation of the dataset, involving extraction of the building variables is a challenge 
since each ESCO has a specific format of preparing energy audit reports.  
The sensitivity of the energy audit data and its confidential nature also hampered 
the one-to-one correlation of buildings being studied with the energy consumption data. 
As the identity of these buildings are sealed, the analysis is devoid of site visits and 
direct association of the data analysis with the existing buildings. However, such 
challenges are often encountered by studies of this nature. 
Apart from the challenges in the data collection process, the data analysis also 
presents certain hurdles. One of these is to define the indices based on which the 
buildings can be evaluated for pre-retrofit and post-retrofit conditions. The change in 
percentage of EUI for air-conditioning energy, non-air-conditioning energy and total 
energy consumption are taken as indices to measure the degree of change. All the 
analysis and assessment with other variables are based on the definition of these three 
indices. Since no other study in this domain has compared the pre-retrofit and post-
retrofit energy consumption, it is a challenge to define such indices that consider the 
change in energy use intensity.  
The time series forecasting model deals with energy data exhibiting high 
variability. This is either due to the poor quality of data collected or the nature of the 
building operation. To deal with this, the energy data is divided into classes and it is 
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seen that successful forecasting models can be build based on such steps. The definition 
of classes to reduce the variability also enables the forecasting model to make forecasts 
for many days in succession. This is not possible to model based on the absolute energy 
consumption values. In the latter case the ANN model overfits, whereas with definition 
of classes, the ANN is more generalized and so it is possible to forecast many days in 
advance and make the model recursive.        
7.5 Future research direction 
A clear extension of this research is by accumulating data from more buildings. 
It is clearly seen that lack of data has adverse effects in the development of regression 
ANN models. This is evident because the models perform better when developed using 
the entire dataset as compared to the models that are developed for specific clusters that 
are defined formerly. Hence, a dataset with many buildings and associated variables 
will enhance the current methodology. A fine example of this is the Building 
Performance Database (BPD) of the US Department of Energy. The BPD acquires 
building data from federal, state and local governments, utilities, energy efficiency 
programs, building owners and private companies, and makes it available to the public. 
However, the specific change in energy performance for pre-retrofit and post-retrofit 
conditions is still missing and can be considered for collection.   
The automated energy audit protocol that is developed in this study is for office 
buildings. However, this can be expanded to other building typologies like retail, 
health-care, residential buildings etc. An associated challenge with this is the collection 
of data but the methodology developed in this research can be readily applied to the 
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A sample of raw data that has been prepared for MATLAB analysis after being extracted from the energy audit reports. Each row represent 


















Figure C 1 A sample of raw data used for time series forecasting. Some of the data 
have been concealed for reasons of confidentiality.
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