where λ\ < λ\ < A3 < are the discrete eigenvalues of Δ, constitute an orthonormal basis for the subspace of cusp forms. Note that λ\ > \π 2 . From (1) we have the Fourier expansion: where c is a constant; cf. Venkov [7] .
KA-LAM KUEH
An important problem in the theory of non-holomorphic modular form is to estimate the Fourier coefficients pj(n). The RamanujanPeterson conjecture states that for large \n\ Pj(n)<\n\ ε (e>0).
A method to study the Fourier coefficients Pj(n) of Uj(z) is the non-holomorphic Poincare series introduced by Selberg [5] :
where m > 1 is an integer and ΓQO is the subgroup of translations. The Poincare series belongs to £ 2 (/f + /Γ), and its inner product against a function u(z) e Σ?{H+ /Γ) gives the mth Fourier coefficient of u(z). Selberg [5] obtained the meromorphic continuation of P m (z, s) to the entire complex s-plane. By considering the inner product of two Poincare series, Kuznietsov [4] developed summation formulas connecting the Fourier coefficients Pj(n) and the Kloosterman sum One of the summation formulas useful to us is equation (9) below. By using the summation formulas, Kuznietsov [4] proved that which yields a trivial bound O(T ι / 2+e ) for the sum in (6) . The Linnik-Selberg conjecture states that To deal with the estimate of pj(n), Selberg [5] introduced the above conjecture.
Another method to study the sum of Kloosterman sum in (6) is by the Kloosterman zeta function introduced by Selberg [5] :
Selberg [5] obtained the meromorphic continuation of Z m^n {s) to the entire complex plane. A useful characterization of Z m^n (s) may be found in (7.26) of Kuznietsov [4] . Goldfeld and Sarnak [3] have given a very simple proof of the bound O(T ι / 6 + ε ) for the sum in (6) by proving a good bound on Z m^n (s) in the critical strip.
Equation (5) means that on the average \pj(n)\ 2 /chπkj is bounded with respect to the indices kj from 0 to X. In this paper, we will show the following: THEOREM 1. We have for n ι+ε <t (ε > 0), Theorem 1 means that on the average \pj(n)\ 2 /chπkj is bounded with respect to kj in short interval.
With Theorem 1, we will show furthermore
THEOREM 2. For any f{t) -• +oo and f(t) = o(t) as t -• +oo,
and n ι + ε < t (ε > 0), we have In view of (3), it may be interesting to compare Kuznietsov's estimate (5) with Theorems 1 and 2. Theorem 3 means that the sum in (6) 
O(f(YΓ 2 Y).
By putting σ = | + 1/logn in Lemma 1, Theorem 1 follows immediately. We prove Theorem 3 by establishing Lemma 2, which is analogous to the explicit formula in the theory of prime number, and by using Gallagher's mean-value inequality for exponential sum which is Lemma 3. The method imitates an idea of Gallagher 
/ -xx / \^ du (sιnπs)J-2it(xu)}-
We need the following estimate for the Bessel function:
uniformly in u > 0 for |/| -• +oo. On considering Weil's bound for S(m, n; c) and (13), the second term on the right-hand side of (9) is then (14) <r i/V-W σ _r'~2 308
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On the other hand, the integral in (9) is non-negative, and the series in (9) Before proceeding with the proof of Lemma 2, we need several analytic properties of Z m , n (s).
On the half plane Re s > 0, the poles of Z mi n(s) are located at s = \ + ikj, and as t -• oo
Estimate (15) is obvious by using the result and the same method as in the proof of Theorem 1 of Goldfeld and Sarnak [3] . On the other hand, by the Lemma of §7.3 of Kuznietsov [4] , we have the representation for Z m^n (s) (s e C):
where L m^n (s) denotes the analytic continuation of the function which is defined in the half plane Re s > \ by the integral (21) is obviously not the best, but we are satisfied with this presently.
Also by using Theorem 1 and (5), we have that
for s satisfying (18) and max{m 1+e , n 1+ε } < \t\. Thus by (19), (20),
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(21) and (22), equation (16) for s satisfying (18) and mn < \t\ and max{ra 1+ε , n 1+ε } < \t\. We are now in a position to prove Lemma 2.
Proof of Lemma 2. Choose 0 < e < ί/log(|ί| + 2) for small δ > 0. By (15) 
for I log ^ I » 1.
Finally, by (23) we have
Noting that \Γ(s)\ °> \s\~ι for ε < \s\ < 1 and by suitably deforming the integral path on the right-hand side of (33) to an upper or lower semi-circle according as \ + ikj stays below or above the integral path, we get
since \kj-ψ T\ < 1, so the right-hand side of (33) is ( 
34)
by Theorem 1.
Putting (30), (31), (32), and (34) together, equation (28) 
for T < \x, which combined with (27) 2/3 x) on the right-hand side of (36) which is slightly inferior to Kuznietsov's bound (6) . In view of |ζ(l + ir)\~ι < log|r| (\r\ -• +oo), a rough estimate gives On considering (37) and (5), inequalities (39) and (40) give rise to
Now (14) together with (38) and (41) yield, by virtue of (9), 
T{2σ-\)tf{t) + o{tf{t)). dr
Interchanging the order of summation and integral in (44), the lefthand side of (44) This completes the proof of Theorem 3.
