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Abstract 
The era of big data provides many opportunities for conducting impactful research from both data-
driven and theory-driven perspectives. However, data-driven and theory-driven research have 
progressed somewhat independently. In this paper, we develop a framework that articulates 
important differences between these two perspectives and propose a role for information systems 
research at their intersection. The framework presents a set of pathways that combine the data-
driven and theory-driven perspectives. From these pathways, we derive a set of challenges, and 
show how they can be addressed by research in information systems. By doing so, we identify an 
important role that information systems research can play in advancing both data-driven and 
theory-driven research in the era of big data.  
Keywords: Big Data, Data Analytics, Data-Driven Research, Theory-Driven Research, 
Abstraction, Generalization, Systems Analysis, Requirements, Information Systems Research 
Suprateek Sarker was the accepting editor.  
1 Introduction  
Expectations remain high for the potential of big data 
to advance our understanding of business, society, 
and science (Baesens, Bapna, Marsden, Vanthienen, 
& Zhao, 2016; Bell, Hey, & Szalay, 2009; Dhar, 
2013; Goes, 2014; Günther, Mehrizi, Huysman, & 
Feldberg, 2017; Gupta, Deokar, Iyer, & Sharda, 2018; 
Maass et al., 2017; Mayer-Schonberger and Cukier, 
2013; Markus & Topi, 2015). Information systems 
(IS) scholars have analyzed various issues in 
advancing big data research. For example, Abbasi, 
Sarkar, & Chiang (2016) propose a big data research 
agenda following behavioral, design or economics 
research approaches, building on the idea of the 
information value chain (i.e., data, information, 
knowledge, decision, and actions). Rai (2016) provides 
insights on the role of theory and suggests that synergies 
between big data and theory are yet to be realized.  
To better understand research opportunities using big 
data, we distinguish two perspectives: data-driven 
research and theory-driven research. Data-driven 
research is an exploratory approach that analyzes data 
to extract scientifically interesting insights (e.g., 
patterns) by applying analytical techniques and modes 
of reasoning. Theory-driven research is a more 
traditional approach of conducting scientific inquiry 
that starts with developing hypotheses, followed by 
collecting and analyzing data to test these hypotheses 
and drawing theoretical conclusions based on the 
results. Scholars have recognized that the data-driven 
and theory-driven research perspectives should be 
mutually reinforcing in the era of big data (e.g., 
Siegfried, 2013; West, 2013; Kitchin, 2014).  
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The objective of this paper is to examine data-driven 
and theory-driven perspectives for conducting 
research and, by doing so, identify opportunities and 
challenges that information systems (IS) researchers 
can, and should, respond to in the big data era. To 
achieve this objective, we first propose a framework 
for identifying mutually reinforcing interactions 
between data-driven and theory-driven research 
efforts. The framework is then used to specify roles 
IS researchers can play at the intersection of the two 
perspectives. The roles are presented in terms of four 
challenges, the resolution of which can be assisted 
using methods and techniques developed in the IS 
discipline. The contributions of this paper are 
twofold: (1) a framework for conducting research in 
the big data era by combining data-driven and theory-
driven perspectives, and (2) proposed ways in which 
IS researchers can undertake this work.  
The next section reviews data-driven versus theory-
driven research perspectives. This is followed by our 
proposed framework for IS research in the big data 
era. Based on this framework, we identify four 
challenges for IS researchers and offer suggestions 
for their resolution. Finally, the conclusion 
reinforces the continued need for IS researchers to 
play a central role in research at the intersection of 
data-driven and theory-driven perspectives. 
2 Two Research Perspectives: 
Data-Driven and Theory-Driven 
Data-driven research uses exploratory approaches to 
analyze big data to extract scientifically interesting 
insights (Kitchin, 2014). Due to the complexity of the 
environments and processes that generate data, there 
may not be a strong theoretical base for the questions 
being studied. Data-driven research is typically described 
in terms of the following tasks, which may require 
iteration (Jagadish, 2015; Shmueli & Koppius, 2011): 
(1) identifying research question(s) based on a 
knowledge gap in a domain of interest; 
(2) creating/obtaining sources of data germane to 
relevant phenomena in the domain; 
(3) cleansing, extracting, annotating data streams 
to prepare for analyses; 
(4) integrating, aggregating, and representing data 
to detect insights (e.g., correlations, patterns);  
(5) analyzing and modeling data to place 
correlations and patterns in context; and  
(6) interpreting the patterns to arrive at solutions 
and insights.  
Data-driven research has been popular in some of the 
natural sciences, such as meteorology and astronomy, 
where large amounts of data are collected by sensors 
and other instruments (Sellars et al., 2013; Pankratius 
& Mattmann, 2014). This mode of science is 
considered effective, at least in part, because the size 
of the datasets is simply “big.” The scale at which 
data are generated and used provides reliability that 
simply cannot be achieved with conventional 
scientific approaches. Although researchers may 
appeal to prior theory while interpreting their findings, 
this is often feasible only after the analysis. The primary 
contributions of data-driven research, then, are: (1) 
patterns extracted from the analysis of large data sets; 
and (2) insights derived from these patterns.  
Data-driven research, as its name suggests, relies on 
the identification of patterns (robust correlations 
between sets of variables) to yield insights on 
empirically interesting phenomena based on the data 
available (rather than predicted based on theory). 
Because patterns are determined by relationships in 
the available data, scholars engaged in data-driven 
research face the challenge of building a cohesive 
body of knowledge about phenomena. Although 
interesting outcomes might be produced (similar to 
what early research found as unexpected 
correlations/associations (e.g., Bentley, O’Brien, & 
Brock, 2014; Davenport, Barth, & Bean, 2013; Dhar, 
2013; Chan, Ghose, & Seamans, 2016), these results 
may not fit an existing theory of the domain, particularly 
during exploratory research on emerging topics. 
In contrast, theory-driven research focuses on 
identifying abstract constructs and the relationships 
among them, and is usually described in terms of the 
following tasks (Andersen & Hepburn, 2016), which 
may include iterations:  
(1) identifying a research gap; 
(2) deriving research questions from existing or 
extended theory;  
(3) formulating hypotheses to address the 
questions;  
(4) designing studies to minimize confounding 
effects;  
(5) collecting data using appropriate instruments; 
and  
(6) analyzing data to draw inferences.  
Theory-driven research has dominated the social and 
organizational sciences. A theory identifies constructs 
and relationships among them that are abstracted 
from specific phenomena. Over time, a theory 
codifies a body of knowledge about phenomena 
within its scope. Theories are often developed from 
deep reflection, sometimes aided by insights from 
small datasets (e.g., Eisenhardt, 1989). Traditionally, 
theory testing also uses relatively small datasets for 
several reasons. First, the cost of experimental design 
and data collection, including gaining access to these 
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complex phenomena, is high. Second, collecting data 
from every possible perspective can require a 
researcher to play conflicting roles. Theory-testing for 
these phenomena becomes a quest to discover 
statistical regularities in examined instances.  
Empirical work in theory-driven research has 
historically been restricted due to demands on time, 
effort, and cost. The era of big data brings with it: (1) 
the ability to consider (close to) an entire population 
instead of a sample; (2) a lower cost of data 
acquisition (compared to traditional modes); and (3) 
the possibility of exploring many more correlations 
(on demand). The opportunity in the era of big data is 
not to make the scientific method obsolete (e.g., 
Anderson, 2008), but rather, to combine theory-
driven and data-driven research to realize the 
potential to transform how research is conducted in 
the social and organizational sciences. Many of 
today’s big problems (e.g., developing smart cities 
(Batty, 2013), solving poverty, and addressing 
climate change (Hampton et al., 2013)) require 
multidisciplinary solution approaches that combine 
the power of a data-driven approach with the deep 
domain understanding provided by domain theories. 
3 An Information Systems 
Framework for Research in the 
Era of Big Data 
This section develops a framework for information 
systems research in the era of big data, in which data-
driven and theory-driven perspectives are combined. 
3.1 The Two Perspectives 
The differences between the data-driven and theory-
driven perspectives can be problematic. An exclusive 
emphasis on big data analytics, without considering 
domain theory, can lead to the identification of 
correlations, trends, and patterns that provide answers 
to situated questions, but might not contribute to 
enduring scientific knowledge. Conversely, an 
exclusive emphasis on domain theory with continued 
use of small datasets (often collected at high costs 
from primary sources) might result in missed 
opportunities to make important discoveries using big 
data. Figure 1 depicts the two perspectives as alternative 
approaches to conducting research, represented as 
solitudes in which work is carried out independently.  
 
Figure 1. Two Perspectives: Data-Driven and Theory-Driven Research  
3.2 Examples from the Information 
Systems Literature 
Although work in each perspective can lead to 
important insights, emphasizing a single perspective 
can also lead to the loss of opportunities. To illustrate, 
consider two studies from the IS literature that 
illustrate the data-driven and theory-driven 
perspectives, respectively. (We revisit these studies 
later to show the benefits, in each case, of 
considering the other perspective.) 
Greenwood and Agarwal (2016) studied the temporal 
relationship between the introduction of Craigslist to 
various urban areas in the United States (specifically, 
in Florida) and subsequent increases in the reported 
cases of asymptomatic HIV diagnosed by hospitals in 
the region. The authors found that cases of HIV 
increased after the introduction of Craigslist. 
Differences were observed in the strength of the effect 
for various racial groups, gender, and socioeconomic 
status. Estimates of the economic cost were provided.  
This paper falls in the category of data-driven 
research for several reasons. First, key to the analysis 
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is the combining of two independent data sources: (1) 
hospital admission and diagnosis data; along with (2) 
Craigslist data about introduction of the service to 
various areas. Second, the hospital admission dataset 
consists of records for approximately 12 million 
patients. Finally, the paper focuses extensively on the 
datasets, the data analysis and the practical 
implications of the findings, rather than on theory 
development to justify either the choice of datasets or 
hypotheses development. The research is motivated 
by prior work on the effects of matching platforms on 
engagement in risky behavior, but does not focus on 
abstract construct development or the identification of 
causal relationships among constructs. Instead, it 
focuses on the effects of such platforms on reducing 
transaction costs and information asymmetry, where 
the authors provide insights following the extraction 
of associations and patterns.  
The second example is Xiao and Benbasat’s (2015) 
study of product recommendation agents in electronic 
commerce, which focuses on how the design of 
warning messages can facilitate the detection of bias 
in recommendations. The authors found that the 
effectiveness of warning messages depends on 
whether the warnings are accompanied with advice 
on how to check for bias and whether that advice is 
framed positively or negatively.  
This study fits the category of theory-driven research 
for several reasons. First, the research is extensively 
motivated by signal detection theory, which accounts 
for phenomena in decision-making in uncertain 
contexts, in which signals must be extracted from 
available information to guide decisions. The authors 
extend this theory to the context of recommendation 
agents by considering how the design of warning 
messages (rather than just their presence or absence) 
contributes to the ability to detect recommendation 
bias. Thus, they contextualize signal detection theory 
within the specific case of making sense of online 
recommendations. Second, although the theoretical 
propositions are tested in an online experiment, the 
design is based on a small sample size as traditionally 
associated with experimental studies. Such studies 
have limited variation in the design space for the 
manipulation of independent variables. 
3.3 Paths to Connect the Perspectives 
To connect the perspectives, two important pathways 
are proposed, as shown in Figure 2. The path from 
left to right (top arrow) represents the possibility of 
progressing from patterns extracted during big data 
analytics to the abstraction and generalization needed 
for domain theory development and refinement. The 
path from right to left (bottom arrow) captures the 
importance of identifying the data sources and types 
of analyses needed for theory testing and refinement. 
These paths may be manifested in various ways, as 
illustrated in the examples below. 
 
Figure 2. Paths to Connect Data-Driven and Theory-Driven Research 
3.3.1 From Patterns to Theory 
The path from Big Data to Domain Theory (Figure 2) 
starts with data-driven research, which focuses on 
identifying patterns that represent relationships 
among concepts. These patterns can be further 
analyzed in at least two ways. First, patterns extracted 
from big data can be used to derive insights about 
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domain theories. Second, in attempting to interpret 
extracted patterns in terms of existing theory, 
relationships can be exposed as potentially spurious if 
theory suggests that other factors can account for 
observed relationships (Bentley et al., 2014).  
As researchers engage in data-driven research, they 
perform specific tasks, including data preparation, 
exploratory analytics, choice of variables, and model 
selection (Shmueli & Koppius, 2011). These tasks 
can use a wide range of techniques and algorithms. 
For example, supervised learning fits input data to 
given output data assumed as being “ground truth” 
and, thus, implicitly learns relationships between 
variables (aka features). Unsupervised learning does 
not leverage true answers but searches for joint 
probability density functions of input data that 
indicates some intrinsic structure (e.g., principal 
component analysis or cluster analysis) (Hastie, 
Tibshirani, & Friedman, 2009). Reinforcement 
learning (RL) lies in between by optimizing the 
selection of actions in a given state according to a 
reward function without learning from correct actions 
(Sutton & Barto, 1998). 
Regardless of the specific algorithms and techniques 
used, patterns are recognized implicitly. From a 
researcher’s perspective, systems are black boxes that 
transform input data into output data, based on a 
specific quality. From the implicitly learned patterns, 
predictions, prescriptions, and classifications can be 
made. Research has attempted to understand black 
boxes by identifying the internal structures 
responsible for predictions (Vidovic et al., 2015). This 
is considered to be a first step towards interpreting 
implicit patterns. With black-box models, researchers 
can study behavior and extract descriptions of explicit 
patterns. For instance, the Go world-champion Lee 
Sedol studied moves taken by the system AlphaGo to 
extract explicit patterns that enabled him to obtain an 
unusual 22-game winning streak against human 
opponents. (Economist, 2017). Subsequently 
AlphaGo zero found behavioral patterns by applying 
reinforcement learning that easily defeated AlphaGo 
(Silver et al. 2017). 
Extracted explicit patterns may be interpreted or 
explained to arrive at new scientific insights. This 
requires placing explicit patterns within the context of 
a domain to develop, support, refute, or refine 
constructs from an underlying theory (which may 
require iteration). For example, classification of 
patient data can reveal (with a given level of 
certainty) predictions on cancer susceptibility, 
recurrence and mortality (Cruz & Wishart, 2006). 
Another example of data-driven research is a study 
that integrates and analyzes weight data from 2416 
population-based studies on 128.9 million participants 
(NCD Risk Factor Collaboration, 2016). Weight 
categories are defined by standard deviations from 
medians. The results are interpreted by geographical 
regions and show, for instance, the decrease of 
moderately and severely underweight girls in India 
and the prevalence of obesity on various Polynesian 
islands (NCD Risk Factor Collaboration, 2016). This 
study is a prime example of research with big data 
and small theories. The data is used to derive linear 
and nonlinear body-mass index (BMI) trends in 
geographical regions based on a Bayesian hierarchical 
model. The study concludes that age-standardized 
BMI is increasing worldwide, thus providing a basis 
for studying social, psychological, and medical 
questions that explain local and global BMI increases 
by theories only partially developed today (Finucane, 
Paciorek, Danaei, & Ezzati, 2014).  
A second manifestation of the path from patterns to 
theory occurs when observed patterns fail to account 
for factors (theoretical or otherwise) that are missing 
in the available data, but would better explain 
observed relationships, rendering particular observed 
patterns spurious. For example, in early analysis 
Google Flu Trends (GFT) identified a relationship 
between specific terms used in Google searches in a 
region and incidence of influenza, with the objective 
of predicting the prevalence of influenza simply based 
on an analysis of Google searches. While this approach 
worked initially, it later “failed miserably” (Lazer & 
Kennedy, 2015). In 2013, for example, GFT predicted 
twice as many cases as reported by the Centers for 
Disease Control and Prediction (CDC), even though it 
was constructed to predict these numbers. Later analysis 
showed that part of the issue was the correlation between 
the search terms used and winter, which is when influenza 
is most prevalent. As Lazer, Kennedy, King, & 
Vespignani (2014) note: “the initial version of GFT was 
part flu detector, part winter detector” (p. 1203). This 
example illustrates a situation where a big data prediction 
ended up being incorrect and domain theory helped to 
detect the cause. Here, domain theory helped reveal the 
accuracy of the results by triangulating the patterns.  
This example shows how results obtained from data 
analysis enable domain theorists to go beyond the 
abstractions offered by data-driven researchers to add 
explanations and interpretations that map the meanings 
of explicit patterns against constructs and relationships 
that are part of domain theories. Figure 3 shows how this 
can be achieved by aligning results from big data 
analytics with the constructs and relationships (existing 
or new) in domain theories. 
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Figure 3. Mapping Big Data Analytics to Domain Theory 
To illustrate the path from data-driven to theory-
driven research, consider again the work of 
Greenwood and Agarwal (2016). The authors showed 
that the introduction of Craigslist in regions of Florida 
was followed by increased incidence of HIV 
diagnosis at hospitals in these regions. Given the data 
used, these results are specific to a particular 
technology and a particular health outcome in a 
particular geographic region.  
One way such work can contribute to theory 
development is to abstract beyond the particular 
context (casual sexual encounters organized via 
Craigslist and incidence of HIV) to more general 
concepts (e.g., personal interactions resulting from 
online connections and associated health 
consequences) from domain theories. Greenwood and 
Agarwal (2016) do speculate on plausible 
mechanisms towards such abstractions. In addition, 
by drawing on behavioral theory, it may be possible 
to understand, at a general level, what triggers users 
of such services to engage in certain behaviors in real 
life. Such theorizing could benefit from interaction 
with domain specialists from the health care setting 
(e.g., epidemiologists), as well as from interaction 
with psychologists, to understand the general factors 
that determine the extent and ways in which 
individuals choose to engage in behaviors with known 
risks. Then, design science researchers could contribute 
to understanding how design features of platforms might 
contribute to or be used to mitigate such behaviors. 
The Patterns to Theory path (Figure 2) does not 
diminish the importance of the findings from data-
driven research—including how the identification of 
patterns and clusters, as well as the initial abstractions 
from these—yield insights for decision makers. 
Rather, this path points out opportunities for 
extending the interpretations of these findings by 
considering specific constructs and relationships from 
appropriate domain theories. Relating the results 
obtained by data-driven research to constructs and 
relationships in domain theories might even lead to 
the identification of new constructs or relationships 
that could enrich or refine existing domain theories. 
3.3.2 From Theory to Data Requirements 
The path from theory-driven to data-driven research 
shows that domain theory can guide the search for 
patterns by identifying possible constructs and 
relationships that can be used in the analysis. This can 
lead to collaboration across the two perspectives, thus 
contributing to data analytics. 
 Theories express abstract concepts and relationships 
among them. To test hypotheses regarding 
relationships among constructs, the latter are 
operationalized. As part of the scientific process, 
operationalization is employed when a construct, 
which is not directly measurable, is characterized by 
one or more measurable variables that act as a 
surrogate for the construct. This makes it possible to 
specify manipulations (in the case of experiments) 
and define measurement items (in experimental and 
survey research). Testing domain theories using big 
data, however, is more complex, because it has 
additional challenges including identification of the 
scope, source, and quality of the data. Domain 
theorists may suggest: (1) new data sources that data 
analytics researchers may not have considered, or (2) 
novel combinations of data sources. In addition, the 
availability of big data sources with many variables 
can provide a useful setting to identify conditions that 
specify the boundaries of existing theories. This can 
be done by using the (big) data to identify additional 
conditions under which the predictions do or do not 
hold, thus aiding in overcoming the challenge of 
reproducibility in behavioral research (Open 
Science Collaboration, 2015). 
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To illustrate the path from Domain Theory to Big 
Data (Figure 2), consider again the work by Xiao and 
Benbasat (2015). The authors theorized about the 
effects of warning messages (absence or presence, 
role of advice, and framing as negative and positive) 
on the detection of bias in recommendations. A key 
aspect of that study is using theory to guide the design 
of warning messages. However, the traditional data 
collection approach severely limits the way in which 
design features (such as the form of advice) can be 
manifested in an IT artifact. Indeed, the authors note: 
“Given the multitude of means by which bias can be 
introduced by PRAs, future research is needed to 
explore what the most appropriate informational 
content of risk-handling advice is for biases 
introduced from various other sources” (Xiao & 
Benbasat, 2015, p. 809). It is now possible to run 
large-scale field experiments in which many 
variations on independent variables of interest can be 
simultaneously tested by assigning users in natural 
settings randomly to a broader range of conditions 
that systematically vary factors of interest 
(Lukyanenko, Samuel, & Parsons, 2018). Thus, 
theory can be used to guide the design of data 
collection on a broad range of variables. Figure 4 
illustrates mapping from domain theories to big data. 
 
 
Figure 4. Mapping Domain Theory to Big Data Analytics 
Another way the path from theory to data 
requirements can be manifested is by conditioning 
data requirements based on ethical considerations. 
For example, Dressel and Farid (2018) showed that a 
complex risk assessment model (with 137 features) 
used to predict criminal recidivism performed no 
better than a simple linear model with two features. 
The model also did not perform any better than 
novices (recruited via Amazon Mechanical Turk) who 
were provided with three indicators (sex, age, and 
criminal history). However, the complex model 
showed a higher level of bias based on race—tending 
to overpredict recidivism rates for black offenders 
and underpredict recidivism rates for white offenders. 
In another application domain, the Tay chatbot was 
launched by Microsoft in 2016 to embed machine 
learning as a way to engage in realistic conversations 
with Twitter users. It was quickly shut down after 
other Twitter users, who were engaged with Tay, 
trained Tay to generate offensive and abusive tweets 
(Neff & Nagy, 2016). Work such as this reinforces 
the importance of variable or feature selection in 
preparing for data mining and exposes limitations of 
methods based solely on data analytics. Such variable 
selection can be guided both by domain theory and 
overarching ethical principles intended to embed 
fairness in the resulting models.  
3.4 A Framework for Information 
Systems Research at the Intersection 
We now propose a framework that identifies potential 
information systems research challenges and 
opportunities at the intersection of data-driven and 
theory-driven approaches. An important component 
of the framework is the research knowledge that can 
bridge the two perspectives. The paths identified in 
Figure 2: “From patterns to theory” and “From theory 
to data requirements” require researchers to engage in 
tasks for which no single individual may be perfectly 
equipped because they require knowledge and skills 
related to data analytic techniques, as well as 
expertise in relevant domain theories. Hence, due to 
the complexity and heterogeneity of research 
knowledge on both sides, the need for interaction and 
bridging of the two arises, as shown in Figure 5. 
Information systems researchers have knowledge in 
areas such as systems analysis and design (Avison & 
Fitzgerald, 2003), and fulfill a liaison role 
(Mathiassen & Purao, 2002) between diverse 
stakeholders that may be required to bridge theory-
driven and data-driven perspectives. 
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Figure 5. Framework for IS Research at the Intersection of Data-Driven and Theory-Driven Perspectives 
The required knowledge at the intersection consists of 
tools to engage in two bridging tasks: (1) 
synchronizing research activities in data-driven and 
theory-driven research; and (2) applying methods that 
work on results from and assign requests to both 
sides. On one hand, this bridging knowledge supports 
abstraction and generalization tasks on identified patterns 
derived by big data analytics for incorporating results into 
domain-specific explanations and interpretations. On the 
other hand, it supports transforming domain-driven 
hypotheses into specifications of what data is needed for 
specific analytic techniques.  
4 Research Challenges 
By analyzing pairs of arrows in the framework 
(Figure 5), four challenges emerge that need to be 
resolved to conduct research effectively at the 
intersection of the data-driven and theory-driven 
perspectives. The possible interaction paths, with 
their associated challenges, are summarized in Table 
1. The remaining pairs of arrows do not deal with 
interactions and, therefore, are not considered. 
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Table 1. Challenges at the Intersection of Data-Driven and Theory-Driven Research 
Interaction paths Challenge 
 Refine techniques                 Develop theory 
 Select techniques                  Refine theory 
 Apply techniques 
  
1. Reconciling competing approaches to creating or 
refining domain theories using big data 
 Select data                              Test hypotheses 
 Prepare data                           
2. Selecting data and analytic techniques to conduct theory 
testing 
 Apply techniques to data                                   
 
  Apply/extend theory to new areas/data 
3. Solving problems that are unsolvable from a single 
perspective 
                Acquire Designed Data 
 
 Repurpose organic data  
4. Sharing data and models across research teams and 
projects 
To realize synergies between data-driven and theory-
driven research, the challenges identified in Table 1 
must be resolved. These challenges are described 
below, with proposals for how they might be 
addressed by IS researchers.  
4.1 Challenge 1: Reconciling Competing 
Approaches to Creating or Refining 
Domain Theories Using Big Data 
When developing and refining domain theories using 
big data, knowledge creation approaches in data-
driven and theory-driven research need to be 
reconciled, in the sense of making one consistent with 
the other. In data-driven research, the primary 
knowledge creation mechanism is identifying patterns 
by refining, selecting, and applying analytic methods 
to very large datasets. Researchers engaged in theory-
driven research generate knowledge by developing 
and refining abstract constructs and relationships 
among them. Therefore, reconciling the two 
perspectives can be challenging. Researchers from both 
perspectives might find it difficult to specify what kinds 
of theories can be used to explain the analytical results.  
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4.1.1 Resolution by Abstraction and 
Generalization 
Resolution requires understanding how general 
capabilities of data analytics and the availability of 
very large datasets can be used together to develop or 
refine domain theories. This entails abstracting and 
generalizing patterns identified from data analytics to 
support theory development and refinement. 
Abstraction (Woods & Rosales, 2010) involves 
hiding noise and details to focus on higher-level 
theoretical connections. Generalization (Parsons & 
Wand, 2013) involves the hierarchical organization of 
constructs to express levels of theoretical knowledge by 
making explicit subclass and superclass connections.  
4.1.2 Example 
Suppose patterns such as anxiety or informational 
uncertainty are identified from Twitter feeds. An 
original theory might suggest that anxiety and 
ambiguous information are key drivers of rumor-
mongering, where anxiety is expressed through 
apprehensive statements. This theory can be refined 
based on data and patterns. For example, patterns 
extracted from the data could show that apprehension 
is insufficient. Instead, analysis might reveal that 
positive and negative emotional statements have 
different effects on rumor-mongering, thus providing 
a basis for refining the theory. The outcome might be 
an ontology of: emotional statements, authenticating 
statements, interrogatory statements, prudent 
disclaimer statements, belief/disbelief statements, and 
work statements (Baldoni, Baroglio, Patti, & Rena, 
2012). Within the ontology, different kinds of 
statements could be hypothesized to produce different 
effects on rumors. 
4.1.3 Role of Information Systems Research 
IS research can address this challenge by providing 
modeling approaches that support explanation, 
interpretation, and generalization to express abstract, 
high-level concepts derived from patterns discovered 
using data analytics. The IS field uses a variety of 
modeling tools to express abstract concepts, including 
ontologies and conceptual modeling grammars (e.g., 
Weber, 2003). The abstraction of patterns (from data 
analytics) could allow us to identify, for example, 
new subclasses or to accommodate exceptional cases, 
resulting in theory refinement (Parsons & Wand, 
2013). Alternatively, one might discover that patterns 
detected cannot be explained by an existing theory, 
thus necessitating new theory development. The 
difference between theory refinement and theory 
development rests on whether patterns discovered via data 
analytics can be accommodated within an existing theory.  
An IS scholar can, therefore, play an intermediary 
role, acting as a liaison between the two perspectives 
to bring about agreement on how to understand the 
knowledge of both. In the above example, IS research 
on conceptual modeling (e.g., Wand, Monarchi, 
Parsons, & Woo, 1995) and ontology development 
(e.g., Sugumaran & Storey, 2002) can guide the 
design of an ontology of emotional statements, 
considering issues such as whether concepts need to 
be mutually exclusive and/or collectively exhaustive. 
In Table 1 (Row 1), the objective is to use information 
systems knowledge to connect research on the side 
where the arrows originate (data-driven) to research on 
the side where the arrows terminate (theory-driven). 
The skills that IS researchers can contribute are further 
elaborated using examples in Table 2. 
Table 2. Roles of IS Researchers Responding to Challenge 1: 
Intermediary on Abstraction and Generalization 
Research direction What IS researchers can contribute  
Support the expression of patterns  Apply, extend, and develop conceptual modeling approaches to 
represent, visualize, and communicate patterns (Woo, 2011) 
Support the abstraction and interpretation of patterns 
into insights informed by theoretical concepts 
Apply, extend, and develop techniques to map and interpret 
patterns into domain ontologies  
Support analysis of big data that includes time-varying 
data  
 
Extend work on data collection, representation, and use, which 
may include both linear and nonlinear analysis of time-varying 
data and other techniques (e.g. Chong, Han, & Park, 2017) 
4.2 Challenge 2: Selecting Data and 
Analytic Techniques to Test Theory  
Understanding what data are available and how to use 
that data are vital for theory testing using big data. 
Theory-driven research starts by generating hypotheses 
before proceeding to select and prepare the data to test 
the hypotheses. It operationalizes constructs and 
identifies how to manipulate and/or measure them, 
typically on a small scale. The data collected is examined 
for validity, reliability, and adequacy of sample size 
before being used to test hypotheses.  
Theory testing traditionally does not consider 
important challenges in the analysis of large datasets, 
such as the heterogeneity of data sources and 
variations in the granularity of the data. This creates 
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difficulties in realizing the potential to use large 
datasets for theory testing and refinement. One 
important issue is whether and how domain theories 
can be used to determine how available data can be 
prepared for testing theory, and what additional data 
might be needed.  
4.2.1 Resolution by Gathering and Assessing 
Requirements 
This challenge can be resolved by determining data 
needs from theory-driven research. This is a form of 
requirements gathering in which the objective is to 
identify the data needed to test the theory. When 
some of the required data cannot be obtained using 
existing big data sources, the available data must be 
assessed or evaluated, based on appropriate criteria, 
so the most appropriate data can be selected. One 
might also discover that the data needed for testing is 
not available, requiring new data collection. 
4.2.2 Example 
Researchers have studied how cognitive maps can be 
used for understanding social and geographic 
environments (Unger & Wandersman, 1985). Spatial 
reference systems for investigating spatial knowledge 
(Blouin et al., 1993; Golledge, 1999), for example, 
have been evaluated in laboratory experiments 
(Shelton & McNamara, 2001) using relatively small 
datasets. With the potential for millions of self-
driving cars, there is an unparalleled opportunity for a 
more realistic (authentic) evaluation of spatial 
reference systems using the large volume of data 
generated by in-car sensors. Information systems 
research on requirements analysis can be useful in 
identifying which data generated by sensors support 
the conceptualization and representation of spatial 
knowledge. From this, it might be concluded that 
visual sensors could be attached to self-driving cars to 
collect data that can be used for comparing users’ 
reported perceptions versus sensor data. In this manner, 
self-driving cars become laboratories on wheels.  
4.2.3 Role of Information Systems Research 
Information systems research has produced systems 
analysis and design practices that can be useful in 
both authentic evaluation and new data collection. 
The goal in authentic evaluation is first to derive data 
requirements based on the theory to be tested, and 
then to select relevant data sources or manipulate 
available data sources to derive composites that map 
to data requirements. In systems analysis and design, 
requirements analysis techniques (Kotonya & 
Sommerville, 1998) guide the selection or design of 
information systems. These requirements techniques 
can be adapted to match constructs from theory with 
data sources appropriate to test it. However, big data 
can have unstructured, multiple representations and 
lack integrity due to its organic nature. IS research— 
such as work on assessing data quality (Wang, Storey, 
& Firth, 1995; Wang & Strong, 1996; Madnick & 
Zhu, 2006), understanding data semantics, and 
integrating data (Wand, Storey, & Weber, 1999)—
can also be useful in authentic evaluation. As with the 
previous challenge, IS researchers can here play an 
intermediary role in linking the two perspectives. The 
specific roles IS researchers can play are further 
elaborated in Table 3. 
 
Table 3. Roles of IS Researchers Responding to Challenge 2:  
Selecting Data and Analytic Techniques to Test Theory 
Research direction What IS researchers can contribute  
Support the matching of constructs from data 
sources to domain theory 
 
Apply, extend, and develop reverse engineering methods to map 
variables from data sources into constructs from domain theory 
(Chiang, Barron, & Storey, 1994) 
Support the assessment and representation of data 
quality for multiple, heterogeneous data sources  
Develop approaches to compute and represent quality metrics for 
heterogeneous data sources (Su, Huang, Wu, & Zhang, 2006) 
 
Support the construction of composite variables 
from data sources 
Develop techniques to evaluate potential composite variables for 
their usefulness by mapping them to on domain ontologies for 
interpretation  
Support the representation of, and reasoning 
about, semantics implicit in data from multiple 
sources 
Apply, extend, and develop techniques to represent and integrate the 
semantics of data from multiple sources (Evermann & Hallimi, 
2008) 
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4.3 Challenge 3: Solving Problems that 
are Unsolvable from A Single 
Perspective 
The challenge is how to use theory and data analytic 
techniques to solve problems for which there are no 
known solutions. Researchers must decide: (1) when 
to apply or extend theory, (2) when to apply data 
analytic techniques to extract and explore data 
patterns, and (3) when to do both. West (2013) 
describes such problems as “complex” because they 
have many different parts and interact in many 
different ways. For example: “What should we do 
about uncertainty in the financial markets? How can 
we predict energy supply and demand? How will 
climate change play out? How do we cope with rapid 
urbanization?” (West, 2013, p.1). Such problems are 
sufficiently complex that neither approach can work 
satisfactorily in isolation.  
4.3.1 Resolution by Problem Refinement 
To solve a complex problem, researchers need to 
refine it in an attempt to make it more tractable. It 
might be possible to simplify, or work with specific 
components of, the problem. For example, 
researchers can manage complexity (Kaul, Storey, & 
Woo, 2017) using techniques such as decomposing 
the problem, visualizing the different components of 
the problem, changing the parameters considered, 
articulating the scope, or eliminating constraints. If 
existing techniques used in data analytics cannot 
perform the analyses needed, then we need to extend 
or refine them. For example, the advent of social 
media required new text mining algorithms and 
techniques to process (and abstract) large amounts of 
unstructured data (e.g. Chua, Li, Kaul, & Storey, 
2016; Ram, Zhang, Williams, & Pengetnze, 2015). 
Analogously, if a theory does not hold for a given 
problem, then it becomes necessary to adapt or 
modify the theory to deal with the exception. 
4.3.2 Example 
Suppose one wants to understand investor sentiment 
regarding the health of the stock market and the effect 
of such sentiment on actual investments. This is a 
complex problem that cannot be solved by traditional 
finance theories because they are limited to specific 
terms that appear in outlets such as media coverage, 
investment analysts’ reports, and earnings 
announcements. It also cannot be solved by data/text 
mining or sentiment analysis because these 
techniques cannot explain, for example, why a certain 
trading strategy works and why a set of events affects 
the stock market (Gu, Storey, & Woo, 2015). 
To address the complexity of this problem, one needs 
to understand the relevant theories and data analytic 
techniques that are available and how they might be 
adapted. One possible approach is to visualize all of 
the possibilities using a diagram or table for analysis. 
For example, the business intelligence model (Horkoff 
et al., 2014) was developed as a general conceptual 
model for representing business needs, which can also 
be applied to capture data analytic capabilities.  
4.3.3 Role of Information Systems Research 
Information systems researchers can propose 
conceptual models to analyze the matching of theory 
and techniques with a problem to be solved. In the 
example above, Gu et al. (2015) applied the business 
intelligence model to match financial theories to data 
analytics techniques. However, this conceptual model 
could not capture different scenarios (competing 
alternatives) in the same diagram. To resolve this 
problem, the business intelligence model might be 
extended to allow for multiple scenarios, highlighting 
an insufficiency in matching financial theories with 
data analytics techniques. Thus, the resolution of this 
issue requires refining a new modeling method (the 
business intelligence model) for representing 
important concepts in the financial domain (e.g., 
long-term versus short-term effects on the stock 
market). The role of IS research is to develop, test and 
refine conceptual and other models, playing a 
responsive role driven by a complex problem. The 
roles that IS researchers can play are further 
elaborated using examples in Table 4. 
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Table 4. Roles of IS Researchers Responding to Challenge 3: 
Addressing Problems That Are Unsolvable from A Single Perspective 
Research direction What IS researchers can contribute  
Develop approaches for bridging specific practical 
problems and general theoretical problems 
Apply, extend and develop research methodologies, such 
as action research, that help bridge the gap between data-
driven and theory-driven perspectives (Sein, Henfridsson, 
Purao, Rossi, & Lindgren, 2011; Davison, Martinsons, & 
Ou, 2012) 
Develop strategies for managing the complexity that results 
from bridging data-driven and theory-driven perspectives 
Apply, extend, and develop techniques, such as scoping 
and decomposition, that simplify complexity (Burton-
Jones & Meso, 2006; Kaul, Storey, & Woo, 2017a) 
Develop modeling approaches that allow representing, 
reasoning with, and combining possible solutions to 
problems 
Apply, extend, and develop multi-perspective conceptual 
modeling approaches (Paja, Maté, Woo, & Mylopoulos, 
2016) 
4.4 Challenge 4: Sharing Data and 
Models across Research Teams and 
Projects 
Data sharing in any research environment means 
using data created by others. The challenge is in 
providing contextual information and resolving data 
heterogeneity (variety). Prior to the era of big data, 
researchers working with domain theories identified 
the data they required for theory-testing and created 
or acquired the necessary instruments to collect it 
before carrying out the actual data collection. Groves 
(2011) refers to this type of data as “designed data.” 
However, data designed for one research study is not 
easily shared for use in another (Jarvenpaa & Staples, 
2000). This issue is exacerbated in the big data era, 
where “organic data” (Groves, 2011) is typically 
generated without identified objectives for analysis. For 
example, social media data is generated independently 
of research objectives, but can be repurposed to address 
specific research questions (e.g., Ram et al. 2015). 
Historically, sharing designed (or organic) data has not 
been a normal part of research activity.  
Several initiatives have been proposed to create the 
infrastructures needed to share data. For example, the 
Cancer Biomedical Informatics Grid (caBIG) and 
National Cancer Informatics Program (NCIP) provide 
access to cancer-related data. This is enabled by 
metadata models and algorithms for sharing and 
collaborating (https://cbiit.nci.nih.gov/ncip/about-
ncip/mission). However, there is no similar 
infrastructure for sharing organic data or combining 
designed and organic data. 
4.4.1 Resolution by Preparing Data for 
Future Use 
The challenge of sharing data across research teams 
and projects can be resolved by capturing and 
representing data in meaningful ways for ease of 
understanding and interpretation, thus facilitating its 
availability for future projects. The use of appropriate 
data is a key issue in both data analytics and domain 
theory development. In data analytics, the content and 
quality of data are crucial for selecting, integrating, 
and manipulating data from heterogeneous sources 
and with different formats. For theory development, 
the main activities involve specifying the meaning 
(semantics) of theoretical constructs and their 
relationships to each other. 
4.4.2 Example 
Wang, Mai, & Chiang (2014) attempted to make 
manufacturer-provided content of tablet computer 
data meaningful. To do so, they organized the user-
generated content into four classes (the market 
dynamics of products, product characteristic 
information, consumer-generated product reviews, 
and reviewer information), with detailed descriptions 
of the attributes for each class. This enables others to 
conduct research on relevant topics (e.g., product reviews, 
pricing, competition, new product development, and text 
analytics), without being concerned with cleaning, 
conceptualizing, and integrating the data.  
4.4.3 Role of Information Systems Research 
IS researchers can apply and extend their work in data 
quality and data integration of heterogeneous data to 
large datasets to facilitate data sharing. Data quality 
greatly affects the feasibility of future use of data. 
Research has focused on understanding how data 
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quality can be ensured through controls on data entry 
and interpretations of whether the data are suitable for 
specific purposes (Wang et al., 1995; Wang and 
Strong, 1996). Data analytics increasingly relies on 
user-generated content instead of, or in combination 
with, traditional organizational data. User-generated 
content often can be created by anyone, in any 
format, with possible inconsistencies, uncertain 
quality, and different or conflicting meanings. This 
makes the focus on data quality and interpretation 
critical. When combining data from independent 
sources, semantic data integration techniques need to 
be applied (e.g., Goh, Bressan, Madnick, & Siegel, 
1999) in ways that ensure data consistency and 
veracity. Collectively, these IS research initiatives 
contribute greatly to the selection, evaluation, and 
integration of data sources prior to applying data 
analytic techniques, thus ensuring that the data are 
useful for continued use. IS researchers can facilitate 
this kind of data sharing. In this manner, IS 
researchers can play a proactive role in anticipating 
how big data can be made usable for future, possibly 
unspecified, needs. The roles that IS researchers can 
play are further elaborated using examples in Table 5.
Table 5. Roles of IS Researchers Responding to Challenge 4:  
Share Data, Models, and Workflows Across Research Teams and Projects 
Research direction What IS researchers can contribute  
Support the sharing of data, models, and workflows across 
different domains and perspectives  
Apply, extend, and develop “open science” principles to 
support the sharing of data and models via infrastructure 
and platforms (Fecher & Friesike, 2013) 
Develop approaches for curating data sources, models, and 
workflows for future uses  
Apply and extend instance-based representation 
(Parsons, 1996) 
Develop and maintain mapping and derivations across data 
sources, analytic models, and workflows 
Apply and extend approaches for managing data 
dictionaries and model repositories (Smirnov, Weidlich, 
Mendling, & Weske, 2012) 
4.5 Summary of Roles for Information 
Systems Researchers 
Information systems research can play several roles 
that facilitate interactions between data-driven and 
theory-driven research in addressing the challenges 
posed in Table 1. First, to facilitate the paths from 
data analytics to domain theory, and, inversely, from 
domain theory to data analytics, IS scholars can play 
an intermediary role in which they link work from 
both perspectives to gain mutual benefits. As 
intermediaries, IS researchers can be responsible for 
understanding the work done in each perspective and 
translating the values held by researchers in each—a 
role similar to the liaison role they have advocated 
over the years for systems analysts. Second, IS 
researchers can play a responsive role in which they 
adapt data analytics techniques and domain theory to 
solve a problem. In this role, IS scholars can respond 
to the demands of a problem situation by identifying 
results generated by researchers working within each 
perspective that may be appropriate for the problem at 
hand. Finally, IS scholars can play a proactive role in 
which they prepare data for future problems, needs, or 
changes. As part of this role, IS researchers will need 
to anticipate concerns that go beyond a single 
research project to generate approaches and 
infrastructures that build capacity for, and facilitate 
work across, multiple research settings and projects 
(e.g., to address problems such as data sharing). Table 
6 summarizes the resolutions to the four challenges, 
specifying the role of IS in each. 
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Table 6. Resolution of Challenges at The Intersection of Data-Driven and Theory-Driven Research 
Challenge Resolution Role of IS research 
Reconciling competing 
approaches to creating or 
defining domain theories using 
big data  
Modeling to abstract and generalize 
patterns from data analytics to support 
developing and refining theory 
Intermediary role 
• Provide modeling approaches (conceptual 
modeling, ontology development) to support 
explanation, interpretation, and generalization of 
high-level concepts derived from patterns 
Selecting data and analytic 
techniques to conduct theory 
testing 
Gathering and assessing authentic data 
requirements from theoretical 
constructs  
Intermediary role 
• Apply requirements engineering to identify, select, 
and prepare relevant data to move from domain 
theory to data analytics 
Solving problems that are 
unsolvable from a single 
perspective 
Problem refinement to manage 
complexity  
Responsive role 
• Refine complex problems to make them more 
tractable by applying systems analysis approaches 
and conceptual modeling (e.g., defining scope, 
managing complexity) 
Sharing data across research 
teams and projects 
Preparing data for future use, including 
data integration (combining design and 
organic data) and data quality 
assessment 
Proactive role 
• Organize and prepare data for future use by 
applying and extending work on data quality and 
data integration of heterogeneous data  
5 Conclusion  
This paper has developed a framework for 
information systems research to facilitate interaction 
between the data-driven and theory-driven research. 
The framework represents activities related to the 
intrinsic differences1 in how data-driven and theory-
driven research are conducted to identify four specific 
challenges: reconciling the two perspectives (data-
driven and theory-driven research), selecting data and 
techniques for theory testing, solving unsolvable 
problems, and sharing data. To respond to these 
challenges, information systems researchers can play 
intermediary roles (for the first two perspectives), as 
well as responsive and proactive roles. The challenges 
present opportunities for information systems 
                                                     
1  Such differences across communities of research and 
practice have been identified and addressed by scholars 
starting with the work of Snow (1959) and Breiman (2001).  
researchers to apply or extend knowledge of systems 
analysis (including requirements engineering and 
managing complexity), conceptual modeling 
(abstractions, generalizations), ontology development, 
data quality, and data integration. Pursuing these 
opportunities will establish important research 
interactions between data-driven and theory-driven 
perspectives, thus contributing to research success in 
the big data era. 
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