We offer a new pespective of the proof of a Motohashi-type formula relating the fourth moment of L-functions for GL 1 with the third moment of L-functions for GL 2 over number fields, studied earlier by Michel-Venkatesh and Nelson. Our main tool is a new type of pre-trace formula with test functions on M 2 (A) instead of GL 2 (A), on whose spectral side the matrix coefficients are the standard Godement-Jacquet zeta integrals.
Introduction
1.1. New Perspectives. In a series work (one collaborated with Ivíc) culminating in [15] , Motohashi established an explicit formula relating the fourth moment of Riemann zeta function with the third moment of L-functions related to modular forms (holomorphic and Maass forms and Eisenstein series) for the full modular group SL 2 (Z). In terms of automorphic representation theoretic language, this is a relation between the fourth moment of L-functions for GL 1 and the third moment of L-functions for GL 2 over Q. A further extension to Q(i) can be found in [2] . People have not ceased to search for the structural reason for this formula, using more and more automorphic representation theory. For example, an approach via Poincaré series can be found in [3] .
In [14, §4.5 .3], Michel-Venkatesh proposed a period approach to derive Motohashi's formula. An earlier version can also be found in [13, 4.3.3] . In a talk at the conference "On the Langlands Program: Endoscopy and Beyond", held in January 2019 in Singapore, Blomer raised two critical questions about this period approach:
(C) One is the convergence issue of the relevant integrals;
(E) the other is the explicit formula relating the weight functions on the fourth moment side and the third moment side. Recently, Nelson [17] implemented this method to generalize the Conrey-Iwaniec subconvex bounds for quadratic twists over number fields, in which the question (C) is rigorously addressed by a systematical development of the theory of regularized integrals. The question (E) is also solved in a way that is favorable for its application to the generalization of the Weyl-type subconvex bound due to Conrey-Iwaniec over number fields.
In this paper, we offer a new approach to Motohashi's formula, based on a new type pre-trace formula, whose test function is a Schwartz function on M 2 (A), the algebra of adelic points of the two by two matrices, instead of a smooth function with compact support on GL 2 (A). In particular, the matrix coefficients appearing on the spectral side of our new pre-trace formula are standard Godement-Jacquet zeta integrals for GL 2 . For this reason, we call it a Godement-Jacquet pre-trace formula. Our approach can be viewed as the method of Bykovskii [5] applied to this Godement-Jacquet pre-trace formula, hence is a relative trace formula approach. Remark 1.1. For the relation between the period approach and the ours, see the last subsection of this introduction. In particular, it should be equivalent to Nelson's [17, Theorem 1.4] . However, our Godement-Jacquet pre-trace formula has its own interest. For example, it offers some new perspectives to the phenomenon of "spectral reciprocities" observed by Blomer: its analogues exist over quaternion algebras.
We understand Blomer's question (E) as the question of an "invariant form" of the formula, by analogy with the Arthur-Selberg trace formula. Precisely, in the trace formula setting, one views both the spectral and geometric sides as sums of distributions on the relevant group G. On the geometric side, an orbital integral at a regular element is a distribution on C ∞ c (G) invariant by conjugation by G. On the spectral side, to a discretely appearing unitary irreducible representation π, the trace distribution
where B(π) stands for an/any orthonormal basis in the underlying Hilbert space of π, is also invariant by conjugation by G. Harish-Chandra's regularity theorem, which says that the trace distribution is represented by a smooth function on the open set of regular elements and is locally integrable on the group, together with the Rossman-Harish-Chandra-Kirillov character formula [9, §IV.5] , is the major part of the solution to (E) in the setting of trace formula. The rest part of the solution to (E) is the problem of "invariant trace formula", which consists of writing the other distributions appearing in the trace formula, such as the other orbital integrals at non regular elements, in terms of those at the regular elements. Similar question arises also in the relative trace formula treatment of the Petersson-Kuznetsov formula, along the line [10, 11] . The analogue of Blomer's question (E) quickly leads to the study of the Bessel distributions. For example, Baruch [1] proves the regularity of the Bessel distributions.
Since our viewpoint on Motohashi's formula is relative trace formula, our treatment will follow the standard method of relative trace formulas. In particular, we point out the relevant invariance properties underlying Motohashi's formula by defining Motohashi distributions (see Definition 1.5 below), and put every distribution appearing in the global analysis of the formula into Motohashi distribution. By analogy with trace formula, this is parallel to [7, §6] . The remaining questions are the regularity of our Motohashi distributions and the explicit formulas of the Motohashi functions which represent them. The combination of the two solves Blomer's question (E). Let ω, χ 1 , χ 2 be three unitary Hecke characters of R + F × \A × . Let Ψ ∈ S(M 2 (A)) be a Schwartz function on the adelic points of the two by two matrix algebra. We can identify M 2 (A) with A 4 via M 2 (A) ≃ A 4 ,
x 1 x 2 x 3 x 4 → (x 1 , x 2 , x 3 , x 4 ).
In particular, we transport F j , the partial Fourier transform on A 4 with respect to the j-th variable, to S(M 2 (A)). Recall Tate's integral for Φ ∈ S(A) and χ a unitary Hecke character of
which is absolutely convergent for ℜs ≫ 1 and admits a meromorphic continuation to s ∈ C. We shall denote the analytically continued value formally still by the same integral. Defining
we form a tempered distribution
which obviously represents a certain fourth moment of central values of L-functions for GL 1 . Let π be a cuspidal representation in
where, with Z being the center of GL 2 , we have written
For any pair ϕ 1 , ϕ 2 ∈ V π , the underlying Hilbert space of π, one associates the matrix coefficient
One further defines, first for ℜs ≫ 1 then for s ∈ C by meromorphic continuation, the Godement-Jacquet zeta integral
We also have the Hecke-Jacquet-Langlands zeta integrals
Let B(π) be an/any orthonormal basis of π, we form a tempered distribution
Similarly, let χ be another unitary Hecke character of R + F × \A × , we can associate the principal series representation π s := π(χ|·| s A , ωχ −1 |·| −s A ), whose underlying Hilbert space is
We also associate the flat sections e j (s) ∈ π s to e j , from which we construct Eisenstein series E(s, e j )(g) = E(e j (s))(g) := γ∈B(F)\GL2(F) e j (s)(γg), convergent for ℜs ≫ 1 and admitting meromorphic continuation to s ∈ C. Defining the constant term
we have the extended Hecke-Jacquet-Langlands zeta integrals
convergent for ℜs ≫ 1 and admitting meromorphic continuation to s ∈ C. Let B(χ, ωχ −1 ) be an/any orthonormal basis of V χ,ωχ −1 , we form a tempered distribution
Finally, we define a tempered distribution
which obviously represents a certain third moment of central values of L-functions for GL 2 .
Theorem 1.3. The two tempered distributions M 4 (·) and M 3 (·) given by (1.1) and (1.2) are equal up to some explicit degenerate terms. Precisely, for Ψ ∈ S(M 2 (A)) we have
Proof. This will be a direct consequence of Proposition 4.7 and 4.10, by comparing the two expressions of II * χ 1 , s 1 ; χ 2 , s 2 ω, s 0 (Ψ) at (s 0 , s 1 , s 2 ) = (0, 0, 0). Remark 1.4. We will give the explicit forms of the degenerate terms in §1.4.
Notations and
Conventions. If f is a meromorphic function around s 0 with Laurent expansion
we call a 0 the finite part of f at s = 0. If F is a meromorphic function of multiple variable s ∈ C m around s 0 , and for almost all δ ∈ C m − { 0}, the meromorphic function
has finite part a 0 at s = 0 independent of δ, then we call a 0 the finite part of F at s 0 . Throughout the paper, F is a (fixed) number field with ring of integers o. V F denotes the set of places of F. For any v ∈ V F resp. p ∈ V F , p < ∞, F v resp. o p is the completion of F resp. o with respect to the absolute value |·| v corresponding to v resp. v = p. A = A F is the ring of adeles of F, while A × denotes the group of ideles. We fix a section s F of the adelic norm map |·| A : A × → R + , identifying R + as a subgroup of A × . Hence any character of R + F × \A × is identified with a character of F × \A × . We put the standard Tamagawa measure dx =
We recall their constructions. Let Tr = Tr F Q be the trace map, extended to A → A Q . Let ψ Q be the additive character of A Q trivial on Q, restricting to the infinite place as
We put ψ = ψ Q • Tr, which decomposes as 
In particular,
We equip A (1) with the above measure on A × quotient by the measure d × t = dt/|t| on R + , where dt is the usual Lebesgue measure on R restricted to R + . Consequently, F × \A (1) admits the total mass [12, Ch.XIV Prop.13]
In GL 2 (A), we pick the standard maximal compact subgroup
and equip it with the Haar probability measure dκ v . We define the following one-parameter algebraic subgroups of GL 2 (F v ) (1) DG 1 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following zeta integral (see (4.10))
(2) DG 2 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following zeta integral (see (4.11))
(3) DG 3 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following zeta integral (see (4.12))
(4) DG 4 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following zeta integral (see (4.13))
is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following zeta integral (see (3.5) )
(6) DG 6 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following zeta integral (see (3.6) )
is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following zeta integral (see (3.7))
is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following zeta integral (see (3.4) )
For functions e, e 1 , e 2 on K and Ψ ∈ S(M 2 (A)), introduce
The first three terms come from Lemma 4.5 and Proposition 4.7:
(1) DS 1 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following function
, χ 2 ;
(2) DS 2 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following function
(3) DS 3 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following function
The last two terms come from Lemma 4.5 and Proposition 4.10:
then DS 4 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following function
then DS 5 (Ψ) is the finite part at (s 0 , s 1 , s 2 ) = (0, 0, 0) of the following function
hence also on the space of tempered distributions S * (M 2 (A)) by
Definition 1.5. Let ω, χ 1 , χ 2 be three Hecke (quasi-)characters of F × \A × . A tempered distribution Θ on S(M 2 (A)) ≃ S(A 4 ) is called a Motohashi distribution with parameters (ω; χ 1 , χ 2 ), or an M
In order to deduce our main formula, we shall first construct a Motohashi distribution with parameters (ω|·| s0+2
Then we consider its analytic continuation to the point (s 0 , s 1 , s 2 ) = (0, 0, 0) with two different methods, yielding two apparently different expressions, the equality of which gives the main formula.
We proceed with the construction of the distribution in the first place. To any Ψ ∈ S(M 2 (A)), we associate a kernel function
It is a smooth function on GL 2 (F)\GL 2 (A). Hence we can define Remark 1.7. We can modify the definition as
without changing ∆∆ (x; y). We will use either definition at convenience. More precisely, we will use the definition with 0 = ξ for the third moment side, and the one without it for the fourth moment side.
Proposition 1.8.
(1) For any unitary Hecke characters ω, χ 1 ,
(2) It has meromorphic continuation to (s 0 , s 1 , s 2 ) = (0, 0, 0), which defines a Motohashi distribution with parameters (ω|·| 2 A ; χ 1 |·| −1 A , χ 2 |·| A ). In §2, we will establish Proposition 1.8 (1) via the spectral expansion of
relating II χ 1 , s 1 ; χ 2 , s 2 ω, s 0 with a certain third moment of L-functions for GL 2 . In §3, we will regroup the summands of ∆∆ (x; y) or equivalently ∆∆ x; y ω, s 0 , using only the Fourier analysis on M 2 (A) ≃ A 4 , so that II χ 1 , s 1 ; χ 2 , s 2 ω, s 0 will also be related to some fourth moment of L-functions for GL 1 in some subdomain of D. In §4 we will give the analytic continuation to (a small neighborhood of) (s 0 , s 1 , s 2 ) = (0, 0, 0) with two methods based on the two expressions of ∆∆ x; y ω, s 0 obtained in §2 and §3. This completes the proof of Proposition 1.8 (2) , and the comparison of the two analytically continued expressions give our final formula in Theorem 1.3. We indicate the spectral nature of the above Motohashi distribution. The sum defining the kernel function KK (x; y) resembles the usual construction of automorphic kernel function. Precisely,
is the sub-sum which has the same form as a usual automorphic kernel function. If we define KK (2) x; y ω, s 0 :=
provided that the integrals are absolutely convergent. We can thus expect that KK (2) x; y ω, s 0
admits Fourier inversion with respect to the variable y, in which the component corresponding to a cuspidal representation π is given by
where B(π) is an orthonormal basis of π of cusp forms, and the pairing ·, · is the usual inner product
Consequently, the contribution of this component to II
By the theories of Godement-Jacquet L-functions [8, §11.4] and Hecke-Jacquet-Langlands L-functions [6, §6] , the three integrals in the above summand represent
Hence our Motohashi distribution given in Proposition 1.8 (1) contains a certain third moment of Lfunctions for GL 2 . Finally, we indicate the relation to the fourth moment of certain L-functions for GL 1 . For the geometric side, we will re-arrange the terms in (1.5). By the Poisson summation formula, we have
Hence we may expect a summand of ∆∆ (x; y) to be
Using some basic properties of Fourier transform, we get
Consider the following function on (
It is easy to see that for any unitary Hecke character χ of R + F × \A × and any s ∈ C with ℜs ≫ 1
where the unitary Hecke characters η i are defined by
and the complex number s ′ i are defined by
By Tate's thesis, the right hand side of the above equation represents
Applying Fourier inversion on F × \A × , we then see
represents a fourth moment of certain L-functions for GL 1 .
1.6. Relation with Period Approach. For simplicity of discussion, we take the case ω = χ 1 = χ 2 = ½ the trivial character for example. The period approach, proposed by Michel-Venkatesh, considers
the integral along the diagonal torus of the product of two Eisenstein series constructed from smooth vectors f 1 , f 2 ∈ B(½, ½). One expects a suitable Fourier inversion formula for the product of these two Eisenstein series, so that the projection to the space of a cuspidal representation π gives the contribution
By Hecke-Jacuqet-Langlands' theory, the above integral represents L(1/2, π). By the Rankin-Selberg theory, the Fourier coefficient represents L(1/2 + s 1 , π ∨ )L(1/2 + s 2 , π ∨ ). Hence the projection contributes a certain third moment. Looking further into the Rankin-Selberg theory, one easily sees that the reason for which the above Fourier coefficient represents the relevant L-functions is actually based on the Godement-Jacquet theory. Precisely, let Φ 1 , Φ 2 ∈ S(A 2 ) and take the Godement sections
We write E Φj (s j , g) for E(s j , f j )(g) and W ϕ (g) resp. W Φj (s j , g) for the Whittaker function of ϕ(g) resp. E Φj (s j , g) with respect to ψ. Then by the Rankin-Selberg unfolding, we have
then the above integral becomes
Hence (1.9) is exactly (1.8) with special parameters up to complex conjugation.
Third Moment (Spectral) Side
2.1. Godement-Jacquet Pre-trace Formula. Above all, we mention the following fundamental estimation.
Proposition 2.1. Let Φ ∈ S(A). Then we have for any N > 1
, where the implied constant depends only on F and some Schwartz norm of Φ with order depending on N .
Proof. One approach is to assume Φ = ⊗ ′ v Φ v decomposable, estimate the local decay of Φ v in terms of Schwartz norms and apply [20, Lemma 5.37 ]. For another approach, one notices that the function
convergent for ℜs ≫ 1, has meromorphic continuation to s ∈ C with the properties required for a suitable version of Paley-Wiener theorem on F × \A × . We omit the tedious details.
We first shall study the growth of the function
in the variable y with fixed x. It is obviously a smooth function on GL 2 (F)\GL 2 (A) with central character
. By the reduction theory, it suffices to study the growth in any Siegel domain. Hence we can assume that y is of the form
with |t| A ≥ 1, and consider the growth as |t| A = Ht(y) → ∞. To this end, we apply the Fourier inversion on the upper unipotent subgroup N(F)\N(A). Recall that ψ is the standard additive character of F\A.
We have
We estimate KW (x; y) first. The right multiplication by N(F) on M 2 (F) − {0} has orbits given by
We estimate term by term. For the first term, we have
For any Ψ ∈ S(M 2 (A)), Poisson summation formula implies
Hence we can rewrite
We split the sum over γ, δ as
. By Proposition 2.1, the first part is bounded as
; similarly the second part is dominated and bounded as
, where the implied constant depends only on F and some Schwartz norm of Ψ with order depending only on x, N 1 and N 2 (not on u nor κ). The treatment of the second and third terms being similar, we only deal with the second one. We have
It follows that for any N 1 , N 2 > 1
. We summarize the above estimation as: for any N 1 , N 2 > 1
. We turn to KN (x; y). The same classification of orbits implies the decomposition
We distinguish the terms for which γ = 0 from γ = 0, splitting the above sum as
.
Denote the first resp. second part by KN 1,1 (x; y) resp. KN 1,2 (x; y). For the first part, we have the bound for any N 1 , N 2 > 1
For the second part, we have
Hence, we get for all ℜs 0 > 2
For the second term, we have by Poisson summation
It is easy to deduce the following bounds
For the third term, we have similarly
(1) For fixed x, and for y lying in any Siegel domain, the function
for ℜs 0 > 2 has central character ω −1 and is bounded by ≪ Ht(y) 1− ℜs 0 2 . (2) Its Fourier inversion with respect to y in L 2 (GL 2 (F)\GL 2 (A), ω −1 ) converges normally for (x, y) ∈ (GL 2 (F)\GL 2 (A)) 2 , and takes the form
where we recall the standard notations:
• B(π) resp. B(χ, ωχ −1 ) is an orthogonal basis (of K-isotypic vectors) in π resp. π(χ, ωχ −1 ) and for ϕ j ∈ B(π) resp. e j ∈ B(χ,
is the flat section based on e j resp. e ∨ j and we identify the action of π(χ|·| s A , ωχ −1 |·| −s A ) as a continuous action in the underlying Hilbert space of π(χ, ωχ −1 );
Remark 2.3. By (the global version of ) [8, (11.9.4 )], we have
where we have written
Definition 2.4. We call the formula established in Theorem 2.2 (2) a Godement-Jacquet Pre-trace Formula, by analogy with the usual pre-trace formula.
Proof.
(1) is a direct consequence of (2.2) to (2.8) . For any X in the universal enveloping algebra of
is smooth with all derivatives bounded by Ht(y) 1−ℜs0/2 . In particular, it lies in the Sobolev space of infinite order, giving the desired convergence of its Fourier inversion (see, for example [18, Theorem 1.3]).
Since it has sufficient decay as Ht(y) → ∞, the Fourier coefficients are given by absolutely convergent integrals, and the rest of the proof is to explicitly compute them.
There is a bijection
If we define
x; y ω, s 0 :=
then it is easy to verify that
x → RR (1) x; y ω, s 0 resp. y → RR (1) x; y ω, s 0 lies in the induced model of the principal series representation π(ω|·|
is an Eisenstein series in either variable in the absolutely convergent region. Consequently, we have (1) As a function in y, KK (2) x; y ω, s 0 = KK x; y ω, s 0 − KK (1) x; y ω, s 0 is of moderate growth as Ht(y) → ∞, hence the computation in (1.7) is valid for ϕ being any cusp form or unitary Eisenstein series;
(2) KK (1) x; y ω, s 0 is orthogonal to any cuspidal function ϕ, hence has no contribution to the Fourier coefficient for the cuspidal spectrum.
This justifies the computation of the Fourier coefficients for the cuspidal spectrum. We turn to the computation of the Fourier coefficients for the continuous spectrum. The estimates of KN i,1 (x; n(u)a(t)κd(z, z)) given in (2.3), (2.5), (2.7) and the expressions of KN i,2 (x; n(u)a(t)κd(z, z)) given in (2.4), (2.6), (2.8) shows that the function y → KK
x; y ω, s 0 is a (finitely) regularizable function in the sense defined by Zagier (see [21] and its adelic version in [20, §2.3]), whose essential constant term [20, Definition 2.14] is given by 
Consider the function
It is easy to verify
which readily implies
Hence f s ∈ π(χ|·| s A , ωχ −1 |·| −s A ) (It is not necessarily a flat section!). Moreover, for any α ∈ F
We easily verify
Thus, we obtain, with absolute convergence for ℜs ≫ 1
We notice that, by the global functional equation of Tate's integral
is its analytic continuation to s ∈ iR. Hence the Fourier coefficient has the stated form.
Finally, we leave the computation of the Fourier coefficients for the residue spectrum as an exercise, since it is unimportant for the purpose of this article.
Spectral Motohashi Distributions.
For convenient of the subsequent discussion, we introduce/define some tempered distributions, where the relevant sums and integrals are absolutely convergent for (s 0 , s 1 , s 2 ) ∈ D:
KK
x; y ω, s 0 π := ϕ1,ϕ2∈B(π)
Applying the construction of "∆ = K − N ", we readily obtain ∆∆ x; y ω, s 0 π := ϕ1,ϕ2∈B(π)
where W (s, e j ) is the Whittaker function of E(s, e j );
with the Hecke-Jacquet-Langlands zeta integral
with the extended Hecke-Jacquet-Langlands zeta integral 
Fourth Moment (Geometric) Side
We have chosen our notations so that "∆" represents "K − N ". Define Then by (1.5), ∆∆ (x; y) = ∆K (x; y) − ∆N (x; y). This suggests to divide the analysis into two steps.
Remark 3.1. For simplicity of notation,
• the summation symbol " " below means, by default, summing over ξ i ∈ F for those variables ξ i appearing in the summands. Only extra conditions, such as "ξ 1 ∈ F × ", will be explicitly written; • the summation symbol " * " below means, by default, summing over ξ i ∈ F × for those variables ξ i appearing in the summands. Only extra conditions, such as "ξ 1 ∈ F", will be explicitly written.
Proof. The second equation obviously follows from the first. Applying the Poisson summation formula with respect to the variables ξ 1 , ξ 2 , we get
We make the change of variables ξ 2 → −ξ 2 and conclude.
Lemma 3.3. We have
Proof. This is a simple consequence of the following equality
and a change of variables ξ 2 → −ξ 2 .
We rearrange the sum according to whether or not ξ 2 ξ 3 = 0. This gives
Applying Poisson summation to ξ 1 and/or ξ 4 suitably to the first three terms yields
We readily deduce the following expression
In the first sum, distinguishing whether or not ξ 1 ξ 4 = 0, we obtain
Lemma 3.4. We have the decomposition of tempered distributions
where each term is defined as
Proof. Applying twice Poisson summation formula, we get *
The stated decomposition follows easily from (3.1) and the above two equations.
Similar to the construction in Proposition 1.8 (1), we define for 1 ≤ i ≤ 4 Proof. We distinguish the treatment for each II i .
(1) II 1 . Assume (s 0 , s 1 , s 2 ) ∈ D ′ . The discussion in the last part of §1.5 gives
where c + ℜs ′ i > 1 and the characters and parameters are given by
is the sum of four terms ∆∆ 2,i (x; y) for 1 ≤ i ≤ 4, which are similar to each other. Hence
The computations of II 2,i (·) are similar to each other. For example, the expression ∆∆ 2,4 (a(t 1 ); d(t 2 z, z)) = *
We record the other three terms without details of proof:
They are obviously absolutely convergent in D ′ .
(3) II 3 . From basic properties of Fourier transform, we get
It formally implies
We make the following change of variables
Then we get formally
The above integral is absolutely convergent, because it is dominated by
which is obviously convergent in D ′ . This justifies the previous formal steps.
(4) II 4 . We define the following function associated with Ψ
Then we get easily
Consequently, we obtain the following formal equality
We only need to justify the absolute convergence of the last integral, namely
This is a local problem. Hence we can assume Ψ = ⊗ ′ v Ψ v to be decomposable. (i) At v | ∞: The complex case being similar, we may assume F v = R. Up to some constant, we have by integration by parts
By induction, it is easy to see that for any polynomial P (t 1 , t 2 , t 3 ) there are finitely many polynomials Q i and R i such that
It follows readily that in D ′
We easily deduce that
where c(ψ p ) is the (logarithmic) conductor of ψ p and |Φ p (t 1 , t 2 , t 3 )| ≪ Nr(p) n min(|t 2 | −1 p , |t 3 | −1 p ). It follows readily that in D ′
(iii) At v = p unramified: We have c(ψ p ) = 0 and Ψ p = ½ M2(op) . Hence we calculate easily
. Writing σ i = ℜs i and q = Nr(p), it follows readily that in D ′
the product of which over all the unramified places is obviously convergent.
As a formal conclusion, we summarized the above discussion in the following equality, which is valid for (s 0 , s 1 , s 2 ) ∈ D ′ with absolute convergence
where the terms on the right hand side are given by (3.3), (3.4) -(3.7), (3.8) and (3.9).
Analytic Continuation
4.1. Remarks on Principal Series Representations. Let F be a local field. Let χ 1 , χ 2 be two quasicharacters of F × . Take f ∈ π(χ 1 , χ 2 ) to be a smooth vector in the induced model of a principal series representation. We first propose to study the Whittaker function W f associated with f with respect to a fixed additive character ψ F . If χ 1 χ −1 2 (t) = |t| σ F for some σ > 0, then with absolutely convergent integral we have (see [4, (5.32 )])
If σ ≤ 0, the standard theory requires to insert f into a flat (or more generally a meromorphic) section
and to show that the above function in s has analytic continuation to s = 0, the value at which defines W f (see the lines after [4, (5.32)]). This viewpoint is inconvenient if a meromorphic section is difficult to construct. We will encounter such a situation later, hence we propose the following alternative characterization of W f . is a smooth function with moderate growth at ∞, which defines a tempered distribution on S(F). Precisely, we have the asymptotic behavior
In particular, if σ > −1/2, then ξ f ∈ L 2 (F). (2) Recall the local intertwining operator M : π(χ 1 , χ 2 ) → π(χ 2 , χ 1 ). We have
The restriction to F × of the Fourier transform of ξ f in the sense of distributions is represented by the following smooth function
(1) We leave the proof, which is elementary, to the reader.
(2) Let Φ ∈ S(F 2 ) and write
One easily verifies the following formulas:
HAN WU
Mf (g) = χ 1 (det g)|det g|
Different integrals are convergent in different regions of χ 1 , χ 2 , but all have analytic continuation.
(3) By the standard theory of Whittaker functions, using Godement sections for example, one knows that W f (s, a(t)) is a smooth function on F × with rapid decay at ∞, which grows asymptotically as
As a consequence of (1) and the smoothness of W f (s, a(t)), the above equality holds for arbitrary s ∈ C by analytic continuation and we conclude.
Next, for unitary character χ of F × we propose to study the local zeta integral
The defining integral is absolutely convergent for ℜs ≫ 1 and admits a meromorphic continuation. Since ξ f determines W f , one may expect Z(s, W f , χ) to be expressible in terms of some convergent integral of ξ f for some range of σ and s. This is the case.
Lemma 4.2. Let χ 1 and χ 2 be two quasi-characters of F × so that χ 1 χ 2 is unitary and
F . Let f ∈ π(χ 1 , χ 2 ) be a smooth vector. Then if σ 0 > −1/2 the zeta function can be calculated as
Proof. We realize f as a Godement section constructed from some Φ ∈ S(F 2 )
Then we easily get
W f (a(y)) = χ 1 (y)|y|
Consequently, the zeta integral is (the analytic continuation of)
Applying Tate's local functional equation, we get
which is absolutely convergent if
This is exactly the stated condition.
Remark 4.3. From the proof, it is not difficult to deduce a global version of Lemma 4.2. Namely, for Hecke quasi-characters χ 1 , χ 2 one has the alternative formula for σ 0 > 1/2
4.2.
Third Moment Side. Based on (2.9), we shall give a meromorphic continuation of II χ 1 , s 1 ; χ 2 , s 2 ω, s 0 from (s 0 , s 1 , s 2 ) ∈ D to a small neighborhood of (0, 0, 0) (s 0 , s 1 , s 2 ) ∈ D 0 := {|s 0 |, |s 1 |, |s 2 | < 1/4} .
To prepare, we need to analyze some poles and residues of s →II
whose sources are obviously the three zeta integrals. Proof. The second equality obviously follows from the first one. The intertwining operator M : π(χ|·| s A , ωχ −1 |·| −s A ) → π(ωχ −1 |·| −s A , χ|·| s A ) has the following two properties:
(1) (See [7, (4.4 ) & (4.17)]) For any e ∈ π(χ, ωχ −1 ), e ′ ∈ π(χ −1 , ω −1 χ), Me(s), Me ′ (−s) = e(s), e ′ (−s) .
(2) (See [7, (5.15 )]) For any e ∈ π(χ, ωχ −1 ), E(s, e) = E(e(s)) = E(Me(s)).
The first property, together with the GL 2 (A)-intertwining property, implies c e2(s),e ∨ 1 (−s) (g) = c Me2(s),Me ∨ 1 (−s) (g). Moreover, if e ∨ is the dual element of e, then Me ∨ (−s) is the dual element of Me(s). Hence we get e1,e2∈B(χ,ωχ −1 )
Forming Eisenstein series in both variables yields the desired equality. 
Proof. The type (1) poles come from the poles of E(s, f ), i.e., Mf s and are easily seen. To see the other poles, we consider the Godement section for Φ ∈ S(A 2 ) f Φ (s, g) := χ 1 (det g)|det g|
instead of the flat section f s . For K-isotypic f , one can choose Φ so that f (s, ·) is the product of f s and some modified version of L(1 + 2s, χ 1 χ −1 2 ) (see [18, §3] for explicit construction), excluding the type (1) poles. Now it is easy to compute
(2) and (3) follow readily from the above expression. For example, (
(2) −(s 1 + (
The residues are meromorphic functions in (s 0 , s 1 , s 2 ) in C 3 .
Let Q > 3B + 1 and take L Q to be the polygonal line joining −i∞, −iQ, Q − iQ, Q + iQ, iQ and i∞. We choose Q carefully so that L Q avoids any zero of L(1−2s, ω −1 χ 2 ) for χ ∈ Θ. Then for (s 0 , s 1 , s 2 ) ∈ D∩X B , we have
where Z χ is the set of non type (0) poles determined in Corollary 4.6 that one meets during the above contour shift. Precisely,
Each summand/integrand on the right hand side now has meromorphic continuation from D ∩ X B to D 0 . For (s 0 , s 1 , s 2 ) ∈ D 0 , we shift the contour back and obtain the expression
where ρ ′ χ is the pole we meet during the backwards contour shift. Precisely Hence we only need to sum over ρ ′ χ , giving the stated expression. We have proved the lemma for (s 0 , s 1 , s 2 ) ∈ D ∩ X B and conclude by the arbitrary choice of B.
Geometric Aspect of A Residue.
Although it did not show up in the proof of Proposition 4.7, the following residue
is interesting in that its other form gives hints for the analytic continuation of some terms on the geometric side. We devote this subsection to the determination of this other form. We consider the following two regions D ′′ := (s 0 , s 1 , s 2 ) ∈ C 3 ℜs 0 > 2, −ℜs 0 < ℜs 1 < 0, 0 < ℜs 2 < ℜs 0 , D ′′′ := (s 0 , s 1 , s 2 ) ∈ C 3 ℜs 0 > 2, −ℜs 0 < ℜs 1 < 0, ℜs 2 − ℜs 0 > 1 .
The Godement-Jacquet zeta integral is therefore represented by a convergent integral. 
Consider the function

RR
It is easy to verify the covariance properties
In fact, it is a kernel function of an integral operator in the induced model of
Moreover, we can easily deduce the formula
We can thus fold the sum over e 1 and get
Note that the triple integral (in common) is absolutely convergent, because the dominating integral ), whose value at wn(t 1 ) is (locally) bounded via Lemma 4.1 (1), making the outer integral absolutely convergent. Define
Lemma 4.8. As a function in y,
lies in the induced model. Its Whittaker function is given by the absolutely convergent integral
The function ξ Mf is given by the absolutely convergent integral
Proof. Note that the problem is local. Hence we may assume Ψ = ⊗ ′ v Ψ v to be decomposable and focus on one place v of F. Consider the local component
It follows readily that
Take any φ ∈ C ∞ c (F × ). The local functional equation of Tate's zeta integrals implies
Thus we obtain
Proposition 4.1 applies and implies
The formula of the global Whittaker function W f (y) follows by multiplying the above local ones. We apply Proposition 4.1 again and obtain
But ξ Mf is smooth and in L 2 (F) under our assumption. While the space of Fφ for φ ∈ C ∞ c (F × ) is dense in L 2 (F), we obtain a formula for ξ Mfv , which readily implies the desired global one.
Inserting the formulas in Lemma 4.8 into (4.4) and (4.5), we deduce Res s= s 0 +1 2 II χ 1 , s 1 ; χ 2 , s 2 ω, s 0 (ω, ½), s
Res s= s 0 +1 2 II χ 1 , s 1 ; χ 2 , s 2 ω, s 0 (ω, ½), s
(s 0 , s 1 , s 2 ) ∈ D ′′′ .
We summarize the above discussion in the following lemma.
Lemma 4.9. Recall the convention on summation in Remark 3.1.
(1) The following integral
is absolutely convergent in the following region D ′′ := (s 0 , s 1 , s 2 ) ∈ C 3 ℜs 0 > 2, −ℜs 0 < ℜs 1 < 0, 0 < ℜs 2 < ℜs 0 .
(2) Define a function Φ associated with Ψ as
Then the following integral
is absolutely convergent in the following region D ′′′ := (s 0 , s 1 , s 2 ) ∈ C 3 ℜs 0 > 2, −ℜs 0 < ℜs 1 < 0, ℜs 2 − ℜs 0 > 1 .
Both functions have a common meromorphic continuation to C 3 (via (4.6) and (4.7)) given by Proof. The two statements of absolute convergence follow the same argument given in the proof of the last two cases in Lemma 3.5. The analytic continuation follows by reading the discussion in this subsection in the inverse order.
4.4.
Fourth Moment Side. We are ready to analytically continue (3.10) from (s 0 , s 1 , s 2 ) ∈ D ′ to D 0 . Note that the terms II 2,j (·) are given as higher dimensional global Tate integrals in (3.4) to (3.7), hence have obvious meromorphic continuation to C 3 . We are left with II i (·) for i = 2. (3.3) is still valid for (s 0 , s 1 , s 2 ) ∈ D 0 (actually for C 3 ), giving the meromorphic continuation of II 1 (·). We can shift the contour back to ℜs = 1/2, crossing four poles of the Tate integrals (because |ℜs ′ i | < 1/2 for (s 0 , s 1 , s 2 ) ∈ D 0 ) and get where each term is given by (4.9) II 1,0 χ 1 , s 1 ; χ 2 , s 2 ω, s 0 = χ ℜs=1/2 (A × ) 4
d × x i , (4.10)
For the last two terms, we add the dependence on Ψ back in the notation. If we introduce
then we can rewrite (3.8) as
We apply Lemma 4.9 to get the analytic continuation of Similarly, if we introduce
