Abstract-Gradient descent methods have been widely used for organizing multi-agent systems, in which they can provide decentralized control laws with provable convergence. Often, the control laws are designed so that two neighboring agents repel/attract each other at a short/long distance of separation. When the interactions between neighboring agents are moreover nonfading, the potential function from which they are derived is radially unbounded. Hence, the LaSalle's principle is sufficient to establish the system convergence. This technical note investigates, in contrast, a more realistic scenario where interactions between neighboring agents have fading attractions. In such setting, the LaSalle type arguments may not be sufficient. To tackle the problem, we introduce a class of partitions, termed dilute partitions, of formations which cluster agents according to the inter-and intra-cluster interaction strengths. We then apply dilute partitions to trajectories of formations generated by the multi-agent system, and show that each of the trajectories remains in a compact subset along the evolution, and converges to the set of equilibria.
I. INTRODUCTION
The use of gradient descent for organizing a group of mobile autonomous agents has been widely appreciated in mathematics and in its real-world applications. Descent equations often provide the most direct demonstration of the existence of local minima, and provide easily implemented algorithm for finding the minima. Furthermore, in the context of multi-agent control, gradient descent can be interpreted as providing decentralized control laws for pairs of neighboring agents in the system. Specifically, we consider a class of multi-agent systems in which pairs of neighboring agents attract/repel each other in a reciprocal way, depending only on the distances of separation. Then, the resulting dynamics of the agents evolve as a gradient flow over a Euclidean space. We describe below the model in precise terms:
A swarm model: Let G = (V, E) be an undirected connected graph, with V = {v 1 , . . . , v N } the set of vertices, and E the set of edges. We denote by (v i , v j ) an edge of G between vertex v i and v j . We say that v j is a neighbor of v i if (v i , v j ) is an edge of G. We denote by N i the set of neighbors of v i . To each vertex v i , we assign an agent i, with x i ∈ R n its coordinate. With a slight abuse of notation, we refer to agent i as x i . For every edge (v i , v j ) ∈ E, we let d ij be the distance between x i and x j , i.e., d ij := x i − x j . The equations of motion of the N agents x 1 , · · · , x N in R n are given by
where each g ij , for (v i , v j ) ∈ E, is a scalar function, modeling the interaction between agents x i and x j . We assume in the sequel that interactions among agents are reciprocal, i.e., g ij = g j i for all (v i , v j ) ∈ E. Note that if g ij (d) is positive (resp. negative), then agents x i and x j attract (resp. repel) each other at relative distance d. We refer to these g ij 's the interaction functions associated with system (1). An important property associated with system (1) is that the dynamics of the agents evolve as a gradient flow. A direct computation yields that the associated potential function is given by
for which, we have
Designing interaction functions that are necessary for organizing such gradient multi-agent system has been widely investigated: questions about swarm aggregation and avoidance of collisions [1] - [3] , questions about local/global stabilization of targeted configurations [2] , [4] - [7] , questions about robustness issues of control laws under perturbations [8] - [11] , questions about counting number of critical formations [12] , [13] have all been treated to some degree. We also refer to [14] - [22] for other types of models for multi-agent control, as variants of system (1) . In this technical note, we focus on establishing system convergence under a particular choice of interaction functions. For the purpose of achieving swarm aggregation, the interaction functions g ij 's are often designed so that neighboring agents attract each other at a long distance. In particular, we note here that if the underlying graph G is connected, and the interaction functions between neighboring agents have nonfading attractions (as considered in most of the literatures: see, for example, [1] , [2] , [4] , [5] , [7] ); then, for any initial condition, the resulting gradient flow will converge to the set of equilibria. In other words, there is no escape of agents to infinity along the evolution of the multi-agent system. Indeed, in any of such case, the associated potential function (2) is radially unbounded, i.e., it approaches to infinity as the size of a formation tends to infinity. Since the potential is non-increasing along a gradient flow, the size of a formation along a trajectory has to remain bounded. This fact then leads to the convergence of system (1) .
On the other hand, it is more realistic to assume that the magnitude of an attraction between two neighboring agents fades away as their mutual distance grows. We refer to [23] , as an example, for modeling the flocking behavior with fading interactions. Specifically, the authors there considered a second order model:
with the graph G being complete and without repulsions, i.e., the function g(d) is positive at all distances d > 0. Also, we recall that the Lennard-Jones force, which describes the interaction between a pair of neutral molecules/atoms, has strong repulsion and fading attraction.
We note here that, under the assumption of fading attraction, the potential function associated with system (1) may remain bounded as the size of a formation grows; indeed, one may find a continuous path of formations along which the potential function decreases while the size of formation approaches to infinity. So, conventional techniques for proving convergence of gradient flows, such as using the potential function as a Lyapunov function and then appealing to the LaSalle's principle [24] , may not work in this case. Nevertheless, we are still able to show that all the trajectories generated by system (1) converge to the set of equilibria. The main contribution of the technical note is thus the development of a new approach to establish the convergence of system (1) under the assumption that interaction functions have fading attractions. In particular, we note here that the newly developed approach relies on the use of a class of partitions, termed dilute partitions, of frameworks introduced in Section III, which is itself a rich question relating to classic algorithms such as k-mean clustering [25] and its variants.
This technical note expands on some preliminary result presented in [3] by, among others, providing an analysis of system (1) with an arbitrary connected graph (whereas in [3] , we dealt only with the complete graph), and a finer description of the dilute partitions and the associated properties. The remainder of the technical note is organized as follows. In Section II, we introduce definitions and notations, and state the main result of the technical note, which is about the convergence of system (1) under the assumption of fading attractions. Sections III and IV are devoted to establishing properties of system (1) that are needed for proving the main result. A detailed organization of these two sections will be given after the statement of the theorem. We provide conclusions in the last section.
II. ATTRACTION/REPULSION FUNCTIONS AND CONVERGENCE OF SYSTEM
In this section, we introduce a special class of interaction functions, termed as attraction/repulsion functions, that are considered in the technical note. After that, we describe some preliminary results about the system behavior, and then state the main result.
We first have some definitions and notations. Let G = (V, E) be an undirected graph of N vertices, and V be a subset of V . A subgraph G = (V , E ) of G is said to be induced by V if the following condition is satisfied: (v i , v j ) is an edge of G if and only if (v i , v j ) is an edge of G. Given a formation of N agents, with states x 1 , . . . , x N ∈ R n , we set
We call p a configuration, which can be viewed as an embedding of the graph G in R n by assigning vertex v i to x i . In this way, we define the configuration space P G , associated with the graph G, as follows:
Equivalently, P G is the set of embeddings of the graph G in R n whose neighboring vertices have distinct positions. We call a pair (G, p), with G the graph and p ∈ P G , a framework. Let V := {v i 1 , . . . , v i k } be a subset of V , and G = V , E be the subgraph of G induced by V . Let p := (x i 1 , . . . , x i k ); we call p a sub-configuration of p associated with G , and correspondingly (G , p ) a sub-framework of (G, p).
We now introduce attraction/repulsion functions, as the interaction functions considered in the technical note. Roughly speaking, an attraction/repulsion function between a pair of agents is such that the two agents attract/repel each other at a long/short distance. Furthermore, we require that the repulsion is infinite if the distance of separation between two neighboring agents is zero while the attraction fades away as the distance goes to infinity. A typical example of such function is the Lennard-Jones type interaction:
with σ 1 , σ 2 positive real numbers, and n 1 , n 2 positive integers satisfying n 1 > n 2 > 1. We now define attraction/repulsion functions in precise terms. Let R + be the set of positive real numbers, and C(R + , R) be the set of continuous functions from R + to R. We make the following definition:
is an attraction/repulsion function if g satisfies the following two conditions: In the sequel, we assume that the interaction functions g ij , for (v i , v j ) ∈ E, are all attraction/repulsion functions. Furthermore, we assume, without loss of generality, that the positive number α + in Definition 1 applies to all g ij :
2) Fading attraction: There is a number α
We now state some facts about system (1) as consequences of the use of attraction/repulsion functions as interaction functions associated with system (1). First, note that since the interactions among agents are reciprocal, i.e., g ij = g j i for all
We also recall that the dynamics of system (1) is a gradient flow of potential function Ψ defined in (2). We thus have the following result:
Proof: First, note that from the condition of strong repulsion, there is a positive number
Note that along a trajectory p(t) of a gradient flow, the potential function Ψ(p(t)) is non-increasing in t. Also, note that the condition of strong repulsion implies that the potential function Ψ is infinite if the distance of separation between a pair of neighboring agents is zero. By combining these two facts, we know that there will be no collision of neighboring agents along the evolution, and hence a solution p(t) of system (1), with p(0) ∈ P G , exists for all time t ≥ 0.
A configuration p ∈ P G is said to be an equilibrium of system (1), or equivalently a critical point of Ψ, if ∂Ψ/∂x i = 0 for all i = 1, . . . , N . We state below a metric property about sizes of equilibria of system (1)
Then, we have the following fact: Lemma 2: There exist two positive numbers D − and D + such that if p is an equilibrium of system (1), then
We refer to [26] for a proof of Lemma 2. Note that if we let the diameter of a configuration p be defined as
In particular, Lemma 2 implies that the diameter of an equilibrium of system (1) is bounded above by (N − 1)D + . Now, with the preliminaries above, we state the main result of the technical note:
Theorem 1: Let G = (V, E) be a connected undirected graph, and let the interaction functions g ij , for (v i , v j ) ∈ E, associated with system (1) be attraction/repulsion functions. Then, for any initial condition p(0) ∈ P G , the trajectory p(t) generated by system (1) converges to the set of equilibria.
Remark 1: We note here that if the interaction functions have nonfading attractions, i.e.,
On the other hand, since the potential Ψ(p(t)) along a trajectory p(t) is non-increasing, φ(p(t)) has to remain bounded along time t. This then leads to the fact that p(t) remains in a compact subset of P G along the evolution, and hence converges to the set of equilibria (see the Proof of Theorem 1 for details). However, (7) may not hold under the assumption of fading attraction. Consider, for example, that all g ij , for
Then, by computation,
In the remainder of the technical note, we establish properties of system (1) that are needed to prove Theorem 1. In Section III, we introduce a class of partitions, termed dilute partitions, of frameworks, which decomposes frameworks into disjoint sub-frameworks satisfying certain combinatorial and metric properties. This is a rich question, related to the k-means clustering [25] and its variants. We then apply dilute partitions to diverging sequences of frameworks, and describe relevant properties associated with it. In Section IV, we apply dilute partitions further to frameworks along trajectories generated by system (1), and establish the convergence of the system.
III. DILUTE PARTITIONS AND DILUTING SEQUENCES
, is a partition of (G, p) if σ satisfies the following conditions: 1) The subsets {V 1 , . . . , V m } of V form a partition:
where denotes the disjoint union. 2) Each G i is a subgraph of G induced by V i , and each p i is a subconfiguration of p associated with G i . We refer to (8) the partition of V induced by σ.
We then define the intra-cluster distance of σ by
Given two distinct sub-frameworks
be the distance between p i and p j :
We say that (G i , p i ) and (G j , p j ) are adjacent if there is an edge
We then define the intercluster distance of σ by
where the minimum is taken over the pairs (i, j) for (G i , p i ) and (G j , p j ) to be adjacent. With the definitions and notations above, we define dilute partitions: Definition 2 (Dilute Partitions) Let (G, p) be a framework, with G connected and
is a dilute partition with respect to a positive number l if it satisfies the following two conditions:
In the remainder of the section, we fix a connected graph G, and assume that G has at least two vertices. For a positive number l and a configuration p ∈ P G , we let Σ(l ; p) be the set of dilute partitions of (G, p) with respect to l. Note that Σ(l ; p) is nonempty because Σ(l ; p) always contains the trivial partition, namely, the partition which has only one cluster containing all the agents. A partition of (G, p) is said to be nontrivial if it is not the trivial partition. We also note that from Definition 2, if σ ∈ Σ(l, p) and l ≥ l > 0, then σ ∈ Σ(l , p). In other words, we have Σ(l, p) ⊆ Σ(l , p) for all configurations p ∈ P G .
We will now state the main result of the section, which relates dilute partitions to sequences of diverging configurations: Diluting sequence. Let {p(i)} i ∈N be a sequence of configurations in P G . We say that {p(i)} i ∈N is unbounded-in-diameter (UID) if for any d > 0, there exists an i ∈ N such that φ(p(i)) > d. We now formalize in detail the following fact: for any UID sequence {p(i)} i ∈N , there is a subsequence {p(n i )} i ∈N such that (i) the agents in p(n i ), for i ∈ N, are clustered in the same way; (ii) the inter-cluster distances diverge while the intra-cluster distances remain bounded. Precisely, we state the following result: 
such that the following properties are satisfied: 1) All partitions σ i induce the same partition of V .
2) There is a positive number L 0 such that
We refer to {p(n(i))} i ∈N as a diluting sequence. The remainder of the section is organized to establish Theorem 2. In particular, we establish in Subsection III-A a sufficient condition for a framework (G, p) to admit a nontrivial dilute partition. We then provide, in Subsection III-B, a proof of Theorem 2.
A. Existence of Nontrivial Dilute Partitions
Naturally, given a framework (G, p), there is a partial order defined over the set of partitions of (G, p): Let σ and σ be two partitions of (G, p). Let V = 
for all k = 1, . . . , q − 1. We describe below some properties of the newly constructed partition σ. First, note that from (11), each subgraph G i is connected and φ(p i ) is bounded above; indeed, we have
Furthermore, we have
To see this, first note that there exists at least an edge (v i , v j ) ∈ E such that x j − x i ≤ l, and hence there is at least a subgraph G k having more than one vertex, which implies that m < N. Also, note that φ(p) can be made sufficiently large; in particular, if we let φ(p) ≥ l , then, from (12), we must have m > 1. Now, suppose that for any two adjacent frameworks (G i , p i ) and (G j , p j ), we have d(p i , p j ) > l ; then, σ is a nontrivial partition in Σ(l ; p). Since l ≥ l, we have σ ∈ Σ(l ; p), which is a contradiction. We thus assume that there are two adjacent frameworks (G i , p i ) and (G j , p j ) such that d(p i , p j ) ≤ l . Similarly, using this condition, we define a partition σ = {(G i , p i )} m i = 1 of (G, p), with G i = (V i , E i ), as follows: Each V i is a union of certain subsets V j , and two subsets V j and V j are belong to the same set V i if, and only if, there is a chain of subsets V j 1 , . . . , V j q , with V j 1 = V j and V j q = V j , such that (G j k , p j k ) and (G j k + 1 , p j k + 1 ) are adjacent, and moreover,
Similarly, by construction, we have that for each i = 1, . . . , m , the subgraph G i is connected, and
Furthermore, by applying the same arguments as used to prove (13), we obtain 1 < m < m. Moreover, by the construction of σ , we actually have σ σ .
We then repeat the argument as above. Specifically, we assume that there is at least a pair of adjacent frameworks (G i , p i ) and (G j , p j ) with d(p i , p j ) ≤ l . Using this as the defining condition, we obtain another nontrivial partition σ of (G, p), with σ ≺ σ . Continuing with this process, we obtain a chain of partitions of (G, p) as σ σ σ · · · . Since there are only finitely many partitions of (G, p), the chain terminates in finite steps. For simplicity, but without loss of any generality, we assume that the chain stops at σ . In other words, for any two adjacent frameworks
which is a contradiction. This completes the proof.
B. Proof of Theorem 2
For simplicity but without loss of generality, we assume that both sequences {φ(p(i))} i ∈N and {l i } i ∈N monotonically increase and approach to infinity. Note that in the most general case, the monotonicity condition can be achieved by passing the original sequences to subsequences. The proof of Theorem 2 is carried out by induction on the number of vertices of G.
For the base case N = 2, we write p(i) = (x 1 (i), x 2 (i)); then φ(p(i)) = x 2 (i) − x 1 (i) . For simplicity, we assume that φ(p(i)) > l i for all i ∈ N (without passing to a subsequence). Let σ i be the agentwise partition of (G, p(i)). Then, the following hold: (i) each σ i is in Σ(l i ; p(i)); (ii) L − (σ i ) = 0 for all i ∈ N; and (iii) all the σ i induce the same partition of V , i.e., V = {v 1 } ∪ {v 2 }. This establishes the base case.
For the inductive step, we assume that Theorem 2 holds for N ≤ k − 1, and prove for N = k. Since {φ(p(i))} i ∈N monotonically increases and approaches to infinity, from Proposition 1, we have that for each i ∈ N, there is a number j i ∈ N such that if j ≥ j i , then there is a nontrivial partition of (G, p(j)) in Σ(l i , p(j)). Without loss of generality, we assume that j i = i for all i ∈ N. So, for each framework (G, p(i)), there is a nontrivial partition σ i in Σ(l i , p(i)). Since there are only finitely many partitions of V , there must be a subsequence of {σ i } i ∈N such that all the partitions in the subsequence induce the same partition of V . Again, for simplicity but without loss of generality, we assume that the subsequence can be made as the original sequence {σ i } i ∈N itself.
Note that if {L − (σ i )} i ∈N is bounded, then {p(i)} i ∈N is a desired diluting sequence. We thus assume that {L − (σ i )} i ∈N is unbounded. First, let V = m j = 1 V j be the partition of V induced by σ i , for all i ∈ N. Let G j be the subgraph induced by V j , and write
Since {L − (σ i )} i ∈N is unbounded, we can assume, without loss of generality, that {φ(p 1 (i))} i ∈N is unbounded. For simplicity, we further assume that {φ(p j (i))} i ∈N , for j = 2, . . . , m, are bounded. But the arguments below can be used to prove general cases.
Since all the partitions σ i are nontrivial, we have that G 1 is a proper subgraph of G. For a framework (G 1 , p 1 ), with p 1 ∈ P G 1 , and a positive number l, let Σ 1 (l ; p 1 ) be the set of dilute partitions of (G 1 , p 1 ) with respect to l. Appealing to the induction hypothesis, we obtain a subsequence of configurations {p 1 (n i )} i ∈N , with n i ≥ i, and a sequence of nontrivial partitions of (G 1 , p 1 (n i )):
The partitions above satisfy the following two conditions: 1) All σ i induce the same partition of
We now use σ i and σ n i to construct a new partition σ * i of (G, p(n i )): First, note that since {l i } i ∈N monotonically increases and n i ≥ i for all i ∈ N, we have l n i ≥ l i for all i ∈ N. So, if we write
and define a partition of (G, p(n i )) as follows:
Since each sequence {φ(p j (n i ))} i ∈N , for j = 2, . . . , m, is by assumption bounded above, we conclude that there exists a positive number
We have thus shown that {p(n i )} i ∈N is a diluting sequence.
IV. ANALYSIS AND PROOF OF THEOREM 1
This section is devoted to the proof of Theorem 1. An outline of the proof is as follows: First, we introduce a class of trajectories generated by system (1), termed self-clustering trajectories. Roughly speaking, a self-clustering trajectory is such that the agents in the configuration evolve along time to form disjoint clusters, with the intra-and inter-cluster distances, bounded above and below, respectively, by certain prescribed thresholds. We show that any self-clustering trajectory remains bounded-in-diameter if the interactions between agents in different clusters are all attractions. Then, with the stated property established for self-clustering trajectories, we prove the convergence of system (1). The proof is carried out by contradiction: We show that if there were a trajectory generated by system (1), unbounded-indiameter, then it would be a self-clustering trajectory, and moreover, the interactions between agents in different clusters are all attractions after a finite amount of time. This is then a contradiction because such a self-clustering trajectory is, as claimed, bounded-in-diameter.
To proceed, we first introduce self-clustering trajectories. Let (G, p) be a framework, and σ = {(G i , p i )} m i = 1 be a partition of (G, p). Recall that the intra-and inter-cluster distances of the partition σ are defined as follows:
where the minimum, in the second expression, is taken over the pairs (i, j) for (G i , p i ) and (G j , p j ) adjacent. We now have the following definition: 
Recall that the number α + (defined in (4)) is chosen such that g ij (d) > 0 for all d ≥ α + and for all (v i , v j ) ∈ E. We prove in this subsection that if a trajectory p(t) is self-clustering, with l 1 > α + , then φ(p(t)) remains bounded along time t. Precisely, we have the following fact:
Proposition 2: Let l 0 and l 1 be positive numbers, and p(t) be a self-clustering trajectory with respect to (l 0 , l 1 ).
We provide below a sketch of the proof of Proposition 2. The proof relies on the following two key facts: First, note that if l 1 is greater than α + , then the inter-cluster interactions, i.e., the interactions between pairs of agents that belong to distinct clusters, are all attractions. This then prevents the divergence of the inter-cluster distances. Second, note that since p(t) is a self-clustering trajectory, the sizes of all clusters, or precisely the diameters of all sub-configurations, are bounded above by l 0 along the evolution. By combining the two facts above, we are able to show that the diameter of the entire configuration is also bounded above along the evolution. We further refer to [26] for a complete proof of Proposition 2.
We now return to the proof of Theorem 1. We show that for any initial condition p(0) in P G , the trajectory p(t) converges to the set of equilibria. The proof will be carried out by contradiction, i.e., we assume that there is an initial condition q(0) ∈ P G such that the trajectory q(t) of system (1) is unbounded-in-diameter. In the remainder of the section, we fix the trajectory q(t), and derive contradictions.
Since q(t) is unbounded-in-diameter, there is a time sequence {t i } i ∈N , with lim i →∞ t i = ∞, such that {φ(q(t i ))} i ∈N is unbounded. Choose a monotonically increasing sequence {l i } i ∈N out of R + , and let lim i →∞ l i = ∞. From Theorem 2, there is a diluting sequence {q(t n i )} i ∈N , as a subsequence of {q(t i )} i ∈N , together with a sequence of nontrivial partitions σ t i of (G, q(t n i )), for all i ∈ N, which satisfy the following two conditions: 1) All σ t i induce the same partition of
Without loss of generality, we assume that n i = i for all i ∈ N, i.e., the subsequence {q(t n i )} i ∈N can be chosen as the original sequence {q(t i )} i ∈N itself. Recall that Lemma 2 implies the following fact: if a configuration p ∈ P G is an equilibrium of system 1, then the diameter of p has to be less than (N − 1)D + . By increasing L 0 if necessary, we assume that L 0 > (N − 1)D + . By removing, if necessary, the first few elements of the sequence {l i } i ∈N , we may assume that l i > L 0 for all i ∈ N. We then fix the positive number L 0 and the sequence {l i } i ∈N for the remainder of the section.
Following the partition V = m i = 1 V i in condition 1), we let G i = (V i , E i ) be the subgraph induced by V i . For each framework (G, q(t)), let σ t be the nontrivial partition of (G, q(t)) defined as follows:
with q i (t) the sub-configuration of q(t) associated with G i . It should be clear that for each i ∈ N, we have σ t i ∈ Σ(l i ; q(t i )). We formalize below the following fact: If q(t) is unbounded-in-diameter, then it has to be a self-clustering trajectory with respect to (L 0 , l i ) for all i ∈ N.
Proposition 3: Suppose that q(t) were a trajectory generated by system (1), unbounded-in-diameter. Let σ t , for t ≥ 0, be the partition of (G, q(t)) defined in (15) . Then, for each i ∈ N, there would be a j i ∈ N such that for all t ≥ t j i , we have
We provide below a sketch of proof of Proposition 3: First, we fix an integer i ∈ N, and let a subset X G [L 0 , l i ] of the configuration space P G be defined as follows: a configuration p = (x 1 , . . . , x N 
In other words, the loss of potential along the trajectory p(t), over the closed time interval [t 0 , t 0 + τ ], is at least Δ. Now, suppose that the trajectory q(t) is not a self-clustering trajectory with respect to (L 0 , l i ). Since q(t) is unbounded-in-diameter, from Definition 3, q(t) has to first enter and then leave X G [L 0 , l i ] along the evolution for infinite times. So, the loss of potential along the trajectory q(t) will also be infinite. On the other hand, from Lemma 1, the potential function Ψ is bounded below, and hence the loss of potential along any trajectory can only be finite, which is then a contradiction. We thus have to conclude that the trajectory q(t) has to be a self-clustering trajectory with respect to (L 0 , l i ). The arguments above apply to all i ∈ N. We refer to [26] for a complete proof of Proposition 3. Now, with Propositions 2 and 3, we prove Theorem 1: Proof of Theorem 1: The proof is carried out by contradiction. We assume that there exists a trajectory q(t) of system (1), unboundedin-diameter. But then, by combining Propositions 2 and 3, we derive a contradiction: First, note that since lim i →∞ l i = ∞, we can choose an i ∈ N such that l i > α + . From Proposition 3, q(t) is a self-clustering trajectory with respect to (L 0 , l i ). On the other hand, from Proposition 2, if l i > α + , then sup t ≥0 φ(q(t)) < ∞, which contradicts the assumption that φ(q(t)) is unbounded. We thus conclude that for any initial condition p(0) ∈ P G , the diameter of p(t) is uniformly bounded above for all t ≥ 0. Also, since Ψ(p) is infinite if the distance of separation of two neighboring agents is zero, all relative distances x j (t) − x i (t) , for (v i , v j ) ∈ E, among agents are uniformly bounded below by a positive number for all t ≥ 0. Furthermore, we recall that the centroid of the trajectory p(t) is invariant along time t. So, by combining the facts above, we conclude that each trajectory p(t) has to remain in a compact subset of P G , and hence converges to the set of equilibria.
V. CONCLUSION
We have established in this technical note the convergence of the multi-agent system (1) under the assumption that the interaction functions g ij , for (v i , v j ) ∈ E, have fading attractions. To tackle this propblem, we introduced dilute partitions in Section III, as a new tool, to characterize the behaviors of trajectories generated by system (1) . The use of dilute partitions enabled us to grasp the qualitative properties of the dynamics of the formations that are needed to prove the convergence results: For example, it reveals the fact that self-clustering trajectories are bounded-in-diameter, as shown in Proposition 2. Further, we note that the class of dilute partitions is itself a rich question. We have exhibited in Section III some intriguing facts of it: For example, the existence of a nontrivial dilute partition in Proposition 1, and the existence of diluting sequence in Theorem 2. These facts are independent of the dynamical system (1), and hence can be used to solve other difficult multi-agent control problems that involve large sized formations.
Future work may focus on establishing system convergence under the assumption that interaction functions g ij 's have not only fading attractions, but also finite repulsions. We are also interested in studying the system behavior when the network topology G is directed and/or time-varying. Of course, in either of the two cases above, system (1) is not a gradient system anymore. It is thus interesting to know whether or not trajectories of system (1) still converge. All these topics lie in the scope of our future research.
