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Resumen
Sea X un esquema equidimensional excelente definido por ciertas ecuaciones en
un medio ambiente regular V . La multiplicidad a lo largo de los puntos de X
define una funcio´n semicontinua superiormente, digamos multX : X → N, que
nos da una medida de la complejidad de las singularidades de X. Por ejemplo,
X es regular en un punto ξ si y solo si multX(ξ) = 1. La funcio´n multiplicidad
induce una estratificacio´n de X en conjuntos localmente cerrados. Cada uno de
estos conjuntos puede ser descrito localmente como los ceros de un ideal sobre
V . A lo largo de este trabajo, buscaremos condiciones en el espacio ambiente V
bajo las cuales podamos emplear operadores diferenciales de manera efectiva en
la construccio´n de dichos ideales.
Desde el punto de vista de la resolucio´n de singularidades, es importante
comprender el comportamiento de la multiplicidad por explosiones. Recordemos
que, si X es reducido, una secuencia de explosiones
X X1oo · · ·oo Xmoo
define una resolucio´n de singularidades de X si Xm es regular. Es decir, si la
multiplicidad es constante e igual a 1 en los puntos de Xm. Denotemos por
ma´x multX al lugar de ma´xima multiplicidad de X. Un resultado de Dade nos
dice que, siX ← X1 es una explosio´n deX a lo largo de un centro cerrado, regular
y equimu´ltiple, entonces ma´x multX ≥ ma´x multX1 . De esta forma, el problema
de resolucio´n de singularidades se puede reducir al problema de reduccio´n de
la multiplicidad ma´xima de X. Para ser precisos, se trata de encontrar una
secuencia de explosiones a lo largo centros cerrados, regulares y equimu´ltiples,
digamos
X X1oo · · ·oo Xr,oo (1)
tal que ma´x multX > ma´x multXr . Este problema esta´ resuelto en el caso en
que X es una variedad sobre un cuerpo de caracter´ıstica cero, pero permanece
abierto en el caso de caracter´ıstica positiva.
Fijemos una inmersio´n de X en un medio ambiente V como anteriormente.
Bajo ciertas hipo´tesis, podemos encontrar un a´lgebra de Rees G sobre V que
xi
Resumen
describa el estrato de multiplicidad ma´xima de X, incluso despue´s de considerar
explosiones. En el caso de que exista un a´lgebra G con tal propiedad, se pue-
de reformular el problema de reduccio´n de la multiplicidad ma´xima de X en
te´rminos de a´lgebras de Rees. Concretamente, en el caso de caracter´ıstica cero,
podemos usar G para construir una secuencia de explosiones como la de (1) tal
que ma´x multX > ma´x multXr . En principio, el resultado de este proceso podr´ıa
depender de la eleccio´n de G, ya que distintas a´lgebras podr´ıan inducir diferentes
secuencias de explosiones sobre V . Para solventar este problema, nosotros ele-
giremos un representante cano´nico de entre toda la familia de a´lgebras de Rees
sobre V que describen el lugar de multiplicidad ma´xima de X.
Para que el procedimiento que acabamos de describir funcione, es necesario
que existan suficientes operadores diferenciales sobre V . Por ejemplo, esta condi-
cio´n se cumple cuando V es una variedad regular sobre un cuerpo perfecto. A lo
largo de este trabajo estudiaremos condiciones sobre el espacio ambiente V que
garanticen el funcionamiento efectivo del procedimiento anterior. En el caso de
caracter´ıstica cero, requeriremos que la condicio´n jacobiana de´bil se satisfaga en
V mientras que, en el caso de caracter´ıstica positiva, requeriremos la existencia
de ciertas p-bases.
xii
Introduccio´n
Sea f(x) un polinomio en una variable sobre C. La multiplicidad de una ra´ız de
f(x) se puede calcular evaluando las derivadas de f(x). Concretamente, una ra´ız
a de f(x) tiene multiplicidad mayor o igual que n si y solo si las primeras n− 1
derivadas de f(x) se anulan en x = a. Es decir, si ∂
if
∂xi
(a) = 0 para i = 1, . . . , n−1.
Este me´todo funciona para cualquier polinomio definido sobre un cuerpo de
caracter´ıstica cero. Sin embargo, falla en caracter´ıstica positiva. Por ejemplo,
consideremos un nu´mero primo p > 0 y el polinomio g(x) = xp
2 − xp ∈ Fp[x].
En este caso, ∂g∂x(x) = 0 y, por tanto, las derivadas de g(x) no nos sirven para
calcular la multiplicidad de sus ra´ıces.
Desde el punto de vista de la geometr´ıa algebraica, los puntos regulares de
un esquema se asemejan a las ra´ıces simples de un polinomio, mientras que los
puntos singulares se asemejan a ra´ıces mu´ltiples. Adema´s, a cada punto singular
de un esquema le podemos asociar un nu´mero entero conocido como la multi-
plicidad. Nuestro propo´sito es usar operadores diferenciales para clasificar las
singularidades de un esquema y analizar la estratificacio´n definida por la mul-
tiplicidad. Dicho de otra forma, buscamos condiciones bajo las cuales podamos
aplicar los me´todos anal´ıticos de manera efectiva al estudio de las singularidades
de un esquema.
Contexto y motivacio´n
El caso ma´s sencillo en el que nos encontramos una situacio´n como la anterior
surge cuando consideramos el espacio af´ın sobre un cuerpo k. Un polinomio f
en d variables sobre k define una hipersuperficie
H = Spec(k[x1, . . . , xd]/〈f〉) ⊂ Adk.
Fijemos un punto racional ζ ∈ H con coordenadas (a1, . . . , ad). Consideremos el
desarrollo natural de Taylor del polinomio f en ζ, digamos
f(x1, . . . , xd) = f˜(x1 − a1, . . . , xd − ad).
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Dado que ζ ∈ H, el te´rmino de grado cero de f˜ sera´ cero. Adema´s, H sera´ regular
en ζ si y solo si f˜ contiene un elemento no nulo de grado uno, lo cual ocurrira´ si
y solo si ∂f∂xi (ζ) 6= 0 para algu´n i = 1, . . . , d.
Cuando k es un cuerpo perfecto, el criterio anterior funciona para todos los
puntos de H, incluyendo aquellos que no son racionales ni cerrados. As´ı,
Sing(H) = V
(〈
f,
∂f
∂x1
, . . . ,
∂f
∂xd
〉)
.
Sin embargo, esta descripcio´n del lugar singular de H falla cuando k no es per-
fecto.
Ejemplo. Consideremos el cuerpo k = Fp(t), en donde Fp representa el cuerpo
primo de caracter´ıstica p > 0 y t es un elemento trascendente. Sea Y la curva
plana definida por el polinomio g = xp1 + tx
p
2. Es decir,
Y = Spec(k[x1, x2]/〈g〉) ⊂ A2k.
La curva Y es regular en todo punto salvo en el origen y, sin embargo,
∂g
∂x1
=
∂g
∂x2
= 0.
As´ı pues, las derivadas parciales de g se anulan en todos los puntos de Y , inclu-
yendo los regulares.
A pesar de todo, cuando k no es perfecto, podemos obtener ma´s informacio´n
utilizando las derivadas absolutas de k[x1, x2]. Estas son derivadas relativas a
Fp, en contraposicio´n a las derivadas relativas a k. Por ejemplo, en el caso ante-
rior, usando la derivada parcial ∂∂t obtenemos la siguiente descripcio´n del lugar
singular de Y :
Sing(Y ) = V
(〈
g,
∂g
∂x1
,
∂g
∂x2
,
∂g
∂t
〉)
= V
(〈
xp1, x
p
2
〉)
.
El hecho de que en este caso las derivadas absolutas nos permitan obtener una
descripcio´n del lugar singular de Y no es casual, sino se debe a un criterio jaco-
biano ma´s general del que nos ocuparemos ma´s adelante (ve´ase el Lema 5.4.1).
Estratificacio´n de hipersuperficies
Hasta ahora hemos clasificado los puntos de una hipersuperficie en regulares y
no regulares. En general, esta clasificacio´n resulta demasiado basta, por lo que
ser´ıa deseable tener un refinamiento apropiado de la misma. Sea V = Spec(S)
un esquema af´ın regular y consideremos una hipersuperficie H definida por un
elemento f ∈ S. Es decir,
H = Spec(S/〈f〉) ⊂ V.
En este caso, el orden de f en puntos de V induce un refinamiento natural del
lugar singular de H.
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Fijemos un punto ξ ∈ V y denotemos por Mξ al ideal maximal de OV,ξ. El
orden de f en ξ se define como
νξ(f) = sup{n ∈ N | f ∈Mnξ }.
A continuacio´n, consideremos los conjuntos de la forma
{ξ ∈ V | νξ(f) ≥ n} . (1)
Estos conjuntos poseen ciertas propiedades geome´tricas relacionadas con H. Por
ejemplo, para n = 1 tenemos que
H = {ξ ∈ V | νξ(f) ≥ 1}
y, para n = 2,
Sing(H) = {ξ ∈ V | νξ(f) ≥ 2} .
Cuando V es excelente, el estrato (1) resulta ser cerrado en V para todo n ≥ 0.
Uno de nuestros objetivos es encontrar ideales In ⊂ S, n ∈ N, tales que
V(In) = {ξ ∈ V | νξ(f) ≥ n} .
Veremos que estos ideales se pueden construir como extensiones de 〈f〉 aplicando
operadores diferenciales al elemento f .
Ejemplo. Sea f un polinomio en d variables sobre un cuerpo k y consideremos
la hipersuperficie
H = Spec(k[x1, . . . , xd]/〈f〉) ⊂ Adk.
Cuando k es perfecto, el criterio jacobiano nos dice que
Sing(H) =
{
ξ ∈ Adk | νξ(f) ≥ 2
}
= V
(〈
f,
∂f
∂x1
, . . . ,
∂f
∂xd
〉)
.
Ejemplo. Supongamos que k es un cuerpo de caracter´ıstica cero y fijemos f ∈
k[x1, . . . , xd] como en el ejemplo anterior. Para cada α = (α1, . . . , αd) ∈ Nd, sea
|α| = α1 + · · ·+ αd, y
∂αf
∂xα
=
∂α1+···+αdf
∂xα11 · · · ∂xαdd
.
Fijemos un punto racional ζ ∈ Adk. Atendiendo al desarrollo de Taylor de f en
ζ, podemos ver que νζ(f) ≥ n si y solo si ∂
αf
∂xα (ζ) = 0 para todo α ∈ Nd con
|α| < n. Adema´s, cuando k es de caracter´ıstica cero, se puede probar que este
criterio funciona para todo punto ξ ∈ Adk y que, por tanto,{
ξ ∈ Adk | νξ(f) ≥ n
}
= V
(〈
∂αf
∂xα
| α ∈ Nd, |α| < n
〉)
para cada n ∈ N.
xv
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En los ejemplos anteriores hemos descrito la estratificacio´n definida por el
orden de f mediante ciertos ideales. Para construir estos ideales, hemos utili-
zado derivadas y composiciones de derivadas. En general, este me´todo falla en
caracter´ıstica positiva. Para sortear esta dificultad, tendremos que recurrir a ope-
radores diferenciales de orden superior que, en caracter´ıstica positiva, no tienen
por que´ provenir de composiciones de derivadas.
Lema (cf. [17, Cap. III, Lema 1.2.7]). Sea k un cuerpo arbitrario y consideremos
el anillo de polinomios S = k[x1, . . . , xd]. Denotemos por Diff
n−1(S) al mo´dulo
de operadores diferenciales de orden a lo sumo n− 1 de S sobre el cuerpo primo
de k (o, equivalentemente, sobre Z). Entonces, para cualquier f ∈ S,{
ξ ∈ Adk | νξ(f) ≥ n
}
= V
(〈
∆(f) | ∆ ∈ Diffn−1(S)
〉)
.
Nuestro objetivo es encontrar un clase ma´s amplia de anillos en la cual poda-
mos utilizar operadores diferenciales para para estratificar el lugar singular de un
esquema. Para ello, seguiremos dos enfoques, dependiendo de la caracter´ıstica.
• Caracter´ıstica cero. Supongamos que S es un anillo regular definido sobre
un cuerpo de caracter´ıstica cero. Diremos que S satisface la condicio´n ja-
cobiana de´bil si para cada primo p ⊂ S, tomando d = dim(Sp), podemos
encontrar elementos y1, . . . , yd ∈ p y derivadas δ1, . . . , δd ∈ Der(S) tales
que la matriz
(
δi(yj)
)
tenga determinante no nulo mo´dulo p. En el Cap´ıtu-
lo 5 mostraremos que, bajo estas hipo´tesis, dado f ∈ S, podemos describir
los conjuntos de la forma (1) como ceros de ideales que construiremos apli-
cando derivadas a f (ve´ase la Proposicio´n 5.4.3).
• Caracter´ıstica positiva. Sea S un anillo regular sobre un cuerpo de carac-
ter´ıstica p > 0 y supongamos que S admite una p-base sobre su cuerpo
primo. Cuando estas condiciones se cumplan veremos que, dado f ∈ S,
podemos describir los subconjuntos de la forma (1) como ceros de ciertos
ideales que obtendremos aplicando operadores diferenciales a f (ve´ase la
Proposicio´n 5.2.17 y la Proposicio´n 5.4.7)
Las condiciones anteriores sera´n estudiadas en el Cap´ıtulo 5.
Multiplicidad en esquemas
Sea (R,M) un anillo local noetheriano de dimensio´n d. Para cada n > 0, el
cociente R/Mn es un anillo artiniano que, por tanto, tiene longitud finita visto
como R-mo´dulo. Denotemos por `(R/Mn) a esta longitud. Es bien sabido que
existe un polinomio de grado d con coeficientes racionales, digamos P (x) ∈ Q[x],
tal que `(R/Mn) = P (n) para todo n suficientemente grande. Adema´s, el coefi-
ciente principal de P (x) es de la forma ed! para cierto e ∈ N. A dicho nu´mero
e lo llamamos la multiplicidad de R. Si R es un anillo local regular, entonces
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tiene multiplicidad 1. Un resultado de Nagata [27] nos dice que, si R es exce-
lente y estrictamente equidimensional, entonces R es regular si y solo si tiene
multiplicidad 1 (ve´ase el Teorema B.0.14).
Sea X un esquema noetheriano excelente. La multiplicidad de X en un punto
ξ se define como la multiplicidad del anillo localOX,ξ. De esta forma, podemos ver
la multiplicidad a lo largo de los puntos de X como una funcio´n multX : X → N.
En el caso de una hipersuperficie, digamos H = Spec(S/〈f〉), la multiplicidad
de H en un punto ξ coincide con el orden de anulacio´n de f en ξ, es decir,
multH(ξ) = νξ(f).
A continuacio´n, supongamos que X es un esquema equidimensional y exce-
lente. El teorema de Nagata (Teorema B.0.14) nos dice que X es regular en un
punto ξ si y solo si multX(ξ) = 1. Por tanto, tenemos que
Sing(X) = {ξ ∈ X | multX(ξ) ≥ 2}.
En general, la multiplicidad nos da una medida de la complejidad de las singula-
ridades: cuando mayor es la multiplicidad en un punto, peor es la singularidad.
Otro resultado de Nagata nos dice que, si ξ y η son dos puntos de X tales que
ξ ∈ {η}, entonces
multX(ξ) ≥ multX(η).
Dade probo´ que, bajo estas mismas hipo´tesis, la funcio´n multX : X → N es
semicontinua superiormente (ve´ase [14] o [34, Observacio´n 6.13]). As´ı pues, la
multiplicidad estratifica X en conjuntos cerrados de la forma
{ξ ∈ X | multX(ξ) ≥ n}.
A lo largo del Cap´ıtulo 4 estudiaremos algunas propiedades naturales de esta
estratificacio´n. Prestaremos especial atencio´n al estrato de ma´xima multiplicidad
de X, al cual denotaremos por Max multX , y analizaremos su comportamiento
por explosiones. Adema´s, construiremos un objeto algebraico intr´ınsecamente
asociado a Max multX que contiene informacio´n relevante sobre dicho estrato
(ve´ase el Teorema 4.4.4).
Conexio´n con el problema de resolucio´n de singularidades
Una resolucio´n de singularidades de un esquema reducido e irreducibleX consiste
en un morfismo propio y birracional, digamos X ← X ′, tal que X ′ sea regular.
El avance ma´s sobresaliente en este problema se lo debemos a Hironaka, que en
1964 probo´ que cualquier variedad definida sobre un cuerpo de caracter´ıstica cero
admite una resolucio´n de singularidades. Ma´s concretamente, Hironaka demostro´
que, para cualquier variedad X definida sobre un cuerpo de caracter´ıstica cero,
existe una secuencia de explosiones a lo largo de centros cerrados normalmente
planos, digamos
X X1oo X2oo · · ·oo Xl,oo
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tal que Xl es regular. La demostracio´n de Hironaka es puramente existencial y
utiliza la funcio´n de Hilbert-Samuel como invariante principal para encontrar los
centros de las explosiones.
Retomando la funcio´n multiplicidad, Dade probo´ en 1960 que, si X
pi1←− X1
es una explosio´n de un esquema excelente equidimensional a lo largo de un
centro regular y equimu´ltiple, entonces multX1(ξ) ≤ multX(pi1(ξ1)) para cada
ξ1 ∈ X1 (ve´ase [14]). Este resultado fue generalizado y simplificado ma´s adelan-
te por Orbanz [29]. Observemos que, en particular, este resultado implica que
ma´x multX1 ≤ ma´x multX . Esto nos conduce de manera natural a la siguiente
pregunta: dado un esquema equidimensional X, ¿existe una secuencia de explo-
siones en centros regulares y equimu´ltiples, digamos
X X1oo X2oo · · ·oo Xs,oo (2)
tal que la ma´xima multiplicidad de X decrezca? Es decir, tal que ma´x multXl <
ma´x multX . Esta cuestio´n fue ya planteada por Hironaka en su famoso art´ıculo de
1964 (ve´ase [21, Cuestio´n D, p. 134]). En 2014, Villamayor resolvio´ este problema
para el caso de esquemas equidimensionales de tipo finito sobre un cuerpo de
caracter´ıstica cero (ve´ase [34]).
Supongamos que, dado X en una cierta clase de esquemas, supie´semos cons-
truir una secuencia de explosiones como (2) tal que la ma´xima multiplicidad de
X decreciese. Entonces, podr´ıamos obtener una resolucio´n de singularidades de
X iterando este procedimiento. En general, este proceso sera´ diferente del pro-
puesto por Hironaka, dado que solo pedimos que los centros de las explosiones
sean equimu´ltiples, pero no requerimos que sean normalmente planos. En este
trabajo nos centraremos en el proceso de simplificacio´n de las singularidades de
X basado en la multiplicidad, extendiendo las te´cnicas de [34] a un contexto ma´s
general.
A continuacio´n, veamos algunas de las diferencias existentes entre el enfoque
de Hironaka y el que utilizamos en esta memoria. Para empezar, la demostra-
cio´n de Hironaka es puramente existencial. Por el contrario, nuestro enfoque es
determinista: para refinar la multiplicidad, definiremos una serie de invariantes
auxiliares que, en u´ltima instancia, determinara´n los centros de las explosiones.
Por otro lado, la demostracio´n de Hironaka utiliza la funcio´n de Hilbert-
Samuel como invariante principal. En contraposicio´n, nosotros utilizaremos la
estratificacio´n definida por la multiplicidad. En el caso de hipersuperficies, ambas
estratificaciones coinciden pero, en general, son distintas. Recordemos que la
funcio´n de Hilbert-Samuel es un invariante que toma valores en el conjunto NN,
mientras que la multiplicidad toma valores en N. En este sentido, la multiplicidad
resulta ser un invariante ma´s geome´trico e intuitivo que la funcio´n de Hilbert-
Samuel.
Tambie´n existen otras diferencias ma´s profundas entre estos dos invariantes.
Para refinar la estratificacio´n definida por la funcio´n de Hilbert-Samuel, Hironaka
considera inmersiones de X en un medio ambiente regular V . Por el contrario,
el estudio de la multiplicidad ha estado histo´ricamente ma´s ligado a morfismos
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finitos de la forma X → V , en lugar de inmersiones. Por ejemplo, dada una
variedad X sobre un cuerpo perfecto k, la multiplicidad en un punto ξ de X se
puede expresar en te´rminos de morfismos finitos de la forma X → V definidos en
un entorno de ξ (ve´ase [10, Ape´ndice A, p. 185]). El empleo de morfismos finitos
en el estudio de la multiplicidad se remonta incluso a los trabajos de Albanese
(ve´ase [3] o [25, Clase 1, §5]). En nuestro caso, la existencia de morfismos finitos
apropiados de X en un esquema regular V va a ser clave para encontrar una
buena descrpcio´n del lugar de ma´xima multiplicidad de X.
A´lgebras de Rees
Sea X un esquema equidimensional y excelente inmerso como un subesquema
cerrado en un medio ambiente regular V . Tal y como hemos indicado anterior-
mente, la multiplicidad es una funcio´n semicontinua superiormente que estratifica
X en conjuntos localmente cerrados. En particular, el estrato de ma´xima mul-
tiplicidad es cerrado en X. Las a´lgebras de Rees son unos objetos algebraicos
definidos sobre V que nos permiten describir el lugar de ma´xima multiplicidad
de X como un subconjunto de V y, en u´ltima instancia, refinarlo.
Observacio´n 1. Fijada una inmersio´n X ↪→ V , hay ma´s ejemplos de funciones
semicontinuas en X cuyo estrato de ma´ximo valor puede ser descrito mediante
un a´lgebra de Rees sobre V . Por ejemplo, la funcio´n de Hilbert-Samuel define
una funcio´n semicontinua superiormente X. En la demostracio´n de resolucio´n de
singularidades sobre cuerpos de caracter´ıstica cero de [15], dada una inmersio´n
X ↪→ V , las a´lgebras de Rees son utilizadas para describir el estrato ma´ximo de
la funcio´n de Hilbert-Samuel en X. Nosotros nos centraremos exclusivamente en
el caso de la multiplicidad.
Observacio´n 2. El papel que juegan las a´lgebras de Rees en este trabajo es
ana´logo al que juegan los exponentes ideal´ısticos de Hironaka [22]. Adema´s, existe
una transcripcio´n directa del lenguaje de a´lgebras de Rees al de exponentes
ideal´ısticos y viceversa (ve´ase [15]).
Sea V = Spec(S) un esquema af´ın. Un a´lgebra de Rees sobre V es una S-
a´lgebra N-graduada y finita generada de la forma
G = S [f1WN1 , . . . , frWNr] ⊂ S[W ]. (3)
Cuando V es regular, se define el lugar singular1 del a´lgebra G como
SingV (G) =
r⋂
i=1
{ξ ∈ V | νξ(fi) ≥ Ni}.
Si, adema´s, V es excelente, entonces SingV (G) resulta ser un subconjunto cerra-
do de V (ve´ase el Corolario B.0.18). Se puede comprobar que la definicio´n de
1No debemos confundir el lugar singular de un a´lgebra de Rees G sobre un esquema regular
V con el lugar singular de un esquema general X, consistente en los puntos no regulares de X.
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SingV (G) no depende de la eleccio´n de los generadores de G en (3) y que, por
tanto, SingV (G) es un conjunto intr´ınsecamente asociado a G.
Un a´gebra de Rees sobre un esquema arbitrario V sera´ un subhaz de OV [W ]
cuya restriccio´n a cualquier abierto af´ın de V sea un a´lgebra de Rees en el
sentido de la definicio´n anterior. El lugar singular de un a´lgebra de Rees sobre un
esquema no af´ın se obtiene pegando los lugares singulares de las correspondientes
a´lgebras afines.
A continuacio´n, introduciremos una nocio´n de transformacio´n para a´lgebras
de Rees. Dada un a´lgebra G sobre un esquema regular V , una transformacio´n
G-permisible consistira´ en un cierto morfismo de esquemas regulares, digamos
V
ϕ1←− V1, junto con una regla de transformacio´n de G que produzca un a´lgebra
de Rees sobre V1, digamos G1. Al a´lgebra G1 la llamaremos el transformado de
G por ϕ1. Consideraremos dos tipos de transformaciones:
• Explosiones permisibles. En este caso, V ϕ1←− V1 es la explosio´n de V a
lo largo de un centro cerrado y regular contenido en SingV (G). Cuando
Y ⊂ SingV (G) sea un centro cerrado y regular, diremos que Y es G-
permisible. Por el momento, para no complicar las cosas, omitiremos la
regla de transformacio´n de G por explosiones.
• Morfismos lisos. Este tipo de transformaciones vienen dadas por un mor-
fismo liso V
ϕ1←− V1. En este caso, el transformado de G por ϕ1 se define
como el pull-back de G a V1. Es decir, G1 = ϕ∗1(G).
Diremos que una secuencia de transformaciones sobre V , digamos
G = G0 G1 G2 Gm
V = V0 V1
ϕ1oo V2
ϕ2oo · · ·oo Vm,ϕmoo
es una secuencia G-permisible si cada ϕi es una transformacio´n Gi−1-permisible
y Gi es el transformado de Gi−1 por ϕi. Si, adema´s, todas las transformaciones
anteriores son explosiones permisibles y SingVm(Gm) = ∅, entonces diremos que
la secuencia anterior es una resolucio´n de G.
Consideremos un esquema equidimensional X provisto de una inmersio´n
X ↪→ V en un medio ambiente regular. Nuestro objetivo es encontrar un a´lge-
bra de Rees G sobre V que “describa” el lugar de ma´xima multiplicidad de X.
Ma´s concretamente, buscamos un a´lgebra G cuyo lugar singular coincida con el
estrato de ma´xima multiplicidad de X. Es decir,
Max multX = SingV (G). (4)
Observemos que, si se cumple la igualdad anterior, entonces un centro cerrado
y regular Y ⊂ SingV (G) es un centro G-permisible y viceversa. De esta forma,
para cualquier centro G-permisible Y tenemos un diagrama conmutativo
V BlY (V )oo
X
?
OO
BlY (X),
?
OO
oo
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donde las flechas verticales representan inmersiones cerradas. Sea X1 = BlY (X),
V1 = BlY (V ) y denotemos por G1 al transformado de G en V1. El teorema de
Dade [14] nos dice que
ma´x multX1 ≤ ma´x multX .
En el caso de que se cumpla la igualdad en la expresio´n anterior, requeriremos
que
Max multX1 = SingV1(G1).
En otras palabras, pediremos que la igualdad de (4) se preserve por explosiones
permisibles siempre que la ma´xima multiplicidad de X no decrezca.
Algo similar ocurre si consideramos morfismos lisos. Un morfismo liso V ← V1
induce por cambio de base otro morfismo liso X ← X1 y un diagrama conmuta-
tivo
V V1oo
X
?
OO
X1.
?
OO
oo
Denotemos por G1 al transformado de G por V ← V1. En este caso, tambie´n
requeriremos que Max multX1 = SingV1(G1).
Definicio´n 3. Fijemos un inmersio´n X ↪→ V como en la discusio´n anterior.
Diremos que un a´lgebra de Rees G sobre V representa el estrato de ma´xima
multiplicidad de X si se cumplen las siguientes tres condiciones:
i) SingV (G) = Max multX .
ii) Cualquier secuencia G-permisible en V , digamos
G G1 G2 Gm
V V1oo V2oo · · ·oo Vm,oo
induce una secuencia de explosiones a lo largo centros regulares equimu´lti-
ples y morfismos lisos en X, digamos
X X1oo X2oo · · ·oo Xm,oo
tal que
ma´x multX = ma´x multX1 = · · · = ma´x multXm−1 ≥ ma´x multXm ,
y viceversa. Adema´s, las secuencias anteriores se relacionan naturalmente
por medio de un diagrama conmutativo
G G1 G2 Gm
V V1oo V2oo · · ·oo Vmoo
X
?
OO
X1oo
?
OO
X2oo
?
OO
· · ·oo Xm.oo
?
OO
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iii) Para cualesquiera secuencias como las de ii), requerimos que
SingVi(Gi) = Max multXi
para i = 1, . . . ,m− 1, y
SingVm(Gm) = ∅ ⇐⇒ ma´x multXm < ma´x multX .
Adema´s, si ma´x multXm = ma´x multX , entonces pedimos que SingVm(Gm) =
Max multXm .
Observacio´n 4. Fijada una inmersio´n de un esquema equidimensional X en un
medio ambiente regular V , la existencia un a´lgebra G sobre V que represente el
lugar de ma´xima multiplicidad de X no esta´ garantizada.
En el caso particular en que X es una variedad definida sobre un cuerpo
perfecto k, existe un procedimiento para construir (localmente en topolog´ıa e´tale)
una inmersio´n cerrada de X en una variedad regular, digamos X ↪→ V , junto con
un a´lgebra de Rees G sobre V que representa el estrato de ma´xima multiplicidad
de X (ve´ase [34, §7]). Adema´s, para el caso en que k es de caracter´ıstica cero,
existe un algoritmo de resolucio´n de a´lgebras de Rees (ve´ase [15]) que nos permite
construir una secuencia de explosiones G-permisibles en V , digamos
G G1 G2 Gm
V V1
pi1oo V2
pi2oo · · ·oo Vm,pimoo
tal que SingVm(Gm) = ∅. Por las condiciones impuestas a G, esta secuencia induce
una secuencia de explosiones a lo largo de centros regulares equimu´ltiples en X,
digamos
X X1oo X2oo · · ·oo Xm,oo (5)
tal que
ma´x multXm < ma´x multX .
Si ma´x multXm = 1, entonces (5) es una resolucio´n de singularidades de X. En
caso contrario, podemos obtener una resolucio´n de X iterando repetidamente el
proceso anterior.
Observacio´n 5. Dado un un esquema equidimensional X, existe una nocio´n al-
ternativa de representacio´n del lugar de ma´xima multiplicidad de X que utiliza
morfismos finitos en lugar de inmersiones. Ma´s concretamente, en algunos casos
es posible construir un morfismo finito de X en un esquema regular V , digamos
β : X → V , junto con un a´lgebra de Rees G sobre V , de tal forma que β env´ıe
Max multX de manera homeomorfa a su imagen en V y
β (Max multX) = SingV (G).
Adema´s, β se puede construir de tal forma que la igualdad anterior se preserve
por explosiones y secuencias permisibles (formularemos esta propiedad de ma-
nera ma´s precisa en el Lema 7.2.1). Cuando se den las condiciones anteriores
diremos que G representa el estrato de ma´xima multiplicidad de X a trave´s de
β : X → V . Esta nocio´n alternativa de representacio´n a trave´s de morfismos
finitos sera´ tratada con ma´s detalle en el Cap´ıtulo 7.
xxii
Contexto y motivacio´n
Representantes cano´nicos
Sea X un esquema equidimensional singular inmerso en un medio ambiente regu-
lar V . En la discusio´n anterior hemos introducido el concepto de representacio´n
del lugar de ma´xima multiplicidad de X por un a´lgebra de Rees G sobre V . Sin
embargo, dada la inmersio´n X ↪→ V , no hemos dicho co´mo podemos construir
una tal a´lgebra G. Adema´s, puede ocurrir (y de hecho ocurre) que haya muchas
a´lgebras sobre V con la propiedad de representar el estrato de ma´xima multipli-
cidad de X. Esta observacio´n nos conduce a la siguiente nocio´n de equivalencia
entre a´lgebras.
Definicio´n 6. Sea V un esquema regular. Diremos que dos a´lgebras de Rees G y
G′ sobre V son de´bilmente equivalentes si se cumplen las siguientes condiciones:
i) SingV (G) = SingV (G′).
ii) Cualquier secuencia G-permisible sobre V , digamos
V V1oo V2oo · · ·oo Vm,oo
es una secuencia G′-permisible y viceversa.
iii) Para cualquier secuencia sobre V como en el punto anterior y para cualquier
i = 1, . . . ,m se ha de cumplir que
SingVi(Gi) = SingVi(G′i),
en donde Gi y G′i representan los transformados de G y G′ en Vi respectiva-
mente.
Observemos que la equivalencia de´bil es una relacio´n de equivalencia en el con-
junto de a´lgebras de Rees sobre V . De ahora en adelante denotaremos a la clase
de equivalencia de un a´lgebra G por CV (G).
Observacio´n 7. Fijemos una inmersio´n X ↪→ V y supongamos que G y G′ son dos
OV -a´lgebras que representan el lugar de ma´xima multiplicidad de X. Entonces,
SingV (G) = Max multX = SingV (G′).
Adema´s, por las condiciones impuestas a G y G′, sabemos que la igualdad anterior
se preserva por secuencias permisibles sobre V (en el sentido de la Definicio´n 3,
p. xxi). De esta forma, tenemos que G y G′ son de´bilmente equivalentes. Rec´ıpro-
camente, si G es un a´lgebra que representa el lugar de ma´xima multiplicidad de
X y G′ es de´bilmente equivalente G, entonces G′ tambie´n representa el lugar de
ma´xima multiplicidad de X.
Consideremos una variedad X definida sobre un cuerpo de caracter´ıstica cero
provista de una inmersio´n en una variedad regular, digamos X ↪→ V . Bajo estas
hipo´tesis, existe un me´todo para construir un a´lgebra de Rees G sobre V que
representa el lugar de ma´xima multiplicidad de X. Adema´s, tal y como se indica
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en la pa´gina xxii, existe un algoritmo de resolucio´n de a´lgebras sobre cuerpos de
caracter´ıstica cero que, dada G, produce una secuencia de explosiones en centros
permisibles sobre V , digamos
G G1 G2 Gm
V V1
pi1oo V2
pi2oo · · ·oo Vm,pimoo
tal que SingVm(Gm) = ∅. Entonces, por las condiciones impuestas a G, esta
secuencia induce una secuencia de explosiones en centros regulares equimu´ltiples
sobre X, digamos
X X1oo X2oo · · ·oo Xm,oo
tal que ma´x multXm < ma´x multX . Es decir, que induce un proceso de reduccio´n
de la ma´xima multiplicidad de X. Una propiedad importante del algoritmo de
resolucio´n de a´lgebras que acabamos de mencionar es que, si dos a´lgebras G y
G′ son de´bilmente equivalentes, entonces la secuencia de explosiones sobre V
inducida usando tanto G como G′ es la misma, digamos
G′ G′1 G′2 G′m
G G1 G2 Gm
V V1
pi1oo V2
pi2oo · · ·oo Vm.pimoo
En otras palabras, el resultado que produce el algoritmo de resolucio´n de a´lgebras
depende de la clase de equivalencia de G, digamos CV (G), pero no de la eleccio´n
de ningu´n representante en particular de dicha clase. Esta propiedad resulta
fundamental a la hora de probar que la resolucio´n de singularidades inducida en
X es intr´ınseca e independiente incluso de la inmersio´n de X en V .
Consideremos un esquema regular noetheriano V . En el Cap´ıtulo 6 probare-
mos que, bajo ciertas hipo´tesis adicionales, es posible encontrar un representante
cano´nico para cada clase de equivalencia C de a´lgebras de Rees sobre V , digamos
G∗, de forma que C = CV (G∗). Esta propiedad resulta de gran utilidad a la hora
de globalizar argumentos locales del proceso de resolucio´n de singularidades.
Resultados principales
La multiplicidad a lo largo de los puntos de un esquema inmerso define una
estratificacio´n en conjuntos localmente cerrados. En este trabajo presentaremos
condiciones bajo las cuales podamos usar de manera efectiva operadores diferen-
ciales para encontrar una descripcio´n esta estratificacio´n.
Nuestros resultados se pueden clasificar en cuatro grandes bloques que deta-
llaremos a continuacio´n:
• Estratificacio´n definida por la multiplicidad.
• Condiciones diferenciales y multiplicidad en hipersuperficies.
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• Representantes cano´nicos.
• Simplificacio´n de puntos de multiplicidad n.
Estratificacio´n definida por la multiplicidad
Este primer bloque, correspondiente al Cap´ıtulo 4, esta´ dedicado al estudio de
la estratificacio´n definida por la multiplicidad en esquemas excelentes y equidi-
mensionales. Los resultados de este bloque esta´n publicados en [1].
Consideremos un esquema X excelente y equidimensional. Dade [14] de-
mostro´ que la multiplicidad define una funcio´n semicontinua superiormente en
X, digamos multX : X → N. Al principio del Cap´ıtulo 4 damos una prueba
alternativa de este teorema para el caso en el que X es un esquema equidi-
mensional de tipo finito sobre un cuerpo perfecto k (ve´ase la demostracio´n del
Teorema 4.2.6 y el Corolario 4.2.8).
Dado un esquema X excelente y equidimensional, comenzaremos discutiendo
cierta compatibilidad entre la estratificacio´n definida por la multiplicidad en X y
en el correspondiente esquema reducido, al cual denotamos porXred. Recordemos
X y Xred, vistos como espacios topolo´gicos, son homeomorfos. Asimismo, Xred
esta´ provisto de una inmersio´n cerrada de esquemas en X, digamos Xred ↪→ X.
El Lema 4.3.2 nos dice que la estratificacio´n inducida por la multiplicidad en
ambos esquemas es localmente la misma. En particular, esto implica que Xred
es regular si y solo si X es una unio´n disjunta de componentes irreducibles con
multiplicidad constante. Adema´s, veremos que los procesos de simplificacio´n de la
multiplicidad de X y Xred son equivalentes en cierto sentido: cualquier secuencia
de explosiones a lo largo de centros regulares equimu´ltiples en X, digamos
X X1oo X2oo · · ·oo Xm,oo
induce una secuencia de explosiones a lo largo de centros regulares equimu´ltiples
en Xred, digamos
Xred X
′
1
oo X ′2oo · · ·oo X ′m,oo (6)
y viceversa, de manera que X ′i ' (Xi)red para cada i = 1, . . . ,m (ve´ase la Propo-
sicio´n 4.3.8). En particular, la secuencia (6) es una resolucio´n de singularidades
de Xred si y solo si Xm es una unio´n disjunta de componentes irreducibles con
multiplicidad constante.
En la u´ltima parte del Cap´ıtulo 4, dada una variedad irreducible X sobre
un cuerpo perfecto k, construiremos un a´lgebra de Rees sobre X, digamos GX ,
cano´nicamente asociada al estrato de ma´xima multiplicidad de X (ve´ase la De-
finicio´n 4.4.1 y el Teorema 4.4.4). No´tese que GX es un a´lgebra de Rees definida
sobre un esquema singular, en contraposicio´n a aquellas a´lgebras definidas sobre
esquemas regulares. Aun as´ı, este a´lgebra contiene informacio´n importante so-
bre la multiplicidad en X. En este trabajo nos limitamos a definir el a´lgebra GX
y a analizar algunas propiedades relacionadas con su construccio´n. Sin embar-
go, posteriormente hemos seguido estudiando otras propiedades de este a´lgebra
(ve´ase [2]).
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Condiciones diferenciales y multiplicidad en hipersuperficies
En el segundo bloque, correspondiente al Cap´ıtulo 5, introduciremos condiciones
en un esquema regular que nos permitan aplicar de manera efectiva operadores
diferenciales al estudio de la estratificacio´n definida por la multiplicidad en una
hipersuperficie.
Consideremos un anillo regular S, un elemento no nulo f ∈ S y la hiper-
superficie H = Spec(S/〈f〉) contenida en V = Spec(S). Recordemos que, para
cada ξ ∈ H, la multiplicidad de H en ξ coincide con el orden de f en OV,ξ. Es
decir,
multH(ξ) = νξ(f)
(ve´ase la Proposicio´n A.0.14). Supongamos que S esta´ definido sobre un cuerpo
k. En funcio´n de la caracter´ıstica de k, requeriremos que S satisfaga una de las
siguientes condiciones:
• Cuando k sea de caracter´ıstica cero, requeriremos que S satisfaga la condi-
cio´n jacobiana de´bil. Es decir, pediremos que, para cada ideal primo q ⊂ S
y para cada sistema regular de para´metros de Sq, digamos x1, . . . , xd, exista
una coleccio´n de derivadas δ1, . . . , δd ∈ Der(S) tales que la matriz cuadrada
(δi(xj)) tenga determinante no nulo mo´dulo q (ve´ase la Definicio´n 5.1.3 y
el Lema 5.1.6).
• Si k tiene caracter´ıstica p > 0, entonces pediremos que S admita una p-
base absoluta, es decir, una p-base sobre Fp (el cuerpo primo de k). El
problema de existencia de p-bases absolutas sera´ tratado en la Seccio´n 5.2.
Mostraremos que una k-a´lgebra reducida que admite una p-base absoluta
es diferencialmente lisa sobre Fp (ve´ase la Proposicio´n 5.2.17 y el Coro-
lario 5.2.19). Tambie´n analizaremos la estabilidad de esta propiedad por
extensiones de S (ve´ase el Lema 5.2.8 y el Lema 5.3.10). Adema´s, pro-
baremos que toda variedad regular definida sobre un cuerpo arbitrario k
de caracter´ıstica p > 0 puede ser recubierta por cartas afines de la forma
Spec(S), en donde S admite una p-base absoluta (Proposicio´n 5.3.12).
En la Seccio´n 5.4 mostraremos que, si S satisface cualquiera de las dos condicio-
nes anteriores, entonces, para cualquier elemento no nulo f ∈ S y para cualquier
ideal primo q ⊂ S,
νq(f) ≥ n ⇐⇒ q ⊂ Diffn−1(S)(f),
en donde Diffn−1(S)(f) denota el ideal generado por todos los elementos de la
forma ∆(f) con ∆ ∈ Diffn−1(S). El caso de caracter´ıstica cero se trata en la
Proposicio´n 5.4.3 y el Corolario 5.4.4, mientras que el de caracter´ıstica positiva
se aborda en la Proposicio´n 5.4.7.
Los resultados anteriores tienen dos consecuencias inmediatas. Por un lado,
nos permiten describir los estratos definidos por la multiplicidad en una hiper-
superficie contenida en V = Spec(S). Para ser precisos, dado f ∈ S con f 6= 0 y
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tomando H = Spec(S/〈f〉), tenemos que
{ξ ∈ H | multH(ξ) ≥ n} = V
(
Diffn−1(S)(f)
)
(ve´ase el Corolario 5.4.5 y el Corolario 5.4.8). En segundo lugar, podemos des-
cribir el lugar singular de un a´lgebra de Rees G sobre S como un subconjunto
cerrado de V : si G = S [f1WN1 , . . . , frWNr], entonces
SingV (G) =
r⋂
i=1
V
(
DiffNi−1(S)(fi)
) ⊂ V
(ve´ase el Corolario 5.4.6 y el Corolario 5.4.9).
Representantes cano´nicos
Este bloque corresponde al Cap´ıtulo 6. Sea V un esquema regular noetheriano.
Bajo ciertas condiciones en V , probaremos la existencia de un representante
cano´nico para cada clase de a´lgebras de Rees de´bilmente equivalentes sobre V .
Aqu´ı, por representante cano´nico de una clase de equivalencia C entendemos
un a´lgebra de Rees sobre V , digamos G∗, tal que C = CV (G∗) y G ⊂ G∗ para
todo G ∈ C . En otras palabras, G∗ es el a´lgebra ma´s grande de su clase. Para
garantizar la existencia de un representante cano´nico para cada clase de a´lgebras
sobre V , necesitaremos que V satisfaga ciertas condiciones adicionales: cuando V
este´ definido sobre un cuerpo de caracter´ıstica cero, requeriremos que V satisfaga
la condicio´n jacobiana de´bil; si V esta´ definido sobre un cuerpo de caracter´ıstica
p > 0, entonces requeriremos la existencia de ciertas p-bases absolutas.
La existencia de representantes cano´nicos ya fue probada en [9, Teorema 3.11]
para el caso en que V es una variedad regular sobre un cuerpo perfecto k. Noso-
tros extendemos este resultado a una clase ma´s amplia de esquemas. Merece la
pena destacar que hay importantes diferencias entre la prueba que presentamos
en este trabajo y la de [9], muchos de cuyos argumentos se basan en la estructura
relativa de V sobre k. Este enfoque, que funciona bien en la clase de variedades
regulares definidas sobre un cuerpo perfecto, se queda corto cuando tratamos
con esquemas ma´s generales. Otra diferencia es que, mientras en [9] los casos de
caracter´ıstica cero y caracter´ıstica positiva se tratan simulta´neamente, nosotros
los trataremos por separado.
Sea C una clase de a´lgebras de Rees de´bilmente equivalentes sobre V . Para
construir el representante cano´nico de C , digamos G∗ ∈ C , partiremos de un
representante arbitrario G ∈ C . Entonces, G∗ se obtendra´ mediante un proceso
de saturacio´n de G en dos pasos: primero saturamos G utilizando operadores
diferenciales sobre V (aclararemos este paso ma´s adelante) y luego tomamos la
clausura entera del a´lgebra resultante (ve´ase la Seccio´n 3.5). Es importante men-
cionar que el resultado de este procedimiento es independiente de la eleccio´n de
G. Esta propiedad se demuestra en el Teorema 6.4.3 para el caso de caracter´ıstica
cero y en el Teorema 6.6.7 para el de caracter´ıstica positiva.
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Una aplicacio´n: simplificacio´n de puntos de multiplicidad n
Este bloque esta´ dedicado a la simplificacio´n del lugar de ma´xima multiplicidad
de un esquema equidimensional por medio de explosiones a lo largo de centros
regulares y equimu´ltiples. Para ser precisos, sea X un esquema excelente equi-
dimensional sobre un cuerpo de caracter´ıstica cero con multiplicidad ma´xima n.
Supongamos que X esta´ provisto de un cierto morfismo finito en un esquema
regular, digamos β : X → V . En el Cap´ıtulo 7 veremos que, bajo ciertas con-
diciones adicionales en β, podemos encontrar una secuencia de explosiones a lo
largo de centros cerrados, regulares y equimu´ltiples sobre X, digamos
X X1oo X2oo · · ·oo Xl,oo
tal que la ma´xima multiplicidad de X decrezca. Es decir, tal que ma´x multXl < n.
Este resultado se conoc´ıa ya para el caso en que X es un esquema equidimen-
sional de tipo finito sobre un cuerpo de caracter´ıstica cero (ve´ase [34]). Nosotros
extendemos dicho resultado a una clase ma´s general de esquemas (siempre defi-
nidos sobre un cuerpo de caracter´ıstica cero).
El resultado principal de este bloque es el Teorema 7.1.1. La demostracio´n de
este teorema, que presentamos a lo largo de las Secciones 7.2 y 7.3, sigue el guio´n
de la prueba de [34] y [15]. Sin embargo, para adaptar los argumentos a nues-
tras condiciones de partida (ma´s generales que las de [34] y [15]), necesitaremos
recurrir a las te´cnicas desarrolladas en los cap´ıtulos anteriores.
En la Seccio´n 7.2 construiremos un a´lgebra de Rees G sobre V que represente
el estrato de ma´xima multiplicidad de X a trave´s del morfismo finito β (ve´ase
la Observacio´n 5 en la p. xxii y el Lema 7.2.2). Este a´lgebra se puede construir
localmente utilizando el procedimiento de [34] (ve´ase el Lema 7.2.2). Para garan-
tizar que todas estas construcciones locales son compatibles, requeriremos que V
satisfaga la condicio´n jacobiana de´bil. Entonces, en virtud del Teorema 6.4.6, de-
ducimos que existe un a´lgebra de Rees (globalmente definida) sobre V , digamos
G, que representa el lugar de ma´xima multiplicidad de X (ve´ase el Lema 7.2.1).
La segunda parte de la demostracio´n del Teorema 7.1.1 consiste en probar
que el algoritmo de resolucio´n de a´lgebras de Rees puede ser aplicado en las con-
diciones que nosotros planteamos. Recordemos que una resolucio´n de un a´lgebra
G sobre un esquema regular V es una secuencia de explosiones G-permisibles,
digamos
G G1 G2 Gm
V V1
pi1oo V2
pi2oo · · ·oo Vm,pimoo
tal que SingVm(Gm) = ∅. El algoritmo de [15] esta´ formulado para el caso en
que V es una variedad regular sobre un cuerpo k de caracter´ıstica cero. En
la Seccio´n 7.3 nosotros extendemos este procedimiento al caso en que V es un
esquema regular arbitrario sobre un cuerpo de caracter´ıstica cero que satisface la
condicio´n jacobiana de´bil. La principal dificultad con al que nos encontramos al
tratar de generalizar el algoritmo es la existencia de hipersuperficies de contacto
maximal (vea´se la Definicio´n 7.3.3). Esta cuestio´n se resuelve en el Lema 7.3.5.
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Summary
Let X be an equidimensional excellent scheme given by some equations in a
regular ambient space V . The multiplicity along points of X defines a function
with values on the integers, say multX : X → N, which measures the complexity
of the singularities of X. For instance, X is regular at a point ξ if and only
if multX(ξ) = 1. This function defines a stratification of X into locally closed
sets. Each of these sets can be locally described as the zeros of an ideal over the
ambient space V . In this work we give conditions on V that ensure that one can
effectively use differential operators in the construction of such ideals.
From the point of view of resolution of singularities, it is important to analyze
the behavior of the multiplicity under blow-ups. Recall that, if X is reduced,
then a sequence of blow-ups
X X1oo · · ·oo Xmoo
defines a resolution of singularities of X if Xm is regular. That is, if the multi-
plicity is constantly equal to 1 along points of Xm. Let us denote by max multX
the maximum multiplicity of X. A result of Dade says that, if Y ⊂ X is a closed
regular equimultiple center and X ← X1 represents the blow-up of X along Y ,
then max multX ≥ max multX1 . Thus the problem of resolution of singularities
can be reduced to that of lowering the maximum multiplicity of X. Namely, the
aim is to find a sequence of blow-ups along closed regular equimultiple centers,
say
X X1oo · · ·oo Xr,oo (1)
so that max multX > max multXr . This problem has been solved for the case in
which X is a variety over a field of characteristic zero, but it remains open in
the case of positive characteristic.
Fix an embedding of X in V as above. Under suitable conditions, it is
possible to find a Rees algebra G over V that describes the stratum of maximum
multiplicity of X, even after blowing up. When such a G exists, the problem
of lowering of the maximum multiplicity of X can be reformulated in terms of
Rees algebras. More precisely, in the case of characteristic zero, the algebra G
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can be used to construct a sequence like (1) where max multX > max multXr . In
principle, the outcome of this process depends on the choice of G, and different
algebras could define different sequences of blow-ups on X. We will overcome
this difficulty by constructing a canonical representative among the family of
Rees algebras that describe the highest multiplicity locus of X.
The methods discussed above rely on the existence of enough differential
operators over the ambient space V . For instance, this requirement is known
to be met when V is a regular variety over a perfect field. In this work we will
also explore conditions on the regular ambient space V so as to ensure that the
previous methods can be applied. In the case of characteristic zero we will show
that the previous conditions hold when V satisfies the weak Jacobian condition,
whereas in positive characteristic we will impose on V the existence of suitable
p-bases.
xxx
Chapter 1
Introduction
Let f(x) be a polynomial in one variable over C. One can compute the multi-
plicity of a root of f(x) by evaluating the derivatives of f(x). Namely, a root a
has multiplicity greater than or equal to n if and only if the first n−1 derivatives
of f(x) vanish at x = a. That is, ∂
if
∂xi
(a) = 0 for i = 1, . . . , n − 1. Moreover,
this method works for any polynomial defined over a field of characteristic zero.
However, it fails in positive characteristic. For instance, let p > 0 be a prime
number, and consider the polynomial g(x) = xp
2 − xp ∈ Fp[x]. Here ∂g∂x(x) = 0,
so the derivatives of g(x) do not help to compute the multiplicity of its roots.
From the point of view of algebraic geometry, the regular points of a scheme
resemble the simple roots of a polynomial, while singular points resemble multiple
roots. In addition, one can attach an integer to each singular point of a scheme,
called the multiplicity. Our aim is to use differential methods to classify the
singularities of a scheme and the stratification induced by the multiplicity. In
other words, we look for conditions under which one can effectively apply analytic
methods to the study of singularities.
1.1 Context and motivation
The simplest case in which the previous discussion applies arises when we con-
sider the affine space over a field k. Let f be a polynomial in d variables over k,
which defines a hypersurface, say
H = Spec(k[x1, . . . , xd]/〈f〉) ⊂ Adk.
Fix a rational point ζ ∈ H. Assume that ζ has coordinates (a1, . . . , ad), and
consider the natural Taylor expansion of f at ζ, say
f(x1, . . . , xd) = f˜(x1 − a1, . . . , xd − ad).
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Since ζ ∈ H, the term of degree zero of f˜ is zero. Moreover, H is regular at ζ
if and only if f˜ contains a non-zero term of degree one. An easy computation
shows that the latter occurs if and only if ∂f∂xi (ζ) 6= 0 for some i = 1, . . . , d.
When k is a perfect field, the previous criterion works for all points ξ ∈ H,
including those points which are not rational, or closed. Thus
Sing(H) = V
(〈
f,
∂f
∂x1
, . . . ,
∂f
∂xd
〉)
.
However, this description of the singular locus fails when k is non-perfect.
Example 1.1.1. Consider the field k = Fp(t), where Fp denotes the prime field
of characteristic p > 0, and t represents a transcendental element. Let Y be the
plane curve defined by the polynomial g = xp1 + tx
p
2. That is,
Y = Spec(k[x1, x2]/〈g〉) ⊂ A2k.
It turns out that Y is regular everywhere, except at the origin. However,
∂g
∂x1
=
∂g
∂x2
= 0,
so the partial derivatives of g vanish along all points of Y , including those which
are regular.
Nevertheless, when dealing with a non-perfect field, more information can be
obtained by using absolute derivatives on k[x1, x2]. These are derivatives relative
to Fp, as opposed to those which are relative to k. For instance, using the partial
derivative ∂∂t , we obtain a description of the singular locus of Y as follows:
Sing(Y ) = V
(〈
g,
∂g
∂x1
,
∂g
∂x2
,
∂g
∂t
〉)
= V
(〈
xp1, x
p
2
〉)
.
The fact that absolute derivatives enable us to describe the singular locus of Y
is a consequence of a more general Jacobian criterion that we shall discuss in the
following lines.
Stratification of hypersurfaces
So far we have classified the points of a hypersurface into regular, and singular.
However, this classification is too coarse, and one would like to have further
refinements. Assume again that H is a hypersurface embedded in a regular
affine scheme V = Spec(S), defined by an element f ∈ S. That is,
H = Spec(S/〈f〉) ⊂ V.
A natural refinement of the singular locus of H is that given by the order of f
at points of V .
Fix a point ξ ∈ V , and let Mξ denote the maximal ideal of OV,ξ. The order
of f at ξ is defined by
νξ(f) = sup{n ∈ N | f ∈Mnξ }.
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This notion enables us to consider subsets in V of the form
{ξ ∈ V | νξ(f) ≥ n} , (1.1)
which have interesting geometric properties. For instance, observe that for n = 1
we have that
H = {ξ ∈ V | νξ(f) ≥ 1} ,
and for n = 2,
Sing(H) = {ξ ∈ V | νξ(f) ≥ 2} .
When V is excellent, the stratum (1.1) turns out to be closed for each n (see
Corollary B.0.18). One of our objectives is to find ideals In ⊂ S so that
V(In) = {ξ ∈ V | νξ(f) ≥ n} ,
These ideals will be constructed as extensions of 〈f〉 by applying differential
operators on f .
Example 1.1.2. Let f be a polynomial in d variables over a field k, and consider
the hypersurface
H = Spec(k[x1, . . . , xd]/〈f〉) ⊂ Adk.
If k is a perfect field, then the Jacobian criterion applies, and
Sing(H) =
{
ξ ∈ Adk | νξ(f) ≥ 2
}
= V
(〈
f,
∂f
∂x1
, . . . ,
∂f
∂xd
〉)
.
Example 1.1.3. Assume that k is a field of characteristic zero, and fix f ∈
k[x1, . . . , xd] as in the previous example. For α = (α1, . . . , αd) ∈ Nd, set
|α| = α1 + · · ·+ αd, and
∂αf
∂xα
=
∂α1+···+αdf
∂xα11 · · · ∂xαdd
.
Fix a rational point ζ ∈ Adk. Attending to the Taylor expansion of f at ζ, one
readily checks that νζ(f) ≥ n if and only if ∂
αf
∂xα (ζ) = 0 for all α ∈ Nd with
|α| < n. It can be proved that, when k is of characteristic zero, this criterion
works for all points ξ ∈ Adk, and hence{
ξ ∈ Adk | νξ(f) ≥ n
}
= V
(〈
∂αf
∂xα
| α ∈ Nd, |α| < n
〉)
for all n ∈ N.
In the previous examples, the stratification of the singular locus induced by
the order of f is described by certain ideals, which make use of derivatives, and
composition of derivatives. This procedure fails in positive characteristic. In this
case, it is necessary to use differential operators of higher order, which might not
be composition of derivatives.
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Lemma 1.1.4 (cf. [17, Ch. III, Lemma 1.2.7]). Let k be an arbitrary field,
and consider the polynomial ring S = k[x1, . . . , xd]. Denote by Diff
n−1(S) the
module of differential operators of order at most n− 1 of S over the prime field
(or equivalently over Z). Then, for any f ∈ S, we have that{
ξ ∈ Adk | νξ(f) ≥ n
}
= V
(〈
∆(f) | ∆ ∈ Diffn−1(S)
〉)
.
Our aim is to study a wider class of rings in which differential operators can
be used to stratify the singularities of a scheme. We will follow two different
approaches, depending on the characteristic.
• Characteristic zero. Assume that S is a regular ring defined over a field
of characteristic zero. We will say that S satisfies the Weak Jacobian
condition if for each prime ideal p ⊂ S, setting d = dim(Sp), one can find
elements y1, . . . , yd ∈ p, and derivatives δ1, . . . , δd ∈ Der(S), so that the
matrix
(
δi(yj)
)
has non-zero determinant modulo p. We will show that,
under such conditions, and given f ∈ S, the closed subsets of (1.1) can be
described by ideals obtained by applying derivatives, and compositions of
derivatives to f (see Proposition 5.4.3).
• Positive characteristic. Let S be a regular ring over a field k of character-
istic p > 0, and assume that S admits a p-basis over the prime field. When
these conditions hold we will show that, given f ∈ S, the closed subsets
defined in (1.1) can be described by ideals obtained by applying differential
operators on f (see Proposition 5.2.17, and Proposition 5.4.7).
Both conditions will be studied in Chapter 5.
Multiplicity on schemes
Let (R,M) be a noetherian local ring of dimension d. For each n > 0, the
quotient ring R/Mn is artinian, and hence it has finite length when regarded
as an R-module. Let `(R/Mn) denote this length. It is well known that there
exists a polynomial with rational coefficients of degree d, say P (x) ∈ Q[x], so
that `(R/Mn) = P (n) for n large enough. Moreover, the principal coefficient of
P (x) is of the form ed! , for some e ∈ N. The number e is called the multiplicity
of R. If R is a regular local ring, then its multiplicity is 1. A theorem due to
Nagata [27] asserts that, if R is a strictly equidimensional excellent local ring,
then R is regular if and only it has multiplicity 1 (see Theorem B.0.14).
Let X be a noetherian scheme. The multiplicity of X at a point ξ is defined
as that of the local ring OX,ξ. The multiplicity can be regarded as a function
multX : X → N. In the case of a hypersurface, say H = Spec(S/〈f〉), the
multiplicity of H at a point ξ coincides with the order of vanishing of f at ξ,
i.e., multH(ξ) = νξ(f).
Next assume that X is equidimensional and excellent. Then it follows from
Nagata’s theorem (see Theorem B.0.14) that X is regular at ξ if and only if
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multX(ξ) = 1, i.e.,
Sing(X) = {ξ ∈ X | multX(ξ) ≥ 2}.
In general, the multiplicity serves as a measure of the complexity of a singularity:
the higher is the multiplicity ofX at a point, the worse is the singularity. Another
result, also due to Nagata, asserts that if ξ, η are two points of X so that ξ ∈ {η},
then
multX(ξ) ≥ multX(η).
Furthermore, Dade proved that, under these hypotheses, multX : X → N is
upper semi-continuous (see [14], or [34, Remark 6.13]). Thus the multiplicity
stratifies X into closed sets of the form
{ξ ∈ X | multX(ξ) ≥ n}.
Along Chapter 4 we will study some natural properties of this stratification.
We will draw particular attention to the stratum of maximum multiplicity of
X, which we shall denote by Max multX , and its behavior under blow-ups.
Moreover, we will construct an intrinsic algebraic object attached to Max multX ,
that encodes important information about this stratum (see Theorem 4.4.4).
Connection with the problem of resolution of singularities
Given a reduced and irreducible scheme X, a resolution of singularities of X is
a proper and birational map X ← X ′ so that X ′ is regular. The most notorious
result on this problem is due to Hironaka [21], who proved in 1964 that any
variety over a field of characteristic zero admits a resolution of singularities.
Namely he showed that for any variety X defined over a field of characteristic
zero, there exists a sequence of blow-ups along closed normally flat centers, say
X X1oo X2oo · · ·oo Xl,oo
so that Xl is regular. This proof was purely existential, and used the Hilbert-
Samuel function as main invariant to find the centers of the blow-ups.
Going back to the multiplicity, Dade proved in 1960 that if X
pi1←− X1 is the
blow-up of an equidimensional excellent scheme along a closed regular equimul-
tiple center, then multX1(ξ) ≤ multX(pi1(ξ1)) for each ξ1 ∈ X1 (see [14]). This
result was later generalized and simplified by Orbanz [29]. In particular, it en-
sures that max multX1 ≤ max multX . Attending to this property, the following
question arises naturally: given an equidimensional scheme X, can we find a
sequence of blow-ups along closed regular equimultiple centers, say
X X1oo X2oo · · ·oo Xs,oo (1.2)
so that the maximum multiplicity of X drops? That is, so that max multXl <
max multX . This question was already posed by Hironaka in his celebrated
article [21, Question D, p. 134]. In 2014, Villamayor solved this problem for the
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case of equidimensional schemes of finite type over a field of characteristic zero
(see [34]).
Suppose that, for X in a certain class of schemes, one can find a sequence of
blow-ups like (1.2), so that the maximum multiplicity of X drops. In this case,
a resolution of X can be achieved by iterating this process. In general, such
method will differ from Hironaka’s approach, as the centers of the blow-ups are
required to be equimultiple, but non-necessarily normally flat. In this work we
will draw attention to the process of simplification of singularities based on the
multiplicity, extending the techniques of [34] to a wider class of schemes.
Let us discuss some differences between Hironaka’s approach, and that con-
sidered in this work. First, Hironaka’s proof is purely existential. On the con-
trary, our method is deterministic: we will refine the stratification defined by
the multiplicity with other invariants which ultimately enable us to determine
the centers of the blow-ups.
On the other hand, Hironaka’s proof uses the Hilbert-Samuel function as
main invariant. By contrast, we will use the stratification given by the multi-
plicity. In the case of hypersurfaces, the stratifications defined by the multiplicity
and the Hilbert-Samuel function coincide, but they differ in general. Recall that
the Hilbert-Samuel function is an invariant that takes values in NN. An advan-
tage of the multiplicity is that it is more intuitive and geometrical.
There are also deeper differences between these invariants. In order to refine
the stratification defined by the Hilbert-Samuel function on a variety X, Hiron-
aka considers embeddings of X into a regular ambient space, say X ↪→ V . On
the contrary, the study of the multiplicity is linked to finite morphisms X → V ,
rather than embeddings. For instance, for a variety X defined over a perfect field
k, the multiplicity at a point ξ can be expressed in terms of finite morphisms
X → V defined on a neighborhood of ξ (see [10, Appendix A, p. 185]). The
use of finite morphisms to study the multiplicity also appears in the works of
Albanese (see [3], or [25, Lect. 1, §5]). In our case, the existence of suitable finite
morphism of X onto a regular scheme V will be essential to find a description
of the maximum multiplicity stratum of X.
Rees algebras
Let X be an equidimensional excellent scheme embedded as a closed subscheme
in a regular ambient space V . As we have indicated, the multiplicity is an upper
semi-continuous function which therefore stratifies X into locally closed sets. In
particular, the stratum of maximum multiplicity is closed in X. Rees algebras
are algebraic objects over V that enable to describe the stratum of maximum
multiplicity of X as a subset of V , and ultimately to refine it.
Remark 1.1.5. Given an immersion X ↪→ V , there are other examples of up-
per semi-continuous functions on X whose stratum of maximum value can be
described by a Rees algebra over V . For instance, the Hilbert-Samuel func-
tion along points of X defines an upper semi-continuous function on X. In the
proof of resolution of singularities over fields of characteristic zero of [15], given
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a variety X ↪→ V , Rees algebras are used to describe the maximum Hilbert-
Samuel stratum of X. Here we shall just focus on the case in which the upper
semi-continuous function is the multiplicity.
Remark 1.1.6. In this work, the role of Rees algebras parallels that of the idealis-
tic exponents introduced by Hironaka [22]. Moreover, there is a direct translation
from the language of Rees algebras to that of idealistic exponents, and vice-versa
(see [15]).
Let V = Spec(S) be an affine scheme. A Rees algebra over V , or simply an
OV -Rees algebra, is a finitely generated N-graded S-algebra
G = S [f1WN1 , . . . , frWNr] ⊂ S[W ]. (1.3)
When V is regular, we define the singular locus1 of G by
SingV (G) =
r⋂
i=1
{ξ ∈ V | νξ(fi) ≥ Ni}.
If V is excellent, then SingV (G) turns out to be a closed subset of V (see Corol-
lary B.0.18). It can be checked that the definition of SingV (G) does not depend
on the choice of the generators in (1.3), and hence it is intrinsically attached to
G.
A Rees algebra over an arbitrary scheme V will be a subsheaf of OV [W ]
which restricts to a Rees algebra as in the previous setting over any open affine
subset of V . The singular locus of a Rees algebra over a non-affine scheme is
obtained by patching the singular loci of the corresponding affine Rees algebras.
We now define a notion of transformation of Rees algebras. Given a Rees
algebra G over a regular scheme V , a G-permissible transformation will consist of
a certain map of regular schemes V
ϕ1←− V1, together with a rule of transformation
of G, which produces an OV1-Rees algebra G1. The latter will be called the
transform of G via ϕ1. There are two types of transformations:
• Permissible blow-ups. In this case, V ϕ1←− V1 is the blow-up of V along
a closed regular center contained in SingV (G). A closed regular center
Y ⊂ SingV (G) is called a G-permissible center. For clarity, we omit the
rule of transformation of G under permissible blow-ups for the moment.
• Smooth morphisms. This type of transformations are given by a smooth
morphism V
ϕ1←− V1, and the transform of G is defined as the pull-back of
G to V1. That is, G1 = ϕ∗1(G).
A sequence of transformations, say
G = G0 G1 G2 Gm
V = V0 V1
ϕ1oo V2
ϕ2oo · · ·oo Vm,ϕmoo
1The singular locus of a Rees algebra G over a regular scheme V should not be confused
with the singular locus of a general scheme X, which consists of the non-regular points of X.
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where each ϕi is a Gi−1-permissible transformation, and Gi is the transform of
Gi−1 via ϕi, is called a G-permissible sequence. In addition, if all the transforma-
tions in this sequence are permissible blow-ups and SingVm(Gm) = ∅, then the
sequence is called a resolution of G.
Fix an equidimensional scheme X, together with an immersion X ↪→ V . Our
aim is to find an OV -Rees algebra G that “describes” the highest multiplicity
locus of X. First we will require that the singular locus of G coincide with the
stratum of maximum multiplicity of X. Namely,
Max multX = SingV (G). (1.4)
Note that, under this assumption, a closed regular center Y ⊂ Max multX is a
G-permissible center, and vice-versa. Thus, given such a center Y , we have a
natural commutative diagram
V BlY (V )oo
X
?
OO
BlY (X),
?
OO
oo
where the vertical arrows represent closed immersions into regular schemes. Set
X1 = BlY (X), V1 = BlY (V ), and let G1 denote the transform of G on V1. By
Dade’s theorem,
max multX1 ≤ max multX .
If the equality holds in the latter expression, we will require that
Max multX1 = SingV1(G1).
In other words, we will require (1.4) to be preserved by permissible blow-ups,
whenever the maximum multiplicity of X does not drop.
A similar situation occurs when we consider smooth morphisms. A smooth
morphism V ← V1 induces, by base change, a smooth morphism X ← X1, and
a commutative diagram
V V1oo
X
?
OO
X1.
?
OO
oo
Let G1 denote the transform of G on V1. In this case we will require again that
Max multX1 = SingV1(G1). More precisely:
Definition 1.1.7. Fix a closed immersion X ↪→ V as above. We will say that
an OV -Rees algebra G represents the stratum of maximum multiplicity of X if
the following three conditions hold:
i) SingV (G) = Max multX .
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ii) Any sequence of G-permissible blow-ups and smooth transformations on V ,
say
G G1 G2 Gm
V V1oo V2oo · · ·oo Vm,oo
induces a sequence of blow-ups along closed regular equimultiple centers and
smooth morphisms on X, say
X X1oo X2oo · · ·oo Xm,oo
so that
max multX = max multX1 = · · · = max multXm−1 ≥ max multXm ,
and vice-versa. Moreover, these sequences are linked by a natural commu-
tative diagram
G G1 G2 Gm
V V1oo V2oo · · ·oo Vmoo
X
?
OO
X1oo
?
OO
X2oo
?
OO
· · ·oo Xm.oo
?
OO
iii) For any sequences as those in ii), we require that
SingVi(Gi) = Max multXi
for i = 1, . . . ,m− 1, and
SingVm(Gm) = ∅ ⇐⇒ max multXm < max multX .
Moreover, if max multXm = max multX , then we require that SingVm(Gm) =
Max multXm .
Remark 1.1.8. Given an embedding of an equidimensional scheme X in a regular
ambient space V , it is not obvious that there exists an OV -Rees algebra G that
represents the stratum of maximum multiplicity of X.
In the particular case in which X is a variety over a perfect field k, it is
possible to construct (locally in e´tale topology) a closed immersion of X into a
regular variety, say X ↪→ V , together with an OV -Rees algebra G representing
the stratum of maximum multiplicity of X (see [34, §7]). In addition, when k
is of characteristic zero, there is an algorithm of resolution of Rees algebras [15]
that produces G-permissible sequence of blow-ups, say
G G1 G2 Gm
V V1
pi1oo V2
pi2oo · · ·oo Vm,pimoo
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where SingVm(Gm) = ∅. By the conditions imposed on G, the latter induces a
sequence of blow-ups along closed regular equimultiple centers on X, say
X X1oo X2oo · · ·oo Xm,oo (1.5)
so that
max multXm < max multX .
If max multXm = 1, then (1.5) is a resolution of singularities of X. Otherwise, a
resolution of X can be achieved by iterating this process finitely many times.
Remark 1.1.9. Let X be an equidimensional scheme. There is a different notion
of representation of the maximum multiplicity locus of X using finite morphisms,
rather than embeddings. Namely, in some cases it is possible to construct a finite
morphism of X onto a regular scheme V , say β : X → V , together with an OV -
Rees algebra G, in such a way that Max multX is mapped homeomorphically
onto its image in V , and
β (Max multX) = SingV (G).
Moreover, one can achieve that this identity is preserved by permissible blow-
ups and sequences (the precise formulation of this condition can be found in
Lemma 7.2.1). When these conditions are satisfied, we will say the stratum
of maximum multiplicity of X is represented by G via the finite morphism β :
X → V . This notion of representation via finite morphisms will be discuss and
clarified along Chapter 7.
Canonical representatives
Consider an embedding of a singular scheme X in a regular ambient space V . In
the previous section we have discussed when an OV -Rees algebra G represents
the maximum multiplicity locus of X. Note that, given X ↪→ V , we have
not indicated how to construct an OV -Rees algebra G with this property. In
fact, there might be different Rees algebras over V that represent the maximum
multiplicity of X. This fact leads to a notion of equivalence among Rees algebras
so that two OV -Rees algebras that represent the maximum multiplicity locus of
X will be equivalent in this sense.
Definition 1.1.10. Let V be a regular scheme. Two OV -Rees algebras G and
G′ are said to be weakly equivalent if the following conditions hold:
i) SingV (G) = SingV (G′).
ii) Any G-permissible sequence on V , say
V V1oo V2oo · · ·oo Vm,oo
is also a G′-permissible sequence, and vice-versa.
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iii) For any sequence as that in ii), if Gi and G′i denote the transforms of G and
G′ on Vi respectively, we require that
SingVi(Gi) = SingVi(G′i)
for i = 1, . . . ,m.
Note that weak equivalence defines an equivalence relation among Rees algebras
over V . Hereafter we shall denote the equivalence class of an OV -Rees algebra
G by CV (G).
Remark 1.1.11. Fix an embedding X ↪→ V , and assume the existence of two
OV -Rees algebras G and G′ that represent the maximum multiplicity locus of X.
By the conditions imposed on G and G′, we have that
SingV (G) = Max multX = SingV (G′),
and that these equalities are preserved by permissible sequences as formalized in
Definition 1.1.7. Thus it follows that G and G′ are weakly equivalent. Conversely,
one readily checks that if G represents the maximum multiplicity locus of X and
G′ is weakly equivalent to G, then G′ also represents the stratum of maximum
multiplicity of X.
Consider a variety X over a field of characteristic zero, together with an em-
bedding X ↪→ V . In this case we will show how to construct a Rees algebra G
over V that represents the highest multiplicity locus of X. As was mentioned at
the end of the previous section, there is an algorithm of resolution of Rees alge-
bras that, in characteristic zero, given G, produces a sequence of G-permissible
blow-ups on V , say
G G1 G2 Gm
V V1
pi1oo V2
pi2oo · · ·oo Vm,pimoo
so that SingVm(Gm) = ∅. Then, by the conditions imposed on G, the latter
induces a sequence of blow-ups along closed regular equimultiple centers on X,
say
X X1oo X2oo · · ·oo Xm,oo
such that max multXm < max multX , i.e., it induces a process that lowers the
maximum multiplicity of X by blowing up along regular equimultiple centers.
A key feature of the previous algorithm is that, if G and G′ are two weakly
equivalent Rees algebras over V , then the algorithm produces the same sequence
of blow-ups on V , say
G′ G′1 G′2 G′m
G G1 G2 Gm
V V1
pi1oo V2
pi2oo · · ·oo Vm.pimoo
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In other words, the output of the algorithm only depends on the equivalence
class of G, say CV (G), but not on the choice of a particular representative. This
property is important in order to show that the resolution of singularities induced
on X is intrinsic. In fact, it is even independent of the immersion X ↪→ V .
For regular schemes V , with some additional conditions, it turns out given
any equivalence class, say C , there is a canonical choice of an algebra G∗ so
that C = CV (G∗). This property will enable us to globalize quite easily local
arguments in the process of resolution of singularities.
1.2 Main results
The multiplicity along points of a scheme stratifies it into locally closed sets,
and the task is to find techniques that enable us to describe this stratification.
In this work we present conditions under which differential operators provide an
effective tool for this task, i.e., conditions that ensure that differential operators
can be used to describe the stratification defined by the multiplicity.
The results contained in this work can be classified into four main blocks, to
be discussed below:
• Stratification defined by the multiplicity.
• Differential conditions and multiplicity along hypersurfaces.
• Canonical representatives.
• Simplification of n-fold points.
Stratification defined by the multiplicity
This first block, corresponding to Chapter 4, is devoted to the study of the
stratification defined by the multiplicity on equidimensional excellent schemes.
The contents of this block are published in [1].
Consider an equidimensional excellent scheme X. As we mentioned in the
previous section, Dade proved in [14] that the multiplicity defines an upper semi-
continuous function on X, say multX : X → N. At the beginning of Chapter 4
we give an alternative proof of this result for the case in which X is equidimen-
sional of finite type over a perfect field k (see the proof of Theorem 4.2.6 and
Corollary 4.2.8).
Given X, excellent and equidimensional as above, let Xred denote the un-
derlying reduced scheme. Next we will discuss the natural compatibility of the
stratification defined by the multiplicity on X, with that defined on Xred. Note
that X and Xred are homeomorphic as topological spaces, and that there is a
natural closed immersion of schemes Xred ↪→ X. Lemma 4.3.2 says that the
stratification induced by the multiplicity on X and Xred respectively is essen-
tially the same. In particular, this implies that Xred is regular if and only if X is
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a disjoint union of irreducible components having constant multiplicity. More-
over, we will show that the processes of simplification of the multiplicity on X
and Xred are equivalent in the following sense: any sequence of blow-ups along
closed regular equimultiple centers on X, say
X X1oo X2oo · · ·oo Xm,oo
induces a sequence of blow-ups along regular equimultiple centers on Xred, say
Xred X
′
1
oo X ′2oo · · ·oo X ′m,oo (1.6)
and vice-versa, where X ′i ' (Xi)red for i = 1, . . . ,m (see Proposition 4.3.8). In
particular, the sequence (1.6) is a resolution of singularities of Xred (i.e., X
′
m
is regular) if and only Xm is disjoint union of irreducible components having
constant multiplicity.
Let X be an irreducible variety over a perfect field k. In the last part of
Chapter 4 we construct a Rees algebra over X, say GX , that is canonically at-
tached to the stratum of maximum multiplicity of X (see Definition 4.4.1 and
Theorem 4.4.4). Note that here GX is a Rees algebra defined over a singular
scheme, as opposed to those which are defined over regular schemes. Never-
theless, it still encodes important information about the multiplicity on X. In
this work we just give the definition of GX and some basic properties related to
its construction. However, we have pursued studying further properties of this
algebra in [2].
Differential conditions and multiplicity along hypersurfaces
In the second block, which corresponds to Chapter 5, we introduce conditions on
a regular scheme that ensure that one can effectively use differential operators
to study the stratification defined by the multiplicity on a hypersurface.
Consider a regular ring S, a non-zero element f ∈ S, and the hypersurface
H = Spec(S/〈f〉) contained in V = Spec(S). Recall that, for ξ ∈ H, the
multiplicity of H at ξ coincides with the order of f as an element of OV,ξ, i.e.,
multH(ξ) = νξ(f)
(see Proposition A.0.14). Assume that S is an algebra over a field k. Then,
depending on the characteristic of k, we will require that S satisfies one of the
following conditions:
• When k has characteristic zero, we will require S to satisfy the weak Ja-
cobian condition. This condition is defined and studied in Section 5.1. In
short, it requires that for each prime ideal of S, say q, and for each reg-
ular system of parameters of Sq, say x1, . . . , xd, there exists a collection
of derivatives δ1, . . . , δd ∈ Der(S) so that the square matrix (δi(xj)) has
non-zero determinant modulo q (see Lemma 5.1.6).
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• If k has characteristic p > 0, then we will require on S the existence of an
absolute p-basis, that is, a p-basis of S over Fp (the prime field of k). The
existence of absolute p-bases will be discussed in Section 5.2. We show
that a k-algebra S with this property is differentially smooth over Fp (see
Proposition 5.2.17 and Corollary 5.2.19). We also study the stability of
this property under extensions of S (see Lemma 5.2.8 and Lemma 5.3.10).
In addition, we prove that every regular variety over an arbitrary field k
can be covered by affine charts of the form Spec(S), where S admits an
absolute p-basis (Proposition 5.3.12).
In Section 5.4 we will show that, if S satisfies either of the previous conditions,
then, for any non-zero element f ∈ S, and any prime ideal q ⊂ S,
νq(f) ≥ n ⇐⇒ q ⊂ Diffn−1(S)(f),
where Diffn−1(S)(f) represents the ideal generated by all the elements of the
form ∆(f), with ∆ ∈ Diffn−1(S). See Proposition 5.4.3 and Corollary 5.4.4
for the case of characteristic zero, and Proposition 5.4.7 for that of positive
characteristic.
The previous results have two immediate consequences. Set V = Spec(S).
First, it enables to describe the strata defined by the multiplicity on any hyper-
surface contained in V : for f ∈ S, f 6= 0, setting H = Spec(S/〈f〉), we have
that
{ξ ∈ H | multH(ξ) ≥ n} = V
(
Diffn−1(S)(f)
)
(see Corollary 5.4.5 and Corollary 5.4.8). Second, we can describe the singular lo-
cus of a Rees algebra G over S as a closed set in V : if G = S [f1WN1 , . . . , frWNr],
then
SingV (G) =
r⋂
i=1
V
(
DiffNi−1(S)(fi)
)
(see Corollary 5.4.6 and Corollary 5.4.9).
Canonical representatives
This block corresponds to Chapter 6. Let V be a regular noetherian scheme.
Here, under suitable conditions on V , we will construct a canonical representative
for each class of weakly equivalent Rees algebras over V . More specifically, the
canonical representative of an equivalence class C will be an OV -Rees algebra,
say G∗, so that C = CV (G∗) and G ⊂ G∗ for all G ∈ C . In other words, G∗
is the biggest Rees algebra of its class. To ensure the existence of a canonical
representative of each equivalence class, some conditions will be required on V .
When V is defined over a field of characteristic zero, we will require that V fulfills
the weak Jacobian condition. When V is defined over a field of characteristic
p > 0, we will require the existence of absolute p-bases.
The previous issue has already been addressed in [9, Theorem 3.11] for the
case in which V is a regular variety over a perfect field k. Here we extend this
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result to a wider class of schemes. It is worth mentioning that there are important
differences between our proof and that presented in [9], many of whose arguments
are based on the relative structure of V over k. This approach works in the class
of regular varieties over a perfect field, but it falls short for more general schemes.
Moreover, while in [9] the cases of characteristic zero and positive characteristic
are treated simultaneously, here we apply different strategies for each of them.
Let C be a class of weakly equivalent Rees algebras over V . In order to
construct the canonical representative of C , say G∗ ∈ C , we choose an arbitrary
element G ∈ C , and we obtain G∗ by a certain process of saturation of G. This
process consists of two steps: first we saturate G using differential operators
on V (a procedure to be clarified later), and then we take the integral closure
of the resulting algebra (see Section 3.5). The previous process is independent
of the choice of G. This property is proved in Theorem 6.4.3 for the case of
characteristic zero, and in Theorem 6.6.7 for that of positive characteristic.
An application: simplification of n-fold points
This block is devoted to the simplification of the multiplicity of a scheme by
means of blow-ups along regular equimultiple centers. More precisely, let X
be an equidimensional excellent scheme over a field of characteristic zero with
maximum multiplicity n. Assume that X is endowed with a suitable finite mor-
phism onto a regular scheme, say β : X → V . Under these hypotheses, we will
show that one can find a sequence of blow-ups along closed regular equimultiple
centers on X, say
X X1oo X2oo · · ·oo Xl,oo
so that the maximum multiplicity drops. That is, max multXl < n. This result
was already proved in [34] for the case in which X is equidimensional of finite
type over a field of characteristic zero. Here we extend it to a more general class
of schemes (over a field of characteristic zero) using the results obtained in the
previous chapters.
The main result of this chapter is Theorem 7.1.1, whose proof carried out
along Sections 7.2 and 7.3, and is patterned by those of [34] and [15] respec-
tively. However, in order to adapt the arguments to our setting, we shall use the
techniques developed in the previous chapters.
In Section 7.2 we will construct an OV -Rees algebra G that represents the
highest multiplicity locus of X via the finite morphism β (see Remark 1.1.9 and
Lemma 7.2.2). This algebra can be locally constructed using the arguments
of [34] (see Lemma 7.2.2). In order to ensure that these local constructions
patch, we will require V to satisfy the weak Jacobian condition. Then, by
Theorem 6.4.6, we conclude that there exists a (globally defined) Rees algebra
over V , say G, with the prescribed property (see Lemma 7.2.1).
The second part of the proof of Theorem 7.1.1 consists on showing that the
algorithm of resolution of Rees algebras discussed in [15] can be adapted to our
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setting. Recall that a resolution of a Rees algebra G over a regular scheme V is
a sequence of G-permissible blow-ups on V , say
G G1 G2 Gm
V V1
pi1oo V2
pi2oo · · ·oo Vm,pimoo
so that SingVm(Gm) = ∅. The algorithm in [15] is formulated for the case in
which V is a regular variety over a field k of characteristic zero. In Section 7.3
we extend these arguments to the case in which V is an arbitrary scheme over a
field of characteristic zero, which satisfies the weak Jacobian condition. The main
difficulty that we must overcome in this more general setting is the existence
of hypersurfaces of maximal contact (see Definition 7.3.3). This problem is
addressed in Lemma 7.3.5.
1.3 Structure of this thesis
Chapter 1. Introduction
This is the chapter you are reading right now. Here we give an overview to the
topics treated in this thesis, along with their historical context and motivation.
Then we enumerate the main results that we have obtained, and we summarize
the contents of each of the chapters.
Chapter 2. Differential operators
Here we collect all the definitions and results related to derivatives and differen-
tial operators to be used along this work. Most results of this chapter, which are
rather classical, can be found in [20] or [26]. We will include some proofs when
we consider that they clarify the forthcoming discussion.
Let k be an arbitrary ring, and S an arbitrary k-algebra. Along Sections 2.1
and 2.2 we discuss some properties of the differential operators of S relative to k.
In Section 2.3 we review the notion of differential smoothness, and in Section 2.4
we focus on the differential operators of a polynomial ring. Finally, Section 2.5
states Giraud’s Lemma, to be applied later for the study of Rees algebras.
Chapter 3. Rees algebras
Here we give a short introduction to Rees algebras. The purpose of this chapter
is twofold. On the one hand, we collect results that appear scattered in the
literature. On the other hand, we fix the notation to be used in the subsequent
chapters (which may differ from that used in other works).
In Section 3.1 we present the notion of Rees algebra over a scheme. Sec-
tion 3.2 is devoted to the study of algebras over regular schemes. Here we
introduce the concepts of singular locus and permissible transformations of a
Rees algebra. In Section 3.3 we discuss how a Rees algebra can be attached
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to the highest multiplicity locus of an embedded scheme. This will lead to the
concept of representation of the maximum multiplicity of a scheme by a Rees
algebra.
In Section 3.4 we discuss the notion of weak equivalence of Rees algebras
over a regular scheme V , and we define the tree of permissible transformations
of an algebra G. In Sections 3.5 and 3.6 we introduce two operations on Rees
algebras: integral closure and differential saturation. These two operations will
play a key role in the construction of canonical representatives.
Chapter 4. Stratification defined by the multiplicity
In this chapter we analyze some natural properties of the stratification defined
by the multiplicity on a scheme.
Let X be an equidimensional excellent scheme. Recall that the multiplicity
along points of X can be regarded as a function multX : X → N. In Section 4.2
we discuss the upper semi-continuity of multX . Let Xred denote the underlying
reduced scheme of X. In Section 4.3 we study the natural compatibility between
the stratification defined by the multiplicity on X, and that on Xred. Moreover
we show that the processes of lowering the maximum multiplicity of X and Xred
respectively are equivalent in some natural sense (see Proposition 4.3.8).
It is also interesting to compare the stratifications defined by the multiplicity
on two schemes linked by a finite morphism, say X ′ → X. In Section 4.4,
given a variety X over perfect field k, we will construct an OX -Rees algebra
that is canonically attached to the highest multiplicity locus of X, say GX (see
Definition 4.4.1 and Theorem 4.4.4). In Section 4.5 we will show that, given a
suitable finite morphism X ′ → X of varieties over a perfect field, the pull-back
of GX is naturally included into GX′ (see Proposition 4.5.3).
Chapter 5. Differential conditions
Consider a regular ring S. Here we give conditions on S that enable us to use
differential operators for the study of the stratification defined by the multiplicity
on a hypersurface embedded in Spec(S).
We first assume that S is defined over a field k of characteristic zero. In Sec-
tion 5.1 we review the weak Jacobian condition, which was originally introduced
by Matsumura [26, §40]. A local criterion is given which enables us to check
whether a regular ring S satisfies the previous condition (see Lemma 5.1.6).
Next suppose that S is defined over a field k of characteristic p > 0. Let
Fp denote the prime field of k. In Section 5.2 we review the notion of p-basis,
and we show that regular rings that admit an absolute p-basis are differentially
smooth over Fp (see Proposition 5.2.17 and Corollary 5.2.19). In Section 5.3
we show that the existence of absolute p-bases is stable by regular extensions of
finite type (Lemma 5.3.11). In particular, we prove that every regular variety
over an arbitrary field k of characteristic p > 0 can be covered by affine charts of
the form Spec(S), where S admits an absolute p-basis (see Proposition 5.3.12).
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Assume finally that S is a regular ring over a field k which, according to the
characteristic of k, satisfies one of the previous two conditions. Fix a non-zero
element f ∈ S , and set V = Spec(S), and H = Spec(S/〈f〉). Recall that the
order of f along primes of S defines a stratification of H into locally closed sets,
which coincides with that defined by the multiplicity on H. In Section 5.4 we
show how differential operators can be used to describe the strata of H. More
precisely, Proposition 5.4.3 and Proposition 5.4.7 say that, for ξ ∈ V ,
νξ(f) ≥ n ⇐⇒ ξ ∈ V
(
Diffn−1(S)(f)
)
,
where Diffn−1(S)(f) represents the ideal generated by all the elements of the
form ∆(f), with ∆ ∈ Diffn−1(S). As a consequence,
{ξ ∈ H | multH(ξ) ≥ n} = V
(
Diffn−1(S)(f)
)
.
Moreover, for an OV -Rees algebra G = S
[
f1W
N1 , . . . , frW
Nr
]
, we have that
SingV (G) =
r⋂
i=1
V
(
DiffNi−1(S)(fi)
)
,
as we show in Corollary 5.4.6 and Corollary 5.4.9.
Chapter 6. Canonical representatives
This chapter is devoted to the construction of a canonical representative for
each equivalence class of Rees algebras over a regular noetherian scheme V .
This construction will be different for the case of characteristic zero and that of
positive characteristic.
In Section 6.1, conditions will be given that enable us to check when a Rees
algebra is the canonical representative of its class. These conditions, formulated
in Lemma 6.1.1, are independent of the characteristic.
The construction of canonical representatives for the case of characteristic
zero is carried out along Sections 6.2 and 6.4. Namely, the existence of canonical
representatives is formulated in Theorem 6.4.3 and Theorem 6.4.6. The case of
positive characteristic is addressed in Sections 6.5 and 6.6, and more precisely
in Theorem 6.6.7 and Theorem 6.6.8.
Chapter 7. Simplification of n-fold points
Let X be an equidimensional excellent scheme over a field of characteristic zero
with maximum multiplicity n. In this chapter we prove that, given a suitable
finite morphism of X onto a regular scheme V , say β : X → V , one can construct
a sequence of blow-ups along closed regular equimultiple centers on X, say
X X1oo X2oo · · ·oo Xl,oo (1.7)
so that max multXl < n. This result is stated in Theorem 7.1.1, and its proof is
carried out along Sections 7.2 and 7.3.
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In Section 7.2, making use of the finite morphism β, we construct a Rees
algebra G over V that represents the maximum multiplicity locus of X. That is,
G is an OV -algebra with the following property: any sequence of G-permissible
blow-ups on V , say
G G1 Gr
V V1oo · · ·oo Vr,oo
induces a sequences of blow-ups along regular equimultiple centers on X, say
X X1oo · · ·oo Xr,oo
where
max multX = max multX1 = · · · = max multXr−1 ≥ max multXr ,
and a commutative diagram
G G1 Gr
V V1oo · · ·oo Vroo
X
?
OO
X1
?
OO
oo · · ·oo Xr,
?
OO
oo
where Max multXi = SingVi(Gi) for i = 1, . . . , r − 1, and max multXr < n if and
only if SingVr(Gr) = ∅.
Next, applying the algorithm of resolution of Rees algebras to G we obtain a
sequence of G-permissible blow-ups on V , say
G G1 G2 Gl
V V1oo V2oo · · ·oo Vl,oo
so that SingVr(Gr) = ∅. Then, by the conditions imposed on G, the latter induces
a sequence of blow-ups along regular equimultiple centers on X like (1.7), where
max multXl < n.
Note that the argument of the previous discussion relies on the existence of
an algorithm of resolution of Rees algebras over V . However, a priori, such an
algorithm is not known to exist for the class of schemes of characteristic zero
that we consider here. Section 7.3 is devoted to show that, in fact, the algorithm
of resolution of algebras applies in our setting, when V is a regular scheme over
a field of characteristic zero that satisfies the weak Jacobian condition. A crucial
issue in this argument is the existence of hypersurfaces of maximal contact. This
question is addressed in Lemma 7.3.5.
Appendices
Appendix A is devoted to the multiplicity of local rings. Here we review the
definition and some important properties. We also review the graded algebra
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associated to a local ring and the tangent cone of a scheme at a point. Finally
we prove that, given a regular local ring R and a non-zero element f ∈ R, the
multiplicity of R/〈f〉 coincides with the order of f .
In Appendix B we review the notions of excellent ring and scheme. Besides
giving the definitions and some properties, here we state Dade’s theorem, which
says that the multiplicity along points of an equidimensional excellent scheme,
say multX : X → N, is an upper semi-continuous function which does not
increase when blowing up along regular equimultiple centers. Then we use this
result to show that, given a regular excellent ring S and a non-zero element
f ∈ S, the order of f along primes of S is upper semi-continuous on Spec(S).
In Appendix C we give the definition and some basic properties of e´tale
morphisms, and we introduce the concept of e´tale topology.
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Differential operators
2.1 Derivations
Definition 2.1.1. Let k be a ring, S a k-algebra, and M an S-module. A
derivation of S over k is a k-linear map δ : S → M which satisfies the Leibniz
rule. That is, we require that
δ(ab) = aδ(b) + bδ(a)
for all a, b ∈ S.
We shall denote by Derk(S,M) the set of all derivatives of S over k into M .
A simple computation shows that, if δ1 and δ2 are two k-linear derivatives from
S into M , then c1δ1 + c2δ2 is again a k-linear derivative from S into M for all
c1, c2 ∈ S. Thus Derk(S,M) has a natural structure of S-module. We often
consider derivatives from the ring S into itself. In this case we shall simply write
Derk(S) = Derk(S, S).
There is a universal characterization of the derivatives of a ring S. Consider
the diagonal morphism S ⊗k S → S given by a⊗ b 7→ ab, and let IS/k denote its
kernel. There is a natural short exact sequence
0 // IS/k // S ⊗k S // S // 0. (2.1)
The module of Ka¨hler differentials of S over k is defined by
Ω1S/k = IS/k/I
2
S/k.
Note that Ω1S/k has structure of (S⊗kS)-module. In addition, it is endowed with
a natural structure of S-module to the left, and a natural structure of S-module
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to the right. Hereafter we will always consider Ω1S/k endowed with its structure
of S-module to the left. That is, with the multiplication given by
a · s⊗ s′ = as⊗ s′,
for a, s, s′ ∈ S. The universal derivation of S over k is defined by
δS/k : S −→ Ω1S/k
b 7−→ 1⊗ b− b⊗ 1.
Observe that δS/k satisfies the Leibniz rule: for all a, b ∈ S,
δS/k(ab) = 1⊗ ab− ab⊗ 1
= 1⊗ ab− ab⊗ 1− 1⊗ a− a⊗ 1 · 1⊗ b− b⊗ 1
= b⊗ a− ab⊗ 1 + a⊗ b− ab⊗ 1
= a · 1⊗ b− b⊗ 1 + b · 1⊗ a− a⊗ 1 = a · δS/k(b) + b · δS/k(a).
Thus we see that δS/k is actually a derivation.
Proposition 2.1.2 ([26, §26.C, p. 182]). For any derivation δ : S →M of S with
respect to k there exists a unique morphism of S-modules, say ϕ : Ω1S/k → M ,
so that the following diagram commutes:
S
δ //
δS/k

M
Ω1S/k
ϕ
== .
Corollary 2.1.3. Derk(S,M) ' HomS(Ω1S/k,M).
Theorem 2.1.4 (First fundamental exact sequence [26, Theorem 57, p. 186]).
Let k → S → S′ be a chain of ring homomorphisms. Then there exists a natural
exact sequence
Ω1S/k ⊗S S′
ε // Ω1S′/k
// Ω1S′/S
// 0.
In addition, ε has left inverse if and only if every derivation of S over k into an
S′-module M ′ can be extended to a derivation S′ →M ′.
Example 2.1.5. Let S be a k-algebra. Consider the S-algebra S′ = S[T ], and an
arbitrary derivation δ ∈ Derk(S). In this case δ can be extended to a derivation
on S′ which acts on the coefficients of the polynomials. Namely,
δ(a0 + a1T + · · ·+ aNTN ) = δ(a0) + δ(a1)T + · · ·+ δ(aN )TN .
A simple computation shows that δ : S′ → S′ satisfies the Leibniz rule and then,
according to the previous theorem, the first fundamental sequence splits in this
case.
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Theorem 2.1.6 (Second fundamental exact sequence [26, Theorem 58, p. 187]).
Let k be a ring, S a k-algebra, and S′ = S/J for some ideal J ⊂ S. Then there
is a natural exact sequence
J/J2
dS/k // Ω1S/k ⊗S S′ // Ω1S′/k // 0.
The following result shows that a derivation on S is continuous with respect
to any adic topology on S.
Lemma 2.1.7. Let S be a noetherian k-algebra, δ : S → M a derivation over
k, and J ⊂ S and ideal. Then, for all N ≥ 1,
δ(JN ) ⊂ JN−1M.
Proof. For b1, . . . , bN ∈ J , Leibniz’s rule yields
δ(b1 · . . . · bN ) =
N∑
i=1
(b1 · . . . · bi−1)(bi+1 · . . . · bN ) · δ(bi) ∈ JN−1M.
Since δ is linear and every element of JN can be expressed as a sum of terms of
the form b1 · . . . · bN with b1, . . . , bN ∈ J , we conclude that δ(JN ) ⊂ JN−1M .
Corollary 2.1.8. Under the hypotheses of the lemma, δ is continuous with re-
spect to the J-adic topology.
Corollary 2.1.9. Let (R,M) be a local k-algebra, and δ : R → R a derivation
over k. Let R̂ denote the completion of R with respect to the M-adic topology.
Then δ extends to a unique continuous derivation of R̂ over k, say δ : R̂→ R̂.
Proof. The extension exists and is unique by the continuity of δ. In addition, it
inherits the Leibniz’s rule, and hence it is a derivation.
2.2 Differential operators of higher order
Definition 2.2.1. Let ∆ : S →M be a k-linear map. The map ∆ is a differential
operator of order 0 if it is S-linear. We say that ∆ differential operator of order
n > 0 over k if
[b,∆] := bD()−D(b ·)
is a differential operator of order n − 1 for all b ∈ S. The set of differential
operators of S of order n over k is denoted by Diffnk(S,M). This set is usually
considered with its natural structure of S-module.
Example 2.2.2. Let δ : S → M be a derivation. For each b ∈ S, the map
[b, δ] : S →M satisfies
[b, δ](c) = bδ(c)− δ(b · c) = −δ(b) · c
for all c. This means that [b, δ] is S-linear, i.e., [b, δ] is a differential operator of
order 0. Hence every derivation of S is a differential operator of order 1.
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Remark 2.2.3. It follows from the definition that every differential operator of
order n is also a differential operator of order n+ 1, or, in other words, that
Diffnk(S,M) ⊂ Diffn+1k (S,M).
As in the case of the derivations, one can also give a universal characterization
of the differential operators of S over k. Consider the multiplication map S ⊗k
S → S, and let IS/k denote its kernel as in (2.1). We define the module of
principal parts of order n of S over k as
PnS/k = (S ⊗k S)/In+1S/k .
We will always consider PnS/k endowed with its right S-module structure, unless
we explicitly state the opposite. This module has a natural map attached to it,
dnS/k : S −→ PnS/k
b 7−→ (1⊗ b),
which is known as the universal operator of order n of S over k. Note that,
with its right S-module structure, PnS/k is generated by the elements of the form
dnS/k(b), with b ∈ S.
Proposition 2.2.4 ([20, Proposition 16.8.4]). The map dnS/k : S → PnS/k is a
differential operator of order n over k. Moreover, the pair (PnS/k, d
n
S/k) has the
following universal property: for any differential operator D : S → M of order
n over k, there exists a unique morphism of S-modules, say Φ : PnS/k → M ,
making the following diagram commutative:
S
D //
dn
S/k

M
PnS/k
Φ
== .
Corollary 2.2.5. Diffnk(S,M) ' HomS(PnS/k,M).
Proposition 2.2.6 (Localization, cf. [20, Proposition 16.8.6]). Let S be a k-
algebra, and ∆ : S → M a differential operator of order n over k. Then,
for any multiplicative subset U ⊂ S, there exists a unique differential operator
∆′ : U−1S → U−1M of order n over k which extends ∆.
Proposition 2.2.7 ([20, Proposition 16.8.9]). If D1 : S → S and D2 : S → S
are differential operators of order n1 and n2 over k respectively, then D2 ◦D1 is
a differential operator of order n1 + n2 over k.
Lemma 2.2.8 (cf. [23, Lemma 3.1]). Let S be a noetherian k-algebra, ∆ : S →
M a differential operator of order n over k, and J ⊂ S and ideal. Then, for any
integer N > n,
∆(JN ) ⊂ JN−nM.
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Proof. By Proposition 2.2.4, it suffices to show that
dnS/k(J
N ) ⊂ JN−n PnS/k .
We will proceed by induction on N .
Fix N > n, and assume that the claim holds for all integers between n and
N . Note that every element of JN can be regarded as sum of terms of the form
b1 · . . . · bN , with bi ∈ J . Then it suffices to check that
dnS/k(b1 · . . . · bN ) ∈ JN−n PnS/k (2.2)
for all b1, . . . , bN ∈ J .
Fix b1, . . . , bN ∈ J . Since N > n, we have that INS/k ⊂ In+1S/k , and hence
N∏
i=1
(1⊗ bi − bi ⊗ 1) ∈ In+1S/k .
Moreover,
N∏
i=1
(1⊗ bi − bi ⊗ 1) =
∑
Λ⊂{1,...,N}
(−1)|Λ|
[(∏
i∈Λ
bi
)
⊗
(∏
i/∈Λ
bi
)]
.
By isolating the term corresponding to Λ = ∅ in the previous expression we get
dnS/k(b1 · . . . · bN ) = −
∑
Λ⊂{1,...,N}
Λ 6=∅
(−1)|Λ|
[(∏
i∈Λ
bi
)
⊗
(∏
i/∈Λ
bi
)]
. (2.3)
For each of the terms of right hand side of the previous expression there are two
options. On the one hand, if |Λ| ≥ N − n, we have that∏
i∈Λ
bi ∈ JN−n.
On the other hand, if |Λ| < N − n, i.e., if N − |Λ| > n, we have that∏
i∈Λ
bi ∈ J |Λ|,
and, in this case, the inductive hypothesis yields[
1⊗
(∏
i/∈Λ
bi
)]
= dnS/k
(∏
i/∈Λ
bi
)
∈ JN−|Λ|−n PnS/k .
In either case we get [(∏
i∈Λ
bi
)
⊗
(∏
i/∈Λ
bi
)]
∈ JN−n PnS/k,
Hence (2.3) implies (2.2), which proves the assertion.
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Corollary 2.2.9. Let S be a k-algebra and J ⊂ S an ideal. Then any differential
operator of S over k is continuous with respect to the J-adic topology.
Corollary 2.2.10. Let (R,M) be a local k-algebra, and ∆ : R→ R a differential
operator of order n over k. Let R̂ denote the completion of R with respect to the
M-adic topology. Then ∆ uniquely extends to a continuous differential operator,
say ∆ : R̂→ R̂, of order n over k.
2.3 Differential smoothness
There is natural notion of formal smoothness related to the existence of certain
differential operators which act, somehow, like the partial derivatives on a poly-
nomial ring. In the case of finite type morphisms, this notion coincides with that
of smoothness, but there is not an equivalence in general. A detailed discussion
on this topic can be found in [20, §16.10, p. 51].
Definition 2.3.1. Given an algebra S over a ring k, there is a natural surjective
homomorphism of graded S-algebras
ΥS/k : SymS(Ω
1
S/k) −→ GrIS/k(PS/k) =
⊕
n≥0
InS/k/I
n+1
S/k .
The ring S is said to be differentially smooth over k if Ω1S/k is a projective
S-module and ΥS/k is an isomorphism.
Theorem 2.3.2 ([20, Theorem 16.11.2]). Let S be a k-algebra. Suppose that
there exists a set of elements {uλ}λ∈Λ ⊂ S such that {δS/k(uλ)}λ∈Λ generates
the S-module Ω1S/k. Then the following conditions are equivalent:
a) S is differentially smooth over k, and {δS/k(uλ)}λ∈Λ is a basis of Ω1S/k.
b) There exists a family of differential operators of S over k, say {Dβ | β ∈
N⊕Λ}, such that
Dβ(uα) =
(
α
β
)
uα−β for all α ∈ N⊕Λ.
In addition, when condition b) holds, the set of differential operators {Dβ} has
the following properties:
i) For all β, β′ ∈ N⊕Λ,
Dβ ◦Dβ′ = Dβ′ ◦Dβ = (β + β
′)!
β!β′!
Dβ+β
′
.
ii) For any element f ∈ S, there exists a finite number of indexes β ∈ N⊕Λ so
that Dβ(f) 6= 0.
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iii) For any differential operator ∆ : S →M of order N over k,
∆ =
∑
|β|≤N
∆(uβ)Dβ.
Remark 2.3.3. In principle, the sum in iii) has infinitely many terms. However,
for a particular element f ∈ S, we have
∆(f) =
∑
|β|≤N
∆(uβ)Dβ(f),
which is a finite sum because of ii).
2.4 Differential operators on a polynomial ring
Fix a ring k, non-necessarily a field. Let Λ be an arbitrary set of indexes, and
consider the polynomial ring
S = k[Tλ | λ ∈ Λ] = k[T ].
This section is devoted to the study of the differential operators of S over k.
Remark 2.4.1. We are particularly interested in the case in which the set Λ is
infinite, i.e., when S is a polynomial ring in an infinite number of variables. This
case will arise in Section 5.2, where we introduce the notion of p-basis. Note
that a polynomial ring in an infinite number of variables is not noetherian.
Lemma 2.4.2. Let S = k[Tλ | λ ∈ Λ] be a polynomial ring as above. Then Ω1S/k
is a free S-module with {δS/k(Tλ)} as a basis.
Proof. On the one hand observe that, for each F (T ) ∈ S,
δS/k(F (T )) =
∑
λ
∂F
∂Tλ
(T ) · δS/k(Tλ).
Hence {δS/k(Tλ)} spans Ω1S/k. On the other hand, for each λ ∈ Λ let Φλ : Ω1S/k →
S denote the unique morphism of S-modules which makes the following diagram
commutative (see Proposition 2.1.2):
S
∂
∂Tλ //
δS/k

S.
Ω1S/k
Φλ
==
As Φλ(Tµ) = δλµ (Kronecker’s delta) for all λ, µ ∈ Λ, it follows that {δS/k(Tλ)}
is linearly independent over S, which proves the assertion.
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Multi-index notation
Along this section we will continuously use the multi-index notation. Set N⊕Λ =⊕
λ∈ΛN. An element β ∈ N⊕Λ is a tuple, say (βλ)λ∈Λ, whose entries are all zero
except for a finite number of them. For β ∈ N⊕Λ, we define the monomial
T β =
∏
λ∈Λ
T βλλ .
Observe that this is a monomial in a finite number of variables. The norm of
the multi-index β is defined by
|β| =
∑
λ∈Λ
βλ ∈ N.
With this notation, each polynomial f(T ) ∈ S = k[T ] of degree N has a unique
expression of the form
f(T ) =
∑
|β|≤N
aβT
β,
with {aβ} ⊂ k. For a couple of multi-indexes α, β ∈ N⊕Λ, let us define the
factorial of β as
β! =
∏
λ∈Λ
βλ! ∈ N,
and the binomial coefficient
(
α
β
) ∈ N as(
α
β
)
=
∏
λ∈Λ
(
αλ
βλ
)
=
α!
β!(α− β)!
(and we set
(
α
β
)
= 0 whenever β  α). Finally, let us fix a basis of N⊕Λ, say
{ω(µ) | µ ∈ Λ}, where ω(µ) = (δλµ)λ∈Λ (Kronecker’s delta).
The Taylor expansion
Let {T} = {Tλ | λ ∈ Λ} and {X} = {Xλ | λ ∈ Λ} be two sets of variables.
Consider the polynomial ring S = k[T ], where k is not necessarily a field. For
F (T ) ∈ k[T ], one can expand F (T + X) ∈ k[T,X] as a polynomial in X with
coefficients in S. That is,
F (X + T ) =
∑
β∈N⊕Λ
Fβ(T )X
β.
Definition 2.4.3. With the notation of the previous paragraph, for each β ∈
N⊕Λ, we define the Taylor map Tayβ : S → S by
Tayβ
(
F (T )
)
= Fβ(T ), F (T ) ∈ S.
Lemma 2.4.4. Tayβ is a differential operator of order |β| of S over k.
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Lemma 2.4.5. For α, β ∈ N⊕Λ,
Tayβ(Tα) =
(
α
β
)
Tα−β.
Proof. In the expansion of (Tλ +Xλ)
αλ as a polynomial on the variable Xλ, the
coefficient of Xβλλ is
(
αλ
βλ
)
Tαλ−βλλ . Thus the coefficient of X
α in (T +X)β is
∏
λ∈Λ
(
αλ
βλ
)
Tαλ−βλλ =
(
α
β
)
Tα−β.
Proposition 2.4.6. The polynomial ring S = k[T ] is differentially smooth over
k. In particular, the differential operators Tayβ, β ∈ N⊕Λ, have the following
properties:
i) For all β, β′ ∈ N⊕Λ,
Tayβ ◦Tayβ′ = Tayβ ◦Tayβ′ = (β + β
′)!
β!β′!
Tayβ+β
′
.
ii) Given a polynomial F (T ) ∈ S, there exists a finite number of indexes β ∈
N⊕Λ such that Tayβ(F (T )) 6= 0.
iii) For any differential operator D : S →M of order N over k,
D =
∑
|β|≤N
D(T β) Tayβ .
Proof. Recall that {δS/k(Tλ)} is a basis of Ω1S/k by Lemma 2.4.2. Then the result
follows from Theorem 2.3.2 (note that S fulfills condition b) of the theorem by
Lemma 2.4.4 and Lemma 2.4.5).
Lemma 2.4.7. For all F1(T ), . . . , Fr(T ) ∈ S, and β ∈ N⊕Λ, we have
Tayβ
(
F1(T ) · . . . · Fr(T )
)
=
∑
α1+···+αr=β
Tayα1
(
F1(T )
) · . . . · Tayαr(Fr(T )).
Proof. Let G(T ) = F1(T ) · · ·Fr(T ). Clearly,
G(T +X) = F1(T +X) · . . . · Fr(T +X).
Thus the result follows from the definition of Tayβ.
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2.5 Giraud’s lemma
In this section we consider a regular domain S. Giraud’s lemma (Lemma 2.5.3)
analyzes the behavior of the differential operators of S under blow-ups. As we
will see in Section 3.6, this result plays a key role in the study of Rees algebras.
Let S be a regular domain over k, where k is not necessarily a field, and let
K = Frac(S) denote the field of fractions of S. Let p = 〈x1, . . . , xr〉 ⊂ S be
a prime ideal so that S/p is regular. That is, V(p) defines a regular center in
Spec(S). Let S1 denote the x1-chart of the blow-up of S along p. Namely,
S1 = S
[
x2
x1
, . . . ,
xr
x1
]
⊂ K.
Consider a differential operator ∆ : S → S of order n over k. By Proposi-
tion 2.2.6, this extends to a differential operator ∆ : K → K of order n over k.
However, the image of S1 via ∆ might not be contained in S1, and thus ∆|S1
does not necessarily define a morphism from S1 into itself.
Example 2.5.1. Let S = k[T1, T2], p = 〈T1, T2〉, and S1 =
[
T1,
T2
T1
]
. Consider the
differential operator ∆ = ∂∂T1 : S → S. Note that ∆ is a derivation over k, and
hence so is its extension to K = k(T1, T2). Therefore, by the Leibniz’s rule,
∆(T2) = ∆
(
T1
T2
T1
)
= T1∆
(
T2
T1
)
+
T2
T1
∆(T1) = T1∆
(
T2
T1
)
+
T2
T1
.
On the other hand, ∆(T2) =
∂
∂T1
(T2) = 0, which implies
∆
(
T2
T1
)
=
−T2
T 21
∈ K.
Thus the image of ∆|S1 : S1 → K is not contained in S1.
The next lemma is a technical result that we will use in the proof of Giraud’s
Lemma.
Lemma 2.5.2. Let S be a k-algebra, and S′ a finitely generated extension of
S, say S′ = S[u1, . . . , ur]. Then PnS′/k is generated by the elements of the form
dnS′/k(bu
β), with b ∈ S, and β ∈ Nr, |β| ≤ n.
Proof. Recall that PnS/k is generated by the elements of the form d
n
S′/k(b
′) with
b′ ∈ S′. Thus it suffices to show that, for each b′ ∈ S′, the element dnS′/k(b′)
belongs to the S′-submodule〈
dnS′/k(bu
γ) | b ∈ S, γ ∈ Nr, |γ| ≤ n
〉
⊂ PnS′/k . (2.4)
We will proceed in two steps: first we will address the case in which b′ is a
monomial of the form uβ with β ∈ Nr, and then we will treat the general case.
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Assume that b′ = uβ for some β ∈ Nr. If |β| ≤ n, there is nothing to prove.
Otherwise, if |β| > n, we proceed by induction on |β|. Recall that
PnS′/k = (S
′ ⊗k S′)/In+1S′/k.
Moreover, observe that
r∏
i=1
(1⊗ ui − ui ⊗ 1)βi ∈ In+1B/k ,
and
r∏
i=1
(1⊗ ui − ui ⊗ 1)βi =
r∏
i=1
∑
αi≤βi
(
βi
αi
)
(−1)βi−αi
(
uβi−αii ⊗ uαii
)
=
∑
α≤β
(
β
α
)
(−1)|β−α|(uβ−α ⊗ uα).
Thus, by isolating the term corresponding to α = β in the latter expression we
get
dnS′/k(u
β) = (1⊗ uβ) = −
∑
α<β
(
β
α
)
(−1)|β−α|(uβ−α ⊗ uα) (2.5)
= −
∑
α<β
(
β
α
)
(−1)|β−α|uβ−α · dnS′/k(uα). (2.6)
By the inductive hypothesis, dnS′/k(u
α) belongs to (2.4) for each α < β. Hence
dnS′/k(u
β) also belongs to the submodule (2.4).
Now we proceed with the general case. Observe that every element b′ ∈ S′
admits a polynomial expression of the form
b′ =
∑
|β|≤N
bβu
β,
for some N  0. In addition, by (2.5), we may express each dnS′/k(uβ) as
dnS′/k(u
β) =
∑
|α|≤n
cβ,α · dnS′/k(uα),
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where {cβ,α} ⊂ S. In this way one readily checks that
dnS′/k(b
′) = (1⊗ b′) =
∑
|β|≤N
(
1⊗ bβuβ
)
=
∑
|β|≤N
(
1⊗ bβ
) · dnS′/k(uβ)
=
∑
|β|≤N
∑
|α|≤n
cβ,α
(
1⊗ bβ
) · dnS′/k(uα)
=
∑
|β|≤N
∑
|α|≤n
cβ,α
(
1⊗ bβuα
)
=
∑
|β|≤N
∑
|α|≤n
cβ,α · dnS′/k(bαuα),
which clearly belongs to the submodule (2.4).
Lemma 2.5.3 (Giraud’s lemma). Let S be a regular domain over k, and p =
〈x1, . . . , xr〉 ⊂ S, and S1 be as at the beginning of the section. Set K = Frac(S).
Consider a differential operator ∆ : S → S of order n over k. Then, for any
N ≥ n:
i) The map ∆1 : S1 → K given by ∆1(f) = ∆(xN1 ·f) is a differential operator
of order n over k.
ii) The image of ∆1 is contained in 〈xN−n1 〉S1.
iii) There exists a map x
−(N−n)
1 ·∆1 : S1 → S1 which is a differential operator
on S1 of order n over k.
Proof. According to Proposition 2.2.6, ∆ extends to a differential operator ∆ :
K → K of order n over k. Note that the multiplication in K by xN1 can also be
regarded differential operator of order 0 over k. Thus, by composition, we see
that ∆(xN1 · ) : K → K is a differential operator of order n over k (Proposi-
tion 2.2.7). As ∆1 is the restriction of ∆(x
N
1 · ) to S1, it follows that ∆1 is a
differential operator of order n over k.
Let us proceed with ii). According to Lemma 2.5.2 (taking S′ = S1, and
ui =
xi
x1
), we have that
PnS1/k =
〈
dnS1/k(bu
β) | b ∈ S, β ∈ Nr, |β| ≤ n
〉
.
Moreover, by Proposition 2.2.4, there exists a unique homomorphism of S1-
modules, say Φ1 : P
n
S1/k
→ S1, so that
∆1 = Φ1 ◦ dnS1/k.
Thus, in order to prove ii), it suffices to show that
Φ1
(
dnS1/k(bu
β)
)
= ∆1(bu
β) ∈ 〈xN−n1 〉S1
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for all b ∈ S and β ∈ Nr with |β| ≤ n. To check this, observe that
xN1 bu
β = xN1 b
(
x1
x1
)β1
· · ·
(
xr
x1
)βr
= x
N−|β|
1 b · xβ11 · · ·xβrr ∈ pN .
Hence, by Lemma 2.2.8,
∆1
(
buβ
)
= ∆
(
xN1 bu
β
)
= ∆
(
x
N−|β|
1 b · xβ11 · · ·xβrr )
)
∈ pN−n.
Since pS1 = 〈x1〉S1, we conclude that the image of ∆1 is contained in 〈xN−n1 〉S1,
which proves ii).
Finally we proceed with iii). Since x1 is a unit in S1, the multiplication by
x
−(N−n)
1 induces a well-defined map from the ideal 〈xN−n1 〉S1 into S1. Note also
that this map can be regarded as an isomorphism of S1-modules. Thus it follows
that x
−(N−n)
1 ·∆1 : S1 → S1 is a differential operator of order n over k.
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Chapter 3
Rees algebras
3.1 Definitions
Definition 3.1.1. Let B be a noetherian ring. We define a Rees algebra over
B, or simply a B-Rees algebra, as a finitely generated N-graded algebra over B,
say
G =
⊕
n∈N
JnW
n ⊂ B[W ],
such that J0 = B, and Jn is an ideal of B for n > 0. Note that these conditions
imply Jm · Jn ⊂ Jm+n for all m,n ∈ N.
Remark 3.1.2. Let us stress the requirement of being finitely generated over B.
A graded B-algebra which is not finitely generated will not be called a Rees
algebra.
Usually the easiest way to work with a Rees algebra is by fixing a set of
homogeneous generators, say f1W
N1 , . . . , frW
Nr ∈ G. In this case we write
G = B [f1WN1 , . . . , frWNr] .
Given another B-Rees algebra, say K, there is a minimum Rees algebra which
contains both G and K. This algebra is called the amalgamation of G and K,
and it is denoted by G  K. If we also fix a set of generators of K, say
K = B
[
g1W
N ′1 , . . . , gsW
N ′s
]
,
then it is easy to check that
G  K = B
[
f1W
N1 , . . . , frW
Nr , g1W
N ′1 , . . . , gsW
N ′s
]
.
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Sheaves of Rees algebras
The notion of Rees algebra extends naturally to schemes. Consider a noetherian
scheme V . A sheaf of Rees algebras over V is a subsheaf of OV [W ], say G, so
that Γ(U,G) is a Γ(U,OV )-Rees algebra for each open subset U ⊂ V . In general
we do not want to work with any kind of sheaves of Rees algebras, but only with
those that are quasi-coherent.
Definition 3.1.3. A quasi-coherent sheaf of Rees algebras over a noetherian
scheme V is called a Rees algebra over V , or simply an OV -Rees algebra.
Remark 3.1.4. Consider an affine scheme V = Spec(S). Observe that there is
a natural correspondence between Rees algebras over S, and Rees algebras over
V (i.e., quasi-coherent sheaves of Rees algebras over V ). Thus, in this case, we
shall abuse our notation and make no distinction between them. Furthermore,
given an OV -Rees algebra G, and a set of generators of Γ(V,G) over S, say
f1W
N1 , . . . , frW
Nr , we shall write
G = S [f1WN1 , . . . , frWNr] = OV [f1WN1 , . . . , frWNr] .
3.2 Rees algebras over regular schemes
Most of the time we will work with Rees algebras defined over regular schemes,
as they provide a suitable tool to describe the singularities of a scheme.
Definition 3.2.1. Let G be a Rees algebra over a regular noetherian scheme V .
We define the singular locus1 of G as the set of points ξ ∈ V so that νξ(f) ≥ N
for every homogeneous element fWN ∈ Gξ. We denote this set by SingV (G).
Note that the previous definition is compatible with localization. Namely,
for an open subscheme U ⊂ V , we have that SingU (G|U ) = SingV (G) ∩ U . In
the case that V is affine, put V = Spec(S), and G = ⊕n∈N InWn, one readily
checks that
SingV (G) =
⋂
n∈N
{ξ ∈ V | νξ(In) ≥ n} .
The following Lemma provides an effective method to compute the singular locus
of a Rees algebra defined over an affine scheme.
Lemma 3.2.2. Let V = Spec(S) be a regular affine scheme, and consider an
OV -Rees algebra, say
G = OV
[
f1W
N1 , . . . , frW
Nr
]
.
Then
SingV (G) =
r⋂
i=1
{ξ ∈ V | νξ(fi) ≥ Ni} .
1The singular locus of G should not be confused with the singular locus of a general scheme
X, formed by the non-regular points of X.
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Proof. Clearly ξ ∈ SingV (G) yields νξ(fi) ≥ Ni for all i. Thus we just need to
prove the converse.
Fix a point ξ ∈ V so that νξ(fi) ≥ Ni for i = 1, . . . , r. Let us express G as a
direct sum of ideals, say G = ⊕n∈N JnWn. Note that
Jn = 〈fα11 · · · fαrr | α1N1 + · · ·+ αrNr = n〉 ,
and, by the assumption on ξ,
νξ(f
α1
1 · · · fαrr ) ≥ α1N1 + · · ·+ αrNr = n.
This implies that νξ(Jn) ≥ n for all n, and therefore ξ ∈ SingV (G).
Corollary 3.2.3. Let G and G′ be two Rees algebras over a regular noetherian
scheme V . Then
SingV (G  G′) = SingV (G) ∩ SingV (G′).
Proposition 3.2.4. Let V be a regular excellent scheme, and G an OV -Rees
algebra. Then SingV (G) is a closed subset of V .
Proof. It suffices to prove the claim in the affine case. Assume that V = Spec(S),
and
G = OV
[
f1W
N1 , . . . , frW
Nr
]
.
The previous lemma implies that
SingV (G) =
r⋂
i=1
{ξ ∈ V | νξ(fi) ≥ Ni} .
Since V is excellent, each of the sets {ξ ∈ V | νξ(fi) ≥ Ni} is closed in V by
Corollary B.0.18. Hence SingV (G) is closed.
There is also another set that one can naturally attach to a Rees algebra over
a regular scheme: its zeros.
Definition 3.2.5. Let G = ⊕n∈N InWn be a Rees algebra over regular noethe-
rian scheme V . We define the set of zeros of G as
ZerosV (G) :=
⋂
n≥1
V(In).
Note that, by definition, ZerosV (G) is an intersection of closed subsets of
V , and hence it is closed. Moreover, when V is affine, put V = Spec(S), and
G = S [f1WN1 , . . . , frWNr], one readily checks that
ZerosV (G) = V(〈f1, . . . , fr〉).
Observe that the set of zeros of an algebra always contains the singular locus of
the algebra:
SingV (G) ⊂ ZerosV (G).
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In general, this inclusion is strict. In Chapter 6 we will study conditions on V and
G that ensure that SingV (G) = ZerosV (G) (see Lemma 6.2.6 and Lemma 6.6.1).
This property will be used to construct a canonical representative for each class
of Rees algebras over V (see Lemma 6.1.1).
Permissible transformations
Let G be a Rees algebra over a regular scheme V . A G-permissible transfor-
mation, consists of a map of regular schemes V
ϕ1←− V1, together with a rule of
transformation of G which produces an OV1-Rees algebra G1. The algebra G1 is
called the transform of G via ϕ. Thus, after taking a permissible transformation,
we obtain a pair (V1,G1). There are three kinds of transformations, depending
on the map ϕ. Let us first enumerate the types of maps that we will consider in
this work:
• Permissible blow-ups. These are blow-ups of V along a closed regular center
contained in SingV (G), say V1 = BlY (V ). A regular center Y ⊂ SingV (G)
is called a G-permissible center.
• Open restrictions. These are restrictions to an open subscheme of V , say
V1 ⊂ V , with the condition that SingV (G) ∩ V1 6= ∅.
• Multiplication by an affine line. In this case, V1 = V × A1.
As we mentioned above, each of these maps is associated with a rule of transfor-
mation of G. When V ϕ1←− V1 is either an open restriction or the multiplication
by an affine line, the transform of G is simply the pull-back of G via ϕ1. That
is, G1 = ϕ∗1(G). The transform of G through permissible blow-ups is more com-
plicated and we shall describe it in the following lines.
Transform of an algebra by blow-ups
Let V
pi1←− V1 be a G-permissible blow-up with center Y ⊂ SingV (G). The
transform of G via pi1, say G1, will be defined locally. For ξ ∈ V1 \pi−11 (Y ), we set
(G1)ξ = Gpi1(ξ) (recall that pi1 is an isomorphism locally at ξ). Next fix a point
ξ ∈ pi−11 (Y ), and consider an affine neighborhood of pi(ξ), say Spec(S) ⊂ V . Fix
a local set of generators of G, say
G = S [f1WN1 , . . . , frWNr] ,
and suppose that Y is locally defined by a prime ideal p = 〈x1, . . . , xm〉 ⊂ S.
Then the blow-up of S at p can be covered by m affine charts of the form
Spec(Sj), with
Sj = S
[
x1
xj
, . . . ,
xm
xj
]
.
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Let us assume ξ ∈ Spec(S1). Since Y is G-permissible and ξ ∈ pi−11 (Y ), we have
that pi1(ξ) ∈ SingV (G). Thus we may also assume without loss of generality that
fi ∈ pNi for i = 1, . . . , r. Hence, regarding fi as an element of S1, we have that
fi ∈ pNiS1 = 〈xNi1 〉S1.
This enables us two express fi as a product of the form
fi = x
Ni
1 · f∗i ,
with f∗i ∈ S1. Note that, since x1 is invertible in S1, the element f∗i is uniquely
determined. Then we define the transform G locally at Spec(S1) by
G1 = S1
[
f∗1W
N1 , . . . , f∗rW
Nr
]
.
Remark 3.2.6. In the previous discussion we have defined the transform of G
through the blow-up V
pi1←− V1 locally. However, it can be shown that all these
local constructions patch over V1, and thus that G1 is well-defined (see [10, §9.12,
p. 118]).
Remark 3.2.7. In principle, the definition of f∗i depends on the choice of x1.
However, one can check that the ideal 〈f∗i 〉 ⊂ S1 is well-defined. Hereafter we
shall refer to the element f∗iW
Ni ∈ G1 as the weighted transform of fiWNi ∈ G
via pi1.
Permissible sequences and resolution of algebras
Given a Rees algebra G over a regular scheme V , it is possible to concatenate a
series of permissible transformations on V . A sequence of transformations
G = G0 G1 G2 Gm
V = V0 V1
ϕ1oo V2
ϕ2oo · · ·ϕ3oo Vm,ϕmoo
where each ϕi is a Gi−1-permissible transformation, and each Gi represents the
transform of Gi−1 via ϕi, will be called a G-permissible sequence.
Definition 3.2.8. Let V be a regular scheme and G an OV -Rees algebra. A
resolution2 of G consists on a sequence
G = G0 G1 G2 Gm
V = V0 V1
pi1oo V2
pi2oo · · ·pi3oo Vmpimoo
where each pii represents a Gi−1-permissible blow-up and SingVm(Gm) = ∅.
2The resolution of a Rees algebra over a regular scheme should not be confused with the
resolution of singular scheme.
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3.3 Local presentations and resolution of
singularities
Fix an embedding of a singular equidimensional scheme X in a regular excellent
scheme V . Consider a closed regular center Y ⊂ Max multX and let X ← X1
denote the blow-up of X at Y . According to Dade’s theorem (Theorem B.0.16),
we have that max multX ≥ max multX1 . Note also that Y can be regarded as a
regular center in V . Thus there is a natural commutative diagram
V V1oo
X
?
OO
X1,oo
?
OO
where V1 represents the blow-up of V at Y . In this section we look for Rees
algebras over V that describe the behavior of the highest multiplicity locus of X
under blow-ups.
Definition 3.3.1. Let X be an excellent equidimensional scheme endowed with
a closed immersion into a regular scheme V . We will say that anOV -Rees algebra
G represents the maximum multiplicity locus of X, or simply that G represents
Max multX , if the following three conditions hold:
i) SingV (G) = Max multX .
ii) Any G-permissible sequence on V , say
G G1 G2 Gm
V V1oo V2oo · · ·oo Vm,oo
induces a sequence of blow-ups along closed regular equimultiple centers and
smooth morphisms on X, say
X X1oo X2oo · · ·oo Xm,oo
so that
max multX = max multX1 = · · · = max multXm−1 ≥ max multXm ,
and vice-versa.
iii) For any sequences as those in ii), there is a natural commutative diagram
G G1 G2 Gm
V V1oo V2oo · · ·oo Vmoo
X
?
OO
X1oo
?
OO
X2oo
?
OO
· · ·oo Xm.oo
?
OO
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We require on this diagram that
SingVi(Gi) = Max multXi
for i = 1, . . . ,m− 1, and
SingVm(Gm) = ∅ ⇐⇒ max multXm < max multX .
Moreover, if max multXm = max multX , then we require that SingVm(Gm) =
Max multXm .
Given an embedding of X in V as above and an OV -Rees algebra that rep-
resents Max multX , the pair formed by the immersion X ↪→ V and G is called
a (global) presentation of Max multX . In general, it is not possible to construct
a global presentation of the maximum multiplicity locus of an arbitrary scheme
X. However, given a point ξ ∈ Max multX , sometimes one can find such a pre-
sentation after restricting to a suitable neighborhood of X at ξ. These are called
local presentations of Max multX .
Theorem 3.3.2 ([34, §7]). Let X be a variety over a perfect field. Then
Max multX is locally representable in e´tale topology; that is, for each point
ξ ∈ Max multX there exists an e´tale neighborhood of X at ξ, say X ′, an em-
bedding of X ′ in a smooth variety V , and an OV -Rees algebra G that represents
Max multX′ via X
′ ↪→ V .
3.4 Weak equivalence and the tree of permissible
transformations
Fix an immersion of a singular scheme X in a regular ambient space V , and
suppose that there exists an OV -Rees algebra G that represents Max multX . In
principle, there might be more algebras with this property. However, for any
other Rees algebra G′ representing Max multX , one has that
SingV (G) = Max multX = SingV (G′).
Moreover, by conditions imposed on G and G′, this equality is preserved by se-
quences of permissible transformations. This observation motivates the following
definition.
Definition 3.4.1. Let V be a regular noetherian scheme. We will say that two
OV -Rees algebras G and G′ are weakly equivalent if the following conditions hold:
i) SingV (G) = SingV (G′).
ii) Every G-permissible sequence of transformations on V is also a G′-permissi-
ble sequence, and vice-versa.
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iii) For any G or G′-permissible sequence of transformations on V , say
G′ G′1 G′2 G′m
G G1 G2 Gm
V V1oo V2oo · · ·oo Vm,oo
we have SingVi(Gi) = SingVi(G′i) for i = 1, . . . ,m.
Remark 3.4.2. Fix an immersion of X into a regular noetherian scheme, say X ↪→
V . Then, by definition, all the OV -Rees algebras that represent Max multX are
weakly equivalent.
Lemma 3.4.3. Let V be a regular excellent scheme. Then weak equivalence is
an equivalence relation on the class of Rees algebras over V .
Definition 3.4.4. Let G be a Rees algebra over a regular excellent scheme V .
We denote the class of equivalence of G by CV (G).
As we said in the introduction, Rees algebras can be used in the problem
of lowering of the maximum multiplicity of a scheme (see the discussion on
pages 6 to 12). From this point of view, it is interesting to define a canonical
representative for each class of Rees algebras over V . This issue will be addressed
in Chapter 6.
The tree of permissible transformations
Consider a pair (V,G), and a G-permissible sequence of transformations, say
G G1 G2 Gm
V V1oo V2oo · · ·oo Vm.oo
Note that, for each i = 1, . . . ,m, the singular locus of Gi determines a distin-
guished subset on Vi, namely SingVi(Gi). One could also consider simultaneously
all the sequences of G-permissible transformations, as well as the family of sub-
sets determined by G and its transforms. This collection of transformations and
subsets has a natural structure of tree, which we will call the tree of G-permissible
transformations, and will denote by FV (G).
Lemma 3.4.5. Let G and G′ be two Rees algebras over a regular excellent scheme
V . Then G and G′ are weakly equivalent if and only if FV (G) = FV (G′).
Proof. If G and G′ are weakly equivalent, then it is clear that FV (G) = FV (G′).
For the converse, assume that FV (G) = FV (G′). In this case we shall show
that, for any sequence of transformations on V which is simultaneously G and
G′-permissible, say
G′ G′1 G′2 G′m
G G1 G2 Gm
V V1oo V2oo · · ·oo Vm,oo
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one has that SingVi(Gi) = SingVi(G′i) for i = 1, . . . ,m.
We proceed by contradiction: assume that SingVi(Gi) 6= SingVi(G′i). Sup-
pose without loss of generality that SingVi(Gi) * SingVi(G′i), and fix a point
ξ ∈ Sing(Gi) so that ξ /∈ SingVi(G′i). Since V is excellent and Vi is a scheme of
finite over V , Proposition B.0.8 says that Vi is excellent. Therefore, by Propo-
sition B.0.11, there exists an open neighborhood of Vi at ξ, say U ⊂ Vi, so that
{ξ} ∩ U defines a closed regular subscheme. In this way we see that {ξ} defines
locally a permissible center for Gi, but not for G′i. Hence FV (G) 6= FV (G′),
which is a contradiction.
It is also interesting to study the case in which the tree of permissible trans-
formations of an OV -Rees algebra G′ is contained in that of G.
Definition 3.4.6. Let V be a regular noetherian scheme, and G,G′ two OV -Rees
algebras. We will say that FV (G′) ⊂ FV (G) if the following conditions hold:
i) SingV (G′) ⊂ SingV (G).
ii) Every G′-permissible sequence of transformations is G-permissible.
iii) For any G′-permissible sequence of transformations, say
G′ G′1 G′2 G′m
G G1 G2 Gm
V V1oo V2oo · · ·oo Vmoo
,
we have SingVi(G′i) ⊂ SingVi(Gi) for each i = 1, . . . ,m.
Remark 3.4.7. Two Rees algebras G and G′ will be weakly equivalent if and only
if FV (G′) ⊂ FV (G) and FV (G) ⊂ FV (G′).
Lemma 3.4.8. Let V be a regular noetherian scheme and G,G′ two OV -Rees
algebras. Then G ⊂ G′ implies FV (G′) ⊂ FV (G).
Proof. This is a result of local nature, so let us assume that V = Spec(S), with
G = S [f1WN1 , . . . , frWNr] ,
and
G′ = S [f1WN1 , . . . , frWNr , fr+1WNr+1 , . . . , fr+sWNr+s] .
Then, by the definition of singular locus,
SingV (G′) =
r+s⋂
i=1
{ξ ∈ V | νξ(fi) ≥ Ni}
⊂
r⋂
i=1
{ξ ∈ V | νξ(fi) ≥ Ni} = SingV (G).
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From this inclusion we deduce that every G′-permissible transformation is G-per-
missible.
Next fix a G′-permissible transformation, say V pi1←− V1, and denote by G1
and G′1 the transforms of G and G′ respectively. We claim that G1 ⊂ G′1. In
order to prove this assertion, we consider each of the three possible kinds of
transformations. In case that pi1 is either an open restriction or the multiplication
by an affine line, the claim is obvious. So suppose that pi1 is a permissible blow-up
whose center is defined by a prime ideal
p = 〈x1, . . . , xe〉 ⊂ S.
Recall that the blow-up of S at p can be covered by e affine charts of the form
Spec(S1), . . . ,Spec(Se), with
Si = S
[
x1
xi
, . . . ,
xe
xi
]
.
Let us focus on the first of these charts, say U1 = Spec(S1). Then, following the
construction of page 38, set
fi = x
Ni
1 · f∗i ,
with f∗i ∈ S1 for i = 1, . . . , r + s (i.e., f∗iWNi is the weighted transform of
fiW
Ni). By definition,
G1|U1 = S1
[
f∗1W
N1 , . . . , f∗rW
Nr
]
,
and
G′1|U1 = S
[
f∗1W
N1 , . . . , f∗rW
Nr , f∗r+1W
Nr+1 , . . . , f∗r+sW
Nr+s
]
,
which shows that G1|U1 ⊂ G′1|U1 . Repeating the same arguments for each of the
affine charts that cover the blow-up of S at p one readily checks that G1 ⊂ G′1.
This proves the case of the blow-up.
As we have shown that after applying a G′-permissible transformation to G
and G′ we have that G1 ⊂ G′1, the result follows by induction on the number of
transformations.
Remark 3.4.9. In general, the converse of the previous lemma is false. For
instance, consider the scheme V = Spec(S) with S = k[x, y], and the Rees
algebras G = S[xW ], H = S[xW, yW ], and H′ = S[x2W 2, yW ]. One can check
that
FV (H′) = FV (H) ⊂ FV (G),
but nevertheless G * H′.
Definition 3.4.10. Let V a regular noetherian scheme and G,G′ two OV -Rees
algebras. We define the intersection tree FV (G) ∩FV (G′) as the collection of
sequences on V which are simultaneously G-permissible and G′-permissible.
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Lemma 3.4.11. Let G and G′ two Rees algebras over a regular noetherian
scheme V . Then, for any sequence of transformations on V which is simul-
taneously G-permissible and G′-permissible, say
G′ G′1 G′2 G′m
G G1 G2 Gm
V V1oo V2oo · · ·oo Vmoo
,
we have that
SingVi(Gi  G′i) = SingVi(Gi) ∩ SingVi(G′i).
for i = 1, . . . ,m.
Proof. Set K = G G′. As SingV (K) = SingV (G)∩SingV (G′) by Corollary 3.2.3,
we have that V ← V1 is a K-permissible transformation. Let K1 denote the
transform of K. An easy computation shows that K1 = G1  G′1. Then
SingV1(K1) = SingV1(G1  G′1) = SingV1(G1) ∩ SingVi(G′1),
and the result follows by induction on the number of transformations.
Corollary 3.4.12. Under the hypotheses of the previous lemma,
FV (G) ∩FV (G′) = FV (G  G′).
3.5 Integral closure
Let G be a Rees algebra defined over a normal domain B. Note that G can be
regarded as a domain contained in B[W ]. Then we define the integral closure of
G, denoted by G, as its normalization (regarded as a domain). Another B-Rees
algebra G′ will be said to be integral over G if G ⊂ G′ and G′ ⊂ G.
Remark 3.5.1. Since B is normal, it follows that B[W ] is normal, and hence
G ⊂ B[W ]. That is, G is a graded algebra over B. However, it could happen
that G is not finitely generated over B. Thus, in order ensure that G is again a
Rees algebra over B, we need to add some assumptions on either B or G.
Lemma 3.5.2. Let B be a normal domain and G a Rees algebra over B. If B is
excellent, then G is finitely generated over B (i.e., G is a Rees algebra over B).
Proof. Since B is excellent and G is finitely generated over B, we have that G is
excellent by Proposition B.0.8. Hence G is finite over G by Proposition B.0.12,
and therefore it is finitely generated over B.
Lemma 3.5.3 (Localization). Let G be Rees algebra over an excellent normal
domain B. Then, for any multiplicative subset U ⊂ B,
U−1G = U−1G.
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Proof. By definition, U−1G is the smallest U−1B algebra which contains U−1G
and is integrally closed. In this way one readily checks that G ⊂ U−1G, and hence
U−1G ⊂ U−1G. On the other hand, U−1G is integrally closed by [31, §III.C.1,
Proposition 9, p. III-13]. Thus it follows that U−1G = U−1G.
Lemma 3.5.4. Let G = ⊕n≥0 InWn be a Rees algebra over a normal domain
B. If G is integrally closed, then In+1 ⊂ In for all n.
Proof. Fix an element f ∈ In+1. Clearly fWn satisfies the polynomial equation
P (fWn) = 0, where
P (T ) = Tn+1 − f · (fWn+1)n ∈ G[T ].
Note that this is a relation of integral dependence of fWn over G. Since G is
integrally closed, it follows that fWn ∈ G. Hence f ∈ In.
Lemma 3.5.5. Let G ⊂ G′ be an inclusion of Rees algebra over a noetherian
normal domain B. Assume that
G′ = B [f1WN1 , . . . , frWNr] .
Then G′ is integral over G if and only if each fiWNi is integral over G.
Proof. Note that G can be regarded as a domain contained in B[W ], and G′ as
a G-algebra generated by f1WN1 , . . . , frWNr . Thus G′ is integral over G if and
only if each fiW
Ni is integral over G.
As we said at the beginning of Section 3.2, most of the time we will work
with Rees algebras defined over regular rings and schemes. Recall that, if S is a
regular domain, then it is normal, and hence all the previous discussion applies
in this case.
Lemma 3.5.6. Let S be a regular domain, V = Spec(S), and G ⊂ G′ an inclu-
sion of S-Rees algebras. If G′ is integral over G, then SingV (G) = SingV (G′).
Proof. Since G ⊂ G′, clearly SingV (G′) ⊂ SingV (G). To prove the converse,
let us proceed by contradiction: fix a point ξ ∈ SingV (G), and assume that
ξ /∈ SingV (G′).
Since ξ /∈ SingV (G′), one can find a homogeneous element fWN ∈ G′ such
that νξ(f) < N . Set n = νξ(f) < N . By hypotheses, fW
N is integral over G,
i.e., f satisfies an equation of integral dependence of the form
fd + a1f
d−1 + · · ·+ ad = 0,
with aiW
iN ∈ G. As ξ ∈ SingV (G), we have that νξ(ai) ≥ i for all i. Hence
νξ(aif
d−i) = νξ(ai) + νξ(fd−i)
≥ iN + (d− i)n
> in+ (d− i)n = nd,
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and therefore
νξ(f
d) = nd < νξ(aif
d−i),
for i = 1, . . . , d. This implies that
νξ(f
d + a1f
d−1 + · · ·+ ad) = νξ(fd) = nd,
which is a contradiction because we assumed fd + a1f
d−1 + · · ·+ ad = 0.
Lemma 3.5.7. Let S be a regular domain, V = Spec(S), and G ⊂ G′ an inclu-
sion of S-Rees algebras. If G′ is integral over G, then FV (G) = FV (G′) (i.e., G
and G′ are weakly equivalent).
Proof. According to Lemma 3.4.8 we have that FV (G′) ⊂ FV (G). Hence it
suffices to prove that FV (G) ⊂ FV (G′).
Let us start by fixing generators for G and G′, say
G = S [f1WN1 , . . . , frWNr] ,
and
G′ = S [f1WN1 , . . . , fr+sWNr+s] .
By Lemma 3.5.6 we have that SingV (G′) = SingV (G), and hence any G-permi-
ssible transformation on V is also G′-permissible. In this way, if we prove that
for any G-permissible transformation, say V ϕ1←− V1, the transform of G′, say G′1,
is integral over the transform of G, say G1, then the inclusion FV (G) ⊂ FV (G′)
follows by induction on the number of transformations.
Fix a G-permissible transformation V ϕ1←− V1, and let G1 and G′1 denote the
transforms of G and G′ respectively. Let us check case by case that, whichever
kind of transformation ϕ1 is, G′1 is integral over G1.
Suppose that ϕ1 is an open restriction or the multiplication by an affine line.
In either case G1 and G′1 are the pull-back of G and G′ to V1 respectively. Then
one readily checks that G′1 integral over G1.
On the other hand, suppose that ϕ1 is the blow-up of V along a regular
center Y ⊂ SingV (G) given by a prime ideal
p = 〈x1, . . . , xe〉 ⊂ S.
Recall that, in this case, V1 can be covered by affine charts of the form Spec(Si)
with
Si = S
[
x1
xi
, . . . ,
xe
xi
]
.
Let us focus on x1-chart, i.e., that given by U1 = Spec(S1). Then, locally at U1,
the algebras G1 and G′1 are defined by
G1 = S1
[
f∗1W
N1 , . . . , f∗rW
Nr
]
,
and
G′1 = S1
[
f∗1W
N1 , . . . , f∗r+sW
Nr+s
]
,
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where f∗iW
Ni represents the weighted transform of fiW
Ni (see the discussion on
p. 38). Fix i ∈ {r + 1, . . . , r + s}. As fiWNi is integral over G, the element fi
satisfies an equation of integral dependence over G of the form
fni + a1f
n−1
i + · · ·+ an = 0,
where ajW
n−j ∈ G for all j. Let a∗jWn−j ∈ G1 denote the weighted transform
of ajW
n−j via ϕ1. Then, regarding the elements of the previous equation as
elements of S1, we have that
xNi1 ·
(
(f∗i )
n + a∗1(f
∗
i )
n−1 + · · ·+ a∗n
)
= fni + a1f
n−1
i + · · ·+ an = 0.
Since x1 is invertible in S1, this implies that
(f∗i )
n + a∗1(f
∗
i )
n−1 + · · ·+ a∗n = 0,
which gives an equation of integral dependence of f∗iW
Ni over G1. Finally,
repeating the same argument for each i = 1, . . . , r+ s, we see that G′1 is integral
over G1.
3.6 Saturation by differentials
Definition 3.6.1. Let S be a regular ring, and G ⊂ G′ an inclusion of Rees
algebras over S. We will say that G′ is differential relative to G if there exist
elements
f1W
N1 , . . . , frW
Nr ∈ G
and differential operators ∆1, . . . ,∆r with ∆i ∈ Diffni(S) and ni < Ni so that
G′ = S [∆1(f1)WN1−n1 , . . . ,∆r(fr)WNr−nr] . (3.1)
Remark 3.6.2. Note that condition (3.1) is equivalent to require
G′ = G  S [∆1(f1)WN1−n1 , . . . ,∆r(fr)WNr−nr] ,
as for each fWN ∈ G, we may consider the differential operator id ∈ Diff0(S),
and the element fWN = id(f)WN−0.
Lemma 3.6.3 (Localization). Let G′ be a S-Rees algebra which is differential
relative to G. Then, for any multiplicative subset U ⊂ S, the U−1S-Rees algebra
U−1G′ is differential relative to G.
Proof. Fix f1W
N1 , . . . , frW
Nr ∈ G and ∆1, . . . ,∆r as in Definition 3.6.1. Since
U−1G′ has the same generators of G′ and differential operators localize (see
Proposition 2.2.6), the claim follows immediately.
Lemma 3.6.4. Let S be a regular ring, V = Spec(S), and G ⊂ G′ an extension
of Rees algebras over S. If G′ is differential relative to G, then SingV (G) =
SingV (G′).
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Proof. Since G ⊂ G′, clearly SingV (G′) ⊂ SingV (G). To prove the converse, fix
f1W
N1 , . . . , frW
Nr ∈ G and ∆1, . . . ,∆r as in Definition 3.6.1. That is,
G′ = G  S [∆1(f1)WN1−n1 , . . . ,∆r(fr)WNr−nr] .
Note that, for any prime ideal p ⊂ S,
νp(fi) ≥ Ni =⇒ νp(∆i(fi)) ≥ Ni − ni
by Lemma 2.2.8. Hence SingV (G) ⊂ SingV (G′).
Lemma 3.6.5. Let G ⊂ G′ be an extension of Rees algebras over a regular ring
S. Set V = Spec(S), and consider a G-permissible transformation V ϕ1←− V1.
Let G1 and G′1 denote the transforms of G and G′ via ϕ1 respectively. If G′ is
differential relative to G, then G′1 is differential relative to G1.
Proof. Suppose that
G′ = S [h1WN1−n1 , . . . , hrWNr−nr] ,
with hi = ∆i(fi) for some fiW
Ni ∈ G, and some ∆i ∈ Diffni(S). If ϕ1 represents
an open restriction or the multiplication by an affine line, then the claim is trivial.
Hence assume that ϕ1 is the blow-up of V along a regular center Y ⊂ SingV (G)
given by a prime ideal
p = 〈x1, . . . , xe〉 ⊂ S.
Next recall that V1 can be covered by e affine charts of the form Spec(Sj), with
Sj = S
[
x1
xj
, . . . ,
xe
xj
]
.
We shall focus on the first of these charts, say U1 = Spec(S1). By definition we
have that, locally at U1,
G′1 = S1
[
h∗1W
N1−n1 , . . . , h∗rW
Nr−nr] ,
where h∗iW
Ni−ni represents the weighted transform of hiWNi−ni via ϕ1 (see the
discussion on p. 38). Recall that the element h∗i ∈ S1 satisfies the equation
hi = x
Ni−ni
1 · h∗i .
In addition, Giraud’s lemma (Lemma 2.5.3) ensures that there exists a differen-
tial operator ∆∗i ∈ Diffni(S1) so that
∆∗i (g) = x
−(Ni−ni)
1 ·∆i
(
xNi1 · g
)
for g ∈ S1. In this way, if f∗iWNi ∈ G1 denotes the weighted transform of
fiW
Ni ∈ G via ϕ1, then we have that
h∗i = x
−(Ni−ni)
1 · hi
= x
−(Ni−ni)
1 ·∆i(fi)
= x
−(Ni−ni)
1 ·∆i
(
xNi1 · f∗i
)
= ∆∗i (f
∗
i ),
which shows that G′1 is differential relative to G1.
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Proposition 3.6.6. Let S be a regular ring, V = Spec(S), and G ⊂ G′ an
extension of Rees algebras over S. If G′ is differential relative to G, then FV (G) =
FV (G′) (i.e., G and G′ are weakly equivalent).
Proof. It follows easily from Lemma 3.6.4 and Lemma 3.6.5 by induction on the
number of transformations.
Differential saturation
In the following lines we introduce the notion of differential saturation for a Rees
algebra. This concept will play a key role along Chapter 6, in the construction
of the canonical representative of a given class of Rees algebras.
Definition 3.6.7. A Rees algebra G over regular ring S is said to be differentially
saturated if for every fWN ∈ G, every integer n < N , and every differential
operator ∆ ∈ Diffn(S) one has that ∆(f)WN−n ∈ G.
Given a Rees algebra G over a regular ring S, there is a natural way to con-
struct an algebra over S which contains G and is differentially saturated. Namely
this can be achieved by adding to G all the elements of the form ∆(f)WN−n ∈ G
with fWN ∈ G, n < N , and ∆ ∈ Diffn(S). The algebra obtained by this process
is called the differential saturation of G, and we shall denote it by Diff(G).
Remark 3.6.8. Note that, in general, Diff(G) could not be finitely generated over
S. In other words, we do not know whether Diff(G) is a Rees algebra.
Let V = Spec(S) be a regular affine variety over a perfect field k. For
Rees algebras defined over S, we will be turn our attention to the differential
saturation with respect to the relative structure of V over k. That is, we will
just consider differential operators of S relative k.
Definition 3.6.9. Let S be a regular algebra of finite type over a perfect field k.
We will say that a Rees algebra G over S is differentially saturated (with respect
to k) if for every fWN ∈ G, every integer n < N , and every differential operator
∆ ∈ Diffnk(S) one has that ∆(f)WN−n ∈ G.
Theorem 3.6.10 ([33, Theorem 3.4]). Let G be a Rees algebra over a regular
algebra S of finite type over a perfect field k. Then there exists a minimum Rees
algebra over S which contains G and is differentially saturated with respect to k.
Hereafter we shall refer to the Rees algebra of the theorem as the differential
saturation of G with respect to k, and we shall denote it by Diffk(G).
Remark 3.6.11. Let S be a regular algebra of finite over a perfect field k as in
the previous theorem. [33, Theorem 2.9] provides a criterion to check whether a
Rees algebra over S is differentially saturated with respect to k. Namely, assume
that
G = [f1WN1 , . . . , frWNr] .
50
3.7. Restriction to closed subschemes
Then G is differentially saturated with respect to k if and only if for each i =
1, . . . , r, each integer n < Ni, and each differential operator ∆ ∈ Diffnk(S), one
has that
∆(fi)W
Ni−n ∈ G.
Note also that, since S is a finitely generated k-algebra, Diffnk(S) is a finitely
generated S-module for each n ≥ 0. Thus the previous criterion enables us to
give an explicit construction of Diffk(G) for any Rees algebra G over S.
Theorem 3.6.12 ([9, Theorem 3.10]). Let S be a regular algebra of finite type
over a perfect field k, and G,G′ two Rees algebras S. Set V = Spec(S). Then
FV (G) ⊂ FV (G′) if and only if Diffk(G′) ⊂ Diffk(G).
Corollary 3.6.13. Let S be a regular algebra of finite type over a perfect field
k, and G,G′ two Rees algebras S. Then G and G′ are weakly equivalent if and
only if Diffk(G) = Diffk(G′).
3.7 Restriction to closed subschemes
Let G be a Rees algebra over a regular noetherian scheme V , and consider a
closed regular subscheme Z ⊂ V . We define the restriction of G to Z as
G|Z = G ⊗OV OZ .
Note that G|Z is a Rees algebra over Z. In this section we study the relation
between FV (G) and FZ(G|Z).
Remark 3.7.1. Let Z ⊂ V be closed immersion of regular noetherian schemes.
There is a natural OV -Rees algebra that one can attach to the embedding of Z
in V , say
Z = OV [I(Z)W ].
Here I(Z) represents the ideal of definition of Z in V . Observe that, by def-
inition, Z = SingV (Z). Moreover, this equality is preserved by permissible
sequences as follows: any Z-permissible sequence of blow-ups and smooth mor-
phisms on V , say
Z Z1 Zm
V V1oo · · ·oo Vm,oo
induces a sequence of blow-ups along regular centers and smooth morphisms on
Z, say
Z Z1oo · · ·oo Zm,oo
which is linked to the previous one by a natural commutative diagram
Z Z1 Zm
V V1oo · · ·oo Vmoo
Z
?
OO
Z1oo
?
OO
· · ·oo Zm,oo
?
OO
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where each Zi coincides with the natural Rees algebra attached to embedding
of Zi in Vi. In particular, Zi = SingVi(Zi) for i = 1, . . . ,m.
Proposition 3.7.2. Let G be a Rees algebra over a regular noetherian scheme
V , and let Z be a closed regular subscheme of V . Following the notation of Re-
mark 3.7.1 above, let Z = OV [I(Z)W ] denote the natural Rees algebra attached
to the embedding of Z in V . Then
FV (G) ∩FV (Z) ⊂ FZ(G|Z).
Proof. Set G′ = G|Z . Observe that for any point ξ ∈ Z, and for any element
f ∈ OV,ξ, one has that
νV,ξ(f) ≤ νZ,ξ(f).
Hence
SingV (G) ∩ Z ⊂ SingZ(G′).
In addition, attending to this inclusion, any transformation on V which is simul-
taneously G-permissible and Z-permissible, say
G G1
V V1,oo
induces a G′-permissible transformation on Z, say
G′ G′1
Z Z1oo
which is linked to the previous one by a natural commutative diagram
V V1oo
Z
?
OO
Z1.oo
?
OO
Here G1 represents the transform of G via V ← V1, and G′1 that of G′ via Z ← Z1.
An easy computation shows that G′1 = G1|Z1 . Thus the result follows by induction
on the number of transformations.
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Chapter 4
Stratification defined by the
multiplicity
Along this chapter we study some natural properties of the stratification defined
by the multiplicity on an equidimensional excellent scheme.
Recall that the multiplicity along points of an equidimensional excellent
scheme X can be regarded as a function multX : X → N. Sections 4.1 and
4.2 are devoted to the study of the upper semi-continuity of this function for
the case in which X is an equidimensional scheme of finite type over a perfect
field k. In Section 4.3 we show that there is a natural compatibility between the
process of lowering of the multiplicity of an equidimensional scheme X and that
of the underlying reduced scheme, say Xred.
The main result of this chapter is Theorem 4.4.4, where we prove that there
exists a canonicalOX -Rees algebra, say GX , attached to the stratum of maximum
multiplicity of a variety X defined over a perfect field k. In Section 4.5 we analyze
the behavior of this algebra under finite extensions.
4.1 Local presentations on varieties
In this section we review a method which enables us to construct local presen-
tations of the multiplicity for equidimensional reduced schemes defined over a
perfect field k. In particular, this includes the case of varieties over k. The
details of this construction can be found in [10, Appendix A] and [34].
Proposition 4.1.1 ([10, Proposition 31.1]). Let X be an equidimensional re-
duced scheme of finite type over a perfect field k. For any closed point ξ ∈ X it is
possible to construct an e´tale affine neighborhood of X at ξ, say X ← Spec(B),
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and a regular subalgebra of B, say S, such that S ⊂ B is a finite extension of
generic rank n = multX(ξ).
Corollary 4.1.2. Let X be an equidimensional reduced scheme of finite type over
a perfect field k. Then every closed point of X is locally a point of maximum
multiplicity on X.
Proof. Let ξ ∈ X be a closed point and consider B and S ⊂ B as in the
proposition. By Zariski’s formula for finite morphisms (Theorem A.0.2), the
multiplicity on Spec(B) is bounded by the generic rank of S ⊂ B which, by
assumption, is equal to multX(ξ). Since X ← Spec(B) is e´tale, it is open and
preserves the multiplicity (see Theorem C.0.8 and Lemma C.0.9). Hence there
exists a Zariski open neighborhood of X at ξ where the multiplicity is bounded
by multX(ξ).
Theorem 4.1.3 (cf. [34, §7]). Let X be an equidimensional reduced scheme
of finite type over a perfect field k. For any closed point ξ ∈ Max multX , it is
possible to construct an e´tale neighborhood of X at ξ, say X ← X ′, an embedding
of X ′ in a regular ambient space, say X ′ ↪→ V , and an OV -Rees algebra G so
that G represents the stratum of maximum multiplicity of X ′ via the embedding
in V .
Remark 4.1.4. In the situation of the theorem, we usually write X ↪→ V , it being
understood that the immersion is defined in an e´tale neighborhood of X.
Remark 4.1.5. Let us give a sketch of the construction of the theorem. Given a
closed point ξ ∈ X, construct an e´tale neighborhood X ← Spec(B) and a regular
subalgebra S ⊂ B as in Proposition 4.1.1, and set X ′ = Spec(B). Recall that
S ⊂ B is a finite extension whose generic rank coincides with multX(ξ). Since B
is finite over S, one can find elements θ1, . . . , θr ∈ B so that B = S[θ1, . . . , θr].
This presentation of B induces a surjective map
S[T1, . . . , Tr] // B = S[θ1, . . . , θr] (4.1)
given by Ti 7→ θi, where T1, . . . , Tr represent variables. We will take
V = Spec(S[T1, . . . , Tr]),
and the immersion X ′ ↪→ V will be that induced by (4.1).
Next we proceed with the construction of G. Let K = Frac(S) denote the
field of fractions of S, and consider the minimal polynomial of each θi over K,
say fi(Ti) ∈ K[Ti]. Let Ni denote the degree of fi(Ti). As S is normal, it can
be shown that the coefficients of fi(Ti) lie in S (see [34, Lemma 5.2]). That is,
fi(Ti) ∈ S[Ti]. Then we claim that the Rees algebra
G = S [f1(T1)WN1 , . . . , fr(Tr)WNr]
represents the stratum of maximum multiplicity of X ′ via the closed immersion
in X ′ ↪→ V (see [34, §7]).
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Corollary 4.1.6. Let X be an equidimensional reduced scheme of finite type over
a perfect field k. For any closed point ξ ∈ X there exists an open neighborhood
of X at ξ, say U ⊂ X, so that the set
{ζ ∈ U | multX(ζ) = multX(ξ)}
is closed in U .
Proof. Let X ← X ′, X ′ ↪→ V , and G be as in Theorem 4.1.3. We claim that
the image of X ′ in X, which we shall denote by U , is an open neighborhood of
ξ with the required properties.
Let us prove the claim. Set n = multX(ξ), let Fn(X) and Fn(X
′) denote the
set of points of multiplicity exactly equal to n of X and X ′ respectively. Note
that, with this notation,
Fn(X) ∩ U = {ζ ∈ U | multX(ζ) = multX(ξ)} .
By the conditions imposed on G, we have that Fn(X ′) = SingV (G). Hence
Fn(X
′) is a closed subset X ′ by Proposition 3.2.4. Let ϕ denote the map from
X ′ to X, that is, ϕ : X ′ → X. Since e´tale morphisms are open (Theorem C.0.8)
and preserve multiplicity (Lemma C.0.9), we have that the sets U = ϕ(X ′) and
U \ Fn(X) = ϕ
(
X ′ \ Fn(X ′)
)
are open. As U ∩ Fn(X) is the complement of U \ Fn(X) in U , it follows that
U ∩ Fn(X) is closed in U .
4.2 Upper semi-continuity
Proposition 4.2.1 ([13, Lemma 1.34]). Let X be a noetherian topological space,
and let (Λ,≤) be a totally ordered set. Consider a function f : X → Λ, and
suppose that the following conditions hold:
1 ) For all ζ, η ∈ X, ζ ∈ {η} implies f(ζ) ≥ f(η).
2 ) For each η ∈ X, there exists a non-empty open set U ⊂ {η} such that f(ζ) =
f(η) for all ζ ∈ U .
Then f is upper semi-continuous.
Lemma 4.2.2. Let X be an irreducible scheme of finite type over a field k. If a
closed subset F ⊂ X contains all the closed points of X, then F = X.
Proof. Let η denote the generic point of X. It suffices to check that η ∈ F .
Assume without loss of generality thatX = Spec(B), and F = V(I) for a suitable
ideal I ⊂ B. Let q denote the minimal prime ideal of B, which corresponds to
the generic point η. Note that, by hypothesis, both I and q are contained in
all the maximal ideals of B. Therefore, according to the zero-point theorem of
Hilbert [26, Theorem 25, p. 93], we have
√
I = q. Hence η ∈ F .
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Proposition 4.2.3. Let X be a scheme of finite type over a field k, and f : X →
Λ a function into a well-ordered set (Λ,≤). Let X denote the set of closed points
of X, endowed with the induced topology. Then f is upper semi-continuous if
and only if the following conditions hold:
i) f |X : X→ Λ is upper semi-continuous.
ii) For each ξ ∈ X, there exists a Zariski open neighborhood of ξ in X, say
U ⊂ X, such that the set {ζ ∈ U | f(ζ) = f(ξ)} is closed in U .
Proof. If f is upper semi-continuous, it clearly satisfies i) and ii). In order to
prove the converse, assume that i) and ii) hold. We will show that, in this case,
f satisfies conditions 1) and 2) of Proposition 4.2.1.
For property 1), fix two points η, ζ ∈ X so that ζ ∈ {η}. By Lemma 4.2.4
below, it is possible to find a closed point ξ ∈ {ζ} such that f(ζ) = f(ξ). Since
ξ ∈ {ζ} ⊂ {η}, Lemma 4.2.4 implies f(η) ≤ f(ξ) = f(ζ). Therefore 1) holds.
To check 2), fix η ∈ X. According to Lemma 4.2.4, one can find a non-empty
open subset of {η}, say U ⊂ {η}, so that f(ξ) = f(η) for every closed point
ξ ∈ U . Next, take an arbitrary point ζ ∈ U . Observe that {ζ} ∩ U should
contain, at least, a closed point, say ξ ∈ {ζ} ∩ U . Thus, by property i) and the
choice of U ,
f(η) ≤ f(ζ) ≤ f(ξ) = f(η),
which implies that f is constantly equal to f(η) on U .
Lemma 4.2.4. Let f : X → Λ is a function under the hypotheses of Proposi-
tion 4.2.3, and assume that it satisfies conditions i) and ii). Fix an arbitrary
point η ∈ X. Then f(ξ) ≥ f(η) for every closed point ξ ∈ {η}. Moreover there
exists a non-empty open subset U ⊂ {η} such that f(ξ) = f(η) for every closed
point ξ ∈ U .
Proof. Suppose that X = {η}, and let λ = min{f(ξ) | ξ ∈ X}. In virtue of i),
take a non-empty open subset of X, say U ⊂ X, such that f(ξ) = λ for every
closed point ξ ∈ U . According to ii), we may assume that U has been chosen
so that the subset F = {ζ ∈ U | f(ζ) = λ} is closed in U . Note that U can be
regarded as an irreducible scheme of finite type over k whose generic point is η.
Thus Lemma 4.2.2 applied to F ⊂ U yields η ∈ F . Hence f(η) = λ, and the
result follows.
Remark 4.2.5. The requirement on the well order of (Λ,≤) on Proposition 4.2.3
is essential. Consider the following example. Let
X = A1Q = Spec(Q[T ]).
Denote by η the generic point of X, i.e., that corresponding to the ideal 〈0〉 ⊂
Q[T ], and by X = X \{η} the set of closed points of X. Note that X is countable.
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Thus there exists a bijection n : X → N. Then consider the function f : X →
(Q,≤) defined by
f(ξ) =
{
1 + 1n(ξ)+1 if ξ ∈ X,
0 if ξ = η.
It is clear that f satisfies conditions i) and ii) of Proposition 4.2.3. However it
is not upper semi-continuous because the set
{ξ ∈ X | f(ξ) ≥ 1} = X
is not closed in X.
Theorem 4.2.6 (Dade [14]). Let X be a strictly equidimensional scheme of finite
type over a perfect field k. The multiplicity function on X, multX : X → N, is
upper semi-continuous.
This theorem was first proved by Dade in [14] under more general conditions
than the previous ones. Alternatively, it can be regarded as a consequence of
the upper semi-continuity of the Hilbert-Samuel function, proved by Bennet in
[8] (a simplified version can be found in [13, Theorem 1.33, p. 25]). In our proof,
all arguments remain within the class of algebras of finite type over k.
Proof. Let us check that multX : X → N verifies the hypotheses of Proposi-
tion 4.2.3. First, (N,≤) is well-ordered. Moreover multX satisfies condition
i) by Corollary 4.1.2. Finally condition ii) follows from Corollary 4.1.6. Thus
Proposition 4.2.3 yields the theorem.
So far, we have discussed the upper semi-continuity of the multiplicity over
equidimensional schemes of finite type over a field. Next we will show that, given
an equidimensional noetherian scheme X, the study of the multiplicity on X can
be reduced to that of its irreducible components.
Fix a point ξ ∈ X, and consider the local ring R = OX,ξ. Let m be the
maximal ideal of R, and q1, . . . , qs its minimal primes. Observe that q1, . . . , qs
are in correspondence with the irreducible components of X containing ξ. Let
em(R) denote the multiplicity of R, and l(Rqi) the length of Rqi . From the
additivity of the multiplicity (Lemma A.0.1), it follows that
em(R) =
s∑
i=1
l(Rqi)em(R/qi). (4.2)
Denote by Y1, . . . , Yr the irreducible components of X endowed with their re-
duced structure, and by ηi the generic point of Yi for i = 1, . . . , r. According to
(4.2),
multX(ξ) =
∑
ξ∈Yi
l(OX,ηi) multYi(ξ),
and since each OX,ηi is artinian, l(OX,ηi) = multX(ηi).
Note also that, for i = 1, . . . , r, the function multYi : Yi → N can be trivially
extended to an upper semi-continuous one defined on X by setting multYi(ζ) = 0
for ζ ∈ X \ Yi. Let us abuse of notation and call this extension multYi : X → N.
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Proposition 4.2.7. Consider a noetherian equidimensional scheme X, and de-
note by Y1, . . . , Yr its irreducible components endowed with their reduced struc-
ture. For i = 1, . . . , r, let ηi be the generic point of Yi. Then
multX =
r∑
i=1
multX(ηi) ·multYi .
Corollary 4.2.8. Let X be an equidimensional scheme of finite type over a
perfect field k. The multiplicity function over X is upper semi-continuous.
Proof. Let us use the notation of Proposition 4.2.7, and set αi = multX(ηi) for
i = 1, . . . , r. Then, for each n ∈ N,
{ξ ∈ X | multX(ξ) ≥ n} =
{
ξ ∈ X |
r∑
i=1
αi multYi(ξ) ≥ n
}
=
⋃
∑
αini≥n
(
r⋂
i=1
{ξ ∈ X | multYi(ξ) ≥ ni}
)
.
By Theorem 4.2.6, multYi : X → N is upper semi-continuous for i = 1, . . . , r.
Thus, the last expression is a finite union of closed subsets of X, and hence it is
closed.
4.3 Simplification of non-reduced schemes
Along this section, X will be an equidimensional excellent scheme, and Xred will
denote the underlying reduced scheme. Proposition 4.2.7 applied to Xred says
that
multXred =
r∑
i=1
multYi ,
where Y1, . . . , Yr denote the irreducible components of X endowed with their
reduced structure. Thus the following property is straight forward.
Proposition 4.3.1. Under the previous hypotheses, Xred is regular if and only
if the irreducible components of X are disjoint, and each of them has constant
multiplicity.
The next criterion shows that the stratification of X defined by the multi-
plicity does not depend on its infinitesimal structure.
Lemma 4.3.2. Let f1, . . . , fr : X → R be upper semi-continuous functions.
For any α1, . . . , αr ∈ R>0, the level sets of the functions f1 + · · · + fr and
α1f1 + · · ·+ αrfr are locally the same.
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Proof. Fix a point ξ ∈ X. Let n = (f1 + · · · + fr)(ξ), and n′ = (α1f1 + · · · +
αrfr)(ξ). Since f1, . . . , fr are upper semi-continuous, there exists a neighborhood
of ξ, say U ⊆ X, so that fi(ζ) ≤ fi(ξ) for all ζ ∈ U , and i = 1, . . . , r. Thus,{
ζ ∈ U | (f1 + · · ·+ fr)(ζ) = n
}
=
{
ζ ∈ U | f1(ζ) = f1(ξ), . . . , fr(ζ) = fr(ξ)
}
=
{
ζ ∈ U | (α1f1 + · · ·+ αrfr)(ζ) = n′
}
.
The process of simplification
Another aspect to consider is the lowering of the multiplicity by means of blow-
ups. Namely, when the multiplicity is not constant along the irreducible compo-
nents of X, the objective is to find a sequence of blow-ups along closed regular
equimultiple centers, say
X = X0 X1
pi1oo · · ·pi2oo Xnpinoo (4.3)
so that max multXn < max multX . If X is reduced and Xn is regular, this
sequence is a resolution of singularities of X. In the non-reduced case, Xn will
be non-reduced, and therefore it cannot be regular.
Definition 4.3.3. We will say that a sequence like (4.3) is a simplification of X
if the multiplicity is constant along the irreducible components of Xn.
Remark 4.3.4. Note that, if (4.3) is a simplification of X, then the scheme Xn
cannot be “improved” any more, in the sense that we already obtain a regular
scheme by taking reduction (see Proposition 4.3.1).
Proposition 4.3.5. Let X be an equidimensional excellent scheme, and let Y
be a closed regular subscheme of X. Then Y defines an equimultiple center in
X if and only if it defines an equimultiple center in Xred.
Proof. Denote by η the generic point of Y . First, suppose that Y defines an
equimultiple permissible center for X. By assumption, for each point ξ ∈ Y
we have that multX(ξ) = multX(η). Moreover, since every neighborhood of ξ
contains η, Lemma 4.3.2 ensures that multXred(ξ) = multXred(η). Thus Y ⊂
Xred defines an equimultiple permissible center for Xred. The converse follows
similarly.
Recall that X and Xred are naturally linked by a closed immersion of sche-
mes, say Xred ↪→ X. In what follows, we present a series of technical results
intended to prove that this relation is preserved by sequences of blow-ups along
closed regular centers.
Consider a noetherian ring B, and an ideal J = 〈x1, . . . , xr〉 ⊂ B. The blow-
up of B at J , which we will denote by BlJ(B), can be covered by r affine charts
associated to the elements x1, . . . , xr. The chart corresponding to xi, also called
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the xi-chart of BlJ(B), can be expressed as Spec(Bi), with Bi = [B[JW ]xiW ]0.
It is not hard to see that the points of the xi-chart of BlJ(B) are in one-to-one
correspondence with the homogeneous primes of B[JW ] which do not contain
xiW .
In addition, consider another ideal I ⊂ B which contains and is integral over
J . Assume that I = 〈x1, . . . , xr, xr+1, . . . , xr+s〉, with xr+1, . . . , xr+s integral
over J , and let Spec(B′i) denote xi-chart of BlI(B) for i = 1, . . . , r + s.
Lemma 4.3.6. Under the previous hypotheses, BlI(B) can be covered by the r
affine charts corresponding to the elements x1, . . . , xr.
Proof. Fix j ∈ {r + 1, . . . , r + s}. Since xj is integral over J = 〈x1, . . . , xr〉, the
element xjW must be integral over JW ⊂ B[IW ]. Thus, if p ⊂ B[IW ] is a
homogeneous prime not containing xjW , then xiW /∈ p for some i ∈ {1, . . . , r}.
In other words, every point of Spec(B′j) must be contained in one of the charts
Spec(B′1), . . . ,Spec(B′r).
Proposition 4.3.7. Let B be a noetherian ring, and I ⊂ B an ideal containing
the nilradical of B. Denote by I ′ the image of I in Bred. Then there is a natural
commutative diagram, say
Spec(B) BlI(B)oo
Spec(Bred)
OO
BlI′(Bred),oo
OO
which induces an isomorphism BlI′(Bred) ' (BlI(B))red.
Proof. Fix a set of generators of I ′ ⊂ Bred, say x′1, . . . , x′r, and a collection of
preimages of these elements, say x1, . . . , xr ∈ I. Observe that I = 〈x1, . . . , xr〉+
N , where N denotes the nilradical of B. In particular, note that I must be
integral over 〈x1, . . . , xr〉. Thus, by the previous lemma, BlI(B) can be covered
by the affine charts corresponding to x1, . . . , xr.
Let Spec(Bi) and Spec(B
′
i) be the affine charts of BlI(B) and BlI′(Bred) asso-
ciated to xi and x
′
i respectively. By definition, there is a natural homomorphism
Bi =
[
B[IW ]xiW
]
0
// B′i =
[
Bred[I
′W ]x′iW
]
0
.
One can readily check that this morphism is surjective, and that its kernel coin-
cides with the nilradical of Bi. Therefore, B
′
i ' (Bi)red. Finally, since all these
homomorphisms are compatible, they induce a morphism BlI(B) ← BlI′(Bred)
which makes the above diagram commutative.
The next result shows the equivalence between the process of simplification
of X and that of resolution of Xred.
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Proposition 4.3.8. Let X be an equidimensional excellent scheme and let Xred
denote the underlying reduced scheme. Every sequence of blow-ups along closed
regular equimultiple centers on X, say
X = X0 X1oo · · ·oo Xm,oo (4.4)
induces a sequence of blow-ups along closed regular equimultiple centers on Xred,
say
Xred = X
′
0 X
′
1
oo · · ·oo X ′m,oo (4.5)
and vice-versa, and these sequences are linked by a natural commutative diagram
X0 X1oo · · ·oo Xmoo
X ′0
ρ0
OO
X ′1oo
ρ1
OO
· · ·oo X ′m,oo
ρm
OO
where ρ1, . . . , ρm represent a closed immersions, and X
′
i ' (Xi)red via ρi for i =
1, . . . ,m. In particular, (4.5) is a resolution of singularities of Xred if and only
if the composition (4.4) is a simplification of X in the sense of Definition 4.3.3.
Proof. By Proposition 4.3.5, any closed regular equimultiple center in X defines
a closed regular equimultiple center in Xred, and vice-versa. In addition, given
such a center Y , one has that
BlY (Xred) ' (BlY (X))red
by Proposition 4.3.7. Thus the result follows by induction on the number of
blow-ups.
The last claim concerning the resolution of Xred and the simplification of X
follows from Proposition 4.3.1.
4.4 Canonical Rees algebra attached to the
multiplicity
Throughout this section, X will denote a variety over a perfect field k. Next we
will define a Rees algebra over X which, in contrast to those algebras attached
to a local presentation of multX , turns out to be intrinsic to the variety.
Definition 4.4.1. For a point ξ ∈ Max multX , consider a local presentation of
Max multX in a neighborhood of ξ given by a closed immersion X ↪→ V and a
Rees algebra G. We define the OX -Rees algebra GX as
GX = D iff k(G)|X .
Remark 4.4.2. The immersion X ↪→ V is defined on an e´tale neighborhood of ξ,
not on X itself. Hence GX is just defined locally in e´tale topology.
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At first sight, it may seem that the definition of GX depends on the immersion
X ↪→ V and the algebra G. However, we will show that it is intrinsic to X. More
precisely, we will prove that, regardless of the local presentation chosen, GX is
well defined up to integral closure.
Lemma 4.4.3 (cf. [10, Lemma 29.1]). Let X be a variety over a perfect field
k. Suppose that, for a local presentation of Max multX given by an embedding
X ↪→ V and a Rees algebra G over V , we have a commutative diagram as follows,
V ′
β

X 
 //
/ 
ρ
>>
V,
where ρ represents a closed immersion, and β is a smooth morphism. Then there
exists an OV ′-Rees algebra G′ which defines a local presentation of Max multX
via ρ, and such that G′|X = G|X . Moreover, if G is differentially saturated with
respect to k, the same holds for G′.
Theorem 4.4.4. For a variety X defined over a perfect field k, the Rees algebra
GX is well defined up to integral closure, i.e., it does not depend on the choice
of G or the immersion X ↪→ V .
Proof. Consider two local presentations of Max multX given by immersionsX ↪→
V1 and X ↪→ V2, and Rees algebras G1 and G2 respectively. Assume without loss
of generality that G1 = D iff k(G1), and G2 = D iff k(G2). Then define V ′ =
V1 ×Spec(k) V2. Observe that V ′ is a smooth variety endowed with two natural
smooth morphisms: V ′ → V1, and V ′ → V2. Moreover, by the universal property
of the fibered product, there is a closed immersion X ↪→ V ′ making the following
diagram commutative:
X 
 //
&& **
V ′
 
V1 V2.
Note that, for i = 1, 2, the varieties V ′ and Vi, together with the algebra Gi,
are under the hypotheses of Lemma 4.4.3. Hence there exists a differentially
saturated OV ′-Rees algebra, say G′i, such that
Gi|X = (G′i)|X .
Since both (V ′,G′1) and (V ′,G′2) represent Max multX , Corollary 3.6.13 yields
G′1 = G′2, and therefore (G′1|X) = (G′2|X).
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4.5 Finite extensions
Consider a finite extension of domains of finite type over a perfect field k, say
B ⊂ B′. Denote by K and K ′ the fields of fractions of B and B′ respectively.
Suppose that B ⊂ B′ has generic rank n, i.e, that [K ′ : K] = n. Consider also
the morphism ϕ : X ′ → X induced by the inclusion B ⊂ B′.
Proposition 4.5.1. Under the previous hypotheses we have that
max multX′ ≤ n ·max multX .
In addition, if the equality holds in the latter expression, then
ϕ(Max multX′) ⊂ Max multX .
Proof. Fix a prime ideal q ⊂ B′, and set p = q ∩B. Denote by q1 = q, q2, . . . , ql
the preimages of p by ϕ (by abuse of notation, we shall identify the prime ideals
of B and B′ with the points of X and X ′ respectively). Zariski’s formula for
finite morphisms (Theorem A.0.2) says that
eBp(pBp)[K
′ : K] =
l∑
i=1
eB′qi
(pB′qi)[k(qi) : k(p)],
where k(p), and k(q1), . . . , k(ql) denote the residue fields of p, and q1, . . . , ql
respectively. Recall that pB′q ⊂ qB′q implies eB′q(pB′q) ≥ eB′q(qB′q). In this way,
as all the terms in the previous equation are positive, we deduce that
eBp(pBp)[K
′ : K] ≥ eB′q(pB′q) ≥ eB′q(qB′q).
Thus, substituting eBp(pBp) = multX(p) and eB′q(qB
′
q) = mult
′
X(q), we obtain
n ·multX(p) ≥ multX′(q).
In particular, for the case in which q ∈ Max multX′ this inequality yields
max multX′ = multX′(q) ≤ n ·multX(p) ≤ n ·max multX .
Finally, if the equality holds in the latter expression, we must have multX(p) =
max multX . Hence ϕ(q) = p ∈ Max multX .
Proposition 4.5.2. In addition to the previous hypotheses, let us assume that
max multX′ = n ·max multX . Then ϕ maps the closed set Max multX′ homeo-
morphically onto its image in Max multX . Moreover, if Y ⊂ Max multX′ is a
regular closed subset, so is ϕ(Y ) ⊂ Max multX , and vice-versa.
Proof. After replacingX andX ′ by suitable e´tale neighborhoods, we may assume
that there exists a regular domain, say S ⊂ B, such that S ⊂ B is a finite
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extension of generic rank m = max multX (i.e., with [K : K0] = m, where K0
denotes the field of fractions of S). Then we have a commutative diagram
X ′ = Spec(B′)
ψ′
''
ϕ

X = Spec(B)
ψ // Spec(S).
Note that S ⊂ B′ is also a finite extension of generic rank mn = max multX′ .
Under the previous hypotheses, it can be proved that ψ maps Max multX
homeomorphically to its image in Spec(S) (see Corollary 5.9, p. 346 [34]). In
addition, a closed subset Y ⊂ Max multX is regular if and only if so is ψ(Y ) ⊂
ψ(Max multX) (Proposition 6.3, p. 349 [34]). And similar properties hold for ψ
′
and Max multX′ . Hence the proposition follows from the commutativity of the
diagram above.
Proposition 4.5.3. Let ϕ : X ′ → X be a finite and dominant morphism of
varieties over a perfect field k. Suppose that ϕ has generic rank n, and that
max multX′ = n ·max multX . Then the pull-back of the Rees algebra GX to X ′
is a subalgebra of GX′.
Proof. We shall begin by constructing local presentations of Max multX and
Max multX′ as in Remark 4.1.5. Suppose that X = Spec(B), X
′ = Spec(B′),
and replace them by suitable e´tale neighborhoods if necessary. Then consider a
regular domain S ⊂ B as in the proof of the previous proposition. Assume that
B = S[θ1, . . . , θr], and B
′ = S[θ1, . . . , θr, θr+1, . . . , θr+l] with θi integral over S
for i = 1, . . . , r + l. Let fi(Ti) ∈ S[Ti] be the minimal polynomial of θi over S,
and denote by ni the degree of fi(Ti). Then recall that the closed immersion
X 
 // V = Spec(S[T1, . . . , Tr]),
together with the Rees algebra
G = OV
[
f1(T1)W
N1 , . . . , fr(Tr)W
Nr
]
,
is a local presentation of Max multX . Similarly, the immersion
X ′ 
 // V ′ = Spec(S[T1, . . . , Tr, Tr+1, . . . , Tr+l]),
together with
G′ = OV ′
[
f1(T1)W
N1 , . . . , fr+l(Tr+l)W
Nr+l
]
,
is a local presentation of Max multX′ .
Note that, by construction, there is a smooth morphism β : V ′ → V . Since
f1(T1)W
N1 , . . . , fr(Tr)W
Nr ∈ G′, it follows that β∗(G) ⊂ GV ′ . Moreover, since β
is smooth, every differential operator on V can be lifted to a differential operator
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in V ′. Hence β∗(D iff k(G)) ⊂ D iff k(G′). Finally, from the commutativity of the
diagram
V ′
β

X ′? _oo
ϕ

V X,? _oo
we deduce that ϕ∗(GX) ⊆ GX′ .
Example 4.5.4. Let us use the same notation as above. Suppose that X =
Spec(B) is the curve defined by
B = k[u¯, v¯] = k[u, v]/〈v2 − u5〉,
where u, v represent variables, and let u¯, v¯ denote their residue classes modulo
v2 − u5. Let ξ ∈ X be the point defined by the ideal 〈u¯, v¯〉. Observe that ξ is
the only singular point of X, and multX(ξ) = 2. In addition, consider the ring
B′ = k
[
u¯,
v¯
u¯
]
= k
[
u,
v
u
]/〈(v
u
)2 − u3〉 ,
and the curve X ′ = Spec(B′), which corresponds to the u¯-chart of the blow-up
of X along 〈u¯, v¯〉. Note that v¯u¯ is integral over B, since it satisfies the equation
( v¯u¯)
2 − u¯3 = 0. Hence, B ⊂ B′ is a finite extension of generic rank 1. Moreover,
one readily checks that
max multX′ = 1 ·max multX = 2.
Therefore, X and X ′ are under the hypotheses of Proposition 4.5.3.
Next, let us construct local presentations of Max multX and Max multX′
following the procedure of Remark 4.1.5. Taking S = k[u¯] ⊂ B, we have B =
S[θ1], and B
′ = S[θ2], where θ1 = v¯, and θ2 = v¯u¯ . The minimal polynomials of
θ1 and θ2 over S are f1(T1) = T
2
1 − u¯5, and f2(T2) = T 22 − u¯3 respectively. Hence
a local presentation of Max multX is given by the variety V = Spec(S[T1]),
together with the algebra
G = OV [(T 21 − u¯5)W 2].
Similarly, the variety V ′ = Spec(S[T2]), together with
G′ = OV ′
[
(T 22 − u¯3)W 2
]
,
defines a local presentation of Max multX′ .
To obtain GX and GX′ we shall first compute the differential saturation of G
and G′. Assume that char(k) 6= 2, 3, 5. In virtue of Remark 3.6.11,
D iff k(G) = OV
[
T1W, u¯
4W, (T 21 − u¯5)W, (T 21 − u¯5)W 2
]
= OV
[
T1W, u¯
4W, (T 21 − u¯5)W 2
]
,
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and
D iff k(G′) = · · · = OV ′
[
T2W, u¯
2W, (T 22 − u¯3)W 2
]
.
Then, restricting these algebras to X and X ′ respectively, we obtain
GX = OX
[
v¯W, u¯4W
]
,
and
GX′ = OX′
[ v¯
u¯
W, u¯2W
]
.
Since v¯W = u¯ · v¯u¯W and u¯4W = u¯2 · u¯2W , one readily checks that the pull-back
of GX is contained in GX′ .
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Chapter 5
Differential conditions
Let S be a regular ring. Recall that, for an element f ∈ S and a prime ideal
p ⊂ S, the order of f at p is defined by
νp(f) = max {n ∈ N | f ∈ pnSp} .
When S is a polynomial ring in a finite number of variables over a field k, say
S = k[T1, . . . , Tr], there is a Jacobian criterion saying that
νp(f) ≥ N ⇐⇒ DiffN−1(S)(f) ⊂ p, (5.1)
where
DiffN−1(S)(f) =
〈
∆(f) | ∆ ∈ DiffN−1(S)〉
(see Lemma 5.4.1). Note that here k is not necessarily a perfect field, and that
∆ runs over all the absolute differential operators on S, not only those which
are relative to k.
In this chapter we introduce conditions on a general regular ring S so as to
ensure that (5.1) holds for any f ∈ S and any p ∈ Spec(S). In the case that
S is defined over a field of characteristic zero, this will be the weak Jacobian
condition. On the other hand, if S is a regular ring defined over a field of
characteristic p > 0, then we will require that S admits a p-basis over the prime
field Fp.
The chapter is organized as follows: in Section 5.1 we introduce the weak
Jacobian condition; Section 5.2 is devoted to the study of p-bases and differen-
tial operators; along Section 5.3 we discuss some issues related to p-bases and
regular systems of parameters on local rings; finally, in Section 5.4 we give two
extensions of the Jacobian criterion mentioned above (see Proposition 5.4.3 and
Proposition 5.4.7).
67
5. Differential conditions
5.1 The weak Jacobian condition
Let S be a regular ring and p ⊂ S a prime ideal. Given elements x1, . . . , xs ∈ S,
and derivatives δ1, . . . , δr ∈ Der(S), we shall denote the (r× s)-matrix (δixj) by
Jac(x1, . . . , xs; δ1, . . . , δr).
Similarly, the matrix (δixj modulo p) will be denoted by
Jac(x1, . . . , xs; δ1, . . . , δr)(p).
Note that S/p ⊂ k(p) = Sp/pSp. Thus the latter can be regarded as a matrix
over the field k(p).
Lemma 5.1.1. Let S be a regular ring, p ⊂ S a prime ideal, and δ1, . . . , δr ∈
Der(S) a collection of derivatives. Consider two collections of elements in p, say
x1, . . . , xs ∈ p and y1, . . . , yt ∈ p. If 〈x1, . . . , xs〉 = 〈y1, . . . , yt〉, then
rank Jac(x1, . . . , xs; δ1, . . . , δr)(p) = rank Jac(y1, . . . , yt; δ1, . . . , δr)(p).
Proof. Assume without loss of generality that S = Sp. By the Leibniz’s rule,
each δi induces a k(p)-linear map δi : p/p
2 → k(p), which maps an element
f ∈ p/p2 to δif ∈ k(p) (here f represents the class of f in p/p2, and δif that of
δif in S/p). In this way, δ1, . . . , δr induce an application of k(p)-vector spaces,
say δˆ : p/p2 → k(p)r, given by f 7→ (δ1f, . . . , δrf) for f ∈ p.
Next consider the k(p)-vector space spanned by the classes of x1, . . . , xs in
p/p2, say E1 = 〈x1, . . . , xs〉 ⊂ p/p2. Note that
rank Jac(x1, . . . , xs; δ1, . . . , δr)(p)
is precisely the dimension of the k(p)-subspace δˆ(E1) ⊂ k(p)r. Similarly, set
E2 = 〈y1, . . . , yt〉 ⊂ p/p2, and observe that
rank Jac(y1, . . . , yt; δ1, . . . , δr)(p)
coincides with the dimension of δˆ(E2) ⊂ k(p)r. Since 〈x1, . . . , xs〉 = 〈y1, . . . , yt〉,
we have that E1 = E2, and thus the result follows.
According to the previous lemma, for any ideal I ⊂ p, we can define unam-
biguously
rank Jac(I; δ1, . . . , δr)(p) := rank Jac(x1, . . . , xs; δ1, . . . , δr)(p),
where x1, . . . , xs is any collection of generators of I. In addition, for an arbitrary
subset D ⊂ Der(S), we shall define
rank Jac(I;D)(p)
as the supremum of rank Jac(I; δ1, . . . , δr)(p), where {δ1, . . . , δr} runs over the
finite subsets of D.
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Lemma 5.1.2. Let S be a regular ring, and D ⊂ Der(S) a subset of derivatives.
Then, for each prime p ⊂ S,
rank Jac(p;D)(p) ≤ dim(Sp).
Proof. According to the proof Lemma 5.1.1, the rank of Jac(p;D)(p) is bounded
by that of p/p2 over k(p), which coincides with dim(Sp) by the regularity of
S.
Definition 5.1.3 (Weak Jacobian condition, cf. [26, §40.F]). Let S be a regular
ring and D ⊂ Der(S) a submodule of derivatives. We shall say that D satisfies
the weak Jacobian condition (WJ) on S, or equivalently that S satisfies WJ
relative to D, if
rank Jac(p;D)(p) = dim(Sp)
for each prime ideal p ⊂ S. When Der(S) satisfies WJ on S, we shall simply say
that S satisfies WJ. For a regular noetherian scheme V , we shall say that WJ
holds on V if there exists an open affine covering of V , say V =
⋃
Spec(Si), so
that each Si satisfies WJ.
Remark 5.1.4 (Localization). Let S be a regular ring, and D ⊂ Der(S) a sub-
module of derivations. Consider an arbitrary localization of S, say S′ = U−1S,
where U denotes a multiplicative subset of S (for instance, S′ = Sf for some
f ∈ S, or S′ = Sq for some prime q ⊂ S). Observe that D ⊂ U−1D, and p ⊂ pS′
for all primes p ⊂ S. In this way, if D satisfies the weak Jacobian condition on S,
one readily checks that U−1D ⊂ Der(S′) is a S′-module that satisfies the weak
Jacobian condition on S′.
The following results (Lemma 5.1.5 and Lemma 5.1.6) are inspired by the
ideas of Matsumura (see [26, §40]).
Lemma 5.1.5. Let (R,M) be a regular local ring of dimension d, and D ⊂
Der(R) a submodule of derivations satisfying
rank Jac(M;D)(M) = dim(R).
Then, for each regular system of parameters of R, say x1, . . . , xd, there exist
derivatives δ1, . . . , δd ∈ D so that δi(xj) = δij (Kronecker’s delta) for all 1 ≤
i, j ≤ d.
Proof. By assumption there are derivatives δ∗1 , . . . , δ∗d ∈ D so that
rank Jac(x1, . . . , xd; δ
∗
1 , . . . , δ
∗
d)(M) = d.
Hence the square matrix
M = Jac(x1, . . . , xd; δ
∗
1 , . . . , δ
∗
d) ∈ Matd×d(R)
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has non-zero determinant modulo M. This implies that det(M) is a unit in R,
and therefore the matrix M is invertible in Matd×d(R). Let M−1 denote the
inverse of M , and set δ1...
δd
 = M−1
δ
∗
1
...
δ∗d
 .
Then one readily checks that
Jac(x1, . . . , xd; δ1, . . . , δd) = M
−1M = Id×d,
which means that δi(xj) = δij for all 1 ≤ i, j ≤ d.
Lemma 5.1.6. Let S be a regular ring and fix a submodule of derivatives D ⊂
Der(S). For each prime ideal p ⊂ S, the following conditions are equivalent:
i) rank Jac(p;D)(p) = dim(Sp).
ii) For each regular system of parameters of Sp, say x1, . . . , xd, there exist
derivatives δ1, . . . , δd ∈ Dp so that δi(xj) = δij (Kronecker’s delta) for all
1 ≤ i, j ≤ d.
iii) There exists a regular system of parameters of Sp, say x1, . . . , xd, and
derivatives δ1, . . . , δd ∈ Dp, so that δi(xj) = δij (Kronecker’s delta) for
all 1 ≤ i, j ≤ d.
Proof. Lemma 5.1.5 yields i) ⇒ ii), and ii) ⇒ iii) is trivial. Thus we just need
to prove iii) ⇒ i).
Fix a prime ideal p ⊂ S, and suppose that iii) holds. Since δ1, . . . , δd ∈ Dp,
we should have
δi = ai1δ
∗
1 + · · ·+ airδ∗r ,
for some global derivatives δ∗1 , . . . , δ∗r ∈ D and some coefficients aij ∈ Sp. Set
A = (aij) ∈ Matd×r(Sp). Clearly,
Jac(x1, . . . , xd; δ1, . . . , δd) = A · Jac(x1, . . . , xd; δ∗1 , . . . , δ∗r ).
Thus we see that the rank of the left Jacobian matrix (modulo pSp) is bounded
by that of the right Jacobian matrix (modulo pSp), i.e.,
dim(Sp) = rank Jac(x1, . . . , xd; δ1, . . . , δd)(pSp)
≤ rank Jac(x1, . . . , xd; δ∗1 , . . . , δ∗r )(pSp).
Choose a set of generators of p over S, say p = 〈f1, . . . , fs〉. This is also a set of
generators of pSp over Sp. Thus, by Lemma 5.1.1, we have that
dim(Sp) ≤ rank Jac(x1, . . . , xd; δ∗1 , . . . , δ∗r )(pSp)
= rank Jac(f1, . . . , fs; δ
∗
1 , . . . , δ
∗
r )(pSp) ≤ rank Jac(p;D)(p),
which implies dim(Sp) = rank Jac(p;D)(p) by Lemma 5.1.2.
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Proposition 5.1.7. Let S be a regular algebra of finite type over a perfect field
k. Then S satisfies the weak Jacobian condition relative to Derk(S).
Proof. Fix a prime ideal q ⊂ S. Since S/q is a finite type domain over k, there
should be a maximal ideal containing q, say q ⊂ m ⊂ S, so that Sm/qSm is
regular (this follows from Proposition B.0.8, Proposition B.0.11, and the Zero-
point theorem of Hilbert [26, Theorem 25, p. 93]). Hence it is possible to find a
regular system of parameters of Sm, say x1, . . . , xd, so that qSm = 〈x1, . . . , xe〉Sm,
where e = dim(Sq). Then x1, . . . , xe is a regular system of parameters of Sq.
Next consider the subalgebra k[x1, . . . , xd] ⊂ Sm, which can be regarded as
a polynomial ring contained in Sm. By Lemma [4, Theorem V.3.2, p. 91], Sm is
flat over k[x1, . . . , xd]. Thus we see that
k[x1, . . . , xd]〈x1,...,xd〉 −→ Sm
is an e´tale morphism of local rings (see Corollary C.0.4). Then the partial
derivatives ∂∂x1 , . . . ,
∂
∂xe
can be uniquely extended to local derivatives on Sm
(see Lemma C.0.5), and, by localization, on Sq. Denote these extensions by
δ1, . . . , δe ∈ Derk(Sq) respectively. By definition,
δi(xj) = δij (Kronecker’s delta)
for all 1 ≤ i, j ≤ e. Note also that Derk(Sq) ' Derk(S) ⊗S Sq by [20, Proposi-
tion 16.8.6, p. 41]. Hence Lemma 5.1.6 yields
rank Jac(q,Derk(S))(q) = dim(Sq).
Repeating this argument for each prime ideal q ⊂ S, we see that S satisfies the
weak Jacobian condition relative to Derk(S).
Theorem 5.1.8 ([26, Theorem 97, p. 286]). Let R be a power series ring over
a field k, say R = k[[x1, . . . , xd]]. Then the weak Jacobian condition holds on R.
Theorem 5.1.9 ([26, Theorem 101, p. 291]). Let S be a regular ring over a
field of characteristic zero. If the weak Jacobian condition holds on S, then S is
excellent.
Theorem 5.1.10 ([26, Theorem 103, p. 292]). Let S be a regular ring. If
S[T1, . . . , Tn] satisfies the weak Jacobian condition for all n ≥ 0, then S is excel-
lent.
5.2 Differential operators in positive characteristic:
p-bases
Let k be an arbitrary field k of characteristic p > 0. In this section we review
the notion of p-basis of a ring S over k and we discuss some properties related
to it.
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Definition 5.2.1. Let k be a ring over Fp, and S an arbitrary k-algebra. We
will say that a finite set {b1, . . . , br} ⊂ S is p-independent over k if the set of
monomials {bα11 · . . . · bαrr | 0 ≤ αi < p} is linearly independent over the subring
Sp[k]. A set B ⊂ S is said to be p-independent over k if each finite subset of B
is so. The set B is called a p-basis of S over k if it is p-independent over k, and
S = Sp[k][B].
An absolute p-basis of S is defined as a p-basis of S over the prime field Fp.
Remark 5.2.2. If B is a p-basis of S over k, then S can be regarded as a free
Sp[k]-module with the set of monomials {bα11 · . . . · bαrr | 0 ≤ αi < p} as a basis.
Remark 5.2.3 (Summary of p-bases). In general, given an arbitrary ring S of
characteristic p > 0 and subring k ⊂ S, there is no a p-basis of S over k.
However:
• If K/k is a field extension, then K always admits a p-basis over k (see
Example 5.2.4 below).
• Any p-basis of K over k can be extended to a p-basis of the polynomial
ring K[T1, . . . , Tn] over k (see Lemma 5.2.8).
• In spite of the previous property, we will show that, in general, the power
series ring K[[T1, . . . , Tn]] does not admit a p-basis over k (see Exam-
ple 5.3.3).
Along Section 5.3 we will also discuss some properties related to the existence
of p-bases on regular regular rings. More precisely we will show that:
• If a noetherian domain S admits an absolute p-basis, then S is regular and
excellent (see Remark 5.2.15 and Proposition 5.3.6).
• There are also examples of regular excellent local rings which do not admit
an absolute p-basis. Indeed, we will exhibit a complete regular local ring of
dimension 1 which does not have an absolute p-basis (see Example 5.3.3).
• Let k be an arbitrary field of characteristic p > 0. Then any regular variety
over k can be covered by affine charts of the form Spec(S) so that S admits
an absolute p-basis (see Proposition 5.3.12).
Example 5.2.4. In the case of a field extension, say K/k, one can always find a
p-basis of K over k. Indeed, it can be shown that a p-independent set B ⊂ K
is a p-basis of K over k if and only if it is a maximal p-independent set. Thus,
by Zorn’s lemma, K admits a p-basis. However, these arguments do not apply
for arbitrary rings. For instance, consider the ring F2[x, y], where x, y represent
variables. It can be checked that {x, xy} is a maximal p-independent set over
F2, but it is not a p-basis of F2[x, y] over F2.
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Lemma 5.2.5. If a set B ⊂ S is p-independent over k, then
Sp[k][B] ' Sp[k][Tb | b ∈ B]/〈T pb − bp | b ∈ B〉,
where {Tb}b∈B represent variables.
Proof. There is a natural homomorphism of Sp-algebras from the polynomial
ring Sp[k][Tb | b ∈ B] to S, which maps the variable Tb to b for each b ∈ B.
Obviously the ideal generated by the elements of the form T pb − bp is contained
in the kernel of this map. Finally, since Sp[k][Tb | b ∈ B]/〈T pb − bp | b ∈ B〉 is a
free Sp[k]-module with the monomials of the form Tα1b1 · . . . · Tαrbr , 0 ≤ αi < p, as
a basis, the claim holds.
Lemma 5.2.6 (Localization). Let k be a ring over Fp and let S be an arbitrary
k-algebra which has a p-basis over k, say B. Consider a multiplicative subset
U ⊂ S which does not contain nilpotent elements. Then the image of B in U−1S
is a p-basis of U−1S over k.
Proof. Set Up = {up | u ∈ U}, which is a multiplicative subset of Sp[k]. Observe
that
U−1S = (Up)−1S = S ⊗Sp[k] (Up)−1(Sp[k]).
Since S is a free Sp[k]-module with the set of monomials of the form bα11 · . . . · bαrr
with bi ∈ B and 0 ≤ αi < p as basis, the image of these monomials is also a
basis of U−1S over (Up)−1(Sp[k]). Hence the image of B is a p-basis of U−1S
over k.
Remark 5.2.7. Let k, S and B be as in the previous lemma. Suppose that one
of the monomials bα11 · . . . · bαrr has a zero-divisor in S, say s. Then, from the
definition of p-independence, it follows that sp = 0, i.e., s is nilpotent.
Lemma 5.2.8. Let k be a ring over Fp and let S be an arbitrary k-algebra which
has a p-basis over k, say B. Consider the polynomial ring S′ = S[T1, . . . , Tn].
Then the set B′ = B ∪ {T1, . . . , Tn} is a p-basis of S′ over k.
Proof. Observe that (S′)p[k] = Sp[k][T p1 , . . . , T
p
n ]. Since S is a free Sp[k] module
with the monomials of the form bα11 · . . . · bαrr , 0 ≤ αi < p, as a basis, it follows
easily that S′ is a free (S′)p[k]-module with the monomials of the form bα11 · . . . ·
bαrr T
β1
1 · . . . · T βnn , 0 ≤ β < p, as a basis. Hence B′ is a p-basis of S′ over k.
p-bases and derivatives
Definition 5.2.9. Let S be an arbitrary k-algebra and suppose that Ω1S/k is a
free S-module. A subset B ⊂ S is called a differential basis of Ω1S/k if the set
dS/k(B) = {dS/k(b) | b ∈ B} is a basis of Ω1S/k.
Lemma 5.2.10. If B is a p-basis of S over k, then Ω1S/k is a free S-module with
the set B as a differential basis.
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Proof. Using the notation of Lemma 5.2.5, set A0 = S
p[k], A = A0[Tb | b ∈ B],
and J = 〈T pb − bp | b ∈ B〉. Observe that, in this way, S = A/J , and Ω1S/k =
Ω1S/A0 . Then, by Theorem 2.1.6, there is a natural exact sequence
J/J2
dA/A0 // Ω1A/A0 ⊗A S // Ω1S/k // 0.
Since T pb ∈ Ap, one readily checks that J/J2 is mapped to zero via dA/A0 . Thus
we have an isomorphism
Ω1A/A0 ⊗A S
∼ // Ω1S/k,
which maps the class of dA/A0(Tb) to dS/k(b) for each b ∈ B. Hence Ω1S/k is a
free module with {dS/k(b) | b ∈ B} as a basis.
Remark 5.2.11. Let k be a ring over Fp and let S be an arbitrary k-algebra which
admits a p-basis over k, say B. In virtue of Lemma 5.2.10, any set-theoretical
map ϕ0 : B → S induces a unique k-derivation, say δ0 : S → S, such that
δ0(b) = ϕ0(b) for b ∈ B. Thus, for each b ∈ B, there exists a unique derivative of
S over k, which we shall denote by ∂∂b : S → S, satisfying ∂∂b(c) = δbc (Kronecker’s
delta) for all c ∈ B.
Next, consider another derivative δ ∈ Derk(S). Since Ω1S/k =
⊕
b∈B S dS/k(b),
one readily checks that
δ =
∑
b∈B
δ(b)
∂
∂b
.
Note that, in general, this is an infinite sum. However, for a given element
f ∈ S, as Ω1S/k is a free module with {dS/k(b) | b ∈ B} as a basis, there is a finite
number of elements b ∈ B so that ∂∂b(f) 6= 0. Thus, if we denote these elements
by b1, . . . , bs, we have that
δ(f) =
s∑
i=1
δ(bi)
∂
∂bi
(f).
Theorem 5.2.12 (Tyc [32, Theorem 1]). Let k be a ring over Fp, and S a
noetherian k-algebra. A subset B ⊂ S is a p-basis of S over k if and only if Ω1S/k
is a free S-module with B as a differential basis.
Remark 5.2.13. This result was first proved by Kimura and Niitsuma for the
case in which S is a regular local ring over Fp (see [24]). In fact, the proof of
Tyc is strongly based on that of Kimura and Niitsuma. Along this chapter, and
specially on Section 5.3, we will use several ideas introduced in the works of
Kimura and Niitsuma, and Tyc.
Remark 5.2.14. In general, given k and S as in Theorem 5.2.12, and provided
that Ω1S/k is a free S-module, we do not know whether S admits a p-basis over
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k. This happens because, as Ω1S/k might be an infinite module, the condition of
having a differential basis is stronger than that of being free. Only in the case
that Ω1S/k is finite we can ensure that S has a p-basis over k if and only if Ω
1
S/k
is free.
Remark 5.2.15. Suppose that S is a reduced noetherian ring over Fp that has
an absolute p-basis. Then, by [32, Theorem 2], S is smooth1 over Fp. This
implies that, for each prime ideal q ⊂ S, the local ring Sq is smooth over Fp, and
therefore Sq is formally smooth over Fp for the topology induced by its maximal
ideal. Hence Sq is regular by [26, Proposition 28.M, p. 207]. In this way we see
that, if a reduced noetherian ring S has an absolute p-basis, then S is regular.
Absolute p-bases and differential operators
Consider an arbitrary Fp-algebra S. In this section will draw attention to the ab-
solute differential operators of S under the assumption that S admits an absolute
p-basis. Recall that these are differential operators and p-bases defined over Fp
and that, in this situation, we shall abbreviate the universal pairs
(
Ω1S/Fp , dS/Fp
)
and
(
PnS/Fp , d
n
S/Fp
)
by
(
Ω1S , dS
)
and
(
PnS , d
n
S
)
respectively.
Lemma 5.2.16. Let k be a ring over Fp, A an arbitrary k-algebra, and M an
A-module. Consider a differential operator ∆ : A→M of order n over k. Then
∆ is Ap
e
-linear for all pe > n.
Proof. Let Φ ∈ HomA(PnA/k,M) be as in Proposition 2.2.4, i.e., Φ is the unique
homomorphism of A-modules so that Φ ◦ dnA/k = ∆. Recall that PnA/k = (A ⊗k
A)/In+1A/k , where IA/k denotes the kernel of the multiplication map A⊗k A→ A.
Fix two elements a, f ∈ A. Since n < pe, we have IpeA/k ⊂ InA/k. Hence,
(1⊗ a− a⊗ 1)pe = (1⊗ ape − ape ⊗ 1) ∈ InA/k,
and therefore 1⊗ ape = ape ⊗ 1 in PnA/k. Thus,
∆(ap
e
f) = Φ
(
1⊗ apef) = Φ(ape ⊗ f) = ape∆(f).
Proposition 5.2.17. Let S be a reduced algebra over Fp which has an absolute
p-basis, say B. Then, for each β ∈ N⊕B, there exists a differential operator of
order |β| over Fp, say D[B;β]S : S → S, so that
D
[B;β]
S (Bα) =
(
α
β
)
Bα−β (5.2)
for α ∈ N⊕B.
1Here smooth means formally smooth for the discrete topology (see [26, §28.D]).
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Proof. Fix β ∈ N⊕B and choose e > 0 so that pe > |β|. By definition of p-basis,
we have that
S ' Sp[Tb | b ∈ B]/〈T pb − bp | b ∈ B〉,
where {Tb}b∈B represent variables. Since S is reduced, S ' Sp via the Frobenius
isomorphism. Thus, by induction on e, we get
S ' Spe[Tb | b ∈ B]/〈T peb − bpe | b ∈ B〉.
Set A = Sp
e[
Tb | b ∈ B
]
, and J =
〈
T p
e
b − bp
e | b ∈ B〉. Regarding A as a
polynomial ring over Sp
e
, and according to Lemma 2.4.5, there is a Sp
e
-linear
differential operator Tayβ : A→ A so that
Tayβ(Tα) =
(
α
β
)
Tα−β
for α ∈ N⊕B. We will show that Tayβ induces a natural differential operator
D
[B;β]
S : S → S of order |β| over Fp via the quotient map A→ S ' A/J .
By composing Tayβ with the map A → S, we obtain a differential operator
Tayβ : A → S. Note that Tayβ(Tα) = (αβ)Bα−β for α ∈ N⊕B. In order to see
that Tayβ induces a differential operator D
[B;β]
S : S → S, we shall verify that it
annihilates the ideal J ⊂ A.
Recall that Tayβ is a differential operator of order |β| < pe over Spe . Then
it is simultaneously Sp
e
-linear and Ap
e
-linear (see Lemma 5.2.16). In this way,
for each a ∈ A and b ∈ B, we have that
Tayβ
(
a · (T peb − bpe)) = Tayβ(a) · (T peb − bpe) ∈ J.
This implies that Tayβ annihilates J , and hence it induces a differential operator
D
[B;β]
S : S → S as required.
Remark 5.2.18. At first sight, it may seem that the definition D
[B;β]
S depends on
the choice of e. However, as it will be shown in Corollary 5.2.19 below, there
exists a unique differential operator on S of order |β| over Fp satisfying condition
(5.2). Thus D
[B;β]
S is well-defined and unique. Hereafter, when there is no risk
of confusion, we shall simply write D[B;β] instead of D[B;β]S .
Corollary 5.2.19. Let S be a reduced ring over Fp. Suppose that S admits an
absolute p-basis, say B. Then S is differentially smooth over Fp and the differen-
tial operators D[B;β] defined in Proposition 5.2.17 have the following properties:
i) For all β, β′ ∈ N⊕B,
D[B;β] ◦D[B;β′] = D[B;β′] ◦D[B;β] = (β + β
′)!
β!β′!
D[B;β+β
′].
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ii) For any element f ∈ S, there exists a finite number of indexes β ∈ N⊕B so
that D[B;β](f) 6= 0.
iii) For any differential operator ∆ : S →M of order N (over Fp),
∆ =
∑
|β|≤N
∆(bβ)D[B;β].
(note that, although β runs over a possibly infinite set, ∆(f) is a finite sum
for each f ∈ S by the previous condition).
Proof. It follows from Lemma 5.2.10, the definition of the differential operators
D[B;β], and Theorem 2.3.2.
Corollary 5.2.20. Let S, B, and {D[B;β]}β∈N⊕B be as in Proposition 5.2.17.
Then, for every f1, . . . , fr ∈ S,
D[B;β](f1 · . . . · fr) =
∑
α1+···+αr=β
D[B;α1](f1) · . . . ·D[B;αr](fr).
Proof. Recall that, in the proof of Proposition 5.2.17, D[B;β] was constructed
from the differential operator Tayβ : A→ A, where A represents the polynomial
ring Sp
e
[Tb | b ∈ B]. Thus the claim follows from Lemma 2.4.7.
Remark 5.2.21. Let S be a ring over Fp which admits an absolute p-basis, say B,
and consider the polynomial ring S′ = S[T1, . . . , Tn]. The set T = {T1, . . . , Tn}
is a p-basis of S′ over S, and, according to Lemma 5.2.8, the set B′ = B ∪ T is
an absolute p-basis of S′. Observe that we have a natural isomorphism N⊕B′ '
NT ⊕N⊕B. Thus any β′ ∈ N⊕B′ can be uniquely decomposed as β′ = α+β, with
α ∈ NT and β ∈ N⊕B. Regarding α and β as elements of N⊕B′ , condition i) of
Corollary 5.2.19 says that
D
[B′;β′]
S′ = D
[B′;β]
S′ ◦D[B
′;α]
S′ .
Since D
[B′;α]
S′ acts linearly on the monomials on B, we have that D[B
′;α]
S′ is S-linear.
Hence, regarding S′ as a polynomial ring over S on the variables T1, . . . , Tn, and
following the notation of Definition 2.4.3, one readily checks that, for α ∈ NT ,
D
[B′;α]
S′ = Tay
α .
Note also that, for β ∈ N⊕B, (
D
[B′;β]
S′
)∣∣∣
S
= D
[B;β]
S .
In this way, for every f ∈ S and β′ = α+ β, we have that
D
[B′;β′]
S′ (f) =
(
D
[B′;β]
S′ ◦ Tayα
)
(f) = D
[B′;β]
S′ (f) = D
[B;β]
S (f).
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5.3 Absolute p-bases on regular rings
Along this section we explore some properties of those regular rings of charac-
teristic p > 0 which admit an absolute p-basis (i.e., a p-basis over Fp). The main
results are Proposition 5.3.1 and Proposition 5.3.12.
Regular systems of parameters
The proof of the following result, although not explicitly stated, is contained in
that of [24, Theorem].
Proposition 5.3.1. Let (R,M, k) be a regular local ring of characteristic p > 0
which admits an absolute p-basis. Then there exists a set B0 ⊂ R with the
following properties:
i) The image of B0 in the residue field k is an absolute p-basis of k.
ii) For any regular system of parameters of R, say x1, . . . , xd, the set
B = B0 ∪ {x1, . . . , xd}
is an absolute p-basis of R.
Proof. Fix an arbitrary p-basis of R, say A. Then Ω1R is a free R-module with
{dR(a) | a ∈ A} as a basis. Recall that, by Theorem 2.1.6, there is a natural
exact sequence
M/M2 // Ω1R ⊗R k // Ω1k // 0 .
Hence one can find a subset B0 ⊂ A so that the image of {dR(b) | b ∈ B0} in Ω1k
is a basis of Ω1k. We claim that B = B0 ∪ {x1, . . . , xd} is an absolute p-basis of
R.
Note that Ω1R/Rp[B0] is a free module with a differential basis given by the set
A \ B0. According to [24, Lemma 5],
|A \ B0| = rankkM/M2 = d.
Hence Ω1R/Rp[B0] is a finite module, and therefore R is finite over R
p[B0] by
[16, Proposition 1, p 1160]. In addition, by [24, Lemma 4], there is a natural
isomorphism of k-modules, say
M/M2 ' Ω1R/Rp[B0] ⊗R k,
where the class of xi in M/M
2 is identified with that of dR/Rp[B0](xi). By
Nakayama’s lemma, {x1, . . . , xd} is a differential basis of Ω1R/Rp[B0], and thus
[26, §38.G, Proposition, p. 276] implies that {x1, . . . , xd} is a p-basis of R over
Rp[B0].
Finally, since B0 is a p-basis of Rp[B0] over Rp and {x1, . . . , xd} is a p-basis
of R over Rp[B0], we conclude that B = B0 ∪ {x1, . . . , xd} is a p-basis of R over
Rp. That is, B is an absolute p-basis of R.
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Corollary 5.3.2. Under the hypotheses of Proposition 5.3.1, the set B0 is alge-
braically independent over Fp. Moreover, there is an inclusion Fp(B0) ⊂ R, and
this is a quasi-coefficient field of R. That is, the completion of R with respect
to its maximal ideal, say R̂, contains a unique coefficient field which extends
Fp(B0).
Proof. Since the image of B0 in k is a p-basis of k over Fp, and Fp is perfect,
the set B0 is algebraically independent over Fp (see [26, Theorem 89, p. 272]).
Hence Fp[B0] ∩M = ∅, and therefore Fp(B0) ⊂ R.
As Fp[B0] ∩M = ∅, we may think that Fp(B0) ⊂ k. Then k is a formally
e´tale extension of Fp(B0) (see [26, §38.E, p. 273]), and hence it can be lifted to
a unique coefficient field of R̂.
Example 5.3.3. Here we exhibit a regular local ring of characteristic p > 0 which
does not admit an absolute p-basis. Consider a field k of charactersitic p > 0 so
that [k : kp] =∞. We claim that the ring R = k[[x]] does not admit an absolute
p-basis.
We shall prove the claim by contradiction. Assume that B is an absolute
p-basis of R. By Theorem 5.2.12, there is a subset B0 ⊂ B so that B0 ∪ {x} is
an absolute p-basis of R. Moreover, according to Corollary 5.3.2, the set B0 is
algebraically independent over Fp, and there is a unique coefficient field k0 ⊂ R
which extends Fp(B0). Thus, by Cohen’s structure theorem, R = k0[[x]].
Note that, as [k : kp] = ∞, the set B0 is infinite. Fix an infinite countable
subset {ai}i∈N ⊂ B0 and consider the element
f =
∞∑
i=0
aix
i ∈ k0[[x]].
Observe that, by construction, the coefficients of f (regarded as power series
in k0[[x]]) generate an infinite extension of k
p
0. On the other hand, note that
Rp = kp0[[x
p]]. Since B0 ∪ {x} is a p-basis of R, it should follow that
f ∈ Rp [a0, . . . , am, x] = (kp0[a0, . . . , am]) [[x]]
for some m 0, which is clearly impossible. Thus we conclude that R = k[[x]]
does not admit an absolute p-basis.
Remark 5.3.4. Suppose that k if a field of characteristic p > 0. If [k : kp] < ∞
and B0 is an absolute p-basis of k, one can check that B0 ∪ {x} is a p-basis of
k[[x]]. Thus, attending to Example 5.3.3 above, we see that the power series ring
k[[x]] admits an absolute p-basis if and only if [k : kp] <∞.
A criterion of excellence
Lemma 5.3.5. Let S be a regular ring over Fp which admits an absolute p-basis.
Then S satisfies the weak Jacobian condition.
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Proof. Fix a prime ideal p ⊂ S, and a regular system of parameters of Sp, say
x1, . . . , xd. We need to check that
rank Jac(p,Der(S))(p) = dim(Sp).
To this end we will use the equivalence of Lemma 5.1.6. Namely, we will show
that there exist local derivatives
δ1, . . . , δd ∈ Der(S)p ⊂ Der(Sp),
such that δi(xj) = δij (Kronecker’s delta) for all i, j.
Since S admits a p-basis, the same holds for Sp (see Lemma 5.2.6). Hence
x1, . . . , xd can be extended to a p-basis of Sp of the form B∗ = B∗0 ∪ {x1, . . . , xd}
(see Proposition 5.3.1). This implies that dx1, . . . , dxd are part of a basis of
Ω1Sp , and therefore one can find local derivatives δ
∗
1 , . . . , δ
∗
d ∈ Der(Sp) such that
δ∗i (xj) = δij for all i, j.
Next consider an absolute p-basis of S, say B. Using the notation of Re-
mark 5.2.11, for each b ∈ B we have a global derivative ∂∂b : S → S satisfying
∂
∂b(c) = δbc (Kronecker’s delta) for all c ∈ B. By localization, the set B is also
an absolute p-basis of Sp, and each
∂
∂b induces a local derivative on Sp. Abusing
our notation, we shall denote this derivative by ∂∂b : Sp → Sp. According to
Remark 5.2.11, one can find a finite subset of B, say {b1, . . . , bs}, such that
δ∗i (xj) =
s∑
k=1
δ∗i (bk)
∂
∂bk
(xj)
for all i, j. Then, for i = 1, . . . , d, set
δi =
s∑
k=1
δ∗i (bk)
∂
∂bk
∈ Der(Sp).
Since ∂∂b1 , . . . ,
∂
∂bs
can be regarded as global derivatives on S and δ1, . . . , δd are
defined as finite combinations of these derivatives with coefficients in Sp, we have
that δ1, . . . , δd ∈ Der(S)p. Moreover, by construction, δi(xj) = δij for all i, j.
Thus we conclude that the weak Jacobian condition holds on S.
Proposition 5.3.6. Let S be a regular ring over Fp which admits an absolute
p-basis. Then S is excellent.
Proof. By Lemma 5.2.8, every polynomial ring over S, say S[T1, . . . , Tn], admits
an absolute p-basis. Hence S[T1, . . . , Tn] satisfies the weak Jacobian condition by
Lemma 5.3.5, and, in this way, Theorem 5.1.10 implies that S is excellent.
Regular embeddings and p-bases
Consider a regular ring S′ of characteristic p > 0 presented as the quotient of
another regular ring S, say S′ = S/J . The aim of the forthcoming discussion is
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to determine whether S′ admits an absolute p-basis provided that S does. This
issue has particular interest when S is a polynomial ring over an arbitrary field
k, say S = k[T1, . . . , Tn], and Spec(S
′) defines a regular variety embedded in Ank
(see Proposition 5.3.12). We ignore whether the results presented below were
previously known.
Lemma 5.3.7. Let (R,M, k) be a regular local ring of characteristic p > 0.
Suppose that R has an absolute p-basis of the form B = B0 ∪{x1, . . . , xd}, where
x1, . . . , xd is a regular system of parameters of R (cf. Proposition 5.3.1). Fix
e ∈ {1, . . . , d}, and set J = 〈x1, . . . , xe〉 and R′ = R/J . Then the image of
B0 ∪ {xe+1, . . . , xd} in R′, which we shall denote by B′, is an absolute p-basis of
R′.
Proof. By Theorem 2.1.6, there is a natural exact sequence
J/J2
dR // Ω1R ⊗R R′ // Ω1R′ // 0.
Since Ω1R is a free module with the set B as a differential basis and the image
of J/J2 in Ω1R⊗R R′ is the submodule spanned by dR(x1), . . . , dR(xe), it follows
that Ω1R′ is a free module with B′ as a differential basis. Hence B′ is an absolute
p-basis of R′ by Theorem 5.2.12.
Remark 5.3.8. Recall that, according to Proposition 5.2.17, there is a collection of
differential operators on R attached to the p-basis B, say {D[B;β′]R }, which behave
like the Taylor operators on a polynomial ring. Similarly, there is a collection
of differential operators on R′ attached to the p-basis B′, say {D[B′;β′]R′ }. Next
we show that there is a natural compatibility between these two families. This
compatibility will be used in some of the the proofs of Chapter 6.
Under the same hypotheses of Lemma 5.3.7, consider an index β′ ∈ N⊕B′ .
Note that we have a natural isomorphism N⊕B ' N⊕B′ ⊕ Ne, where each coor-
dinate of Ne corresponds to one of the elements x1, . . . , xe. Thus β′ can also be
regarded as an element of N⊕B. Let pi : R → R′ denote the natural quotient
map. Then we claim that the following diagram is commutative:
R
pi

D
[B;β′]
R // R
pi

R′
D
[B′;β′]
R′ // R′.
In order to check the claim, set ∆ = pi ◦ D[B;β′]R and ∆′ = D[B
′;β′]
R′ ◦ pi. Both ∆
and ∆′ are absolute differential operators of order |β′| from R to R′. For a given
α ∈ N⊕B, put α = α1 ⊕ α2, with α1 ∈ N⊕B′ and α2 ∈ Ne. Note that, if α2 6= 0,
then Bα ∈ J , and one readily checks that
∆(Bα) = 0 = ∆′(Bα).
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Otherwise, if α ∈ N⊕B′ , we have that
∆(Bα) =
(
α
β′
)
pi
(Bα−β′) = (α
β′
)(B′)α−β′ = ∆′(Bα).
In this way, Corollary 5.2.19 iii) implies that ∆ = ∆′, which proves the commu-
tativity of the diagram.
Proposition 5.3.9. Let R be a regular local ring of characteristic p > 0 that
has an absolute p-basis. Then every regular quotient of R, say R′ = R/J , admits
an absolute p-basis.
Proof. Since R and R′ are regular, one can find a regular system of parameters of
R, say x1, . . . , xd, so that J = 〈x1, . . . , xe〉. By Proposition 5.3.1, these elements
can be extended to a p-basis of R over Fp, say B = B0 ∪ {x1, . . . , xd}. Then the
result follows from Lemma 5.3.7.
Lemma 5.3.10. Let S be a regular ring which admits a p-basis over Fp, and let
S′ = S/J be a regular quotient of S. Then, for each prime ideal q ⊂ S′, there
exists an element g ∈ S′ \ q so that S′g admits an absolute p-basis.
Proof. According to Theorem 5.2.12, it suffices to find an element g ∈ S′ \ q so
that Ω1S′g = Ω
1
S′ ⊗S′ S′g has a differential basis.
Fix an absolute p-basis of S, say B, and consider the exact sequence
J/J2 // Ω1S ⊗S S′ // Ω1S′ // 0.
Suppose that J = 〈f1, . . . , fr〉. Using the notation of Remark 5.2.11, take
B0 =
{
b ∈ B | ∂
∂b
(f1) = · · · = ∂
∂b
(fr) = 0
}
.
Let B′0 denote the image of B0 in S′. Note that, as dS(B) forms a basis of Ω1S ,
we have that |B \ B0| < ∞. Thus Ω1S′ can be expressed as a direct sum, say
Ω1S′ = M0 ⊕M1, where M0 is the free submodule generated by dS′(B′0), and M1
is a finite S′-module.
Consider the subring A = Sp[B0] ⊂ S, and its image in S′, say A′ = (S′)p[B′0].
From the previous discussion it follows that each derivative from A′ into S′ over
(S′)p can be extended (possibly non-uniquely) to an absolute derivative of S′.
In this way we have a split short exact sequence (see Theorem 2.1.4)
0 // Ω1A′/(S′)p ⊗A′ S′
ι // Ω1S′
// Ω1S′/A′
// 0, (5.3)
where the image of ι coincides with the submodule M0. Hence Ω
1
S′/A′ is a finite
S′-module. Next, for a given left inverse of ι, we get an isomorphism
Ω1S′ ' Ω1S′/A′ ⊕
(
Ω1A′/(S′)p⊗A′S′
)
,
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and localizing at q we obtain
Ω1S′q ' Ω1S′q/A′ ⊕
(
Ω1A′/(S′)p⊗A′S′q
)
.
Since S′q is a regular quotient of a regular local ring that has an absolute p-basis,
S′q admits an absolute p-basis by Proposition 5.3.9. This implies that Ω1S′q is a
free module. Therefore Ω1S′q/A′ is projective, and, as it is a finite module over a
local ring, it should be free (see [4, Lemma III.5.8, p. 60]). Then one can find
elements b′1, . . . , b′s ∈ S′q so that dS′q/A′(b′1), . . . , dS′q/A′(b′s) form a basis of Ω1S′q/A′
(see also [32, Corollary of Theorem 1]).
Next, choose g ∈ S′ \ q such that b′1, . . . , b′s ∈ S′g, and the module Ω1S′g/A′ =
Ω1S′/A′ ⊗S′ S′g is free with dS′g/A′(b′1), . . . , dS′g/A′(b′s) as a basis. Localizing (5.3)
at g we get a short exact sequence
0 // Ω1A′/(S′)p ⊗A′ S′g // Ω1S′g // Ω1S′g/A′ // 0.
This sequence is split. Thus it is not hard to check that the set B′ = B′0 ∪
{b′1, . . . , b′s} is a differential basis of Ω1S′g . Hence, by Theorem 5.2.12, B′ is an
absolute p-basis of S′g.
Lemma 5.3.11. Let V ′ → V be a finite type morphism of regular noetherian
schemes of characteristic p > 0. Assume that V can be covered by open affine
charts of the form Spec(S) so that S admits an absolute p-basis. Then V ′ can
also be covered by open affine charts of the form Spec(S′) so that S′ admits an
absolute p-basis.
Proof. Observe that V ′ can be covered by affine charts of the form
Spec(S[T1, . . . , Tr]/J),
where Spec(S) is an affine chart of V , and J is an ideal of the polynomial
ring S[T1, . . . , Tr]. Then the result follows from Lemma 5.2.8 and the previous
lemma.
Proposition 5.3.12. Let V be a regular variety over an arbitrary field k of
characteristic p > 0. For each ξ ∈ V , there exists an open affine neighborhood
of V at ξ, say Spec(S) ⊂ V , so that S admits an absolute p-basis.
Remark 5.3.13. The author ignores whether this result was previously known.
Proof. By assumption V is endowed with a finite type morphism V → Spec(k).
Since every field admits an absolute p-basis, the claim follows from the previous
lemma.
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5.4 Order of elements and differentials
Let S be regular ring. For an element f ∈ S and a prime ideal p ⊂ S, the order
of f at p is defined by
νp(f) = max {n ∈ N | f ∈ pnSp} .
In addition, for n ≥ 0, we define the ideal DiffN−1(S)(f) by
Diffn(S)(f) = 〈∆(f) | ∆ ∈ Diffn(S)〉 ,
where Diffn(S) represents the module of absolute differential operators of of
order at most n of S. Note that, by Lemma 2.2.8,
νp(f) ≥ N =⇒ DiffN−1(S)(f) ⊂ p,
However, the converse is false in general.
Lemma 5.4.1 ([17, Ch. III, Lemma 1.2.7]). Let S be a polynomial ring in a
finite number of variables over a field k, say S = k[T1, . . . , Tr]. Then, for each
element f ∈ S and each prime p ⊂ S, the following conditions are equivalent:
i) νp(f) ≥ N .
ii) DiffN−1(S)(f) ⊂ p.
The aim of this section is to extend the criterion above to a wider class of
rings using the conditions introduced in the previous sections.
The case of characteristic zero
Next we extend Lemma 5.4.1 to the case in which S is a regular ring defined
over a field of characteristic zero which satisfies the weak Jacobian condition.
Lemma 5.4.2. Let (R,M, k) be a regular local ring over a field of characteristic
zero, and let D ⊂ Der(R) be a submodule of derivatives satisfying
rank Jac(M;D)(M) = dim(R).
Then, for each f ∈M, there exists a derivation δ ∈ D such that
νM(δ(f)) = νM(f)− 1.
Proof. Fix a regular system of parameters of R, say x1, . . . , xd, and choose deriva-
tives δ1, . . . , δd ∈ Der(R) as in Lemma 5.1.5 so that δi(xj) = δij (Kronecker’s
delta) for 1 ≤ i, j ≤ d. Since R is regular, its associated graded ring is isomorphic
to a polynomial ring over k, say
GrM(R) =
⊕
n∈N
Mn/Mn+1 ' k[X1, . . . , Xd].
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Here X1, . . . , Xd represent variables and each Xi corresponds to the initial part
of xi in GrM(R) respectively. We claim that each δi induces a k-linear map on
GrM(R), say
δˆi : GrM(R) −→ GrM(R),
as follows: for a homogeneous element G ∈ GrM(R) of degree n > 0, choose
g ∈Mn so that In(g) = G, and define δˆi(G) as the class of δi(g) in Mn−1/Mn;
for u ∈ k, set δˆi(u) = 0. Note that δˆi is well-defined because δi(Mn+1) ⊂ Mn
for n > 0. To check that δˆi is k-linear, fix an element u ∈ k and a homogeneous
polynomial G ∈ GrM(R) of degree n > 0. Then choose a representative of u in
R, say a (note that a is unit in R, unless u = 0), and an element g ∈Mn so that
G = In(g). By the Leibniz’s rule,
δ(af) ≡ aδ(f) modulo Mn.
This implies that δˆ(uG) = uδˆ(G), and hence δˆi is k-linear. Finally observe that
δˆ inherits the Leibniz’s rule from δ. Thus we conclude that δˆ is a derivation with
respect to k.
Once we know that δˆi ∈ Derk(k[X1, . . . , Xd]), it follows immediately that
δˆi =
∂
∂Xi
, since δˆi(Xj) = δij (Kronecker’s delta) for each j = 1, . . . , d.
In order to prove the lemma, suppose that f has order N and set F =
In(f) ∈MN/MN+1. Note that F can be regarded as a homogeneous polynomial
of degree N in the variables X1, . . . , Xd. Then, since k has characteristic zero,
one can always find a partial derivative ∂∂Xi so that
∂
∂Xi
(F ) is homogeneous of
degree N − 1, i.e., so that
0 6= ∂
∂Xi
(F ) = δˆi(F ) ∈MN−1/MN .
Hence, by the definition of δˆi, it follows that δi(f) ∈ MN−1 and δi(f) /∈ MN .
That is, νM(δi(f)) = N − 1 = νM(f)− 1.
Proposition 5.4.3. Let S be a regular ring over a field of characteristic zero,
and let D ⊂ Der(S) be a submodule of derivatives satisfying the weak Jacobian
condition on S. Then for any prime p ⊂ S and any element f ∈ p there exists
a derivation δ ∈ D such that
νp(δ(f)) = νp(f)− 1.
Proof. Set N = νp(f). According to the previous lemma, there exists a derivative
δ∗ ∈ Dp such that νpSp(δ∗(f)) = N − 1. Note that
δ∗ = a1δ1 + · · ·+ arδr
for some δ1, . . . , δr ∈ D, and a1, . . . , ar ∈ Sp. If νp(δi(f)) ≥ N , i.e., if δi(f) ∈
pNSp for all i, we would have
δ∗(f) = a1δ1(f) + · · ·+ arδr(f) ∈ pNSp,
which is a contradiction. Hence νp(δi(f)) = N − 1 for some i ∈ {1, . . . , r}.
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Corollary 5.4.4. Let S be a regular ring over a field of characteristic zero
satisfying the weak Jacobian condition. For any element f ∈ S and any prime
ideal p ⊂ S the following conditions are equivalent:
i) νp(f) ≥ N .
ii) DiffN−1(S)(f) ⊂ p.
Proof. i) ⇒ ii) follows from Lemma 2.2.8, so we just need to prove the converse.
We proceed by contradiction: assume that DiffN−1(S)(f) ⊂ p and νp(f) = n
with n < N . Then, by the previous lemma, there exist derivatives δ1, . . . , δn ∈
Der(S) so that
νp
(
(δn ◦ · · · ◦ δ1)(f)
)
= 0,
i.e., so that (δn ◦ · · · ◦ δ1)(f) /∈ p. Recall that a composition of n derivatives is a
differential operator of order n. Since n ≤ N − 1, we have
(δn ◦ · · · ◦ δ1) ∈ Diffn(S) ⊂ DiffN−1(S),
and therefore DiffN−1(S)(f) 6⊂ p.
Proposition 5.4.3 has two immediate consequences concerning the stratifica-
tion defined by the multiplicity on a hypersurface and the singular locus of a
Rees algebra.
Corollary 5.4.5. Let S be a regular ring over a field of characteristic zero
satisfying the weak Jacobian condition. Set V = Spec(S). For any hypersurface
H = Spec(S/〈f〉) ⊂ V,
and any integer n ≥ 1, we have that
{ξ ∈ H | multH(ξ) ≥ n} = V
(
Diffn−1(S)(f)
)
.
Proof. Since multH(ξ) = νξ(f) for each ξ ∈ H (see Lemma A.0.14), the result
follows from Corollary 5.4.4.
Corollary 5.4.6. Let S be a regular ring over a field of characteristic zero
satisfying the weak Jacobian condition. Set V = Spec(S). For any S-Rees
algebra
G = S [f1WN1 , . . . , frWNr] ,
we have that
SingV (G) =
r⋂
i=1
V
(
DiffNi−1(S)(fi)
)
.
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The case of positive characteristic
The following result extends Lemma 5.4.1 to the case in which S is a regular
ring of characteristic p > 0 that admits an absolute p-basis.
Proposition 5.4.7. Let S be a regular ring over a field of characteristic p > 0
which has an absolute p-basis. Then, for any element f ∈ S and any prime ideal
p ⊂ S the following conditions are equivalent:
i) νp(f) ≥ N .
ii) DiffN−1(S)(f) ⊂ p.
Proof. ii) ⇒ i) follows Lemma 2.2.8. For the converse we proceed by contradic-
tion. Namely, assume that ii) holds and that νp(f) = n with n < N .
Let Ŝp denote the completion of Sp with respect to its maximal ideal. Observe
that f has the same order regarded as an element of Sp, or as an element of Ŝp.
In addition, given a regular system of parameters of Sp, say x1, . . . , xd, Cohen’s
structure theorem [12, Theorem 9, p. 72] implies that Ŝp is isomorphic to the
power series ring k(p)[[x1, . . . , xd]], where k(p) represents the residue field of Sp.
Since f has order n, there should a differential operator of order n over k(p), say
∆ : Ŝp → Ŝp, so that ∆(f) ∈ k(p). In particular, ∆(f) /∈ pŜp.
Next, fix an absolute p-basis of S, say B, and consider the natural morphism
from S into Ŝp, say ι : S → Ŝp. By composition, (∆ ◦ ι) is a differential operator
of S into Ŝp of order n over Fp. Thus, by Corollary 5.2.19 ii) and iii), there exists
a finite number of indexes, put β1, . . . , βr ∈ N⊕B, with |βi| ≤ n, so that
(∆ ◦ ι)(f) =
r∑
i=1
∆(Bβi)D[B;βi](f).
Since ∆(f) /∈ pŜp, it follows that D[B;βi](f) /∈ p for some i ∈ {1, . . . , r}. Therefore
DiffN−1(S)(f) 6⊂ p.
Corollary 5.4.8. Let S be a regular ring over a field of characteristic p > 0
which has an absolute p-basis. Set V = Spec(S). Then, for any hypersurface
H = Spec(S/〈f〉) ⊂ V,
and any integer n ≥ 1,
{ξ ∈ H | multH(ξ) ≥ n} = V
(
Diffn−1(S)(f)
)
.
Proof. As multH(ξ) = νξ(f) for ξ ∈ H (see Proposition A.0.14), the result is a
consequence of Proposition 5.4.7.
Corollary 5.4.9. Let S be a regular ring over a field of characteristic p > 0
which has an absolute p-basis. Set V = Spec(S). Then, for any S-Rees algebra
G = S [f1WN1 , . . . , frWNr] ,
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we have that
SingV (G) =
r⋂
i=1
V
(
DiffNi−1(S)(fi)
)
.
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Chapter 6
Canonical representatives of
Rees algebras
Let V be a regular noetherian scheme and consider a Rees algebra G over V . In
this section we give methods that, under suitable conditions on V , enable us to
find the canonical representative of the class of G, say CV (G) (see Section 3.4).
Recall that, for us, the canonical representative of CV (G) is a Rees algebra
G∗ ∈ CV (G) so that G′ ⊂ G∗ for all G′ ∈ CV (G).
Remark 6.0.1. The canonical representative is well-defined whenever CV (G) has
a maximum with respect to the inclusion. However, given an arbitrary Rees
algebra G over V , it is not clear whether such a maximum exists. More precisely,
one can check that
lim−→H∈CV (G)
H
is a graded algebra, but it might not be finitely generated over OV .
The existence of canonical representatives has already been proved for the
case in which V is a regular variety defined over a perfect field.
Theorem 6.0.2 (cf. [9, Theorem 3.11]). Let V be a regular variety over a
perfect field k and let G be a Rees algebra over V . Then D iff k(G) is the canonical
representative of CV (G).
Here we try to generalize the previous result to a wider class of schemes.
Namely, we will extend the theorem to the following cases:
• When V is a regular scheme defined over a field of characteristic zero
that satisfies the weak Jacobian condition (see Theorem 6.4.3 and Theo-
rem 6.4.6).
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• When V is a regular scheme over a field of characteristic p > 0 that can
be covered by open affine charts of the form Spec(S), where S admits an
absolute p-basis (see Theorem 6.6.7 and Theorem 6.6.8).
Although the proofs presented in this chapter are inspired on that of [9, Theo-
rem 3.11], there are important differences between them. In particular, many of
the techniques used in [9], which are suitable for working with varieties defined
over a perfect field, fall short when dealing with more general schemes, and thus
they should be replaced by new arguments.
6.1 Geometrical conditions
Turning to the general case, consider a regular excellent ring S and set V =
Spec(S). Given two Rees algebras G and K over S, one has that
K ⊂ G =⇒ FV (G) ⊂ FV (K).
However, the converse is false in general. The following lemma provides a partial
result towards this direction.
Lemma 6.1.1. Let S be a regular excellent ring, set V = Spec(S), and let G
and K be two Rees algebras over S with the following properties:
a) SingV (G) = ZerosV (G).
b) FV (G) ⊂ FV (K).
In addition, suppose that these properties are stable under finite type morphisms
of regular schemes. Namely, assume that for any morphism of finite type from
a regular scheme Z to V , say ϕ : Z → V , the following conditions hold:
a∗) SingZ(ϕ∗(G)) = ZerosZ(ϕ∗(G)).
b∗) FZ(ϕ∗(G)) ⊂ FZ(ϕ∗(K)).
Then K ⊂ G.
Remark 6.1.2. In the following sections we will introduce strong conditions on G
in such a way that, whenever a) and b) hold for some algebra K, then a∗) and b∗)
hold as well. Moreover, when this occurs, G will be the canonical representative
of the class of G.
The proof of Lemma 6.1.1 presented below is based on the ideas of [9, §7].
Proof. Set G = ⊕n∈N InWn and K = ⊕n∈N JnWn. Note that, for a suitable
choice of N > 0, the Rees algebras G and K are integral over S[INWN ] and
S[JNW
N ] respectively. Thus we may assume without loss of generality that
G = S[INWN ] and K = S[JNWN ]. In this way,
K ⊂ G ⇐⇒ JN ⊂ IN .
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As the inclusion on the right hand side is an inclusion of ideals, it can be tested
on the normalized blow-up of S along IN , say X = BlIN (S). More precisely,
JN ⊂ IN if and only if JNOX ⊂ INOX . In addition, since INOX is a principal
ideal and X is normal, the latter will occur if and only if JNOX,η ⊂ INOX,η
for each codimension 1 point η ∈ X (see [31, Ch. III, Proposition 9. p. III-13]).
Summarizing, in order to prove the lemma it suffices to show that JNOX,η ⊂
INOX,η for each codimension 1 point η ∈ X.
Fix a point η of codimension 1 in X. Since X is normal, it is regular in
codimension 1. Hence η ∈ Reg(X). Moreover, Proposition B.0.8 and Proposi-
tion B.0.12 imply that X is an excellent scheme of finite type over V . Therefore
Reg(X) is open in X by Proposition B.0.11.
In virtue of the previous observations, consider a regular open subscheme
Z ⊂ X so that η ∈ Z. Note that Z can also be regarded as a regular scheme
endowed with a natural morphism of finite type to V , say ϕ : Z → V . Under
these hypotheses, conditions a∗) and b∗) say that
SingZ
(
ϕ∗(G)) = ZerosZ(ϕ∗(G))
and
FZ
(
ϕ∗(G)) ⊂ FZ(ϕ∗(K)).
In addition, with this notation,
ϕ∗(G)η = OZ,η
[
(INOZ,η)WN
]
and
ϕ∗(K)η = OZ,η
[
(JNOZ,η)WN
]
.
Thus the inclusion JNOZ,η ⊂ INOZ,η follows from Lemma 6.1.3 below.
Lemma 6.1.3 (cf. [9, Proposition 5.3]). Let (R,M) be a regular local ring of
dimension 1 and consider two Rees algebras over R of the form K = R [IWN]
and G = R [JWN], where I and J denote two non-zero ideals of R. Set U =
Spec(R) and assume that SingU (G) = ZerosU (G). Then
FU (G) ⊂ FU (K) ⇐⇒ I ⊂ J.
Proof. If I ⊂ J , then it is clear that FU (G) ⊂ FU (K). Conversely, suppose
that FU (G) ⊂ FU (K). Since R is a regular noetherian local ring of dimension
1, it is a discrete valuation ring. Then it follows that either J = R, or J is a
power of M, say J = Mn. If J = R, the claim is trivial. Otherwise, if J = Mn,
the condition SingU (G) = ZerosU (G) yields n > N and, in this case, the result
follows from [9, Proposition 5.3].
Equivalence between conditions a) and a∗)
Note that, in principle, condition a∗) of Lemma 6.1.1 is stronger than condition
a). The following result shows that, in fact, condition a) implies a∗). Thus both
conditions turn out to be equivalent.
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Lemma 6.1.4. Let V be a regular noetherian scheme and let G be an OV -Rees
algebra satisfying
SingV (G) = ZerosV (G)
Then, for any morphism of finite type from a regular scheme Z to V , say ϕ :
Z → V , we have that
SingZ
(
ϕ∗(G)) = ZerosZ(ϕ∗(G)).
Proof. By the local nature of the claim, we may assume that both V and Z
are affine, say V = Spec(S) and Z = Spec(B), where ϕ is given by a ring
homomorphism S → B. Since B is of finite type over S, it can be regarded
as the quotient of a polynomial ring over S, say B = S[T1, . . . , Tm]/J . Thus,
setting V ′ = S[T1, . . . , Tm], we obtain a commutative diagram as follows:
V ′
β
yy
G′ = β∗(G)
G V Zϕoo ?

OO
ϕ∗(G) = G′|Z .
Since β is a smooth morphism and G′ = β∗(G), one readily checks that
SingV ′(G′) = ϕ−1
(
SingV (G)
)
= ϕ−1
(
ZerosV (G)
)
= ZerosV ′(G′).
Next, fix a set of generators of G over S, say G = S[f1WN1 , . . . , frWNr], and
let f1, . . . , f r denote the images of f1, . . . , fr in B respectively. Observe that
ϕ∗(G) = B[f1WN1 , . . . , f rWNr]. Then
SingZ
(
ϕ∗(G)) ⊂ ZerosZ(ϕ∗(G)) = VZ(〈f1, . . . , f r〉)
= VV ′
(〈f1, . . . , fr〉) ∩ Z
= ZerosV ′
(G′) ∩ Z
= SingV ′
(G′) ∩ Z
⊂ SingZ
(G′|Z) = SingZ(ϕ∗(G)).
Since the first and the last term of this chain coincide, all the terms in the middle
are equal to them. Hence SingZ
(
ϕ∗(G)) = ZerosZ(ϕ∗(G)).
On conditions b) and b∗)
Remark 6.1.5. Consider two Rees algebras G and K over a regular excellent ring
S so that FV (G) ⊂ FV (K), where V = Spec(S). That is, K and G are two
Rees algebras satisfying condition b) of Lemma 6.1.1. Note that any morphism
of finite type ϕ : Z → V as that in Lemma 6.1.1 can be locally regarded as an
affine morphism of the form
Spec(S) Spec(S[T1, . . . , Tn]/J),oo (6.1)
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where T1, . . . , Tn denote variables. Following this idea, consider all the diagrams
of the form
V ′ = Spec(S[T1, . . . , Tn])
β
tt
V = Spec(S) Z = Spec(S[T1, . . . , Tn]/J),
?
OO
where Z represents a closed regular subscheme of V ′, and let
Z = OV ′ [JW ]
denote the OV ′-Rees algebra naturally attached to the immersion of Z in V ′
(see Remark 3.7.1). Next let us assume that the Rees algebra G has following
property: for each diagram as above,
FZ (β
∗(G)|Z) = FV ′ (β∗(G)) ∩FV ′(Z). (6.2)
Then we claim that condition b) implies condition b∗).
Indeed, let us assume without loss of generality that ϕ is an affine morphism
like (6.1) and consider the diagram
V ′ = Spec(S[T1, . . . , Tn])
β
ss
V = Spec(S) Z = Spec(S[T1, . . . , Tn]/J).
?
OO
ϕoo
Since β can be regarded as a G-permissible transformation on V , we have that
FV ′ (β
∗(G)) ⊂ FV ′ (β∗(K)) .
In this way, one readily checks that
FZ
(
ϕ∗(G)) = FZ(β∗(G)|Z)
= FV ′
(
β∗(G)) ∩FV ′(Z)
⊂ FV ′
(
β∗(K)) ∩FV ′(Z)
⊂ FZ
(
β∗(K)|Z
)
= FZ
(
ϕ∗(K)).
Remark 6.1.6. Note that condition (6.2) only involves the Rees algebra G, but
not K. In the following sections we will construct a Rees algebra G which satisfies
(6.2) for any morphism ϕ : Z → V as above (see Lemma 6.4.2 and Lemma 6.6.6).
In this way, whenever condition b) holds for some algebra K, condition b∗) will
hold as well.
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6.2 Saturation by derivatives
Let S be a regular ring. In this section, given a Rees algebra G over S and a
submodule of derivatives D ⊂ Der(S), we construct a certain saturation of G
with respect to the derivatives of D. This saturation, which we shall denote by
D(G), will be used in the construction of canonical representatives in the case of
characteristic zero (see Section 6.4).
Remark 6.2.1. Recall that, by Theorem 5.1.9, if a noetherian ring S defined over
a field of characteristic zero satisfies the weak Jacobian condition relative to a
submodule of derivatives D ⊂ Der(S), then S is excellent.
Definition 6.2.2. For an ideal I ⊂ S and a submodule of derivatives D ⊂
Der(S), we shall define the ideal D(I) ⊂ S by
D(I) = I + 〈δ(f) | δ ∈ D, f ∈ I〉.
Remark 6.2.3. Note that D(I) might be a non-proper ideal of S. In general, we
have strict inclusions I ⊂ D(I) ⊂ D(D(I)). However, it is also possible that for
some ideals I = D(I).
Remark 6.2.4. Suppose that I = 〈f1, . . . , fs〉 and D = 〈δλ | λ ∈ Λ〉. Then
D(I) = I + 〈δλ(fi) | λ ∈ Λ, 1 ≤ i ≤ s〉.
Definition 6.2.5. We will say that a Rees algebra G = ⊕n∈N InWn over a
noetherian ring S is saturated with respect to a submodule of derivatives D ⊂
Der(S), or simply that G is D-saturated, if D(In) ⊂ In−1 for each n > 0.
Lemma 6.2.6. Let S be a regular ring over a field of characteristic zero and let
G be a Rees algebra over S. Set V = Spec(S). Suppose that G is D-saturated
for some submodule of derivatives D ⊂ Der(S) satisfying the weak Jacobian
condition on S. Then
SingV (G) = ZerosV (G).
Remark 6.2.7. This result says that G satisfies condition a) of Lemma 6.1.1.
Proof. The inclusion SingV (G) ⊂ ZerosV (G) always holds. To prove the converse,
fix a point ξ ∈ V which does not belong to SingV (G). By definition, this means
that there exists a homogeneous element fNW
N ∈ G so that νξ(fN ) < N . Set
n = νξ(fN ). According to Proposition 5.4.3, it is possible to find a derivative
δ ∈ D such that νξ(δ(fN )) = n − 1. Set fN−1 = δ(fN ). By the D-saturation of
G, we have that fN−1WN−1 ∈ G. Thus it follows by induction that G contains
an element fN−nWN−n such that νξ(fN−n) = 0. That is, fN−n is a unit in OV,ξ.
Hence ξ /∈ ZerosV (G).
As the previous argument shows that ξ /∈ SingV (G) implies ξ /∈ ZerosV (G),
it follows that ZerosV (G) ⊂ SingV (G).
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Lemma 6.2.8 (Localization). Let S be a noetherian ring, D ⊂ Der(S) a sub-
module of derivatives, and G a D-saturated Rees algebra over S. Then, for any
multiplicative subset U ⊂ S, the Rees algebra U−1G (defined over U−1S) is sat-
urated with respect to U−1D ⊂ Der(U−1S).
Proof. Suppose that G = ⊕n∈N InWn. Then U−1G = ⊕n∈N(U−1In)Wn, and
we have to check that (U−1D)(U−1In+1) ⊂ U−1In for all n > 0.
Fix an integer N > 0, and generators of IN+1 and D over S respectively, say
IN+1 = 〈f1, . . . , fs〉, and D = 〈δλ | λ ∈ Λ〉. Observe that the same elements
generate U−1IN+1 and U−1D over U−1S respectively. Therefore, in virtue of
Remark 6.2.4,
(U−1D)(U−1IN+1) = (U−1IN+1) + 〈δλ(fi)〉(U−1S) = U−1D(IN+1).
Since G is D-saturated, we have D(IN+1) ⊂ IN . Hence the equality above yields
(U−1D)(U−1IN+1) ⊂ U−1IN .
Definition 6.2.9. Let S be a noetherian ring, D ⊂ Der(S) a submodule of
derivatives, and G a Rees algebra over S. We define the saturation of G with
respect to D, which we shall denote by D(G), as the minimum D-saturated S-Rees
algebra containing G.
Lemma 6.2.10. The saturation of G with respect to D is finitely generated over
S (that is, D(G) is a Rees algebra over S).
Proof. Suppose that G = ⊕n∈N InWn is generated on degree lower than or
equal to N , i.e., G = S [I1W, . . . , INWN]. Set JN = IN , and, for each n < N ,
Jn = In + D(Jn+1). Then take G′ = S
[
J1W, . . . , JNW
N
]
. Note that any D-
saturated Rees algebra over S containing G should also contain G′. We claim
that G′ is saturated with respect to D, and hence that it is the minimum Rees
algebra containing G with this property. This shows that D(G) = G′.
In order to prove the claim, choose a set of homogeneous generators of G′,
say G′ = S [f1WN1 , . . . , frWNr], with N1, . . . , Nr ≤ N . Let us denote by Jn
the homogeneous part of degree n of G′, i.e., G′ = ⊕n∈N JnWn. Next fix m ≥
2. Observe that Jm is generated by elements of the form f
α1
1 · . . . · fαrr , with
α1N1 + · · ·+ αrNr = m. Moreover, for δ ∈ D, by the Leibniz’s rule we have
δ (fα11 · . . . · fαrr ) =
r∑
i=1
αi · f (α1−δi1)1 · . . . · f (αr−δir)r · δ(fi),
where δij represents the Kronecker’s delta. By definition, D(JNi) ⊂ JNi−1,
and hence δ(fi) ∈ JNi−1. Thus we see that δ (fα11 · . . . · fαrr ) ∈ Jm−1. By Re-
mark 6.2.4, this implies that D(Jm) ⊂ Jm−1, and, repeating this argument for
each m ≥ 2, we conclude that G′ is D-saturated.
Remark 6.2.11. From the construction of the D-saturation of G, it follows that
D(G) is differential relative to G (see Definition 3.6.1). Thus, if S is regular and
V = Spec(S), we have FV (G) = FV (D(G)).
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Lemma 6.2.12. Let S be a regular algebra over a field of characteristic zero,
and let S′ = S[T1, . . . , Tn] be a polynomial ring over S. Then each submodule
D ⊂ Der(S) satisfying the weak Jacobian condition on S can be extended to a
submodule D′ ⊂ Der(S′) with the following properties:
i) D′ satisfies the weak Jacobian condition on S′.
ii) If G is a D-saturated Rees algebra over S, then G′ = GS′ is saturated with
respect to D′.
Proof. If we proof the case n = 1, then the general one follows by induction.
Hence assume that n = 1.
Note that each derivative δ ∈ Der(S) can be extended to a derivative on
S′ = S[T1] which acts on the coefficients of T1 (see [26, Example 26.J]). Let us
denote this extension by δ′ : S′ → S′. Set
D′ = 〈δ′ | δ ∈ D〉S[T1]⊕ S[T1] ∂
∂T1
.
Next we will show that D′ satisfies conditions i) and ii).
To check i), we shall use the equivalence of Lemma 5.1.6. Fix a prime ideal
q ⊂ S′. Set p = q ∩ S, and k(p) = Sp/pSp. Note that
S′q/pS
′
q = (Sp[T1])q/p(Sp[T1])q ' k(p)[T1]q,
where q represents the image of q in k(p)[T1]. Consider a regular system of
parameters of Sp, say x1, . . . , xd, and choose derivatives δ1, . . . , δd ∈ Dp as in
Lemma 5.1.6 ii). Let δ′1, . . . , δ′d denote their corresponding extensions to Sp[T1].
Since k(p)[T1] is a polynomial ring in one variable over a field, there are two
options:
• If q = 〈0〉, it follows that x1, . . . , xd is a regular system of parameters
of (S[T1])q, and we have that δ
(1)
i (xj) = δij (Kronecker’s delta) for all
1 ≤ i, j ≤ d.
• Otherwise, q = 〈G(T1)〉 for some monic polynomial G(T1) ∈ k(p)[T1].
Consider an arbitrary lift of G(T1) to Sp[T1], say G(T1), and set xd+1 =
G(T1). Observe that x1, . . . , xd, xd+1 is a regular system of parameters of
(S[T1])q. Since k(p) is a field of characteristic zero, k(q) is a finite separable
extension of k(p). Hence ∂∂T1 (G), and in turn
∂
∂T1
(G) = ∂∂T1 (xd+1), are
units in k(p)[T1]q and (S[T1])q respectively. Set δ
′
d+1 =
(
∂
∂T1
(xd+1)
)−1 ∂
∂T1
.
In this way, δ′i(xj) = δij (Kronecker’s delta) for all 1 ≤ i, j ≤ d+ 1.
In either case, condition iii) of Lemma 5.1.6 is fulfilled at q. Thus we conclude
that D′ satisfies the weak Jacobian condition on S′.
For condition ii), fix a set of generators of D, say D = 〈δλ | λ ∈ Λ〉. Observe
that {δ′λ | λ ∈ Λ} ∪ { ∂∂T1 } is a set of generators of D′. Since ∂∂T1 (f) = 0 for all
f ∈ S, Remark 6.2.4 implies that, if G is D-saturated Rees algebra over S, then
G′ = GS′ is saturated with respect to D′.
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Lemma 6.2.13. Let S be a regular ring, and let S′ = S/J be a regular quotient of
S. Then any submodule of derivatives D ⊂ Der(S) satisfying the weak Jacobian
condition on S induces a canonical submodule of derivatives D′ ⊂ Der(S′) with
the following properties:
i) D′ satisfies the weak Jacobian condition on S′.
ii) For each D-saturated Rees algebra over S, say G, the S′-Rees algebra G′ =
GS′ is saturated with respect to D′.
Proof. Along this proof, we shall denote the class of an element f ∈ S modulo
J by f . Let us start by constructing D′. Suppose that a derivative δ ∈ D maps
the ideal J into itself, i.e., δ(J) ⊂ J . Then δ induces a natural derivative on S′,
say δ : S′ → S′, which maps an element f ∈ S′ to δ(f) = δ(f). We shall define
D′ ⊂ Der(S′) as the submodule〈
δ : S′ → S′ | δ ∈ D, δ(J) ⊂ J〉 .
Next we will show that D′ fulfils i) and ii).
In order to check i), i.e., that D′ satisfies the weak Jacobian condition on S′,
we need to verify that, for each prime q ⊂ S′,
rank Jac(q;D′)(q) = dimS′q. (6.3)
To this end, we will make use of the equivalence on Lemma 5.1.6. Fix q ⊂ S′, and
let p ⊂ S denote the preimage of q in S (i.e., p is the unique prime of S containing
J and satisfying q = p/J). Since S′ is regular, one can choose a regular system
of parameters of Sp, say x1, . . . , xd, such that JSp = 〈x1, . . . , xe〉Sp. Note that,
in this case, xe+1, . . . , xd is a regular system of parameters of S
′
q. In virtue of
Lemma 5.1.6 ii), consider local derivatives on Sp, say δ
∗
1 , . . . , δ
∗
d ∈ Dp, satisfying
δ∗i (xj) = δij (Kronecker’s delta) for all i, j. On this proof we will just focus on
δ∗e+1, . . . , δ∗d. By definition of Dp, one can find elements ue+1, . . . ud ∈ S \ p so
that uiδ
∗
i is a global derivative on S, and uiδ
∗
i ∈ D. Fix i ∈ {e + 1, . . . , d}, and
set δi = uiδ
∗
i . As
δ∗i (x1) = · · · = δ∗i (xe) = 0,
it follows that
δ∗i (JSp) ⊂ 〈x1, . . . , xe〉Sp = JSp.
Since ui is a unit in Sp, the latter inclusion yields δi(J) ⊂ (J), and thus δi induces
a natural derivative on S′, say δi ∈ D′. Now, using δi, we can construct a local
derivative on S′q, say δ
∗
i = (ui)
−1 · δi ∈ D′q, which clearly satisfies
δ
∗
i (xj) = (ui)
−1 · δi(xj) = (ui)−1 · ui · δ∗i (xj) = δij (Kronecker’s delta),
for all e+1 ≤ i, j ≤ d. Therefore Lemma 5.1.6 yields (6.3), and hence D′ satisfies
the weak Jacobian condition on S′.
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For condition ii), assume that G = ⊕n∈N InWn. Observe that, by definition,
G′ = ⊕n∈N(InS′)Wn. Since G is D-saturated, D(In) ⊂ D(In−1) for all n > 1,
and then Remark 6.2.4 implies that
D′(InS′) = 〈δ(f) ∈ S′ | δ ∈ D, δ(J) ⊂ J, f ∈ (InS′)〉
=
〈
δ(f) ∈ S′ | δ ∈ D, δ(J) ⊂ J, f ∈ In
〉
⊂
〈
δ(f) ∈ S′ | δ ∈ D, f ∈ In
〉
= (D(In))S′ ⊂ In−1S′.
This proves that G′ is D′-saturated.
6.3 Formal retractions
The results presented in this section are of technical nature. They will be used
in the proofs of existence of canonical representatives in both zero and positive
characteristic (see Lemma 6.4.1 and Lemma 6.6.4 respectively).
Definition 6.3.1. Let R be a regular local ring, and R′ = R/q a regular quotient
of R. Let pi : R → R′ denote the natural quotient map, and pˆi : R̂ → R̂′ the
induced morphism between the completions. A ring inclusion ε : R′ ↪→ R is
called a retraction of pi if pi ◦ ε is the identity map on R′. A retraction of pˆi is
also called a formal retraction of pi.
Transformations and regular morphisms
Definition 6.3.2. Let Z be a regular noetherian scheme. A morphism Z
ϕ1←− Z1
will be called a permissible transformation on Z is it is either a smooth morphism
or the blow-up of Z along a closed regular center.
Remark 6.3.3. Let G be an arbitrary Rees algebra over a regular scheme Z.
Then any G-permissible transformation is also permissible transformation on Z.
Similarly, any G-permissible sequence on Z, say
Z Z1
ϕ1oo · · ·ϕ2oo Zs,ϕsoo
is a sequence of permissible transformations on Z.
Lemma 6.3.4. Let Z be a noetherian scheme, and Z
ρ←− Z∗ a regular morphism.
Consider a regular closed subscheme Y ⊂ Z. Then:
i) Y ∗ = Y ×Z Z∗ is a regular closed subscheme of Z∗.
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ii) BlY ∗(Z
∗) is naturally isomorphic to BlY (Z)×Z Z∗. As a consequence, there
is a canonical commutative diagram
Z∗
ρ

BlY ∗(Z
∗)oo
ρ1

Z BlY (Z),oo
where ρ and ρ1 are regular morphisms.
Proof. By base change, the natural morphism Y ← Y ∗ is regular. Since regular
morphisms preserve regularity, i) follows.
For ii), let us fix affine charts, say Spec(S) ⊂ Z, and Spec(S∗) ⊂ Z∗. Assume
that ρ is locally defined by a regular ring homomorphism S → S∗. Let p denote
the ideal of definition of Y locally at Spec(S), and p∗ = pS∗ that of Y ∗ locally
at Spec(S∗). Recall that Blp(S) = Proj(S[pW ]), and Blp∗(S∗) = Proj(S∗[p∗W ]).
Since S → S∗ is regular, S∗ is flat over S, and therefore p∗ ' p⊗SS∗. Thus we get
S∗[p∗W ] ' S[pW ]⊗S S∗, which proves that BlY ∗(Z∗) ' BlY (Z)×Z Z∗. Finally,
the morphism ρ1 is regular because regularity is preserved by base change.
Lemma 6.3.5. Let Z ← Z∗ be regular morphism of noetherian schemes. Then
any sequence of permissible transformations on Z, say
Z Z1
ϕ1oo · · ·ϕ2oo Zs,ϕsoo
induces by base change a sequence of permissible transformations on Z∗, say
Z∗ Z∗1
ϕ∗1oo · · ·ϕ
∗
2oo Z∗s ,
ϕ∗soo
where Z∗i = Zi ×Z Z∗ for i = 1, . . . , s, and a Cartesian commutative diagram as
follows,
Z∗

Z∗1oo

· · ·oo Z∗soo

Z Z1oo · · ·oo Zs.oo
where the vertical arrows represent regular morphisms.
Proof. Set Z0 = Z and Z
∗
0 = Z
∗. Each transformation ϕi can be of one of the
following types: a permissible blow-up, an open restriction, or the multiplication
by an affine line. Let us consider each of these three cases separately.
• Assume that ϕi is the blow-up of Zi−1 along a regular center Yi−1 ⊂ Zi−1.
In this case we define ϕ∗i as the blow-up of Z
∗
i−1 along Y
∗
i−1 = Yi−1 ×Zi−1
Z∗i−1. According to Lemma 6.3.4 Y
∗
i−1 is a regular center in Z
∗
i−1 and there
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is a natural commutative diagram
Z∗i−1

BlY ∗i−1(Z
∗
i−1)
ϕ∗ioo

Zi−1 BlYi−1(Zi−1),
ϕioo
where BlY ∗i−1(Z
∗
i−1) ' BlYi−1(Zi−1)×Zi−1 Z∗i−1. Hence Z∗i ' Zi ×Zi−1 Z∗i−1.
• In case that Zi is an open subscheme of Zi−1, we have that Z∗i = Zi ×Zi−1
Z∗i−1 is clearly an open subscheme of Z
∗
i−1.
• Finally, if ϕi is the multiplication by an affine line, i.e., if Zi = Zi−1 ×
A1, simply take Z∗i = Z∗i−1 × A1 = Z∗i−1 ×Zi−1 Zi and ϕ∗i as the obvious
morphism.
In either case we have shown that Z∗i ' Zi ×Zi−1 Z∗i−1. Thus, by induction on i,
we see that
Z∗i ' Zi ×Zi−1 Z∗i−1 ' Zi ×Zi−1 (Zi−1 ×Z Z∗) ' Zi ×Z Z∗.
Lemma 6.3.6. Let H ↪→ V be a closed immersion of regular excellent schemes
and consider a sequence of permissible transformations on H, say
H H1oo · · ·oo Hs.oo (6.4)
Fix a point ξs ∈ Hs. For i = 1, . . . , s − 1, let ξi denote the image of ξs in Hi
and, similarly, let ξ denote the image of ξs in H. Set H
∗ = Spec(ÔH,ξ) and
V ∗ = Spec(ÔV,ξ). Then:
i) Sequence (6.4) induces a sequence of permissible transformations on V , say
V V1oo · · ·oo Vs,oo (6.5)
and a natural commutative diagram, say
V V1oo · · ·oo Vsoo
H
?
OO
H1oo
?
OO
· · ·oo Hs,oo
?
OO (6.6)
where the vertical arrows represent closed immersions.
ii) Sequence (6.5) induces a natural sequence of permissible transformations on
V ∗, say
V ∗ V ∗1oo · · ·oo V ∗s ,oo
where V ∗i = Vi ×V V ∗ for i = 1, . . . , s. Similarly, (6.4) induces a natural
permissible sequence on H∗, say
H∗ H∗1oo · · ·oo H∗s ,oo (6.7)
where H∗i = Hi ×H H∗ for i = 1, . . . , s.
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iii) The four sequences of transformations mentioned above are linked by a nat-
ural commutative diagram as follows,
V ∗
~~
V ∗1
~~
· · ·oo V ∗soo
~~
V V1oo · · ·oo Vsoo
H∗
?
OO
~~
H∗1oo
?
OO
~~
· · ·oo H∗soo
?
OO
~~
H
?
OO
H1oo
?
OO
· · ·oo Hsoo
?
OO
(6.8)
where the vertical arrows represent closed immersions.
iv) All the slanted arrows of the diagram above represent regular morphisms.
v) For each i = 1, . . . , s, there exists a unique point ξ∗i ∈ H∗i which maps to
ξi ∈ Hi (and clearly ξ∗i 7→ ξ∗i−1 for all i > 1).
Proof. i) is clear. Property ii) follows from Lemma 6.3.5 after replacing Z ← Z∗
by V ← V ∗ and H ← H∗ respectively.
For iii), observe that H∗ = H ×V V ∗ and, as a consequence,
H∗i = Hi ×H H∗ = Hi ×H (H ×V V ∗) = Hi ×V V ∗.
In this way, (6.7) can be regarded as the base change of (6.4) via V ← V ∗ (instead
of H ← H∗). Similarly, the rear grid of diagram (6.8) can be regarded as the
base change of the front grid via V ← V ∗ (note that the front grid coincides
with diagram (6.6)).
Property iv) follows from the fact that Vi ← V ∗i can also be regarded as the
base change of V ← V ∗ via V ← Vi. Since V is excellent, the morphism V ← V ∗
is regular. Moreover, regular morphisms are preserved by base change. Thus
we conclude that Vi ← V ∗i is regular. Replacing V, V ∗, Vi, V ∗i by H,H∗, Hi, H∗i
respectively on the previous argument, we also see that Hi ← H∗i is regular.
To prove v), recall that H∗i = Hi ×H H∗, where H∗ = Spec(ÔH,ξ), and
observe that (
ÔH,ξ ⊗OH,ξ k(ξ)
)
' k(ξ).
Thus one readily checks that ξ∗i is uniquely determined.
Remark 6.3.7. In general, the ring OV ∗i ,ξ∗i (resp. OH∗i ,ξ∗i ) does not coincide with
the completion of OVi,ξi (resp. OHi,ξi). However, in some aspects, they have a
very similar behavior. From the proof of v), it follows that ξ∗i ∈ V ∗i is rational
over ξi ∈ Vi, i.e., k(ξ∗i ) = k(ξi). Moreover, since OVi,ξi → OV ∗i ,ξ∗i is a regular
morphism and ξ∗i is the unique point of Spec(OV ∗i ,ξ∗i ) mapping to ξi, we deduce
that
OV ∗i ,ξ∗i ⊗OVi,ξi k(ξi) = k(ξ
∗
i ).
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Note that this is equivalent to saying that MVi,ξiOV ∗i ,ξ∗i = MV ∗i ,ξ∗i . As a con-
sequence of this equality and the faithful flatness of the local homomorphism
OVi,ξi → OV ∗i ,ξ∗i (which follows from its regularity), one can see that
(MVi,ξi)
N = (MV ∗i ,ξ∗i )
N ∩ OVi,ξi
for all N ≥ 0. Thus, for each f ∈ OVi,ξi , one has that νVi,ξi(f) = νV ∗i ,ξ∗i (f).
Lifting of retractions
Lemma 6.3.8. Assume the same hypotheses of Lemma 6.3.6. Suppose that a
fixed retraction of the quotient map ÔV,ξ → ÔH,ξ is given, say
ε : ÔH,ξ ↪→ ÔV,ξ.
Then, for each i = 1, . . . , s, the map ε can be lifted to a unique retraction of the
quotient map OV ∗i ,ξ∗i → OH∗i ,ξ∗i , say
εi : OH∗i ,ξ∗i ↪→ OV ∗i ,ξ∗i ,
such that the following diagram commutes:
ÔV,ξ // OV ∗1 ,ξ∗1 // · · · // OV ∗s ,ξ∗s
ÔH,ξ //
?
ε
OO
OH∗1 ,ξ∗1 //
?
ε1
OO
· · · // OH∗s ,ξ∗s .
?
εs
OO
Proof. Set V ∗0 = Spec(ÔV,ξ), H∗0 = Spec(ÔH,ξ), and ε0 = ε. Let ξ∗0 denote the
closed point of H∗0 and V ∗0 . With this notation, it suffices check that, whenever
εi−1 exists, it can be lifted to a unique retraction εi : OH∗i ,ξ∗i ↪→ OV ∗i ,ξ∗i , such
that the following diagram commutes:
OV ∗i−1,ξ∗i−1 // OV ∗i ,ξ∗i
OH∗i−1,ξ∗i−1 //
?
εi−1
OO
OH∗i ,ξ∗i .
?
εi
OO
If this condition holds, then the lemma follows by induction.
In the case that H∗i−1 ← H∗i (and hence V ∗i−1 ← V ∗i ) is either an open
restriction, or the multiplication by an affine line, the claim is trivial. The case
of permissible blow-ups follows from Lemma 6.3.9 below.
Lemma 6.3.9. Let H∗ ⊂ V ∗ be a closed immersion of regular noetherian
schemes. Consider a proper regular center Y ∗ ⊂ H∗, the blow-ups of V ∗ and H∗
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along Y ∗ respectively, say V ∗1 = BlY ∗(V ∗) and H∗1 = BlY ∗(H∗), and the induced
commutative diagram:
V ∗ V ∗1oo
H∗
?
σ
OO
H∗1 .oo
?
σ1
OO
Fix a point ξ∗1 ∈ H∗1 , and let ξ∗ denote its image in H∗. Then, each retraction
of the quotient map pi : OV ∗,ξ∗ → OH∗,ξ∗, say
ε : OH∗,ξ∗ ↪→ OV ∗,ξ∗ ,
induces a canonical retraction of pi1 : OV ∗1 ,ξ∗1 → OH∗1 ,ξ∗1 , say
ε1 : OH∗1 ,ξ∗1 ↪→ OV ∗1 ,ξ∗1 ,
such that the following diagram commutes:
OV ∗,ξ∗ // OV ∗1 ,ξ∗1
OH∗,ξ∗ //
?
ε
OO
OH∗1 ,ξ∗1 .
?
ε1
OO
Proof. Let us assume without loss of generality that V ∗ = Spec(OV ∗,ξ∗), and
H∗ = Spec(OH∗,ξ∗), and denote by β : V ∗ → H∗ the morphism of schemes
induced by ε. Let p, q ⊂ OV ∗,ξ∗ be the ideals of definition of Y ∗ and H∗ inside
V ∗ respectively. Since q ⊂ p, one can easily find elements x′1, . . . , x′r ∈ OH∗,ξ∗ so
that p = 〈ε(x′1), . . . , ε(x′r)〉+ q. Note that, in this case, 〈x′1, . . . , x′r〉 ⊂ OH∗,ξ∗ is
the ideal of definition of Y ∗ inside H∗.
Set xi = ε(x
′
i) for i = 1, . . . , r. The condition ξ
∗
1 ∈ H∗1 ensures that ξ∗1 ,
regarded as a point of V ∗1 = BlY ∗(V ∗), belongs to one of the x1, . . . , xr-charts of
V ∗1 . Thus
ε(〈x′1, . . . , x′r〉)OV ∗1 ,ξ∗1 = 〈x1, . . . , xr〉OV ∗1 ,ξ∗1
is an invertible ideal of OV ∗1 ,ξ∗1 . Hence, by the universal property of the blow-up,
there exists a unique morphism β1 : Spec(OV ∗1 ,ξ∗1 ) → H∗1 = BlY ∗(H∗) such that
the following diagram commutes:
H∗ H∗1oo
V ∗
β
OO
Spec(OV ∗1 ,ξ∗1 ).oo
β1
OO
Since β1 maps the closed point of Spec(OV ∗1 ,ξ∗1 ) to ξ∗1 ∈ H∗1 , this morphism factors
through Spec(OH∗1 ,ξ∗1 ). That is, we have a commutative diagram
H∗ H∗1oo Spec(OH∗1 ,ξ∗1 ).oo
V ∗
β
OO
Spec(OV ∗1 ,ξ∗1 )oo
β1
OO
β′1
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Let σ′1 denote the closed immersion of schemes induced by the quotient map
OV ∗1 ,ξ∗1 → OH∗1 ,ξ∗1 . The composition of β′1 with σ′1 gives a natural morphism from
Spec(OH∗1 ,ξ∗1 ) into itself:
Spec(OH∗1 ,ξ∗1 ).
Spec(OH∗1 ,ξ∗1 )
  σ
′
1 //
β′1◦σ′1
00
Spec(OV ∗1 ,ξ∗1 )
β′1
55
By the universal property of the blow-up, (β′1 ◦ σ′1) should be the identity map
on Spec(OH∗1 ,ξ∗1 ), i.e., (σ′1)# ◦ (β′1)# is the identity homomorphism on OH∗1 ,ξ∗1 .
This shows that ε1 = (β
′
1)
# is a retraction of (σ′1)# : OV ∗1 ,ξ∗1 → OH∗1 ,ξ∗1 .
6.4 Canonical representatives in characteristic zero
Let V be a regular scheme defined over a field of characteristic zero and let G
be a Rees algebra over V . In this section we prove that, if the weak Jacobian
condition holds on V , then it is possible to find a canonical representative of the
class of G, say CV (G) (see Theorem 6.4.3 and Theorem 6.4.6).
Lemma 6.4.1. Let S be a regular ring over a field of characteristic zero, D ⊂
Der(S) a submodule of derivatives satisfying the weak Jacobian condition on
S, and G a D-saturated Rees algebra over S. Fix a regular hypersurface H =
Spec(S/J) ⊂ V , and let H = S[JW ] denote the Rees algebra attached to the
immersion of H in V (see Remark 3.7.1). Then the following conditions hold:
i) SingH(G|H) = SingV (G) ∩H.
ii) FH(G|H) = FV (G) ∩FV (H).
Proof. Let us start with i). The inclusion SingV (G) ∩ H ⊂ SingH(G|H) always
holds. To prove the converse we shall show that, for each ξ ∈ H,
ξ ∈ SingH(G|H) =⇒ ξ ∈ SingV (G).
Fix a point ξ ∈ SingH(G|H) and a homogeneous element fWN ∈ G. Since H
is a regular hypersurface of V , there is a regular system of parameters of OV,ξ,
say x1, . . . , xd, such that OH,ξ = OV,ξ/〈x1〉. Then, according to Lemma 5.1.6,
one can find a derivative δ1 ∈ Dξ satisfying δ1(xj) = δ1j (Kronecker’s delta) for
all j. Under these hypotheses, [36, Lemma 4, p. 526] claims that there exists a
formal retraction of the quotient map OV,ξ → OH,ξ, say
ε : ÔH,ξ ↪→ ÔV,ξ, (6.9)
and an isomorphism, say ÔV,ξ ' ÔH,ξ[[x1]], so that δ1 vanishes at ÔH,ξ. In virtue
of this isomorphism, consider the expansion of f as a power series in x1:
f =
∞∑
i=0
ε(ai)x
i
1, ai ∈ ÔH,ξ.
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Regarding f as an element of ÔV,ξ, we have that
f ≡ ε(a0) + ε(a1)x1 + · · ·+ ε(aN−1)xN−11 modulo 〈x1〉N . (6.10)
Thus, applying δ1 iteratively to this expression, we get
1
n!
δn1 (f) ≡ an modulo 〈x1〉.
In this way, since Gξ is Dξ-saturated (see Lemma 6.2.8), we see that anWN−n ∈
Gξ|H for n = 0, . . . , N − 1.
Since ξ ∈ SingH(G|H), it follows from the previous discussion that νH,ξ(an) ≥
N − n for all 0 ≤ n < N . In addition,
νH,ξ(an) ≥ N − n =⇒ an ∈ (MH,ξ)(N−n)ÔH,ξ
=⇒ ε(an) ∈ (MV,ξ)(N−n)ÔV,ξ.
Thus, in virtue of (6.10), we have that f ∈ (MV,ξ)N ÔV,ξ. Since OV,ξ → ÔV,ξ is
a faithfully flat morphism, this implies that
f ∈ (MV,ξ)N = OV,ξ ∩ (MV,ξ)N ÔV,ξ,
i.e., νV,ξ(f) ≥ N . Finally, as we can repeat the same argument for each ho-
mogeneous element fWN ∈ G, we conclude that ξ ∈ SingV (G). Therefore i)
holds.
Let us proceed with ii). Recall that, by Proposition 3.7.2, we have FV (G) ∩
FV (H) ⊂ FH(G|H). Hence any sequence of (GH)-permissible transformations
on V , say
G G1 Gs
H H1 Hs
V V1oo · · ·oo Vs,oo
(6.11)
induces a sequence of G|H -permissible transformations on H, say1
G|H G′1 G′s
H H1oo · · ·oo Hs,oo
(6.12)
and a commutative diagram as follows:
V V1oo · · ·oo Vsoo
H
?
OO
H1oo
?
OO
· · ·oo Hs.oo
?
OO
In order to prove ii), we shall show that, for every sequence like (6.11), and each
ξs ∈ Hs,
ξs ∈ SingHs(G′s) =⇒ ξs ∈ SingVs(Gs).
1Here G′i denotes the transform of G|H on Hi which, in general, differs from Gi|Hi .
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Fix a sequence like (6.11), and a point ξs ∈ SingHs(G′s). Let ξ ∈ H denote
the image of ξs through (6.12). Note that ξ ∈ SingH(G|H) necessarily. Then fix
a homogeneous element fWN ∈ G and proceed as in i). Namely, consider an
element x1 ∈ OV,ξ such that OH,ξ = OV,ξ/〈x1〉, a formal retraction ε : ÔH,ξ ↪→
ÔV,ξ as in (6.9), and coefficients a0, . . . , aN−1 ∈ ÔH,ξ so that
f ≡ ε(a0) + ε(a1)x1 + · · ·+ ε(aN−1)xN−11 modulo 〈x1〉N ,
as in (6.10). Now we are under the hypotheses of Lemma 6.3.6 and Lemma 6.3.8.
In short, if we set V ∗ = Spec(ÔV,ξ) and H∗ = Spec(ÔH,ξ), then Lemma 6.3.6
states that there exists a commutative diagram, say
V ∗
~~
V ∗1
~~
· · ·oo V ∗soo
~~
V V1oo · · ·oo Vsoo
H∗
?
OO
~~
H∗1oo
?
OO
~~
· · ·oo H∗soo
?
OO
~~
H
?
OO
H1oo
?
OO
· · ·oo Hs,oo
?
OO
where the vertical arrows are closed immersions, and the diagonal arrows rep-
resent regular morphisms. Furthermore, there exists a unique point in H∗s ,
say ξ∗s ∈ H∗s , which maps to ξs ∈ Hs. Then, by Lemma 6.3.8, the retrac-
tion ε : ÔH,ξ ↪→ ÔV,ξ can be lifted to a unique retraction of the quotient map
OV ∗s ,ξ∗s → OH∗s ,ξ∗s , say
εs : OH∗s ,ξ∗s ↪→ OV ∗s ,ξ∗s ,
which makes the following diagram commutative:
ÔV,ξ // OV ∗s ,ξ∗s
ÔH,ξ //
?
ε
OO
OH∗s ,ξ∗s .
?
εs
OO
Let f˜ WN and x˜1W denote the weighted transforms of fW
N ∈ G and x1W ∈
H via 6.11 respectively. Similarly, denote by a˜0WN , . . . , a˜N−1W the weighted
transforms of a0W
N , . . . , aN−1W ∈ G|H via (6.12). Using this notation, we
deduce from (6.10) that
f˜ ≡ εs(a˜0) + εs(a˜1)(x˜1) + · · ·+ εs(a˜N−1)(x˜1)N−1 modulo 〈x˜1〉N . (6.13)
The final argument is analogous to that of i). Suppose that ξs ∈ SingHs(G′s).
Then it follows that νHs,ξs(a˜n) ≥ N − n for all n. Moreover,
νHs,ξs(a˜n) ≥ N − n =⇒ a˜n ∈ (MHs,ξs)N−n
=⇒ a˜n ∈ (MH∗s ,ξ∗s )N−n
=⇒ εs(a˜n) ∈ (MV ∗s ,ξ∗s )N−n.
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In virtue of (6.13), this yields f˜ ∈ (MV ∗s ,ξ∗s )N , and hence, by Remark 6.3.7, we
have that
νVs,ξs(f˜) = νV ∗s ,ξ∗s (f˜) ≥ N.
Repeating the same argument for each homogeneous element fWN ∈ G, we
conclude that ξs ∈ SingVs(Gs). Thus ii) holds.
Lemma 6.4.2. Let S be a regular ring over a field of characteristic zero, D ⊂
Der(S) a submodule of derivatives satisfying the weak Jacobian condition on S,
and G a D-saturated Rees algebra over S. Set V = Spec(S). For any closed
regular subscheme Z = Spec(S/J) ⊂ V , if Z = S[JW ] denotes the Rees algebra
associated to the embedding of Z in V (see Remark 3.7.1), then
FZ(G|Z) = FV (G) ∩FV (Z).
Proof. First of all, observe that the previous equality can be checked locally.
Namely, it suffices to see that, for each point ξ ∈ Z, there exists an open neigh-
borhood of ξ, say U ⊂ V , so that
FZ∩U
(
(G|U )|Z
)
= FU
(G|U) ∩FU(Z|U).
Fix ξ ∈ Z. Since Z is regular, one can find a regular system of parameters
of OV,ξ, say x1, . . . , xd, so that JOV,ξ = 〈x1, . . . , xe〉OV,ξ, where e denotes the
codimension of Z. Hence, for a suitable choice of f ∈ S, we have that x1, . . . , xd ∈
Sf , with JSf = 〈x1, . . . , xe〉Sf . Recall that, in virtue of Remark 5.1.4, Df
satisfies the weak Jacobian condition on Sf , and Gf is a Df -saturated Sf -Rees
algebra by Lemma 6.2.8. Thus we may assume without loss of generality that
S = Sf , D = Df , and G = Gf . Since OV,ξ/〈x1〉 is regular, we may also assume
that S/〈x1〉 is regular. Now we proceed by induction on e.
In the case e = 1, i.e., when Z is a regular hypersurface, the claim follows
from Lemma 6.4.1.
For e > 1, consider the regular hypersurface defined by x1 on V , say H =
Spec(S/〈x1〉). Let H = S[x1W ] denote the Rees algebra associated to the im-
mersion of H in V . According to Lemma 6.4.1,
FH(G|H) = FV (G) ∩FV (H).
In addition, by Lemma 6.2.13, the Rees algebra G|H is saturated with respect
to some submodule of derivatives, say D′ ⊂ Der(S/〈x1〉), satisfying the weak
Jacobian condition on S/〈x1〉. Note also that (G|H)|Z = G|Z . Thus, by the
inductive hypothesis,
FZ(G|Z) = FH(G|H) ∩FH(Z|H).
Since FH(Z|H) = FV (Z), gathering these identities we finally get
FZ(G|Z) = FH(G|H) ∩FH(Z|H)
= FV (G) ∩FV (H) ∩FV (Z)
= FV (G) ∩FV (Z).
107
6. Canonical representatives
Theorem 6.4.3. Let S be a regular ring over a field of characteristic zero, set
V = Spec(S), and let G be a Rees algebra over S. Suppose that G is D-saturated
for some submodule of derivatives D ⊂ Der(S) satisfying the weak Jacobian
condition on S. Then, for any Rees algebra K over S,
FV (G) ⊂ FV (K) ⇐⇒ K ⊂ G.
Proof. Recall that FV (G) = FV (G) by Lemma 3.5.7. Thus K ⊂ G ⇒ FV (G) ⊂
FV (G) is trivial.
To prove the converse, let us assume that FV (G) ⊂ FV (K). Then we claim
that G and K satisfy conditions a), a∗), b), and b∗) of Lemma 6.1.1. In this way,
we see that FV (G) ⊂ FV (G)⇒ K ⊂ G.
Let us check that G and K fulfill the conditions of Lemma 6.1.1. On the one
hand, as G is D-saturated, it satisfies condition a) by Lemma 6.2.6, and hence it
also satisfies a∗) by Lemma 6.1.4. On the other hand, b) holds by assumption.
Thus it just remains to check that G and K satisfy condition b∗).
Fix a morphism ϕ : Z → V as in b∗). That is, ϕ is a morphism of finite type
from a regular scheme Z to V . Following the ideas of Remark 6.1.5, observe that
ϕ can be locally regarded as an affine morphism of the form
Spec(S) Spec(S[T1, . . . , Tn]/J),oo
where J represents an ideal contained in the polynomial ring S[T1, . . . , Tn]. Thus
we get a commutative diagram
V ′ = Spec(S[T1, . . . , Tn])
β
ss
V = Spec(S) Z = Spec(S[T1, . . . , Tn]/J).
?
OO
ϕoo
Since β is a smooth morphism and FV (G) ⊂ FV (K), we have that
FV ′ (β
∗(G)) ⊂ FV ′ (β∗(K)) .
In this way, applying Lemma 6.4.2, one readily checks that
FZ
(
ϕ∗(G)) = FZ(β∗(G)|Z)
= FV ′
(
β∗(G)) ∩FV ′(Z)
⊂ FV ′
(
β∗(K)) ∩FV ′(Z)
⊂ FZ
(
β∗(K)|Z
)
= FZ
(
ϕ∗(K)).
This proves that G and K satisfy condition b∗) of Lemma 6.1.1 as required.
Corollary 6.4.4. Let S, V = Spec(S), D ⊂ Der(S), and G be as in the previous
theorem. Fix a non-zero element f ∈ S, and consider the open subscheme V ′ =
Spec(Sf ) ⊂ V . Then, for any Rees algebra K over Sf ,
FV ′(Gf ) ⊂ FV ′(K) ⇐⇒ K ⊂ Gf .
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Proof. By Lemma 3.5.3, we have that Gf = (Gf ). Thus it suffices to see that
the ring Sf , the Rees algebra Gf , and the submodule Df ⊂ Der(Sf ) are under
the hypotheses of the theorem. Namely, that Df satisfies the weak Jacobian
condition on Sf , and that Gf is Df -saturated. The first of these conditions
follows from Remark 5.1.4, and the second from Lemma 6.2.8.
Corollary 6.4.5. Let S be a regular ring over a field of characteristic zero
satisfying the weak Jacobian condition, and let G be a Rees algebra over S. Set
V = Spec(S). Then, for any Rees algebra K over S,
FV (G) ⊂ FV (K) ⇐⇒ K ⊂ Der(S)(G).
Theorem 6.4.6. Let V be a regular noetherian scheme over a field of charac-
teristic zero satisfying the weak Jacobian condition, and let G be a Rees algebra
over V . Then there exists a canonical representative of CV (G), say G∗, such that
any other algebra of CV (G) is contained in G∗.
Proof. 2 Consider an affine covering of V , say V =
⋃r
i=1 Ui, with Ui = Spec(Si),
where each Si satisfies the weak Jacobian condition. For i = 1, . . . , r, set Gi =
Γ(Ui,G), which is an Si-Rees algebra. Then define G∗i = Der(Si)(Gi), and
G∗i = (G∗i )∼. Observe that, by Proposition 3.6.6 and Lemma 3.5.7, FUi(G∗i ) =
FUi(Gi), and hence FUi(G∗i ) = FUi(G|Ui). We claim that G∗1 , . . . ,G∗r induce a
Rees algebra over V , say G∗, which is the canonical representative of CV (G).
Let us start by checking that G∗ is well-defined. For this, we need to verify
that G∗i |Ui∩Uj = G∗j |Ui∩Uj for all i, j. Fix i and j. Observe that Ui∩Uj is an open
subset of Ui that can be covered by affine charts of the form Ui,f := Spec
(
(Si)f
)
,
with f ∈ Si. Since G∗j is a quasi-coherent sheaf over Uj , and
FUi,f
(
(G∗i )f
)
= FUi,f
(G∗i |Ui,f ) = FUi,f (G|Ui,f ) = FUi,f (G∗j |Ui,f ),
Corollary 6.4.4 implies that
Γ(Ui,f ,G∗j ) ⊂ Γ(Ui,f ,G∗i ) = (G∗i )f .
Hence (G∗j )|Ui,f ⊂ (G∗i )|Ui,f . Applying the same argument on each open subset
of the form Ui,f ⊂ Ui ∩ Uj , we see that (G∗j )|Ui∩Uj ⊂ (G∗i )|Ui∩Uj . Similarly,
swapping the roles of i and j, we see that (G∗i )|Ui∩Uj ⊂ (G∗j )|Ui∩Uj , and therefore
(G∗i )|Ui∩Uj = (G∗j )|Ui∩Uj . Thus G∗1 , . . . ,G∗r induce a quasi-coherent sheaf of Rees
algebras (i.e., a Rees algebra) over V .
By construction, it is clear that FV (G∗) = FV (G). To check that it is the
canonical representative of CV (G), consider another Rees algebra K over V with
FV (K) = FV (G). Observe that K is a quasi-coherent sheaf over V . Thus
Corollary 6.4.4 yields
Γ(Ui,K) ⊂ Γ(Ui,G∗i ) = G∗i .
Thus K|Ui ⊂ G∗i , and therefore K ⊂ G∗.
2Along this proof and that of Corollary 6.4.7 we shall make distinction between Rees al-
gebras defined over a ring S, and quasi-coherent sheaves of Rees algebras over Spec(S) (see
Section 3.1). Namely, we shall use roman letters to denote the first ones, and calligraphic letters
for the second ones.
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Corollary 6.4.7. Let V be a regular noetherian scheme over a field of charac-
teristic zero satisfying the weak Jacobian condition, and let G be a Rees algebra
over V . Let G∗ denote the canonical representative of CV (G) (see Theorem 6.4.6).
Then, for any open subscheme U ⊂ V , the OU -Rees algebra G∗|U is the canonical
representative of CU (G|U ).
Proof. Set K = G|U , and let K∗ denote the canonical representative of CV (K).
With this notation, we need to show that K∗ = G∗|U . Consider an affine chart of
U of the form Spec(S), where S is a ring satisfying the weak Jacobian condition.
Note that Spec(S) is also an affine chart of V . Put G = Γ
(
Spec(S),G), and G∗ =
Der(S)(G). According to the proof Theorem 6.4.6, we have G∗|Spec(S) = (G∗)∼,
and, for the same reason, K∗|Spec(S) = (G∗)∼. That is, G∗|Spec(S) = K∗|Spec(S).
Since U can be covered by affine charts of the form Spec(S), with S satisfying
the weak Jacobian condition, we conclude that K∗ = G∗|U .
6.5 Differential saturation in positive characteristic
Recall that, given a Rees algebra G defined over a regular ring S, we define
the (absolute) differential saturation of G, say Diff(G), as the algebra obtained
by adding to G all the elements of the form ∆(f)WN−n, where fWN ∈ G and
∆ : S → S is a differential operator of order at most n (see Definition 3.6.7). In
general, Diff(G) is not finitely generated. In this section we prove that, if S has
an absolute p-basis (i.e., a p-basis over Fp), then Diff(G) is finitely generated as
a graded algebra over S.
Remark 6.5.1. Let us insist on the fact that Diff(G) is an intrinsic object con-
structed from G, whose definition does not depend on the choice of any particular
p-basis of S.
Remark 6.5.2. Recall that, according to Lemma 5.3.6, if a regular ring S defined
over a field of characteristic p > 0 admits an absolute p-basis, then S is excellent.
Lemma 6.5.3. Let S be a regular ring over Fp which admits a p-basis, say
B. Consider the family of differential operators D[B;β], with β ∈ N⊕B, as in
Proposition 5.2.17. Then a Rees algebra over S, say G = S [f1WN1 , . . . , frWNr],
is differentially saturated if and only if, for each i = 1, . . . , r, each β ∈ N⊕B, and
each integer n with |β| ≤ n < Ni, we have that
D[B;β](fi)WNi−n ∈ G. (6.14)
Proof. The “only if” part of the proof is trivial. For the converse, we shall show
that, for any element fWN ∈ G, and for any differential operator ∆ ∈ Diffn(S)
with n < N , one has that ∆(f)WN−n ∈ G. In order to check this property, we
shall start with a particular case, and then we will address the general one.
First note that D[B;0] is the identity map on S. Thus it follows from condition
(6.14) that fiW
mi ∈ G for all mi ≤ Ni. In this way, setting G =
⊕
m∈N ImW
m,
one readily checks that
Im+1 ⊂ Im (6.15)
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for all m ∈ N.
Next consider a homogeneous element hWN ∈ G of the form
hWN = (afi1 · . . . · fis)WN ,
with a ∈ S, and i1, . . . , is ∈ {1, . . . , r}, with Ni1 + · · · + Nis = N (and possibly
many of the ij repeated). Note that every homogeneous element of degree N of
G is a sum of terms of this form. In the following lines we shall show that, for
any multi-index β ∈ N⊕B, and for any integer n ∈ N so that |β| ≤ n < N , one
has that D[B;β](h)WN−n ∈ G.
Fix a multi-index β ∈ N⊕B and an integer n ∈ N with |β| ≤ n < N as above.
According to Corollary 5.2.20,
D[B;β](h) =
∑
α0+α1+···+αs=β
D[B;α0](a) ·D[B;α1](fi1) · . . . ·D[B;αs](fis). (6.16)
Then, for a collection of multi-indexes α0, α1, . . . , αs ∈ N⊕B with α0 +α1 + · · ·+
αs = β, set
N ′j = max
{
0, Nij − |αj |
}
for j = 1, . . . , s. Under these hypotheses, condition (6.14) implies that
D[B;αj ]
(
fij
)
WN
′
j ∈ G. (6.17)
Since
s∑
j=1
N ′j ≥
s∑
j=1
(
Nij − |αj |
)
= N − |β| ≥ N − n,
it follows from (6.15) and (6.17) that(
D[B;α1](fi1) · . . . ·D[B;αs](fis)
)
WN−n ∈ G.
In this way, we deduce from (6.16) that
D[B;β](h)WN−n ∈ G. (6.18)
Next we address the general case: we shall show that, for any element fWN ∈
G, and for any differential operator ∆ ∈ Diffn(S) with n < N , one has that
∆(f)WN−n ∈ G. Since differential operators are linear and every homogeneous
element of degree N of G can be expressed as a sum of terms of the form (6.16),
condition (6.18) implies that
D[B;β](f)WN−n ∈ G
for all β ∈ N⊕B with |β| ≤ n. In addition, by Corollary 5.2.19 iii), we have that
∆(f) =
∑
|β|≤n
∆(Bβ) ·D[B;β](f).
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Recall that, by Corollary 5.2.19 ii), this is always a finite sum. Thus we conclude
that
∆(f)WN−n =
∑
|β|≤n
∆(Bβ) ·D[B;β](f)WN−n
belongs to G.
Proposition 6.5.4. Let S be a noetherian ring over Fp which admits an absolute
p-basis, and let G be a Rees algebra over S. Then the differential saturation of G,
which we denote by Diff(G), is finitely generated over S, i.e., it is a Rees algebra
over S.
Proof. Fix a set of generators of G, say G = S [f1WN1 , . . . , frWNr], and an
absolute p-basis of S, say B. Let G′ be the Rees algebra obtained by adding to
G all the elements of the form
D[B;β](fi)WNi−n ∈ G,
with β ∈ N⊕B and |β| ≤ n < Ni. By Corollary 5.2.19 ii), only finitely many of
the previous elements are non-zero. Hence G′ is finitely generated over S, i.e., it
is a Rees algebra over S.
By construction, the Rees algebra G′ is differential relative to G. Moreover,
using Lemma 6.5.3 and Corollary 5.2.19 i), one readily checks that G′ is differ-
entially saturated. Thus G′ = Diff(G).
Corollary 6.5.5 (Localization). Let S be a noetherian domain over Fp which
admits an absolute p-basis, and let G be a differentially saturated Rees algebra
over S. Then, for any multiplicative subset U ⊂ S, the U−1S-Rees algebra U−1G
is differentially saturated.
Proof. Fix an absolute p-basis of S, say B, and a set of generators of G, say
G = S [f1WN1 , . . . , frWNr]. Observe that f1WN1 , . . . , frWNr generate U−1G,
and, in virtue of Lemma 5.2.6, the set B is a p-basis of U−1S. Thus, using the
fact that G is differentially saturated and Lemma 6.5.3, one readily checks that
U−1G is differentially saturated.
Lemma 6.5.6. Let S be a regular ring over Fp that admits an absolute p-basis.
Consider the polynomial ring S′ = S[T1, . . . , Tn]. Then:
i) S′ admits an absolute p-basis.
ii) For any differentially saturated Rees algebra G over S, the S′-Rees algebra
G′ = GS′ is differentially saturated.
Proof. Fix an absolute p-basis of S, say B. By Lemma 5.2.8, the set B′ =
B ∪ {T1, . . . , Tm} is an absolute p-basis of S′. Thus i) holds.
To check ii), fix a set of generators of G, say G = S [f1WN1 , . . . , frWNr].
Observe that N⊕B′ = N⊕B ⊕ Nm. Fix β′ ∈ N⊕B′ , and put β′ = β ⊕ α, with
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β ∈ N⊕B and α ∈ Nm. Following the notation of Proposition 5.2.17, consider
the differential operator on S associated to B and β, say
D[B;β] : S −→ S,
and that on S′ associated to B′ and β′, say
D[B
′;β′] : S′ −→ S′.
Arguing as in Remark 5.2.21, one can check that
D[B
′;β′](fi) = D
[B;β](fi)
for i = 1, . . . , r. Since G is differentially saturated we have that, for any n with
|β| ≤ n ≤ Ni,
D[B;β](fi)WNi−n ∈ G.
Therefore, for any n with |β′| ≤ n ≤ Ni, we have that
D[B
′;β′](fi)W
Ni−n ∈ G.
As G′ is generated by f1WN1 , . . . , frWNr , it follows from Lemma 6.5.3 that G′
is differentially saturated.
Lemma 6.5.7. Let R be a regular local ring of characteristic p > 0 which admits
an absolute p-basis. Consider a regular quotient of R, say R′ = R/J . Then:
i) R′ admits an absolute p-basis.
ii) For any differentially saturated Rees algebra G over R, the R′-Rees algebra
G′ = GR′ is differentially saturated.
Proof. Since R′ is regular, there exists a regular system of parameters of R,
say x1, . . . , xd, so that J = 〈x1, . . . , xe〉, where e represents the codimension of
R′. In addition, by Proposition 5.3.1, R admits a p-basis of the form B =
B0 ∪ {x1, . . . , xd}, where Fp(B0) is a quasi-coefficient field of R (see Corol-
lary 5.3.2). Under these hypotheses, Lemma 5.3.7 ensures that the image of
B0 ∪ {xe+1, . . . , xd} in R′, which we shall denote by B′, is a p-basis of R′. Thus
i) holds.
For ii), fix a set of generators of G, say G = R [f1WN1 , . . . , frWNr]. By
assumption we have that, for every β ∈ N⊕B, and each integer n, with |β| ≤ n <
Ni,
D[B;β](fi)WNi−n ∈ G. (6.19)
Let us denote the images of f1, . . . , fr in R
′ by f1, . . . , fr respectively. With
this notation, G′ = R′ [f1WN1 , . . . , frWNr]. Then (6.19), together with the
second part of Lemma 5.3.7, imply that, for every β′ ∈ N⊕B′ , and every n with
|β′| ≤ n < Ni,
D[B
′;β′] (fi)WNi−n ∈ G′.
Hence G′ is differentially saturated by Lemma 6.5.3.
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6.6 Canonical representatives in positive
characteristic
Lemma 6.6.1. Let S be a regular ring over Fp which has an absolute p-basis,
and let G be a Rees algebra over S. Set V = Spec(S). If G is differentially
saturated, then
SingV (G) = ZerosV (G).
Remark 6.6.2. This result says that G fulfills condition a) of Lemma 6.1.1.
Proof. Fix a point ξ ∈ V . Clearly ξ ∈ SingV (G) implies ξ ∈ ZerosV (G). Con-
versely, assume that ξ /∈ SingV (G). Then there should be a homogeneous element
fWN ∈ G with νξ(f) < N . Put G =
⊕
i∈N IiW
i, and let p ⊂ S denote the prime
ideal corresponding to ξ. According to Proposition 5.4.7, DiffN−1(f) * p, and,
since G is differentially saturated, DiffN−1(f) ⊂ I1. Therefore ξ /∈ Zeros(G).
Remark 6.6.3. Let R be a regular local ring of characteristic p > 0 which admits
an absolute p-basis. Fix a regular system of parameters of R, say x1, . . . , xd, and
a p-basis of R as in Proposition 5.3.1, say B = B0 ∪ {x1, . . . , xd}. Recall that,
by Corollary 5.3.2, Fp(B0) can be extended to a unique coefficient field of R̂, say
k0. Consider the regular quotient ring R
′ = R/〈x1〉. Observe that k0 can also
be regarded as a coefficient field of R̂′ = R̂/〈x1〉. Then, by Cohen’s structure
theorem [12, Theorem 9, p. 72], we have isomorphisms R̂ ' k0[[x1, . . . , xd]] and
R̂′ ' k0[[x2, . . . , xd]]. In this way, we see that there is a natural retraction
of the quotient map ε : R̂′ ↪→ R̂ given by the inclusion of power series rings
k0[[x2, . . . , xd]] ⊂ k0[[x1, x2, . . . , xd]]. Thus R̂ ' R̂′[[x1]] and every element of R̂
admits an expansion of the form f =
∑∞
i=0 ε(ai)x
i
1 with ai ∈ R̂′ for i ∈ N.
Next, consider the multi-index β = (nδx1b)b∈B ∈ N⊕B, where δx1b represents
Kronecker’s delta (i.e., β is the multi-index whose entries are all zero, except
that corresponding to x1, which is equal to n). Here we shall denote the dif-
ferential operator D[B;β] ∈ Diffn(R) by D[B;xn1 ]. Since D[B;xn1 ] annihilates every
monomial in the elements of B ∪ {x2, . . . , xd}, it follows that D[B;xn1 ] vanishes at
the subring k0[[x2, . . . , xd]] ⊂ R̂. In this way, for each element f ∈ R̂, setting
f =
∑∞
i=0 ε(ai)x
i
1 with ai ∈ R̂′, one readily checks that
D[B;x
n
1 ](f) ≡ an modulo 〈x1〉R̂.
Lemma 6.6.4. Let S be a regular local ring of characteristic p > 0 which ad-
mits an absolute p-basis. Set V = Spec(S), and consider a regular hypersurface
H = Spec(S/J) ⊂ V . Let H = S[JW ] denote the Rees algebra attached to the
immersion of H in V (see Remark 3.7.1). Then, for any differentially saturated
Rees algebra over S, say G, the following conditions hold:
i) SingH(G|H) = SingV (G) ∩H.
ii) FH(G|H) = FV (G) ∩FV (H).
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Proof. We start by i). The inclusion SingV (G) ∩H ⊂ SingH(G|H) always holds.
For the converse, we shall show that, for each ξ ∈ H,
ξ ∈ SingH(G|H) =⇒ ξ ∈ SingV (G).
Fix a point ξ ∈ SingH(G|H) and a homogeneous element fWN ∈ G. Set
R = OV,ξ, M = MV,ξ, R′ = OH,ξ, and M′ = MH,ξ. Since H is a regular
hypersurface in V , there should be a regular system of parameters of R, say
x1, . . . , xd, so that R
′ = R/〈x1〉. Note that R is a localization of S. Then,
by Lemma 5.2.6, R admits a p-basis, and, in virtue of Corollary 6.5.5, Gξ is a
differentially saturated algebra over R.
In virtue of Proposition 5.3.1, consider a p-basis of R of the form B = B0 ∪
{x1, . . . , xd}, and let us proceed as in Remark 6.6.3. Namely, observe that f ,
regarded as an element of R̂, has a an expansion of the form f =
∑∞
i=0 ε(ai)x
i
1
with ai ∈ R̂′ for i ∈ N. Hence
f ≡ ε(a0) + ε(a1)x1 + · · ·+ ε(aN−1)xN−11 modulo 〈x1〉N R̂. (6.20)
In addition, using the notation of Remark 6.6.3,
D[B;x
n
1 ](f) ≡ an modulo 〈x1〉R̂
for all n < N . Since Gξ is differentially saturated, this implies that anWN−n ∈
GξR′ for n < N .
Since ξ ∈ SingH(G|H), it follows from the previous discussion that νH,ξ(an) ≥
N − n for all 0 ≤ n < N . Moreover,
νH,ξ(an) ≥ N − n =⇒ an ∈ (M′)(N−n)R̂′
=⇒ ε(an) ∈M(N−n)R̂.
In this way, it follows from (6.20) that f ∈ MN R̂. As R → R̂ is a faithfully
flat morphism, we have that MN = R ∩MN R̂, and therefore f ∈MN . That is,
νV,ξ(f) ≥ N .
Repeating the previous argument for each homogeneous element fWN ∈ G,
we conclude that ξ ∈ SingV (G). Therefore i) holds.
The proof of ii) is analogous to that of Lemma 6.4.1 ii) (it only requires to
replace the expansion of (6.10) by that of (6.20)).
Lemma 6.6.5. Let R be a regular local ring of characteristic p > 0 which admits
an absolute p-basis. Set U = Spec(R), and consider a regular closed subscheme
Z = Spec(R/J) ⊂ U . Let Z = S[JW ] denote the Rees algebra attached to the
immersion of Z in U (see Remark 3.7.1). Then, for any differentially saturated
Rees algebra over R, say G, we have that
FZ(G|Z) = FU (G) ∩FU (Z).
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Proof. Consider a regular system of parameters of R, say x1, . . . , xd, so that
J = 〈x1, . . . , xe〉, where e denotes the codimension of Z. We proceed by induction
on e.
If e = 1, the scheme Z is a regular hypersurface of U and the result follows
from Lemma 6.6.4.
Otherwise, if e > 1, consider the regular hypersurface H = Spec(R/〈x1〉),
together with the Rees algebra attached to its immersion in V , say H = R[x1W ].
According to Lemma 6.6.4,
FH(G|H) = FU (G) ∩FV (H).
In addition, by Lemma 6.5.7, the quotient ring R/〈x1〉 admits an absolute p-
basis, and G|H is differentially saturated algebra over R/〈x1〉. Note also that
(G|H)|Z = GZ . Thus, by the inductive hypothesis,
FZ(G|Z) = FH(G|H) ∩FH(Z|H).
Finally, as FH(Z|H) = FU (Z), combining the previous identities we get
FZ(G|Z) = FH(G|H) ∩FH(Z|H)
= FV (G) ∩FV (H) ∩FV (Z)
= FV (G) ∩FV (Z).
Lemma 6.6.6. Let S be a regular ring over a field of characteristic p > 0 which
admits an absolute p-basis. Set V = Spec(S), and consider a regular closed
subscheme Z = Spec(S/J) ⊂ V . Then, for any differentially saturated Rees
algebra over S, say G, we have that
FZ(G|Z) = FV (G) ∩FV (Z),
where Z = S[JW ] represents the Rees algebra attached t the embedding of Z in
V .
Proof. Fix a prime ideal p ⊂ S. Set U = Spec(Sp) and Y = Spec(Sp/JSp) ⊂ U .
By Lemma 5.2.6, Sp admits a p-basis over Fp and, by Corollary 6.5.5, Gp is a
differentially saturated algebra over Sp. Note also that Zp coincides with the
Rees algebra attached to the immersion of Y in U . In this way, Lemma 6.6.5
says that
FY (Gp|Y ) = FU (Gp) ∩FU (Zp).
Repeating this argument for each prime ideal p ⊂ S, we conclude that
FZ(G|Z) = FV (G) ∩FV (Z).
Theorem 6.6.7. Let S be a regular ring over Fp that admits an absolute p-basis
and set V = Spec(S). Then, for any couple of Rees algebras over S, say G and
K,
FV (G) ⊂ FV (K) ⇐⇒ K ⊂ Diff(G).
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Proof. Since G ⊂ Diff(G), the implication K ⊂ Diff(G) ⇒ FV (G) ⊂ FV (K) is
clear. Next we proceed with the converse.
Suppose that FV (G) ⊂ FV (K). Note that, by Lemma 3.6.4,
FV (Diff(G)) = FV (G).
Thus we may assume without loss of generality that G = Diff(G) and, in this
way, the problem is reduced to check that K ⊂ G. To this end, it suffices to show
that G and K are under the hypotheses of Lemma 6.1.1. That is, that G and K
fulfill conditions a), a∗), b), and b∗) of the lemma.
Since G = Diff(G), condition a) follows from Lemma 6.6.1, and then a∗)
follows from Lemma 6.1.4. On the other hand, condition b) is satisfied by as-
sumption, and it just remains to check that b∗) holds. That is, we need to
verify that, for any morphism of finite type from a regular scheme Z to V , say
ϕ : Z → V , there is an inclusion
FZ (ϕ
∗(G)) ⊂ FZ (ϕ∗(K)) . (6.21)
Fix ϕ : Z → V as above. Following the strategy of Remark 6.1.5, note that
ϕ is locally given by an affine morphism of the form
Spec(S) Spec(S[T1, . . . , Tn]/J).oo
Here T1, . . . , Tn represent variables and J is an ideal contained in the polynomial
ring S[T1, . . . , Tn]. Observe that there is a commutative diagram
V ′ = Spec(S[T1, . . . , Tn])
β
ss
V = Spec(S) Z = Spec(S[T1, . . . , Tn]/J).
?
OO
ϕoo
Since β is a smooth morphism and FV (G) ⊂ FV (K), we have that
FV ′ (β
∗(G)) ⊂ FV ′ (β∗(K)) .
In this way, applying Lemma 6.6.6, one readily checks that
FZ
(
ϕ∗(G)) = FZ(β∗(G)|Z)
= FV ′
(
β∗(G)) ∩FV ′(Z)
⊂ FV ′
(
β∗(K)) ∩FV ′(Z)
⊂ FZ
(
β∗(K)|Z
)
= FZ
(
ϕ∗(K)).
This proves (6.21), and thus the result follows.
Theorem 6.6.8. Let V be a regular excellent scheme over Fp that has an affine
covering of the form V =
⋃m
i=1 Spec(Si), where each Si admits an absolute p-
basis. Then, for every Rees algebra G over V , there exists a canonical represen-
tative of CV (G), say G∗, such that any other Rees algebra of CV (G) is contained
in G∗.
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Proof. 3 For i = 1, . . . ,m, set Ui = Spec(Si) ⊂ V , and Gi = Γ(Ui,G), which
is a Rees algebra over Si. Set G
∗
i = Diff(Gi), and G∗i = (G∗i )∼. Recall that
G∗i is finitely generated over Si (see Proposition 6.5.4, and Lemma 3.5.2), and
FUi(Gi) = FUi(G∗i ) (see Proposition 3.6.6, and Lemma 3.5.7). We claim that
G∗1 , . . . ,G∗m induce a Rees algebra over V that is the canonical representative of
CV (G).
Let us start by checking that G∗ is a well-defined Rees algebra over V . To
this end, we shall verify that G∗i |Ui∩Uj = G∗j |Ui∩Uj for all i, j. Fix i and j. Note
that G∗i |Ui∩Uj and G∗j |Ui∩Uj are two quasi-coherent subsheaves of OUi∩Uj [W ]. In
this way, given a point ξ ∈ Ui ∩Uj , Corollary 6.5.5 and Lemma 3.5.3 imply that
(G∗i )ξ = Diff(Gξ) = (G∗j )ξ.
Since this equality holds at each point of ∈ Ui ∩ Uj , it follows that G∗i |Ui∩Uj =
G∗j |Ui∩Uj , which proves that G∗ is well-defined.
In order to see that G∗ is the canonical representative of the class of G, we
shall show that, for any Rees algebra K ∈ CV (G), one has that K ⊂ G∗. Indeed,
if K ∈ CV (G), Theorem 6.6.7 says that
Γ(Ui,K) ⊂ Diff(Gi) = Γ(Ui,G∗).
Since K and G∗ are quasi-coherent sheaves and Ui is an affine subset of V , this
implies that K|Ui ⊂ G∗|Ui . Hence K ⊂ G∗.
Remark 6.6.9. From the previous proof it follows that (G∗)ξ = Diff(Gξ) for every
ξ ∈ V .
Corollary 6.6.10. Let V , G, and G∗ be as in the previous theorem. Then, for
any open subscheme U ⊂ V , the Rees algebra G∗|U is the canonical representative
of CU (G|U ).
Proof. It follows from the same arguments exhibited in the proof of the theorem.
Corollary 6.6.11. Let V be a regular variety over an arbitrary field k of any
characteristic, and let G be a Rees algebra over V . Then there is a canonical
representative of CV (G), say G∗, so that any other algebra of CV (G) is contained
in G∗.
Proof. If k has characteristic zero, the result follows from Proposition 5.1.7 and
Theorem 6.4.6. The case of positive characteristic follows from Proposition 5.3.12
and Theorem 6.6.8.
3Along this proof we shall make distinction between Rees algebras defined over a ring S,
and quasi-coherent sheaves of Rees algebras over Spec(S).
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Chapter 7
Simplification of n-fold points
Consider an equidimensional excellent scheme X defined over a field of charac-
teristic zero. Assume that X has maximum multiplicity n. In this chapter we
prove that, given a suitable finite morphism from X to a regular scheme V , it
is possible to construct a sequence of blow-ups along closed regular equimultiple
centers, say
X X1
pi1oo X2
pi2oo · · ·oo Xl,piloo
so that the maximum multiplicity of X drops. That is, so that max multXl <
max multX . This result was already known for varieties defined over a field of
characteristic zero (see [34]). Our aim is to generalize it to a more general class
of schemes. The precise statement of this result is formulated in Theorem 7.1.1.
7.1 The statement
Before formulating the main theorem, let us fix some notation. Given an equidi-
mensional noetherian scheme X, we shall denote the set of points of multiplicity
n of X by Fn(X). By a Fn-permissible transformation of X, say X ← X1,
we will understand the blow-up of X along a closed regular center contained in
Fn(X), or an open restriction, or the multiplication of X by an affine line, say
X1 = X × A1 (compare with the definition of permissible transformation for a
Rees algebra, on p. 38). A sequence of transformations, say
X X1
ϕ1oo X2
ϕ2oo · · ·oo Xl,ϕloo
will be called a Fn-permissible sequence if each ϕi is a Fn-permissible transfor-
mation.
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Theorem 7.1.1. Let X be an equidimensional scheme endowed with a finite
and dominant morphism β : X → V , where V is an irreducible regular scheme
over a field of characteristic zero satisfying the weak Jacobian condition (see
Definition 5.1.3). Suppose that β has generic rank n. Then:
i) max multX ≤ n.
In addition, if the equality holds in i):
ii) Max multX is a closed subset of X that is mapped homeomorphically onto
its image in V via β. Moreover, a closed subset Y ⊂ Max multX is regular
if and only if β(Y ) is so.
iii) If the multiplicity is not constant along X, then one can construct a se-
quence of blow-ups along closed regular equimultiple centers, say
X X1
pi1oo X2
pi2oo · · ·oo Xl,piloo
so that max multXl < n.
Some ideas behind the theorem
Consider a finite projection β : X → V of generic rank n as in Theorem 7.1.1.
Recall that, under these hypotheses, Zariski’s formula for finite morphisms (The-
orem A.0.2) says that
multX(ξ) ≤ n ·multV (β(ξ)),
for all ξ ∈ X. Since V is regular, this yields max multX ≤ n. Zariski’s formula
also implies that, if ξ is a n-fold point of X, it is the unique point in the fiber of
β(ξ). Thus Fn(X) is mapped injectively to its image in V . Moreover, it can be
shown that the bijection induced by β between Fn(X) and its image in V is a
homeomorphism and that a closed subscheme Y ⊂ Fn(X) is regular if and only
if β(Y ) is so (see [34, Proposition 6.3, p. 349]). This proves i) and ii).
From ii) it follows that any regular center Y ⊂ Fn(X) induces a regular center
on V , say β(Y ) ⊂ V . Denote by X ← X1 and V ← V1 the corresponding blow-
ups along Y and β(Y ) respectively. In general, finite maps are not preserved by
blow-ups. However, in this case there is a natural commutative diagram
X
β

X1oo
β1

V V1,oo
where β1 is finite of generic rank n (see [2, §3]). In particular, β1 : X1 → V1
is again under the hypotheses of Theorem 7.1.1. Thus, applying an inductive
argument, one can see that any sequence of Fn-permissible blow-ups on X, say
X X1oo X2oo · · ·oo Xl,oo
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induces a natural sequence of blow-ups along regular centers on V , and a com-
mutative diagram
X
β

X1oo
β1

X2oo
β2

· · ·oo Xloo
βl

V V1oo V2oo · · ·oo Vl,oo
where each βi is finite of generic rank n and maps Fn(Xi) homeomorphically
onto its image in Vi.
In order to prove iii) we will construct a Rees algebra G over V with the
following properties (see Lemma 7.2.1):
• Fn(X) is homeomorphic to SingV (G) via β.
• Any local sequence of G-permissible transformations on V , say
G G1 G2 Gl
V V1oo V2oo · · ·oo Vl,oo
induces a Fn-permissible sequence X, and a commutative diagram
X
β

X1oo
β1

X2oo
β2

· · ·oo Xloo
βl

V V1oo V2oo · · ·oo Vl,oo
where each βi is a finite and dominant morphism of generic rank n.
• The set Fn(Xi) is homeomorphic to SingVi(Gi) via βi for i = 1, . . . , l (in
particular, SingVl(Gl) = ∅ if and only if max multXl < n).
Then we shall show that, given such G, there is an algorithm that produces a
sequence of G-permissible blow-ups, say
G G1 G2 Gl
V V1
pi1oo V2
pi2oo · · ·oo Vl,piloo
so that SingVl(Gl) = ∅. Such an algorithm is known to exist for the case in
which V is a regular variety over a field of characteristic zero (see [15]). In
Section 7.3 we extend it to a more general class of schemes defined over a field
of characteristic zero (see Theorem 7.3.9).
Remark 7.1.2. In Sections 3.3 and 4.1 we gave representations of the set of n-
fold points of X by means of local embeddings in a regular ambient space. By
contrast, in this section we intend to use finite projections onto a regular scheme
instead of embeddings. An advantage of this method is that it does not increase
the original dimension of the problem. Namely, given a d-dimensional scheme X,
we try to find a presentation of Fn(X) in a regular scheme V of dimension d, and
not higher. The idea of projecting the set of n-fold points of X was introduced
in [34]. For further discussion see [2] and [10].
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7.2 Representation via finite morphisms
Lemma 7.2.1. Let β : X → V be a finite morphism as in Theorem 7.1.1.
Assume that β has generic rank n = max multX . Then there exists a Rees
algebra over V , say G, that represents Fn(X) in the following sense:
i) Fn(X) is homeomorphic to SingV (G) via β.
ii) Any local sequence of G-permissible transformations on V , say
G G1 G2 Gl
V V1oo V2oo · · ·oo Vl,oo
induces a sequence of Fn-permissible transformations on X, and a commu-
tative diagram as follows,
X
β

X1oo
β1

X2oo
β2

· · ·oo Xloo
βl

V V1oo V2oo · · ·oo Vl,oo
where each βi is a finite and dominant morphism of generic rank n (i.e., βi
is under the hypotheses of Theorem 7.1.1).
iii) For i = 1, . . . , l, the set Fn(Xi) is homeomorphic to SingVi(Gi).
In particular, a resolution of G induces a lowering of the maximum multiplicity
of X.
Let us start by proving the result in the affine case. The general statement
is proved right after the affine one.
Lemma 7.2.2 (cf. [34, Theorem 6.8, p. 352]). Let S be a regular domain over
a field of characteristic zero, and B a finite equidimensional extension of S.
Put X = Spec(B), V = Spec(S), and let β : X → V denote the morphism
induced by the inclusion of algebras S ⊂ B. Assume that β has generic rank
n = max multX . Then there exists a Rees algebra over S, say G, satisfying
conditions i), ii) and iii) of Lemma 7.2.1.
Proof. Since β has generic rank n, and this is also the maximum multiplic-
ity of X, we know that β maps Fn(X) homeomorphically into its image in V .
Moreover, this homeomorphism is preserved by permissible blow-ups and local
sequences (see the discussion on p. 120).
Next fix a presentation of B over S, say B = S[θ1, . . . , θr], with θ1, . . . , θr,
with θ1, . . . , θr integral over S. This presentation induces a surjective homomor-
phism, say
S[T1, . . . , Tr] // B = S[θ1, . . . , θr],
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and a closed immersion of X into the regular ambient space
V ′ = Spec(S[T1, . . . , Tr]).
Let fi(Ti) denote the minimum polynomial of θi over K = Frac(S). Put ni =
deg(fi(Ti)), and let us assume without loss generality that ni ≥ 2 for all i.
Since S is normal, fi(Ti) has coefficients in S, i.e., fi(Ti) ∈ S[Ti]. Then, by [34,
Proposition 5.7, p. 343], we have that the Rees algebra
G′ = OV ′ [f1(T1)Wn1 , . . . , fr(Tr)Wnr ]
represents the set of n-fold points of X in the sense of Section 3.3 (via the closed
immersion X ↪→ V ′). That is,
SingV ′(G′) = Fn(X),
and this equality is preserved by permissible blow-ups and local sequences.
When S is defined over a field of characteristic zero, one can use the coeffi-
cients of f1(T1), . . . , fr(Tr) to construct an elimination algebra of G′ on V , say
G (see [34, Theorem 3.5, p. 332]). Then, by [34, Theorem 6.8, p. 352], it follows
that G represents the set of n-fold points of X in the sense of the Lemma.
Proof of Lemma 7.2.1. Fix an affine covering of V , say V =
⋃m
i=1 Ui, with
Ui = Spec(Si). Note that β
−1(Ui) is also an affine subset of X, put β−1(Ui) =
Spec(Bi), and β is locally given by the finite extension Si ⊂ Bi at this chart.
According to Lemma 7.2.2, we can construct an OUi-Rees algebra satisfying
conditions i), ii) and iii) locally at Ui. The let G∗i denote the canonical represen-
tative of CUi(Gi), the class of equivalence of Gi (which exists by Theorem 6.4.6).
We claim that G∗1 , . . . ,G∗m patch, defining a Rees algebra over V that satisfies
conditions i), ii) and iii).
In order to verify the claim, we need to check that G∗i |Ui∩Uj = G∗j |Ui∩Uj for
all i, j. Fix i and j. Observe that, by properties i), ii) and iii), G∗i |Ui∩Uj and
G∗j |Ui∩Uj have the same tree of transformations, i.e.,
FUi∩Uj
(G∗i |Ui∩Uj) = FUi∩Uj (G∗j |Ui∩Uj) .
By Corollary 6.4.7, we have that G∗i |Ui∩Uj , regarded as a Rees algebra over Ui∩Uj
is the canonical representaive of its class. And the same holds for G∗j |Ui∩Uj . Hence
G∗i |Ui∩Uj = G∗j |Ui∩Uj .
7.3 Resolution of Rees algebras
In this section we review the algorithm of resolution of algebras. A detailed
description of the algorithm can be found in [15] and, using the language of
idealistic exponents, also in [11], [35], or [7]. We shall pay special attention to
the existence of hypersurfaces of maximal contact. In the case of varieties over
a field of characteristic zero, this is proved by using differential operators over
the ground field. By contrast, we will prove the existence of hypersurfaces of
maximal contact by using the weak Jacobian condition (see Lemma 7.3.5). The
rest of the algorithm works exactly as in the case of varieties.
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Hironaka’s order function
Let V be a regular scheme, and G = ⊕j∈N IjW j anOV -Rees algebra. Hironaka’s
order function is defined by
ordG : V −→ Q
ξ 7−→ ordG(ξ) = inf
{
νξ(Ij)
j
| j ≥ 1
}
.
Given a set of generators of Gξ, say
Gξ = OV,ξ
[
f1W
N1 , . . . , frW
Nr
]
,
an easy computation shows that
ordG(ξ) = min
{
νξ(f1)
N1
, . . . ,
νξ(fr)
Nr
}
.
Thus we see that ordG(ξ) is actually a rational number. In fact, if G is gener-
ated in degree lower than d, the image of ordG is contained in 1d!N. Another
consequence of the definition is that, for ξ ∈ V ,
ξ ∈ SingV (G) ⇐⇒ ordG(ξ) ≥ 1.
The following result, known as Hironaka’s trick, says that the function ordG
does not depend on the algebraic structure of G, but on its tree of permissible
transformations, say FV (G). Recall that, given two OV -Rees algebras G and
G′, sometimes we have an inclusion of trees, say FV (G) ⊂ FV (G′). When the
inclusion holds in both directions, we say that G and G′ are weakly equivalent.
The next result shows that, if two OV -Rees algebras are weakly equivalent, then
they define the same order function on V .
Theorem 7.3.1 (cf. [7, Theorem 2.21, p. 156]). Let V be a regular scheme, and
G,G′ two OV -Rees algebras. If G and G′ are weakly equivalent, then ordG(ξ) =
ordG′(ξ) for every ξ ∈ V .
Remark 7.3.2. In the setting in which V is a regular scheme over a field of char-
acteristic zero satisfying the weak Jacobian condition, we can give an alternative
proof of this theorem using the results of Chapter 6. Indeed, fix a point ξ ∈ V .
Since FV (G) = FV (G′), Corollary 6.4.5 implies that
Der(OV,ξ)(Gξ) = Der(OV,ξ)(G′ξ).
Following the ideas of Lemma 3.5.6 and Lemma 3.6.4 one can show that the
order of G at ξ coincides with that of Der(OV,ξ)(Gξ) at ξ. Similarly, the order of
G′ at ξ coincides with that of Der(OV,ξ)(G′ξ) at ξ. Then ordG(ξ) = ordG′(ξ).
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Hypersurfaces of maximal contact
Consider a regular scheme V , a Rees algebra G over V , and a regular hypersurface
H ⊂ V . Recall that there is a natural Rees algebra attached to the immersion
of H in V (see Remark 3.7.1). Let us denote this algebra by H = OV [I(H)W ].
Definition 7.3.3. Under the previous hypotheses, H is said to be a hypersurface
of maximal contact of G if FV (G) ⊂ FV (H).
Example 7.3.4. Set G = ⊕i∈N JiW i. A situation in which maximal contact
occurs is when J1 contains an element of order exactly equal to 1. More precisely,
suppose that there exists a point ξ ∈ SingV (G) and an element x1 ∈ J1 so that
νξ(x1) = 1 (note that this implies ordG(ξ) = 1). Then x1 defines a regular
hypersurface locally at ξ, say H ⊂ V . Since x1W ∈ G, it follows that FV (G)
is locally contained in the tree of permissible transformations of H = OV [x1W ].
Hence H is locally a hypersurface of maximal contact.
Lemma 7.3.5. Let V be a regular scheme over a field of characteristic zero
satisfying the weak Jacobian condition, and let G be a Rees algebra over V .
Consider a point ξ ∈ SingV (G). If ordG(ξ) = 1, then G has a hypersurface of
maximal contact locally at ξ.
Proof. Assume that ξ belongs to a suitable open affine chart Spec(S) ⊂ V , so
that the weak Jacobian condition holds on S. Since ordG(ξ) = 1, there must be a
homogeneous element fWN ∈ Gξ with νξ(f) = N . In virtue of Proposition 5.4.3,
one can find N − 1 derivatives, say δ1, . . . , δN−1 ∈ Der(S), so that (δN−1 ◦ · · · ◦
δ1)(f) has order exactly equal to 1 at ξ. Put x1 = (δN−1 ◦ · · · ◦ δ1)(f). Since
νξ(x1) = 1, the ideal 〈x1〉 defines a regular hypersurface locally at ξ. In addition,
by Giraud’s lemma (3.6.6), G  OV [x1W ] is weakly equivalent to G. Thus 〈x1〉
defines a hypersurface of maximal contact locally at ξ.
The following definition generalizes the concept of maximal contact to higher
dimension.
Definition 7.3.6. Let V be a regular scheme, and G an OV -Rees algebra. We
define the codimensional type of G at a point ξ ∈ SingV (G) as the maximum
codimension of a locally regular closed subscheme passing through ξ, say Z ⊂ V ,
so that
FV (G) ⊂ FV (Z),
where Z = OV [I(Z)W ] represents the Rees algebra attached to the immersion
of Z into V (see Remark 3.7.1).
Remark 7.3.7. Fix a point ξ ∈ SingV (G). Set d = dim(OV,ξ), and let e denote
the codimensional type of G at ξ. Observe that, locally at ξ, a closed subscheme
Z ⊂ V as in the Definition is always defined by part of a regular system of
parameters of OV,ξ. Put OZ,ξ = OV,ξ/〈x1, . . . , xe〉, with x1, . . . , xd a regular sys-
tem of parameters of OV,ξ. Each of these x1, . . . , xe defines a hypersurface of
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maximal contact locally at ξ, say Hi = Spec(OV,ξ/〈xi〉). Thus we see that the
codimensional type of G at ξ coincides with the maximum number of hypersur-
faces of maximal contact of G passing through ξ, and having normal crossings
among them. Note also that, in characteristic zero, this number coincides with
Hironaka’s τ -invariant (see [6, §4]).
Example 7.3.8. Assume that G has codimensional type exactly equal to the di-
mension of V . In this case, SingV (G) consists on finitely many closed points,
and the resolution of G is achieved by iteratively blowing up V at these points.
Resolution of algebras
The following theorem extends the algorithm of resolution of Rees algebras dis-
cussed in [15] to our setting, in which we consider Rees algebras over schemes of
characteristic zero satisfying the weak Jacobian condition.
Theorem 7.3.9. Let V be a regular scheme over a field of characteristic zero
satisfying the weak Jacobian condition. Then every Rees algebra over V admits
a resolution. Namely, given an OV -Rees algebra G, there exists a sequence of
G-permissible blow-ups, say
G G1 G2 Gl
V V1
pi1oo V2
pi2oo · · ·oo Vl,piloo
so that SingV (G) = ∅. Moreover, the choice of the center of each pii is algorith-
mic.
Sketch of the proof. The idea is to use the codimensional type of G to find a
refinement of Hironaka’s order function that, at the end, leads to an algorithmic
resolution of G. Namely, for each e less than or equal to the codimensional type
of G at a point ξ ∈ SingV (G), one can define an invariant w-ord(e)G (ξ) ∈ Q (see
[15, Definition 7.9], and Remark 7.3.10 below). Then w-ord
(e)
G can be further
refined with another invariant called t
(e)
G
1 (see [15, Definition 7.13]).
Next assume that G has codimensional type exactly equal to e at a point
ξ ∈ SingV (G). The key feature of the invariant t(e)G is that one can construct
a new Rees algebra over V , say Ĝ, so that SingV (Ĝ) = Max t(e)G , and whose
resolution leads to a lowering of max t
(e)
G (see [15, §7, p. 79]). Moreover, the
codimensional type of Ĝ is greater than or equal to e+ 1 (see [15, §7.15]). Thus,
using an inductive argument on the codimensional type, one can find an algo-
rithmic resolution of G.
1In fact, the t
(e)
G -invariant is defined for a basic object of the form (V,G, E), where E is a
collection of regular hypersurfaces attached to G. These hypersurfaces play a role in the process
of monomialization of G (see [11, Remark 15.23, p. 426]).
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Remark 7.3.10. The invariants w-ord
(e)
G and t
(e)
G are defined by taking a regular
closed subscheme Z ⊂ V of codimension e, so that FV (G) ⊂ FV (Z), where
Z denotes the Rees algebra attached to the immersion of Z into V (see Defini-
tion 7.3.6). Thus, in order to verify that w-ord
(e)
G and t
(e)
G are well-defined, one
needs to show that they do not depend on the choice of Z. To check this, one can
see that these two invariants can be retrieved from Hironaka’s order function,
ordG . Since ordG depends only on the tree of transformations of G by Hironaka’s
trick (Theorem 7.3.1), it follows that w-ord
(e)
G and t
(e)
G are well-defined (cf. [7,
§5.2, p. 181]).
Remark 7.3.11. The construction of w-ord
(e)
G and t
(e)
G is local. Thus we need an
argument to show that the procedure described above globalizes. This can be
found in [35].
Remark 7.3.12. Note that the process of resolution exhibited above is algorith-
mic, as the centers of the blow-ups are completely determined by the invariants.
This and other properties of the algorithm of resolution are discussed in [7].
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Appendix A
Multiplicity of local rings
Let (R,M) be a noetherian local ring of dimension d, and a ⊂ R a M-primary
ideal. Note R/an is artinian for all n ≥ 0. Hence R/an has finite length when
regarded as an R-module (see [5, Proposition 6.8, p. 77]). The Hilbert-Samuel
function of R with respect to a is the function defined by
χRa : N −→ N
n 7−→ `(R/an),
where `(R/an) denotes the length of R/an. An important property of χRa is that
there exists a polynomial of degree d in n with rational coefficients, say
Pa(R,n) = cdn
d + cd−1nd−1 + · · ·+ c0 ∈ Q[n],
such that
χRa (n) = Pa(R,n) for n 0.
The latter is known as the Hilbert-Samuel polynomial of R with respect to a (see
[31, §II.B.4, p. II-25]). Samuel proved that cd = ed! for some integer e ∈ N. The
number e is called the multiplicity of R with respect to a, and it is denoted by
ea(R). For a = M, we shall simply write e(R) = eM(R), and we call this number
the multiplicity of R. It follows easily from the definition above that, given an
inclusion a ⊂ b of M-primary ideals, ea(R) ≥ eb(R).
Some properties of the multiplicity
We begin by formulating the following additive property of the multiplicity.
Lemma A.0.1 ([31, §V.A.2, p. V-2]). Let (R,M) be a complete noetherian local
ring of dimension d, and let a be a M-primary ideal. Let {q1, . . . , qm} be the set
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of minimal primes of R of depth d. Then
ea(R) =
m∑
i=1
`(Rqi)ea(R/qi).
Theorem A.0.2 (Zariski’s formula [37, §VIII.10, Corollary 1, p. 299]). Let (S, n)
be a noetherian local domain, and consider a finite extension S ⊂ B. Observe
that B is a semi-local ring with a finite number of primes over n, say p1, . . . , pr.
Moreover, for each i = 1, . . . , r, the extended ideal nBpi is a piBpi-primary ideal.
Set K = Frac(S), and L = B ⊗S K. Denote by k(n) the residue field of S, and
by k(p1), . . . , k(pr) those of Bp1 , . . . , Bpr respectively. Then
en(S)[L : K] =
r∑
i=1
e nBpi (Bpi)[k(pi) : k(n)].
The next result is historically the first step towards the study of the upper
semi-continuity of the multiplicity along the primes of a ring.
Theorem A.0.3 (Nagata [27], [28, Theorem 40.1]). Let (R,M) be a noetherian
local ring, and p ⊂ R a prime ideal. If dim(R) = dim(Rp) + dim(R/p), and
R̂/pR̂ is reduced (i.e., p is analytically unramified in Nagata’s terminology),
then e(R) ≥ e(Rp).
Remark A.0.4. Recall that the multiplicity of an equidimensional scheme X at a
point ξ, say multX(ξ), is defined as that of the local ring OX,ξ. It is worth noting
that the previous Theorem does not imply that the multiplicity is upper semi-
continuous on X. For the latter to hold, it is also required that for each ξ ∈ X,
there exists a non-empty open subset U ⊂ {ξ} so that multX(ζ) = multX(ξ) for
all ζ ∈ U .
Another interesting result due to Nagata relates the multiplicity with the
study of singularities.
Theorem A.0.5 (Nagata [27], [28, Theorem 40.6]). Let R be a noetherian local
ring so that R̂ is equidimensional and does not have embedded primes (i.e., R is
unmixed in Nagata’s terminology). Then R is regular if and only if e(R) = 1.
The tangent cone
Let (R,M, k) be a noetherian local ring of dimension d. We define the graded
algebra associated to R as
GrM(R) =
∞⊕
i=0
Mi/Mi+1 = R/M⊕M/M2 ⊕M2/M3 ⊕ · · · .
Note that GrM(R) has a natural structure of k-algebra, and that it is finitely
generated on degree one. Moreover, the homogeneous elements of degree one of
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GrM(R) generate a homogeneous maximal ideal which we shall denote by
Gr+M(R) =
∞⊕
i=1
Mi/Mi+1.
Theorem A.0.6 (cf. [5, Theorem 11.14]). R and GrM(R) have the same Krull
dimension.
Definition A.0.7. Let f be a non-zero element of R, and let n be the biggest
integer so that f ∈ Mn. That is, f ∈ Mn and f /∈ Mn+1. We define the
initial part of f in GrM(R), denoted by In(f), as the homomorphic image of f
in Mn/Mn+1.
Remark A.0.8. Given elements f, g ∈ R, in general, In(f + g) 6= In(f) + In(g).
Thus In : R→ GrM(R) is not a ring homomorphism.
Definition A.0.9. Let X be a noetherian scheme, fix a point ξ ∈ X, and let
(OX,ξ,Mξ) denote the local ring of X at ξ. We define the tangent cone of X at
ξ by
TX,ξ = Spec
(
GrMξ(OX,ξ)
)
.
Remark A.0.10. Consider a collection of elements z1, . . . , zl ∈Mξ whose residue
classes form a basis of Mξ/M
2
ξ as a k(ξ)-vector space. Then In(z1), . . . , In(zl) are
homogeneous elements of degree 1 that generate GrMξ(OX,ξ) as a k(ξ)-algebra.
Thus we have a surjective homomorphism
k[Z1, . . . , Zl] // GrMξ(OX,ξ)
given by Zi 7→ In(zi), where Z1, . . . , Zl represent variables. This homomorphism
induces an embedding of TX,ξ in the affine space Alk. By construction, the origin
of Alk coincides with the closed point of TX,ξ associated to the maximal ideal
Gr+Mξ(OX,ξ). For this reason, we shall refer to this closed point as the origin of
TX,ξ.
Recall that the multiplicity of a noetherian scheme X at a point ξ is defined
as that of the local ring OX,ξ.
Proposition A.0.11. Let X be a noetherian scheme. Then, for each ξ ∈ X,
the multiplicity of X at ξ coincides with that of TX,ξ at the origin.
Proof. Let (S,N) denote the local ring of TX,ξ at the origin (i.e., S is the lo-
calization of GrMξ(OX,ξ) at the maximal ideal Gr+Mξ(OX,ξ)). We shall show
that
`
(OX,ξ/Mn+1ξ ) = `(S/Nn+1) (A.1)
for n ∈ N. According to the definition of the multiplicity of a local ring (p. 129),
this suffices to prove that e(OX,ξ) = e(S).
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Observe that, for each i ∈ N, we have a short exact sequence
0 //Miξ/M
i+1
ξ
// OX,ξ/Mi+1ξ // OX,ξ/Miξ // 0.
From the additivity of the length, it follows by induction that
`
(OX,ξ/Mn+1ξ ) = n∑
i=0
`
(
Miξ/M
i+1
ξ
)
.
On the other hand, it is not hard to check that
S/Nn+1 '
n⊕
i=0
Miξ/M
i+1
ξ ,
and hence
`
(
S/Nn+1
)
=
n∑
i=0
`
(
Miξ/M
i+1
ξ
)
.
In this way we see that (A.1) holds, and thus the result follows.
Multiplicity of hypersurfaces
Let (R,M, k) be a regular local ring of dimension d, and fix a regular system
of parameters of R, say z1, . . . , zd. As the residue classes of z1, . . . , zd generate
M/M2 as a k-vector space, one readily checks that In(z1), . . . , In(zd) generate
GrM(R) as a k-algebra (see Remark A.0.10). Thus we have a surjective homo-
morphism
k[Z1, . . . , Zd] // GrM(R)
given by Zi 7→ In(zi), where Z1, . . . , Zd represent variables. Since GrM(R) has
the same dimension as R (Theorem A.0.6), we deduce that the kernel of the
previous map is 0. That is, GrM(R) ' k[Z1, . . . , Zd], where the variable Zi is
identified with In(zi).
Next consider and ideal J ⊂M, and the local ring R′ = R/J . Let M′ = M/J
denote the maximal ideal of R′. Note that, for each n ∈ N, there is a natural
k-linear map of Mn/Mn+1 → (M′)n/(M′)n+1. Hence there is a natural map of
graded k-algebras
Φ : GrM(R) // GrM′(R
′).
This map is obviously surjective, and one can check that
ker(Φ) = 〈In(f) | f ∈ J〉.
Remark A.0.12. Fix a set of generators of J , say J = 〈f1, . . . , fr〉. Then
〈In(f1), . . . , In(fr)〉 ⊂ ker(Φ).
but, in general, this inclusion is strict.
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Lemma A.0.13. In the previous setting, assume that J is principal, i.e., J =
〈f〉 for some f ∈ R. Then ker(Φ) = 〈In(f)〉.
Proof. Fix the same notation as above. In addition, let ϕ : R → R′ = R/〈f〉
denote the natural quotient map, and set n = νM(f).
Since Φ is a morphism of graded algebras, ker(Φ) should be a homogeneous
ideal, i.e., ker(Φ) is generated by homogeneous elements. In this way, in order
to prove the claim, it suffices to show that, for each homogeneous element G ∈
ker(Φ), we have that G ∈ 〈In(f)〉.
Fix a homogeneous elementG ∈ ker(Φ), G 6= 0. Assume thatG has degreeN .
Then G = In(g) for some g ∈ R, with νM(g) = N . Observe that Φ(G) is the class
of ϕ(g) in (M′)N/(M′)N+1. Since Φ(G) = 0, it follows that ϕ(g) ∈ (M′)N+1,
i.e., g ∈MN+1 + 〈f〉. Suppose that g = g′+ af for some g′ ∈MN+1, and a ∈ R.
Then g − g′ = af . Since g′ ∈ MN+1, it follows that νM(g − g′) = νM(g) = N ,
and hence In(g − g′) = In(g). On the other hand, as R is regular, we have that
In(af) = In(a) In(f). Therefore
G = In(g) = In(g − g′) = In(af) = In(a) In(f),
which shows that G ∈ 〈In(f)〉.
Proposition A.0.14. Let S be a regular ring, and fix a non-zero element f ∈ S.
Set V = Spec(S), and consider the hypersurface
H = Spec(S/〈f〉) ⊂ V.
Then, for each ξ ∈ H,
multH(ξ) = νξ(f).
Proof. Let (R,M, k) and (R′,M′, k) denote the local rings of V and H at ξ
respectively. Observe that R′ = R/〈f〉. Fix a regular system of parameters of
R, say z1, . . . , zd. Then recall that GrM(R) is isomorphic to the polynomial ring
k[Z1, . . . , Zd], where we identify the variable Zi with In(zi).
According to Lemma A.0.13, GrM′(R
′) = GrM(R)/〈In(f)〉, i.e.,
GrM′(R
′) ' k[Z1, . . . , Zd]/〈In(f)〉,
where In(f) is identified with a homogeneous polynomial of degree n = νM(f).
In this way,
TX,ξ = Spec
(
GrM′(R
′)
)
can be regarded as a closed subvariety of Adk defined by a homogeneous polyno-
mial of degree n. Hence TX,ξ has multiplicity n = νM(f) at the origin. Finally,
as the multiplicity of X at ξ coincides with that of TX,ξ at the origin (Proposi-
tion A.0.11), we conclude that multX(ξ) = νM(f) = νξ(f).
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Appendix B
Excellent schemes
Let X be an integral noetherian scheme. A resolution of singularities of X
is a proper and birational map X ← X ′ so that X ′ is regular. In general,
not every integral noetherian scheme admits a resolution of singularities. This
observation led Grothendieck to introduce the notion of excellent schemes. From
this perspective, excellent schemes can be regarded as a suitable category in
which resolution of singularities could be achieved.
In this appendix we review the definitions of excellent rings and schemes,
along with some of their properties. Most of the results of this appendix are
taken from [18, §7.8].
Preliminary notions
Definition B.0.1. A noetherian ring B is said to be catenary if for each pair
of prime ideals p ⊂ q ⊂ B, every saturated chain of prime ideals between p and
q has the same length. B is said to be universally catenary if every algebra of
finite type over B is catenary.
Proposition B.0.2 ([18, Proposition 5.6.4]). Every ring that is a quotient of a
regular noetherian ring is universally catenary.
Definition B.0.3. An algebra B over a field k is said to be geometrically regular
over k if B ⊗k k′ is regular for every finite field extension k′ of k.
Example B.0.4. A field extension K/k is separable1 if and only if K is geomet-
rically regular over k.
1We say that a field extension K/k is separable if K ⊗k k′ is reduced for every finite field
extension k′ of k.
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Example B.0.5. Let B be an algebra of finite type over a field k. By definition,
B is smooth over k if and only if it is geometrically regular over k.
Definition B.0.6. A ring homomorphism ϕ : B → B′ is said to be regular if
the following conditions hold:
i) ϕ is flat.
ii) The fibers of ϕ are geometrically regular, i.e., for each prime ideal p ⊂ B,
the algebra B′⊗Bk(p) is geometrically regular over k(p) (where k(p) denotes
the residue field of Bp).
Next we present the definition of excellent rings and schemes. For further
discussion and motivation we refer to [18, §7.8, p. 214].
Definition B.0.7. Let B be a noetherian ring, and X = Spec(B). The ring B
is said to be excellent if satisfies the following conditions:
i) B is universally catenary.
ii) For each prime ideal p ⊂ B, the morphism Bp → B̂p is regular.
iii) For each prime ideal p ⊂ B, and each purely inseparable finite extension of
K = Frac(B/p), say K ′, there exists a finite extension B/p, say B′ ⊂ K ′,
such that K ′ = Frac(B′), and Reg(B′) contains a non-empty open subset of
Spec(B′).
An affine scheme X = Spec(B) is excellent if B is excellent. A noetherian scheme
is said to be excellent if it can be covered by excellent affine charts.
Properties
Attending to the previous definition, one readily checks that every field is excel-
lent: a field is universally catenary by Proposition B.0.2, and conditions ii) and
iii) are in this case. One can also check that the localization of an excellent ring
is again excellent. The following results tell us about other families of schemes
that are excellent.
Proposition B.0.8 ([18, Proposition 7.8.6 (i)]). If X is an excellent scheme,
then every scheme of finite type over X is excellent.
Corollary B.0.9. Every scheme of finite over a field k is excellent. In partic-
ular, every variety over k is excellent.
Proposition B.0.10 ([18, Scholium 7.8.3 (iii)]). A noetherian complete local
ring is excellent.
There are many other properties that can be derived from conditions i), ii),
and iii) of the definition. One can find a good summary in [18, Scholie 7.8.3,
p. 214]. Here we recall three of them, which are used along this work.
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Proposition B.0.11. If X is an excellent scheme, then Reg(X), the set of
regular points of X, is an open subset of X.
Proposition B.0.12. Let B be an excellent domain with field of fractions K,
and let L be a finite field extension of K. Then the normalization of B in L is
a finite B-module.
Proposition B.0.13. Let R be an excellent local ring, and let R̂ denote the
completion of R with respect to its maximal ideal. Then:
i) R is reduced is and only if R̂ is so.
ii) R is equidimensional if and only if R̂ is so.
iii) R is strictly equidimensional2 if and only if R̂ is so.
Multiplicity on excellent schemes
Let X be an equidimensional noetherian scheme. Recall that the multiplicity of
X at a point ξ is defined as that of the local ring OX,ξ with respect to its maximal
ideal. Thus the multiplicity on X can be regarded as function multX : X → N.
Theorem B.0.14 (cf. Nagata [27]). Let X be a strictly equidimensional excel-
lent scheme. Then X is regular at a point ξ if and only if multX(ξ) = 1.
Proof. By definition, X is regular at ξ if and only if OX,ξ is a regular local ring.
Since OX,ξ is strictly equidimensional, the same holds for ÔX,ξ (see Proposi-
tion B.0.13). Thus the result follows from Theorem A.0.5.
Theorem B.0.15 (cf. Nagata [27]). Let X be an equidimensional excellent
scheme, and consider two points ξ, η ∈ X. If ξ ∈ {η}, then multX(ξ) ≥
multX(η).
Proof. Set R = OX,ξ, and let p ⊂ R denote the prime ideal associated to η. Since
R is equidimensional and catenary, we have that dim(R) = dim(Rp)+dim(R/p).
Moreover, by Proposition B.0.13, the ring R̂/pR̂ = R̂/p is reduced. Hence the
result follows from Theorem A.0.3.
Theorem B.0.16 (Dade [14]). Let X be an equidimensional excellent scheme.
Then:
i) multX : X → N is upper semi-continuous.
ii) If X
pi←− X1 is the blow-up of X along a closed regular equimultiple center,
then multX1(ξ1) ≤ multX(pi(ξ1)) for all ξ1 ∈ X1.
2A ring (resp. scheme) is said to be strictly equidimensional if it is equidimensional and it
does not have embedded primes (resp. components).
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Remark B.0.17. It is worth noting that Dade’s proof is a quite involved one,
that makes use of several results due to Nagata [27], Chevalley [19, §13.1], etc.
For further information we refer to [34, Remark 6.13].
Corollary B.0.18. Let S be a regular excellent ring, and fix an element f ∈ S.
Then the order of f at points of Spec(S) is an upper semi-continuous function,
i.e., the set
{ξ ∈ Spec(S) | νξ(f) ≥ n}
is closed in Spec(S) for each n ∈ N.
Proof. Set H = Spec(S/〈f〉). By Proposition A.0.14, we have that multH(ξ) =
νξ(f) for all ξ ∈ H. Thus the claim follows from part i) of Dade’s theorem.
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Appendix C
E´tale topology
In this appendix we review the notions of e´tale morphism and e´tale neighbor-
hood. For a detailed introduction to this topic we refer to [30].
Definition C.0.1. Let B be an A-algebra. B is said to be e´tale over A (resp.
quasi-e´tale) if the following conditions hold:
i) B is of finite type over A (resp. essentially of finite type over A).
ii) For any A-algebra C, any ideal J ⊂ C with J2 = 0, and any morphism of
A-algebras B → C/J , there exists a unique homomorphism B → C so that
the following diagram commutes:
B //
!!
C/J
A
OO
// C.
OO
Lemma C.0.2 ([4, Proposition VI.4.7, p. 116]). Let B be an e´tale A-algebra.
Then:
i) For any multiplicative subset S ⊂ B, the ring S−1B is quasi-e´tale over A.
ii) For any A-algebra A′, the ring B ⊗A A′ is e´tale over A′.
iii) If a B-algebra B′ is e´tale over B, then B′ is e´tale over A.
Theorem C.0.3 ([30, Theorem V.2, p. 55]). Let B be an algebra of finite type
over A. Then B is e´tale over A if and only if the morphism A→ B is flat and
Ω1B/A = 0.
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Corollary C.0.4. Let B be an algebra of finite type over A. For a prime ideal
q ⊂ B, set p = A ∩ q and assume that the following conditions hold:
i) Bq is flat over Ap.
ii) pBq = qBq.
iii) Bq/qBq is a finite separable extension of Ap/pAp.
Then there exists an element f ∈ B \ q so that Bf is e´tale over A.
Proof. By [4, Theorem V.5.5, p. 101], condition i) implies that B is flat over A
locally at q. On the other hand, ii) and iii) yield (Ω1B/A)q = 0 by [4, Proposi-
tion VI.3.3, p. 112]. Since B is of finite type over A, we have that Ω1B/A is a
finite B-module, and hence Ω1B/A is 0 locally at q. Thus Theorem C.0.3 implies
that B is e´tale over A locally at q.
Lemma C.0.5. Let k be an arbitrary ring, A a k-algebra, and B an e´tale A-
algebra. Let M be a B-module. Then, for any k-linear derivative δ : A → M ,
there exists a unique k-linear derivative of B into M , say δ′ : B → M , so that
the following diagram commutes:
B
δ′ //M.
A
OO
δ
==
In other words, δ can be extended to a unique k-linear derivation of B into M .
Proof. Let B ∗M denote the B-algebra formed by the module B⊕M , endowed
with the product
(b,m) · (b′,m′) = (bb′, bm′ + b′m).
Note that, by construction, each derivation from B into M , say ε : B → M ,
induces morphism of a B-algebras from B into B ∗M . Namely, ε induces the
map idB ⊕ε. In fact, this relation induces a one-to-one correspondence between
Der(B,M) and HomB(B,B ∗ M). Similarly, we have a natural morphism of
A-algebras associated to the derivation δ : A → M , say ϕ : A → B ∗M , given
by ϕ(a) = (a, δ(a)).
Next consider the map pi : B ∗M → B given by (b,m) 7→ b, whose kernel is
the ideal J = 0 ⊕M . Since B is e´tale over A, and J2 = 0, the identity on B
can be lifted to a unique morphism ϕ′ : B → B ∗M which makes the following
diagram commutative:
B
idB //
ϕ′
##
B
A
ϕ //
OO
B ∗M.
pi
OO
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Set ϕ′ = idB ⊕δ′, with δ′ ∈ Homk(B,M). Then one readily checks that δ′ : B →
M is a derivative that extends δ. Moreover, since ϕ′ is unique, it follows that δ′
is the unique derivative with this property.
Definition C.0.6. A morphism of schemes Y → X is said to be e´tale if it is of
finite type, Y is flat over X, and Ω1Y/X = 0.
Remark C.0.7. The previous definition is equivalent to require that Y → X is
locally given by affine morphisms of the form Spec(B) → Spec(A), where B is
e´tale over A.
Theorem C.0.8 ([4, Theorem V.5.1, p. 99]). E´tale morphisms are open.
Lemma C.0.9 ([10, §32.1, p. 188]). E´tale morphisms preserve multiplicity, i.e.,
if f : Y → X is an e´tale morphism, then multY (ζ) = multX(f(ζ)) for all ζ ∈ Y .
Remark C.0.10. Let Y → X be an e´tale morphism. Fix a point ζ ∈ Y , and let
ξ denote its image in X. Using the characterization of Corollary C.0.4, one can
check that
GrMζ (OY,ζ) ' GrMξ(OX,ξ)⊗k(ξ) k(ζ),
where k(ζ) is separably algebraic over k(ξ). This implies that OX,ξ and OY,ζ
have the same Hilbert-Samuel function and, in particular, that they have the
same multiplicity.
Definition C.0.11. Let X be a scheme and fix a point ξ ∈ X. A morphism of
schemes Y → X is said to be an e´tale neighborhood of X at ξ if it is e´tale and Y
contains a point ζ mapping to ξ. Sometimes the morphism Y → X is omitted
and one simply says that Y is an e´tale neighborhood of X at ξ.
The name of e´tale topology comes from the following observation: given two
e´tale neighborhoods Y and Y ′ of X at ξ, there is a commutative diagram
Y ×X Y ′
!!

~~
Y
!!
Y ′
}}
X
where all the morphisms are e´tale (see Lemma C.0.2). Thus Y ×X Y ′ can be
regarded as an e´tale neighborhood of X at ξ which dominates Y and Y ′.
Example C.0.12. An open immersion of schemes is e´tale. Moreover, if U1 and
U2 are two (Zariski) open neighborhoods of X at ξ, then U1 ×X U2 = U1 ∩ U2.
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