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This paper deals with the analysis of the determinability of the parameters 
of mathematical models of biological systems and the estimation of the 
reliability range of the parameter vectors. The results of the analysis are 
used to design further experiments for improving the estimation of the 
parameters. This procedure was illustrated by the investigation of intra- 
venous radiopalmitate kinetics in rats with a special regard to the speed 
of labelled fatty acid outflow from plasma and lipoprotein formation in 
the liver. On the basis of the course of parameter sensitivity functions a 
new theoretical experiment, contributing to a marked improvement of 
the parameter reliability estimation, was designed. The method was 
algorithmized in the HYPER and EIGEN programs developed for the 
EAI 690 hybrid computer system. 
Introduction 
Inductive modelling,’ especially modelling of biological 
systems, raises the question of whether or not all para- 
meters of a model can be uniquely determined on the 
basis of an experiment. This question comes up well before 
the quantification of the model parameters when we con- 
sider their determinability. Analysis of parameter deter- 
minability from a model structure, known as a global 
parameter determinability, is extremely difficult; it has 
only been completely solved for linear models.2l4 In most 
cases we have to content ourselves with an analysis of 
parameter determinability in the area adjacent to the 
nominal value of the parameter vectors, namely with local 
parameter determinability. The local determinability is of 
limited validity. But if the statistical properties of measure- 
ment errors are known, local determinability permits a 
quantitative estimation of the area of reliability of the 
parameter vectors. 
Parameter determinability 
This section deals with the determinability of parameters 
of a dynamic system. The problem is formulated as follows, 
there is a dynamic system: 
2 =f(x, P, u) x(to) = x0 
Y =g(x,P) 
(1) 
where state =x(t) E R”, input = u(t) E R’, output = 
y(t) ERM and constant parameter vector, p E Rk. The 
input is u E U, where lJ is a set of all piecewise continuous 
functions with values in R’. Can the parameter vector p be 
determined uniquely if x0, ucto, tk~ and yctO, rkl are known? 
(Index (to, tk] denotes restriction of a respective function 
on the interval (to, tk] .) 
The subsequent formulation of the given problem will 
be more suitable for further considerations. The following 
dynamic system is given: 
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i =f(x,P, u) x(to> =x0 
p=0 P (to) = PO (2) 
Y =g(x, P> 
Can the initial value p. of substate p be determined 
uniquely if we know x0, ucto, tkl ,ycto, tk~ ? In this case the 
question involved is the observability of substate p of the 
dynamic system (2). 
The determination of the parameters of the dynamic 
system (1) has thus been converted to the observation of a 
substate of the adjoint dynamic system (2). As the con- 
ditions of observability for nonlinear dynamic systems are 
extremely difficult to formulate, we restrict ourselves to 
local observability. 
If we denote the nominal state as x”; nominal input, u*; 
nominal output, y *; and the nominal parameter vector,p*; 
then any state, input, output and parameter vectors can be 
written as follows: 
x=x*ter#J 
u=u*tw 
y=y*tqb 
(3) 
p=p*te7T 
q5, o, $ are time functions, rr is a constant and E > 0. 
Substituting (3) into (2), expanding functions f and g 
into a Taylor series around a nominal trajectory and sub- 
tracting (2) for nominal x*,y* and p*, we obtain: 
i L-1 [ = AllW A,,(0 4 0 
; HI 
o ] [n]t$f’]wtpy 
VW,) = $0 
n(lo) 710 
$ = [Cl(Z) C,(l)] @ t y (4) [I 77 
where: 
All(f) =E A,,(f) =af * I aP * B,(f) = 2 I * 
c,(r)=; 
I 
C,(t)=% lim p<f> = 0 
(5) 
* ap * e-0 e 
We find that solution rr and I$ of the state equation of 
dynamic system (4) (if we neglect O(E)/E) reads: 
n(t) = 7re 
G(t) = %l(~l~O)~O + s @ll(tlT) 
It can be demonstrated3 that the substate 7-r of the linear 
dynamic system (4) is observable at the time interval 
[to, tk] if and only if the matrix: 
tk 
M@O, tk) = 
s 
qT(fh(f)~ (7) 
Cl 
is regular, where : 
Let us define the local observability of the substate p of the 
dynamic system (2): 
Definition 1. Substate p of the dynamic system (2) is 
locally observable at interval [to, tk] (in the neighbourhood 
of the nominal trajectory) if and only if there is e > 0 such 
that for all e. E Rn, Il@oll < 1 for all 7~0 E R’, Il7~~ll < 1 
and for all o_~U,llw(l)ll < 1 the following implication 
holds: 
(%o,tkl~ a’ @o)*~o (9) 
Local observation of the substate p of the dynamic 
system (2) allows one to determine the parameter vector 
p in the neighbourhood of the nominal trajectory on the 
basis of measurements of the input and output variables of 
the dynamic system (1). 
It appears that the local observability of substate p of 
the dynamic system (2) can be inferred from the properties 
of linear dynamic system (4). The following theorem holds: 
Theorem 1. Let the matrix M(t,, tk), equation (7), be 
regular. Then substate p of the dynamic system (2) is 
locally observable at interval [to, tk] . The proof is given 
in Hajek.3 
Often only values yctO, tk) of function y at time intervals 
t,,... ,t,,to < t,<... < t, < tk are available. 
Let us call the set P = tl, . . . , t, the observation 
program. Substituting (6) into the output equation of the 
dynamic system (4), we obtain the expression for output $: 
I 
G(t) = cl(w~l,(t,to)rgo + cl(t) 
s 
Qll(tld 
x Bl(r)$)dr + o(t)no (10) 
This expression holds for all tl, . . . , t,. All quantities but 
no are known in equation (10). If the measurement is 
carried out according to the observation program at time 
instants t,, . . . , ts, no can be calculated uniquely from the 
system of equations (10) if and only if the matrix: 
M(P)= [n(?J [-I;] = HTH (11) 
is regular. At this point we can see that the following 
theorem, which is similar to theorem (1) holds. 
Theorem la. Let the matrix M(P) (equation 11) be 
regular. Then substate p of the dynamic system (2) is 
locally observable at interval [to, tk] using the observation 
program P = (t , , . . . , t,}. 
The necessary conditions for matrix M(P) to be regular 
are expressed in: 
Theorem 2. If matrix M(P) is regular then: (a), s. m > k 
and at the same time; (b), M(t, , tk) is regular. Product s. m 
is the number of measured quantities and k is the number 
of parameters. The proof can be found in Hajek.3 
The condition s. m > k in theorem (2) expresses the 
fact that the total number, s. m of measured values should 
not be smaller than the number of parameters. It should 
be noted that regularity of matrix M(P) does not follow 
from the regularity of matrix M(to , tk) even if s. m > k. 
However, there always exists an observation program P, in 
which the regularity of the matrix M(P) follows from the 
regularity of the matrixM(to, tk). 
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An adequate condition of local observability of substate 
p of the dynamic system (2) is formulated in theorems 1 
and la. Numerical expressions of a scaled determinant of 
matrix M(t, , tk) or M(P) permits us to determine the 
measure of observability. 
To calculate matrices M(t, , tk) or M(P), it is necessary 
to know the function 17 (equation 8). It will be shown that 
77 is a matrix of sensitivity functions of the dynamic 
system (1). 
Let us assume that functionsfand g in the dynamic 
system (1) are continuous and so are their first partial 
derivatives in relation to vector components x, u and p. 
As of now an asterisk will be used to denote the nominal 
values of the respective quantities. 
According to Pean’s theorems: 
ax 
q=ap* 
is the solution of a system of linear differential equations: 
;i =A,r(t)h +&I&t) h(t,) = 0 (12) 
It can easily be inferred from the output equation of the 
dynamic system (1) that for: 
aY 
“=ap I 
the following equation holds: 
77=Cr(t)X+C*(t) (13) 
MatricesA1r,Ar2, Cr, C, in equations (12 and 13) are 
given by relations (5). Matrix n is called the sensitivity 
function matrix of the dynamic system (1); equations (12) 
and (13) are called sensitivity equations of the dynamic 
system (1). 
Solution of the sensitivity equations (12) and (13) is 
given by the following relation: 
to 
The latter is identical with relation (8). Thus we have 
shown the significance and also the calculation for func- 
tion 17. 
Estimation of reliability range of parameters 
Let us assume that an observation z consists of the signal y 
and the observation error v: 
z(t) = u(t) + v(t) (14) 
The observations are made in discrete time instants t, , . . . , t, 
so that there is a set of observations z(tr), . . . , z(t,) avail- 
able. Let us introduce an overall observation vector, 2, an 
overall signal, Y, and an overall error vector, V: 
Z_e;;;] y_i:~-?;] V=[ :::‘:I (15) 
s 
Our task is to tit the observed data as perfectly as possible 
by an appropriate choice of the parameter vector p. The 
problem leads to the minimization of the criterion: 
J(p) = (Z - Y)TQ(Z - Y) (16) 
where Q is a positive definite weight matrix. 
By using trajectory sensitivity functions it is possible to 
express a variation in the system output vector Ay(t) due 
to a variation in parameters Ap: 
AY = a(t) AP (17) 
with first order accuracy. Equation (17) holds for all 
observation instants t,, . . . , t, so that the following set of 
equations is valid : 
rA~@~), row, 
(18) 
or in compact matrix notation: 
AY=HAp (19) 
Equation (18) and/or (19) expresses changes of the overall 
signal vector Y due to small changes in the parameter 
vector p. 
Let the overall error V be of zero mean, i.e. E[V] = 0, 
and its covariance matrix E [ VVT] = R. The criterion for 
the maximum likelihood estimation is again (16) if we put 
Q = R-‘. Let us suppose that the mathematical model (1) 
represents the actual system perfectly, i.e. no systematic 
errors arise. Then we may put AY=Vand equation (18) 
represents the best linear estimation problem in a linear 
model. Using the generalized Gauss-Markov theorem (19) 
we can estimate a covariance of Ap: 
W=E[Ap.ApT] = [@R-‘M]+ 
where t stands for the pseudoinverse. 
If the covariance matrix W is regular then the optimal 
parameter vector can be determined on the basis of some 
probability level inside a region generated by W. On the 
other hand, singularity of W indicates a dependency among 
parameters. The covariance matrix W is regular if and only 
if columns of the overall sensitivity matrix H are linearly 
independent or, what is the same, if the matrix HTH = M(P) 
is regular. This last relationship indicates the narrow con- 
nection between the stochastic and the deterministic 
approach. 
It is necessary to emphasize that the calculation of W 
does not depend on the actual experiments, provided that 
an estimate of the parameter vector p is already available 
and that some covariance matrix R is suggested. If p is 
found to be ill-determined, a new set of experiments can 
be planned. For more detail derivation see ref 6. 
Description of HYPER and EIGEN programs 
We use these programs to solve determinability of the 
vector of parameters of biological systems. The methods 
for a preliminary estimation of the determinability of 
parameters of linear models are purely analytica12; a soft- 
ware for the hybrid computing system EA1690 in the form 
of HYPER (sensitivity analysis of general models) and 
EIGEN (deterministic or stochastic evaluation of the 
quality of estimation) programs has been developed 
permitting the evaluation of the quality of estimation of 
the parameter vectors. 
HYPER program 
The hcbrid program HYPER is designed for the calcula- 
tion of sensitivity functions of general models described by 
equations (1). The program contains a maximum of 20 
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state variables, 4 inputs, 10 outputs and 30 parameters. 
The program solves the following tasks in succession: 
(a), optimal adjustment of parameters of the model accord- 
ing to criterion (16); (b), generation of sensitivity functions 
of the model; (c), generation of an overall matrix of sensi- 
tivity functions H. The system of sensitivity differential 
equations is solved digitally using the state vector x(t) 
from the analog part, where the model to be solved is 
implemented from the optimization stage of the solution. 
Solution of the analog and digital parts proceed in parallel; 
to ensure a synchronized operation, it is necessary to slow 
down the analog calculation sufficiently. Division of the 
solution between the analog and digital parts of the hybrid 
system is represented in Figure 1. 
The program is written in the hybrid EAI FORTRAN 
language; the source program is common to the solution 
of any model. A specific model requires the construction 
of SUBROUTINE DIFS, in which only sensitivity equations 
have to be written. Some input and output units of the 
program can be selected during solution, some are com- 
pletely determined. If we use graphic display or teletype 
as an input/output unit the program is conversational. 
A detailed description of the program and the listing can 
be obtained from the authors. 
EIGEN program 
EIGEN is a digital program. It solves the next phase, 
i.e. evaluation of the quality of estimation of parameter 
vectors and calculation of its reliability range at a definite 
level of probability. The program is written in the EAI 
FORTRAN language. A unit covariance matrix of the 
noise is considered in the first phase for deterministic 
evaluation of the quality of estimation as described in the 
previous section. The scaled determinant of the covariance 
matrix serves to assess the parameter observability. The 
Jacobi method was used to calculate eigenvalues and eigen- 
vectors of the covariance matrix of the parameter vector. 
The algorithm is programmed in SUBROUTINE EIGENI. 
The reliability range at a preselected level of probability is 
calculated on the basis of our knowledge of the eigenvalues 
and eigenvectors of covariance matrix of the parameter 
vectors according to a procedure described in the literature.6 
On the output, the resulting absolute and relative intervals 
of reliability are printed in a table. A detailed description 
and listing of the EIGEN program can be obtained from 
the authors. 
Example of application 
Analysis of parameter determinability of a model of the 
kinetics of fatty acids and formation of low-density lipo- 
proteins in rats is an example of the use of the program 
described. A schematization of the model is given in 
Figure 2. 
~~~~~~~~-‘:-~~I 
I Tl(t) 
I 
I 
pl~ttert-(_--__-------__---_ 
I 
Analog part 1 Dlgltal part 
Figure 7 Division between analog and digital parts of hybrid 
computing system 
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Figure 2 Compartmental scheme of model of kinetics of fatty 
acids and formation of lowdensity lipoproteins in rats 
Description of biological object 
Fatty acids represented by i4C labelled palmitate and 
bound to albumin carrier are injected intravenously to 
rats. Their distribution volume and plasma volume are 
virtually identical. Fatty acid activity rapidly disappears 
from the plasma (compartment 1). Fatty acids are mainly 
transported into the unstable fat pool in the liver (com- 
partment 2). There, triglycerides are synthesized and a 
lipoproteincomplex is formed. After a few minutes’ delay 
low-density lipoproteins containing labelled fatty acids 
begin to appear in the plasma (compartment 3). Part of the 
fatty acids introduced into the plasma are also taken up at 
other sites, mainly in the unstable fatty acid pool especially 
in the fat tissue (compartment 5). Part of these fatty acids 
is assumed to recirculate back into plasma by means of 
backward flow. A part activity of the liver enters relatively 
soon the stable hepatic lipid pool (compartment 4), pro- 
ducing a dynamic equilibrium between the stable (com- 
partment 4) and unstable (compartment 2) pools. Part of 
the lipids from the stable hepatic pool becomes a structural 
part of the cell walls, forming a separate compartment 7. 
The remaining part of activity enters the stable pool at other 
fatty acid uptake sites (compartment 6). There is also a 
two-way exchange between the stable and unstable hepatic 
pools and outside the pools but these flows are very slow 
and thus are neglected in our model. However, the back- 
flow from compartment 6 to 5 having a very slow rate of 
exchange was not investigated owing to the short duration 
of our experiments (max. 60 minutes). 
Time,(min) 
Figure 3 Graphic result from OPTIM program 
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Mathematical description and estimation of parameters 
The following system of differential equations can be 
derived using the compartmentalized scheme in F&we 2: 
I=Ax tBu 
y = cx 
where: 
J-F41 +k21 fk51) 
k21 
0 
A={ k,, 
k51 
0 
\ 
0 
- 
0 0 0 
(k42 +k,d 0 k24 
k32 -k33 0 
k42 0 -(b +W 
0 0 0 
0 0 0 
0 0 kw 
k 15 0 0 
0 0 0 
0 0 0 
0 0 0 
-(k,s +k& 0 0 
kes 
0 
Application of HYPER and EIGENprograms to model 
The resulting sensitivity functions obtained by the 
HYPER program are given in Figure 4. They show that 
measurements not exceeding 60 min are too short, because 
some sensitivity functions (Figure 4b-d) have increasingly 
come well behind the 60 min measurement interval. From 
0 0 the sensitivity functions we can also deduce in which time 
0 0 instants the measurements hould be taken. The best time 
intervals lie in the vicinity of peak values of sensitivity 
+ Ref 
-Ref 
+Ref 
-Ref 
( 
B= 
The mathematical m 
1000000 
0100000 
I 
0010000 
0001001 
.el was derived assuming the time 
delay block was removed from the scheme. The time delay 
was detected separately from experimental data, i.e. from 
the time delay of activity curves in compartment 3. As the 
time delay is not in feedback with other compartments this 
simplification is allowed. 
Figure 3 shows the result of optimization of the para- 
meter vectors using the OPTIM program.5 The same 
parameter vector is also used to evaluate the parameter 
determinability. 
, , , , , , I I I, I, 
IO 20 30 40 50 60 0 IO 20 30 40 50 60 
Tlmg(mln) 
figure 4 (a, b, c, d) Resulting sensitivity functions (p, = k,,, . . . ,plo = k,, - see Table 7) 
Tlme,(min) 
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-Ref 1 1 
figure 5 Resulting sensitivity functions CT&, j= 1,. . . , 
4). (Norms &j = 1,. . .4, = 50,150,50,350) 
functions. This analysis has shown that measurements 
should in future be taken for up to 240 min (see sensitivity 
functions in Figure 5). The results obtained from EIGEN 
are given in TabZe I. It is obvious that parameter k24 is 
not determinable, while many others are barely determin- 
able. A series of new experiments based on the known 
course of sensitivity functions has been proposed so as to 
diminish the resulting reliability range. The theoretical 
results of the optimum proposal are shown in Table 1. 
Table 7 Results obtained from EIGEN program 
Para- 
meter 
(min-‘) 
Para- 
Performed 
measurement 
Relative 
meter Reliability rel. int. 
value interval (%) 
k 41 
k 21 
k 1s 
k 51 
k 65 
k 42 
k 24 
k 32 
k 33 
k I” 
0.07 0.004 6 
0.01 0.0065 65 
0.141 0.054 38 
1.42 0.225 16 
0.07 0.0058 8.3 
0.041 0.007 18.1 
0.113 0.611 540.7 
0.051 0.0138 27.1 
0.247 0.172 69.7 
0.025 0.0144 67.7 
Best design 
Relative 
Reliability rel. int. 
interval (%I 
0.0003 0.5 
0.0015 15.4 
0.0022 1.6 
0.0058 0.4 
0.00027 0.4 
0.0005 1 .2 
0.058 52.1 
0.002 3.7 
0.015 6.3 
0.001 3.6 
The above result can be obtained on the basis of fre- 
quent measurements of the output quantities especially 
at time intervals around peak values of sensitivity functions. 
(For reasons of space, a detailed arrangement of the pro- 
posed experiment is not given here but can be obtained 
from the authors.) 
Conclusion 
The paper describes a general method for the estimation 
of the parameter reliability range of the biological system 
model. The method is algorithmized and can be applied 
to a large class of biological models including nonlinear 
ones. The experiments not only allow the estimation of 
the parameter reliability range but also assist in planning 
a new experiment for improving the estimation of model 
parameters. The disadvantage of the above method is that 
it is necessary to know the actual value of the parameter 
vector prior to the estimation of its reliability range. This 
value is determined on the basis of the performed experi- 
ments. In case this value is far from the optimum value 
(which is not known) the new experiment (i.e. experiment 
designed on this basis) may not necessarily lead to an 
improved estimation. Therefore, using this method, we 
should not avoid confrontation of the results achieved by 
biologists and mathematicians. 
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