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Анализируются различные подходы к адаптации известного метода 
сводных показателей (МСП) к его использованию в условиях 
неопределенности. Такая необходимость учета неопределенности 
возникает по причине дефицита числовой информации, имеющего 
место на любом этапе построения сводной оценки качества объектов 
электроэнергетики на основе системы исходных характеристик, 
каждая из которых необходима, а все они вместе достаточны для 
определения уровня оцениваемого качества сложного объекта.  
Для моделирования указанного дефицита числовой информации 
предлагается использовать процедуру байесовской рандомизации 
неопределенности. В результате ее применения отдельные 
показатели, весовые коэффициенты и сводные показатели 
превращаются в соответствующие случайные величины. Теперь 
задача сравнения уровня качества двух объектов сводится к задаче 
выявления того или иного вида стохастического доминирования 
между соответствующими рандомизированными сводными 
показателями. Для программной реализации описанного метода 
рандомизированных сводных показателей (МРСП) разработана 
дискретная модель весовых коэффициентов, позволяющая 
генерировать все возможные значения сводных показателей путем 
направленного полного перебора допустимых наборoв этих 
коэффициентов. Программная реализация метода перебора 
возможных значений сводных показателей позволяет учитывать 
дополнительную экспертную информацию, задаваемую в виде 
системы неравенств для допустимых значений весовых 
коэффициентов. Такая нечисловая экспертная информация позволяет 
существенно повысит точность и достоверность получаемых 
рандомизированных оценок сводных показателей качества объектов. 
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The paper deals with approaches utilized for adjustment of well known 
Method of Aggregate Indices (MAI) to uncertainty conditions. The 
necessity for such adjustments occurs because of the shortage of numeric 
information. It appears at any stage of estimation of the aggregate quality 
index for operating electricity units when respective measure (index) 
integrates a system of object’s parameters. Each parameter is required for 
ultimate quality appraisal, and taken together they are supposed to be 
sufficient for estimating quality level of the analyzed unit. 
The Baye’s uncertainty randomization procedure is proposed as a tool to 
simulate the shortage of numeric information. Through this procedure 
separate indices, weight coefficients and aggregated indices are 
transformed into correspondent random magnitudes. Then, comparing the 
qualities of any two objects is converted in the problem of revealing a 
certain type of stochastic dominance between respective randomized 
aggregate indices. 
The software implementation of described above method of Randomized 
Aggregated Indices Method (RAIM) is based on discrete model of weight 
coefficients, which allows for generation of all their possible meanings by 
directed calibration of all feasible bundles of the coefficients. 
The software implementation of full calibration of possible values for the 
aggregate indices permits consideration of additional information supplied 
by experts. It is shaped as a system of inequalities for feasible values of the 
weight coefficients. Such nonnumeric information from experts 
substantially increases the accuracy and reliability of constructed 
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В этой части доклада анализируется одно из основных теоретиче-
ских положений, используемых в докладе — модель неопределенно-
сти задания сводного показателя многопараметрического объекта 
(сложного объекта электроэнергетики, например). В пункте 2.1 для 
всех этапов построения сводного показателя строится унифицирован-
ная стохастическая модель, базирующаяся  на  идее,  восходящей  к  
известной  работе  Т. Байеса, который предлагал моделировать неоп-
ределенность при помощи ее рандомизации. Эта модель, согласно ко-
торой неопределенный выбор какого либо математического объекта 
(нормирующей функции )( iii xqq = , агрегирующей функции , 
вектора весовых коэффициентов 
)(qQ
),...,( 1 mwww=  и т.д.) из фиксирован-
ного множества моделируется случайным выбором из этого множест-
ва, подробно развивается для наиболее важного для нашей темы слу-
чая, когда моделируется неопределенность задания вектора весовых 
коэффициентов  с дискретными компонентами (см. 
пункт 2.2). Построенная модель неопределенности задания вектора 
дискретных весовых коэффициентов модифицируется, далее, для це-
лей учета дополнительной нечисловой (ординальной, порядковой), 
неточной (интервальной) и неполной информации о сравнительной 
значимости отдельных показателей сложного объекта (см. пункт 2.3). 
),...,( 1 mwww =
 
Стохастическая модель неопределенности задания 
сводного показателя 
Анализ рассмотренных практических методик построения свод-
ных показателей показывает, что неопределенность подстерегает ис-
следователя на каждой стадии формирования синтетической оценки. 
Рассмотрим подробнее возможные подходы к построению математи-
ческих моделей этой "неопределенности", позволяющих обобщить 
метод сводных показателей (МСП) на случай, когда компоненты 
сводного показателя строятся в условиях дефицита информации об их 
точном виде.  
Если считать заданным вектор исходных числовых характери-
стик  оцениваемых объектов (сложных энергетических 
систем, например), каждая из которых измеряется по некоторой чи-
словой шкале , порожденной непрерывным строго возрас-





сводного показателя Q  можно представить в виде последовательности 
следующих трех шагов (см., например, [1,2,4,5,6,7,9-12,45,47,49]). 
 
1. Выбираются нормирующие функции  ))(( iii xq ϕ , , 
преобразующие исходные характеристики, измеренные по соответст-
вующим числовым шкалам, в отдельные показатели 
mi ,...,1=
))(( iiii xqq ϕ= , 
; теперь -й объект, описываемый вектором значений исход-




j xx= kj ,...,1=  ( k  - число рассматривае-
мых объектов), получает многокритериальную оценку ,  ),...,( )()(1)( jmjj qqq =
))(( iiii xqq ϕ= ,   (  - значение вектора переменных 
). 
kj ,...,1= ),...,( )()(1)( jmjj qqq =
),...,( 1 mqqq =
2. Выбирается вид синтезирующей (агрегирующей) функции 
, представляющей собой отображение   
-мерного единичного куба   в единичный отрезок , 
удовлетворяющее условию монотонности и элементарным краевым 
условиям (см. пункт 1.3). Синтезирующая функция сопоставляет -му 
объекту (сложному энергетическому комплексу, например), имеюще-
му многокритериальную оценку , сводные показатели 
вида . 
),...,()( 1 mqqQqQQ == ]1,0[]1,0[: →mQ










3. Синтезирующая функция  );( wqQQ = , описываемая векто-
ром параметров  ,  ,  ),...,( 1 mwww = 0≥iw 1...1 =++ mww , интерпретируемым 
как вектор весовых коэффициентов, получает однозначную иденти-
фикацию при фиксации конкретного вектора весовых коэффициентов 
. Теперь -му объекту (сложному энергетическому 
комплексу), имеющему многокритериальную оценку , 









);( )0()()( wqQQ ji =
);( )0(wqQ
Таким образом, для построения сводной оценки данного объекта, 
описываемого вектором значений исходных характеристик   
, исследователю необходимо однозначно определить 





1)непрерывные с рого возрастающие функции  )( iii xyт ϕ= , , 




2)нормирующие функции ]1,0[)( ∈= iii yqq , mi ,...,1= , превращающие 
исходные характеристики в отдельные показатели; 
3)синтезирующую -местную функцию m ]1,0[)( ∈= qQQ , опреде-
ляющую вид сводного показателя; 
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4) -мерный вектор весовых коэффициентов wm ),...,( 1 mww= , яв ял ю-
щихся параметрами синтезирующей функции:  QQ );( wq= . 
После однозначного определения указанных математических 
объектов (общим числом  22 +m ) мы получаем однозначную число-
вую сводную оценку 
)));(()),...,((()));((();( )()(111
)()()( wxqxqQwxqQwqQQ jmmm
jjjj ϕϕϕ ===        (1) 
объекта, описываемого вектором значений исходных характери-




К сожалению, на практике обычно приходится строить сводный 
показатель в условиях неопределенности, выражающейся в том, что 
все указанные компоненты МСП определены не однозначно, а "с точ-
ностью до множества". Точнее, обычно имеет место по крайней мере 
одно из следующих обстоятельств: 
 
1) про функцию )( iii xy ϕ=  известно только то, что она при-
надлежит некоторому классу  функций }),({ )( Llxilii ∈= ϕϕ( , ; mi ,...,1=
2) про функцию ]1,0[)( ∈= iii yqq  известно только то, что она 
принадлежит некоторому классу функций }),({ )( Rryqq irii ∈=( , ; mi ,...,1=
3) про функцию ]1,0[)( ∈= qQQ  известно только то, что она 
принадлежит некоторому классу -местных функций  m },{ )( SsQQ s ∈=( ; 
4) про вектор  известно только то, что он принад-
лежит некоторому множеству векторов  
),...,( 1 mwww =
},{ )( Uuww u ∈=( . 
 
Наличие такой неопределенности задания сводного показателя 
ведет к тому, что объекту, описываемому вектором значений исход-
ных характеристик  , сопоставляется не одна свод-





},{ )( TtQQ tjj ∈=
(
 таких оценок. 
В теории вероятностей, в теории игр, в теории принятия решений 
и в других областях математики уже давно разработан подход к моде-
лированию неопределенности выбора конкретного элемента  из 
множества таких элементов  при помощи рандомиза-
ции этого выбора, проводимой путем задания на некоторой системе 
подмножеств множества  
z
},{ )( Θ∈= θθxZ
Z  вероятностной меры (см. [49]). В резуль-
тате мы получаем случайный (рандомизированный) элемент z~ , при-
нимающий значения из множества  При рандомизации неопреде-
ленности, в зависимости от природы элементов, составляющих мно-
жество 
.Z
Z , могут получиться случайные величины ( , случай-
ные вектора (
)1Rz∈
mRz∈ ), стохастические процессы ( Z  — множество од-
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номестных функций), стохастические поля ( Z  — множество много-
местных функций) и другие случайные математические объекты. 
Рандомизируя неопределенность, связанную с построением свод-
ного показателя, мы получаем следующие стохастические объекты: 
1) стохастический процесс )(~~ iii xy ϕ=  с реализациями из мно-
жества функций }),({ )( Llxilii ∈= ϕϕ( , mi ,...,1= ; 
2) стохастический процесс )(~~ iii yqq =  с реализациями из мно-
жества функций  }),({ )( Rryqq irii ∈=( , mi ,...,1= ; 
3) стохастическое поле )(~~ qQQ =  с реализациями из множества 
-местных функций m },{ )( SsQQ s ∈=( ; 
4) случайный вектор (случайную -мерную величину) m
)~,...,~(~ 1 mwww =  с реализациями из множества },{w )( Uuw u ∈=( . 
Подставляя введенные стохастические процессы, стохастическое 
поле и случайный вектор в формулу (1), получаем рандомизирован-




jjjj ϕϕϕ ===      (2) 
объекта (сложного энергетического комплекса, например), описывае-
мого вектором значений исходных характеристик . ),...,( )()(1)( jmjj xxx =
Таким образом, оценкой -го объекта становится случайная ве-
личина 
j
)(~ jQ , а сравнение -го и -го  объектов, описываемых вектора-
ми исходных характеристик   и    соот-
ветственно, сводится, тем самым, к сравнению случайных  величин 





jj xxx = ),...,( )()(1)( lmll xxx =
)(~ jQ  и  )(~ lQ . Такая редук-
ция задачи оценивания и сравнения сложных многопараметрических 
объектов к задаче оценивания и сравнения соответствующих рандо-
мизированных сводных показателей (случайных сводных оценок) и 
составляет сущность метода рандомизированных сводных показате-
лей (МРСП), основанного на модели рандомизации неопределенно-
сти, имеющей место на разных этапах построения сводных показате-
лей (см. [49]). 
В качестве простейшей и, в некотором смысле, "естественной" 
детерминированной оценки рандомизированного сводного показателя  
)(~ jQ  можно использовать математическое ожидание 
)))(~(~(~~ )()()( jjj xqQMQMQ ϕ==                                              (3)  
этой случайной величины. Тогда мерой точности оценки )( jQ  мо-
жет служить стандартное отклонение 
)))(~(~(~~ )()()( jjj xqQDQDS ϕ==                                      (4) 
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случайной величины )(
~ jQ . 
Среди различных отношений стохастического доминирования 
между случайными величинами )(~ jQ ,  )(~ lQ  простейшим является  до-
минирование "в среднем" (обзор различных видов отношения стохас-
тического доминирования см., например, в работах 
[18,29,51,60,65,66,68,69]). Определим утверждение "рандомизирован-
ный сводный показатель )(~ jQ  доминирует в среднем рандомизирован-
ный сводный показатель )(~ lQ "  (обозначается  " ") следующим 
соотношением  
)()( ~~ lMj QQ f
)()~~()~~( )()()()()()( ljljl
M
j QQQMQMQQ >⇔>⇔f .                           (5) 
Наряду с простейшим отношением доминирования в среднем, 
большой популярностью пользуется отношение "доминирования по 
вероятности", обладающее рядом важных теоретико-вероятностных 
свойств (см., например, [51,60,65,66]). Определим утверждение "ран-
домизированный сводный показатель )(~ jQ  доминирует по вероятности 
рандомизированный сводный показатель )(~ lQ  на уровне достоверности 
α "  (обозначается  " ") следующим соотношением  )(,)( ~~ lPj QQ αf
)})~~({()~~( )()()(
,
)( αα >>⇔ ljlPj QQPQQ f ,                                           (6)  
где })~~({ )()( lj QQP >  есть вероятность стохастического неравенства 
)()( ~~ lj QQ > , а параметр  α  берется из отрезка . Вероятность ]1,0[
})~~({),( )()( lj QQPljP >=  можно интерпретировать как достоверность до-
минирования рандомизированного сводного показателя )(~ jQ  над ран-
домизированным сводным показателем  )(~ lQ . 
Таким образом, в своем простейшем варианте МРСП подсчиты-
вает для  оцениваемых объектов, описываемых векторами 






jj xxx = kj ,...,1=
1) искомые сводные оценки объектов: )( jQ , kj ,...,1= ; 
2) меры точности оценок )( jQ :  , )( jS kj ,...,1= ; 




Имея эти величины, исследователь может рейтинговать иссле-
дуемые объекты (например, при помощи ранжировки по убыванию 
сводных оценок  )( jQ ), оценить точность полученных оценок (по 
стандартным отклонениям ) и определить достоверность получен-




Разумеется, подсчет величин )( jQ , ,  для рандомизиро-
ванных сводных показателей, определяемых формулой (2), весьма за-
труднен. Действительно, случайная сводная оценка  
)( jS ),( ljP
)(~ jQ  является 
"стохастическим монстром" )~));(~(~(~ )( wxqQ jϕ , получившимся в результа-
те четырехкратной рандомизации (по ϕ~ , , q~ w~ , Q~ ), и для нахождения 
искомых величин необходимо знать совместную функцию распреде-
ления для  случайных величин (13 +m iϕ~ , iq~ , iw~ , mi ,...,1= , Q~ ). Поэтому 
мы постараемся далее последовательно упростить задачу подсчета 
величин )( jQ , ,  за счет введения ряда дополнительных пред-
положений.  
)( jS ),( ljP
Из бесконечного многообразия синтезирующих (агрегирующих) 
функций, удовлетворяющих введенным в пункте 1.3 условиям (5), (6), 
можно выделить класс обобщенных взвешенных средних, дающих 










1 )))(~(~(~~~)~;~));(~(~()~));(~(~(~ ϕψψψϕϕ ,              (7) 
где  )(~~ vu ψ=  - некоторый стохастический процесс, реализации которо-
го суть непрерывные строго возрастающие функции;  )(~~ 1 uv −=ψ  - сто-
хастический процесс, реализациями которого служат непрерывные  
строго возрастающие функции , обратные к функциям )(1 uv −=ψ
)(vu ψ= . 
Уменьшим неопределенность выбора функции )(vu ψ= , модели-
руемую стохастическим процессом )(~~ vu ψ= , зафиксировав вид функ-
ции ψ . А именно, положим, что эта функция - степенная: , λψ uvu == )(
0>λ , λψ uuv == − )(1 . В результате такого упрощающего предположе-











iiii xqwwxqQwxqQ .                     (8)  
Снимем, далее, совсем неопределенность выбора вида синтези-
рующей функции, выбрав конкретное значение параметра 1=λ , и по-









))(~(~~));(~(~( ϕϕ w .                                                   (9)  
Далее мы будем полагать, что имеем дело с рандомизированным 










~)~,...,~;,...,()~;()(~ .                           (10) 
Иными словами, предполагается, что имеется дефицит информа-
ции только о точных числовых значениях весовых коэффициентов, 
моделируемый при помощи вектора рандомизированных весовых ко-
эффициентов )~,...,~(~ 1 mwww = .  
Однако даже такая упрощенная модель неопределенности, 
имеющей место при построении сводных оценок сложных объектов, 
может оказаться весьма плодотворной, поскольку она дает исследова-
телю возможность изучать наиболее тонкий и деликатный момент ме-
тода сводных показателей - момент задания числовых значений  весо-
вых коэффициентов, определяющих значимость отдельных показате-
лей, синтезируемых в единый сводный показатель. 
 
Дискретная модель задания неопределенностивесовых 
коэффициентов 
Итак, мы остановились на аддитивной свертке  отдельных 
показателей  функционирования оцениваемых объектов (слож-




),...,( 1 mwww =  задан с точностью до некоторо-
го множества векторов , т.е. предполагается, 
что синтез сводных оценок происходит в условиях неопределенности 




Для построения дискретной модели неопределенности задания 
весовых коэффициентов предположим, что каждый из этих коэффи-
циентов измеряется с точностью до конечного шага  nh 1= , опреде-
ляемого натуральным числом . Иными словами, предполагается, 















nwwi                                      (1) 
 
Тогда множество всех возможных векторов весовых коэффици-
ентов 
 { }),(,1...),(),,...,(),( )()(1)()()(1)( nmTtwwnwwwwwnmW tmttitmtt ∈=++∈== ,         (2) 
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где  есть множество возможных значений индекса 
, является конечным множеством, содержащим число элементов  
, равное 























nmN .                                (3) 
 
Рандомизируем неопределенность выбора конкретного вектора 
весовых коэффициентов   из множества всех возможных векторов 
весовых коэффициентов   при помощи случайного индекса  
)(tw
),( nmW t~ , 
равномерно распределенного на множестве  { }),(,...,1),( nmNnmT = : 
 




ttP =∈== }.                                      (4)   
 
В результате получаем рандомизированный вектор весовых ко-











m wwwwww ===                                                    (5) 
 
и равномерно распределенный на множестве   (см. [17,45,49]). ),( nmW
 Нетрудно вычислить математическое ожидание  ii wMw ~=  и стан-
дартное отклонение  ii wDs ~=  ( iwD ~  - дисперсия случайной величины 











































iii .              (7)  
 
Проиллюстрируем сказанное следующим примером. Пусть у нас 
имеется три отдельных показателя ( 3=m ), относительная значимость 
которых измеряется весовыми коэффициентами  , отсчиты-
ваемыми с шагом  
321 ,, www
2.051 ==h  ( 5=n ). Тогда множество  всех воз-
можных векторов весовых коэффициентов   состоит 

















)( tttt wwww =  при 3=m ,  5=n  
t )(1tw  )(2tw  )(3tw
1 0.0 0.0 1.0 
2 0.0 0.2 0.8 
3 0.0 0.4 0.6 
4 0.0 0.6 0.4 
5 0.0 0.8 0.2 
6 0.0 1.0 0.0 
7 0.2 0.0 0.8 
8 0.2 0.2 0.6 
9 0.2 0.4 0.4 
10 0.2 0.6 0.2 
11 0.2 0.8 0.0 
12 0.4 0.0 0.6 
13 0.4 0.2 0.4 
14 0.4 0.4 0.2 
15 0.4 0.6 0.0 
16 0.6 0.0 0.4 
17 0.6 0.2 0.2 
18 0.6 0.4 0.0 
19 0.8 0.0 0.2 
20 0.8 0.2 0.0 
21 1.0 0.0 0.0 
 
По данным этой таблицы легко вычислить, используя формулы 
(6) и (7),  математические ожидания 333.0≈iw  и стандартные откло-
нения   рандомизированных весовых коэффициентов 298.0≈is iw~ , 
. Полученные математические ожидания можно интерпретиро-
вать как оценки весовых коэффициентов, соответствующие ситуации, 
когда допустимы любые возможные вектора весовых коэффициентов. 
Этот результат может служить аргументом в пользу выбора одинако-
3,2,1=i
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вых весовых коэффициентов в условиях полной неопределенности (в 
условиях отсутствия какой-либо информации о сравнительной значи-
мости отдельных показателей). При этом не следует забывать о нали-
чии значительного разброса (измеряемого, например, стандартными 
отклонениями 298.0≈is ) значений весовых коэффициентов вокруг по-
лученных оценок 333.01 ≈= mwi . 
 Подставляя в выражение аддитивной свертки   некоторый 
вектор весовых коэффициентов   из множества всех 
возможных векторов весовых коэффициентов  , мы получаем 
для оцениваемого объекта (энергетического комплекса, например), 
описываемого вектором отдельных показателей , сле-






















)()()()()()( );()( .                                                     (8)  
Таким образом, многокритериальной оценке  сопоставляется 
целый класс 
)( jq
{ }{ }),(,...,1),(),( )()( nmNnmTtqQ jt =∈+  сводных оценок (не обяза-
тельно попарно различных). 
Пусть, например, у нас имеются четыре оцениваемых объекта 
( ), которым сопоставлены вектора исходных характеристик  








)( jjjj xxxx = 4,3,2,1=j j
 
Таблица 2 
Значения исходных характеристик  , )( jix ,3,2,1=i   4,3,2,1=j
j  )(
1
jx  )(2 jx  )(3 jx  
1 1 2 3 
2 3 2 1 
3 2 3 2 
4 3 1 3 
Для получения значений отдельных показателей  прове-
дем простейшую линейную нормировку исходных характеристик 
. При такой нормировке значению  исходной характери-
стики сопоставляется значение  отдельного показателя; значе-
нию  — значение ; а значению  –  . Таким 
образом получается табл.3, содержащая знач ия , , 
4,3,2,1=j , отдельных показателей, составляющих многокритериальные 
оценки (строки табл.3) оцениваемых объ
321 ,, qqq
321 ,, xxx 1
)( =jix
0)( =jiq







Таблица 3  
Значения отдельных показателей  ,   )( jiq 3,2,1=i , 








1 0 0.5 1 
2 1 0.5 0 
3 0.5  1 0.5
4 1 0 1 
Теперь, исп .3 аем все возмож-
ные значения  );()( )()()()( tjjt wqQqQ ++ = , 21,...,1
ользуя формулу (8) и табл , сосчит
=t , 4,3,2,1=j , сводного пока-
зателя для четырех оцениваемых объектов (см. табл.4). 
ца 4  
Значени , , 
Табли
я )( )()( jt qQ+ 21,...,1=t 4,3,2,1=j , сводного показателя 
t  t  t  t  t  )( )1()( qQ+ )( )2()( qQ+ )( )3()( qQ+ )( )4()( qQ+
1 1.0 0.0 0.5 1.0 
2 0.9 0.1 0.6 0.8 
3 0.8 0.2 0.7 0.6 
4 0.7 0.3 0.8 0.4 
5 0.6 0.4 0.9 0.2 
6 0.5 0.5 1.0 0.0 
7 0.8 0.2 0.5 1.0 
8 0.7 0.3 0.6 0.8 
9 0.6 0.4 0.7 0.6 
10 0.5 0.5 0.8 0.4 
11 0.4 0.6 0.9 0.2 
12 0.6 0.4 0.5 1.0 
13 0.5 0.5 0.6 0.8 
14 0.4 0.6 0.7 0.6 
15 0.3 0.7 0.8 0.4 
16 0.4 0.6 0.5 1.0 
17 0.3 0.7 0.6 0.8 
18 0.2 0.8 0.7 0.6 
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19 0.2 0.8 0.5 1.0 
 
Теперь мы можем взять в качестве искомых сводных оценок ис-

















qQMQMQ                
домизированных сводных показателей  )~;(~ )()( wqQQ jj ++ = ,  
kj ,...,1= . В качестве мер точности к естественно взять 
стандар
 таких оцено








jjtjj QqQQD .                                   (10)                 
 По , 
казателя из л.4, по
1),( tnmN
 
дставив в формулы (9), (10) значения  ( )()( jt qQ+ 21,...,1=t , 
4,3,2,1=j , сводного по таб лучаем оценки 
S
)
)( jQ+  и стан-
ртные отклоненияда  )()( ~ jj QDS += ,  4,...,1=j , приведенные в табл.5, где 
j  - номер объекта, )min( j  ( )m ( jax ) -  (максимальное
ние сводного , 
минимальное ) зна-





 оценки )( jQ+  исследуемых объектов соо тв и тветс ующие 
стандартные отклонения )()( ~ jj QDS += ,  4,...,1=j  
j  )( jQ+  )( jS  )min( j  )max( j  
1 0.500 0.258 0.000 1.000 
2 0.500 0.258 0.000 1.000 
3 0.667 0.149 0.500 1.000 
4 0.667 0.298 0.000 1.000 
 
Теперь осталось сосчитать вероятности ),( ljP , klj ,...,1, = , попарно-
го доминирования рандомизированных сводных показателей по фор-
муле 




QQljP lj ++++ => )()(:~~)
)()()()( qQqQtNP
ltjt >= ,                        (11) 
где  { }...:tN  есть число элементов множества  { }...:t . 
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В рассматриваемо дем вероятность  )2,3(P , приме-
нив формулу (11 .4. Мы видим, что для 15,...,1=t  вы-
полнено неравенство  )()( )2()()3()( qQqQ tt ++ > , а для 21,...,16
м примере най
) к данным табл
=t  - не выполнено. 
Следовательно,  714.02115)2,3( ≈=P . Аналогичные вычисления всех 
остальных пар сводных показателей дают результаты, прив
табл.6
Таблица 6  
Вероятности P ,1,
  для 
еденные в 
. 
 ),( lj , 4,3,2=l , попарного доминировния 
рандо изир ы о    
j
м ованн х  св дных показателей
lj \  1 2 3 4 
1 0.000 0.429 0.286 0.333 
2 0.429 0.000 0.286 0.333 
3 0.714 0.714 0.000 0.476 
4 0.571 0.571 0.524 0.000 
 
Таким образом, описанная стохастическая дискретная модель не-
определенности задания весовых оэффициентов позволяет сосчитать 
все величин , матриваемые простейшим иантом МРСП: 
оценки весовых коэффициентов 
 к
ы предус вар
iw  и меры и - стандартные 
m.,1
х точности 
отклонения , is i ,..= ; сводные оценки объектов )( jQ+  и меры точно-
сти этих оценок - стандартные отклонения , )( jS kj ,...,1= ; вероятности 
P
 дефицит и формац
), lj , klj ,...,1, =  попарного доминирования рандомизированных 
сводных показателей.  
Напомним, что все указанные оценки получены в предположении 
полного отсутствия информации о сравнительной значимости отдель-
ных показателей уровня измеряемого качества (надежности, эффек-
тивности, прибыльности и т.п.) объектов (сложных систем электро-
энергетики). Такой большой н ии о весовых коэф-
фициентах является причиной малой точности (больших значений 
стандартных отклонений is , mi ,...,1
(
= , )( jS , kj ,...,1= ) п ае нок 
и неболь ой
олуч мых оце
ш  достоверности  по степени пред-




  ),( ljP klj ,...,1, =
 5.0 ). 
Модели учета нечисловой, неточной и неполной 
информации 
В предыдущем пункте был описан крайний случай дефицита ин-
формации об относительной значимости отдельных показателей, а 
именно, случай полного отсутствия такой информации. В реальных 
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ситуациях, однако, у исследователя имеется некоторая информация о 
весовых коэффициентах, но эта информация, как правило, не нос  
числового характера и может быть выражена лишь чисто сравнитель-




 отдельного показателя ", "отдельные показатели
и
Далее мы будем предполагать, ч
может
sq  
uq   vq  имеют примерно одинаковую значимость для сводной оценки" 
и т.п.  
то эта нечисловая информация 
емы равенств и неравенств  быть представления в виде сист{ }...,; vus wwwOI r w=>=                                                  (1) 
для компоне есовых коэффициентов ),...,( 1 mwww = , 
0≥iw , 1...1 =+ mww , определяющих относительную значимость отдель-
ных показателей mqq ,...,1 , ]1,0[
нт вектора в
∈iq , оценивающих исследуемое качеств  
(надежность, эффективность, прибыльность и т.д.)  данных объектов 
(сложных систем электроэнергетики, например) с точки зрения  m  
различных отдельных критериев. Естественно назва
о
ть информацию о 
весо
может также 
иметь и неточную информацию о числ -
совы
                
вых коэффициентах, выражаемую системой равенств и нера-
венств (1), ординальной (порядковой) информацией. 
Помимо ординальной информации исследователь 
овых значениях некоторых ве
  х коэффициентов, выражающуюся в виде системы{ }},...,1{, mibwaII iii ∈≤≤=                               (2) 
неравенств, указывающих возможные диапазоны ],[ ii ba , },...,1{ mi∈  






ать информацию о весовых коэффициентах, выражаемую систе-
мой неравенств (2), интервальной информацией.  
Заметим, что интервальную форму информации можно использо
вать и для выражения суждений обо всей системе весовых коэффици-
ентов в целом. Например, утверждение, что "отдельный показатель iq  
имеет значимость, которую не сходит значимость всех осталь-
ных отдельных показателе  вместе взятых", можно представить в ви
де интервальной информации 
-
{ }5.0≥iw . Если же значимость еще одно-
го отдельного показателя jq  не превосходит з ачимости показателя iq  
и, одновременно, значимость всех остальных показателей вместе взя-
тых не пр
н
евосходит показателя , то для соответствую
щих весовых коэффициентов должны в
сист
значимости jq -
ыполняться неравенства из 
емы { }5.025.0,00.150.0 ≤≤≤≤= ji wwII .                                           (3)  
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Разумеется, таким способом можно ввести интервальную инфор-
мацию о любой цепочке убывающих значимостей отдельных показа-
телей, каждая из которых превосходит совокупную значимость всех 
пока
аемые инт
зателей, идущих после показателя, соответствующего данной 
значимости (ср. [38]). 
Интервалы, задав ервальной информацией II  вида (2), 
зачастую могут быть существенно сужены за счет учета нормирую-
щего соотношения  1...1 =++ mw  (см. [49, c.1
то если  укажем 
неравенства , , 
w 22]). Действительно, из 
указанного нормирующего соотношения следует, ч  мы
ii wa ≤≤0 mi ,...,1= 1...1 ≤=++ aaa m , ограничивающие
вые коэффициенты снизу, то получим неравенства 
1 1il k
если мы укажем неравенства 
 весо-

















ikilklki aaaaaawww ,         (4)  
ограничивающие весовые коэффициенты сверху. Аналогично, 
+= =
1≤≤ ii bw , mi ,...,1= , ...1 ≥=++ bbb m 1, огра-




, если имеется интервальная информация 
вида (2), то эту информацию можно п
} miaabw iii
енства 
∑ ∑ ∑ ∑ ∑− − −+=−−≥−−= 1 1 111 i m i m mbbbwww
= += = += =
−−=
1 1 1 1 1
)1
il k il k
ikilklki bbb ,       (5)  
ые коэффициенты снизу.  
Таким образом
{ }},...,1{, mibwaII iii ∈≤≤=  редста-
вить в виде системы { })1(,max{ bbaII ii },...,1{)},1(,min{−−= ∈−+≤≤         (6)  
нера арьирования 
весовых коэффициентов.  
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венств, определяющих согласованные интервалы в
Например, пусть имеется интервальная информация { }.0;3.01.0 1 5.03.0;3.01 ≤≤≤≤≤≤= wI wwI                            (7)  
о весовых коэффициентах . Тогда, под 321 ,, www ставляя в (6) 5.0=a , 
1. , получаем систему  
{ }5.04.0;3.02.0;3.02.0 321* ≤≤≤≤≤≤= wwwII                              (8)  
неравенств,  определяющих ин
1=b




шие, чем длины соответствующих интервалов, определенных не-
равенствами исходной системы (7). 
Сокращение интервалов возможного варьирования весовых ко-
эффициентов можно добиться и сопоставляя интервальн
II  с ординальной информацией 
напр
21
OI  (см. [49, c.152-154]). Пусть, 
имер, помимо исходной интервальной информации { }3.0 4.01.0;5.0 ≤≤≤≤ ww                                               (9) 
о весовых коэф имеется еще  ординальная 
информация 
=II
фициентах  21, ww ,    и
 20
{ }21 wwOI <=                                      (10)  
об этих весовых коэффициентах. Синтез указанных двух видов ин-
формации позволяет получить интервальн
нтервалов, определенных исходной интервальной 
инф
в вида (
ую информацию { }4.03.0;4.03.0 21* ≤≤≤≤= wwII ,                                        (11)  
определяющую интервалы, имеющие меньшие длины, по сравне-
нию с длинами и
ормацией (9). 
Объединяя системы неравенст 1) и (2), мы получаем нечи-
словую и неточную информацию IIOII ∪=  о сравнительной значимо-
сти отдельных показателей оцениваемого качества исследуемых объ-
ектов. При этом возможно, что эта объединенная информация не од-
нозначно определяет вектор весовых коэффициентов. Поэтому далее 
мы будем говорить о нечисловой (ординальной), неточной (интер-
вальной) и неп информации  (ннн-информации) олной I  о весовых ко-
эффициентах w mw,...,1  (о сравнительной значимости отдельных показа-
теле
еленно-
сти задания весовых коэффициентов. Рассмотрим множество
 
й mqq ,...,1 ). 
Посмотрим теперь, как ннн-информация может быть учтена в 
описанной в предыдущем пункте дискретной модели неопред
 { });,(),,(:),...,();,( )()()(1)( InmTtnmWwwwwInmW ttmtt ∈∈== ,       (12) 
состоящее и екторов весовых коэффициентов, которые входят в 
множество ),( nmW  всех возможных векторов с дискретными компо-
нентами и удовлетворяют системе всех равенств и неравенств, опре-
деляемых ннн-информа
з тех в
цией I . Для простоты записи далее будем по-
лагать, что множество (mT );, In  состоит из перенумерованных возмож-
ных кса :   значений инде  t { });,(,...,1);,( InmNInmT = . 
Множество );,( InmW  будем называт  множеством всех допусти-
мых (с точки зрения ннн-информации 
ь
I ) векторов весовых коэффи-
циентов. Понятн ножество всех допустимых векторов весовых 
коэффициентов );,( InmW  является подмножеств ножества всех 
возможных векторов весовых коэффициентов  ),( nmW . Эти два мно-
жества совпадают в случае отсутствия ограничений на весовые коэф-
и ты, т.е. в случае "пустоты" системы неравенств и равенств 
о, что м
ом м
ф циен  
I ( ∅=I ), являющейся следствием пол я ного о и даже ннн-
е  коэффициентах nmW
тсутств
информации о в овых : ;,( nmWс ),() =∅ . 
Очевидно, что в общем случае ),();,( nmWInmW ⊆  и 
),();,( nmNInmN ≤ . Если же система I  содержит хотя бы одно нетриви-
альн или еют место строгие неравенст-
ва: ),();,( nmWInmW ⊂  и ),();,( nmNInmN
ое равенство и/  неравенство, им
< . При этом возмо ьма жно вес
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существенное уменьшение числа допустимых векторов );,( InmN  по 
сравнению с исходным числом ,(mN ожных векторов весо-
вых коэффициентов. Например,  работаем с п  
векторами весовых коэффициенто  ),...,( 1 mwww




= , компоненты которых 
отсчитываются с шагом  (05.0=h 201 == hn ), то имеется 
возможных векторов весовых коэффи
10626)20,5( =N  
циентов. Учет же ннн-
информации  { }554321 05.0; wwwwwwI ≤>>>>=                                        (13) 
редуцирует это число всех возможных векторов до числа 7);20,5( =IN  
всех допустимых векторов эффициентов. 
Промоделируем неопределенность выбора конкретного вектора 
весовых коэффициентов  ),...,( 1 mwww
 весовых ко
=  из множества всех допустимых 
при помощи рандомизации этого выбора. В резуль-
тате имеем рандомизированный вектор весовых 
векторов
коэффициентов 
 );,( InmW  
)(~ ))(~),...,(~( 1 IwIw m= , представляющий собой дискретну ю 
величину, равномерно распределенную на жестве );,( InmW . 
Нетруд ы ислить математическое ожидание  
Iw ю случайну
 мно
но в ч )(~)( IwMIw ii =  и 
стандартное отклонение  )(~ IwDs ii =  ( )(~ IwD i  - дисперсия случайной 
величины )(~ Iwi ) го рандомизированного  
(см. [90]): 






















нкта. П ьных пок ател
ая зн







IwDIs .                    (15) 
роиллюстрируем сказанное, продолжив изложение примера из 
предыдущего пу усть у нас имеется три отдел аз я 
( 3=m ), относительн ачимость которых измеряется весовыми ко-
эффициент ом  321 ,, www 2.051 ==h  ( 5=n ). 
Тогда множество  )5,3W  всех возможных векторов весовых коэффи-







ttt www  состоит из  21)5,3( =N  элементов, -
ленных в табл.1 пункт
инф
≤ww                                       (16) 
перечис
а 2.1. Введем дополнительную ннн-
ормацию { }11 >= wI                            
и сформируем множество всех допустимых векторов весовых ко-
эффициентов );5,3();,( 11 IWInmW =  из тех векторов ),,( )(3)(2)(1)( tttt wwww = , 
компоненты которых удовлетворяют неравенствам системы (16). 
Просмотрев табл.1 предыдущего пункта, мы видим, что ограничени-
2.0; 32
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ям, ответст ю им информации 1I , удо -
ве
со ву щ влетворяют векторы с но
мерами 17-21. Эти кторы ( ) приведены в табл.1, 
де индекс пробегает множество 
перенумерованные
г t  }5,4,3,2,1{);5,3();,( 1 == ITInmT ;  





допустимых векторов весовых коэффициентов 
    при    ),,( )(3)(2)(1)( tttt wwww = { }2.0; 3211 ≤>= wwwI  
t )(tw1  )(tw2  )(tw  3
1 0.6 0.2 0.2 
2 0.6 0.4 0.0 
3 0.8 0.0 0.2 
4 0.8 0.2 0.0 
5 1.0 0.0 0.0 
П анным этой таблицы легко вычислить, исполь о  
(14) и (15),  математические ожидания 
о д зуя ф рмулы
)( 1Iwi  и стандартные отклоне-
ния  ( 1Isi  рандомизированных весов  )() ых коэффициентов ~ 1Iwi , 3,2,1=i , 
п ден  табл.2, где i  - номер отдельного показателя. Вриве ные в  
таблице указаны  ( , 
 этой же
минимальные )min(i 3,2,1=i ) и максимальные 
( ), ) значения весовых коэффициентов из табл.1. 





  )( 1Iwi  и  их точности   , 
-информации
 меры )( 1Isi
3,2,1=i  { }2.0; 32, при ннн 1 >1 ≤= wI  ww
i  )( 1i Iw  )(Is  1i );min( 1Ii  )max(i  
1 0.760 0.150 0.600 1.000 
2 0.160 0.150 0.000 0.400 
3 0.080 0.098 0.000 0.200 
Полученн математические ожидания можно нтерпре ровать 
и весовых коэффициентов, соответствующие ннн-
информации 1I
ые  и ти
как искомые оценк
, что позволяет назвать вектор оценок 
))(),...,(( 1311 IwIw=  числовым образом нечисл не и непол-
ной информации 1I .  
Те сталось сосчи
)(Iw овой, точной 
перь о тать вероятности , , попар-
ного доминирования рандомизированных весовых коэффициентов 
);,( Isrp msr ,...,1, =
 
)(~ Iwi , , по формуле mi ,...,1=
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 { }( ) { }
);,( InmNsr ,                             (







r >=>= 17)  
{ }...:t . Вероятность );,( Isrp  
можно интерпретировать как меру достоверности доминирования 
рандомизированн  весового коэффициента )(ого ~ Iwr  над анало
коэ
гичным 
ффициентом )(~ Iws , определяемую по ннн-информации I . 
-
м таб  
ых ве-
совых коэффициентов дают результаты, приведенные в табл.3. 
 
ца 3  
Вероя
В рассматриваемом примере найдем вероятность );2,1( 1Ip , приме
нив формулу (17) к данны л.1. Мы видим, что  5,...,1=t  
выполнено неравенство  )(2)(1 tt ww > . Следовательно,  1);2,1( 1 =Ip . Анало-
гичные вычисления для всех остальных пар рандомизированн
для всех
Табли
тности );,( 1Isrp , 3,2,1, =sr , попарного доминирования 
рандомизированных весовых коэффициентов 
 
sr \  1 2 3 
1 0.000 1.000 1.000 
2 0.000 0.000 0.400 
3 0.000 0.200 0.000 
 
 Результаты вычисления оценок весовых коэффициентов (мате-
идани  рандомизированных весовых коэффицие ) матических ож й нтов
)(~ Iwi , 
, и р достов
, удобно представля , 
денной для случая  
mi ,...,1= , мер их точности (стандартных отклонений) )(Isi , 
i ,..1= ме ерности (вероятностей) попарного доминирова-m.,
ния );,( Isrp , sr ,...,1, = ть в виде диаграммыm приве 
{ }2.0; 3211 ≤>== wwwII  на рис.1. 
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Рис. 1. Диаграмма для весовых коэффициентов при { }2.0; 3211 ≤>= wwwI  
 
Информация, содержащаяся в табл.2, 3, наглядно представлена на 
диаг жирн
ценки 
рамме рис.1. Здесь отмеченным серединам ых черно-
красных отрезков соответствуют о , )( 1Iwi i 3,2,1=  весовых коэф-
фициентов соответствующих отдельных показат еличину елей (в )( 1Iwi  
можно узнать, спроектировав середину соответствующего отрезка на 
ось абсцисс). Длина каждого та авна удвоенному стан-
дартному отклонению
кого отрезка р
 , )( 1Isi 3,2,1=i , а правые концы голубых отрез-
ков, расположенных между жирными черно-красными отрезками,  
указывают вероятность доминирования рандомизированного весового 
коэффициента, соответствующего верхнему отрезку, н





tt w  из множ
1 mq чение
ад рандомизи-
ему непосредственно под верхним отрезком. 
Подставляя в выражение аддитивной свертки  );( wq  




стимых векторов весовых коэффициентов  );,( InmW , мы получаем 
для оцениваемого объекта (коммерческого банка), описываемого век-


















)()()()()( );;();( .                (18)  =
 
Таким образом, многокритериальной оценке )( jq  сопоставляется 
лый класс { }{ }):,(,...,1;,(),;( )()( InmnmTtIqQ jt =∈+
. пункт 2.2), в котором у нас 
имеются четыре оцениваемых объекта (
) NI  сводных 
оценок (не обязательно попарно различных). 
Возвращаемся к нашему примеру (см
4=k ), которым сопоставлены 
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вектора исходных характеристик  )()(1
)( jjjj xxxx = , 
(см. табл.2 .2 содержатся , 
, отдельных показателей, составляющих много-
критериальные оценки (строки этой таблицы) оцениваемых объектов. 
Теперь, ользуя н информацию 
),,( )(32




3,2,1=i 4,3,2,1=j ,  
исп нн- { }2.0; 3211 ≤>= wwI , выде-
лим из табл. нкта 2.2  допустимые (с точки ния информации 
) значения ()()()( jjt wqq ++
w
4 пу  все  зре
  Q ))t , ;()( Q= 5,...,1=t , 4,3,2,11I =j , сводного 
показателя д  иваемых ъектов (с .4, где индекс 
пробегает перенумерованные значения  
ля четырех оцен  об м. табл
t  5);5,3(,...,1 1 =IN ). 
 
Таблица 4 
Допустимые значения )( )()( jt qQ+ , 5,...,1=t , 4,3,2,1=j , сводного показа-
теля при  ннн-информации { }2.0; 3211 ≤>= wwwI  
t  )( )1()( qQ t+  )( )2()( qQ t+  )( )3()( qQ t+  )( )4()( qQ t+  
1 0.3 0 7 0.6 0.8.  
2 0.2 0.8 0.7 0.6 
3 0.2 0.8 0.5 1.0 
4 0.1 0.9 0.6 0.8 
5 0.0 1.0 0.5 1.0 
Теперь мы о ем взять в качестве искомых сво -
уемых объектов (коммерческих банков), например, математиче-
идания (см. [49, c.141]) 
























qQMIQMIQ       (19) 
рандомизированных сводных показа е ))(~;()(~ )()( IwqQIQ jj ++ = ,  
. В качестве мер точности таких оценок естественно взять
стандартные   
 kj ,...,1=
 отклонения )(~)( IQDIS += ,  kj ,...,1)()( jj = , опре















IQDIS .       (20) 
Подставив в формулы (19), (20) значения  , , 
сво  показателя и .4, получаем оценки 
m
)( )()( jt qQ+ 5,...,1=t
4,3,2, , 1=j дного з табл )( 1)( IQ j+  и 
ан ые ненст дартн откло ия )(~)( 1)(1) II jj = ,  (S QD + 4,...,1=j , приведенные в 
бл е р объекта,  ( ) - минимальное (мак-
м ) значение сводного показателя
 j  - номе );( 1Ijта .5, гд Min );( 1IjMax





Сводные оценки )( 1)( IQ j+  исследуемых объектов и соответствую-
щие стандартные отклонения   )(~)( 1)(1)( IQDIS jj += ,   
 
4,...,1=j  
j  )( 1)( IQ j+  )( 1)( IS j  );( 1IjMin  );( 1IjMax  
1 0.160 0.102 0.000 0.300 
2 0.840 0.102 0.700 1.000 
3 0.580 0.075 0.500 0.700 
4 0.840 0.150 0.600 1.000 
Теперь осталось сосчитать роятности );,( IljP , klj ,...,1, = , попар-
ного доминирования рандомизированных сводных показателей по 
формуле 
 ве










>=>= ,            (21) 
где  N } (см. [49, 
c.141]).. 
 В рассматриваемом   , при-
менив формулу (21) к да т  д то для вы-
полнено неравенство  Q > л
 








 5,4,3,1=t  им, ч
)) , а д()( qQ t+)( )4()( qt+ я =t3( 2  - не выполнено. 
Следовательно,  800.054);3, 14( ==IP а н числения для всех 
остальных пар сводных п т е ты, приведенные в 
табл
. Ан логич ые вы




Вероятности );,( 1IljP , 4,3,2,1, =lj ,  попар о вания 
рандомизированных св  показателей 
lj \  1 2 3 4 
ного д миниро
одных
1 0.000 0.000 0.000 0.000 
2 1.000 0.000 1.000 0.400 
3 1.000 0.000 0.000 0.200 
4 1.000 0.400 0.800 0.000 
Информация, содержащаяся в табл.5, 6, наглядно представлена на 
диаграмме рис.2. Здесь отмеченным серединам жирных черно-
красных отрезков соответствуют оценки )( 1)( IQ j+ , 4,3,2,1=j , сводных 
показателей надежности  (величину )( 1)( IQ j+  можно узнать, спроекти-
 27
ровав середину соответствующего отрезка на ось абсцисс). Длина ка-
ждого такого отрезка равна удвоенному стандартному отклонению 
, , а правые концы голубых отрезков, расположенных 
между  черно-красными отрезками,  указывают вероятность 
рандомизированного сводного показателя надежно-
сти,  верхнему отрезку, над сводным показателем, 
 отрезку, лежащему непосредственно под верхним 
отрезком
)( 1













а, приведенная на рис.2, наглядно представля нг 
 
жировку) четырех исследуемых объектов (скажем, сложных сис-
тем электроэнергетики) по изучаемому качеству (скажем, по надеж-
ности): практически не различающиеся между собой (вероятности 
доминировани 400.0);2,4, 14(); == PIP  от личины
нераз
I  мало отличаются ве  
0.5, соответствующей полной статистической личимости соот-
ветствующих рандомзированных сводных показателей) объекты 2 и 4 
довольно достоверно доминируют объект 3 ( 000.1);3,2( 1 =IP ,  
800.);3,4( 1 =IP ), который достоверно доминирует объект 1 10 ( );1,3( 1 =IP ). 
абл.5, 6 в § 1.2 с анСравнивая т алогичными табл.5, 6 настоящего 
пункта, мы видим на данном конкретном примере обычный результат 
учета ннн-информации I : повышается точность оценок весовых ко-
эффициентов )(Iwi , mi ,...,1= , и сводных показателей )( jQ+ , kj ,...,1=   
(уменьшаются стандартные отклонения )(Isi  и )()( IS j  соответственно) 
и увеличивается достоверность рейтингования (ранжировки) как ве-
совых коэффициентов, так и сводных показателей (приближаются к 
единице многие вероятности доминирования );,( Isrp , msr ,...,1, = , и 
);,( IljP , klj ,...,1, = , соответственно). 
Таким образом, описанная стохастическая дискретная модель не-
определенности задания весовых коэффициентов позволяет учиты-
вать любую дополнительную нечисловую, неточную и неполную ин-
формацию о сравнительной весомости отдельных показателей, что 
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делает эту дискретную модель весьма гибким средством синтеза 
сводных показателей сложных многопараметрических объектов.  
Для практических расчетов, необходимых для реализации сто-
хаст
ль-
ная оценка экологического состояния и качества среды [3,73,74,79]; 
сводные оценки экологическо  устойчивости природ-
ных
я оценка качества морских судов [30]; сводные 
пока
ической модели неопределенности задания весовых коэффициен-
тов, можно использовать оболочку системы поддержки принятия ре-
шений (ОСППР) АСПИД-3W (см. [10,23,42,47,9049,67,71,77]). В ос-
нову программного обеспечения ОСППР АСПИД-3W положены 
формулы и комбинаторные алгоритмы, описанные, например, в рабо-
тах [17,22,25,28,31-33,39,43,44,46,52,55-57,59,70,76,78]. Удачной мо-
дификацией этой СППР представляется система DSS Polychoice 2.05 
фирмы POLYIDEA Ltd.  (London, GB). 
К настоящему времени накоплен определенный опыт использо-
вания СППР типа АСПИД-3W для решения задач построения свод-
ных показателей различных качеств различных сложных систем раз-
личного масштаба и назначения. Среди примеров применения метода 
рандомизированных сводных показателей следует упомянуть сле-
дующие темы: сводные показатели экологической безопасности и ус-
тойчивости функционирования энергетических систем [61-64,71-72]; 
сводные показатели сложных финансово-экономических объектов и 
процессов [10,23,53]; сводные показатели эффективности деятельно-
сти российских и зарубежных коммерческих банков [8,9,11,12,19,75]; 
оценка эффективности деятельности транснациональных компаний на 
основе сводных показателей состояния их активов [41]; построение 
сводных рейтингов страховых компаний [61]; оценка потребитель-
ской ценности экономических благ по иерархической системе харак-
теристик [54]; построение сводных показателей финансовых рисков в 
условиях неопределенности [26]; сводные оценки вариантов состоя-
ния финансово-экономической среды реализации долгосрочных про-
ектов [13]; построение сводных оценок инвестиционного климата 
различных стран [40]; сводные оценки инвестиционной привлека-
тельности корпоративных акций [50]; индексная оценка качества про-
дукции промышленности синтетического каучука [24,54]; интегра
го состояния и
 биогеоценозов [14-16,35,36,37]; комплексная оценка воздействия 
геопатогенных зон на биологические системы [47];  построение свод-
ных оценок качества и эффективности сложных технических систем 
[47,48]; комплексна
затели эффективности сложных систем вооружения и научно-




В настоящем докладе предлагается использовать метод рандоми-
зированных сводных показателей (МРСП) для оценивания в условиях 
дефицита информации эффективности функционирования объектов 
электроэнергетики. 
Во Введении обосновывается формализация задачи оценки объ-
екто
казателей (МСП) в условиях дефицита числовой инфор-
маци
ные (случайные) весовые 
коэф
й пример применения МРСП, реализованно-
го н
ертной информации о сравнительной важ-
ности отдельных компонент подсистемы энергоснабжения, удается 
полне достоверно упорядочить по степени предпочтительности рас-
матриваемые варианты проведения комплекса мероприятий по по-
ышению надежности.  
Проведенное математическое обоснование МРСП и практическая 
пробация этого метода позволяют рекомендовать метод рандомизи-
в электроэнергетики в виде задачи построения сводного показа-
теля эффективности по совокупности отдельных показателей эффек-
тивности работы этих объектов.  
В первой части излагаются основы теории сводных показателей 
(индексов) сложных многопараметрических объектов и обосновыва-
ется использование простейшей аддитивной свертки отдельных пока-
зателей в единый показатель, представляющий собой, таким образом, 
взвешенное среднее арифметическое отдельных индексов эффектив-
ности. 
Возникающая проблема использования разработанного метода 
сводных по
и о весовых коэффициентах (т.е., информации об оценках значи-
мости отдельных показателей эффективности) решается (во второй 
части) за счет процедуры рандомизации неопределенности задания. 
весовых коэффициентов. Рандомизирован
фициенты индуцируют рандомизированные сводные показатели, 
что позволяет редуцировать задачу сравнения двух сложных объектов 
по совокупности критериев к хорошо изученной задаче сравнения 
двух соответствующих случайных (рандомизированных) сводных по-
казателей. 
Показано, что предлагаемый метод рандомизированных сводных 
показателей (МРСП) позволяет учитывать всю нечисловую (орди-
нальную, порядковую), неточную (интервальную) и неполную ин-
формацию, имеющуюся у исследователя.  
Приведен конкретны
а ЭВМ в виде  системы поддержки принятия решений (СППР) 
АСПИД-3W, для сравнительной оценки вариантов проведения ком-
плекса мероприятий по повышению надежности функционирования 
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