Abstract. In this paper we consider a general class of regularization methods for ill-posed problems Ax = y where A X -V is a linear operator between Hubert spaces X and V.
Introduction
In this paper we consider ill-posed problems Ax =y.
( 1.1) where A E £(X, Y) is a linear bounded operator between infinite dimensional Hubert spaces X and Y with non-closed range R(A) of A. We introduce the set Then the regularization methods (1.2) are called (i) order optimal on the set M,E for a given parameter choice a = a(c5) if i. (6) ct (6) with c? 1 holds,
(ii) optimal on the jet M,E for a given parameter choice a = a(6) if z (6) holds and (iii) asymptotically optimal on the set M,E for a given parameter choice a = a(6) if limö..._o(S)/w(6) = 1.
For a general discussion of optimality and order optimality of the regularization methods (1.2) we refer to [6, 13, 14] .
In this paper we consider more general regularization methods. We introduce a family of methods according to X a :r
=+ g((AA)') (A*A) S A*[yS -A]
( 1.4) depending on an additional parameter .s > -1/2, where in case of negative s-values, (AA) 8 denotes the Moore-Penrose inverse of (A*A)_s. In the application of (1.4) one has to make different decisions. First one has to fix the method, i.e. one has to choose the function g,, : [0, IIA*AII 3+ ] -IR, second one has to fix the order s, and third one has to choose a suitable value for the regularization parameter a. In this paper we consider different functions g 0 and want to find out for which values of s there holds i(6) = w(5) provided a is chosen properly. Since we are interested in regularization methods (1.4) that are optimal on the set M,E, for the correct choice of the regularization parameter a information about 6, E and p will be necessary. Optimality results for special regularization methods have been known before. In the special case s = 0 it is known that (i) the method of Tikhonov regularization (cf. Section 3) is optimal for 0 <p :5 2 if a is chosen by a = 1(6)2/(P+1) (cf. [141),
(ii) the method of regularized singular value decomposition (cf. Section 4) is optimal for all p > 0 if a is chosen by a = (cf. [9] for the case T = 1/2 and [11] for the case r = 1), (iii) the method of regularized singular value decomposition (1.2) with the function = l/.\ for A > a and g0 (A) = 0 for A <a is not optimal for any parameter choice a = a(S) (cf. [6] ), (iv) the method of asymptotical regularization (cf. Section 5) is optimal for 0 < (v) the Landweber iteration method (cf. Section 7) is asymptotically optimal for 0 <p 7.124 if the iteration number N is chosen as the integer part of 1/a with a chosen as in the method of asymptotical regularization (cf. [14] ).
In the case s 36 0 some optimality results are known for the method of Tikhonov regularization (cf. [6] ) and for the method of regularized singular value decomposition (cf. [111). For some further optimality results and non-optimality results in case s = 0 we refer to [5, 6, 9, 11, 13 -151 . A posteriori parameter choice strategies that yield order optimal error bounds (1.3) without to know E and p are discussed, e.g., in [2, 11, 13] .
From the above discussion of optimality results for the special case s = 0 we realize that the regularization methods (1.2) are optimal for p e (po,pi] with P0 = 0, where the upper bound pi depends on the special choice of the function g0 . Hence, there appears a saturation effect: If assumption (A2) (which can be considered as a given a priori information on x -±) is satisfied with p > pi, then it is impossible to find any parameter choice a = a (6) such that the regularization method is optimal on M,E. 
JR according to g(t) = ag 0 (at)
and h(t) = . 1 -tg(t) (2.1) and assume that they are independent on a. We apply Lemma 2.1 and obtain 700 T. Schröter and U. Tautenhahn
Lemma 2.2. Let A E £(X, Y) and let (2.1) hold. Then, for x6 defined in (1.4)
where the supremum is taken over ky E a((..
Proof. From Lemma 2.1 we obtain with the substitution j+' y and (2.1) that
E2
._E_
= inf sup
We use the parameter choice of Lemma 
Theorem 2.3. Let A E £(X, Y) and let (2.1) and (2.4) hold. If (i) the equation h(t) =---has a unique solution to PI (ii) a is chosen by a = 1 r (

E )(2s+2)/(p+l)
then for x defined in (1.4) 
IIAz-y611<6
where f(y) is given by (2.6).
Optimality of Tikhonov methods
In these regularization methods the regularized solution x 6 is obtained from (1.4) with ga(t) = 11(t + a), hence, x, is the solution of the operator equation
Consequently, for the functions g and h of (2.1) we have g(t) = 1/(t + 1) and h(t) = 11(t + 1). The equation h(t) = l/(p + 1) has the unique solution to = p, hence from Proof. We apply Corollary 3.1 and prove that (3.2) follows from (3.4). The first two inequalities of (3.4) guarantee that sup 0 <, < 1(y) <co holds. We transform (3.2) into the equivalent inequality (,c, jt) belongs to the range defined by (3.4) . In order to check if there are further i)-values for which the method (3.1) is optimal we have examined the function (3.2) numerically. We have found that also for ( x,/ u )-values of the range B in Figure 1 there holds sup0 f() < 1. 2) x (0, 2) . Then the method (3.1) is order optimal 6 on Mp,E for the parameter choice a = k (. ) (ia+2)/(p+i) with a constant k > 0. The proof of this result follows from Remark 2.5. The (x, y)-range in which the method (3.1) is optimal or order optimal is given in Figure 1 . with r E (0, oo), consequently, for the functions g and h of (2.1) we have Remark 4.4. Let ( r. , P) E (0, 2, r] x (O, co). Then the method (1.4) with (4.1) is 6 order optimal on M,E for the parameter choice a = k (-i)(2.+2)/(p+i) with a constant k> 0. The proof of this result follows from Remark 2.5. The (x, y)-range in which the method (3.1) is optimal or order optimal is given in Figure 2 .
Let A E £(X, Y) and x the regularized solution of equation (1.4) where g is the function from (4.1) and a is given by the a priori parameter choice a = . lithe constants K and p from (2.4) satisfy the inequality
Theorem 4.2. Let A E £(X, Y) and x 6 the regularized solution of equation (1.4) where g. is the function from (4.1) and a is given by the a priori parameter choice C, = (2±!)h/T()(23+2)1) . lithe constants r. and p from (2.4) satisfy the inequalities
T<K<2T and O<p<oo (4.3) then there holds the error estimate (3.3).
Proof. We apply Corollary 4.1 and prove that sup,->0 f( y) 1 holds if (4.3) is satisfied. First we note that sup 0 f(y) <00 if 0 < ic 2r and 0 < p < 00 hold. Let 0 < c < 2r. Then f(y) is monoton decreasing for
Remark 4.5. We note that for operators with discrete spectrum the computation of ( 1.4) 
Optimality of asymptotical regularization methods
In these methods the regularized solution x 6 is characterized by (1. and a = l/T denotes the regularization parameter. For the functions g and h of (2. 
If the constants c and u from (2.4) satisfy the inequality
K+// = -Iln------I ye 2 + K \ KJ <1 K+Lf n K+/2 I i IL ' ----) y"(l - e)2
te for ally € O, oo), then there holds the error estimate (3.3).
Remark 5.2. In order to check for which (?c,IL)-values the generalized method of asymptotical regularization is optimal on ME we have examined the function f(y) of Corollary 5.1 numerically. We have found that for (sc, p)-values of the range A in Figure  3 there holds sup ). 0 f(y) :5 1, hence, in this range the method is optimal.
Remark 5.3. Let (,c,IL) € ( 0,2] x (0,00).
Then the generalized method of asymptotical regularization is order optimal on ME for the parameter choice a = k (*)(23+21)+1) with a constant k > 0. The proof of this result follows from Remark 2.5. The (K, ,u)-range in which this method is optimal or order optimal is given in Figure 3 . 
Optimality of iterated Tikhonov methods
In these regularization methods x is obtained after performing m steps of the generalized method of Tikhonov regularization as discussed in Section 3, i. ( 1 ) 
Proof. We use Lemma 2.1 with g(t) = [i -
We substitute z = a1y and obtain 0, 1,... , N -1; = ), (7.1) hence, 4 has the representation (1.4) with g0 (t) = [1 -(1 -t) 'J/t and = 11N is the regularization parameter. Since the regularization parameter a = 11N takes only discrete values it is impossible to discuss optimality results of the method (7.1), hence we have to switch over to the concept of asymptotical optimality. The next theorem shows that the generalized Landweber iteration (7.1) is asymptotically optimal for such (K, p)-values, for which the generalized method of asymptotical regularization (5.1) is optimal. The proof of this result is based on a corresponding result for the special case s = 0 which can be found in [14] . (z) and O N = SuPr/N<:. (2 g(z) . In analogy to the proof of Theorem 6.2 in [14] it can be shown that for some suitable chosen r > 0 there holds 
