Numerical simulations of the flow past a stationary circular cylinder at different Reynolds numbers (Re) have been performed using a computational fluid dynamics (CFD) solver that is based on the unsteady Reynolds-averaged Navier-Stokes equations (RANS). The results obtained are used to develop reduced-order models for the lift and drag coefficients. The models not only match the numerical simulation results in the time domain, but also in the spectral domain. They capture the steady-state region with excellent accuracy. Further, the models are verified by comparing their results in the transient region with their counterparts from the CFD simulations and very good agreement is found. The work performed here is a step towards building models for vortex-induced vibrations (VIV) encountered in risers, spars, and other offshore structures.
INTRODUCTION

Literature Summary
When flow passes over a bluff body, a street of shedding vortices (known as the von Kármán vortex street) develops in the wake and exerts oscillatory forces on the body, which are often decomposed into drag and lift components along the free-stream and cross-flow directions, respectively. If the body is capable of flexing or moving rigidly, these forces can cause it to oscillate and the classical vortex-induced vibration (VIV) problem takes place. If the frequency of vortex shedding is close to a natural frequency of the body, the resulting resonance can generate large-amplitude oscillations, which may ultimately cause structural failure. Understanding this problem is of great interest in the design and maintenance of offshore structures, like mooring cables, risers, and spars, and of high aspect-ratio structures subject to air streams, like chimneys, high-rise buildings, bridges, and cable suspensions systems.
In order to model and predict the VIV problem, full simulation of the coupled flow and structure equations is needed. This involves accounting for three-dimensional effects, turbulence structures, and elasticity, among other considerations. However, in general, many of these structures are quite long, reaching several thousand feet, and flows around them may reach very high Reynolds numbers (Re) . Under these conditions, full simulation of the VIV problem is overwhelming, even with today's computing power. So, simplifying assumptions of the flow and structure are often made and efforts to produce simple, accurate representation of the problem via reduced-order modeling are still on-going.
In this work, we investigate the two-dimensional flow past stationary circular cylinders. We numerically simulate the flow using an unsteady Reynolds-averaged Navier-Stokes (RANS) approach and use the results to propose and validate analytical models describing the time-variation of the lift and drag coefficients. We place special emphasis on predicting the transient as well as the steady-state responses.
Circular cylinders are extensively used in the study of bluff-body fluid dynamics due to their geometric simplicity and common use in engineering applications. Bishop and Hassan (1963) were two of the earliest to suggest using a self-excited oscillator to represent the forces over a cylinder due to vortex shedding. Hartlen and Currie (1970) formulated a remarkable model for elastically restrained cylinders that are restricted to cross-flow motions. They used a Rayleigh oscillator to describe the lift force and coupled it to the cylinder motion by a linear velocity term. Currie and Turnball (1987) proposed a similar model for the fluctuations in the drag. Skop and Griffin (1973) pointed out that the parameters in the model of Hartlen and Currie (1970) lacked clear connections to physical parameters of the problem. They proposed a modified van der Pol oscillator to represent the lift coupled to a linear equation of motion for the structure. They also introduced the Skop-Griffin parameter, which is now commonly used in studying VIV problems. Iwan and Blevins (1974) considered the fluid mechanics of the vortex street and developed a model in terms of a fluid variable that captures the fluid dynamics effects of the problem. Landl (1975) added a nonlinear aerodynamic damping term of fifth order to the van der Pol oscillator in his two-equation model, suggesting that this enables better capturing of some physical characteristics. However, the model involved many constants to be determined.
Several attempts have been made to extend the wake-oscillator models to elastic structures, such as beams and cables. Iwan (1975) extended the model of Iwan and Blevins (1974) to predict the maximum VIV amplitude of taut strings and circular cylindrical beams with different end conditions. Iwan (1981) also derived an analytical model for the VIV of elastic structures under non-uniform flows. Skop and Griffin (1975) extended their rigid cylinder model (Skop and Griffin, 1973) to elastic cylinders. With the goal of accurately capturing the asymptotic, self-limiting structural response near zero damping, Skop and Balasubramanian (1997) modified the model of Skop and Griffin (1975) by separating the fluctuating lift into two components: one satisfying a van der Pol equation oscillator that is driven by the transverse motion of the cylinder and the other linearly proportional to the transverse velocity of the cylinder (called the stall term). Kim and Perkins (2002) modeled the lift and drag by two nonlinearly coupled van der Pol equations in their study of resonant responses of suspended elastic cables. The coupling terms were introduced based on the fact that the main frequency of the drag component is twice the main frequency of the lift component. Krenk and Nielsen (1999) proposed a two-oscillator model in which the mutual forcing terms are developed based on the premise that energy flows directly between the fluid and structure. This means that the forcing terms correspond to the same flow of energy at all times. Facchinetti et al. (2004) investigated the flow around a circular cylinder elastically restrained to move only along the cross-flow direction. They developed a reduced-order model for the fluid-structure system by introducing a van der Pol model for the lift coefficient coupled with the cylinder equation of motion (a classical mass-spring-damper system) through external forcing terms. They assumed the natural frequency in the wake model to equal the angular shedding frequency and proposed three different coupling terms in the wake model: the cylinder position, velocity, or acceleration. They compared the results with experimental data for a harmonically excited cylinder and found that the acceleration coupling model matches the experimental results better than the velocity or position coupling models. Evangelinos et al. (2000) used direct numerical simulation (DNS) of the incompressible Navier-Stokes equations to solve at Re 3 1000 for the fluid-structure problem of rigid and flexible cylinders allowed to move freely in the cross flow direction. The flexible cylinder (or beam) was represented by a simplified linear model with a forcing term proportional to the lift coefficient and no structural damping. The governing equations were transformed into the Fourier domain and solved with a spectral elements method that employs a hybrid grid in the x 4 y plane and Fourier complex modes in the z-direction. Short and long cylinders with length-to-diameter ratios of 41 and 378 were considered. They reported that the often-used empirical formula proposed by Skop et al. (1977) over-predicts the drag coefficient.
For more details, we refer the reader to the recent thorough reviews by Norberg (2003) , Williamson and Govardhan (2004) , and Gabbai and Benaroya (2005) . Norberg (2003) presented an overview of the fluctuating pressure and lift acting on a circular cylinder, taking special consideration of the influence of the Reynolds number and the relation between fluctuating lift and flow features (e.g. laminar shedding, wake transition, and turbulent shedding) in the near-wake region. He compiled many of the up to 2003 data from diverse experimental and numerical approaches, including two-dimensional and three-dimensional simulations, and reviewed the different measurement methods, such as the force element method, total force method, electromagnetic method, and the family of momentum pressure methods. These results show significant changes in the fluctuating pressure distribution over the cylinder at different Reynolds numbers, which ranged from 47 to 2002 000. A spanwise correlation length of about 30 cylinder diameters was observed for flows near the subcritical regime Re 3 302 000. Williamson and Govardhan (2004) gave a detailed review of the experimental and computational work on VIV over the last two decades. The primary concern was with the free and forced oscillations of elastically mounted rigid cylinders1 two-degreeof-freedom bodies1 and the dynamics of cantilevers, pivoted cylinders, cables and tethered bodies. They underlined some of the fundamental questions in VIV and touched upon some debatable concepts, such as the "added mass" and the effect of combined "mass-damping parameter" on peak-amplitude data in the Griffin plot. Gabbai and Benaroya (2005) presented a comprehensive review of the studies (experimental, semi-experimental, and numerical) related to the VIV problem. They covered a variety of issues related to the physics of the problem, such as the dynamics of a vibrating cylinder in a flow, the vortex shedding modes, and the three-dimensionality effects. They also reviewed different models (e.g. wake models and force-decomposition models) and approaches (e.g. variational approach, vortex-in-cell approach (VIC), direct numerical simulation (DNS), and finite element method) used to simulate the problem of VIV of rigid and elastic cylinders,
Motivation
Most of the aforementioned analytical studies are based on modeling the lift by either the Rayleigh or the van der Pol oscillator. Nayfeh et al. (2003) numerically simulated the twodimensional flow past a stationary cylinder for a wide range of Reynolds numbers and calculated the lift and drag. They employed higher-order spectral analyses to determine the phase relations among the different spectral components of the lift and compared them with the phase information one obtains from closed-form approximate solutions of the van der Pol and Rayleigh oscillators. They concluded that the van der Pol oscillator model is more accurate than the Rayleigh oscillator. They modeled the drag as the sum of a mean term and a time-varying term proportional to the product of the lift and its time derivative.
Background of Work Presented
In all of the previous models, the emphasis has been on reproducing the steady-state lift and drag. However, to investigate the fluid-structure interaction problem more thoroughly, modeling the transient as well as the steady-state lift and drag is crucial. The goals of this work are two-fold:
5 First, we extend the work of Nayfeh et al. (2003) on the flow over a stationary cylinder by investigating the validity of their models in the transient region. In other words, are the models identified based on the steady-state lift and drag CFD results capable of predicting the transient lift and drag results obtained with the CFD code? 5 Second, we propose modifications and improvements to the lift and drag models, taking into account full and explicit advantage of the phase relations between the different spectral components. These improved models are validated against the steady-state and transient CFD results.
The order of this paper is as follows:
5 First, we discuss the CFD code used to calculate the lift and drag on a stationary cylinder. 5 Second, we present some of the lift and drag results of Nayfeh et al. (2003) for steadystate responses and investigate the applicability of their models to the transient response. 5 Third, we discuss the improved lift and drag models and compare their performances to the CFD results in the steady-state as well as transient regions. 5 Fourth, we conclude with some remarks and general notes.
NUMERICAL SIMULATION
Background
Direct numerical simulation (DNS) of a flow resolves the small and large turbulent scales accurately and is therefore the most accurate numerical method. However, this approach requires a very fine grid of the domain, and for flows with engineering relevance, where the Reynolds number extends into the thousands and higher, such computations remain a very challenging task, even with current advances in hardware and software capabilities. Hence, some modeling assumptions or approximations are often needed to simplify the flow and render its computations feasible. Usually, this entails modeling the turbulence, thereby significantly reducing the spatial and temporal resolution requirements. One alternative to DNS is the large-eddy simulation (LES) approach. In LES, the flow field is decomposed into two instantaneous components: the resolved (large) scales and the subgrid (small) scales. The large scales are directly solved for while the subgrid scales are modeled. LES provides information about a wide range of spatial and temporal scales in the flow at a cost that is significantly lower than that of DNS. Nonetheless, for high Reynolds-number flows over complex geometries, LES computations still remain to be a formidable task.
In the conventional Reynolds-averaged Navier-Stokes (RANS) modeling, the effects of all of the turbulent fluctuations are modeled. Extensively used within the fluid engineering community, the RANS approach and its variants are efficient and much cheaper than their DNS and LES counterparts, yet they yield results that are accurate enough to capture most of the important physical characteristics of the problem. Therefore, we compute the time-dependent, incompressible flow past a cylinder by solving the unsteady Reynolds-averaged Navier-Stokes (RANS) equations. We employ the artificial compressibility method to speed up convergence of the solution. This method introduces an artificial time-derivative of the pressure into the continuity equation, thereby explicitly coupling the pressure and the velocity field (Rogers et al., 19871 Chorin, 1997) .
The Navier-Stokes equations governing a two-dimensional incompressible flow have the form
where i2 j 3 12 21 t is real time1 4 is a pseudo-time variable used to couple the governing equations1 u 1 and u 2 are, respectively, the streamwise and cross-stream flow velocity components along the Cartesian coordinates x 1 and x 2 1 p is the pressure1 6 is the fluid density1 9 is the viscosity1 and 5 is an artificial compressibility parameter. Taking U to be the free-stream speed and D to be the cylinder diameter, we define the Reynolds number Re 7 6U D9. Equation (1) reduces to the original continuity equation for incompressible flow when 5 48 9. At each real time step, the solution of the governing equations is obtained by iterating in pseudo time until convergence to within a prescribed tolerance is achieved. Therefore, the incompressibility (divergence free) condition is satisfied at each real time step. The problem is solved on a curvilinear O-grid with a 25D radius in order to avoid any blocking effects without using buffer domains, as illustrated in Figure 1 . The convective terms are discretized using a second-order upwinding difference scheme. The physical time terms, which represent flow unsteadiness, are switched to the right-hand side and used as source terms1 they are discretized using a second-order three-level backward-difference formula.
Equations (1) and (2) are transformed into unsteady RANS equations by decomposing the velocity field components u i and the pressure p into time-averaged components ( u i and p) and fluctuating components (u i and p ). The timed-averaged components are defined as 7
7u i 2 p8dt and the full solution is expressed as follows:
Because of the unsteady nature of the problem, the time-averaged components remain functions of time.
With f and g standing for any of the states u i and p and s standing for any of the variables x i , t, and 4 , we note the following properties:
. Moreover, the time-average of a fluctuation is zero (i.e. f 3 0). First, taking the average of equation (1), we obtain
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Equations (4) and (5) indicate that both of the time-averaged and fluctuating parts of the flow field satisfy the continuity equation separately. Next, introducing equation (3) into equation (2) and then taking the time average of the outcome, we arrive at
From equation (6), we note that a new quantity, 46u j u i , is introduced into the momentum equation governing the mean flow. This quantity, referred to as the Reynolds stresses, describes how the influence of turbulence on the mean flow profile is realized. For turbulent closure, we use the Spalart-Allamras (SA) method (Spalart and Allamras, 1992) to represent the unresolved scales.
To integrate the RANS equations with inflow, outflow, and no-slip boundary conditions, we employ radial and circumferential stretching and use a second-order finite-difference scheme. At the inflow boundary, the velocity components are specified and the pressure is extrapolated from the interior points. At the outflow boundary, the pressure is specified and the velocity components are extrapolated from the interior points. Equivalent boundary conditions are also set for the turbulence quantities.
The outcome of the simulation is the pressure distribution over the cylinder surface, which is integrated to calculate the lift and drag coefficients. In Figure 2 , we show a snapshot of the pressure contours in the neighborhood of the cylinder for Re 3 42 000. The time histories of the lift and drag coefficients are then converted into the spectral domain using Fourier analysis. The time and frequency are nondimensionalized using the free-stream speed and the cylinder diameter. The nondimensional frequency (Strouhal number, St) is defined as St 7 f UD, where f is the dimensional cyclic frequency in Hz. Figure 3 shows typical time histories and corresponding power spectra for the case when Re 3 42 000. The lift coefficient C L is represented in the left two subfigures and the drag coefficient C D is represented in the right two subfigures. The lift power spectrum shows a large peak with amplitude a 1 at the shedding frequency f s 02 and smaller peaks (a 3 and a 5 ) at the odd harmonics 3 f s and 5 f s . The corresponding time history shows the lift coefficient fluctuating periodically about the origin. Therefore, one infers that the lift coefficient oscillates at the shedding frequency and that its behavior is influenced by cubic, and, to lower extent, higher-order odd nonlinearities.
By contrast, the drag power spectrum shows a large peak a 2 at twice the shedding frequency 72 f s 8 and smaller peaks (a 4 and a 6 ) at the even harmonics 4 f s and 6 f s . The corresponding time history shows the drag fluctuating periodically about a non-zero mean that reaches a constant value at steady state. This implies that the drag coefficient consists of a slowly varying mean term and a fluctuating term. The fluctuating term mainly varies quadratically with the lift coefficient, as the influence of the higher-order even nonlinearities is quite small. The corresponding drag-polar plot in Figure 4 clearly illustrates this quadratic coupling between the drag and lift coefficients. 
Code Validation
Solving the three-dimensional RANS equations, Liu et al. (1998) simulated the inviscid flow around an oscillating cylinder, the laminar flow over a circular cylinder, and the steady high-Reynolds number turbulent flow over a prolate spheroid. They used the artificial compressibility approach and modeled turbulence using a two-equation k 4 model. They found their computational results to be in good agreement with available experimental results.
In Figures 5-7 , we compare our results with the results of Liu et al. (1998) for the lift, drag, and average back pressure coefficients for the cases of Re 3 100, 150, and 200, respectively. For the steady-state results, we find in general excellent agreement between the two sets of simulations. For the transient results, there exists a difference, which may be attributed to the difference in the initial conditions. Liu et al. (1998) initiated their simulations by rotating the cylinder about its center axis for a few time steps and then stopping it, in order to speed up the transition to the limit cycle and save on CPU time. The initial motion affects only the onset time of the asymmetric vortex shedding, but not the characteristics of the limiting cycle itself. On the other hand, in our simulations, we imparted a uniformly distributed impulse to the flow field to generate the initial conditions.
In Figure 8 , we compare for Re 3 100 the distribution of the pressure coefficient with that obtained by Dalton (2006) using LES simulations. The two solutions match quite well with each other. Lu et al. (1997) used a three-dimensional LES approach to calculate the flow over a circular cylinder. They implemented the Smagorinsky subgrid scale model to represent the small scales and used the fractional-step method to integrate the equations. They split the governing momentum equations into two parts, one contains the pressure term while the other does not. The former is manipulated with the original continuity equation to give a Poisson-type differential equation for the pressure. The simulation was performed for different Reynolds numbers1 namely, 100, 3,000, 20,000, and 44,200. The case of Re 3 100 was solved on a two-dimensional grid. In comparing our results with theirs, we have found very good agreement. For example, Lu et al. (1997) obtained St 3 0168, C D ss 3 129, and a 1 3 0339, which compare well with our results of St 3 0169, C D ss 3 133, and a 1 3 0317.
In Table 1 , we present our values of the Strouhal number St, the base-pressure coefficient C bp , the mean drag coefficient at steady state C D ss , and the amplitude of the lift coefficient C L for the cases of Re 3 Williamson and Roshko (1990) .
able numerical and experimental data, obtained through simulations of Liu et al. (1998) and Lu et al. (1997) and through experiments of Hammache and Gharib (1991) , Kovasznay (1949) , Roshko (1954) , Williamson (1988) , and Williamson and Roshko (1990) , we find in general very good agreement for all three cases. Dalton (2006) . Part (a) is printed with permission from Professor Charles Dalton. Nayfeh et al. (2003) investigated two wake-oscillator models of the lift, namely, the van der Pol and Rayleigh oscillators. Using higher-order spectral moments analysis, they found that for, a few cases, the phase angle 13 between the lift components at f s and 3 f s is around 90 . Consequently, they concluded that the van der Pol oscillator MODELING STEADY-STATE AND TRANSIENT FORCES ON A CYLINDER 1077
MODELING BACKGROUND
Lift
is the more suitable choice as an efficient and simple model for the steady-state lift coefficient. The angular frequency in equation (7) is related (but not equal) to the angular shedding frequency s 3 21 f s and the parameters 9 and represent the linear and nonlinear damping coefficients, respectively. The values of 9 and are taken positive, so that the linear damping is destabilizing while the nonlinear damping is stabilizing. As a consequence, small disturbances grow and large ones decay, both eventually approaching a stable limit cycle. The values of the parameters in equation (7) depend on the Reynolds number and their values are estimated based on the steady-state CFD lift data.
Recently, the authors (Nayfeh et al., 2005) examined the possibility of using equation (7) to model the lift coefficient in the transient region as well. Using the method of multiple scales (Nayfeh, 19731 Nayfeh, 1981) and assuming that the oscillator is weakly damped (i.e. 9 3 O78 and 3 O78 where 1 is a small bookkeeping parameter), we obtained the following second-order approximate solution: 
Setting a 3 0 in equation (9), we obtain the steady-state values of a from the solution of a749 4 a 2 8 3 0. There are two possibilities: the trivial solution a 3 0 and the nontrivial solution a 3 2 9. For the nontrivial solution, it follows from equation (8) that a 1 3 2 9 9 and a 3 3 9 4 9 9
Moreover, we find that the angle 3 1 2 1 and, from equation (10), we obtain the corresponding expression for 3 49 2 16. Consequently, the angular shedding frequency is given by s 3 6 3 4 9 2 16 (12) Figure 9 . Comparisons between the simulated and modeled steady-state lift coefficients.
Equation (12) shows that the angular frequency of the van der Pol oscillator is not exactly equal to the angular shedding frequency s , as one would predict from a first-order expansion (Nayfeh et al., 2003) . Hence, an improved second-order approximate expression for the steady-state lift coefficient becomes C L 7t8 a 1 cos7 s t8 6 a 3 cos 7 3 s t 6 1 2 1
The methodology used to identify the system parameters for a given Reynolds number is as follows:
1. The CFD solver is used to calculate the time history of the lift coefficient. 2. Spectral analysis is performed on the steady-state part of the CFD data to extract the values of a 1 , a 3 , and f s (or s ). 3. Equations (11) and (12) are then solved for the nonlinear and linear damping coefficients and 9 and the angular frequency . 4. With all of the parameters identified, equation (7) is numerically integrated using a Runge-Kutta routine and the results are compared with the CFD results.
In Figure 9 , we compare the time history of the steady-state lift obtained from the CFD simulation with that obtained by integrating equation (7) for the Reynolds numbers Re 3 200 and Re 3 1002 000. We note that the steady-state solution of the van der Pol equation is independent of the initial conditions. It is clear that the van der Pol oscillator accurately models the CFD results for a wide range of Reynolds number flows.
Next, we check whether the van der Pol oscillator identified using the steady-state lift data can also model the transient lift. This serves two purposes:
1. It gives confidence that the physics is modeled correctly. 2. It confirms that the model is capable of simulating the transient as well as the steady-state responses. Using the values of , 9, and defined earlier and specifying the initial conditions C L 7t 0 8 and C L 7t 0 8, we integrated equation (7) for a long time. Because the CFD results only yield the values of C L , the initial values of C L are approximated using the five-point fourth-order central finite-difference formula
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where t is the time step used in the CFD simulation. In Figures 10 and 11 , we compare the transient lift obtained from the model and the CFD analysis for Re 3 200 and Re 3 1002 000, respectively. For each case, results initiated at four different initial times are presented. For the case Re 3 200, we simulate the transient lift using the initial starting times t 0 3 34, 39, 45, and 50. We see from Figure 10 that, the larger the starting time, the more accurate the model is in simulating the CFD results. For example, when t 0 3 34, the van der Pol oscillator underestimates the amplitude of the lift markedly1 also, there is a phase shift between its prediction and the CFD lift. These differences, however, diminish as the starting time t 0 is increased, as shown in the results for t 0 3 50, which are in very good agreement with the CFD results.
For the case Re 3 1002 000, we show in Figure 11 the predicted transient lift using the initial starting times t 0 3 10, 12, 14, and 16. It follows from Figure 11 that the discrepancy in modeling the lift amplitude for moderate Reynolds number flows is resolved. However, there is still a phase difference between the two results, which again is minimized when using larger starting times.
One possible explanation for these deviations is the fact that the CFD results contain two types of transients, those arising physically and those arising from numerical analysis effects (e.g. impulsive initial conditions), and it seems that the rate of decay of the latter depends on the Reynolds number. We note from Figures 10 and 11 that the larger the Reynolds number is, the faster the rate of convergence is to the physical solution. For Re 3 200, it follows from Figure 10 that the transients due to numerical effects in the CFD simulation propagate for some time after the initial conditions and take up to t 3 50 to decay completely. On the other hand, for Re 3 1002 000, it follows from Figure 11 that the transients due to numerical effects decay much faster, lasting for about t 3 16.
Clearly, the agreement between the van der Pol oscillator and CFD results is quite good once the transients arising from numerical effects have died out. Therefore, the van der Pol oscillator seems to be capable of modeling the steady-state lift as well as the transient lift on a cylinder in uniform flow.
Drag
Referring to Figure 3 , we note that the drag consists of two major components. The first is a mean component that monotonically approaches a constant value in the steady state1 this component is assumed to be independent of the lift. The second is an oscillatory component related to the lift and has a frequency equal to twice the lift frequency of oscillation.
Since the lift and drag have a common source, the pressure distribution on the cylinder surface, and in view of this two-to-one frequency relationship, Nayfeh et al. (2003) reasoned that the drag is quadratically related to the lift in some fashion. They examined the phase relation between the periodic components of the drag and lift and found that it is near 270 . Hence, they inferred that the periodic component of the drag must be proportional to 4C L C L and proposed the drag model
where a 2 is the amplitude of the drag component at 2 f s and denotes the mean value. For steady-state behavior, the mean component of the drag C D 3 C D ss is constant, while, for transient behavior, C D is a monotonically increasing function of time. The constant value C D ss is determined from the CFD steady-state time history of the drag and the value of a 2 is determined from its spectral analysis.
In Figure 12 , the drag results obtained from equation (15) agreement is found between the two solutions. For Re 3 1002 000, the agreement is also quite good, but there appears to be a slight deviation in phase between the two results.
We also examined the capability of equation (15) to predict the transient drag. However, because the mean drag C D is time-dependent in the transient region, modeling it as a constant results in a mismatch with the CFD solution. To account for this discrepancy, we first extracted the transient profile of the mean drag from the CFD simulation and fitted it with a polynomial function in time. Then, substituting the transient lift results at different initial times into equation (15), we calculated the corresponding transient drag.
In Figures 13 and 14 , we compare the transient results from the CFD code and the drag model for the Reynolds numbers Re 3 200 and 1002 000. Again, we find that, in general, the accuracy of the proposed model improves for later starting times as the transient effects due to numerical computations diminish. For the low Reynolds number flow in Figure 13 , we find that the proposed model underestimates the amplitude of C D when starting at t 0 3 40, but it does an excellent job when starting at t 0 60, which is still in the transient region. For the moderate Reynolds number flow in Figure 14 , we find that the model does an excellent job of predicting the amplitude of C D 1 however, there exists a small phase difference between the predicted and simulated drag.
IMPROVED LIFT AND DRAG MODELS
The results presented in the previous section are solely based on matching the amplitudes and frequencies of the CFD and model results. Even with the good agreement found, especially at steady state, we believe that there is still room for improvement. Although the use of higher-order spectral analysis of the CFD results showed that the phase 13 between the lift components at f s and 3 f s is nearly 90 , it actually differs from one case of Reynolds number to another. In fact, in some of our calculations, we found up to 25 deviation from 90 . Obviously, this wide variation in the phase is not fully accounted for in the van der Pol model in equation (7). This fact does not produce a real problem as long as one is concerned with the time histories because a 3 is usually two orders of magnitude smaller than a 1 . However, because we intend to extend this model to cases of forced and freely vibrating cylinders, we would like to have it be very accurate in both the time and spectral domains.
Similarly, for the drag CFD calculations, we have found that the phase 12 between the lift component at f s and the drag component at 2 f s deviates from 270 by as much as 85 . Qin (2004) proposed that the quadratic term in the drag model should be of the form C 2 L instead of 4C L C L . He also found linear coherence between the drag and lift components at f s and 3 f s and introduced a linear lift term in the drag model to account for it.
Lift
Here, we modify the van der Pol oscillator by adding a Duffing-type nonlinearity to equation (7), resulting in the new lift model
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The coefficient is determined based on matching the phase 13 obtained from the CFD data to the phase obtained from solving equation (16). In this process, we use the method of harmonic balance to determine approximate solutions of the model. These solutions along with spectral analysis of the CFD data are used to identify all of the parameters in equation (16).
We seek a solution for the lift coefficient of the form C L 7t8 3 c 1 cos7 s t8 6 c 2 sin7 s t8 6 c 3 cos73 s t8 6 c 4 sin73 s t8 (17) Then, upon substituting equation (17) into equation (16) and separating the terms multiplying the different sine and cosine functions, we obtain the linear system
where y T 3 2 2 92 2 , b T 3 c 1 2 c 2 2 9c 3 2 9c 4 2 s , and the A i j entries of the matrix A are Listed in Table 2 are the results for the cases Re 3 200, 42 000, and 1002 000, covering a fairly wide range of Reynolds numbers. From the values of and , it is clear that the influence of the Duffing cubic term cannot be neglected in the modeling. In Figure 15 , we plot the steady-state time histories of the lift coefficient obtained from the improved model and the CFD simulations. For all three cases, there is excellent agreement between the two results.
Next, we examine the validity of this model in predicting the transient lift coefficient. In Figure 16 , we show the transient variations of the lift coefficient for Re 3 200. The results of the improved model are compared with the CFD results for the starting times t 0 3 40, 50, and 60. It is clear that the improved model predicts the CFD simulation results in amplitude and phase with excellent accuracy for t 0 50. In Figure 17 , the transient variations of the lift coefficient for Re 3 42 000 are shown. The results of the improved model are compared with the CFD results for the starting times t 0 3 38, 42, and 45 and the improved model matches very well the CFD simulation for t 0 45. Lastly, we present in Figure 18 compared with the CFD results for the starting times t 0 3 12, 15, and 18. The improved lift model predicts very well the CFD simulation for t 0 18. Nonetheless, a small deviation in phase still remains in the lift transient results for t 0 3 18.
Drag
In the simulations we have conducted thus far, we have found that the phase 12 is around 270 . However, the actual value of the phase may vary from one case of Reynolds number to another by up to 85 , which is quite significant. Therefore, we propose a new model in which the drag is proportional to both C L C L and C 2 L in the following manner: 
The first expression in equation (20) represents the mean component of the drag, which reaches a constant value C D ss in the steady-state region. The term 4 C 2 L in the second expression in equation (20) negates the DC component introduced by C 2 L . The contributions of both quadratic expressions to the overall behavior of the drag are determined by matching the amplitude a 2 and phase 12 obtained from the model with the CFD results at steady state.
To this end, we substitute equation (19) into equation (20), expand the result, and obtain C D 7t8 3 C D ss 6 a 2 [k 1 cos72 s t8 4 k 2 sin72 s t8] 6 (21)
Then, by comparing equation (21) with the CFD result C D 7t8 3 C D 6 a 2 cos72 s t 6 12 8 6
we obtain k 1 3 cos 12 and k 2 3 sin 12 . In Table 3 , we present the drag model parameters for Re 3 200, 42 000, and 1002 000. It is clear from the values of k 1 and k 2 that the term C 2 L can play a role nearly as influential as the term C L C L on the behavior of the drag coefficient. In Figure 19 , we plot the steady-state time histories of the drag coefficient for Re 3 200, 42 000, and 1002 000. Results obtained from the improved drag model are compared with the CFD simulation results and excellent agreement is demonstrated for all of the cases presented.
To adapt this model to capture the transient behavior of the drag as well, we only need to express C D as a time-dependent function, which is extracted from the CFD data and asymptotes C D ss with time. We present in Figure 20 results for the starting times t 0 3 40, 50, and 60. It is clear that the results obtained with the improved drag model are in excellent agreement with the CFD simulation results in both amplitude and phase for t 0 50. We present in Figure 21 the transient variations of the drag coefficient for Re 3 42 000. The results of the improved model are compared with the CFD results for the starting times t 0 3 39, 43, and 47. The results obtained with the improved model match very well the CFD simulations for t 0 47. Lastly, we present in Figure 22 the transient variations of the drag coefficient for Re 3 1002 000. The results of the improved model are compared with the CFD results for the starting times t 0 3 12, 20, and 30. The results obtained with the improved model match very well the CFD simulations for t 0 30.
CONCLUSIONS
Lift and drag coefficients for the two-dimensional flow over a stationary circular cylinder were examined and modeled as a preliminary step to understanding the complex problem of vortex-induced vibrations in risers and other offshore slender structures. The models account for the coupling between these coefficients and cover the steady-state and transient behaviors. Initially, these models were based on representing the lift coefficient by the van der Pol equation and representing the drag coefficient by the sum of a mean drag term and 1088 O. MARZOUK ET AL. a nonlinear term proportional to the lift coefficient times its time derivative. Values for the parameters in these models were obtained by matching a second-order approximate solution of the van der Pol equation with the CFD steady-state lift. The latter was obtained by numerically integrating the unsteady Reynolds-averaged Navier-Stokes equations (RANS). These initial models assumed that the phase between the main and third harmonic components of the lift and the phase between the main components of the lift and drag are fixed at 13 3 90 and 12 3 270 , respectively. However, these phases may vary from the aforementioned values, sometimes quite considerably, with the Reynolds number. Therefore, we set out to present improved models for the lift and drag coefficients that explicitly account for these phases. For the lift coefficient, the van der Pol oscillator was modified by adding a Duffingtype cubic term. Then, the values of the model parameters were computed by matching an approximate solution of the model, obtained by the method of harmonic balance, to the steady-state CFD results.
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As for the drag coefficient, the initial model was modified by introducing a second quadratic term that is proportional to C 2 L 4 C 2 L . The contribution of each quadratic term was computed based on matching the phase 12 to the phase computed from the CFD data.
These improved models were then compared with the CFD solutions in both the steadystate and transient regimes for the three Reynolds numbers: Re 3 200, Re 3 42 000, and Re 3 1002 000. For the steady-state lift and drag coefficients, we found that the improved lift and drag models do an excellent job in matching the CFD results. For the transient lift and drag coefficients, we found that the accuracy of the model depends on the starting point at which the initial conditions are taken. The reason is that part of the CFD transient results arise from numerical inaccuracies due to the impulsive initial conditions imposed. Because these numerical effects diminish with time, it stands to reason that the agreement between the models and the CFD results in the transient regimes improves with later starting times. Nonetheless, it is clear that these models predict the transient behavior quite well, which gives credence to the use of these models in modeling the full fluid-structure problem.
