The removal of high levels of protection combined with substantial real devaluations has changed the environment in which Ghanaian manufacturing firms have operated in the 1990s. The changes in output, composition and productivity, which have occurred over this period, are examined in this paper. Survey evidence for the growth of the sector is shown to be consistent with data from sales tax returns. Analysis of the panel survey shows that, in a comparative context, the rate of job creation in Ghana's manufacturing sector is high. This rate is highest in medium sized firms; small firms have not grown more rapidly than larger firms. There has been no underlying growth in technical efficiency and output growth has been matched by a commensurate growth in labour and capital inputs. Labour productivity differs substantially by firm size due primarily to differences in physical, not human, capital endowments. 1
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Introduction
The evidence seems very clear that the import substitution policies pursued from the 1960s to the 1980s failed to provide the basis for the growth of the manufacturing sector in Africa, Riddell (1990) . What is much less clear is what policies will provide the basis for the sustained growth of the sector. It is agued by Riddell that the problem lay not so much in the import substitution policies as in the failure to provide incentives for export. It is not the fact of protection, but the nature of the protection, that was the source of the policy failure. Many of the problems facing the sector have been identified as flowing from the extent and form of the protection. The use of quotas, rather than tariffs, ensured a lack of competition which was inimitable both to firm level efficiency and product quality. The administrative discretion which was attached to the quotas meant that large firms were favoured over smaller ones. The access of large firms to formal sector credit ensured an inappropriate degree of capital intensity in the context of credit rationing for smaller, more efficient, and competitive firms. The inability of small firms to expand, and the relative capital intensity of large firms, ensured a limited growth in labour demand with larger firms acting as a tax on consumers directly through high quota inclusive prices and indirectly though subsidies paid to many of these enterprises.
In Ghana the failure of policies of trade restrictions to promote the growth of the manufacturing sector is well documented. In the period 1971 to 1983 when aggregate real GDP fell by 30 per cent the share of manufacturing in GDP fell from 11 to 3 per cent, Rimmer (1992, p.160) and wages for workers in the manufacturing sector halved, Teal (1998) . The period from 1983 to 1991 saw the sweeping away of nearly all trade restrictions. Quotas were abolished leaving protection effected by tariff rates which were generally low. The premium on foreign exchange was removed through substantial changes to the nominal exchange rate. In the first half of the 1990s the nominal exchange rate continued to fall effecting, over part of the period, a substantial real devaluation. The empirical question posed in this paper follows from this reversal of previous policies: have these reforms induced an expansion of the Ghanaian manufacturing sector and provided the basis for its sustained expansion? In answering that question the rate, and causes, of both output and productivity growth in Ghana's manufacturing sector over the period 1991 to 1995 will be examined.
The paper draws on a panel survey which enables the issues of firm productivity to be placed in the context of firm growth and enables answers to be given to a range of questions relating to the nature and causes of firm growth. How fast has been the growth of firms over the period? Have small firms grown relatively to large ones? Has growth occurred by increases in productivity, investment or by adopting increasingly labour intensive technologies? Does investment in human capital increase productivity and, if so, how much of the differences in productivity can be explained by human, relative to physical, capital? Do firms with more human capital grow faster or have faster rates of growth of productivity?
In the next section the methods that have been used to analyse firm growth are briefly reviewed. In section 3 three measures of firm growth, based on the survey data, are presented: growth in real value-added, employment and the real capital stock. How well the survey reflects outcomes at the sectoral level is assessed in section 4 by a comparison between the sales figures available from the survey and figures for total manufacturing sales from official sources. Both the survey and the official data suggest substantial growth. In section 5 we consider the evidence from the survey for the growth in productivity. In section 6 we consider the factors determining the growth of output and test formally if large firms, or ones in different sectors, or with differing levels of human capital, have grown more rapidly. A final section provides a summary and conclusions.
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The survey results show that most micro enterprises are located in rural areas, whereas all the 1 firms in the survey reported on in this paper are from urban localities. Other survey work showing small firm growth in Ghana is in Steel and Webster (1991) . Lall, Navaretti, Teitel and Wignaraja (1994) use the first round of this survey to discuss the role of technology in the Ghanaian manufacturing sector.
The Growth of Firms: the law of proportional effect
Gibrat's law of proportional effect hypotheses that firm growth is independent of firm size. If this law were to hold the size distribution of firms would be characterised by a log normal distribution and the degree of firm concentration would grow over time. Prais (1976, p.29) shows that the use of this law can predict the growth in the degree of concentration in UK firms over the period 1910 to 1970. The model which has been the basis for tests of the applicability of Gibrat's law has been of the form,
where lower case letters denote logarithms. The size distribution of firms that results depends on three parameters, $ in equation (1); the variance of the size distribution, F and the variance of the growth rates, s . These 2 2 relationships are well known but it seems useful to set them out.
(2) y = ($ + 1) y + ,
If $ is equal to zero then the variance of the size distribution necessarily rises over time. If $ is sufficiently less than zero then the variance may remain constant or fall over time. The sign, and significance, of $ has been the focus of attention in the convergence literature although this has not always been linked to the issue of the variance of the distribution.
If the variance is rising over time then the arithmetic mean of Y, denoted by ", will be rising faster then the mean of the logarithm of Y, denoted by µ. The relationship between the two is given by Aitchison and Brown (1956, p.8 
The early evidence suggested that $ = 0 might be a good approximation, at least for relatively large firms, Hart and Prais (1956) . Recent evidence suggesting that the hypothesis fails for small firms can be found in Evans (1987a,b) and Hart and Oulton (1996) . Prais (1976) shows that the hypothesis of $=0 is inconsistent with the fall in the level of concentration in UK manufacturing industry for the period from 1930 to 1950. The more recent evidence seems to suggest strongly that small firms grow more rapidly then larger ones in both the UK and US. There is also evidence from manufacturing firms in Africa showing similar results, Mengistae (1996) . Mead (1994) reports on the results of nationwide surveys of small enterprises in Botswana, Kenya, Malawi, Swaziland and Zimbabwe which find that most micro enterprises do not grow.
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These small firms seem to grow faster as the negative transitory component is reversed over the period for which the growth rate is calculated. They show that the apparent negative relationship between firm size, as measured by employment, and growth can be removed by using a simple average of the plant's employment in the current and previous years. Indeed this calculation in their data, p.69, shows that net firm growth rises strongly with firm size. In terms of the regression equation (1) the bias results from measurement error in the lagged term which can, in principle, be allowed for by using instruments which are correlated with the level of output but not its growth rate.
The Growth of Firms in Ghana:
Evidence from the survey In this section the evidence from the survey for the growth of firms in Ghana's manufacturing sector will be presented. We begin with an examination of the process of job creation and destruction over time and ask if this process varies by the size category of the firms. The measurement concepts used are taken from Davis, Haltiwanger and Schuh (1996) . They define gross job creation at time t as equal to the employment gains summed over all plants that expand or start-up between (t-1) and t. The converse of this is gross job destruction which equals employment losses summed over all plants that contract or shut down between (t-1) and t. The net employment change at time t is the difference between employment at time t and employment at time (t-1). These definitions ensure that the net employment growth equals the job creation rate minus the job destruction rate. Two measures of firm size are used. In the top of Table 1 we use the simple average of the firm's employment in the current and previous year. In the bottom of Table 1 firms are classified by the size in the initial period. Four size classes are used, large which is firms with more than 100 employees, medium which is firms with from 30 to 99 employees, small which is 6 to 29 and micro which is firms with less than six employees. Davis, Haltiwanger and Schuh (1996, p.21) provide an international comparison of the rates of job creation and destruction, mainly for developed economies. The finding, which is uniform across all the studies they review, is that net job growth is small relative to the gross rates of job creation and destruction. The unweighted averages for the rate of job creation is 12.2 per cent and for job destruction it is 11.9 per cent. In Ghanaian manufacturing the rate of job creation is very similar at 11.4 per cent. It is the rate of job destruction which is well below the average at 7.2 per cent. The rate of net employment growth in Ghana of 4.2 per cent is exceeded only by Morocco in the studies cited. It is clear from Table 1 that there is substantial variance across the four rounds of the survey. Gross job creation is highest in 1992/93 at 15.8 per cent and lowest in 1994/95 at 5.9 per cent. There is much less variation in the rate of gross job destruction. In Ghana, in common with all the other countries, the net rate of job creation is much below the gross rate. In a comparative context the rate of net job creation in Ghanaian manufacturing is high.
Do most jobs come from the small scale sector? If the calculation is done as in the bottom half of Table 1 , in which firms are classified by their initial size, the answer would appear to be yes. However this is entirely the result of a the method of classification which Davis, Haltiwanger and Schuh (1996) argue to be inappropriate. The top half of the table shows that employment growth is remarkably uniform across the size spectrum. It is in fact highest for medium sized firm. The result here is identical to that in the Davis, Haltiwanger and Schuh (1996) comparison for US firms. They argue that it is myth that most jobs come from the small scale sector in the US. The same appears to be true in Ghana.
The results of Table 1 could be argued to show that firm growth, at least where size is measured by employment, is consistent with Gibrat's law. In the literature on firm growth various 4
The details of the calculation are given in Appendix Table 1.   2 The data is presented in Amuzu (1997).
3 measures of firm size have been used. In Table 2 a sectoral breakdown is given for three measures of the growth of the firms in the survey: real value-added, labour and the real capital stock. While the survey was planned as a panel the number of firms for which there are complete observations for all five years is rather small. Rather than rely on this complete sample the growth rates are calculated from the maximum possible sample for the adjoint years. The figures given in Table   2 2 use the growth of the arithmetic mean for each of the four years to construct the profile of growth of the firms over the five year period. The results presented in Table 2 show that, for all firms, real value-added rose by 17 per cent over the five year period.
While for the average of all firms the growth in real value-added is in line with the growth of labour and capital inputs the same is not true for the sectoral components. Here there are very substantial differences across sectors. The garment and textile sector and sawmills both show very large growth of real value-added, 180 and 227 per cent respectively, with modest growth in inputs. In contrast the food sector saw a 50 per cent fall in real value-added with very large increases in inputs. Before considering how these sectoral results can be explained we first examine how consistent the average growth across the survey is with data collected at the level of aggregate manufacturing.
The Growth of Firms in Ghana: Evidence from Sales Tax Returns
Data from the Ghana Statistical Office has been used to provide estimates of firm sales based on the sales tax paid as collected by the Custom Excise and Prevention Service (CEPS). Table 3 3 provides a comparison of the figures from the CEPS source and the figures given by the Survey. From the CEPS data the implied increase in nominal sales values for firms in the manufacturing sector was 232 per cent over the period 1992 to 1995. Using the survey data, and confining the sample to those firms that paid sales tax in 1995, gives an increase in nominal value-added of 269 per cent, a higher figure than that from the CEPS data. Thus, where a direct comparison is possible, there is no evidence that the survey data are understating the growth in sales within the manufacturing sector. At the bottom of Table 3 the increase in the nominal value of sales from firms in the survey, for which we have information in both 1992 and 1995, is 205 per cent, which suggests that firms which are not paying sales tax are growing slower than those that are paying the tax.
The bottom half of Table 3 shows the growth of firm sales where the classification is by firm size. Larger firms defined in the Table as those with more than 65 employees had a rise in nominal sales values of 183 per cent; such firms paid 90 per cent of the sales tax recorded in the survey. Firms smaller than 65 employees grew much faster with a rise in nominal sales value from 1992 to 1995 of 296 per cent. Thus the data as presented in Table 3 suggests that smaller firms do grow substantially faster than larger ones where the size measure is sales. Such firms pay very little sales tax so, if the survey under-represents such firms, which is clearly the case, then the survey may be seriously underestimating the growth of firms in the manufacturing sector. We return to this issue below.
In Table 4 an attempt is made to provide a measure of the growth of the real value of sales from both the CEPS data and that from the survey. Over the period 1992 the nominal exchange rate rose faster than the CPI. We have chosen to take the average of the two as a best estimate of the rise in prices for the manufacturing sector. The CPI index will not fully capture the rise in 5 Barr (1998) shows that a measure of social capital also affects the labour productivity of the 4 firms. It is not included in this analysis as the measure is not available for all the years of the survey. traded goods prices implied by the change in the nominal exchange rate while the exchange rate index will overstate the raise in prices for the substantial part of the manufacturing sector which produces non-traded output. The result, shown in Table 4 , is to suggest a rise in real sales from the CEPS data of 21 per cent over this period, or a rise of 6 per cent per annum. The figures from the survey data is 16 per cent, giving a rise of 5 per cent per annum. The rise in real sales being virtually identical to the rise in real value-added shown in Table 2 . Either figures suggests strong growth, at lest by the standards of the pre-reform period. How has such growth been achieved?
Productivity in Ghana's Manufacturing Sector
The figures for firm growth presented in section 3 showed, for some sectors, substantially larger growth in value-added than in inputs. Does this imply that these sectors grew through rapid rises in productivity? To answer that question Table 5 presents an estimate of the production function characterising the Ghanaian manufacturing sector from the sample data. The production function we estimate is of the form:
where y is the log of real value-added, k is the log of the real physical capital stock, l is the log of employment and h is the log of human capital.
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There are a range of econometric problems associated with the estimation of equation (6). These include measurement errors, particularly in the capital stock series, and the presence of unobserved firm fixed effects, which, if correlated with the regressors, will induce bias in the estimates. The dataset we use is unusual in that it has measures of the skill composition of the firms. We can thus in the cross-section regressions control for a range of effects which might otherwise appear in the firm fixed effects. Human capital is measured by two variables. The first is the average years of education of workers in the firm, the second is the average length of their tenure in the firm. These can be thought of as proxying general and specific skills. Table 5 shows the determinants of the log of real value-added per employee. Table 5 equation [1] shows the determinants of productivity, excluding the human capital terms. The log of employment tests for the existence of increasing or decreasing returns to scale. The sectoral variables enable differences in underlying technology across sectors to be identified and the time dummies capture any underlying shifts over time in the production function. Table 5 , equation [2] extends the production function to include the two human capital variables. It will be noted that both the human capital variables are significant at the 5 per cent level or lower. However these variables do not change the productivity differentials across sectors. The omitted sector is metal working so the results from Table 5 show that there is broadly a high productivity area within manufacturing consisting of the food, sawmills and metal working sector and a low productivity area containing the furniture and garments sectors. The productivity differentials are large; furniture and garments are 50 per cent less productive than the other sectors within manufacturing. Finally in Table 5 we include a lagged dependent variable to test if the omission of dynamics from the other equations is biasing the results. While dynamics are important there are no significant changes to the long run estimates for the capital variables, although the standard errors on the human capital variables rise.
It is true for the first two productivity equations presented in Table 5 that none of the time dummies are significantly different from zero. In equation [3] there is a significant negative coefficient for the final round. Interacting the time and sector dummies failed to produce any evidence for underlying technical progress for any of the sectors. Finally, it is necessary to note that the productivity equation is relatively well specified. The adjusted R is 0.42 and the standard 2 error on the physical capital term is low in all the equations. While measurement error is likely to be serious it is not so serious that a production function cannot be identified from the data; the physical and human capital variables from the survey do explain a substantial part of the variation in productivity. What is their relative importance for explaining differences in labour productivity across the firms?
The results presented in Table 5 enable us to address the questions raised in the introduction as to the role of human capital in determining the productivity of firms in the Ghanaian manufacturing sector. In Table 6 we present the productivity and capital variables by firm size and by sector. Considering first the classification by size the data in Table 6 shows that virtually all the differences in labour productivity across firms of different size, that the equation can explain, is due to differences in physical capital per employee, the human capital variables play a small role. Moving from micro firms to large firms labour productivity rises by 240 per cent, capital per employee rises by 460 per cent, education by 23 per cent and tenure by 89 per cent. The rise in capital per employee is predicted to raise labour productivity by 106 per cent, while the education variable is predicted to raise it by less than 10 per cent and tenure by 20 per cent.
The two sectors which comprise the low productivity areas within manufacturing, garments and textiles and furniture are by far the most labour intensive sectors within the manufacturing sector. The capital labour ratios in both sectors are less than a third of the average. It is these two sectors where the use of apprenticeship labour is most pronounced. It is possible that the use of this labour, which is nominally undergoing training, may result in significantly lower levels of productivity for these two sectors. That is a matter, at present, for further research.
The implications for changes in productivity over time from Table 5 appear to be inconsistent with the data shown in Table 2 . The latter table seems to imply substantial sectoral differences in productivity growth, the former shows no change. As a first step to reconciling these differences we use the panel dimension of the survey to estimate a growth equation in the next section and assess if growth rates of real value-added or employment do differ by sector or by the size of the enterprise.
Convergence in the Growth of Ghanaian Firms
If we allow for fixed effects in (6) by differencing we implicitly produce a growth rate equation:
In the literature examining the determinants of growth rates it has been a common practice to estimate the following equation:
the term on y is interpreted as testing for convergence. A negative coefficient implies that
smaller firms grow more rapidly than large ones. One problem with such a specification is posed 7 by measurement error which was discussed in section 2. If the firms with low value-added in period t have a large negative error then the growth rate will be negatively correlated with the initial level. It was arguments of this form that led to the presentation of the data in Table 1 of firm growth where size was measured by the number of employees. In this section a formal test is conducted where the lagged value of real value-added is included in the regression and the variables determining the levels of this variable are used as instruments. In Table 7 the results of estimating equation (7) and (8) are presented. [1] there is no significant difference between the sectors in growth rates. The point estimates suggest that the metal working sector and sawmills grew faster than the other sectors but none of the sectoral dummy variables has a t statistic greater than 0.6. In equation [2] , which is of a form common in growth regressions, the lagged term in the log of real value-added is negative and highly significant. It appears to suggest that small firms do grow more rapidly than large ones where size is now measured by real valueadded. This is consistent with the findings presented in Table 3 . The results in Table 7 equation [3] show that, once the lagged term is instrumented, both the point estimate and its significance declines. There is in equation [3] no evidence that small firms do grow faster than large ones. There is no evidence for any of the equations in Table 7 that there is any difference in sectoral growth rates.
The instruments used in Table 8 equation [3] are the levels of human capital in the firm. The Sargan test accepts the validity of these instruments. This implies that while the levels of human capital affect real value-added they do not affect its growth rate. The inclusion of the level variables in the growth rate equation supports that conclusion. There is therefore no evidence from the growth regressions that firms with higher levels of human capital grow more rapidly.
The implication of these results is that the findings in Table 2 of substantial differences in productivity growth across sectors may be due to the relatively small sample sizes and the substantial measurement error in the data. To assess that possibility Table 8 shows tests for convergence using employment as the measure of firms size. The equations in Table 8 seek confirmation of the result of Table 1 that firm growth, when measured by employment, is not related to firm size. In Table 8 three estimates of a growth equation are presented. The first uses only the data for which a complete sample is available over the period 1991 to 1995. The annualised growth rate over that period is regressed on the log of the level of employment in 1991 and sectoral dummies. The result is a negative coefficient but, at the 5 per cent level, it is not significantly different from zero. As with real value-added there is no difference in the sectoral growth rates. In Table 8 equation [2] a similar regression to that reported in Table 7 is presented. The change in the log of employment is regressed on the lagged value of the log of employment. The result is a doubling of the coefficient to 0.04 and it is now significantly different from zero. Table 8 equation [3] allows for possible measurement error by instrumenting the variable. The point estimate for the coefficient is unchanged but it is no longer significantly different from zero. Once measurement error is allowed for there is, again, no evidence that firm growth rates are related to firm size.
In none of the regressions reported in Tables 7 and 8 do the sectoral growth rates, either of real value-added or employment, differ. The apparent finding in Table 2 of large differences in productivity growth across sectors is due to the small sample size and the consequent rise in standard errors with the fall in sample size. The regression results imply that these differences across sectors are not significant. There appears a remarkable uniformity across the whole of the Ghanaian manufacturing sector. Real value-added, employment and capital all grew by 4 per cent per annum on average over the period from 1991 to 1995.
Summary and Conclusions
The question which this paper has sought to address is how the economic reforms implemented in Ghana over the period from 1983 to 1991 have affected the expansion of its manufacturing sector in the first half of the 1990s. The issue is of importance for policy makers as the manufacturing sector is seen as having a key role in generating employment and more rapid growth at the macro level. The data used to address the issue was taken from a panel survey of Ghanaian manufacturing firms over the period 1991-1995. The survey data has been compared with aggregate data sources.
The survey data suggests that real value-added from the sector has grown by 17 per cent over the period 1991 to 1995, which implies an annual growth rate of 4 per cent. Data from sales tax returns gives a figure for the growth in the real value of sales, over this period, of 21 per cent. Where a direct comparison is possible, namely for those firms in the survey which pay sales tax, the sales growth figure from the survey is higher than that from the tax returns, Table 3 above. There are several factors that need to be considered in assessing whether the data from the survey is understating the growth of output. It seems likely that there will be a selectivity problem from the data for sales tax returns in that the more successful firms are the ones paying the tax. Such a selectivity problem would imply that the sales tax data was overstating the growth of output of the sector. However, if small firms, which generally do not pay sales tax, are growing more rapidly than larger firms the aggregate sales tax data will be understating the growth rate of the sector. If such an inverse relationship between firm growth and size exists then the size distribution in the sector may be converging. The issue of convergence is, therefore, linked with the question as to how far the survey data can be used as a basis for projecting the growth of the sector.
In assessing whether the survey data supports the hypothesis of convergence it is necessary to allow for measurement error. Two methods have been used in the paper to allow for such error. In Table 1 the rate of job creation and destruction in the economy was measured where size was the average across the two periods for which growth was measured. It was shown that if such a classification was chosen then there was no evidence that small firms grew faster than large ones. Indeed net job creation was largest for medium sized firms. In contrast, if firm were classified on the basis of initial employment there appears to be a strong inverse relationship between firm growth and firm size. The second method used to test for the importance of measurement error was to use instruments which were shown to be correlated with the level, but not the growth rate of the variable. Using real value-added as the size measure it was shown in Table 7 that a conventional test for convergence appeared to show that smaller firms grew faster than larger ones. However once the lagged term in the regression was instrumented there was no significant relationship between initial size and the growth rate. In Table 8 similar tests were carried out for firm growth using employment as the measure of size. The result here was less clear-cut than with real value-added but the hypothesis of independence of firm growth with size could be accepted. There is no evidence, once measurement error in the data is allowed for, that smaller firms in Ghana over this period have been growing faster than larger ones.
There is compelling evidence that the growth has occurred with no increases in productivity. In Table 5 regressions for productivity, measured as real value-added per employee, were presented. The first equation simply used a measure of physical capital. Human capital variables proxied by the average level of education and the average tenure of workers in the firm were then introduced and a lagged dependent variable was used to allow for adjustment lags. In none of the equations was there any evidence for a rise in underlying productivity over time. It was shown that nearly all of the differences across firms in labour productivity, which were very large, were explained by differences in physical, not human, capital endowments.
The inclusion of sectoral variables in a growth rate equation, Table 7 , showed no evidence for differential rates of growth across sectors. Human capital variables in these equations were also not significant. On the basis of the survey data there is no evidence that sectoral growth rates differ or that human capital has had any impact on these growth rates. If growth rates do not differ by the size of firm, or by sector, then the figure for overall growth of 17 per cent is broadly consistent with the findings from the sales tax data. Substantial firm growth has occurred by increasing both labour and capital inputs with zero technical progress. White (1980) . (a) The dependent variable is the annualised logarithmic growth rate from 1991 to 1995 and the lagged employment variable is the log of employment in 1991.
(b) The dependent variables is the annual change in the log of employment and the lagged employment variable is the log of employment in the initial period.
(c)The instruments used for the lagged variable are the lagged log of education and the lagged log of tenure. Table 2 are based on the data given here. The sample is confined to those firms for which information is complete in the adjoint years, ie for 1991 and 1992 there are 105 observations which increase to 153 for 1994 and 1995. A similar calculation is conducted by sector.
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