Distributed interactive applications (DIA) are becoming popular in the recent years. Examples of DIAs include shared workspaces, networked games, distributed whiteboards, distributed architectural design, virtual classrooms, telemedicine and simulation. The essential aspect of DIAs is that sufficient information is communicated between participants so that the state of the application remains consistent for all participants at all times. Consistent refers to the state of all the systems. If nodes have inaccurate information about the state of other nodes, due to communication delays between nodes, this could result in unnecessary periodic exchange of loads among them, due to which, certain nodes may become idle while loads are in transit, this would result in the prolonged total completion time of a load.
INTRODUCTION
A distributed system is a system where the information processing is distributed over several computers rather than confined to a single machine. This allows users to interact among themselves through networks. Applications of DIAs include shared workspaces, Automated Banking Systems, networked games, distributed whiteboards, distributed architectural design, Global Positioning Systems, virtual classrooms, telemedicine and simulation, Tracking Roaming Cellular Telephones, Research and development project.
Distributed Interactive Application or DIA is a group of users connected via a network to interact synchronously with a shared application state. An environment that hosts an application involving cooperation and communication between remote users over a communications network will be called a Distributed Interactive Application or DIA. In these Distributed System Applications load dynamics is much higher than the other applications. These are the class of computer programs that involve multiple simultaneous users located at geographically diverse locations. As a result, performance of Load balancing in delay filled environments depends upon the selection of nodes and the amount of the load that are allowed between nodes to exchange. In the other case where network delays are very large, it would be easier to reduce the amount of load exchange so that the time is not wasted while loads are in transit. As the load dynamics is high for the DIA, the essential aspect of DIAs is that sufficient information is communicated between participants so that the state of the application remains consistent for all participants at all times. Networks have the limitations in terms of bandwidth and latency. Latency is nothing but lag experienced, due to which the real-time interactive experience of users within DIAs is destroyed. One of the experienced limitations is, if nodes have inaccurate information about the state of other nodes, due to communication delays between nodes, this could result in unnecessary periodic exchange of loads among them, due to which, certain nodes may become idle while loads are in transit, this would result in the prolonged total completion time of a load.
Several approaches and techniques have been studied and developed to overcome the effects of latency. Most of the techniques focus on reducing the quantity of data that must be transmitted to maintain consistency between users of the DIA else they focus on the increasing the processing power of the participating nodes and the divulgence of higher network bandwidth.
The motivation the study is to minimize the delay of networks for DIA where there is a high demand for the quicker communication. The attempt to improve the utilization of networks can be hardware and software approaches. In this paper, an approach at the software level is discussed and the delay of the load requesting messages of DIA is minimized. This algorithm is based on the decentralized approach; it can also be applied to the centralized approach. The experimental results of proposed algorithm shows that the proposed schemes can significantly improve the performance by minimizing the delay and also any of the efficient load balancing algorithms implemented on it.
RELATED WORK
A number of load-balancing schemes have been developed, considering a variety of resources, including the CPU, memory, disk I/O, or a combination of CPU and memory resources. These approaches have proven effective in increasing the utilization of resources, assuming that network interconnects is not potential bottlenecks [1] .There are many researches focusing on the issue of distributed load balancing for CPU and memory resources. Harchol-Balter and Downey [2] developed a CPU-based pre-emptive migration policy that was shown to be more efficient than non pre-emptive migration policies. Zhang et al. [3] studied load-sharing policies that consider both CPU and memory services among the nodes. Even though these schemes can effectively utilize memory and/or CPU resources at each node in the system, nobody have considered the effective usage of I/O or network resources. I/O-aware load balancing scheme is proposed by Xiao Qin to meet the needs of a cluster system with a variety of workload conditions [4] . This approach is able to balance implicit disk I/O load as well as that of explicit disk I/O.
All the above approaches are effective under workloads without high communication intensity and balancing the communication load is not considered. A communicationsensitive load balancer has been proposed by Cruz and Park [5] . In Communication aware load balancing scheme which is different from their work in this scheme attempts to simultaneously balance two different kinds of I/O load, namely, communication and disk I/O [1] . Penmatsa and Chronopoulos [6] took into account communication delay and considered dynamic load balancing with the assumption that all jobs have the same execution time.
Since the repartitioning from scratch using traditional graph partitioning methods is an overhead, methods based on refining existing partitions and migrating extra loads among the processors have been proposed for finite element analysis [7] . These methods minimize the overall overheads. The load migration problem can be represent as an optimization problem with an intention to minimize both the load difference among servers and the amount of load needed to be migrated. The idea that models the incremental graph partitioning problem as a linear programming problem, and optimization-based load balancing method for multi-server DIA is proposed in [8] . In this method the loads of a DVE are represented using a connected graph, where nodes representing a user and edge representing the communication cost between the corresponding two nodes the load migrations are performed among adjacent partitions so as to minimize the imbalance of load among the partitions and the inter-partition communication costs of the reassigned nodes. As it has a very high computational cost.
In decentralized approach is that there are the local servers which are assigned to manage the partitions, these perform the load balancing process. Each server will determine the amount of load to be transferred its neighbour servers. In [9] , a method is proposed where when a server is overloaded, it uses the load information of its neighbouring servers to determine the amount of load to transfer to each of the neighbour servers. Hence the load balancing solutions are only be considered as temporary and the overloaded server may quickly become overloaded again. In [10] , a method is proposed to address the limitation of [9] by considering more servers for load transfer. If the neighbouring servers are overloaded then cannot transfer its entire extra load hence it will consider the neighbour servers of its available neighbour servers and so on. Although this method may produce better load balancing solutions, it is slower due to the extra communication and computation overheads.
In queuing analysis, there have been some works that consider delays in the design of the load balancing algorithms. In queuing analysis, [11] conduct extensive analysis and reveal that computational delays and load-transfer delays can significantly degrade the performance of load balancing algorithms that do not account for any delays. Further extension of this work is proposed to consider the random arrivals of the external tasks. Both of them try to minimize the task completion time due to network and/or computational delays. On the contrary, [12] they have shown that when the local servers have received the load status from the central server after some network delay, the loads of the local servers may have a different one and the load balancing solutions may no longer be accurate as load dynamics is much higher. The effect of delay in the queue is shown in [13] . A deterministic dynamic nonlinear time-delay system is developed to model load balancing in a cluster of computer nodes used for parallel computations.
Several approaches and techniques are proposed and developed to overcome the effects of latency. Most of these focus on reducing the amount of data that must be transmitted to maintain consistency between users of the DIA. The most widely used algorithm for achieving this is dead reckoning, which predicts the future positions of users over a short term interval [14] . Dead reckoning reduces the number of packets that must be transmitted to maintain state consistency in the following way. Each node uses dead reckoning to determine an entity's position. At the entity's home node, a comparison is performed between the actual entity's position and the position provided by the dead reckoning algorithm. When the difference between these positions exceeds the threshold value an update packet with the correct entity position is generated and transmitted to all other nodes.
In this paper the concept of multi level queuing is used. In [15] it is found that if queue priorities are added in the scheduling intelligently then performance is improved. Data model helps choosing appropriate preferences. In [16] , they have proposed a three class priority packet scheduling scheme. Real-time packets are placed into the highest priority queue and can pre-empt the processing of packets at other queues. Other packets placed based on the location into two other queues. Simulation results show that the proposed threeclass priority packet scheduling scheme outperforms FCFS and multi-level queue schedulers in terms of end-to-end data transmission delay.
PROPOSED WORK
In the First Paper, [1] a behavioral model for parallel applications is introduced with large requirements of network, CPU, and disk I/O resources. Furthermore, they have addressed the issue of improving the effective bandwidth of networks on clusters at the software level without requiring any additional hardware. Specifically, a dynamic communication-aware load balancing scheme, referred to as COM-aware, for non dedicated clusters where the resources of the cluster are shared among multiple parallel applications being executed concurrently. A simple and efficient means to measure communication load imposed by processes has been presented.
From this paper it is concluded that the focus is on the improvement of the network resources as most of the researches focus on the memory, I/O or CPU resources. Most of the researches focus on the usage of bandwidth else the reduction of the data transfer else increased processor speed leaving opportunity to improve the effective bandwidth of networks on clusters running parallel applications.
In the second paper [12], A distributed virtual environment (DVE) allows users to interact with virtual objects or among themselves through networks. As the number of concurrent user's increases, these systems may reach their performance bottleneck and no longer provide the quality of service required, typically in terms of response time. From this paper, the difficulty that due to communication delays among servers is discussed, the load balancing process may be using outdated load information from local servers to compute the load migration data flows, while the local servers may be using outdated balancing flows to conduct load migration, this would significantly affect the performance of the load balancing algorithm. To address this problem, two methods are proposed: uniform adjustment scheme and adaptive adjustment scheme.
In the third paper [13] , the main objective of this paper is to analyze the effects of delays in the exchange of information among computational Element's, and the constraints these effects impose on the design of a load balancing strategy. A deterministic dynamic nonlinear time-delay system is developed to model load balancing. The model is shown to be self consistent in that the queue lengths cannot go negative and that the total number of tasks in all the queues and the network is conserved. From this paper it is concluded that there is a need to minimize the queuing delay. Comparison of the above studied papers is as shown below [17] .
By studying the above papers the problem statement is that there is a scope to improve the performance of network resource for the Distributed Interactive Applications where the load dynamics is much higher. If the load dynamics on one particular node is more than the load migration time then there is a need to reduce the load dynamics which is due to the property of the interactive application, which may not be possible as this property is inherent property of the interactive application. To know that most of the researchers have done their work on communication load balancing mechanisms but that was implemented for common applications only.
Further for Interactive applications latency should be in lined with the degree of load change, from literature survey study it is found that latency for a network has high impact of software overhead then delay of a network.
Some researches consider the load balancing approaches for interactive applications but none have considered load index as a parameter for load. As per my knowledge, there is no work done on communication aware load balancing for interactive applications. All existing mechanism addresses reduction network delay as a parameter of study but here it is considered that software overhead for reducing it.
Features
 Load Balancing The computing power of any distributed system can be realized by allowing its constituent computational elements (CEs), or nodes, to work cooperatively so that large loads are allocated among them in a fair manner. Load distribution among CEs is called load balancing (LB). An effective LB policy ensures optimal use of the distributed resource hereby no CE remains in an idle state while any their CE is being utilized.
 Interactive Application Distributed Interactive Applications or DIAs are essentially a class of computer programs that involve multiple simultaneous users located at geographically diverse locations who are all connected by a communications network and who cooperate with each other in a shared virtual environment to accomplish a task or set of tasks. The essential aspect of DIAs is that sufficient information is communicated between participants so that the state of the application remains consistent for all participants at all times. The single biggest obstacle to achieving consistency is the very technology that facilitates the DIAs the network itself.
 Latency Network latency is simply defined as the time delay observed as data transmits from one point to another. Latency is a measure of time delay experienced in a system, and also depends on the system and the time being measured. Latency is measured from the start of exchange of a data unit at the application layer of one participating node to the end of exchange of the same data unit at the application layer of another node.
The total latency can be calculated as below.
Where total  refers to Total latency.
N is the number of nodes, including source and destination nodes; 
Constraints & Assumptions
 The load generated is communication specific.
 Network delays for load migration are not considered.
 Latency cannot be reduced beyond certain value.
 Distance between the nodes parameter is not considered.
 Load dynamics cannot be reduced for interactive applications beyond certain level.
 The entire client and the server are considered to be synchronized.
PROGRAMMER'S DESIGN 4.1 Key problems in communication
 Message communication may involve a number of memory copying instances, which call for a zero-copy protocol.
 Communication software may cross protection boundaries several times in transmitting a message.
Latency Reduction Methods
 The packet processing delay can be minimized educed in a number of ways: by reducing the quantity of data on the network, by increasing the processing power at routers and source/destination nodes and by using more efficient processing algorithms.
There is the need to reduce the queuing delay by giving the highest priority to the DI Applications, which will reduce the delay in the queues.
PROPOSED ALGORITHM
In the proposed scheme, the idea is that the highest priority IA requests are processed with a minimum possible delay. They are placed in non-pre-emptive priority1 tasks queue and can pre-empt the currently running data. Thus, they are expected not to reserve a queue location for a longer period of time.
Moreover, the number of pre-emption's will be low since IA requests are generally small in number. On the other hand, non-real-time packets that arrive from the sensor nodes at lower level are placed in the pre-emptive queue. IA request Packets are usually processed in FCFS fashion. Each packet has flag as a REQ packet which indicates that it is a request packet and also the node number which indicates the node whose current load is requested. There is a load table maintained at the gateway which consists of the node number and the current load of that particular load. By checking the node number and the current load the gateway will reply with the load on the particular requested node.
Pseudocode
Algorithm: Two queue priority data scheduling scheme while packetk,i received by gatewayscheduleri at level k i.e., at l(k) do if packetk, i, type = 0 (i.e lbal type) then Buffering i.e two buffers are created one for IA request packet and other for the normal requests.
if flag=IAR && node i // node i indicates the load of i is requested put packetk, in bp1 queue/buffer // IA request task Packets in this buffer1 are considered for processing Table of loads is accessed node i load is replied back to the requested node. else put taskk, i, in bp2 queue // non IA request task or data packets end if Assume, the duration of a timeslot at l(k)← t(k) Load requesting time of node i at l(k) ← loadReqTime k (t) LoadReplyTime after Requesting, t 1 (k) ← t(k) + Delay k (t) Let, total load request packets for node i at time k l(k) ← n k (bp 1 ) All these requests are processed at the gateway. Simultaneous routing of data packets is done by the gateway. end if end while
Proposed Architecture
In the proposed architecture will be consisting of the central server and the number of local servers and the number of clients served by the local servers. These clients will be running with the interactive applications whose load will be continuously varying. In between the central server and the local server there will be a gateway in which the proposed scheduling algorithm is implemented. Following are the functions of the scheduler algorithm  Scheduler needs to decide whether the incoming task is an interactive or a common application.
 Scheduler will maintain two buffers one with the highest priority for the request packets and another for the data packets.
 Scheduler processes the request packet and the data packets are routed further.
Following figure 1 shows the architecture of the proposed system.
EXPERIMENTAL RESULTS
AODV uses routing tables, one route per destination, and destination sequence numbers, a method to avoid loops and to determine freshness of routes. By studying the different papers it is seen that AODV is better than the DSR, DSDV, I-DSDV, DYMO, OLSR, ZRP. The average end-to-end delay of a data packet is the time interval when a data packet generated from Constant Bit Rate source completely received to the application layer of the destination. 
Fig 2: End to End Delay
In [18] it is shown that AODV didn't produce so much delay even the number of nodes increased and also if there is varying speed, AODV produces less End to End Delay. As seen in the above results the delay is end to end minimum for AODV, the performance of AODV protocol is improved by inserting a new queue. In this work It is considered that initially 20 clients and the gateway of the server and one server.
Fig 3: End to End Delay
The gateway have got 2 buffers one will be dedicated to the interactive application load requests and the other one will be for the rest of the requests coming in which are to be routed to the server. The IA requests coming in are processed by the gateway itself by accessing a table stored on it which consists of the load status.
Simulations on Network simulator is carried out and have defined the parameters for the performance evaluation of AODV and LBAL routing protocols under different pause time while the number of nodes is fixed. The simulation parameters are summarized in table I. The pause time are set to 0, 30, 60, 90, 120, 150, 180,210,240 and 270 second.
Performance Matrix:
In actual real time there are only 20% of the tasks are of load requesting. Hence only 20% of the load requesting tasks are generated. These requests consists of the node number of which the load is requested, the type of the message whether it is a requesting or the data transfer.
Here a new protocol named as "LBAL" is implemented, which actually is a improved AODV for DIA. Here the performance is measured by executing the simulation for 25 times. Whenever a node requests for the load of the other node at t then the time spent for the reaching the requested load may be t+d where d is the delay. During this time if the load is changed then the information got by the node will be incorrect so the DIA system may be inconsistent. Hence there is a need to reduce the delay such that the load status received by the requester and actual load is same.
Firstly AODV is considered as a routing protocol and then the LBAL as a routing protocol. The results which are got showed 83% improvement then AODV with the consideration of the load requested and the actual load. Following Table III shows the results. Here when request1 is arrived for requesting the load of some other node the load that particular instance was 1, using LBAL the load responded was also 1, whereas using AODV the load responded was 2. Hence there might be a inconsistent state as the load migrations takes place using these load status. This goes on till number of requests here only few requests are tabulated. This improvement is because there is no queuing delay as it is minimized almost to 0. Following Fig 4 and 5 show the graphs of the load status for AODV and LBAL.
Requests
The average end-to-end delay of a data packet is the time interval when a data packet generated and the request is received. It is seen that the end to end delay is zero then delay increases as the traffic increases. A table is maintained at the gateway which is updated at regular intervals. Here updation is done at every 0.6sec for AODV. For LBAL It is set to 0.6 then it was too slow hence it is reduced to 0.3 by which results are better. Since the delay is minimized, It is seen that throughput is also increased by 83%. This can be seen in below fig 6.
Fig 6: End to End Delay
As the end to end delay is minimized the turnaround time is also minimized. It is seen that when compared to AODV turnaround is minimized and then there is more than 100% improvement. By this It is concluded that whenever the load request is sent and response received is same using LBAL protocol. Due to which the load balancing algorithm ensured that the load is migrated to the under loaded node only, hence it consistency is maintained. 
CONCLUSION
Due to communication delays among servers, the load balancing process may be using outdated load information to conduct load migration. This would significantly affect the performance of the load balancing algorithm and also create inconsistency in the system as the load balancing decisions are taken based on these updates.
For the interactive applications latency should be in lined with the degree of load change, from literature survey study it is seen that latency for a network has high impact of software overhead then delay of a network. Hence in proposed algorithm the queuing delay is minimized by giving the highest priority to the load requesting Interactive applications. The proposed algorithm improves the performance by 83% that is delay is minimized.
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