In this note we prove distributional limit theorems (conditional and integrated) for the occupation times of pointwise dual ergodic transformations at "tied-down" times immediately after "excursions". The limiting random variables include the local times of p-stable Lévy-bridges (1 < p ≤ 2) and the transformations involved exhibit "tied-down renewal mixing" properties which are stronger than rational weak mixing. §1 Introduction
• ergodicity (no non-trivial invariant sets).
In this paper we study additional peoperties of pointwise dual ergodic transformations preserving infinite measures. These latter are never invertible. Analogous properties for invertible MPTs are considered in §6.
Our additional properties are related to "tied-down renewal theory" which studies renewal counts at renewal times as in [Wen64] and [God17] .
Let (X, m, T ) be pointwise dual ergodic with γ-regularly varying return sequence a(n) = a n (T ) (0 < γ < 1).
By the Darling Kac theorem ( [DK57] , see also chapter 3 in [Aar97] )
where Y γ is the Mittag-Leffler distribution of order γ normalized so that E(Y γ ) = 1, m(f ) ∶= ∫ X f dm and d → on (X, m) denotes convergence in distribution with respect to m-absolutely continuous probabilities.
Let Ω ∈ F + ∶= {A ∈ B(X) ∶ 0 < m(A) < ∞}. The return time function to Ω is ϕ = ϕ Ω ∶ Ω → N defined by ϕ(ω) ∶= min{n ≥ 1 ∶ T n ω ∈ Ω} < ∞ a.s. by conservativity.
The induced transformation on Ω is T Ω ∶ Ω → Ω defined by T Ω (ω) ∶= T ϕ(ω) (ω). As shown in [Kak43] , it is an ergodic, probability preserving transformation of (Ω, m Ω ) (where m Ω (A) ∶= m(Ω∩A) m(Ω) ). A standard inversion argument on ( ) (e.g. proposition 1 in [Aar81] ), shows that the return time process (Ω, m Ω , T Ω , ϕ Ω ) on Ω satisfies the :
is a positive, stable random variable of order γ and ϕ n ∶= ∑ n−1 k=0 ϕ ○ T k Ω . The above is true for any Ω ∈ F + . By "choosing" Ω carefully, it is sometimes possible to obtain properties stronger than the Stable Limit Theorem for the return time process and possibly also for the MPT.
Tied-down, renewal mixing. For γ ∈ (0, 1), we call a CEMPT (X, m, T ) conditionally γ-tied-down renewal mixing if (X, m, T ) is pointwise dual ergodic with a(n) = a n (T ) γ-regularly varying and 1 a(N )
) and R is a T -invariant, dense hereditary ring of sets of finite measure.
The limit random variables W γ (0 < γ < 1) appear in [Wen64] . For 0 < γ ≤ 1 2 they correspond to the 0-local time at time 1 of the symmetric 1 1−γ -stable bridge. See [Ber96] . Tied-down, renewal mixing is a strengthening of Conditional rational weak mixing.
As in [AT17] , we call the measure preserving transformation (X, m, T ) conditionally rationally weakly mixing if there exist rates u n > 0 so that with a(n) ∶= ∑ This property entails pointwise dual ergodicity and is a conditional version of rational weak mixing considered in [Aar13] (also §6).
Uniform sets for T . Let the MPT (X, m, T ) be pointwise dual ergodic with γ-regularly varying return sequence a(n) (0 < γ < 1).
The set Ω ∈ B(X), 0 < m(Ω) < ∞ is called a uniform set for T if for some p ∈ L 1 (m) + , By Egorov's theorem, every pointwise dual ergodic MPT (X, m, T ) has uniform sets, which form a dense hereditary collection denoted by U (T ).
Let Ω ∈ B(X), m(Ω) = 1 be a uniform set for such a T , then by the asymptotic renewal equation (see chapter 3 in [Aar97] )
and as t → ∞, whence by Karamata's differentiation theorem, the distribution of the return time is in the domain of attraction of Z γ :
Form the positive, ergodic, stationary process (Ω, µ, τ, ϕ) by defining τ ∶ ω = (ξ 1 , ξ 2 , . . . ) ∈ Ω ↦ τ (ω) = (ξ 2 , ξ 3 , . . . ) and setting ϕ(ω) = ξ 1 . Such a process is called a Bernoulli process.
As shown in [Fel66] , for γ ∈ (0, 1): if (Ω, µ, τ, ϕ) satisfies ( ), then it satisfies the stable limit theorem.
In case ξ 1 , ξ 2 , . . . are N-valued, build (as in [Kak43] ) the Kakutani
It follows that (X, m, T ) is a CEMPT and that (Ω × {1}, m Ω×{1} , T Ω×{1} , ϕ Ω×{1} ) ≅ (Ω, µ, τ, ϕ).
If (Ω, µ, τ, ϕ) satisfies ( ), the standard inversion argument applied to the stable limit theorem, together with the ratio ergodic theorem yields the Darling Kac convergence ( ).
In fact (see [Aar97] ) (X, m, T ), is a one-sided Markov shift (called the renewal process over (Ω, µ, τ, ϕ)) and is pointwise dual ergodic and Ω is a recurrent event for (X, m, T ), whence a Darling Kac set.
If (Ω, µ, τ, ϕ) satisfies ( ) (p. 4), then the return sequence is a n (T ) = a(n) as in ( ); and ( ) can be also obtained via the Darling Kac theorem.
Local limits for asymptotically stable, stationary processes. For γ ∈ (0, 1), call the positive, ergodic, stationary process (Ω, µ, τ, φ) asymptotically γ-stable if it satisfies ( ) and the stable limit theorem.
We'll call these processes lattice if they take values in some pZ, & continuous otherwise.
Let (Ω, µ, τ, φ) be an asymptotically γ-stable, positive, ergodic, stationary process with φ ∶ X → G = Z in the lattice case or R in the continuous case.
Let α ⊂ B(Ω) be a countable partition generating B(Ω) one-sidedly under τ . That is σ(⋃ n≥0 τ −n α) = B(Ω).
Denote α n ∶= ⋁ n−1 k=0 T −k α & C α ∶= ⋃ n≥1 α n , the collection of α-cylinders.
We'll say that (Ω, µ, τ, α, φ) satisfies
and • a generalized LLT (GLLT) if it satisfies either an aperiodic, or a periodic LLT.
Our applications of the periodic LLTs (e.g. Lemma 2.2 below) make use of the following standard
Equidistribution Lemma
Suppose that K is a compact, Abelian group and that ξ ∈ K, {nξ ∶ n ≥ 1} = K.
If u (ν)
where m K denotes normalized Haar measure on K.
Proof sketch
Define r ∶ K → K by r(x) = x + ξ. By Weyl's theorem, the only r-invariant probability on K is normalized Haar measure m K .
Define probabilities p ν,x ∈ P(K) (x ∈ K, ν ≥ 1) by
whence for fixed x ∈ K any weak accumulation point P of {p ν,x ∶ ν ≥ 1} in P(K) is r-invariant and thus m K . Remarks (iii) Periodic LLTs for iidrvs were considered in [She64] .
Local limit sets.
Let (X, m, T ) be a CEMPT.
We'll say that Ω ∈ B(X), 0 < m(Ω) < ∞ is a generalized local limit (GLL) set for T if the return time process (Ω, m Ω , T Ω , ϕ Ω ) satisfies a lattice GLLT with respect to some one-sided, countable generator α ⊂ B(Ω). In §5, we'll consider semiflows with sections satisfying continuous GLLTs.
Results.
Our main result is Theorem A Suppose that (X, m, T ) is pointwise dual ergodic with a(n) = a n (T ) γ-regularly varying (γ ∈ (0, 1)) and which, has a GLL set Ω ∈ F + , then (X, m, T ) is conditionally, tie-down γ-renewal mixing (satisfying (X) as
In particular (X, m, T ) is conditionally rationally weakly mixing. This latter property follows, in the aperiodic case, from proposition 3.1 of [AN17] .
We'll prove theorem A in §2. In §5 we consider analogous properties for semiflows. Theorem 5.2 is a continuous time version of theorem A.
Application to tied-down renewals.
Let (Ω, µ, τ, ϕ) be a positive, G-valued, Bernoulli process with G = N (discrete time case) or R (continuous time case) satisfying ( ) as on p. 4 with γ ∈ (0, 1).
The following results introduce the ideas of theorems A and 5.2 respectively.
Tied down renewals: discrete time.
In case G = Z, for g ∈ C B (R + ) and with u(n) ∶= γa(n) n , 1 N In case G = R, and ∃ ∆ > 0, µ([ϕ ≤ ∆]) = 0, then for g ∈ C B (R + ) and I ⊂ (0, ∆) an interval; with u(n) ∶= γa(n) n ,
Sketch proof of ( ) By [She64] , Ω is a GLL set for (X, m, T ) = (Ω, µ, τ ) ϕ . By Lemma 2.1 below (on p. 9),
Sketch proof of (ȟ)
Also by [She64] , Ω is a GLL section for the suspension semiflow (X, m, Ψ) = (Ω, µ, τ ) ϕ . Using the proof of Lemma 5.3 below (on p.
whence (see e.g. [GL63] ) (ȟ). Convergence in ( ) and (ȟ) is equivalent to the strong renewal theorem as in ( ) and ( ):
in the discrete case,
and in the continuous case, n. Examples where they fail exist whenever a(n) √ n. In the case where (Ω, µ, τ, ϕ) is the excursion time process from 0 generated by an aperiodic, Z-valued random walk in the domain of attraction of a symmetric, p-stable law (1 < p ≤ 2), the convergence version of ( ) follows from results in [Wen64] , [Lig68] , [Ver79] .
Existence of GLL sets.
Asymptotically γ-stable, positive, ergodic, stationary, stochastic processes are considered in §3, where sufficient conditions for their GLLTs are established via:
Theorem B
Suppose that (X, m, T ) is a pointwise dual ergodic, weakly mixing MPT with a(n) = a n (T ) γ-regularly varying with 0 < γ < 1.
Suppose that the return time process on
Let Ω ∈ F be a GLL set with accompanying T Ω -generating partition α. By standardness, up to isomorphism, Ω = α N , T Ω ∶ Ω → Ω is the shift and the collection C α (T Ω ) of (α, T Ω )-cylinder sets forms a base of clopen sets for the Polish topology on Ω.
Lemma 2.1
Let the CEMPT (X, m, T ) be pointwise dual ergodic with γ-regularly varying return sequence a(n) = a n (T ) (γ ∈ (0, 1)).
where α is the accompanying T Ω -generating partition and u(n) ∼ γa(n) n . To prove (GL), we'll need Lemma 2.2 Let (Ω, µ, τ, φ) be an asymptotically G-valued, γ-stable ergodic, stationary process as on p. 4 (where γ ∈ (0, 1) & G = Z, R).
Suppose that α ⊂ B(Ω) is a countable generator so that (Ω, µ, τ, α, φ) satisfies a periodic LLT (as on p. 5) with period p and drift ξ,
Proof
Since a −1 is 1 γ -regularly varying,
Also
by the uniform convergence theorem for regularly varying functions. so
In order to use the Equidistribution Lemma as on p.
It follows that as k, n → ∞,
Thus, by ( ) with u
The aperiodic form of Lemma 2.2 is  with p = 1.
Proof of (GL)
We consider only the periodic case, the aperiodic case being similar and easier (c.f. Lemma 2.2.1 in [GL63] and Lemma 9.2 in [Aar13] ).
Using this and the GLL property of Ω, we have, as n → ∞,
Proof of ( ) It suffices to show that a.e.,
To this end, note that
Now by (GL) with g ≡ 1,
Remark about mixing. Sometimes (but not always) m(Ω ∩ T −n Ω) ∼ u(n). In this case, the lim in (GL) is lim and the transformation has Krickeberg's mixing property as in [Kri67] .
Proof of Theorem A
By Lemma 2.1 and Proposition 3.3 of [Aar13] , we see that (X) (as
Suppose the convergence is uniform on C ∈ B(Ω), then ∃ ǫ N ↓ 0 so that
whence a.e., as N → ∞,
Evidently R is closed under disjoint union, and, being hereditary, also under (non-disjoint) unions.
Since
In this section, we give conditions for an asymptotically γ-stable, positive, ergodic, stationary process (Ω, µ, τ, φ) to satisfy a GLLT as defined on p. 5.
Fibered systems. We assume first that there is a countable, generating partition α ⊂ B(Ω) which is piecewise invertible in that τ a invertible and nonsingular for a ∈ α. Such (Ω, µ, τ, α) is called a fibered system.
Up to isomorphism, a fibered system (Ω, µ, τ, α) has the form: Ω ⊂ S N where is a S is a finite or countable state space and Ω is a subshift (i.e. shift invariant and closed with respect to the polish product topology on S N ) is a closed, subset of subshift and
Thus the fibered system (Ω, µ, τ, α) can be considered as a continuous map of a polish space.
If (Ω, µ, τ, α) is a fibered system, then for n ≥ 1, so is (Ω, µ, τ n , α n ) where α n ∶= ⋁ n−1 k=0 τ −k α.
Hölder functions.
We'll also need that φ ∶ Ω → R has the local (α, θ)-Hölder property with respect to the fibered system (Ω, µ, τ ) for some θ ∈ (0, 1).
Indeed, we say that the function
Inverse branches. For n ≥ 1, there are µ-nonsingular inverse branches of τ n denoted v a ∶ τ n a → a (a ∈ α n ) with Radon Nikodym derivatives
Gibbs-Markov maps.
The fibered system (Ω, µ, τ, α) is a Markov map if τ a ∈ σ(α) mod m ∀ a ∈ α, and a Gibbs-Markov (G-M) map if, in addition, inf a∈α µ(τ a) > 0 and, for some θ ∈ (0, 1)
Periods.
Let (Ω, µ, τ, α) be a mixing PP, Gibbs-Markov map, let G = Z (the lattice case) or G = R (the continuous case) and let φ ∶ Ω → G be locally (α, θ)-Hölder.
Define the closed subgroups
The function φ is called aperiodic if K φ = G and non-arithmetic if H φ = G. Evidently aperiodic ⇒ non-arithmetic and if φ is non-arithmetic but not aperiodic, then K φ = pZ for some p ∈ G, p > 0 called the period of φ (with p ≥ 2 in the lattice case).
Our proof of Theorem B is based on:
Theorem 3.1 (Generalized LLT) Let (Ω, µ, τ, α) be a mixing PP, Gibbs-Markov map, and let φ ∶ Ω → G be positive, locally (α, θ)-Hölder and so that (Ω, µ, τ, φ) is an asymptotically γ-stable, positive, ergodic, stationary, stochastic process.
If φ ∶ Ω → G is non-arithmetic then (Ω, µ, τ, α, φ) satisfies a GLLT.
The aperiodic, lattice -and non-lattice cases of the theorem follow from Theorems 6.2 & 6.3 in [AD01] (respectively).
The theorem for iidrv's is Theorem 3 in ([She64]). The proof of the present periodic LLT uses the spectral theory ofτ as explained in [AD01] .
Proof in the periodic case.
We'll need the:
Cohomological reduction formula (Lemma 4.3 in [ANS06]) Let (Ω, µ, τ, α) be a mixing PP, Gibbs-Markov map. If φ ∶ Ω → G is locally (α, θ)-Hölder and non-arithmetic with period p, then
We'll call the formula ( ) the reduction of φ.
Quasicompactness. Let
As shown in §1 of [AD01],τ ∈ Hom(L, L) is quasicompact in that ∃ M > 0, ρ ∈ (0, 1) so that
.
By theorem 2.4 in [AD01], t ↦ P t is continuous (Ĝ → Hom(L, L)).
By Nagaev's theorem ([Nag57]), (see also theorem 4.1 in [AD01]):
There are constants ǫ > 0, K > 0 and θ ∈ (0, 1); and continuous N(t) is a projection onto a one-dimensional subspace (spanned by g(t) ∶= N(t)1).
In view of ( ) on p. 4, Theorem 5.1 in [AD01] applies and
Assume WLOG that p = 1. It suffices to show, for fixed
Writing n(t) ∶= N φ (t)(1), we have:
We claim that It follows that Γ g,n (0) ∶= J∈Zĝ (2πJ)e 2πi(nξ−kn)J = g(nξ − k n mod 1).
Thus Let (Ω, µ, S) be a PPT and let H ≤ R d be a closed subgroup of full dimension. We call the measurable function φ ∶ X → H non-arithmetic if the only χ ∈Ĥ for which there is a measurable function f ∶ X → S 1 satisfying
This notion of non-arithmeticity coincides with that on p. 15 for (α, θ)-Hölder functions w.r.t. Gibbs Markov maps. 
Proof
¶1 We first establish the lemma for invertible T . Suppose that f ∶ Ω → S 1 measurable and θ ∈ R satisfy
We'll show that θ = 0. Write
and for x ∈ T n−1 A n , we have that T
= e iθ e i(n−1)θ f (T −(n−1) x) = e iθ Φ(x).
By weak mixing of (X, m, T ), θ = 0 ¶1
For T non-invertible, let π ∶ (X,m,T ) → (X, m, T ) be the natural extension of T . By Corollary 4.9 in [ALW79] , (X,m,T ) is also weakly mixing.
Also for Ω ∈ B(X), ϕ π −1 Ω ∶ π −1 Ω → N is given by ϕ π −1 Ω = ϕ Ω ○ π.
If f ∶ Ω → S 1 measurable and θ ∈ R satisfy
Proof of Theorem B. Write µ = m Ω , ϕ = ϕ Ω & τ = T Ω and let α ⊂ B(Ω) be the partition for which (Ω, µ, τ, α) is mixing Gibbs Markov.
As in §1 of [AD01] , (Ω, µ, τ, ϕ) is continued fraction mixing and, by the Main Lemma in [Aar86] , Ω is a Darling Kac set for T .
We now have ( ) and ( ) (as on p. 4). By Lemma 4.1 ϕ ∶ Ω → Z is non-arithmetic. The required GLLT follows from Theorem 3.1 on p. 15.
Example: Random walk skew products.
Let (Ω, µ, T, α) be a mixing PP Gibbs-Markov map and let φ ∶ Ω → Z be α-measurable and aperiodic with µ − dist(φ) ∈ DA (SqS) with 1 < q ≤ 2, then (Ω × G, µ × #, T φ ) is: • (see [AD01] ) conservative, exact and pointwise dual ergodic with a(n) γ = 1 − 1 q -regularly varying and Ω × {0} is a uniform set for T φ ;
Proof We'll apply Theorem B.
Evidently
We begin by finding a suitable Markov partition for τ .
Evidently [ϕ = n] is α n -measurable. Write [ϕ = n] = ⋃ a∈bn a where b n ⊂ α n and let β ⊂ B(Ω) be the partition defined by
It follows that (Ω, µ, τ, β) is a mixing Gibbs Markov map and ϕ ∶ Ω → N is βmeasurable.
By Lemma 4.1, ϕ is non-arithmetic since (Ω × G, µ × #, T φ ) is exact, whence weakly mixing. The Proposition now follows from Theorem B. §5 Continuous time A semiflow is a continuous semigroup homomorphism Ψ ∶ R + → MPT (X, m) be a semiflow where (X, m) is a σ-finite, polish measure space.
For example let (Ω, µ, τ, α) be a mixing PP, Gibbs-Markov map and let r ∶ Ω → R + be uniformly α-Hölder. Define (X, m) by where n = n t (x, y) is so that 0 ≤ y + t − r n (x) < r(τ n x) i.e. y + t ∈ [r n (x), r n+1 (x)).
In this case, we call (Ω, τ, µ, α, r) a section of the semiflow Ψ, which in turn is called the suspension of (Ω, µ, τ, α) under the roof r and denoted Ψ = (Ω, µ, τ, α) r .
Darling Kac sections for pointwise dual ergodic semiflows.
Call the semiflow Ψ pointwise dual ergodic if the MPTs Ψ t are pointwise dual ergodic. Now suppose that Ψ = (Ω, µ, τ, α) r is pointwise dual ergodic with a n (Ψ 1 ) =∶ a(n) γ-r.v. (γ ∈ (0, 1)); whence a n (Ψ t ) ∼ a(nt) t ∼ t γ−1 a(n) .
We'll call (Ω, µ, τ, α, r) a Darling Kac section for Ψ if min r > 0 and Ω × [0, t] is a Darling Kac set for Ψ t ∀ 0 < t < min r.
The following is the semiflow version of ( ) as on p. 4:
Proposition 5.1 Suppose (Ω, µ, τ, α, r) a Darling Kac section for Ψ and that a n (Ψ 1 ) =∶ a(n) is γ-r.v. (γ ∈ (0, 1)), then
Proof
Fix 0 < ∆ < min r, then Ω ∆ ∶= Ω × [0, ∆] is a Darling Kac set for Ψ ∆ . To calculate the return sequence a ∆ (n) ∶= a n (Ψ ∆ ), fix g ∈ L 1 (X) + , ∫ X gdm = 1 and set G t ∶= ∫ t 0 Ψ s gds, then ∫ X G t dm = t and
Moreover, the first return time to Ω ∆ under iterates of Ψ ∆ ϕ ∶ Ω ∆ → N is given by ϕ(x, y) = ⌈ r ∆ ⌉. Writing C γ ∶= 1 Γ(1−γ)Γ(1+γ) , we have, using ( ) as on p. 22,
Local limit sections for pointwise dual ergodic semiflows.
A section (Ω, τ, µ, α, r) is called a generalized local limit GLL section for Ψ if it satisfies a GLLT as defined on p. 5.
Theorem 5.2
Suppose that Ψ is pointwise dual ergodic with γ-regularly varying return sequence (γ ∈ (0, 1)) and which has a periodic LLT section, then for t > 0, with a n (Ψ t ) =∶ a(n)
The proof of Theorem 5.2 mirrors that of theorem A above. The (GL) part of Lemma 2.1 has a possibly different proof: We'll call the semiflow Ψ conditionally, tied-down γ-renewal mixing if (T) holds ∀t > 0.
Lemma 5.3
Suppose that Ψ is pointwise dual ergodic with γ-regularly varying return sequence a n (Ψ t ) =∶ a(n) (γ ∈ (0, 1) ) and which has a periodic LLT, Darling Kac, section (Ω, τ, µ, α, r), with min r > 0, then for 0 < ∆ < min r, A ∈ C α , I ⊂ (0, ∆) an interval,
where α is the accompanying T Ω -generating partition.
Proof of (GL)
Fix
(1 Ω×[0,∆] ) a(t) ) = n≥1τ n (1 A∩[rn∈t−y+I] g( n a(t) ).
Writing x n,t ∶= t a −1 (n) , we have by regular variation that n ∼ a(t) x γ n,t as t, n → ∞, x n,t ∈ [c, d].
Using this and the LLT property of Ω, we have, as n → ∞,
)(x, y) ≥ 
Remark about mixing. Sometimes (but not always) m(Ω × I ∩ Ψ −1 t∆ Ω × I) ∼ u(t) I 2 . In this case, the lim in (GL) is lim and the semiflow has Krickeberg's mixing property as in [Kri67] .
Random walk semiflows.
Consider the measure preserving semiflow Recall that (Ω × Z, µ × #, T φ ) is exact, pointwise dual ergodic with a(n) = a n (T ) γ-regularly varying with γ = 1 − 1 q , conditional RWM with rate u(n) = γa(n) n and Ω × {0} is a GLL set for T φ .
We show that, under certain conditions, Ψ is pointwise dual ergodic and has a GLL section, whence is conditionally, tied-down γ-renewal mixing (satisfying (T) on p. 22).
We conclude by showing that Ψ satisfies theorem 5.3. This is done by finding a GLL section for Ψ.
As in the proof of Proposition C on p. 20, define:
It follows that the induced map of T φ on Ω × {0} is given by τ :
(T φ ) Ω×{0} (x, 0) = (τ (x), 0).
As above (Ω, τ, µ, β) is a mixing Gibbs Markov map. The required section for Ψ will be (Ω, τ, µ, β, r)
where
Calculation shows that D β,θ (r) < ∞ and the weak mixing of Ψ ensures that r is non-arithmetic. It follows as above that (Ω, τ, µ, β, r) is a GLL section for Ψ, which satisfies theorem 5.3. §6 Integrated properties
Weak rational ergodicity. 
In case T is weakly rationally ergodic: • the collection of sets R(T ) satisfying ( ) is a hereditary ring; • ∃ a n (T ) (the return sequence) such that a n (A) a n (T ) → n→∞ 1 ∀ A ∈ R(T );
• for conservative, ergodic T , R(T ) = F only when m(X) < ∞.
By Proposition 3.7.1 in [Aar97] a pointwise dual ergodic transformation is rationally ergodic with the same return sequence.
Rational weak mixing.
As in [Aar13] , we call the CEMPT (X, m, T ) rationally weakly mixing (RWM) if ∃ rates u n > 0 and F ∈ F + so that 1 a(n)
Proposition 6.1 If (X, m, T ) is conditionally RWM, then it is RWM. Proposition 6.1 is implicit in [AN17] . The method of proof is the same as that of the next result.
Theorem 6.2 Suppose that (X, m, T ) is tied-down, γ-renewal mixing (γ ∈ (0, 1)), then (X, m, T ) is WRE and
where a(n) = a n (T ) and R is the hereditary ring in the definition of conditional tied-down renewal mixing on p. 3.
We call a MPT satisfying (ȕ) (integrated) tied-down γ-renewal mixing. Evidently, (taking g ≡ 1) this implies RWM.
The proof of Theorem 6.2 uses a standard approximation technique embodied in
Proof
We claim first that (ȕ) holds for
Using (ȕ) for a ∈ R, b ∈ S and Ω ∈ R(T ), we have as n → ∞ 1 a(n)
The extension of (ȕ) to A, B ∈ B(Ω) is similar.
Proof of Theorem 6.2 Fix Ω ∈ R 0 ∶= R(T ) ∩ R, then a n (Ω) ∼ a(n). Fix and f ∈ L 1 (m) + . Using Egorov's theorem, for fixed A ∈ B(Ω) and ǫ > 0, ∃ U = U A ∈ B(Ω) so that m(Ω ∖ U) < ǫ and so that
Now fix a countable dense algebra R ⊂ B(Ω).
By the above, ∃ {U A,n ∶ n ≥ 1, A ∈ R} ⊂ B(Ω) so that m(V n ) > m(Ω) − 1 n where V n ∶= ⋂ A∈R U A,n and so that 1 a(n)
The extension of (ȕ) to A, B ∈ B(Ω) follows from Lemma 6.2.
Natural extensions. Suppose that (X, m, T ) is a measure preserving transformation of a standard, σ-finite measure space. Rokhlin's natural extension (X N ,m,T ) the minimal, invertible extension of (X, m, T ) (which is unique up to isomorphism) is given (as in [Roh60] ) bỹ
This is a MPT extending (X, m, T ) via π ∶ (x 1 , x 2 , ..) ↦ x 1 . It is invertible onX = {(x 1 , x 2 , ..) ∈ X N ∶ T x n+1 = x n ∀n ∈ N} which has full measure; with inverseT −1 (x 1 , x 2 , ..) = (x 2 , x 3 , . . . ). Thus (X,m,T ) is an invertible MPT.
The extension is minimal since ⋁ ∞ n=0T n π −1 B(X) = B(X) modm. We say that a property P (of MPTs) lifts (to the natural extension) if (X, m, T ) has property P ⇒ (X,m,T ) has property P.
Parry showed in [Par65] that conservativity and ergodicity lift. It follows (see [Aar97] ) that rational ergodicity and weak rational ergodicity both lift and it is shown in [Aar13] that rational weak mixing lifts. The following shows that tied-down renewal mixing lifts.
Theorem 6.4 Suppose that γ ∈ (0, 1) and that (X, m, T ) is a γ-tieddown renewal mixing MPT, then so is (X,m,T ).
Proof Let π ∶ (X,m,T ) → (X, m, T ) be the extension map and write a(n) = a n (T ) ∼ a n (T ).
Let R be the hereditary ring in the γ-tied-down renewal mixing of (X, m, T ) and set R * ∶= ⋃ n∈ZT n π −1 R.
We have that R * ⊂ R(T ) and that for Ω ∈ R * , R * ∩ B(Ω) is dense in B(Ω).
Also, for fixed f ∈ L 1 (m) + , g ∈ C B (R + ) + , Thus by Lemma 6.2, for each Ω ∈ R * , (ǧ) holds ∀ B, C ∈ B(Ω) and, putting things together, we see that (ǧ) holds ∀ f = p ○ π, p ∈ L 1 (m) + , g ∈ C B (R + ) & B, C ∈R ∶= ⋃ Ω∈R * B(Ω).
We now extend this to general F ∈ L 1 (m) + . The method is similar to the proof of theorem A.
Again, it suffices to consider g > 0 with x ↦ log g(e x ) uniformly continuous on R.
Fix F, f ∈ L 1 + (m) + , f = p ○ π, p ∈ L 1 (m) + , m(p) = 1, g > 0 as above and Ω ∈ R * .
By the ratio ergodic theorem Example: Geodesic flows on cyclic covers.
We denote by (U(M), Λ, g), the geodesic flow on the unit tangent bundle U(M) of the hyperbolic surface M equipped with the hyperbolic measure Λ (for definitions see [Hop71] , [Ree81] , [AN17] ).
The hyperbolic surface V is a cyclic cover of the compact hyperbolic surface M if there is a covering map p ∶ V → M and a monomorphism γ ∶ Z → Isom (V ) (hyperbolic isomotries of V ), so that for y ∈ V, p −1 {p(y)} = {γ(n)y ∶ n ∈ Z}.
It is shown in [Ree81] (see also [AN17] ) that if V is a cyclic cover of a compact hyperbolic surface, then (U(M), Λ, g) is isomorphic to the natural extension of a semiflow of form (X × Z, m × #, T ϕ ) r where (X, T, m, α) is a mixing Gibbs Markov map with #α < ∞ (also known as a subshift of finite type equipped with a Gibbs measure) and (φ, r) ∶ X → Z × R is α-Hölder and ([Sol01]) aperiodic. It was shown in [AN17] that such (U(M), Λ, g) is rationally weakly mixing. For more information, see [AT17] .
We claim here that such (U(M), Λ, g) is tied-down 1 2 -renewal mixing.
Proof of
As shown in the random walk semiflow example on p. 24, (X × Z, m × #, T ϕ ) r is conditionally, tied-down 1 2 -renewal mixing. now follows from theorems 6.2 and 6.4.
