This paper studies the stability analysis of the decentralized event-triggered H N control with communication delays using the quadratic convex approach. Unlike the decentralized event-triggered mechanism (ETM), which only uses the information from the sensor itself by considering the communication topology of the wireless sensor network, a more general decentralized ETM is first proposed by using the information from both the sensor itself and its neighbours. Then, a time-delay system model with parameters of the decentralized ETM, directed graph information, communication delays and external disturbances is presented. In addition, novel delay-dependent asymptotic stability criteria are derived by using the augmented Lyapunov-Krasovski functional (LKF), which contains the cross terms of variables and quadratic terms multiplied by a higher degree scalar function. Unlike some prior results using the first-order convex combination property, our derivation applies the quadratic convex approach with the augmented LKF, which results in less conservatism. Moreover, sufficient conditions for the co-design of the controller and the decentralized ETM are obtained. Finally, numerical examples confirm the effectiveness of the proposed method.
Introduction
Networked control systems (NCSs) form a class of complex dynamical systems wherein the distributed system components, such as sensors, controllers and actuators, are connected through a shared communication network (Du et al., 2013; Peng et al., 2014b; Yan et al., 2014) . Due to the advantages of low cost, reduced wiring, high flexibility, simple installation and maintenance, NCSs arise in areas such as smart grids, telerobotics, unmanned aerial vehicles and so on (Li et al., 2015; Ma et al., 2014; Yang, 2006) .
In the NCSs, the shared network bandwidth is limited and sensor nodes are often battery operated. When the plant state fluctuates slightly within tolerance, it is a waste of scarce communication resources and energy to transmit the current state. To reduce network loads and energy consumption, the eventtriggered communication mechanism has been proposed (Å rze´n, 1999; Hu et al., 2015; Peng and Han, 2016; Postoyan et al., 2015) , which invokes an information exchange only when the event-triggered condition is violated. Compared with the time-triggered (periodic) scheme where all sampled data are transmitted, the ETM can effectively reduce the transmission rate of the sampled data, which results in less bandwidth usage and energy consumption Qu et al., 2015; Wu et al., 2015; Xie et al., 2013) .
However, most prior ETMs are centralized requiring the global information. As the scale of the NCSs becomes large, sensors, controllers and actuators may be geographically distributed, which makes the global information difficult or even impossible to obtain. Thus, a decentralized ETM using only local information is proposed Wang and Lemmon, 2011) . For instance, assuming each state variable is measured by a different sensor node with an embedded event generator, an asynchronous decentralized event-triggered implementation of the centralized controller has been addressed in Mazo and Tabuada (2011) , while the transmission delay is also considered in Mazo and Cao (2014) . Assuming the sub-states of the plant are sampled by different sensors, the NCS with decentralized event generators and a centralized controller has been studied in Sun and Wang (2014) . Since only local information is required, the decentralized ETM is more convenient to implement in the large-scale NCSs than the centralized one.
However, most prior decentralized ETMs still show limitations as follows.
1. The local information is often obtained only from the sensor itself. However, in wireless sensor network 1 (WSN), it is common for sensors to communicate with neighbours (Ni et al., 2014) . Thus, it is desirable to design a decentralized ETM which considers the communication topology of the WSN. 2. The continuous-time state is usually required, which is monitored by extra dedicated hardware (Mahmoud and Memon, 2015) . However, it is always costly or even impractical to retrofit the existing system. Hence, it is necessary to develop a decentralized ETM using the discrete sampled data, which can be easily implemented by software. 3. Full state measurements are assumed to be available.
However, such a hypothesis is often not verified in practice (Li et al., 2016a) . Thus, it is interesting to develop a decentralized ETM using measurement outputs. Therefore, designing a decentralized ETM that meets all the requirements above is the first motivation of this study.
By integrating the ETMs into the control loop, event-triggered control (ETC) systems are developed (Fiter et al., 2015; Liu and Jiang, 2015; Zhang and Feng, 2014) . Since the networkedinduced delays are always inevitable, the ETC systems are often modelled as time-delay systems (Li et al., 2016b; Yue et al., 2013) . For instance, considering constant and time-varying delays respectively, time-delay system models and asymptotic stability criteria for the ETC systems are presented in Peng and Han (2013) and Yan et al. (2015) . In the derivation of the stability criteria for the ETC systems, many methods are used to reduce the conservatism, such as delay decomposition (Peng and Yang, 2013 ), Jensen's inequality and reciprocally convex combination approach (Zhang and Han, 2014a) . Using the linear matrix inequalities (LMIs) with delay decomposition can reduce the conservatism, but the number of LMIs increases in the order of 2 N with the number of decomposition N. Thus, reducing the conservatism further without complex computation is the second motivation of this study.
To address the problems, this paper studies the stability analysis of the decentralized event-triggered H ' control using a quadratic convex approach. The main contributions are as follows.
1. Considering the communication topology of the WSN, a decentralized ETM is proposed by using local discrete measurement outputs from both the sensor itself and its neighbours. 2. Using the quadratic convex approach together with an augmented LKF that contains the cross terms of variables and quadratic terms multiplied by a higher degree scalar function, asymptotic stability criteria with less conservatism are obtained. 3. Unlike the two-step design scheme, where the controller is designed first based on the assumption of perfect communication and then the ETM is developed to guarantee the stability and certain performances, we present sufficient conditions to co-design the controller and the decentralized ETM simultaneously.
The paper is organized as follows. The decentralized ETM and the closed-loop system model are presented in the second section. The stability and H ' -performance of the closed-loop system are analysed in the third section. Sufficient conditions for controller design are provided in the fourth section. Numerical examples that confirm the advantages of the proposed method are presented in the fifth section. Finally, the sixth section gives the conclusions.
Notation: N + = N [ f0g indicates the set of non-negative integral numbers. X . 0(X \0) represents a positive (negative) definite matrix. I and 0 refer to the identity matrix and zero matrix with appropriate dimensions respectively. k Á k marks the Euclidean norm. A = ½a ij is a real matrix where a ij is the element (i, j) of A. '*' indicates the symmetric term in a symmetric matrix. Diag fX 1 , Á Á Á , X m g denotes a block-diagonal matrix with entries X 1 , Á Á Á , X m on the diagonal. Col fX 1 , . . . , X m g marks the column vector ½X 
Problem Formulation

System description
Consider a linear time-invariant (LTI) plant described by
where x(t) 2 R n is the plant state, u(t) 2 R nu is the control input, y i (t) 2 R ny is the measurement output of the ith clusterhead sensor, i = 1, 2, . . . , m, m is the number of cluster-head sensors, z(t) 2 R nz is the controlled output, v(t) 2 R nv is the external disturbance and v(t) 2 L 2 ½0, '); A, B, B v , C i , D i , F, G are constant matrices with appropriate dimensions.
The framework of a decentralized event-triggered NCS is shown in Figure 1 . The plant is monitored by a wireless sensor network (WSN) with m sensor clusters, and there exists only one cluster-head sensor in each cluster. The topology of the WSN can be described by a directed graph G = fV, E, Ag, where V is the index set of m cluster-head sensors, E V 3 V is the edge set of paired cluster-head sensors, and A = ½a ij 2 R m 3 m is the weighted adjacency matrix . An edge of G is marked by (i, j). The adjacency elements a ij associated with the edges of the graph are positive, i.e. a ij . 0 , (i, j) 2 E. Moreover, self-loops are allowed in the graph, i.e. a ii = 1, i 2 V, so (i, i) can be regarded as an additional edge. The neighbour set of the ith cluster-head sensor including itself can be marked by N i = fj 2 V : (i, j) 2 Eg. In accordance with the topology G, the aggregated data in the ith cluster-head sensor is described by
Moreover, each cluster-head sensor is embedded with a sampler and an ETM. In the ith sensor-to-controller (SC) channel, the ETM i determines whether the sampled data of the ith cluster-head sensor should be transmitted. The data released from the ETM i will arrive at the buffer in the data processing unit (DPU) through a communication network with delays.
The buffer receives and stores the latest release data from the ETMs in all SC channels. Using the updated store of the buffer, the DPU generates a new signal and sends it to the zeroorder holder (ZOH) right away. The ZOH is event-driven and transfers the new signal to the dynamic output feedback (DOF) controller immediately. To reduce the network loads and energy consumption of the sensor nodes, a decentralized ETM will be introduced in the following subsection.
A decentralized event-triggered mechanism
For convenience of development, the following notations are introduced. Remark 1. Since the sampled data are transmitted only when the event-triggered condition of the ETM is violated, it is clear that S yi S s and S y S s . As a special case, if all sampled data are transmitted, i.e. S yi = S y = S s , the ETM is equivalent to the time-triggered mode.
Unlike most prior decentralized ETMs, which use the local information only from the sensor itself considering the communication topology of the WSN, the proposed ETM uses local information from both the cluster-head sensor itself and its neighbours. The transmission scheme of the ETM i is designed as Once the event-triggered condition of the ETM (3) is violated, an event occurs and the current sampled data y i (b i ki h + jh) will be transmitted immediately. Otherwise, the data will be discarded. Obviously, large d i results in a large event-triggered threshold, which leads to a low transmission rate of the sampled data. Conversely, if d i ! 0, the eventtriggered condition is violated at each sampling instant and all sampled data will be transmitted, i.e. the ETM works as the time-triggered mode.
Remark 2. As for the decentralized ETM that uses the local information only from the sensor itself, the weighted adjacency matrix A of the directed graph G is an identity matrix and we have y(t) = y(t) from equation (2). Thus, it is a special τ Figure 1 . The framework of a decentralized event-triggered NCS.
case of the proposed decentralized ETM (3), i.e. the proposed ETM is more general.
Remark 3. Compared with the continuous ETMs (Borgers and Heemels, 2014; Donkers and Heemels, 2012; Mazo and Tabuada, 2011; Tabuada, 2007) , the proposed ETM has the following features.
1. The extra hardware is not required to monitor the continuous-time state, since the ETM (3) is only dependent on the latest transmitted data and the current sampled data at discrete sampling instants. 2. To exclude the Zeno behaviour, complex computation for the lower bound of transmission intervals is not needed, since the ETM (3) is only detected at sampling instants, which guarantees that transmission intervals are at least lower bounded by h . 0.
System model
In the ith SC channel, the data released from the ETM i at the time instant b i ki h will arrive at the DPU with a networkinduced delay t i ki . Without loss of generality, t i ki is assumed to be upper-bounded, i.e. 0 t i ki t i . Then, the maximum network-induced delay can be defined as t :
A similar idea can also be found in Ge and Han (2015) .
Then, the mechanism of the DPU is described as follows.
1. The buffer in the DPU receives and stores the latest released data from the ETMs in all SC channels. Since t i t, the data released from the ETMs at the time instant b ky h will arrive at the buffer by the time instant b ky h + t. 2. At each time instant kh + t, k 2 N + , the DPU detects whether the buffer is updated. If yes, the DPU will generate a new signal. For instance, at the time instant t ky = b ky h + t, the store of the buffer has been updated as Using the updated store ŷ(t ky ) of the buffer, the DPU generates a new signal asỹ
where H = fh 1 , . . . , h m g I ny is a weighed matrix with P m i = 1 h i = 1. Remark 4. When the DPU generates the signalỹ(t ky ) by equation (5), h i (i = 1, . . . , m) indicates the weights of the released data y i ( b i ki h) from the ETM i. If the released data from the ETM i is more important, h i should be set bigger. Conversely, if the released data from the ETM i is less important, h i should be set smaller. Similar ideas can also be found in Zhang and Han (2013) and Ge and Han (2015) .
Then, the new signalỹ(t ky ) is sent to the ZOH immediately. Thus, the updating sequence of the ZOH can be described by S z = S y + t = ft 0 , t 1 , . . . , t ky , . . .g, where t ky = b ky h + t. By the property of the ZOH (Peng et al., 2014a) , the input signal y(t) of the DOF controller can be presented aŝ
Defining e ky :¼ b ky + 1 À b ky À 1, the holding interval ½t ky , t ky + 1 ) of the ZOH can be reconstructed as h. Then, the holding interval ½t 1 , t 2 ) = ½b 1 h + t, b 2 h + t) of the ZOH can be divided into four sampling-interval-like subsets with the same length h, i.e. 
Obviously, h(t) is a piecewise-linear function satisfying
Remark 5. Since h 2 = h + t, when the upper bound h max 2 is obtained, the allowable maximum sampling period is h = h 
. .
Using equation (8), it follows from equation (10) that
Remark 6. As shown in equation (11), by the division of the ZOH holding time in equation (7) and the definitions of h(t) in equation (8) and e i (t) in equation (10), the discrete signal y i ( b i ki h) released from the discrete-time ETM i can be expressed by the continuous-time form, which makes it possible to model the closed-loop system as a continuous timedelay system in the following. Similar ideas can also be found in Peng and Yang (2013) and Yue et al. (2013) .
Since f tk y 'k y ½t ky , t ky + 1 ) in equation (7), substituting equation (11) into equation (6) and using equation (2), the input y(t) of the DOF controller can be expressed aŝ
Then, the DOF controller is presented as
where x c (t) 2 R n ,ŷ(t) and u(t) denote the state vector, input vector and output vector of the controller and A c , A cd , B c and C c are gain matrices with appropriate dimensions.
Using the plant (1) and the DOF controller (13), the general time-delay model of closed-loop system is obtained as
The initial condition of the closed-loop system is supplemented as j(t) = m(t), t 2 ½Àh 2 , 0, where m(t) is a continuous function with
Stability analysis
Using the quadratic convex approach together with an augmented LKF, we will present the stability criteria to guarantee the asymptotic stability and H ' -performance of the closedloop system (14). Firstly, lemmas of the quadratic convex approach and some integral inequalities are given below.
Lemma 2. (Zhang and Han, 2014b ) For a continuous function h(t) satisfying 0 h 1 h(t) h 2 , real matrices R 1 , R 2 , R 3 . 0, and a vector _ j : ½Àh 2 , 0 ! R n such that the integration concerned below is well defined.
ForR
! 0 with real matrix S 1 2 R 2 n 3 2 n , the following inequality holds
where
N i 2 R q 3 n and any vector a i 2 R q , where i = 1, 2, the following inequality holds
3. For R 3 S 2 Ã R 3 ! 0 with real matrices S 2 2 R n 3 n , the following inequality holds
Theorem 1. For given scalars 0 h 1 h 2 , 0\b\1 and g . 0, under the event-triggered mechanism (3), the system (14) is asymptotically stable with an H ' performance index g for the disturbance attention, if there exist
with appropriate dimensions, such that
where C 1 (h(t))= symf(colfe 1 , e 4 ,(h 2 À h(t))e 6 , e 7 ,(h(t) À h 1 ) h 1 e 8 g) T P(colfe 2 , e 9 , À e 5 , e 4 , e 1 À e 4 g)g + e
, e 3 + e 5 À2e 6 g, u 2 = colfe 4 À e 3 , e 4 + e 3 À 2e 7 g, u 3 = colfe 1 À e 4 , e 1 + e 4 À 2e 8 g, E 1 = ½I n 0 n ,Ẽ 2 = ½0 nv I nv , e i = ½0 n 3 (iÀ1) n I n 0 n 3 (9Ài) n 0 n 3 ( ny + nv) (i = 1, . . . , 9), e 10 = ½0 ny 3 9 n I ny 0 ny 3 nv , e 11 = ½0 nv 3 9 n 0 nv 3 ny I nv , n y = m 3 n y and n v = 2 3 n v .
Proof. Construct a Lyapunov-Krasovskii functional as
Taking the time derivative of V (t) along the trajectory of the system (14) yields
Applying the integral inequality (16) to _ V 31 (t) in equation (23) yields
Using the integral inequality (17) with a 1 = a 2 = .(t), _ V 32 (t) in equation (23) can be expressed as
T (t)C 32 (h(t)).(t) ð25Þ
Applying the integral inequality (18) to _ V 33 (t) in equation (23) yields
Similarly, using the integral inequalities (16) to (18) to _ V 34 (t) in equation (23), we obtain
Substituting equations (24) to (27) into equation (23) yields
where C 3 (h(t)) = C 31 + C 32 (h(t)) + C 33 (h(t)) + C 34 . Then, substituting equations (22) and (28) into equation (21), we have _ V (t) .
T (t)F(h(t)).(t) ð29Þ
Besides this, using equations (10) and (11), the eventtriggered condition of the ETM (3) can be expressed as
Obviously, it follows from equation (30) that
(t) and y(t À h(t)) have been defined in equation (12). Using equation (29), it is clear that the following inequality holds _ V (t) . T (t)F(h(t)).(t) À e T (t)Oe(t) + e T (t)Oe(t)
Using equations (14) and (31), it follows from equation (32) that
where F(h(t)) = F(h(t)) + C 4 . Note that the scalar valued function . (33) is a quadratic function on the scalar h(t), which can be reconstructed as .
T (t) F(h(t)).(t) in equation
T (t) F(h(t)).(t) = . T (t)(
where symmetric matrices F 0 , F 1 and F 2 are independent of h(t), F 2 = Z 1 À Z 2 , F 0 and F 1 are omitted here. Since Z 1 ! Z 2 , the coefficient of the second-order term h 2 (t) in equation (34) is . T (t)(Z 1 À Z 2 ).(t) ! 0, which means that the function .
T (t) F(h(t)).(t) is a convex quadratic function for h(t).
Since h(t) 2 ½h 1 , h 2 in equation (9), if the condition (19) in Theorem 1 is satisfied, using the quadratic convex approach in Lemma 1, we have .
T (t) F(h 1 ).(t)\0 and . T (t) F(h 2 ).(t)\0
) .
T (t) F(h(t)).(t)\0, 8h(t) 2 ½h
Thus, using the LKF (20), from equations (19) and (33), one can derive that the system (14) with v(t) = 0 is asymptotically stable and k z(t)k
under the zero initial condition. This completes the proof.
Remark 7. Compared with the LKF in Zhang and Han (2014a) and Peng and Yang (2013) , the LKF (20) has three differences: (a) the augmented variables fj(t À h 1 ),
j(s)dsg in V 1 (t) and fj(t), j(s)g in V 2 (t); and (c) the quadratic terms multiplied by 1st, 2nd, and 3rd degrees of a scalar function (
Since the double integral can be rewritten as a single integral having a scalar function, i.e. R 0
(h i À t + s)f (s)ds, the increase of the degree of (h i À t + s) by one in V 3 (t) means the increase of the number of integral by one. Based on the differences above, the LKF (20) is less conservative. Similar ideas can be found in Kim (2011) .
Besides this, due to the h(t)-dependent terms R tÀh 1 tÀh(t) j(s)ds, R tÀh(t) tÀh 2 j(s)ds in V 1 (t) and
, the LKF (20) also employs the sawtooth structure characteristic of h(t) (i.e. _ h(t) = 1, t 2 f tk y 'k y ) to reduce conservatism further. Similar ideas can be found in Peng and Han (2013) .
Remark 8. Note that the use of the integral inequality (17) in Lemma 2 makes it possible to produce the quadratic convex combination of F 0 , F 1 , F 2 on h(t), such that the quadratic convex approach in Lemma 1 can be applied.
Remark 9. Differences between the use of the quadratic convex approach in this paper and in Kim (2011) are as follows.
1. The integral inequalities in Lemma 2 are obtained based on estimation on the integrals , 2) . However, the integral inequalities in Kim (2011) are achieved based on estimation on the integrands (h 2 À t + s) i _ j T (s)R i + 1 _ j(s) (i = 1, 2) rather than on the integrals, which results in conservatism.
2. The lower bound of h(t) (i.e. h 1 ) is taken into account in the LKF (20). However, h 1 is assumed to be zero in Kim (2011) . Thus, when h 1 . 0, the results in Kim (2011) are conservative.
As a special case, when v(t) = 0 and there exists only one cluster-head sensor in the WSN, i.e. m = 1, the system model (14) can be expressed as Then, the asymptotic stability criterion of the closed-loop system (36) is given as below.
Corollary 1. For given scalars 0 h 1 h 2 , 0\d 1 \1, under the ETM (3), the system (36) is asymptotically stable, if there exist real matrices O 1 . 0,
Oe 10 + G T 1 POG 1 . Proof. The proof is similar to that of Theorem 1, which is omitted here.
As another special case, if we do not use the sawtooth structure characteristic of h(t) (i.e. _ h(t) = 1, t 2 f tk y 'k y ), the asymptotic stability criterion of the system (36) is given as below.
Corollary 2. For given scalars 0 h 1 h 2 , 0\d 1 \1, under the ETM (3), the system (36) is asymptotically stable, if there exist real matrices O 1 . 0,
S 1 , S 2 , N 1 , N 2 , N 3 with appropriate dimensions, such that
wherẽ C 1 (h(t)) = symf(colfe 1 , e 4 , (h 2 À h(t))e 6 + (h(t) À h 1 )e 7 , h 1 e 8 g) T P colfe 2 , e 9 , e 4 À e 5 , e 1 À e 4 gg + e
Proof. The LKF candidate is constructed as
The proof is similar to that of Theorem 1, which is omitted here.
Remark 10. Compared with the LKF (20), the LKF (39) does not use the sawtooth structure characteristic of h(t)
). Thus, the h(t)-dependent terms in the LKF (20), i.e. R tÀh(t) tÀh 2 j(s)ds, R tÀh 1 tÀh(t) j(s)ds in V 1 (t) and
in V 2 (t), have been revised to be h(t)-independent terms in the LKF (39). Moreover, using the LKF with delay decomposition in Peng and Yang (2013) , the asymptotic stability criterion of the system (36) is given as below.
Corollary 3. For some given constants 0 h 1 h 2 , 0\d 1 \1, under the ETM (3), the system (36) is asymptotically stable if there exist real matrices O 1 . 0, P . 0, S . 0,
matrices Q 3 , U 2 , U 3 with appropriate dimensions, such that
whereĈ 1 = symf e T 1 P e 2 g + e 
+ symf( e 5 À e 3 ) T U 3 ( e 3 À e 6 )g.
Proof.
The LKF in Peng and Yang (2013) is constructed as
where P, S, R i .
) and e 7 = ½0 ny 3 6 n I ny , we obtain Corollary 3 above. The proof is similar to that of Theorem 1 in Peng and Yang (2013) , which is omitted here.
Remark 11. Compared with the LKF in Zhang and Han (2014a) , the LKF (41) in Peng and Yang (2013) uses delay decomposition to reduce conservatism, i.e. the interval ½h 1 , h 2 has been divided into two equal intervals ½h 1 , h m and ½h m , h 2 , where h m = 1 2 (h 1 + h 2 ). Thus, the LKF (41) 
contains the terms (h
m À h 1 ) R Àh 1 Àh m R t t + u _ j T (s)R 2 _ j(s)dsdu and (h 2 À h m ) R Àh m Àh 2 R t t + u _ j T (s)R 3 _ j(s)dsdu.
Event-triggered DOF controller design
In this section, we will present sufficient conditions for the DOF controller design.
Lemma 3. (Hu and Yue, 2012) For matrices O . 0, X and any scalar s, the following inequality holds
Theorem 2. For given scalars 0 h 1 h 2 , 0\b\1, g . 0 and s, under the event-triggered mechanism (3), the system (14) is asymptotically stable with an H ' performance index g for the disturbance attention, if there exist scalars d i .
where 
Moreover, the gain matrices of the DOF controller (13) are obtained as
Proof. For the closed-loop system (14), it is clear that
where G 3 = Ae 1 + A d e 3 + B e e 10 + B v e 11 À e 2 : Using equation (45), for any matrix M with appropriate dimensions, the following equation holds
2.
T (t)(e
Then, partition the matrix M as
where X , Y , U 2 R n 3 n . Define the matrices ß 1 and ß 2 as
Then, define matrices Y i (i = 1, 2, . . . , 7) as
Applying congruence transformations to the conditions in Theorem 1 by
By adding equation (46), the condition (19) in Theorem 1 is equivalent to
By the Schur complement , it follows from equation (51) that
Since P = diagfd 1 , . . . , d m g I ny is a diagonal matrix and O . 0, using Lemma 3, we have
where s is a given constant. Similar to Hu and Yue (2012) , using equation (54) to deal with the coupled term À(PO) À1 in X 22 , we have
This completes the proof.
Remark 12. Note that condition (43) in Theorem 2 is an LMI, which can be solved directly by the Matlab LMI Toolbox. In detail, the partition of the matrix M (i.e. equation (47)) plays a major role in decoupling the coupled terms (52), and the inequality (42) in Lemma 3 plays a major role in decoupling the coupled term À(PO) À1 in X 22 in equation (53).
Due to the unknown matrix U, the gain matrices (A c , A cd , B c , C c ) in equation (44) cannot be computed directly. By using an irreducible linear transformation x c (t) = U À1 x c (t), a new DOF controller, which is algebraically equivalent to the controller (13), is obtained as
Remark 13. By Theorem 2, the parameters (d i , O i , i = 1, . . . , m) of the decentralized ETM (3) and the gain matrices ( A c , A cd , B c , C c ) of the DOF controller (56) can be co-designed simultaneously, which can save network bandwidth and guarantee satisfactory control performance. Compared with the two-step design scheme used in Donkers and Heemels (2012) and Yu and Antsaklis (2013) , where the controller is designed first based on the assumption of perfect communication and then the ETM is developed to guarantee the stability and certain performances, the co-design scheme of the ETM and DOF controller in Theorem 2 is more convenient.
Examples
Example 1
To illustrate that the decentralized ETM (3) can effectively reduce the transmission rate of the sampled data with the consideration of communication topology of sensor nodes, take the satellite system in Zhang and Han (2014a) as an example, whose state equations can be expressed as the LTI plant (1) with Using Theorem 2, we get the parameters of the decentralized ETM (3) as T As a performance index to measure the ETMs, the transmission rate of the sampled data is defined as r t = nt ns 3 100%, where n t and n s denote the numbers of the transmitted data and the sampled data, respectively. For the time-triggered scheme, r t = 100%, i.e. all sampled data are transmitted. Figure 4 shows the evolution of k x(t) k under the ETC mode and the time-triggered control (TTC) mode. Obviously, under the two modes, the satellite system can be stabilized and the performances are very similar.
Figures 5 to 7 describe the release instants and release intervals of ETM 1, ETM 2 and ETM 3, whose transmission rates are r t1 = 72:8%, r t2 = 72:5% and r t3 = 70:8% respectively. Compared with the TTC system with r t = 100%, the ETC system can save 27:2%, 27:5% and 29:2% of communication resources in each SC channel while guaranteeing satisfactory control performance. Namely, considering the communication topology of the sensor nodes, the decentralized ETM (3) can effectively reduce the transmission rate of the sampled data in each channel. 
Example 2
To illustrate the advantages of the quadratic convex approach with the augmented LKF (20) clearly, we use the satellite system in Example 1 with v(t) = 0 and assume there exists only one cluster-head sensor in the WSN, i.e. m = 1. Under the ETM (3) with d 1 = 0:01, we use the closed-loop system (36) with the 'DOF Controller 1' from Zhang and Han (2014a) , for different values of h 1 . Table 1 lists the allowable upper bounds h max 2 calculated by Proposition 1 in Zhang and Han (2014a) and the approach in Peng and Yang (2013) (i.e. Corollary 3), and compares these to Corollary 2 and Corollary 1.
From Table 1 , one can observe that, using the LKF (41) with the delay decomposition idea, the approach in Peng and Yang (2013) obtains bigger h max 2 than Proposition 1 in Zhang and Han (2014a) . Using the LKF (39) including the cross terms of variables and quadratic terms multiplied by a higher degree scalar function, Corollary 2 gets bigger h max 2 than the two methods above. In addition to the idea used in LKF (39), LKF (20) also employs the sawtooth structure characteristic of h(t) (i.e. _ h(t) = 1, t 2 f tk y 'k y ), so Corollary 1 achieves an even bigger h max 2 than Corollary 2, which implies that Corollary 1 is less conservative.
Remark 14. In fact, the quadratic convex approach in Lemma 1 together with the augmented LKF (20) can also be applied to other time-delay systems. For instance, the system in Remark 3 in Peng and Yang (2013) . The maximum allowable communication delay bound (MADB) based on the methods in He et al. (2007) , Jiang and Han (2006) , Kim et al. (2003) , Yue et al. (2004) and Peng and Yang (2013) 
Conclusion
This paper studies the decentralized event-triggered H ' control for networked control systems using the quadratic convex approach. Firstly, considering the communication topology of the WSN, a decentralized ETM is proposed by using local information from both the cluster-head sensor itself and its neighbours. This is more general than the decentralized ETM, which only employs the information from the sensor itself. Then, using the quadratic convex approach together with an augmented LKF, which contains the cross terms of variables and quadratic terms multiplied by a higher degree scalar function, the stability criterion of the closed-loop system is obtained, which is less conservative than some existing approaches. Based on the stability criterion, sufficient conditions are derived to co-design the DOF controller and the decentralized ETM, which are more convenient than the twostep design scheme. Future work will focus on including packet dropouts, signal quantization and other communication constraints, as well as making the implementation of the event-triggered control system self-triggered. the Shanghai Municipality (grant numbers 14JC1402200 and
