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Abstract
In this paper, we will obtain the strong type and weak type estimates
of intrinsic square functions including the Lusin area integral, Littlewood-
Paley g-function and g∗λ-function on the weighted Herz spaces K˙
α,p
q (w1, w2)
(Kα,pq (w1, w2)) with general weights.
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1 Introduction and main results
Let Rn+1+ = R
n × (0,∞) and ϕt(x) = t−nϕ(x/t). The classical square function
(Lusin area integral) is a familiar object. If u(x, t) = Pt ∗ f(x) is the Poisson
integral of f , where Pt(x) = cn
t
(t2+|x|2)(n+1)/2
denotes the Poisson kernel in
R
n+1
+ . Then we define the classical square function (Lusin area integral) S(f)





where Γ(x) denotes the usual cone of aperture one:
Γ(x) =
{
(y, t) ∈ Rn+1+ : |x− y| < t
}





Similarly, we can define a cone of aperture γ for any γ > 0:
Γγ(x) =
{










The Littlewood-Paley g-function (could be viewed as a “zero-aperture” version
of S(f)) and the g∗λ-function (could be viewed as an “infinite aperture” version














)λn∣∣∇u(y, t)∣∣2t1−n dydt)1/2 , λ > 1.
The modern (real-variable) variant of Sγ(f) can be defined in the following
way (here we drop the subscript γ if γ = 1). Let ψ ∈ C∞(Rn) be real, radial,
have support contained in {x : |x| ≤ 1}, and
∫
Rn
ψ(x) dx = 0. The continuous








In 2007, Wilson [22] introduced a new square function called intrinsic square
function which is universal in a sense (see also [23]). This function is indepen-
dent of any particular kernel ψ, and it dominates pointwise all the above-defined
square functions. On the other hand, it is not essentially larger than any par-
ticular Sψ,γ(f). For 0 < β ≤ 1, let Cβ be the family of functions ϕ defined on
R
n such that ϕ has support containing in {x ∈ Rn : |x| ≤ 1},
∫
Rn
ϕ(x) dx = 0,
and for all x, x′ ∈ Rn,
|ϕ(x) − ϕ(x′)| ≤ |x− x′|β .




Aβ(f)(y, t) = sup
ϕ∈Cβ




ϕt(y − z)f(z) dz
∣∣∣∣. (1.1)














































, λ > 1. (1.5)
In [23], Wilson showed the following weighted Lp boundedness of the intrinsic
square functions.
Theorem A. Let 0 < β ≤ 1, 1 < p <∞ and w ∈ Ap(Muckenhoupt weight class).
Then there exists a constant C > 0 independent of f such that
‖Sβ(f)‖Lpw ≤ C‖f‖Lpw .
Moreover, in [7], Lerner obtained sharp Lpw norm inequalities for the intrinsic
square functions in terms of the Ap characteristic constant of w for all 1 < p <
∞. For further discussions about the boundedness of intrinsic square functions
on various function spaces, we refer the readers to [5, 18, 19, 20, 21].
Before stating our main results, let us first recall some definitions about the
weighted Herz and weak Herz spaces. For more information about these spaces,
one can see [6, 8, 9, 11, 16] and the references therein. Let Bk = B(0, 2
k) =
{x ∈ Rn : |x| ≤ 2k} and Ck = Bk\Bk−1 for any k ∈ Z. Denote χk = χCk for
k ∈ Z, χ˜k = χk if k ∈ N and χ˜0 = χB0 , where χE is the characteristic function
of the set E. For any given weight function w on Rn and 0 < q <∞, we denote
by Lqw(R







Definition 1.1 ([8]). Let α ∈ R, 0 < p, q < ∞ and w1, w2 be two weight
functions on Rn.
(a) The homogeneous weighted Herz space K˙α,pq (w1, w2) is defined by



















(b) The non-homogeneous weighted Herz space Kα,pq (w1, w2) is defined by





















For any k ∈ Z, λ > 0 and any measurable function f on Rn, we set Ek(λ, f) =
{x ∈ Ck : |f(x)| > λ}. Let E˜k(λ, f) = Ek(λ, f) for k ∈ N and E˜0(λ, f) = {x ∈
B(0, 1) : |f(x)| > λ}.
Definition 1.2 ([11]). Let α ∈ R, 0 < p, q < ∞ and w1, w2 be two weight
functions on Rn.
(c) A measurable function f(x) on Rn is said to belong to the homogeneous















(d) A measurable function f(x) on Rn is said to belong to the non-homogeneous
















Obviously, if α = 0, then K˙0,qq (w1, w2) = K
0,q




0 < q <∞. We also haveWK˙0,qq (w1, w2) =WK
0,q









x ∈ Rn : |f(x)| > λ
})1/q
<∞. (1.11)
Thus, weighted (weak) Herz spaces are generalizations of the weighted (weak)
Lebesgue spaces. The main purpose of this paper is to consider the bounded-
ness of intrinsic square functions on weighted Herz spaces with Ap weights. At
the extreme case, we will also prove that these operators are bounded from the
weighted Herz spaces to the weighted weak Herz spaces. Our main results in
the paper are formulated as follows.
Theorem 1.1. Let 0 < β ≤ 1, 0 < p <∞, 1 < q <∞, w1 ∈ Aq1 and w2 ∈ Aq2 .
Then Sβ is bounded on K˙α,pq (w1, w2) (K
α,p
q (w1, w2)) provided that w1 and w2
satisfy either of the following
(i) w1 = w2, 1 ≤ q1 = q2 ≤ q and −nq1/q < αq1 < n(1− q2/q);
(ii) w1 6= w2, 1 ≤ q1 <∞, 1 ≤ q2 ≤ q and 0 < αq1 < n(1− q2/q).
Theorem 1.2. Let 0 < β ≤ 1, 0 < p ≤ 1, 1 < q <∞, w1 ∈ Aq1 and w2 ∈ Aq2 .
If 1 ≤ q1 < ∞, 1 ≤ q2 ≤ q and αq1 = n(1 − q2/q), then Sβ is bounded from
K˙α,pq (w1, w2) (K
α,p
q (w1, w2)) into WK˙
α,p




Theorem 1.3. Let 0 < β ≤ 1, 0 < p < ∞, 1 < q < ∞, w1 ∈ Aq1 and w2 ∈
Aq2 . If λ > max{q2, 3}, then G
∗
λ,β is bounded on K˙
α,p
q (w1, w2) (K
α,p
q (w1, w2))
provided that w1 and w2 satisfy either of the following
(i) w1 = w2, 1 ≤ q1 = q2 ≤ q and −nq1/q < αq1 < n(1− q2/q);
(ii) w1 6= w2, 1 ≤ q1 <∞, 1 ≤ q2 ≤ q and 0 < αq1 < n(1− q2/q).
Theorem 1.4. Let 0 < β ≤ 1, 0 < p ≤ 1, 1 < q < ∞, w1 ∈ Aq1 and
w2 ∈ Aq2 . If 1 ≤ q1 < ∞, 1 ≤ q2 ≤ q, αq1 = n(1 − q2/q) and λ > max{q2, 3},
then G∗λ,β is bounded from K˙
α,p
q (w1, w2) (K
α,p




In [22], Wilson also showed that for any 0 < β ≤ 1, the functions Sβ(f)(x)
and Gβ(f)(x) are pointwise comparable, with comparability constants depending
only on β and n. Thus, as a direct consequence of Theorems 1.1 and 1.2, we
obtain the following:
Corollary 1.5. Let 0 < β ≤ 1, 0 < p <∞, 1 < q <∞,w1 ∈ Aq1 and w2 ∈ Aq2 .
Then Gβ is bounded on K˙α,pq (w1, w2) (K
α,p
q (w1, w2)) provided that w1 and w2
satisfy either of the following
(i) w1 = w2, 1 ≤ q1 = q2 ≤ q and −nq1/q < αq1 < n(1− q2/q);
(ii) w1 6= w2, 1 ≤ q1 <∞, 1 ≤ q2 ≤ q and 0 < αq1 < n(1− q2/q).
Corollary 1.6. Let 0 < β ≤ 1, 0 < p ≤ 1, 1 < q <∞, w1 ∈ Aq1 and w2 ∈ Aq2 .
If 1 ≤ q1 < ∞, 1 ≤ q2 ≤ q and αq1 = n(1 − q2/q), then Gβ is bounded from
K˙α,pq (w1, w2) (K
α,p
q (w1, w2)) into WK˙
α,p




The classicalAp weight theory was first introduced by Muckenhoupt in the study
of weighted Lp boundedness of Hardy-Littlewood maximal functions in [12]. A
weight w is a nonnegative, locally integrable function on Rn, B = B(x0, rB)
denotes the ball with the center x0 and radius rB . For any ball B and λ > 0,
λB denotes the ball concentric with B whose radius is λ times as long. For a
given weight function w and a measurable set E, we also denote the Lebesgue
measure of E by |E| and set weighted measure w(E) =
∫
E w(x) dx. We say that
w is in the Muckenhoupt class Ap with 1 < p < ∞, if there exists a constant



















w(x) dx ≤ C · ess inf
x∈B
w(x) for every ball B ⊆ Rn, (2.2)
5
where C is a positive constant which is independent of the choice of B. The
smallest value of C such that the above inequalities hold is called the Ap charac-
teristic constant of w and denoted by [w]Ap . If there exist two constants r > 1















for every ball B ⊆ Rn, (2.3)
then we say that w satisfies the reverse Ho¨lder condition of order r and write
w ∈ RHr. It is well known that if w ∈ Ap with 1 ≤ p <∞, then w ∈ Aq for all
q > p. Moreover, if w ∈ Ap with 1 ≤ p < ∞, then there exists r > 1 such that
w ∈ RHr.
The following properties for Ap weights will be repeatedly used in this paper.
Lemma 2.1 ([3]). Let w ∈ Ap with p ≥ 1. Then, for any ball B, there exists
an absolute constant C > 0 such that
w(2B) ≤ C w(B). (2.4)
In general, for any λ > 1, we have
w(λB) ≤ C · λnpw(B), (2.5)
where C does not depend on B nor on λ.
Lemma 2.2 ([3, 4]). Let w ∈ Ap ∩ RHr, p ≥ 1 and r > 1. Then there exist















for any measurable subset E of a ball B.
Throughout this article, C always denotes a positive constant which is inde-
pendent of the main parameters involved, but may vary from line to line.
3 Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1. We only need to show the theorem for the homogeneous
case because the proof of the non-homogeneous result is similar and so is omitted
here. Let f ∈ K˙α,pq (w1, w2). Following [10], for any k ∈ Z, we decompose f(x)
as
f(x) = f(x)χ{2k−2<|x|≤2k+1}(x) + f(x)χ{|x|≤2k−2}(x) + f(x)χ{|x|>2k+1}(x)
= f1(x) + f2(x) + f3(x).
6













= I1 + I2 + I3.





























For any ϕ ∈ Cβ , 0 < β ≤ 1 and (y, t) ∈ Γ(x), we have∣∣(fχℓ) ∗ ϕt(y)∣∣ = ∣∣∣∣ ∫
2ℓ−1<|z|≤2ℓ
ϕt(y − z)f(z) dz
∣∣∣∣




For any x ∈ Ck, (y, t) ∈ Γ(x) and z ∈ {2ℓ−1 < |z| ≤ 2ℓ}∩B(y, t) with ℓ ≤ k− 2,
then by a direct computation, we can easily see that












































Denote the conjugate exponent of q > 1 by q′ = q/(q − 1). Applying Ho¨lder’s

















































































































Since Bk ⊇ Bℓ+2 when k ≥ ℓ + 2 and wi ∈ Aqi for i = 1, 2. Then by Lemma









































where the last inequality holds since αq1 < n(1− q2/q). On the other hand, for
















































Using the same arguments as above, we can also prove the following estimates











































































Summarizing the above estimates for the term I2, we obtain that for every






]αp/n∥∥fχℓ∥∥pLqw2 ≤ C∥∥f∥∥pK˙α,pq (w1,w2).
Let us now turn to estimate the last term I3. In this case, for any x ∈ Ck,
(y, t) ∈ Γ(x) and z ∈ {2ℓ−1 < |z| ≤ 2ℓ} ∩ B(y, t) with ℓ ≥ k + 2, it is easy to
check that



































This estimate together with (3.3) implies

















































Now we will consider the following two cases again. For the case of 0 < p ≤ 1, by











































Since wi ∈ Aqi , then there exist ri > 1 such that wi ∈ RHri for i = 1, 2. Thus








, for i = 1 and 2, (3.9)
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where in the last inequality we have used the fact that αδ1p/n+δ2p/q > 0 under
our assumption (i) or (ii). On the other hand, for the case of 1 < p < ∞, an




































By using the same arguments as for I3, we are able to prove that the following


































































]αp/n∥∥fχℓ∥∥pLqw2 ≤ C∥∥f∥∥pK˙α,pq (w1,w2).
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Summing up the above estimates for I1, I2 and I3, we complete the proof of
Theorem 1.1.
Proof of Theorem 1.2. Let f ∈ K˙α,pq (w1, w2). For any k ∈ Z, as in the proof of
Theorem 1.1, we will split f(x) into three parts
f(x) = f(x)χ{2k−2<|x|≤2k+1}(x) + f(x)χ{|x|≤2k−2}(x) + f(x)χ{|x|>2k+1}(x)
= f1(x) + f2(x) + f3(x).






















x ∈ Ck : |Sβ(fi)(x)| > λ/3
})p/q





Applying Chebyshev’s inequality, Theorem A and Lemma 2.1, we obtain















































By using Lemma 2.1, the inequality (3.4) and the fact that αq1 = n(1 − q2/q),
12



































Moreover, since 0 < p ≤ 1, then we have that for any x ∈ Ck,























I ′2 ≤ C
∥∥f∥∥p
K˙α,pq (w1,w2)
holds trivially. Now we suppose that
{
x ∈ Ck : |Sβ(f2)(x)| > λ/3
}
6= Ø. First
it is easy to verify that limk→∞ Ak = 0. Then for any fixed λ > 0, we are able
to find a maximal positive integer kλ such that




































, for i = 1 and 2.
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Therefore































In the present situation, since Bk ⊆ Bℓ−2 with ℓ ≥ k + 2, then it follows from































Furthermore, recall that 0 < p ≤ 1, then for any x ∈ Ck, we have















Repeating the arguments used for the term I ′2, we can also obtain








3, and then taking the supremum
over all λ > 0, we finish the proof of Theorem 1.2.
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4 Proofs of Theorems 1.3 and 1.4
In order to prove the main theorems of this section, let us first establish the
following results.
Proposition 4.1. Let 0 < β ≤ 1, q = 2 and w ∈ Aq2 with 1 ≤ q2 ≤ q. Then
for any j ∈ Z+, we have∥∥Sβ,2j(f)∥∥L2w ≤ C · 2jnq2/2∥∥Sβ(f)∥∥L2w .























































= C · 2jnq2
∥∥Sβ(f)∥∥2L2w .
Taking square-roots on both sides of the above inequality, we are done.
Proposition 4.2. Let 0 < β ≤ 1, 2 < q < ∞ and w ∈ Aq2 with 1 ≤ q2 ≤ q.
Then for any j ∈ Z+, we have∥∥Sβ,2j(f)∥∥Lqw ≤ C · 2jnq2/2∥∥Sβ(f)∥∥Lqw .
Proof. For any j ∈ Z+ and 0 < β ≤ 1, it is easy to see that∥∥Sβ,2j (f)∥∥2Lqw = ∥∥Sβ,2j (f)2∥∥Lq/2w . (4.1)






























































where the supremum is taken over all balls B which contain x. Then, by Lemma
2.1, we can get∫
|x−y|<2jt





















Substituting the above inequality (4.3) into (4.2) and then using Ho¨lder’s in-
equality together with the L
(q/2)′



















≤ C · 2jnq2
∥∥Sβ(f)2∥∥Lq/2w
= C · 2jnq2
∥∥Sβ(f)∥∥2Lqw .
This estimate together with (4.1) implies the desired result.
Proposition 4.3. Let 0 < β ≤ 1, 1 < q < 2 and w ∈ Aq2 with 1 ≤ q2 ≤ q.
Then for any j ∈ Z+, we have∥∥Sβ,2j (f)∥∥Lqw ≤ C · 2jnq2/q∥∥Sβ(f)∥∥Lqw .
Proof. We will adopt the same method given in [17]. For any j ∈ Z+, set
Ωλ =
{






















































The weighted weak type estimate of Mw yields
I ≤ C · 2jnq2
∫ ∞
0
qλq−1w(Ωλ) dλ ≤ C · 2
jnq2
∥∥Sβ(f)∥∥qLqw . (4.4)
To estimate II, we now claim that the following inequality holds.∫
Rn\Ω∗λ
Sβ,2j (f)(x)





Assuming the claim for the moment, then it follows from Chebyshev’s inequality


































Changing the order of integration yields















Combining the above estimate (4.6) with (4.4) and taking q-th root on both
sides, we are done. So it remains to prove the inequality (4.5). Set Γ2j (R
n\Ω∗λ) =⋃
x∈Rn\Ω∗λ




Γ(x). For each given (y, t) ∈ Γ2j (R
n\Ω∗λ),
by Lemma 2.1, we thus have
w
(
B(y, 2jt) ∩ (Rn\Ω∗λ)
)





It is not difficult to check that w
(
B(y, t) ∩ Ωλ
)
≤ w(B(y,t))2 and Γ2j (R
n\Ω∗λ) ⊆
Γ(Rn\Ωλ). In fact, for any (y, t) ∈ Γ2j (R
n\Ω∗λ), there exists a point x ∈ R
n\Ω∗λ
such that (y, t) ∈ Γ2j (x). Then we can deduce
w
(






















Note that x ∈ B(y, 2jt) ∩ (Rn\Ω∗λ). So we have
w
(
B(y, t) ∩ Ωλ
)



























B(y, t) ∩ (Rn\Ωλ)
)
,





≤ 2 · w
(
B(y, t) ∩ (Rn\Ωλ)
)
.
The above inequality implies in particular that there is a point z ∈ B(y, t) ∩
(Rn\Ωλ) 6= ∅. In this case, we have (y, t) ∈ Γ(z) with z ∈ Rn\Ωλ, which implies
Γ2j (R
n\Ω∗λ) ⊆ Γ(R
n\Ωλ). Thus we obtain
w
(
B(y, 2jt) ∩ (Rn\Ω∗λ)
)
≤ C · 2jnq2w
(













































which is exactly what we want. This completes the proof of Proposition 4.3.
We are now in a position to give the proofs of the main theorems.
















































Let f ∈ K˙α,pq (w1, w2). We decompose f(x) = f1(x)+f2(x)+f3(x) as in Theorem







= J1 + J2 + J3.
Note that λ > max{q2, 3} ≥ max{q2, 2q2/q} when q2 ≤ q. Since w2 ∈ Aq2 and
1 ≤ q2 ≤ q, then w2 ∈ Aq. Applying Propositions 4.1–4.3, Theorem A and the










































For any j ∈ Z+, x ∈ Ck, (y, t) ∈ Γ2j (x) and z ∈ {2
ℓ−1 < |z| ≤ 2ℓ}∩B(y, t) with
ℓ ≤ k − 2, then by a simple calculation, we can easily deduce


























































































































where the last inequality holds under our assumption λ > 3. On the other hand,
for any j ∈ Z+, x ∈ Ck, (y, t) ∈ Γ2j (x) and z ∈ {2
ℓ−1 < |z| ≤ 2ℓ} ∩B(y, t) with
ℓ ≥ k + 2, it is easy to verify that




Then it follows from the inequality (3.1) and Minkowski’s inequality that























































































where the last inequality also holds since λ > 3. Following along the same lines









Summing up the above estimates for J1, J2 and J3, we complete the proof of
Theorem 1.3.
Proof of Theorem 1.4. Let f ∈ K˙α,pq (w1, w2). We set f(x) = f1(x) + f2(x) +






















x ∈ Ck :
∣∣G∗λ,β(fi)(x)∣∣ > σ/3})p/q





Since λ > max{q2, 3} ≥ max{q2, 2q2/q} when q2 ≤ q. Applying Chebyshev’s
inequality, Lemma 2.1 and (4.8), we obtain


























For the term J ′2, when x ∈ Ck, then it follows from (4.7), (4.9), (3.3) and the
21










































For the last term J ′3, when x ∈ Ck, by using (4.7), (4.10), (3.3) and the fact







































The rest of the proof is exactly the same as that of Theorem 1.2, and we finally
obtain












3, and then taking the supremum
over all σ > 0, we conclude the proof of Theorem 1.4.
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