A partiallyordered multiset or pomset is a generalizationof a string in which the total order has been relaxed to a partial order. Strings are often used as a model for sequential computation; pomsets are a natural model for parallel and distributed computation. By viewing pomsets as a generalization of strings, the question is raised whether concepts from language theory can be generalized to pomsets. An important area in the theory of languages is parsing theory. This paper develops the fundamentals of a parsing theory for pomsets, called PLR parsing. It is based on the LR-parsing technique, which is the most powerful deterministic parsing technique in language theory. The basic algorithm in the class of PLR parsing algorithms, the PLR0 algorithm is explained in detail.
Introduction
Gischer introduces partially ordered multisets or pomsets as follows 5 
:
Pomsets have been introduced as a model of concurrency. Since a pomset is a string in which the total order has been relaxed to be a partial order, in this paper we view them as a generalization of strings, ..." The motivation for writing this paper could not have been formulated in a better way. As explained below, the research presented here originated from a problem in analyzing parallel and distributed programs. However, the presentation in this paper is mostly in a language-theoretical context. The reason being that we believe that one should rst develop a correct theory, before trying to use it in actual applications. Thus, theoretical issues are separated from details that are only important in the context of some application.
The theory of strings and their languages has been investigated in great detail see Ref. 11 among others. An important area of research has been the identi cation of meaningful classes of languages, such as regular and context free languages, ways to describe these classes of languages, such as regular expressions and grammars, and recognizers for these languages, such as automata and parsers. This paper generalizes some of these concepts from language theory to pomsets.
The main objective of this paper is to develop a parsing technique for pomsets. First, some basic de nitions from pomset theory are summarized. The notion of pomset languages is introduced. Concatenation, choice, and Kleene star known from language theory are generalized to pomsets, and two concurrency operators are de ned. These operators are used to extend regular expressions to so-called concurrent regular expressions. Concurrent regular expressions determine an important class of pomset languages called the regular pomset languages. Second, the notion of context-free grammars is generalized to context-free p omset grammars, or CFPGs. CFPGs determine another class of pomset languages, the context-free pomset languages. The generality of CFPGs, however, prohibits a straightforward adaptation of existing parsing techniques. Hence, the notion of simple CFPGs, or SCFPGs, is introduced. The class of languages generated by SCFPGs is strictly smaller than the class of context-free pomset languages, but strictly larger than the regular pomset languages. The format of the production rules of an SCFPG is such that it is relatively straightforward to generalize LR parsing to pomset LR parsing, or PLR parsing. The main part of this paper consists of describing the PLR parsing technique and formalizing the most basic algorithm in the class of PLR-parsing algorithms, namely the PLR0 algorithm.
The motivation for the research presented in this paper comes from the area of analyzing and debugging distributed and parallel programs. A lot of research e ort in this area is put into the analysis of causal relationships between events in distributed computations. Researchers in this area generally adopt the partial-order model of parallel and distributed computations introduced by Lamport. 10 A t ypical question asked when analyzing the causality structure of a computation is whether some causal pattern, often called a behavioral pattern, occurs in the computation. Such behavioral patterns can be accurately described by pomsets. So algorithms for recognizing pomsets can be used to recognize occurrences of behavioral patterns in a distributed computation.
The automata-theoretic approach to recognizing behavioral patterns has already been investigated in some detail. 7 Unfortunately, the resulting formalism is fairly complex and su ers from some serious drawbacks see Ref. 2, Section 4.0 for more details. Surprisingly, parsing techniques have not yet been investigated. Hence, this paper introduces a parsing technique for pomsets. This technique is not meant to be a ready-made solution to the problem of detecting behavioral patterns in distributed computations. It is an extension to and a generalization of language theory. It remains for future work to apply this technique to the analysis of distributed programs. Some of the issues that still need to be addressed can be found in Ref. 2 , Section 4.5 . In the remainder, some small examples are given to illustrate the use of the concepts of this paper in analyzing causality in distributed computations. For the interested reader, a paper by S c hwarz and Mattern 14 contains a good survey of recent results on this topic.
This section ends with a brief overview of the literature on pomsets. A formal de nition of pomsets and pomset languages appears as early as the work of Winkowski 15;16 and Grabowski. 6 Both authors introduce pomsets as an algebraic characterization of non-sequential processes. Their main interest is the relationship between pomset languages and Petri nets. The notion of pomsets was introduced independently by Pratt. 12 Pratt is mainly interested in the axiomatizability and decidability of the equational theory of pomsets. Gischer addresses the issue of the axiomatizability of pomset languages and string languages extended with an interleaving, or shu e, operator. 4;5 Finally, Pratt investigates the use of pomsets and pomset languages as a formalism for specifying parallel and distributed systems. 13 The remainder of this paper is organized as follows. Section 2 gives a de nition of pomsets, pomset languages, concurrent regular expressions, CFPGs, and SCFPGs. Section 3 gives an informal description of the PLR-parsing process. In Section 4, the basic algorithm in the class of PLR-parsing algorithms, the PLR0 algorithm, is formalized. Section 5 summarizes the results and discusses some open problems and directions for future work. Finally, Appendix A presents a correctness argument for the PLR0 algorithm.
Pomset-Language Theory
This section gives an introduction to the fundamentals of pomsets and their languages. The theory is developed analogously to the theory of string languages. Section 2.1 gives a de nition of pomsets, pomset languages, and the class of regular pomset languages. Most of this subsection is based on work of Gischer 4;5 and Pratt.
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Section 2.2 de nes the notions of context-free pomset grammars and context-free pomset languages.
An initial remark is in order. The theory of pomset languages is still in an early stage of its development. This means that the terminology is not yet well established. The terminology used in this paper might di er from what other authors use. However, an attempt is made to develop a consistent and intuitively clear terminology.
Regular Pomset Languages
De nition 2.1. lpo and pomset A 4-tuple V;; ; is a labeled partial order, or lpo, if and only if V; is a partial order and , the labeling function, is a mapping from the vertex set V to alphabet .
Two labeled partial orders M 0 = V 0 ; ; 0 ; 0 and M 1 = V 1 ; ; 1 ; 1 are said to be isomorphic if and only if there is a bijective function : V 0 ,! V 1 that preserves ordering and labeling. That is, for any u; v 2 V 0 , u 0 v , :u 1 :v and 1 : :u = 0 :u. A partially ordered multiset or pomset is the isomorphism class of some labeled partial order. Square brackets are used to denote pomsets.
For example, V 0 ; ; 0 ; 0 is the pomset corresponding to M 0 .
The set of all nite pomsets over alphabet is denoted z. This corresponds to the notation used by Pratt. 13 In his work z is a closure operator similar to the Kleene star in language theory. The vertex set of some labeled partial order or pomset M, is denoted V M unless it is explicitly de ned otherwise. The same naming convention is used for the alphabet, the ordering relation, and the labeling function. The notation " is used to denote the special pomset ; ; ; , for any alphabet . Note that this corresponds to the notation traditionally used for the empty string.
The notation u A is used to denote the unit pomset fxg; ; fx; xg;fx;Ag , for any A in some .
De nition 2.2. Pomset language A pomset language over is a set of pomsets over . Note that, since every string is also a pomset, every string language is also a pomset language.
In order to construct new pomsets from other pomsets and, subsequently, new pomset languages from other pomset languages, the following two operators on pomsets are introduced. The rst one is sequential composition. This is a generalization of concatenation on strings. Two pomsets are joined such that every vertex of the rst one precedes every vertex of the second. The second operator is concurrent composition. Two pomsets are joined without adding any order constraints. An example of these two operators is shown in Figure 1 If no misunderstanding is possible, sequential composition is not explicitly written. The two operators de ned above yield an important class of pomsets, called series-parallel pomsets. Gischer 5 de nes this class as the smallest set of pomsets that contains the empty pomset " and all unit pomsets, and is closed under the two composition operators.
The two composition operators de ned on pomsets can easily be translated to equivalent operators on pomset languages. The same symbols are used as for pomsets. In addition, three new operators on pomset languages are introduced. Choice is de ned as the union of two languages. Two closure operators are de ned, one for sequential composition and one for concurrent composition.
De nition 2.4. Composition, choice, and closure of pomset languages Let L; L 0 , and L 1 be pomset languages over alphabet . Sequential composition
LL; LLL; :::g; concurrent closure Ly = f"; L; L&L; L&L&L; :::g.
In the following, the unary operators have the strongest binding, followed by ; , & , and +.
The set of operators on pomset languages de ned so far is su cient to generalize the notion of regular expressions to concurrent regular expressions.
De nition 2.5. Concurrent regular expressions The syntax of concurrent regular expressions over an alphabet is de ned as follows:
::= j A j ; j & j + j j y , where A is some label in . As in language theory, where each regular expression de nes a unique language, every concurrent regular expression de nes a unique pomset language. The mapping from concurrent regular expressions to pomset languages is straightforward and, therefore, omitted. The class of pomset languages de ned by concurrent regular expressions is called the class of regular pomset languages. This class is a strict superset of the class of regular string languages. Note that by de nition, a regular pomset language only contains series-parallel pomsets. The consequences for the expressive p o wer of concurrent regular expressions can be best explained by means of the following pomset, which w as rst de ned by Grabowski 6 and Gischer. Example 2.7. This section ends with a very simple application of the concepts developed in this section to the analysis of a distributed computation. Consider the following computation which shows a simple remote procedure call RPC. The computation consists of two processes P 0 and P 1 , and seven events, uniquely identi ed by the natural numbers zero to six. Events are instantiations of actions. Event 0, for example, is an instantiation of action Call denoting a procedure call to remote process P 1 . The other actions have the following meaning: C denotes a local computation; RCall stands for receive call; Ret means return call and, nally, RRet is an abbreviation for receive return. It is not di cult to see that the above pattern of a remote procedure call can be described by the concurrent regular expression: Call&C; RCall; C; Ret; RRet&C. Note that, despite the asynchronous communication, the computation is N-free.
In this example, the concurrent regular expression describes the entire computation. However, in general, we w ant to use concurrent regular expressions as a speci cation language for certain interesting behavioral patterns that may o r m a y not occur in a computation. An occurrence of such a patterns simply is a subpomsets of the entire computation.
Context-Free Pomset Languages
In this subsection, some relevant de nitions concerning context-free grammars are generalized to pomsets. First, the notion of vertex substitution on pomsets is de ned. Vertex substitution is necessary to generalize the concept of a derivation to pomset grammars.
De nition 2.8. Vertex substitution on pomsets substitution generalizes the process of replacing a non-terminal by a string according to a production rule in a derivation based on a string grammar. The following de nition de nes context-free pomset grammars.
De nition 2.9. Context-free pomset grammar, CFPG A context-free pomset grammar is a 4-tuple G = N; T ; R; S, where N is a nite, non-empty set of non-terminals, T is a nite, non-empty set of terminals such that N and T are disjoint, S 2 N is the start symbol, and R N V z , where V denotes the union of N and T , is the set of production rules.
The di erence between CFPGs and CFGs is that a production rule of a CFPG produces pomsets and a production rule of a CFG produces strings. Since a string is also a pomset, CFPGs are a true generalization of CFGs. A production rule = M 1 g. The pomset language generated by grammar G, denoted L:G, is de ned as the pomset language generated by the unit pomset labeled with the start symbol S, i.e., L:G = L:u S .
The class of pomset languages generated by CFPGs is called the class of context-free pomset languages. It is strictly larger than the class of regular pomset languages. This result follows from two theorems at the end of this section, where a third class of pomset languages is de ned that is strictly larger than the regular pomset languages, but strictly smaller than the context-free pomset languages.
For a pomset M in the pomset language de ned by some CFPG, a sequence of steps resulting in M is called a derivation for M.
Example 2.12. Consider the CFPG G e as de ned in Example 2.10. It is easy to verify that G e generates the pomset language fAB&Ag. A possible derivation for the pomset AB&A is as follows. On the right, the derivation is shown graphically. In general, there are many possible derivations for a pomset. In the derivation given above, for example, the last three steps can be done in any order. This means that there are six possible derivations for the pomset AB&A. However, these derivations are not essentially di erent. Derivations for the same pomset that are not essentially di erent can be depicted in a so-called pomset derivation tree or pomset parse tree. P omset parse trees are the generalization of parse trees in the theory of string languages. A derivation is leftmost rightmost if and only if in each step a vertex labeled with a non-terminal is substituted such that all predecessors successors of this vertex are labeled with terminals. This is the natural generalization of leftmost and rightmost derivations known from CFGs. Obviously, for context-free pomset grammars, there exist leftmost and rightmost derivations for every pomset generated by some pomset grammar. The derivation in Example 2.12 is a rightmost derivation. Leftmost and rightmost derivations in the theory of string languages are the basis for two w ellknown parsing techniques called LL parsing and LR parsing respectively. F or any string in a language generated by an unambiguous CFG, there always exists a unique leftmost and a unique rightmost derivation. LL-parsing algorithms try to reconstruct the leftmost derivation. LR-parsing algorithms try to reconstruct the rightmost derivation. Due to the concurrency introduced in CFPGs, a leftmost or rightmost derivation for some pomset is not necessarily unique. Steps two and three of the derivation given in Example 2.12 can be reversed without violating the rightmost property. I n terchanging the last two steps yields another rightmost derivation. So far, it has been straightforward to generalize several well-known concepts from language theory to pomset theory. H o wever, since the production rules of CFPGs are allowed to have arbitrary pomsets as their right-hand side, it is di cult to adapt existing parsing algorithms for CFPGs. Therefore, the class of CFPGs is restricted to the subclass of simple CFPGs. The right-hand side of a production rule of an SCFPG consists of two concurrent strings. Since the right-hand side of a production rule of a context-free string grammar consists of a single string, it is possible to adapt existing parsing algorithms. Proof. First, it is shown that every regular pomset language is generated by some SCFPG. The proof is by induction on the structure of concurrent regular expressions. Let be an arbitrary alphabet; let and be two regular pomset languages over generated by SCFPGs G 0 = N 0 ; ; R 0 ; S 0 and G 1 = N 1 ; ; R 1 ; S 1 respec-tively. Without loss of generality, i t m a y be assumed that N 0 and N 1 are disjoint. Let S be a new non-terminal. The empty language: The SCFPG fSg; ; ; S clearly generates the language .
Single label languages: F or any A in , the regular pomset language A is generated by the SCFPG fSg; fAg; fS ! Ag; S.
Sequential composition: P omset language is generated by the SCFPG N 0 N 1 f S g ; ; R 0 R 1 f S ! S 0 S 1 g; S.
Concurrent composition: P omset language & is generated by the SCFPG N 0 N 1 f S g ; ; R 0 R 1 f S ! S 0 & S 1 g; S.
Choice: P omset language + is generated by the SCFPG N 0 N 1 f S g ; ; R 0 R 1 f S ! S 0 ; S ! S 1 g; S.
Sequential closure: P omset language is generated by the SCFPG N 0 f S g ; ; R 0 f S ! ";S ! S 0 Sg; S. Concurrent closure: P omset language y is generated by the SCFPG N 0 f S g ; ; R 0 f S ! ";S ! S 0 & Sg; S.
Second, it must be shown that there are simple context-free pomset languages that are not regular. It is not hard to see that each non-regular string language that is generated by some context-free string grammar, which is an SCFPG, is a simple context-free but non-regular pomset language. Proof. First, assume a context-free pomset language is simple. This implies that it is generated by some SCFPG. It follows immediately from the format of the production rules of an SCFPG that the pomset language only contains series-parallel pomsets. Hence, it follows from Theorem 2.6 that all the pomsets in the language are N-free.
Second, assume that G is a CFPG that generates a pomset language which has only N-free elements. Consequently, w e m a y assume that the right-hand sides of all production rules are N-free. An N can appear in the right-hand side of a production rule, only if the production rule is never used in a derivation leading to an accepted pomset or if one of its four vertices is labeled with a non-terminal generating only the empty pomset. In both cases, it is straightforward to change the production rules of G such that they become N-free. As a result of Theorem 2.6, this means that all right-hand sides of the production rules are series-parallel. Therefore, it is possible to transform G into an SCFPG that generates the same pomset language as follows. A production rule R of G may b e o f a n y of four forms. If R is of the form T ! " or T ! u A , for some terminal or non-terminal A, then R already has the format of a production rule of an SCFPG. Example 2.18. Consider again Example 2.7. The regular pomset language containing the pattern of a remote procedure call can easily be described by an SCFPG. Such an SCFPG can be constructed from the concurrent regular expression in Example 2.7 by following the construction in the proof of Theorem 2.16. This construction is useful for the automatic recognition of occurrences of behavioral patterns specied by concurrent regular expressions. However, it yields in general unnecessarily complex grammars. Therefore, we do not follow this construction in this example. It is not di cult to see that the following SCFPG generates the pattern of an RPC: fS; T ; U ; V g; fC;Call; RCall; Ret; RRetg; R; S, where R = fS ! T; U; V ; T ! Call & C;U! RCall; C; Ret; V! RRet & Cg.
3. An Introduction to PLR Parsing
In the area of compiler design, many parsing algorithms have been developed. Well-known algorithms are those based on the LL-and LR-parsing techniques. 1;3 LR parsers are the most powerful and most general class of deterministic parsing algorithms. Therefore, it seems worthwhile investigating whether this technique can be generalized to simple context-free pomset languages.
LR parsing was rst introduced by K n uth in 1965. 9 The name is derived from the fact that LR parsers scan the input from left to right and in doing so, try to reconstruct a rightmost derivation in reversed order. This section gives an introduction to PLR parsing. It shows that the basic operation is similar to the working of LR algorithms. In the next subsection, a suitable format of the input to PLRparsing algorithms is discussed. In Section 3.2, the PLR-parsing process is described informally. In Section 4, this process is formalized.
The Input Format
Essentially, a pomset is a partial order plus a labeling function. A partial order can be represented by a set of pairs, consisting of a vertex and its immediate predecessors. Therefore, a pomset can be represented by a set of triples consisting of a vertex, its label, and its immediate predecessors. An example is given in Figure 4 . A pomset represented by a list of triples can be read easily by parsing algorithms. However, two more conditions must be satis ed. First, it must be guaranteed that before reading a triple, the algorithm has already read all the vertices in the set of predecessors. Second, the algorithm must be able to detect the end of the input.
To Note that this de nition is the same as for ordinary grammars. Obviously, some pomset M is an element of the pomset language generated by G if and only if the pomset M is an element of the pomset language generated by the augmented pomset grammar G 0 . An augmented grammar has the advantage that there is a unique production rule with the start symbol as the left-hand side.
In order to improve understanding of the operation of PLR algorithms, it is useful to make a comparison with LR-parsing algorithms. LR-parsing 
A PLR algorithm is also a bottom-up parser. It also tries to reconstruct a rightmost derivation. During the process a pomset parse tree is constructed starting from the leaves. Again, only if the tree can be constructed all the way u p t o t h e root, is an input recognized successfully.
LR parsers are members of the family of Shift-Reduce parsers. Shift-Reduce parsers essentially work as follows. A stack contains terminal and non-terminal symbols that have already been parsed. Input symbols are read and shifted onto the stack u n til the right-hand side of some production rule is matched. Then, the parser executes a reduce action. The symbols that match the right-hand side are removed from the stack and the left-hand side of the production rule, which is the parent node in the parse tree, is pushed on top of the stack so that it can be used for future reduce actions. Every reduce action corresponds to a step in a rightmost derivation for the input. If the input is read completely and the stack contains only the start symbol, then the input is recognized successfully. This essentially describes the operation of any Shift-Reduce parser. The details vary for every member of the Shift-Reduce family. The stack usually contains some encoding of the symbols already parsed instead of the symbols themselves. Furthermore, every Shift-Reduce parser has a di erent w ay of determining what the next parse action should be.
The PLR0-parsing algorithm introduced in the next section is also a ShiftReduce parser. The following example is a visualization of the PLR-parsing process. Note that the derivation above is one of three di erent rightmost derivations for the pomset AB&A. Every rightmost derivation corresponds to exactly one of the three inputs given in Example 3.3. A PLR-parsing algorithm for G e that gets the second input reconstructs the derivation above in reversed order as follows. It is easy to see that the particular linearization of the input pomset determines which rightmost derivation is reconstructed. The steps in the derivation below are numbered for future reference. Note that a is used to denote the singleton fag. The meaning of the input triples in this derivation is clear. The triples with a nonterminal as the second element can be interpreted as follows. The non-terminal is an identi er of a pomset whose immediate predecessors are de ned by the rst element of the triple and whose set of maximal vertices is the third element of the triple. If a set of triples represents a pomset that matches the right-hand side of a production rule, this set can be replaced by a single triple. Since the input is an unambiguous representation of the pomset AB&A and the derivation is rightmost, the process outlined above is unique. The actual parsing process is depicted in Figure 5 .
The process consists of nine steps, numbered 0 to 8. They should be read from bottom to top. The state of the parsing process before and after every step is described by the contents of the stack and the remainder of the input. The pictures in the middle represent the stack contents. The sequences on the right are the remainder of the input. Every time an input is read, it is shifted onto the stack. That is, it is added to the gure in the middle. If the right-hand side of a production rule is matched, a reduce action is executed. The matching symbols are removed from the picture and replaced by a triple with the left-hand side of the production rule as its second element and its rst and third element as described above. This depicts a reduce action. Every reduce action corresponds to a step in the derivation above. The corresponding number is added in the leftmost column. If the whole gure is compressed in the vertical direction, it strongly resembles the pomset parse tree above. This example concludes the introduction to the PLR-parsing process. In the next section, the PLR0 algorithm is introduced that essentially operates as explained above.
; S e ; fa 1 LR0 is the simplest form of LR parsing. It does not use lookahead symbols. It is the basis for all the other LR-parsing algorithms. Therefore, in this section, LR0 parsing is generalized to PLR0 parsing which is the simplest form of PLR parsing. In Section 4.1, the process described in the previous section is formalized for simple context-free pomset languages and in case no lookahead symbols are used. In Ref. 2, Appendix B , it is shown that the PLR0 algorithm correctly decides whether an input belongs to some simple context-free pomset language. An outline of this proof is given in Appendix A. Section 4.2 investigates some grammar constructs for which the PLR0 algorithm cannot always make a decision. As may be expected from results on LR0 parsing, there are many such constructs. Therefore, it must be studied how to incorporate lookahead information into the theory of PLR parsing. In Section 4.2, we brie y return to this point. : 2 item sequences of sets of items; ! : input sequence of input triples: Subscripts are used if the notation introduced above does not su ce. Note that lowercase characters are used to denote vertices, uppercase characters are used to denote sets, terminals, and non-terminals, and Greek characters to denote strings or sequences. Another simpli cation that is used to improve readability is that a singleton is denoted by its single element. Finally, an item W; T ; 0 ; X ; 1 ; 0 ; Y ; 1 If an item is of the format W T ! W & W , it is said to predict the production rule T ! & . The set W speci es the set of immediate predecessors for the non-terminal T. The item expresses that, in order to recognize T with W as its immediate predecessors, it is necessary to recognize both and with immediate predecessors W.
PLR0 Parsing
Shift-Reduce parsers, and therefore also the PLR0 algorithm, maintain a stack to store an encoding of the state of the parse. The stack of the PLR0-parsing algorithm contains sets of items. By construction, the top of the stack contains a set from which all items can be derived that may be applicable at a given point in the parse. For example, initially, the goal is to recognize the start symbol S 0 . This means that besides the item S 0 ! S also all items that predict a production rule with left-hand side S may be applicable. The following function is helpful in describing the state of a parse.
De nition 4.2. PLR0 closure For any set of items I, the closure of I, denoted by I, is the smallest set of items that satis es the following three conditions:
Using this de nition, it is su cient that the top of the stack contains a set of items such that the closure of this set is the current state of the parse. Initially, the top of the stack o f a PLR0 algorithm contains the singleton f S 0 ! S g. The initial state is the set of items f S 0 ! S g. Example 4.3. The initial state of the PLR0 algorithm for the SCFPG G e is the set of items fI e ; S e ! T U& T ; T ! Ag, where I e is the initial item S 0 e ! S e . The stack contains the singleton fI e g.
As explained, the PLR0 algorithm does not use lookahead symbols to determine the next parse action; it only uses the top of the stack. If the state of a parse contains an item recognizing a production, the parser executes a reduce action. If the set of items contains items whose next symbol to match is a terminal, then the next action is a shift action. The action function de nes a set of possible actions based on only the current state of the parse. A reduce action is de ned by the completed item that recognizes a production. algorithm is a shift. If at any point during the parse the set of possible actions is empty, an error has occurred; the input is not an element of the pomset language generated by the SCFPG. If at any point during the parse there is more than one possible action, the parser cannot decide what to do next. If more than one item recognizes a production, it is said that a reduce-reduce con ict has occurred. If both a shift and a reduce are possible actions, a shift-reduce con ict has occurred. A pomset grammar is PLR0 for an input pomset if and only if at any point during the parse the next action is de ned uniquely. The pomset grammar is PLR0 if and only if it is PLR0 for any input.
De nition 4.4. PLR0-action function
The next step in the formalization of the PLR0-parsing process is to de ne the so-called PLR0-goto relation, or simply goto relation, that determines the next state of the parse. This state is uniquely determined by the current state, which is a set of items, and a triple of type label, which is de ned as 2 VM V 0 2 V 0 closure of`is denoted` . The relation`de nes the next con guration of the parsing process for the two cases of shift and reduce actions. In case of a reduce, the number of sets that must be removed from the stack is determined by the numb e r o f s y m bols in the righthand side of the recognized production. This is not surprising, since every matched symbol causes a change of the parse state which translates to a set of items on the stack.
Only one issue remains. When is an input accepted by the PLR0 algorithm? That is, what is the pomset language recognized by the PLR0 algorithm? An input sequence is accepted by the algorithm if and only if, after reading all the input, the production S 0 ! S is recognized and thus the initial goal is ful lled.
The pomset language recognized by the PLR0 algorithm contains all the inputs accepted. This can be easily formalized using the de nition above. Let I 0 be the initial item S 0 ! S. Recall that M is a pomset represented by w and that w 0 = wMaxv:M; ; . Usually, LR-parsing algorithms are implemented using a simple driver and two tables, namely an action table and a goto table. Such a design is chosen because if the grammar is changed, only these two tables need to be recalculated. However, an implementation with tables requires that the action function and goto relation can be calculated given only the grammar. Obviously, this is not possible for the PLR0-action function and -goto relation. Knowledge of the input is required. Therefore, it is necessary to calculate the action function and goto relation on the y. This is exactly what the procedures above do.
A nal remark about the algorithm is in order. It follows from the construction of the algorithm that it behaves like an ordinary LR0 algorithm if the pomset language produced by the pomset grammar G actually is a string language. It is a true generalization of the LR0-parsing technique.
Example 4.15. Let us return one last time to our RPC example. We h a ve already seen that behavioral patterns can be speci ed by means of concurrent regular expressions. Following the construction of Theorem 2.16, a concurrent regular ex-pression can be transformed into an SCFPG which can be used by the PLR0 algorithm presented in this section. In this example, assume that we w ant t o k n o w whether the computation of Example 2.7 satis es the pattern of an RPC. We augment the SCFPG given in Example 2.18, yielding the following result: fS 0 ; S; T ; U ; V g; fC;Call; RCall; Ret; RRet; g; R 0 ; S 0 , where R 0 = f S 0 ! S ; ; S ! T; U; V ; T! Call & C;U! RCall; C; Ret; V ! RRet & Cg:
If the language generated by the pomset grammar is a string language, the PLR0 algorithm behaves like a n LR0 algorithm. Therefore, grammar constructs that are not LR0 for string grammars are also not PLR0 for pomset grammars. Example 4.16. Consider the SCFPG G = fSg; fA; Bg; fS ! A; S ! ABg; S.
Note that this SCFPG is also a CFG. It is easy to verify that this grammar generates the string language A + AB. I t i s w ell known that the non-determinism introduced by the +-operator causes the grammar to be non-LR0. Therefore, it is non-PLR0 as well. After recognizing a terminal A, the algorithm cannot decide whether it has successfully recognized the input or whether it still has to match the B. A shiftreduce con ict occurs. The only solution to this problem is to read the next input before making a decision.
Another SCFPG that is non-PLR0 is the pomset grammar G = fSg; fAg; fS ! "; S ! ASg; S. It generates the string language A . Obviously, a shiftreduce con ict occurs in the initial state of the parse. Again, the solution is to read the next input before making the decision. The previous example shows two constructs known from LR0 parsing that are not PLR0. However, there is also a construct inherent to pomset grammars that is not PLR0. The examples given in this subsection show that many pomset-grammar constructs are not PLR0. As for LR parsing, introducing lookahead information in the theory might solve the problems. However, due to the concurrency inherent to pomsets, there are several ways to include lookahead information in PLR parsing. One possibility is to include lookahead information per item; another possibility is to add lookahead information to each of the strings in the right-hand side of an item. The rst possibility is studied in Ref. 2, Section 4.4 . An algorithm using a single lookahead symbol is proposed. It is a very straightforward combination of PLR0 and LR1 parsing. However, it should be noted that correctness of the algorithm remains to be shown. The algorithm solves some of the problems identi ed in this subsection. It can handle the two languages given in Example 4.16. However, language Ay of Example 4.17 still cannot be recognized successfully. Another pomset language that cannot be recognized successfully is the language A&A . These two examples show that the addition of a single lookahead symbol to items as a whole does not really help for pomset languages exhibiting concurrency between multiple instances of the same terminal. This is an unfortunate conclusion because the main motivation to develop PLR parsing is the possibility to recognize pomsets instead of ordinary strings. For the language Ay, adding lookahead information to each of the strings in the right-hand sides of items might be a solution; for A&A , only adding at least one more lookahead symbol seems to help. A disadvantage of adding lookahead information to each string in the right-hand side of an item is that it is only feasible for SCFPGs. It complicates the generalization of PLR parsing to general CFPGs. In order to generate pomset languages with pomsets containing an N, the pomset N must be allowed in the right-hand side of production rules. For such production rules, the only possibility seems to be to add lookahead information to items as a whole. Summarizing, including lookahead information in PLR-parsing theory remains an interesting challenge.
Conclusions and Open Problems
This paper introduces a parsing technique for partially ordered multisets, called PLR parsing. The basic algorithm in the class of PLR-parsing algorithms, namely the PLR0 algorithm, is explained in detail. The PLR-parsing technique is a natural generalization of the well-known LR-parsing technique.
There are several open problems and directions for future work. Applications of the theory should be investigated. In particular, it should be investigated how the technique can be applied to the area which motivated its development: the area of analyzing causal relationships in parallel and distributed computations. Several unsolved problems remain in this area. One interesting issue is that recognizing causal patterns in a computation means recognizing subpomsets instead of pomsets. This raises questions about the theoretical problems that need to be solved to recognize subpomsets instead of pomsets. Performance might also be an issue. A useful algorithm must be able to detect multiple subpomsets or occurrences of the same subpomset in a single input stream.
An important open problem is the inclusion of lookahead information into the theory. Due to the concurrency inherent to pomsets, there appear to be several ways to include lookahead information. One could maintain lookahead information for each string in the right-hand side of an item. Or one could maintain lookahead information for entire items at once. It is not yet clear what is the proper way.
There is another issue that deserves to be studied. The parsing algorithm presented in this paper can only handle simple context-free pomset languages. This class of pomset languages is a strict subclass of the context-free pomset languages. It is an interesting question how to extend the basic parsing technique presented in this paper to arbitrary context-free pomset languages. This seems possible when production rules of an SCFPG are allowed to have the pomset N as their right-hand side. The de nitions of items, the action function, and the goto relation have t o b e adapted appropriately, a s w ell as the proof of Theorem 4.10. The main reason for not already doing so in this paper is that it would have unnecessarily complicated the resulting theory. Also, it is not clear how the addition of lookahead information and the generalization to production rules allowing the pomset N can be combined in the best way. Generalizing the theory to arbitrary context-free pomset languages would have distracted from the main purpose of this paper, namely developing an elementary, easy to understand, and extendible parsing technique for partially ordered multisets.
Appendix A: Correctness of PLR0 Parsing This section gives an outline of a correctness proof of the PLR0 algorithm. It shows that a pomset for which a given SCFPG is PLR0 is accepted by the PLR0 algorithm if and only if it is an element of the pomset language generated by the SCFPG. Important i n termediate results in the proof are given; their proofs are omitted. For the details of these proofs see Ref. 2, Appendix B .
Let G be an SCFPG. Furthermore, let M be the input pomset represented by the sequence w 0 = wMaxv:M; ; . The same notational conventions are used as in Section 4. We can now formulate the proof requirements as follows. First, we must show that M 2 L PLR0 :G M 2 L :G. Second, given G is PLR0, it must be shown that M 2 L :G M 2 L PLR0 :G.
In the rst and most di cult part of the proof, we construct a derivation from a successful parse by extracting the arguments of the goto relation causing the state changes in the parse. These arguments are triples of type label and form a derivation in reversed order as shown in Example 3.5. In the second part of the proof, we construct a parse from a derivation by means of an inductive argument.
The proof often uses derivations in terms of triples of type label as shown in Example 3.5 instead of derivations as de ned in De nition 2.11. However, it should be clear that both representations of a derivation are interchangeable.
Two sets of items occur often in the entire proof and are hence abbreviated. In the remainder, it is assumed that i ranges over 0::n and j over 0::m i unless explicitly stated otherwise. We m ust show that the steps 0 ; ! 0 `: : : n ; ! n de ne a derivation for pomset M.
The following property is a basic result which can be proven by induction. The rst part states that every sequence i starts with the singleton containing the initial item and that this item does not occur anywhere else in the sequence. The second part says that each state change in any i is caused by a triple of type label. The function`maps sets of items to triples of type label or " as follows:
:I i j = ", for j = 0 ; X i j ; V i j ; Y i j , otherwise: Function`is easily generalized to sequences of sets of items as follows:
:" = ";`:I i j =:`:I i j : Before we can actually construct a derivation, one more result is needed. It shows the correctness of a reduce action. shows that a reduce action is well-de ned. If the next parse action is a reduce, the stack contains at least k + 1 sets of items, where k is de ned as in the premise of the property. It also shows that after removing k sets the next state of the parse is well-de ned and has the expected label. Note that Property A.5i validates the second simpli cation of the PLR0 algorithm mentioned in Section 4.1. Property A.5 can be used to prove the following result, which is the basis for the construction of a derivation for pomset M. Property A.6. i For some i, where 0 i n , i ; ! ! i+1 ` i+1 ; ! i+1 `: i+1 =`: i !:
ii For any k;l, where 0 k l n, k ; ! ! l ` l ; ! l `: l =`: k !.
Property A.6i shows that a single parse step corresponds to zero or more steps in a reversed derivation. It can be shown that a shift action does not generate any derivation steps and that a reduce action corresponds to exactly one rightmost step in a derivation. Property A.6ii generalizes i to an arbitrary number of parse steps. At this point, it is not very di cult anymore to show that pomset M is generated by G. Since 
