Delay due to capacitive coupling of interconnects has become. an important reliability issue in the design of nanometer circuits. In this paper we present a probabilistic approach towards analyzing the impact of capacitive coupling noise on signal delay. The variation in the delay is due to the variation in the relative arrival times of the aggressors and the victim. We derive expressions for the moments of the victim voltage in the presence of noise. From these we compute estimates of the earliest and latest possible arrival times of the victim. We compare the analytical results with Monte Carlo simulations using SPICE. Even though the analytical calculations are 200 times faster than the Monte Carlo simulations, the differences in the estimates of the mean and standard deviation of the arrival time is no more than 2.8%. In addition, the width of the timing internals using the proposed approach is reduced by as much as 48% with a confidence level of 0.984. That is 98.4% of the Monte Carlo simulations result in an arrival time that falls within the derived interval which is 48% shorter.
Introduction
The reduction in spacing between interconnects in nanometer scale circuits has caused the cross coupling capacitance to become the dominant component of the total interconnect capacitance 120, 221. Similar trends are also seen with inductive coupling primarily due to bigher clock frequencies 15. 111. The term delay noioise is used to describe the situation when switching on a net (aggressor) results in a change in the timing characteristics of the neighbouring net (victim). Delay noise can result in the victim getting delayed and thus resulting in a timing violation. The timing violation can be a hold time or setup time violation depending on the relative switching directions of the victim and aggressor.
Interconnect coupling noise has become a major concern in the design of nanometer scale circuits. As a result, noise simulators 113, 201 have become an indispensable tool in their design, Detailed simulation of distributed RC models of an industrial circuit using noise simulators is computationally prohibitive as they often have hundreds of thousands of nets. Consequently, accuracy is sacrificed for speed by using linear models of the gates that drive the victim and aggressor nets 113, 211, employing reduced order models 114, 151 in the solution of the network equations, and using superposition to process multiple aggressors.
A key issue in noise simulation is the alignment of aggressor Much work has been done toward analyzing signal delay in the presence of coupling. The main objective is to determine the new timing interval (earliest and latest signal arrival times) in the presence of coupling noise for use in static timing analysis (STA). The problem is complicated because the coupling capacitance is not constant as the victim and aggressor switch [8, 171, and because of the interdependence of the aggressor and victim arrival times 1171. An iterative approach is needed to compute the timing interval. This is done by starting with an initial window and then expanding or contracting it until the solution converges 12, 4, 241. The windows thus obtained can be used for STA 1181. show that the approach leads to as much as 50% reduction in the width of the timing window with only a 3% decrease in the probability associated with the timing window.
The organization of rest of the paper is as follows: Section 2 contains a description of the noise and the victim models. It also shows a way to obtain the EAT and LAT using the moments of the victim in presence of noise. A discussion of the assumptions is given in Section 3. The expressions for the kth moment of the victim and aggressor waveforms are derived in Section 4. Finally, in Section 5 we present a comparison of the theoretical results and Monte Carlo simulations using nets extracted from an industrial processor circuit.
The Victim and Noise Models
A victim with a set of n aggressors is referred to as a cluster of size n. Since we are examining delay noise, we assume that the victim is switching in from logic 0 to logic 1 and the aggressor is switching from logic 1 to logic 0.
The victim and the aggressor nets are modeled as a RC ladder network. Since all the elements in OUT circuit are linear, we can use the principle of superposition to model the voltage at a given net by adding the voltages of the victim in absence of noise, denoted by X ( t ) , and the noise waveform resulting from the ilk aggressor is denoted hy Zi(t). The general form of the noise waveform seen on the victim due to aggressor switching is a sum of weighted decaying exponentials. We model the victim and the noise waveforms as given in [191.
The victim is assumed to be a rising exponential with a rise time of z,, maximum voltage Vdd and switching time G. Figure (I) shows the victim and the noise waveforms. The switching times, 'ti and T , , are considered to be random variables with triangular distributions over [qi-ai,qj+ail and [qx-a~,qr+axlrespectively. Here qi -ai and qi +ai represent the Earliest Switching lime, EST and the Latest Switching lime, LSTrespectively. Also qi and q . denote the mean of the switching times. The length of the switching time windows is given by 2 a i and Za, . The corresponding density function of switching time for the itk aggressor is ~ Since Ti is a random variable, Zi(1) is a random variable for a fixed value of 1. Let r e p e n t the resulting waveform on a given victim net in a cluster of size n. As stated earlier. using the principle of superposition, we can represent S.(t) as the sum of the victim in absencc of noise and the noise due to each aggressor. We assume that the random variables Zi(t),i= 1,2, ..., n, are independent. Thus we have
The arrival time of a signal is defined as the time after which the signal value is more than the threshold voltage. In the presence of noise the resulting victim waveform can cross the threshold voltage multiple times. In such a case we are interested in finding the last crossing of the waveform. Sn(t) being a continuous and nonstationary process, obtaining the statistics of the anival time for this process is not possible analytically. The next best thing we can do is to accurately estimate the arrival time window within some confidence limit. This is done by first deriving the expression for v;(r) = P"(l) --h"(,)
Here k is defined as the Reliabiliw Factor. have a probability assigned to them. Therefore, it is indeed possible that a dization of the circuit may result in the anival time falling outside this interval. Clearly, in statistical based design, we must determine such an interval at a prescribed level of confidence.
We outline the entire procedure of computing the final anival times window for a signal in Figure ( 2).
Discussion of Assumptions
Our approach is based on the following assumptions: 
Moments of the Coupled Victim
In this section we derive the moments of the victim in a cluster of size n. Since & ( t ) can be written as shown in (2). the moments of the victim in presence of noise can be written as
E [ g ( t ) ] = E[(X(t) + Z i ( t ) + & ( f ) + . . . + Z n ( t ) ) ' ] (4)
Hence to obtain the moments of the coupled victim, we first need to derive the moments of the noise and the victim. For this, we first The moments of the total noise can be computed from the individual noise moments using the binomial expansion mursively.
The product t e r n in this expansion are simply the prcducts of the previously computed moments of individual noise waveforms. We now derive the kth moment of the Victim. Here we give the &th moment for t E (qx -ax,%), similar expressions can be obtained for rest of the cases.
A closed form for the above summation was not possible. So we numerically compute the moments of the victim. The kth moments of the noise and the victim can be combined to obtain the kth moment of the victim in presence of noise.
Experimental Results
We used an RC network model of a cluster extracted from a high performance industrial processor. SPICE was used for performing the Monte Carlo simulations by m n g the switching times of the meum and the aggressors. The parameters for the noise and the victim waveforms were obtained after one simulation for each net.
The model parameters are shown in Table 2 . The parameters of the probability distribution were taken to be different for all the nets. The logic threshold voltage (voltage above which the signal is assumed to be at logic I) was taken to be V.dJ2 (0.675V). The for better visibilify. From these curves, we see that the mean delay on the victim is 1 1 . 1 h (or close to 30%). We also see that the shape of the distribution function of the victim in presence of noise is considerably different from the one in absence of noise. This is because the effect of noise on the victim is equivalent to convolving the density functions of the victim and the aggressors which will result in a similar waveform. Fow different test cases were generated by varying the switching windows of the nets. The widths of the switching windows varies considerably over all the cases. Table  ( 3). This table also shows the percentage of the simulated arrival times that fall in this window. The percentage reduction in the size of the window is also shown. We see that even after reducing the size of the window hy as much as 48%. the probability of the arrival times falling within this window reduces by only 1.6%. That is 98.4% of the total arrival times fall within this window. This result also reflects on the amount of pessimism associated with the worst case analysis and how to reduce it. [61 P. D. Gross, R. Arunachalam -------
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