In this paper we propose a system that performs the classification of customer reviews of hotels by means of a sentiment analysis. We elaborate on a process to extract a domainspecific lexicon of semantically relevant words based on a given corpus (Scharl et al., 2003; Pak & Paroubek, 2010) . The resulting lexicon backs the sentiment analysis for generating a classification of the reviews. The evaluation of the classification on test data shows that the proposed system performs better compared to a predefined baseline: if a customer review is classified as good or bad the classification is correct with a probability of about 90%.
Introduction
The degree of interactivity established by Web 2.0 applications shifted the priority of the Internet from an information source to an opinion source (Dippelreiter et al. 2007; Schmalegger & Carson, 2008) . Every piece of information, whether it is a product offered in an online store or a post in your social network of choice, can be commented or rated in some way (Litvin et al., 2008; Xiang et al. 2010) . Surveys show that the majority of Internet users do research on products they intend to buy (Pan et al. 2007; Vermeulen & Seegers, 2009 ). More precisely, 73% to 87% of consumers of product reviews within the tourism domain (e.g. hotel or restaurant reviews) denote that reviews influenced their purchase decision (Pang & Lee, 2008; Zehrer et al. 2011; Ye et al. 2011) . Indeed, the exploitation of available opinions is interesting for companies as well as users (Lin, & Huang, 2006; Carson, 2008) . The former may wish to automatically extract customer feedback from online sources, or emails. By contrast, the latter request a more concise representation of opinions (Bosangit et al., 2009 ). Sentiment analysis, typically, quantifies the degree of positivity or negativity towards the main subject of a text. Thereby it captures the subjectivity in terms of the semantic orientation associated with the constituents of a text (Taboada et al., 2011) . In essence, sentiment analysis does what every user is required to do after writing a product review e.g. at amazon.com (http://amazon.com): to quantify the opinion represented by the text with stars.
The aim of this paper is to generate a reliable classification approach of customer reviews based on an existing domain-specific corpus by applying a lexicon-based sentiment analysis. The study comprises three steps: First, we build a lexicon of those text components with a semantic orientation. Second, we apply a sentiment analysis based on the lexicon in order to generate a classification of customer reviews. Finally, classification results are evaluated against a set of withheld reviews with quantitative ratings. We choose two different setups to demonstrate the flexibility of the proposed approach. A first analysis adopts the common classification scheme of the corpus and classifies reviews into five star-categories. The second analysis distinguishes between three categories only, thus, automatically identifying a positive, negative or neutral tendency, respectively. The paper is structured as follows: after briefly discussing related work (section 2), section 3 introduces the corpus (3.1), describes the process of lexicon construction (3.2) as well as the sentiment computation algorithm and classification (3.3). Evaluation results are presented in section 4. Finally, section 5 concludes and gives an outlook on further research activities.
Related work
A recent publication on lexicon-based sentiment analysis by Taboada et al (2011) shows the relevance of the research area for major text analysis tasks. By applying the Semantic Orientation CALculator (SO-CAL) the authors present a system performing sentiment analysis using manually created lexicons. They show that lexicon-based methods are superior to current state-of-the-art (i.e. statistically trained) classifiers. Moreover, extending lexicon content by linguistic information increases the robustness of a system, particularly, when texts stem from different domains. Both are important conclusions motivating our proposed lexicon-based approach. A survey on sentiment analysis is provided by Pang and Lee (2008) . The authors focus on applications of sentiment analysis that go beyond extracting a sentiment value from a single text. Their applications range from sentiment computation towards identifying topics of a text, the visualization of sentiments as well as automatically defining the usefulness of a customer review. Pak and Paroubek (2010) use Twitter's microblogging service (http://twitter.com) as opinion source to generate a corpus. Although their methodology is not lexicon-based, the corpus statistics indicate that linguistic analysis of a corpus is the key for generating lexicons of superior quality: the correlation between occurrences of a certain word category and the overall rating of a text is clearly pointed. Below, we can show from corpus statistics of our study that the same correlation exists on a semantic layer. Finally, Taboada and Grieve (2004) defined an alternative corpus that might be reused for the evaluation of our sentiment analysis approach. 400 customer reviews extracted from epinions.com (http://epinions.com), each associated with a category, are classified either positive or negative. Although the corpus is rather small and the classification is binary, the subset of hotel reviews may be reused. Boiy and Moens (2009) apply machine learning techniques to classify web texts into positive, negative and neutral. In contrast to our token-based sentiment calculation the authors use the sentence as sentiment unit in order to determine the semantic orientation of a document. Gindl, Weichselbraun and Scharl (2010) focus on generating domain independent lexicons for sentiment analysis. The required disambiguation is achieved by considering the context of sentiment terms in contextualized dictionaries. The domain independent lexicon is filled with those terms identified as generic with respect to two different corpora of separate domains. Ohana and Tierney (2009) present an approach integrating data from SentiWordNet, a WordNet-based dictionary associating terms with positivity and negativity values, into the sentiment computation. Again the focus is the integration of general purpose lexicons to improve the classification performance. Contrasting their approaches we currently aim to build a domainspecific lexicon with a minimum amount of costly preprocessing steps.
A Lexicon-based Classification
As the vocabulary of domain-specific documents is limited we suggest that the sentiment analysis of domain-specific documents is ideally achieved through a lexicon-based method (Taboada et al. 2011 ). This section summarizes our proposed approach.
The corpus
The applied corpus comprises customer reviews of TripAdvisor (http://tripadvisor.com), the major web 2.0-platform with focus on travel and vacation services (O'Connor, 2008) . Customers can book, rank and review hotels, flights and restaurants. The focus of the portal is to filter content based on rankings that are derived from user ratings. Thus, rankings are split into several categories, like value, rooms, location, cleanliness and sleep quality. Available rating categories are determined by the type of the reviewed object. A rating scale contains five values, ranging from 'terrible' to 'excellent'. These values are further referred to as 1star to 5star. A separate mandatory overall rating summarizes the total customer satisfaction. Finally, the natural language part of the review comprises a title and a text. The title is displayed in quotation marks and users are invited to use concise formulations, like "We loved it and we'll be back!'', or "There were things I hated.''. The text is of variable size.
The used corpus from TripAdvisor is restricted to reviews of hotels written in English, Each record contains a hotel category, the overall rating, the title and the review text. Furthermore, the entries of the subcategories value, rooms, location, cleanliness, check-in, service, and business are available. These subcategories may contain null values denoting that the user didn't care about that detail. In total, the corpus comprises over 80 000 reviews from various large tourism cities in different continents. Texts and ratings were automatically extracted from TripAdvisor. Finally, a subset was chosen by restricting reviews to hotels located in New York. From Table  1 emerges that the number of available ratings increases with the positivity of the overall rating. For the conducted sentiment analysis a sample consisting of 200 reviews was randomly taken from each class. This restriction intends to ease the process of document analysis and lexicon construction as well as to provide the same amount of training data for each class label (Pang & Lee, 2008) . Sample sets were further split into a training set of 180 and a test set of 20 reviews. As the title tends to summarize the review, title and text were merged. Table 2 displays corpus statistics of the generated training set after using commercial natural language processing (NLP) applications of econob Informationsdienstleistungs GmbH (http://econob.com). Quality metrics for the components producing the results are not available. Nevertheless we assume that the results correspond to current state-of-commerce. The latter firm provides several NLP components that generate text annotations. An annotation, basically, is a markup of a text portion from the review, thus, identifying structural or semantic properties (Manning & Schuetze, 1999) . The majority of annotations are structural annotations, like tokens or sentences, generated with a standard tokenizer and sentence detector. Semantic annotations are generated with several components responsible for named entity recognition. Amongst the most frequent semantic annotations are facilities, cities, position, and money amounts (Tab. 2). By splitting the statistics according to their class label interesting tendencies become apparent: the size of customer reviews is highest for texts labeled with 3star, while texts with higher ratings tend to be shorter. The occurrences of money amounts indicate a negative rating, whereas occurrences of cities imply a higher rating. Hence, even from this small sample set, certain types of entities are distinctive for a specific rating -or at least indicate a positive or negative review tendency.
Tab. 1. Number of reviews for hotels in New York

Lexicon construction
As the overall sentiment value of the document is solely derived from the entries in the lexicon, its quality is the key issue in a lexicon-based sentiment analysis (Taboada et al., 2011) . The lexicon in the present study was generated on the base of the vocabulary in the training set only. An entry in the lexicon is defined by a token and its part-of-speech (POS) tag. By considering no additional data sources during lexicon construction, we aim to demonstrate that generating a customized lexicon is straightforward and easy to automate. The lexicon is highly domain specific and the ensuing sentiment analysis reveals the usefulness of such a dictionary. The lexicon contains a list of tokens, each associated with a sentiment value. Values above zero denote positivity, values below zero denote negativity and zero indicates neutrality. Let us consider the following example: in the context of hotel reviews the token 'rat' is typically associated with a strong negative value. By contrast, the token 'beautiful' is clearly representing positivity. The assignment of sentiment values to concrete lexicon entries is done prior to classification and is further described in the next section. For the construction of the lexicon the meta-data generated by NLP components is used to select the relevant subset of tokens. In detail, the processing steps include a tokenizer and part-of-speech tagger. The former identifies relevant lexical units of the text, while the POS tagger assigns a word category to each token. In order to capture the domain and to generate a lexicon of significant size all verbs and nouns are considered relevant (Taboada et al., 2011) . Table 3 shows an excerpt of the most frequent tokens in the training set. For the sake of classification, it is important to consider only those tokens in the lexicon that are discriminating between the different class labels. Thus, for each class label a separate lexicon containing the characteristic tokens is constructed. The metric used is based on the relative token frequency with respect to POS tag and the class label. Accordingly, a token is relevant for a class label X, if the relative frequency of the token for the class label is higher than the relative frequency of the same token for all other class labels. Moreover, an additional parameter α is used to control the size of the lexicon. That means, if α=0 each token is assigned to those class labels it occurred at least once. For α=1 each token is assigned to the class label with the highest relative frequency. Finally for α>1 each token is assigned to a class label with a relative frequency that is α times higher than the relative frequency of the same token in all other classes. Thus, for high values of α only those tokens will remain that occur only once among the five classes. This method guarantees that the lexicons are disjoint sets of tokens with a parameter α ≥1 (Taboada et al., 2011) . Table 4 shows the size of the lexicon per class with respect to the parameter α. Entries with α=100 show a problematic aspect of the lexicon: obviously, the majority of the entries are tokens that occurred only once in the training set. Thus, for future experiments it will be necessary to increase the number of samples in the training set. Nevertheless, the experiments described in subsequent sections are based on the lexicons generated with the parameter α=2. This value ensures that besides all tokens specific for a class, a minimum amount of overlapping tokens are included in the lexicon of one class.
The second analysis is based on a restructured training set distinguishing only between three class labels. For a broad range of applications distinguishing between positive, negative and neutral texts seems sufficient, as the difference between ratings of finer grained rating schemes is difficult to define anyway. Nevertheless, it is important to state that our proposed approach aims to be flexible with respect to defined classes. More concretely, the class label bad contains all texts from the categories 1star and 2star, the class label neutral comprises the reviews from 3star and the class label good includes the remaining texts from 4star and 5star. As we are interested in the best possible classification performance for the classes good and bad, we only generate two dictionaries. An additional lexicon for the neutral class label reduces the other lexicons by terms indicating slightly positive or negative sentiment and thus reduces the accuracy results for our approach. Table 5 shows the size of the lexicons according to the second analysis. Obviously, decreasing the number of target labels affects the size of lexicons, as the individual training corpora are larger. Again, we choose the lexicons generated with the parameter α=2 throughout the remaining sections to ensure comparability.
Classification
In order to compute a sentiment value from reviews the lexicon entries are associated with a semantic orientation (Taboada et al., 2011) . Each of the five distinct lexicons and, thus, all of its entries are assigned separate values. The basic assumption is that a document without any values identified is neutral and, thus, has a sentiment value of 0. Hence, no prior probabilities for a customer review that belongs to certain class labels are considered. Values are assigned straightforward: 1star dictionary entries are weighted negative -2, 2star are weighted -1, 3star are associated with the neutral 0, 4star are slightly positive 1 and, finally, 5star are excellent +2.
The classification function is computed based on the sentiment analysis of the documents in the training set and the lexicons generated. In order to compute the sentiment value for one document, the sum of all identified sentiment values is generated (Pang & Lee, 2008) . More sophisticated algorithms (Taboada et al., 2011) are not necessary, as we currently do not account for negation or intensification. For the classification functions the average sentiment value of all documents per class label is used. Figure 1 shows the average sentiment values for all class labels. These functions can subsequently be used to classify new customer reviews by first computing the sentiment score and then calculating the distance of the score to the classes' average. The class with minimal distance to the documents' sentiment value is used as class label.
Fig. 1 Average sentiment values for five classes
Fig. 2 Average sentiment values for three classes
Functions for different labels are well separated and should, thus, well reflect the characteristics of the different classes. The second classification function limited to three class labels is comparably computed. The entries of the lexicon with target label bad are associated with the value -2 and good are assigned with +2. Figure 2 shows the resulting classification function.
The high distance between the different class labels is mainly due to the higher distance between the sentiment values of the dictionaries as well as the larger amount of entries. In the next section the computed classification functions are evaluated.
Evaluation
Preceding the computation of the classification the data set was split into a training set containing 90% and a test set containing 10% of all reviews of a given class label. Thus, five distinct test sets are evaluated separately, each containing about 20 documents. As evaluation metrics precision and recall measures were chosen (Manning & Schuetze, 1999) . Precision defines the proportion of reviews the system classified correctly to all reviews classified. Recall describes the proportion of reviews selected correctly to all reviews selected. An additional F-measure combines both precision and recall into a single measure by computing the harmonic mean. The F-measure uses a parameter controlling the influence of precision and recall. As we have no concrete application in mind, we assume precision and recall equally important and, thus, set the weighting parameter to 0.5. The performance of the proposed system is compared to a baseline computed from randomly assigning class labels. Figure 3 summarizes the evaluation results. The precision, recall and F-measure values over all class labels (i.e. 1star to 5star) are considerably higher than the baseline values. A closer look at individual performance values of the classes uncovers several interesting issues. The recall for the classes 1star and 5star is very low. This, clearly, is due to the high (respectively low) sentiment values needed for a document to be labeled correctly. A high (resp. low) score is achieved with a lot of either positive or negative sentiment bearing tokens identified in the document. Hence, the lexicon is much too small or not distinctive enough to encounter reviews that are not part of the training set. On the other hand, precision is highest for 5star and 1star because very few reviews from other classes are scored with a high value that fall into this category. Class 4star is a negative outlier: 70% of the documents belonging to this class were incorrectly classified as 3star documents. Again, this indicates that a very small amount of semantically relevant tokens were found, leading to the conclusion that the quality of the lexicon should be improved. Sentiment scores near 0 indicate either that the semantic orientation is neutral (positive and negative values neutralize each other) or that no sentiment indicators were found. This again reveals the weakness of the first used lexicon. Figure 4 shows the results of the evaluation of the second classification function covering only three distinct classes. As in the dictionary generation process the reviews of multiple training sets were merged, the size of the test set for both class labels bad and good comprises 40 documents each. The obtained results for the classes bad and good are nearly similar: a precision of 84% respectively 92% signals the high quality of a positive classification. By contrast, the recall values of 40% for bad and 55% for good indicate that many examples were falsely classified as neutral. However, the false classification of a review belonging to the class bad into good (or the other way around) was observed only once in the test set, leading to the conclusion that those classes are very well separated. The high recall of 80% for the class label neutral paired with a precision of 28% approves the observation from the analysis using five classes: for false positive reviews too few tokens with semantic orientation were identified or the positive and negative tokens neutralize each other. Thus, by decreasing the distance in the classification function between class labels, the recall increases at expense of precision. Nevertheless, the average F-value of 55% is significantly higher than the computed baseline. To sum up, comparing both presented evaluations shows that decreasing the number of class labels accompanied with a larger training set and a larger lexicon would significantly increase the overall classification performance. The system was also evaluated with one lexicon per target label, but the performance was inferior to the current solution using two lexicons for bad and good. Gindl et al. (2010) also present an evaluation based on reviews from TripAdvisor. Their evaluation only considers the classification of positive and negative reviews, ignoring neutral texts for training and testing. The classification of positive reviews has a precision of 66% and a recall of 97%. The classification of negative reviews has a precision of 95% and a recall of 46%. Our precision values are constantly high (84% and 92%) for both positive and negative reviews. Our recall values are lower because a lot of reviews are classified as neutral. Directly comparing the performance of both systems is difficult, because Gindl et al. do not consider neutral reviews. But keeping an application in mind, it is seems crucial to also consider neutral customer reviews.
Conclusion and future work
In our study on sentiment analysis we proposed a lexicon-based approach to classify customer reviews in the tourism domain. With precision and recall values significantly exceeding the given baseline our proposed methodology for constructing a domain specific lexicon paired with the algorithm for sentiment analysis proved to be successful. Especially the analysis using only three target labels (i.e. good, neutral and bad) may be used in real world applications to extract sentiment from text resources, as the precision for the class labels representing positive and negative sentiment showed to be remarkably high. Put simply, if a customer review is classified as good or bad the classification is correct with a probability of about 90%. Furthermore, since literature is still scarce, the outlined system performance could be used as a new baseline for future evaluations. Finally, the study supports the definition of future research designs and optimization goals to improve the overall performance of customer classifiers based on sentiment values. In more detail, such improvements are sketched below:
First, the samples taken from the corpus determine the quality of the lexicon. The analysis of classification results and the size of the lexicons show that increasing the sample size affects the specific vocabulary used for customer reviews. This is corroborated by the fact that customer reviews are rather short documents. As a consequence, sample size should be much larger. Second, the system is backed by five, respectively three, lexicons each containing disjoint semantic indicators for corresponding class labels. However, the set of lexicons has to be extended by a domain specific lexicon relaxing the disjoint criteria combined with lexicons introducing intensifiers, downgraders and negators (Pang & Lee, 2008) . Further domain independent lexica of commonly used positive or negative tokens may be integrated. These efforts will be positive for the quality of the classification at the expense of higher costs for lexicon construction. Additionally, the information gained from corpus analysis (section 3.1; e.g. the occurrence of an entity representing a city is a positive indicator), may be used to generate additional lexicons encoding encyclopedic knowledge. Experiments with the value of the parameter α should also help in optimizing the quality of the lexicon currently used. Third, the further refinement of sentiment values, currently ranging from -2 to +2, might also help to optimize the lexicon. Fourth, for the computation of the classification performance a priori probabilities for customer reviews belonging to certain categories may be considered as the corpus shows that positive reviews are much more likely than negative ones. Additional corpus statistics, such as text length, should be incorporated. Finally, the corpus grounding the analysis comprises customer reviews from hotels around the world. However, for the presented analysis only reviews for hotels located in New York were considered. Thus, further experiments should be conducted in the future to evaluate the impact of various domain and region specific parameters. As described in section 3.1 the corpus contains, besides the overall rating, a subcategory rating for each review. Extending sentiment analysis to these subcategories may similarly lead to interesting new results.
