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We begin with background definitions on binary trees.  Then we review known  
algorithms for finding optimal binary search trees. Knuth’s famous algorithm, 
presented in the second chapter, is the cornerstone for our work.  It depends on 
two important results: the Quadrangle Lemma and the Monoticity Theorem.   
These enabled Knuth to achieve a time complexity of )( 2nO , while previous 
algorithms had been )( 3nO  (n = size of input). We present the known 
generalization of Knuth’s algorithm to trees with a height restriction. Finally, we 
consider the previously unexamined case of trees with different restrictions on 
left and right heights.  We prove the Quadrangle Lemma and the Monoticity 
Theorem in this case, and present an algorithm based on this. 
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Chapter 1.  Introduction 
The binary tree is one of the most fundamental and simplest data structures. It 
has been used in almost all fields related to information technologies. A wide 
range of problems related to binary trees have been thoroughly studied, e.g.,  
D.A. Huffman on Huffman trees  [14], T.C. Hu on binary search trees  [13,5], L. L. 
Larmore on alphabetic trees [15] and S.S.Iyengar on balanced binary search 
trees [12,20]. Although this field has been extensively studied, there are still 
many questions about this simple structure that remain unsolved [8,9,10,11]. 
1.1.  Definitions of Concepts 
Definition. 1.1.1.  A tree is a nonempty finite set T , whose elements are called 
nodes, together with the following structural data: 
a) a specially designated node called the root; 
b) if there are any remaining nodes, a partition of them into 0m >  disjoint 
sets, each of these sets in turn endowed with the structural data of a tree 
iT . The trees mTT ,...,1 are called the sub-trees of the root. 
Note. Definition 1.1.1 is an inductive definition. A tree with only one node is a set 
having only one element, which is called the root. A tree with 1n > nodes is a tree 
with a root node and at least one sub-tree of the root. Any of the sub-trees is a 





Figure 1. Tree Definition. 
 
Definition. 1.1.2  The path to a given node ν  in T is the sequence 
),...,,( 10 νννν =s , where 0ν  is the root of T and ),...,( 1 sνν is the path to ν in the 
sub-tree of 0ν that contains ν . 
By induction, it’s clear that given any node in T , there is a unique path to it. For 
example, the path to ν  in leftmost tree of figure.1 is ( , , )a b ν . 
 
Definition. 1.1.3  If the path to node 'ν  includes node ν , we say 'ν  is below ν . 
Lemma.  If ν  is a node of T , then { 'ν | 'ν  below ν } is a tree with root ν . We 




















Definition. 1.1.4  The level of a node ν in a tree T , denoted ),( Tl ν ,is one less 
than the number of nodes in the path to ν .  If there is only one tree in play, we 
write )(νl  or νl  . The nodes of a tree that have no sub-trees are called leaves or 
terminal nodes. The other nodes are called internal nodes. The height of T , 
)(Th , is max }|),({ TTl ∈νν . 
 
Definition. 1.1.5  A binary tree is a tree in which every node that is not a leaf has 
exactly two sub-trees, one labeled “L” (for left) and the other labeled “R” (for right) 
If νννν =s,...,, 10  is the path to ν , then there is a corresponding sequence of Ls  
and Rs  (e.g., LLRRLRL ), where the first letter tells whether 1ν  is in the left or the 
right sub-tree of 0ν  and the rest of the sequence is determined inductively. We 
call this sequence the natural label of ν , and denote it )(νS . 
  
Note. Binary trees have an alternate definition, given e.g., by Knuth [5]. 
According to this definition, a binary tree is either empty or composed of a root 
node together with left and right sub-trees which are themselves binary trees.  
Note that such an object is not a tree, according to our definition, because it may 
be empty, and even if not it may have empty sub-trees.     What we call “leaves” 
correspond to the empty sub-trees in this alternate definition.  This is the only 
mention we will make of this definition.     
Each node in a binary tree has a unique natural label. The level of a node 
is also the number of letters in its natural label. 
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Definition. 1.1.6  The left level of a node is the number of Ls  and the right level 
is the number of Rs  in its natural label. The left (right) height of T is the 
maximum left(right) level of any node. 
 
Definition. 1.1.7  The augmented natural label of a node is the RL −  sequence 
of that node followed by as many letters “O ” as it takes to increase the length of 
the sequence to the height of T . 
 
Fact. The set of all the nodes of a binary tree is totally ordered by putting the 
augmented natural labels in alphabetical order using the customary ordering of 
the letters, namely ROL << . 
Example. 
ROOOLRLOLL <<<<  
 






Proposition  1.1.1.   In the natural order, between any two terminal nodes there 
is an internal node. 
Proof.   For two terminal nodes, either they are in different sub-trees of the root, 
in which case the root is between them, or they are in a sub-tree, in which case 
the result follows by induction on the number of nodes of a tree. 
 
Proposition.  1.1.2  The number of internal nodes of a binary tree is one less 
than the number of terminal nodes. 
Proof.    This is clearly true for trees with one node (which is necessarily 
terminal).  Suppose T  is a binary tree and the sub-trees of the root have n  and 
m  internal nodes and 1n +  and 1m +  terminal nodes.  Then T  has 1n m+ +  
internal nodes and 2n m+ +  terminal nodes. 
 
Corollary.  In a binary tree, there is one internal node between each pair of 
adjacent terminal nodes and one terminal node between each pair of adjacent 
internal nodes. 
 






 +  
. 
Proof.  See Knuth [18], page 467 
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1.2.  Keyed and Weighted Binary Trees 
Definition. 1.2.1  Let T  be a binary tree and let K  be a totally-ordered set. A 
keying of  T into K  is an order-preserving injection k  : KT >− ; νν k , where 
T  carries the order induced by the augmented labels. An internal keying is an 
injective order-preserving map from the set of internal nodes of T  to K . (The 
term “binary search tree” which appears frequently in the literature generally 
refers to a binary tree together with a keying of some kind.) 
 
Definition. 1.2.2  Let T be a tree of height s . Let K  be the set of sequences of 
length s  with entries from the letters L , O  or R . Let K  be ordered 
alphabetically. Then the map from T  to K  that assigns each node its augmented 
natural label is called the natural keying. 
 
Definition. 1.2.3.  1) A weighted binary tree is a binary tree in which each node 
ν  is assigned a weight ℜ∈νw . We call such an assignment a probability 
weighting if  νw≤0  for all T∈ν  and ∑ ∈ =Tn vw 1.  
2) The cost of a node ν  of level νl  in a weighted binary tree T  is 
: ( ) : ( 1)C C T w lν ν ν ν= = +  if ν  is internal; 
: ( ) :C C T w lν ν ν ν= =   if ν  is terminal. 
3) The cost of a tree T  is  
: ( )
n T
C C Tν ν∈=∑ . 
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Note.  In the literature, the term, alphabetic tree refers to a weighted binary tree 
in which the weight of every internal node is 0  (zero). 
 
Assume we have a binary tree with an internal keying and that we receive 
an item bearing a label from the key set.  The item is to be placed at one of the 
nodes. We determine where it is to be placed by making a sequence of 
comparisons.  First we compare the item's label with the label of the root node.  If 
it is equal, then we place the item at the root node and stop. If it is less, we go on 
and compare with the root node of the left sub-tree; if it is greater, we compare 
with the root node of the right sub-tree. We continue the process until we place 
the item at an internal node or reach a leaf, at which point no comparison is 
needed, and we place the item at the leaf. Note that the number of comparisons 
made in placing the item at node ν  will be 1lν +  if ν  is internal and will be lν  if ν  
is terminal. 
Suppose now that the items are drawn at random from a vast collection of 
keyed items. If wν  is the probability that an item bears the label of node ν  (and 
therefore will be placed at node ν ), then the expected number of comparisons 
required to place a random item is ( )C Tν . 
In many cases, the probability of being placed at an internal node will be 
0 . For example, suppose the internal nodes of a binary search tree are keyed by 
real numbers. Assume the comparison items are real numbers chosen such that 
the probability of being in [ , ]a b  is ( ) : ( )
b
a
P a x b x dx≤ ≤ = Φ∫ , where ( )xΦ  is a 
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continuous probability density function. Then the probability of landing at an 
internal node is 0 , while the probability of landing at a terminal node ν  is 
( )w P a x bν = < < ; where a  is the real-number keyed to the node just before ν  in 
the augmented natural order and b is the real-number keyed to the node just 
after ν . 
 
Definition. 1.2.4.  Let K  be a totally-ordered set. A subinterval of K  is any 
subset of the form 1 2{ | }x K a x bε ε∈  or 1{ | }x K a xε∈  or 2{ | }x K x bε∈ , where 
,a b K∈  and 1 2, { , }ε ε ∈ < ≤ . An interval probability measure P  on K  is a 
probability measure on K  that (at least) assigns a probability to each subinterval 
of K . 
 
Definition. 1.2.5.  Let K  be a totally-ordered set with interval probability 
measure P  and let 0K  be a finite subset of K . Let T  be a binary search tree 
internally keyed onto 0K . In the other words, we have an order-preserving 
bijection of the internal nodes of T  with 0K . We define a weighting w  as follows. 
When ν  is internal, : ({ })w P kν ν= . (That is, the weight of ν  is the probability that 
a random test item will bear the key kν .) When ν  is terminal, 
: ( )w P k x kν ν ν− += < < , where ν
−  and ν +  are the nodes of T  just before and just 
after ν  in the natural order. If there is no node before ν , then : ( )w P x kν ν += < . If 
there is no node after ν , then : ( )w P k xν ν −= < . 
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In most of this paper, we use a special case of this definition. K  will be a set of 
2 1n +  elements, numbered in order 0  through 2n  and P  will be a finite 
probability measure on K .  0K  will consist of the n odd-numbered elements.  As 
a variant of this, 0K =  1( ... )nk k  may be given directly and K  constructed from it 
by inserting new first and last elements as well as elements between every 
adjacent pair.  The new elements inserted this way are often denoted 1( , )i ik k + . 
The reason we made the more complicated Definition 1.2.5 is that it may be used 
with a continuous probability distribution on K =  the real numbers and we can 
consider what happens when the keying changes continuously.   This will be 
pursued elsewhere.  
 
Definition. 1.2.6.  A binary search tree T  with bijective internal keying as in the 
previous definition is said to be optimal if among all such trees with the same 
keying it has minimal cost. If T  belongs to a subclass of trees (e.g. height-
restricted, left-right-height-restricted, or other), and has minimal cost among all 
trees in that class, then it's said to be optimal for that class. 
 
We close this section with a technical definition that we use in the proofs later on. 
 
Definition. 1.2.7.  Suppose ( 1ν ,…, nν ) is the list of terminal nodes of a binary tree 
T  in their natural order. Let : ( , )i il l Tν= , the level of iν  in T .. The sequence 
( 1l ,…, nl ) is called the tree list of T . A sequence of nonnegative integers is called 
a tree list if it is the tree list of some tree. 
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Definition. 1.2.8.  Suppose ν  is a node of T at level d , and ( 1iν + ,…, i kν + ) are the 
terminal nodes below ν .  Then ( 1il + ,…, i kl + ) is called a sub-tree list. 
 
Note.  A sub-tree list is also a treelist plus a constant list of non-negative 
integers. 
 
Definition. 1.2.9.  The cost of a sub-tree list ( nl ,…, ml ) is  
,
m





where jw  is the weight of the terminal node associated with jl  
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Chapter 2.  Algorithms for Optimal Binary Search 
Trees  
We will present algorithms for finding optimal binary trees in certain subclasses. 
2.1.  Dynamic Programming 
Dynamic programming solves an optimization problem by caching (i.e. storing in 
memory) the solutions to sub-problems, rather than re-computing them. This 
programming technique is much more efficient than straightforward recursive 
programming when the globally optimal solution breaks up naturally into optimal 
solutions of sub-problems. When this happens, the optimal solutions of sub-
problems can be used to find the optimal solution of the overall problem. In a 
word, we can find the global optimum by the following process: 
First we divide the problem into smaller sub-problems, then solve these 
problems optimally using the same approach and use these optimal solutions to 
construct an optimal solution for the original problem. The sub-problems are, 
themselves, solved by dividing them into sub-sub-problems, and so on, until we 
reach some simple cases that are solved directly. 
We say we have “overlapping sub-problems” when the same sub-
problems are used to solve many different larger problems. For Instance, in the 
Fibonacci sequence, 2 1i i iF F F+ += + , computing 3F  and 4F  involve computing 2F . 
Now, because both 3F  and 4F  are needed to compute 5F , a thoughtless 
recursive approach to computing 5F  may end up computing 2F  twice or more. 
This applies whenever overlapping sub-problems are present.  A naive approach 
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may waste time re-computing solutions to sub-problems that have already been 
solved. 
To avoid this, we save the solutions to sub-problems we have already 
solved. Then, if we need to solve the same problem later, we can retrieve and 
use our already-computed solution. This approach is called memorization. On the 
other hand, if we are sure we won't need a particular solution anymore, we can 
throw it away to save space. In some cases, we can even compute the solutions 
to sub-problems we know that we'll need in advance. 
Therefore a problem with the following properties would be ideal for 
dynamic programming: 
• Overlapping subproblems  
• Optimal substructure  
• Memorization 
In our case, the optimal alphabetic binary tree problem has exactly the properties 
suitable for dynamic programming. Moreover, it has another pleasant property 
called monotonicity that we will explain in more detail later. 
 Dynamic programming usually takes one of two approaches.  In the top-
down approach, the problem is broken into sub-problems, and these sub-
problems are solved and the solutions remembered.  In the bottom-up approach.  
all sub-problems that might be needed are solved in advance and then used to 




2.2.  Knuth’s Algorithm 
The first dynamic programming solution provided an algorithm with the 
complexity of )( 3nO  in time.  Knuth improved the efficiency by exploiting the 
special properties in binary search tree. 
 Consider the set nS  of all binary trees with n  internal nodes. The 
cardinality of nS  is exponential in n ; see Proposition.1.1.3.  This means that 
searching for trees with specified properties is never a trivial task, since the 
search domain is large.   
 The internal nodes of any tree in nS  are keyed onto the ordered set 
{1,2,..., }n . For each i  in this set, suppose a nonnegative real number iβ  has 
been given. ( iβ  is the weight of internal node with key i .)  Also suppose that for 
every adjacent pair ( , 1)i i + —and for the “ends” ( ,1)−∞  and ( , )n +∞ —a 
nonnegative real number iα  has been given.  The indices of the iα  will run from 
0  to n .  ( 0α  is the weight of the first terminal node and iα   is the weight of the 
terminal node following the internal node with key i .)  We are going to search for 
optimal trees with respect to the weighting given by. 
Given any interval { ,..., }i j  in {1,2,..., }n , there is a tree having the elements 
of this interval as its internal nodes (given in order) that is optimal for the weights 
1{ ,..., }i jb b+  on its internal nodes and the weights { ,..., }i ja a  on its terminal nodes.  
In fact, there may be several such trees.  Let jiR ,  be the largest node that is the 
root of such a tree. Knuth [2,17,18,19] found that  jijiji RRR ,1,1, +− ≤≤ .  (A proof will 
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be given in the following section.)  This ensures that we only have to search all 
the indices between 1, −jiR  and jiR ,1+  to find  jiR ,  instead of searching the whole 



















. This is at present the best algorithm known for the 
general optimal binary search tree [3]. 





k i k i
w α β
= = +
= +∑ ∑  with 0 i j n≤ ≤ ≤ , We define inductively a function jiX ,  from 
subintervals of {0,1, 2,..., }n  to ℜ  as follows: 
, : 0i iX =  
, , , 1 ,: min( )i j i j i k k j
i k j
X w X X−< ≤
= + +  where 0 i j n≤ < ≤  
Let ijρ  be maximum integer k  such that i k j< ≤  at which the minimum referred 
to in the previous line is attained. 
2.2.1.  The Quadrangle Lemma 
Knuth proved the monotonicity of the roots in an optimal binary search tree.  Yao 
[4] gave a generalized version of monotonicity in dynamic programming.   
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Fact. It can be easily proved by induction that 0,nX  is the cost of optimal binary 
search tree T  in set nS .  
 
Quadrangle Lemma.  Let ijw  be any set of non-negative real numbers indexed 
by positive integers ,i j ( i j< ), and let jiX ,   be defined as above.  Suppose ijw  
satisfies 
 0 0 1 1 0 1 1 0i j i j i j i jw w w w+ ≤ +   for 0 1 0 10 i i j j n≤ ≤ < ≤ ≤  
 1 0 0 1i j i jw w≤     for 0 1 0 10 i i j j n≤ ≤ < ≤ ≤  
Then 
 01101100 jijijiji XXXX +≤+   for 0 1 0 10 i i j j n≤ ≤ ≤ ≤ ≤  .  (1) 





k i k i
w α β
= = +
= +∑ ∑ satisfy the 
conditions in the lemma—indeed, they satisfy the stronger condition that 
0 0 1 1 0 1 1 0i j i j i j i jw w w w+ = +  and 1 0 0 1i j i jw w≤ . 
Proof.  We use induction on 01 ij − .  When 01 ij = , we will have 1010 jjii === , 
so (1) is obvious.  Let 01 ij > .  Suppose we (1) holds for any interval whose 
length 01 ij −  is less than or equal to L , where 0L > .  We show (1) holds for any 
interval with the length 1 0j i− = 1L +  (the length of the interval from 0i  to 1j ). 
When 0 0i j= , we have 0 0 1 1 1 1 0 1 0 1 1 0i j i j i j i j i j i jX X X X X X+ = = = + . 
When 1 1i j= , we have 0 0 1 1 0 0 0 1 0 1 1 0i j i j i j i j i j i jX X X X X X+ = = = + . 
When 0 0i j<  and 1 1i j< , let us consider two cases:  
 16 
 Case 1:  1 0i j< .  Let 01 jir ρ= and 10 jis ρ= .  Assume first that sr ≤ .  We 
have 
1 0 1 0 1, 1 , 0i j i j i r r jX w X X−= + +  
0 1 0 1 0, 1 , 1i j i j i s s jX w X X−= + +  
from the definition of ijρ .   Also, 
0 0 0 0 0, 1 , 0i j i j i r r jX w X X−≤ + +  
1 1 1 1 1, 1 , 1i j i j i s s jX w X X−≤ + +  
from the definition of ijX .  Since we have 1110 −≤−≤≤ srii , and 
0 1 01 1s i j i L− − ≤ − − = , by induction, we have 
    1,11,01,11,0 −−−− +≤+ risisiri XXXX .   (2) 
Therefore 
0 0 1 1 0 0 0, 1 , 0 1 1 1, 1 , 1i j i j i j i r r j i j i s s jX X w X X w X X− −+ ≤ + + + + +  
   
0 0 1 1 0, 1 1, 1 , 0 , 1i j i j i r i s r j s jw w X X X X− −= + + + + +  
   
1 0 0 1 0, 1 1, 1 , 0 , 1i j i j i s i r r j s jw w X X X X− −≤ + + + + +  
   
0 1 0, 1 , 1 1 0 1, 1 , 0i j i s s j i j i r r jw X X w X X− −= + + + + +  
   0110 jiji XX +=  
So we have 01101100 jijijiji XXXX +≤+ .  The arguments for r s>  is similar, but in 
(2) the roles of r  and s  are reversed.  
 Case 2: 01 ji = .  Let 01 jir ==  and let 10 jis ρ= .  Consider first the case 
when sr < .  We have 0 1 0, 1 0, 1 , 1i j i j i s s jX w X X−= + +  
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from the definition of ijρ , and 
, 1 , 1 , 1 , 1r j r j r s s jX w X X−≤ + +  
Since we have 10 −≤≤≤ srri , and 0 1 01 1s i j i L− − ≤ − − =  , by induction, we have 
    0, , 1 0, 1i r r s i sX X X− −+ ≤       (3) 
Therefore  
0, , 1 0, , 1 , 1 , 1i r r j i r r j r s s jX X X w X X−+ ≤ + + +  
 , 1 0, , 1 , 1r j i r r s s jw X X X−= + + +  
 0, 1 0, , 1 , 1i j i r r s s jw X X X−≤ + + +  
0, 1 0, 1 , 1i j i s s jw X X−≤ + +  
 0, 1i jX=  
 0, 1 ,i j r rX X= +  
Therefore we have 0, , 1 0, 1i r r j i jX X X+ ≤  in case 2.  
When r s≥ , we still have 0 1 0, 1 0, 1 , 1i j i j i s s jX w X X−= + + , but 0, 0, 0, 1 ,i r i r i s s rX w X X−≤ + + . 
We will have , , 1 , 1s r r j s jX X X+ ≤  from induction. Therefore 
0, , 1 0, 0, 1 , , 1i r r j i r i s s r r jX X w X X X−+ ≤ + + +  
0, 1 0, 1 , 1i j i s s jw X X−≤ + +  
 0, 1i jX=  
           ///// 
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2.2.2.  The Monotonicity Theorem 
Monotonicity Theorem.  Suppose 0 1 0 10 i i j j n≤ ≤ ≤ ≤ ≤ , 00 ji <  and 11 ji < .  
Then  1100 jiji ρρ ≤ . 
Proof.  The proof is by contradiction.  Let 00 jir ρ=  and 11 jis ρ= . 
 If sr > , we have 
0 0 0, 0 0, 1 , 0i j i j i r r jX w X X−= + +        (4) 
0 0 0, 0 0, 1 , 0i j i j i s s jX w X X−≤ + +        (5) 
1 1 1, 1 1, 1 , 1i j i j i s s jX w X X−= + +        (6) 
1 1 1 1 1, 1 , 1i j i j i r r jX w X X−< + +        (7) 
by the Quadrangle Lemma, we have 
1,11,01,11,0 −−−− +≤+ siririsi XXXX       (8) 
1,0,1,0, jsjrjrjs XXXX +≤+        (9) 
Therefore 
 SHRXX jiji ..1100 <+ of (5) + SHR .. of (7) 
   0 0 1 1 . .i j i jw w L H S= + + of (8) + SHL .. of (9) 
   0 0 1 1 . .i j i jw w R H S≤ + + of (8) + SHR .. of (9) 
   SHR ..= of (4) + SHR .. of (6) 
   1100 jiji XX +=  
This is a contradiction.  
///// 
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2.2.3.  Implementation 
  
//Initialization 
//c[i] is the weight of the ith node (i = 1, ..., 2n+1). 
//We specify two matrices, which will contain the running data: 
for i from 1 to n 
 { 
 X[i][i] = 0; 
 C[i][i] = a[i]; 
 } 
// We set initial value to upper triangle of matrix of MaxValue 
for i from 1 to n-1 
 for j from i+1 to n 
 { 
C[i][j]=C[i][j-1]+b[j]+C[j][j]; 
  X[i][j]=MaxValue; 
} 
 
//Optimal Binary tree algorithm.  “gap” is a variable 
for gap from 1 to n-1 
 for i from 1 to n-gap 
  { 
  j = i + gap; 
  if R[i][j-1] or R[i+1][j] is undefined 
 20 
For k from i+1 to j 
   { 
   if X[i][j] > C[i][j] + X[i][k-1]+X[k][j] 
    {X[i][j] = C[i][j] + X[i][k-1]+X[k][j]; 
    R[i][j] = k;} 
   } 
    otherwise  
     For k from R[i][j-1] to R[i+1][j] 
   { 
   if X[i][j] > C[i][j] + X[i][k-1]+X[k][j] 
    {X[i][j] = C[i][j] + X[i][k-1]+X[k][j]; 
    R[i][j] = k;} 
   } 
  } 
 
The space required by this algorithm is )( 2nO .  The complexity of this dynamic 
algorithm based on comparison runs in  )( 2nO  time[3]. 
2.2.4.  Postscript 
The first dynamic programming algorithm to find the optimal binary search tree 
was given in 1959 by Gilbert and Moore[1].  It had a time complexity of )( 3nO .  In 
other words, the number of steps required to complete the algorithm is bounded 
above by a constant multiple of the cube of the size of the input.  The recursive 
relations are: 
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0, =iiX  
)( ,1,,, jkki
jki
jiji XXMinCX ++= −
≤<
 
By this recursive relation, we can break the optimal problem into sub-problems 
using the dynamic programming concept.  Here is Gilbert and Moore’s algorithm 
 
//Initialization 
for i from 1 to n 
 { 
 X[i][i] = 0; 
 C[i][i] = a[i]; 
 } 
for i from 1 to n-1 
 for j from i+1 to n 
 { 
  C[i][j]=C[i][j-1]+b[j]+C[j][j]; 




for gap from 1 to n-1 
 for i from 1 to n-gap 
  { 
  j = i + gap; 
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  for k from i+1 to j 
   if X[i][j] > C[i][j] + X[i][k-1]+X[k][j] 
    { 
    X[i][j] = C[i][j] + X[i][k-1]+X[k][j]; 
    R[i][j] = k; 
    } 
  } 
 
The space required by this algorithm is )( 2nO .  The time complexity of this 
dynamic algorithm is  )
6
1
( 3nO  time which is of the same level of )( 3nO  
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Chapter 3.  Optimal Binary Trees with Restrictions 
We now examine optimal binary search trees with different height restrictions.  In 
other words, we are interested in solving problems of the following kind: Given a 
sequence of weights to appear on the nodes of a binary tree, them among trees 
of height less than H  (or among trees of left height less than lH  and right height 
less than rH ), find one that has minimal cost.  The height-restricted case has 
been examined previously by Wessner [21], using techniques not unlike those 
we use.  The case of left-right restrictions has not previously been considered in 
published work.  
3.1.  Height-Restricted Optimal Binary Trees 
Suppose we are given two sequences of nonnegative real numbers { iβ }, 1 i n≤ ≤  
and { jα } 0 j n≤ ≤ , where 0n > , representing node weights.  Suppose also that 
we are given a positive integer H , which represents a height restriction.  Let set 
( )nS H =  the set of all weighted binary search trees of height  h H≤   with internal 
keying onto the ordered set {1,2,..., }n , with iβ  be the weight of 
thi  internal node 
(in  the natural ordering) and with jα  be the weight 
thj  terminal node (in natural 
ordering).  





k i k i
w α β
= = +
= +∑ ∑  with 0 i j n≤ ≤ ≤ , This represents the sum of the weights of 
the thi  through the thj  terminal nodes and all the internal nodes between them. 
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Definition.  Let D  be the set of intervals, {[ , ]i j  with 0 i j n≤ ≤ ≤ }.  Let  
: { }X D N R× → +∞∪ ; ([ , ], )i j h − > , ( )i jX h  be the mapping that is defined 
inductively as follows: 
, ( ) : 0i iX h =         for all h ,0 h H≤ ≤  
, (0) :i jX = +∞        for all [ , ]i j  where i j<  
, , , 1 ,( ) : min( ( 1) ( 1))i j i j i k k j
i k j
X h w X h X h−< ≤
= + − + −  where 0 i j n≤ < ≤  and 0 h H< ≤  
Let ( )ij hρ  be minimal integer k  at which the , 1 ,min( ( 1) ( 1))i k k j
i k j
X h X h−< ≤
− + −  is 
attained ( i k j< ≤ ). 
 
Fact.  It can be easily proved by induction that 0, ( )nX H  is the minimal cost of any 
tree in set ( )nS H , if ( )nS H ≠ ∅ . 
 
3.1.1.  The Quadrangle Lemma in Height-Restricted Trees 
The following lemma differs from the original Quadrangle Lemma in that the ,i jX  
are replaced by , ( )i jX h .  Because of the definition, , ,( )i j i jX h X≥ , and  , ( )i jX h  
may be infinite.  Note that , ( )i jX h  may be strictly greater than ,i jX , even when it 
is not infinite.  Also, the ( )ij hρ  may differ from the ijρ . 
Example. 












Figure 3. Tree with height restriction(Left) and Tree without restriction(Right) 
 
We have 0,3 165X =  , 0,3 3ρ =  and 0,3(2) 246X =  , 0,3(2) 2ρ = , which means the 
cost of optimal binary tree without restriction is 165 and the root node is 3th  
internal node, while the cost of optimal binary tree with height restriction 2h =  is 
246 and the root node is 2nd  internal node 
 
Quadrangle Lemma with Height Parameter.  Let ijw  be any set of non-
negative real numbers indexed by positive integers ,i j ( i j< ), and let , ( )i jX h   be 
defined as above.   
Suppose ijw  satisfies 
 0 0 1 1 0 1 1 0i j i j i j i jw w w w+ ≤ +   for 0 1 0 10 i i j j n≤ ≤ < ≤ ≤  
 1 0 0 1i j i jw w≤     for 0 1 0 10 i i j j n≤ ≤ < ≤ ≤  
Then 
0 0 1 1 0 1 1 0( ) ( ) ( ) ( )i j i j i j i jX h X h X h X h+ ≤ +      (10) 
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k i k i
w α β
= = +
= +∑ ∑ satisfy the 
conditions in the lemma—indeed, they satisfy the stronger condition that 
0 0 1 1 0 1 1 0i j i j i j i jw w w w+ = +  and 1 0 0 1i j i jw w≤ . 
 
Proof. We use induction on 01 ij − .  When 01 ij = , we will have 1010 jjii === , so 
(10) is obvious.  Let 01 ij > .  Suppose we (10) holds for any interval whose length 
01 ij −  is less than or equal to L , where 0L > .  We show (10) holds for any 
interval with the length 1 0j i− = 1L +  (the length of the interval from 0i  to 1j ).  
When 0 0i j= , we have 0 0 1 1 1 1 0 1 0 1 1 0( ) ( ) ( ) ( ) ( ) ( )i j i j i j i j i j i jX h X h X h X h X h X h+ = = = + . 
When 1 1i j= , we have 0 0 1 1 0 0 0 1 0 1 1 0( ) ( ) ( ) ( ) ( ) ( )i j i j i j i j i j i jX h X h X h X h X h X h+ = = = + . 
When 0h = , we have 0 1( )i jX h = +∞ , so (10) holds. 
When 0 0i j<  , 1 1i j<  and 0h > , let us consider two cases:  
 Case 1:  1 0i j< .  Let 1 0 ( )i jr hρ=  and 0 1( )i js hρ= .  Assume first that sr ≤ .  
We have 
0 0 0, 0 0, 1 , 0( ) ( 1) ( 1)i j i j i r r jX h w X h X h−≤ + − + −  
1 1 1, 1 1, 1 , 1( ) ( 1) ( 1)i j i j i s s jX h w X h X h−≤ + − + −  
from the definition of ( )ijX h . And  
1 0 1, 0 1, 1 , 0( ) ( 1) ( 1)i j i j i r r jX h w X h X h−= + − + −  
0 1 0, 1 0, 1 , 1( ) ( 1) ( 1)i j i j i s s jX h w X h X h−= + − + −  
from the definition of ( )ij hρ . 
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Since we have 1110 −≤−≤≤ srii , and 0 1 01 1s i j i L− − ≤ − − =   
By induction, we have  
0, 1 1, 1 0, 1 1, 1( 1) ( 1) ( 1) ( 1)i r i s i s i rX h X h X h X h− − − −− + − ≤ − + −    (11) 
From this, we get the following; the lettered steps are explained after the display: 
0 0 1 1 0, 0 0, 1 , 0 1, 1 1, 1 , 1( ) ( ) ( 1) ( 1) ( 1) ( 1)i j i j i j i r r j i j i s s jX h X h w X h X h w X h X h− −+ ≤ + − + − + + − + −  
  
0, 0 1, 1 0, 1 1, 1 , 0 , 1( 1) ( 1) ( 1) ( 1)i j i j i r i s r j s jw w X h X h X h X h− −= + + − + − + − + −   
  
0, 1 1, 0 0, 1 1, 1 , 0 , 1( 1) ( 1) ( 1) ( 1)i j i j i r i s r j s jw w X h X h X h X h− −≤ + + − + − + − + −     (a) 
  
0, 1 1, 0 0, 1 1, 1 , 0 , 1( 1) ( 1) ( 1) ( 1)i j i j i s i r r j s jw w X h X h X h X h− −≤ + + − + − + − + −     (b) 
  
0, 1 0, 1 , 1 1, 0 1, 1 , 0( 1) ( 1) ( 1) ( 1)i j i s s j i j i r r jw X h X h w X h X h− −= + − + − + + − + −  
  0 1 1 0( ) ( )i j i jX h X h= +        (c) 
Remarks: (a) Quadrangle property of ,i jw ; 
(b) Induction from (11) 
(c) Definition of ( )ijX h  
So we have 0 0 1 1 0 1 1 0( ) ( ) ( ) ( )i j i j i j i jX h X h X h X h+ ≤ +  in the case 1. The arguments 
for r s>  is similar, but in (11) the roles of r  and s  are reversed. 
 Case 2: 01 ji = .  Let 01 jir ==  and let 0 1( )i js hρ= .  Consider first the case 
when sr < .  We have 0 1 0, 1 0, 1 , 1( ) ( 1) ( 1)i j i j i s s jX h w X h X h−= + − + −  from the definition 
of ( )ij hρ , and from the choice of r, , 1 , 1 , 1 , 1( ) ( 1) ( 1)r j r j r s s jX h w X h X h−≤ + − + − . 
Since we have 10 −≤≤≤ srri  and 0 1 01 1s i j i L− − ≤ − − = , by induction we have 
 0, , 1 0, 1( 1) ( 1) ( 1)i r r s i sX h X h X h− −− + − ≤ − .     (12) 
Now we want to show  
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0, , 1 0, 1( ) ( ) ( )i r r j i jX h X h X h+ ≤ . 
Since 0, , 1 0, , 1 , 1 , 1( ) ( ) ( ) ( 1) ( 1)i r r j i r r j r s s jX h X h X h w X h X h−+ ≤ + + − + −  
and   
 0, 1 0, 1 0, 1 , 1( ) ( 1) ( 1)i j i j i s s jX h w X h X h−= + − + − ,  
we only need to show 
0, , 1 , 1 , 1 0, 1 0, 1 , 1( ) ( 1) ( 1) ( 1) ( 1)i r r j r s s j i j i s s jX h w X h X h w X h X h− −+ + − + − ≤ + − + −  
that is,  
 0, , 1 , 1 0, 1 0, 1( ) ( 1) ( 1)i r r j r s i j i sX h w X h w X h− −+ + − ≤ + −  
This can be written as, 
0, 0, , 1 0, , 1
0, 1 0, 1
[ ( ) ( 1) ] [ ( 1) ( 1)]
[ ] [ ( 1)]
i r i r r j i r r s
i j i s




− − + + − + − ≤
+ −
 
As we already have 0, , 1 0, 1( 1) ( 1) ( 1)i r r s i sX h X h X h− −− + − ≤ −  by the induction. 
What left to show is  
0, 0, , 1 0, 1( ) ( 1)i r i r r j i jX h X h w w− − + ≤  
that is, 0, 0, 0, 1 , 1( ) ( 1)i r i r i j r jX h X h w w− − ≤ −  
Since we know 0, 1 , 10 i j r jw w≤ − , we only need to show 0, 0,( ) ( 1) 0i r i rX h X h− − ≤ . 
This is the content of the lemma below.  When r s≥ , the arguments is similar, 
but in (12) the roles of r  and s  are reversed.         ///// 
 
Lemma.  , ,( ) ( 1)i j i jX h X h≤ −  where 0 i j n≤ ≤ ≤   and h>0. 
Proof.  We use induction on h .  When 1h = , if i j≠ , we have , (0)i jX = +∞ , 
, (1)i jX ≤ +∞ . If i j= , then , ,(1) (0) 0i j i jX X= = .  Suppose , ,( ) ( 1)i j i jX h X h≤ −  holds 
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when h  is less than or equal to L .  We show , ,( ) ( 1)i j i jX h X h≤ −  holds for 
h = 1L + >1. 
If i j= , then , ,( ) ( 1) 0i j i jX h X h= − =  (from the definition of , ( )i jX h ). If i j≠ ,we 
have 
, , , 1 ,( ) : min( ( 1) ( 1))i j i j i k k j
i k j
X h w X h X h−< ≤
= + − + −  
, , , 1 ,( 1) : min( ( 2) ( 2))i j i j i k k j
i k j
X h w X h X h−< ≤
− = + − + −  
Since 1h L− = , by induction we have , 1 , 1( 2) ( 1)i k i kX h X h− −− ≤ −  and 
, ,( 2) ( 1)k j k jX h X h− ≤ −  for all k  with i k j< ≤ . 
Therefore , , 1 , , , 1 ,min( ( 1) ( 1)) min( ( 2) ( 2))i j i k k j i j i k k j
i k j i k j
w X h X h w X h X h− −< ≤ < ≤
+ − + − ≤ + − + − , 
so 
     , ,( ) ( 1)i j i jX h X h≤ − . 
///// 
 
3.1.2.  The Monotonicity Theorem in Height-Restricted Trees 
Monotonicity Theorem with Height Parameter.  Suppose 0 1 0 10 i i j j n≤ ≤ ≤ ≤ ≤ , 
00 ji <   and  11 ji <  and 0h >   Then 0 0 1 1( ) ( )i j i jh hρ ρ≤ . 
Proof by contradiction.  Let 0 0 ( )i jr hρ=  and 1 1( )i js hρ= . 
If sr > , we have 
0 0 0, 0 0, 1 , 0( ) ( 1) ( 1)i j i j i r r jX h w X h X h−= + − + −      (13) 
0 0 0, 0 0, 1 , 0( ) ( 1) ( 1)i j i j i s s jX h w X h X h−< + − + −      (14) 
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1 1 1, 1 1, 1 , 1( ) ( 1) ( 1)i j i j i s s jX h w X h X h−= + − + −      (15) 
1 1 1, 1 1, 1 , 1( ) ( 1) ( 1)i j i j i r r jX h w X h X h−≤ + − + −      (16) 
by the quadrangle lemma, we have 
0, 1 1, 1 0, 1 1, 1( 1) ( 1) ( 1) ( 1)i s i r i r i sX h X h X h X h− − − −− + − ≤ − + −    (17) 
, 0 , 1 , 0 , 1( 1) ( 1) ( 1) ( 1)s j r j r j s jX h X h X h X h− + − ≤ − + −     (18) 
Therefore 
 0 0 1 1( ) ( ) . .i j i jX h X h R H S+ < of (14) + SHR .. of (16) 
    0, 0 1, 1 . .i j i jw w L H S= + + of (17) + SHL .. of (18) 
    0, 0 1, 1 . .i j i jw w R H S≤ + + of (17) + SHR .. of (18) 
    . .R H S= of (13) + SHR .. of (15) 
    0 0 1 1( ) ( )i j i jX h X h= +  
This a contradiction.        ///// 
 
3.1.3.  Implementation 
//Initialization 
height = min (n,height); 
For all i,j,  w[i][j]=sum(k from i to j )(a[i]) + sum(k from i+1 to j )(b[i]) 
For all i,j , X[0][i][j] = Maxvalue;    
For (d from height to 0) X[d][i][i] = 0; 
 
//Height restricted binary tree 
for d from height downto 0 
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 for gap from 2 to n-1 
  for i from 1 to n-gap 
  { 
   j = i + gap; 
   if R[d][i][j-1] or R[d][i+1][j] undefined 
for k from i+1 to j 
    { 
     if X[d][i][j] >w[i][j]+ X[d-1][i][k-1]+X[d-1][k][j] 
     { 
     X[d][i][j] = w[i][j]+ X[d-1][i][k-1]+X[d-1][k][j]; 
     R[d][i][j] = k; 
     } 
    } 
   otherwise 
    for k from R[d][i][j-1] to R[d][i+1][j] 
    { 
     if X[d][i][j] > w[i][j]+  X[d-1][i][k-1]+X[d-1][k][j] 
     { 
     X[d][i][j] = w[i][j]+ X[d-1][i][k-1]+X[d-1][k][j]; 
     R[d][i][j] = k; 
     } 
    } 
  } 
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3.2.  Restrictions on Left and Right Branch Lengths 
Suppose we are given two sequences of nonnegative real numbers { iβ }, 
1 i n≤ ≤  and { jα } 0 j n≤ ≤ , where 0n > , representing node weights.  Suppose 
also that we are given two positive integers lH  and rH ., which represent left and 
right heights restrictions.  Let set ( , )n l rS H H =  the set of all weighted binary 
search trees of left height l lh H≤  and right height r rh H≤   with internal keying 
onto the ordered set {1,2,..., }n , with iβ  be the weight of 
thi  internal node (in  the 
natural ordering) and with jα  be the weight 
thj  terminal node (in natural 
ordering).  





k i k i
w α β
= = +
= +∑ ∑  with 0 i j n≤ ≤ ≤ , This represents the sum of the weights of 
the thi  through the thj  terminal nodes and all the internal nodes between them. 
 
Definition.  Let D  be the set of intervals, {[ , ]i j  with 0 i j n≤ ≤ ≤ }. Let 
: { }X D N N R× × → +∞∪ ; ([ , ], , )i j L R − > , ( , )i jX L R  be the mapping that is defined 
inductively as follows: 
, ( , ) : 0i jX L R =    where i j= . 
, (0, ) :i jX R = +∞   where i j<  and 0 rR H≤ ≤  
, ( ,0) :i jX L = +∞   where i j<  and 0 lL H≤ ≤  
, , , 1 ,( , ) : min( ( 1, ) ( , 1))i j i j i k k j
i k j
X L R w X L R X L R−< ≤
= + − + −   
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where 1 i j n≤ < ≤  and 1 lL H≤ ≤  and 1 rR H≤ ≤  
Let ( , )ij L Rρ  be minimium integer k  such that i k j< ≤  at which the 
, 1 ,min( ( 1, ) ( , 1))i k k j
i k j
X L R X L R−< ≤
− + −  is attained. 
 
Fact.  It can be easily proved by induction that 0, ( , )n l rX H H  is the minimal cost of 
any tree in set ( , )n l rS H H , if ( , )n l rS H H ≠ ∅ . 
 
3.2.1.  The Quadrangle Lemma with Left-Right Restrictions 
Quadrangle Lemma with Two Parameters.  Let ijw  be any set of non-negative 
real numbers indexed by positive integers ,i j ( i j< ), and let , ( , )i jX L R   be 
defined as above. 
Suppose ijw  satisfies 
 0 0 1 1 0 1 1 0i j i j i j i jw w w w+ ≤ +   for 0 1 0 10 i i j j n≤ ≤ < ≤ ≤  
 1 0 0 1i j i jw w≤     for 0 1 0 10 i i j j n≤ ≤ < ≤ ≤  
Then 
0 0 1 1 0 1 1 0( , ) ( , ) ( , ) ( , )i j i j i j i jX L R X L R X L R X L R+ ≤ +     (19) 





k i k i
w α β
= = +
= +∑ ∑ satisfy the 
conditions in the lemma—indeed, they satisfy the stronger condition that 
0 0 1 1 0 1 1 0i j i j i j i jw w w w+ = +  and 1 0 0 1i j i jw w≤ . 
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Proof. We use induction on 01 ij − .  When 01 ij = , we will have 1010 jjii === , so 
(19) is obvious.  Let 01 ij > .  Suppose we (19) holds for any interval whose length 
01 ij −  is less than or equal to m , where 0 m n< < .  We show (19) holds for any 
interval with the length 1 0j i− = 1m +  (the length of the interval from 0i  to 1j ). 
When 0 0i j= , we have  
0 0 1 1 1 1 0 1 0 1 1 0( , ) ( , ) ( , ) ( , ) ( , ) ( , )i j i j i j i j i j i jX L R X L R X L R X L R X L R X L R+ = = = + . 
When 1 1i j= , we have  
0 0 1 1 0 0 0 1 0 1 1 0( , ) ( , ) ( , ) ( , ) ( , ) ( , )i j i j i j i j i j i jX L R X L R X L R X L R X L R X L R+ = = = + . 
When 0L =  or 0R = , we have 0 1( , )i jX L R = +∞ , so (19) holds. 
When 0 0i j<  and  1 1i j<  and 0L > and 0R > , let us consider two cases:  
 Case 1:  1 0i j< .  Let 1 0 ( , )i jr L Rρ=  and 0 1( , )i js L Rρ= .  Assume first that 
sr ≤ .  We have 
0 0 0, 0 0, 1 , 0( , ) ( 1, ) ( , 1)i j i j i r r jX L R w X L R X L R−≤ + − + −  
1 1 1, 1 1, 1 , 1( , ) ( 1, ) ( , 1)i j i j i s s jX L R w X L R X L R−≤ + − + −  
from the definition of ( , )ijX L R . And  
1 0 1, 0 1, 1 , 0( , ) ( 1, ) ( , 1)i j i j i r r jX L R w X L R X L R−= + − + −  
0 1 0, 1 0, 1 , 1( , ) ( 1, ) ( , 1)i j i j i s s jX L R w X L R X L R−= + − + −  
from the definition of ( , )ij L Rρ . 
Since we have 1110 −≤−≤≤ srii , and 0 1 01 1s i j i m− − ≤ − − =   
By induction, we have  
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0, 1 1, 1 0, 1 1, 1( 1, ) ( 1, ) ( 1, ) ( 1, )i r i s i s i rX L R X L R X L R X L R− − − −− + − ≤ − + −   (20) 
Therefore  
0 0 1 1 0, 0 0, 1 , 0 1, 1 1, 1 , 1( , ) ( , ) ( 1, ) ( , 1) ( 1, ) ( , 1)i j i j i j i r r j i j i s s jX L R X L R w X L R X L R w X L R X L R− −+ ≤ + − + − + + − + −
 
 
0, 0 1, 1 0, 1 1, 1 , 0 , 1( 1, ) ( 1, ) ( , 1) ( , 1)i j i j i r i s r j s jw w X L R X L R X L R X L R− −= + + − + − + − + −  
 
0, 1 1, 0 0, 1 1, 1 , 0 , 1( 1, ) ( 1, ) ( , 1) ( , 1)i j i j i r i s r j s jw w X L R X L R X L R X L R− −≤ + + − + − + − + −  
 
0, 1 1, 0 0, 1 1, 1 , 0 , 1( 1, ) ( 1, ) ( , 1) ( , 1)i j i j i s i r r j s jw w X L R X L R X L R X L R− −≤ + + − + − + − + −  
 
0, 1 0, 1 , 1 1, 0 1, 1 , 0( 1, ) ( , 1) ( 1, ) ( , 1)i j i s s j i j i r r jw X L R X L R w X L R X L R− −= + − + − + + − + −  
 0 1 1 0( , ) ( , )i j i jX L R X L R= +  
So we have 0 0 1 1 0 1 1 0( , ) ( , ) ( , ) ( , )i j i j i j i jX L R X L R X L R X L R+ ≤ +  in the case 1. The 
arguments for r s>  is similar, but in (20) the roles of r  and s  are reversed. 
 Case 2: 01 ji = .  Let 01 jir ==  and let 0 1( , )i js L Rρ= .  Consider first the 
case when sr < .  We have 0 1 0, 1 0, 1 , 1( , ) ( 1, ) ( , 1)i j i j i s s jX L R w X L R X L R−= + − + −  
from the definition of ( , )ij L Rρ ,and 
, 1 , 1 , 1 , 1( , ) ( 1, ) ( , 1)r j r j r s s jX L R w X L R X L R−≤ + − + −  
Since we have 10 −≤≤≤ srri , and 0 1 01 1s i j i m− − ≤ − − =   
By induction, we have 
 0, , 1 0, 1 ,( 1, ) ( 1, ) ( 1, ) ( 1, )i r r s i s r rX L R X L R X L R X L R− −− + − ≤ − + −  
 0, , 1 0, 1( 1, ) ( 1, ) ( 1, )i r r s i sX L R X L R X L R− −− + − ≤ −     (21) 
Now we want to show  
0, , 1 0, 1( , ) ( , ) ( , )i r r j i jX L R X L R X L R+ ≤  
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Since 0, , 1 0, , 1 , 1 , 1( , ) ( , ) ( , ) ( 1, ) ( , 1)i r r j i r r j r s s jX L R X L R X L R w X L R X L R−+ ≤ + + − + −  
and  0, 1 0, 1 0, 1 , 1( , ) ( 1, ) ( , 1)i j i j i s s jX L R w X L R X L R−= + − + −  
We only need to show 
0, , 1 , 1 , 1 0, 1 0, 1 , 1( , ) ( 1, ) ( , 1) ( 1, ) ( , 1)i r r j r s s j i j i s s jX L R w X L R X L R w X L R X L R− −+ + − + − ≤ + − + −
 
that is, 0, , 1 , 1 0, 1 0, 1( , ) ( 1, ) ( 1, )i r r j r s i j i sX L R w X L R w X L R− −+ + − ≤ + −  
It can be written as, 
0, 0, , 1 0, , 1
0, 1 0, 1
[ ( , ) ( 1, ) ] [ ( 1, ) ( 1, )]
[ ] [ ( 1, )]
i r i r r j i r r s
i j i s
X L R X L R w X L R X L R
w X L R
−
−
− − + + − + − ≤
+ −
 
As we already have 0, , 1 0, 1( 1, ) ( 1, ) ( 1, )i r r s i sX L R X L R X L R− −− + − ≤ −  by the induction. 
What left to show is  
0, 0, , 1 0, 1( , ) ( 1, )i r i r r j i jX L R X L R w w− − + ≤  
that is, 0, 0, 0, 1 , 1( , ) ( 1, )i r i r i j r jX L R X L R w w− − ≤ −  
Since we know 0, 1 , 10 i j r jw w≤ − , we only need to show 
0, 0,( , ) ( 1, ) 0i r i rX L R X L R− − ≤ . This is the content of the following lemma.  When 
r s≥ , the arguments is similar, but in (21) the roles of r  and s  are reversed. ///// 
 
Lemma.   , ,( , ) ( 1, )i j i jX L R X L R≤ −    for 0L >  
, ,( , ) ( , 1)i j i jX L R X L R≤ −    for 0R >  
where 0 i j n≤ ≤ ≤   
Proof.  When i j=  , , ,( , ) ( 1, ) 0i j i jX L R X L R= − =  and , ,( , ) ( , 1) 0i j i jX L R X L R= − = . 
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When i j≠  , if 0L =  or 0R = , we have , ,( , ) ( , 1)i j i jX L R X L R= − = +∞  or 
, ,( , ) ( 1, )i j i jX L R X L R= − = +∞ . 
When i j≠  and 0L >  and 0R > , proof by induction on L R+ : 
When 2L R+ = , then 1L =  and 1R = . we have , ,( , 1) ( 1, )i j i jX L R X L R− = − = +∞ , 
, ( , )i jX L R ≤ +∞ .  
Suppose , ,( , ) ( 1, )i j i jX L R X L R≤ −  and , ,( , ) ( , 1)i j i jX L R X L R≤ −  hold for R L+  is 
less than or equal to m , where 2m ≥ .  We show , ,( , ) ( 1, )i j i jX L R X L R≤ −  and 
, ,( , ) ( , 1)i j i jX L R X L R≤ −  hold for L R+ = 1m + . 
When 1L >  and 1R > , we have  
, , , 1 ,( , ) min( ( 1, ) ( , 1))i j i j i k k j
i k j
X L R w X L R X L R−< ≤
= + − + −  
, , , 1 ,( , 1) min( ( 1, 1) ( , 2))i j i j i k k j
i k j
X L R w X L R X L R−< ≤
− = + − − + −  
and , , , 1 ,( 1, ) min( ( 2, ) ( 1, 1))i j i j i k k j
i k j
X L R w X L R X L R−< ≤
− = + − + − − . 
Therefore by induction, we have  
, 1 , 1( 1, ) ( 1, 1)i k i kX L R X L R− −− ≤ − −  
, ,( , 1) ( , 2)k j k jX L R X L R− ≤ −  
and , 1 , 1( 1, ) ( 2, )i k i kX L R X L R− −− ≤ −  
, 1 , 1( , 1) ( 1, 1)i k i kX L R X L R− −− ≤ − − ,    for i k j< ≤ . 
Therefore we have  
, , 1 , , , 1 ,min( ( 1, ) ( , 1)) min( ( 1, 1) ( , 2))i j i k k j i j i k k j
i k j i k j
w X L R X L R w X L R X L R− −< ≤ < ≤
+ − + − ≤ + − − + −  
, , 1 , , , 1 ,min( ( 1, ) ( , 1)) min( ( 2, ) ( 1, 1))i j i k k j i j i k k j
i k j i k j
w X L R X L R w X L R X L R− −< ≤ < ≤
+ − + − ≤ + − + − −  
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That is , ( , )i jX L R ≤ , ( , 1)i jX L R −  and , ( , )i jX L R ≤ , ( 1, )i jX L R− . 
When 1L = , , , ,( , ) (1, ) (0, ) ( 1, )i j i j i jX L R X R X R X L R= ≤ +∞ = = − . 
Since 1 1 1 2L R m+ = + > + = , we have 1R > ,so the similar augment holds for 
, ( , )i jX L R ≤ , ( , 1)i jX L R −  
When 1R = , the argument is similar to the case 1L = , except that the roles of L  
and R  are reversed         ///// 
 
3.2.2.  The Monotonicity Theorem with Left-Right Restrictions 
Theorem. (Monotonicity Theorem) 
Suppose 0 1 0 10 i i j j n≤ ≤ ≤ ≤ ≤   
  00 ji <   11 ji <    0L >   0R >  
 Then 0 0 1 1( , ) ( , )i j i jL R L Rρ ρ≤  
Proof. by contradiction, let 0 0 ( , )i jr L Rρ=  and 1 1( , )i js L Rρ= . 
 Let sr > , we have 
0 0 0, 0 0, 1 , 0( , ) ( 1, ) ( , 1)i j i j i r r jX L R w X L R X L R−= + − + −    (22) 
0 0 0, 0 0, 1 , 0( , ) ( 1, ) ( , 1)i j i j i s s jX L R w X L R X L R−< + − + −    (23) 
1 1 1, 1 1, 1 , 1( , ) ( 1, ) ( , 1)i j i j i s s jX L R w X L R X L R−= + − + −     (24) 
1 1 1, 1 1, 1 , 1( , ) ( 1, ) ( , 1)i j i j i r r jX L R w X L R X L R−≤ + − + −     (25) 
by the quadrangle lemma, we have 
0, 1 1, 1 0, 1 1, 1( 1, ) ( 1, ) ( 1, ) ( 1, )i s i r i r i sX L R X L R X L R X L R− − − −− + − ≤ − + −   (26) 
, 0 , 1 , 0 , 1( , 1) ( , 1) ( , 1) ( , 1)s j r j r j s jX L R X L R X L R X L R− + − ≤ − + −   (27) 
 39 
Therefore 
 0 0 1 1( , ) ( , ) . .i j i jX L R X L R R H S+ < of (23) + SHR .. of (25) 
    0, 0 1, 1 . .i j i jw w L H S= + + of (26) + SHL .. of (27) 
    0, 0 1, 1 . .i j i jw w R H S≤ + + of (26) + SHR .. of (27) 
    SHR ..= of (22) + SHR .. of (24) 
    0 0 1 1( , ) ( , )i j i jX L R X L R= +  
Therefore it is a contradiction.        ///// 
3.3.3.  Implementation 
 
//Initialization 
//Set initial values to diagonal of the matrix 
For all i,j,  w[i][j]=sum(k from i to j )(a[i]) + sum(k from i+1 to j )(b[i]) 
For (n from HR to 1) all X[0][n][i][j] = Maxvalue; 
For (m from HL to 1) all X[m][0][i][j] = Maxvalue; 
For (m from HL to 0 and n from HR to 0) X[m][n][i][i] = 0; 
 
//Height restricted alphabetic tree 
for d  to HL+HR-2 downto 0 
 for m from Min(d,HL-1) downto 0 
 { 
 n = d-m; 
 if n>N then skip the rest of inner loop; 
 40 
 for gap from 1 to n-1 
  for i from 1 to n-gap 
  { 
   j = i + gap; 
   if R[M][N][i][j-1] or R[M][N][i+1][j] undefined 
   for k from i+1 to j 
   { 
    if X[M][N] [i][j]  
> w[i][j]+X[M-1][N][i][k-1]+X[M][N-1][k][j] 
    { 
    X[M][N] [i][j] = 
    w[i][j]+X[M-1][N][i][k-1]+X[M][N-1][k][j]; 
    R[M][N] [i][j] = k; 
    } 
   } 
   otherwise 
   for k from R[M][N][i][j-1] to R[M][N][i+1][j] 
   { 
    if X[M][N] [i][j]  
> w[i][j]+X[M-1][N][i][k-1]+X[M][N-1][k][j] 
    { 
    X[M][N] [i][j] = 
    w[i][j]+X[M-1][N][i][k-1]+X[M][N-1][k][j]; 
    R[M][N] [i][j] = k; 
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    } 
   } 




4.  Conclusion 
In this paper, we first reviewed previous works on binary search trees and binary 
search trees with height restrictions. The famous Knuth algorithm and the 
quadrangle and monoticity lemmas on which it depends have been the starting 
point for our work. After reviewing these results, we found parametrized versions 
of the lemmas that can be applied to the construction of binary search trees with 
restrictions on branches.  As in the case of the original Knuth algorith, this  
reduces the complexity of the finding an optimal tree from )( 3nO  for the naively 
constructed algorithm to )( 2nO . We have given proofs of the lemmas and 
presented the algorithms.   In our appendix, working versions of the algorithms 
are given in Mathematica code.   
 
The monoticity on branch’s different level and the monoticity on weighted 
branches case will be the future work to further extending the properties to a 
range of special trees. 
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 rutes[tree_]:=If[tree=={}, {}, Complement[Transpose[tree][[2]], Transpose[tree][[1]]]] 
 leaves[tree_]:=If[tree=={}, {}, Complement[Transpose[tree][[1]], Transpose[tree][[2]]]] 
 tpz[ls_]:=If[ls=={}, {}, Part[Transpose[ls], 1]] 




 heir[vertex_, tree_]:=Module[{c=children[{vertex}, tree]}, If[c=={},vertex,c]]  
 lsheir[ls_, tree_]:= Flatten@Map[heir[#, tree]&, ls] 
 orderedleaves[tree_]:=FixedPoint[lsheir[#,tree]&, rutes[tree]] 
  
 (******************************************************************************) 
 vertexlevel[tree_, n_(*vertex*)]:=Module[ 









 setvl[ls_, n_]:= Do[vl[ls[[i]]]=n, {i, 1, Length[ls]}] 
 assignvl[tree_]:=Module[ 












 subtree[tree_, subroot_(*vertex*)]:= 
Module[ 
{f, x = Select[tree, subroot==#[[-1]]&]}, 
f[ls_]:=Union[ls~Join~Select[tree, MemberQ[Transpose[ls][[1]], #[[-1]]]&]]; 
If[x=={}, {},FixedPoint[f, x]] 
] 
 (******************************************************************************) 
 xpos[vertex_, tree_]:= 
Module[ 
{lea=orderedleaves[tree], lea2, pp}, 
If[ 
 MemberQ[lea, vertex],  
 Position[lea, vertex][[1,1]], 
 lea2=leaves[subtree[tree, vertex]]; 




 ypos[vertex_, tree_]:=vertexlevel[tree, vertex] 
 
ejj[{p_, q_}, tree_]:=Line[{{xpos[p, tree], ypos[p, tree]}, {xpos[q, tree], ypos[q, tree]}}] 










 n = n-1 
]; 









RealmaxN = Min[maxM,n-1]; 
RealmaxM = Min[maxN,n-1]; 
Maxvalue = Max[weight]*2*n*2*n; 
 Do[ 
 Do[ 
  Do[ 
   Do[ 
    x[mm,nn,i,j] = Maxvalue; 
    r[mm,nn,i,j] = -1, 
    {i,1,j} 
   ], 
   {j,1,n} 
  ], 
  {nn,0,RealmaxN } 
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 ], 




  Do[ 
   x[mm,nn,i,i] = 0, 
   {i,1,n} 
  ], 
  {nn,0,RealmaxN } 
 ], 
 {mm,0,RealmaxM } 
]; 
For[ 




  mm = Min[RealmaxM-1,d], 
  d-mm <= RealmaxN-1 && mm>=0, 
  mm--, 
  nn = d-mm; 
  Do[ 
   Do[ 
    j = i + gap; 
    If[ 
     r[mm,nn,i, j-1] == -1, 
     start = i+1, 
     start = r[mm,nn,i, j-1] 
    ]; 
    If[ 
     r[mm,nn,i+1, j] == -1, 
 49 
     end = j, 
     end = r[mm,nn,i+1, j] 
    ]; 
    If[ 
     r[mm,nn,i, j-1] > r[mm,nn,i+1, j], 
     MM =mm; 
     NN =nn; 
     II=i; 
     JJ=j 
    ]; 
    table = Table[{k, w[i][j]+x[mm+1,nn,i,k-1]+x[mm,nn+1,k,j]}, {k,start,end}]; 
    x[mm,nn,i,j] = Min[Transpose[table][[2]]]; 
    If[ 
     x[mm,nn,i,j] >= Maxvalue, 
     r[mm,nn,i,j] = -1, 
     table = Map[#-{0,x[mm,nn,i,j]}&, table]; 
     r[mm,nn,i,j] = Transpose[Select[table, #[[2]]==0&]][[1]][[-1]] 
    ], 
    {i,1,n-gap} 
   ], 
   {gap,1,n-1} 








 mm =  u[[1]][[1]]; 
 nn =  u[[1]][[2]]; 
 u1 = u[[1]][[3]]; 
 50 
 u2 = u[[1]][[4]]; 




 u = Delete[u,1]; 
 t = Prepend[ t,{idRight,idRoot} ]; 
 t = Prepend[ t,{idLeft,idRoot} ]; 
 table = Append[table,{idRoot,x[mm,nn,u1,u2]}]; 
 If[ 
  u2 - mid > 0, 
  u = Append[u,{mm,nn+1,mid,u2}], 
  table = Append[table,{idRight,x[mm,nn+1,mid,u2]}] 
 ]; 
 If[ 
  mid -1 - u1 > 0, 
  u = Append[u,{mm+1,nn,u1,mid-1}], 
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