Abstract. AdaBoost algorithm based on Haar features and Local Binary Patterns (LBP）features are widely used in machine learning method, and deep learning algorithm is a hot research field in recent years. Remote sensing image recognition meets the needs of human beings in the social development of Information Technology Intelligent. Combined machine learning method with the three features, a certain number of buildings in the remote sensing image were trained and performance test, and then the test results were evaluated, respectively. The results show that the features performance of the deep learning algorithm is better than the other two kinds of features, and the accuracy can meet the requirements of the application of remote sensing image interpretation.
Introduction
As a new technology developing in the early 1960s, the automatic interpretation of remote sensing images has been one of the goals of the development of 3S technology. Automatic detection and recognition by computer can save a lot of labor force, material resources and time, so as to accelerate the speed of human access and utilization of geographic information. The building is an important place for human life and production, automatic access to building regional location can be quickly used for government decision-making and construction planning guidance. But building detection has been a difficult problem, because the shape of the building is not the same and the outline of the terrain easily by the terrain, the shadow, vegetation cover, and the features of the building is not easy to find. In the last few decades, with the rapid development of computer technology, it is possible to detect and identify buildings accurately.
Based on object-oriented building detection, remote sensing image segmentation is divided into many objects, and a variety of features of the object are detected [1] . Ensemble learning and deep learning are the most widely used machine learning algorithms, and have achieved some results in various fields [2] . For machine learning algorithm, AdaBoost is the most typical algorithm of ensemble learning, and the Haar and LBP features are widely used in AdaBoost [3] [4] . PCANet make the simplified training process simpler, and can adapt to different tasks, different data types of deep learning network model [5] . In this study, three kinds of building image detection algorithms are applied to the building detection of remote sensing images, and the performance of each learning method is tested and evaluated using a building image samples library. We can provide a reference for building image detection, which can be used to achieve precision classification as soon as possible.
Dataset
At present, there is no standard database for remote sensing image detection. So we establish an image database to perform research. Cropped images from UAV remote sensing image, Danling County, Sichuan Province, China, by the 1000 building images and 2000 non building images. The positive sample is a 42×48 pixel RGB image, including various types of independent buildings. The negative sample is a RGB image with a resolution of 42×48 pixels, which includes all types of building elements. We randomly selected 100, 200, 500 images of building from the 1000 buildings as the training group, 3rd International Conference on Mechatronics and Industrial Informatics (ICMII 2015) respectively, the remaining 500 images as the test group. The same from 2000 non building images were randomly selected from 200, 400, 1000 as the training group and the positive sample to participate in training, and the remaining 1000 as a test group. Then we exchange the training group and the test group to perform another experiment, from which we could get two sets of data. In order to compare the detection performance of two kinds of machine learning methods under the same conditions, the same training sample and the same training method and test sample are provided.
Various Features and Models

AdaBoost Algorithm
AdaBoost is the abbreviation for "Boosting Adaptive", which was proposed by Yoav Freund and Robert Schapire in 1995 [6] . AdaBoost is an adaptive iterative algorithm, which is composed of several weak classifiers. Setting up a training sample set {( ), ( )… ( )}, the same weight is given to each of the same weight of 1/N, and then use the algorithm on the training set L round. When the error rate is small to a predetermined value, it will enter the next round. Each training sample is given a certain value, if the sample is accurately classified the weight is reduced, the specific provisions of the wrong will be improved. The prediction function is used to determine the classification problem by using the weighted average method.
Haar Features
Haar feature is a series of rectangular features, which is composed of edge features, linear features, central features and diagonal features. The feature template has a white and black two rectangles, and defines the features values of the template for a white rectangle and minus the black rectangle pixels. In the determination of the featuress of the featuress of the number of Haar feature is determined by the size of the training sample image matrix, feature templates in the sub window arbitrary placement, a form known as a feature to identify all the sub window is the basis for the weak classification training [7] .
LBP Features
Local Binary Patterns are in a region, with the window center pixel as the threshold, the gray value of the adjacent pixels and the comparison, the value of the center pixel value is 1 and the other is 0. In the field, the value of the points in the field is combined into binary number and converted to decimal, and the final value is the LBP value of the center point, which is used to reflect the image texture information [8] .
PCANet Models
The effect of image classification is largely determined by the shape, texture, color and other featuress of the classified objects. The featuress of Haar and LBP mentioned above are all the featuress of a large number of manual extraction. Deep learning is a feature that automatically learns from the region of interest. It uses a more abstract expression of things. PCANet model is a simplified deep learning network, which contains a cascade of principal component analysis (PCA), binary hashing, and block-wise histograms of three parts [5] . First of all, we are given input training images of size , around each pixel, we take a patch, then subtract patch mean from each patch and get the features vector , Take the maximum eigenvalues as the filter for next step:
(1) The second stage is also the PCA, the need to be the first step in the input of the image and filter to do the second phase of the training image. The picture is divided into ,then put the of the image after the convolution of the sub block results are obtained:
(2) The feature vector of the is the largest eigenvalue of the , which is used as a filter: Table. 1 Detection performance of Haar features in different samples
Performance of LBP Features
The LBP feature has its own rotation invariant features, and we set the default parameters for training by OpenCV. Table 2 shows that the performance of LBP is still in the best performance of the 500 samples after different numbers of samples. Compared with the feature of LBP, the LBP features are more fast and accurate than the Haar.
Sample Table. 2 Detection performance of LBP features in different samples
Performance of PCANet Model Extract Features
The feature of PCANet model is extracted from the sample, which is more abstract for image feature extraction. As can be seen from table 3, in the case of only 100 of the sample, the detection accuracy is still more than the best results of the Haar features and LBP features mentioned above. When the number of samples is 500, the accuracy rate can reach 91%, and the false positive rate is only 9.5%. Under the limitation of experimental conditions, feature extraction of the deep learning algorithm is satisfactory. The training speed is faster than the LBP feature classifier, and the detection speed is the same.
Sample Table. 3 Detection performance of deep learning algorithm in different samples
Conclusion and Discussion
In our research, we have finished the testing and comparisons about three features, including Haar features, LBP features and the features extracted by PCANet, and during the test we chose the same samples. The difference of performance which resulted from the problem of the sample could be reduced by the training, testing and exchanging the different numbers of samples. It suggested that the features extracted by PCANet have achieved a relatively good detection performance, and it is the most suitable for building image detection in remote sensing images. Although Haar features and LBP features, which once have an advantage in the field of face recognition, have no advantage in the field of the detecting of buildings in remote sensing images, owing to failing to reflect the features of building images. At present, deep learning has become a hot spot in the field of machine learning due to its excellent performance and generalization ability. How to strengthen the deep learning structure, improve the algorithm and make the remote sensing automatic interpretation more suitable are the key focus of this study.
