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Using a standard not?w of a quotient graph of certain vertex-transitive graphs, methods for 
lifting a Hamilton cycle in the quotient graph to a Hamilton cycle in the original graph are 
discussed. 
1. Introduction 
The problem of determining whether or not every connected Cayley graph has 
a Hamilton cycle has attracted considerable attention. A recent survey paper by 
Gallian and Witte [lo] has a good bibliography of papers dealing with the 
problem. They also provide a list of unsolved problems among which is the 
following. Does the Cayley graph on the semidirect product of two cyclic groups 
with the standard generators have a Hamilton cycle? 
In the present paper, three tools are discussed that easily dispose of the 
preceding problem and offer an approach for similar problems. The oldest of the 
tools dates from 1979 and the newest is from material unpublished as of yet. The 
common framework is that of a quotient graph. 
Definition 1.1. A permutation a! is said to be semiregular if the group (cw) 
generated by cy is semiregular, that is, if all cycles in the disjoint cycle 
decomposition of cy have the same length. If G is a graph and Aut(G) contains a 
semiregular element cu, then there is a natural quotient graph G/a that may be 
defined. The vertices of G/a are the orbits of (cu) and two such vertices are 
adjacent if and only if there is an edge in G joining a vertex of one corresponding 
orbit to a vertex in the other corresponding orbit. 
It is important o remember that because of the action of cu, a vertex of G/cu 
corresponds to a circulant subgraph of G and an edge of G/a! corresponds to a 
perfect matching between the corresponding orbits of ( ru). 
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2. The Chen-Quimpo theorem 
The first tool to be presented is the Chen-Quimpo Theorem [4]. However, 
before doing so, a trivial case is treated first as Theorem 2.1. 
Theorem 2.1. Let G be a graph that admits a semiregular automorphism IY of 
order 2 and let G1, G2, . . . , G,, be the subgraphs induced by G on the orbits of 
( LY) . If Gi z Gj E K2 and G/a has a Hamiltonian path joining Gi and Gj (where Gi 
is also used to denote the vertex of G / cy corresponding to the orbit V(Gi)), then G 
has a Hamilton cycle. 
Proof. Let ui and vi be the vertices of Gi. Let G, be the vertex of G/ar adjacent 
to Gi in the Hamilton path joining Gi and Gj. Then Ui is adjacent to some vertex 
u, E V (Gr). Similarly, u, is adjacent to some vertex u, E V(G,) where C, is the 
vertex following G, in the Hamilton path joining Gi to Gj in G/cu. Continue in this 
way until reaching a vertex Uj E V(Gj). NOW the other vertex vj E V(Gj) is 
adjacent to Uj. Proceed by working backward along the Hamilton path until 
reaching the vertex Vi, using the fact that there is a perfect matching between 
successive Gts on the Hamilton path. The inclusion of the edge UiVi yields the 
Hamilton cycle in G. Cl 
edition 2.2. A graph is said to be IIamilton-connected if for any two vertices 
there exists a Hamilton path joining them. &ralogously, a bipartite graph with 
bipartition sets A and B satisfying IA I= 1B1 is said to be Hamilton laceable if for 
any u E A and v E B there is a Hamilton path joining u and v. 
Theorem 2.3 (Chen-Quimpo). Let G be a connected Cayley graph on an abelian 
group and let deg(G) 2 3. Then 
(i) G is Hamilton-connected if G is not bipartite 
and 
(ii) G is Hamilton laceable if G is bipartite. 
Theorem 2.4. Let G be a graph that admits a semiregular automorphism CY of 
order ta4, let G1, G2,. . . , G,,, be the subgraphs induced by G on the orbits of 
( LY), and let each Gi be connected. If deg(Gj) 2 3 for some j and there is a 
Hamilton path in G/E with Gj as one of ia endvertices, then G has a Hamilton 
cycle. 
bof. Let G,G, l l l Gj be a Hamilton path of G/cu with Gj as one of its 
endvertices. Let Cr be a spanning cycle of G,. Such a cycle exists because Gr is a 
connected circulant and by applying Theorem 2.3. The permutation LY induces a 
labelhng ur,o, u~,~, . . . 9 u,.~-~ of V(G,). Remove an edge u,,&,,b from C, where a 
is odd and b is even, leaving a spanning path P, of Gt with endvertices u~,~ and 
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U r,b. Now take edges u,,,u,,, and U&&b from G, to G, extending the path A’), into 
G,. Note that it is possible to label the ends of the two edges in G, as shown 
because of the action of cy. Of course, tins now fixes the labelling of the rest 
of Gs. 
The key to the proof is seeing how to extend the path through the rest of G’. If 
deg(G,) = 2, then G, is itself a t-cycle. Let us,*) and r&b, be the predecessors of
U s,a and Us,b* respectively, on the t-cycle. Then proceed from u,,b around the 
cycle in the opposite direction from z&b until reaching u~,~~. If us,a~ = u,,b, one 
proceeds nowhere. Likewise, proceed from Us,a until reaching u,,b’. The resulting 
path P, spans V(G,) U V(G,) and has endvertices us,aI and z&b% Note that if t is 
even, then Q’ is even and b’ is odd. 
If deg(G,) a 3, there is a spanning path of G, joining us,a and us,& because of 
Theorem 2.3. There must be an edge U&&b) in this path satisfying a’ is odd and 
b’ is even. Delete this edge from the path leaving two subpaths that span G,, one 
with u~,~ as an en&ertex and the other with r&b as an endvertex. They extend Pr 
to a path P, that spans V(G,) U V(G,) and has endvertices Us,a’ and &b#, a’ odd 
and b’ even. 
Continue extending the path as above by following the Hamilton path of G/a. 
Eventually the extended path reaches Gi along two edges that enter Gj at vertices 
Uj,a and Uj.6. 
Since deg(Gj) 2 3, Gj is either Hamilton-connected or Hamilton laceable by 
Theorem 2.3. If Gj is Hamilton-connected, join Uj,a and u@ with a spanning path 
of Gj thereby producing a Hamilton cycle in G. 
If Gj is Hamilton laceable, then t must be even and the preceding extension 
procedure allows one of a and b to be odd and the other to be even. That is, Uj,a 
and uj,b are in different bipartition sets. Thus, there is a spanning path of Gj 
joining them and G has a Hamilton cycle. Cl 
3. Generalized Petersen graphs 
The previous section takes care of the situations of the orbits of or having 
cardinality 2 with some of them being &‘s and when some orbit has a subgraph 
of degree at least 3 with all the subgraphs being connected. In this section, the 
case that all the orbits induce connected graphs of degree 2 is addressed. The 
essential tool is the classification of hamiltonian generalized Petersen graphs. 
Definition 3.1. The generalized Petersen graph GP(n, k), n > 2, has vertex-set 
{ uo, 4, l l l 9 48-1, vo, Vl, l l l 9 h-1 } and edge-set {UiUi+l, &Vi, ViVi+&: i = 
O,l,...,n - 1 and subscripts reduced modulo n}, where 1~ k < n - 1. 
Theorem 3.2 (Alspach [l], Bannai [3]). The generalized Petersen graph GP(n, k) 
28 B. Akkpach 
has a Hamilton cycle if and only if it is not one of the following: 
(i) GP(n, 2) = GP( n, n - 2) s GP(n, (n - 1)/2) s GP(n, (n + 1)/2), n = 5 (mod6), 
Or 
(ii) GP(rtnr, 2m), m 3 2. 
The exception (ii) in Theorem 3.2 is of no concern because all the generalized 
Petersen graphs arising in this paper are cubic. The exceptional graphs (i) may 
not have a Hamilton cycle but, in a sense, they come oh so close. This is 
described in the following result. 
Theorem 3.3. Any two non-adjacent vertices of GP(6m + 5,2), m a 0, are joined 
by a Hamilton path. 
Theorem 3.3 is mentioned in [2] and is easily proved by induction on m. 
Generalized Petersen graphs arise by observing that if both Gi and Gi are 
connected and of degree 2, and if Gi is adjacent o Gi in G/a, then the subgraph 
induced by G on V(Gi) U V(Gj) contains a generalized Petersen graph. Even if 
there is more than one cu-invariant perfect matching between Gi and Gj the 
resulting eneralized Petersen grap s are isomorphic (by cyciically relabelling Gi 
or Gj). Thus, it is natural to talk about the generalized Petersen graph induced by 
G on V(Gi) U V(Gj). Qn the other hand, if deg(Gi) 2 3, then there may be more 
than one isomorphic type of generalized Petersen graph spanning V(Gi) U V(Gj). 
Also, there may be none under other circumstances. The latter situations are of 
no interest here because the Chen-Quimpo Theorem is a better tool when 
deg(GJ 2 3. 
Theorem 3.4. Let G be a graph that admits a semiregular automorphism Q of 
or&r ta3and let C,, Gz, . . . , G, be the subgraphs induced by G on the orbits of 
( (u). Let each Gi be connected and have degree 2, and let I$ denote the generalized 
Petersen graph spanning V(Gi) U V(Gj) whenever Gi and Gj are adjacent in G/a. 
If the quotient graph Glcu has a Hamilton cycle containing an edge G,G, such that 
P, = GP(6n -I- $2) for some m, then G contains a Hamilton cycle. 
Proof* Let G,G, - l l C,C, be a Hamilton cycle of G/a containing the edge G,G,. 
Build a path P as follows. Start P at a vertex ur,o of G, and take an edge u&&O to 
a vertex of Gk. Now Gk is itself a cycle, so follow around the cycle until reaching 
a Vertex uk,o adjacent t0 uk,O. From &a take an edge to a vertex of the Gi 
preceding Gk in the Hamilton cycle of G/a. Continue in this way until reaching a 
vertex u, of Gs. If u, is not adjacent o u,,~, there is a Hamilton path of P, joining 
u~,~ and u, by Theorem 3.3. This Hamilton path of Prs together with P gives a 
Hamilton cycle in G. 
If u, is adjacent o u~,~, then go around the cycle Gk in the opposite direction at 
the first stage of the construction of P. Make all other choices of direction around 
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the various cycles the same as before. The vetz 24; now first encountered in G, 
will be different han u, and thus not adjacent o u,~ in Pm. A Hamilton cycle of 
G can be constructed as before. Cl 
As a matter of fact, except for one case a Hamilton path in G/a! is sticient. 
This will be stated after a definition. 
Definition 3.5. If G is a circulant graph with it vertices uo, ul, . . . , urn-l and 
p = (u, u1 l l l u,,) is an automorphism of G, then {i: UoUi E E(G)} is called the 
symbol of G. 
Theorem 3.6. Let G ~a,cisfy the hypotheses of Theorem 3.4. If the quotient graph 
G/LY has a Hamilton path 6,G, l l l Gk containing the edge G,G, at one end, and if 
G, and Gk do not have the same symbol, then G has a Hamilton cycle. 
Proof. Start a path in Gk and extend it back along the Hamilton path of G/a! just 
as is done in the proof of Theorem 2.4. Let {r, t - t} be the symbol of Gk where 
1~ r < (t - 1)/2. Because of the way the path is extended, the edges that go from 
one Gi to the next one are always distance r apart under the labelling on the Gi’s 
induced by (Y. Hence, when the path reaches G, it does so at vertices us,= and 
U s,a+r= Since the symbol of G, is not {r, t - r}, Us,0 and Us,a+r are not adjacent in 
P,.= so that there is a Hamilton path in P,,s joining them. This produces a 
Hamilton cycle in G as required. 0 
In most cases, the hypothesis that Gk and C, do not have the same symbol can 
be discarded and still have Theorem 3.6 remain true. However, the details for an 
accurate statement and proof are not worth the effort. 
Theorem 3.7. Let G be a graph that admits a semiregular automorphr;rFm (Y of 
order ta3 and let G,, G2,. . . , G, be the subgraphs induced by G on the orbits of 
(a>. Let each Gi be connected and have degree 2. The graph G has a Hamilton 
cycle if either of the following statements is true: 
(i) G, and G, have the same symbol and there is a Hamilton path of G/a joining 
them; 
or 
(ii) there is a Hamilton cycle in G/a and m is odd. 
Proof. Start a path in G, and extend it as done in the proof of Theorem 2.4. Let 
the symbol of G, be {k, t - k}. As observed in the proof of Theorem 3.6, when 
the extended path reaches G, it will do so at vertices ussa nd us,,+& Since the 
symbol of G, is &O {k, t - k), Us,a and Us,,+& are joined by a Hamilton path in G, 
thereby producing a Hamilton cycle in G. This proves (i). 
To prove (ii), let G,G, l l l GjGr be a Hamilton cycle of G/at. Without 10s~ of 
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generality, let the symbol of C, be (1, t - 1). Start two paths P and Q at u,,~ and 
u r.19 respectively. Consider all labellings of the Gi’s to be cyclically oriented so 
that ui,, comes before Ui,u+l. Thus, u,,o comes before u,,l a Take an edge from ur,o 
to u,,~ of G, to extend P and then an edge from u,~ to u,,~ of G, to extend Q. 
The predecessor f u,,~ on the cycle G, is the vertex z&,-k, where {k, t - k} is 
the symbol of G, and k < t - k, and the predecessor of us,1 is us+& Extend the 
path P by going around the cycle G, from u,,~, away from its predecessor, until 
reaching u,,~+ Similarly, extend Q until reaching u,,-k The new paths P and Q 
now cover all the vertices of Gs. Of most importance, though, is the fact that in 
G, the terminal vertex of P comes before the terminal vertex of Q whereas this 
situation is switched in C,. That is, u,_k comes before u~,~-~ 
Continue extending P and Q in the same way working along the Hamilton cycle 
of G/cu. Which terminal vertex comes first svitches with each extension through a 
Gi. Sin 3 there are an odd number of vertices in G/a, when P and Q have been 
extended through Gj, the terminal vertex of P has the form Uj.4 and the terminal 
vertex of Q has the form Uj,a+l. 
Take an edge from Uj,o to ur,b in G, and an edge from Uj,a+l to u~,~+~ in Gr. If 
ur.6 *ur.O, then it is easy to extend P until reaching u,,~ and Q until reaching u,,~ 
which gives a fIamilton cycle in G. If u~,~ =u,,~, then at an earlier stage use 
successors along a cycle Gi instead of predecessors. This will change the exiting 
edges by a cyclic shift so that if no other changes are made, u,,~ and u,,~+~ will be 
changed. Cl 
Unfortuk:ateiy, when the number of vertices of G/a! is even, there is no simple 
argument like that of Theorem 3.7 enabling a Hamilton cycle of G/ LY to be lifted 
to a Hamilton cycle of G. The following result is much weaker but still can be 
useful for particular problems. Another definition is required first. 
Definition 3.8. Let G be a graph that admits a semiregular automorphism QI of 
order t and let G1, G2, . . . , G, be the subgraphs induced by G on the orbits of 
(a). Let C=G,G;== GjC, be a cycle of length I in G/a! and let u,~, 
u r.19 l l . 9 ur,t-l be a cyclic labelling of the vertices of G, under the action of ar. 
Consider a path of G arising from a lifting of C, namely, start at u~,~ and choose 
an edge from u,,~ to a vertex us,= of G,. Then take an edge from us,= to a vertex of 
the Gi following C, in C. Continue this way until returning to a vertex u,,b of G,. 
If 6 # 0, a path of length I has been constructed and if 6 = 0, it is a cycle of length 
1. There will be more than one such path if the degree between two consecutive 
Gi’s is larger than one. The set of all paths that can be constructed in this way 
using C will be denoted coil(C) and called the coil of C. 
A natural way to look for a Hamilton cycle in G is to try tlo find a Hamilton 
cycle C in G/at such that coil(C) contains a path P whose terminal vertex r&b 
satisfies gcd(h, t) = 1. 
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Theorem 3.9. Let G be a graph that admits a semiregular automorphism LY of 
order ta3 and let C,, G2,. . . , G, be the subgraphs induced by G on the orbits of 
( (w). Let each Gi have degree 2 and be connected. If m is even and G/a, contains a 
Hamilton cycle C such that coil(C) contains a cycle, then G has a Hamilton cycle. 
Proof. Without loss of generality assume the orbits of (au) are labelled so that 
G,G, l l l C,G, is a Hamilton cycle of G/a! whose coil contains a cycle 
(necessarily of length m). Let C’ = UloU~2U3i, l l l umimulo be a cycle of the coil. 
Let P2j-l,2j denote the generalized Petersen graph formed by Gzi+ G2j and the 
perfect matchin g between them containing the edge U2j_l,izi_rU2j,i2i for i = 
1,2, . . . , m/2. 
If any of 42, ~34, l . l 9 Pm-h is isomorphic to a GP(6k + 5,2), k > 0, then G 
has a Hamilton cycle by Theorem 3.4. Thus, it may be assumed that each of P12, 
P 349 9 l 9 P P m_l,m has a Hamilton cycle. By cyclically rotating the Hamilton cycle 
of Pr,r+l, if necessary, it may be assumed that each of Pn2, pM, . . . , P,-I,m 
contains an edge of C’. Delete the C’-edge from each of them and call the 
resulting paths P:,,+l. Now PI2 is a path from u 10 to ~2~ that spans V(Gi) U 
V(G2), P;4 is a Ipath from U3iS to U4i, that spans V(G3) U V(G,), and so on. 
Adding the edges UB,U3iJ, Ub,U5iS, . . . , u,,Q~O produces a Hamilton cycle in 
G. •I 
4. The Hamilton flow space 
I?le methods of the previous sections will not handle the case of G inducing 
independent sets of vertices on each of the orbits of ( CY), although the notion of a 
coil mentioned in the preceding section now plays a central role. Let G1, 
G2, . . l j Gm denote the subgraphs induced by G on the orbits of ( LY) and assume 
thatG1sG2s.=.zG, = &. If there exists a Hamilton cycle C in G/a! such that 
coil(C) contains a path P whose terminal vertices are distance d apart in the Gi 
where P begins and ends and gcd(d, t) = 1, then P can be easily extended to a 
Hamilton cycle of G by successively choosing edges from the same perfect 
matchings between Gi’S and Gj’s used for P. This suggests working in some cycle 
space of G/a as the following discussion elucidates. 
DefMt& 4.1. Let G be an arbitrary graph and let G denote an arbitrary 
orientation of G. Let 2, denote the ring of integers modulo n. A ZJabelling of 
G is a function 
where A@) denotes the set of arcs of G. It can be visualized as a labelling of the 
arcs of G with elements of Z,. The sum of two ZJabellings is just the sum of the 
two functions. The collection of all ZJabellings of G is called the &edge space 
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of G and is denoted ‘ip,(G). It is obvious that &(G) forms an abelian group 
under the above sum. In fact, gm(G) is a &-module under the obvious scalar 
multiplication. 
For each u E V(6), let u+ denote the set of arcs whose initial vertex is u and 
u- the set of arcs whose terminal vertex is u. A Z,-labelling f of G is called a 
Zn-flOw if for every vertex u E V(6), 
CEU+ ear 
The collection of &-flows on G forms a submodule of 8(G) and is called the 
Z,JIow space of G. It will be denoted by 9#). When n = 2, it is commonly 
called the cycle space of G. 
Let C be a cycle of G. A labelling of G that assigns one of kl to the oriented 
edges of C, Cl to ail other arcs of 6 and is a Z,-flow is called a unit cycle flow of 
G. The submodule of &(G) generated by alI the unit Hamilton cycle flows of G 
is called the Z,-Hamilton space of 6 and is denoted S&(G). 
Finally, there is an ob$ous isomorphism between 8”(G) and %‘,&) for any 
two orientations e and G of G. This enables one to speak of the &-edge “;pace 
of G rather than G and use the notation 8(G). Similarly, one speaks of Fm(G) 
and S&(G). 
Theorem 4.2. Let G be a graph that admits a semircgular automorphism Q! of 
order t = p’, p a prime, let G,, G2, . . . , G, be the subgraphs induced by G on the 
orbits of (cw), and let each Gi be isomorphic to &. If G/a! contains a cycle C such 
that coil(C) contains a path whose terminal vertices have distance d apart with 
gcd(d, p) = 1, and if %*(G/ar) = S~(G/CU)~ then G has a Hamilton cycle. 
Proof. Let H be an arbitrary orientation of G[lu. Furthermore, label the vertices 
Ot Gi With Ui,o, Ui.1, l l l 9 Ui,t-_l SO that Q! restricted to V(Gi) is the t-cycle 
( U- #,OJ Ui,l l l l Ui,*-1). 
Let P be a path in coil(C) whose terminal vertices have distance d apart where 
gcd(d, p) = 1. 
Consider an arc from Gi to Gj in H (that is, in the fixed orientation of G/cu). 
This zwc corresponds to one or more perfect matchings joining Gi and Gj in G. If 
the edge of a given perfect matching incident with Ui,o is Ui,gj,r, then the jump of 
the perfect matching is said to be r (notice that the value of the jump depends on 
the orientation of the edge between Gi and Gj in G/a). 
Now define a linear functional F on gp(H) as follows. If f is a Z,-labelling of 
H, then 
where the coefficients J(e) are now described. If an edge GiGj of G,/&u appears in 
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the cycle C, let e be the corresponding arc of H. In constructing the path P from 
C, an edge from one of the perfect matchings between Gi and Gj was used. I,et 
J(e) be the jump of this perfect matching where the jump is reduced modulo p SO 
that it is indeed an element of ZP. If, on the other hand, the edge GiGj of G/a 
corresponding to an arc e of H does not appear in C, then let J(e) lx the jump of 
any perfect matching joining Gi and Gj in G. 
It is obvious that F is a linear functional on the vector space 8$,(H) Also, iff is 
a unit flow on C, then F(f) is d or p - d both of which are nonzero. Since the 
unit Hamilton cycle flows on H span sP(H) by hypothesis, F cannot vanish on 
every unit I&milton cycle flow. Hence, there is a Hamilton cycle C’ in G/a! 
whose coil contains a path whose terminal vertices have distance d’ apart with 
gcdid’, p) = 1. This path easily extends to a Hamilton cycle of G by the factor 
group lemma of [lo]. Cl 
5. Applications 
For each integer r such that P = 1 (mod m), there is a semidirect product of 
Z(m) with Z(n), the cyclic groups of orders m and n, respectively. It is the group 
%= (x, y :xm =y” = 1, y-‘xy =xr). (5.1) 
It was asked in [lo] if the Cayley graph on every semidirect product of two cyclic 
groups with the standard generating set has a Hamilton cycle. Some partial results 
rxe discussed on pp. 299-300 of [lo]. The following result answers amore general 
question. 
Tkorern 5.1. Let S be the semidirect product of Z(m) with Z(n) (other than 
m’.= 1, n = 1 or 2; or m = 2, n = 1) as given in (5.1). Let 2; denote the 
multiplicative group of units of Zm. Let G be a connected Cayky graph on G with 
symbol H such that the subgraph induced by G on (x) is connected. Let Q! be the 
semiregular utomorphism of G given by lef: multiplication by x. Then G has a 
hlamilton cycle if any one of the following condit2an.s is met: 
(i) Either m = 2 or n = 2; 
(ii) the degree of the subgraph go induced by G on (x) is at least 3; 
(iii) n is odd; 
(iv) n is even and there exists x’y’ E H such that gcd(i, n) = 1 and (xjy’,” = 1; 
(v) n is even, deg(G/a) = 2 and the subgroup (r) s Zz contains -1; or 
(vi) deg(G/cu) 23, (r) s Zz contains -1 and G/cu is not bipartite unless 
n=2(mod4). 
Proof. Let /3 be the automorphism of G given by left multi@ication by y. The 
orbits of G under a! are (x), (x)y, . . . , (x)y*? Since (x) is normal in %, the 
orbits of Q! are blocks of imprimitivity of the transitive group (cu, /I) [S] which is a 
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subgroup of Am(G). Hence, the subgraphs induced by G on the orbits of cy are 
all isomorphic to each other. Furthermore, G/cu is a circulant graph of order rt 
because p cyclically permutes the orbits of QC. This implies that G/cw has a 
Hamilton cycle (for instance, use Theorem 2.3). 
If m=2, then GO= K2 and G has a Hamilton cycle by Theorem 2.1. If 
deg(Go) a 3, then G has a Hamilton cycle by Theorem 2.4. Now suppose rt = 2. 
From the preceding, it may be assumed that deg(GO) = 2. Hence, G contains a 
spanning generalized Petersen graph on 2m vertices. Since r2 = 2 (mod m), the 
symbol on G0 is { fk} if and only if the symbol on G1 (the other orbit of a and its 
induced subgraph) is { frk). Hence, this generalized Petersen graph is not 
isomorphic to any GP(65 + $2) and, therefore, has a Hamilton cycle by 
Theorem 3.2. This completes (i) and (ii). 
Because of (i) and (ii), it may be assumed for the remainder of the proof that 
deg(GO) = 2. If n is odd, G has a Hamilton cycle by Theorem 3.7(ii). This 
completes (iii). 
Now suppose that pt is even and there exists xix’ E H such that gcd(i, n) = 1 and . . 
(9y’)n = 1. This element of H produces ki in the symbol of the circulant graph 
G/a. Since gcd(i, n) = 1, a Hamilton cycle C in G / QI arises by using edges of 
length i. The path 1, xjy’, (~jy’)~, . . . , (xjy’)” is in coil(C) and by hypothesis it is a 
cycle. Hence, G has a Hamilton cycle by Theorem 3.9. This proves (iv). 
If deg(G/cw) = 2, every xjy’ E H must have the same i and gcd(i, n) = 1 must 
hold because G/cw is connected, and is a circulant graph. It is easy to calculate 
that 
Since (x) contains -1, l+r+r2+===+r” =O (mod m) which implies that 
(~5’)” = 1. It also implies that n is even. By part (iv), G has a Hamilton cycle and 
(v) is done. 
Under the assumption that (r) contains -1, the symbol of Go and G,,,2 (the 
subgraph induced by G on (x)y”“) is the same. If degjG/cu) 23, there is a 
Hamilton path in G/a! joining Go and C,, if G/a! is not bipartite because of 
Theorem 2.3. On the other hand, if G/cw is bipartite and n = 2 (mod 4), there is a 
Hal&on path in G/a! joining Go and Gnu because they are in different 
bipartition sets. (In a circulant graph of even order that is bipartite, odd indexed 
vertices are in one bipartition set and even indexed ones in the other.) In either 
case, G has a Hamilton cycle by Theorem 3.7(i). This completes the proof. Cl 
Corollary 5.2. The Cayley graph on every semidirect product of two cyclic groups 
(other than m =l,n=lor2;orm=2,n= 1) with the standard generating set has 
a Hamilton cycle. 
f. Let the semidirect product be as described in (5.1) so that X, x-l, y and 
y-l generate the edges of the Cayley graph G. If n > 1 is odd, the result follows 
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from (iii) of Theorem 5.1. If n = 1, G is a circulant graph and has a Hamilton 
cycle by Theorem 2.3. If n = 2, G has a Hamilton cycle by (i) of Theorem 5.1. 
Finally, if n > 2 is even, G has a Hamilton cycle by (iv) of Theorem 5.1 because 
Y” =l. Cl 
There have been several papers dealing with the question of Hamilton cycles in 
Cayley graphs on groups with c,clic commutator subgroup. A sequence of three 
papers [5, 6, 71 has led to the present situation in which it is known that any 
connected Cayley graph on a group with a cyclic commutator subgroup of prime 
power order has a Hamilton cycle. It may be the case that the key to settling the 
problem without the restriction on the order of the commutator subgroup is to 
settle the question for the dihedral group. The reason for this is that the natural 
quotient graph arising from connected Cayley graphs on the dihedral group is K2, 
whereas, if the commutator subgroup has index 3 or more, the quotient graph has 
a Hamilton cycle. A Hamilton cycle gives more flexibility than Kz in using the 
techniques discussed above for finding a Hamilton cycle in the Cayley graph. Two 
results about Cayley graphs on dihedral groups are now presented. 
Corollary 5.3. Let VI= (x, y : xm = y* = 1, y-‘xy =x-l), m 3 3, be a dihedral 
group. Let G be a connected Cayley graph on % such that the subgraph induced by 
G on (x ) is connected. Then 3 has a Hamilton cycle. 
Proof. Since 3 is a semidirect product of Z(m) with Z(2), the result follows from 
Theorem Xl(i). Cl 
David Witte [9] has proved that to show that every connected Cayley graph on 
the dihedral groups has a Hamilton cycle, it is sufficient o prove it in the case 
that H n (x) = 0 where H is the symbol of the Cayley graph. Since the proof 
follows easily from the above work, a proof different from that given in [9] is now 
given. 
Theorem 5.4. If every connected Cayley graph on all dihedral groups having 
symbol H satisfying H n (x) = 0 (other than K2) has a Hamilton cycle, then every 
connected Cayley graph on a dihedral group (other than K,) has a Hamilton cycle. 
ProofL Let G be a connected Cayley graph on the dihedral group %= 
( Y x, :xm,y*= 1, y-‘xy =x-l). Assume H n (x) #@. If the subgraph induced 
by G on (x) is connected, G has a Hamilton cycle by Corollary 5.3. Assume the 
subgraph is not connected and let (x’) be the subgroup of (x) whose elements 
are the vertices of the component containing the identity element of % Left 
multiplication by xr induces a semiregular automorphism cy whose orbits are the 
components of the subgraphs induced on (x) and y(x). Hence, G/cu is a Cayley 
graph on a smaller dihedral group and G/cw has no edges inside the appropriate 
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(xl). Thus, G/a! has a Wunilton cycle by hypothesis. The subgraphs induced by 
G on the orbits of a! are circulant graphs with identical symbols because G is a 
Cayley graph on a dihedral group. Hence, G has a Hamiltorr cycle from Theorem 5, 
2.1,2.4 and 3.7(i). Cl 
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