Abstract. We extend our family rigidity and vanishing theorems in [LiuMaZ] to the Spin c case. In particular, we prove a ^-theory version of the main results of [H], [Liul, Theorem B] for a family of almost complex manifolds. 0. Introduction. Let M, B be two compact smooth manifolds, and TT : M -» B be a smooth fibration with compact fibre X. Let TX be the relative tangent bundle. Assume that a compact Lie group G acts fiberwise on M, that is, the action preserves each fiber of TT. Let P be a family of G-equivariant elliptic operators along the fiber X. Then the family index of P, Ind(P), is a well-defined element in K(B) (cf.
® ®~ 1 A-r (W) .
For N G N, N > 2, let y = e 2lTi / N G C. Let Gy be the multiplicative group generated by y. Following Witten [W] , we consider the fiberwise action Gy on W and W by sending y G Gy to y on W and y -1 on W. Then Gy acts naturally on Qi (W) . We define Qi^^'^X) and the action Gy on it in the above way.
The following theorem generalizes the result in [H] to the family case. The following family rigidity and vanishing theorem generalizes [Liul, Theorem B] to the family case. THEOREM 
Assume ^(TX -WV = 0, ^Pi(TX -W)si = e-7f*w 2 (e G Z) in Hg 1 (M,Z) f and ci(W) = 0 mod(iV). Consider the family of Gy

action. ii) If e <0, then the index bundles of these operators are zero in K GyX si(B). In particular, these index bundles are zero in KG y (B).
We refer to Section 2 for more details on the notation in Theorem 0.2. Actually, our main result, Theorem 2.2, holds on a family of Spin c -manifolds with Theorem 0.2 being one of its special cases. This paper is organized as follows. In Section 1, we recall a If-Theory version of the equivariant family index theorem for the circle action case [LiuMaZ, Theorem 1.2] . As an immediate corollary, we get a if-theory version of the vanishing theorem of Hattori for a family of almost complex manifolds. In Section 2, we prove the rigidity and vanishing theorem for elliptic genera in the Spin 0 case, on the equivariant Ktheory level. The proof of the main results in Section 2 is based on two intermediate results which will be proved in Sections 3 and 4 respectively. This section is organized as follows: In Section 1.1, we recall the if-theory version of the equivariant family index theorem for S 1 -actions on a family of Spin c manifolds. In Section 1.2, as a simple application of Theorem 1.1, we obtain a K-theory version of the vanishing theorem of Hattori [Ha] for the case of almost complex manifolds.
A if-theory version of the equivariant family index theorem.
Let M, B be two compact manifolds, let TT : M -» B be a fibration with compact fibre X such that dimX = 21 and that 5 1 acts fiberwise on M. Let h TX be a metric on TX. We assume that TX is oriented. Let (W, h w ) be a Hermitian complex vector bundle over M.
Let V be a 2p dimensional oriented real vector bundle over M. Let L be a complex line bundle over M with the property that the vector bundle U = TX 0 V obeys UJ2(U) = ci(L) mod (2). Then the vector bundle U has a Spin c -structure. Let h v , h L be the corresponding metrics on V, L. Let 5(17, L) be the fundamental complex spinor bundle for (U,L) [LaM, Appendix D.9 ] which locally may be written as Let {^i}^! (resp. {fj}?^ be an oriented orthonormal basis of (TX, h TX ) (resp.
(V, ft y ))• We denote by c(-) the Clifford action of TX 0 V on S(U, L). Let ^x ® W be the family Spin c -Dirac operator on the fiber X defined by
There are two canonical ways to consider S(U, L) as a Z2-graded vector bundle. Let M r s =i l c(ei) '"c(e2i) , 
Then TY 0 V^ has a Spin c structure as (T y e y o R 5jLF) = ±1 (resp. r c | 5 ± (T y eVo R >LF) = ±1).
Upon restriction to F, one has the following isomorphism of Z2-graded Clifford modules over F,
We 1.2. if-theory version of the vanishing theorem of Hattori. In this subsection, we assume that TX has an 5 1 -equivariant almost complex structure J. Then one has the canonical splitting
Let Kx = detiT^&X) be the determinant line bundle of T^1' 0 )^ over M. Then the complex spinor bundle S(TX,Kx) for (TX,Kx) is A^^0' 1 )*^). In this case, the almost complex structure J on TX induces an almost complex structure on TY. Then we can rewrite (1.5) as, ( We suppose that c^T^1' 
As -A/" < s < 0, by (1.16), we know that ai > 0, a2 < 0, with ai or a2 equal to zero iff ^2 V \v\ dim N v = 0 for all a, which means that the S 1 action does not have fixed points.
From Theorem 1.1 (cf. [Z, Theorem A.l 
For AT G N, JV > 2, let 2/ = e 2 ™/^ G C. Let G^ be the multiplicative group generated by y. Following Witten [W] [T, pp. 456-457] ). Also recall that
with w a generator of degree 2.
In the following, we denote by D x 0 R the family of Dirac operators acting fiberwise on S(TX,Kx) 0 R as was defined in Section 1.1.
We can now state the main results of this paper as follows. [De] . REMARK 2.3. The interested reader can apply our method to get various rigidity and vanishing theorems, for example, to get a generalization of Theoreml.2 for the elements [W, (65) ].
action. ii) lfe<0, then the index bundles of these operators are zero in KQ X SI(B). In particular, these index bundles are zero in KG y (B).
Actually, as in [LiuMaZ] , our proof of these theorems works under the following slightly weaker hypothesis. Let us first explain some notations.
For each n > 1, consider Z n C S 1 , the cyclic subgroup of order n. We have the Z n equivariant cohomology of M defined by 1 . For each 1 < n < +00, let i : M(n) -> M be the inclusion of the fixed point set of Z n C S 1 in M and so i induces 2*51 : M(n) x^i EiS 1 -> M X51 S5 1 . In the rest of this paper, we suppose that there exists some integer e G Z such that for 1 < n < +00,
= **oa(5 1 ,irotJ 1 (ip 1 (y + T7-rX)5i).
REMARK 2.4. The relation (2.4) clearly follows from the hypothesises of Theorem 2.1 by pulling back and forgetting. Thus it is weaker.
We can now state a slightly more general version of Theorem 2.1. As in [LiuMaZ, §2] , we may and we will assume that
where N v is the complex vector bundle on which S l acts by sending g to g v (Here JV,, can be zero). We also assume that (2.6)
where V v , W v are complex vector bundles on which 5 1 acts by sending g to g v , and V^R is a real vector bundle on which 5 1 acts as identity. By (2.5), as in (1.10), there is a natural isomorphism between the Z2-graded C(TX)-CMoid modules over F, 
Then e(iV), e(V), e (W) 
We denote the Chern roots of iY^ by {x 3 v } (resp. V v by ^j and W v by w;j), and the Chern roots of TY <g> R C by {dz^} (resp. Vb = V^ 0R C by {±^}). Then if we take Zoo = S 1 in (2.4), we get
By (2.3), (2.10), we get 
We first state a result which expresses the global equivariant family index via the family indices on the fixed point set.
Proof. This follows directly from Theorem 1.1 and (2.7). □ For p € N, we define the following elements in ifsi(.
Then, from (2.5), over F 1 we have
We now state two intermediate results on the relations between the family indices on the fixed point set. They will be used in the next subsection to prove Theorem 2.2. THEOREM 2.3. For 1 < k < 4, h, p e Z, p > 0, m e |Z ; we have the following identity in KG y (B),
m £ \Z, we have the following identity in KG y {B),
Theorem 2.3 is a direct consequence of Theorem 2.5 to be stated below, which will be proved in Section 4, while Theorem 2.4 will be proved in Section 3.
To state Theorem 2.5, let J = {v G N| There exists a such that N v ^ 0 on F a } and (2.18) $ = {/? e]0, l]|There exists v € J such that /3v € Z}.
1 Here by K s i(F) we also mean the direct sum of the form (Bnez-^n with each E n a finite dimensional vector bundle over F of weight n under the 5 1 -action.
We order the elements in $ so that $ = {Pi\l < i < Jo, Jo € N and Pi < A+i}-Then for any integer 1 < i < Jo, there exist p^, Hi G N, 0 < p* < rii, with (pi,ni) = 1 such that
Clearly, /?j 0 = 1. We also set po = 0 and /?o = 0. For 1 < j < Jo, p G N*, we write JQ = 0,the empty set, (2 20) J? = {(v, n)|i; € J, (p -l)t; < n < pu, ^ = p -1 + 51},
For 0 < j < Jo, set (2.21)
denote the greatest integer which is less than or equal to the given number s. For 0 < j < Jo, denote by
Then e (p,l3j,N) and d'(p,t3j,N) are locally constant functions on F. And
Proof. The proof is delayed to Section 4. D Proof of Theorem 2.3. From (2.22), (2.24), and Theorem 2.5, for 1 < k < 4, ft € Z, p € N* and m € |Z, we have the following identity in KG y (B): So for hy 0, mo G |Z, 1 < k < 4, we get
ii) Assume that e < 0. For /i G Z, mo G |Z, we take m = mo, then for p big enough, we get m f < 0 in (2.29), which again gives us (2.30). The proof of Theorem 2.2 is complete. □ REMARK 2.5. Under the condition of Theorem 2.2 i), if d f (W) ^ 0 mod(iV), we can't deduce these index bundles are zero in KG y (B) . If in addition, M is connected, by (2.28), for 1 < k < 4, in K Gy (B), we get
Here we denote by [d'CW)] the one dimensional complex vector space on which y G Gy acts by multiplication by y d '( w K In particular, if B is a point, by (2.31), we get the vanishing theorem analogue to the result of [H, §10] . In this case, we still have Theorem 2.2. In fact, we only use ci(W) = 0 mod(iV) to insure the action Gy on L is well defined. So we also generalize the main result of [K] to family case.
3. Proof of Theorem 2.4. This section is organized as follows: In Section 3.1, we introduce some notations. In Section 3.2, we prove Theorem 2.4 by introducing some shift operators as in [LiuMaZ, §3] .
Throughout this section, we keep the notations of Section 2.
Reformulation of Theorem 2.4.
To simplify the notations, we introduce some new notations in this subsection. For no G N*, we define a number operator P on Ksi(M) [[q^o] then P acts on R(q) by multiplication by n on R n . From now on, we simply denote Sym^n (TX), A q n (V) by Sym(rX n ), A(V n ) respectively. In this way, P acts on TX n , V n by multiplication by n, and the action P on Sym(TX n ), A(y n ) is naturally induced by the corresponding action of P on TX n , V n . So the eigenspace of P = n is just given by the coefficient of q n of the corresponding element R(q). For R(q) = ® ne j^zq n Rn G if^iCM)^^]], we will also denote
Let iJ be the canonical basis of Lie(5 1 ) = R, i.e., exp(^iJ) = exp(27rit) for t G R. If E is an 5 1 -equivariant vector bundle over M, on the fixed point set F, let JH be the representation of Lie (5 1 ) on E\F' Then the weight of S 1 action on r(F,.E|ir) is given by the action
Recall that the Z2 grading on S(TX,Kx) ®n=i Sym(TX n ) (resp. S(TY,Kx ® ®o<t;(detiV v )-1 ) 0 ^-^(X)) is induced by the Z2-grading on S(TX,Kx) (resp. 5(ry,i^x 0 0o< v (det AT,;)-1 )). Let There are two natural Z2 gradings on F^, Fy (resp. Q(W)). The first grading is induced by the Z2-grading of S(V) and the forms of homogeneous degree in <g£Li AO^), ® neN+ iA(y n ) (resp. Q{W)). We define T^Fi± = ±1 (resp. r imw) ± = ±1) to be the involution defined by this Z2-grading. The second grading is the one for which Ffy (i = 1, 2) are purely even, i.e., Fft~ = FJ,. We denote by T S = Id the involution defined by this Z2 grading. Then the coefficient of q n (n G |Z) in (2.1) of Bi(V) or #2(10 (resp. ^(V), ^(F), or Qi (W) ) is exactly the Zs-graded vector subbundle of (F^,r s ) or (F^,r e ) (resp. (F^^e), (i^,r,) or (QiW^n)), on which P acts by multiplication by n.
We denote by r c (resp. by T 8 ) the Zs-grading on S(TX, Xx)®^=iSym(TX n )®F^ (k = 1, 2) induced by the above Z2-gradings. We will denote by r e i (resp. by T S I) the Z2-gradings on S(TX,Kx) ® ^^LxSym^^) ® F^ ® Q(W) defined by Let ft^ be the metric on V v induced by the metric h v on V. In the following, we identify AV V with AV V by using the Hermitian metric h Vv on VJ,. By (2.6), as in (1.10), there is a natural isomorphism between Z2-graded C(V)-Clifford modules over F,
By using the above notations, we rewrite (2.14), on the fixed point set F, for peN,
Let Vo = V^1 (g)R C. Prom (2.5), (3.5), we get
Now we can reformulate Theorem 2.4 as follows. 
m+^e(N) + ±pd'(N),h)
Proo/. The rest of this section is devoted to a proof of Theorem 3.1. □ 3.2. Proof of Theorem 3.1. Inspired by [T, §7] , as in [LiuMaZ, §3] , for p £ N*, we define the shift operators, r* (3.9) r* r* ■L*v,n ' -''t^n+pv? ^* • -LV v,n ' ^' v,n-pvi Vv,n ^ ^Wjn+pvj f* • ^ v,n ~^ * v,n-pv
Recall that L(N), L(W), L(V) are the complex line bundles over F defined by (2.9). Recall also that
is a trivial complex line bundle over F, and g € S 1 acts on it by multiplication by g 2e . 
For any p £ Z, p> 0, there is a natural G y x S 1 -equivariant isomorphism of vector bundles over F,
Proof. The equation (3.10) was proved in [LiuMaZ, Prop. 3 • If v > 0, for n G N, 0 < n < pv, 0 < i < dimW^, (3.14) induces a natural Gy x 5 1 -equivariant isomorphism of complex vector bundles • If v < 0, for n G N, 0 < n < -pv, 0 < i < dim W v , (3.14) induces a natural G^ x 5 1 -equivariant isomorphism of complex vector bundles 
Proof of Theorem 2.5.
In this section, we prove Theorem 2.5. As in [LiuMaZ, §4], we will construct a family twisted Dirac operator on M(nj), the fixed point set of the induced Z ni action on M. By applying our if-theory version of the equivariant family index theorem to this operator, we prove Theorem 2.5.
This section is organized as follows: In Section 4.1, we construct a family Dirac operator on M(nj). In Section 4.2, by introducing a shift operator, we will relate both sides of equation (2.25) to the index bundle of the family Dirac operator on M(nj). In Section 4.3, we prove Theorem 2.5.
In this section, we make the same assumptions and use the same notations as in Sections 2, 3.
The Spin c Dirac operator on M(nj).
Let TT : M -> B be a fibration of compact manifolds with fiber X and diniRX = 2L We assume that 5 1 acts fiberwise on M, and TX has an 5 1 -invariant Spin c structure. Let F = {Pa} be the fixed point set of the 5 1 -action on M. Then TT : F -»■ B is a fibration with compact fiber Y". For n € N, n > 0, let Z n c 5 1 denote the cyclic subgroup of order n. Let V be a real even dimensional vector bundle over M with an SMnvariant spin structure. Let W be an 5 1 -equivariant complex vector bundle over M. respectively. In (4.1), the last term is understood to be zero when rij is odd. We also denote by V (nj) Proof. Let h R be the metric on R which is induced from the Spin c structure on R. As g preserves the Spin c structure of i?, g is an isometry on R and preserves the orientation of #. On M 9 , we have the following decomposition of real vector bundles,
Since the only possible real eigenvalue of g on Ri is -1, and det(p|^1) = 1 on M 9 , we know that dim R i?i = diniR R -diniR i?o must be even. So diniR i?o is even.
Let KR be the G-equivariant complex line bundle over M which is induced by the Spin c structure of R. Then E = R 0 KR has an G-invariant spin structure. On M 9 , we have the decomposition of vector bundles E = EIQEQ, here EQ is the subbundle of E on which g acts trivially. Now the action of g on the fiber of the spinor bundle
Here we denote by c(-) the Clifford action. This means that g commutes c(a) for a G Eo x , soge Spm(Ei x ).
Let ei, • • •,e2k be an orthonormal basis of
is an orthonormal basis of the vector space C(Ei x ). We define a :
By [BGV, Lemma 3.22] , 
So a(g) is a nonvanishing section of det(Ei), det(Ei
(nj). Then we have i) L(nj) has an n* h root over M(nj). ii) Let
Le^ t/i = TX^) 0 F(n i )J l anc? C/2 = TX^) 0 ^(nj)?^. TAen Ux (resp. U2) has a 2 Spin c structure defined by Li (resp. L2).
Proof. Both statements follow from the proof of [BT, Lemmas 11.3 and 11.4] . D Lemma 4.2 allows us, as we are going to see, to apply the constructions and results in Section 1.1 to the fibration M{nj) -> B, which is the main concern of this section.
For pj G N, pj < nj, (pj^nj) = 1, /3j = ^-, let us write REMARK 4.1. In fact, to define an 5 1 (resp. G 2/ )-action on L(nj) r ( nj^nj , one must replace the 5 1 -action by its nj-fold action (resp. the G^-action by G !/»,. -action).
Here by abusing notation, we still say an S 1 (resp. G 2/ )-action without causing any confusion.
In the rest of this subsection, we will reinterpret all of the above objects when we restrict ourselves to F, the fixed point set of the S 1 action. We will use the notation of Sections 1.1 and 2.
Let Np/M^j) be the normal bundle to F in M(nj). Then by (2.5),
By (2.5), (2.6) and (4.1), the restriction to F of N{nj) v , Vin^y (1 < v < nj/2) is given by
0<v ':v'=v mod(nj) (Xv*:v' =-v mod(nj) (4.10) 
By (2.6) and (4.2), the restriction to
We denote by VQ = T /r o R 0RC the complexification of VQ 1 over F. As {pj,nj) = 1, we know that for i; € Z^pjv/rij € Ziffv/rij € Z. A\so,pjv/nj € Z+| iSv/rij £ Z+i. From (4.8)-(4.12), we then get (4.13) ^(/?j) = 0o<n€zSym(ry n ) ® 0<VyV=0^ mod{nj) ® 0<nGZ+^ Sym(iV i; , n 0 N v , n ) ^OKv'Knj/2 Sy m y ®v=v' modirij) [ ®o<nGZ+^ Nv, n ® 0<neZ _Zil N v , Now, we want to compare the spinor bundles over F. Prom (4.5), (4.6), (4.9) and (4.12), we get that over F we have the identities 
Then from (1.10) and (4.16), for i = 1, 2, we have the following isomorphism of Clifford modules over F,
We define the Z2 gradings on S{Ui,Li)' (i = 1, 2) induced by the Z2-gradings on S(Ui,Li) (i = 1, 2) and on A(©o<v,v=o modin^Nv) such that the isomorphism (4.17) preserves the Z2-grading. We introduce formally the following complex line bundles over F,
From (1.10), Lemma 4.2 and the assumption that V is spin, one verifies easily that citL'i ) = 0 mod(2) for i = 1, 2. Thus Z^, L^ are well defined complex line bundles over F. For the later use, we also write down the following expressions of L^ (i = 1, 2) which can be deduced from (4.14):
From (4.14), (4.16), and the definition of LJ (i -1, 2), we get the following identifications of Clifford modules over F,
with o(iV(nj)?^) = 0 or 1 (resp. 0(V(nj)?^) = 0 or 1), depending on whether the 2 2
given orientation on iV(nj)?^ ( resp. V(nj)?^) agrees or disagrees with the complex orientation of e v=^ mod(ni) X (resp. ©^^ mod(nj) V v ). By [LiuMaZ, §4.1] , (4.12) and (4.17), for the Z2-gradings induced by T 8 , the difference of the Z2-gradings of (4.19) is (-l) A ( n i' iV ); for the Z2-gradings induced by T e , the difference of the Z2-gradings of the first (resp. second) equation of (4.19) is 
The Shift operators.
Let p G N* be fixed. For any 1 < j < Jo, inspired by [T, §9] , as in [LiuMaZ, §4] , we define the following shift operators r^*:
If L? is a combination of the above bundles, we denote by rj*E the bundle on which the action of P is changed in the above way.
Recall that the vector bundles Fy (i = 1, 2) have been defined in (3.7). From (2.21), we see that
There are natural isomorphisms of vector bundles over F,
Proof. The proof is similar to the proof of Proposition 3.1. Note that for v = ^ mod(n j ), ^ = \. We introduce the following line bundle over M(nj),
As in [LiuMaZ, (4.38 Actually from [LiuMaZ, (4.37) , (4.44)], (2.9), (4.12), (4.18), (4.26), (4.27) and (4.28), we get Then e (W) ,ei, 82 are locally constant functions on F.
Recall that the involutions r er T s and T\ were defined in Section 3.1. Also recall that if E is an S^equivariant vector bundle over M, then the weight of the 5 1 -action on T(F,E) is given by the action J H (cf. §3.1). (W) .
From (4.36), (4.37), (4.38), and by proceeding as in the proof of Proposition 3.2, as in [LiuMaZ, Proposition 4.2] , one deduces easily the second equation of (4.32).
Finally from the discussion following (4.20), and [LiuMaZ, (4.50) ], we get the first two equations of (4.35). By (4.12) and (4.25), we get the last equation of (4.35). ^F^Q (W),m-he(p,p j 
,N),h).
Here 53-means the sum over all connected components of M(nj). In (4.43), if r = r s i, then // = fjis + ^4; if r = r e i, then /J, = jjii +114. The proof of Theorem 2.5 is complete. □
