require computation of Fourier coefficients of cusp forms of weight 2 with respect to Γ 0 (N) by using the trace formula. Our method used here is rather classical and can be applied to the case X 0 (N) is neither hyperelliptic nor bielliptic. Let A 0 (N) be the modular function field of Γ 0 (N). If g 0 (N) = 0, then the modular invariant function J is a rational function of a generator X N of A 0 (N). In the case g 0 (N) ≥ 1, let X N and Y N be two generators of A 0 (N). Further let F N (X, Y ) be a polynomial such that F N (X N , Y ) = 0 is a monic minimal equation of Y N over C(X N ) and let J = R N (X N , Y N ) be a representation of J by X N and Y N . Then F N (X, Y ) = 0 gives a singular model C N of X 0 (N). Let P = (a, b) be a non-singular point of C N . If R N (X, Y ) is defined at P , then a value j = R N (a, b) is the j-invariant of P . In this article, we shall give a method to construct generators of A 0 (N) and to compute a representation of J by the generators. By our method, we compute X N , Y N , F N (X, Y ) and R N (X, Y ) for every N in the range 6 ≤ N ≤ 50 and also for N = 52. We remark that N = 52 is the smallest integer such that X 0 (N) is neither hyperelliptic nor bielliptic. Further it is noted that we have in this range all N such that g 0 (N) = 0, 1. In section 1, we explain theoretical background of our method. In section 2, we explain how to construct functions needed to compute F N (X, Y ) and R N (X, Y ). In section 3, we give some examples and tables of our computational results.
Representation of a function by generators
Let R be a Riemann surface of genus g and K the function field of R. For a point P on R we denote by K(P ) a subring of K consisting of all functions regular at any points other than P . For f ∈ K(P ), we shall denote by d P (f ) the order of pole of f at P . Assume that P is not a Weierstrass point. Then for every positive integer n, there exists a function F n ∈ K(P ) such that d P (F n ) = n + g. For example, see §6 of Chapter 2 of [5] . We assume that the leading coefficient of the expansion of F n at P by the local parameter given in advance is equal to 1. Proposition 1. Assume that P is not a Weierstrass point. Let F 1 , F 2 , . . . , F g , F g+1 be the functions given as above.
(1) If g = 0, then K is generated by F 1 over C.
(2) If g > 0, then K is generated by F 1 and F 2 over C.
(3) If F ∈ K(P ), then F is a polynomial of F 1 , F 2 , . . . , F g , F g+1 over C.
Proof. For a function H ∈ K, we denote by d(H) total degree of poles of H. It is well-known that d(H) is equal to the degree [K : C(H)] of K over a subfield C(H). If g = 0, then [K : C(F 1 )] = d(F 1 ) = 1. Therefore K = C(F 1 ). Let g > 0. Since d(F 1 ) = g + 1 and d(F 2 ) = g + 2, they are coprime. Therefore [K : C(F 1 , F 2 )] = 1. This shows K = C(F 1 , F 2 ). Since P is not a Weierstrass point, for a non-constant function H ∈ K(P ), we have d P (H) > g . We shall prove (3) by induction concerning the order n = d P (F ). Divide n by 2g + 1 and let n = (2g + 1)ℓ + k, where ℓ, k are non-negative integers and k ≤ 2g. Put
Then U ∈ K(P ) and d P (U) = n. Let c(F ) be the leading coefficient of the expansion of F by the local parameter at P . Then we have d P (F − c(F )U) < n. By the induction hypothesis, F − c(F )U is a polynomial of F 1 , . . . , F g and F g+1 .
In the following, we assume g > 1.
. . , F 2 , F 1 , 1 as follows:
where a i,k , b i,k and c i are complex numbers. From this system of linear relations, we have a representation of F i by F 1 and F 2 . In fact, let us consider the following system of linear equations of indeterminates X 1 , . . . , X g−1 with
Obviously,
Lemma 1. The coefficient matrix A of (2) is regular.
Proof. Let u i,j be the (i, j)-component of A. Then
Consider the determinant of A:
where S g−1 is the symmetric group of degree g − 1 and sgn(σ) denotes the signature of σ and
. If σ is the identity, then
In the case σ is not the identity, we shall show d P (A(σ)) < g 2 − 1. Suppose there exist m functions u k,σ(k) such that d P (u k,σ(k) ) = g + 1 and n functions u j,σ(j) such that d P (u j,σ(j) ) = g + 2 among u 1,σ(1) , . . . , u g−1,σ(g−1) . If m + n = g − 1, then u i,σ(i) is not constant for each i. By (3), this shows σ(1) = 1. Since σ(2) = 1, σ(2) = 2. By continuing this discussion, we conclude that σ is the identity. This is a contradiction. Therefore m + n < g − 1. Further we have
Hence we have d P (|A|) = g 2 − 1. In particular, |A| = 0.
By solving (2), for i ≥ 3, we obtain a rational function
. For a given function F ∈ K, the above argument provides us with a method to obtain a rational function H(X, Y ) such that F = H(F 1 , F 2 ). Assume F has poles at points P 1 , P 2 , · · · , P s other than P . Find functions G i which are polynomials of
we obtain a desired rational function H(X, Y ). Further, since F 1 and F 2 have poles only at P , by similar arguments in Lemmas 1 and 2 and further in the latter part of Lemma 3 of section 3 of [4] , we know the monic minimal equation F N (F 1 , Y ) = 0 of F 2 over C(F 1 ) has the following form:
where Φ j (X) ∈ C[X] and deg Φ j (X) ≤ g + 1 − j, for all j.
3 Modular functions with respect to a group Γ 0 (N)
Let N be a positive integer. We consider two subgroups Γ 0 (N) and Γ 1 (N) of SL 2 (Z) defined by
We denote by A 1 (N) and A 0 (N) the modular function fields associated with Γ 1 (N) and Γ 0 (N) respectively. For a complex number τ of the complex upper half plane, we denote by L τ a lattice in C generated by 1 and τ .
Let ℘(z; L τ ) be the Weierstrass ℘-function associated with L τ . For a vector a = [a 1 , a 2 , a 3 , a 4 ] of integral components such that a i ≡ 0 mod N for all i, a 1 ≡ ±a 2 mod N and a 3 ≡ ±a 4 mod N, we define a function
Then the function W a ∈ A 1 (N) and it has neither zeros nor poles on the complex upper half plane. For example, see [3] . We note that W a = 1 in the case (a 1 , a 2 ) ≡ (a 3 , a 4 ) mod N. We shall determine order of W a at cusps of Γ 1 (N). In [3] , all inequivalent cusps of Γ 1 (N) are given by pairs of integers u t such that
where D = (t, N). Further a local parameter at a cusp u t is given by
For a divisor D of N and an integer n, we define two integers {n} D and µ D (n) determined uniquely by the following conditions:
To simplify the notation, we shall denote {n} 1 and µ 1 (n) by {n} and µ(n) respectively. We see easily, for a divisor D of N,
By similar arguments in Lemmas 1 and 2 of [3] , the order of W a at a cusp u t is given as follows.
Proof. See Lemmas 1 and 2 of [3] and use (6) .
It is noted that the order is independent of u. Next we shall consider cusps of Γ 0 (N). Let E 2 denote the unit matrix of degree 2. The group
operates on a set of inequivalent cusps u t of the group Γ 1 (N). We know that every G(N)-equivalent class is represented A local parameter at u D is given by q
Let R(N) be a Riemann surface associated with Γ 0 (N) and let K = A 0 (N).
For a cusp P = 1 1 , we shall construct functions F i ∈ K(P ) with properties described in §1 by using functions T (W a W b ). These functions have poles only at cusps of Γ 0 (N). It is noted that a function T (W a ) appears among
, where λa denotes a scalar multiple of a by λ. Therefore
the order of T (W a W b ) at the cusp P . Then by Proposition 2 we see easily
where Q = 1 D and s runs over all integers s such that (s,
, which can be obtained as follows. By definition, we have
Further by Lemma 1 of [3] , we know, for integers r and s,
where ζ d = exp(2πid/N) and, for an integer c, c * = µ D (c)cd . Therefore by (8) and (9), we have a desired expansion of
To find a function F i , by (7), we search for vectors a and b so that min
for any divisor D = 1 of N. Here Q t = 1 t and s t runs over all integers
If we obtain such vectors a and b, then we compute
We shall compute R N (X, Y ) in the following procedure.
1. Let P = 1 1 and put q = q 1 . We search for
By (4) and by using q-expansions of F 1 and F 2 at P , we compute F N (X, Y ).
. . , F 2 , F 1 and 1. 4. By solving the system of linear equations obtained in 3, we have a rational function
For each cusp Q of X 0 (N) other than P , we search for a function G Q which is a linear form of F 1 , F 2 , . . . , F g 0 (N )+1 and has order of zero at Q as large as possible.
in the equation in 6 for i ≥ 3, then we may obtain R N (X, Y ). However, the function R N (X, Y ) will be much complicated as N becomes large. Therefore we would like to present our computational result without substituting F i by
Examples
In this section, we give computational results for N = 14 and N = 52. The number N = 14 is the smallest non-prime number such that X 0 (N) is an elliptic curve and N = 52 is the smallest integer such that X 0 (N) is neither hyperelliptic nor bielliptic. We use the notation in sections 2 and 3. Furthermore let us denote q 1 by q for simplicity. First we treat of the case N = 14. In this case we have g 0 (14) = 1 and we can take
by (9), we have 
Since J has a pole of degree 14/D at 1 D , J(X + 1) 4 X 2 (X − 7) has a pole only at 1 1 . By the argument in Proposition 1,we obtain
,
The elliptic curve X 0 (14) has five Q-rational points P = (7, 25), [2] 
This is a defining equation of A 0 (52). Further we obtain a system of linea relations of F 3 , F 4 , F 5 , F 6 over C[F 2 , F 3 ] from (1).
By solving them, for i = 3, 4, 5 and 6, we know that F i = U i /∆, where
Further we know J(F 1 + 2)
13 (F 1 + 3)(F 1 − 10) has poles only at the cusp 1 1 and is a polynomial of F 6 of degree 12 with coefficients in
where
For every N in the range 6 ≤ N ≤ 50, we have a table of functions F 1 , F 2 , . . . , F g 0 (N )+1 and a defining equation F N (X, Y ) and a representation of J by F 1 , F 2 , in almost all cases, via a representation H i (X, Y ) of F i by F 1 , F 2 . But it takes too much space to include the table. The essential but difficult process in our computation is that of searching for F 1 , F 2 , . . . , F g 0 (N )+1 . If these functions are once obtained, then almost automatically F N (X, Y ), H i (X, Y ) and a representation of J by F 1 , . . . , F g 0 (N )+1 can be computed. Therefore, in the case g 0 (N) ≥ 3 or N ≥ 37, we include only F 1 , . . . , F g 0 (N )+1 in the tables below. The complete table is going to be published on our web site: http://www.las.osakafu-u.ac.jp/ ∼ ishii/ . In the following tables, for vectors a, b, c and numbers α, a, b, the notation α + aa + bb * c + · · · denotes a function α + aT (W a ) + bT (W b W c ) + · · · .
(i) the case g 0 (N) = 0.
(ii) the case g 0 (N) = 1. In this case, we can write R N (X, Y ) = (A + BY )/C with polynomials A, B, C of X. The table has the following format. 
+10677X + 2036 For other cases we list only functions F 1 , F 2 , . . . , F g 0 (N )+1 .
(iv) the case g 0 (N) = 2 and 37 ≤ N ≤ 50. 
