Abstract. We study the interplay between Steinberg algebras and partial skew rings: For a partial action of a group in a Hausdorff, locally compact, totally disconnected topological space, we realize the associated partial skew group ring as a Steinberg algebra (over the transformation groupoid attached to the partial action). We then apply this realization to characterize diagonal preserving isomorphisms of partial skew group rings, over commutative algebras, in terms of continuous orbit equivalence of the associated partial actions. Finally, we show that any Steinberg algebra, associated to a Hausdorff ample groupoid, can be seen as a partial skew inverse semigroup ring.
Introduction
The notion of crossed product by a partial action has its origin in the operator algebra context, more precisely with the work of Exel (see [12] ), on crossed products by a partial automorphism. Over the years the theory of partial actions has proved to be an important tool in the study of C*-algebras, and in particular of C*-algebras associated to dynamical systems and combinatorial objects, see for example [13, 14, 15, 16, 25, 26] for a small glimpse of the theory developed.
In 2005, Dokuchaev and Exel (see [10] ) started the study of partial skew group rings (an "algebraisation" of the operator theory concept of partial crossed products). Following the steps of the operator theory counter-part, partial skew rings are becoming an important tool in the study of algebras, in particular algebras associated with combinatorial objects. For example, Leavitt path algebras were realized as partial skew group rings in [23] , and simplicity and chain conditions for partial skew group rings were studied in [22, 24] and [29] , respectively. Very recently, see [11] , Dokuchaev and Exel studied the ideal structure of the partial skew group ring L c (X) α G, where G is a discrete group, X is a locally compact, totally disconnected space X, and L c (X) is the algebra consisting of all locally constant, compactly supported functions on X taking values in a given field K.
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Steinberg algebras were independently introduced by Steinberg in [33] and by Clark et al. in [6] . They are the "algebraisation" of Renault's C*-algebras of groupoids. Even more than partial skew group rings, the development of the theory of Steinberg algebras has attracted a lot of attention lately. In particular, Steinberg algebras include the Kumjian-Pask algebras of higherrank graphs introduced in [2] (which in turn include Leavitt path algebras). See [7] , [8] and [34] for a few examples of the development of the theory.
It is our goal in this paper to link the theory of partial skew rings with the theory of Steinberg algebras, in the same way that the theory of partial crossed products is linked to Renault's theory of groupoid C*-algebras. In particular we provide an "algebraisation" of the result of Abadie, see [1] , that shows that any partial crossed product, associated to a partial action on a topological space, can be seen as a groupoid C*-algebra. The algebraic version of this theorem permits us to join results of Li (see [28] ), about continous orbit equivalence of partial actions on topological spaces, and results of Carlsen and Rout (see [5] ), about diagonal-preserving isomorphism between Steinberg algebras, to present results regarding diagonal preserving isomorphisms of partial skew group ring over commutative algebras.
To complete the interplay between Steinberg algebras and partial skew rings, we show an "algebraisation" of [Theorem 3.3.1] [30] and [Theorem 8.1] [31] : Any Steinberg algebra (associated to a Hausdorff ample groupoid) can be seen as a partial skew inverse semigroup ring (partial skew inverse semigroup rings generalize partial skew group rings and were defined by Exel and Vieira in [20] , based on work by Nándor Sieben, see [32] . It is interesting to point out that the definition of a partial skew inverse semigroup ring involves a quotient by a certain ideal, which is motivated by the C*-algebraic definition of crossed products by inverse semigroups. For the reader not acquainted with the work of Exel, Paterson, Sieben, et al., on the C*-algebraic level, this quotient might seem artificial, and maybe even unnecessary. Our characterization of Steinberg algebras as partial skew inverse semigroup rings is further evidence that the quotient is necessary in the definition of partial skew inverse semigroup rings.
The organization of this paper is the following. In section 2 we set up the notation and conventions that we use through out the paper. Next, in section 3, we show that the Steinberg algebra of the transformation groupoid associated to a partial action of a discrete group G on a Hausdorff, locally compact, totally disconected space X, is isomorphic to L c (X) α G. In section 4, we apply the isomorphism of Section 3 to characterize diagonal preserving isomorphisms of partial skew group rings over commutative algebras. In section 5, we realize the Steinberg algebra associated to a Hausdorff ample groupoid as a partial skew inverse semigroup ring.
Preliminaries

Inverse semigroups.
An inverse semigroup is a nonempty set S equipped with a binary associative operation (i.e., S is a semigroup) such that, for each element s ∈ S, there exists a unique element t ∈ S such that sts = s and tst = t.
We set t = s * . Notice that every group is an inverse semigroup with s * = s −1 .
Given an inverse semigroup S, one may prove that the collection of idempotent elements in S, namely
is a commutative subsemigroup. It is immediate that if e ∈ E(S) then e * = e −1 , and hence e can be thought of as a "projection". Under the partial order relation defined in E(S) by e ≤ f ⇔ ef = e ∀ e, f ∈ E(S), E(S) becomes a semilattice, meaning that for every e and f in E(S), there exists a largest element which is smaller that e and f, namely ef.
There is also a natural partial order relation defined on S itself by
This is compatible with the multiplication operation in the sense that
Inverse semigroups are most easily thought of in terms of partial symmetry maps. Indeed, if X is a set, then the set I(X) of all partial symmetry maps on X (i.e. the set of bijetive maps between subsets of X) is an inverse semigroup in the natural way. The product of two such maps is just the composition of the two, defined wherever it makes sense, and the involution operation is given by inversion. The classical Wagner-Preston Theorem, asserts that any inverse semigroup can be realized as an inverse subsemigroup of some I(X).
Groupoids.
A groupoid consists of sets G and G (2) ⊆ G × G such that there is a map G (2) (b, c) → bc ∈ G, and an involution
such that the following conditions hold: (a) if (b, c) and (c, d) are in G (2) then so are (bc, d) and (b, cd), and the equation
and (bc)c −1 = b. Associated to a groupoid there are two maps, called range and source, which are defined from G to itself by r(b) = bb −1 and s(b) = bb −1 , respectively. We call the common image of r and s the unit space of G and denote it by G (0) . Note that (b, c) ∈ G (2) if, and only if, s(b) = r(c).
For B, C ⊆ G, we define (2) BC = {bc ∈ G : b ∈ B, c ∈ C and s(b) = r(c)}, and (3)
We call G a topological groupoid if G is endowed with a topology such that composition and inversion are continuous.
An isomorphism of topological groupoids φ : G → H is a homeomorphism from G to H that carries units to units, preserves the range and source maps, and satisfies φ(ab) = φ(a)φ(b) for all composable pairs (a, b) ∈ G 2 . The uniqueness of inverses implies that φ(a −1 ) = φ(a) −1 for a ∈ G.
A topological groupoid G is said to be étale if G (0) is locally compact and Hausdorff in the relative topology, and its range map is a local homeomorphism from G to G (0) (the source map will consequently share this property).
A bisection in G is an open subset B ⊆ G such that the restrictions of r and s to B are both injective.
It is easy to see that the topology of an étale groupoid admits a basis formed by bisections. Also, for étale groupoids,
An étale groupoid G is said to be ample if it has a basis of compact open bisections. Using the notation of [30] , we denote by G a the set of all the compact bisections of G.
Let G be an étale groupoid. If G (0) is totally disconnected, by [17, Proposition 4.1], G is ample. Note that the converse is true if we add the hypothesis that G is Hausdorff.
Remark 2.1. In this paper we only consider ample Hausdorff groupoids.
Let G be a Hausdorff ample groupoid. An interesting example of an inverse semigroup, which we will use in this paper, is the set G a consisting of all the compact bisections of G. The operations are defined as in (2) and (3). More precisely, we have the following proposition. 
is compact then the inverse semigroup G a has a unit.
The isotropy group at a unit u of G is the group G u u . We say that u has trivial isotropy if G u u = {u}. A topological groupoid G is called topologically principal if the set of points in G (0) with trivial isotropy is dense in G (0) .
Steinberg algebras.
Suppose that G is a Hausdorff, ample groupoid and R is a commutative ring with unit. Let A R (G) be the set of all functions from G to R that are locally constant and have compact support. Notice that if f ∈ A R (G) then supp(f ) = {b ∈ G : f (b) = 0} is clopen. Furthermore, if f : G → R is locally constant then it is continuous with respect to any topology on R.
We define addition in A R (G) pointwise and, for f, g ∈ A R (G), convolution is defined by
With this structure, A R (G) is an associative algebra called the Steinberg Algebra associated to G. Every element of A R (G) is a linear combination of characteristic functions of pairwise disjoint compact bisections (see [33, Proposition 4.3] We write D R (G) := A R (G (0) ) for the commutative algebra of locally constant, compactly supported, functions from G (0) to R with pointwise operations. Since G (0) is clopen there is an embedding
For ample Hausdorff groupoids G 1 and G 2 , we say that an isomorphism φ :
2.4. Partial actions of inverse semigroups. Let S be an inverse semigroup and let X be a set. A partial action of S on X is a partial homomorphism π : S → I(X), where I(X) denotes the symmetric inverse semigroup of X (i.e., the inverse semigroup of all partial bijections on X). In other terms, π : S → I(X) is a partial action if, for each s, t ∈ S we have that
. In our work we will use the characterization of a partial action of an inverse semigroup given in [4, Proposition 3.5]:
Definition 2.4. Let X be a set and π : S → I(X) be a map. For each s ∈ S, let X s be the range of π s . Then π is a partial action of S on X if, and only if, for all s, t ∈ S, the following holds:
= π s * (in particular this implies that the domain of π s coincides with the range of π s * , namely X s * );
By Proposition 3.4 in [4] we can replace inclusion in (ii) by the equality
and discard (iii).
An inverse semigroup S may partially act on a topological space, an algebra, a C*-algebra, among other objects. For each situation we add some conditions in the definition of a partial action to be in accordance with the characteristics of each category. For example, for a partial action π of an inverse semigroup S into a R-algebra A, we assume that every S, (s ∈ S), is a bilateral ideal of A, and that each application π s : X s * → X s is an isomorphism of algebras. In addition, if the inverse semigroup S has a unit 1, we assume that X 1 = A and π 1 is the identity application of A. In the case that π is a partial action of S in a topological space X, we also require that, for each s ∈ S, the subsets X s are open, and that each application π s : X s * → X s is a homeomorphism of topological spaces. In the same way as in the above case, if S has a unit, we assume that X 1 = X and π 1 is the identity map in X.
It well known that given a partial action θ of a group G, in a locally compact Hausdorff topological space X, there is an associated partial action α of G in C 0 (X) (see [18, Corollary 11.6] ). Similarly we have the following result:
Given an inverse semigroup S, a Hausdorff, locally compact, totally disconnected topological space X, and a partial action θ : S → I(X), such that each X s is clopen, there exist a partial action α : S → I(L c (X)), where L c (X) is the R-algebra of the locally constant functions of X in R with compact support. Such action is constructed in the following way:
For each s ∈ S, define
It is easy to see that
2.5. Partial skew inverse semigroup rings. In this section we recall the concepts related with partial skew inverse semigroup rings, as defined in [20] .
Definition 2.5. Let K be a commutative ring with unit, and let π be a partial action of the inverse semigroup S in the R-algebra A. For each s ∈ S, let D s be the range of π s . Consider L the K-module of all finite sums of the form
with product being the linear extension of
Hence the product is well defined and L is a K-algebra (not necessarily associative).
Remark 2.6. In the case of a group action, the K-algebra L is exactly the partial skew group ring. In [10] , Dokuchaev and Exel prove under which conditions the partial skew group ring A G is associative. Analogously results are proved in [20] for L (and consequently for A π S defined below).
Definition 2.7. Let π = ({π s } s∈S , {D s } s∈S ) be a partial action of an inverse semigroup S on a K-algebra A and let I = aδ s − aδ t : a ∈ D s , s ≤ t , that is, I is the ideal generated by aδ s − aδ t . We define the partial skew inverse semigroup ring of π as
We denote the elements of A π S by a s δ s , where a s δ s ∈ L.
Note that by Proposition 2.
Remark 2.8. Notice that if the inverse semigroup S is a group then the order relation coincides with equality, and hence the ideal I = {0}. Therefore partial skew inverse semigroup generalize partial skew group rings. However, the more general structure of partial skew inverse semigroup rings do not carry the graded structure present in the group case. Instead, we only have that every partial skew inverse semigroup ring admits a pre-grading (defined below) over the semigroup. Definition 2.9. Let B be any K-algebra and let S be an inverse semigroup. A pre-grading of B over S is a family of linear subspaces {B s } s∈S of B, such that for every s, t ∈ S one has that
B is the linear span of the union of all B s .
The Steinberg algebra of a transformation groupoid
In this section we prove that partial skew group rings of the form L c (X) α G can be realized as Steinberg algebras. This result is attributed to folklore and we provide a proof of it here. Throughout we assume that R is a commutative ring with unit, and X is a Hausdorff, locally compact, totally disconnected topological space.
Let L c (X) be the set of all locally constant, compactly supported, Rvalued functions on X. Notice that L c (X) is a commutative R-algebra, with point-wise addition and multiplication. Furthermore, L c (X) has an unit if, and only if, X is compact. For f ∈ L c (X), we define the support of f by supp(f ) = {x ∈ X : f (x) = 0} (notice that this is a clopen set).
Notice that the topology of X admits a basis formed by subsets which are simultaneously compact and open (compact-open). Given any compactopen set K ⊆ X, its characteristic function, which we denote by 1 K , is locally constant and compactly supported. Moreover, one may prove that every locally constant, compactly supported function f : X → R is a linear combination of the form
where the K i are pairwise disjoint compact-open subsets, and each r i lies in R.
Now, let θ = ({X g } g∈G , {θ g } g∈G ) be a partial action of a discrete group G on X, such that X g is clopen (closed-open) for every g in G. Such action induces an action in the algebra level, as done in [3] and [11] : For each g in G, consider the ideal
Then the collection
is an algebraic partial action of G on L c (X). Associated to the above partial action we consider the partial skew group ring
where each f g lies in D g , and f g ≡ 0, for all but finitely many group elements g. We can also associate to an action θ as above an étale groupoid, denoted by G θ X, and known as the transformation grupoid (in what follows we use the same simplified notation of the transformation groupoid as in [1] ): Let
The inverse of (t, x) ∈ G θ X is
is a composable pair if, and only if, θ s −1 (y) = x. In this case we have (s, y)(t, x) = (st, y).
We equip G θ X with the topology inherited from the product topology on G × X. By the continuity of θ the operations of inversion and product on G θ X are continuous. Since G is discrete and X is Hausdorff we have that G θ X is Hausdorff.
Notice that the range and source maps r : G θ X → (G θ X) (0) and s : G θ X → (G θ X) (0) are given by r(t, x) = (1, x), and s(t, x) = (1, θ t −1 (x)). Moreover, the range is a local homeomorphism of {t} × X t onto {1} × X t and the source is local homeomorphism of {t} × X t onto {1} × X t −1 . We identify X with (G θ X) (0) via the homeomorphism i : X → G θ X given by x → (1, x) . Thus, (G θ X) (0) is Hausdorff, locally compact and totally disconnected, and G θ X is étale. Furthermore, by [17, Proposition 4.1], G θ X is ample and Hausdorff and we may consider its Steinberg algebra, A R (G θ X).
Remark 3.1. Observe that the convolution product in A R (G θ X) is defined by
We can now prove the following.
be a partial action of a discrete group G over a locally compact, Hausdorff, totally disconnected topological space X, such that each X g is clopen. Let ({D g } g∈G , {α g } g∈G ) be the corresponding partial action (as defined above) and G θ X be the transformation groupoid associate with θ. Then L c (X) α G and A R (G θ X) are isomorphic as R-algebras.
, we begin defining it in elements of the form f g δ g , and then we extend it linearly to
and denote the linear extension ofρ to L c (X) α G by ρ.
We claim that ρ is well defined. For this it is enough to prove that, for each g ∈ G,ρ(f g δ g ) is well defined, that is, it is a locally constant function with compact support. Let (t, x) ∈ G θ X. Suppose that t = g. Since f g is locally constant, there is a neighborhood U ⊆ X of x such that f | U is constant. Note that
which is compact. We concluded thatρ(f g δ g ) ∈ A R (G θ X).
Next we check that ρ is multiplicative. By linearity, it is enough to check this for elements of the form
Therefore ρ is a homomorphism.
To finish we prove that ρ is a bijection, by showing that it has an inverse ρ −1 :
otherwise.
We claim that ρ is well defined. For this we need first to prove that
Since the topology of G θ X is the relative product topology from product topology of G×X and supp(f ) is compact, we have supp(f ) = ({g 1 
where H is open subset of G and U is open subset of X. We have that V := U ∩ X g is an open neighborhood of x and f g | V is constant.
Obviously f g (x) = 0 for every x / ∈ X g . Therefore f g ∈ D g . Notice that the set {g ∈ G : f (g, x) = 0, x ∈ X g } is finite because G is discrete and supp(f ) is compact. Then the set {g ∈ G : f g = 0} also is finite, that is, the sum f g δ g = ρ −1 (f ) is finite. It is straightforward to check that ρ −1 is the inverse of ρ. Remark 3.3. Under the assumptions of the theorem above we remark that partial actions such that each X g is clopen are exactly the one's for which the envelope space is Hausdorff (see [19] ).
Corollary 3.4. The isomorphism above establishes an isomorphism between the algebras L c (X) and D R (G θ X).
Proof. Consider
It is clear that the restriction of ρ to L c (X)δ 1 is an injective homomorphism in i(A R (G θ X) (0) ). For surjectivity, notice that every compact bisection of G θ X contained in (G θ X) (0) is of form {1} × K, where K is a compact subset of X. Thus, given f ∈ i(A R ((G θ X) (0) )) there exists compacts subset K 1 , · · · , K n of X and elements r 1 , · · · , r n ∈ R such that
. Then ρ(F ) = f and hence ρ is surjective. Therefore we have an isomorphism between L c (X)δ 1 and i(A R ((G θ X) (0) ), and by identifying these sets with L c (X) and D R (G θ X), respectively, we obtain the desired isomorphism.
Application to diagonal preserving isomorphisms
In this section we study diagonal preserving isomorphisms of partial skew group rings of the form L c (X) α G. For this purpose we apply the isomorphism of the previous section and we make use of results proved in [5] and [28] . We continue to use the same assumptions on X, G and θ of the previous section.
By Theorem 3.2 and Corollary 3.4, we obtain an isomorphism between the algebras L c (X) α G and A R (G θ X) that "preserves diagonal". In [ Corollary 4.1. Let R be an integral domain (commutative ring, with no zero-divisors and with a unit). For i = 1, 2, let G i be an ample Hausdorff groupoid such that there is a dense subset X i ⊆ G 0 i , such that the groupring R((G i ) x x ) has no zero-divisors and only trivial units for all x ∈ X i . Then G 1 and G 2 are isomorphic if and only if there is a diagonal-preserving isomorphism between A R (G 1 ) and A R (G 2 ).
Recall that if R is an integral domain and G is a group, the group-ring RG of G is defined by
An element x ∈ RG is a unit if there exist y, z ∈ RG such that xy = 1 = zx. A unit is trivial if it has the form rg for some r ∈ R and g ∈ G.
By the previous corollary, we need to find sufficient (and necessary, if possible) conditions so that the group-ring R((G θ X) (1,x) (1,x) ) has no zerodivisors and only trivial units. We have that
Notice that the group (G θ X) (1,x) (1,x) is isomorphic to a subgroup of G. To study this subgroup we present some results of [27] below.
An infinite group G is said to be indexed if we are given a homomorphism γ of G in the additive group of integers, such that γ(G) does not consist of zero alone. In general, a group can be indexed in more than one way. An infinite group G is said to be indicable throughout if every subgroup of G, not consisting of the unit alone, can be indexed. Notice that any non-trivial subgroup of an indicable throughout group is also indicable throughout. Since any free group is indexed, and any subgroup of a free group is either a free group or the unit alone, we have that any free group is indicable throughout. Similarly any free Abelian group is indicable throughout. With these two theorems we obtain the following lemma:
Lemma 4.4. Let G be an indicable throughout group and let θ = ({X g } g∈G , {θ g } g∈G ) be a partial action of G on X. Then the group-ring R((G θ X) (1,x) (1,x) ) has no zero-divisors and only trivial units, for all (1, x) ∈ (G θ X) (0) .
Proof. We have that (G θ X) (1,x) (1,x) is isomorphic to a subgroup of G. Then this subgrupo is indicable throughout or the unit alone. In the first case, Theorems 4.2 and 4.3 ensure that R((G θ X) (1,x) (1,x) ) has no zero-divisors and only trivial units. In the second case, R((G θ X) (1,x) (1,x) ) = R({(1, x)}) ∼ = R, that also has no zero-divisors and only trivial units.
Theorem 4.5. Let R be an integral domain, let G, H be indicable throughout, discrete groups, let X, Y be totally disconnect, locally compact, Hausdorff spaces, and let θ = ({X g } g∈G , {θ g } g∈G ) and γ = ({Y h } h∈H , {θ h } h∈H ) be partial actions. Then the following are equivalent:
(i) the transformation groupoids G θ X and H γ Y are isomorphic as topological groupoids, (ii) there exists a diagonal-preserving isomorphism Γ :
Proof. "(i) ⇔ (ii)" By Lemma 4.4, the hypotheses of Corollary 4.1 are satisfied and thus we get the two implications.
"(iii) ⇒ (ii)" Similar to the previous one, just take Γ := ρ
In [28, Theorem 2.7] X. Li characterizes diagonal preserving isomorphisms of partial C*-crossed products, over commutative algebras, in terms of continuous orbit equivalence of the associated partial actions. We are now able to add two additional equivalent conditions to continuous orbit equivalence of partial actions, in terms of Steinberg algebras and partial skew group rings. Before we do this we recall the notion of continuous orbit equivalence below. 
Lemma 4.7. A partial action θ of G on X is topologically free if, and only if, the transformation groupoid G θ X is topologically principal. Before we state our next Theorem we need the following lemma.
Lemma 4.8. Let R be an integral domain and θ be a partial action of G on X. If θ is topologically free then there exist a dense subset Z ⊆ (G θ X) (0) such that the group-ring R((G θ X) z z )) has no zero-divisors and only trivial units for all z ∈ Z.
Proof. By Lemma (4.7) the groupoid G θ X is topologically principal, that is, there exist a dense subset Z of (G θ X) (0) such that (G θ X) z z = {z}, for every z ∈ Z. Thus for z ∈ Z we have that R((G θ X) z z ) = R({z}) ∼ = R, which has no zero-divisors and only trivial units. Theorem 4.9. Let R be an integral domain, let G, H be discrete groups, let X, Y be totally disconnect, locally compact, Hausdorff spaces, and let θ = ({X g } g∈G , {θ g } g∈G ) and γ = ({Y h } h∈H , {θ h } h∈H ) be topologically free partial actions. Then the following are equivalent:
(i) θ and γ are continuously orbit equivalent, (ii) the transformation groupoids G θ X and H γ Y are isomorphic as topological groupoids, (iii) there exists a diagonal-preserving isomorphism Γ :
Moreover, "(ii) ⇒ (i)" holds in general (i.e., without the assumption of topological freeness). 
Steinberg algebras realized as partial skew inverse semigroup rings
In this section we will show that every Steinberg algebra can be realized as a partial skew inverse semigroup ring. This is an "algebraisation" of [Theorem 3. The partial action of the inverse semigroup of bisections. Next we recall the example of an inverse semigroup action which is intrinsic to every Hausdorff ample groupoid, as given in [16] .
From now on we fix a Hausdorff ample groupoid G. Denote by G a the set of all compact bisection in G. We have already seen, Proposition 2.2, that G a is an inverse semigroup under the operations defined in (2) and (3). The idempotent semilattice of G a consists precisely of the compact-open subsets of G (0) .
Note that the inverse semigroup partial order (as in (1)
where A, B ∈ G a . Recall that the unit space G (0) is a Hausdorff, locally compact, totally disconnected topological space. We want to define a partial action θ of G a on G (0) . Given a compact bisection B we have already mentioned that s(B) and r(B) are compact-open subsets of G (0) , and moreover that the maps Proof. This is proved in [16, Proposition 5.3] . For completeness we present a proof adapted to our setting below.
To show that θ is a partial action we will use the characterization of Definition 2.4.
and hence θ B * = θ 
As mentioned in Subsection 2.4, from the action θ of the semigroup G a on the locally compact, Hausdorff, totally disconnected space G (0) , we get a corresponding partial action α of the semigroup G a on the R-algebra L c (G (0) ) of all locally constant, compactly supported, R-valued functions on G (0) , where R is a commutative ring with unit. More precisely, for every B ∈ G a , we have that α B is an isomorphism from
which is defined by
We can now prove the last theorem of the paper.
Theorem 5.2. Let G be an ample and Hausdorff groupoid, let θ be the partial action of the inverse semigroup G a over the unit space G (0) (as defined in Proposition 5.1), and let α be the corresponding partial action of G a on L c (G (0) ) (as defined above). Then the Steinberg algebra A R (G) is isomorphic to the partial skew inverse semigroup ring L c (G (0) ) α G a as R-algebras.
Proof. We will first show the existence of an epimorphism ψ : L → A R (G), that vanishes in the ideal I (thus, we can extend ψ to an epimorphismψ of the quotient L/I = L c (G (0) ) α G a ). To conclude, we will show thatψ admits a right inverse map ϕ. Define the homomorphism ψ : L → A R (G), in elements of the form f B δ B , by
and extend it linearly to L. We need to show that ψ is well defined, that is, the function ψ(f B δ B ) is locally constant and has compact support.
If (f B δ B ) ) is closed and B is compact, we have that the support of ψ(f B δ B ) is compact. Hence ψ(f B δ B ) ∈ A R (G). Since A R (G) is an algebra and any element F ∈ L is a finite sum of elements of the form f B δ B , we conclude that ψ(F ) ∈ A R (G).
Next, we will verify that ψ is multiplicative. By linearity, it is enough to verify that this application is multiplicative in the homogeneous terms. So, let f B δ B , f C δ C ∈ L and x ∈ G. Then, 
In order to prove the surjectivity of ψ let f ∈ A R (G). We have seen that f can be written as
where n ∈ N, r i ∈ R, and B i are pairwise disjoint, for all i = 1, · · · , n. For each i, we define f B i by
Clearly f B i belongs to D B i . For y ∈ G we have that
and thus ψ is surjective. Next we will show that ψ(I) = {0}, where I is the ideal of L generated by the set
Since ψ is a homomorphism it is enough to show that ψ is zero in the generators of I. Let x ∈ G.
• If x / ∈ A, then x / ∈ B and
• If x ∈ A \ B, then r(x) ∈ r(A) \ r(B) (r is injective in A). Thus
because f ∈ D B and r(x) / ∈ r(B).
• If x ∈ B, then x ∈ A and
This proves that ψ vanishes on I.
We can now define a mapψ of the quotient
To check thatψ is well defined suppose that
Clearlyψ is a surjective homomorphism. In order to prove thatψ is an isomorphism it suffices to verify thatψ admits a left inverse. For this, consider the map ϕ :
where n ∈ N and B j are pairwise disjoint compact bisections of G for all j = 1, · · · , n. Define
We need to show that ϕ •ψ is indeed the identity map of L c (G (0) ) α G a . Notice that, since each f B ∈ D B can be written as
where m ∈ N, c k ∈ R and B k are pairwise disjoint compact-open subset of r(B) such that ∪ m k=1 B k ⊆ r(B), we have that
and, since the subsets B ∩ r −1 (B k ) are pairwise disjoint compact-open, we have that Notice that asψ is additive, if we prove that ϕ is also additive, then we have that
and so we conclude thatψ is an isomorphism as desired. So it remains to prove that ϕ is additive. Let f = n i=1 r i 1 A i and g = m j=1 s j 1 B j be functions in A R (G), where A i 's and B j 's are pairwise disjoint compact bisections. We want to write f + g also as a linear combination of characteristic functions of compact bisection that are disjoint.
To better understand what we will do next, consider that in Figure 1 the rectangular regions are the bisections A i 's, and the circular regions are the bisections B j 's. Due to the disjunction of the bisections A i 's and the B j 's, we have only intersections of rectangular regions with circular ones (i.e., there are no intersections between circles and circles or between rectangles and rectangles). With these intersections we obtain three new types of regions, which are formed in the following ways:
, and A i ∩ B j , where i = 1, · · · , n and j = 1, · · · , m. Note that some of these sets may be empty.
We have that A i \ (∪ m j=1 B j ) = A i ∩ (∪ m j=1 B j ) c is a clopen subset of A i . Since G is Hausdorff, this set is compact and hence a compact bisection of G. Similarly B j \ (∪ n i=1 A i ) is a compact bisection of G. It is immediate that A i ∩ B j ⊆ A i is open-compact and so it is also a compact bisection.
Let x ∈ G.
• If x ∈ A i \ (∪ m j=1 B j ) then f (x) = r i , • If x ∈ B j \ (∪ n i=1 A i ) then f (x) = s j .
• If x ∈ A i ∩ B j then (f + g)(x) = r i + s j . We want to rewrite f + g in the form k t k 1 C k . To do so, let:
• C i := A i \ (∪ m j=1 B j ) and t i := r i , for all i = 1, · · · , n; • C n+j := B j \ (∪ n i=1 A i ) and t n+j := s j , for all j = 1, · · · , m; • C n+m+(j−1)n+i := A i ∩ B j and t n+m+(j−1)n+i := r i + s j , for all i = 1, · · · , n and j = 1, · · · , m.
With these definitions we have that
t k 1 C k .
Note that if C k is empty then 1 C k and 1 r(C k ) are null functions and do not interfere with our calculation below. Also note that:
• r i 1 r(A i \∪B j ) δ A i \∪B j = r i 1 r(A i \∪B j ) δ A i because A i \ ∪B j ⊂ A i ;
• s j 1 r(B j \∪A i ) δ B j \∪A i = s j 1 r(B j \∪A i ) δ B j because B j \ ∪A i ⊂ B j ;
• r i 1 r(A i ∩B j ) δ A i ∩B j = r i 1 r(A i ∩B j ) δ A i because A i ∩ B j ⊂ A i ;
• s j 1 r(A i ∩B j ) δ A i ∩B j = s j 1 r(A i ∩B j ) δ B j because A i ∩ B j ⊂ B j .
We now obtain that ϕ(f + g) = ϕ(f ) + ϕ(g) from the following computation: 
