Introduction
Among the results of Part One we have:
Let Ω be an open set in C n and f : Ω → C be a continuous map. If on Ω \ f −1 (0) |∂f | ≤ K|f | (K a positive constant), then f −1 (0) is an analytic set.
Among the results of Part Two there is the following:
Proposition B. Let J be a C 1 -smooth almost complex structure defined in R 2n . Let v be a continuous map from the unit disc D ⊂ C into (R 2n , J). Let u be either a constant map from D into R 2n or a proper J-holomorphic and C 2 -smooth map from D into an open subset Ω of R 2n . Assume that v is J-holomorphic near z if v(z) ∈ u (D) . If u ≡ u(0) then v is J-holomorphic on D; if u ≡ u(0) and v(0) ∈ u (D) , either v maps a neighborhood of 0 into u (D) , or v is J-holomorphic near 0.
If u ≡ u(0) the hypothesis is thereof that v is J-holomorphic at any point z such that v(z) = u(0). Proposition B generalizes the classical Rado Theorem.
The more general statements in the text that contain Propositions A and B are Theorem A and Theorem C.
Parts One and Two are independent. A unifying theme is the elimination of exceptional sets on which no a-priori assumption is to be made, in the style of Rado's Theorem. In some of our statements this is the only novelty. Another common feature is the role played by differential inequality of the type |∂f | ≤ |f | or |∂f | ≤ ǫ|∂f |. Denote Ω * = Ω \ f −1 (0). By the ∂-differential inequality |∂f | ≤ K|f | on Ω * , we mean that on Ω * , ∂f = Af holds in the distribution sense, and A ∈ L ∞ (0,1) (Ω * ).
In general, one may, of course, consider a continuous map f : Ω → C m satisfying ∂f = Af on Ω * = Ω \ f −1 (0), where Ω is now an open subset of C n and A is an m × m matrix of (0, 1)-forms on Ω * . We are interested in the analyticity of the zero set f −1 (0).
We formulate our results in following three cases: i) f is a vector-valued continuous function on C, ii) f is a continuous function on C n , iii) f is a vector-valued continuous function on C n under the additional assumption that f −1 (0) is already real analytic.
The result for case (iii) will be given later by Proposition 3.4. Here we describe results for (i) and (ii). i) Vector-valued f , defined on C.
Our first result is the following: Proposition C. Let Ω be a connected open subset of C, and let f : Ω → C m be a continuous map. Assume that ∂f = Af on Ω \ f −1 (0), where A is an m × m matrix with entries in L p (0,1) (Ω \ f −1 (0)). If 2 < p ≤ ∞ and f ≡ 0, then f has isolated zeros in Ω and ∂f = Af holds on Ω, where A is set to be zero on f −1 (0).
ii) Scalar-valued f , defined on C n .
Next we turn to continuous functions f on an open subset Ω of C n with n > 1. Our approach is based on the above one-dimensional result, by applying it to all complex lines L parallel to a coordinate axis in C n . Thus one needs to understand the tedious question about the restriction of ∂f = Af to all z j -lines, including the restriction of |∂f | ≤ K|f | to lines, needed for Proposition A. (Of course, ∂(f |L) makes sense since f is continuous.)
We postpone this technicality to a later discussion. Here we ask that for every complex line L (intersecting Ω and) parallel to a coordinate axis, in the distribution sense
where M > 0 is a constant (independent of L).
Equivalently, after we prove Proposition C in section 2, the above equation can be assumed to hold on the line (not only off the zero set), by setting A| L = 0 on f −1 (0) and by assuming p > 2. Therefore we restate it in a simpler form:
for a constant M independent of L.
We now state the main result of Part One:
Theorem A. Let 2 < p ≤ ∞. Let f be a continuous function on an open subset Ω of C n . Assume that for each j = 1, . . . , n, f satisfies (L) for all complex lines L parallel to the z j -axis. Then f −1 (0) is a complex variety. Moreover, e −u f is holomorphic, for some locally defined u ∈ C α loc , with α = 1 − 2 p for 2 < p < ∞, and any α < 1 for p = ∞.
Condition (L) plays two roles in the crucial Lemma 3.2: (a) it is used to show that the trivial extension of A is ∂-closed, (b) once this is proved it is used again for proving that the solution to some ∂-problem is C α loc -smooth. To show the analyticity of
trivially by 0 on f −1 (0). There are other ways to insure boundedness, or continuity, or C α loc -smoothness of solutions to the ∂-problem. This is discussed in details at the beginning of Section 3.
Discussion and an open problem.
The next example shows that the above two results do not hold for p ≤ 2.
Example. Let a k ∈ C n with 0 < |a k | < 1/2 and a k → 0 as k → ∞. Let
). Theorem A is motivated by recent work of Pali [P] , who proved, among other results, that f −1 (0) is a complex variety under the assumptions that f is a vector of smooth functions on Ω ⊂ C n , ∂f = Af on Ω with A ∈ C ∞ , and f satisfies a certain finite resolution property. In [P] , the difficulties lie in the case when f is not a scalar function.
The following problem remains open:
Problem A.
(1) Let f be a vector of continuous functions on a domain Ω ⊂ C n satisfying the ∂-inequality |∂f | ≤ K|f | on Ω \ f −1 (0). Is f −1 (0) a complex variety? (2) Back to the scalar case: Let f be a continuous function on Ω ⊂ C n (n > 1). Assume
One dimensional vector-valued case
Let D be the unit disc in C, D r the disc of radius r centered at the origin, and D r (z) the disc with radius r, centered at z.
Recall the well-known estimates
where c p depends only on p. Also
T f = f on D δ in the distribution sense (see [A] ). The following lemma for the scalar case will be repeatedly used. Note that the lemma gives us Proposition C.
There is a constant ǫ > 0 such that if δ > 0 and Mφ p (δ) < ǫ, then for each z ∈ D, there is an invertible m × m matrix I + g on D δ (z) such that (I + g)f is holomorphic on D δ (z) ∩ D, and g ∈ C α (D δ (z)) with α = 1 − 2 p for 2 < p < ∞ and any α < 1 for p = ∞. Moreover, sup w∈D δ (z) |g(w)| ≤ c p,m Mφ p (δ) for some constant c p,m , and ∂f ∂z =Ãf on D whereÃ equals A on D \ f −1 (0) and zero on f −1 (0).
. Still denoteÃ by A. We may assume that z = 0. We need
where the integration takes place entry by entry. The δ, depending only on m and p, will be determined later. Consider the equation
For the matrices g and A = (a jk ), put
, is the unique matrix that is continuous on D δ and satisfies ( * ) on D δ , provided
Moreover, the g satisfies
Since f is identically zero or has isolated zeros, it is easy to see that
When f is scalar, one simply takes the above 1 + g to be the so-called integrating factor, e −u , where u = A * 1 πz by setting A = 0 on f −1 (0). On the other hand, the above contraction argument avoids the Rado theorem, if one has a stronger condition that
The zero set f −1 (0) for the one-dimensional case is studied by Ivashkovich-Shevchishin [I-S] , under the assumption that ∂f = Af on the whole domain Ω ⊂ C. See also Floer-HoferSalamon [F-H-S] .
3. Proof of Theorem A (scalar-valued case, functions defined on C n )
The heart of the matter is to prove that B, the trivial extension of ∂f f , is ∂-closed. This is done in Lemmas 3.2 and 3.3 but we start in Lemma 3.1 with some remarks that will allow us later to prove that the solutions to ∂u = B are locally bounded.
Restriction of ∂f = Af on lines.
First we need to discuss the restriction of ∂f = Af on complex lines. However, the reader could skip this section 3.1 (remarks a)-d) below) and go directly to section 3.2 (beginning of the proof of Theorem A), by first accepting the assertion: if f satisfies condition (L) for almost all z j -lines and if B, the trivial extension of 
Then in the distribution sense (D) , that we set to be 0 on f −1 (0). That function B satisfies:
where L ǫ is the ǫ-neighborhood of L in C n equipped with the sup-norm. (In the latter formulation we avoid the problem of having to restrict B to lines.) (D) . Fix a compact subset K of D. Let ϕ be a smooth function whose support is contained in K. Put z ′ = (z 2 , . . . , z n ) and
, and satisfying
For the general case, let {χ k } be a partition of unity for a locally finite open covering {U j } of D. Then Proof. Let χ ≥ 0 be a smooth function on C n with compact support and χ(z)dV (z) = 1.
For small δ > 0
Using the weak compactness in L p , we find a sequence B δ k | L that converges weakly to some
By Proposition C, remarks a) and b), we know that the condition
in which A is set to be 0 on f −1 (0).
The local existence and boundedness of solutions u to ∂u = v follow from any of the following conditions:
(ii) For each v j there is k such that for some p > 2 and
In fact, all local solutions are continuous for case (ii), and are in C α loc with α = 1 − 2n p for 2n < p < ∞ and any α < 1 for p = ∞, for (iii).
Proof. We may assume that
(and n > 1). Assume that (i) holds with D being the unit ball and ∂v = 0. Recall the Bochner-Martinelli kernels:
where Ω q is of bidegree (n, n − q − 1) in ζ and bidegree (0, q) in z. For a (0, q)-form u on D with q > 0, define
where the smoothing (v j ) ǫ is defined in the proof of remark b). Let χ be a smooth function supported in the ball D 1/2 : |z| < 1/2. For small and positive ǫ, v ǫ is well-defined and ∂-closed on D 1/2 . Thus
for some constant c. On D 1/3 , B M * (∂χ ∧ v ǫ ) is smooth and ∂-closed for small ǫ > 0. It is well-known that there is a smooth functionũ ǫ such that
By the weak compactness, the week-limit u of some sequence B M * (χv ǫ k ) −ũ ǫ k is bounded and satisfies ∂u = v. For (ii), the continuity of u follows from the continuity of |v j | *
We now point out a special case, which is actually used in our proofs.
Proof. By c (ii), we know that all local solutions u are continuous. Repeat the argument in b) for
Hölder-α norm of u| L is bounded by some constant independent of L. Therefore u| L (and hence u) is C α loc -smooth, by the well-known estimates stated at the beginning of Section 2.
∂-closedness of trivial extension of ∂f f
, when f −1 (0) is the graph of a continuous function.
As already said, the heart of the matter is to prove that B, the trivial extension of ∂f f
, is ∂-closed. Once this is done the existence of an integrating factor and hence the analyticity of f −1 (0) is trivial. However the proof goes as follows. In this section 3.2 we prove ∂-closedness of B near specific points of f −1 (0) (Lemma 3.2). We then get the analyticity of f −1 (0) off an exceptional set (in the notations below, the set where N(p) = ∞). Using induction on dimension, the proof of ∂-closedness of B is then achieved in section 3.3.
By our assumptions, if f vanishes at p, then for any complex line L passing through p and parallel to a coordinate axis, there is a continuous function u so that e −u f | L is holomorphic on L ∩ Ω. Define the order of vanishing of f | L at p to be the vanishing order of e −u f | L at p. We also define the number of zeros of f | L to be the number of zeros of e −u f | L . Both are independent of the choice of u.
We start with the following.
Lemma 3.1. Let 2 < p ≤ ∞. Let f (z) be a continuous function on D n . Assume that there exists a positive constant M such that for all complex lines L parallel to the z n -axis,
(ii) If the above r j are all the same, denoted by r, then f (z) = ((z n − r(
Proof. (i) By Proposition C, we know that there exists 0 < ǫ 1 ≤ ǫ 0 such that for each
By definition the number of zeroes of f as a function of z n is the same as the number of zeroes of the holomorphic function (1 + g)f . So it is the winding number of (1 + g)f and hence that of f , which is constant (in a neighborhood of 0). The last conclusion follows from the continuity of f also.
(ii) We reduce it to case N = 1 first. Choose a continuous root
Off the zero set of f 1/N , we have
Assume that N = 1. The local boundedness of v follows from the above estimate |g| < 1/4. Now
is also locally bounded, by applying the maximal principle to the holomorphic function
Remarks. (i) We are not claiming that the above v (for r 1 = · · · = r N ) is continuous in z, though this holds eventually. In fact if v is continuous and if
for all complex lines L, then one can conclude that r is holomorphic. To see that, consider the line L = {a + tb : t ∈ C} where a = (a ′ , a n ) is a zero of f with |a ′ | < δ and b is a non-zero vector in C n . We know that there is a continuous function u on L such that
exists. Since a n = r(a ′ ) and v(a) = 0, then lim t→0
, where the convolution is on |z n | < 1. We already know that r is continuous. Fix w ∈ D n . We want to show that u is continuous at
loc for 1 ≤ q < 2, the first term tends to 0 as δ → 0. For a fixed δ, the second term is continuous in z at w. Thus u is continuous on D n . As before by Rado's theorem e −u f is holomorphic in z n . Since e −u v =
Thus e −u v and hence v is continuous. is bounded, this is straightforward if one assumes (but we don't) that f −1 (0) has a basis of neighborhoods whose boundaries have (2n − 1)-Hausdorff measure tending to 0. The trivial extension of
). Return to our setting. We want to show that ∂B = 0 near 0. Let d v (z) be the vertical distance from z to the graph z n = r(
be the Euclidean distance from z to the graph. We will prove that ǫ-neighborhoods of the graph z n = r( =ãf offf −1 (0) with
Since p > 2, by a dilation, we may assume that the
there is a continuous function g such that (1 + g)f is holomorphic on L ∩ D n and |g| < 1/4. We may also assume that |f | < 1. 
. . , z n ), and w j = (z 1 , . . . , z j−1 , z * j , . . . , z * n ). Start with w 1 ∈ f −1 (0) and connect w j to w j+1 by a z j -line L j . We want to show that |f (w j )| ≤ 8(j − 1)2 j d(z). The inequality is trivial for j = 1. Assume the inequality holds for f (w k ). We find a function g, |g| < 1/4, such that (1 + g)f is holomorphic on L k ∩ D n . By the maximum principle, we have
Let χ, 0 ≤ χ ≤ 1, be a smooth function such that χ(t) = 1 for t > 1, χ(t) = 0 for t < 1/4, and |χ 
Therefore, B, the trivial extension of
We are ready to show that r is holomorphic. By Proposition C and remarks 3 a)-
n with the sup-norm,
, and hence on D n by Rado's theorem. Since the zero set of e −u f is given by the graph z n = r( ′ z), then r is holomorphic.
Remarks. (a) The above estimates on two distances
by the well-known estimates stated at the beginning of Section 2, without using an integrating factor. When p ≥ 3 + √ 5 (i.e 2(1 − 1 p )(1 − 2 p ) ≥ 1) that estimate insures the above lemma, since as before
(b) To obtain the ∂-closedness of the trivial extension of
for all z j -lines and for all j = 1, . . . , n. Take n = 2 as an example. We do not know if the trivial extension is ∂-closed if the ∂-inequality is assumed on all z 1 -lines and if the ∂-inequality on all z 2 -lines is replaced by
End of proof of Theorem A.
The theorem is local. We may assume that f is defined on D n . For each z ∈ D n , denote by L j (z) the z j -line that is parallel to the z j -axis. By one-dimensional result, we know that for each p ∈ D n and each complex line L = L j (p), there is a continuous function u so that
Define the order of vanishing of f | L at p to the vanishing order of e −u f | L at p, which is independent of the choice of u.
Assume that f (0) = 0. Since we consider only lines parallel to the coordinate axes it is possible that N 0 is infinite although f is not identically 0. By permuting the coordinates, we may assume that z n = 0 is a zero of f (0, z n ) of order N 0 .
(i) Case N 0 < +∞.
When N 0 = 1, near the origin, f −1 (0) is a smooth complex hypersurface by Lemma 3.1 i and Lemma 3.2.
Assume that V is a complex variety near p if N p < N.
If r 1 = · · · = r N then by Lemma 3.1 ii, there is a continuous N-th root f 1/N (z) = (z n − r( ′ z))v(z), which still satisfies the ∂-differential inequality. We have
is a smooth complex hypersurface near the origin.
Without loss of generality, we may assume by Lemma 3.1 i that the zero set of f in D n is given by z n = r j ( ′ z), j = 1, . . . , N, counting multiplicity. We already proved the assertion when r 1 = · · · = r N . So we may assume that not all of r 1 (a), . . . , r N (a) are the same for some a. Let k be the largest integer such that We first want to show that h is holomorphic away from h −1 (0). Assume that h(a) = 0. Since k ≥ 2 then N (a,r * j (a)) < N. Thus f −1 (0) is a complex variety near each (a, r * j (a)). By Lemma 3.1 i, for ′ z close to a, f ( ′ z, z n ) has at least one zero near each r * j (a). Therefore, by the definition of k, f ( ′ z, z n ) has exactly one zero near each r * j (a) for ′ z sufficiently close to a. Thus near each (a, r * j (a)) the complex variety f −1 (0) must be smooth, and near a we redefine r * j (z ′ ) such that they become holomorphic in z ′ . In particular h is holomorphic away from its zero set.
Next we want to show that h is continuous. Fix a ∈ D n−1 with h(a) = 0. Given a sequence a u approaching to a as u → ∞ we want to show that lim u→∞ h(a u ) = 0. Without loss of generality we may assume that h(a u ) = 0 for all u. Let b 1 , . . . , b d be distinct zeros of f (a, z n ) in D ∋ z n . Let m j be the multiplicity of the zero z n = b j of f (a, z n ). Put s = n . Now we want to find a neighborhood U of the origin such that
(ii) Integrating factor and case N 0 = +∞.
We now go back to the main question which is the ∂-closedness of B (, which was already central in Lemma 3.2).
We shall use the following result of Demailly ([D] , Lemma 6.9), whose proof is similar to the argument in Lemma 3.2, with an induction on the dimension of the analytic set. Let Ω be an open set in C n , and let E be an analytic subset of Ω of dimension < n. Let g be a (0, 1)-form defined on Ω with L 2 coefficients. If g is ∂-closed on Ω \ E then g is ∂-closed on Ω.
We now assume that Theorem A is proved in dimension n − 1 and we want to establish it in dimension n. Assume that there exists a = ( ′ a, a n ) ∈ D n with f (a) = 0. Let X = { ′ z ∈ D n−1 : f ( ′ z, a n ) = 0}. By the induction hypothesis, this is a proper analytic subset of
Set Z = X × D. This is a proper analytic subset of D n , and if p ∈ Z then N(p) < +∞.
Let B be the trivial extension of
it follows from the analyticity of f −1 (0) (at points where N is finite) shown in (i) that B is ∂-closed on D n \ Z. Applying Demailly's result again, it follows that B is ∂-closed on D n , as desired. As at the end of the proof of Lemma 3.2, for some locally defined u ∈ C α loc , e −u f is holomorphic. The proof of Theorem A is complete.
3.4. Vector-valued f defined on C n when f −1 (0) is real analytic.
We turn to the case that f is vector-valued and defined on a domain Ω ⊂ C n with n > 1. Here our result is far from complete. We will treat only the case that f −1 (0) is already real analytic. To show the complex analyticity, we will impose condition on ∂(f γ ) for all germs of complex curve, not just lines. But we will not need the uniform bound on L p -norms.
First we recall some basic results on real analytic sets, which can be found in [N] . Let V 0 be an irreducible germ of real analytic set at 0 ∈ R m of dimension k. (We will take R m = R 2n ⊂ C 2n soon.) Then there is an open subset D of R m and a closed real analytic set V in D which represents the germ, with dim V x ≤ k for all x ∈ V . Denote by V * the set of points in V at which V is a smooth submanifold of dimension k. We also need the complexificationṼ 0 of the germ V 0 : there exists a unique irreducible germṼ 0 of complex variety in
, Proposition 1, p. 91). In particular, one can choose an open subsetD of C m such thatṼ 0 is represented by an irreducible closed complex varietyṼ ⊂D of pure dimension k.
We need the following.
Lemma 3.3. Let V 0 be an irreducible germ of real analytic variety at 0 ∈ C n of dimension k, represented by a closed real analytic set V in U ∋ 0 of the same dimension. If V * is a complex submanifold of C n , then V is a complex variety at 0.
Proof. It suffices to find a germ of complex varietyV at 0 that is contained in V and has the same real dimension as V . Then the irreducibility of V implies that two germs must agree ( [N] , Proposition 7, p. 41). We will adapt an argument in [D-F] to constructV . (The argument in [D-F] is for a smooth real hypersurface V in C n .) Choose a polydisc D ⊂ U, centered at 0, such that V ∩D is the zero set of a real function r(z, z) which is a convergent power series on D × D. Thus Q w def = = {z ∈ D : r(z, w) = 0} is a complex variety in D for each w ∈ D. Choose a domainD 1 ⊂ C 2n and an irreducible complex varietyṼ inD 1 such thatṼ 0 is the complexification of V 0 . We may assume that
. Thus W is a totally real submanifold inṼ of dimension k. As a function in (x, y) ∈Ṽ * , r(x + iy, w) vanishes on an open subset ofṼ * . Sincẽ V * is connected, then r(x + iy, w) vanishes onṼ , which implies that r(z, w) vanishes for
We just proved that
Fix z ∈V ⊂ S. We have z ∈ S and get z ∈ (V =) ∩ w∈S Q w ⊂ Q z . Now z ∈ Q z implies that r(z, z) = 0, i.e z ∈ V . Finally, V * ∩D 1 ⊂V ⊂ V . Since V * has pure complex dimension k and 0 ∈ V * thenV has real dimension at least 2k, which is already the dimension of V .
Since V is irreducible then V =V as germs at 0.
As a consequence of Lemma 2.1 and Lemma 3.3, we have
, where f j are continuous functions on a domain Ω ⊂ C n , and let Ω * = Ω \ f −1 (0). Assume that for each smooth holomorphic curve γ in Ω (not necessarily closed in Ω), ∂(f | γ ) = f A γ holds in the distribution sense on γ ∩ Ω * , where A γ is an m × m matrix of (0, 1)-forms whose coefficients are in L p (γ). If f −1 (0) is a real analytic variety in Ω, then it is a complex variety.
Proof. Assume that f (0) = 0. We want to show that f −1 (0) is a complex variety near the origin.
Decompose the germ of f −1 (0) at 0 as V 
Each tangent vector in T xṼj is the tangent vector of some real analytic curve γ inṼ j . Letγ be the complexification of γ. By assumption, f −1 (0) ∩γ is a complex variety inγ. Since f −1 (0) ∩γ is not isolated, thenγ is contained in f −1 (0) (one may assume thatγ is connected). Therefore, T xṼj is complex linear subspace of T x C n . SinceṼ j is dense in V * j , then V * j is a complex submanifold of C n . By the previous lemma, we know that each V j is a complex variety.
Remarks on some uniqueness or finite type results for J-holomorphic curves
In the theory of J-holomorphic curves inequalities of the type
occur, as well as inequality of the type
The more general inequality |∂f | ≤ c(z, f )|∂f | can, of course, be reduced to (T2) by considering (z, f (z)) instead of f (z). If one has an L p -bound for ∂f and an estimate |c(f )| ≤ |f |, reversing roles, one can reduce (T2) to (T1).
An example is the following: Assume that v 1 : D → (R 2n , J) is an embedded J-holomorphic curve. After changing variables we assume that v 1 (z) = (z, 0, · · · , 0) ∈ C n ≃ R 2n , and that J(z, 0, · · · , 0) = J st (the standard complex structure on C n ). Let v 2 : D → (R 2n , J) be continuous. Let E be a closed subset of D with 0 ∈ E. Assume that on E v 2 (z) = v 1 (z) = (z, 0, · · · , 0) and that v 2 is J-holomorphic on D \ E (but make no a-priori assumption of J-holomorphicity of v 2 at the boundary points of E). It follows from Lemma 2.1 in Part One that if ∇v 2 ∈ L p for some p > 2 then near 0, v 2 ≡ v 1 or v 2 − v 1 vanishes to finite order only. Indeed, the equation for J-holomorphy is , and Q(z, 0, . . . , 0) ≡ 0, hence Q(v 1 ) ≡ 0 (with Q ∈ M n,n (C) and of the smoothness of J). So
However the above result (that v 2 ≡ v 1 or v 2 − v 1 vanishes to finite order only) follows immediately from the Corollary to Theorem C of Part Two (applied to (z, v j ) rather than v j (z)). Indeed this Corollary implies that in fact v 2 is J-holomorphic (i.e. the exceptional set E can be removed). Then, the result is well-known.
Part Two: Removable singularities for J-holomorphic maps and Rado's Theorem
Introduction
Let Ω be an open set in C. A subset E ⊂ Ω is said to be a polar set if for any z ∈ Ω there exists a subharmonic function λ defined on a neighborhood V of z (not identical to −∞ near z) such that E ∩ V ⊂ λ −1 (−∞). If E is closed in V one can take λ to be continuous as a map from V onto {−∞} ∪ R (and E ∩ V = λ −1 (−∞)). If E is a polar subset of Ω, then there exists a subharmonic function µ on Ω µ ≡ −∞ such that E ⊂ µ −1 (−∞). Indeed local polarity implies global polarity, and this is an easy result unlike Josefson's theorem on pluripolarity. (Hint: Take a locally finite covering of Ω and λ j corresponding subharmonic functions and solve ∆λ = j ∆λ j .)
In Part Two all almost complex structures are of class C 1 , and all J-holomorphic curves u are of class C 1 at least. So u are of class C 1,α for any α < 1 (See [I-R] ).
Theorem B.
Let Ω be an open subset in C and let E be a closed polar subset of Ω. Let u be a continuous map from Ω into an almost complex manifold (M, J) with J of class
The next theorem is also about removable singularities but this time in terms of the target space. It is a theorem in the style of the classical theorem of Rado that states that a continuous function that is holomorphic off its zero set is holomorphic.
Definitions. 1) A closed subset C of an almost complex manifold (M, J) will be said to be a Rado subset of (M, J) if and only if the following holds: If u is a continuous map from a connected open subset Ω of C into M such that u is J-holomorphic at any point z such that u(z) ∈ C then u is J-holomorphic on Ω or u(Ω) ⊂ C.
2) A subset L of (M, J) is said to be locally exact J-pluripolar, if and only if for any q ∈ L there exits a neighborhood V of q and a J-holomorphic function ρ defined on V , continuous as a map from V into {−∞} ∪ R, such that ρ ≡ −∞ near q and L ∩ V = ρ −1 (−∞). (The notion of J-plurisubharmonicity will be recalled later.) Theorem C. Let C be a closed subset of an almost complex manifold (M, J). Assume that there is a discrete subset S of C such that C \ S is locally exact J-pluripolar then C is a Rado subset. Proposition B, which asserts the existence of a small neighborhood ω ⊂ D of the origin such that either the v is J-holomorphic on ω or v(ω) is contained in u(D), follows from the above Corollary. In general, one cannot take ω to be D.
Two results on J-pluripolarity will be used. The first one will allow us to prove that Theorem C follows from Theorem B. The second one shows that the corollary follows immediately from Theorem C. a) If p ∈ (M, J) there exists a J-plurisubharmonic function ρ defined on a neighborhood of p and continuous away from p such that ρ −1 (−∞) = {p}. This is a local question. We can assume that M = R 2n ≃ C n , p = 0, and J(0) = J st . Then for A > 0 sufficiently large one can take ρ(Z) = Log|Z| + A|Z| (Chirka, see a proof in [I-R] Lemma 1.4 page 2401).
b) If Σ is a (germ of) embedded J-holomorphic C 2 disc and q ∈ Σ there exists a Jplurisubharmonic function ρ defined in a neighborhood V of q, which is continuous map from
Recall that a function λ defined on an open set of (M, J) is said to be J-plurisubharmonic if and only if λ is upper semicontinuous and its restriction to any J-holomorphic curve is subharmonic (i.e if u : D → (M, J) is J-holomorphic then λ • u is subharmonic). For a smooth function λ the condition is that for any tangent vector T of M at a point q ∈ M:
We shall repeatedly use the crucial formula: If u is a C 1 J-holomorphic map and λ is a C 2 function then
there is no claim of originality for the above formula, and the reference is given for the convenience of the reader.
Remarks. 1) We do not know whether J-holomorphic curves with cusps are (locally) J-pluripolar. It would simplify our proof of Theorem C.
2) Theorem B is a generalization of the proof of removal of isolated singularities for J-holomorphic maps that extend continuously. Its proof borrows from the known proof of the removal of isolated singularities, although some of arguments are slightly different from the usual ones even in that case.
Proof of Theorem B 2.1 Preliminaries.
There is no claim of originality for the following lemmas. The first one is just the case for the classical Rado theorem, and the second one is a version of Rado's theorem. The third one is certainly very classical. Lemma 1. Let Ω be an open set in C and let E be a closed polar subset of Ω. If v is a continuous function on Ω that is subharmonic on Ω \ E, then v is subharmonic on Ω.
Proof. Let ρ be a subharmonic function on Ω that is −∞ exactly on E and not identical −∞ on any open set. Then v = [lim ǫ→0 + (v + ǫρ)] * , where * denotes upper semicontinuous regularization.
Lemma 2. Let Ω and E be as in Lemma 1. If u is a bounded harmonic function defined on Ω \ E then u extends to a harmonic function on Ω. Proof. Set u * (z) = lim sup ζ→z u(ζ) for ζ ∈ Ω. Then u * is subharmonic since u * = [lim ǫ→0 + (u + ǫρ)]
* . Also (−u) * defined similarly is subharmonic. At any z ∈ Ω \ E, u * (z) = u(z) and (−u) * (z) = −u(z). So by the mean value property for u * and (−u) * , u is obtained on any disc relatively compact in Ω by integration of u against the Poisson kernel on its boundary (whose intersection with ρ −1 (−∞) has zero measure).
Lemma 3. Let Ω be a domain in C and let E be a closed polar subset of Ω. Let g be a bounded subharmonic function on Ω. If µ = ∆g (it is a positive measure), then µ(E) = 0. Proof. The question is local, so we may assume that Ω = D and µ is a finite measure with compact support in (D) .
is the Newtonian potential and h is harmonic on D. Let µ = µ E + µ E c where µ E is the restriction of the measure µ on E. We have to show that µ E = 0. Since g is bounded µ * N must be locally bounded on D. Since both µ E and µ E c are positive (and only large positive values can occur to −Log|z|) both µ E * N and µ E c * N (a priori in L 1 (D)) must be locally bounded. But µ E * N is harmonic off E. So by Lemma 2, µ E * N extends to a harmonic function and so µ E = ∆(µ E * N) = 0.
The proof of Theorem B.
The question is local. We can assume that M = R 2n , 0 ∈ Ω, u(0) = 0 ∈ R 2n and in R 2n J(0) = J st . We want to prove J-holomorphicity of u at 0.
Step 1. ∇u ∈ L 1 loc (Ω). Here ∇u means the distributional gradient of u on Ω, not only its restriction to Ω \ E. We identify R 2n with coordinates (x 1 , y 1 , . . . , x n , y n ) with C n via z j = x j + iy j , and put |Z| 2 = n j=1 |z j | 2 . Note that |Z| 2 is strictly J-plurisubharmonic near 0 (see [I-R] , Lemma 1.3 page 2400). Let ϕ be either the function Re z j or Im z j for some j ∈ {1, . . . , n}. Then |Z| 2 is J-plurisubharmonic near 0 and so is ϕ + K|Z| 2 if K > 0 is sufficiently large.
In a neighborhood of 0 ∈ C, |Z| 2 • u and (ϕ + K|Z| 2 ) • u are subharmonic by Lemma 1 since off E u is J-holomorphic. Therefore ∆((ϕ + K|Z| 2 ) • u) and ∆(|Z| ) * dµ ∈ L 1 loc (Ω). The last assertion is true for each coordinate function ϕ, so ∇u ∈ L 1 loc (Ω) as claimed.
Step 2. Now that we know that ∇(ϕ • u) ∈ L 1 loc we can show that ∇u ∈ L 2 loc (Ω). Off E (which has Lebesgue measure 0 since it is polar),
∂u ∂x (z), J(u(z)) ∂u ∂x (z) .
As shown in
Step 1, ∆(ϕ • u) is a measure on Ω, we now only need to check that it has no mass on E. It is given by Lemma 3.
The end. Fix ∞ > r > 4. Since ∆u ∈ L r/2 loc (Ω) then ∇u ∈ C 1− 4 r (Ω). So u ∈ C 1 on Ω and therefore by continuity u is J-holomorphic on Ω.
Proof of Theorem B implying Theorem C
Recall that we are given the following: C is a closed subset of an almost complex manifold (M, J). Assume that there is a discrete subset S of C such that C \ S is locally exact Jpluripolar. Ω is a connected open subset of C and u : Ω → M is a continuous map. Assume that u is J-holomorphic on Ω \ u −1 (C). Assume that there exists z 0 with u(z 0 ) ∈ C. We want to show that u is J-holomorphic.
Let V be the set of z ∈ Ω such that a) u is J-holomorphic on a neighborhood of z b) u(z) ∈ S (the exceptional discrete set) c) no neighborhood of z is mapped into C. Let V 0 be the connected component of V containing z 0 . We claim that V 0 is an open and relatively closed subset of the open set X = {z ∈ Ω; u(z) ∈ S}.
Openness requires a justification because of c). If z 1 ∈ V there exists a neighborhood W of u(z 1 ) and a J-plurisubharmonic function ρ in W , continuous as a map into {−∞} ∪ R, such that ρ −1 (−∞) = C ∩ W (possibly empty). Then ρ • u is subharmonic near z 1 and not identical to −∞. Hence (ρ • u) −1 (−∞) has empty interior. No open subset of some neighborhood of z 1 can be mapped into C. Now we check that V 0 is a relatively closed subset by the same argument. If z 1 ∈ X ∩ V 0 , take ρ as before ρ • u is subharmonic (because it is subharmonic when it is not −∞), so the set of z such that u(z) ∈ C is a closed polar set in a neighborhood of z 1 . By Theorem B, u is J-holomorphic at z 1 . So a) is proved and c) is trivial.
Therefore, V 0 is a connected component of X. If z 2 ∈ Ω is on the boundary bV 0 one must have u(z 2 ) ∈ S, by the definition of X.
Fix z 2 ∈ Ω ∩ bV 0 . Since S is discrete, there exists ǫ > 0 such that u(z) ≡ p ∈ S for all z ∈ bV 0 such that |z − z 2 | < ǫ. Let L be a J-plurisubharmonic function defined near u(z 2 ) with pole (−∞) at u(z 2 ) (Chirka's function, continuous away from u(z 2 )). Shrinking ǫ if needed we can assume that r(z) = L • u(z) is defined on the disc {z ∈ C; |z − z 2 | < ǫ}, where on that disc r(z) = L • u(z) if z ∈ V 0 , r(z) = −∞ if z ∈ V 0 . r is a subharmonic function and r −1 (−∞) is a closed polar subset, which is removable for u by Theorem B.
Therefore, u is J-holomorphic at each point of Ω ∩ bV 0 (and J-holomorphic on V 0 by definition). And Ω \ V 0 has empty interior. Otherwise, by the connectedness of Ω the interior of Ω \ V 0 has a boundary point z 2 ∈ bV 0 ∩ Ω, and the above polar set r −1 (−∞) has non-empty interior, which is a contradiction. This shows that u is J-holomorphic on Ω.
