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  เส้นด าเป็นระบบทางเดินอาหารของกุ้งที่เต็มไปด้วยก้อนกรวด ทราย และตะกอนซึ่ง
สามารถมองเห็นเป็นเส้นสีด ายาวไปตามล าตัวได้อย่างง่าย การปรากฏของเส้นด าเป็นข้อจ ากัดในหลาย
ผลิตภัณฑ์ เช่นเดียวกันกับในมาตรฐานผลิตภัณฑ์กุ้งสดและแช่แข็งของประเทศสหรัฐอเมริกาที่ระบุว่า
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ขาดแคลนแรงงานผลักดันให้อุตสาหกรรมต้องพ่ึงแรงงานต่างด้าว การตรวจสอบคุณภาพอัตโนมัติจึง
เป็นเทคโนโลยีที่ไม่สามารถปฏิเสธได้อีกต่อไป งานวิจัยนี้จึงมีวัตถุประสงค์เพ่ือพัฒนาวิธีการตรวจจับกุ้ง
ที่มีเส้นด าไม่ถูกต้องด้วยข้อมูลภาพ โดยใช้ภาพถ่ายกุ้งจ านวน 200 ภาพทดลองด้วยเค รื่องมือ
ประมวลผลภาพ ซึ่งประกอบด้วยการประมวลผลเบื้องต้นโดยการแปลงเป็นภาพระดับเทา  การแยก
พ้ืนที่ที่สนใจออกจากพ้ืนหลัง (ROI) และการสกัดคุณลักษณะที่ส าคัญ โดยคุณลักษณะเหล่านี้ได้จาก
การการวัดรูปร่าง ได้แก่ พ้ืนที่ และความยาว และการวัดค่าพิกเซล ได้แก่ ค่าเฉลี่ย ส่ วนเบี่ยงเบน
มาตรฐาน ค่าต่ าสุด เปอร์เซ็นต์ไทล์ 25, 50 และ 75  ในงานวิจัยนี้พบว่ากุ้งที่ไม่ผ่านเกณฑ์มาตรฐาน
ถูกจ าแนกด้วยเทคนิคการจ าแนกที่แตกต่างกัน 2 วิธี คือ วิธี Discrimination Analysis (DA) และวิธี
ซัพพอร์ตเวกเตอร์แมชชีน (SVM) นอกจากนั้นมีการใช้เทคนิคการลดขนาดข้อมูล การวิเคราะห์
องค์ประกอบหลัก (PCA) ในการเพ่ิมประสิทธิภาพการจ าแนก ซึ่งพบว่าเทคนิคดังกล่าวส่งผลต่อความ
ถูกต้องในการท านายเพียงเล็กน้อย โดยวิธี SVM เคอร์เนลฟังก์ชั่นเชิงเส้นเป็นวิธีที่ให้ความแม่นย าใน
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ABSTRACT 
  The so-called “vein” in shrimps is a digestive tract filled with grit, sand 
and sediments, easily viewed as a dark string stretching along the abdomen. Presence 
of vein is restricted in various products, as detailed in the United States Standards for 
Grades of Fresh and Frozen Shrimp. Deveined shrimps with remnant vein longer than 
specified therein are considered disqualified. Currently, removing vein and 
discriminating improperly deveined shrimps are manually handled. Scarcity of local 
labor drives the industry to increasingly rely on uncertain supply of migrant workers. It 
has come to the point where necessity of automated quality inspection technologies 
cannot be denied anymore. This research aims to develop an image-based approach 
for detection of improperly deveined shrimps. Two hundred shrimp images were 
experimented by a sequence of image processing tools; preprocessing to gray scale 
images, segmenting the region of interest (ROI), and extracting significant features. 
These features include shape measurements, i.e., area and length, and pixel value 
measurements, i.e., average, standard deviation, minimum, 25th, 50th, and 75th 
percentiles. In this research, disqualified shrimps were identified by two different 
classification techniques: discrimination analysis (DA) and support vector machine 
(SVM). Merit of Principal Component Analysis (PCA), a dimensional reduction technique, 
on classification performance was investigated. However, it was found that in this 
research slight contribution of PCA was observed. Highest classification accuracy was 
obtained from the SVM with a linear kernel function. The success of this research not 
only fills a void left by past studies, but also assures a promising future of fully 
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1.1 บทน าต้นเรื่อง 
 
อุตสาหกรรมอาหารเป็นอุตสาหกรรมที่สร้างรายได้จากการส่งออกให้แก่ประเทศไทย
เป็นมูลค่าสูง และมีส่วนส าคัญอย่างยิ่งต่อโครงสร้างระบบเศรษฐกิจของประเทศ ดังจะเห็นได้ว่าในปี  
2559 อุตสาหกรรมประเภทนี้ก่อให้เกิดรายได้เป็นมูลค่ามากกว่า 950,114 ล้านบาท ซ่ึงถือเป็นอันดับ 
1 ของอาเซียน  และคาดว่าจะมีแนวโน้มขยายตัวเพ่ิมขึ้นเป็น 1 ,050,000 ล้านบาทในปี 2560[1] 
ปัจจุบันอุตสาหกรรมอาหารไทยสามารถส่งออกสินค้าไปยังประเทศต่าง ๆ ทั่วโลกได้มากกว่า 200 




หนึ่งที่มีความส าคัญของประเทศไทยและมีมูลค่าการส่งออกเป็นอันดับ 1 ของโลก แต่ในปี 2559 
มูลค่าการส่งออกได้ลดต่ าลงเป็นอันดับ 3 รองจากประเทศเอกวาดอร์และอินเดีย โดยมีมูลค่าส่งออก
เป็นปริมาณ 1,735.15 ล้านเหรียญสหรัฐฯ[3] ดังรูปที่ 1.1  ปริมาณการส่งออกที่ลดลงในช่วงปี 2558 
นี้เป็นผลสืบเนื่องมาจากโรคระบาดและภัยแล้ง อย่างไรก็ตามในปี 2560 ผลผลิตกุ้งมีแนวโน้มเพ่ิมขึ้น 
เนื่องจากสามารถแก้ปัญหาดังกล่าวได้อีกทั้งประเทศคู่ค้าต่างเชื่อมั่นในคุณภาพของผลิตภัณฑ์กุ้งไทย 
จึงคาดว่าประเทศไทยจะกลับมาเป็นผู้ส่งออกกุ้งอันดับที่ 1 ไดอี้กครั้ง  ปัจจุบันตลาดส่งออกส าคัญของ
ประเทศไทย ได้แก่ สหรัฐอเมริกา ญี่ปุ่นและเวียดนาม[4]  ซ่ึงมีสัดส่วนดังแสดงในรูปที่ 1.2   
กุ้งสดเป็นวัตถุดิบหลักในการผลิตกุ้งแช่แข็ง ได้ถูกน าเข้าสู่กระบวนการผลิตและแปร
รูปผ่านขั้นตอนต่างๆ ตั้งแต่การคัดขนาด ชั่งน้ าหนัก ท าความสะอาด  ตัดแต่ง เช่น หักหัว ปอกเปลือก 
ผ่าหลัง เป็นต้น หลังจากนั้นจะผ่านกระบวนการแปรรูปผลิตภัณฑ์ตามขั้นตอนเพ่ิมเติมของแต่ละ
ผลิตภัณฑ์ เช่น การยืด การต้ม การปรุงรส การชุบเกล็ดขนมปัง เป็นต้น สุดท้ายผลิตภัณฑ์จะถูกบรรจุ
และน าไปแช่ในอุณหภูมิที่เหมาะสม[5]  ทั้งนี้คุณภาพของผลิตภัณฑ์เป็นสิ่งส าคัญที่สร้างความเชื่อมั่น
ให้แก่ผู้บริโภค นอกจากความสด ความสะอาด และรสชาติแล้ว ความสวยงาม และความปลอดภัยยัง
เป็นสิ่งที่ต้องค านึงถึงอีกด้วย ปัจจุบันประเทศคู่ค้าท่ีน าเข้าผลิตภัณฑ์กุ้งแช่แข็งได้มีการก าหนดประเภท





รูปที่ 1.1 มูลค่าการส่งออกผลิตภัณฑ์กุ้งของไทย (ล้านเหรียญสหรัฐฯ)[3] 
 
รูปที่ 1.2 ตลาดส่งออกผลิตภัณฑ์กุ้งที่ส าคัญปีพ.ศ.2559[4] 
1) การสูญเสียน้ าของเนื้อกุ้ง (รูปที่ 1.3 (ก)) สามารถตรวจสอบโดยการสังเกตการ
คายน้ าจากบริเวณผิวของกุ้งว่ามีลักษณะเหี่ยว แห้ง มีสีขาวหรือเหลืองปกคลุม 
2) ความไม่สม่ าเสมอของขนาด (รูปที่ 1.3 (ข)) สามารถตรวจสอบได้จากการสุ่ม
ตัวอย่างกุ้งมาท าการวัดขนาด และชั่งน้ าหนัก  
3) ลักษณะจุดด่างด าบนตัวกุ้ง (รูปที่ 1.3 (ค)) สามารถตรวจสอบได้จากการสังเกต
การปรากฏของจุดที่ขนาดใหญ่กว่าปลายปากกาหรือพ้ืนที่สีด าที่สามารถมองเห็นได้   
4) ความไม่สมบูรณ์ของตัวกุ้ง (รูปที่ 1.3 (ง)) สามารถตรวจสอบได้จากการนับและ
การสังเกตจ านวนข้อตามขนาดของกุ้งว่ามีการหัก ขาด หรือเสียหายของล าตัวกุ้ง 
5) การเจือปนของชิ้นส่วนที่ไม่ต้องการ (รูปที่ 1.3 (จ)) สามารถตรวจสอบได้จากการ



































ยุโรป, 5% จีน, 4% ออสเตรเลีย, 3%
3 
 
6) ความผิดปกติของส่วนหัว (รูปที่ 1.3 (ฉ)) สามารถตรวจสอบได้จากการสังเกตหัว
ของกุ้งทีม่ีสี และลักษณะผิดปกติ ซึ่งอาจจะเกิดจากการเน่าเสีย หรือลักษณะอาการโรคของกุ้ง 
7) ความไม่ถูกต้องของการปอกเปลือก (รูปที่ 1.3 (ช)) สามารถตรวจสอบได้จากการ
สังเกตการมีเปลือกกุ้งปะปนในรูปแบบของผลิตภัณฑ์ที่มีการปอกเปลือกหรือเปลือกกุ้งถูกปอกใน
รูปแบบของผลิตภัณฑ์ที่ไว้เปลือก 
8) การปรากฏของเส้นด า (รูปที่ 1.3 (ซ)) สามารถตรวจสอบได้จากการสังเกตการ
ปรากฏของเส้นด าหลังกุ้ง ที่ต้องก าจัดออกในรูปแบบของผลิตภัณฑ์ท่ีต้องก าจัดเส้นด า  
เมื่อปรากฏข้อบกพร่องดังกล่าวจะน ามาค านวณสัดส่วนน้ าหนักของกุ้งที่บกพร่องกับ
น้ าหนักกุ้งทั้งหมดเทียบเป็นจ านวนจุดบกพร่องซึ่งใช้เกณฑ์หนึ่งในการจัดเกรด และยอมรับผลิตภัณฑ์
ร่วมกับการพิจารณารสชาติและกลิ่นของกุ้ง ส าหรับผลิตภัณฑ์กุ้งเกรดเอถูกก าหนดว่าต้องมีรสชาติที่ดี 
มีกลิ่นธรรมชาติของกุ้งแต่ไม่มีเน่าเสีย และมีลักษณะบกพร่องรวมได้ไม่เกิน 15 จุด ส าหรับผลิตภัณฑ์
กุ้งเกรดบีถูกก าหนดว่าต้องมีรสชาติที่ดีพอสมควร มีกลิ่นธรรมชาติของกุ้งแต่ไม่มีเน่าเสีย และมี
ลักษณะบกพร่องรวมได้ไม่เกิน 30 จุด หากผลิตภัณฑ์กุ้งใดมีรสชาติ กลิ่นผิดปกติ หรือมีลักษณะ
บกพร่องรวมเกิน 30 จุด จะถือว่าผลิตภัณฑ์นั้นไม่สามารถยอมรับได้ [7] 
 
รูปที่ 1.3 ลักษณะบกพร่องที่ต้องตรวจสอบ 8 ประเภท [8], [9] 
(ก)           (ข)       (ค) 
(ง)           (จ)      (ฉ) 




ท างาน (labor  intensive)[10] โดยเฉพาะอย่างยิ่งในกระบวนการตรวจสอบคุณภาพที่ต้องอาศัย
ทักษะและประสบการณ์ ผู้ปฏิบัติงานที่ท าหน้าที่ในกระบวนการนี้ต้องผ่านการอบรมเพ่ือให้สามารถ
ตรวจสอบผลิตภัณฑ์ได้ตามเกณฑ์ที่ก าหนดไว้[11] ท าให้ในปัจจุบันเกิดปัญหาที่เกี่ยวเนื่องกับแรงงาน
หลายกรณี เช่น การขาดแคลนแรงงาน แรงงานมีอัตราการหมุนเวียนเข้าออกสูง และประสิทธิภาพใน
การท างานของแรงงานต่ า[12] จากการส ารวจพบว่าในการตรวจสอบคุณภาพด้วยผู้ปฏิบัติงานมีความ
ถูกต้องประมาณ 60%[13], [14] เนื่องจากในขั้นตอนนี้ผู้ปฏิบัติงานต้องใช้สายตาและประสาทสัมผัส
ในการประเมินเพ่ือแยกแยะและตัดสินใจ โดยประสิทธิภาพการท างานของผู้ปฏิบัติงานจะค่อยๆลดลง
ตามระยะเวลาที่ผ่านไป ซึ่งอาจเกิดจากความเมื่อยล้าและข้อจ ากัดอ่ืนๆของร่างกาย[11] ท าให้ผู้ผลิต
ต้องมีค่าใช้จ่ายเพ่ิมเติมในการอบรมและฝึกทักษะพนักงานใหม่ และคาดว่าในอีก 5 ปีข้างหน้าปัญหา
นี้มีแนวโน้มความรุนแรงเพ่ิมมากขึ้น[15]  โดยขณะนี้ประเทศไทยมีการก าหนดยุทธศาสตร์เพ่ือการ
ขับเคลื่อนอุตสาหกรรม 4.0 ด้วยการส่งเสริมและสนับสนุนภาคอุตสาหกรรมให้เข้าถึงและสามารถใช้
ระบบการผลิตแบบอัตโนมัติ และเทคโนโลยีสารสนเทศ[16] ซึ่งปัจจุบันนี้จึงพบว่าผู้ผลิตหลายรายได้มี
การน าเทคโนโลยีสมัยใหม่มาใช้ในกระบวนการผลิตและตรวจสอบ [17] เช่น เครื่องท าความสะอาด 






การประมาณค่าความชื้นในกุ้ง[18]  เทคนิคประมวลผลด้วยภาพในการตรวจสอบเปลือกกุ้งสด[19]  
เทคนิคประมวลผลด้วยภาพการตรวจสอบจุดด าบนตัวกุ้ง[20] เทคนิคประมวลผลด้วยภาพเพ่ือหา
ขนาดและน้ าหนัก[21]–[23] เทคนิคประมวลผลด้วยภาพเพ่ือตรวจสอบความสมบูรณ์ของกุ้ง[8], [24], 
[25] และเทคนิคประมวลผลด้วยภาพเพ่ือตรวจสอบสีของกุ้ง [26]  เป็นต้น แต่ยังไม่มีงานวิจัยใดที่
เกี่ยวข้องการใกล้เคียงกับการน าเทคนิคการประมวลผลภาพเพ่ือใช้ในกระบวนการตรวจสอบเส้นด าที่
ก าจัดไม่หมด ดังที่กล่าวแล้วว่าเส้นด าที่หลงเหลืออยู่บนล าตัวกุ้งเป็นลักษณะบกพร่องชนิดหนึ่งใน
ผลิตภัณฑ์ที่มีการก าจัดเส้นด า ดังรูปที่ 1.4 ซึ่งเส้นด า (vein หรือ gut) เป็นส่วนหนึ่งของระบบย่อย
อาหารของกุ้งจะมีสีและความเข้มแตกต่างกันนั้นขึ้นกับพฤติกรรมการกินอาหาร โดยทั่วไปจะมีสีด า
และจะมีความเข้มขึ้นจากการกินพืชหรือสัตว์อ่ืนๆในบ่อ[27]  ถึงแม้ว่าเส้นด าที่ก าจัดไม่หมดจะไม่
ส่งผลต่อรสชาติ และไม่เป็นอันตรายต่อผู้บริโภค แต่ในผู้ที่ไวต่อความสะอาดเส้นด าที่หลงเหลืออยู่อาจ
ท าให้มีผลต่อสุขภาพได้ เช่น อาการท้องเสีย ปวดท้อง เป็นต้น เพราะภายในเส้นด ามีเศษอาหาร กรวด 
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และสิ่งสกปรกต่าง ๆ[6]  อีกทั้งความยาวของเส้นด าได้ถูกควบคุมเป็นข้อก าหนดหนึ่งของเกณฑ์การ
ตรวจสอบคุณภาพของผลิตภัณฑ์กุ้งแช่แข็งในชนิดที่ต้องมีการก าจัดเส้นด า ซึ่งการตรวจสอบเส้นด าก็
สามารถท าได้จากการสังเกตจากสายตาของผู้ปฏิบัติงานเพียงเท่านั้น  
  
 
รูปที่ 1.4 ลักษณะเส้นด าหลังกุ้ง 
งานวิจัยนี้จึงมีวัตถุประสงค์เพ่ือพัฒนาระบบอัตโนมัติที่ใช้ในการคัดแยกกุ้งแช่แข็งที่
ก าจัดเส้นด าไม่หมดด้วยการประมวลผลภาพ ซึ่งเมื่อผลการวิจัยส าเร็จเทคนิคที่ได้พัฒนาขึ้นนี้จะ
สามารถน าไปประยุกต์ใช้กับเครื่องมือระบบอัตโนมัติที่มีในปัจจุบันร่วมกับการตรวจสอบคุณภาพด้วย
เทคนิคประมวลผลภาพอ่ืนๆ ซึ่งท าให้กระบวนการท างานเป็นระบบอัตโนมัติที่ครบวงจรสามารถผลิต
และตรวจสอบข้อบกพร่องของกุ้งได้อย่างมีประสิทธิภาพทดแทนกระบวนการท างานด้วยผู้ปฏิบัติงาน
ได้ เพ่ือความสม่ าเสมอและความถูกต้องในการปฏิบัติงาน อีกทั้งสามารถน าไปประยุกต์ใช้กับงานด้าน




เพ่ือพัฒนาเทคนิคส าหรับตรวจสอบข้อบกพร่องเฉพาะเส้นด ากลางหลังของกุ้ง  โดย
ประยุกต์ใช้เทคนิคประมวลผลภาพ และการจ าแนกกลุ่มซึ่งจะมีความถูกต้องในการตรวจสอบอย่าง










ภายนอกของผลิตภัณฑ์กุ้งขาวลิโทพีเนียสแวนนาไมสดขนาดน้อยกว่า 70 ตัวต่อปอนด์ที่มีการผ่าหลัง 
เพ่ือก าจัดเส้นด าออก  
3) การจัดวางกุ้ง (scene constraint) เพ่ือรับภาพน าไปประมวลผลกุ้งมีลักษณะวาง
นอนตามยาว และหันส่วนหลังขึ้น เนื่องจากกระบวนการตรวจสอบนี้จะน ามาใช้หลังกระบวนการตัด
แต่งวัตถุดิบ 
 
1.4 ประโยชน์ที่คาดว่าจะได้รับ  
 
1) เมื่อน าไปใช้ในภาคอุตสาหกรรมเทคนิคนี้จะสามารถตรวจสอบคัดแยกกุ้งที่มีการ
ก าจัดเส้นด าไม่ถูกต้องได้อย่างแม่นย าทดแทนกระบวนการตรวจสอบคุณภาพด้วยผู้ปฏิบัติงานได้  
2) สามารถน าเทคนิคการประมวลผลภาพในส่วนของวัสดุอุปกรณ์ ขั้นตอนของ
กระบวนการ และวิธีการจ าแนกกลุ่มไปประยุกต์ใช้กับการตรวจสอบและคัดแยกผลิตภัณฑ์อ่ืนๆ โดย
ปรับเปลี่ยนจ านวนพารามิเตอร์ และคุณลักษณะเฉพาะของวัตถุดิบนั้น รวมทั้งการแบ่งข้อมูลเพ่ือสอน 























ตรวจสอบข้อบกพร่องในกุ้ง ได้แก่ กุ้ง[27]–[30]  กระบวนการแปรรูปผลิตภัณฑ์กุ้ง มาตรฐานการ
ตรวจสอบคุณภาพกุ้ง ความรู้พ้ืนฐานของกระบวนการประมวลผลภาพ และเทคนิคที่ใช้จ าแนกระดับ
คุณภาพรวมถึงงานวิจัยที่เก่ียวข้องซึ่งจะกล่าวรายละเอียดในหัวข้อถัดไป 
 
2.1 กุ้ง (shrimp) ,  
 
กุ้งเป็นสัตว์น้ าในกลุ่ม crustacean อยู่ในกลุ่มเดียวกับกั้ง และปู เป็นสัตว์ที่ไม่มี
กระดูกสันหลังเป็นพวกที่ว่ายน้ า จัดอยู่ในไฟลัมอาร์โทรโพดา (Arthropoda) เป็นอาร์โทรพอด 
(Arthropod) หายใจด้วยเหงือก กุ้งเป็นสัตว์เลือดเย็น มี 10 ขา หรือ 5 คู่ มีล าตัวเป็นปล้อง โดยมี
รยางค์ยื่นออกมาเป็นคู่ เช่น หนวด ขากรรไกร ขาเดิน และขาว่ายน้ าล าตัวแบนข้างขาว่ายน้ า 
(Pleopods) เป็นรยางค์ส่วนของล าตัวที่พัฒนาและท าหน้าที่ ว่ายน้ าโดยตรง ส่วนท้อง (Thoracic 
Sternum) ซึ่งอยู่ระหว่างขาว่ายน้ าทั้ง 2 ข้าง แคบ และสังเกตเห็นได้ยาก เปลือกด้านข้างตัว (Lateral 
Pleuron) แบ่งเป็นแผ่นชัดเจนในแต่ละปล้อง และส่วนปลายหาง (Telson) จะเรียวเล็กทางด้านท้าย 
เหมือนหนามในกุ้งระยะหลังวัยอ่อนจนโตเต็มวัยดังรูปที่ 2.1 เมื่อเจริญเติบโตจะสลัดเปลือกเดิม สร้าง
เปลือกใหม่ ซึ่งเปลือกหุ้มตัวเป็นสารกลุ่มไคทิน โดยปกติชอบหลบซ่อนตัวอยู่เงียบๆ ตามพ้ืนน้ า จะ
ออกหากินในเวลากลางคืน กุ้งกินทั้งพืชและสัตว์เป็นอาหาร เช่น กินกุ้งด้วยกันเอง ลูกปลา ไส้เดือน 
และสัตว์หน้าดินขนาดเล็กชนิดต่าง ๆ[28] 
กุ้งเป็นอาหารทะเลที่มีเนื้ออร่อย รับประทานกันอย่างแพร่หลายทั่วโลก ลักษณะที่
ต้องการของกุ้งสด คือ มี รูปร่างปกติและมีอวัยวะครบ มีสีตามธรรมชาติ ส่วนหัวและล าตัวติดแน่น 





รูปที่ 2.1 ลักษณะและส่วนประกอบของกุ้ง[31] 
 
กุ้งที่รู้ชนิดแล้วในปัจจุบันนี้มีประมาณ 3,047 ชนิด แบ่งออกเป็น 4 กลุ่มใหญ่ ๆ คือ 
1) Sargestoidea (ประมาณ 94 ชนิด) มีลักษณะทั่วไปคล้ายกุ้ง ล าตัวบาง ขนาดเล็ก
ส าหรับประเทศไทยใช้ท าเป็นกะปิ เรียกกุ้งเคย มีหลายชนิด เช่น เคยสารส้มโอ เคยตาด า เป็นต้น 
2) Penaeoidea (ประมาณ 376 ชนิด) กุ้งในกลุ่มนี้ส่วนมากเป็นกุ้งทะเล มีหลาย
ชนิดที่มกีารเลี้ยง และผลผลิตสูง ท าให้มีความส าคัญทางเศรษฐกิจมาก 
3) Stenopoidea (ประมาณ 60 ชนิด) กุ้งในกลุ่มนี้มีขนาดเล็ก พบเฉพาะในทะเล มี
ความส าคัญทางเศรษฐกิจน้อย และจับได้ปริมาณไม่มาก มีวงศ์ ( family) เดียว มักจะพบตามแนว
ปะการัง และอาจจะถูกจับมาขายเป็นสัตว์เลี้ยงในตู้กระจก จึงมีคุณค่าทางเศรษฐกิจบ้าง 
4) Caridea (ประมาณ 2,517 ชนิด) อาศัยได้ทั้งในน้ าจืด น้ ากร่อย และบางชนิดพบ
เฉพาะในทะเล 
แม้ว่ากุ้งในกลุ่มที่ 4 มีจ านวนชนิดมากที่สุด แต่มีความส าคัญทางเศรษฐกิจไม่สูง
เท่ากับกลุ่ม Penaeoidea กุ้งที่มีความส าคัญทางเศรษฐกิจที่จับได้ในปัจจุบันมีประมาณ 300 ชนิด 
และเพียง 100 ชนิดเท่านั้นที่เคยปรากฏในรายงานสถิติการท าประมงของโลก โดยในงานวิจัยนี้ศึกษา





กุ้งขาวลิโทพีเนียสแวนนาไม มีล าตัวสีขาว 8 ปล้อง หน้าอกใหญ่การเคลื่อนไหว
เร็ว ส่วนหัวมี 1 ปล้อง มีกรีอยู่ในระดับยาวประมาณ 0.8 เท่าของความยาวเปลือกหัวสันกรีสูง ปลาย
9 
 
กรีแคบ ส่วนของกรีมีลักษณะเป็นสามเหลี่ยมมีสีแดงอมน้ าตาล กรีด้านบนมี 8 ฟัน กรีด้านล่างมี 2 ฟัน 
ร่องบนกรีมองเห็นได้ชัด เปลือกหัวสีขาวอมชมพูถึงแดง ขาเดินมีสีขาวเป็นลักษณะที่โดดเด่น หนวด
แดง 2 เส้นยาว ตาแดงเข้ม ส่วนตัวมี 6 ปล้อง เปลือกตัวสีขาวอมชมพูถึงแดง เปลือกบาง ขาว่ายน้ า 5 
คู่ มีสีขาวข้างในที่ปลายมีสีแดง ส่วนหางมี 1 ปล้อง ปลายหางมีสีแดงเข้ม แพนหางมี 4 ใบและ 1 กรี
หาง ขนาดตัวที่โตสมบูรณ์เต็มที่ของกุ้งสายพันธุ์นี้จะมีขนาดที่เล็กกว่ากุ้งกุลา ด า หากินทุกระดับความ
ลึกของน้ า ชอบว่ายล่องน้ าแก่ง ลอกคราบเร็วทุกๆสัปดาห์ ไม่หมกตัว[27] ดังรูปที่ 2.2 
 
 
รูปที่ 2.2 กุ้งขาว หรือกุ้งขาวแวนนาไม[32] 
 
กุ้งขาวลิโทพีเนียสแวนนาไมเป็นสายพันธุ์กุ้งทะเลที่มีการเพาะเลี้ยงกันอย่าง
แพร่หลายในหลายประเทศ เช่นสหรัฐอเมริกา เม็กซิโก กัวเตมาลา นิคารากัว คอสตาริกา ปานามา 
โคลัมเบีย อิควาดอร์ เปรู กุ้งสายพันธุ์นี้เป็นสัตว์ที่มีความแข็งแรงและทนทานจึงมีการขยายพันธุ์ตาม 
ธรรมชาติได้กว้างไกล ในแถบแนวชายฝั่งตะวันออกของมหาสมุทรแปซิฟิก ตั้งแต่เม็กซิโกถึงเปรู 




ในธรรมชาติกุ้งขาวลิโทพีเนียสแวนนาไมจะมีอายุประมาณเกือบ 36 เดือน โดย
จะวางไข่ท่ีระดับน้ าลึกประมาณ 30-60 มิลลิเมตรใกล้พื้นทรายปกติแล้วแม่กุ้งขนาด 60-120 กรัม จะ
วางไข่ประมาณ 150,000 ถึง 250,000 ฟอง ส่วนแม่กุ้งขนาด 30-45 กรัม จะวางไข่ประมาณไม่เกิน 








ระบบการเพาะเลี้ยงได้ สามารถเจริญเติบโตได้ดีในน้ าที่มีระดับความเค็มที่ 10-22 ส่วนในพันส่วนที่
อุณหภูมิ 26-29 องศาเซลเซียส ระดับออกซิเจนที่ละลายในน้ าควรมีค่า 4-9 มิลลิกรัมต่อลิตร และ
ส าหรับค่าความเป็นกรดและด่างควรอยู่ระหว่าง 7.2-8.6 ซึ่งสามารถท าการเพาะเลี้ยงได้ทั้งในบริเวณ
พ้ืนที่ชายฝั่ง หรือบริเวณพ้ืนที่ที่มีความเค็มต่ า กุ้งชนิดนี้ชอบน้ ากระด้างที่มีความกระด้างรวม 120 
มิลลิกรัมต่อลิตร มีค่าอัลคาไลน์ในช่วง 80-150 มิลลิกรัมต่อลิตร มีนิสัยที่ไวต่อการเปลี่ยนแปลงสภาวะ
ของน้ าในบ่อเพาะเลี้ยง ตื่นตกใจง่าย 
4) อาหาร 
อาหารที่ใช้เลี้ยงกุ้งชนิดนี้เป็นอาหารที่เกิดขึ้นในบ่อจากการที่หว่านอาหาร
ชีวภาพส าหรับสัตว์หน้าดินต่างๆ อาหารอัดเม็ด อาหารเสริมแร่ธาตุในรูปคีเลต อาหารธรรมชาติ เช่น 
สาหร่าย  แครอท ฟักทอง กล้วย มะเขือเทศ เพ่ือเพ่ิมเอนไซม์ และปริมาณสารแอสตาแซนทิน 
(astaxantine)  
 













ตารางที่ 2.1 รูปแบบของผลิตภัณฑ์จากกุ้งสด[35] 


































ตารางที่ 1.1 รูปแบบของผลิตภัณฑ์จากกุ้งสด (ต่อ)  [35] 












ประเภทของผลิตภัณฑ์ ได้เก่ การเตรียมเบื้องต้น (raw material preparation) เช่น คัดขนาด การ
ล้าง แล่เป็นชิ้น ตัดแต่ง แกะเปลือก เป็นต้น การเพ่ิมมูลค่า เช่น การชุบด้วยแป้ง การชุบเกล็ดขนมปัง 






























(1) การรับวัตถุดิบ การเก็บรักษาคุณภาพอาหารทะเลก่อนส่งโรงงานแปรรูป ผู้
จ าหน่ายจะควบคุมอุณหภูมิของอาหารทะเลให้ต่ ากว่า 4 องศาเซลเซียส การลดอุณหภูมิท าโดยการใช้
น้ าแข็งผสมเกลือ หรือการเก็บรักษาไว้ในน้ าทะเลผสมน้ าแข็งที่เย็นจัดหรือเก็บรักษาในห้องเย็น (cold 
storage) วัตถุประสงค์ของการลดอุณหภูมิเ พ่ือป้องกันการเสื่อมเสียด้วยจุลินทรี (microbial 
spoilage) เช่น Proteus และป้องกันการเพ่ิมจ านวนของแบคทีเรียก่อโรค (pathogen) และรักษา
ความสดของวัตถุดิบการตรวจสอบคุณภาพเพ่ือรับวัตถุดิบ 
(2) การล้าง (washing) เพ่ือก าจัดสิ่งปนเปื้อน และลดปริมาณจุลินทรีย์เริ่มต้น
ในวัตถุดิบ การล้างท าความสะอาดวัตถุดิบอาจจะใช้น้ าสะอาดเย็นผสมคลอรีนที่ความเข้มข้นระดับ
ประมาณ 3-5% และอาจเติมเกลือเพ่ือลดอุณหภูมิของน้ า การล้างวัตถุดิบอาจกระท าโดยการใช้วิธีจุ่ม




(3) การตัดแต่งขั้นต้น กุ้งจะถูกถอดหัว แกะเปลือก ผ่าหลัง ตามลักษณะของ
ผลิตภัณฑ์ที่ต้องการ 
(4) การแช่ในสารละลาย (soaking) เพ่ือปรับปรุงเนื้อสัมผัส ช่วยให้อุ้มน้ าได้ดี
โดยการแช่ในสารอุ้มน้ า (moisture/water retention agent)  
(5) การตัดแต่งขั้นสุดท้าย วัตถุดิบที่ผ่านขั้นตอนการตัดแต่งขั้นต้น ซึ่งมีการ
ก าจัดส่วนที่ไม่ต้องการออกไปแล้ว จะถูกตัดแต่งให้มีลักษณะตามต้องการของลูกค้า หรือตามที่ผู้ผลิต
เองก าหนด จากนั้นวัตถุดิบจะถูกล้างท าความสะอาดอีกครั้งด้วยน้ าเย็น เพ่ือก าจัดเศษเนื้อจากการตัด
แต่งออกให้หมด ระหว่างการตัดแต่ง อาจมีการใช้น้ าแข็งรักษาอุณหภูมิ เพ่ือคงคุณภาพความสดและ
ลดอัตราการเจริญของจุลินทรี 
(6) การคัดขนาด การคัดเกรด วัตถุดิบ จะถูกน าไปท าให้สะเด็ดน้ าก่อนท าการ
คัดขนาด คุณภาพ และชั่งน้ าหนัก (weight) เพ่ือบรรจุลงบรรจุภัณฑ์ต่อไป 
(7) การแช่เยือกแข็ง รูปแบบโดยทั่วไปของอาหารทะเลแช่เยือกแข็ง ได้แก่ 
-  อาหารทะเลแช่เยือกแข็งแบบเป็นชิ้น หรือที่เรียกว่าไอ คิว เอฟ ( IQF) 
เป็นอาหารทะเลที่ภายหลังการแช่เยือกแข็ง จะมีลักษณะเป็นชิ้นแยกเป็นอิสระกัน เพ่ือสะดวกแก่การ
น าไปใช้บริโภคเครื่องแช่เยือกแข็ง (freezer) ที่ใช้ เพื่อการแช่เยือกแข็งอาหารทะเล แบบ IQF  
- อาหารทะเลแช่แข็งแบบก้อน (block) กุ้งจะถูกน าไปเรียงลงกล่องโลหะ 
เติมน้ าให้ท่วมก่อนจะถูกน าไปแช่เยือกแข็งด้วยเครื่องแช่เยือกแข็งแบบแผ่น (plate freezer) โดยอาจ
15 
 
มีอุณหภูมิต่ าถึง -40 องศาเซลเซียส ทั้งนี้ เพ่ือให้เนื้อสัตว์ มีอุณหภูมิไม่เกิน -18 องศาเซลเซียส 
จากนั้นอาหารทะเล ะถูกเคาะออกจากบล็อก อาจมีการเคลือบน้ าแข็ง ( ice glazing) เพ่ือลดการ
สูญเสียน้ าก่อนน าไปบรรจุลงถุงและกล่องกระดาษ 
(8) การเคลือบ (glazing) ใช้ส าหรับผลิตภัณฑ์อาหารทะเลแช่เยือกแข็งแบบ
ก้อน น้ าที่ใช้ส าหรับเคลือบหรือใช้เตรียมสารละลายส าหรับเคลือบต้องเป็นน้ าที่สะอาดมีคุณภาพและ




1) การก าหนดเกรด 
กระบวนการก าหนดเกรดกุ้งจะมีการประเมินกลิ่น รสชาติ และลักษณะ
ข้อบกพร่องทางกายภาพและความสม่ าเสมอของขนาดของกุ้ง โดยหน่วยตัวอย่างจะสุ่มเก็บจ านวน
เป็นไปตามข้อบังคับเก่ียวกับผลิตภัณฑ์ประมงดังต่อไปนี้ 
- กุ้งขนาดต่ ากว่า 70 ตัวต่อปอนด์ จะใช้ตัวแทน 2 ปอนด์  
- กุ้งขนาด 70-250 ตัวต่อปอนด์ จะใช้ตัวแทน 1 หน่วย  
- กุ้งขนาดมากกว่า 250 ตัวต่อปอนด์ จะใช้ตัวแทน 8 ออนซ์  
จากนั้นหน่วยตัวอย่างจะได้รับการจัดเกรดตามข้อจ ากัด ส าหรับข้อบกพร่องโดย
สรุปดังนี้ตารางที่ 2.2 ดังนี้ 
 
ตารางที ่2.2 หลักเกณฑ์การก าหนดเกรด[6], [7] 
การก าหนดเกรด รสชาติและกลิ่น จ านวนจุดบกพร่องสูงสุด 
เกรด A ดี 15 
เกรด B ดีพอสมควร 30 
 
2) การประเมินผลรสชาติและกลิ่น 
- รสชาติและกลิ่นที่ดี (เกรด A) หมายความว่าผลิตภัณฑ์มีรสชาติและมีกลิ่นปกติ
ของกุ้งสด (รสหรือกลิ่นธรรมชาติยอมรับได้) ปราศจากรสชาติและกลิ่นไม่พึงประสงค์ใดๆ 










(1) ตรวจสอบการคายน้ าของเนื้อกุ้ง 
- การคายน้ าเล็กน้อย หมายถึง เนื้อกุ้งแทบจะไม่แห้ง ไม่ส่งผลกระทบ
ต่อคุณภาพ 
- การคายน้ าปานกลาง หมายถึง เนื้อกุ้งแห้งอย่างชัดเจน แต่ไม่ส่งผล
ต่อคุณภาพ 
- การคายน้ าที่มากเกินไป หมายถึง เนื้อกุ้งมีการแห้งที่ชัดเจน ส่งผลต่อ
คุณภาพมาก 
ข) การตรวจสอบในสภาพสดหรือละลาย 
(1)  ขนาดสม่ าเสมอ หมายถึง ระดับของความสม่ าเสมอของตัวอย่างกุ้งที่
สังเกตเห็นได้ในภาชนะตรวจสอบตามมาตรฐาน 
(2) จุดด่างด า หมายถึง การปรากฏตัวของพ้ืนที่สีด าที่สามารถมองเห็นได้ มี
ผลต่อความพึงปรารถนาหรือคุณภาพของกุ้ง  
(3) ความเสียหายของชิ้นส่วนกุ้ง  
- ความสมบูรณ์ หมายถึง กุ้งต้องมีจ านวนข้อล าตัวครบสมบูรณ์ 
- การแตกหัก หมายถึง กุ้งต้องไม่ขาดเกินความหนาของล าตัว 
- ความเสียหาย หมายถึง กุ้งต้องไม่บดขยี้ หรือเสียหายจนไม่สามารถ
ใช้งานได ้
(4) วัสดุที่ไม่ต้องการปะปนกับกุ้ง ได้แก่ ขาเดิน เปลือก หนวด ครีบ และ
วัสดุที่ไม่เป็นอันตรายที่ไม่ได้เป็นชิ้นส่วนจากกุ้ง 
(5) หัวกุ้งไม่สามารถยอมรับได้ หมายถึง กุ้งผิดปกติหรือมีอาการของโรค 
(6) การปอกเปลือกไม่ถูกต้อง หมายถึง การมีหรือไม่มีของเปลือกในรูปแบบ
ที่ต้องการ 
(7) กุ้งมีการเอาเส้นด าออกไม่ถูกต้อง หมายถึง การปรากฏของเส้นด าหรือ
ล าไส้ที่ต้องก าจัดออกของผลิตภัณฑ์กุ้งที่มีการชักไส้  




- ส าหรับกุ้งขนาด 71-500 ตัวต่อปอนด์ เส้นด ามีความยาวมากกว่าสอง
ข้อ[6], [7] 
 
2.5 เส้นด ากุ้ง (vein)  
 
เส้นด ากุ้งหรือทางเดินอาหารตอนปลาย (Protodaeum) เป็นส่วนที่เรียกว่า ล าไส้
เป็นท่อเล็ก ๆ พาดไปทางด้านหลังของล าตัวและไปเปิดออกที่ส่วนท้ายของส่วนท้องเรียกว่า ทวาร
หนัก[29] ดังแสดงในรูปที่ 2.4  ซึ่งต่อมาจากทางเดินอาหารตอนกลาง (Mesenteron) มีลักษณะเป็น
กระเปาะอยู่ถัดจากกระเพาะอาหารไปทางหลัง และฝังอยู่ในต่อมสร้างน้ าย่อย (Hepatopancreas) 
และมีช่องรับน้ าย่อยด้วย ทางเดินอาหารส่วนนี้จึงท าหน้าที่ในการย่อยอาหาร และทางเดินอาหารตอน
หน้า (stomodaeum)ต่อจากทางเดินอาหารตอนกลาง เป็นส่วนของทางเดินอาหารที่ประกอบด้วย
ปากอยู่ทางด้านล่างของตอนหัวมีรยางค์รอบปาก 3 คู่ ช่วยในการกินและเคี้ยวอาหารและมีต่อม
น้ าลาย (salivary gland) ท าหน้าที่ผลิตน้ าย่อย ต่อจากปากเป็นหลอดอาหารสั้น ๆ น าอาหารเข้าสู่
กระเพาะอาหาร ซึ่งมีลักษณะเป็นถุงใหญ่ ซึ่งอยู่ที่บริเวณส่วนหัวจนถึงอก ทางตอนล่างของกระเพาะมี
กล้ามเนื้อหนาช่วยในการบดอาหาร จึงเรียกส่วนนี้ว่า แกสริกมิลล์ (gastric mill) กระเพาะของกุ้งมี
หน้าที่ 2 อย่างคือ เป็นที่พักและบดอาหาร ดังนั้นเส้นด าซึ่งเป็นส่วนหนึ่งของระบบย่อยอาหารของกุ้ง
จะมีสีและความเข้มแตกต่างกันนั้นขึ้นกับพฤติกรรมการกินอาหาร นอกจากกุ้งจะกินอาหารเม็ด
ส าเร็จรูปแล้ว กุ้งยังสามารถกินอาหารชนิดอ่ืนที่อยู่ในบ่อได้ เช่น สาหร่าย แพลงก์ตอน สัตว์หน้าดิน 
เป็นต้น สีที่แตกต่างของเส้นด าขึ้นอยู่กับอาหารที่กุ้งกินเข้าไป เส้นด าจะมีสีเข้มขึ้นจากการกินพืชหรือ
สัตว์อ่ืนๆในบ่อ  [27] , [30] 
 








2.6 ความรู้เบื้องต้นเกี่ยวกับการประมวลผลภาพดิจิตอล  
 
การประมวลผลภาพดิจิตอลเป็นการแปลงข้อมูลภาพให้อยู่ในรูปแบบดิจิตอล 
(digital format ) หรือข้อมูลเชิงตัวเลข  โดยวัตถุประสงค์ของการประมวลผลภาพแบ่งออกเป็นสอง
ประเภท  คือการปรับปรุงคุณภาพของภาพเพ่ือให้มนุษย์สามารถมองเห็นรายละเอียดของภาพมากข้ึน  
และเพ่ือให้คอมพิวเตอร์ตีความหมายของภาพได้ (computer interpretation) [36]  ซึ่งจะกล่าวถึง
รายละเอียดและทฤษฎีดังต่อไปนี้ 
2.6.1 ภาพดิจิตอล (digital image)  
 
ภาพดิจิตอล คือภาพที่แสดงเป็นอาร์เรย์ (array) หลายมิติ หรือเป็นเมตริกซ์ 
(matrix) เชิงตัวเลข  ภาพดิจิตอลจะแสดงในลักษณะสองมิติ  จะมีขนาดความกว้างและความสูงของ
ภาพบนแนวแกน X  และแนวแกน Y  ส่วนจุดใดๆบนระนาบ XY  จะเรียกแทนจุดนั้นว่าพิกเซล (pixel 
)  แต่ละพิกเซลจะแสดงค่าความเข้มแสงของภาพเป็นฟังชันก์ (x,y)  หรือ  f(x,y)  ดังตัวอย่างในรูปที่ 
2.5  จากที่กล่าวมาข้างต้นสามารถแทนภาพดิจิตอลด้วยเมตริกซ์ ขนาด  M x n ดังสมการที่ 2.1 
 







2.6.2 ประเภทของภาพ (types of digital images)  
 
มีการจ าแนกภาพออกเป็น 3 ประเภทดังนี้ 
1)  ภาพขาวด า (binary image, 1-bit) คือภาพที่แต่ละพิกเซลมีค่าหนึ่งบิต 
สามารถแสดงได้เพียงสองสี คือสีขาวแทนด้วย 1 และสีด าแทนด้วย 0 แสดงดังรูปที่ 2.6 
 
 
รูปที่ 2.6 ภาพขาวด า (binary image)[37] 
2) ภาพระดับเทา (gray-level image, 8-bit) คือภาพที่มีระดับความเข้มแต่ละ
พิกเซลสอดคล้องกับความเข้มแสงปกติในระดับสีเทา ซึ่งแต่ละพิกเซลสามารถแสดงเฉดสีจาก 0 (สีด า) 
ถึง 255 (สีขาว) [0,255] มีขนาด 8 บิต หรือ 1 ไบต์ แสดงได้ดังรูปที่ 2.7 
 
 





ระดับสีเทา การแปลงภาพจากระบบสีอาร์จีบี (RGB) เป็น ระดับสีเทา (Gray Scale) จะใช้สมการที่ 
2.2 ในการแปลง[38] 
Gr(x,y) = 0.2989R(x,y)+0.5870G(x,y)+0.1140B(x,y)      (2.2) 
โดย  Gr(x,y)  แทน ค่าความเข้มของระดับสีเทา ณ ต าแหน่ง (x,y) 
R(x,y) แทน ค่าความเข้มของสีแดง ณ ต าแหน่ง (x,y) 
G(x,y) แทน ค่าความเข้มของสีเขียว ณ ต าแหน่ง (x,y) 
B(x,y) แทน ค่าความเข้มของสีน้ าเงิน ณ ต าแหน่ง (x,y) 
3) ภาพสี (color image) หรือ 24-bit RGB color image คือภาพสีที่แต่ละ
พิกเซลมีส่วนประกอบของเวกเตอร์แทนสีแดง (red), สีเขียว (green) และสีน้ าเงิน (blue) โดยแต่ละสี
สามารถแสดงความเข้มแสงได้ในช่วง [0,255] ท าให้แต่ละพิกเซลสามารถแสดงสีที่เป็นไปได้ทั้งหมด 
2563 เท่ากับ 16,777,216 แต่ละพิกเซลมีขนาด 24 บิต แสดงได้ดังรูปที่ 2.8 
 
 
รูปที่ 2.8 ภาพสี (color image)[37] 
 
2.7 การประมวลผลภาพ (image processing)  
 
การประมวลผลภาพ (image processing) หมายถึง การน าภาพมาประมวลผล
หรือคิดค านวณด้วยคอมพิวเตอร์ เพ่ือให้ได้ข้อมูลที่เราต้องการทั้งในเชิงคุณภาพและปริมาณโดยมี
ขั้นตอนต่างๆที่ส าคัญ คือ การท าให้ภาพมีความคมชัดมากข้ึน การก าจัดสัญญาณรบกวนออกจากภาพ 
การแบ่งส่วนของวัตถุท่ีเราสนใจออกมาจากภาพ เพ่ือน าภาพวัตถุที่ได้ไปวิเคราะห์หาข้อมูลเชิงปริมาณ 
เช่น ขนาด รูปร่าง และทิศทางการเคลื่อนของวัตถุในภาพ จากนั้นเราสามารถน าข้อมูลเชิงปริมาณ




ระบบตรวจสอบชิ้ น งานด้ วยภาพแบบอัต โนมั ติ  ( Automated visual 
inspection system) เป็นการน าเอาประมวลผลด้วยภาพไปประยุกต์ใช้ในงานอุตสาหกรรมเพ่ือใช้
ตรวจสอบคุณภาพของผลิตภัณฑ์ ซึ่งผลของการตรวจสอบดังกล่าวอาจจะใช้เพ่ือคัดแยกงานดีออกจาก
งานเสีย หรือใช้เพ่ือคัดเลือกเกรดของชิ้นงาน และจากความต้องการจากด้านของอุตสาหกรรมที่
ต้องการระบบที่สามารถท างานได้รวดเร็วมากท่ีสุด ท าให้การท างานของระบบอัตโนมัติ จะต้องใช้เวลา
ที่สั้นที่สุด ดังนั้นวิธีการค านวณต่างๆจะต้องใช้เวลาให้น้อยที่สุด นอกจากนั้นความรู้ต่างๆที่มีอยู่ในผู้ที่
ปฏิบัติงานกับผลิตภัณฑ์นั้นๆมาก่อน จะต้องถูกน ามาใช้เพ่ือให้ระบบสามารถตัดการค านวณที่ไม่
จ าเป็นออกไปให้ได้มากที่สุด และสามารถอธิบายขั้นตอนพ้ืนฐานของการประมวลผลภาพด้วย
คอมพิวเตอร์[39]ในรูปที่ 2.9 ได้ดังนี้  
 
 
รูปที่ 2.9 ขั้นตอนพ้ืนฐานของการประมวลผลภาพด้วยคอมพิวเตอร์[39] 
 
   
2.7.1 การจัดการสภาพแวดล้อม (scene constraint) 
 
จุดมุ่งหมายหลักของการจัดสภาพแวดล้อมของระบบตรวจสอบชิ้นงานด้วยภาพ
แบบอัตโนมัติ คือ เพ่ือลดความซับซ้อนในการประมวลผลให้มากที่สุด เนื่องจากการที่ความสามารถ
การมองเห็นและรับรู้ของอุปกรณ์ประมวลผลที่มีอยู่ในปัจจุบันมีอยู่อย่างจ ากัด และไม่เทียบเท่ากับ
ความสามารถของมนุษย์ ดังนั้นจึงต้องช่วยลดความยุ่งยากของการประมวลผล ทั้งนี้ก็เพ่ือให้อุปกรณ์
ประมวลผลใช้เวลาส่วนใหญ่ไปกับงานที่ไม่ซับซ้อนและเท่าท่ีมีความจ าเป็นเท่านั้น ได้แก่  




2) ระยะระหว่างกล้องหรือเลนส์ถึงชิ้นงาน ตัวแปรเหล่านี้จะเป็นตัวก าหนด
ขนาดของชิ้นงานที่ระบบมองเห็น  
3) การจัดการเรื่องแสง แสงจัดเป็นองค์ประกอบส าคัญมาก เนื่องจากการมอง
เห็นภาพของระบบอัตโนมัตินั้น เกิดจากการที่มีแสงมาตกกระทบวัตถุ แล้วสะท้อนผ่านเลนส์มาเข้า
ตัวเซนเซอร์รับภาพของกล้องที่ใช้กับระบบอัตโนมัติ ซึ่งการจัดการเกี่ยวกับแสงนั้น จ าเป็นจะต้อง
พิจารณาทั้งเรื่องการเลือกใช้แหล่งก าเนิดแสง การกระเจิงของแสง และคุณสมบัติอ่ืนๆ ส าหรับการ
ตรวจสอบชิ้นงานโดยทั่วไปแล้วจะท าการติดตั้งแหล่งก าเนิดแสงไว้ที่ด้านเดียวกับตัวกล้องแล้วส่องไปที่
วัตถุที่ต้องการจับภาพ ซึ่งเรียกกันว่า front lighting อย่างไรก็ตามจะพบว่า ส าหรับงานตรวจสอบ
ชิ้นงานบางอย่าง อาจจ าเป็นจะต้องใช้การส่องแสงมาจากด้านหลังของวัตถุที่ใช้พิจารณาที่เรียกกันว่า 
back lighting แล้วใช้ภาพที่ได้ทั้ง 2 ภาพ ดังรูปที่ 2.10 
 
ภาพที่มีแหล่งก าเนิดแสงจากด้านหน้า          ภาพที่มีแหล่งก าเนิดแสงจากด้านหลัง 
(front lighting)                                       (back lighting) 
รูปที่ 2.10   ภาพกุ้ง 
 
นอกไปจากการจัดสภาพแวดล้อมในการท างานให้กับระบบตรวจสอบชิ้นส่วน
จากภาพแบบอัตโนมัติแล้ว งานบางประเภทอาจจะต้องมีการใช้ภาพจากกล้องหลายตัว  เพ่ือใช้
ตรวจสอบชิ้นงานจากหลายมุมมอง บางกรณีอาจจะเป็นการใช้กล้องเพียงตัวเดียว แต่ตัวกล้องสามารถ
เคลื่อนที่ไปตามส่วนต่างๆของชิ้นงานได้ และส าหรับบางกรณีอาจจะมีการเก็บภาพของวัตถุเดียวกัน ที่













กับงานตรวจสอบชิ้นส่วนในปัจจุบันนั้น จะเป็นกล้องดิจิตอลซึ่งใช้อุปกรณ์สารกึ่งตัวน าที่เรียกกันว่า 
เซ็นเซอร์รับภาพ (Image sensor) เพ่ือใช้ในการรับภาพ เซ็นเซอร์ดังกล่าวมีขนาดเล็กมากเท่าเล็บมือ
คนเท่านั้น ซึ่งจะประกอบด้วยไดโอดที่มีความไวต่อแสงเรียงตัวกันอยู่เป็นจ านวนมาก และใน
ทันทีทันใดที่แสงมีการตกกระทบไดโอดเหล่านี้ ไดโอดแต่ละตัวจะท าการจดจ าความเข้มแสงหรือความ
สว่างของแสงที่ตกกระทบไดโอดแต่ละตัวไว้ โดยปริมาณประจุไฟฟ้าที่สะสมอยู่ในตัวไดโอดซึ่งแปรผัน
กับแรงดันตกคร่อมตัวไดโอดนั้น จะเพ่ิมขึ้นตามความเข้มของแสงที่ตกกระทบ ซึ่งความเข้มแสงที่ได้
จดจ าไว้ในไดโอดแต่ละตัว จะถูกแปลงให้อยู่ในรูปข้อมูลที่เป็นดิจิตอลและเก็บไว้ในหน่วยความจ าที่อยู่
ในตัวกล้อง เพ่ือรอส่งต่อให้อุปกรณ์ท่ีอยู่ภายนอกกล้องต่อไป 
ส าหรับไดโอดนี้เรียกกันว่า เซลล์รับภาพ (pixel) ซึ่งหนึ่งเซลล์รับภาพจะให้ค่า
ความเข้มแสงที่ตกกระทบเพียงค่าหนึ่งเท่านั้น โดยทั่วไปค่าที่ได้จากเซลล์รับภาพจะมีค่าระหว่าง 0 -
255 เท่านั้น (ช่วงข้อมูลดังกล่าว สามารถแทนด้วยข้อมูลขนาด 1 byte หรือ 8 บิต ที่จะให้ความ
ละเอียด 28 หรือ 256 ระดับ ซึ่งเป็นความละเอียดของกล้องที่สามารถพบเห็นได้ทั่วไปในท้องตลาด 
อย่างไรก็ตาม จะมีกล้องบางประเภทที่ให้ค่าความเข้มแสงที่มีความละเอียดสูงถึง 16 บิตเลยทีเดียว) 
โดยหากค่าที่ได้มีค่าเท่ากับ 0 แสดงว่าที่เซลล์รับภาพนั้น มีความเข้มแสงต่ าสุดหรือเป็นด้านมืด และ




รูปที่ 2.11 ความเข้มแสงเทียบกับค่าที่ได้จากเซลล์รับภาพ[39] 
 
เมื่อพิจารณากระบวนการทั้งหมด จะพบว่าเซลล์รับภาพแต่ละเซลล์นั้นจะให้ค่า
ความเข้มแสงออกมาเป็นตัวเลขที่อยู่ระหว่าง 0 ถึง 255 เท่านั้น ซึ่งท าให้ได้ภาพที่เป็นโทนขาวด าหรือ
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เรียกว่า gray scale image เท่านั้น และกล้องสีใช้เซลล์รับภาพเช่นกัน โดยท าการแยกสีหลัก 3 สี 




วัตถุ ผ่านเลนส์เข้ามาตกกระทบเซ็นเซอร์รับภาพ ( image sensor) ของกล้อง ซึ่งประกอบด้วยเซลล์
รับภาพ (pixel) จ านวนมาก เซลล์รับภาพแต่ละเซลล์จะท าหน้าที่แปลงความเข้มแสงส าหรับกรณีที่
เป็นกล้องขาวด าหรือแปลงความเข้มสีของแสงสีแดง  เขียว และน้ าเงินส าหรับกรณีของกล้องที่ใช้
ถ่ายภาพสี ให้อยู่ในรูปของค่าสัญญาณแรงดันไฟฟ้า ซึ่งจะถูกแปลงไปเป็นสัญญาณดิจิตอลด้วยตัว
แปลงสัญญาณอนาลอกเป็นดิจิตอลอีกทีหนึ่ง อย่างไรก็ตามการท างานของเซลล์รับภาพของกล้องจะ
แตกต่างจากเซลล์รับภาพของมนุษย์อยู่ 2 ประการด้วยกัน คือ 
- จ านวนเซลล์รับภาพที่ประกอบกันขึ้นมาเป็นเซ็นเซอร์รับภาพของกล้องนั้น มี
จ านวนน้อยกว่าของมนุษย์เป็นอย่างมาก ท าให้ภาพที่ได้จากกล้องนั้นมีความละเอียดน้อยกว่าของ
มนุษย์เป็นอย่างมาก ภาพที่ได้จากกล้องจึงเกิดการสุ่มจับภาพจริงด้วยจ านวนที่จ ากัดของเซลล์รับภาพ 
(Spatial sampling) นั่นเอง 
- ค่าความเข้มแสงที่ได้จากเซลล์รับภาพ (หรือความเข้มสีในกรณีของกล้อง
ถ่ายภาพสี) ของเซ็นเซอร์รับภาพที่อยู่ในกล้องนั้น จะเป็นค่าไม่ต่อเนื่อง (discrete value) เนื่องจาก
เป็นการท างานของอุปกรณ์ดิจิตอลซึ่งจะเป็นการสุ่มขนาดของความเข้มแสงที่ตกกระทบ (Amplitude 
sampling) ไม่เหมือนกับของมนุษย์ที่มีความต่อเนื่อง เนื่องจากเป็นการท างานของสารเคมีที่อยู่ใน
เซลล์รับภาพ   
 
2.7.3 การประมวลภาพเบื้องต้น (pre-processing) 
 
การประมวลผลภาพมีด้วยกันหลากหลายกระบวนการด้วยกัน เช่นการลดทอน
สัญญาณรบกวนที่ปรากฏขึ้นในภาพดังรูปที่ 2.12  การตรวจจับขอบของวัตถุท่ีอยู่ในภาพดังรูปที่ 1.13  
การแปลงคุณสมบัติทางกายภาพของภาพ การย่อและขยายภาพ การแปลงสีดังรูปที่  1.14  การ




ก) ภาพต้นฉบับ     ข) ภาพที่ก าจัดสัญญาณรบกวน 
รูปที่ 2.12 การก าจัดสัญญาณรบกวน[40] 
 
 
ก)ภาพต้นฉบับ    ข) ภาพทีมีการจับขอบวัตถุ 
รูปที่ 2.13 การหาขอบภาพ[40] 
 
 
ก)ภาพต้นฉบับ    ข) ภาพที่แปลงภาพเป็นภาพระดับเทา 
รูปที่ 2.14 การแปลงภาพสีเป็นภาพระดับเทา[40] 
 
ระเบียบวิธี (algorithm) ของวิธีประมวลภาพบางอย่างก็ไม่เหมาะสมที่จะ
น ามาใช้กับงานตรวจสอบชิ้นส่วนแบบอัตโนมัติ เนื่องจากเป็นการน าไปใช้ในทางอุตสาหกรรมที่
ต้องการการท างานที่รวดเร็วที่สุด ดังนั้นจึงมีความจ าเป็นอย่างยิ่งที่จะต้องเลือกใช้ระเบียบวิธีเฉพาะที่
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ง่ายและใช้เวลาในการท างานน้อยที่สุด ซึ่งเงื่อนไขเหล่านี้จะสามารถเป็นจริงได้ ก็ด้วยการจัดสภาพ
แวดล้อมในการจับภาพที่ดี นอกจากนั้นแล้ว ความรู้เกี่ยวกับผลิตภัณฑ์นั้นซึ่งมีอยู่แล้วในผู้ปฏิบัติงาน ก็
ควรน ามาใช้เพ่ือช่วยให้ระบบสามารถท างานให้ได้เร็วที่สุดด้วยเช่นกัน ยกตัวอย่างเช่น 
การระบุ บริ เ วณที่ ต้ อ งการตรวจสอบ  (Region of Interest, ROI) โ ดย
ผู้ปฏิบัติงาน รวมทั้งประเภทการตรวจสอบที่ใช้กับบริเวณนั้นๆ จะท าให้โปรแกรมสามารถตัดการ
ค านวณของบริเวณท่ีไม่เก่ียวข้องออกไป ท าให้โปรแกรมสามารถท างานได้เร็วขึ้น 
การน าความรู้เรื่องรูปร่างของผลิตภัณฑ์มาใช้ เช่น การตรวจสอบบริ เวณขอบ
ของผลิตภัณฑ์ที่เป็นส่วนของเส้นตรง บริเวณที่เป็นวงกลม จะพบว่า การตรวจสอบประเภทนี้จะต้อง
ท าการตรวจจับส่วนของเส้นตรงหรือการตรวจจับวงกลมก่อนที่จะท าการพิจารณาคุณสมบัติอ่ืนๆ เป็น
ต้น  
 
2.7.4 การแยกบริเวณ (segmentation) 
 
การแบ่งย่อยส่วนประกอบภาพ ใช้ในการแยกองค์ประกอบต่างๆของรูปภาพ
ออกจากกันตามลักษณะส าคัญที่พิจารณา ขั้นตอนนี้เป็นขั้นตอนที่ส าคัญของการวิเคราะห์ภาพ ดังนั้น
ประโยชน์ของการแบ่งย่อยส่วนประกอบภาพคือ ลดจ านวนข้อมูลในรูปภาพที่ไม่จ าเป็นออกจากการ
วิเคราะห์ เนื่องจากการแบ่งย่อยส่วนประกอบของภาพเป็นการแบ่งพ้ืนที่ของส่วนที่สนใจ และเป็นการ
จัดระเบียบข้อมูลในภาพให้เป็นกลุ่มได้ดีขึ้น ซึ่งง่ายต่อการน าภาพไปวิเคราะห์ เราสามารถแบ่ง
ประเภทการแบ่งย่อยส่วนประกอบภาพได้ 2 แบบคือ 
1) การแยกบริเวณโดยการใช้ค่าเทรสโฮลด์ (threshold) ซึ่งเป็นค่าที่เป็นจ านวน
เต็มที่มีค่าระหว่าง 0 ถึง 255 เช่นเดียวกับค่าความเข้มแสงของพิกเซลที่อยู่ในภาพสีเทา ส าหรับการ
แยกบริเวณโดยการใช้ค่าเทรสโฮลด์ นั้นจะเป็นการแปลงภาพสีเทาให้เปลี่ยนเป็นภาพที่มีเพียงสอง
ระดับ โดยมีเงื่อนไขว่าถ้าค่าความเข้มแสงที่พิกเซลต าแหน่งใดมีค่าต่ ากว่าหรือเท่ากับเทรสโฮลด์ ให้ค่า
พิกเซลในต าแหน่งนั้นมีค่าเป็น 0 หรือเปลี่ยนเป็นด้านมืดไปและถ้าค่าความเข้มแสงที่พิกเซลต าแหน่ง






รูปที่ 2.15 การแยกบริเวณโดยการใช้ค่าเทรสโฮลด์ (threshold)[40] 
 
2) การแยกบริ เวณโดยการใช้ขอบของวัตถุ (edge base segmentation) 
ส าหรับการแบ่งบริเวณวิธีนี้ ต้องค านวณหาขอบของวัตถุเสียก่อน ซึ่งขอบในความหมายของการ
ประมวลผลภาพแบบดิจิตอลคือ พิกเซลที่มีการเปลี่ยนแปลงความเข้มแสงเกินค่าที่ก าหนด ซึ่งสามารถ
ตรวจจับได้โดยการใช้ตัวตรวจจับขอบ (edge detector) ซึ่งค านวณจากการเปลี่ยนแปลงของความ
เข้มในต าแหน่งจุดภาพที่ใกล้เคียงกัน ดังรูปที่ 2.16 
 
 
รูปที่ 2.16  การแยกบริเวณโดยการใช้ขอบของวัตถุ (edge base segmentation)[40] 
 




ภาพ (image processing) โดยที่ลักษณะเฉพาะพ้ืนฐานของภาพประกอบด้วย 3 ส่วนคือ สี รูปร่าง 
และพ้ืนผิว  





แยกแยะกลุ่มของภาพออกตามเนื้อหาได้เป็นอย่างดี เช่น สีฟ้าของน้ าทะเล สีแดงของดอกไม้ สีเขียว
ของต้นไม้ เป็นต้น  
2) รูปร่าง (shape) เป็นลักษณะเฉพาะของภาพที่ใช้อธิบายถึงรูปร่างและ
ลักษณะรวมถึงขนาดของวัตถุภายในภาพซึ่งท าให้สามารถแยกวัตถุออกจากพ้ืนหลังหรือแยกแยะ
ระหว่างวัตถุท่ีมีรูปร่างแตกต่างกันออกจากกันได้  




ภาพพ้ืนผิว เช่น ชุดภาพพ้ืนผิวของหินชุดภาพพ้ืนผิวของใบไม้ เป็นต้น  
นอกจากลักษณะเฉพาะพ้ืนฐานของภาพทั้ง 3 ส่วนที่กล่าวมาแล้วนั้น ใน
งานวิจัยนี้ได้อาศัยลักษณะของฮิสโตแกรมโดยใช้ข้อมูลพ้ืนฐาน เช่น ค่าเฉลี่ย ค่าต่ าสุด ค่าสูงสุด ส่วน
เบี่ยงเบนมาตรฐาน เป็นต้น ซึ่งมีรายละเอียดดังต่อไปนี้ 
ฮิสโตแกรม (Histogram) เป็นกราฟแท่งที่แสดงถึงความถี่หรือจ านวนของ
พิกเซลที่การจายอยู่ ณ ช่วงค่าความสว่างต่างๆของภาพ  โดยไม่สนใจว่าต าแหน่งของพิกเซลนั้นจะอยู่
ส่วนใดของภาพ แกน X เป็นระดับความสว่างที่แบ่งระดับเป็น 256 ระดับ มีค่าตั้งแต่ 0-255 ถ้า
ระดับสีเทามีค่าต่ า หมายถึงมีความสว่างน้อยจะมองเห็นเป็นสีด า และค่าระดับสีเทามาก หมายถึงมี
ความสว่างมากจะมองเห็นเป็นสีขาว แกน Y ของกราฟแสดงจ านวนพิกเซลในแต่ละความระดับสีเทา
ซึ่งเป็นค่าสัมพัทธ์[41] ดังรูปที่ 2.17 
 





2.7.6 การจ าแนกวัตถุและแปลความหมาย (classification/interpretation) 
 
การจ าแนก (classification) คือ กระบวนการจัดกลุ่มให้วัตถุท่ีก าลังพิจารณาอยู่
นั้นว่าเป็นวัตถุที่อยู่ในกลุ่มที่ 1, 2 หรือกลุ่มอ่ืนๆ โดยอาศัยข้อมูลที่ได้จากการวัดหรือการค านวณซึ่ง
เป็นคุณสมบัติของวัตถุเปรียบเทียบกับคุณสมบัติของวัตถุตัวอย่างที่อยู่ในกลุ่มแต่ละกลุ่ม ซึ่งผลการ
ท างานจะท าให้สามารถทราบว่าบริเวณที่แยกออกมานั้นเป็นวัตถุชนิดใด ซึ่งจะท าให้สามารถ
ตีความหมาย (interpretation) และตัดสินใจสั่งการส่วนเคลื่อนไหวต่างๆได้ 
 




อุปกรณ์ประมวลผลและ programmable logic control ที่สามารถใช้สั่งการส่วนเคลื่อนไหวต่างๆ 
เช่น มอเตอร์ แขนหุ่นยนต์ หรืออ่ืนๆ ดังรูปที่ 2.18 
 
 













พิจารณาอีกว่าความแปรปรวนของประชากรของกลุ่มตัวอย่างเท่ากันหรือไม่  ซึ่งในการใช้สถิติ  t-test 
ทดสอบกรณีกลุ่มตัวอย่าง 2 กลุ่ม  ที่เป็นอิสระต่อกันนั้นมีสูตรที่ใช้ทดสอบอยู่ 2 สูตรด้วยกัน กล่าวคือ 
สูตรที่ใช้ในกรณีความแปรปรวนของประชากร 2 กลุ่มมีค่าเท่ากัน ( 12 = 22  ) หรือในกรณีกลุ่ม
ตัวอย่างแต่ละกลุ่มมีจ านวนเท่ากัน (t-test แบบ Pooled variance) และสูตรที่ใช้ในกรณีความ
แปรปรวนของประชากร 2 กลุ่ม มีค่าไม่เท่ากัน ( 12  ≠  22  ) ( t-test แบบ Separated variance) 
ดังนั้นเมื่อผู้วิจัยจะใช้ t-test กรณีดังกล่าวจะต้องท าการทดสอบก่อนว่าความแปรปรวนของประชากร
แต่ละกลุ่มมีค่าเท่ากันหรือไม่โดยใช้ F-test   เพ่ือจะได้เลือกใช้สูตรของ t-test ได้อย่างถูกต้องและ
เหมาะสมต่อไป[45] 
1) กรณีกลุ่มตัวอย่างเป็นอิสระต่อกัน 
ก) เมื่อสุ่มตัวอย่างขนาด n1 และ n2 มาโดยอิสระจากกัน  มีการแจกแจง
แบบปกติ  ที่มีค่าเฉลี่ย 1 และ 2 ความแปรปรวน 12  และ 22  ซึ่งไม่ทราบค่า  แต่ทราบว่า 12  


































ข) เมื่อสุ่มตัวอย่างขนาด n1 และ n2 มาโดยอิสระจากกัน มีการแจกแจง
แบบปกติ ที่มีค่าเฉลี่ยเท่ากับ 1 และ 2 ความแปรปรวนเท่ากับ 12 และ 22 ซึ่งไม่ทราบค่าแต่
ทราบว่า 12  22    ใช้สูตร t – test (t-test แบบ Separated variance)   
 
เนื่องจากการทดสอบทั้ง 2 กรณีข้างต้นเกี่ยวข้องกับการทราบค่าของความ
แปรปรวน 12 และ 22  ว่า เท่ากันหรือไม่ ดังนั้นในการวิเคราะห์ข้อมูลกรณีตัวย่าง 2 กลุ่ม  เราจึง








=F   ;     (2.9) 
df1 = n1-1   เมื่อ n1  = จ านวนกลุ่มตัวอย่างที่มีค่า  S2 มีค่ามาก 
df2 = n2-1   เมื่อ  n2  = จ านวนกลุ่มตัวอย่างที่มีค่า  S2 มีค่าน้อย 
2) กรณีกลุ่มตัวอย่างมีความสัมพันธ์กัน 
การเปรียบเทียบความแตกต่างของคะแนนเฉลี่ย 2 กลุ่มท่ีมีความสัมพันธ์กัน
(ไม่อิสระจากกัน ) เช่นในกรณีที่ท าการศึกษาที่มีลักษณะเป็นคู่กัน เช่น ฝาแฝด หรือคนกลุ่มเดียวแต่มี
การทดสอบสองครั้ง เช่น ทดสอบก่อนการทดลองและทดสอบหลังการทดลอง โดยใช้ค่าแจกแจง  t – 







∑ ;  df = n-1    (2.10) 
เมื่อ t  แทน ค่าสถิติท่ีใช้ในการพิจารณาใน t – distribution 
D  แทน ความแตกต่างของคะแนนแต่ละคู่ 
N  แทน จ านวนคู่ของคะแนนหรือจ านวนนักเรียน 











































แปรตาม และมักใช้เป็นวิธีเริ่มต้นเพ่ือลดจ านวนตัวแปรให้เหลือน้อยลง แล้วน าตัวแปรใหม่ที่สร้างขึ้น
ไปเป็นตัวแปรอิสระเพ่ือท าการวิเคราะห์ด้วยวิธีการอ่ืนๆต่อไป  เช่น การวิเคราะห์ความถดถอยและ
สหสัมพันธ์ (Regression and Correlation Analysis) การวิเคราะห์ความแปรปรวน (ANOVA) และ




- เพ่ือก าหนดจ านวนของปัจจัยที่มีอิทธิพลเพียงพอที่จะอธิบายกลุ่มของตัว






เขียนเป็นฟังก์ชันของปัจจัยร่วม (common factor) F และค่าเฉพาะ (unique factor) ε ของตัวแปร
แต่ละตัว โดยที่ปัจจัยร่วมจะแสดงถึงความร่วมกันของตัวแปรหลายตัว หรือปัจจัยร่วมเป็นปัจจัยที่
ประกอบด้วยรายละเอียดหรือความแปรผันของตัวแปรหลายตัว 
ในกรณีที่ มี ตั วแปร p ตั ว  คือ X1,X2,…,Xp ปัจจัยร่ วม m ปัจจัย  คือ 
F1,F2,…,Fm และค่าเฉพาะ p ตัว คือ ε1,ε2,…,εp 
ตัวแบบ (model) ของการวิเคราะห์ปัจจัยคือ 
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Xp×1 − μp×1 = Lp×mFm×1 + εp×1     (2.11) 
3) ข้อสมมติเบื้องต้นของการวิเคราะห์ปัจจัย (Assumption) 
ข้อสมมติเบื้องต้นส าหรับตัวแบบเชิงตั้งฉากของการวิเคราะห์ปัจจัยมีดังนี้ 
- ปัจจัยร่วม Fi และ Fj ไม่มีความสัมพันธ์กัน 
- ค่าเฉพาะของ εi และ εj ไม่มีความสัมพันธ์กัน 
- ปัจจัยร่วม Fi และค่าเฉพาะของ εj ไม่มีความสัมพันธ์กัน 
4) ขั้นตอนวิเคราะห์ปัจจัย 
ส าหรับงานวิจัยที่มีตัวแปรที่เกี่ยวข้องหลายๆตัว นักวิจัยต้องการที่จะลดตัว
แปร เพ่ือสร้างตัวแปรใหม่ ซึ่งเป็นปัจจัยร่วมของตัวแปรหลายๆตัว ขั้นตอนการวิเคราะห์หรือสร้าง
ปัจจัยร่วมมีดังนี้ 
- ขั้ นที่  1 สร้ า ง เมทริกซ์ สั มประสิทธิ์ สหสัม พันธ์ ของตั วแปรทุ กคู่  
(correlation matrix)  
ถ้าค่าสัมประสิทธิ์สหสัมพันธ์ของตัวแปรคู่ใดมีค่าเข้าใกล้  +1 หรือ -1 
แสดงว่าตัวแปรคู่นั้นมีความสัมพันธ์กันมากควรอยู่ในปัจจัยเดียวกัน ถ้าค่าสัมประสิทธิ์สหสัมพันธ์ของ
ตัวแปรคู่ใดมีค่าใกล้ศูนย์ แสดงว่าตัวแปรคู่นั้นไม่มีความสัมพันธ์กันหรือสัมพันธ์กันน้อยควรอยู่คนละ
ปัจจัย ถ้ามีตัวแปรที่ไม่มีความสัมพันธ์กับตัวแปรอ่ืน ๆ หรือมีความสัมพันธ์กับตัวแปรอื่นๆน้อยมาก ให้
ตัดตัวแปรนั้นออกจากการวิเคราะห์ 
- ขั้นที่ 2 การสกัดปัจจัย (factor extraction)  
หลังจากที่ตรวจสอบว่าตัวแปรชุดนั้นเหมาะสมที่จะใช้การวิเคราะห์
ปัจจัยแล้ว ขั้นต่อไปคือการสกัดปัจจัย เป็นการสกัดหรือการน าความแปรผันของตัวแปรต่างๆไปไว้ใน
ปัจจัยร่วม เพ่ือให้ปัจจัยร่วมเป็นตัวแทนของตัวแปรต่างๆ วิธีการสกัดปัจจัยมีหลายวิธี วิธีที่นิยมกัน
มากที่สุดคือ การวิเคราะห์องค์ประกอบหลัก (Principal Component Analysis หรือ PCA)  
การวิเคราะห์องค์ประกอบหลักหรือ PCA) เป็นเทคนิคที่มีวัตถุประสงค์
ที่จะน ารายละเอียดของตัวแปรที่มีจ านวนตัวแปรมาก ๆ มาไว้ในองค์ประกอบที่มีเพียงไม่กี่ตัว โดยจะ
พิจารณาจากรายละเอียดทั้งหมดจากแต่ละตัวแปร ในการวิเคราะห์ PCA จะสร้างการเชื่อมรวมกันเชิง





ปัจจัยที่ 2 จะเป็นการรวมกันเชิงเส้นของตัวแปร และน ารายละเอียดที่
เหลืออยู่มากที่สุดจากตัวแปร โดยที่ปัจจัยที่ 2 จะต้องตั้งฉาก (orthogonal) กับปัจจัยที่ 1 หรือปัจจัย
ที ่2 ไม่มีความสัมพันธ์กับปัจจัยที่ 1 
ปัจจัยที่ 3 จะเป็นการรวมกันเชิงเส้นของตัวแปร และน ารายละเอียดที่
เหลืออยู่มากที่สุดจากตัวแปร โดยที่ปัจจัยที่ -3 จะต้องตั้งฉากกับปัจจัยที่ 1 และ 2 หรือปัจจัยที่ 3  ไม่
มีความสัมพันธ์กับ ปัจจัยที่ 1 และ 2 
เป็นเช่นนี้ไปเรื่อยๆจนถึงปัจจัยสุดท้าย 
ในขั้นตอนนี้สามารถประมาณค่าถ่วงน้ าหนักปัจจัย (factor loading) 
ได้ แล้วใช้ค่าถ่วงน้ าหนักปัจจัยในการพิจารณาว่ามีตัวแปรใดบ้างที่ควรอยู่ในปัจจัยเดียวกัน โดยในแต่
ละปัจจัยให้พิจารณาค่าถ่วงน้ าหนักปัจจัยของแต่ละตัวแปร ถ้าค่าถ่วงน้ าหนักปัจจัยของตัวแปรใดมีค่า
มาก (เข้าใกล้ +1 หรือ -1) เราควรจัดตัวแปรนั้นให้อยู่ในปัจจัยดังกล่าว 
- ขั้นที่  3 หาจ านวนปัจจัยร่ วมที่ เหมาะสม (number of common 
factors) 
จากการสกัดปัจจัยเพ่ือลดจ านวนตัวแปรให้เหลือน้อยลง และให้ปัจจัย
ร่วมเป็นตัวแทนของตัวแปร โดยที่ปัจจัยร่วมจะมีจ านวนน้อยกว่าจ านวนตัวแปร ปัญหาคือควรมีปัจจัย
ร่วมกี่ปัจจัยจึงจะเหมาะสม ซึ่งท าได้หลายวิธี เช่น พิจารณาเฉพาะปัจจัยร่วมที่มีค่าไอเกนมากกว่า 1 
หรือใช้พล็อตกราฟ Scree plot ซึ่งในทางปฏิบัติมักจะพิจารณาจากหลายๆวิธีร่วมกัน 
- ขั้นที่ 4 ให้ความหมายปัจจัยร่วม (factor meaning) 
จากขั้นที่ 3 เมื่อทราบจ านวนปัจจัยร่วม และค านวณค่าสัมประสิทธิ์
หรือค่าถ่วงน้ าหนักปัจจัยจากข้ันที่ 2 แล้วท าให้ทราบว่าตัวแปรใดที่มีส่วนร่วมในปัจจัยร่วมมาก ก็จะให้
ความหมายของปัจจัยร่วมเป็นความหมายของกลุ่มตัวแปรที่มีค่าถ่วงน้ าหนักปัจจัยในปัจจัยร่วมนั้นมาก 
บางกรณีอาจจะมีค่าถ่วงน้ าหนักปัจจัยของบางตัวแปรมีค่าต่ าในทุกๆ
ปัจจัยร่วม หรือบางตัวแปรอาจมีค่าถ่วงน้ าหนักปัจจัยปานกลางในทุกๆปัจจัยร่วม ท าให้ไม่สามารถจัด
ได้ชัดเจนว่าตัวแปรใดบ้างที่มีส่วนร่วมในปัจจัยร่วมแต่ปัจจัย จะต้องท าการหมุนแกนในขั้นท่ี 5 ต่อไป 
- ขั้นที่ 5 หมุนแกนปัจจัยร่วม (factor rotation)  
การหมุนแกนปัจจัยร่วมท าขึ้นเพ่ือแก้ปัญหาในกรณีที่เกิดความไม่
ชัดเจนในการจัดตัวแปรของปัจจัยร่วมหรือในการให้ความหมายของปัจจัยร่วม  
วัตถุประสงค์ของการหมุนแกนปัจจัยคือ เพ่ือท าให้ค่าถ่วงน้ าหนักของ
ตัวแปร มีค่ามากขึ้นหรือลดลงจนท าให้ทราบว่าตัวแปรนั้นควรอยู่ในปัจจัยใดหรือไม่ควรอยู่ในปัจจัยใด 
การหมุนแกนม ี2 วิธี คือ  
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(1) การหมุนแกนปัจจัยร่วมแบบตั้งฉากกัน (Orthogonal Rotation) 
เป็นการหมุนแกนไปแล้วยังคงท าให้ปัจจัยตั้งฉากกันหรือเป็นอิสระกัน  จะท าให้ปัจจัยร่วมไม่มี
ความสัมพันธ์ วิธีการหมุนแกนที่นิยมใช้กันมากที่สุด คือ Varimax  
(2) การหมุนแกนปัจจัยร่วมแบบเป็นมุมเฉียง  (Oblique Rotation) 
เป็นการหมุนแกนไปในลักษณะที่ปัจจัยไม่ตั้งฉากกัน  หรือไม่เป็นอิสระกัน จะท าให้ปัจจัยร่วมมี
ความสัมพันธ์ 
- ขั้นที่ 6 ค านวณค่าคะแนนปัจจัย (factor score)  
จากขั้นที่  5 เมื่อหมุนแกนแล้ว ท าให้สามารถจัดตัวแปรหรือให้
ความหมายแก่ปัจจัยร่วมแต่ละปัจจัยได้ ท าให้ปัจจัยร่วมที่ได้เป็นเสมือนตัวแปรที่สร้างขึ้นใหม่ จึงควร
ค านวณค่าตัวแปรใหม่เพ่ือน าไปใช้ในการวิเคราะห์วิธีอ่ืนๆต่อไป ค่าปัจจัยร่วมเรียกว่าคะแนน โดยแทน
ค่าตัวแปรลงในสมการท่ี 2.12 [46]ดังนี้ 
Fij=b1Xi1+b2Xi2+…+bpXip       (2.12) 
i=1,2,…,n, j=1,2,…,m 
 
2.9 เทคนิคการจ าแนกกลุ่มในงานวิจัย 
 
2.9.1 การวิเคราะห์จ าแนกกลุ่มด้วยเทคนิค Discriminant Analysis 
 
การวิเคราะห์จ าแนกกลุ่มด้วยเทคนิค Discriminant Analysis [46]เป็นวิธีการ
ทางสถิติที่ใช้วิเคราะห์จ าแนกกลุ่มตั้งแต่ 2 กลุ่มขึ้นไป ด้วยการวิเคราะห์จากตัวแปรตาม 1 ตัว และตัว
แปรอิสระตั้งแต่ 1 ตัวขึ้นไป การวิเคราะห์ด้วยวิธีนี้นอกจากจะสามารถจ าแนกความแตกต่างระหว่าง
กลุ่มได้แล้ว ยังสามารถบอกธรรมชาติบางอย่างของการจ าแนกกลุ่มได้ด้วย เช่น บอกได้ว่าตัวแปรใด
จ าแนกได้ดีมากน้อยกว่ากัน นั่นคือ สามารถบอกประสิทธิภาพ หรือน้าหนักในการจ าแนก ของตัวแปร
เหล่านั้น การวิเคราะห์จ าแนกกลุ่มเป็นการใช้ตัวแปรพยากรณ์หรือตัวแปรอิสระ ที่ร่วมกันพยากรณ์ตัว
แปรตาม ซึ่งเป็นเทคนิคทางสถิติที่คล้ายคลึงกับการวิเคราะห์ถดถอยพหุคูณ  (Multiple Regression 
Analysis)  
1) วัตถุประสงค์ของการวิเคราะห์จ าแนกกลุ่ม  
- เพ่ือศึกษาปัจจัยหรือตัวแปรที่ท าให้กลุ่มมีความแตกต่างกัน ซึ่งเป็น






2) ข้อตกลงเบื้องต้นของการวิเคราะห์จ าแนกกลุ่มไว้ 4 ประการดังนี้  
- ตั ว แป ร อิส ร ะมี ก า ร แจกแจ งปกติ ห ล ายตั ว แป ร  (Normality of 
Independent Variables)  
- เมตริกซ์ความแปรปรวนความแปรปรวนร่วมของตัวแปรอิสระของกลุ่ม
ตัวอย่างต้องเท่ากัน (Equal Dispersion Matrices)  
3) วิธีการตรวจสอบข้อตกลงเบื้องต้น  
- ตั ว แป ร อิส ร ะมี ก า ร แจกแจ งปกติ ห ล ายตั ว แป ร  (Normality of 
Independent Variables) ตรวจสอบได้จากการแจกแจงปกติแบบตั วแปรเดียว  (Univariate 
Normal Distribution) โดยแยกท าการตรวจสอบตัวแปรอิสระทีละตัว หากพบว่าตัวแปรอิสระทุกตัว
มีการแจกแจงปกติ ก็มีความน่าจะเป็นสูงที่จะมีการแจกแจงแบบปกติหลายตัวแปรด้วย  
- เมตริกซ์ความแปรปรวนความแปรปรวนร่วมของตัวแปรอิสระของกลุ่ม
ตัวอย่าง ต้องเท่ากัน (Equal Dispersion Matrices) ตรวจสอบได้ด้วยสถิติ Box’s M  
4) สถิติส าคัญของการวิเคราะห์จ าแนกกลุ่ม  
- ค่าไอเก้น (Eigenvalue) เป็นค่าที่แสดงอัตราส่วนการผันแปรระหว่างกลุ่ม
ต่อการผันแปรภายในกลุ่ม ถ้าค่าไอเก้นมีค่าสูงก็แสดงว่าสมการดีหรือมีค่าจ าแนกสูงหรือกล่าวอีกนัย
หนึ่งได้ว่า Eigenvalue ก็คือ Variance ของคะแนนแปลงรูป Y ที่แปลงมาจาก X1 , X2 ,… Xp  
- ค่าสหสัมพันธ์คาโนนิคอล (Canonical Correlation) เป็นสถิติซึ่งสามารถ
ใช้ในการตัดสินความส าคัญของสมการจ าแนกเป็นมาตรวัดความสัมพันธ์ของสมการกับกลุ่มของตัว
แปร ซึ่งระบุการเป็นสมาชิกของกลุ่มนั้น ๆ ของตัวแปรตาม โดยชี้ให้เห็นว่าการเป็นสมาชิกกลุ่มมี  
ความสัมพันธ์กับสมการที่หามาได้มากน้อยเพียงใด ดังนั้น ถ้าค่าสหสัมพันธ์คาโนนิคอลมีค่าสูง  แสดง
ว่า การเป็นสมาชิกของกลุ่มสามารถอธิบายความผันแปรของตัวแปรกับสมการจ าแนกได้มาก 
- ค่าวิลค์แลมบ์ดา (Wilks’ Lambda) เป็นสถิติที่ใช้ทดสอบความแตกต่าง
ระหว่างกลุ่ม และเป็นมาตรวัดอ านาจในการจ าแนกกลุ่มของตัวแปรด้วย ถ้าค่าวิลค์แลมบ์ดามีค่ามาก 
ตัวแปรจะอธิบายการเป็นสมาชิกของกลุ่มได้น้อยถ้าค่าวิลค์แลมบ์ดา มีค่าน้อย ตัวแปรจะอธิบายการ
เป็นสมาชิกของกลุ่มได้มาก 
5) วิธีการวิเคราะห์จ าแนกกลุ่ม  
- ค านวณค่า Eigenvalue  
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ในการวิเคราะห์จ าแนกประเภท จะต้องหาค่า Eigenvalue หรือที่เรียกว่า 
Discriminant Criterion หรือ Characteristic roots หรือ Latent roots เขียนแทนด้วย สัญลักษณ์ 
λ  
Eigenvalue (λ) คือความแปรปรวนของคะแนนแปลงรูป Y ที่แปลงมาจาก 




     (2.13) 
เมื่อ SSb(Y) แทน Sum of Square of between group จากคะแนน Y  
SSw(Y) แทน Sum of Square of within group จากคะแนน Y  
ค่า λ อาจมีได้หลายค่า จ านวนของค่า λ จะเท่ากับจ านวนกลุ่มลบด้วย 1 (k-1) หรือเท่ากับ
จ านวนตัวแปร (p) แล้วแต่ว่าจ านวนใดจะน้อยกว่ากัน  
- ค านวณหาค่า V แต่ละชุด  
หลังจากที่ค านวณค่า λ แต่ละค่าแล้ว น าค่าเหล่านี้ไปค านวณหาค่า V 
แต่ละชุด  ค่า λ1 จะให้ค่า V1 ค่า λ2 จะให้ค่า V2 และค่า λ3 ก็จะให้ค่า V3 ด าเนินการจนครบ λ ทุก
ค่า แต่ละค่าด าเนินการดังนี้จาก 
(W-1B-λiI)V = 0 
ขั้นที ่1 น าเอาค่า λ ไปแทนค่าใน (W-1B- λiI) และค านวณออกมา  
ขั้นที ่2 ค านวณ adj(W-1B- λiI) 
ขั้นที่ 3 น าเอาค่าในคอลัมน์ใดคอลัมน์หนึ่งของ adj(W-1B- λiI),มายกก าลัง
สอง รวมกันและถอดรากที่สอง น าไปหารค่าเดิมแต่ละค่าผลที่ได้จะเป็น V ที่สอดคล้องกับ V1 นั้น  
กรณีที่ผู้วิจัยต้องการเปรียบเทียบประสิทธิภาพในการจ าแนกของแต่ละตัว
แปร ก็ควรแปลง V1 แต่ละตัวในเมตริกซ ์V ให้เป็นรูปมาตรฐานคือ V*mi โดยใช้สูตร 
 Vmi
* =√WiiVmi      (2.14) 
เมื่อ Vmi แทน น้ าหนักของการจ าแนกที่เป็นมาตรฐานของสมการจ าแนกกลุ่ม  
Wii แทน สมาชิกในแนวทแยงของเมตริกซ์ W (เมตริกซ์ของผลรวมของก าลังสองและของผล
คูณภายในกลุ่ม)  
Vmi แทน น้ าหนักของการจ าแนกในรูปคะแนนดิบของสมการจ าแนกกลุ่ม  
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การเปรียบเทียบค่า V เพ่ือบ่งชี้ถึงประสิทธิภาพในการจ าแนก และการบ่งชี้
ประสิทธิภาพการจ าแนกจะมีประสิทธิภาพมากขึ้นเมื่อเราเปรียบเทียบในรูปของคะแนนมาตรฐาน ซึ่ง
จะขจัดอิทธิพลจากหน่วยที่ใช้ในตัวแปรนั้น ๆ ได ้ 
- เขียนสมการจ าแนก (Discriminant Function)  
เขียนสมการจ าแนกโดยการนาเอาค่า V แต่ละชุดมาเขียนสมการจ าแนกกลุ่ม โดยมี รูปสมการดังนี้  
Y1  = V11X1 + V12X2 + …+ V1pXp 
Y2  = V21X1 + V22X2 + …+ V2pXp 
     ..     ..    .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 
Yk =  Vk1X1 + Vk2X2 + …+ VkpXp             (2.15) 
- การทดสอบนัยส าคัญ  
ขั้นตอนนี้เป็นการทดสอบนัยส าคัญของสมการจ าแนกกลุ่ม  เมื่อได้
สมการจ าแนก (Discriminant function) จากขั้นตอนที่ 3 แล้ว ก็จะท าการทดสอบนัยส าคัญของ
สมการที่ได้ เพ่ือทราบว่าสมการเหล่านั้นสมการใดมีอ านาจจ าแนกกลุ่มได้อย่างมีนัยส าคัญ  โดยใช้วิธี
ของ Barlett test จากสูตร  
Vm = [N-1- .5(p+k]In(1+ λ m)     (2.16) 
เมื่อ Vm แทน ค่าสถิติที่จะใช้เปรียบเทียบกับค่าวิกฤตเพ่ือทราบความมี
นัยส าคัญ ของสมการที่ m ค่าวิกฤติ (Critical Value) หาได้จากการเปิดตาราง ไควสแคว์ที่ df=p+k -
2m  
N แทน จ านวนสมาชิกในกลุ่มตัวอย่างทั้งหมด  
P แทน จ านวนตัวแปร  
K แทน จ านวนกลุ่ม  
λ แทน Eigenvalue ของสมการที่ทดสอบ  
สมการจ าแนกจะมีนัยส าคัญ เมื่อค่า Vm ที่ค านวณได้มีค่ามากกว่าหรือ
เท่ากับวิกฤติ (Critical Value)  
ในกรณีที่ต้องการทราบว่าสมการจ าแนกกลุ่มรวมกันแล้วสามารถ
จ าแนกกลุ่มได ้อย่างมีนัยส าคัญหรือไม่ ทดสอบได้จากสูตร  
v=N-1-.5(p+k) ∑ ln (1+λm)
r
m=1      (2.17) 
เมื่อ  r แทน จ านวนสมการ  
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df แทน ชั้นแห่งความเป็นอิสระ ในกรณีนี้มีค่าเท่ากับ p(k-1)  
ในกรณีที่ผู้วิจัยท าการทดสอบนัยส าคัญของแต่ละสมการ ก็จะสามารถ
ค านวณหา ค่า Vm ได้ถ้าน าค่า Vm ของแต่ละสมการมารวมกันก็ได้ค่า V ซึ่งเป็นค่าที่ใช้ทดสอบสมการ
จ าแนก กลุ่มโดยภาพรวม  
สมการจ าแนกกลุ่มแต่ละสมการจะไม่สัมพันธ์กัน นั่นคือ Y1, Y2, …Yp 
เป็นอิสระจากกัน สมการจ าแนกกลุ่มสมการหลัง ๆ มักส่งผลน้อยมากจนบางครั้งไม่จาเป็นต้องน ามา
พิจารณา หรือเสนอสมการในรายงาน ซึ่งอาจพิจารณาได้จากการทดสอบนัยส าคัญของสมการ ถ้า
พบว่าไม่มีนัยส าคัญแสดงว่าสมการนั้นส่งผลน้อยมาก  
สมการจ าแนกกลุ่มสมการแรก (V1) มีอ านาจจ าแนกสูงสุด สมการ
ต่อมามีอ านาจ จ าแนกรองลงมาตามล าดับ เมื่อต้องการเปรียบเทียบว่าสมการจ าแนกกลุ่มแต่ละ
สมการ  




     (2.18) 
เมื่อ p แทน ค่าอ านาจในการจ าแนกตัวแปร  
λ แทน ค่า Eigenvalue  
 





(Optimal Separating Hyperplane) แต่เดิมซัพพอร์ตเวกเตอร์แมชชีน ถูกน ามาใช้กับข้อมูลที่เป็น
เชิงเส้น แต่ในความเป็นจริงแล้วข้อมูลที่น ามาใช้ในระบบการสอนให้ระบบเรียนรู้ส่วนใหญ่มักเป็น
ข้อมูลแบบไม่เป็นเชิงเส้น ซึ่งสามารถแก้ปัญหาดังกล่าวด้วยการน าเคอร์เนลฟังก์ชันมาใช้ 
1) แนวคิดซัพพอร์ตเวกเตอร์แมชชีน  
แนวความคิดของซัพพอร์ตเวกเตอร์แมชชีนนั้น เกิดจากการที่น าค่าของกลุ่ม
ข้อมูลมาวางลงในฟีเจอร์สเปซ (feature space) จากนั้นจึงหาเส้นที่ใช้แบ่งข้อมูลทั้งสองออกจากกัน
โดยจะสร้างเส้นแบ่ง (plane) ที่เป็นเส้นตรงขึ้นมา และเพ่ือให้ทราบว่าเส้นตรงที่แบ่งสองกลุ่มออกจาก




รูปที่ 2.19 ต าแหน่งข้อมูลสองกลุ่มในฟีเจอร์สเปซ 
 
สามารถน ามาเขียนเป็นสมการเพื่อใช้ในการแก้ปัญหา โดยข้อมูลที่น ามาวาง
ลงในพื้นที่คุณลักษณะนั้นเป็นกลุ่มข้อมูลที่อยู่ในรูปของเวกเตอร์จะได้ 
X = ((x1, y1)), …, ((xi, yi))    (2.19) 
เมื่อ X คือ ชุดค่าลักษณะเด่น 
 
จากนั้นท าการก าหนดสมการขึ้นมา ซึ่งสมการดังกล่าวมีลักษณะเป็นสมการ
เส้นตรง เพ่ือน ามาสร้างเป็นเส้นตรงบนไฮเปอร์เพลนซึ่งแบ่งกลุ่มข้อมูลที่มีลักษณะเชิงเส้นสองกลุ่ม
ออกจากกัน โดยมีการก าหนดกลุ่มของข้อมูลทั้งสองฝั่งเป็นเพียงสองค่าซึ่งแทนด้วยค่า y ซึ่งข้อมูลที่
เป็นตัวก าหนดความชันและระนาบที่เกิดขึ้นบนไฮเปอร์เพลนเกิดจากคู่ข้อมูล (w, b) และก าหนด
สมการที่เป็นตัวบ่งบอกข้อมูลแต่ละกลุ่มว่าอยู่ส่วนไหนของเส้นแบ่งไฮเปอร์เพลนแสดงได้ ดังสมการที่ 




การสอน เพ่ือให้ระบบเรียนรู้แทนด้วยสมการ และข้อมูลทั้งสองด้านแบ่งเป็นบวกและลบ สถานะของ
ข้อมูลจึงแทนด้วย y ซึ่งมีสองค่าคือ y = 1 และ y = -1 นั้น แต่ทั้งนี้ก็ยังตัดสินไม่ได้ว่าเส้นแบ่งนั้นควร
จะเป็นเส้นใดจึงจะดีที่สุด วิธีการที่ใช้ในการหาเส้นแบ่งที่ดีที่สุดคือการเพ่ิมเส้นขอบให้กับเส้นแบ่งทั้ง





ที่เพ่ิมข้ึนมานี้ถูกแทนด้วยสมการ wT x + b ≥ y ≥ 1 ถ้าอยู่ด้าน y = 1 และ wT x + b ≤ y ≤-1 ถ้า y 
= -1 หากเส้นขอบของเส้นแบ่งใด ๆ ที่มีความกว้างมากที่สุด แสดงให้เห็นว่าข้อมูลสองชุดมีการ
แยกกันชัดเจนมากที่สุด ดังนั้นเส้นแบ่งที่มีเส้นขอบกว้างที่สุดจึงเป็นเส้นแบ่งที่ดีที่สุด และเรียก
ต าแหน่งการสัมผัสข้อมูลที่ใกล้ที่สุดจากการเพ่ิมขอบนี้ว่า “เวกเตอร์สนับสนุน” (Support Vector) 
โดยเรียกเส้นประที่แบ่งข้อมูลทั้งสองเส้นว่าเส้นขอบ ซึ่งสามารถเขียนเป็นสมการการค านวณ ความ
กว้างของเส้นขอบต้องท าการค านวณพจน์ให้อยู่ในรูปปกติ (Normalization) โดยค านวณจากสมการ
ที่ 2.20 และ 2.21 เมื่อแทนค่าลงไปแล้ว 
wT x + b ≥ y  เมื่อก าหนดให้ y = 1   (2.20) 
wT x + b ≤ y  เมื่อก าหนดให้ y = -1   (2.21) 
y(wT x + b) – 1 ≥ 0      (2.22) 
เมื่อ y คือ ค่ากลุ่มข้อมูล (1, -1)  
W คือ ค่าความชัน w 
X คือ ค่าลักษณะเด่น  
B คือ ค่าคงที่ (ค่าตัดแกน y) 
 
 
รูปที่ 2.20 การวางตัวของข้อมูลในลักษณะเชิงเส้น[48] 
 
wT x+ + b = 1 
wT x- + b = -1 
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wT (x+ - x-) = 2 
 
     (2.23) 





เกิดข้อผิดพลาดนี้ได้ในระยะหนึ่งที่ยอมรับได้ ค่านั้นเรียกว่า “เวกเตอร์อนุโลม” (slack vector) ดัง
แสดงภาพที่ 2.20 
 
4) เคอร์เนล (Kernel) 
เมื่อข้อมูลที่ใช้ส าหรับการรู้จ ามีการวางตัวกันในลักษณะต าแหน่งที่ไม่
สามารถแบ่งกลุ่มได้โดยเส้นตรงตามวิธีการของซัพพอร์ตเวกเตอร์แมชชีนที่มีรากฐานมาจากข้อมูลเชิง
เส้น จึงไม่สามารถน ามาใช้กับข้อมูลที่ไม่เป็นเชิงเส้นในลักษณะเช่นนี้ได้ โดยสามารถแก้ปัญหาลักษณะ
เช่นนี้ได้โดยการเปลี่ยนแปลงมิติของข้อมูลให้สูงขึ้นเพ่ือช่วยในการเรียงตัวของข้อมูลเสียใหม่ที่เรียกว่า 
“พ้ืนที่มิติสูง” (higher dimensional space) 
 
 
รูปที่ 2.21 การเปลี่ยนมิติข้อมูลไปยังมิติท่ีสูงขึ้นด้วยฟังก์ชั่นของเคอร์เนล[48] 
 





K(xi , xj) = xiT xj      (2.24) 
เคอร์เนลที่นิยมใช้มีอยู่ 3 ชนิดด้วยกันคือ 
- โพลิโนเมียล (Polynomial): 
K(xi , xj) = (λxiT xi + r)d , γ > 0    (2.25) 
เมื่อ d คือ ค่าของ Degree ในรูปเลขยกก าลัง  
ดังนั้นจากสมการของเคอร์เนลนั้นสามารถที่จะแทนลงไปในต าแหน่งของ xiT xj  
ซึ่งสามารถจึงเขียนเป็นสมการได้ดังสมการที่ 2.28 ซึ่งเป็นสมการที่ใช้ในขั้นตอนที่จะเรียนรู้ว่าจะวาง
ต าแหน่งเส้นแบ่งไว้ที่ต าแหน่งใดโดยท างานร่วมกับเคอร์เนล เพ่ือแปลงให้ข้อมูลที่ยากต่อการแบ่งแบบ
เชิงเส้นสามารถแบ่งได้เมื่อถูกท าให้เป็นข้อมูลแบบมิติสูง (Higher Dimension) ดังนั้นจึงมีอีกสมการ
หนึ่งที่ใช้ค่า w และ b เดิมมาจัดต าแหน่งของข้อมูลเพ่ือที่ให้ทราบว่าข้อมูลนั้นเป็นกลุ่มใด ก าหนดได้
ดังสมการที่ 2.29 
    (2.28) 




1) โปรแกรม ImageJ[49]  เป็นโปรแกรมฟรีแวร์ที่คิดค้นพัฒนาขึ้นเพ่ือใช้ในการ
วิเคราะห์ภาพถ่าย  โดยส านักวิจัยของสถาบัน National Institute of Mental Health (NIMH) 
ประเทศสหรัฐอเมริกาดังแสดงในรูปที่ 2.22  ซึ่งใช้ได้กับเครื่องคอมพิวเตอร์ส่วนบุคคล (personal 
computer) ที่ติดตั้งโปรแกรม Java ตั้งแต่เวอร์ชั่น 1.4 ขึ้นไป โดยสามารถเลือกระบบปฏิบัติการได้ 
เช่น Windows, Linux, Mac OS X เป็นต้น โปรแกรมสามารถเปิดภาพและบันทึกไฟล์นามสกุล 
TIFF,GIF, JPEG, BMP, DICOM, FITS และ raw และเลือกบันทึกในรูปแบบ 8 บิท, 16 บิท หรือ 32-
บิทได้ โปรแกรมนี้เป็นโปรแกรมที่มีประโยชน์อย่างมากในงานวิจัยที่จ าเป็นต้องดึงข้อมูลจากภาพถ่าย 
โดยโปรแกรมสามารถหาพ้ืนที่ วัดระยะ นับจ านวนของวัตถุบนภาพ  และสามารถค านวณหาสัดส่วน
พ้ืนที่และความยาวได้ในหน่วยการวัดต่างๆ เช่น หน่วยการวัดระบบเมตริก หรือหน่วยพิกเซล (pixel) 






รูปที่ 2.22 โปรแกรม ImageJ เวอร์ชั่น 1.51k 
 
2) โปรแกรม Weka[50] (Waikato Environment for Knowledge Analysis) 
เป็นซอฟต์แวร์ส าเร็จประเภทฟรีแวร์พัฒนาขึ้นโดยใช้ภาษาจาวา  เหมาะกับการใช้ในเทคนิคด้านการ
เรียนรู้ด้วยเครื่อง (Machine Learning) และการท าเหมืองข้อมูล (Data Mining) โปรแกรมจะ
ประกอบไปด้วยโมดูลย่อยส าหรับการจัดการข้อมูล สามารถใช้ Graphic User Interface (GUI) และ
ใช้ค าสั่งในการให้ประมวลผล และสามารถพัฒนาโปรแกรมได้เป็นเครื่องมือที่ใช้ท างานในด้านการท า
เหมืองข้อมูล ซึ่งมีอัลกอริทึมที่หลากหลาย โดยชุดเครื่องมือมีฟังก์ชั่นส าหรับการท างานร่วมกับข้อมูล 
ได้แก่  Pre-Processing, Classification, Regression, Clustering, Association rules, Selection 
และ Visualization ดังรูปที่ 2.23 
 
 




3) โปรแกรมวิเคราะห์ข้อมูลทางสถิติ SPSS (Statistical Package for the 
Social Science for Windows)[51] เป็นโปรแกรมวิเคราะห์ และการจัดการข้อมูลโดยใช้สถิติ
ประเภทต่างๆการใช้งานโปรแกรมไม่ซับซ้อน ให้ผลลัพธ์ที่รวดเร็ว และถูกต้องแม่นย า แสดงผลการ
วิเคราะห์ข้อมูลออกมาในรูปของตาราง หรือแผนภูมิชนิดต่าง ๆ ได้ทั้งแบบ 2 มิติ และ 3 มิติ สามารถ





ประยุกต์ใช้ในการประเมินลักษณะต่างๆที่หลากหลาย เช่น การแพทย์ เกษตรกรรม อุตสาหกรรม เป็น
ต้น ทั้งในส่วนการตรวจสอบลักษณะ ปริมาณ หรือคุณภาพเพ่ือลดความผิดพลาดจากการประเมินด้วย
สายตาของมนุษย์ซึ่งอาจจะไม่มีความแม่นย าและสม่ าเสมอ ท าให้ผลการประเมินมีความไม่คงที่
แน่นอน โดยเทคนิคการประมวลผลที่จะน าเข้ามาประยุกต์ใช้จะมีความเฉพาะแต่ละประเภท 
นอกจากนั้นมีความหลากหลาย และความไม่แน่นอน จึงต้องก าหนดเกณฑ์ในการประเมินโดยใช้
คุณลักษณะเป็นตัวชี้วัด ซึ่งคุณลักษณะที่นิยมน ามาใช้พารามิเตอร์ในเทคนิคนี้ ได้แก่ พ้ืนที่ เส้นรอบรูป 
เส้นผ่านศูนย์กลางเฉลี่ย ความเข้มของสี ความกว้าง และความยาว แต่ละงานวิจัยเมื่อก าหนด
พารามิเตอร์ที่เหมาะสมแล้ว จะท าการค านวณค่าแล้วใช้ค่าพารามิเตอร์เหล่านี้ในการจ าแนกหรือ
ตัดสินใจข้อมูลซึ่งระบบจะท าการเปรียบเทียบกับข้อมูลตัวอย่างที่อยู่ในแต่ละกลุ่ม เพ่ือให้สอดคล้อง
กับลักษณะงานวิจัยที่จะด าเนินการ จึงน าเสนอผลการส ารวจงานวิจัยในส่วนของเทคนิคที่ใช้ในการ
ประมวลภาพ เทคนิคการจ าแนกกลุ่ม และงานวิจัยเกี่ยวข้องกับการตรวจสอบลักษณะของกุ้ง ซึ่งแยก
เป็น 3 ส่วนดังต่อไปนี้ 
 




ประมวลผลภาพเบื้องต้น (pre-processing) เพ่ือให้สะดวกต่อการวิเคราะห์ ซึ่งการแปลงภาพสีเป็น
ภาพระดับเทาเป็นวิธีการหนึ่งเพ่ือช่วยจ ากัดลักษณะทางสีไม่จ าเป็นออกจากการวิเคราะห์ ท าให้




วิเคราะห์คุณลักษณะทางคุณภาพของอาหาร ซึ่งน ามาใช้ประเมินผลในอาหารที่หลากหลายชนิด เช่น 
ผลไม,้ การประมง, ธัญพืช, เนื้อผัก และอ่ืน ๆ นอกจากนี้ประสิทธิ์ นครราช และคณะ[55]ใช้การแปลง
ภาพเป็นระดับสีเทา เพ่ือแยกสายพันธุ์ของข้าวสองสายพันธุ์ ซึ่งเมื่อแปลงภาพแล้วสีของเมล็ดข้าวแต่
ละพันธุ์มีความเข้มสีแตกต่างกัน ท าให้สามารถการแบ่งแยกพันธุ์ข้าวได ้
2.10.1.2 การแยกบริเวณ และคุณลักษณะที่ตรวจสอบ  
ในงานวิจัยที่มีการแบ่งส่วนประกอบภาพ ใช้ในการแยกองค์ประกอบต่างๆ
ของรูปภาพออกจากกันตามลักษณะส าคัญที่พิจารณา ช่วยลดจ านวนข้อมูลในรูปภาพที่ไม่ต้องการ




กว้างขวางในการตรวจสอบคุณภาพผักผลไม้ชนิดต่างๆ งานวิจัยที่น่าสนใจประกอบด้วย Payman 
และคณะ[56] ประเมินความเป็นไปได้ของการใช้คอมพิวเตอร์วิทัศน์ส าหรับการตรวจสอบคุณภาพ
แอปเปิลพันธุ์ “Golden Delicious”จากต าหนิบนผิวร่วมกับใช้เทคนิคโครงข่ายประสาทเทียม โดย
แยกส่วนก้าน ขั้ว และผลออกจากพ้ืนหลัง ต่อมา Jahns และคณะ[57]ประเมินคุณภาพสีผิวของ
มะเขือเทศ ในการกระจายสีของมะเขือเทศสามารถประเมินโดยใช้วิธีแบ่งส่วนภาพ (threshold) ด้วย
การพิจารณาลักษณะฮิสโตรแกรม(histogram) ดังรูปที่ 2.24 ซึ่งแสดงค่าเกณฑ์ชัดเจนระหว่างจุดสี
เหลืองและพ้ืนที่ผิวสีแดง นอกจากนี้ Ling และ Ruzhitsky[58] ยังน าเทคนิคนี้ไปใช้วัดขนาดต้นมะเขือ
เทศ โดยบริ เวณพุ่มบนของต้นมะเขือเทศมีความส าคัญในการบ่งชี้ขนาด จึงวัดพ้ืนที่ ใบใน
สภาพแวดล้อมแสงมีการควบคุม แล้วแบ่งส่วนภาพด้วยวิธี Otsu ของต้นกล้ามะเขือเทศเป็นขั้นตอน
แรก ดังรูปที่ 2.25 
Li และคณะ [59]ศึกษาวิธีการตรวจสอบหารอยต าหนิของส้ม เช่น  รอย
แมลงกัดรอยที่เกิดจากเพลี้ยไฟท าให้ผิวเปื่อยไหม้ เกิดสะเก็ด และรอยด่าง ซึ่งเปลือกจะมีลักษณะเป็น
สีน้ าตาลเข้มขึ้นด้วยวิธีการแบ่งส่วนภาพ ( threshold)  โดย Caro และคณะ[60]ใช้เทคนิคการ
วิเคราะห์ภาพถ่ายผลส้มเพ่ือจ าแนกระดับความสุกของส้มด้วยลักษณะทางกายภาพโดยใช้เกณฑ์
มาตรฐาน นอกจากนี้ Wu และคณะ[61] แยกส่วนของเส้นใยจากพ้ืนหลังด้วยวิธี Otsu  ช่วยในการ







รูปที่ 2.24 มะเขือเทศสีไม่สม่ าเสมอใช้การแบ่งส่วนด้วยฮิสโตรแกรม[57] 
 
        




คุณลักษณะเฉพาะ เพ่ือน าไปเป็นพารามิเตอร์ในการจ าแนก และคัดแยกกลุ่ม จากการส ารวจพบว่าใน
งานวิจัยของ Caro และคณะ [60] ใช้คุณลักษณะของสีผิว ความกว้าง และพ้ืนที่ของผล เป็น
พารามิเตอร์ในการระบุระดับความสุกของส้ม และ Naoshi ร่วมกับคณะ[62] ได้พัฒนาเครื่อง
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ตรวจสอบคุณภาพของส้มพันธุ์ “Iyokan” ซึ่งใช้คุณลักษณะสี รูปร่าง และความขรุขระของพ้ืนผิว รวม
อัตราส่วนของสี R:G B อัตราเส้นผ่าศูนย์กลาง และเนื้อสัมผัส เป็นพารามิเตอร์วิเคราะห์ด้วยวิธี
โครงข่ายประสาทเทียม และงานวิจัยของ Velioglu และคณะ[63] ท าการหาคุณภาพของมะเขือเทศที่
ด้วยการประมวลผลจากภาพที่วัดสีระบบ CIE L*a*b*เพ่ือคัดแยกสี นับจ านวน และขนาดของจุดด า 
และในงานวิจัยของ Weis และ Gerhards [64]ได้พยายามตรวจจับวัชพืชโดยใช้การแบ่งส่วนภาพเพ่ือ
จ าแนกวัชพืชโดยใช้คุณลักษณะทางรูปร่าง ซึ่งสามารถคัดแยกวัชพืชได้ดีที่สุด โดย Ehsanirad และ 
Kumar[65] ก็ได้น าคุณลักษณะคุณลักษณะดังกล่าวมาใช้ในการจ าแนกประเภทของใบพืช  Jayas 
และคณะ[53]ได้ศึกษาลักษณะเชิงพ้ืนที่ สี และลักษณะพ้ืนผิวในภาพ เพ่ือคัดแยกผลิตภัณฑ์ทาง
การเกษตร  






2.10.2 เทคนิคการจ าแนกกลุ่ม 
 
หลังจากการประมวลผลภาพเพ่ือดึงเอาคุณลักษณะเฉพาะมาวิเคราะห์ด้วย
เทคนิคการจ าแนกวิธีต่างๆ พบว่า Li และคณะ[59] น าเสนอผลการศึกษาการประมวลผลภาพเพ่ือ
จ าแนกความสุกงอมของส้มซีตรัสด้วยการวิเคราะห์เพ่ือแยกส่วนภาพวิธี multispectral และใช้
คุณลักษณะของดัชนีสีบนผิวของส้ม แล้วจ าแนกด้วย Fisher linear discriminant (FLDA) และ
งานวิจัยตัวแบบที่ใช้คัดเลือกปัจจัยเด่นจากปัจจัยภายนอกของไข่นกกระทาเพ่ือใช้ในการท านายเพศ
ของนกกระทาโดยจักริน และคณะ[67] สกัดคุณลักษณะได้ 2 ชนิด จาก 7 ชนิด คือความ กว้างและ
ลักษณะด้านแหลมของไข่ แล้วท าการวิเคราะห์ผ่านตัวแบบด้วยตัวแบบต้นไม้ในการตัดสินใจ ทฤษฎี
ของเบย์ โครงข่ายประสาทเทียม ซัพพอร์ตเวกเตอร์แมชชีน ขั้นตอนวิธีการเพ่ือนบ้านที่ใกล้ที่สุด และ
กฎการเชื่อมต่อกัน ซึ่งตัวแบบการท านายซัพพอร์ตเวกเตอร์แมชชีนให้ค่าความถูกต้องในการแยกเพศ
สูงที่สุด และงานวิจัยของ Mizushima และคณะ[68] เสนอวิธีการคัดแยกและแบ่งเกรดให้กับแอปเปิ้ล 
โดยขั้นตอนแรกจะแบ่งส่วนเพ่ือแยกเฉพาะส่วนที่สนใจด้วยวิธี Otsu และใช้ตัวอย่างที่มีลักษณะสี
แตกต่างกันพัฒนาอัลกอริทึมด้วยซัพพอร์ตเวคเตอร์แมชชีนเชิงเส้น (SVM) ซึ่งได้ผลลัพธ์ที่สม่ าเสมอ 







กุ้ง พบว่า Jia-Huan Qu และคณะ[69] ใช้เทคนิคการถ่ายภาพ Hyper-spectral ในการคัดแยก
ลักษณะการปอกเปลือกของกุ้งโดยพิจารณาภาพสะท้อน เพ่ือแยกลักษณะกุ้งโดยใช้ตัวแบบเส้นทาง
ก าลังสองน้อยที่สุด(PLS) และวิธีการเรียงล าดับภาพ  (SPA) สามารถอธิบายได้มากกว่า 99% 
นอกจากนี้ประยุกต์ใช้ร่วมกับการเปรียบเทียบด้วยเทคนิคป่าสุ่ม และการจ าแนกกลุ่มด้วยวิธี SIMCA  
งานวิจัยของ M. Mohebbi และคณะ [70]พัฒนาเทคนิคเพ่ือใช้ในการประมาณค่าความชื้นในกุ้งแห้ง
โดยการประเมินจากคุณสมบัติทางสี L*a*b โดยท าการวิเคราะห์สีระหว่างกระบวนการอบแห้ง เพ่ือ
จ าแนกปริมาณความชื้นออกเป็น 4 ระดับ คือ ปริมาณความชื้นระดับสูง ปานกลาง ต่ า และต่ ามาก ซึ่ง
ผลการศึกษาพบว่า ระบบอัตโนมัติที่ใช้มีความมีประสิทธิภาพมากกว่าวิธีการเดิม และ Peng-min 
Pan และคณะ [21]ใช้เทคนิคการประมวลผลด้วยภาพหาขนาดของกุ้งที่ปอกเปลือกแล้ว ด้วยการ
แปลงภาพไบนารี ดังรูปที่ 2.26 หาตัวแปรพ้ืนที่ ความยาวและความกว้าง วิเคราะห์ด้วยโครงข่าย












งานวิจัยนี้มีวัตถุประสงค์เพ่ือพัฒนาเทคนิค (algorithm) การตรวจสอบเส้นด าซึ่ง
เป็นข้อบกพร่องของกุ้งแช่แข็งด้วยการใช้เทคนิคการประมวลผลภาพ กระบวนการในการวิจัยเป็นการ
ทดลองเพ่ือหาคุณลักษณะที่มีนัยส าคัญในการจ าแนกคุณภาพตามเกณฑ์มาตรฐานสินค้าน าเข้าของ
ประเทศคู่ค้าจากภาพถ่าย แบ่งเนื้อหาออกเป็น 4 ส่วน โดยมีหัวข้อและวิธีด าเนินการดังแผนผังรูปที่ 
3.1 และมีรายละเอียดวิธีการด าเนินการวิจัยดังต่อไปนี้ 
 
 




- ศึกษาคุณลักษณะของเส้นด าซึ่งเป็นข้อบกพร่องที่ต้องตรวจสอบ 
- ศึกษาเกณฑ์มาตรฐานสินค้าที่ส าคัญ 
2.การเตรียมตัวอย่าง และการออกแบบระบบดึงภาพ  
 
- เตรียมตัวอย่างกุ้งส าหรับการเก็บข้อมูลภาพ 




- วิเคราะห์ภาพด้วยเทคนิคประมวลผลภาพ (image processing) 












ประเทศคู่ค้าที่น าเข้าผลิตภัณฑ์ สามารถแบ่งประเภทผลิตภัณฑ์โดยทั่วไปได้ 5 รูปแบบดังตารางที่ 2.1 
จากผลิตภัณฑ์ดังกล่าวพบว่าผลิตภัณฑ์ที่ต้องมีการก าจัดเส้นด ามี 4 ประเภทด้วยกัน คือ กุ้งสดไม่ปอก
เปลือกไว้หาง กุ้งปอกเปลือกไว้หาง  กุ้งสดปอกเปลือกไม่ไว้หาง และกุ้งยืด โดยผลิตภัณฑ์กุ้งสดแช่แข็ง
เป็นผลิตภัณฑ์ที่มีการส่งออกมากที่สุด ดังนั้นงานวิจัยนี้จึงให้ความสนใจ และศึกษาผลิตภัณฑ์กุ้งแช่
แข็งที่มีการก าจัดเส้นด าตามมาตรฐานคุณภาพของประเทศคู่ค้าที่ส าคัญอย่างมาตรฐานการจ าแนก
ระดับกุ้งสดและแช่แข็งประเทศสหรัฐอเมริกา (United States Standards for Grades of Fresh 
and Frozen Shrimp) ซึ่งเป็นประเทศที่มีสัดส่วนการน าผลิตภัณฑ์กุ้งมากที่สุด ได้ระบุลักษณะของ
การก าจัดเส้นด าที่ไม่เหมาะสมตามหัวข้อ 2.1 .4 เกณฑ์มาตรฐานของลักษณะดังกล่าวพิจารณาจาก
ลักษณะความยาวของเส้นด าที่ปรากฏบนตัวกุ้งเปรียบเทียบกับความยาวของข้อกุ้ง โดยกุ้งที่ไม่ผ่าน
เกณฑ์มาตรฐานจะมีความยาวรวมทั้งหมดของเส้นด ามากกว่าหนึ่งข้อล าตัว จากนั้นเทียบน้ าหนักของ
กุ้งที่ไม่ผ่านเกณฑ์มาตรฐานกับน้ าหนักของกุ้งทั้งหมด และพิจารณาเปรียบเทียบกับตารางข้อบกพร่อง
ส าหรับการแบ่งเกรดของผลิตภัณฑ์กุ้งดังตารางที่ 2.2 ซึ่งเกรดของผลิตภัณฑ์กุ้งที่สามารถยอมรับได้มี 
2 เกรด คือ เกรดเอ และเกรดบี วิจัยนี้จึงได้อาศัยความแตกต่างของคุณลักษณะของภาพเส้นด าที่
ปรากฏบนตัวของกุ้ง เพ่ือท าการตรวจสอบการก าจัดเส้นด าที่ไม่เหมาะสมในกุ้งแช่แข็งตามเกณฑ์
มาตรฐาน  
 
3.2 การเตรียมตัวอย่าง และการออกแบบระบบดึงภาพ 
 
การเตรียมตัวอย่างกุ้ งเป็นขั้นตอนส าคัญที่ช่วยให้การวิเคราะห์ด้วยเทคนิค









3.2.1 ตัวอย่างกุ้ง (Samples) 
การศึกษาวิจัยนี้ใช้ตัวอย่างกุ้งขาว (Litopenaeus vanamei) ซึ่งเป็นสายพันธุ์
กุ้งที่มีสัดส่วนของปริมาณการใช้เป็นวัตถุดิบในผลิตภัณฑ์กุ้งสดแช่แข็งมากที่สุด โดยใช้ตัวอย่างกุ้งที่มี
การผ่าหลังก าจัดเส้นด าออกจ านวน 200 ตัวอย่าง ประกอบด้วยกุ้งที่ผ่านเกณฑ์มาตรฐาน (passed) 
การก าจัดเส้นด าจ านวน 31 ตัวอย่างและกุ้งไม่ผ่านเกณฑ์มาตรฐาน (not passed) การก าจัดเส้นด า
จ านวน 169 ตัวอย่าง ซึ่งมาตรฐานการน าเข้าผลิตภัณฑ์กุ้งของสหรัฐอเมริกาได้ระบุจ านวนตัวอย่าง
ส าหรับการแบ่งเกรดว่าส าหรับกุ้งที่มีขนาดตั้งแต่ 70 ตัวต่อปอนด์ขึ้นไปจะมีการสุ่มตัวแทนเพ่ือ
ตรวจสอบเกรดในหนึ่งล็อตสินค้า 2 ปอนด์หรือ 0.91 กิโลกรัม และในระหว่างรอการบันทึกภาพถ่าย
กุ้งจะถูกเก็บรักษาไว้ในตู้แช่เยือกแข็งอุณหภูมิ-18 องศาเซลเซียส  โดยแบ่งข้อมูลภาพทดสอบออกเป็น 
2 กลุ่ม ได้แก่ ข้อมูลภาพที่ใช้ในการสอน (training) และข้อมูลภาพที่ใช้ในการทดสอบ (testing)  
 
รูปที่ 3.2 กุ้งที่มีลักษณะเส้นด าตามเกณฑ์มาตรฐานการก าจัดเส้นด า 
(ก) ไม่ผ่านเกณฑ์มาตรฐาน (ข) ผ่านเกณฑ์มาตรฐาน 
 
 
จากรูปที่ 3.2 แสดงถึงรูปกุ้งที่แบ่งลักษณะของเส้นด าตามความยาวของข้อกุ้ง
ต่างๆ เกณฑ์มาตรฐานได้ระบุความยาวของเส้นด าเปรียบเทียบกับขนาดความยาวของข้อกุ้ง โดยกลุ่ม
ของกุ้งที่ไม่ผ่านเกณฑ์มาตรฐานจะมีความยาวรวมทั้งหมดของเส้นด าตั้งแต่เต็มล าตัวจนถึงหนึ่งข้อ
ล าตัวดังกลุ่ม (ก) ในรูปที่ 3.2 และกลุ่มของกุ้งที่ผ่านเกณฑ์มาตรฐานจะมีความยาวรวมทั้งหมดของเส้น




(ก)                      (ข) 
53 
 
3.2.2 วัสดุอุปกรณ์ และการจัดสภาพแวดล้อม 
ระบบดึงภาพส าหรับการเก็บข้อมูลภาพกุ้งที่มีการก าจัดเส้นด าในลักษณะต่างๆ   
ประกอบไปด้วยส่วนของวัสดุอุปกรณ์ส าหรับการดึงข้อมูลภาพ ซึ่งมีการจัดสภาพแวดล้อมส าหรับการ
เก็บภาพโดยมีการควบคุมสภาวะต่างๆ เช่น ค่าของกล้อง แสงสว่าง พ้ืนหลัง เป็นต้น เพ่ื อให้ได้
ภาพถ่ายของตัวอย่างกุ้งที่เหมาะสมต่อการน าไปวิเคราะห์ และสะดวกต่อการประมวลผลดังแสดงใน
รูปที่ 3.3 โดยมีส่วนประกอบและรายละเอียดต่างๆ ดังนี้ 
 
รูปที่ 3.3  แบบจ าลองระบบดึงข้อมูลภาพ (หน่วยเป็นเซนติเมตร) 
1) กล้องบันทึกภาพดิจิตอล (camera) ยี่ห้อ Nikon รุ่น D5100 แบบสะท้อน
เลนส์เดียวบันทึกภาพด้วยความละเอียด 16.2 ล้านพิกเซล  เลนส์ EF-S ความยาวโฟกัส 18-55 mm. 
รูรับแสง F3.6-5.6 (รูปที่ 3.4) ปรับตั้งโหมดการบันทึกภาพในระบบสี sRGB มีการตั้งค่าต่างๆของ
กล้อง ดังตารางที่ 3.1 และเลนส์ท ามุม 0 องศากับตัวอย่าง โดยกล้องจะติดตั้งในแนวดิ่งเหนือพ้ืนหลัง
ที่เป็นแผ่นโฟมสีฟ้า ซึ่งแผ่นโฟมจะสามารถป้องกันการสะท้อนของแสงและ เมื่อวางตัวอย่างที่มี















รูปที่ 3.4 กล้องบันทึกภาพดิจิตอล 
ตารางที่ 3.1  การก าหนดค่าเริ่มต้นของกล้องบันทึกภาพดิจิตอล 
รายละเอียด สถานะ 
ระยะทางโฟกัสของเลนส์ 38 มิลลิเมตร 
ระยะโฟกัส โฟกัสอัตโนมัติ 
ขนาดภาพ 2,464 × 1,632 pixels 
แฟลช ไม่ใช้ 
สมดุลแสงสีขาว Daylight 
ความเร็วชัตเตอร์ 1/50 วินาที 
ขนาดรูรับแสง 1/3” 
วิธีการถ่ายภาพ ถ่ายภาพแบบหน่วงเวลา 
2) แท่นถ่ายรูป  (camera podium) ยี่ห้อ KAISER RSI ส าหรับติดตั้งกล้อง
บันทึกภาพ มีขนาดความยาว 45 เซนติเมตร ความกว้าง 50 เซนติเมตร และสามารถปรับระยะความ




รูปที่ 3.5  แท่นถ่ายรูป ยี่ห้อ KAISER RSI 
3) กล่องควบคุมสภาพสิ่งแวดล้อม (control light box)  ได้ถูกสร้างขึ้นเพ่ือ
ควบคุมสภาวะแสง และสภาพแวดล้อมต่างๆในการถ่ายภาพ  เพ่ือให้ง่ายต่อวิเคราะห์ข้อมูลภาพ 
เนื่องจากสามารถลดและป้องกันแสงรบกวนจากภายนอก อีกทั้งสัญญาณรบกวนของภาพได้อีกด้วย 
กล่องควบคุมสภาพสิ่งแวดล้อมที่ใช้ในงานวิจัยนี้เป็นกล่องที่ท าจากกระดาษแข็ง (hard board) สร้าง
เป็นสี่เหลี่ยมปิดทุกด้าน ขนาดกว้าง 46 เซนติเมตร ยาว 56 เซนติเมตร และสูง 100 เซนติเมตรดังรูป
ที่ 3.3  โดยออกแบบให้สามารถครอบคลุมขนาดของแท่นถ่ายรูป ซึ่งมีขนาดความกว้าง 40 เซนติเมตร  
4) แหล่งก าเนิดแสง (light source) งานวิจัยนี้ได้ใช้หลอดไฟฟลูออเรสเซนต์
ชนิด Illuminant D (D65) ขนาดความยาว 30 เซนติเมตรดังรูปที่ 3.6 ซึ่งเป็นแหล่งก าเนิดแสงที่มีค่า
อุณหภูมิสีของแสงเท่ากับค่าข้างต้น และให้ค่าสีที่ได้ใกล้เคียงค่าสีที่รับรู้โดยมนุษย์มากที่สุด จ านวน 4 
หลอด ติดตั้งตามแนวความยาวของโครงสร้างกล่องควบคุมสภาพสิ่งแวดล้อมทั้ง 4 ด้าน ซึ่งท ามุม 90 








รูปที่ 3.6 หลอดไฟฟลูออเรสเซนต์ชนิด Illuminant D (D65) 
 
5)  โปรแกรมส าหรับพัฒนาเทคนิคการประมวลผลภาพ ประกอบด้วย 
5.1) โปรแกรม ImageJ  เป็นโปรแกรมฟรีแวร์ที่ใช้ในการวิเคราะห์ภาพถ่าย  
ส าหรับงานวิจัยนี้ใช้โปรแกรม Image J เวอร์ชั่น 1.51k เพ่ือรับภาพ แปลงประเภทภาพเป็นภาพระดับ
เทา แบ่งส่วนภาพ (image segmentation) เฉพาะในบริเวณภาพท่ีสนใจ (Region of Interest: ROI) 
จากนั้นวิเคราะห์ภาพเพ่ือดึงข้อมูลความยาว พ้ืนที่ และค่าคุณลักษณะต่างๆจากฮิสโตแกรม  
5.2) โปรแกรม Weka เป็นซอฟต์แวร์ส าเร็จประเภทฟรีแวร์ใช้ในเทคนิค
ด้านการเรียนรู้ด้วยเครื่อง (Machine Learning) และการท าเหมืองข้อมูล (Data Mining) ส าหรับ
งานวิจัยนี้ใช้โปรแกรม Weka  เวอร์ชั่น 3.8.1 ดังรูปที่ 3.8 ในการเตรียมข้อมูล (Pre-Processing) 
ด้วยการท านอร์มัลไลเซชัน (Normalization) เพ่ือช่วยลดความซ้ าซ้อนของข้อมูลจากฐานข้อมูล โดย
การก าหนดแอตทริบิว (Attribute) ให้กับแต่ละเอนทิตี(Entity) เพ่ือให้สามารถควบคุมความซ้ าซ้อน
ของข้อมูลและหลีกเลี่ยงความผิดปกติของข้อมูล และจากนั้นน าข้อมูลมาพัฒนาการจ าแนกลักษณะ
บกพร่องในกุ้งด้วยการใช้อัลกอริทึมซัพพอร์ตเวคเตอร์แมชชีน  (Support Vector Machine หรือ 
SVM)  
5.3) โปรแกรมวิเคราะห์ข้อมูลทางสถิติ SPSS เวอร์ชั่น 22.0 เป็นโปรแกรม
วิเคราะห์ และการจัดการข้อมูลโดยใช้สถิติประเภทต่างๆให้ผลลัพธ์ที่รวดเร็ว และถูกต้องแม่นย า ซึ่งใน
งานวิจัยนี้น าโปรแกรม SPSS มาใช้ในการวิเคราะห์การจัดกลุ่ม (Discriminant Analysis) ของค่า
คุณลักษณะที่ได้จากภาพถ่าย รวมทั้งใช้ในการลดขนาดของข้อมูลด้วยวิธี Principal Component 







3.3  การพัฒนาเทคนิคการประมวลผลภาพส าหรับการตรวจสอบข้อบกพร่องในกุ้ง 
 
งานวิจัยนี้เป็นการพัฒนาเทคนิคประมวลผลภาพเพ่ือใช้ในการตรวจสอบข้อบกพร่อง
ของกระบวนการก าจัดเส้นด าในผลิตภัณฑ์กุ้งสดแช่แข็ง การตรวจสอบนี้เป็นการตรวจสอบขนาดของ
เส้นด าว่าเป็นไปตามเกณฑ์มาตรฐานหรือไม่ โดยแบ่งกระบวนการออกเป็น 2 ส่วนดังรูปที่ 3.9 คือ 












จ าแนกกลุ่ม (grouping) 
เริ่ม (start) 
 








แยกบริเวณ (image segmentation) 
58 
 
3.3.1 การประมวลผลภาพ (image processing) 
 
ส่วนที่หนึ่งเป็นการน าเทคนิคประมวลผลภาพมาประยุกต์ใช้แทนการมองเห็น
ด้วยตาของมนุษย์ เพ่ือดึงข้อมูลที่ใช้ส าหรับการจ าแนกกลุ่มคุณภาพของภาพตัวอย่างประกอบด้วย 4 
ขั้นตอน ได้แก่ การรับภาพ  การประมวลผลภาพเบื้องต้น การแยกบริเวณภาพ และการสกัด
คุณลักษณะเฉพาะ มีรายละเอียดดังต่อไปนี้ 
3.3.1.1 การรับภาพ (image acquisition) 
ลักษณะข้อบกพร่องของการก าจัดเส้นด าตามการเกณฑ์ตรวจสอบคุณภาพ
ของมาตรฐานในงานวิจัยนี้ได้ถูกบันทึกด้วยระบบดึงข้อมูลภาพซึ่งมีรายละเอียดของระบบและการ
ก าหนดค่าต่างๆของกล้องที่ใช้ในการถ่ายภาพในหัวข้อที่ 3.1  และภาพจากการถ่ายได้ถูกบันทึก
จัดเก็บเป็นภาพสี RGB รูปแบบไฟล์ภาพ JPEG ในเมมโมรี่การ์ดก่อนส่งเข้าสู่คอมพิวเตอร์เพ่ือ
ด าเนินการขั้นตอนต่อไป  
3.3.1.2 การประมวลผลภาพเบื้องต้น (pre-processing) 
การประมวลผลภาพเบื้องต้นเป็นขั้นตอนปรับปรุงคุณภาพของข้อมูล
ภาพถ่ายให้มีความเหมาะสมก่อนน าไปประมวลผลภาพจริง  โดยภาพตัวอย่างกุ้งที่รับเข้ามาในตอน
แรกจะเป็นภาพที่อยู่ในระบบสีแบบ RGB แต่ละพิกัดของภาพจะประกอบด้วยค่าของเซตความเข้มที่
ค่าของค่า R ค่า G และค่า B จากการส ารวจเอกสารพบว่า เส้นด าหรือล าไส้ซึ่งเป็นส่วนหนึ่งของระบบ
ย่อยอาหารของกุ้งส่วนใหญ่มักจะมีสีด า แต่ความเข้มอาจแตกต่างกันขึ้นอยู่กับลักษณะอาหารที่กุ้งกิน 
งานวิจัยนี้ได้อาศัยความแตกต่างของคุณลักษณะสีของเส้นด าที่ปรากฏบนตัวของกุ้ง ท าให้ค่าสีอ่ืนๆใน
ภาพไม่ส่งผลต่อการวิเคราะห์ ดังนั้นจึงใช้เทคนิคการแปลงภาพสีแบบ RGB เป็นภาพระดับเทา ภาพ
จะแสดงเฉพาะค่าความสว่าง (brightness) เพียงอย่างเดียวโดยไม่มีค่าสีของภาพ ท าให้สามารถ
วิเคราะห์ภาพได้ง่ายขึ้นเนื่องจากเม่ือแปลงภาพเป็นระดับเทาแล้วจะท าให้แต่ละจุดภาพของภาพเหลือ
เพียงค่าความสว่าง 256 ระดับ ซึ่งเป็นค่าตั้งแต่ 0 ถึง 255 ท าได้โดยแยกระดับสีแต่ละพิกเซลในภาพ
ระบบสีแบบ RGB จากนั้นน าค่าสีดังกล่าวมาค านวณด้วยด้วยสมการที่ 2.2 ซึ่งจะได้ค่าสีระดับเทาเพ่ือ
น าไปแทนในจุดพิกเซลเดิม 
การแปลงระบบสีของภาพโดยใช้โปรแกรม ImageJ  เวอร์ชั่น  1.51k 
ชุดค าสั่งแสดงดังรูปที่ 3.8  โดยมีขั้นตอนในการแปลงภาพสี RGB เป็นภาพระดับเทาอยู่ที่เมนู  
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Image    Type   8-bit ซึ่งภาพระดับเทาเรียกอีกชื่อหนึ่งว่า ภาพ 8 บิท เนื่องจากมีการแสดง
ค่าความเข้มสีได้ 28 
 
รูปที่ 3.8  ค าสั่งในโปรแกรม ImageJ ส าหรับแปลงภาพสี RGB เป็นภาพระดับเทา 
 
3.3.1.3 การแยกบริเวณ (image segmentation) 
การแยกบริเวณเป็นขั้นตอนการแยกส่วนของภาพเพ่ือแยกวัตถุที่สนใจออก
จากพ้ืนหลัง  โดยวัตถุที่แยกออกมานี้มีส่วนส าคัญอยู่สองบริเวณ นั่นคือส่วนล าตัวและส่วนเส้นด าของ
กุ้ง โดยจะใช้วิธีเทคนิคการแบ่งส่วนภาพด้วยการขีดแบ่ง (thresholding) ซึ่งเป็นวิธีที่นิยมใช้ในหลาย
งานวิจัย ความเข้มในภาพระดับเทาที่มีค่าน้อยกว่าค่าแบ่ง (thresholding value) จะถูกแปลงเป็น 0 
ซึ่งจะแสดงผลเป็นความมืด และค่าที่สูงกว่าค่าแบ่งจะถูกแปลงเป็นค่าสูงค่าหนึ่งที่จะแสดงผลเป็น
ความสว่าง  ภาพถ่ายตัวอย่างกุ้งมีการใช้ค่าแบ่งหลายค่า เนื่องจากกุ้งเป็นวัตถุที่มีสีไม่สม่ าเสมอแต่ละ
ส่วนจะมีช่วงกว้างของความเข้มต่างกัน  ซึ่งสามารถท าการแยกบริเวณภาพด้วยค่าแบ่งหาได้จากฮิสโต
แกรมของภาพแต่ละภาพ โดยชุดค าสั่งและการก าหนดค่าแบ่งทั้ง 2 ค่าดังตัวอย่างรูปที่ 3.9 ผลลัพธ์





รูปที่ 3.9  ชุดค าสั่งการแบ่งส่วนภาพด้วยการขีดแบ่งและปรับค่าแบ่ง 2 ค่าจากฮีสโตแกรมของภาพ 
จากรูปที่ 3.9 การแยกบริเวณภาพมีชุดค าสั่งที่เมนู Image  Adjust 
  Threshold และปรับค่าแบ่งสองค่าให้เหมาะสมตามฮิสโตแกรมของภาพ จากตัวอย่างค่าแบ่ง
ส่วนตัวกุ้งใช้เป็นค่าระหว่าง 83 ถึง 149 ซึ่งช่วงที่มีพ้ืนที่ของค่าความเข้มสูง และส่วนเส้นด ามีค่าแบ่ง
ระหว่าง 83 ถึง 255 เมื่อใช้ค าสั่งดังกล่าวในการแบ่งส่วนภาพด้วยการขีดแบ่งเพ่ือหาค่าที่เหมาะสมใน
แต่ละภาพจะได้รูปตัวอย่างกุ้งที่แยกบริเวณออกมา 
3.3.1.4 การสกัดคุณลักษณะเฉพาะ (feature extraction) 
การสกัดคุณลักษณะเฉพาะของภาพเป็นกระบวนการตรวจจับหรือดึง
ลักษณะที่ส าคัญของวัตถุออกมา ในงานวิจัยนี้มุ่งเน้นไปที่การตรวจจับเส้นด าที่เป็นข้อบกพร่องใน
ผลิตภัณฑ์กุ้ง คุณลักษณะของเส้นด าที่คาดว่าจะมีส่วนในการจ าแนกกลุ่มตามเกณฑ์มาตรฐาน  





รูปที่ 3.10  คุณลักษณะเฉพาะที่สกัดได้จากภาพ 
 
1) คุณลักษณะทางรูปร่าง (shape features)  
เส้นด าเป็นส่วนประกอบของกุ้งที่สามารถมองเห็นได้อย่างชัดเจนจาก
ภาพถ่าย ดังนั้นคุณลักษณะแรกของเส้นด าที่สามารถแยกออกมาได้คือคุณลักษณะทางรูปร่าง ซึ่ง
สามารถแยกออกได้เป็น พ้ืนที่ และความยาว โดยในงานวิจัยนี้ใช้การเปรียบเทียบสัดส่วนระหว่าง
ขนาดตัวกุ้งกับเส้นด าของกุ้ง ดังนี้ 
ก) ความยาว (length : L) สามารถวัดจากความยาวของเส้นด าที่
ปรากฏ (Lv) และความยาวของตัวกุ้งตั้งแต่ส่วนหัวถึงส่วนหาง (Lb)   โดยใช้เครื่องมือ Straight ดัง
ลูกศรชี้หมายเลข 1 ในรูปที่ 3.11 ลากเส้นในการวัดตามความยาวของแต่ละภาพดังแสดงแสดงในรูปที่ 
3.12 (ก)  จากนั้นใช้ชุดค าสั่ง Analyze   Measure เพ่ือประมวลผลความยาวจากการนับจ านวน
พิกเซลที่เครื่องมือได้ลากเส้นผ่าน แล้วจึงน าค่าที่ได้เทียบหาสัดส่วนด้วยสมการที่ 3.2 
ข) พ้ืนที่ (Area) สามารถวัดพ้ืนที่ได้จากการใช้ชุดค าสั่ง Analyze  
Measure ดังลูกศรชี้หมายเลข 2 ในรูปที่ 3.11 โดยไม่ต้องใช้เครื่องมือในการลากเส้นก าหนดขอบเขต 
เนื่องจากได้ท าการแบ่งส่วนที่สนใจด้วยเทคนิคการการแบ่งส่วนภาพด้วยการขีดแบ่งแล้ว ดังนั้นจะได้
ค่าของพ้ืนที่จากการประมวลผลการรวบรวมพ้ืนที่ของแต่ละพิกเซลของบริเวณเส้นด า (Av) และบริเวณ


















รูปที่ 3.11 ชุดค าสั่งในการแยกคุณลักษณะทางรูปร่าง 
 
 
(ก)          (ข) 
รูปที่ 3.12 การวัดคุณลักษณะทางรูปร่าง  
(ก) ความยาวล าตัว และเส้นด า (ข) พื้นที่ล าตัว และเส้นด า 
















       (3.3) 
2) คุณลักษณะจากฮีสโตแกรม (histogram features)  
ฮีสโตแกรมเป็นแผนภูมิแสดงความถี่หรือจ านวนของพิกเซลที่กระจาย
อยู่ ณ ช่วงค่าความสว่างของภาพตั้งแต่ 0-255 (256 ระดับ) เมื่อน าภาพกุ้งที่ผ่านกระบวนการแยก
บริเวณมาวิเคราะห์ด้วยฮิสโตแกรม พบว่าฮีสโตแกรมของภาพกุ้งที่มีลักษณะของเส้นด าผ่านเกณฑ์
มาตรฐานมีความแตกต่างเมื่อเทียบกับฮีสโตแกรมของภาพกุ้งในกลุ่มไม่ผ่านเกณฑ์มาตรฐานดังแสดง
ในรูปที่ 3.13 และ 3.14  โดยคุณลักษณะที่นิยมใช้ประกอบด้วยค่าเฉลี่ย (mean) ค่าความสว่างสูงสุด 
(maximum) ค่าความสว่างต่ าสุด (minimum) ฐานนิยม (mode) ค่าเบี่ยงเบนมาตรฐาน (standard 
division) ความเบ้ (skewness) ความโด่ง (kurtosis) และจ านวนของความถี่หรือพิกเซลสะสม ณ 
เปอร์เซ็นต์ไทล์ที่ต าแหน่งต่างๆ (percentile) งานวิจัยนี้เป็นการตรวจจับเส้นด าที่มีขนาดเกินเกณฑ์
ข้อก าหนด  จากการทดลองเบื้องต้น (preliminary experiment) กับกลุ่มตัวอย่างทดสอบจ านวน 
100 ตัวอย่าง พบว่าคุณลักษณะที่ส่งผลต่อการจัดกลุ่มข้อบกพร่อง ได้แก่ ค่าเฉลี่ยของค่าความสว่าง 
ค่าความสว่างที่ต่ าสุด ค่าเบี่ยงเบนมาตรฐาน และค่าของเปอร์เซ็นต์ไทล์ที่ 25 , 50 และ75 
 
    
รูปที่ 3.13  กุ้งและฮิสโตแกรมของกุ้งที่ไม่ผ่านเกณฑ์มาตรฐาน 
 





วิเคราะห์จึงก าหนดชื่อตัวแปรแทนคุณลักษณะดังตารางที่ 3.1 ต่อไป 
 
ตารางที ่3.2 ชื่อตัวแปรและคุณลักษณะ 
ล าดับ คุณลักษณะ ชื่อตัวแปร 
1 สัดส่วนพื้นที ่ พ้ืนที่ หรือ Area 
2 สัดส่วนความยาว ความยาว หรือ Length 
3 ค่าเฉลี่ย ค่าเฉลี่ย หรือ Mean 
4 ส่วนเบี่ยงเบนมาตรฐาน ส่วนเบี่ยงเบนมาตรฐาน หรือ Std 
5 ค่าความสว่างต่ าสุด ค่าต่ าสุด หรือ Min 
6 จ านวนพิกเซล ณ เปอร์เซ็นต์ไทล์ที่ 25 เปอร์เซ็นต์ไทล์ที่ 25 หรือ Per 25 
7 จ านวนพิกเซล ณ เปอร์เซ็นต์ไทล์ที่ 50 เปอร์เซ็นต์ไทล์ที่ 50 หรือ Per 50 
8 จ านวนพิกเซล ณ เปอร์เซ็นต์ไทล์ที่ 75 เปอร์เซ็นต์ไทล์ที่ 75 หรือ Per 75 
 
3.3.2 การจ าแนกระดับคุณภาพ (quality classification) 
การจ าแนกระดับคุณภาพเป็นกระบวนการที่น าข้อมูลที่ได้จากการประมวลผล
ภาพมาวิเคราะห์เพ่ือจ าแนกกลุ่มตามเกณฑ์มาตรฐาน  โดยในงานวิจัยนี้ประกอบด้วย 2 ขั้นตอน ดัง
รูปที่ 3.15 ซึ่งประกอบด้วย ขั้นตอนแรกเป็นการเตรียมข้อมูล (preparing phase)  และขัน้ตอนที่สอง






รูปที่ 3.15 กระบวนการจ าแนกกลุ่มข้อบกพร่อง 
 
3.3.2.1 ขั้นตอนการเตรียมข้อมูล (preparing phase)   
ในขั้นตอนนี้เป็นกระบวนแรกก่อนน าข้อมูลมาวิเคราะห์การจ าแนกระดับ
คุณภาพ เพ่ือเป็นการเตรียมข้อมูลให้พร้อม  และเหมาะสมส าหรับการใช้กับโมเดลจ าแนกต่าง ๆ โดย







(1) ขั้นตอนการเตรียมข้อมูล ก าหนดกลุ่มให้กับแต่ละภาพตัวอย่างของชุดภาพ 











2 กลุ่ม ได้แก่ กลุ่มผ่านเกณฑ์มาตรฐาน และกลุ่มไม่ผ่านเกณฑ์มาตรฐาน  
2) แบ่งกลุ่มข้อมูลในการสอนและทดสอบโมเดล โดยใช้กลุ่มข้อมูลส าหรับ
การสอนเพ่ือสร้างโมเดล และใช้กลุ่มข้อมูลส าหรับการทดสอบส าหรับพิจารณาการจ าแนกคุณภาพกุ้ง
ว่ามีความถูกต้องในการจ าแนกด้วยโมเดลที่สร้างขึ้นจากขั้นตอนการสอนหรือไม่ ซึ่งในการวิจัยนี้ใช้การ
แบ่งข้อมูลเพื่อท าการสอนและทดสอบ 3 วิธี มีรายละเอียดดังนี้ 
- วิธี self-consistency test ใช้วิธีการแบ่งชุดข้อมูลนี้จะน ามาใช้ใน
การจ าแนกระดับคุณภาพด้วยวิธี discriminant analysis และซัพพอร์ตเวคเตอร์แมชชีนโดยชุดข้อมูล




- วิธี split test วิธีนี้เป็นการแบ่งข้อมูลด้วยการสุ่มออกเป็น 2 ส่วน 
โดยข้อมูลส่วนที่หนึ่งใช้ในการสร้างโมเดลจ าแนกจ านวน 140 ตัวอย่าง คิดเป็น 70% ของภาพตัวอย่าง
ทั้งหมด และข้อมูลส่วนที่สองใช้ในการทดสอบประสิทธิภาพของโมเดล จ านวน 60 ตัวอย่าง คิดเป็น 
30% ของภาพตัวอย่างทั้งหมด โดยท าการสุ่มข้อมูลเพียงหนึ่งครั้ง ท าให้การสร้างโมเดลใช้เวลาน้อย 
และสะดวกต่อการแบ่งชุดข้อมูล  แต่วิธีการนี้ชุดกลุ่มทดสอบมีลักษณะคล้ายหรือแตกต่างกับชุดกลุ่ม
ข้อมูลที่ใช้สร้างโมเดลมากอาจท าให้ผลการวัดประสิทธิภาพได้ออกมาผิดพลาดได้  ซึ่งวิธีการแบ่งชุด
ข้อมูลนี้จะน ามาใช้ในการจ าแนกระดับคุณภาพด้วยวิธี discriminant analysis และวิธีซัพพอร์ต
เวคเตอร์แมชชีน 
- วิธี leave-one-out cross-validation test  วิธีนี้เป็นวิธีแบ่งส่วนชุด
ข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดลที่มีความน่าเชื่อถือ การวัดประสิทธิภาพด้วยวิธีนี้จะแบ่ง
ข้อมูลให้มีค่าเท่ากับจ านวนข้อมูลทั้งหมด คือ ท าการแบ่งข้อมูลออกเป็น 2 ส่วน โดยถ้ากลุ่มตัวอย่างมี
จ านวน N ตัวอย่าง ข้อมูลส่วนแรกจะมีจ านวน N-1 ตัวอย่าง และข้อมูลส่วนที่สองมีจ านวน 1 ตัวอย่าง
จะใช้เป็นตัวทดสอบประสิทธิภาพของโมเดลทั้งหมด N ครั้ง ใช้รูปแบบนี้แบ่งชุดข้อมูลจะน ามาใช้ใน
การจ าแนกระดับคุณภาพด้วยวิธี Discriminant Analysis และวิธีซัพพอร์ตเวกเตอร์แมชชีนโดยแสดง




รูปที่ 3.16 วิธ ีleave-one-out cross-validation test  
3) ก าหนดพารามิเตอร์ของตัวจ าแนก ซึ่งเป็นข้อมูลภาพกุ้งที่ ได้จาก
กระบวนการประมวลผลภาพมาสกัดให้เหลือเพียงชุดของคุณลักษณะที่ส าคัญและน่าสนใจเท่านั้น เพ่ือ
น าไปใช้ส าหรับสอนและจ าแนกกลุ่ม โดยพิจารณาจากการน าคุณลักษณะที่ผ่านการทดสอบการแจก
แจงปกติแล้วมาทดสอบเงื่อนไขความเท่ากันของความแปรปรวนด้วย F-test ก่อนท าการทดสอบทาง
สถิติ T-test จากกลุ่มตัวอย่างประชากร 2 กลุ่ม โดยน าค่าเฉลี่ยของแต่ละคุณลักษณะมาท าการ
ทดสอบความแตกต่างของกลุ่มกุ้งผ่านและไม่ผ่านเกณฑ์มาตรฐาน ซึ่งตั้งสมมติฐานได้ดังตารางที่ 3.2 
ที่ระดับความเชื่อมั่น 95% (α=0.05) ดังนี้ 
ทดสอบ F-test 
H0 : ความแปรปรวนของคุณลักษณะแต่ละประเภทไม่แตกต่างกัน 
H1 : ความแปรปรวนของคุณลักษณะแต่ละประเภทแตกต่างกัน  
ทดสอบ T-test 
H0 : ค่าเฉลี่ยของคุณลักษณะแต่ละประเภทไม่แตกต่างกัน 





ตารางที่ 3.3  สมมติฐานของสถิติ F-test และ T-test 
ล าดับ คุณลักษณะ 
F-test T-test 
H0 H1 H0 H1 
1 พ้ืนที่ σ11 = σ21 σ11 ≠ σ21 µ11 = µ 21 µ11 ≠ µ21 
2 ความยาว σ12 = σ22 σ12 ≠ σ22 µ 12 = µ 22 µ12 ≠ µ22 
3 ค่าเฉลี่ย σ13 = σ23 σ13 ≠ σ23 µ 13 = µ 23 µ13 ≠ µ23 
4 ส่วนเบี่ยงเบนมาตรฐาน σ14 = σ24 σ14 ≠ σ24 µ14 = µ 24 µ14 ≠ µ24 
5 ค่าต่ าสุด σ15 = σ25 σ15 ≠ σ25 µ15 = µ25 µ15 ≠ µ25 
6 เปอร์เซ็นต์ไทล์ที่ 25 σ16 = σ26 σ16 ≠ σ26 µ16 = µ26 µ16 ≠ µ26 
7 เปอร์เซ็นต์ไทล์ที่ 50 σ17 = σ27 σ17 ≠ σ27 µ17 = µ27 µ17 ≠ µ27 
8 เปอร์เซ็นต์ไทล์ที่ 75 σ18 = σ28 σ18 ≠ σ28 µ18 = µ28 µ18 ≠ µ28 
จาก  µab แทนความแปรปรวนของคุณลักษณะ  
 และ  µab แทนค่าเฉลี่ยของคุณลักษณะ 
 โดยที่  a แทน กลุ่มคุณภาพกุ้ง (ผ่านมาตรฐาน แทน “1” ไม่ผ่านมาตรฐาน แทน “2”) 
b แทน ล าดับของคุณลักษณะ 
4) น าเทคนิคการลดขนาดข้อมูล (data reduction) มาใช้เพ่ือจัดเตรียม
ข้อมูล ให้ข้อมูลมีขนาดลดลง โดยยังคงลักษณะเด่นและสูญเสียความถูกต้องของผลลัพธ์น้อยที่สุด ใน
งานวิจัยนี้ ใช้วิธีลดขนาดมิติของข้อมูล (dimensionality reduction) ด้วยเทคนิค Principal 
Component Analysis (PCA) ของตัวอย่างภาพกุ้งจ านวน 200 ภาพ ซึ่งเป็นวิธีที่นิยมใช้ในการลดมิติ
ของเวกเตอร์ โดยการฉายเวกเตอร์ไปบนแกนองค์ประกอบหลัก (principal component) ซึ่งมีความ
แตกต่างตามค่าความแปรปรวนของแต่ละแกน ผลลัพธ์ของการวิเคราะห์องค์ประกอบหลักจะได้ข้อมูล
ชุดใหม่ในรูปขององค์ประกอบที่เกิดจากการรวมตัวเชิงเส้น มีข้ันตอนวิเคราะห์ดังนี้  
- ทดสอบข้อสมมติเบื้องต้นของการวิเคราะห์ปัจจัย (assumption) 
- สร้างเมทริกซ์สัมประสิทธิ์สหสัมพันธ์ของตัวแปรทุกคู่ (correlation 
matrix) 
- การสกัดปัจจัย (factor extraction) ด้วยเทคนิค PCA 
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- หาจ านวนปัจจัยร่วมที่เหมาะสม (number of common factors) 
- ให้ความหมายปัจจัยร่วม (factor meaning) 
- หมุนแกนปัจจัยร่วม (factor rotation) แบบตั้งฉากกัน (orthogonal 
rotation) ด้วยวิธี Varimax 
- ค านวณค่าคะแนนปัจจัย (factor score) โดยสมการที่ใช้ในการ
ประมาณค่าปัจจัยหรือองค์ประกอบหลักดังสมการที่ 2.10 
3.3.2.2 ขั้นตอนการสร้างโมเดล (modeling phase)  
ขั้นตอนการสร้างโมเดลเป็นขั้นตอนการน าพารามิเตอร์ที่เป็นผลลัพธ์จาก
ขั้นตอนการก าหนดพารามิเตอร์  และใช้เทคนิคการลดขนาดข้อมูลมาใช้ในการสร้างโมเดล โดยโมเดล
ที่ได้จากข้ันตอนนี้จะเป็นตัวจ าแนก (classifier) ซึ่งในงานวิจัยนี้จะเปรียบเทียบผลความแม่นย าในการ
จ าแนกระดับคุณภาพระหว่างการใช้เทคนิค 2 เทคนิค โดยมีรายละเอียดดังนี้ 
1) การจ าแนกกลุ่มด้วยเทคนิค Discriminant Analysis  
วิธีนี้เป็นวิธีการทางสถิติวิธีหนึ่งที่ใช้วิเคราะห์เพ่ือจ าแนกกลุ่ม โดยใช้
กลุ่มข้อมูลชุดส าหรับการสอนในการสร้างโมเดล มีข้ันตอนการวิเคราะห์การจ าแนกกลุ่มดังนี้ 
ก) ขั้นตอนการสอน (training phase)  
โดยขั้นตอนนี้ต้องตรวจสอบเงื่อนไขเบื้องต้นก่อนน าข้อมูลไป
วิเคราะห์ประกอบด้วย 2 ประการดังนี้ 





แต่กลุ่มต้องเท่ากัน (Equal Dispersion Matrices) ตรวจสอบได้ด้วยสถิติทดสอบ Box’s M 
หลังจากตรวจสอบเงื่อนไขเบื้องต้นแล้ว จากนั้นท าการเตรียม
ข้อมูลที่จะน ามาใช้ในการจ าแนกกลุ่ม โดยมีรายละเอียดดังต่อไปนี้ 
-  แบ่งกลุ่มตัวอย่างออกเป็นกลุ่มอย่างน้อย 2 กลุ่ม โดยในงานวิจัย
นี้แบ่งการจ าแนกกุ้งตามลักษณะข้อบกพร่องออกเป็น 2 กลุ่ม คือ กลุ่มที่มีการก าจัดเส้นด าไม่ผ่าน
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เกณฑ์มาตรฐาน แทนด้วยกลุ่มที่ 1 และกลุ่มที่มีการก าจัดเส้นด าผ่านเกณฑ์มาตรฐาน แทนด้วยกลุ่มที่ 
2  
-  ก าหนดพารามิเตอร์เป็นคุณลักษณะที่ได้จากการแยกลักษณะ
ของภาพ ซึ่งจากข้ันตอนดังกล่าวท าให้มีพารามิเตอร์ทั้งหมด 8 ตัวประกอบด้วย สัดส่วนของความยาว 
สัดส่วนของพ้ืนที่ ค่าเฉลี่ยของความสว่าง ค่าความสว่างที่ต่ าสุด ค่าเบี่ยงเบนมาตรฐาน และค่าของ
เปอร์เซ็นต์ไทล์ที่ 25 , 50 และ75 เป็นพารามิเตอร์ที่คาดว่าจะท าให้เกิดความแตกต่างระหว่างกลุ่ม 
-  ก าหนดค่าตัวแปรตาม ซึ่งเป็นตัวแปรที่จะถูกจ าแนกแบ่งเป็น 2 
กลุ่ม คือ กลุ่มที่ 1 กลุ่มที่มีการก าจัดเส้นด าไม่ผ่านเกณฑ์มาตรฐาน ก าหนดให้ต าแปรตามคือ “1” และ
กลุ่มท่ี 2 กลุ่มที่มีการก าจัดเส้นด าผ่านเกณฑ์มาตรฐาน ก าหนดให้ตัวแปรตามคือ “2” 
- สร้างสมการจ าแนกกลุ่ม แสดงความสัมพันธ์ของตัวแปรตามกับ
พารามิเตอร์ในรูปเชิงเส้นดังสมการที่ 2.13 
ข) ขั้นตอนการทดสอบ (classifying phase) 
ขั้นตอนนี้เป็นการทดสอบความแม่นย าของสมการการพยากรณ์
จ าแนกกลุ่ม เมื่อได้สมการ (discriminant function) จากขั้นตอนที่แล้ว ท าการทดสอบโดยการแทน
ค่าพารามิเตอร์ของกลุ่มข้อมูลชุดส าหรับการทดสอบลงไปในสมการจ าแนกกลุ่มทั้ง 2 สมการ ผลลัพธ์
ที่ได้จากสมการถูกน ามาใช้ในการจัดกลุ่ม จะได้ว่าถ้าผลลัพธ์ของสมการที่ 1 มีค่ามากกว่าผลลัพธ์ของ
สมการที่ 2 จะจัดให้ภาพตัวอย่างกุ้งนั้นอยู่ในกลุ่มที่ 1 กลุ่มที่มีการก าจัดเส้นด าไม่ผ่านเกณฑ์มาตรฐาน 
และถ้าผลลัพธ์ของสมการที่ 2 มีค่ามากกว่าผลลัพธ์ของสมการที่ 1 จะจัดให้ภาพตัวอย่างกุ้งนั้นอยู่ใน
กลุ่มที่ 2 กลุ่มที่มีการก าจัดเส้นด าผ่านเกณฑ์มาตรฐาน  หรืออาจจะสรุปผลได้ว่าผลลัพธ์จากสมการใด
มีค่ามากกว่ากุ้งในภาพตัวอย่างนั้นก็จัดอยู่ในกลุ่มนั้นด้วย  
2) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machines: SVM)  
ก) ขั้นตอนการสอน (training phase)  
ในงานวิจัยนี้เป็นการแบ่งกลุ่มข้อมูลแบบกลุ่มเดียว  (one-class 
support vector classifier) โดยจะใช้กลุ่มข้อมูลชุดส าหรับการสอนในการสร้างโมเดล ดังนั้นจึงมีการ
วนกลุ่มชุดข้อมูลส าหรับการสอนดังอธิบายไว้ในขั้นตอนการเตรียมข้อมูล ซึ่งวิธี SVM มีขั้นตอนการ
สอนดังนี้ 
- น าค่าของกลุ่มมาตรฐานซึ่งอยู่ในรูปเวกเตอร์ทั้งสองกลุ่มมาพล็อต




ด้วยค่า y มีสองค่าคือ y เท่ากับ 1 และ -1 เมื่ออินพุตข้อมูลเพ่ือค านวณหาค่า y ด้วยสมการที่ 2.17 
ถ้าค่าดังกล่าวมีค่ามากกว่า 0 จะก าหนดค่า y ให้เท่ากับ 1 ดังสมการที่ 2.18 ซึ่งจะถูกจัดอยู่ในกลุ่มที่ 
1 และถ้าค่าดังกล่าวมีค่าน้อยกว่า 0 จะก าหนดค่า y ให้เท่ากบั -1 ดังสมการที่ 2.19 ซึ่งจะถูกจัดให้อยู่
ในกลุ่มท่ี 2    
- ค านวณเส้นแบ่งจากสมการที่ 2.21 จากนั้นน าค่าที่ได้ไปเขียนบน




ต าแหน่งการสัมผัสข้อมูลที่ใกล้ที่สุดจากการเพิ่มขอบนี้ว่า“เวกเตอร์สนับสนุน” (Support Vector)  
- เมื่อข้อมูลที่ใช้ส าหรับการรู้จ ามีการวางตัวกันในลักษณะต าแหน่ง
ที่ไม่สามารถแบ่งกลุ่มได้โดยเส้นตรงตามวิธีการของซัพพอร์ตเวกเตอร์แมชชีนที่ไม่เป็นเส้นตรง จึงไม่
สามารถน ามาใช้กับข้อมูลที่ไม่เป็นเชิงเส้นในลักษณะเช่นนี้ได้ จึงจะต้องใช้เคอร์เนลฟังก์ชั่น (Kernel 
Function) มาช่วยโดยการเรียงตัวของข้อมูลใหม่ที่เรียกว่า “พ้ืนที่มิติสูง” (Higher Dimensional 
Space) โดยงานวิจัยได้ใช้เคอร์เนลฟังก์ชั่นเชิงเส้น และโพลิโนเมียล  
โดยสร้างโมเดลการจ าแนกกลุ่มระดับคุณภาพตามเกณฑ์มาตรฐาน
ด้วยโปรแกรม WEKA เวอร์ชั่น 3.8.1 ซึ่งมี 2 กลุ่ม คือ กลุ่มที่ 1 กลุ่มผ่านเกณฑ์มาตรฐาน และกลุ่มที่ 
2 กลุ่มไม่ผ่านเกณฑ์มาตรฐาน โดยวิธีการนี้จะแสดงผลลัพธ์การวิเคราะห์ข้อมูลภาพเพ่ือการจ าแนก
กลุ่มด้วยวิธีซัพพอร์ตเวกเตอร์แมชชีนด้วย ดังรูปที่ 3.17(ก) และ3.17(ข)  โดยส่วน Current Relation 
จะเป็นการสรุปรายละเอียดของข้อมูลภาพซึ่งจะแสดงรายละเอียดดังนี้ 
(1) Relation: ชื่อของของชุดข้อมูลที่โหลดเข้าไปใช้ 
(2) Instances: จ านวนแถวของข้อมูล 
(3) Attributes: จ านวนแอตทริบิวต์  
ส่วน Selected Attribute เป็นส่วนที่แสดงรายละเอียดของแต่ละ
แอตทริบิวต์ ซึ่งจะแสดงรายละเอียดดังนี้ 
(1) Name: ชื่อของแต่ละแอตทริบิวต์ 
(2) Type: ลักษณะของข้อมูลในแอตทริบิวต์  
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(3) Missing: จ านวนของข้อมูลที่ขาดหายไป และเปอร์เซ็นต์ของ
ข้อมูลที่หายไป 
(4) Distinct: จ านวนของค่าของข้อมูลที่แตกต่างกันในแอตทริบิวต์ 
(5) Unique: จ านวนค่าของข้อมูลที่มีค่าไม่ซ้ ากันในแอตทริบิวต์ 
และอีกส่วนจะเป็นส่วนของตารางซึ่งจะแสดงรายละเอียดทางสถิติ
ของข้อมูลในแอตทริบิวต์นั้น ประกอบด้วยค่าน้อยที่สุด (Minimum), ค่ามากที่สุด (Maximum), 
ค่าเฉลี่ย (Mean) และค่าเบี่ยงเบนมาตรฐาน (StdDev) ดังในรูปที่ 3.18(ก) และ3.18(ข)  แต่ข้อมูล
ส่วนของกลุ่มของคุณภาพที่ไม่ใช่ค่าตัวเลขก็จะแสดงเป็นความถี่ของข้อมูลแต่ละค่านั้นๆ  ดังในรูปที่ 











รูปที่ 3.17 ผลการวิเคราะห์เบื้องต้นด้วยโปรแกรม WEKA 






รูปที่ 3.18 รายละเอียดของแอตทริบิวต์ที่เป็นลักษณะของจ านวนตัวเลข 





โทแกรม (histogram) ของแต่ละแอตทริบิวต์เมื่อเทียบกับคลาส (class) ของข้อมูล โดยที่สีฟ้า คือ 







รูปที่ 3.19 ฮิสโทแกรมแสดงความถ่ีของทุกแอตทริบิวต์เทียบกับคลาส (class) ปลายทาง 





ข) ขั้นตอนการทดสอบ (classifying phase) 
หลังจากที่ผ่านกระบวนการสร้างเส้นแบ่งในขั้นตอนการสอนแล้ว 
ผลลัพธ์ที่ไดออกมาคือโมเดลต้นแบบ เพ่ือใช้ส าหรับการแบ่งกลุ่มข้อมูลในขั้นตอนการทดสอบความ
แม่นย าของเส้นแบ่งหรือโมเดลต่อไป โดยจะใช้กลุ่มข้อมูลชุดส าหรับการทดสอบแบบวิธี Cross-
validation Test  ซึ่งจะมีการวนกลุ่มกันไปตามจ านวนกลุ่มข้อมูล ดังอธิบายไว้ในขั้นตอนการเตรียม
ข้อมูล 
3.4 การประเมินผล (Evaluations) 
ในงานวิจัยนี้มีการประเมินผลเพ่ือวัดประสิทธิภาพและเปรียบเทียบผลลัพธ์การ
ท านายการจ าแนกคุณภาพกุ้งจากปัจจัยคุณลักษณะซึ่งใช้โมเดลที่สร้างจากทั้ง 2 เทคนิค โดยใช้ค่าจาก
ตารางการกระจายจ าแนก (Classification distribution table) หรือเมทริกซ์ความสับสน 
(Confusion Matrix) ตามตารางท่ี 3.2   
ตารางที่ 3.4 Confusion matrix ส าหรับการวัดประสิทธิภาพ 
  Predicted Class 








ไม่ผ่านมาตรฐาน TN FP 
ผ่านมาตรฐาน FN TP 
โดยสามารถอธิบายค่าต่างๆใน Confusion Matrix ได้ดังนี ้
True Positive (TP) หมายถึง กลุ่มเป้าหมายคือผ่านเกณฑ์ และตัวแบบท านายว่าผ่านเกณฑ์ 
False Positive (FN) หมายถึง กลุ่มเป้าหมายคือผ่านเกณฑ์ แต่ตัวแบบท านายว่าไม่ผ่านเกณฑ์ 
True Negative (TN) หมายถึง กลุ่มเป้าหมายคือไม่ผ่านเกณฑ์ และตัวแบบท านายว่าไม่ผ่านเกณฑ์ 
False Positive (FP) หมายถึง กลุ่มเป้าหมายคือไม่ผ่านเกณฑ์ แต่ตัวแบบท านายว่าผ่านเกณฑ์ 











      (3.9) 
2) ค่าของโมเดลที่ท านายได้ถูกต้องจากระดับคุณภาพ (Precision)  
FP+TP
TP
=(Positive) Precision      (3.10) 
FN+TN
FN
=(Negative) Precision     (3.11) 
3) ค่าของโมเดลที่ท านายได้ (Recall)  
FN+TP
TP
= ) (True Recall      (3.12) 
FP+TN
FP
= ) (False Recall      (3.14) 
4) ค่าเปรียบเทียบระหว่างค่า Precision และค่า Recall ของแต่ละกลุ่มเป้าหมาย 
Precision+Recall
Precision)×(Recall×2
=Measure-F    (3.15) 
ในการพัฒนาเทคนิคการตรวจสอบข้อบกพร่องของกุ้งโดยประยุกต์ใช้เทคนิคประ
มวลผลภาพ มีขั้นตอนการด าเนินงานตามขั้นตอนต่างๆข้างต้น นอกจากนี้งานวิจัยนี้ยังท าการวัด
ประสิทธิภาพของการจ าแนก เมื่อน าเทคนิคการตรวจสอบข้อบกพร่องที่พัฒนาขึ้นนี้ไปประยุกต์ใช้








ข้อบกพร่องของกุ้งแช่แข็งในบทที่ 3 ได้ผลการวิเคราะห์ และผลการอภิปรายผลวิจัย ซึ่งเป็นผลจาก
การการวิเคราะห์เกณฑ์การจ าแนก  การเก็บข้อมูลภาพกุ้งเพ่ือหาคุณลักษณะไปใช้เป็นพารามิเตอร์ใน
การจ าแนกคุณภาพ การพัฒนาเทคนิคเพ่ือจ าแนกคุณภาพ  และการประเมินประสิทธิภาพการจ าแนก  
โดยผลการด าเนินการตามขั้นตอนวิธีการในการพัฒนาเทคนิคสามารถอธิบายรายละเอียดได้ดังนี้ 
 
4.1 ผลการวิเคราะห์เกณฑ์ในการจ าแนก 
 
กุ้งแวนดาไมซึ่งเป็นกุ้งที่ใช้ในงานวิจัย และเป็นสายพันธุ์กุ้งที่นิยมน ามาแปรรูปเป็น
ผลิตภัณฑ์แช่แข็ง ประกอบด้วยส่วนหัว 1 ปล้อง ส่วนล าตัวมี 6 ปล้องหรือเรียกว่า 6 ข้อล าตัว และ
ส่วนหาง 1 ปล้องดังรูปที่ 4.1(ก)  จากเก็บข้อมูลวัดความยาวเฉลี่ยส่วนต่างๆของกุ้งที่ใช้ท าการวิจัยซึ่ง
เป็นกุ้งขนาด 50 ตัวต่อกิโลกรัมเทียบกับขนาดของปล้องพบว่า  จากส่วนกรีหัวถึงปลายกรีหาง (ความ
ยาวทั้งตัวกุ้ง) มีความยาวเฉลี่ย 12.2 เซนติเมตร  จากโคนหัวถึงปลายกรีหาง (ตั้งปล้องที่ 2 ถึงปลาย
หาง) มีความยาวเฉลี่ย 8.7 เซนติเมตร และเฉพาะแพนหางมีความยาวเฉลี่ย 1.4 เซนติเมตร และส่วน
ล าตัว (ตั้งแต่ต้นปล้องที่ 2 ถึงปลายปล้องที่ 7 มีความยาวเฉลี่ย 7.3 เซนติเมตร เมื่อผ่าบริเวณหลังกุ้ง
พบว่าเส้นด าซึ่งเป็นอวัยวะส่วนหนึ่งของระบบทางเดินอาหารมีความยาวตั้งแต่ส่วนต้นของปล้องที่ 2 
ถึงส่วนกลางของปล้องที่ 8 แต่จากเกณฑ์มาตรฐานก าหนดว่าการก าจัดเส้นด าบริเวณหลังกุ้งจะไม่รวม
เส้นด าที่อยู่ในบริเวณปล้องที่ 8 หรือปล้องที่ไม่มีการผ่า ดังนั้นความยาวของเส้นด าที่ตรวจสอบจะ
นับตั้งแต่บริเวณต้นปล้องที่ 2 จนถึงปลายปล้องที่ 7 ซึ่งวัดความยาวเฉลี่ยได้ 6.1 เซนติเมตร คิดเป็น 
50% ของปล้องทั้งหมด หรือ 83.56% ของส่วนล าตัว จึงคาดคะเนความยาวของเส้นด าในแต่ละปล้อง
ของล าตัว (ปล้องที่ 2 ถึง 6) ว่ามีปล้องละประมาณ 1 เซนติเมตร ดังนั้นจากเกณฑ์มาตรฐานที่ก าหนด
ความยาวเส้นด าที่เป็นข้อบกพร่องต้องมีเส้นด าได้ไม่เกิน 1 ปล้องจึงประมาณว่ามีเส้นด าได้ไม่เกิน 1 
เซนติเมตร แต่เนื่องด้วยกุ้งเป็นวัตถุดิบที่มีความไม่สม่ าเสมอของขนาดและสัดส่วนของความยาว จาก





จากมาตรฐานการจ าแนกระดับกุ้งสดและแช่แข็งประเทศสหรัฐอเมริกา (United 
States Standards for Grades of Fresh and Frozen Shrimp) ใช้การค านวณสัดส่วนเปอร์เซ็นต์
ของน้ าหนักกุ้งที่ไม่ผ่านเกณฑ์มาตรฐานกับน้ าหนักของกุ้งทั้งหมดที่ได้จากการสุ่มตัวอย่าง พิจารณา
เพ่ือแบ่งเกรดของผลิตภัณฑ์กุ้งที่สามารถยอมรับได้ประกอบด้วย 2 เกรด คือ เกรดเอ และเกรดบี ซึ่ง
ก าหนดว่าผลิตภัณฑ์กุ้งเกรดเอ (U.S. Grade A) มีจุดบกพร่องได้สูงสุด 15 จุด และผลิตภัณฑ์กุ้งเกรด
บี(U.S. Grade B) มีจุดบกพร่องสูงสุด 30 จุด โดยจ านวนจุดบกพร่องสามารถเทียบกับเปอร์เซ็นต์
น้ าหนักกุ้งที่ไม่ผ่านเกณฑ์มาตรฐานจากตารางข้อบกพร่องที่จะก าหนดเกณฑ์ตามขนาดกุ้ง ในวิจัยใช้
ขนาดกุ้งที่เปอร์เซ็นต์ข้อบกพร่องต่ าที่สุด นั่นคือ กุ้งขนาดมากกว่า 40 ตัวต่อปอนด์เป็นเกณฑ์ซึ่งระบุ
ว่าเปอร์เซ็นต์ของน้ าหนักกุ้งที่ไม่ผ่านเกณฑ์มาตรฐานที่ 1.00-3.00% คิดเป็นจุดบกพร่อง 3 จุด 3.01-
5.00% คิดเป็นจุดบกพร่อง 8 จุด และ 5.01-10.00% คิดเป็นจุดบกพร่อง 16 จุด ดังนั้นเปอร์เซ็นต์



















ส าหรับค่าเริ่มต้นของกล้องบันทึกภาพที่ใช้ในการถ่ายภาพเป็นดังตารางที่ 3.1 โดยเก็บตัวอย่างภาพกุ้ง
แต่ละระดับคุณภาพตามเกณฑ์มาตรฐานการน าเข้ากุ้งแช่แข็งของประเทศสหรัฐอเมริกา  ซึ่งถูกแบ่งไว้ 
2 ระดับ ประกอบด้วย ระดับผ่าน และระดับไม่ผ่านเกณฑ์มาตรฐาน การเก็บตัวอย่างภาพกุ้งใน
งานวิจัยนี้ตัวอย่างกุ้งจะต้องผ่านกระบวนการให้เป็นผลิตภัณฑ์ที่มีรูปแบบผ่าหลังก าจัดเส้นด าออก  
โดยเก็บภาพตัวอย่างกุ้งทั้งหมด 200 ตัวอย่าง ประกอบด้วยกุ้งที่ผ่านเกณฑ์มาตรฐานจ านวน 31 
ตัวอย่างและกุ้งไม่ผ่านมาตรฐานจ านวน 169 ตัวอย่าง ซึ่งจ านวนตัวอย่างที่ใช้ส าหรับการเก็บข้อมูลคิด
จากจ านวนการสุ่มตัวแทนในสินค้าขนาดหนึ่งล็อต ส าหรับกุ้งที่มีขนาดตั้งแต่ 70 ตัวต่อปอนด์ขึ้นไปจะ
มีการสุ่มตัวแทนเพ่ือตรวจสอบเกรด 2 ปอนด์ (0.91 กิโลกรัม) คิดเป็น 140 ตัวโดยประมาณ จึงเก็บ
ภาพตัวอย่างกุ้งในจ านวนมากกว่าเกณฑ์การสุ่มตัวแทน และมีเปอร์เซ็นต์ของน้ าหนักกุ้งที่ไม่ผ่านเกณฑ์
มาตรฐานเกินจ านวนที่สามารถยอมรับได้ 
จากภาพกุ้งในแต่ละระดับมาตรฐาน พบว่าความยาวของเส้นด าบนข้อล าตัวของกุ้ง
ส่งผลต่อการจ าแนกกลุ่มมาตรฐาน โดยทั่วไปเส้นด าซึ่งเป็นอวัยวะส่วนล าไส้ของกุ้งมีสีค่อนไปทางด า 
หรือมีบางส่วนที่อาจจะมีสีน้ าตาลหรือเทา ความแตกต่างของสีเส้นด าเกิดจากประเภทของอาหารที่กุ้ง
กิน  จากการพิจารณาลักษณะของเส้นด าจะพบว่าความยาวของเส้นด ามีขนาดแตกต่างกันไปตาม
ระดับมาตรฐาน  กล่าวคือ กุ้งผ่านเกณฑ์มาตรฐานจะไม่ปรากฏเส้นด าซึ่งเป็นพื้นที่สีของสีด า เทา หรือ
น้ าตาล หรือปรากฏเส้นด าประมาณไม่เกินหนึ่งข้อล าตัวซึ่งเป็นพื้นที่สีของสีด า เทา หรือน้ าตาลบริเวณ
เนื้อกุ้งที่ถูกผ่าเล็กน้อย  และกุ้งที่ไม่ผ่านเกณฑ์มาตรฐานจะปรากฏเส้นด ามากกว่าหนึ่งข้อล าตัวขึ้นไป




4.3 ผลการพัฒนาเทคนิคการประมวลผลภาพส าหรับการตรวจสอบคุณภาพของกุ้ง 
 
จากรายละเอียดในบทที่ 3 ซึ่งได้กล่าวถึงการพัฒนากระบวนการตรวจสอบคุณภาพ
ด้วยการประยุกต์ใช้เทคนิคการประมวลผลภาพโดยใช้ซอฟต์แวร์ ImageJ เวอร์ชั่น 1.51k  โดยแบ่ง
กระบวนการออกเป็น 2 ส่วน ประกอบด้วย ส่วนแรกเป็นการประมวลผลภาพ เพ่ือแยกคุณลักษณะที่
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ส าคัญ และส่วนที่สองเป็นกระบวนการจ าแนกกลุ่มโดยใช้ข้อมูลคุณลักษณะที่ได้รับจากกระบวนการ
แรกซึ่งมีผลจากการศึกษาดังนี้ 
 
4.3.1 การประมวลผลภาพ (image processing) 
 
ขั้นตอนหลังจากการเก็บรวบรวมข้อมูลภาพถ่ายกุ้งภายในระบบดึงข้อมูลภาพ  
ประกอบด้วยการประมวลผลภาพเบื้องต้น การแยกบริเวณ และการหาคุณลักษณะ มีรายละเอียด
ดังต่อไปนี้ 
4.3.1.1 ผลการประมวลผลภาพเบื้องต้น (pre-processing) 
งานวิจัยนี้ใช้เทคนิคการแปลงภาพสีแบบ RGB เป็นภาพระดับเทาตาม
ขั้นตอนในหัวข้อ 3.3.1.2  ภาพตัวอย่างกุ้งที่ได้จากการเก็บข้อมูลเป็นภาพที่อยู่ในระบบสีแบบ RGB ดัง
รูปที่ 4.2 (ก) โดยแต่ละพิกัดของภาพจะประกอบด้วยค่าของเซตความเข้มของค่าโทนแดง (R) ค่าโทน
เขียว (G) และค่าโทนน้ าเงิน (B) จากนั้นแปลงให้เป็นภาพระดับเทาโดยใช้สมการที่ 3.1 ท าให้ภาพที่ได้




    (ก)           (ข) 
รูปที่ 4.2 ภาพตัวอย่างกุ้ง (ก) ภาพระบบสี RGB (ข) ภาพระดับเทา 
 
4.3.1.2 ผลการแยกบริเวณ (image segmentation) 
ขั้นตอนในการใช้ชุดค าสั่งเพ่ือแยกบริเวณภาพที่สนใจออกจากส่วนอ่ืนใน
หัวข้อ 3.3.1.3 โดยใช้การปรับค่าขีดแบ่ง (thresholding value) ให้เหมาะสมตามฮิสโตแกรมของ
ภาพ จากตัวอย่างของชุดค าสั่งในรูปที่ 3.8 นั่นคือปรับค่าค่าขีดแบ่ง ส่วนตัวกุ้งให้ค่าอยู่ระหว่าง 83 ถึง 
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149 และส่วนเส้นด าปรับค่าขีดแบ่ง ให้อยู่ระหว่าง 83 ถึง 255 เมื่อใช้ค าสั่งดังกล่าวในการแบ่งส่วน




  (ก)           (ข) 
รูปที่ 4.3  ภาพการแยกบริเวณด้วยเทคนิคเทรสโฮล (ก) ตัวกุ้ง (ข) เส้นด ากุ้ง 
4.3.1.3 ผลการสกัดคุณลักษณะ (feature extraction) 
ผลของการสกัดคุณลักษณะที่คาดว่ามีส่วนต่อการจ าแนกระดับคุณภาพของ
กุ้ง โดยรายละเอียดขั้นตอนได้แสดงในหัวข้อที่ 3.3.1.4 มีดังนี้  
1) คุณลักษณะทางรูปร่าง (shape features) 
คุณลักษณะทางรูปร่างของเส้นด าที่สามารถดึงออกมาได้คือ ความยาว 
และพ้ืนที่ของเส้นด า  โดยภาพที่น ามาวัดความยาวหรือพ้ืนที่จะมีความหนาแน่นของจุดภาพหรือความ
ละเอียดที่ไม่เท่ากัน โปรแกรมจะไม่สามารถระบุความยาวหรือพ้ืนที่ของภาพเป็นหน่วยตามระบบการ




คุณลักษณะของเส้นด ากับตัวกุ้งทั้งหมด เพ่ือช่วยลดความคาดเคลื่อนจากขนาดของตัวกุ้งและเส้นด าที่
ไม่สม่ าเสมอ จึงไม่จ าเป็นต้องปรับเทียบเป็นหน่วยวัดตามระบบสากล ซึ่งท าให้ลดขั้นตอนและ
ระยะเวลาในการวิเคราะห์ภาพถ่าย ซึ่งผลการแยกคุณลักษณะมีรายละเอียดดังนี้ 
ก) ความยาว (length) ผลการวัดจากเครื่องมือและชุดค าสั่งของ
โปรแกรม จะได้จ านวนจุดภาพซึ่งเป็นขนาดความยาวของเส้นด าที่ปรากฏ (Lv) และขนาดความยาว
ของตัวกุ้งตั้งแต่ส่วนหัวถึงส่วนหาง (Lb) ดังรูปที่ 4.4 จากนั้นน าไปค านวณหาสัดส่วนด้วยสมการ 3.2   
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ข) พ้ืนที่ (area) ผลการวัดจากชุดค าสั่งของโปรแกรม จะได้ขนาดของ
พ้ืนที่จากการรวมแต่ละจุดภาพของบริเวณเส้นด า (Av) และบริเวณตัวกุ้งทั้งหมด (Ab) ดังรูปที่ 4.5 
จากนั้นน าจ านวนของจุดภาพหรือพ้ืนที่บริเวณท้ังสองไปค านวณหาสัดส่วนด้วยสมการ 3.3 
 
 
รูปที่ 4.4 ผลการหาความยาวของเส้นด าและตัวกุ้ง 
 
รูปที่ 4.5 ผลการหาพ้ืนที่ของเส้นด าและตัวกุ้ง 
2) คุณลักษณะจากฮีสโตแกรม (histogram features)  
ผลการดึงคุณลักษณะจากฮีสโตแกรมด้วยชุดค าสั่งของโปรแกรม พบว่า
ฮีสโตแกรมของภาพกุ้งที่มีลักษณะของเส้นด าอยู่ในกลุ่มผ่านมาตรฐานดังรูปที่ 3.12 มีความแตกต่าง
เมื่อเทียบกับฮีสโตแกรมของภาพกุ้งที่มีลักษณะของเส้นด าอยู่ในกลุ่มไม่ผ่านมาตรฐานดังรูปที่  3.13 
เช่นเดียวกับการทดลองเบื้องต้น (preliminary experiment) กับกลุ่มตัวอย่างทดสอบ ซึ่งคุณลักษณะ
ของฮีสโตแกรมที่ดึงมาใช้ในการตรวจจับข้อบกพร่อง ได้แก่ ค่าเฉลี่ ยของความสว่าง ค่าความสว่างที่




แสดงผลค่าต่างๆทางสถิติเป็นต าแหน่งของค่านั้น  ยกตัวอย่างจากรูปที่ 4.6  จะได้ว่าค่า Mean หรือ
ค่าเฉลี่ยของภาพเท่ากับ 156.649 ซึ่งเป็นค่าของต าแหน่งค่าเฉลี่ย เช่นเดียวกับค่า Min หรือค่าสว่างที่
ต่ าที่สุด และค่าStdDev หรือค่าเบี่ยงเบนมาตรฐานเท่ากับ 18 และ 36.234 ซึ่งเป็นค่าของต าแหน่ง
ความสว่างเช่นเดียวกัน 
 
รูปที่ 4.6 ผลการประมวลผลฮีสโตแกรมภาพกุ้ง 
ปัจจัยของคุณลักษณะซึ่งเป็นพารามิเตอร์ในการจ าแนกจะมีจ านวนที่
สกัดได้ไม่เท่ากันขึ้นอยู่กับลักษณะที่ส่งผลต่อการคัดแยก ในการวิจัยจะประกอบด้วยคุณลักษณะหรือ
พารามิเตอร์ 8 ชนิดที่ได้จากขั้นตอนการสกัดคุณลักษณะนี้ โดยแต่ละพารามิเตอร์จะแสดงให้เห็นถึง
ความแตกต่างของกลุ่มคุณภาพทั้ง 2 กลุ่ม ซึ่งบางกรณีการใช้จ านวนพารามิเตอร์ที่มากจะท าให้โมเดล
มีความแม่นย ามากขึ้น แต่จะท าให้ใช้เวลาในการสกัดคุณลักษณะและวิเคราะห์ผลมากข้ึนด้วย อย่างไร
ก็ตามการใช้จ านวนและลักษณะของพารามิเตอร์ที่ไม่เหมาะสมก็อาจจะท าให้ความแม่นย าลดลง
หรือไม่เพ่ิมข้ึน ทั้งนี้ข้ึนกับการพิจารณาและความเหมาะสมของการวิจัย 
4.3.2 ผลการจ าแนกระดับคุณภาพ (Quality Classification) 
หลังจากได้ผลลัพธ์จากกระบวนการประมวลผลภาพแล้ว  น าข้อมูลที่ได้มาใช้
เพ่ือพัฒนาโมเดลส าหรับการจ าแนกระดับคุณภาพ  ซึ่งในกระบวนการนี้ ประกอบด้วยขั้นตอน 2 
ขั้นตอน นั่นคือ ขั้นตอนการเตรียมข้อมูล (preparing phase)  และขั้นตอนการสร้างโมเดลเพ่ือใช้ใน





4.3.2.1 ผลการเตรียมข้อมูล (preparing phase)   
ในส่วนนี้เป็นขั้นตอนการเตรียมข้อมูลให้เหมาะสมส าหรับการน าไปใช้กับ
โมเดลการจ าแนก ซึ่งได้ผลจากการด าเนินการดังนี้ 
1) หลังจากประเมินคุณภาพของกุ้งในแต่ละภาพตัวอย่าง โดยระบุกลุ่ม
ระดับคุณภาพตามเกณฑ์มาตรฐาน 2 กลุ่ม คือ กลุ่มผ่านเกณฑ์มาตรฐาน และกลุ่มไม่ผ่านเกณฑ์
มาตรฐาน จากผลการจัดกลุ่ม สรุปได้ว่ามีภาพตัวอย่างกุ้งที่ผ่านเกณฑ์มาตรฐานการก าจัดเส้นด า
จ านวน 31 ตัวอย่าง  และภาพตัวอย่างกุ้งไม่ผ่านเกณฑ์มาตรฐานการก าจัดเส้นด าจ านวน 169 
ตัวอย่าง  
2) ผลจากการแบ่งกลุ่มข้อมูลส าหรับการสอนและทดสอบโมเดลจาก 3 วิธี 
มีรายละเอียดดังนี้ 
- วิธี self-consistency test 
วิธีการแบ่งชุดข้อมูลนี้ได้น ามาใช้ในการจ าแนกระดับคุณภาพด้วย




แม่นย าของโมเดลมีค่าน้อยแสดงว่าโมเดลไม่เหมาะสมกับข้อมูล จะไม่น าวิธีการจ าแนกนั้นมาใช้ในการ
สร้างโมเดล 
- วิธี split test  
วิธีการแบ่งชุดข้อมูลนี้ได้น ามาใช้ในการจ าแนกระดับคุณภาพวิธี 
discriminant analysis และซัพพอร์ตเวคเตอร์แมชชีนซึ่งแบ่งส่วนข้อมูลออกเป็น 70% ต่อ 30% โดย
ชุดข้อมูลส่วนที่หนึ่งจ านวน 140 ตัวอย่างใช้ในการสร้างโมเดลจ าแนก และข้อมูลส่วนที่สองจ านวน 60 
ตัวอย่างใช้ในการทดสอบประสิทธิภาพของโมเดล ซึ่งข้อดีของวิธีการแบ่งกลุ่มวิธีนี้คือใช้เวลาในการ
สร้างโมเดลน้อย และสะดวกต่อการแบ่งชุดข้อมูล  แต่วิธีการนี้จะท าการสุ่มข้อมูลเพียงครั้งเดียว  ซึ่ง
ถ้าการสุ่มข้อมูลของชุดกลุ่มทดสอบมีลักษณะคล้ายหรือแตกต่างกับชุดกลุ่มข้อมูลที่ใช้สร้างโมเดลมาก




- วิธี leave-one-out cross-validation  
รูปแบบการแบ่งชุดข้อมูลนี้ได้จะน ามาใช้ในการจ าแนกระดับ
คุณภาพด้วยวิธี discriminant analysis และ วิธีซัพพอร์ตเวกเตอร์แมชชีน คือ ท าการแบ่งข้อมูล
ออกเป็น 2 ส่วน โดยที่ส่วนแรกมีจ านวน 199 ตัวอย่าง และส่วนที่สองมีจ านวน 1 ตัวอย่างจะใช้เป็น
ตัวทดสอบประสิทธิภาพของโมเดลทั้งหมด 200 ครั้ง ดังนี้ 
รอบท่ี 1 ใช้ข้อมูลส่วนที่ 1 ท าการทดสอบ ใช้ส่วนที่เหลือสร้างโมเดล 
รอบท่ี 2 ใช้ข้อมูลส่วนที่ 2 ท าการทดสอบ ใช้ส่วนที่เหลือสร้างโมเดล 
รอบท่ี 3 ใช้ข้อมูลส่วนที่ 3 ท าการทดสอบ ใช้ส่วนที่เหลือสร้างโมเดล 
 
รอบที่ 199 ใช้ข้อมูลส่วนที่ 199 ท าการทดสอบ ใช้ส่วนที่เหลือสร้าง
โมเดล 
รอบที่ 200 ใช้ข้อมูลส่วนที่ 200 ท าการทดสอบ ใช้ส่วนที่เหลือสร้าง
โมเดล 
3) น าคุณลักษณะมาใช้เป็นพารามิเตอร์ของตัวจ าแนก โดยน าคุณลักษณะ
ทั้งหมดมาสกัดให้เหลือเพียงชุดของคุณลักษณะที่ส าคัญและน่าสนใจเท่านั้นด้วยการทดสอบทางสถิติ 
T-test จากกลุ่มตัวอย่างประชากร 2 กลุ่ม โดยน าค่าเฉลี่ยของแต่ละคุณลักษณะมาท าการทดสอบ
ความแตกต่างของกลุ่มกุ้งผ่านและไม่ผ่านเกณฑ์มาตรฐานซึ่งก่อนน ามาทดสอบด้วย T-test ต้องท า
การทดสอบเงื่อนไขความเท่ากันของความแปรปรวนด้วย F-test ที่ระดับความเชื่อมั่น 95% (α=
0.05) โดยการทดสอบด้วยโปรแกรม SPSS เวอร์ชัน 22 ได้แสดงตารางผลลัพธ์การวิเคราะห์ใน
ภาคผนวก ข  ซึ่งผลลัพธ์ที่ได้สามารถแปลผลได้ว่าคุณลักษณะของพ้ืนที่ (Area) ความยาว (Length) 
ค่าเฉลี่ย (Mean) ส่วนเบี่ยงเบนมาตรฐาน (Std) ค่าต่ าสุด(Min) เปอร์เซ็นต์ไทล์ที่ 25 และ 50 (Per 25 
และ 50) ค่าเฉลี่ยมีความแตกต่างอย่างมีนัยส าคัญ และส าหรับคุณลักษณะของ เปอร์เซ็นต์ไทล์ที่ 75 
(Per 75) ค่าเฉลี่ยของคุณลักษณะไม่มีความแตกต่างอย่างมีนัยส าคัญ ดังนั้นจึงสรุปได้ว่าคุณลักษณะที่
จะน ามาใช้เป็นพารามิเตอร์ในการจ าแนกกลุ่มมี 7 คุณลักษณะ คือ พ้ืนที่ (Area) ความยาว (Length) 
ค่าเฉลี่ย (Mean) ส่วนเบี่ยงเบนมาตรฐาน (Std) ค่าต่ าสุด(Min) เปอร์เซ็นต์ไทล์ที่ 25 และ 50 (Per 25 
และ 50) 
4) เมื่อน าคุณลักษณะทั้ง 7 ชนิด มาลดขนาดข้อมูล (data reduction) 
ด้วยเทคนิค Principal Component Analysis (PCA) โดยใช้ข้อมูลคุณลักษณะจากตัวอย่างภาพกุ้ง
. . . 
. . . 
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จ านวน 200 ภาพ จะได้ผลลัพธ์การวิเคราะห์ด้วยโปรแกรม SPSS เวอร์ชัน 22 ซึ่งได้แสดงผลลัพธ์การ
วิเคราะห์ในภาคผนวก ข สามารถสรุปผลได้ว่าการลดขนาดข้อมูลเทคนิคนี้เป็นวิธีการจัดกลุ่มปัจจัย 
(component) สามารถจัดกลุ่มปัจจัยได้มากที่สุดจ านวน 7 ปัจจัย ซึ่งเท่ากับจ านวนพารามิเตอร์
ทั้งหมด โดยการจัดกลุ่มปัจจัยจะพิจารณาค่าไอเกนที่มากกว่า 0.7 สรุปผลการจัดกลุ่มพารามิเตอร์จาก 
7 ปัจจัยสามารถจัดให้เหลือ 2 ปัจจัย สามารถอธิบายความแปรปรวนรวมสองปัจจัยเป็น 81.471 % 
เมื่อหมุนแกนปัจจัยโดยวิธี Varimax พบว่าค่าสัมประสิทธิสหสัมพันธ์สามารถจัดปัจจัยได้ ดังนี้ 
 
 
ปัจจัยที่ 1 ประกอบด้วยตัวแปร 5 พารามิเตอร์คือ ค่าเฉลี่ย (Mean), ส่วน
เบี่ยงเบนมาตรฐาน (Std), พ้ืนที่  (Area), ค่าต่ าสุด (Min)  และความยาว (Length) 
ปัจจัยที่ 2 ประกอบด้วยตัวแปร 2 พารามิเตอร์คือ เปอร์เซนไทล์ที่ 25 
(Per25) และเปอร์เซนไทล์ที่ 50 (Per50)  
การลดขนาดข้อมูลให้เหลือ 2 ปัจจัย ถือว่าปัจจัยเป็นพารามิเตอร์ใหม่ ซึ่งค่า
คะแนนปัจจัยหาได้จากสมการที่ 2.12 โดยจากตารางที่ ข-10 ในภาคผนวก ข สามารถค านวณหาค่า
คะแนนปัจจัยได้ดังนี้ 
ค่าคะแนนปัจจัยที่ 1 คือ  
F1 = −0.894Z11+0.844Z21+0.84Z31 −0.79Z41+0.715Z51+0.26Z61+0.357Z71  (4.1) 
ค่าคะแนนปัจจัยที่ 2 คือ  
F2 = 0.398Z22+0.445Z32 −0.429Z42+0.517Z52+0.881Z62+0.737Z72                        (4.2) 
จากสมการการค่าคะแนนปัจจัยข้างต้น (สมการที่ 4.1 และ 4.2) โปรแกรม 
SPSS จะค านวณค่าปัจจัยทั้ง 2 ปัจจัย ในตาราง ข-12 ภาคผนวก ข โดยใช้ชื่อคอลัมน์ว่า Factor1_1 
ซึ่งหมายถึง ปัจจัยที่ 1 ของการวิเคราะห์ครั้งที่ 1 และ Factor2_1 หมายถึง ปัจจัยที่ 2 ของการ
วิเคราะห์ครั้งที่ 1 
4.3.2.2 ผลการสร้างโมเดล (modeling phase) 
เทคนิคการลดขนาดข้อมูลถูกน ามาใช้ในการสร้างโมเดล ซึ่งโมเดลที่ได้จาก
ขั้นตอนนี้จะเป็นตัวจ าแนก (classifier) ในงานวิจัยนี้จะเปรียบเทียบผลความแม่นย าในการจ าแนก





1) ผลการจ าแนกกลุ่มด้วย Discriminant Analysis 
วิธีนี้เป็นวิธีการทางสถิติวิธีหนึ่งที่ใช้เพ่ือการจ าแนกกลุ่ม ผู้วิจัยได้แบ่ง
ข้อมูลออกเป็น 2 ชุด โดยชุดที่หนึ่งใช้ส าหรับการสร้างโมเดล (training group) และชุดที่สองใช้
ส าหรับทดสอบประสิทธิภาพ (testing group) ขั้นตอนในกระบวนการจ าแนกดังแผนผังรูปที่ 4.7 
ข้อมูลภาพได้ถูกน ามาใช้วิเคราะห์ใน 2 กรณี คือ กรณีที่ข้อมูลภาพที่ไม่มีการลดขนาด และกรณีที่
ข้อมูลภาพที่มีการลดขนาด  หลังจากขั้นตอนการสร้างโมเดลเสร็จสิ้นแล้วโมเดลจะถูกน ามาทดสอบ





รูปที่ 4.7 รูปแบบการวิเคราะห์การจ าแนกกลุ่มด้วย discriminant analysis  
ก) ขั้นตอนการสอน (training phase)  
โดยขั้นตอนนี้ต้องตรวจสอบข้อสมมติฐานเบื้องต้นก่อนน าข้อมูลไป
















ขนาด คือพ้ืนที่ (Area) ความยาว (Length) ค่าเฉลี่ย (Mean) ส่วนเบี่ยงเบนมาตรฐาน (Std) และ
เปอร์เซ็นต์ไทล์ที่ 50 (Per 50) และข้อมูลที่มีการลดขนาด คือ สองพารามิเตอร์ที่ได้จากสมการค่า
คะแนนปัจจัยจากสมการการลดข้อมูล  
- เมทริกซ์ความแปรปรวนร่วมของพารามิเตอร์ในแต่ละกลุ่มเท่ากัน 
โดยใช้สถิติทดสอบ Box’s M 
 
 
สรุปได้ว่าข้อมูลเป็นไปตามข้อสมมติเบื้องต้นทั้ง 2 ข้อ ของการ
จ าแนกประเภท  จึงสามารถน าข้อมูลไปท าการวิเคราะห์จ าแนกต่อไป 
 
ผลการวิเคราะห์ค่าสัมประสิทธิ์ (ค่าถ่วงน้ าหนัก) และค่าคงที่ของ
สมการจ าแนกกลุ่มโดยแยกเป็นกลุ่มตามวิธี  Fisher’s linear discrimination function จ านวน
สมการจะมีเท่ากับจ านวนกลุ่มระดับคุณภาพตามเกณฑ์มาตรฐานในกรณีนี้มี 2 กลุ่ม คือ กลุ่มที่ 1 กลุ่ม
ผ่านเกณฑ์มาตรฐาน และกลุ่มที่ 2 กลุ่มไม่ผ่านเกณฑ์มาตรฐาน ดังนั้นจึงมี 2 สมการ จากผลการ
วิเคราะห์จะได้สมการจ าแนกของข้อมูลที่ไม่มีการลดขนาดและมีการลดขนาด ดังนี้  
- สมการของข้อมูลที่ไม่มีการลดขนาด: 
กลุ่มท่ี 1 : 
 D̂1=-1429.122+21.577Area-0.426Length+16.325Mean+5.229Std+0.318Per50   (4.3) 
กลุ่มท่ี 2 : 
 D̂2-1414.677+20.548Area-0.477Length+16.274Mean+5.264Std+0.300Per50     (4.4) 
- สมการของข้อมูลที่มีการลดขนาด: 
กลุ่มท่ี 1 : 
 D̂1=-0.798+0.311F1+0.528F2           (4.5) 
กลุ่มท่ี 2 : 
 D̂2=-3.515-2.562F1-2.167F2           (4.6) 
ผลการวิเคราะห์สามารถน าไปใช้พยากรณ์ข้อมูลใหม่ เพ่ือให้ทราบ
ว่าควรจัดให้อยู่กลุ่มใด โดยการแทนค่าพารามิเตอร์ลงในสมการทั้งสอง จากสมการของข้อมูลที่ไม่มี
การลดขนาด พารามิเตอร์คือพ้ืนที่ (Area) ความยาว (Length) ค่าเฉลี่ย (Mean) ส่วนเบี่ยงเบน
มาตรฐาน  (Std) และเปอร์เซ็นต์ไทล์ที่  50 (Per 50) ส่วนสมการของข้อมูลที่มีการลดขนาด 
พารามิเตอร์คือ ปัจจัยที่ 1และปัจจัยที่ 2 ที่ได้จากสมการค่าคะแนนปัจจัยในขั้นตอนการลดขนาด
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ข้อมูล ถ้าสมการของกลุ่มที่ 1 มีค่ามากกว่าสมการของกลุ่มที่ 2 จะจัดให้ภาพดังกล่าวอยู่ในกลุ่มที่ 1 
แต่ถ้าสมการของกลุ่มที่ 2 มีค่ามากกว่าสมการของกลุ่มที่ 1 จะจัดให้ภาพดังกล่าวอยู่ในกลุ่มที่ 2 นั่น
คือ ถ้าสมการใดมีค่ามากกว่าก็จัดอยู่ในกลุ่มนั้น 
ข) ผลจากการทดสอบโมเดล (classifying phase) 
ผลการทดสอบประสิทธิภาพความแม่นย าซึ่งแสดงในตารางที่ 4.1 
และ 4.2 เป็นการแบ่งใช้ข้อมูลภาพ 2 กรณี คือ กรณีที่ข้อมูลภาพที่ไม่มีการลดขนาดจะใช้สมการ
จ าแนกสมการที่ 4.3 และ 4.4 ส่วนกรณีท่ีข้อมูลภาพที่มีการลดขนาดจะใช้สมการจ าแนกสมการที่ 4.5 
และ 4.6  ในแต่ละแบบมีลักษณะการแบ่งข้อมูลในการทดสอบประสิทธิภาพ 3 วิธี คือ วิธี self-
consistency test,  วิ ธี  split test และวิ ธี  leave-one-out cross-validation test   โ ด ยมี
รายละเอียดดังต่อไปนี้ 
(1) กรณีท่ีข้อมูลภาพที่ไม่มีการลดขนาด 
- วิธี self-consistency test จะใช้ข้อมูลทั้งหมด 200 ตัวอย่าง 
ในการสร้างสมการและการพยากรณ์ พบว่า ในกลุ่มที่ 1 เดิมมีจ านวน 169 ตัวอย่าง จากการท านาย
โดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 162 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 95.9 
% ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 31 ตัวอย่าง จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านาย
ได้ถูกต้องจ านวน 31 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ดังนั้นสมการจ าแนกกลุ่มสามารถ
จ าแนกได้ถูกต้องจ านวน 193 ตัวอย่าง คิดเป็น 96.5 % 
- วิธี split test จะใช้การทดสอบความแม่นย าของโมเดลด้วย
สมการพยากรณ์จ าแนกกลุ่มที่สร้างขึ้นจากชุดข้อมูลส าหรับสร้างโมเดลจ านวน 140 ตัวอย่าง และการ
ทดสอบประสิทธิภาพความถูกต้องของสมการจ าแนกกลุ่มด้วยการพยากรณ์ด้วยชุดข้อมูลส าหรับ
ทดสอบโมเดลจ านวน 60 ตัวอย่าง พบว่าในกลุ่มที่ 1 เดิมมีจ านวน 54 ตัวอย่าง แต่จากการท านายโดย
ใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 50 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 92.6 % 
ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 6 ตัวอย่าง จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้
ถูกต้องจ านวน 6 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ดังนั้นสมการจ าแนกกลุ่มสามารถจ าแนก
ได้ถูกต้องจ านวน 56 ตัวอย่าง คิดเป็น 93.3% 
-วิ ธี  leave-one-out cross-validation test จะ ใ ช้ ข้ อ มู ล
ทั้งหมด 200 ตัวอย่าง ในการสร้างสมการและการพยากรณ์ พบว่า ในกลุ่มที่ 1 เดิมมีจ านวน 169 
ตัวอย่าง แต่จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 160 ตัวอย่าง คิด
เป็นพยากรณ์ถูกต้อง 94.7 % ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 31 ตัวอย่าง จากการท านายโดยใช้สมการ
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จ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 31 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ดังนั้น
สมการจ าแนกกลุ่มสามารถจ าแนกได้ถูกต้องจ านวน 191 ตัวอย่าง คิดเป็น 95.5 % 
(2) กรณีท่ีข้อมูลภาพที่มีการลดขนาด 
- วิธี self-consistency test จะใช้ข้อมูลทั้งหมด 200 ตัวอย่าง 
โดยเมื่อข้อมูลภาพที่มีการลดขนาดแล้วพารามิเตอร์ในการจ าแนกจะเหลือ 2 พารามิเตอร์ ในการสร้าง
สมการและการพยากรณ์ พบว่า ในกลุ่มที่ 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านายโดยใช้
สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 155 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 91.7 % 
ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 31 ตัวอย่าง จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้
ถูกต้องจ านวน 31 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ดังนั้นสมการจ าแนกกลุ่มสามารถ
จ าแนกได้ถูกต้องจ านวน 130 ตัวอย่าง คิดเป็น 93.0% 
- วิธี split test จะใช้การทดสอบความแม่นย าของโมเดลด้วย
สมการพยากรณ์จ าแนกกลุ่มที่สร้างขึ้นจากชุดข้อมูลส าหรับสร้างโมเดลจ านวน 140 ตัวอย่าง และการ
ทดสอบประสิทธิภาพความถูกต้องของสมการจ าแนกกลุ่มด้วยการพยากรณ์ด้วยชุดข้อมูลส าหรับ
ทดสอบโมเดลจ านวน 60 ตัวอย่าง พบว่าในกลุ่มที่ 1 เดิมมีจ านวน 54 ตัวอย่าง แต่จากการท านายโดย
ใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 46 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 85.16 % 
ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 6 ตัวอย่าง จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้
ถูกต้องจ านวน 6 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ดังนั้นสมการจ าแนกกลุ่มสามารถจ าแนก
ได้ถูกต้องจ านวน 52 ตัวอย่าง คิดเป็น 90.0 % 
- วิธี  leave-one-out cross-validation test  จะใช้ข้อมูล
ทั้งหมด 200 ตัวอย่าง โดยเมื่อข้อมูลภาพที่มีการลดขนาดแล้วพารามิเตอร์ในการจ าแนกจะเหลือ 2 
พารามิเตอร์ ในการสร้างสมการและการพยากรณ์ พบว่า ในกลุ่มที่ 1 เดิมมีจ านวน 169 ตัวอย่าง แต่
จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 155 ตัวอย่าง คิดเป็น
พยากรณ์ถูกต้อง 91.7 % ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 31 ตัวอย่าง จากการท านายโดยใช้สมการ
จ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 31 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ดังนั้น











Predicted Group Membership 
Total Accuracy 





1 162 (95.9%) 7 (4.1%) 169 
96.5% 
2 0 (0%) 31 (100.0%) 31 
Split Test 
1 50 (92.6%) 4 (7.4%) 54 
93.3% 
2 0 (0%) 6 (100.0%) 6 
Leave-one-out  
1 160 (94.7%) 9 (5.3%) 169 
95.5% 
2 0 (0%) 31 (100.0%) 31 
 
ตารางที่ 4.2 ผลลัพธ์การจ าแนกกลุ่มด้วยข้อมูลภาพที่มีการลดขนาด 
  
Group 
Predicted Group Membership 
Total Accuracy 





1 155 (91.7%) 14 (8.3%) 169 
93.0% 
2 0 (0%) 31 (100.0%) 31 
Split Test 
1 46 (85.16%) 8 (14.14%) 54 
90.0% 
2 0 (0%) 6 (100.0%) 6 
Leave-one-out  
1 155 (91.7%) 14 (8.3%) 169 
93.0% 
2 0 (0%) 31 (100.0%) 31 
 
2) ผลการจ าแนกด้วยวิธีซัพพอร์ตเวกเตอร์แมชชีน 
วิธีนี้เป็นการน าอัลกอริทึมมาใช้ในการวิเคราะห์ข้อมูลและจ าแนกข้อมูล 
โดยการสร้างเส้นแบ่งแยกกลุ่มข้อมูลด้วยการหาสัมประสิทธิ์ของสมการที่ถูกป้อนเข้าสู่ขั้นตอนการ
สอนในการสร้างโมเดล โดยรูปแบบการวิเคราะห์จะแยกตามขั้นตอนในกระบวนการจ าแนกดังแผนผัง
รูปที่ 4.9 การจ าแนกระดับคุณภาพด้วยวิธีซัพพอร์ตเวกเตอร์แมชชีนจะใช้ข้อมูลภาพตัวอย่างกุ้ง
ทั้งหมด 200 ภาพ การทดสอบประสิทธิภาพการจ าแนกข้อมูลภาพได้ใช้ค่าความแม่นย าเป็นตัวชี้วัด
หลัก  โดยข้อมูลภาพได้ถูกน ามาใช้วิเคราะห์ใน 2 กรณี คือ กรณีที่ข้อมูลภาพไม่ที่มีการลดขนาด ซึ่งมี
พารามิเตอร์ส าหรับสร้างโมเดล 7 พารามิเตอร์ คือ พ้ืนที ่(Area) ความยาว (Length) ค่าเฉลี่ย (Mean) 
ส่วนเบี่ยงเบนมาตรฐาน (Std) ค่าต่ าสุด(Min) เปอร์เซ็นต์ไทล์ที่ 25 และ 50 (Per 25 และ 50) และ
กรณีที่ข้อมูลภาพที่มีการลดขนาดแล้ว ซึ่งจะมีพารามิเตอร์ส าหรับสร้างโมเดล 2 พารามิเตอร์ที่ได้จาก
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สมการค่าคะแนนปัจจัยดังสมการที่ 4.1 และ 4.2 โดยโปรแกรม SPSS จะค านวณค่าปัจจัยทั้ง 2 ปัจจัย 
ดังคอลัมน์ Factor1_1 และ Factor2_1 ในภาคผนวก ง จากนั้นจะน าข้อมูลส าหรับการสอนทั้ง 2 
กรณีดังกล่าวเข้าสู่อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนแบบหนึ่งต่อหนึ่ง (One-against-One) ด้วย
ฟังก์ชันเคอร์เนลแบบเชิงเส้น (Linear Kernel) และแบบโพลิโนเมียล (Polynomial Kernel) เพ่ือ




รูปที่ 4.8 รูปแบบการวิเคราะห์การจ าแนกกลุ่มด้วยซัพพอร์ตเวกเตอร์แมชชีน 
ก) ขั้นตอนการสอน (training phase)  
ในการสร้างโมเดลการจ าแนกกลุ่มระดับคุณภาพตามเกณฑ์
มาตรฐานในกรณีนี้มี 2 กลุ่ม คือ กลุ่มที่ 1 กลุ่มผ่านเกณฑ์มาตรฐาน และกลุ่มที่ 2 กลุ่มไม่ผ่านเกณฑ์
มาตรฐาน โดยวิธีการนี้จะแสดงผลลัพธ์การวิเคราะห์ข้อมูลภาพเพ่ือการจ าแนกกลุ่มด้วยวิธีซัพพอร์ต
เวกเตอร์แมชชีนด้วย จากโปรแกรม WEKA เวอร์ชั่น 3.8.1 ผลการเรียนรู้และสร้างโมเดลด้วยวิธีซัพ
พอร์ตเวคเตอร์แมชชีนจะแสดงวิธีการแบ่งข้อมูลในการทดสอบประสิทธิภาพ ฟังก์ชันเคอร์เนลที่ใช้ใน














น้ าหนักของแอตทริบิวต์และระยะเวลาที่ใช้ในการสร้างโมเดล  จากรูปที่ 4.9 และ 4.10  แสดงข้อมูล
ทั้ง 2 กรณี คือ กรณีที่ข้อมูลภาพขนาดไม่มีการลดขนาด และกรณีที่ข้อมูลภาพที่มีการลดขนาดแล้วใช้
วิธีการแบ่งข้อมูลในการทดสอบประสิทธิภาพด้วยวิธี self-consistency test ใช้ฟังก์ชันเคอร์เนลแบบ
เชิงเส้น (Linear Kernel)ในการสร้างโมเดล  โดยสมการของแอตทริบิวต์กรณีที่ข้อมูลภาพไม่ที่มีการ
ลดขนาดประกอบด้วย 7 แอตทริบิวต์ ได้แก ความยาว (Length) พ้ืนที่ (Area) ค่าเฉลี่ย (Mean) ค่า
เบี่ยงเบนมาตรฐาน (Std) ค่าความสว่างต่ าสุด (Min) เปอร์เซ็นต์ไทล์ที่ 25 และ50 (Per 25 และ50) 
ใช้เวลา 0.06 วินาทีในการสร้างโมเดล  ส่วนสมการของแอตทริบิวต์กรณีที่ข้อมูลภาพที่มีการลดขนาด
ประกอบด้วย 2 แอตทริบิวต์ ได้แก ปัจจัยที่ 1 (FAC1_1) และ ปัจจัยที่ 2 (FAC2_1) ใช้เวลา 0.01 
วินาทีในการสร้างโมเดล   
ส่วนผลการเรียนรู้และสร้างโมเดลด้วยวิธีซัพพอร์ตเวคเตอร์แมชชีน




รูปที่ 4.9  ผลการสร้างโมเดลด้วยวิธีซัพพอร์ตเวคเตอรแมชชีนกรณีท่ีข้อมูลภาพไม่มีการลดขนาด 
 
Test mode:    evaluate on training data 
=== Classifier model (full training set) === 
Kernel used:  Linear Kernel: K(x,y) = <x,y> 
Classifier for classes: 1, 2 
Machine linear: showing attribute weights, not support vectors. 
        -1.7423 * (normalized) Area 
 +      -1.1549 * (normalized) Length 
 +       0.8161 * (normalized) Mean 
 +      -0.8634 * (normalized) Std 
 +       2.3102 * (normalized) Min 
 +      -2.3229 * (normalized) Per25 
 +      -1.5563 * (normalized) Per50 
 -       0.5219 






รูปที่ 4.10  ผลการสร้างโมเดลด้วยวิธีซัพพอร์ตเวคเตอรแมชชีนกรณีท่ีข้อมูลภาพที่มีการลดขนาด 
ข) ผลจากการทดสอบโมเดล (classifying phase) 
ผลการวัดประสิทธิภาพของโมเดลในการจ าแนกท่ีสร้างขึ้นมาพบว่า
มีค่าที่ส าคัญอยู่ 5 ค่า นั่นคือ ค่าเฉลี่ยความคลาดเคลื่อนสมบูรณ์ (Mean Absolute Error: MAE) 
ความคลาดเคลื่อนเฉลี่ยก าลังสอง (Root Mean Square Error: RMSE) ซึ่งทั้ง 2 กรณีมีค่า MAE และ 
RMSE น้อยทั้ง 2 ค่า นั่นแสดงว่าโมเดลทั้งสองสามารถประมาณค่าได้ใกล้เคียงกับค่าจริง  ค่าความถูก
ต้องในการจ าแนก (Correctly Classified Instances) กรณีแรกมีค่าเท่ากับ 99.5%  แสดงว่าจาก
ข้อมูลภาพจ านวน 200 ตัวอย่าง มีการท านายข้อมูลถูกต้อง 199 ตัวอย่าง หรือคิดเป็น 99.5% ของ
ข้อมูลภาพทั้งหมด กรณีท่ีสองมีค่าเท่ากับ 98.0%  แสดงว่าจากข้อมูลภาพจ านวน 200 ตัวอย่าง มีการ
ท านายข้อมูลถูกต้อง 196 ตัวอย่าง หรือคิดเป็น 98.0% ของข้อมูลภาพทั้งหมด ค่าความผิดพลาดใน
การท านาย (Incorrectly Classified Instances) แสดงว่าจากข้อมูลภาพจ านวน 200 ตัวอย่าง กรณี
แรกมีการท านายข้อมูลไม่ถูกต้อง 1 ตัวอย่าง หรือคิดเป็น 0.5%  กรณีที่สองมีการท านายข้อมูลไม่
ถูกต้อง 4 ตัวอย่าง หรือคิดเป็น 2.0%  และสุดท้ายเมทริกซ์ความสับสน (Confusion Matrix) เป็น
ตารางที่แนวคอลัมน์จะบ่งบอกถึงค่าที่ได้ท านายออกมาส่วนแนวนอนจะเป็นค่าของข้อมูลจริง ดังแสดง




Test mode:    evaluate on training data 
=== Classifier model (full training set) === 
Kernel used: Linear Kernel: K(x,y) = <x,y> 
Classifier for classes: 1, 2 
Machine linear: showing attribute weights, not support vectors. 
        -3.8359 * (normalized) FAC1_1 
 +      -4.1539 * (normalized) FAC2_1 
 +       1.7109 









รูปที่ 4.12  ผลการทดสอบโมเดลด้วยวิธีซัพพอร์ตเวคเตอรแมชชีนกรณีข้อมูลภาพมีการลดขนาด 
=== Evaluation on training set === 
Time taken to test model on training data: 0 seconds 
Correctly Classified Instances         199               99.5    % 
Incorrectly Classified Instances         1                0.5    % 
Kappa statistic                          0.9812 
Mean absolute error                      0.005  
Root mean squared error                  0.0707 
Relative absolute error                  1.8917 % 
Root relative squared error             19.5376 % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 168   1 |   a = 1 
   0  31 |   b = 2 
=== Evaluation on training set === 
Time taken to test model on training data: 0.01 seconds 
Correctly Classified Instances         196               98      % 
Incorrectly Classified Instances         4                2      % 
Kappa statistic                          0.9194 
Mean absolute error                      0.02   
Root mean squared error                  0.1414 
Relative absolute error                  7.567 % 
Root relative squared error             39.0752 % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 
   4  27 |   b = 2 
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ผลการทดสอบประสิทธิภาพของโมเดลด้วยวิธีซัพพอร์ตเวกเตอร์      
แมชชีนมีการแบ่งทดสอบเป็นหลายกรณีดังกล่าวไว้ข้างต้น ผลการทดสอบโมเดลจากโปรแกรม WEKA 
กรณีอ่ืนจึงแสดงไว้ในภาคผนวก ง  ดังนั้นสามารถสรุปผลการทดสอบประสิทธิภาพความแม่นย าของ
วิธีซัพพอร์ตเวกเตอร์แมชชีนในแต่ละกรณีดังตารางที่ 4.3 และ 4.4 โดยมีรายละเอียดดังนี้ 
(1) กรณีท่ีข้อมูลภาพที่ไม่มีการลดขนาด 
(1.1) ฟังก์ชันเคอร์เนลแบบเชิงเส้น (Linear Kernel)  
- วิธี self-consistency test ไดใ้ช้ข้อมูลทั้งหมด 200 ตัวอย่าง 
ในการสร้างโมเดลและการพยากรณ์ พบว่า ในกลุ่มท่ี 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านาย
พบว่าท านายได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิม
มีจ านวน 31 ตัวอย่าง จากการท านายพบว่าท านายได้ถูกต้องจ านวน 31 ตัวอย่าง คิดเป็นพยากรณ์
ถูกต้อง 100.0 % ดังนั้นโมเดลสามารถจ าแนกได้ถูกต้องจ านวน 200 ตัวอย่าง คิดเป็น 100.0 % 
- วิธี split test ได้ใช้การทดสอบความแม่นย าของโมเดลที่
สร้างขึ้นจากชุดข้อมูลส าหรับสอนจ านวน 140 ตัวอย่าง และการทดสอบประสิทธิภาพความถูกต้อง
ด้วยการพยากรณ์ด้วยชุดข้อมูลส าหรับทดสอบโมเดลจ านวน 60 ตัวอย่าง พบว่าในกลุ่มที่ 1 เดิมมี
จ านวน 48 ตัวอย่าง แต่จากการท านายพบว่าท านายได้ถูกต้องจ านวน 48 ตัวอย่าง คิดเป็นพยากรณ์
ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 12 ตัวอย่าง จากการท านายพบว่าท านายได้ถูกต้อง
จ านวน 8 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 66.7 % ดังนั้นโมเดลสามารถจ าแนกได้ถูกต้องจ านวน 56 
ตัวอย่าง คิดเป็น 93.3% 
- วิธี leave-one-out cross-validation test ได้ใช้ข้อมูลใน
การพยากรณ์จ านวน 200 ตัวอย่าง พบว่า ในกลุ่มที่ 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านาย
พบว่าท านายได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิม
มีจ านวน 31 ตัวอย่าง จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 21 
ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 67.7% ดังนั้นสมการจ าแนกกลุ่มสามารถจ าแนกได้ถูกต้องจ านวน 
190 ตัวอย่าง คิดเป็น 90.0 % 
(1.2) ฟังก์ชัน เคอร์ เนลแบบโพลิ โนเมียล  ( Polynomial 
Kernel)  
- วิธี self-consistency test ไดใ้ช้ข้อมูลทั้งหมด 200 ตัวอย่าง 
ในการสร้างโมเดลและการพยากรณ์ พบว่า ในกลุ่มท่ี 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านาย
พบว่าท านายได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิม
มีจ านวน 31 ตัวอย่าง จากการท านายพบว่าท านายได้ถูกต้องจ านวน 31 ตัวอย่าง คิดเป็นพยากรณ์
ถูกต้อง 100.0 % ดังนั้นโมเดลสามารถจ าแนกได้ถูกต้องจ านวน 200 ตัวอย่าง คิดเป็น 100.0 % 
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- วิธี split test ได้ใช้การทดสอบความแม่นย าของโมเดลที่
สร้างขึ้นจากชุดข้อมูลส าหรับสอนจ านวน 140 ตัวอย่าง และการทดสอบประสิทธิภาพความถูกต้อง
ด้วยการพยากรณ์ด้วยชุดข้อมูลส าหรับทดสอบโมเดลจ านวน 60 ตัวอย่าง พบว่าในกลุ่มที่ 1 เดิมมี
จ านวน 48 ตัวอย่าง แต่จากการท านายพบว่าท านายได้ถูกต้องจ านวน 48 ตัวอย่าง คิดเป็นพยากรณ์
ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 12 ตัวอย่าง จากการท านายพบว่าท านายได้ถูกต้อง
จ านวน 0 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 0.0 % ดังนั้นโมเดลสามารถจ าแนกได้ถูกต้องจ านวน 48 
ตัวอย่าง คิดเป็น 80.0 % 
- วิธี leave-one-out cross-validation test ใช้ข้อมูลในการ
พยากรณ์จ านวน 200 ตัวอย่าง พบว่า ในกลุ่มที่ 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านาย
พบว่าท านายได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิม
มีจ านวน 31 ตัวอย่าง จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน  0 
ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 0.0 % ดังนั้นสมการจ าแนกกลุ่มสามารถจ าแนกได้ถูกต้องจ านวน 
169 ตัวอย่าง คิดเป็น 84.5 % 
 (2) กรณีท่ีข้อมูลภาพที่มีการลดขนาด 
(2.1) ฟังก์ชันเคอร์เนลแบบเชิงเส้น (Linear Kernel)  
- วิธี self-consistency test ไดใ้ช้ข้อมูลทั้งหมด 200 ตัวอย่าง 
ในการสร้างโมเดลและการพยากรณ์ พบว่า ในกลุ่มท่ี 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านาย
พบว่าท านายได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิม
มีจ านวน 31 ตัวอย่าง จากการท านายพบว่าท านายได้ถูกต้องจ านวน 27 ตัวอย่าง คิดเป็นพยากรณ์
ถูกต้อง 87.1 % ดังนั้นโมเดลสามารถจ าแนกได้ถูกต้องจ านวน 196 ตัวอย่าง คิดเป็น 98.0 % 
- วิธี split test ได้ใช้การทดสอบความแม่นย าของโมเดลที่
สร้างขึ้นจากชุดข้อมูลส าหรับสอนจ านวน 140 ตัวอย่าง และการทดสอบประสิทธิภาพความถูกต้อง
ด้วยการพยากรณ์ด้วยชุดข้อมูลส าหรับทดสอบโมเดลจ านวน 60 ตัวอย่าง พบว่าในกลุ่มที่ 1 เดิมมี
จ านวน 48 ตัวอย่าง แต่จากการท านายพบว่าท านายได้ถูกต้องจ านวน 48 ตัวอย่าง คิดเป็นพยากรณ์
ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 12 ตัวอย่าง จากการท านายพบว่าท านายได้ถูกต้อง
จ านวน 0 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 0.0 % ดังนั้นโมเดลสามารถจ าแนกได้ถูกต้องจ านวน 48 
ตัวอย่าง คิดเป็น 80.0 % 
- วิธี  leave-one-out cross-validation test  ใช้ข้อมูลใน
การพยากรณ์จ านวน 200 ตัวอย่าง พบว่า ในกลุ่มที่ 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านาย
พบว่าท านายได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิม
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มีจ านวน 31 ตัวอย่าง จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน 19 
ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 54.8 % ดังนั้นสมการจ าแนกกลุ่มสามารถจ าแนกได้ถูกต้องจ านวน 
188 ตัวอย่าง คิดเป็น 94.0 % 
(2.2) ฟังก์ชัน เคอร์ เนลแบบโพลิ โนเมียล  ( Polynomial 
Kernel)  
- วิธี self-consistency test ไดใ้ช้ข้อมูลทั้งหมด 200 ตัวอย่าง 
ในการสร้างโมเดลและการพยากรณ์ พบว่า ในกลุ่มท่ี 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านาย
พบว่าท านายได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิม
มีจ านวน 31 ตัวอย่าง จากการท านายพบว่าท านายได้ถูกต้องจ านวน 0 ตัวอย่าง คิดเป็นพยากรณ์
ถูกต้อง 0.0 % ดังนั้นโมเดลสามารถจ าแนกได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็น 84.5 % 
- วิธี split test  ได้ใช้การทดสอบความแม่นย าของโมเดลที่
สร้างขึ้นจากชุดข้อมูลส าหรับสอนจ านวน 140 ตัวอย่าง และการทดสอบประสิทธิภาพความถูกต้อง
ด้วยการพยากรณ์ด้วยชุดข้อมูลส าหรับทดสอบโมเดลจ านวน 60 ตัวอย่าง พบว่าในกลุ่มที่ 1 เดิมมี
จ านวน 48 ตัวอย่าง แต่จากการท านายพบว่าท านายได้ถูกต้องจ านวน 48 ตัวอย่าง คิดเป็นพยากรณ์
ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิมมีจ านวน 12 ตัวอย่าง จากการท านายพบว่าท านายได้ถูกต้อง
จ านวน 0 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 0.0 % ดังนั้นโมเดลสามารถจ าแนกได้ถูกต้องจ านวน 48 
ตัวอย่าง คิดเป็น 80.0 % 
- วิธี  leave-one-out cross-validation test  ใช้ข้อมูลใน
การพยากรณ์จ านวน 200 ตัวอย่าง พบว่า ในกลุ่มที่ 1 เดิมมีจ านวน 169 ตัวอย่าง แต่จากการท านาย
พบว่าท านายได้ถูกต้องจ านวน 169 ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 100.0 % ส่วนในกลุ่มที่ 2 เดิม
มีจ านวน 31 ตัวอย่าง จากการท านายโดยใช้สมการจ าแนกกลุ่มพบว่าท านายได้ถูกต้องจ านวน  0 
ตัวอย่าง คิดเป็นพยากรณ์ถูกต้อง 0.0 % ดังนั้นสมการจ าแนกกลุ่มสามารถจ าแนกได้ถูกต้องจ านวน 





















1 169 (100.0%) 0 (0%) 169 
100.0% 
2 0 (0.0%) 31 (100.0%) 31 
Split 
1 48 (100.0%) 0 (0.0%) 48 
93.3% 
2 4 (33.3%) 8 (66.7%) 12 
Leave-one-out  
1 169 (100.0%) 0 (0.0%) 169 
96.0% 
2 8 (25.8%) 23 (74.2%) 31 
โพลิโนเมียล 
Self-consistency 
1 168 (100.0%) 1 (0.6%) 169 
100.0% 
2 0 (0.0%) 31 (100.0%) 31 
Split 
1 48 (100.0%) 0 (0.0%) 48 
80.0% 
2 12 (100.0%) 0 (0.0%) 12 
Leave-one-out 
1 169 (100.0%) 0 (0.0%) 169 
84.5% 
2 31 (100.0%) 0 (0.0%) 31 









1 168 (100.0%) 1 (0.6%) 169 
100.0% 
2 0 (0.0%) 31 (100.0%) 31 
Split 
1 48 (100.0%) 0 (0.0%) 48 
80.0% 
2 12 (100.0%) 0 (0.0%) 12 
Leave-one-out 
1 169 (100.0%) 0 (0.0%) 169 
84.5% 
2 31 (100.0%) 0 (0.0%) 31 
โพลิโนเมียล 
Self-consistency  
1 168 (100.0%) 1 (0.6%) 169 
100.0% 
2 0 (0.0%) 31 (100.0%) 31 
Split 
1 48 (100.0%) 0 (0.0%) 48 
80.0% 
2 12 (100.0%) 0 (0.0%) 12 
Leave-one-out 
1 169 (100.0%) 0 (0.0%) 169 
84.5% 









ในตารางเมทริกซ์ความสับสน (confusion Matrix) ทีมีลักษณะข้อมูลดังตารางที่ 3.2  ซึ่งเป็นลักษณะ
ข้อมูลเดียวกับตารางผลลัพธ์การจ าแนกกลุ่มตารางที่ 4.1, 4.2, 4.3 และ 4.4 แล้วน าค่าดังกล่าวมา
ค านวณเพ่ือประเมินประสิทธิภาพเป็นร้อยละ ประกอบด้วย ค่าความแม่นย าของโมเดล (accuracy) 
ดังสมการที่ 3.9 ค่าของโมเดลที่ท านายได้ถูกต้อง (precision) ดังสมการที่ 3.10 ค่าจากการท านาย
ด้วยโมเดลที่ตรงกับความจริง (recall) ดังสมการที่ 3.11และค่าเปรียบเทียบระหว่างค่า precision 
และค่า recall ของแต่ละกลุ่มเป้าหมาย (F-measure) การประเมินประสิทธิภาพของแต่ละโมเดลมี
ผลในตารางที ่4.5 และ 4.6 ดังนี้
  





































ncy 0.97 0.96 0 1.00 0.18 0.98 0.93 0.92 0 1 0.31 0.96 
Split 0.93 0.93 0 1.00 0.40 0.96 0.90 0.85 0 1 0.57 0.92 
Cross-
validate
d 0.96 0.95 0 1.00 0.23 0.97 0.93 0.92 0 1 0.31 0.96 
 




































cy 1.00 1.00 0 1.00 0 1.00 1.00 0.99 0 1.00 0.03 0.99 
Split 0.93 1.00 0.33 0.92 0 0.96 0.8 1.00 1.00 0.80 0 0.89 
Cross-







cy 1 0.99 0 1.00 0.03 0.99 1.00 0.99 0 1.00 0.03 0.99 
Split 0.8 1.00 1.00 0.8 0 0.89 0.8 1.00 1.00 0.80 0 0.89 
Cross-
validated 0.85 1.00 1.00 0.85 0 0.92 0.85 1.00 1.00 0.85 0 0.92 
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ผลค านวณเพ่ือประเมินประสิทธิภาพการจ าแนกกลุ่มคุณภาพด้วยการแบ่งข้อมูลวิธี 
self-consistency test พบว่าเมื่อใช้ข้อมูลที่ไม่มีการลดขนาด ค่าความแม่นย าของโมเดลของวิธี 
discriminant analysis วิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ชันเคอร์เนลแบบเชิงเส้น และแบบโพลิโน
เมียล  มีค่าเท่ากับร้อยละ 0.97 ,1.00 และ 1.00 เมื่อใช้ข้อมูลลดขนาดค่าความแม่นย าของโมเดล มี
ค่าเท่ากับร้อยละ 0.93, 1.00 และ 1.00  ตามล าดับ ผลการเปรียบเทียบค่าความแม่นย าดังรูปที่ 4.14(
ก) แสดงให้เห็นว่าวิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ชันเคอร์เนลแบบเชิงเส้น และโพลิโนเมียลทั้งกรณี
ที่ข้อมูลไม่ลดขนาดและลดขนาดมคีวามแม่นย ามากท่ีสุด  
การแบ่งข้อมูลวิธี split test พบว่าเมื่อใช้ข้อมูลที่มีการลดขนาด ค่าความแม่นย า
ของโมเดลของวิธี discriminant analysis วิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ชันเคอร์เนลแบบเชิงเส้น, 
และแบบโพลิโนเมียล มีค่าเท่ากับร้อยละ 0.93 ,0.93 และ 0.80 ตามล าดับ เมื่อใช้ข้อมูลลดขนาดค่า
ความแม่นย าของโมเดล มีค่าเท่ากับร้อยละ 0.90, 0.80 และ 0.80 ตามล าดับ ผลการเปรียบเทียบค่า
ความแม่นย าดังรูปที่ 4.14(ข) แสดงให้เห็นว่าวิธี discriminant analysis และวิธีซัพพอร์ตเวคเตอร์แม
ชชีนฟังก์ชันเคอร์เนลแบบเชิงเส้นกรณีที่ข้อมูลไม่ลดขนาดมีค่าความแม่นย ามากท่ีสุด  
การแบ่งข้อมูลวิธี cross-validated test พบว่าเมื่อใช้ข้อมูลที่มีการลดขนาด ค่า
ความแม่นย าของโมเดลของวิธี discriminant analysis วิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ชันเคอร์เน
ลแบบเชิงเส้น และแบบโพลิโนเมียล มีค่าเท่ากับร้อยละ 0.96 ,0.96 และ 0.85 ตามล าดับ เมื่อใช้
ข้อมูลลดขนาดค่าความแม่นย าของโมเดล มีค่าเท่ากับร้อยละ 0.93, 0.85 และ 0.85 ตามล าดับ ผล





























































Spl i t  test





(ค) การแบ่งข้อมูลวิธี cross-validated test  
รูปที่ 4.13 ผลเปรียบเทียบประสิทธิภาพด้านความถูกต้อง (accuracy)  
 
ผลการค านวณของค่าเปรียบเทียบระหว่างค่าของโมเดลที่ท านายได้ถูกต้อง 
(precision) และค่าจากการท านายด้วยโมเดลที่ตรงกับความจริง (recall) ของกลุ่มผ่านมาตรฐาน (F-
measure)  จากตารางที่ 4.5 และ 4.6 พบว่าการแบ่งข้อมูลวิธี self-consistency test วิธีซัพพอร์ต
เวคเตอร์แมชชีนฟังก์ชันเคอร์เนลแบบเชิงเส้นกรณีที่ข้อมูลไม่มีการลดขนาดจ าแนกกลุ่มคุณภาพได้ดี
ที่สุด ใกล้เคียงกับฟังก์ชันเคอร์เนลแบบโพลิโนเมียลกรณีที่ข้อมูลไม่การลดขนาด การแบ่งข้อมูลด้วยวิธี 
split test พบว่าวิธี discriminant analysis และวิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ชันเคอร์เนลแบบ
เชิงเส้นกรณีที่ข้อมูลไม่มีการลดขนาดจ าแนกกลุ่มคุณภาพได้ดีที่สุด การแบ่งข้อมูลด้วยวิธี cross-
validated test พบว่าวิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ ชันเคอร์ เนลแบบเชิง เส้น  และวิธี  




ความแม่นย าของโมเดล จากการศึกษาวิจัยพบว่าโมเดลการจ าแนกที่น่าเชื่อถือวิธีการในการแบ่งข้อมูล
ที่มีการสุ่มข้อมูลเพ่ือให้โมเดลเรียนรู้ และวัดประสิทธิภาพมากที่สุด นั่นคือวิธี cross-validated test 
จากงานวิจัยนี้จะได้ว่าโมเดลการจ าแนกกลุ่มวิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ชันเคอร์เนลแบบเชิงเส้น 
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วิธีการในการแบ่งข้อมูล นั่นคือวิธี split test ซึ่งจะได้ว่าโมเดลการจ าแนกกลุ่มวิธี discriminant 
analysis และวิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ชันเคอร์เนลแบบเชิงเส้น โดยใช้ข้อมูลรูปแบบที่ไม่ลด




ประมวลผลภาพ และอัลกอริทึมการจ าแนกกลุ่มซึ่งมีผลการด าเนินงานตามขั้นตอนและเปรียบเทียบ












น าเข้าของประเทศคู่ค้าที่แบ่งระดับคุณภาพไว้ 2 ระดับ ประกอบด้วย ระดับผ่าน และระดับไม่ผ่าน
เกณฑ์มาตรฐาน สามารถสรุปผลการด าเนินการและข้อเสนอแนะส าหรับการพัฒนาเทคนิคได้ดังนี้ 
 
5.1 สรุปผลการด าเนินงานวิจัย 
 
จากวัตถุประสงค์ที่ ได้กล่าวมาแล้วข้างต้นจึงได้พัฒนาเทคนิคการตรวจสอบ
ข้อบกพร่องของกุ้งโดยใช้ตัวอย่างกุ้งขาว (Litopenaeus vanamei) ซึ่งเป็นสายพันธุ์กุ้งที่มีสัดส่วนของ
ปริมาณการใช้เป็นวัตถุดิบในผลิตภัณฑ์กุ้งสดแช่แข็งมากท่ีสุด เก็บภาพกุ้งด้วยกล้องบันทึกภาพดิจิตอล
ในแต่ละระดับคุณภาพตามเกณฑ์มาตรฐานการน าเข้ากุ้งแช่แข็งของประเทศสหรัฐอเมริกา ซึ่งถูกแบ่ง
ไว้ 2 ระดับ จ านวนทั้งหมด 200 ตัวอย่าง ประกอบด้วยกุ้งที่ผ่านเกณฑ์มาตรฐานจ านวน 31 ตัวอย่าง
และกุ้งไม่ผ่านมาตรฐานจ านวน 169 ตัวอย่าง จึงก าหนดกลุ่มคุณภาพส าหรับจ าแนกจ านวน 2 กลุ่ม 
คือ กลุ่มที่ 1 กลุ่มผ่านเกณฑ์มาตรฐาน และกลุ่มที่ 2 กลุ่มไม่ผ่านเกณฑ์มาตรฐาน โดยการดึงลักษณะ
เด่นของข้อบกพร่องด้วยเทคนิคประมวลผลภาพซึ่งมี 3 ขั้นตอน ได้แก่  การประมวลผลภาพเบื้องต้น 
การแยกบริเวณภาพ และการแยกคุณลักษณะ โดยคุณลักษณะเฉพาะที่สามารถสกัดออกมาได้จาก
ภาพและผ่านการทดสอบทางสถิติเพ่ือน ามาเป็นพารามิเตอร์ส าหรับการจ าแนกซึ่งแบ่งออกเป็น 2 
ประเภท ดังนี้  
1) คุณลักษณะทางรูปร่าง ประกอบด้วย พ้ืนที่ และความยาว  
2) คุณลักษณะจากฮีสโตแกรม ประกอบด้วย ค่าเฉลี่ย  ค่าความสว่างต่ าสุด ค่า
เบี่ยงเบนมาตรฐาน และเปอร์เซ็นต์ไทล์ที่ 25และ 50 





เดียวกันท าให้ได้ข้อมูลชุดใหม่ด้วยการจัดกลุ่มปัจจัย (component) ร่วมที่เหมาะสม สามารถจัดกลุ่ม
พารามิเตอร์จากจ านวน 7 ปัจจัยให้เหลือ 2 ปัจจัยด้วยสมการที่ 4.1 และ 4.2 ซึ่งทั้ง 2 ปัจจัยดังกล่าว
ประกอบด้วยพารามิเตอร์ดังนี้ 
- ปัจจัยที ่1 ประกอบด้วยตัวแปร 5 พารามิเตอร์คือ ค่าเฉลี่ย ส่วนเบี่ยงเบนมาตรฐาน 
พ้ืนที่ ค่าความสว่างที่น้อยที่สุด และความยาว  
- ปัจจัยที่ 2 ประกอบด้วยตัวแปร 2 พารามิเตอร์คือ เปอร์เซ็นต์ไทล์ที่25 และ 
เปอร์เซนไทล์ที่ 50  
จากนั้นน าข้อมูลทั้ง 2 กรณี คือ กรณีมีการลดขนาดข้อมูล และไม่มีการลดขนาด
ข้อมูลมาแบ่งข้อมูลส าหรับการวัดประสิทธิภาพของเทคนิคการจ าแนกเพ่ือการสอนและทดสอบโมเดล 
โดยใช้กลุ่มข้อมูลส าหรับการสอนเพ่ือสร้างโมเดล และใช้กลุ่มข้อมูลส าหรับการทดสอบส าหรับการ
ทดสอบความแม่นย าของการจ าแนกคุณภาพ 3 วิธีด้วยกัน คือ วิธี self-consistency test วิธี split 
test และวิธี cross-validation test  
เมื่อน าข้อมูลในแต่ละกรณีข้างต้นมาใช้ในการจ าแนกกลุ่มระดับคุณภาพตามเกณฑ์
มาตรฐานด้วย 2 วิธี คือ วิธีที่ 1 คือ วิธี discriminant analysis โดยการวิเคราะห์การจ าแนกกลุ่มวิธีนี้
จะสร้างสมการตามวิธี Fisher’s linear discrimination function จากสมการของข้อมูลที่ไม่มีการ
ลดขนาดดังสมการที่ 4.3 และ 4.4 ประกอบด้วยพารามิเตอร์คือ พ้ืนที่ ความยาว ค่าเฉลี่ย ส่วน
เบี่ยงเบนมาตรฐาน และ เปอร์เซ็นต์ไทล์ที่ 50 ส่วนสมการของข้อมูลที่มีการลดขนาดดังสมการที่ 4.5 
และ 4.6 ประกอบด้วยพารามิเตอร์คือ ปัจจัยที่ 1และปัจจัยที่ 2 ที่ได้จากสมการค่าคะแนนปัจจัยจาก
สมการการลดข้อมูล และวิธีที่ 2 คือ วิธีซัพพอร์ตเวคเตอร์แมชชีนโดยการวิเคราะห์การจ าแนกกลุ่มวิธี
นี้เป็นการสร้างเส้นแบ่งแยกกลุ่มข้อมูลด้วยการหาสัมประสิทธิ์ของสมการโมเดล จากข้อมูลภาพที่ ไม่
ผ่านกระบวนการลดขนาดมีพารามิเตอร์ส าหรับสร้างโมเดล คือ พ้ืนที่  ความยาว ค่าเฉลี่ย ส่วน
เบี่ยงเบนมาตรฐาน ค่าต่ าสุด เปอร์เซ็นต์ไทล์ที่ 25 และ 50 ส่วนข้อมูลภาพที่ผ่านกระบวนการลด




ข้อมูลที่สุ่มได้ ท าให้วิธีการแบ่งข้อมูลจึงส่งผลต่อความแม่นย าของโมเดล โดยการแบ่งกลุ่มข้อมูล
วิธีการแบ่งข้อมูลแบบ self-consistency test วิธีการจ าแนกที่มีความแม่นย าของโมเดลมากท่ีสุด คือ 
วิธีซัพพอร์ตเวคเตอร์แมชชีนฟังก์ชันเคอร์เนลแบบเชิงเส้น และโพลิโนเมียลกรณีข้อมูลที่ไม่มีการลด
ขนาดมีความถูกต้องที่ 100.0%   วิธีการแบ่งข้อมูลแบบ split test วิธีการจ าแนกที่มีความแม่นย า




ลกรณีข้อมูลที่ ไม่มีการลดขนาดที่มีความถูกต้องที่ 93.0 % และวิธีการแบ่งข้อมูลแบบ cross-
validated test วิธีการจ าแนกที่มีความแม่นย าของโมเดลมากที่สุด คือ วิธีซัพพอร์ตเวคเตอร์แมชชีน
ฟังก์ชันเคอร์เนลแบบเชิงเส้นกรณีข้อมูลที่ไม่มีการลดขนาดมีความถูกต้องที่ 96.5% ซึ่งวิธีการแบ่ง
ข้อมูลแบบ cross-validated test นี้เป็นวิธีแบ่งข้อมูลส าหรับการทดสอบที่น่าเชื่อถือ เนื่องจากมีการ
สุ่มข้อมูลในการทดสอบหลายครั้ง แต่การแบ่งข้อมูลที่นิยมใช้วัดผลของโมเดล นั่นคือวิธี split test ซึ่ง
จะเป็นแบ่งข้อมูลเพียงครั้งเดียว โดยถือว่าหากโมเดลที่สร้างมีประสิทธิภาพจะสามารถท านายผลได้
ถูกต้องแม่นย าทุกกลุ่มตัวอย่าง จึงนิยมใช้ในงานวิจัยมากทีสุ่ด  
ดังนั้นจากงานวิจัยนี้จะได้ว่าโมเดลการจ าแนกกลุ่มวิธีซัพพอร์ตเวคเตอร์แมชชีน
ฟังก์ชันเคอร์เนลแบบเชิงเส้นเป็นวิธีการที่ดีที่สุด เนื่องจากสามารถท านายผลได้มีความแม่นย ามากใน
ทุกรูปแบบการแบ่งข้อมูล นอกจากนี้การลดขนาดของข้อมูลให้มีจ านวนลดลงท าให้ความถูกต้องของ
ท านายลดลง แต่ระยะเวลาในการวิเคราะห์แตกต่างกันเพียงเล็กน้อย จึงไม่จ าเป็นต้องใช้ข้อมูลที่มีการ
ลดขนาดในการสร้างโมเดล  
 
5.2 ข้อเสนอแนะในการด าเนินงานวิจัย 
 
จากการวิจัยข้างต้นท าให้ทราบถึงคุณลักษณะที่เหมาะส าหรับการจ าแนกลักษณะ






จ าเป็นต้องควบคุมปัจจัยต่างๆที่เกี่ยวข้อง คือ การก าหนดค่าเริ่มต้นของกล้องถ่ายภาพ การวาง




2) การเก็บภาพกุ้งเข้าระบบจ าแนกต้องป้อนครั้งละ 1 ตัว และจัดวางกุ้งในลักษณะ




3) เทคนิคที่พัฒนาสามารถปรับเปลี่ยนคุณลักษณะ และวิธีการจ าแนกกลุ่มให้
เหมาะสมตามเกณฑ์มาตรฐาน รวมทั้งสายพันธุ์หรือขนาดกุ้งที่แตกต่างกัน 
4) สามารถน ามาประยุกต์ใช้กระบวนการและเทคนิคที่พัฒนาขึ้นกับเทคโนโลยี
อัตโนมัติในกระบวนการผลิตปัจจุบัน เช่น เครื่องท าความสะอาด เครื่องคัดขนาด เครื่องปอกเปลือก 
ผ่าหลัง และก าจัดเส้นด า เป็นต้น เพ่ือลดต้นทุนการผลิต  ควบคุมมาตรฐาน และตรวจสอบคุณภาพ
ของผลิตภัณฑ์  และนอกจากนี้ยังมีผู้วิจัยจากหลายสถาบันได้สร้างระบบอัตโนมัติในการกระบวนการ
ผลิตกุ้ง [71], [72] ดังนั้นจึงมีแนวคิดน ามาประยุกต์ใช้กับเครื่องจักรอัตโนมัติที่ท าการปอกเปลือก ผ่า
หลัง และก าจัดเส้นด ากุ้ง ซึ่งกุ้งจะผ่านเครื่องมือภายในเครื่องจักร จากรูปที่ 5.1 เมื่อกุ้งเข้าเครื่องจักร
จะถูกผ่าหลังแล้วใช้แปรงปัดเพ่ือก าจัดเส้นด าและดึงตัวกุ้งออกจากเปลือกด้วยเครื่องมือเกี่ยวเปลือก
ออก การท างานดังกล่าวสามารถน าเทคนิคประมวลผลภาพประยุกต์ใช้ได้โดยติดตั้งกล้อง ณ ต าแหน่ง
หลังจากขั้นตอนก าจัดเส้นด าแล้ว เพราะขั้นตอนต่างๆจะเสร็จสิ้นภายในเครื่องจักร และมีโลหะหนีบ
ตัวกุ้งไว้ในลักษณะที่สามารถถ่ายรูปให้เห็นส่วนหลังที่มีการก าจัดเส้นด าได้อย่างชัดเจน  
 
รูปที่ 5.1 การประยุกต์เทคนิคประมวลผลภาพกับเครื่องจักรอัตโนมัติ 
5)  ส าหรับการปรับค่าขีดแบ่ง (thresholding value) ให้เหมาะสมตามฮิสโตแกรม
องภาพในขั้นตอนการแบ่งส่วนภาพ (segmentation) จากการเก็บข้อมูลภาพตัวอย่างจ านวน 200 
ภาพ พบว่าปรับค่าค่าขีดแบ่งมีค่าเฉลี่ย ส่วนตัวกุ้งให้ค่าอยู่ระหว่าง 79 ถึง 154 และส่วนเส้นด าปรับค่า
ขีดแบ่ง ให้อยู่ระหว่าง 83 ถึง 255  
 งานวิจัยนี้สามารถน าวิธีการและเทคนิคไปประยุกต์และเป็นแนวทางเพ่ือการพัฒนา
ตรวจสอบและจ าแนกลักษณะคุณภาพทางการเกษตรอ่ืนๆได้ นอกเหนือจากผลิตภัณฑ์ของกุ้ง เช่น 
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ตารางที่ ก-1 ข้อมูลคุณลักษณะของตัวอย่างกุ้งจ านวน 200 ภาพ 
ตัวอย่าง Area Length Mean Std Min Per25 Per50 Per75 Group 
1 6.40 79.18 158.97 33.41 22.00 150.25 303.50 784.50 1 
2 6.32 68.07 157.69 32.00 22.00 128.25 265.00 900.00 1 
3 5.01 59.46 158.87 29.20 27.00 113.25 248.50 1082.50 1 
4 3.84 47.27 160.99 27.20 26.00 111.00 241.00 795.25 1 
5 2.96 41.24 161.49 25.20 29.00 99.00 223.00 400.00 1 
6 1.93 29.36 163.41 21.88 30.00 73.25 180.00 962.25 1 
7 1.39 26.76 165.53 19.20 37.00 64.00 175.00 600.00 1 
8 1.25 18.08 165.01 20.10 30.00 54.25 190.00 715.00 1 
9 0.60 5.79 166.53 18.45 43.00 18.50 133.00 807.50 2 
10 5.75 60.00 158.00 29.00 20.00 40.00 143.50 1051.75 1 
11 4.79 69.64 159.61 28.47 31.00 131.50 302.00 786.25 1 
12 4.57 68.40 158.45 26.49 31.00 151.25 292.00 934.25 1 
13 4.38 63.82 158.06 25.20 24.00 123.75 260.00 898.25 1 
14 2.60 49.90 160.66 23.80 30.00 106.00 242.50 940.50 1 
15 1.89 34.87 161.08 21.10 32.00 54.00 201.00 888.75 1 
16 1.50 21.25 159.42 19.10 31.00 38.25 143.50 873.25 1 
17 5.50 13.26 158.00 28.00 21.00 41.25 117.00 907.75 1 
18 4.75 50.00 157.00 14.00 28.00 50.00 115.00 1235.50 1 
19 3.00 53.46 163.00 21.00 34.00 70.00 170.00 769.25 1 
20 0.67 22.24 160.00 18.00 42.00 10.25 145.50 1051.75 2 
21 0.77 19.39 167.93 15.60 47.00 6.75 104.50 587.00 2 
22 0.50 9.82 167.00 16.60 45.00 2.25 136.00 500.00 2 
23 1.75 35.00 163.00 22.00 30.00 130.00 132.50 991.00 1 
24 4.00 48.46 158.78 24.00 24.00 150.00 190.50 1106.00 1 
25 3.00 33.20 161.45 23.00 25.00 90.00 169.00 991.50 1 
26 2.75 18.88 163.23 22.00 32.00 69.00 210.00 981.50 1 
27 2.50 24.33 162.94 21.00 36.00 90.00 148.00 1083.75 1 
28 0.80 13.53 167.00 19.60 49.00 12.25 191.00 1513.75 2 
29 0.60 12.00 164.00 18.60 42.00 4.25 143.00 1422.50 2 
30 2.75 54.07 166.30 21.26 32.00 50.50 220.00 1568.00 1 
31 4.04 49.93 165.95 24.00 23.00 75.50 179.00 1212.00 1 
32 3.25 33.95 167.09 23.00 28.00 56.50 133.50 1321.00 1 
121 
 
ตารางที่ ก-1 ข้อมูลคุณลักษณะของตัวอย่างกุ้งจ านวน 200 ภาพ(ต่อ) 
ตัวอย่าง Area Length Mean Std Min Per25 Per50 Per75 Group 
33 3.50 19.40 168.71 23.00 32.00 24.75 210.00 1430.00 1 
34 0.75 5.15 169.60 17.20 45.00 13.00 55.00 722.00 2 
35 0.25 0.63 170.52 16.70 51.00 1.00 97.50 1310.25 2 
36 3.71 70.97 159.33 22.80 31.00 27.00 226.50 1109.75 1 
37 4.08 63.60 159.40 20.50 30.00 27.00 259.50 1166.00 1 
38 2.09 49.90 158.72 20.50 36.00 19.25 265.00 1212.50 1 
39 2.59 36.73 156.82 20.10 33.00 16.25 224.00 1146.00 1 
40 3.35 31.00 158.28 19.40 29.00 89.00 197.00 1307.00 1 
41 1.89 17.46 160.60 19.00 38.00 0.00 175.50 1081.00 1 
42 0.48 10.37 161.98 18.04 48.00 6.00 45.00 1110.50 2 
43 5.50 65.00 161.79 27.00 38.00 77.00 142.50 1656.00 1 
44 5.75 69.40 154.89 30.74 31.00 69.75 359.50 799.00 1 
45 4.69 61.42 154.70 27.50 25.00 90.50 313.50 934.00 1 
46 3.87 49.34 158.44 25.14 26.00 80.75 258.00 706.00 1 
47 2.80 31.57 161.45 22.80 29.00 58.00 216.00 670.75 1 
48 1.44 15.61 168.09 22.00 30.00 23.00 168.00 775.75 1 
49 0.55 6.13 163.84 19.10 49.00 17.25 80.00 999.00 2 
50 3.75 46.00 151.00 26.00 26.00 15.25 259.00 1368.00 1 
51 2.77 62.46 159.03 25.44 28.00 105.25 248.50 1720.50 1 
52 2.14 46.67 160.93 24.70 24.00 115.00 237.50 1122.25 1 
53 2.53 40.20 161.07 23.20 30.00 75.50 180.50 1203.50 1 
54 1.25 20.66 164.93 20.50 31.00 44.50 420.00 1019.25 1 
55 0.75 6.60 166.42 17.00 39.00 17.00 81.50 712.00 2 
56 2.75 38.00 153.00 22.00 35.00 4.00 450.00 597.25 1 
57 5.00 72.92 158.00 30.21 24.00 147.50 385.50 948.25 1 
58 4.95 73.10 158.90 27.20 29.00 182.00 404.50 1298.25 1 
59 4.00 63.91 159.93 25.90 25.00 168.25 365.00 1374.75 1 
60 3.00 57.78 161.06 24.50 29.00 127.25 323.00 1133.00 1 
61 3.31 49.23 162.31 23.30 28.00 85.50 278.00 1132.00 1 
62 2.79 38.10 161.78 21.90 29.00 91.75 252.00 1077.50 1 
63 1.75 25.47 163.09 21.00 26.00 110.00 229.50 1118.75 1 
64 1.50 14.43 164.43 20.00 35.00 52.00 169.50 1045.25 1 
122 
 
ตารางที่ ก-1 ข้อมูลคุณลักษณะของตัวอย่างกุ้งจ านวน 200 ภาพ(ต่อ) 
ตัวอย่าง Area Length Mean Std Min Per25 Per50 Per75 Group 
65 0.70 10.00 165.35 17.20 44.00 26.50 103.00 1068.25 2 
66 0.60 8.00 168.41 15.25 45.00 12.00 82.00 1001.25 2 
67 5.94 56.87 154.20 27.80 27.00 171.25 455.00 1700.00 1 
68 6.09 59.13 152.96 27.30 11.00 185.75 414.50 1600.00 1 
69 4.53 49.18 154.59 25.40 12.00 154.25 376.50 1322.75 1 
70 3.76 37.26 157.56 23.40 23.00 129.75 343.00 1367.25 1 
71 2.66 25.46 156.93 22.34 32.00 46.75 350.50 1500.00 1 
72 2.10 16.05 158.85 20.76 32.00 43.25 260.00 1800.00 1 
73 0.76 6.47 161.07 19.40 45.00 18.00 193.50 1900.00 2 
74 0.10 0.00 164.00 17.45 39.00 14.25 85.00 1137.25 2 
75 3.18 65.20 155.39 23.13 27.00 80.25 256.50 1400.00 1 
76 2.84 61.32 155.78 24.00 26.00 111.00 240.00 1696.25 1 
77 3.22 50.34 157.50 22.60 27.00 105.00 238.50 1600.00 1 
78 2.32 37.22 155.26 21.10 35.00 35.75 229.50 1934.00 1 
79 1.36 25.50 157.45 19.50 28.00 19.25 170.50 1795.25 1 
80 0.73 8.69 160.00 17.70 42.00 8.25 105.00 1337.00 2 
81 0.60 8.00 162.00 18.00 46.00 2.25 95.00 1800.00 2 
82 1.59 33.89 163.86 23.00 29.00 83.00 203.50 1196.75 1 
83 1.58 32.75 162.19 20.00 25.00 67.75 168.00 1120.75 1 
84 1.74 22.85 166.39 19.00 28.00 57.00 153.00 719.00 1 
85 0.75 13.65 164.24 17.50 40.00 4.25 116.00 1047.75 2 
86 0.50 12.00 163.70 17.00 41.00 2.00 102.00 960.00 2 
87 0.30 9.00 166.17 16.00 45.00 3.00 95.00 773.75 2 
88 6.00 70.02 144.45 30.00 14.00 130.00 420.00 962.75 1 
89 6.11 59.77 154.30 30.00 20.00 114.75 386.50 864.00 1 
90 4.30 44.11 154.88 26.00 21.00 112.75 338.50 905.00 1 
91 4.87 43.59 157.00 27.00 21.00 116.50 325.50 833.25 1 
92 4.02 31.22 161.00 24.00 24.00 93.25 216.00 650.00 1 
93 1.20 11.90 164.80 20.00 32.00 51.50 219.00 551.50 1 
94 1.20 11.00 166.00 15.00 48.00 4.00 86.00 606.00 2 
95 6.33 68.29 155.00 31.00 14.00 86.00 357.00 805.50 1 
96 4.15 59.20 157.00 28.00 20.00 73.25 324.00 895.50 1 
123 
 
ตารางที่ ก-1 ข้อมูลคุณลักษณะของตัวอย่างกุ้งจ านวน 200 ภาพ(ต่อ) 
ตัวอย่าง Area Length Mean Std Min Per25 Per50 Per75 Group 
97 3.66 46.34 159.90 26.00 24.00 86.50 246.50 561.75 1 
98 3.94 28.28 158.31 23.00 26.00 73.00 236.50 300.00 1 
99 1.99 22.26 160.45 21.00 29.00 89.25 184.00 830.50 1 
100 5.75 55.00 150.00 33.00 16.00 37.00 200.00 829.25 1 
101 2.50 42.00 159.00 23.00 30.00 37.00 250.00 740.00 1 
102 5.50 55.00 148.00 29.00 18.00 84.00 420.00 777.00 1 
103 5.00 49.00 150.00 28.00 26.00 83.00 300.00 1118.75 1 
104 4.50 45.00 152.00 27.00 27.00 109.00 220.00 1045.25 1 
105 3.00 29.00 153.00 23.00 29.00 44.00 290.00 1068.25 2 
106 2.00 23.00 158.00 21.00 34.00 31.00 240.00 1001.25 2 
107 1.75 19.00 164.00 21.00 34.00 25.00 190.00 1700.00 1 
108 0.50 12.00 169.00 15.50 42.00 5.00 58.00 1600.00 1 
109 5.25 60.00 150.00 29.00 21.00 90.00 399.00 1322.75 1 
110 5.25 50.00 151.00 27.00 21.00 88.00 400.00 1367.25 1 
111 4.50 35.00 154.00 26.50 25.00 78.00 324.00 1500.00 1 
112 2.75 27.00 159.00 23.00 34.00 43.00 299.00 1800.00 1 
113 2.25 25.00 158.00 22.00 34.00 21.00 300.00 1900.00 2 
114 1.00 14.00 171.00 19.00 42.00 3.00 148.00 1137.25 2 
115 3.25 33.00 158.00 23.00 28.00 105.00 190.00 1400.00 1 
116 5.25 47.00 152.00 24.00 19.00 90.00 234.00 1696.25 1 
117 4.50 41.00 154.00 24.00 18.00 65.00 312.00 690.00 1 
118 3.25 33.00 156.00 22.00 31.00 39.00 322.00 547.00 1 
119 3.25 30.00 155.00 23.00 26.00 38.00 270.00 1082.50 1 
120 2.50 22.00 164.00 20.00 33.00 27.00 289.00 1350.00 1 
121 2.25 21.00 163.00 22.00 34.00 22.00 311.00 1200.00 1 
122 3.75 38.00 157.00 28.00 28.00 36.00 301.00 962.25 1 
123 6.25 69.00 146.00 35.00 15.00 95.00 379.00 1400.00 1 
124 5.50 54.00 147.00 31.00 17.00 79.00 366.00 715.00 1 
125 4.75 48.00 152.00 29.00 38.00 71.00 354.00 600.00 1 
126 3.50 38.00 159.00 26.00 32.00 57.00 283.00 1051.75 1 
127 3.50 40.00 159.00 26.00 33.00 54.00 294.00 1022.00 1 
128 2.50 34.00 163.00 24.00 33.00 45.00 255.00 1067.00 1 
124 
 
ตารางที่ ก-1 ข้อมูลคุณลักษณะของตัวอย่างกุ้งจ านวน 200 ภาพ(ต่อ) 
ตัวอย่าง Area Length Mean Std Min Per25 Per50 Per75 Group 
129 0.75 14.00 166.00 22.00 37.00 8.00 90.00 579.00 2 
130 5.25 49.00 151.00 30.00 18.00 119.00 347.00 1082.50 1 
131 3.50 31.00 157.00 27.00 26.00 54.00 254.00 1149.00 1 
132 3.25 28.00 158.00 25.00 28.00 49.00 243.00 720.00 1 
133 2.25 63.00 160.00 19.00 34.00 56.00 381.00 962.25 1 
134 0.91 24.00 168.00 18.00 37.00 15.00 120.00 480.00 2 
135 2.75 27.00 162.00 25.00 31.00 47.00 389.00 715.00 1 
136 5.50 68.00 154.00 32.00 21.00 82.00 345.00 1190.00 1 
137 4.00 43.00 154.00 29.00 26.00 80.00 296.00 1051.75 1 
138 3.50 49.00 156.00 28.00 36.00 74.00 312.00 436.00 1 
139 2.50 38.00 160.00 26.00 25.00 67.00 326.00 1120.00 1 
140 2.25 62.00 162.00 23.00 26.00 65.00 285.00 1256.00 1 
141 0.20 14.00 168.00 18.00 42.00 20.00 79.25 690.25 2 
142 4.50 38.00 154.00 29.00 20.00 90.00 399.00 1200.00 1 
143 3.75 38.00 155.00 26.00 22.00 88.00 400.00 690.00 1 
144 3.50 34.00 157.00 27.00 26.00 78.00 324.00 745.00 1 
145 2.50 28.00 163.00 21.00 33.00 43.00 299.00 1090.00 1 
146 2.75 33.00 162.00 23.00 30.00 54.25 157.50 715.00 1 
147 0.75 6.00 169.00 17.30 41.00 7.00 145.50 1058.75 2 
148 3.25 41.00 156.00 26.00 30.00 67.00 190.00 440.00 1 
149 5.25 56.00 145.00 31.00 18.00 90.00 234.00 1345.00 1 
150 3.50 38.00 152.00 29.00 23.00 65.00 312.00 690.00 1 
151 3.50 39.00 150.00 27.00 26.00 39.00 322.00 547.00 1 
152 2.75 33.00 156.00 26.00 24.00 38.00 270.00 1082.50 1 
153 2.25 26.00 157.00 22.00 30.00 27.00 289.00 1350.00 1 
154 1.75 19.00 162.00 21.00 36.00 47.00 389.00 715.00 1 
155 5.00 61.00 148.00 32.00 17.00 82.00 345.00 1190.00 1 
156 3.50 42.00 150.00 28.00 25.00 80.00 296.00 1051.75 1 
157 3.75 44.00 151.00 29.00 26.00 74.00 312.00 436.00 1 
158 3.25 38.00 156.00 27.00 26.00 67.00 326.00 1120.00 1 
159 2.50 31.00 156.00 23.00 39.00 90.00 234.00 1345.00 1 
160 0.80 8.00 171.00 18.00 40.00 2.00 100.00 532.00 2 
125 
 
ตารางที่ ก-1 ข้อมูลคุณลักษณะของตัวอย่างกุ้งจ านวน 200 ภาพ(ต่อ) 
ตัวอย่าง Area Length Mean Std Min Per25 Per50 Per75 Group 
161 5.50 67.00 148.00 29.00 16.00 40.00 143.50 1051.75 1 
162 4.50 54.00 152.00 27.00 21.00 131.50 302.00 786.25 1 
163 4.25 48.00 152.00 26.00 26.00 151.25 292.00 934.25 1 
164 2.75 28.00 161.00 22.00 39.00 123.75 275.50 898.25 1 
165 2.25 27.00 161.00 22.00 38.00 106.00 242.50 940.50 1 
166 1.75 29.00 163.00 19.00 37.00 54.00 201.00 888.75 1 
167 4.75 48.00 153.00 27.00 23.00 38.25 143.50 873.25 1 
168 3.00 40.00 160.00 24.00 33.00 41.25 117.00 907.75 1 
169 2.50 28.00 161.00 22.00 37.00 65.00 115.00 1235.50 1 
170 2.00 22.00 162.00 20.00 37.00 70.00 135.50 769.25 1 
171 5.75 69.00 150.00 34.00 16.00 90.00 399.00 1200.00 1 
172 4.50 52.00 157.00 29.00 20.00 88.00 400.00 690.00 1 
173 3.50 38.00 164.00 27.00 26.00 78.00 324.00 745.00 1 
174 3.25 34.00 164.00 25.00 24.00 43.00 299.00 1090.00 1 
175 3.25 36.00 164.00 24.00 27.00 50.00 115.00 1235.50 1 
176 1.75 24.00 162.00 20.00 38.00 70.00 135.50 769.25 1 
177 0.00 0.00 172.00 15.00 43.00 11.00 120.00 1481.00 2 
178 5.50 67.00 146.00 32.00 16.00 83.00 203.50 1196.75 1 
179 4.25 54.00 151.00 31.00 26.00 67.75 168.00 1120.75 1 
180 4.25 44.00 150.00 30.00 26.00 57.00 153.00 719.00 1 
181 0.20 23.00 164.00 19.00 36.00 9.00 67.00 1002.25 2 
182 4.75 41.00 153.00 29.00 21.00 40.00 143.50 1051.75 1 
183 4.75 39.00 152.00 28.00 21.00 131.50 302.00 786.25 1 
184 3.25 36.00 157.00 28.00 22.00 151.25 292.00 934.25 1 
185 3.25 37.00 156.00 27.00 29.00 123.75 275.50 898.25 1 
186 2.00 25.00 163.00 26.00 32.00 106.00 242.50 940.50 1 
187 1.25 18.00 164.00 20.50 36.00 110.00 201.00 888.75 1 
188 2.50 28.00 162.00 23.00 33.00 38.25 143.50 873.25 1 
189 6.25 72.00 142.00 33.00 14.00 41.25 117.00 907.75 1 
190 5.00 59.00 150.00 31.00 16.00 50.00 50.00 1235.50 1 
191 4.00 56.00 156.00 27.00 22.00 70.00 135.50 769.25 1 
192 2.75 38.00 161.00 24.00 31.00 83.00 203.50 1196.75 1 
126 
 
ตารางที่ ก-1 ข้อมูลคุณลักษณะของตัวอย่างกุ้งจ านวน 200 ภาพ(ต่อ) 
ตัวอย่าง Area Length Mean Std Min Per25 Per50 Per75 Group 
193 2.75 29.00 160.00 24.00 31.00 67.75 168.00 1120.75 1 
194 1.50 27.00 164.00 21.00 32.00 57.00 153.00 719.00 1 
195 1.00 21.00 166.00 19.00 37.00 24.00 75.00 1104.75 2 
196 5.50 62.00 153.00 28.00 14.00 90.00 399.00 1200.00 1 
197 4.00 53.00 160.00 25.00 22.00 88.00 400.00 690.00 1 
198 3.75 39.00 163.00 24.00 30.00 78.00 324.00 745.00 1 
199 3.75 42.00 164.00 24.00 26.00 43.00 299.00 1090.00 1 
200 2.75 22.00 165.00 21.00 33.00 54.25 157.50 715.00 1 
หมายเหตุ : Area แทนค่า สัดส่วนพื้นที่ 
Length แทนค่า สัดส่วนความยาว 
Mean แทนค่า ค่าเฉลี่ย 
Std แทนค่า ส่วนเบี่ยงเบนมาตรฐาน 
Min  แทนค่า ค่าความสว่างต่ าสุด        
Per 25 แทนค่า จ านวนพิกเซล ณ เปอร์เซ็นต์ไทล์ที่ 25 
Per 50 แทนค่า จ านวนพิกเซล ณ เปอร์เซ็นต์ไทล์ที่ 50       
Per 75 แทนค่า จ านวนพิกเซล ณ เปอร์เซ็นต์ไทล์ที่ 75       


























การทดสอบค่าเฉลี่ยกรณีกลุ่มตัวอย่าง 2 กลุ่ม 
พิจารณาจากการน าคุณลักษณะมาทดสอบทางสถิติ t-test จากกลุ่มตัวอย่าง
ประชากร 2 กลุ่ม โดยน าค่าเฉลี่ยของแต่ละคุณลักษณะมาท าการทดสอบความแตกต่างของกลุ่มกุ้ง
ผ่านและไม่ผ่านเกณฑ์มาตรฐานซึ่งก่อนน ามาทดสอบด้วย t-test ต้องท าการทดสอบเงื่อนไขความ
เท่ากันของความแปรปรวนด้วย F-test โดยตั้งสมมติฐานดังตารางที่ 3.1 ที่ระดับความเชื่อมั่น 95% 
(α=0.05) ดังนี้ 
ทดสอบ F-test 
H0 : ความแปรปรวนของคุณลักษณะแต่ละประเภทไม่แตกต่างกัน 
H1 : ความแปรปรวนของคุณลักษณะแต่ละประเภทแตกต่างกัน  
ทดสอบ T-test 
H0 : ค่าเฉลี่ยของคุณลักษณะแต่ละประเภทไม่แตกต่างกัน 
H1 : ค่าเฉลี่ยของคุณลักษณะแต่ละประเภทแตกต่างกัน  
หลังจากนั้นท าการทดสอบความแปรปรวนโดยใช้สถิติ F-test ได้ผลลัพธ์การ
วิเคราะห์ด้วยโปรแกรม SPSS เวอร์ชัน 22 ดังตาราง ข-1   
ตาราง ข-1 Independent Samples Test 
 
Levene's Test for 
Equality of Variances 
t-test for Equality of Means 




Equal variances assumed 46.172 .000 12.003 198 .000 
Equal variances not assumed   25.472 196.455 .000 
Length 
Equal variances assumed 29.676 .000 10.884 198 .000 
Equal variances not assumed   18.908 112.556 .000 
Mean 
Equal variances assumed 7.835 .006 -8.617 198 .000 






ตาราง ข-1 Independent Samples Test (ต่อ) 
  
Levene's Test for 
Equality of Variances 
t-test for Equality of Means 




Equal variances assumed 27.704 .000 10.610 198 .000 
Equal variances not assumed   18.326 110.544 .000 
Min 
Equal variances assumed 7.708 .006 -13.644 198 .000 
Equal variances not assumed   -18.650 62.254 .000 
Per25 
Equal variances assumed 33.607 .000 9.831 198 .000 
Equal variances not assumed   21.129 197.847 .000 
Per50 
Equal variances assumed 25.151 .000 9.844 198 .000 
Equal variances not assumed   16.760 105.744 .000 
Per75 
Equal variances assumed 2.382 .124 .189 198 .850 
Equal variances not assumed   .162 37.398 .872 
 
ผลลัพธ์จากการประมวลผลตาราง ข-1 เมื่อท าการทดสอบเงื่อนไขความเท่ากันของ
ความแปรปรวนด้วยการทดสอบสถิติ F-test ที่มีค่านัยส าคัญเท่ากับ 0.05 ปรากฏว่าค่า Sig. ของ F-
test ของ 7 คุณลักษณะ คือ พ้ืนที่ ความยาว ค่าเฉลี่ย ส่วนเบี่ยงเบนมาตรฐาน ค่าต่ าสุด เปอร์เซนต์
ไทล์ที่ 25 และ 50 น้อยกว่า 0.05 จึงปฏิเสธสมมติฐาน H0 แสดงว่าความแปรปรวนของทั้งสองกลุ่มนี้
แตกต่างกันอย่างมีนัยส าคัญ จึงใช้ค่าสถิติ t-test ที่ Equal Variances not assumed ซึ่งมีการ
พิจารณาลักษณะเช่นเดียวกันกับ F-test โดย t-test ปรากฏว่าค่า Sig. ของทุกคุณลักษณะข้างต้นมีค่า
น้อยกว่า 0.05 เช่นกัน  จึงปฏิเสธสมมติฐาน H0 แสดงว่าค่าเฉลี่ยของคุณลักษณะมีความแตกต่างอย่าง
มีนัยส าคัญ และเปอร์เซนต์ไทล์ที่ 75 ทดสอบเงื่อนไขความเท่ากันของความแปรปรวนด้วยการทดสอบ
สถิติ F-test ที่มีค่านัยส าคัญเท่ากับ 0.05 ปรากฏว่าค่า Sig. ของ F-test มากกว่า 0.05 จึงยอมรับ
สมมติฐาน H0 แสดงว่าความแปรปรวนของทั้งสองกลุ่มนี้ไม่แตกต่างกันอย่างมีนัยส าคัญ จึงใช้ค่าสถิติ 
t-test ที่ Equal Variances assumed ซึ่งมีการพิจารณาลักษณะเช่นเดียวกันกับ F-test โดย t-test 
ปรากฏว่าค่า Sig. ของทุกคุณลักษณะข้างต้นมีค่ามากกว่า 0.05  จึงยอมรับสมมติฐาน H0 แสดงว่า
ค่าเฉลี่ยของคุณลักษณะไม่มีความแตกต่างอย่างมีนัยส าคัญ ดังนั้นคุณลักษณะที่จะน ามาใช้เป็น
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พารามิเตอร์ในการจ าแนกกลุ่มมี 7 คุณลักษณะ คือ พ้ืนที่ ความยาว ค่าเฉลี่ย ส่วนเบี่ยงเบนมาตรฐาน 
ค่าต่ าสุด จ านวนพิกเซล ณ เปอร์เซนต์ไทล์ที่ 25 และ 50 
การวิเคราะห์ปัจจัยเพื่อลดขนาดข้อมูล 
ในงานวิจัยน าคุณลักษณะที่ส่งต่อผล มาลดขนาดข้อมูลด้วยเทคนิค Principal 
Component Analysis (PCA) ของตัวอย่างภาพกุ้งจ านวน 200 ภาพ จะได้ผลลัพธ์การวิเคราะห์ด้วย
โปรแกรม SPSS เวอร์ชัน 22 ดังต่อไปนี้ 
จากตาราง ข-2 เป็นค่าสัมประสิทธิ์สหสัมพันธ์ของเพียรสัน (Pearson correlation) 
จะพบว่าพารามิเตอร์ที่มีความสัมพันธ์กันมากที่สุด คือ พ้ืนที่   และส่วนเบี่ยงเบนมาตรฐาน  โดยมีค่า
สัมประสิทธิ์สหสัมพันธ์เท่ากับ 0.881 ดังนั้นพารามิเตอร์ของพื้นที่ และส่วนเบี่ยงเบนมาตรฐานควรจัด
อยู่ในปัจจัยเดียวกัน 
ตาราง ข-2 เมทริกซ์สหสัมพันธ์ (Correlation matrix) 
 
 Area Length Mean Std Min Per25 Per50 
Area 1.000 .843 -.766 .881 -.832 .613 .588 
Length .843 1.000 -.659 .773 -.729 .631 .554 
Mean -.766 -.659 1.000 -.769 .721 -.404 -.522 
Std .881 .773 -.769 1.000 -.802 .576 .579 
Min -.832 -.729 .721 -.802 1.000 -.595 -.558 
Per25 .613 .631 -.404 .576 -.595 1.000 .546 
Per50 .588 .554 -.522 .579 -.558 .546 1.000 
จากตาราง ข-3 ค่า Kaiser-Meyer-Olkin Measure of Sampling เป็นการวัดความ
เหมาะสมของข้อมูล ในการใช้เทคนิคลดมิติข้อมูลนี้ โดยมีค่าเท่ากับ 0.915 ซึ่งมากกว่า 0.50 และใกล้
กับ 1 ดังนั้นข้อมูลที่มีอยู่ เหมาะสมที่จะใช้ เทคนิคนี้  และใช้สถิติทดสอบ Bartlett’s Test of 
Sphericity โดยก าหนดสมมติฐาน ดังนี้ 
H0: พารามิเตอร์ต่างๆ ไม่มีความสัมพันธ์กัน  
H1: พารามิเตอร์ต่าง ๆ มีความสัมพันธ์กัน  
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สถิติทดสอบจะมีการแจกแจงโดยประมาณแบบ Chi-Square เท่ากับ 1214.174




ตาราง ข-3 สถิติ KMO และการทดสอบของ Bartlett 
 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .915 
Bartlett's Test of Sphericity Approx. Chi-Square 1214.174 
df 21 
Sig. .000 
จากตาราง ข-4 แสดงค่าสถิติส าหรับแต่ละปัจจัยทั้งก่อนและหลังการสกัดปัจจัย โดย
วิธี PCA  ในการสกัดปัจจัย ซึ่งมีรายละเอียดดังนี้ 
ปัจจัย (Component) เป็นปัจจัยที่จัดกลุ่มซึ่งจะมีจ านวนปัจจัยมากที่สุดเท่ากับ




ค่าไอเกนน้อยกว่า 1 ซึ่งเป็นค่าที่นิยมใช้จากตารางจะพบว่ามีเพียงปัจจัยที่ 1 เท่านั้นที่มีค่าไอเกน
มากกว่า 1 ดังนั้นการจัดพารามิเตอร์จึงมีแค่ 1 ปัจจัยเท่านั้น และจากกราฟ scree plot ในรูปที่ ข-1 
เป็นกราฟท่ีพล็อตค่าไอเกนของแต่ละปัจจัยเรียงค่าจากมากไปน้อย  เพ่ือใช้ในการพิจารณาร่วมกับการ
พิจารณาค่าจากการค านวณ ซึ่งจะพิจารณาจากค่าไอเกนที่ลดลงอย่างรวดเร็ว และมีค่าไอเกนมากกว่า 
1  จากรูปจึงพิจารณาว่ามี 1 ปัจจัย  แต่เมื่อพิจารณาข้อมูลจากการค านวณพบว่ามีบางปัจจัยที่มี
ค่าไอเกนใกล้เคียงกับ 1 และจากการศึกษาพบว่านอกจากค่าไอเกนดังกล่าว ยังมีค่าไอเกนที่ให้ใช้ใน
การวิเคราะห์การจัดพารามิเตอร์ นั่นคือ 0.7 หรือมากกว่าท าให้ผู้วิจัยตัดสินใจเพ่ิมปัจจัย เพ่ือเพ่ิม
เปอร์เซ็นต์ที่จะสามารถอธิบายความแปรปรวนได้ นอกจากนั้นท าให้สามารถวิเคราะห์ด้วยการหมุน
แกนปัจจัย ในกรณีที่การแปลผล และค่า Factor loading มีค่าไม่ชัดเจนในการจัดพารามิเตอร์ว่าควร
จัดอยู่ในปัจจัยใด จึงเพ่ิมปัจจัยที่ 2 ในการวิเคราะห์ โดยมีค่าไอเกนเท่ากับ 0.676 ซึ่งใกล้เคียงกับค่าที่
ก าหนด  
% of Variance เป็นเปอร์เซ็นต์ที่แต่ละปัจจัยสามารถอธิบายความแปรปรวนได้  
เนื่องจากเดิมมีพารามิเตอร์ 7 ตัว และจากตารางจะพบว่าแต่ละตัวมีค่า Communality เท่ากับ 1 จึง
มีความแปรปรวนทั้งหมดเท่ากับ 7  
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ดังนั้น  % of Variance ของปัจจัยที่ 1 = (5.027/7)*100 = 71.819% 
% of Variance ของปัจจัยที่ 2 = (0.676/7)*100 = 9.651% 
โดย Cumulative % หมายถึง ผลบวกสะสมของความแปรปรวน จึงสามารถสรุปได้
ว่าปัจจัยที่ส าคัญที่สุดคือ ปัจจัยที่ 1 เนื่องจากสามารถอธิบายความผันแปรของข้อมูลได้มากที่สุดคือ
เท่ากับ  71.819 ส่วน ปัจจัยที่ 2 จะมีส่วนส าคัญรองลงมาสามารถอธิบายความแปรปรวนของข้อมูล
ได้ 9.651ส่วนรวมสองปัจจัยเป็น 81.471 ส่วน 
ในส่วนของ Rotation Sums of Squared Loadings จะให้ค่าไอเกน เปอร์เซ็นต์
ความแปรปรวน และ ผลบวกสะสมของความแปรปรวนของปัจจัยเมื่อท าการหมุนแกนปัจจัยใน
ลักษณะที่ปัจจัยยังคงเป็นอิสระต่อกัน ในการวิเคราะห์นี้ใช้วิธีหมุนแกนปัจจัยแบบ Varimax จะพบว่า
ค่าต่างๆของปัจจัยที่ 1 เมื่อหมุนแกนมีค่าน้อยกว่าเมื่อไม่ได้หมุนแกน  ในขณะที่ปัจจัยที่ 2 มีค่าไอเกน 
และเปอร์เซ็นต์ความแปรปรวน มากกว่าปัจจัยที่ 1 แต่ผลบวกสะสมของความแปรปรวน  ของทั้ง 2 
ปัจจัยยังคงเท่าเดิม 
 




Extraction Sums of Squared 
Loadings 

















1 5.027 71.819 71.819 5.027 71.819 71.819 3.547 50.673 50.673 
2 .676 9.651 81.471 .676 9.651 81.471 2.156 30.798 81.471 
3 .501 7.153 88.623       
4 .278 3.975 92.599       
5 .237 3.381 95.980       
6 .182 2.595 98.575       





รูป ข-1 กราฟ scree plot 
 จากตาราง ข -5 แสดงค่าสัมประสิทธิ์ สหสัมพันธ์  (Factor loading) ซึ่ ง เป็น
ความสัมพันธ์ของพารามิเตอร์กับปัจจัยทั้ง 2 ปัจจัยโดยไม่หมุนแกนปัจจัย นั่นคือการท าให้ปัจจัยตั้ง
ฉากกันหรือเป็นอิสระกัน โดยให้ทั้ง 2 ปัจจัยตั้งฉากกันหรือเป็นอิสระกันได้ผลลัพธ์ดังตาราง ข-6 





Area .942  
Std .918  
Min -.892  
Length .882  
Mean -.825 .384 
Per25 .725 .564 
Per50 .720 .390 
 
เมื่อหมุนแกนปัจจัยโดยวิธี  Varimax พบว่าค่ าสัมประสิทธิสหสัมพันธ์มีค่ า
เปลี่ยนแปลงไปเมื่อเทียบกับไม่หมุนแกน  ท าให้บางปัจจัยมีค่าสัมประสิทธิสหสัมพันธ์มากขึ้น  ดังนั้น
สามารถจัดปัจจัยได้ดังนี้ 
 ปัจจัยที่ 1 ประกอบด้วยตัวแปร 5 พารามิเตอร์คือ ค่าเฉลี่ย (Mean), ส่วนเบี่ยงเบน
มาตรฐาน (Std), พ้ืนที่  (Area), ค่าความสว่างที่น้อยที่สุด (Min)  และความยาว (Length) 
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 ปัจจัยที่ 2 ประกอบด้วยตัวแปร 2 พารามิเตอร์คือ ค่าเปอร์เซ็นต์ไทล์ที่ 25 (Per25) 
และค่าเปอร์เซน็ต์ไทล์ที่ 50 (Per50)  






Mean -.894  
Std .844 .398 
Area .840 .445 
Min -.790 -.429 
Length .715 .517 
Per25 .260 .881 
Per50 .357 .737 
 
ค่าของเมทริกซ์การหมุนที่ใช้ในการหมุนแกนปัจจัยเพ่ือเปลี่ยนค่าถ่วงน้ าหนัก 
ภายหลังจากการหมุนแกนปัจจัยแล้วโดยใช้วิธี Varimax ดังตาราง ข-7 
ตาราง ข-7 เมทริกซ์การหมุนแกนปัจจัยเพื่อเปลี่ยนค่าถ่วงน้ าหนักปัจจัย  
 
Component 1 2 
1 .812 .583 
2 -.583 .812 
จากรูป ข-2 แสดงค่าถ่วงน้ าหนักปัจจัยของแต่ละปัจจัย  โดยที่ถ้าปัจจัยสามารถแทน
พารามิเตอร์ต่างๆได้ดี  พารามิเตอร์จะต้องอยู่ใกล้กับแกนใดแกนหนึ่ง  ถ้าพารามิเตอร์อยู่ใกล้จุด
ก าเนิด  (0,0,0) แสดงว่าพารามิเตอร์นั้นไม่สัมพันธ์กับปัจจัยใดเลย  ในที่นี้พารามิเตอร์ทั้ง  7 






รูป ข-2 Component plot in rotated space 
 
จากพารามิเตอร์ 7 พารามิเตอร์สามารถจัดให้เหลือ 2 ปัจจัยเหมือนเป็นการลด
พารามิเตอร์จาก 7 พารามิเตอร์เหลือ 2 พารามิเตอร์ โดยถือว่าปัจจัยเป็นพารามิเตอร์ใหม่ ซึ่งค่า
คะแนนปัจจัยหาได้จากสมการ 3.4 โดยจากตาราง ข-6 สามารถค านวณหาค่าคะแนนปัจจัยได้ดังนี้ 
ค่าคะแนนปัจจัยที่ 1 คือ  
F11 = −0.894Z11+0.844Z21+0.84Z31 −0.79Z41+0.715Z51+0.26Z61+0.357Z71   (ข-1) 
ค่าคะแนนปัจจัยที่ 2 คือ  

















การจ าแนกกลุ่มด้วยเทคนิค Discriminant Analysis 
1. กรณีข้อมูลไม่มีการลดขนาด 
โดยขั้นตอนนี้ต้องตรวจสอบข้อสมมติฐานเบื้องต้นก่อนน าข้อมูลไปวิเคราะห์ประกอบด้วย 2 
ประการดังนี้  
- พารามิเตอร์หรือคุณลักษณะทั้ง 7 ตัวต้องมีการแจกแจงแบบปกติตัวแปรหลายตัว 
ในการตรวจสอบการแจกแจงแบบปกติตัวแปรหลายตัวนั้น ให้ตรวจสอบการแจกแจงแบบปกติของตัว
แปรครั้งละตัว ถ้าพบว่าพารามิเตอร์แต่ละตัวมีการแจกแจงแบบปกติ ไม่สามารถสรุปได้ว่าพารามิเตอร์
ทั้ง 7 ตัวจะมีการแจกแจงแบบปกติตัวแปรหลายตัว แต่ถ้าพารามิเตอร์ตัวใดตัวหนึ่งไม่มีการแจกแจง
แบบปกติ สรุปได้ว่าพารามิเตอร์ทั้ง 7 ตัว ไม่มีการแจกแจงแบบปกติตัวแปรหลายตัว  และพารามิเตอร์
ทั้ง 7 ตัว มีการแจกแจงแบบปกติตัวแปรหลายตัว สรุปได้ว่าพารามิเตอร์แต่ละตัวมีการแจกแจงแบบ
ปกติ ดังนั้นจึงตรวจสอบพารามิเตอร์แต่ละตัวถึงแม้ว่าเมื่อพารามิเตอร์ทุกตัวมีการแจกแจงแบบปกติ
แล้ว จะไม่สามารถสรุปได้ว่าพารามิเตอร์ทั้ง 7 ตัว มีการแจกแจงแบบปกติตัวแปรหลายตัวก็ตาม แต่มี
ความน่าจะเป็นสูงที่จะมีการแจกแจงแบบปกติหลายตัวแปร และถ้าตรวจสอบแล้วพบว่าพารามิเตอร์
บางตัวไม่มีการแจกแจงแบบปกติ แสดงว่าพารามิเตอร์ทั้ง 7 ตัว ไม่ได้มีการแจกแจงแบบปกติตัวแปร
หลายตัว 
จากตาราง ค-1 พบว่าพารามิเตอร์ที่มีค่า Sig มากกว่า 0.05 คือ พ้ืนที่  ความยาว
ค่าเฉลี่ย  ส่วนเบี่ยงเบนมาตรฐาน  และจ านวนพิกเซลสะสม ณ เปอร์เซ็นต์ไทล์ที่ 50  แสดงว่า
พารามิเตอร์ทั้ง 5 ตัวมีการแจกแจงแบบปกติ ส่วนพารามิเตอร์ที่มีค่า Sig มีค่าน้อยกว่าค่าระดับ
นัยส าคัญ นั่นคือ น้อยกว่า 0.05 คือ ค่าต่ าสุด และจ านวนพิกเซลสะสม ณ เปอร์เซ็นต์ไทล์ที่ 25  ไม่มี
การแจกแจงแบบปกติ ดังนั้นจึงไม่น าพารามิเตอร์ดังกล่าวมาใช้ในการจ าแนกกลุ่มด้วยวิธี  
discriminant analysis 
ตาราง ค-1  One-Sample Kolmogorov-Smirnov Test 
 Area Length Mean Std Min Per25 Per50 
N 140 140 140 140 140 140 140 
Normal 
Parametersa,b 
Mean 3.0212 37.3045 159.6816 23.2833 30.3357 64.8107 238.4679 
Std. Deviation 1.6991 19.8210 5.2490 4.3817 8.3223 44.8049 96.6559 
Most Extreme 
Differences 
Absolute .062 .065 .060 .069 .092 .079 .047 
Positive .062 .060 .028 .069 .092 .079 .047 
Negative -.051 -.065 -.060 -.045 -.055 -.074 -.032 
Test Statistic .062 .065 .060 .069 .092 .079 .047 




ทดสอบ Box’s M 
จากตาราง ค-2 ค่า Sig ของการทดสอบเท่ากับ 0.18 ซึ่งมีค่ามากกว่าค่าระดับ
นัยส าคัญ นั่นคือ มีค่ามากกว่า 0.05 ดังนั้นเมทริกซ์ความแปรปรวนร่วมของพารามิเตอร์ของกลุ่มที่ 1 
และกลุ่มที่ 2 ไม่แตกต่างกัน  สรุปได้ว่าข้อมูลเป็นไปตามข้อสมมติเบื้องต้นทั้ง 2 ข้อของการจ าแนก
ประเภท  จึงสามารถน าข้อมูลไปท าการวิเคราะห์จ าแนกต่อไป 
 
ตาราง ค-2 Test Results 
 









จากตาราง ค-3 แสดงความแปรปรวน และความแปรปรวนร่วมของพารามิเตอร์แยก
ตามกลุ่ม  ถ้าความแปรปรวนร่วมของพารามิเตอร์คู่ใดมีค่ามาก แสดงว่าพารามิเตอร์คู่นั้นมี
ความสัมพันธ์กันมาก โดยในกลุ่มที่ 1 และ กลุ่มที่ 2 พารามิเตอร์ความยาว และ เปอร์เซ็นต์ไทล์ที่ 50 
เท่ากับ 579.452 และ 57.853 ซึ่งมีค่ามากแสดงว่าพารามิเตอร์ทั้งสองมีความสัมพันธ์กันมาก 
ตาราง ค-3 Covariance Matrices 
 
Group Area Length Mean Std Per50 
1 
Area 2.001 16.475 -4.391 4.363 51.468 
Length 16.475 280.371 -35.339 39.439 579.452 
Mean -4.391 -35.339 22.263 -10.476 -213.467 
Std 4.363 39.439 -10.476 14.253 153.577 
Per50 51.468 579.452 -213.467 153.577 6527.716 
2 
Area .054 .694 .070 .045 2.324 
Length .694 32.395 -.676 .815 57.853 
Mean .070 -.676 9.548 -1.292 -17.104 
Std .045 .815 -1.292 2.473 23.975 




จากตาราง ค-4 แสดงค่าลักษณะเฉพาะ  ซึ่งในการจ าแนกกลุ่มข้อมูลมี 2 กลุ่ม จึงมี
เพียงสมการเดียว และมีค่าลักษณะเฉพาะค่าเดียว ซึ่งมีค่าเท่ากับ 1.038 และมีค่าสหสัมพันธ์คาโนนิ
คอล เท่ากับ 0.714 เมื่อน าค่าดังกล่าวมายกก าลังสอง จะเป็นค่าที่แสดงให้ทราบว่าตัวแปรในสมการ
จ าแนกกลุ่ม สามารถอธิบายความผันแปรของตัวแปรตามได้ร้อยละ (0.714)2 = 0.5098 หรือเท่ากับ 
50.98% 
ตาราง ค-4 Eigenvalues 
 
Function Eigenvalue % of Variance Cumulative % Canonical Correlation 
1 1.038a 100.0 100.0 .714 
 
จากตาราง ค-5 Wilks’ Lambda เป็นค่าที่แสดงสัดส่วนความแปรผันของคะแนน
การจ าแนกกลุ่มที่ไม่สามารถอธิบายได้ด้วยความแตกต่างระหว่างกลุ่ม สถิติทดสอบวิธีนี้ใช้ทดสอบการ
เท่ากันของค่าเฉลี่ยพารามิเตอร์ทุกตัวในกลุ่มที่ 1 และกลุ่มที่ 2  โดยค่า Wilks’ Lambda เท่ากับ 
0.491 และค่า Sig เท่ากับ 0.000 ซึ่งมีค่าน้อยกว่าค่าระดับนัยส าคัญ ดังนั้นค่าเฉลี่ยของพารามิเตอร์
ทุกตัวในกลุ่มที่ 1 ไม่เท่ากับกลุ่มที่ 2 ซึ่งแสดงว่าสมการที่ได้จากการวิเคราะห์จ าแนกกลุ่มสามารถ
จ าแนกออกเป็น 2 กลุ่มได้ 
ตาราง ค-5 Wilks' Lambda 
 
Test of Function(s) Wilks' Lambda Chi-square df Sig. 
1 .491 96.448 5 .000 
 
จากตาราง ค-6 แสดงค่าสัมประสิทธิ์ (ค่าถ่วงน้ าหนัก) ของพารามิเตอร์จ าแนกใน
สมการจ าแนกกลุ่มซึ่งเป็นสมการมาตรฐาน (Standardized) เป็นค่าถ่วงน้ าหนักของพารามิเตอร์แต่
ละตัว  จึงไม่มีหน่วย โดยพารามิเตอร์พ้ืนที่มีค่าถ่วงน้ าหนักเท่ากับ 0.502 ซึ่งมีค่ามากกว่าค่าถ่วง
น้ าหนักของพารามิเตอร์ส่วนเบี่ยงเบนมาตรฐานมีค่าเท่ากับ -0.047 แสดงว่าพารามิเตอร์พ้ืนที่ มี
ความส าคัญในการจ าแนกกลุ่มในสมการจ าแนกกลุ่มมากกว่าพารามิเตอร์ส่วนเบี่ยงเบนมาตรฐาน  ซึ่ง
สามารถเขียนเป็นสมการจ าแนกกลุ่มได้ดังนี้ 















จากตาราง ค-7 เป็นการประเมินพารามิเตอร์แต่ละตัวส่งผลต่อการจ าแนกอย่างไร 
เป็นการพิจารณาความสัมพันธ์ระหว่างค่าของพารามิเตอร์แต่ละตัวกับคะแนนจ าแนกกลุ่ม  จะพบว่า
พารามิเตอร์พื้นที่มีความส าคัญต่อการจ าแนกกลุ่มมากที่สุด รองลงมาคือพารามิเตอร์จ านวนพิกเซล ณ 
เปอร์เซนไทล์ที่ 50  ความยาว และส่วนเบี่ยงเบนมาตรฐานตามล าดับ  ส่วนพารามิเตอร์ค่าเฉลี่ยมี
ความส าคัญต่อการจ าแนกกลุ่มน้อย 
ตาราง ค-7 Structure Matrix 
 







จากตาราง ค-8 แสดงค่าเป็นสัมประสิทธิ์ (ค่าถ่วงน้ าหนัก) ของพารามิเตอร์จ าแนก
ในสมการจ าแนกกลุ่มที่อยู่ในรูปคะแนนดิบ จึงไม่อยู่ในรูปมาตรฐาน (Unstandardized ) ผลที่ได้มีทั้ง






















D̂=6.319+.390Area++0.019Length+0.019Mean-0.013Std+0.007Per50    (ค-2) 
 
จากตาราง ค-9 แสดงค่ากลางของกลุ่ม (Group Centroids) โดยกลุ่มที ่1 มีค่ากลาง
ของกลุ่มเท่ากับ 0.472 ส่วนกลุ่มที่ 2 มีค่ากลางของกลุ่มเท่ากับ -2.169 ซึ่งค่ากลางของทั้งสองกลุ่ม
แตกต่างกัน แสดงว่าสมการดังกล่าวสามารถจ าแนกกลุ่มได้ดี ในกรณีที่มีค่าวิเคราะห์ใหม่สามารถ
ค านวณคะแนนจ าแนกกลุ่ม  แล้วน ามาเปรียบเทียบกับค่ากลางของแต่ละกลุ่ม  ถ้าค่าเข้าใกล้ค่ากลาง
กลุ่มใดจะจัดให้ค่านั้นเป็นสมาชิกกลุ่มนั้น 






Unstandardized canonical discriminant functions evaluated at group means 
 
 
ตาราง ค-10 เป็นผลการวิเคราะห์ค่าสัมประสิทธิ์ (ค่าถ่วงน้ าหนัก) และค่าคงที่ของ
สมการจ าแนกกลุ่มโดยแยกเป็นกลุ่มตามวิธี Fisher’s linear discrimination function จ านวน
สมการจะมีเท่ากับจ านวนกลุ่ม ในกรณีนี้มี 2 กลุ่มจึงมี 2 สมการ จากผลการวิเคราะห์จะได้สมการดังนี้  
สมการของกลุ่ม 1 : 






D̂=-1414.677+20.548Area-0.477Length+16.274Mean+5.264Std+0.300Per50       (ค-3) 




Area 21.577 20.548 
Length -.426 -.477 
Mean 16.325 16.274 
Std 5.229 5.264 
Per50 .318 .300 
(Constant) -1429.122 -1414.677 
Fisher's linear discriminant functions 
จากผลการวิเคราะห์สามารถน าไปใช้พยากรณ์ข้อมูลใหม่ เพ่ือให้ทราบว่าควรจัดให้
อยู่กลุ่มใด โดยการแทนค่าพารามิเตอร์ จากสมการคือ พ้ืนที่ ความยาว ค่าเฉลี่ย ส่วนเบี่ยงเบน
มาตรฐาน และจ านวนพิกเซลสะสม ณ เปอร์เซนไทล์ที่ 50 ของข้อมูลภาพนั้นๆ ลงในทั้ง 2 สมการ ถ้า
สมการของกลุ่มที่ 1 มีค่ามากกว่าสมการของกลุ่มที่ 2 จะจัดให้ภาพดังกล่าวอยู่ในกลุ่มที่ 1 แต่ถ้า




ประกอบด้วย 2 ประการดังนี้  
- พารามิเตอร์หรือคุณลักษณะทั้ง 2 ตัวต้องมีการแจกแจงแบบปกติตัวแปรหลายตัว 
การตรวจสอบพารามิเตอร์แต่ละตัวแม้ว่าเมื่อพารามิเตอร์ทุกตัวมีการแจกแจงแบบปกติแล้ว จะไม่
สามารถสรุปได้ว่าพารามิเตอร์ทั้ง 2 ตัว มีการแจกแจงแบบปกติตัวแปรหลายตัวก็ตาม แต่มีความน่าจะ
เป็นสูงที่จะมีการแจกแจงแบบปกติหลายตัวแปร และถ้าตรวจสอบแล้วพบว่าพารามิเตอร์บางตัวไม่มี
การแจกแจงแบบปกติ แสดงว่าพารามิเตอร์ทั้ง 2 ตัว ไม่ได้มีการแจกแจงแบบปกติตัวแปรหลายตัว 





ตาราง ค-11 One-Sample Kolmogorov-Smirnov Test 
 fac1_1 fac2_1 
N 140 140 
Normal Parametersa,b 
Mean -.1102860 .0494645 
Std. Deviation .87215181 1.01689515 
Most Extreme Differences 
Absolute .066 .046 
Positive .066 .046 
Negative -.044 -.039 
Test Statistic .066 .046 
Asymp. Sig. (2-tailed) .200c,d .200c,d 
- เมทริกซ์ความแปรปรวนร่วมของพารามิเตอร์ในแต่ละกลุ่มต้องเท่ากัน โดยใช้สถิติ
ทดสอบ Box’s M 
จากตาราง ค-12 ค่า Sig ของการทดสอบเท่ากับ 0.25 ซึ่งมีค่ามากกว่าค่าระดับ
นัยส าคัญ นั่นคือ มีค่ามากกว่า 0.05 ดังนั้นเมทริกซ์ความแปรปรวนร่วมของพารามิเตอร์ของกลุ่มที่ 1 
และกลุ่มที่ 2 ไม่แตกต่างกัน   
 
ตาราง ค-12 Test Results 
 








สรุปได้ว่าข้อมูลเป็นไปตามข้อสมมติเบื้องต้นทั้ง 2 ข้อ ของการจ าแนกประเภท  จึง
สามารถน าข้อมูลไปท าการวิเคราะห์จ าแนกต่อไป 
 
จากตาราง ค-13 แสดงความแปรปรวน และความแปรปรวนร่วมของพารามิเตอร์








ตาราง ค-13 Covariance Matrices 
 
Group fac1_1 fac2_1 
1 
fac1_1 .614 -.095 
fac2_1 -.095 .800 
2 
fac1_1 .106 -.055 
fac2_1 -.055 .085 
จากตาราง ค-14 แสดงค่าลักษณะเฉพาะซึ่งในการจ าแนกกลุ่มข้อมูลมี 2 กลุ่ม จึงมี
เพียงสมการเดียว และมีค่าลักษณะเฉพาะค่าเดียว ซึ่งมีค่าเท่ากับ 1.173 และมีค่าสหสัมพันธ์คาโนนิ
คอล เท่ากับ 0.735 เมื่อน าค่าดังกล่าวมายกก าลังสอง จะเป็นค่าที่แสดงให้ทราบว่าตัวแปรในสมการ
จ าแนกกลุ่ม สามารถอธิบายความผันแปรของตัวแปรตามได้ร้อยละเท่าไร ซึ่งกรณีนี้อธิบายได้ร้อยละ 
(0.735)2 = 0.5402 หรือเท่ากับ 54.02% 
ตาราง ค-14 Eigenvalues 
 
Function Eigenvalue % of Variance Cumulative % Canonical Correlation 
1 1.173a 100.0 100.0 .735 
 
จากตาราง ค-15 Wilks’ Lambda เป็นค่าที่แสดงสัดส่วนความแปรผันของคะแนน
การจ าแนกกลุ่มที่ไม่สามารถอธิบายได้ด้วยความแตกต่างระหว่างกลุ่ม สถิติทดสอบวิธีนี้ใช้ทดสอบการ
เท่ากันของค่าเฉลี่ยพารามิเตอร์ทุกตัวในกลุ่มที่ 1 และกลุ่มที่ 2  โดยค่า Wilks’ Lambda เท่ากับ 
.460 และค่า Sig เท่ากับ 0.000 ซึ่งมีค่าน้อยกว่าค่าระดับนัยส าคัญ ดังนั้นค่าเฉลี่ยของพารามิเตอร์ทุก
ตัวในกลุ่มที่ 1 ไม่เท่ากับกลุ่มที่ 2 ซึ่งแสดงว่าสมการที่ได้จากการวิเคราะห์จ าแนกกลุ่มสามารถจ าแนก
ออกเป็น 2 กลุ่มได้ 
ตาราง ค-15 Wilks' Lambda 
 
Test of Function(s) Wilks' Lambda Chi-square df Sig. 
1 .460 106.304 2 .000 
 
จากตาราง ค-16 แสดงค่าสัมประสิทธิ์ (ค่าถ่วงน้ าหนัก) ของพารามิเตอร์จ าแนกใน
สมการจ าแนกกลุ่มซึ่งเป็นสมการมาตรฐาน (Standardized) เป็นค่าถ่วงน้ าหนักของพารามิเตอร์แต่
ละตัว  จึงไม่มีหน่วย โดยพารามิเตอร์พ้ืนที่มีค่าถ่วงน้ าหนักเท่ากับ 0.502 ซึ่งมีค่ามากกว่าค่าถ่วง
น้ าหนักของพารามิเตอร์ส่วนเบี่ยงเบนมาตรฐานมีค่าเท่ากับ -0.047 แสดงว่าพารามิเตอร์พ้ืนที่ มี




ZY =0. .742Zfac1+0. .789Zfac2      (ค-4) 






จากตาราง ค-17 เป็นการประเมินพารามิเตอร์แต่ละตัวส่งผลต่อการจ าแนกอย่างไร 
เป็นการพิจารณาความสัมพันธ์ระหว่างค่าของพารามิเตอร์แต่ละตัวกับคะแนนจ าแนกกลุ่ม จะพบว่า
พารามิเตอร์ปัจจัยที่ 1 มีความส าคัญต่อการจ าแนกกลุ่มมากที่สุด และรองลงมาคือพารามิเตอร์ปัจจัย
ที่ 2 
ตาราง ค-17 Structure Matrix 
 




จากตาราง ค-18 แสดงค่าเป็นสัมประสิทธิ์ (ค่าถ่วงน้ าหนัก) ของพารามิเตอร์จ าแนก
ในสมการจ าแนกกลุ่มที่อยู่ในรูปคะแนนดิบ จึงไม่อยู่ในรูปมาตรฐาน (Unstandardized ) ผลที่ได้มีทั้ง
ค่าน้ าหนักในแต่ละตัวแปร และค่าคงที่ (Constant) จากผลสามารถเขียนเป็นสมการจ าแนกกลุ่มในรูป
คะแนนดิบได้ดังนี้ 
D̂=0.065+.1.024fac1_1+0..960fac2_1        
(ค-5) 










จากตาราง ค-19 แสดงค่ากลางของกลุ่ม (Group Centroids) โดยกลุ่มที่ 1 มีค่า
กลางของกลุ่มเท่ากับ 0.501 ส่วนกลุ่มที่ 2 มีค่ากลางของกลุ่มเท่ากับ -2.306 ซึ่งค่ากลางของทั้งสอง
146 
 
กลุ่มแตกต่างกัน แสดงว่าสมการดังกล่าวสามารถจ าแนกกลุ่มได้ดี ในกรณีที่มีค่าวิเคราะห์ใหม่สามารถ
ค านวณคะแนนจ าแนกกลุ่ม  แล้วน ามาเปรียบเทียบกับค่ากลางของแต่ละกลุ่ม  ถ้าค่าเข้าใกล้ค่ากลาง
กลุ่มใดจะจัดให้ค่านั้นเป็นสมาชิกกลุ่มนั้น 






Unstandardized canonical discriminant functions evaluated at group means 
 
 
ตาราง ค-20 เป็นผลการวิเคราะห์ค่าสัมประสิทธิ์ (ค่าถ่วงน้ าหนัก) และค่าคงที่ของ
สมการจ าแนกกลุ่มโดยแยกเป็นกลุ่มตามวิธี Fisher’s linear discrimination function จ านวน
สมการจะมีเท่ากับจ านวนกลุ่ม ในกรณีนี้มี 2 กลุ่มจึงมี 2 สมการ จากผลการวิเคราะห์จะได้สมการดังนี้  
สมการของกลุ่ม 1 : 
D̂=-0.798+0.528fac1_1-0.798fac2_1        (ค-6) 
สมการของกลุ่ม 2 
D̂=-3.515-2.562fac1_1-2.167fac2_1        (ค-7) 




fac1_1 .311 -2.562 
fac2_1 .528 -2.167 
(Constant) -.798 -3.515 
Fisher's linear discriminant functions 
จากผลการวิเคราะห์สามารถน าไปใช้พยากรณ์ข้อมูลใหม่ เพ่ือให้ทราบว่าควรจัดให้
อยู่กลุ่มใด โดยการแทนค่าพารามิเตอร์ลงในทั้ง 2 สมการ ถ้าสมการของกลุ่มที่ 1 มีค่ามากกว่าสมการ
ของกลุ่มที่ 2 จะจัดให้ภาพดังกล่าวอยู่ในกลุ่มที่ 1 แต่ถ้าสมการของกลุ่มที่ 2 มีค่ามากกว่าสมการของ




























ข้อมูลในการทดสอบประสิทธิภาพด้วยวิธี self-consistency test , split test และ leave-one-out 
cross-validation ผลการน าข้อมูลส าหรับเรียนรูและสร้างโมเดลด้วยวิธีซัพพอร์ตเวคเตอรแมชชีนใน
กรณีของข้อมูลภาพไม่ผ่านกระบวนการลดขนาดด้วยใช้โปรแกรม WEKA ผลจากการทดสอบโมเดลวิธี
ดังกล่าวแสดงดังรูป ง-1, ง-2 และ ง-3 ตามล าดับ 
 
 
รูป ง-1  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบเชิงเส้นแบ่งข้อมูลด้วยวิธี self-consistency test 
=== Summary === 
Correctly Classified Instances         200               100.0    % 
Incorrectly Classified Instances         0                0.0    % 
Kappa statistic                          1      
Mean absolute error                      0      
Root mean squared error                  0      
Relative absolute error                  0      % 
Root relative squared error              0      % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 





รูป ง-2  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบเชิงเส้นแบ่งข้อมูลด้วยวิธี split test 
 
รูป ง-3  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบเชิงเส้นแบ่งข้อมูลด้วยวิธี leave one out cross-validation 
 
 
=== Summary === 
Correctly Classified Instances          56              93.3      % 
Incorrectly Classified Instances         4                6.7      % 
Kappa statistic                     0.6154                
Mean absolute error                    0.1      
Root mean squared error                 0.3162      
Relative absolute error                  35.1485      % 
Root relative squared error              78.2064      % 
Total Number of Instances               60      
=== Confusion Matrix === 
  a  b   <-- classified as 
 48  0 |  a = 1 
  4  8 |  b = 2 
=== Summary === 
Correctly Classified Instances         192               96.0    % 
Incorrectly Classified Instances         8                4.0    % 
Kappa statistic                          0.9812 
Mean absolute error                      0.005  
Root mean squared error                  0.0707 
Relative absolute error                  1.8872 % 
Root relative squared error             19.533 % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 





ข้อมูลในการทดสอบประสิทธิภาพด้วยวิธี self-consistency test , split test และ leave-one-out 
cross-validation ผลการน าข้อมูลส าหรับเรียนรูและสร้างโมเดลด้วยวิธีซัพพอร์ตเวคเตอรแมชชีนใน
กรณีของข้อมูลภาพไม่ผ่านกระบวนการลดขนาดด้วยใช้โปรแกรม WEKA ผลจากการทดสอบโมเดลวิธี
ดังกล่าวแสดงดังรูป ง-4, ง-5 และ ง-6 ตามล าดับ 
 
รูป ง-4  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบโพลิโนเมยีลแบ่งข้อมูลด้วยวิธี self-consistency test 
=== Summary === 
Correctly Classified Instances         200               100.0    % 
Incorrectly Classified Instances         0                0.0    % 
Kappa statistic                          1      
Mean absolute error                      0      
Root mean squared error                  0      
Relative absolute error                  0      % 
Root relative squared error              0      % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 






รูป ง-5  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบโพลิโนเมียลแบ่งข้อมูลด้วยวิธี split test 
 
 
รูป ง-6  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบโพลิโนเมยีลแบ่งข้อมูลด้วยวิธี leave one out cross-validation 
 
=== Summary === 
Correctly Classified Instances          48              80.0      % 
Incorrectly Classified Instances         12              20.0      % 
Kappa statistic                          0      
Mean absolute error                     0.2      
Root mean squared error                  0.4472      
Relative absolute error                  70.297      % 
Root relative squared error              110.6005      % 
Total Number of Instances               60      
=== Confusion Matrix === 
  a  b   <-- classified as 
 48  0 |  a = 1 
 12  0 |  b = 2 
=== Summary === 
Correctly Classified Instances         169               84.5    % 
Incorrectly Classified Instances         31                15.5    % 
Kappa statistic                          0 
Mean absolute error                      0.155  
Root mean squared error                  0.3937 
Relative absolute error                  58.3536 % 
Root relative squared error             108.2423 % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 







ข้อมูลในการทดสอบประสิทธิภาพด้วยวิธี self-consistency test , split test และ leave-one-out 
cross-validation ผลการน าข้อมูลส าหรับเรียนรูและสร้างโมเดลด้วยวิธีซัพพอร์ตเวคเตอรแมชชีนใน
กรณีของข้อมูลภาพผ่านกระบวนการลดขนาดด้วยใช้โปรแกรม WEKA ผลจากการทดสอบโมเดลวิธี
ดังกล่าวแสดงดังรูป ง-7, ง-8 และ ง-9 ตามล าดับ 
 
 
รูป ง-7  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบเชิงเส้นแบ่งข้อมูลด้วยวิธี self-consistency test 
=== Summary === 
Correctly Classified Instances         200               100.0    % 
Incorrectly Classified Instances         0                0.0    % 
Kappa statistic                          1      
Mean absolute error                      0      
Root mean squared error                  0      
Relative absolute error                  0      % 
Root relative squared error              0      % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 






รูป ง-8  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบเชิงเส้นแบ่งข้อมูลด้วยวิธี split test 
 
รูป ง-9  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบเชิงเส้นแบ่งข้อมูลด้วยวิธี leave one out cross-validation 
 
=== Summary === 
Correctly Classified Instances          48              80.0      % 
Incorrectly Classified Instances         12              20.0      % 
Kappa statistic                          0      
Mean absolute error                     0.2      
Root mean squared error                  0.4472      
Relative absolute error                  70.297      % 
Root relative squared error              110.6005      % 
Total Number of Instances               60      
=== Confusion Matrix === 
  a  b   <-- classified as 
 48  0 |  a = 1 
 12  0 |  b = 2 
 
=== Summary === 
Correctly Classified Instances         169               84.5    % 
Incorrectly Classified Instances         31                15.5    % 
Kappa statistic                          0 
Mean absolute error                      0.155  
Root mean squared error                  0.3937 
Relative absolute error                  58.3536 % 
Root relative squared error             108.2423 % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 






ข้อมูลในการทดสอบประสิทธิภาพด้วยวิธี self-consistency test , split test และ leave-one-out 
cross-validation ผลการน าข้อมูลส าหรับเรียนรูและสร้างโมเดลด้วยวิธีซัพพอร์ตเวคเตอรแมชชีนใน
กรณีของข้อมูลภาพผ่านกระบวนการลดขนาดด้วยใช้โปรแกรม WEKA ผลจากการทดสอบโมเดลวิธี
ดังกล่าวแสดงดังรูป ง-10, ง-11 และ ง-12 ตามล าดับ 
 
รูป ง-10  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบโพลิโนเมยีลแบ่งข้อมูลด้วยวิธี self-consistency test 
 
=== Summary === 
Correctly Classified Instances         200               100.0    % 
Incorrectly Classified Instances         0                0.0    % 
Kappa statistic                          1      
Mean absolute error                      0      
Root mean squared error                  0      
Relative absolute error                  0      % 
Root relative squared error              0      % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 
   0  31 |   b = 2 
=== Summary === 
Correctly Classified Instances         169               84.5    % 
Incorrectly Classified Instances        31               15.5    % 
Kappa statistic                          0      
Mean absolute error                      0.155  
Root mean squared error                  0.3937 
Relative absolute error                 58.6439 % 
Root relative squared error            108.7808 % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 





รูป ง-11  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบโพลิโนเมียลแบ่งข้อมูลด้วยวิธี split test 
 
 
รูป ง-12  ผลการวัดประสิทธิภาพของโมเดลด้วยวิธีซัพพอรตเวคเตอรแมชชีนฟังก์ชั่นเคอร์เนล 
แบบโพลิโนเมยีลแบ่งข้อมูลด้วยวิธี leave one out cross-validation 
 
=== Summary === 
Correctly Classified Instances          48              80.0      % 
Incorrectly Classified Instances         12              20.0      % 
Kappa statistic                          0      
Mean absolute error                     0.2      
Root mean squared error                  0.4472      
Relative absolute error                  70.297      % 
Root relative squared error              110.6005      % 
Total Number of Instances               60      
=== Confusion Matrix === 
  a  b   <-- classified as 
 48  0 |  a = 1 
 12  0 |  b = 2 
 
=== Summary === 
Correctly Classified Instances         169               84.5    % 
Incorrectly Classified Instances        31               15.5    % 
Kappa statistic                          0      
Mean absolute error                      0.155  
Root mean squared error                  0.3937 
Relative absolute error                 58.5042 % 
Root relative squared error            108.7551 % 
Total Number of Instances              200      
=== Confusion Matrix === 
   a   b   <-- classified as 
 169   0 |   a = 1 
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