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Data mining gives a bright prospective in DNA sequences analysis 
through its concepts and techniques. This study carries out 
exploratory data analysis method to cluster DNA sequences. 
Feature vectors have been developed to map the DNA sequences to 
a twelve-dimensional vector in the space. Lysozyme, Myoglobin and 
Rhodopsin protein families have been tested in this space. The 
results of DNA sequences comparison among homologous 
sequences give close distances between their characterization 
vectors which are easily distinguishable from non-homologous in 
experiment it with a fixed DNA sequence size that does not exceed 
the maximum length of the shortest DNA sequence. Global 
comparison for multiple DNA sequences simultaneously presented 
in the genomic space is the main advantage of this work by 
applying direct comparison of the corresponding characteristic 
vectors distances. The novelty of this work is that for the new DNA 
sequence, there is no need to compare the new DNA sequence with 
the whole DNA sequences length, just the comparison focused on a 
fixed number of all the sequences in a way that does not exceed the 
maximum length of the new DNA sequence. In other words, parts 
of the DNA sequence can identify the functionality of the DNA 
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This chapter introduces a brief description of this study. A general overview of the field 
of this work, problem statement, the objective and the scope of this study has been 
presented. 
 
In the last few decades the rapid development of technology reflects to the number of 
biological data which has been growing in an exponential curve, from Gene Bank 
(www.ncbi.nlm.nih.gov) site the growth falls down in Fig.1.1. GenBank in 1982 had 
only 606 sequences with 680,338 bp (base pairs). In year 1992, GenBank contained 
78,608 sequences with 101,008,486 bp. By the end of year 2002, GenBank had 
22,318,883 sequences with 28,507,990,166 bp. This number had almost doubled in only 
two years. By the end of year 2008, GenBank had 98,868,465 sequences with 
99,116,431,942 bp. Efficient and highly computational tools are needed to analyze the 
massive amount of data that contains rich information. 
 
The contents of 
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