Conflict resolution algorithms (eRA) for broadcast communications have become increasingly popular since the work of Capetanakis as well as Tsybakov and Mikhailov (CfM-algorithm). In this paper we consider a class of CfM algorithms for which a common recurrence equation for the expected length of the conflict resolution interval is found. An analysis of the equation is the primary goal of this paper. A closed fonn expression for the solution of the recurrence is given.
INTRODUCTION
In a broadcast packet-switching network a finite or infinite number of users share a common communication channel. If DO central coordination is provided, then packet collisions are inevitable. The problem is to find an efficient algorithm for retransmitting conflicting packets. A variety of conflict resolution algorithms (eRA) have become more and more popular since the work ofCapetanakis [3] [4] as well as Tsybakov and Mikhailov [16] [17]. The common assumptions specifying the environment are: infinite number of users a single, error-free channel is available the channel time is slotted, and a slot duration is equal to a packet transmission time propagation delay is negligible the users are identical at the end of any slot each user can determine a status of the slot, that is, with a binary feedback channel a user distinguishes only between collision and no collision ( something/nothing), and with ternary feedback cJumnel a user recognizes idle, success or collision slot
The basic idea of eRA is to solve each conflict through a conflict resolution interval (CR!).
In such an interval a conflict of multiplicity n is partitioned into conflicts of multiplicity smaller or equal to n. and this process is continued as long as n conflicts of multiplicity one (success) are reached. The partition can be made on the basis of a random variable [3] [4], [13] , [16] or on the basis of the time when the user became active [1] , [6] , [17] . Many modifications of the basic algorithm are possible depending on the additional information acquired during a CRI [2] [9] [10] [12] [13] (for more details see also next section).
The average and higher momen,ts of a CRI length are an important information needed to determine the maximum throughput lUld to compute other issues characterizing the algorithms. It is proved that the expected CRI length satisfies a linear recurrence equation [9] , [13] which has a common fonn for a class of CRA algorithms. Each algorithm in that class is modelled by this equation with an appropriate additive) JeIlQ. Although we restrict our consideratiom to CRA algo-rithms. there are many other algorithms in the computer science field which might be analyzed by this recurrence. Therefore, study of the recurrence equation is the primary goal of this work. This paper is organized as follows. In the next section we describe three eRA algorithms which are considered as motivating examples for studies of a linear recurrence equation in Section 3. To cover a wide class of algorithms (in particular eRA algorithms) we assume that an additive term in the equation is any sequence of numbers. Under such an assumption we solve the recurrence and present an asymptotic approximation of it In addition, for some cases we find a solution of the functional equation for the generating function associated with the recurrence.
Then, a small value and asymptotic approximation for the generating function is presented.
Finally, in Section 4 we apply the studies to throughput analysis of the three algorithms discussed in Section 2.
Previous analysis of CRA algorithms was mainly restricted either to direct numerical computations of the basic recurrence [1] , [2] , [12] , [16] , [17] or to analytical solution and asymptotic approximation of a given recurrence describing a conflict resolution algorithm [5] , [9] , [13] . We extend these analyses in the sense that a class of CRA algorithms is studied through a common recurrence equation.
CONFLICT RESOLUTION ALGORITHMS (CRA)
In this section we shortly describe three CRA algorithms, which are considered as motivating examples for general studies of Se(:tion 3. The first algorithm presented here is static V-ary tree algorithm with arbitrary biased coins and binary feedback [13] , i.e., it is a generalization of Capetanakis-Tsybakov-Mikhailov (CfM) algorithm [3] , [4], [16J with asymmetric tree. We call it, in short, a CTM-algorithm with V-Ary asymmetric tree. Next we discuss static modified V-ary tree algorithm with arbitrary coins aJ¥1 ternary feedback, which is called here modified CTMalgorithm with V-ary asymmetric tree. Por both algorithms a collision is partitioned on the basis of a random variable ( stack-type al$Orithms) in the contrary to the third discussed algoritJun where a partition of a collision is made on the basis of the time when the user became active ( interval-searching algorithm [6] , [17] ). More precisely, the last algoritlun is a dynamic V-aT)' tree algorithm with multibit OR-cluJnnel overhead and binary feedback, called here interval searching algorithm (abbreviated ISA) with multibit overhead.
CTM-algorithm with V-aTY asymmetric tree
We assume a binary feedback channel and blocked-access protocol [12] , [13] , that is, a user recognizes only collision/no collision, and new packets remains blocked until the current conflict resolution interval (CRI) terminates. Then, the algorithm works as follows:
i)
Whenever a user becomes active it tries to transmit a packet in the next slot The access protocol specifies who is allowed to do so.
ii) Each active user maintains a conceptual global stack, and at each slot-end it specifies its position in the stack according to the following procedure:
1.
All users at level 0 are allowed to transmit their packets in the nearest slot 2.
If it was not a collision slot, then a user becomes inactive and all other users decrease their slack level by 1.
3.
If it was a collision slot, then all users at stack level i >= 1 change to level i + V·l.
The users at level 0 are randomly split into V groups and they are placed at 0,1,... ,V-1 levels. The partition is made on the basis of a random variable, that is, each user at level zero selects randomly and independently of the other active users an integer in the range [0, V-I] with probabilities P I, Pz,· .. ,Pv. respectively.
iii) This algorithm is repeated as long as the initial conflict is resolved. To know when the original collision is solved each user has a counter which is set initially to zero. incremented by V-I for each collision and decremented by one for any non-eollision slot. When the counter is decremented to -I,~n the original collision is resolved, and the counter is zeroed again.
This algorithm is summarized below in the procedure RESOLVE, which is activated at each user at the end of any slot J where the sum is over allj=U l,...,jv) such that j 1+i2+" .+ jv = n.
(3)
To detennine the maximum throughput of the algorithm, Amax, note that N k is a Markov chain [5], [16] . Then, by Pakes 
=limsup-

Il-+"'"
n then the condition is satisfied and the~1gorithm is stable.
(4) -7 -
Modified CTM algorithm with V-ary asymmetric tree
The basic collision resolution mechanism is the same as described above except that ternary feedback is assumed. Note now that if after a collision 11 = 1 2 = ... = Iv-I = 0, ( the next V-I slots are empty ). then the next slot must contain a collision ( Iv > 1 ). This can be simply avoided if after V-I consecutive empty slots following a collision slot we immediately activate procedure ii3) from the previous section. Therefore. instead of (1) we find L o =L,=l The main difference between (3) and (5) lies in the first additive term. of the linear recurrences (3) and (5) for n :2 2. Moreover, the same analysis as before shows that the algorithm is stable if A. < "-max, where A.max is computed as in (4).
Interval-searching algorithm with multibit overhead
In that case we assume binary feedback channel and Poisson arrival of new packets. The algorithm combines interval-searching strategyintroduced by Gallager [6] and Tsybakov-Mikhailov [17] -with V-ary symmetric voting mechanism employed by dedicating a small fraction of the channel capacity to feedback overhead. More precisely, each channel slot consists of two parts: the first one corresponds to data packet transmission, and the second part is composed of V minislots. A minislot is capable of carrying at least one bit of information. Equivalently, we may assume that a packet contains a standard data packet and V-bit subfield used for overhead purposes. By~we denote the ratio of V minislots duration and data packet transmission time.
Each time a user transmits a data packet, he also sends a pulse in one of the V minislots • and the algorithm specifies which minislot is chosen.
TIlls is an interval-searching algorithm what means that the partition of a collision is made on the basis of time when users became active. At each step the algorithm marks a subset ( an interval) of time axis called enabled interval (EI), and-packets which fall in it are transmitted in the next slot together with pulses in appropriate minislots. The duration of the subset depends on the past outcome of the channel.
More precisely. access to the channel is controlled by a window based on the current packet age and content of minislots (something/nothing) of the current slot. Let Sj denote the starting point for i -th EI, and tj is corresponding starting point for the conflict resolution interval (eRI). A conflict is solved if all packets which fall into the initial EI are successfully sent in the corresponding CR!. Initially, the enabled interval is set to be [sj.min{sj+x .ti}). where x is a constant which will be further optimized. This EI is also divided into V identical parts, say El 1 .E/2•.. . ,E/ v , and packets which fall into E/ 1 .l=1.2•..•V, send a pulse in the l-th ministot. If at most one packet falls in the initial EI, then the conflict resolution interval ends immediately. and Sj+i=8j+min{x .tj-sil. Otherwise, the first nonempty minislot is found. say the 1* -tho and the algorithm skip over 1*'-1 parts of the EI, inspecting next the 1* -th part of the EI. The above procedure is repeated for E1tt-. A CRI that begins with a collision continues until all packets from the initial EI are successfully sent. Then. the next starting point for EI is computed according to This algorithm is a slight modification of multibit feedback algorithm discussed in [2] ( see [2] for more detailed description of the algorithm) • however, our algorithm is FCFS (fist-comefirst-serve). Moreover, contrary to the Gallager-Tsybakov-Mikhailov algorithm [6] , [17] we resolve a whole initial E[ before next EI is analyzed.
To investigate the algorithm let Nt. L k denote the multiplicity and the length ofeRI for the k-th conflict, respectively. Let also L n =E {O: IN,t =n}. We normalize L rt with respect to data packet transmission time. Then, the following recurrence holds
where the sum is over all j such thatj 1+h+ ...+jy = n, and Pr{U 1= j 1," ..• U v = jy} denotes the probability of j 1)2,' .. iv arrivals in .the first, second,...• V -th part of a EI J while £;.1 is the expected length of eRr for Uj-eonfliCL Assuming Poisson arrivals one immediately obtains (as a consequence of uniform distribution of events in a Poisson stream):
Moreover, according to the algorithm rule it is clear that Then, after some algebra one finds
More sophisticated analysis is necessary to determine the maximum throughput of the algorithm. It follows from the fact that Nt is not longer a Markov chain. Fortunately, it is proved [2] , <kf [17] that so called transmission lag, T,to defined as T,t = t,t-SA: is a Markov process with condnuous state-space and discrete time. Then, by Tweedie's condition [18] the process is ergodic if E {TA:+1-TA: I T.t~t}< 0 for t~t* • t'" hi a finite real number. But, one can show that [2] , [17] E{T'+l-T,1 T,>x}=E{L'! T,h}-x (7) On the other hand, {TA:~.x} implies tl1~t the length of the k -th enabled interval EI is equal to x, so the average number of arrivals in this interval, J.1, is equal to J.1 = Ax, where A. is the arrival rate for the Poisson process. By (7) the following condition x> E{Lkl T,l;=x}=E{LI EI =x} is sufficient for ergodicity and the maximum throughput of the algorithm is (8) Note that F (j..L)e J1 is exponential generating function for L",.
A RECURRENCE EQUATION AND SOME APPROXIMATIONS
Generalizing the above three examples we consider a sequence L,P n = 0.1 •... which satisfies the following recurrence
where the sum is over all j such that j I + j 2 + ... + jy = n • and V. b. m::;;V are constants, all is a v given sequence, and L Pi = 1. Let i=l~"
n! be exponential generating function for Lfl' Then, after some algebra we find the following func-
(11) Let us define now a new function H (~);:: L(z )e-z . Multiplying both sides of (10) by e-Z we
TIlls functional equation is suitable for establishing a closed form expression for L,.. Therefore, let us introduce a sequence on defined as Note also that
Relationship (13) is well known in the combinatorial analysis. In fact, an and an represent so called inverse relations [10] . [15] that is, an = all' In [15J a number of inverse relations are presented. In particular, (15) where SMI is Kronecker delta. Now a closed form solution for Lfl might be established. Define hit as a coefficient in Tay-
Then, equating the coefficients of power z in (12), and taking into account (14), (16) 
Moreover, hk+ may be found either fr-om the boundary conditions (Lo. L 1 ) or from recurrence equation itself. For example, we may~f'ply formula L~.
-12and for b=l (17) becomes h 1= (L 1-L 0), where k*=l. Finally, [zJ (18) In some cases we can optimize L II with respect to p. For example, if LrFL I> m=V, b=l, and at does not depend on p, then it is easy to prove that
what suggests that V-ary symmetric tree is optimal in this case.
Asymptotic approximation
It should be noted that the equation for L II given by (18) is neither useful for direct compulations of L/I. nor interesting for throughput analysis. It is a consequence of the fact that the factor (_1)11 leads to numerical instabilities for n > 20, and the fonnula is too complex to derive some qualitative properties of L n " However, (18) might be used to establish an asymptotic approximation for L,. and produce easily verifiable conditions for stability of algorithms ( at least for the first two algorithms discussed in the previous section ). Therefore. we now deal with asymptotic analysis of L II for n-:'oo. Naturally, the most difficult to handle is the sum in (18) . It is not reasonable to derive an asymptotic approximation for any sequence all' therefore, we restrict a class of the sequences to all = (; Jell, where c is a constant and r is an integer. Then. all is given by (15) . Note also that the first and the thilQ. term in the numerator of (18) may be considered as special cases of the sequence all' namely for r=I,c=l and r=O,c=l, respectively. Concluding, asymptotic analysis of (18) ,""
m where L. d j =D, 0::;; d j < I, c is a 9Qosta,nt and r is a non-negative integer. We often write i=1 S (n ,r) instead ofS (n ,r ,d,c).
In the further part of this section we focus our attention on (20) . For simplicity of the following derivations we consider separately three cases, namely r=O. r=1 and r2:2.
Case r=O. Expanding the reciprocal of the denominator of (20) in a geometric series we find that
where the last sum is over all j such that 11 +h + ... + jm = l.
Note also that [15] " Let us define now 41 = c n di. But using Mellin transfoIm we find that for x>O [81, [11] e-X +x -1 = I r(z)x-:rdz (-312) 
c+i"" wherer(z) is gamma functioD [8] and the notation Jstands for +I. Then,forRe(z}<O l-e-x =-J r(z).r-Idz (-ifl) hence, manipulating terms of (24) we obtain for Re (z)< 1
where an appropriate series in (26) is convergent for Re (z)< 1.
(25)
Case r~2. We compute S (n+r ,r) instead of Sen ,r). The same procedure as above applied to S (n ,r) gives formula similar to (24), however, the last sum becomes To justify the above approximations we prove that Theorem 1. For all rand n S(n,r) = T(n ,r)+ 0(1)
Proof The proof is based 00 the idea presented in [9] . We assume that r:::::::2 (for r=O.l the proof is similar). Let us denote 6(d,n) = T(n+r ,r) -S (n+7 ,r). Then For 0~1 < n It we use the first inequalities of (30). Then where in the last expression we show explicit that ljl depends on j. But, by the above definitions of d s and $(j), we find that 4lW;;:: d; > d: ' = ep* (n 1) and e-n'Hi )~e -11 9 .(11.). Therefore,
Note that by our choice of n lone finds that (r+l)lo n -n$* (n 1) < 0, so Sl(d,n) < 0 (1).
For 1 > n 2 we use the second ineqQality in (30). Then and under our choice of nz the exponent is negative, so S3(d,n) is 0 (1) .
03(d,n)~O
Finally, for n 1 ::;; I < n 2 we apply discrete version of mean value theorem and arguing as in [9] we prove that O,(d,n) < 0 (I). iN 1) to (N z -iN I ) to (a,-iN l) 1 () -f r(z)n'-I~dz r(r-I)
This sum is quite difficult to evaluate. In particular, it turns out [10] , [11] , [13] that the function fr-t(n) does not necessary have a limit as n--7 OC1 (fluctuating function). Fortunately, for small value of V f r_l(n) is extremely small and may be safely ignored in practical calculations ( see also Section 4).
The second tenn in (33) is also eliSY to evaluate for r> I, since where V}is'Stirling number of second kind. Then, N , {S} S(n'pN)= L e, L r !S(n,r)
where S (n ,r) is given in (38).
FunctioTUJ1 equation
To compute maximum tluoughput for ISA with multibit ovemead we must evaluate the function F(jJ.) which is defined in (8) . But F().1)=L(jJ.)e-J1=H().i.) where LOL) is exponential generating function of Ln.. and H(j.J.) satisfies functional equation (12) .
Approximations of L(z)
and H(z) might be computed from (38), but a direct solution of (12) gives better insight into the behavior of the algorithms and produces better approximation. In this subsection, we solve this function equation for a special case which will be further used to evaluate A.max. for the third a1gor
ithm. Note also that H (J.L) is unconditional average length of CRI. Moreover, many other quantilies of interest might be calculated through H (jJ.). Therefore, an explicit or approximate formula for H (jJ.) is very important for detailed analysis of the algorithm. (12) is too ttoublesome in its present form. Therefore, for simplicity we solve it only for two cases: either we assume m=1 or Pl=P or Pl=P2=··· =Pm=P. (12) under the above assumption is o In Corollary 2 we have restricted our analysis to p ex. = 1 since it is the most interesting case for us. However, the same idea might be used for p 0.:1-1.
Solution of functional
Moreover, instead of finding H(z) we put h(z)=H(z)-L o (note that now h(O)=O) and
Formula (41) is not very useful for computation, and -what is most important -it is not suitable for some approximations. Therefore, we prove o Equation (44) is very useful for small value approximations, that is, for approximation of H(z)
for z < f, E is small real number. Then
where M > 2, and M is rather small in~ger. However, for an asymptotic approximation for H (z)
we need a little more sophisticated analysis.
For the purpose of asymptotic analysis we use (41) and assume that all is given by (15) , that is A (z) = (ZC)' IT !e rc. Note also that (4Oa) may be rewritten in a fonn
and analysis of (41) is reduced to an asymptotic approximation of the following series s(z ,r ,e)= i:p-kFr,c(zpl)e-zpl ,..
Note that ao= a 1=0 for r~2, a 0= 0 for r = 1 and a 0# 0 for r = O. Therefore, three cases must be considered. We present below detailed analysis for r~2, while for r =0, 1 only some hints and final results will be given.
Assume r = 2. Then a 0= a 1=0 and one finds forO< c < 1.
For r = 1 we have a 1= zc and a 0= O. Then (48) becomes after some algebra
.""
Using now Mellin transfoIm as given in (25) 
APPLICATIONS
In this section we apply formulas (18), (38) and (53). (54) to approximate the average length of eRI for the previously described algorithms. In addition, we find maximum throughput for stable eRA algorithms, and we solve some optimization problems. where T2= lim sup! _l,O(n). and TZ is much smaller then the leading factor in (57), however, for ,bigger V r 2 is not negligible from the numerical point of view. Nevertheless, the leading factor is responsible for qualitative properties of the algorithm. Optimizing it with respect to p we may prove that (57) is maximized iffPI = P 2 = ... = PV-l = P and Pv satisfy the following equation
CTM algorithm
For V=2 numerical solution of (58) yields the single root pz = 0.5825, and Amax(2) is then 0.38126. Direct search over the exact formula for"-ma,; gives 0.5825 and 0.3808 • respectively.
We have found also that (57) is optimized in a set of real numbers for V* = 2.08 with A.m.x = 3.8208.
ISA algorithm with rnuItibit overhead
For (6) we must substitute in (9) where Re{z) is the real part of z. This function was studied by Knuth [11] (see also [10] ). In par-deuIar, the following properties may be established.
(PI) fr(n)is a periodic functioo oflogpD. Indeed,f,(np)=f,(n).
(P2) f T(n) is bounded. This is proved by using the following properties ofr(z) [8], [19]
Ir(it)I'=1tI(t sinh"'), r(z+l)=zr(z). any fixed a f,(n-a) Maximum throughput A.max for the algorithm is computed according to (8 In Table 1 we compare~with Amax. It suggests that approximation (63) is acceptable only for bigger values of V, however, the advantage of (63) lies in its simplicity. In particular, (63) shows the impact of V and~on the maximum throughput Moreover, other quantities of interest may be evaluated through H{J.l.) which represents unconditional average length ofeRI (see [5] ). Then, small value and asymptotic approximations can be used.
(P3) For
CONCLUSIONS
Three conflict resolution algorithms were considered. Two of them slightly generalized Capetanakis -Tsybakov -Mikhailov stack algorithm, while the third one is an interval-searching algorithm with multibit overhead. To analyze them we have introduced a recurrence equation which was solved (a closed form expression ), and we have presented an asymptotic approximation for it. In addition, small value and asymptotic approximations for a solution of a functional equation associated with the recurrence were considered. These general smdies were applied in Section 4 to evaluate maximum throughput for the three eRA algorithms.
The analysis of Section 3 is not only restricted to throughput evaluation of the above three conflict resolution algorithms. For example, a class of tree-type eRA algorithms considered in [10] might be analyzed in a uniform way using the smdies from Section 3. Moreover, more sophisticated performance evaluation of some eRA algorithms may be done through analysis of the recurrence and functional analysis introduced in this paper ( see [5] , [9] , [13] ). In addition, many problems in algorithm design and analysis of computer science field may be reduced to a solution of recurrence (9),e.g. for radix exchange sorting [11], analysis of tries [7] and so on.
More examples the reader may find in [7] and [11].
APPENDIX
We prove formulas (3Th) and (37c). For (37b) we have to find the residue of for z 0 = -1. Note that z 0= -1 is a pole of r(z) as well as the zero of the denominator. To handle it we first determine an expansion ofr(i:') around z = -1. Let w = z+l. Then [8] , [19] r(,+2) = r(, )z(,+I) r(w+l) = I-')'W +O(w 2 ) _1_ =-I-w-f{) (w2) > w-I
