Abstract. Model-based image recognition requires a general model of the object that should be detected in an image. In many applications such models are not known a-priori instead of they must be learnt from examples. Real world applications such as the recognition of biological objects in images cannot be solved by one general model but a lot of different models are necessary in order to handle the natural variations of the appearance of the objects of a certain class. Therefore we are talking about case-based object recognition. In this paper we describe how the shape of an object can be extracted from images and input into a case description. These acquired number of cases we mine for more general shapes so that at the end a case base of shapes can be constructed and applied for case-based object recognition.
Introduction
Model-based object recognition is used to detect objects of interest on a complex background where thresholding-based image segmentation methods fail. The basis for such a recognition method is a good model of the object that should be recognized. Usually this method is applied for applications where the general appearance of the object is known or can be directly extracted from the image content. New applications such as biomedical applications require object recognition methods for segmentation but the object of interest is of great variation in appearance and cannot be modeled by a single model. A set of cases is necessary which describes the variation in appearance of the object on different abstraction levels so that it is possible to detect an object with a sufficient high recognition score. That is the point where case-based object recognition comes in charge. Such a method is based on a casebase filled up with different appearance cases of the objects of one class. A case is comprised of the contour points of an object and the case ID. The recognition is done by retrieving similar cases from the case base and matching these cases against the image. Objects whose pixel points match the case points with a high recognition score are marked in the actual image.
Related work is described in Section 2. The image material used for this study is presented in Section 3. We describe how image information can be extracted from an image and mapped into a case description in Section 4. In order to learn groups of shapes that can be generalized by a more general shape we pair-wise align and rescale the shapes and calculate the similarity between the shape instances, see Section 5.
Based on the pair-wise similarity values we cluster the shape instances into groups and calculate prototypes for each group (see Section 6) . These prototypes are then stored into the case base of the case-based object recognition system [26] and they are used for object recognition in new images. Results on the acquisition and learning process are given in Section 7. Finally we give conclusions in Section 8. The presented methods are implemented in our program named CACM Version 1.0.
Related Work
The acquisition of object shapes from real images is still an essential problem of image segmentation. For the automated image segmentation often low-level methods, such as edge detection [2] and region growing [3] , [4] , are used to extract the outline of objects from an image. Low-level methods yield to good results if the objects have conspicuous boundaries and are not occluded. In the case of complex backgrounds and occluded or noisy objects, the shape acquisition may result in strong distorted and incorrect exemplars. Therefore segmentation is often performed manually at the cost of a very subjective, time-consuming procedure. Landmark coordinates [5] , [6] , [7] , [8] can be assigned by an expert to some biologically significant points of an organism. If there are objects with an absence of anatomical landmarks, it is a common procedure to determine landmark points according to the defined mathematical or geometrical properties of the objects. However in some applications it is impossible or insufficient to describe the shape of an object only by means of these landmarks because important characteristics of the shape might be lost. To increase the total of landmarks it is usual to trace the complete outline of an object manually and subsequently determine corresponding points on each shape [10] . Semiautomatic approaches were developed [11] , [12] for interactive image segmentation. These approaches use live-wire segmentation algorithms which are based on a graph search to locate mathematically optimal boundaries in the image. If the user moves the mouse cursor in the proximity of an object edge, the labeled outline is automatically adjusted to the boundary.
Based on an acquired set of shape instances it is usually desirable to describe and compare deformations and distances between these shapes. The problems of shape spaces and distances have been intensively studied by Kendall [5] and Bookstein [6] in a statistical theory of shape. They assume that point correspondences between two sets of landmarks are already known. However at the beginning of many applications this condition is not hold and various approaches are made to determine corresponding points for the automated generation of statistical shape models. Hill et al. [10] presented a framework for the automated landmark identification on a set of two-dimensional, polygonal shapes. Their algorithm determines corresponding landmarks based on the arc-path length of the shapes on condition that the exemplars are out of the same object class and have similar contour lengths. Bookstein [13] applied landmark methods to continuous contours represented as thin-plate splines, but his approach is not completely automatic. The Softassign Procrustes Matching algorithm [15] solves the correspondence problem using deterministic annealing. This algorithm works robust with respect to outlier identification and noise, but is it also a computationally-expensive procedure. Belongie et al. [14] found correspondences between points on the basis of the shape context descriptor. Latecki et al. [17] used a tangent space representation of shapes to determine correspondences of visually significant parts and to define a shape similarity measure. Another method was presented by Mokhtarian et al. [18] who calculate a similarity measure between two exemplars based on their maxima in the curvature scale-space. The analysis of these feature-based shape representations is problematic in cases of noisy or distorted cases.
Material used for this Study
The materials we used for our study are fungal strains that are naturally 3-D objects but that are acquired in a 2-D image. These objects have a great variance in the appearance of the shape of the object because of their nature and the imaging constraints. Six fungal strains representing species with different spore types were used for the study. Table 1 shows exemplary one of the acquired images for each fungal strain. The strains were obtained from the fungal stock collection of the Institute of Microbiology, University of Jena/ Germany and from the culture collection of JenaBios GmbH. All strains were cultured in Petri dishes on 2 % malt extract agar (Merck) at 24°C in an incubation chamber for at least 14 days. For microscopy fungal spores were scrapped off from the agar surface and placed on a microscopic slide in a drop of lactic acid. Naturally hyaline spores were additionally stained with lactophenol cotton blue (Merck). A database of images from the spores of these species was produced.
We are considering the contour of an object but not the appearance of the object inside the contour. Therefore we want to elicitate from the real image the object shape represented by a set of boundary points
We obtain the set of boundary pixels by implementing into our program a function that allows the user to mark the contour of an object by moving the mouse cursor of the computer or by moving an electronic pen over a digitizer tablet. Notice that the sampled points are not required to be landmark coordinates or curvature extrema. The user starts labeling the contour of object at an arbitrary pixel , of the contour . After having traced the complete object the labeling ends at a pixel in the 8-neighbourhood of
. To obtain the complete set of all boundary pixels we need to ensure that the contour is closed which means is a direct neighbor of
. Therefore we insert missing boundary pixels using the Bresenham [20] procedure. Figure 1 presents a screenshot from our program CACM with three labeled shapes of the strain Ulocladium Botrytis with their coordinates on the right side of the screenshot. It might be very difficult to exactly determine or meet every boundary pixel of an object when manually labeling the contour of an object. The quantization of a continuous image constitutes a reduction in resolution which causes considerable image distortion (Moiré effect). Furthermore the contour of an object in a digitized image may be blurred which means the contour is extended over a set of pixels with decreasing grey values. In fact image digitization and human imprecision always implies small error rates in the object shapes. Therefore in the next step our intension is to introduce into the program procedures that help the user to find the right boundary of an object and that speed up the labeling process.
As a result of the labeling process we obtain the set of ordered, connected points that describes the boundary of the object . Having labeled the contour of the object its boundary pixels are still defined by their absolute position in the 2-D In order to describe and compare the shapes of objects it is useful to specify a common coordinate system that is invariant under translation and scale. Therefore we transform the contour such that the centroid is at the origin and the maximum distance of the contour points from the origin is one. In a following approximation of the contour we reduce this set of pixels to a sufficiently large set of pixels that will speed up the succeeding computation time of the alignment and clustering process. The number of the pixels in this set will be influenced by the chosen order of the polygon and the allowed approximation error. For the polygonal approximation we used the approach based on the area/length ratio presented by Wall and Daniellson [21] , because it is a very fast and simple algorithm without timeconsuming mathematic operations.
Shape Alignment and Similarity Calculation

Theory of Procrustes Alignment
The aim of the alignment process is to compare the shapes of two objects in order to define a measure of similarity between them. Consider two shape instances P and defined by the point-sets [16] , [24] , [2] , [25] . They differ in the kind of mapping (similarity [2] , rigid [9] , affine [10] ) and the chosen similarity measure [1] . For the similarity measure between P and O we use Procrustes distance [22] :
is the rotation matrix, P µ and O µ are the centroids of the object P and respectively, O P σ and O σ are the sums of squared distances of each point-set from the centroids and is the number of point correspondences between the point-sets PO N P and . Thus the point correspondences are required for calculating the Procrustes distance. Generally this method is applied to centered shape instances represented by sets of landmark coordinates. Each of these shapes is rescaled so that the sum of squared distances of all landmarks to the centroid is identical
Then it is possible to compute a similarity transformation based on these centred pre-shapes. Finally the full Procrustes mean shape and Procrustes residuals [7] can be evaluated.
Our Approach to Shape Alignment
We are considering a set of acquired shape exemplars where differences in the translation and the scale were already eliminated. To compare the shape of two instances P and we still have to eliminate differences in the rotation. The measure of similarity between these two shape instances is based on the Procrustes distance. As it can be seen from equation (1) ψ is applied to all points in P to obtain the transformed shape instance ' P which is defined by the point-set , . For every point we define the nearest neighbour
in O as the point correspondence of . Note that we do not enforce one-to-one point correspondences. One point in O can have more than one point correspondences or even not a single point correspondence in k ' p P . The sum of squared distances between every pair of point correspondents is calculated. In addition to that we define the quantity
If the distance is smaller then all earlier calculated distances is set to , It is obvious that the constant has a direct influence to the value of the resulting score. The parameter can be defined by the user in the setting dialog of our program CACM. For our calculations we set to 35% of the mean distance of all contour points to the centroid. Our investigations showed that this value leads to good results. Figure 2 shows pair-wise aligned shapes and the calculated similarity scores. It can be seen that in case of identity the shapes are superposed. If the similarity score is less than one, we can see a deviation of the two shapes.
[neutral] 
Clustering and Prototype Calculation
The alignment of every possible pair of objects in our database leads us to pair-wise dissimilarity measures between exemplars. These distances can be collected in a dissimilarity matrix where each row and each column corresponds to an instance of our dataset. The dissimilarity measure
between shape instance P and shape instance will be entered into the cell where the row of O P and the column of intersect. This results in a symmetric square matrix with diagonal elements equal to value zero since the dissimilarity measure between an instance and itself is zero.
O
This matrix is the input for the hierarchical cluster analysis [23] . After having investigated different hierarchical clustering methods we chose the single linkage method where two instances are merged together on the minimum distance between the two most similar instances of differing clusters. The result of the hierarchical cluster analysis can be graphically represented by a dendogram. The dendogram for eight shape instances of strain Ulocladium Botrytis is exemplary shown in Figure 3 . The dendogram shows the distances between all instances. The merging of objects into clusters is done with increasing distances (from left to right) until all instances are combined in only one cluster. In the dendogram we marked two exemplary cut-points at different distances. A cut-point is a virtual vertical line in the dendogram. The horizontal position of this line marks the distance at which the individuals were split into several clusters. Therefore the distance of the cut-point has a direct influence on the resulting number of clusters and the number of prototypes. As smaller the distance is as more groups are created. That means the prototypes are more specialized which will result in matches with higher scores. As higher the chosen value for the dissimilarity is as fewer models have to be created. That means the cases are more general and the permissible distance between objects inside a cluster is higher. In general this will result to matches with lower scores.
We have divided our set of shape instances N { }
consists of a subset of shape cases. For each cluster we need to compute a prototype i n μ that will be the representative of the cluster. The full Procrustes estimate [7] of the mean shape is obtained by minimizing (over μ ) the sum of squared full Procrustes distances from each instance , to an unknown unit size mean configuration
In our approach we compared the similarity measures of all shape instances
As the prototype we chose the median shape of that cluster that is the shape instance which has the minimum distance to all other shape instances:
The main advantage of this solution is that the prototype represents a natural shape instance out of that cluster. An example of using a natural shape instance as the prototype of a cluster is shown in Figure 5 .
With our program CACM it is possible to calculate the prototypes at different cutpoints. Each prototype can be exported as an image, where the contour pixels are labeled by the grey level one and the background pixels are labeled by zero, and as a list of coordinates of the contour points.
Results
We have tested out approach on six different airborne fungi spores. Some digitized sample images for the analyzed spores are presented in Table 1 . We have labeled a total of 60 objects for each of the six fungi strains. In the following registration process we have aligned every single object with all objects of the same strain to calculate the pair-wise similarity values. As a result we obtain six dissimilarity matrices, one for each analyzed fungi strain. These matrices are the input for the following cluster analyses. The outcome of this process was a dendogram for each of the six fungi strains. Now we need to define a cut-point on each dendogram to obtain the groups of the shapes. As described earlier the choice of the right position for a cutpoint is a central issue and it directly influences the recognition performance. Taking the minimal and the maximal distance and in each cluster we can calculate a cut-point by: 
where is the minimal allowed distance and n is the maximal possible number of clusters.
k Table 2 presents the resulting number of models for each class at these cut-points. The prototypes of these clusters were used as cases for the recognition process. Figure 6 shows exemplary the resulting casebase for the class Rhizopus Stolonifer. 
Conclusions
The recognition of objects in images can be done based on a model-based recognition procedure. That requires to have a model from the objects which should be recognized. Natural objects have a great variation in shape that makes it not easy to specify a model by hand. Therefore it is necessary to have a computerized procedure that helps to acquire the model from the real objects. We have proposed a method for the acquisition of contour instances and learning of general shape models. We use Procrustes similarity measure for aligning and determining the similarity between different shapes. Based on the calculated similarity measure we create clusters of similar shapes by using single linkage method. The mean shape or the median of the cluster is calculated and taken as prototype of the cluster. The methods are implemented in the program CACM Version 1.0 which runs on a Windows PC. Further research will be to improve the information gathering procedure and to develop an incremental clustering procedure.
