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SUIWliO 
Na tPor·!a de dlscrlmlnação e classificação, a Razlo de 
Erro R~a! aE:sociada a uma função de classiflcaçâo, 4 dada pelas proba-
bll!dodea do má classificação, e é usada para estudar o desempenho d~ 
funç!o de classiftcaç~o. Para o cálculo da Razão de Erro Real é necea-
~árlo o conhecimPnlo das dJstrlbulçees populacional~ que estâo envol-
vidas no problema. 
Exlete um<:1 vasta l iter8tura ~respeito da estimação da 
Raz'ão de Erro Real. Em nosso trabalho, nós utilizaremos o eattmador 
Razão de Erro Aparente que é um método comumente usado em outros tra-
balhos. Estudos mostram que este substlma a Raz~o de Erro Real. 
O objet-ivo de nosso trabalho é estudar o vfcio do E'sti-
mador Raz'ão de Erro Apareflte, num contexto de comparar tr€ós métodos de 
E>stlmação, sendo que dois métodos são nâo paramétricos, o "bootstrap" 
propost-o por Efron e o "cross-val1dation". O terceiro é um método pa-
r· amétr- I co proposto por Me 1 ach I an. 
A comparaç'ªío fo! felta sob condlç~o do conhecimento das 
dlstribulçõ~s populacionais. Amostras d~? duas populações normais mui-
llvartadas com diferentes vetores de m4dJas e matrizes de covarllncias 
iguais à !de-nttdadf-!, foram geradas por pr'ocesso de G!mulação de Monte 
Carlo. 
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li. cone I usão de nosso~:: ,:;-studos ü qu0, o método "boots-
t.r;}p" mostre<u-s.1.'-' eficl>:•n"lP na est.lmaç~o do víc-io da Raz'ão de Erro Apa-
rente tanto quanto o estlmador paramétrlco, sabondo que, eote ~ltlmo ~ 
condicionado 
sua validade, 
~~o conhec lnH."nto das distribuições populacionais para 
Ent.e tral".)<:~lho está dividido f;'-ffi quatro capítulos. A teo-
r·ln de c:los:::;lflcação e discriminação, utilizando o método de Flsher 
para a construç3o de regras de classificação, é vista no capítulo 1. O 
cl.:lpftulo 2 apres('nt.a uma pesquisa btbllográflca com os métodos de es-
tlmaç5o da probabilidade de má class'lficaç'ão. O procedimento de vários 
métodos assim como o método R, usado para obter o est!mador da Razão 
dE> F: r· r o Apar!2nt.e, t.amb<?m são desenvo I v! dos. 
A compnr aç'fSo· f' e i t.a entre os métodos de estimação do v f-
elo da Raz~o de Er-ro Aparente é vista no capítulo 3, com a descrJç'ão 
dos métodos "bootst.rap", "cross-valldat.ion" e o "paramét.rtco" e també-m 
a metodologia de nosso trabalho e os resultados experimentais. 
Finalmente, no capítulo 4, apresenta-se as conclusões 
do nosso trabalho. 
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CAPíTULO 1 
TEORIAS E REGRAS DE CLASSIFlCAÇAO 
1.1 - lllTllODUÇ1iO, 
Este capítulo tem por objetivo aprese-ntar- técnlcas e 
regras no procedimento de discrlmlnaç~o e classificação. A teoria de 
an~lise- discriminante de dados consiste em separar populações ou elas-
sificar novas observações em populações previamente definidas. 
O problema da classificação aparece quando desejamos, 
de acordo com o número de medidas de um indivíduo (ou objeto), classi-
ficá-lo em uma das várias categorias <ou populações) envolvidas. Nós 
n~o podemos assumir diretamente a que cat_egoria ele pertence mas deve-
mos fazer uso de suas medidas <características) par-a classificá-lo. 
A classi.flcação de uma obs~.?rvaç.âo (ou objeto) em uma 
das populações n~o é f'eit.a sem erro e, port.ant.o, ser'ão est.udadas aqui 
técnicas com intuito de conhecer e minimizar o erro de classificação. 
Nós assumiremos um número finito de populaçôes sendo 
que cada popul~ção é caracterizada pela distribuição Qe probabilidade 
de suas: medidas e uma observaç'ão é um valor amostrai de uma dessas po-
pulações. 
Em algumas situações as dlst.r1buiç:ões de probabilidade 
das poputaçô8s são consideradas conhecidas de início, em outras sit.ua-
çC'íE's a forma da d i.st:r i bu J ç'5o de probab i 1 I da de das popu 1 ações é conhe-
clda m;:).S n'ão conhecemos seus parâm(-:<tros e, então, fazemos o uso das 
amostras dessas populações p~ra estimar as quantidades desconhecidas. 
I 
í 
I 
I 
As técnicas aqui estudadas serão aplicadas para popula-
ções com djstribuiç~o normal. Em alguns resultados apresentados não 
nos preocupamos em fazer a demonstração, mas é dada a referS.ncla bí-
bl iogr-âfica. 
A secção 1.2 apresenta o problema de claaaificaç~o a 
discriminação envolvendo duas populações pela funç"ão discriminante de 
Fisher. O pr-oblema de classtficaç~o que é o erro, e as regras que o 
minimizam s~o apresentadas na secçâo 1.3 e 1.4. Nesta dltlma é feita 
também uma pequena abordagem da construç~o das regras de classificação 
através do procedimento de Bayes. Já a secção 1.5 faz a aplicação dos 
resultados das secções anteriores em populações com distribuição nor-
mal. É apresentado também no final des~a secç~o uma rápida 1déta de 
estimadores que independem da forma da população do origem para a Ra-
zão de Erro Real, que é uma das medidas usadas para se conhecer o erro 
de classifJcação. Finalmente. na secção 1.&, as regras são extendidas 
para o caso mais geral, com várias populações e aplicando-as em popu-
lações com dlstribuJção normal. 
1.2 - li~10DO DE f'lSllE!l PARI\ O PRO!JLEI!ll DE CLliSSIF'ICAÇXO E SEPli!IAÇXC 
(DISC!llllllll\Çl'(OJ EliVOL.VEllDO DUAS POPUL.IIÇI'lES. 
Aqut entaremos interessados em situações onde desejamos 
sep~u-ar duun cl Z~r:sc:::: de• objetos (observaçõen) ou alocar novo objet.o 
<observBç0o) en1 Ulil<:! das duas classes (ou ambas). Consideramos n t " 
Il.'--J as duuz classes de objetos (observações) e X/ 1 = [XJ .X,?, •... tX,J 
p 
para 1""'1.2 um vetor aietório em !R o qual 4- usado para classtf'ica.l:" ou 
separar corn base em suas medidas. Os valores observados de Xi diferem 
de alguma forma de uma classe a outra. Através das medidas de XI. nós 
D 
construi remos uma regra para classificar uma nova observação x E JR em 
uma das duas classes <populações) Ilt e Il,;?.. Seja fi(x) funç~o de den-
sidade de probabilidade associada a IT;; i= 1,2. O trabalho de Fi.aher 
consiste em transformar a observação mult1var1ada X em uma observa~ão 
nn!varlada y através de uma combtnaç~o linear. ficando assim mais fá-
c.l l de trabalhar matemáticamente. 
Tomamos llJY como sendo a média dos Y's obtJdos dos .X's 
pe-rtencentes a JI1 6> 9 ~2V a médJa dos Y's obtidos dos X's pertenceo-
Def'JnJmos: 
~i "" E<XI Ilf.) = valor 'E'SpBrado da varlávBl alPtü.ória X 
pertencente a ll.t 
ll,;? '= E<XI ll2) ::::valor esperado da variável aleatória X 
pertencente a 
e r..
1 
= E<X-IJi) (X-).lf) ', matrlz de vari5nclas 
(? COV2wi5ncias de n/ onde 1=1,2, Ej:::: L2= I 
Constdcr·nrnos a combinação linear: 
y "t' l( 
através das propriedades das esperanças temos~ 
e, V <Yl " Vartt'Xl " t'E t 
A idéia de Flsher é selecionar a combinação linear que 
max 1m i za a d l st.ânc 1 a ao quadra do entre ll.t y e ll2Y r a lati v o à v ar 1 ~n-
ela dos Y's. 
(!) (distância ao quadrado das médias dos Y's) 
(var·iãncia de Y) 
2 
(t 1 f.!J' -- t'}.U.?} t.' (JJJ - ll,k!!) (J..lj' - /.!2) 't. 
onde, 
' <t'o> 
=--
t · r t 
( llt )" 
V<YJ 
' ~2Y) 
A. escolha do vetor t•= (tf ,t,?, .. qtp) da c:omblnaç'ão li-
near qun maximiza a expressão (1) é obtido a partir do seguinte resul-
"Lado: 
TEOREI!A 1 • 1 
Seja e Y = t'X , então 
(2) Cdislâncla ao quadrado das m4dlas doa Y's) (l.,'ô >' 
Cvar13ncia de Y) t' E t 
-1 ~l 
á max!m!za·do pela escolha dG t = ci ô = ci ( llt - ll,2) V c f O~ 
Tomando c~ 1 temos a função discriminante linear da Flsher • 
. _, 
(3) Y = t'X = < ~i - ~zlE X 
2 
.. o (v ó ) ' -1 máx ---= ô E ó 
Prova: Johnson t1982J 
Usaremos a função discriminante linear de F1sher par< _, 
construir a regra de classificação. SeJa Ya = ( lli - lJ,.;?} E x.o a funçiJ~ 
dI ser i m l. nanto para uma obsorvaç'ão Xo G IRP, 
Calculando o ponto médio entre as populações unJvaria· 
das obtemos: 
_, 
m = 1/2 ( l-JJ V + JJ2t') = 1/2 ( IJ1 - iJ2l 'l: ( ll.t + lJ2) • 
t fácil provar quo as deGlgualdades abatxo sâo verda' 
dei r-as, 
' 
ECY/ llt) - m ~O 
8 
EIY/ D21 - m < O . 
Aplicando esse resultado a uma observação Ya obtemos: 
EIYa/ l!JI - m ~O 
141 
e, E(Y0 / !!.;;") - m < O 
lsto é, seXo pertence à llJ, é eDperado que Yo seja maJor que o ponto 
médio, assim sa Xo é pertencente à IT,í? é espe-rado que Yo seja menor 
que o ponto médio. 
Através de {4) construiremos a seguinte regra de elas-
slftcaç~o para uma observaç"ão Ha· Alocamos X!:J para lli a:e, 
-1 
151 Ya - m ) O I ~~- ~.?1 "l: ><o) m 
caso conl.rárto alocamos Xo para 11.;{. 
Como os valores populacionais ~1. U2 e E são raramen-
te conhec!dos, trataremos de esttro.á-los através de amostras populacto-
naJs. 
Iniciaremos considerando duas amostras do vetor d-e ob-
' servação Xit~P., lXft, X/2, •••f Xfp] para i=1,2 de tamanho nj da popu-
i ação IIt R n .. :.? da populaç'ão H;;:. Temos enlão as matrJzes de observa-
') 
X i -· r.x1 J ~ xt:z •••• ,xfatJ , px n1 
Cal cu l ~mos OD vet.ores de méd t an c as matr J zes dt::- v a-
r l ãnc I <.~s 0 co v Qr I âl!c las o.moatra I s, 
1 "' XiJ Kt = E j , 1 1 -
nt 
l n, 
S.l • .E 
(nt-ll J , 1 
1 "" n,:;r • E 
(n,2-1) 
j , 1 
SJ e 52 ~ão mnbo"" est l madorea de 1: con-
sequcmt('ment.e nós podP.mos combinar Si e S2 para encontrar um eat.ima-
dor n5o viciado de r: , con3tdorando que a:J. matrizes de obsnrvaçôna 
( ó) 
(n,2-1) 
Si + 
(nJ.-1) + <n,z-1J <n.f-1) + <n2-1) 
lO 
S P o c::;tirnador combtn0do de Sub:>Litu1ndo em 
pelas quar.t.l cLtdes Funç'ão Discriminante Linear 
Amo::>tral de Fl:::her, 
( 7) 
' 
-l 
{){J- X,q)'S X 
O pont,o mód I o tn antro <lS; dun:;; rnéd 1 as amostra 1 s das popu l açÕBs un t v a-
' ' rladas, 1h = t'ih 92""' t.'X;;;• é dado poro 
1 
( 8l m = <YJ + Y.;~n = 1 -l X2> • s <X.t + x,;~) 
2 2 
Cons"lr'uimor; então, :a seguinte Rogra de Clas:alficaç'ão Amozt-ral. A loca-
(9) Yo= 
- -l 
- ><,2') 's 
caso conti-6rto alocamos Xü a llp. 
RE!'RESEilTACJ!O GllJif l Cll Dll FUllCliO D l SCI! llllllli!ITE LlllEl\ll l\IIOSTRAL 
DE FlSCJ!Efl PARA p= 2 
' Y = t.'x 
1 
11 ' 
! 
' 
Do acordo coro o Teorema i.i , obtemos o seguinte resul- ~ 
lado para a oxpressc~o (7): 
TEORE!ll\ L 2 
Seja cl = <X: f - X,;;;<t) , a combinação 1 i near y 
A = t.' X 
A _, 
onde, t. = S <Xt·- Y..::?) mvximiza a expressâo, 
(distância ao quadrado das médias amostrais dos y's) 
(variãncta amostral de y). 
= 
h h 
t.'S t. 
" o 
(10) llláx 
( - - ' Yt-y2l 
' s y 
' onde D é a dist§ncia amostral ao quadrado entre duas amostras de duas 
populações. 
A prova do teorema '1. 2 é eauivalente ao t-eorema 1.1. 
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1. 3 - O PllO!JLEl!ll !':li CLI\SS! F I 01\ÇllO 
Nos problemas de c I ass i f i cação estamos suje l tos aos 
possíveis erTos de clas.::;lficaç;'lo, isto ó, alocar urna observação a car-
ta popui<lç'fl:o quando na realidade esta observaç~o pertence a outra po-
pulação~ Isto pode ocorrer por vários fatores e um deles é devtdo a 
que as c ar act,er í st, 1 c as medidas nas duas populações possam ser bast ant.e 
sernPlhanteu, facilitando assim a ocorrência da má classtftcaç~o. 
Na construção do procedimento da clasaif'tcaçi:1o é dese-
jado que se minimize a probabilidade de má classlf1cação~ ou melhor, é 
de.yejado mlnjmizar o erro de classJf!caç'ão. 
Out.ro aopect.o que nós abordaremos aqui no problema de 
c l ass 1 f I c ação é- o cust.o. Suponha que c 1 asa J f J c ar um objeto em TI t sendo 
ele pertencente a JI2 r-epresenta um erro mais sério com respeito ao 
custo do que c l ass 1 f i c .ar um objeto em H,~? sendo pertencente a H J:. En-
t'ão teremos que ser mais cautelosos na forma de classlí1cação. 
Nós iniciaremos agora o procedimento do problema da 
c l a~s l f 1 c ação eu volvendo duas c 1 asses { popu 1 ações) . Ma 1 a ad 1 ant.e t.r-a-
tzremos do caso majs geral. 
As regras de c 1 ass 1 f i caçã.o ou a 1 ocação são const.ru f da a 
atr· a v és das informações amostrais. então, necessitamos de amostras 
alo;;;tól~tac com mcd!dDS c:ac.acterísticas de cada população 
v!dlmos O, o Bsp.aço amostrai em duas regiões Rt, R2. do tal forma que 
so uma nova obser·vaçdo estiver em RJ é aloct)da a TI i. Da mesma forma, 
se esttvlcH' em H2, é alocada a J~~~. Podemos enti'io BSCf'~VOf' Ri = n R2• 
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Para p :::: 2 é feit.a a repre:::ent.aç~o gráfica abaixo, para 
a;; re-g !Cks R.t o H.~? de> c 1 a.s;:d f i caçao: 
Sejam fi. {x} e f2{x) funções de densidade de probabi 11-
dade associadas ao vetor px1 aleatório da variável X para as popula-
ÇÕBS Ift , li,;,: respectivamente. 
A probabilidade condicional, p(2/1} de classificar uma 
observeç~o a II2, sendo pertencente a ITi é: 
(11) I 
fi CxJdx 
112 
de mesma forma a probabllidade condl.ctonal pC1/2) de classlí!car- uma 
observação em li 1 quando é pertencente a JI 2 é; 
(12) pU/2) :=! p<t< E. RJ/ TI z> = 
J 
f,é' (>< )dx 
Ri 
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A f'tgur·a abalxo i lust.ra essas duas probabilldades para 
o caso em que p = 1. 
liPllESEllTACJlO DAS PRODlllH!.lDADES DE Cl.ASSIFICACXO 
Definimos os seguint.es eventos para o cálculo das pro-
babiltd~des de má classificação: 
A = observaçâo pertence a llt 
B = observação é corretamente classificada 
A = observação pertence a IT2 
B = observação n~o é corretamente classificada 
pJ e P2 silo probabilidades a prior i das populações Ilt e 
Il.? respect, i vmnente. 
( 131 p(corret.amen\:..e classificada a lli) = p<A n B) =-
• p(B/Al p(Al • p<x E Rf/ Dtlpf 
(14) p(má classificada em llf) =- pCA n B) =-
• p<BIAl p<AJ • p<x E Bt! D21p2 
í 
I 
' I 
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(15) p(corretamente classlficada em TI2) = p(A n B) = 
(1&) p{má classlficada em ll2} = p<A n BJ = 
É interessante no problema de classificação incluir o 
custo de má classificação pois, mesmo sendo pequeno o erro de má elas-
slf!caç~o. podo acontecer que o custo desse erro seja alto. 
Definimos então a matriz dos custos: 
DECJSJ\0 ESTATíSTICA 
1----------1----------
VERDADEIRA ITt o I c(2/l) 
POPULAÇ1i0 -------1----------1----------
ru~ 1 c o12> o 
-------1----------1----------
Os custos s~o zeros para as classificações corretas e c(2/1) quando a 
observaç'ão é incorrelament.e classificada em II2 assim como c(l/2} 
quando a observação é i ncorretaroente cl ass 1 f lcada em Il.t'. 
O procedimento aqui abordado será aquele que minlmiza o 
custo esperado de má classificação <CEM}, que é definido como o produ-
to dos elementos da diagonal da mat.rlz acima com suas respectivas pro-
habilidades. Temos então, 
(17) CEH = c(2/1) p(2/1) Pi + c(l/2) p(1/2)p2 
L 4 - REGRAS DE CI..IISS l FI Ci\ÇlíO EllVOI. VE!!OO DUAS POPUI..AÇ5ES 
Aqui apresentaremos regras de classtflcação baseadas no 
CEM, onde desejamos minimizá-lo. De início ~rataremos de construir as 
regras envolvendo duas populações, o caso mais geral será tratado no 
rtnal deste capítulo. 
A idéia é encontrar regiões Rt. Rz que mtnimtzam o CEM. 
Segue então o primeiro resultado: 
TEOllEllA 1 • 3 
As regiões Ri. R2 que minimizam o CEM (17) são defini-
das para os vaiores de x que satisfazem as seguintes desigualdades: 
{18) Rt:: ft<x> 
f;z(xl 
R;z, ft(xl 
f'.;;:t(x) 
Prova: Jonhson (1982J 
c (1/2) P2 
c<2/ll Pf 
c(l/2) P2 
< 
c(2/1) P1' 
' 
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CASOS ESPECIAIS DO TEOREHA.l.3 
(a) P2 = Pf ( 1gual.s probabll idades .à prior!) 
Rt, ft(x) c(1/2J 
c (2/ll 
c {1/2) 
--< 
f2(xJ c(2/1J 
(b) <c (1/2) =c {2/1), custos iguais) 
(19) P2 
---~-
f,q<x> pi 
R2, fi <xl P2 
--<-
f,;.:•(x) Pi 
(c) ocorrer (a) e (b) conjuntamente 
< l 
S~o trea os casos poss!veta no uso do teorema 1.3. Po-
demos n'ão conhecer as probab 111 dadea Pi , P2 e ent.'~o co na i deramo-1 as 
iguais, flem (a). De mesma forma. os custos não aendo conhecidos, usa-
mos o ítem Cb) e finalmente, nas duas situações acima, isto é, n'ão co-
nhecendo Pi• p2, c(l/2), c(2/1), i!dolamoa o !tem (c). 
Agora faremos uma apreaentaç:ão doa estudos de Ander-
son [!95Bl. 
As regras de classificação são baseadas no Teorema de 
Bayes. Os resultados sâo aqui apresentados de acordo com aa definições 
dadas no início deste capítulo. 
Sejam as probabilidades a posterior!: 
pC IIthO = prob.ab111dade a post.er!orJ associada a Tif, 
p( ll2/x) :=; probabilidade a po~.:~t.eriori associada a ll~J 
Usando o teorema da probabilidade lotal obtemos: 
p{observzr x} = p<observar x/ fii)pi + p(observar x/ II2JP2· 
Pela Regr~ de Bayes obtemos p< Tit/x) e p< IIz/x). 
p(ll i /xl = 
p< lli ocorrer e observar x> 
p(observar x> 
de mesma fot·rüa, 
= 
p<obt>ervar xl Ilf.)pf + p(observar x/ ll~?JP.? 
fJ(xlpf 
= 
fJ{X)Pf 1- f,:::•(x)p,:t 
f2 <x) P2 
p< J(~'/x) = 
P.i?f2(X) + p.tft (x) 
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Através dessas probabilidades# encontraremos regras que 
minimizam o CEH (17J. 
Seja c(l/2) = c(2/1), então a expressão <17) é a proba-
biiidade total de má classificação, assim escrita~ 
PT!l = ptp(2/l) + P2P<ll2l. 
Para um valor obser·v<:ldo x. mlninlizaremos a probabilidade total de má-
classificação classificando-o na população que apresenta maior proba-
bllldadB a postertori. Se, 
rr <xlpJ f2<x>p2 
i> 
fi<N)pf+ f,;~,<x)pJ:? ft(x:)p.f+ f2(x)p2 
nós ctas31flcamo~~ x em li1, caso c:ontrár!o em l!z. 
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Sendo assim. minimizaremos a probabilidade de má claa-
sifícaç_ão em cada ponto x observado e, então. minimizaremos em todo o 
espaço. Segue então a regra: 
As regiões Rt. R2 que minimizam a probabi 1 i dado total 
de má classlficaç~o são definidas da forma: 
Vemos que este resultado já é conhecido, isto é, equi-
vale às regras vistas anteriormente. 
A demonstraç~o do resultado acima e uma abordagem mais 
geral deste procedimento é mostrado por Anderson t1958J. Muitos de 
seus resultados são equivalentes aos aqui apresentados. 
L 5 • llEORhS OE CLJ\SS I F' ICI\Çl\0 CO!l Dlll\S POPULI\Çt$$ IIO!li!A I S 
IIUI.TIVARIADl\S 
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Aqui agora usaremos as regras de classiflcação desen-
volvidas nas secções anteriores considerando as populações ll.t 
normais com densidades f L <x> e f2<x>, lst.o é, ll 1 é dtslrlbuido 
!l < n;, tn.t = 1.2. 
1.5.1 - 1! Caso: 
Sejam lJ i, I conhecidos e, 
_, 
(20J exp r-1/2 <x - ~o· E <>< - ~il l 
com = 1,2 ; a funç~o de densidade de Xj= rx.t # X2,. o.' XpJ I para as 
populações llt e li2. Usarido o teorema 1.3 podemos encontrar as re-
glões Ri$ R2 que minimizam o CEH (17). 
Port-anto, 
(21) 
~ ~ 
!IJ, exp C-1/2 <N'- ~Jl't (x- ~i>+ 1/2 <x- ~>·~ (x- ~>l;. 
c(l/2lp2 
c(2/1>pf 
22 
-1 -l 
R;?, exp (-1/2 <x -~1l'E <x- ~il + 1/2 (><- ~J'E <x -w>J < 
c<112)p2 
< 
c(2/!lpi 
De acordo com as regiões acima segue o seguinte teorema; 
TEOREllll l. 4 
Sejam llt, TI2 populações com densidades dadas em <20) e 
Xo uma observaç'ão no espaço p-dimensional. A r-egra de classificação 
que minimlza o CEM é dada por; 
classifica Xa em ll.f se, 
(22) ( ~~-
~ -1 
~:I)'E x.-112 < ~t- !!ó'l'J: < !!i+ 
caso contrário Xa é classificado em ll2. 
c(1/2)p2 
V2) ~ ln 
c(2/1lpf 
Prova: usando as expressões de (21) e um simples algebrlsmo. concluí-
mos a demons-tração do teorema. 
Observamos que o resultado do teorema 1.4 para o caso 
em que c(1/2)pJ/c(2/l)p~:;:·= 1 é equivalente à expressão (5) que uttl lza 
a Funç~o Discriminante Linear de Fisher. 
No resultado anterior consideramos que os parâmetros 
lJJ, lJ.2,E s'5o conhecidos. Geralmente isto n'ão acontece. Neste c:aso, 
utilizamos amostras das populações para estimar as quantidades ~f, 
ll2. [ . Temos ent~ot a seguinte regra da classiflcaç'ão amostra!, que 
estlma o mínimo do CEM; 
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(23) 
c<211lpi 
caso contrário classificamos Xa em IT2. 
O prJmeiro termo dessa expressão é exatamente a Funç~o 
Linear Amostrai de Flsher (7). A expressão, 
é cOnhecida como Funçâo de Clasaiflcaçiio de And.er-son. 
Anderson (1958] apresenta o segulnte teorema para a 
função acima: 
TEOREl!ll 1 • 5 
Seja U 
com, XJ ::::. méd la da amostra de tamanho Di de n i. 'V N ( }..! f ,E ) 
"'· s est imador da I: 
A distribuição deU com n1~ ~ é • 
' ' N <112 t:. , A ) se x é distr-ibuído de acordo com J1 f 
e é N (-1/26. 2 ,6. 2 ) se x é dist.rlbufdo de acordo com fl.;?~ 
• 
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-1 
C V t- lJ,l) ·E < vf~ lJ.::?}; dist.flncla ao quactrudo de 
Mahalanobis entre duas populações. 
Prova: Ver lmderson [ 1958] . 
Para encontr:<.w a expressão que minlmiza o CEM foi assu-
m t do que as populações llt. II,2 eram norma 1 s multi v ar 1 a das com dens: l da-
de f;<x); t = 1,2 eo as quantidades: lli, l-12, E conhecidas. A expr8zsão 
<23) é uma simples estimativa da express~o <22) que mtn1miza o CEM. 
Não podemos esperar que um resultado particular da expressão (23) pos-
sa minimizar o CEM mas, para tamanhos grandes das amostras é razoável 
esperar um resultado satisfatório. 
1.5.2 - 2!: Cn~o: 
COllST!lUCl!O Dl\ !lEGRl\ DE CLl\SSiriCJ\CliO QUl\!IDO E if J: 2 
Os procedlment.os vistos até agora foram obtidos consi-
derando matrizes de varl5nc1as e covariâncias iguais para as duas po-
pu 1 ações ITt e Il,;,7. Agora desenvolvere-mos regras cons I dor ando f.* 1: 
1. 2 
Nós vimos que as regiões Ri, R.;? que minimlzmn o çust.o 
espo-rndo de má clns::;ifl.cação s'ão encont-radas de acordo com a raz'ilo das 
densidades, leorema 1.3, 
P;i l.t·z -1 
<2n ) I~:<! o:xp[-1/2\x - !li} ·r J <x - 'IJf) J 
Pz z ~1 
(2 Tr) l Ef! oxp[-1/2(x - U2)' i: .;,?{X - \.12)] 
(24) 
Polo Looroma 1.3. 
ç(!/2)p2 
Rt; b 2:-
c(2/1)pf 
Aplicando logaritmo: 
lr2 1h _, 
C25) ln -
1
-1/2(X -
I:Eil " 2 
lJ.O' E t<x- wJ + 
-l 
+ 112<x - ~.;:?)' 1: .:::'Cx 
In 
~t -1 
-1/2(1Ji'Ei ~i- \l,2'1:~':1 ).1.:2) 
temos enti.'io o resultado: 
c (1 /2) P.2 
c(2/1Jp.t 
~ ln 
-l 
IJ2' i:2)X 
c(1/2)p2 
c(2/1Jpi 
-l 
}li - )..! '2 i:,;? IJ.2) 
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2& 
TE:OREHA I • E> 
As rPqlÕ<:>s que minlmlz<:~m o CEM s'ão dadas pelos valor~g 
d[• x 1u0 ~~t.!sfazcm ao seguintes dcslgualdaden: 
!?,:} ; 
-1 wl 
0 
-1 
·-1/2 x' { EJ-· L,;;.nx + < lli Et-
P:::wa o caso em que Í:J= 
-1 
r,;;;•)x + g < l n 
ct2/llpl 
c0/2Jp2 
ct211lp.í 
í:2, as re-giBes são equivalem-
los ao z·esultado do teot·ema 1.4. As regiõaa de C2S) sâo definidas pela 
forma quadrát.Jca de x. 
O resultado acima depe11de dos parftmetros reais da po-
t.ruída com bowe n<Js amostras das popula•;ões H f. n ,?, 9 aaZJlm, sub.st.l-
tulndo as quantidades amostrais XJ,'. x,;;~. S.t, S,? em ~i. j.l,;?, LJ, 
das no lnfc!o deste capftulo. 
Temos e11t~o a rogra de classlficaç~o quadrátJca amos-
tral par~ populações com dlslrlbulç~o tlOI·mal e diferentes matrizes de 
co\un·J!lncln.r: i? v.:u~Jfinclas. 
Cla::::s!flcamos uma observaç~o em Xo em HJ se, 
(2/') 
-1 -1 -1 -t "' c(1/2Jp2 
-1/2 xn' <Si- S~::'>xt:;+ (Xt 'St- X'.:-?'52/x...:;~ + K ~ ln 
ct2/llpi 
1. 5. 3 - li V 1\L ll\ÇXO DO PllOCED ll!E!ITO DE CLASS I I' I CJ\ÇXO 
.1\gora, alravés de uma aplicação consider-ando as popula-
as regt'ns de classificação. 
Seja c(2/1) = c(i/2} e então o custo de má classiFica-
çâo á o valor corresponderJte da probabilidade total de má classifica-
ç~o PTM. 
(28) PT!! = ptp(2/1) + p(1/2lp;;' = 
f f .I <xldx rz<xldx = Pi + F' ~ 
llz lli 
para qualquer e-scolha das regiões Ri, R2. O menor valor da expressão 
( 28) , com a escol h a certa de Rj, H.:? é de f in 1 da por. Johnson [ 1982 J 
como a Raz~o de Erro ót. I ma ( REO) , 
(29) I 
fJ(xJdx 
!lEU = Pi + P2 
R2 
para Ht, n.z -=:>::::colhidos da expressão <21). 
De acor·do com ar; expr-essões de ( 21) ; Ri , R2 são de f l n i das como: 
~ -1 N 
< IJ.f - f..!,:?)· L x - 112< ).lf - 112> ·r< lli + l-!2J ; ln 
Pi 
' 
(30l 
-1 -1 P2 
I ~~ - ~.;:;') '!: X - l/21 ~~- V2) '!:( Vi + V2l < ln 
CoJJD l dc-r· um os Pf = P2 = 1/2 
P2 
In :::0. 
P! 
_, 
E~;crev<.>JllOs <:1 espresa:Jo, y = ( Jli - 112} ·r x 
enL~o, 
ent-ilo, 
-I 
R.t lyl y ~ l/2( Vi - ~2) 'E ( Vi + ~2) 
_, 
R.;:? lyl y < 1/2{ lJt - 112) 'I < IJi + ll2) 
Pi 
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Como Y é uma comblnnç'ão linear de variáveis com dlstrt-
bu!ç'tío nonnt-11, Y também é normal unJvariada. Temos ent.ão, 
-l 
E(Yl ~EC( V f -V;?) 'í.: lO ~ -l I VJ - ~2l'l: EOD 
Se X é pertencerJte a llt então EIYl ~ ViY' 
-I 
~ < v 1 - v 2J ·r 
Se X é per·tencent.e a ( ~ 1 
-l ~t -1 
VlYl ~V ((~i- V2l'l: Xl ~I Vi- V2l'l: E E I Vi- V2l ~ 
• -l 
~ ( ~ t - ~.:?l 'E I Vi - ~2) - 11 2 
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V. 1 é a dis:Lâncta ao quadrado do Uahalanobis. Calculando as probab!ll-
dades de má cla~slflcaçâo, obtemos, 
1) p ( 2/l ) ;;;; p (c l a:::;s 1 f 1 c ar em TI 2 cendo a observação pel-toncenle a II.t) 
-1 
= p<Y < 1/2 ( Py ~ 11,;;?)'1: {Ui+ 11::?)) = 
-1 
1/2 ( U.!' - V2l 'l: ( Vi 
( 
y - ~I)> 
p -==--< 
•'VTY> /v< n 
pC2/1l 
-l ~ 
( 
112< ui- 1J2l'l: < uf: ~·J- <ui- wn: ut) o 
=pz< u = 
-1 
112< vt- u.;;;<J 'l: E ui+ V2- 2 Vil) ) = 
-1 
-1/2 (( U!- ll;,?) 'i: ( 1-Jt-
• p<z < -112 6 l = G (- À /2) 
-1 
2) pCl/2) = p(Y > 1/2( 'llf- }..!.;;:')'E < J..li- ll,;,';') 
r(Y __ -__ v_P_r 
\ ~-rVCY) 
-1 
112 ( 11 i- u 2) 'E < 11 ,t+ l1 ~.,- 2 
30 
-l 
p (z 112 ( ~f- 11.:::>) • r ( ut- 1J2) ) • ~ • 
A 
= 1 -- G ( /J./2) = G {- 6. /2)~ portanto p{l/2) = p<2/1). 
A figura abai>m i lustra essas probabi 1 idades: 
De acordo com os resultados acima a Raz~o de Erro ót.ima 
é ent~o calculada, 
REO -. 1/2 G <-A /2l + 1/2 G <-A /2) = G (-A /2) 
que é o valor mfntmo da PTM para um certo valor de 6 
REO = G (-1,41/2l = G (-0,707) = 0,22 
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Vemos pelo r·esultado, consldeTando valores exatos das 
populaçê1es, quo temo::: uma chance de 22% de ítens que são err.adament.e 
c 1 ~J8S i f l c a. dos. U;io temos um procedimento com resu ll:.ados sat isf at.ór tos 1 
p.:wa 0ssa sltuaçi:\o "' pr·obabll idade de erro é grande, por isso, devemos 
estar bast.ante- atentos a este tlpo de procedimento. 
Trab~dhando com as quantidades amostrais Xi, x,:z, S, 0 
dese-mpnnl1o da funç"ão de classiftcaç:Io amosLral pode ser aval !ado cal-
cu l ando a Raz:z.ío do Erro Rea 1 <REJO , ass 1m defini da, 
(3!) RFR + P2· 
' ' onde, :Rf. e 1{.:,":1 s'ão as regiões de classif!caç~o anwst:ral construídas 
através das amostras de tan1anho nJ e n2 das popul.aç5Bs, usando os re-
sultados X.t. X,;2 e S piilra est.imar l.lJ.', ~?e I nas expressões de <30), 
A A 
As reglões Rt e R? são definidas pelos conjtmtos dos 
x's, para os quais as segulnt .. es desigualdades são sat...lsfelt.as, 
- -· ~ R.t: <Xt- X2> 'S X- 1/2{XJ- X.?) 'S <X.t+ ~?) ln c(2/Up2 
c(1/2lpi 
< ln 
c(2/1lp2 
c<l/2lpi 
' I 
I 
I 
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Notamos que para se calcular o valor da RER (31) precl- r 
samos conhecor f;{x); t= 1,2 .Johnson faz uma pequena apreseml.aç'ão dos 
est!madores da RER em seu texto. Aqui também apresentaremos os estima-
dores de uma forma resumida, não questionando a eficl~ncia de cada um. 
Existe um tipo de medida da !unção de classificaç~o que 
não depende da forma da população de origem. pode ser calculada para 
qualq1.ter- procedimento de classificação e é chamada Raz'ão de Erro Ap.a-
ren~e <REA>. É definida como a fração de observações das amostras que 
s'ZI:o má c 1 a:ss i f i cadaa pela fun'ç'ão de c 1 ass t f 1 caç'ão amostra 1 • REA á fá-
cil de ser calculada mas tende a subestimar RER a menos que nJ. a 
tamanhos amostrais sejam grandes. Tomamos nt observações de IIt e 
n ., 
~· 
observaç~es de ll2. construímos a runç~o de classificação amostrai e 
avaliamos cada observaçâo das amostras na funç~o. Obtemos ent~o a se-
gulnt.e matriz: 
DECISXO ESTATíSTICA 
1------------------1------------------1 
ITz 
VERDADEIRA 1------------------l------------------1-----
POPULAÇ)(O Tit ntc. I nüf= ni- nic nt 
-----l------------------l------------------1-----
ondB, 
ntc"" números de ít.ans de TI f corretame-nte classificados <>ID ITi 
n.( H=. nümeros de ítens de rr, mal cla!:!sifl.cados (class!f. <>m TI2) 
n2c"" nümsros de f tens de rr ··~ "'· corretam€mte c:l:assificados em ll2 
n.:;?/f= HÚ!ll9I"'OS de f tons de n2 mal classificados <clar;sif. em rro 
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A raz~o de erro apare11la é: 
!IEJI " 
Um oulro procedimento para estimar a razlo de erro real 
é divld!r 21s amostr·as em dois conjuntos, tsto é, as nJ observações de 
IT_,r é d!vldlda em nJF e n..tr observações, o mesmo para n.z, As amostras 
de n1F obs~;wvações s~o usadas para construção da função de classifica-
ção enquanto que, as amost..ras de ntr .a'gjo usadas na função para ver1f1-
car- quantas observações são má classificadas; a mesma idéia para as 
n .. ? observ acõBs. 
O esLlmador da razão de erro real é determinada pela 
propor-çJJo de membros mal c!ass1f1cados nas amostras n.fT e n2r. 
procedimento apr·esenta dois prlnctpais defeitos: 
1 - Requer grandes amostras. 
Eat.e 
2- A funç~o avaliada não é a função de interesse, n~o 
s~o usadas todas as observações da amostra para conslruçlo da funçlo e 
nessa s t tU ação perdem-se t nformações ltnportant.A-s. 
Outro pr·ocedl!nE>Illo ú proposto por Lachenbruch's e 
t!tckey [1358]; 
1 - iniciamos com as observaçtíes ITJ. omttlmos uma ob-
servaç~o deste g1~upo e construímos a funçi.'io com as nj- 1 9 r12 ob.ser-
vações; 
2 - classlficamos a observaç~o que 6 retirada da amos-
tra de Tit na funç~o construfda no ítem 1; 
34 I 
3 - repetimos os Cten 1 e 2 até todas que as observa- I 
ções de Ilt se,jam classificadas; 
4 - repot.imo8 este procedimento para Tiz. 
Seja nftf sendo o número de observações de Ilj mal c i as-
sificados e n2!f o número de observações de ll2 mal classificado:s. Aa 
estimativas de p<2/1) e p(i/2), probabilidade de má classiftcaç~o são 
dadas por: 
' p(2/1) :-
nJ 
' p< 1/:C::J '= 
este procedimento é também chamado de cro:ss-valldatlon, que será apre-
sentado mais detalhado em outro capítulo. 
O estlmador da Razão de Erro Real (RER) é dada por! 
~ 
E<RERl • 
nt+ n2 
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1.& - PllOllLEllll DE Cl..ASSIFICAÇXO El!VOl..VEl!DO VJ;ll!AS POPIJLAÇ6ES 
Nós agora consideraremos o problema de classificar uma 
observnção em uma do vórlas populações. 
Seja li!, li,;;~, •.• , llg; g populações com densidades f.f(x), 
f2<x>l ...• fg(X); r~sp-ectivamente. Desejamos dlvidi:r o espaço de obser-
vações em g regiões mutualmente exclusivas e exaustivas Rtt .... 
Rg. Se a observaç'ão estiver em R; clasa:ificaremos como sendo pertsn-
cante a It i. ComeçamoB ent'ão a definir; 
pi= probabilidade a priori da populaç'ão io 1It= 1, 2, ..• ,g 
c(K/1) =custo associado ao classificar um ftem a nk 
quando é per·tencente a II i, quando K= i; c (K/ i) =0. 
CJil..Cil!.O DO CUSTO ESPERADO CO!lD I C I O!lAL DE llll Cl..ASS I FI CAÇliO DE X 
PESTEI!CEllTE A llt. 
(33) CEH<ll = p{2/1) c(2/1) + pl3/l) c{3/1l + ... + p{l/g) c{g/1) = 
g 
• E pl~/11 clt/!1, 
b2 
De mesma forma, podemos calcular CEM<l); i= 2 ••••• g. 
Ob~emos o Custo Total de Má Classificação multiplicando 
cada CEM com suas rospectivas probabilidades e fazendo a soma geral 
desses fatores. Então, 
<34) CEM; pjCEM<!l + p2CEM<2l + ... + pgCEM<gl 
p;t t p(t/1) c\t../l)J + 
t:: 2 
g g 
=.E pf< I p<t.lll dt./!J); 
I :: 1 t:: 1 
til 
c(t./2)+ .• ,+ 
3& 
Um procedimenLo ótimo de classificação é encontrar as 
reglõas Rt, R2, ...• Rg que minimlza o CEM (34), 
TrollE!!l\ 1.7 
As regiões de classificação que minimizam o CEM (34) 
são definidas da seguinte forma; classlflcamos X em Tik se, 
(35) 9 L Piff(x) c 0::/i} â o menor valor. 
i.:: 1 
i.:lk 
Prova; Anderson (1958]. 
Suponhamos um caso particular do teorema 1.7; conside-
rando OS CUS\:..OS iguais; DÓS çlassiftcamos X em li {{ SB 1 
(35l 
for o menor valor. Como consequ§ncia, a express~o (36) será menor,po!s 
omitimos o maior ter-mo Pkfk(x:). resultando assim uma simples regra de 
classificação. 
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REGRA DE CLr.SS!F!Cl\ÇXO QUE lii!HIIl:zl\ O CE!I Pl\Rl\ CUSTOS IGUAIS 
Classificar X em Il k se-, 
(37) 
ou equivalente se. 
In Pkf,Hxl > In Pifi<xJ. 
Notamos que este resultado é o equivalente apresentado 
que mintmiza a probabilidade a posterior i p< llk/x). 
REGRA DE CLl\SSIF!Cl\CXO COll POPULAÇõES NORliAIS 
Nós agora ap 1 i c aremos a teor 1 a anterior no c asa em que 
temos populações com dtstributç~o normal multlvar1ada. Seja fi com 
distribuição N < lJ.Í• Li). ent~o. a densidade de Ui é, 
1 -l 
- V i J ' l: i <x - ~i l l 1= 1, •.•• g. Jlj 1 exp(-1/2(x 
<2nl IJ:iJYl 
Conslderando a express'ão (37) classificamos x. em llk se, 
{38) 
I 
I 
p l 
" l n Pk • l n {2 TI ) -
2 2 
= máx ln Pifi(x.) 
I 
1 -1 
l n l l: H - - (X - v .. ) ·r k '" - v k) " 
2 
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Na express~o (38) podemos ignorar o termo p/2 ln <2n ), 
pois é o mesmo em todas as populações. 
para a 1-êsima população como sendo; 
(39) 
1 1 -1 
1 n I E. i I ..- - ( M - ll l } t i <x - l-1 i ) + 1 n p i 
2 2 
i" 1,2 ... g. 
ConsJderando que c (i/i}~ o e c {k/i) = 1 V k = i. construímos a se-
guinte regra que maximiza a· Probabilidade Total de Má classificação 
<PTlU; classificar -x em Ilk se. 
(40) d[( = max {d{CX)) ,''<:/ i o;: 1. 2, ••. ,g 
onde, dj(x) ~dado por C39). 
Um caso particular da express~o (39) é quando conside-
ramos que :E/ = ZJ ; V i,j = 1. 2, ... ,g. Obtemos ent.'5o nesse caso. 
-1 -l 
<41) dt<xl = J..li'E x -1/2 l-li'E l-li+ ln p/ 
e a regra de classificaç~o é a mesma vista anteriormente em {40). 
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Em muit<ls a!t.uaç'ões na prát.tca ).!/, T.í são desconheci-
dos e entilo usamos as amostras para obtermos as eat.imatlvas. Tomando 
uma <::une>zt.ra de t.amunho n/ da população IIl, aa quant J dades amo.straJ .a 
são: 
Si = matriz de covari3ncias amostrais. 
O estimador da express~o da dfscrtminaç§o quadrática 
(391 é eGcrlta 11a rorma, 
' d;Cxl •-l/2ln 1Sil-l/2:x- -X;)+lnp;. 
Temos ent'ão a regl'a de classificação amostrai. Classificamos x em li k 
se, 
I< ' i "'" 1. 2, •.. ,g. 
Considerando novamente quo E i = 'f.j ;V i. J; estima-
mos a expressão (41J da seguinte forma~ 
s = 
-1 
-112 ~'tS'Ri + ln p/ ond8, 
<nt - 1 )Sf + <n2 - 1 )S'2 + ••. + (ng - 1)Sg 
Si • 
Cnt + n2 + ... + ng-g) 
l 
<n i -
J[1 ~' 
1: <x iJ - X f) <x;j - ?-ti)'; 
1 I H 
1•1,2 ... g 
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CAPiTULO 2 
MÉTODOS DE ESTIBAÇXO DAS PROOADlLIDADES DE H~ CLASSIFICAÇXO 
2.1 - lliTilODUCXO 
Vários mé~odos de estimação da probabilidade de má 
classificaç~o em análise discriminante siSo aqui apresentados. Anderson 
[1958, 19723 e Dkamoto (19b3J, desenvolveram assint6t..icamente as pro-
babilidades não condicionais de má classiflcação baseada na função da 
Anderson vista no capítulo 1. como ser~o apresentadas na secção 2.2 
deste capítulo. 
Amostras normais de populações multivariadas foram ge-
radas através de ensaios de Monte Carla para avaliar, com as verdadei-
ras probabilidades condicionais da má classificação, o desempenho dos 
métodos de estlmaç~o dessas probabilidades. métodos ditos empíricos e 
não empíricos p~r~ cliferen~es combinações de amostras e diferen~es nú-
meros de parâmGtros. Estes são apresentados na aecç~o 2.3 de acordo 
com o t.r-ab~ lho d~ L~chenbruch e 11 i ckey t 19&BJ , A cone 1 ua:go dt.::~ éi9U~ r~?­
sultados é que os métodos mais usados s~o relativamente pobres em re-
lação aos novos por eles propostos. 
4! 
No final dAsta secç'ão é fAlta uma pequf?na rA"ferª'ncla do 
trabalho de Sorum (1971), onde compara os mé~odos propostos pelos au-
tores anteriores através do Erro Quadrático Médio Assintótico, propon-
do também outros ttH1toclos de est.ímação envolvendo amostras testes, para 
o case de populações univuriadas e multivarladas. 
Algumas de suas conclusões est~o em concord~ncia com o 
trabalho proposto por Lachenbruch e M1ckey. 
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2.2 - EXPANSXO ASSINTóTICA DAS PROBABILIDADES DE H~-CLASSIFICAÇXO 
Seja x um vetor aleatório de observações no espaço 
p-dlmenslonal de uma das duas populações normais mul_t.JvarJadas n iou 
~:' cum vetores m.Sdinz ~i ou ll.;;:' e matriz de covarl3n'cJas e vart~n-
elas 
Suponhamos que exJst.a uma amostra de nt observaçõea 
mult!variadas dA ll.t e n2 observações multJvariadas de ll.;c, obtendo 
l12t k respect.Jvamente. 
A regra de class!ftcação aqui usada para o cálculo daa 
prob.abllidodes de má classificaç~o !'oi desenvolvida no capítulo 1~ que 
é usualmente chamada de Função de Classificação de Anderr~on, 
definida: 
onde a primetra parte de Q(x) é a Funç~o DJscrlm1nanle Linear Amoslral 
Os resultados aqui apresentados íoram desenvolvidos por 
Anderson [1958,1972)~ Okamoto (19&33, onde este obtem expans~o 
d " " de N
2 
d I' assintótica da distríbulç~o e w no .... ermo on e. 1 = nJ+ n.2-2. 
Inlc1a1mente trataremos da expansâo assintótica das 
probabilidades de má classificação, não condicionadas às amostras 
retiradas das populações llJ,'. 
De acordo com o capft.ulo 1, a regra de classificação 
usando W(x) é deftnlda: 
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Clas::;ific:a x Am TIJ se tJ{x) >c ,e caso contrário clas-
s t f i C a f.?ffi Je onde ,C é uma conot.ante (d~tpende doS CU:;JtOS de má C 1 ags 1-
ficac?io e d<1B prob<1bl lidados a prlopl das populações llj, ll,;?}, 
TAmos Gntão as probabilidades <não condlclonada3) d~ má 
cl as:;; I f te ação: 
P;*: PCIJ<xl < c/x E llil 
P} = P\~Cxl > c/x E ll 2l. 
A distrtbuiç~o exata de W(x) é muito complicada, mas o 
t~orema 1.4 trata da sua distrtbuição assintótica onde ~(X) R 
distrlbu lda N<i/2 6. 2, !:. 2) s~ x pP.rtence a II i e distribuída- N{-l/2 t.?A2 ) 
sA x pert.encA a TI .~'?. A 2 B a di sUllnc 1 a ao quadrado de Ma h a 1 anob i s c-nt.n~ 
as duas populaçÕAS ITt, nz. 
TEO!lE!IA 2.1 
(1) tJCx) -1/26. 2 
! 
- Lu 1 + 2/J. u 2 +(p-3 + !J.2 )u +(p-2)[>] 
21124 2 
1 
+-
4/l 
!J(x) + 172ll 1 c + A/2 
) = 
= P 
( 
_-_<_W_+_1_7_2_6_
1
_l 
- < u/ li 2 
' li 
) 
ó obtida de- (1) t.r~ocando n.t por n,2. Para 11:·, u = (c- 1/26 2)/,ô R 
para ~2 eu=- (c+ 1/2/J. 2 l/h . G(•) ~ g{•) são respectivamante Fd. e 
fd. da JHO,ll. 
Fazendo c = O, u = - ó.. /2 
corolário: 
C:OllOLJ!ll J O 2. 1 
(2} P1 = Pr ( tJ ~ OI TI J.' • ! i m 
N->w 
nt ) = l = 
n2 
e nt= ~ temos o seguinte 
·1 
=G!-ll 72l + 1/N g< LI/2H<p-ll7b + p/44 J + o(N l ~ 
= Pr ( íJ ~ o/ li 2, l l m 
N+= 
nt ) = 1 • 
n,2 
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Notamos quP. o termo de correç~o é positivo. lsto ~. a 
probabilidade de má classificaç~o é maior ·que a aproximação normal~ 
Geralmente â 2 é desconhRcido. A d!st~nc1a ao quadrado 
amostrai de Hahalonobis, 
(3) 
(4) 
' _, 
o = <ih- x.;c> · s <xt- X;;?> 
N 
E<D
2 
l = ---
N-p-1 
O esttmador não viciado de b 2 é: 
(5) <N-p-ll o•-
N 
P(nt+nz) 
- nín2 
Anderson t195BJ, apresenta o 
utilizando D
2
• 
TEOllEilJ\ Z.2 
scguint.c 
Se nJ/112-+ a 1 imlt.e positivo com N .., ~X~ 
( 
!J<xl - 1120' 
Pr ~ 
D 
u/ n t) • 
resultado 
;G{u) - g(u) { 
1 
\ nt 
(u/2- (p-U/A l + 
1 
N 
1 
ui TI2 ) = G<ul - g<ul (-
n;;> 
(U/2- (p-ll/A) + 
1 
N 
Para um caso especial, suponhamos que estamos 
inter-assados em escolher um ponto ç_ para o qual a probabtltdade dr;. má 
classificação snja controlada. Seja a-= Pr rtHx) < c/ ll f). Anderson 
t1958J dnriva o seguintR teorema: 
TrollEl!ll 2 • 3 
u = uo -
com nt-+ oo 
( 
W (x) 
Pr 
\ 
1 
nt 
D 
Seja u,;J tal que G(UQJ = " "' seja, 
1 
[( p-1 l /D - 1/2 u,.,J + [ (p-3/4JUo + 1/4 
li 
~ ntln2_.. a 1 imite povit.ivo. Ent'"ão, 
) = 
•2 
a + O <N >. 
' Uol, 
Portant.o, par-a.um pont.o c= Du + 1/2 D1 nós obtemos uma probabilidade-
desejada de má classlflcação fixada a· 
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Agor-a avaliaremos a probabilldad0 condicional do má 
claF>sificaç~o após ob~ido duas amostras de obFcrvações multivariadaa 
do TI 1, 
Snj"m X,f e 'i.2 médias amostrais no espaço p-dimens:lonal 
X,?, S, íJ é norma1m0nt-e d!Dtribuida com médias~ 
SJ = [ 111 - 112 <xt+ 
-1 
~,n·s {x;-
•1 
ll2- 1/2 CXt+ x.;?)J 'S <XJ- ~~> 
e matriz d~ variâncias n covariãncias: 
-l -1 
><é'l 's E s G<1- x2J 
NoLemos qu~ ~ornando os limites dossas 8Xpressões acima, quando nt, 
,. QQ obt. e mos; 
Sejam P,f e P2 probabilidades condicionais de má classl-
flcaç~o asGlm oblldas: 
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(7) Pf = Pf[2/1, c, Xi. ><,;', SJ = 
= G (c ~~f ) ~) 
<BJ 
c - }.1*~~ 
=1-G (f(v*}')· 
O cálculo para so obter {7) G (8) é como se seguA: 
• P ( [x -112 <xt+ 
= 
da forma :::.:emelhant.A obtemos P;2. 
~1. P? (probabilidades não condicionais) são as esp~-
rança:::.: de Pf, P,:;:' { probabilidad!t?s condicionais) quandoXt, X,? varlam, 
A próxima secção trataremos de métodos de estimação de 
Pt, P2. 
49 
2. 3 - ESTIIIADORES DE P f e 1'2 
Lachenbruch e Htckey t1968J, fazem uma comparaçâo entre 
os métodos que aqui s3o ;Jpresent.ados através de ensaios de Monte Car-
lo. 
Um estudo assintótico desses métodos é proposto por So-
rum (1971). Kshlrsagar [1972J, desenvolve toda metodologia dos métodos 
propostos por Lachenbruch e Mlckey. 
Aqui nós trataremos de apresentar esses métodos de 
acordo com os trabalhos citados acima. 
Suponhamos como na secção anterior que temos duas amos-
t.ras de tamanhos nt e n~:? de observações mu 1 t 1 v ar 1 a das das popu 1 ações 
~. IT2, normais com vetores ds médiag ~f, ~2t e matriz de variQncias 
e covarlâncias r ; sendo ~1, ~2. E desconhecidos. 
O procedlemnto de classificação é baseado na íunção de 
Anderson; 
-l 
tHx) = <x- 1/2{Xf+ M2>)'S <Xt- X<;n 
Seja x uma observaç'ão da populaç~o de Ilt ou Il.;. 
S, Xt, X2 como já conhecidos, sâo as quantidades amostrais; o ponto s; 
crftico para a classificação da obsorvaç~o x será aqui tomado como 
c =O. Ent.ão, P,i. a probabilidade de má classificação {df) (7)) pode; 
ser escrita: 
(9) PJ= P CW<xJ <O I x E IIf, xt. X~:?, SJ = 
i 
I 
I 
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~ G (C-
de rne:sma forma po:r (8) obt.emos P2, a probabilidade da má-cl a.ssifica-
ç~o. assim escr·lta: 
P.;?= PrtJ<x) > 0/x E li.;.;, X.i. X2,SJ = 
= 1 - G 
- - -1 - -
(
r- p 2+112<xt+ ""') 'JS <xt- x.;n l )' 
UX.t- X2>'5
1
r.S-
1
CXt- X.2}J~,~2 
Podemos d!vldlr os métodos para estlmar Pt e P2 em duas 
ctasses: 
1 - métodos empíricos; 
2 - método usando as propriedades da distribuição nor-
ma 1 • 
Os primeiros só utilizam as amostras, não sendo necessário 
conhecer dlst:rtbuições d~s populações origem para avaliar a função 
dlscrimin;;:~nte, euquanto que para o segundo é necessário a propriedade 
de normal l dadé das pcpu I ações origem-. 
Na primeira classe Lachenbruch e Mlckey [19&8J, apr-e-
sentam trªs métodos, o método H,U.R, {sendo o último um dos métodos 
mais usados para a estimação de Pie P2). No c.apftulo 1 foJ feita uma 
pequena ilpresentação dos dois métodos que aqui serão aspeclflcados. H 
e U. 
Os métodos são deocrttos abaixo: 
1 - lll!:TODO 11 
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Se as amostras 1n1cla1s são aur!c1entemento grandes. 
eucolhemos dois subconjuntos de observações de cada grupo, um para 
constt'ulr a função discrimJnünte e o ro:st.ante de observaçõen para es-
timar a probabilidade de erro. O número de erro da cada grupo será 
d!strlbutdo blnorntalmonto com a p.robabiJJdade P,t e P.;?. 
Após ossas estimativas terem sido obtidas, construimos 
a função discriminante com o uso de toda a amostra. 
Este procedimento apresenta várlos problemas: 
a - talvez não seja possfvel obter grandes amostrasl 
b- a função que é avaliada não é a mesma que é usada; 
c -existe o problema relacionado com o tamanho da amos-
tra para avaliar a função discriminante, se for grande uma boa estima-
tiva do resultado da função discriminante pode ser obtida, mas a fun-
ção dlscrimlnant.e será pobre; se for pequena. a função dlscr1minanta 
será superior
1
mas a es~imattva do resultado será altamente variável. 
Pelo fato _de dividir as amostras de cada grupo~ lnformaçôes lmportan-
tes podem ser perdidas na construção da funçâo d1scr-Jm1nante. 
Lachenbruch e Mickey [19G9J não incluem este método em 
seus trabalhos exper-Jmentais. 
2 - H~TODO R (RESUBSTlTUIÇXOl 
As amostras das populações já escritas anteriormente 
são usadas para construir W(x). O método consista em usar as mesmas 
amostras para ava}iar a função fJ(x). 
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O estlmador de Pt é obtido pelQ proporção de observa-
ções da amostra de llt mal classificadas por tJ{x). Da mesma maneira 
obtemos o esttmador de P2. 
Este procedimento dá uma eatjm.atfva muito otimista (su-
bestima Pt e P.;;:o1. lnt.o é por·que as mesmas amostras usadas para a 
construç'ão da função, s~o usadas para avaliar seu desempenho. 
Os métodos a seguir sâo !nclutdos na segunda clasae, 
isto é, necessitam da propriedade de normalidade das populações, ex-
ciulndo o método U. 
3 - HÉTODO D E DS 
No capítulo 1, calculamos o.a valoros d;1s probabJlJdades 
de má clas.sff'!caç:ão Pt e P2, considerando os par:§lmetros populacionais 
conhecidos e o resultado é G<- 1:. /2) para ambas probabll idades. 
No caso am que os par~metros são desconhecidos usamos 
as quantidades amostrais Rf 1 X.2, S para estimar 
tendo assim D
2
= <X.t- x~~1 ) 'S~1 <i<i- x,a>. 
em 11 2 • ob-
Substltulndo D em G(-A /2) obtemos G<- D/2) que é o 
est.!mador de Pi e P2. Este método é denotado c;omo mé:iQd.Q ,JJ. 
D
2 
é um estlmador vtclado de t. 2 , como visto em (4), 
superestima 6. 2 consequent.emente- G(- D/2) subestima G<-fi /2). 
Como modlficaç'ão deste método usamos o estlmador dado 
) d d '', em (5 não viela o e u 
(10) <N-p-1) 
N 
' D p(ni+n2)· 
ntn..? 
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InfellztnE<nt.o, quando nt, n2 são relativamente pequenos 
' *' em relação a p e, D é pequeno, D é frequentemente negativo. Para 
que lato seja evttndo, uanmos a quantidade, 
ou 
( 
N -
DS 2 ... 
para estimar 6 2, lgnOI'ando o termo p (nf+ n.;?}/nin2 da expressão de o*: 
Assim ambos Pt e P2 podem ser estimados por 
4 - HÉTODOS O E OS 
Estes métodos de eslJmação são baseados nos resultados 
de Okamoto [19ó3J. Ele apresenta expansões assintóticas de U(x) e ob-
tem as prob<Jbi !Idades (nâo cond1c1onais} asstntóticas em função de ni~ 
02, p, !J. 2 , 
Ele apresenta o seguinte resultado para expans~o assin-
tótl c a de P1' 
(12) P1= PrnHxl < 0/x E lliJ = 
' 
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<) ,, a,;,:1 3;.1 bif b22 
:G(-1/2~) + + -+ -- + + + 
n.-t n,2 ll rlt n} 
b,u, bi3 b-"\-"'1 ,:::J b· .... ., J,, 
+ + -- + -- + + 0,:;' 
llfil2 tu_' N u.;;m N 2 
* Obtemos P;;.J= P[WOO > 0/x E. H.;?J pela troca de n.t e n2 na 
expres;.:;ão {12). Os valor~es dos a's e b's são em função dos parâmetros 
de flt e H.~?; 12le dá ·tumbôm o valor tabulado dos a's e b's para um ca-
so espec i a I . 
Podemos obter o estlmador de Pt, substituindo na ex-
press~o { 12) , D em 6 • De mesma forma g obtemos o esl t mador de P2. 
Este procedimento é denotado como m2!;,;Q.ç!Q Q. Outra forma 
de obter através da expressão <12> o estimador de Pt é usar o estima-
dor OS (11) no lugar de â, De mesma forma, estima P2. Este é denomi-
5 - lltl'ODO U 
Faremos o uso de- métodos empfr-Jcos mas não teremos sé-
rlos vícios como os métodos R e H. De todo conjunto amost.ral 
(nt+n,;zJ das populações llt e 112, omitimos uma observação das amostras 
de Tit ou TI,?. Construimos a funç'ão discriminante baseada nas 
nj+ n2- 1 observ~çõas. 
Suponhamos que omltlmos um velor XJ(j=l, •.. ,n«.-J da 
Sejam UJ= X./ - 'Xk e Ck= 
nk 
<nk- lJN 
e, 
·! 
aJ·~ u··s u· J J. 
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A funç'ão de classif'lcaçâo de Xj construída sem esta ob-
(13) 
* 
nJ+ n2- 3 
Dj Ü<J > = 
nt+ n2- 2 
( XJ- 1/2CX.t+ Xô;;'} + 
). _, ( + U J I 2 < n<-- 1 l Sj < xJ- X.:?) + k <-ll Uj/(nk-
onde XJ, X2 e s são obtidas pelas amostras inteiras de llJ e 
~t -l • -l 
Si= S + <q· S \lj Uj SJ/(1 - ck o.jl, 
Neste mé-todo seria necesstirio em cada retirada de uma 
-I 
observação a construção da matriz inversa S • Serla multo dispendiosa 
a parto computacional. O método foi desenvolvido da forma que requer 
somente ·uma lnversão da matriz de varJ5ncias e covarllnctas amostrais. 
Este pi~oced iment.o de Inversão foi baseado nos est.udoa 
de Bart..lett (1952), da seguinte forma: 
se B :::: A + uv 
~~ -t -1 ~t -l 
ent~o B = A - <A uv'A I 1 + v'A u) 
onde B e A são matFizes quadradas não singulares e u e v são vetores 
•l 
colunas. Por este raciocínio é obtida SJ. 
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Para obter o estimador de Pt, omitimos uma observação 
da amostra de IIt e fazemos k = 1 em <13). 
De acordo com as regras de claSsif1caç~o xj será corre-
lamente classificado em llj se 
e será classtflcado nm TI2 se, 
* Dj<xjl < O. 
Sucessivamente seguimos este procedimento para todo o 
conjunto de observações da amostra de liJ.'. 
A proporção mtlnt de mt observações mal claasifJcadas 
é o estimador de Pi. 
Para estim<'lf' P2, o procedimento é similar, omitimos su-
cessivamente uma observaçâo da amostra de TI2 e seguimos o mesmo ra-
cioc(nlo para a construç~o da funç~o discriminante dada em (13), fa-
zendo k = 2. Obtemos ent~o. o est.imador m2/n2 de P2, que é proporç~o 
de observações na amostra de IT2 mal classificadas. 
G - lltTODO Ü 
Lachenbruch e Mickey [19S8J propõem, b~seado no método 
U. GC- Õj/v(D,l)) como ea-timador de Pt e G(Õ2h:dD,;;:')) como est.imador de 
P2 onde, 
1 
Oi 
n, * 
E D,-1xrl 
f::1 
1 
D,;(' 't' 
r:: 1 * Dr<xr>. 
s1[Jp) Ç- varl5nc1a amor.tral do[l 1\!:?'lõl valorc~1 de n;<Xr). 
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Es"lo mâtodo combina com :a:::> caract.or!sLica:J dn um mótodo 
empfrico c fnz uso da distrlbulç~o normal. 
RESUL T liDOS EXPEllll!EliT l\ I S 
Das oito t6cnlcas da estimaç~o da Pt e P2, 
o !1lckr,.y I19SBJ, fazem experimento~ amostrais atravé::; dB nnoalos do 
Monte C ar lo envolvendo ~~e te de 1 as, não con~ í der ando o método H. Eles 
tomam um t.otai de- 288 amo::;traa do populaçôes normais com E """ I e 
lJ,2 =- ( ó,O, 0, ..• ,0), vendo av.vlm povz;J'vcl determinar 
prohabt lldadc exata de mti claccificaçtío de cada amoctra. 
E~::;a.s- amoGlrao foram agrupadas oogulndo tron crltórlo3 
di f t:Tc-n ter: <:~ r:c:rcm observados nas tabelas 1, 2 c 3. N.a tabela 1' as 
amo:>tr as são 8.grupadaa com r<?3pG i lo à d t :Jt 5nc i a Ó ontrr~ as duas popu ·· 
1<JÇÔE'~. Par~l cada um dois seis vnlo:res de ô foram geradac 48 amor::-
tr.::1s. Na t.<JbG>l<J 2, :3D omo!3't!'n!3 !3G dt:1tribuom com rc)•->pnlto à combinaç·ão 
c 2 r~GpccLlv~tu~tlLc ~ p a dlmcns~o do ~cpaço. Para cada uma da~ combl-
nt , 2n..:z. 3ns • 
d,a um do:::; valores de ó . Como CY.f:'mplo, tomando p=2 c n,t-:- Tl.:.""" i'l, <::Bin 
np:o- 4 conF>id(Tando que, para cada Ai uma di:vt.€!nci<l 
mosma ldóla para as amostra:J de tamanho nt,_ 4 da populaç'5o 1. Portan-
l to, obtt?mos urn teta l do 12 amostra::; om nt-= n,:,?=-- 4 c p~2. A tabf:'l v 3. 
aprc:Jcnta o número do amo::;:tras dist.rlbufdas segundo dlvarsos va~oras I 
do erro (c), p em onde; m~- nJ -t fl2, O erro~ cl21r.:.:dflcado em:) lntcrv<::~- i 
los Cc<0.05, 0.05<c<O.l, c>0.20). 
O conjunto de 288 amoctt'QS 'est.á dividido em 8 cLnsncs 
9Gndo qun, cada clas~e ri doflnlda para valorns da m-p-1. Em cada valor 
de p<2.4,8) a~ classes c~o definidas por m-p-1(20, m-p-1>20 c para 
pc::20 as clasor:z:> são m-p-1{25 e m-p-1>25. Sogue um oxamplo, para VRri-
í!ca:r como E:r:tar:: amor:lras cst.'Bo divididas de acor·do com o valor do 
m p-\. Para p~2 o m-p-1(20, verl!lcando na tabela 2 quo os parno 
m-p-1<20, temo:;; então um t.otal do 3& amostr·an noo trCJ::> paro::::~. 
Pen-a finalizar, a t.abcln 3 ap:rcr.cnt.a os rcsultadov ex-
pc;;r t mont-a i s do:~ númnros dn amost.r a:; de? cada mc~todo (0, OS, D, DS, U ~ 
U, fl) dentro das classB.s doz er-ros (c}. No exemplo anterior, para o 
mét.odo O, vnrif'icamon quo do total de 3& amo::>tras 11 nnt.7!o t~m 
(€'<0.05), 4 {0.05<c<O.U, 4 {0,1<c<0.15}, 5 {0.15<c<0.2) c 9 (c)0.20). 
TA!lELJI 1 
f!óllE!lO DE l\llOST!ll\S P/1!111 U!ll\ DI SUliC 11\ á' 
---1----------------------------------------------------- I 
6 
2 
1 LO:JG ! 1.817 l 2.83& l 4.293 I G.571 1 11.182 I 
-------- ---- I-------- I--------- I-------- 1----- -----I-- ------ 1---- ------ I 
G(-Ó/2)1 ,30 l .251 .20! .15! .10 I .05 I 
----------l---------l--------1--------l--------l-------- 1---------1 
11 1 18 I 18 I 10 1 48 ! 18 l 18 1 
----------1-- ------l--------1--------l--------l--------l-------
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TABELA 2 
TAl!A!!llOS A!IOSTllAlS COI! lhlllEllO DE PAlll\liETllOS 
p 
2 4 B 29 
------ ------ ------ ------
4.4 8.8 8.8 15.15 
4.8 8.1& 8.1€> 15.30 
nt. n2 4.12 8.24 8.24 15.45 
1&.1& 20.20 20.20 25.25 
16.32 20.40 20.40 25.50 
1ó.48 20.GO 20.&0 25.75 
&O 
TABELA 3 
lhll1Ell0 OE l\!lOSTRliS DEI!TflO DE CliDll ERRO 
------------------------------------------------------------------------
c<0.05 .os...:c<.lO .10<c<.15 .15<o< .20 e>.20 T.AMOSTRAIS 
----- ---------- --------- ---- ·-·--- -----
o 97 é8 42 28 53 Todo a 288 
os 118 8! 45 23 21 
o 87 52 37 40 72 
I os 91 73 50 3& 35 ü 107 70 48 25 38 
u 73 02 &2 29 12 
R &•! E,Q 4& 30 88 
o 1.1 1 '! 5 3 p = 2 35 
os 8 !O G & G 
D 1 ') 3 5 5 9 m - p - 1~20 
DS 11 8 & 4 7 
u 11 B ó o tl 
u 7 & G 3 !4 
R G 8 5 3 14 
o !O 7 3 2 2 p ,- 4 24 
os 7 11 2 2 2 
D 11 5 4 2 2 m - p - 1(20 
DS 11 & 4 1 2 
G 10 3 5 3 3 
u 5 e & 1 4 
R & 4 8 1 5 
Ll 
-----------------------------------------------------------------------
c<0.05 . 05<€'<. 1 o . lO<c<. 15 .15<e<. 20 8).20 T.AHOSTRAlS 
----~" --···· ------ - -- "--- -- "" ·------- ··-- -----
o 3 7 3 5 b p ' 8 24 
os 3 5 1 1 5 
D 1 4 7 5 7 m - p - 1"20 
! 
nr ·-- __ , r, 5 2 3 7 l 
ü 7 3 3 2 9 I 
11 5 ·! 3 ó G I R 2 ., ~> E. 9 ~ 
I 
o ·! 1 2 1 10 p = 20 21 
os 12 4 5 1 2 
D 1 Q 3 7 13 m - p - 1.(25 
DS 1 4 8 3 8 
il 9 5 b o 3 
\l s G 5 4 3 
ll 1 1 3 3 lG 
o 1 :) 11 8 1 1 p ' 2 3& 
os 10 11 G 2 1 
D 17 B 8 2 1 m - p . 1>20 
D.S \7 8 8 2 1 
iJ 19 8 5 3 1 
u 11 9 10 2 1 
ll 1& 8 7 4 1 
&2 
-----------------------------------------------------------------------
c<0.05 ,05<c<.10 .lOú::< ,15 .15<8'<. 20 E..'>. 20 T.AJ10STRl\lS 
--- -- ---- ----------- ---------- ---------- -----
o 21 15 9 1 2 p c 4 48 
os 25 9 9 2 2 
D "" 15 3 & 2 m - p - 1>20 .:...:.. 
DS 23 H 7 3 1 
ll 24 12 5 5 2 
u 15 15 10 5 3 
R 17 1& 8 2 5 
o 22 9 9 4 4 p ~ 8 18 
os 23 15 5 5 o 
D 17 12 5 1 10 m - p - 1>20 
DS 18 19 3 7 1 
ii 1& 19 6 1 3 
lJ 9 !B 15 3 3 
!l 13 12 1' 7 12 
o 8 1 1 4 & 19 p c 20 48 
os 17 1& 8 4 3 
o 4 . 5 2 9 28 m - p - 1>25 
DS 7 8 12 13 8 
~ 
lJ 11 11 12 8 & 
u 12 1() 7 5 B 
R o 9 ó 4 2& 
&3 
Na labv!a 3, o= IPt- PiKI, onde Pi ~verdadeira proba-
blid<:~de de má classificação o Ptg é o est.irnadoi-- de Pj, para 
X = 0, OS, U. US, OS, U, U, R. 
li f i gurn 1, ó o ÇJrilr l co do o mól...odon em r· e l ação Dos v a-
leres acumu!ctdos das amootcas com as classos dos e's, sendo esles 
t-runcado:: em 0,20, 
As cone l usé5es dos autores são que os m(~l.odos ror' l s usa-
do3 si.!! o si gn 1 f l cat. i vamenle mais pobr'es que os novos métodos por e 1 o!3 
propostos. 
Alguns pontos aqui são colocados por eles observando os 
resultados do experimento. 
Pm·a p = 20, o mét.odo OS, U e U foram superiores aos 
outros. Para o caso de pequenas dtmensües, os métodos OS, Ü e U foram 
aproxlmadamE'nto equivalent.es. Para p = 2, 4 e 8, os métodos De O ti-
veram resultados similares, no ·caso de p = 20, o método O foi algumas 
vezes ::;cupcw i Ol''. 
Os métodos b<.:~seados na distribuição normal OS, U e DS 
.são super· I ores aos outros. 
Se ' D ou nJ e n.;;;• são pequ-enos o método OS não é reco-
mendado dGvido à diflcu!dado com a aproximação de Ok<Jmoto. Neste caso, 
o método iJ pode ser usado se a api~oxlmaçi'lo da normal idade for assumi-
da, caso CO!ttrórlo o m6todo U pode sor natlofalórlo. Para grandes va-
1 ores do p. os métodor1 OS, TI ou U podem ser usados. Suas conclusões 
s~o que os métodoi~ H D D ::;áo relat.ivnmvntG pobres. 
&4 
Para grandes valores de p, o método O é substanclalmen-
te muls pobre que os métodos OS, U e U. O método OS parece SQr geral-
mente pc>.'fer i do ao mó lodo O e da mesma forma, 'o método DS sobre o mé-
t.odo D. Se> a aproxi1.~21ç~ío da normalldacle pode ser uvsum!da, os métodos 
OS c U n:Jo bun:.:.1, 
Os autores tambêm apresentam resultados experimentais 
para os rnétodos R e U em que a raz'ão do tamanho amostral n'ão parece 
afetar o~ rer::u l t.ados doi~t.en métodos emp ír! c os. 
300 
Z70 
240 
número de 
amostras 
Z.IO 
ISO-
I 5O 
I 2 O 
90 
.10 
&5 
Cohran t19S8J, faz um rápido comontárto oobre o traba-
lho de Lachenbruch e Mickey [19G8J que aqui foi apresentado. Fl~ com-
parou os ro:Jultados da tabola 3 aszumindo oscoroz 1, 3, 5, 7, 10 nas 
classco {e(0.05, 0.05<e<0.10, • c>0.2 revpsctivamente calculando 
asstm 0:21 vatoro:s médlos. Cmo GXGmplo, para o m4todo O a p'"=20, 
m-p-1.$25, a média é igual a I íjx(/ E i'f onde Xi,..-<1, 3. 5, 7, 10) pura 
i i 
os rospoctivos valoros da fi{4, 4, 2. 4. 10) 1=1, ,5. 
Nas quatro primeiras colunas. os métodos :s'ão colocadov 
om ordom com rospelto aos valoros médios dos escoras. para p = 20 e 
p : 8. 
TABELA 4 
----------------------------------------------------------------------
p : 20 p : 20 p = 8 p = 8 l!>óDl AS 
m - p - 1~25 m - p - 1>25 m - p - 1'20 m - p - 1>201 p=20,8 p~1,2 
------------------------------------------------------1---------------
os 3,2 
li 3,& 
DS &,4 
o 6,4 
D 8,1 
R 8,3 
os 3,4 
u 4,4 
u 1,5 
DS 5,5 
O G, 1 
D 7,7 
os 4,2 
DS 5,2 
u 5,& 
o 5,6 
ü ,5,6 
D &,4 
R &,9 
os 2,7 
DS 3,1 
-u 3,4 
o 3,4 
u 3,9 
D 4,3 
R 5,0 
OS 3,4 DS 3,3 
-u 4,3 os 3.5 
U4,& 03,5 
D.S 5,0 D 3~5 
05,4 U3,6 
DG,G U4,3 
RG,8 R4,4 
------------------------------------------------------·---------------
O método OS é superior em todos os casos e não existo 
-
multa diferença entre os métodos U eU. Para p = 20 o método DS é in-
ferior aos métodos OS. Ü e U sendo que para p = 8 ele fica na segunda 
posição. 
A segunda parte da tabela mostra separadamente os pon-
tos médios para p ~ 20,8 e p ~ 2,4. Os resultados mostram que para po-
quenos valores do pC2,4) ~s diferenças não s~o multo significativas 
entre os métodos. Cochran concorda com os autores sobre a superiorida-
de dos métodos OS e DS. 
Outro trabalho envolvendo estes estimadores é proposto 
por Sor·um [1971.]. Ele considera o problema de estimaç'ão da probabi 1 i-
dade de má c l ass i f 1 Célç~o P,:? em do i s grupos de populações normais mu 1-
tivarladas com vetores de médjas desconhecidas e matriz de covari5nc1a 
conhecida, uti t izando a função de classl.ficaçâo de Anderson com bn~10 
I 
r 
! 
I 
nas amostras. Além dos estimadores propostos por Lachenbruch e Mickey 1 
(0, OS, U, u. D, DS, R). ~lB apr'8senta estlmadorea baa~<?t:Jdo ll?m amo;::~t.ras 
testes. Alguns_ est.imadore.s z~o desenvolvidos considerando populaçBes 
normais univariadas. Seus estudos s~o baseados no Erro Quadrático Hé-
dto Assintó-tico {condicional e n'ão condicional). 
Em suas conclusões. o uso da normalidade n~o proporcio-
na um melhor estlmador, pois o método D é pobre e em particular é mais 
pobre que o método U. Seus resultados também confirmam que o método R 
é o mais pobre entre todos apresentados, mas mostra que os métodos D, 
OS, O e OS são asslntót.icamente equivalentes. 
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CAPíTULO 3 
COliPAJlliÇliO DE lhtTODOS llll EST!llJ\Ç:IiO DO VíCIO 00 ESTII!ADOll DA 
RAZXO DE EllllO REAL 
3 .1 - IIITRODUÇKO 
A Raz~o de Erro Real associada a uma função diacrimt-
nante é dada por Pie P2, as probabilidades de má classificação vistas 
no capítulo 1 e 2. 
Para estimar a Razão de Erro Real, nós usamos o método 
R já estudado no capftulo 2~ conhecido em outras bibliografias e aqui 
também denotado pela Razão de Erro Aparente. 
Estudos mostram que este método subestima a Razão de 
Erro Real. O nosso objetivo é estudar seu vfcio, no contexto de com-
parar dois métodos de estimação deste vício com o est1mador bootstrap, 
proposto por Efron B. [1979J. 
Os outros dois est.lmadores aqui estudados si§o o S:!:.Q,l:i?â= 
yªllgª~LQll e o gªLªill~tLiçq. O primeiro também é apresentado por Efron 
[ 1979] e o segundo é estudado por Me 1 ach l an G. J. r 197GJ. 
Um estudo de comparaç~o dos três métodos acima para es-
timar o vfclo da Razão Erro Aparente é apresentado em outro trabalho 
do Hclachlan [19803. 
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O capítulo está d1v1dido em secções onde a secção 3.2 
apresenta a melodologla do nosso trabalho. A descr1ç'ão dos métodos de 
esllmaç~o do vício é viola na secçao 3.3, os resultados experimentais 
com os três métodos junto com a metodologia para a obtenç~o desses re-
sultados, são apresentados na secção 3.4. A conclusâo dos resultados 
experimentais é. vista no capítulo 4. 
&9 
3.2 - METODOLOGIA DOS ESTUDOS DO VCCIO DA RAZXO ERRO APARENTE 
Sejam F i e F'2 as di str i bu 1 ções das popu 1 ações IT t. II2 e 
HJ e H2 iilmost.raB de t.<::~.manhos nt e n2 das populações ITt. e II2 respec-
tivamente. Com base nas amostras Ht e H2 é construída a função dJscri-
rninante de Anderson Q(x). 
As distribuições Ft e F2 são pertencentes ao espaço p-
dimensional com vetores de médias ~i o ~2. e matrizes de varl~ncias 
e covariãclas iguais a r, sendo E ~.~te ~2 quantidades desconheci-
das. Como já visto nos capítulos anteriores class1f1ca- se uma nova 
obsev'ação x em 1Ij se tJ(x) > c , caso contrário, classifica em IT2. 
Aq u l tom aremos c = O e F; "' N ( }.1 i ,E ) , i = 1 , 2. 
A Razão de Erro Real é dada por: 
onde Pi ó a probabilidade de má classificação e 1 = 1,2. 
Os esLudos aqul são desenvolvidos pa~a o caso em que 
i = 2, tst.o é, no cálculo de P2, probabilidade de má clas.aificação de 
uma obsev ação de II2 em lll'. R,;? é o est i mador- Raz'ã:o Err-o Aparente de 
P,2, pe 1 o método R, que é a proporção de obser-vações em H,;;:• ma 1 c: 1 a as 1-
ficadas por W. Já que R2 subestima P2, estudaremos o vfcio B2, isto é, 
A próxima secç~o. apresenta os estimadores de B2 pelos 
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3.3 - ESTIHADORES DE Bz 
Os tr&s métodos aqui aparesentados s~o divididos em 
duas clas3ss. Na primeira classe estão os métodos empíricos,bootstrap 
e cross-valJdation, os quais n~o necessitam do conhecimento das dis-
trlbu!çôes de Fi e F2. Na segunda classe, está o paramétrtco, é nece&-
sária a suposiç~o de normalidade de F;, para a validade do método. 
1 - llltTODO BOOTSTRAP 
Duas amostras com reposiç~o H/ e ~ s~o geradas das po-
pulações llt e IT,;.;, baseadas nas amostras originais HJ e H2, 
colocando massa pontual 1/n; em cada ponto Xii (j = 1, ... ,n;} 
em Hi <J = 1,2) <amostras bootstrap). 
Baseado nas novas amostras H/ e H}, construfmo:::z a fun-
ção discrlmtnante u*<x) substituindo XJ, X.;.? e Sem W<x) por x!, x::.:r e s* 
Avaliamos 
* f'unção de W < x) . 
cada obl::l"orvaç'ão x,-:;!j (j * -= 1, ... , n2) de Hd' na 
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A Razão de Erro Aparente de tJ* <x) , R2*é c a 1 cu 1 a da como 
m.~ 
onde m2 é o número de observaçõ~s em ij} mal classificados por Q*(x) 
C a J cu 1 amos a diferença d = R!/~ ~, onda R.::"'?* é a propor-
* ç~o de membros em H2 mal c1assJI1cados por tJ (X). 
Repetimos os procedimentos anteriores em número n 
C grande) de vezes, até obtermos df, d2,.,., dn. 
O estimador de B2 pelo método acima é calculado por; 
n 
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2 - Hl!:TODO CllOSS-VALIDATION (c~') 
O proccdlmonto a st=tgulr P. Aqutvalenti":!' ao já apresRntado 
no capítulo 2, m.QtgQQ 11 
Eliminamos uma observação do H,;?(x). Suponhamos X2J pa-
ra J=L2 ... n2. 
Retira do Y-<:.?J ·do H.;,;', c:onstru i mos a funç~o di ser i m i nante 
lJj(x) de mosma forma que foi construída Q(x}, só que, agora conside-
rando n2- 1 observações de H2 e nt obsarvaçõ~?s de Hi. 
Avaliamos a observação X:2j em Wj<x), verif'ic<.Jndo se ';Ç_'J 
é ou nâo mal classlf1cada. 
Após repetirmos estes procedimentos com todas as obser-
vações de H2, calculamos a proporção tn2c/n2 de- observações de H.;? mal 
classifcadas pala função~-
0 estlmador do B2 obtido atruvés dest.e método é; 
n2 
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onde R2 é o esl:..imador Razi1o de Erro Aparente associado a HJ.', H2 e 
\J(x), 
3 - ESTIIIJIDOR PliRAIIltTRICO 
Mclachlan [1976), apresenta um estimador do vfclo as-
s 1 ntót 1 co da Razão de Erro Aparente. Em seus estudos, F i 'V N ( IJ.i, E ) ; 
1 = 1,2; ambos lJ.j e r desconhecidos. 
A regra de classificação por ele usada é a mesma por 
nós estudada, WCx)~ a funçâo de classificação de Anderson. 
Segue o seguinte resultado por ele desenvolvido; 
TEOllEllll 3. 1 
O vfcio assintótico de R2 é dado por: 
Vfclo <R.;<J = g(-1/2 nHll/4 l1 + <p-ll/11 J/nz+ 1/2 (p-1Jl1 /N] 
... } -1 -1 
aLé o termo de segunda ordem, com respeito (nj, n2, N ); onde 
A2 = < ~t-
N = nt+ n2- 2 e g função de densidade da N<O,l). 
• 
l 
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De acordo com üS :;J;mostras de Hi e H,? substtt.ufmos !::. 2 por 
2 -· D == <Xt- 'X2) 'S <Xt- ):"t,;;~) obtendo asalm, 
m2 = g<-112 Dl ( (1/4 D + <p-ll/D l/n2 + 112<p-llD!N) 
que é o estimador nâo viciado do vício <R2) até o termo de segunda 
ordem . 
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J.4 -RESULTADOS DOS TRABALHOS EXPERIIIEIITAIS 
,k Monte--Carlo.Vnlore~: dl:fcrentes para os vetores de médias ili; 
\'~ 1,2; for<lm aa~umidoG o a matriz dB vartâncias n covartãnciaz E é a 
A funçDo dlscrlmlnantc usada ~ a de AndBrDon, 
- -1 
W<H) " { <x- 1/2 <Ht+ x,:;?) }'S <Xi- X.:?> 
com o ponto crítico c ~ O. 
J\ Razão dt: Erro Rca l P,?, .as.sl m como Rv;~, b.;;:•, cz c 1n2 u;Jo 
o~lldoa nas condlç68s acima. 
Para dlfcrcntcr: valores de n.t c n.?:- 10, 20, 40 B 
p ~ 2, 1, ó, 8: dlatlntos valorGs dA b (dist~ncla do Mahalanobls ontrn 
u~ duas populações) foram combinadon. 
0:::; valoro3 do b. com rospect.lvo::; valoros de J.li; 
A tabela 1 apresenta os Valar8s médios da dlfcrr-nça E~n-
tr<:- l\ R a:.;:: ?lo de> Erro Rca l R a Haz'ão dP. Erro AparGnt.c, P2- R2 1 c dos cD-
cr·oss-vulidat.lon <c.;;?) ç o param~trlco 
com ::;eut; respoctlvoG desvios médlo3. Os valorc3 m6dios doa mót..odos a;;;-
z:lm como z:eu;:~ dç::::vios foram obtidoP <Jtravófl dott se-guintefi m8todov it8-
r3tlvos: 
~ 2 do!;vto:_S oc [;;;(n)/(n-t)] - oudn :::;(1) "":::;(1-1) + [(1-l)(x(i)- XU-1)) ]/1. 
parn x(J}, i:-1,, .. n. 
Uma ~1ér!c d("' 100 ind8pcndcntcn ensaios de Monl8 Carla 
foram realizados par·a obter csn:oa valere::;, ucndo que, para os valere::; 
ll;::-8das em c<Jd'J um dor: 100 cnst~ior: de Monte-Carlo. O processo de :MontE: 
Carlo foi r·(~;)lizado s:Rgundo <'~ rotina apr~o-sAntada em GoGlzor [1970). 
czcril<:! em for·lr'an4- Vaxll/785 para a dlr:tribuição normal (0,1). Sub-
rot t na::; foram criadas para oS métodos bootstrap, cro:::;s-validatlon ~ 
paramétrlco assim como, para o cálculo da Inversa c da probabilidade 
da normal rC?duztda. O programa da Inv~rsa é ba:JGado no método dccompo-
Dição de Cholesky. O mélodo da inversa c o programa para o cálculo da 
probabilidade normal rGduztda s~o apr8scntados em Kcnnedy & Gentle 
[ 19801 • 
É feito o cálculo do eficiência relativa doz d8nv1os 
môdios ontr.., os mótodos boot.:;,trap o paramGt.rlco, as::.im dnfinldo: 
•=----
Para fina-t·izar, a t.ab€'la 2 apresenta oo valores médio~ 
do quadrado da dlfAronça P2- T onde T assume os valorvs doD cutima-
dor-as de lr1clufndo o vício, 
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TABELA 1 
As soquênclas dos reault.ados é baseada na dimensão do 
e-spaço p. 
l.ll p = 2 
1.1.1> & • 1 
u2= c-0.5,0.0J 
nt= n2 = 10 nJ= n2 = 20 
valores médios desvios valores médios desvios 
• 
B2 0,047 0,148 0,023 0,114 
b·':l < 0,057 0,022 e:.l = 1. 2 0,029 0,012 • = ' 
O, 75 
rn,:;' 0,057 0,026 0,028 0,009 
C2 0,070 0,078 0,033 0,039 
A 
B2 
b2 
m.;;:• 
C2 
1.1.2> A • 2 ~i = (1,0,0.0) 
P2 = (-1.0,0.0) 
valores médios desvios 
0,045 o ,107 
valores médios desvios 
0,019 0,083 
0,03& 0,017 " = ' 
0,44 0,017 0,0078 
0,03& 0,0074 0,018 0,002& 
0,049 0,07& 0,017 0,029 
1.2) p = 4 
1.2.11 /;. 1 ~·= (0.0,0.0,0.5,0.51 
ll2= (-0.5,-0.5,0.0,0.0) 
valor-es médios desvios valores médios desvios 
A 
g .. , 
< O,OSl 0,11 0,049 0,095 
b·-:1 0,0&2 0,01•1 E = 1 • 1 0,032 0,0077 < 5 
m.2 O, OCo& 0,015 0,033 0,0054 
C2 O,QS4 0,052 0,032 0,027 
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c
4
=0,34 
E = 
6 
0,7 
1.2.2) A~ 2 ~f- 10.0,0.0,1.0,1.01 
P2• (-1.0,-1.0,0.0,0.01 
nt= n2"" 20 nt= n,2= 40 
valoros m4dios desvio~ valores m6dtos d~svtos 
B2 o,oqo 0,08 0,022 0,057 
b2 0,038 0,012 E ~ O,& 0,020 0,0058 
7 
m2 0,041 0,007 0,021 0,0025 
cz 0,043 0,043 0,021 0,024 
1.3) p • & 
B,z 
b·? "· 
m.::? 
c.,: 
1.3.1> A • 1,2 pt• co.o,o.o,o.o.o.s,o.s,o.sJ 
~'· (-0.5,-0.5,-0.5,0.0,0.0,0.0) 
valores médios desvion valorP.s m~d!os dosv!os 
0,081 0,093 0,053 0,0&9 
0,082 0,01& € = 1,13 0,044 0, 0088 E 
9 
0,088 0,018 o. 04€· 0,0057 
0,105 0,053 0,05<1 0,033 
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E 
' 
~ 0,4 
• o. 7(~ 
l o 
• 
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1.3.2) 6 ~ 2,5 pi= (1.0,1.0,1.0,2.0,2.0,2.01 
p2= (2.0,2.0,2.0,1.0,1.0,1.0) 
valoro3 médios desvios valores médios desvtoa 
-B·., 
~ 0,054 0,0&8 .0,029 0,049 
b2 0,048 0,015 c = 0,8 11 0,024 0,008 E ~ 0,5 12 
m,? 0,049 0,012 0,025 0,0038 
C,2 0,0&2 0,0&0 0,027 0,024 
1.4> p = B 
1.4.1) "" 1.4 pf= c~.o.o,o.o.s,o.s.o.s,o.5> 
~?= (-0.5,-0.5,-0.5,-0.5,0,0,0,0) 
nt~ n2= 20 nt= nz= 40 
valores médios desvios valores médios desvios 
-B.:;? O, 109 0,103 0,0&4 0,075 
0,017 1,17 0,054 0,0095 
~ 
b•' 0,094 E = c = 0,8 ,, 
" " 
m.:? 0,102 0,02 0,05& 0,0078 
C2 0,123 0,071 0,0&2 0,03& 
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1.4.2) ~. 2,8 vt= cl.O,l.O,l.O,l.o,z.o,z.o.z.o.z.o> 
\.1,;;?= ( 2. o. 2. o, 2. o. 2 'o: 1 . o. 1 . o' 1 . o, 1 . o) 
valores médios desvios valores médios desvios 
' B2 O,OG5 O,o&O 0,031 0,041 
b2 0,049 0,018 o = 0,95 0,02& 0,0084 o = 0,&4 
l s " 
In2 0,04& 0,017 0,027 0,0054 
C:2 0,072 0,053 0,029 0,025 
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TABELA 2 
Resul~ados dos Erros Quadráticos Médlos. 
2.1) p = 2 
2.1.1) ~ = 1 
nt= n,;i1= 10 nt= n2= 20 
~ 
EQ!i <R2) 0,024 0,013 
~ 
EQM {112+ b2) 0,024 0,014 
~ 
EQM <R2+ ro2) 0,024 0,014 
~ 
EQI! <R2+ c,2) 0,02& 0,014 
2.1. 2) ~ = 2 
nt== n2= 10 
~ 
EQH CR.,:?) 0,013 0,0072 
~ 
EQM CR.:;:+ b.;?) 0,013 0,0073 
~ 
EQM (R,2+ m2) 0,012 0,0071 
~. 
EQ!! CR2+ c,:?) 0,015 0,0070 
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2.2) p = 4 
2.2.1) A= 1 
nt= n2= 20 nt= n2= 40 
~ 
EQM <R2l 0,01& 0,0095 
~ 
EQM <R.Z+ b2) 0,013 0,0090 
~ 
EQM <Rz+ m2> 0,014 0,0080 
~ 
EQM <Rz+ C2) 0,0!2 0,0081 
2.2.2) A = 2 
nt= n2= 20 ni= n2= 40 
~ 
EQM <R2) 0,0078 0,0037 
~ 
EQH <R2+ b2) 0,00&8 0,0034 
~ 
EQH <R2+ tn2) 0,00&8 0,0034 
~ 
EQH <Rz+ c2) 0,00&7 0,0039 
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2.3) p = & 
2.3.1) 6; 1,2 
nt= n,Z= 20 nt= nz::: 40 
~ 
EQ!! <R2) 0,015 0,007& 
~ 
EQH <R2+ b2} 0,010 0,0053 
~ 
EQH <R2+ m.J) 0,011 0,0053 
~ 
EQ!I 012+ c:n 0,012 0,0047 
2.3.2) 6;; 2,5 
n.t;:: nz= 20 ni= n2= 40 
-EQH <Rz> 0,0075 0,0032 
-EQ!! (Rz+ b2) 0,0055 0,0029 -EQI! <R2+ m2J 0,005& 0,0025 -EQ!I <R2+ c.:?) 0,00&4 0,0030 
85 
2.4) p = 8 
2.4.1) A 
nt= n2= 20 nt= n2= 40 
~ 
EQM (R2l 0,022 0,0097 
~ 
EQM (R,2+ b.:?) 0,012 0,00&3 
~ 
EQM <R2+ m2) 0,013 0,00&3 
~ 
EQ!l <R.:?+ ç,:Z) 0,011 0,0057 
2.4.2> A ;; 2,8 
n.t= n.;.?= 20 nf= f12:.:: 40 
~ 
EQM <R2> 0.,0078 0,002& 
~ 
EQM <ll2+ b2) 0,0054 0,0020 
~ 
EQM <R2+ m2) 0,0054 0,0019 
~ 
EQM <R2+ C;;;:') 0,00&& 0,0019 
e& 
CAPíTULO 4 
COllCLUST.O DOS RESULTIIDOS EXPE!lll!EIITIIIS 
4. 1 - lllTllODUCJIO 
As conclusões aqui obtidas estão baseadas nos resulta-
dos experimentais das tabelas 1 e 2 do capítulo 3. De início compara-
remos os valores médios dos estimados b2, cz e ID2 com o valor médio de 
A 
B2. Seus resultados não são conclusivos e ent~o. avaliaremos os das-
vios~ Para finalizar nossos estudos, é feita uma comparação dos erros 
quadráticos médios dos estimadores de P2; R2, Ri+ b2, R~?+ m2, R2+ c2~ 
As conclusões aqui chegadas, não diferem muito ao que 
,jâ ae conhecem em outr·o~ trabalhos, O método bootst.rap proposto por 
Efron [1979], que é n~o paramétrtcc, é o mais eflclente Já que nti:o Faz 
uso do conhecimento das distribuições populacionais envolvidas no 
problema. 
87 
4.2 - COllCLUSI:lES 
De início avaliaremos os resultados com base nos 
valores médios dos estimadores b2, m2, c2 de B2. Os resultados s~o 
variados, dependendo dos valores de Á, p e nj, n2. 
Como se percebe na tabela 1, nenhum estimador se 
demonstra na maioria das vezes, ser o mais próximo do valor médio de 
A 
B2, n~o obtendo assim diferentes conclusBes com respeito à estimação 
de B2 somente se baseando nos valores médios de b2, m2 e cz, Para 
A 
maior clareza, calculamos as diferenças I Bz- K I , onde K = 1::12, 
em todas secções da tabela 1 com respeito aos seus valores médios, 
como segue abaixo. O lado direito da tabela é a diferença em módulo 
dos valores médios do estimador bootstrap com o paramét:rico. 
secç'ão 1.1.1 
nt= n2~ io 0,01 
n,t.::: n2.:::: 20 O,OOó 
secçâo 1.1.2 
nf= lO 0,00'3 
n.f= 20 0,001 
A 
I B2- m,::• I 
0,0) 
0,005 
0,009 
0,000 
A 
IB2- C21 
0,01 
0,004 
0,001 
o 
0,001 
o 
0,001 
secç'5o 1.2.1 
secç~o 1.2.2 
n.t= n2= 40 
secçilo 1.3.1 
nt= n2= 40 
secçâo 1~3.2 
11í'z- bi 1 
0,001 
0,017 
0,002 
0,002 
0,001 
0,009 
0,00& 
0,005 
0,005 
0,01& 
0,001 
0,001 
0,007 
0,007 
0,005 
0,004 
0,003 
0,017 
0,003 
0,001 
0,024 
0,001 
0,008 
0,002 
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0,004 
0,001 
0,001 
0,001 
0,00& 
0,002 
0,001 
0,001 
89 
1Bz- c21 lb2- 11121 
sGcç'5o 1.4.1 
n,t= n2= 20 0,015 0,007 0,014 0,008 
n.t= n2= 40 0,010 0,009 0,002 0,002 
secçi:ío 1.4.2 
0,01& 0,019 0,007 0,003 
nt= n2= 40 0,005 0,004 0,002 0,001 
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De acordo com essas dlferenças acima, notamos que am 
algumas situações os valores médios de b2, m2 est~o ~ais próximos do 
• 
való~ médlo de B2 <os resultados de b2, m2 s~o prat l c amante 
equivalentes em todas as situações com pequenas dlfGrenças), am 
relaçâo aos valores médios de c2. Notamos também que existam alguna 
casos onde o vai'or mais próximo de Ê2 é cz. Os resultados de b.;?, c2, 
m2 s~o mais equivalentes para situaçoes onde o tamanho amostrai assume 
o maior valor (em p = 2; n = 29 e p > 4o n = 40>. 
O valor médio das diferenças lb2- m21 é 0,002. O 
estlmador bootstrap na maioria daa vezes se mostrou bem próxlmo do 
estlmador paramétrico. 
Para p = 2, os valores médios de b2t m2 s~o 
aproximadamente equivalentes. Os valores de c2 concorrem com os valo-
res de b2~ m2, e-xcet.o em f:t. == 1; nt= nz= 10, onde este atinge a maior 
diferença. Já em p > 4, a situação não. é muito diferente, não temos um 
• 
estlmador que está mais próximo de B2 em todas as situações. O C2 se 
• apresenta em·algumas situações mais próximo de B2 em relaç~o aos ra-
sultados de b2, m2, mas geralmente com pequenas diferenças. As maióres 
dlferencaS ·acontecem em p = 6.,8. 
Portanto, n~o podemos só nos basear nos resultados mé-
dios dos est1madores para chegarmos a uma conclusão com respeito a es-
timação de B2. 
Faremos agora um estudo com respeito aos desvios. já 
que a comparação feita entre os valores médios dos estlmadoreã b2. 
m2. c2 nilo foi conclusiva. 
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Verificamos que em todas as situações o desvio de C2 é 
bem superior que os desvios de b2 e m2. Neste contexto c2 Bstá atrás 
de b.;;:' e m.~?. O f ato de n~o aval i armos agora o desv 1 o de c2 é que esta-
mos estudnndo e comparando dots mélodos não paramétricas com um para-
métr-ico, e c2 se mostrou menos eficiente nos desvios. Portanto, •• 
comparações agora são feitas com base na eficiência relativa ( & ) , já 
definida no capftulo 3, entre b2, mz, 
O valores de €. estão compreendidos entre (0,3- 1,2}. 
Na maioria das situações, os desvios do paramétrica foi inferior ao 
bootstrap. É claro que nós estamos considerando populações com dtstri-
buições conhecidas e, por conseqüência, m2 leva vantagem. Em cinco ca-
sos o valor de E: está próximo de 1, sendo que em 4 deles, este valor 
é ultrapassado. Isso ocorre nos menores valores de l:l , nt , em cada 
valor de p(2,4,6,8). Portanto, para p fixo, o valor do desvio boots-
trap é praticamente equivalente ao desvio do paramétrico onde, 6 e nt, 
Em todas as situações o desvio de C2 é aproximadamente 
três a quatro vezes o desvio bootstrap. 
A dimens~o do espaço p, parece n~o influir nos resulta-
dos experlffientais. 
Finalmente, verificamos os valores dos erros quadrátJ-
c os médios Ctabel a 2>. É evidente que em todas as sltuações o 
foi maior exceto em p = 2, onde se apresenta equivalente aos 
Erros Quadràticos Nédios associados aos estimadores de b2, rn2,c,2. 
Como era de se esperar de acordo com os resultados da 
~ ~ 
tabela 1, os EQH CR2+ b2) e EQM <R?+ m2) apresentam menores valor9s, 
praticamente em todas as situações. Seus resultadoB são praticamente 
equ!valent.es, as diferenças não ult.rapus:sam 0,001. 
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Portanto, vemos que é de fundamental lmport.ãncia nos 
probll?mas que envolvem regras de classiflcaç'ão, estudar o erro de má 
classlficaç~o e o vício, oste aparocendo no uso do esllmadores da pro-
babilidade de má classlficaç8o. 
De acordo com que foi visto, nossa conclusão é que o 
estimador bootstrap parece ser o mais eficiente nos estudos do. vício 
da Raz~o de Erro Aparente (estJmador usado para Razão de Erro Real), 
visto que na prática é multo dlfíctl encontrar situações como aqui 
consideradas, isto é, o conhecimento das distribuições populacionais. 
Caso isso seja possível, não será necessário fazer o uso de estlmado-
res de Pt e P2. Eles podem ser calculados diretamente. 
É interessante fazer um estudo maJs abrangente do que 
aqui fol desenvolvido, envolvendo outros estimadores de Pf e P~· estu-
dados no capítulo 2 e comparando seus vícios com os estimadores no ca-
pítulo 3 em um contexto mais geral, considerando várias populações e 
as matrizes de variâncias e cqvariãnctas dlÍerent..es da matriz ldent.1-
dade. 
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