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Resumen
En este trabajo se presenta el me´todo de las funciones de Green, una te´cnica ma-
tema´tica para la resolucio´n de ecuaciones diferenciales con condiciones de contorno
inhomoge´neos. Posteriormente, se aplica al estudio de las principales ecuaciones de
las diferentes ramas de la f´ısica: cla´sica, cua´ntica y electromagnetismo.
La base de este me´todo se centra en determinar la funcio´n de Green asociada
a una determinada ecuacio´n diferencial. Esta funcio´n es la solucio´n a la ecuacio´n
diferencial para un te´rmino inhomoge´neo que viene representado por la delta de
Dirac δ(x − x′). Por lo cual, el trabajo se centra en resolver ecuaciones en las que
interviene un te´rmino delta de Dirac.
En este trabajo, puramente teo´rico, se obtienen las funciones de Green relativas
a las principales ecuaciones en f´ısica-matema´tica que se han visto en el Grado.
Estas funciones se podra´n utilizar para la resolucio´n posterior del correspondiente
problema inhomoge´neo.
Abstract
In this work is presented the method of the functions of Green, a mathematical
technique for solving differential equations with inhomogeneous contour conditions.
Subsequently, it is applied to the study of the main equations of the different bran-
ches of Physics: classical, quantum and electromagnetism.
The basis of this method focuses on determining the function of Green associated
with a determined differential equation. This function is the solution to the equation
for an inhomogeneous term that is represented by the Dirac delta δ(x−x′). Therefore,
the work focuses on solving differential equations in which a Dirac delta term is
involved.
In this work, purely theoretical, we obtain the functions of Green related to
the main equations in physics-mathematics which have been seen in the Degree.
These functions can be used for the subsequent resolution of the corresponding
inhomogeneous problem.
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1
Introduccio´n
Numerosos problemas en f´ısica matema´tica se pueden resolver en te´rminos de
ciertas funciones armo´nicas, definidas en ciertos dominios para unas condiciones
de contorno dadas. Este problema se conoce como el problema de Dirichlet. En la
segunda mitad del siglo diecinueve numerosos matema´ticos estudiaron este proble-
ma con el objetivo de obtener una solucio´n expl´ıcita. Sin embargo, an˜os atra´s el
brita´nico George Green, ya lo hab´ıa estudiado en diferentes dominios y condiciones
de contorno, exponiendo los resultados en su ensayo Application of Mathematical
Analysis to the Theories of Electricity and Magnetism publicado en 1828. En esta
obra aborda el problema a trave´s de las funciones de Green, adema´s de introducir
conceptos matema´ticos fundamentales en la teor´ıa electromagne´tica.
Las funciones que ahora denominamos, funciones de Green, tienen numerosas
aplicaciones en f´ısica matema´tica, ya que constituye un me´todo muy potente para
abordar el estudio de los problemas de condiciones de contorno. Una descripcio´n
moderna de estas funciones, requiere introducir el concepto de la distribucio´n delta
de Dirac. Por lo tanto, el conocimiento de esta distribucio´n es esencial para luego
introducir el concepto de funcio´n de Green.
Dada una ecuacio´n diferencial asociada a un operador diferencial lineal L en un
cierto dominio, la funcio´n de Green se define como la solucio´n cuando el te´rmino
inhomoge´neo viene representado por una delta de Dirac.
L[G(x, x′)] = δ(x− x′), (1.0.1)
donde G(x, x′) es la funcio´n de Green. De esta forma la solucio´n al problema inho-
moge´neo
L[u(x)] = f(x), (1.0.2)
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se puede construir a partir de la superposicio´n de los te´rminos elementales (repre-
sentados por la delta de Dirac) que conforman el te´rmino inhomoge´neo f(x). De
forma matema´tica esto se expresa de la siguiente manera:
u(x) =
∫ ∞
−∞
G(x, x′)f(x′)dx′. (1.0.3)
En la expresio´n anterior queda reflejada la gran utilidad de este me´todo. De esta for-
ma, si se consigue obtener la funcio´n de Green, la solucio´n al problema inhomoge´neo
asociado se reduce al ca´lculo de una integral.
1.1. Objetivo
En consonancia con lo mencionado anteriormente, el objetivo principal de este
trabajo es encontrar el procedimiento para el ca´lculo de las funciones de Green
asociadas a las ecuaciones “ma´s importantes”de la f´ısica. De esta forma, el lector
podra´ encontrar todos los desarrollos matema´ticos, de forma clara, relativos a ciertos
problemas f´ısicos y en el dominio de las condiciones de contorno ma´s frecuentes.
Adema´s, tambie´n podra´ encontrar en este texto un pequen˜o manual de consulta
en el que encontrara´ la funcio´n de Green que le permita obtener la solucio´n a un
problema inhomoge´neo espec´ıfico.
1.2. Directrices
En el Cap´ıtulo 2 se analizara´ de forma matema´tica las funciones de Green,
estudiando sus principales propiedades, as´ı como los me´todos de ca´lculo. Una gran
parte del cap´ıtulo se dedicara´ a resolver el problema matema´tico de Sturm-Livoulle
mediante el me´todo de las funciones de Green. Dado el versatilidad que representa
la ecuacio´n de Sturm-Livoulle en el estudio de las ecuaciones diferenciales se jus-
tifica su estudio. Posteriormente, en los cap´ıtulos siguientes se abordara´ el estudio
de diferentes sistemas f´ısicos mediante el me´todo de las funciones de Green. Lo re-
lativo a sistemas cla´sicos en f´ısica aplicada se abordara´ en el Cap´ıtulo 3, en el
que se analizara´ el oscilador armo´nico simple y amortiguado. Tambie´n, se conside-
rara´n ecuaciones en derivadas parciales como la ecuacio´n de difusio´n del calor y la
ecuacio´n de ondas. Los sistemas cua´nticos sera´n estudiados en el Cap´ıtulo 4. En
este cap´ıtulo se considerara´ la ecuacio´n de Schro¨dinger independiente del tiempo y
dependiente del tiempo, obtenie´ndose una expresio´n gene´rica de la funcio´n de Green
para un Hamiltoniano arbitrario. Posteriormente, esta expresio´n se particularizara´
para diferentes ejemplos. Las aplicaciones de las funciones de Green en la teor´ıa elec-
tromagne´tica se abordara´n en el Cap´ıtulo 5. Se estudiara´ la ecuacio´n de Poisson,
que es fundamental en la resolucio´n de los problemas electrosta´ticos, as´ı como la
obtencio´n de los potenciales de retardo. Finalmente, en el Cap´ıtulo 6 se expondra´n
una serie de conclusiones acerca del trabajo realizado.
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— “Pure mathematics is, in
its way, the poetry of logical
ideas.”
— Albert Einstein —
2
Funciones de Green en f´ısica matema´tica
Las funciones de Green tienen numerosas aplicaciones en f´ısica matema´tica, ya
que constituyen un me´todo muy potente para abordar el estudio de los problemas
de condiciones de contorno. Antes de introducir el concepto de funcio´n de Green es
necesario introducir el concepto de la delta de Dirac. Por lo tanto, en primer lugar
analizaremos las principales caracter´ısticas de esta distribucio´n para luego introducir
el concepto de funcio´n de Green. Seguidamente, se estudiara´ el problema de Sturm-
Livoulle mediante este procedimiento, debido a su gran intere´s. Esto se debe a la gran
versatilidad de la ecuacio´n de Sturm-Livoulle, que hace que numerosas ecuaciones
de segundo orden se puedan expresar de dicha forma. Finalmente, comentaremos
dos me´todos ampliamente utilizados en la determinacio´n de las funciones de Green:
el me´todo de separacio´n de variables de Bernouilli y el me´todo de la transformada
integral.
2.1. Introduccio´n a las distribuciones: delta de
Dirac
Como hemos mencionado, antes de introducir la nocio´n de funcio´n de Green, es
necesario tomar en consideracio´n el concepto de la delta de Dirac. Aqu´ı dare´ so´lo un
sencillo esbozo de la teor´ıa, sin entrar en demasiados detalles te´cnicos sofisticados,
que pueden ser consultados en [1] o en las referencias ma´s especializadas que se citan
all´ı. Una manera formalmente sencilla de definir la delta de Dirac en una dimensio´n,
que es una distribucio´n, puede ser considerando la aplicacio´n lineal y continua que
actu´a sobre un espacio de funciones prueba D (que para nuestro caso puede tomarse
como el espacio de Schwartz S(R) de las funciones indefinidamente derivables que
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tienden a cero en ±∞ ma´s ra´pido que el inverso de cualquier polinomio) de la
siguiente manera: dada una funcio´n ϕ(x) ∈ D, la accio´n de la delta de Dirac centrada
en x0 ∈ R es
δx0(ϕ) ≡ 〈δx0|ϕ〉 ≡
∫ ∞
−∞
δ(x− x0)ϕ(x) dx = ϕ(x0). (2.1.1)
En el caso de que x0 = 0, tenemos la delta en el origen, δx0(ϕ) ≡ δ0. Sin embargo,
para profundizar de manera menos formal en su significado f´ısico, se suele definir la
delta de Dirac mediante el l´ımite “de´bil”de una sucesio´n de funciones {fn(x)} tales
que todas ellas verifican ∫ −∞
∞
fn(x) dx = 1, (2.1.2)
de modo que, tomando el l´ımite “de´bil 2a que no hay convergencia punto a punto,
se tiene que:
l´ım
n→0
∫ ∞
∞
fn(x)ϕ(x) dx = ϕ(0) ≡ 〈δ0|ϕ〉, ∀ϕ(x) ∈ D. (2.1.3)
Propiedades de la delta de Dirac
Mencionaremos aqu´ı las principales propiedades de la distribucio´n delta de Dirac
[16]:
δ(−x) = −δ(x).
δ(ax) = 1|a|δ(x), a ∈ R− {0}.
Si g(x) es una funcio´n que esta´ bien definida en x = a, entonces
g(x)δ(x− a) = g(a)δ(x− a).
Si [b, c] ⊂ R entonces:∫ c
b
δ(x− a)ϕ(x) dx =
{
ϕ(a) si a ∈ (b, c).
0 si a 6∈ [b, c]. (2.1.4)
∫ ∞
−∞
δ(x− y)δ(x− z) dx = δ(y − z).
Sea g(x) es una funcio´n que tiene ceros simples en un conjunto discreto de
puntos {xi}, entonces
δ[g(x)] =
∑
i
1
|g(xi)|δ(x− xi). (2.1.5)
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La derivada de la funcio´n de Heaviside
H(x− x0) =
{
0 si x < x0,
1 si x > x0,
es precisamente
dH(x− x0)
dx
= δ(x− x0). (2.1.6)
La derivada n-e´sima de la delta de Dirac es otra distribucio´n que actu´a sobre
las funciones de prueba ϕ(x) de la siguiente manera:
δnx0 =
∫ ∞
−∞
δ(n)x0 (x)ϕ(x) dx = (−1)n
dnϕ(x)
dxn
∣∣∣∣
x=x0
= (−1)nϕ(n)(x0). (2.1.7)
La definicio´n de la delta de Dirac se puede extender a ma´s de una dimensio´n
de manera trivial. En concreto, se puede demostrar que la delta de Dirac
tridimenional en coordenadas cartesianas, esfe´ricas y cil´ındricas viene dada
por:
δ(r− r′) = δ(x− x′) δ(y − y′) δ(z − z′). (2.1.8)
δ(r− r′) = 1
r2 sin θ
δ(r − r′) δ(θ − θ′) δ(φ− φ′). (2.1.9)
δ(r− r′) = δ(ρ− ρ
′)
ρ
δ(φ− φ′) δ(z − z′). (2.1.10)
Un resultado muy importante en teor´ıa de cla´sica de campos es que el Lapla-
ciano en tres dimensiones de la funcio´n 1/|r− r′| es precisamente una delta de
Dirac:
∇2
(
1
|r− r′|
)
= −4piδ(r− r′). (2.1.11)
La transformada de Fourier de una onda plana tambie´n es una delta de Dirac:
δ(x− x′) = 1
2pi
∫ ∞
−∞
eik(x−x
′)dk (2.1.12)
2.2. Concepto de funcio´n de Green
La funcio´n de Green G(x, x′) asociado a un operador diferencial lineal L en
una variable x ∈ R (aunque tambie´n podr´ıa considerarse que fuera en derivadas
parciales) viene definida por la siguiente ecuacio´n:
L[G(x, x′)] = δ(x− x′), (2.2.1)
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que se cumple en un dominio D ⊂ R2 y sometido a unas condiciones de contorno
B[G(x, x′)] = 0 en ∂D (la frontera de D, donde B es un operador diferencial lineal
ordinario (o parcial) de orden menor que L. Si D se corresponde a todo el espacio
eucl´ıdeo, entonces se dice que la solucio´n al sistema es fundamental o (singular). Para
entender mejor el concepto de la funcio´n de Green consideremos a continuacio´n el
siguiente ejemplo relativo a una ecuacio´n diferencial ordinaria.
Ejemplo Analicemos el siguiente problema relativo a la ecuacio´n diferencial de
segundo orden:
d2u
dx
+ k2u = f(x), 0 < x < l, (2.2.2)
de manera que, en este caso, el operador diferencial es:
L := d
2
dx
+ k2, L[u(x)] := d
2u(x)
dx
+ k2u(x).
Adema´s, debemos considerar las siguientes condiciones de contorno de Dirichlet:
u(0) = u(`) = 0.
La solucio´n general a la ecuacio´n (2.2.2) es:
u(x) = A(x) cos(kx) +B(x) sin(kx). (2.2.3)
Las funciones A(x) y B(x) se determinan a partir del me´todo de variacio´n de las
constantes, de modo que tenemos que resolver el sistema:
A′(x) cos(kx) +B′(x) sin(kx) = 0. (2.2.4)
−kA′(x) sin(kx) + kB′(x) cos(kx) = f(x). (2.2.5)
Luego:
A′(x) = −f(x) sin(kx)
k
, B′(x) =
f(x) cos(kx)
k
. (2.2.6)
Integrando ambas expresiones y sustituyendo en (2.2.3) obtenemos la solucio´n gene-
ral a (2.2.2):
u(x) = −cos(kx)
k
∫ x
a
f(y) sin(ky) dy +
sin(kx)
k
∫ x
b
f(y) cos(ky) dy. (2.2.7)
A continuacio´n, aplicando las condiciones de contorno, determinamos las dos cons-
tantes de integracio´n a y b. De la condicio´n de contorno u(0) = 0 se deduce que∫ 0
a
f(y) sin(ky) dy = 0. (2.2.8)
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Puesto que no conocemos la forma de f(x), la u´nica opcio´n es a = 0. De forma
similar aplicamos la segunda condicio´n de contorno u(`) = 0:
1
k
∫ `
0
f(y) sin[k(y − `)] dy = sin(k`)
k
∫ 0
b
f(y) cos(ky) dy
donde hemos utilizado la relacio´n para el seno del a´ngulo resta. Sustituyendo esta
expresio´n en (2.2.7) y simplificando obtenemos
u(x) = −1
k
∫ x
0
f(y) sin[k(y − x)]dy + sin(kx)
k sin(kl)
∫ l
0
f(y) sin[k(y − l)] dy
=
∫ x
0
−f(y)sin(ky) sin[k(l − x)]
k sin(kl)
dy +
∫ l
x
−f(y)sin(kx) sin[k(l − y)]
k sin(kl)
dy
=
∫ l
0
f(y)G(x, y) dy. (2.2.9)
Finalmente, definimos G(x, y) como:
G(x, y) =

−sin(ky) sin[k(l − x)]
k sin(kl)
si 0 ≤ y ≤ x.
−sin(kx) sin[k(l − y)]
k sin(kl)
si x ≤ y ≤ l.
(2.2.10)
Por lo tanto, la funcio´n de Green G(x, y) es una funcio´n de dos variables. Su utilidad
en el estudio de los problemas inhomoge´nenos de condiciones de contorno radica
en que la funcio´n de Green es independiente del te´rmino de forzaje (te´rmino no
homge´neo f). De esta forma, la solucio´n al problema homoge´neo, para cualquier
te´rmino de forzaje, se puede determinar a partir de la funcio´n de Green, resolviendo
la integral (2.2.9). A lo largo de este cap´ıtulo veremos como construir la funcio´n de
Green para diferentes problemas. A continuacio´n, examinemos algunas propiedades
de la funcio´n de Green G(x, y) (2.2.10):
Satisface la ecuacio´n diferencial G
′′
+ k2G = 0 en el intervalo 0 ≤ y ≤ x y
x ≤ y ≤ l.
La funcio´n G es continua en la recta x = y, dado que:
l´ım
y→x−
G(x, y) =
sin(kx) sin[k(l − x)]
k sin(kl)
= l´ım
y→x+
G(x, y).
La derivada parcial es discontinua en x = y.
G′y(x, x
−) = l´ım
y→x−
G′y(x, y) =
cos(kx) sin[k(l − x)]
sin(kl)
G′y(x, x
+) = l´ım
y→x+
G′y(x, y) = −
sin(kx) cos[k(l − x)]
sin(kl)
por lo tanto G′y(x, x
+)−G′y(x, x−) = −1.
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Satisface las condiciones de contorno: G(x, 0) = G(x, l) = 0.
La funcio´n es sime´trica en sus argumentos (reciprocidad): G(x, y) = G(y, x).
Finalmente, concluiremos esta seccio´n introduciendo el siguiente Teorema funda-
mental, que resume el desarrollo de la teor´ıa de las funciones de Green.
Teorema 2.2.1 La funcio´n de Green G(x, x′) asociada a la ecuacio´n diferencial
L[u(x)] = f(x) en el dominio D y con las condiciones de contorno B[G(x, x′)] = 0,
es la solucio´n a la ecuacio´n diferencial
L[G(x, x′)] = δ(x− x′). (2.2.11)
Entonces, la solucio´n a L[u(x)] = f(x) se puede expresar:
u(x) =
∫
D
G(x, x′)f(x′)dx′. (2.2.12)
Demostracio´n La demostracio´n de este resultado se obtiene aplicando el operador
L a ambos lados de la expresio´n (2.2.12):
L[u(x)] =
∫
D
L[G(x, x′)]f(x′)dx =
∫
D
δ(x− x′)f(x′)dx′ = f(x).
Luego, obtenemos la ecuacio´n original que demuestra el resultado.
2.3. Problema de Sturm-Livoulle inhomoge´neo
En esta seccio´n estudiaremos el problema de Sturm-Livoulle inhomoge´neo me-
diante el me´todo de funciones de Green. La razo´n para estudiar este problema tiene
su germen en la gran variedad de ecuaciones diferenciales de segundo orden y de in-
tere´s f´ısico, que se pueden escribir en forma de una ecuacio´n de tipo Sturm-Livoulle.
Problema de Sturm-Livoulle
Se llama problema de Sturm-Livoulle al problema de condiciones de contorno ho-
moge´neas, asociadas a la ecuacio´n de Sturm-Livoulle. En primer lugar, consideremos
el operador de Sturm-Livoulle L:
L := 1
w(x)
[
d
dx
(
p(x)
d
dx
)
+ q(x)
]
, (2.3.1)
donde p(x), p′(x), q(x) y w(x) son funciones reales continuas en el intervalo a ≤ x ≤
b. La funcio´n w(x) se suele denominar funcio´n peso. La ecuacio´n de Sturm-Livoulle
se puede escribir entonces de la siguiente manera:
Ly(x) = −λy(x). (2.3.2)
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donde λ es un para´metro que se debe determinar. En esta epigrafe, no nos centrare-
mos en estudiar el espacio vectorial que conforman las autofunciones del operador de
Sturm-Livoulle, pues lo podemos encontrar en [2]. Sin embargo, si consideraremos
la definicio´n del producto escalar sobre este espacio de funciones. Sea f(x) y g(x)
dos autofunciones, entonces:
〈f(x)|g(x)〉 =
∫ b
a
f ∗(x)g(x)w(x) dx. (2.3.3)
Por lo tanto, ya podemos ver en que´ condiciones el operador L es hermı´tico. De
la definicio´n de operador hermı´tico y realizando ca´lculos, obtenemos la siguiente
condicio´n:
〈f |L|g〉 − 〈g|L|f〉∗ =
[
p(x)
(
f ∗(x)
dg(x)
dx
− g(x)df
∗(x)
dx
)]b
a
= 0. (2.3.4)
En lo sucesivo consideraremos las condiciones de contorno mixtas:{
α1f(a) + α2f
′(a) = 0.
β1g(b) + β2g
′(b) = 0.
(2.3.5)
Donde α1 y α2 son constantes reales, as´ı como β1 y β2. Por lo tanto, comprobemos
que verifican la condicio´n (2.3.4). Tomando el complejo conjugado de la primera
ecuacio´n, construimos el siguiente sistema de ecuaciones:{
α1f
∗(a) + α2f ′∗(a) = 0.
β1g(a) + β2g
′(a) = 0.
(2.3.6)
Para que la solucio´n al sistema se diferente a la trivial α1 = α2 = 0 se debe cumplir
que: ∣∣∣∣f ∗1 (a) f ′∗(a)g(a) g′(a)
∣∣∣∣ = f ∗1 (a)g′(a)− f ′∗(a)g(a) = 0. (2.3.7)
De forma ana´loga se procede para x = b:
f ∗1 (b)g
′(b)− f ′∗(b)g(b) = 0. (2.3.8)
Por lo tanto, se observa de forma inmediata que (2.3.7) y (2.3.8) verifican la condicio´n
de hermiticidad (2.3.4). Las condiciones de contorno de Sturm-Liouville son aquellas
que hacen que el operador L sea hermı´tico. Definimos, entonces, el problema de
Sturm-Livoulle, como el problema de condiciones de contorno aplicado a la ecuacio´n
de Sturm-Livoulle.
La principal razo´n para analizar el problema de Sturm-Livoulle es la gran diver-
sidad de ecuaciones diferenciales de segundo orden y de intere´s f´ısico que se puede
escribir en forma de dicha ecuacio´n. Por ejemplo, la ecuacio´n de Schro¨dinger:[
d2
dx2
− 2m
~2
V (x)
]
ψ(x) +
2m
~2
Eψ(x) = 0. (2.3.9)
que se corresponde al problema de Sturm-Livoulle en el que p(x) = w(x) = 1,
q(x) = −2mV (x)/~2 y λ = 2mE/~2.
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2.3.1. Funcio´n de Green asociada al operador de Sturm-
Livoulle
Consideremos ahora, el problema de Sturm-Livoulle inhomoge´neo:
d
dx
(
p(x)
dy(x)
dx
)
+ q(x)y(x) + λw(x)y(x) = f(x). x ∈ [a, b]. (2.3.10)
En funcio´n del operador de Sturm-Livoulle L, podemos escribir la expresio´n anterior
de la siguiente manera:
(L+ λ)y(x) = f(x)
w(x)
, x ∈ [a, b]. (2.3.11)
donde L esta´ dado en (2.3.1). Consideraremos las condiciones de contorno mixtas,
anteriormente introducidas: {
α1y(a) + α2y
′(a) = 0.
β1y(b) + β2y
′(b) = 0.
(2.3.12)
Entonces la funcio´n de Green asociada al problema, viene definida por la ecuacio´n:
(L+ λ)G(x, x′) = δ(x− x
′)
w(x)
. a < x′ < b. (2.3.13)
Adema´s, la funcio´n G(x, x′) satisface las condiciones de contorno (2.3.12){
α1G(a, x
′) + α2∂x′G(x, x′)|x=a = 0.
β1G(b, x
′) + β2∂x′G(x, x′)|x=b = 0.
(2.3.14)
A continuacio´n, consideremos dos propiedades fundamentales de la funcio´n de Green,
relacionadas con la continuidad de la funcio´n y su primera derivada.
Teorema 2.3.1 La funcio´n de Green G(x, x′) es continua para todo x ∈ [a, b], y en
particular para x = x′.
Aunque no nos centraremos en demostrar este Teorema, si merece la pena considerar
la demostracio´n del siguiente resultado.
Teorema 2.3.2 La derivada parcial de la funcio´n de Green G(x, x′) respecto de x
es continua para todo x ∈ [a, b], excepto para x = x′, donde se tiene que
Gx(x
′
+, x
′)−Gx(x′−, x′) =
1
p(x′)
.
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Demostracio´n Analicemos la continuidad de la funcio´n de Green en un punto
arbitrario x0. Integrando (2.3.10) en [x0 − , x0 + ] tal que  > 0:∫ x0+ε
x0−ε
∂
∂x
[
p(x)
∂
∂x
G(x, x′)
]
+q(x)G(x, x′)+λw(x)G(x, x′) dx =
∫ x0+ε
x0−ε
δ(x−x′) dx.
Integrando el primer te´rmino:[
p(x)
∂
∂x
G(x, x′)
]x0+ε
x0−ε
+
∫ x0+ε
x0−ε
q(x)G(x, x′)+λw(x)G(x, x′) dx =
∫ x0+ε
x0−ε
δ(x−x′) dx.
Se tienen dos casos:
x0 6= x′. Si tomamos el l´ımite de ε −→ 0:
p(x0)
[
Gx(x
+
0 , x
′)−Gx(x−0 , x′)
]
= l´ım
→0
p(x0)
[∫ x0+
x0−
δ(x− x′)dx
]
= 0.
En consecuencia la funcio´n Gx(x
′, x′) es continua en x0 6= x′.
x0 = x
′. En este caso se tiene que:
p(x0)
[
Gx(x
+
0 , x
′)−Gx(x−0 , x′)
]
= l´ım
→0
p(x0)
[ ∫ x0+
x0−
δ(x− x′)dx
]
=
1
p(x′)
.
En consecuencia la funcio´n Gx(x
′, x′) es discontinua en x0 = x′.
Ya estamos en disposicio´n de construir la funcio´n de Green asociada al problema de
Sturm-Livoulle. A este fin, escribimos la funcio´n de Green de la siguiente forma:
G(x, x′) =
{
G1(x, x
′) si x ≤ x′.
G2(x, x
′) si x ≥ x′. (2.3.15)
Donde la funcio´n G1(x, x
′) es la funcio´n de Green a la izquierda y G2(x, x′) es la
funcio´n de Green a la derecha, como se muestra en la Figura 2.3.1. La continuidad
de la funcio´n de Green implica que G1(x
′, x′) = G2(x′, x′). De la definicio´n de ambas
funciones, se deduce que verifican:
(L+ λ)G1(x, x′) = 0, x ≤ x′.
(L+ λ)G2(x, x′) = 0, x ≥ x′. (2.3.16)
Por lo tanto, ambas funciones definen la funcio´n de Green en todo el espacio menos
en x = x′. Por lo tanto, podemos escribir:
G(x, x′) =
{
c1(x
′)y1(x) si x < x′.
c2(x
′)y2(x) si x > x′.
(2.3.17)
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Figura 2.1: La funcio´n G1(x, x
′) esta definida en el a´rea sombreada. Y la funcio´n
G2(x, x
′) esta definida en el a´rea no sombreada.
Donde y1(x) y y2(x) son soluciones a la ecuacio´n homoge´nea (2.3.2). Por un lado
y1(x) verifica la condicio´n de contorno en a y por otro lado y2(x) verifica la condicio´n
de contorno en b. Para ver lo que ocurre en x = x′ utilizaremos la propiedad de
continuidad de la funcio´n de Green y la discontinuidad de la primera derivada. Por
lo tanto: {
c1(x
′)y1(x′)− c2(x′)y2(x′) = 0.
c2(x
′)y′2(x
′)− c1(x′)y′1(x′) = 1/p(x′).
(2.3.18)
La condicio´n de compatibilidad de este sistema de ecuaciones para las inco´gnitas
c1(x
′) y c2(x′) establece que el determinante:∣∣∣∣y1(x′) y2(x′)y′1(x′) y′2(x′)
∣∣∣∣ 6= 0⇐⇒ W [y1, y2] 6= 0. (2.3.19)
Donde W [y1, y2] representa el Wronskiano de las funciones y1(x) y y2(x). Resolvemos
el sistema de ecuaciones (2.3.18), mediante Cramer:
c1(x
′) =
∣∣∣∣ 0 −y2(x′)− 1
p(x′) −y′2(x′)
∣∣∣∣
W [y1,−y2] = −
y2(x
′)
p(x′)W [y1,−y2] =
y2(x
′)
p(x′)W [y1, y2]
. (2.3.20)
c2(x
′) =
∣∣∣∣y1(x′) 0y′1(x′) − 1p(x′)
∣∣∣∣
W [y1,−y2] = −
y1(x
′)
p(x′)W [y1,−y2] =
y1(x
′)
p(x′)W [y1, y2]
. (2.3.21)
Por lo tanto, la funcio´n de Green se puede expresar:
G(x, x′) =
{
G1(x, x
′) = y2(x
′)y1(x)
p(x′)W [y1,y2]
si a ≤ x ≤ x′ ≤ b.
G2(x, x
′) = y1(x
′)y2(x)
p(x′)W [y1,y2]
si a ≤ x′ ≤ x ≤ b.
(2.3.22)
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2.3.2. Expansio´n de la funcio´n de Green en serie de auto-
funciones
Veamos ahora que la funcio´n de Green se puede expresar, de forma alternativa,
mediante un desarrollo en serie de autofunciones. Consideremos las autofunciones
del operador L de Sturm-Livoulle:
Lφn(x) = −µnφn(x), (2.3.23)
y supongamos que la funcio´n de Green se puede expresar en forma de serie conver-
gente:
G(x, x′) =
∑
n
an(x
′)φn(x). (2.3.24)
Donde los coeficientes an(x
′) esta´n por determinar. Recordemos la definicio´n de
funcio´n de Green dada en (2.3.11).
(L+ λ)G(x, x′) = δ(x− x
′)
w(x)
. (2.3.25)
Teniendo en cuenta la relacio´n de cierre de las autofunciones {φn(x)} se puede
demostrar que: ∑
n
1
|φn(x)|2φn(x)φ
∗
n(x
′) =
δ(x− x′)
w(x)
. (2.3.26)
Un desarrollo ma´s profundo del espacio formado por las autofunciones del operador
L, de Sturm-Livoulle se puede consultar en [2]. Por lo tanto podemos escribir que:
(L+ λ)
∑
n
an(x
′)φn(x) =
∑
n
1
|φn(x)|2φn(x)φ
∗
n(x
′), (2.3.27)
luego ∑
n
an(x
′)(λ− µn)φn(x) =
∑
n
1
|φn(x)|2φn(x)φ
∗
n(x
′). (2.3.28)
Entonces, obtenemos que los coeficientes an(x
′) son:
an(x
′) =
1
(λ− µn)
φ∗n(x
′)
|φn(x)|2 . (2.3.29)
Y por lo tanto, la expansio´n de la funcio´n de Green viene dada por:
G(x, x′) =
∑
n
1
|φn(x)|2
φn(x)φ
∗
n(x
′)
(λ− µn) . (2.3.30)
2.4. Ejemplos pra´cticos
En esta seccio´n consideraremos una serie de ecuaciones diferenciales ordinarias
que resolveremos por el me´todo de funciones de Green, a fin de ilustrar todos los
conceptos desarrollados hasta el momento.
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Ejemplo 1 Consideremos el problema de condiciones de contorno:
y′′(x)− k2y(x) = f(x), 0 ≤ x ≤ l, y(0) = y(l) = 0. (2.4.1)
En primer lugar determinamos la funcio´n de Green asociada al problema de condi-
ciones de contorno, que viene definida por la ecuacio´n:
G′′(x, x′)− k2G(x, x′) = δ(x− x′). (2.4.2)
En primer lugar obtenemos la solucio´n para x 6= x′, es decir, la solucio´n a la ecuacio´n
homoge´nea.
G(x, x′) =
{
G1(x, x
′) = A(x′)ekx +B(x′)e−kx si 0 ≤ x < x′ ≤ l.
G2(x, x
′) = C(x′)ekx +D(x′)e−kx si 0 ≤ x′ < x ≤ l. (2.4.3)
La funcio´n de Green verifica las siguientes condiciones de contorno:
La condicio´n G(0, x′) = 0 implica que B(x′) = −A(x′).
La condicio´n G(l, x′) = 0 implica que D(x′) = −C(x′)e2kl.
Luego, tenemos que:
G(x, x′) =
{
G1(x, x
′) = A(x′)[ekx + e−kx] si 0 ≤ x ≤ x′ ≤ l.
G2(x, x
′) = C(x′)[ekx − e2kle−kx] si 0 ≤ x′ ≤ x ≤ l. (2.4.4)
O de forma equivalente, en te´rminos de funciones hiperbo´licas:
G(x, x′) =
{
G1(x, x
′) = α(x′) sinh kx si 0 ≤ x ≤ x′ ≤ l.
G2(x, x
′) = β(x′)ekL sinh k(x− l) si 0 ≤ x′ ≤ x ≤ l. (2.4.5)
Ahora, consideremos la continuidad de G(x, x′) en x = x′:
α(x′) sinh kx′ − β(x′)ekl sinh k(x′ − l) = 0. (2.4.6)
Y la discontinuidad de la derivada que se deduce del Teorema 2.3.2. Integrando la
ecuacio´n (2.4.2) entre x′ − ε y x′ + ε:∫ x′+ε
x′−ε
G′′(x, x′)− k2G′(x, x′)dx =
∫ x′+ε
x′−ε
δ(x− x′)dx, (2.4.7)
[G′(x, x′)]x
′+ε
x′−ε −
∫ x′+ε
x′−ε
k2G(x, x′)dx =
∫ x′+ε
x′−ε
δ(x− x′)dx. (2.4.8)
Tomando el l´ımite cuando ε −→ 0, obtenemos:
∂G(x, x′)
∂x
∣∣∣∣
+
− ∂G(x, x
′)
∂x
∣∣∣∣
−
= 1, (2.4.9)
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de donde
β(x′)ekl cosh kx′ − α(x′) cosh kx′ = 1
k
. (2.4.10)
Resolviendo el sistema formado por las ecuaciones (2.4.6) y (2.4.10), obtenemos
α(x′) y β(x′):
α(x′) =
∣∣∣∣0 −ekL sinh[k(x′ − l)]1
k
− cosh kx′
∣∣∣∣∣∣∣∣ sinh kx′ −ekL sinh[k(x′ − l)]− cosh kx′ −ekL cosh[k(x′ − l)]
∣∣∣∣ =
sinh[k(x′ − l)]
k sinh kl
. (2.4.11)
Para el ca´lculo del determinante del denominador se ha tenido en cuenta las rela-
ciones trigonome´tricas hiperbo´licas del a´ngulo resta.
β(x′) =
∣∣∣∣ sinh kx′ 0− cosh kx′ 1
k
∣∣∣∣∣∣∣∣ sinh kx′ −ekL sinh[k(x′ − l)]− cosh kx′ −ekL cosh[k(x′ − l)]
∣∣∣∣ =
sinh kx′
eklk sinh kl
. (2.4.12)
Finalmente, obtenemos la funcio´n de Green del problema:
G(x, y) =

sinh(kx) sinh[k(x′ − l)]
k sinh(kl)
si 0 ≤ x′ ≤ x ≤ l.
sinh(kx′) sinh[k(x− l)]
k sinh(kl)
si 0 ≤ x ≤ x′ ≤ l.
(2.4.13)
A continuacio´n, veamos otra expresio´n para la funcio´n de Green dada por la expan-
sio´n de la funcio´n de Green en serie de autofunciones. Considerando el problema de
autofunciones y autovalores del operador L := d
2
dx2
:
L[φ(x)] = −µφ(x). (2.4.14)
La solucio´n a la ecuacio´n diferencial:
φ(x) = A sin(
√
µx) +B cos(
√
µx). (2.4.15)
Imponiendo las condiciones de contorno φ(0) = φ(l) = 0 del problema:
La condicio´n φ(0) = 0 implica que B = 0.
La condicio´n φ(l) = 0 implica que sin(
√
µl) = 0. Por lo tanto:
µn =
n2pi2
l2
, n = 0, 1, 2, 3, ... (2.4.16)
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Por lo tanto las autofunciones:
φn(x) = sin
(npi
l
x
)
, n = 0, 1, 2, 3, ... (2.4.17)
Ahora, consideremos (2.3.30):
G(x, x′) =
∑
n
1
|φn(x)|2
φn(x)φ
∗
n(x
′)
(λ− µn) , (2.4.18)
y la condicio´n de normalizacio´n:
|φn(x)|2 =
∫ l
0
sin
(npi
l
x
)2
dx =
l
2
− sin
(
2npi
l
l
)
4npi
l
=
l
2
. (2.4.19)
Finalmente, teniendo en cuenta que para nuestro problema λ = −k2:
G(x, x′) = −2
l
∑
n
sin
(
npi
l
x′
)
k2 +
(
npi
l
)2 sin(npil x) . (2.4.20)
Por lo tanto, hemos obtenido un expresio´n equivalente para la funcio´n de Green.
Ejemplo 2 El problema de condiciones de contorno:
xy′′(x) + y′(x)− 4
x
y = f(x), 1 ≤ x, , y(1) = 0, l´ım
x→∞
6=∞. (2.4.21)
Consideremos la funcio´n de Green asociada al problema de condiciones de contorno,
que viene definida por la ecuacio´n:
xG′′(x, x′) +G′(x, x′)− 4
x
G(x, x′) = δ(x− x′). (2.4.22)
En primer lugar, obtenemos la solucio´n para x 6= x′, es decir la solucio´n a la ecuacio´n
homoge´nea; la cual se trata de una ecuacio´n diferencial de Euler. Para resolverla
ensayemos una solucio´n de la forma y(x) = xm. Luego
y′(x) = mx(m−1), y′′(x) = m(m− 1)x(m−2).
Sustituyendo en la ecuacio´n homoge´nea, obtenemos que:
xm−1(m2 − 4) = 0. (2.4.23)
Y por lo tanto, y(x) es solucio´n cuandom2−4 = 0, es decir,m±2. La solucio´n general
se expresa como combinacio´n lineal de las dos soluciones particulares: y2(x) = x
2
asociada a m = +2 y y−2(x) = x−2 asociada a m = −2. Por lo tanto la funcio´n de
Green en x 6= x′ se escribe:
G(x, x′) =
{
A(x′)x2 +B(x′)x−2 si 1 ≤ x < x′.
C(x′)x2 +D(x′)x−2 si 1 ≤ x′ < x.
(2.4.24)
La funcio´n de Green satisface las condiciones de contorno:
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G(1, x′) = 0 lo cual implica A(x′) = −B(x′).
La condicio´n de finitud cuando x −→∞.
l´ım
x→∞
G(x, x′) = l´ım
x→∞
(
C(x′)x2 +D(x′)x−2
) 6=∞ =⇒ C(x′) = 0. (2.4.25)
La funcio´n de Green se reduce a:
G(x, x′) =
{
G1(x, x
′) = A(x′) [x2 − x−2] si 1 ≤ x ≤ x′.
G2(x, x
′) = D(x′)x−2 si 1 ≤ x′ ≤ x. (2.4.26)
Ahora, consideremos la continuidad de G(x, x′) en x = x′:
A(x′)
[
x
′2 − x′−2
]
= D(x′)x
′−2. (2.4.27)
Integrando la ecuacio´n (2.4.22) entre x′ − ε y x′ + ε se deduce la discontinuidad de
la derivada:∫ x′+ε
x′−ε
xG′′(x, x′) +G′(x, x′)− 4
x
G(x, x′) dx =
∫ x′+ε
x′−ε
δ(x− x′) dx, (2.4.28)
[xG′(x, x′)]x
′+ε
x′−ε +
∫ x′+ε
x′−ε
4
x
G(x, x′) dx =
∫ x′+ε
x′−ε
δ(x− x′) dx. (2.4.29)
Tomando el limite cuando ε −→ 0:
∂G(x, x′)
∂x
∣∣∣∣
+
− ∂G(x, x
′)
∂x
∣∣∣∣
−
=
1
x′
. (2.4.30)
Se obtiene entonces que:
A(x′)
[
x
′2 − x′−2
]
+ 2D(x′)x
′−2 = −1. (2.4.31)
De (2.4.27) y (2.4.31) se obtiene que:
D(x′) = −x
′2
4
, A(x′) = − 1
2(x′2 + x′2)
. (2.4.32)
La funcio´n de Green resulta entonces:
G(x, x′) =

− 1
2(x′2 + x′2)
[
x2 − x−2] , si 1 ≤ x ≤ x′.
−x
′2
4
x−2, si 1 ≤ x′ ≤ x.
(2.4.33)
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2.5. Me´todos para la determinacio´n de la funcio´n
de Green
Para determinar la funcio´n de Green asociada a una ecuacio´n diferencial da-
da; hay dos me´todos ampliamente utilizados: el me´todo de separacio´n de variables
de Bernouilli y el me´todo de la transformada integral. Tambie´n, cabe destacar los
me´todos nume´ricos que se pueden implementar computacionalmente. En los cap´ıtu-
los siguientes procederemos a determinar la funcio´n de Green asociada a diferentes
ecuaciones que tienen gran intere´s f´ısico.
La ecuacio´n de oscilador armo´nico:
d2u(t)
dt2
+ ω20u(t) = 0.
La ecuacio´n de Laplace: ∇2u = 0.
La ecuacio´n de Poisson: ∇2u = −ρ/ε.
La ecuacio´n de Helmholtz : ∇2u± k2u = 0.
La ecuacio´n de ondas :
∂2u
∂t2
− c2∇2u = 0. (2.5.1)
La ecuacio´n de Schro¨dinger independiente del tiempo:
[E −H(r)]ψ(r) = 0. (2.5.2)
La ecuacio´n de Schro¨dinger
−i~∂ψ
∂t
= Hψ. (2.5.3)
La ecuacio´n de Klein-Gordon (+m2)ψ = 0.
La ecuacio´n de Dirac (i/∂ −m)ψ(x) = δ(4)(x− y).
2.5.1. Me´todo de separacio´n de variables de Bernouilli
El me´todo es de gran utilidad y fundamental en el estudio de la soluciones para
ciertas ecuaciones en derivadas parciales, las cuales tienen gran intere´s en f´ısica. Sin
embargo, este me´todo no es aplicable a todas las ecuaciones en derivadas parciales.
En este sentido, aquellas ecuaciones en las que este me´todo es aplicable se denomi-
nada separables. Para el caso de ecuaciones diferenciales en derivadas parciales en
te´rminos del operador lineal:
L :=
(
∂
∂x0
...
∂n
∂xni
;x0...xi
)
. (2.5.4)
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La ecuacio´n diferencial se puede escribir:
L[u] = F, (2.5.5)
donde F es una funcio´n conocida y u es la funcio´n que se desea determinar. El pro-
blema de determinar la solucio´n a una ecuacio´n en derivadas parciales inhomoge´nea
L[u] = F mediante el me´todo de las funciones de Green, es ana´logo al caso de
ecuaciones diferenciales ordinarias.
Teorema 2.5.1 Sea f(x1, x2...xn) una funcio´n de n-variable continua en un cier-
to dominio D. Entonces la solucio´n u(x1, x2...xn) a la ecuacio´n L[u] = F , viene
determinada por:
u(x1, x2...xn) =
∫
D
G(x1, x2...xn;x
′
1, x
′
2...x
′
n)f(x
′
1, x
′
2...x
′
n)dx
′
1dx
′
2...dx
′
n. (2.5.6)
2.5.2. Me´todo de la transformada integral
Las transformaciones integrales son de gran utilidad en el estudio de ecuaciones
diferenciales, y por lo tanto en la determinacio´n de la funcio´n de Green asocia-
da. Consideremos una funcio´n f(x) y su funcio´n transformada F (y) respecto de la
variable s :
F (y) =
∫ b
a
k(x, y)f(x)dx, (2.5.7)
donde k(x, y) es el kernel de la transformada. Mediante la aplicacio´n de esta tras-
formacio´n lineal, la ecuacio´n diferencial se reduce a una ecuacio´n algebraica que nos
proporciona F (y). Finalmente, mediante la transformada integral inversa obtenemos
la solucio´n f(x). Algunos ejemplos de transformadas integrales.
Transformada de Laplace
L{f(t)} ≡ F (s) =
∫ ∞
0
f(t)e−stdt. (2.5.8)
La transformada inversa:
L−1{F (s)} ≡ f(t) = 1
2pii
∫ t+i∞
t−i∞
f(t)estdt. (2.5.9)
Transformada de Hankel de orden n
Hn{F (x)} = Fn(σ) =
∫ ∞
0
xf(x)Jn(σx)dx. (2.5.10)
La transformada inversa:
H−1n {Fn(σ)} = f(x) =
∫ ∞
0
xFnJn(σx)dσ. (2.5.11)
donde Jn(σx) son las funciones de Bessel de orden n.
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Transformada de Fourier
F{f(x)} ≡ F (k) =
∫ ∞
−∞
f(x)e−ikxdx. (2.5.12)
La transformada inversa:
F−1{f(x)} ≡ F (k) = 1
2pi
∫ ∞
−∞
F (k)eikxdk. (2.5.13)
En esta seccio´n solamente hemos incluido la definicio´n de las principales transfor-
madas, sin incluir ninguna de sus propiedades. A lo largo de los cap´ıtulos siguientes
haremos uso de algunas propiedades ba´sicas de la transformada de Fourier y de
Laplace que no expondremos.
Dada la importancia de la transformada de Fourier en los desarrollos posteriores
es necesario analizarla en mayor profundidad. A este fin, consideraremos una serie
de Teoremas, que aunque no demostraremos rigurosamente si que expondremos las
lineas generales de su demostracio´n. De acuerdo con (2.5.12) la integral que se re-
quiere evaluar a la hora de calcular la transformada es la siguiente integral compleja:
F (k) =
∫ ∞
−∞
f(x)e−ikxdx. (2.5.14)
Vamos ha encontrar situaciones en las que dicha integral no esta definida, puesto
que la funcio´n f(x) de variable real presenta singularidades en los puntos x0 < x1 <
... < xn. En este caso podemos definir el valor principal de Cauchy, si existe y es
finito, mediante el siguiente l´ımite:
V.P
∫ ∞
−∞
f(x)dx = l´ım
→0
{∫ x0−
−∞
f(x) dx+
∫ x1−
x0+
f(x) dx+ ...+
∫ ∞
xn+
}
. (2.5.15)
A continuacio´n consideremos el siguiente Teorema que va a ser utilizado en desarro-
llos posteriores.
Teorema 2.5.2 (Jordan) Sea f(z) una funcio´n compleja de variable compleja z,
anal´ıtica en el disco punteado D(z0; δ)−{z0}, con un polo simple z0. Sea ε < δ y sea
γε un arco circular en z0, de radio  y a´ngulo α, orientado en sentido antihorario,
como el representado en la Figura 2.2. Entonces:
l´ım
→0
∫
γε
f(z)dz = αiRes(f(z); z0). (2.5.16)
donde Res(f(z); z0) es el residuo de la funcio´n f(z) en el polo z0.
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Figura 2.2: Contorno de integracio´n entorno al polo simple z0.
Demostracio´n Sabemos que en el interior del disco centrado en z0 y de radio δ
podemos escribir:
f(z) =
b1
(z − z0) + g(z).
donde g(z) es anal´ıtica en el disco D(z0; δ)−{z0} y b1 = Res(f(z); z0). Por lo tanto:∫
γε
f(z)dz =
∫
γε
b1
(z − z0)dz +
∫
γε
g(z)dz. (2.5.17)
El arco γε se puede parametrizar por γε(θ) = z0 + e
iθ en θ ∈ [θ0, θ0 + α]. De esta
manera, podemos escribir:∫
γε
b1
(z − z0)dz = b1
∫ θ0+α
θ0
1
εeiθ
ieiθ = iαb1.
Por otro lado:
|
∫
γε
g(z)dz| ≤
∫
γε
|g(z)|d|z| ≤M
∫
γε
d|z| = ML(γε),
donde M es el valor ma´ximo de |g(z)| y L(γε) = α. Se deduce entonces que la
integral es nula cuando  −→ 0.
Tras este Teorema ya estamos en disposicio´n de introducir el resultado funda-
mental de esta seccio´n. Recordemos que si la funcio´n a integrar en (2.5.14) posee
polos que no caigan sobre el eje real, es decir, polos complejos entonces la transfor-
mada de Fourier se calcula mediante la aplicacio´n del teorema de los residuos. En
caso contrario debemos recurrir al concepto de valor principal de Cauchy.
Teorema 2.5.3 Sea f(z) una funcio´n de la forma f(z) = e±ikzg(z) con k > 0, que
adema´s es meromorfa en el plano complejo y que admite polos simples en el eje real.
Adema´s, existe dos constantes r > 0 y M > 0 tales que para todo nu´mero complejo
z con Im(z) ≥ 0 y|z| ≥ r, tenemos que:
|g(z)| ≤ M|z| . (2.5.18)
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Entonces:
V.P
∫ ∞
−∞
eikzg(z)dx =
= 2pii
∑
{Res(f(z) en semiplano superior}+ pii
∑
{Res(f(z) en el eje real}.
V.P
∫ ∞
−∞
e−ikzg(z)dx =
= −2pii
∑
{Resf(z) en semiplano inferior} − pii
∑
{Res(f(z) en el eje real}.
A continuacio´n, daremos la idea general de la demostracio´n de este resultado. Sin
embargo, la demostracio´n formal se puede encontrar en [6].
Demostracio´n La demostracio´n del resultados para el primer caso se basa en
considerar la integral a lo largo del contorno que se muestra en la Figura 2.3. La
integral sobre el contorno semicircular γR de radio R es igual a 2pi multiplicado por
los residuos sobre el semiplano superior. Dicha integral tiende a cero cuando R −→
∞ (el motivo de la acotacio´n). Seguidamente, se deben analizar los semicirculos que
rodean a los polos reales mediante el Teorema de Jordan, es decir, cuando  −→ 0.
De este teorema se obtiene el sumando asociado a los polos sobre el eje real. En el
segundo caso se considera un contorno ana´logo pero en el semiplano inferior y se
realizan las mismas consideraciones.
Figura 2.3: Contorno de integracio´n coniderado en la demostacio´n del Teorema 2.5.3.
En verde se muestran los polos sobre el eje real.
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— “Piece, or part, of the who-
le of nature is always merely
an approximation to the com-
plete truth, or the complete
truth so far as we know it.
In fact, everything we know
is only some kind of approxi-
mation because we know that
we do not know all the laws
as yet.”
— Richard P. Feynman — 3
Funciones de Green en f´ısica cla´sica
En este cap´ıtulo vamos a comenzar con el estudio de diversos sistemas f´ısicos
mediante el me´todo de las funciones de Green. Nos restringiremos al estudio de
sistemas cla´sicos de importancia en F´ısica. En primer lugar, comenzaremos con el
estudio del que quiza´, sea el ejemplo ma´s importante, el del oscilador armo´nico sim-
ple. Seguidamente, en consonancia con el anterior, se estudiara´ el oscilador armo´ni-
co amortiguado. Una introduccio´n a estos problemas se presenta en [9]. Finalmente,
entraremos en contacto con las ecuaciones en derivadas parciales a trave´s de la ecua-
cio´n del calor unidimensional y la ecuacio´n de ondas unidimensional. Un desarrollo
de dichos problema en otros sistemas de coordenadas y bajo otras condiciones de
contorno se encuentra en [10].
3.1. Oscilador armo´nico
Comencemos considerando la Lagrangiana del sistema:
L(x, x˙) =
1
2
mx˙2 − 1
2
kx2, (3.1.1)
donde k es una constante k > 0. A partir de las ecuaciones de Euler-Lagrange
obtenemos la siguiente ecuacio´n del movimiento:
m
d2x(t)
dt2
+ kx(t) = 0. (3.1.2)
Teniendo en cuenta que la frecuencia de oscilaciones libres es ω0 =
√
k
m
, se puede
reescribir:
d2x(t)
dt2
+ ω20x(t) = 0. (3.1.3)
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Como es sabido, la solucio´n a (3.1.3) se puede escribir
x(t) = A cos(ω0t) +B sin(ω0t), (3.1.4)
donde las constantes A y B se determinan a partir de las condiciones iniciales.{
x(t = 0) = x0 = A.
v(t = 0) = v0 = Bω0.
(3.1.5)
De esta forma se tiene que la solucio´n:
x(t) = x0 cos(ωt) +
v0
ω0
sin(ω0t). (3.1.6)
Sin embargo, el problema que nos interesa es el de las oscilaciones de un part´ıcula
sometida a una fuerza de externa F (t). Por lo tanto, la ecuacio´n del movimiento:
d2x(t)
dt2
+ ω20x(t) =
F (t)
m
. (3.1.7)
Para determinar la funcio´n de Green asociada a la ecuacio´n del movimiento (3.1.7)
procederemos mediante el me´todo de la transformada de Fourier. La funcio´n de
Green viene definida como la solucio´n a la siguiente ecuacio´n diferencial:
∂2G(t, t′)
∂t2
+ ω20G(t, t
′) =
1
m
δ(t− t′). (3.1.8)
Considerando la transformada de Fourier de la funcio´n de Green respecto de la
variable t.
G˜(κ, t′) =
∫ ∞
−∞
G(t, t′)e−iκtdt, (3.1.9)
y su transformada inversa:
G(t, t′) =
1
2pi
∫ ∞
−∞
G˜(κ, t′)eiκtdκ. (3.1.10)
Aplicando la transformacio´n de Fourier a la ecuacio´n (3.1.8) obtenemos la siguiente
ecuacio´n algebraica:
[−κ2 + ω20]G˜(κ, t′) =
e−iκt
′
m
. (3.1.11)
La resolucio´n de esta ecuacio´n nos proporciona un expresio´n para G˜(κ):
G˜(κ, t′) =
e−iκt
′
m(ω20 − κ2)
. (3.1.12)
En consecuencia, podemos obtener la funcio´n de Green mediante la transformada
inversa de Fourier de (3.1.12):
G(t, t′) = − 1
2pim
∫ ∞
−∞
eiκ(t−t
′)
(κ− ω20)
dκ. (3.1.13)
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El integrando de (3.1.12) es una funcio´n que presenta dos polos simples κ = ±ω0
que se localizan sobre el eje real del κ-plano complejo, tal y como se representa en
la Figura 3.1. Por lo tanto estamos en condicio´n de aplicar el Teorema 2.5.3, basado
en el teorema de los residuos.
G(t, t′) = − 1
2pim
∫ ∞
−∞
eiκ(t−t
′)
(κ− ω0)(κ+ ω0)dκ = (3.1.14)
− 1
2pim
V.P
∮
C
eiκ(t−t
′)
(κ− ω0)(κ+ ω0)dκ = −
pii
2pim
(Res[ω0] +Res[−ω0]).
Es decir, la integral debe entenderse como un valor principal de Cauchy.
Figura 3.1: Contorno de integracio´n para el oscilador armo´nico simple
Los residuos asociados al polo de primer orden κ = ω0:
Res [ω0] = l´ım
κ→ω0
[
(κ− ω0) e
iκ(t−t′)
(κ− ω0)(κ+ ω0)
]
= l´ım
κ→ω0
[
eiκ(t−t
′)
(κ+ ω0)
]
=
eiω0(t−t
′)
2ω0
.
De forma ana´loga se procede con el polo κ = −ω0:
Res [−ω0] = l´ım
κ→−ω0
[
(κ+ ω0)
eiκ(t−t
′)
(κ− ω0)(κ+ ω0)
]
= l´ım
κ→−ω0
[
eiκ(t−t
′)
(κ− ω0)
]
= −e
−iω0(t−t′)
2ω0
.
Recordemos, que de acuerdo con el Teorema 2.5.3 la integral es va´lida cuando t−t′ >
0 y debemos consideramos los polos en el semiplano superior y eje real. En caso de
considerar el caso t′ − t > 0, debemos tener en cuenta los polos sobre el semiplano
inferior y el eje real. Nosotros consideraremos el caso primero, pues como ya veremos
es el u´nico f´ısicamente aceptable. Recodemos que dado que los polos se localizan
sobre el eje real debemos considerar la definicio´n de valor principal de Cauchy. As´ı
pues, teniendo en cuenta la formula de Euler, obtenemos:
G(t, t′) =
sin[ω(t− t′)]
2mω0
H(t− t′), (3.1.15)
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donde H(t − t′) es la funcio´n de Heaviside que nos indica que la funcio´n de Green
esta´ definida cuando t − t′ > 0. Puesto que esta es la primera aplicacio´n que se
presenta, y unido a la importancia que tiene el oscilador armo´nico en F´ısica vamos
a analizarlo en mayor profundidad. A continuacio´n, veamos que esta solucio´n es
f´ısicamente aceptable. Del cap´ıtulo anterior se infiere que la solucio´n particular a
la ecuacio´n inhomoge´nea que incluye el te´rmino de forzaje F (t), nos proporciona la
ecuacio´n del movimiento :
x(t) =
∫ t′f
t′i
G(t, t′)
F (t′)
m
dt′. (3.1.16)
Donde t′i y t
′
f representan, respectivamente, el tiempo inicial y final de actuacio´n
del te´rmino de forzaje. Por lo tanto, se deduce que el efecto de la fuente F (t′) se
observa sobre el movimiento de la part´ıcula (x(t)) en un instante despue´s t > t′. La
funcio´n de Green,entonces, depende del tiempo t de observacio´n del movimiento de
la part´ıcula y del tiempo t′ en el que actu´a la fuente. El principio de causalidad
exige que el efecto se debe observar despue´s de la causa. Por la tanto, para que la
funcio´n de Green sea f´ısicamente aceptable debe satisfacer las siguientes condiciones:
G(t, t′) = 0,
∂G(t, t′)
∂t
= 0, ∀ t < t′. (3.1.17)
En particular, para el instante t = 0 (condicio´n inicial) se tiene que G(0, t′) = 0.
La fuente se puede expresar como una superposicio´n continua de forzajes elemen-
tales que actu´an en cada instante, y de esta forma el efecto que produce sobre el
movimiento de la part´ıcula se puede expresar como la superposicio´n de los efec-
tos elementales producidos en cada instante. Esto queda reflejado en la ecuacio´n
(3.1.16). A continuacio´n, a pesar de lo abstracto de las funciones de Green merece la
pena considerar la representacio´n de la funcio´n hallada en (3.1.15), en la que se pue-
de observar las principales caracter´ısticas mencionadas. Para ello ve´ase la Figura 3.2
Figura 3.2: Funcio´n de Green del oscilador armo´nico (3.1.15) para una masa unitaria
y frecuencias ω0 = 4 a la izquierda y frecuencias ω0 = 8 a la derecha.
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3.2. Oscilador armo´nico amortiguado
A continuacio´n vamos a considerar el oscilador armo´nico amortiguado bajo un
fuerza proporcional a la velocidad Fam = −βx˙. El problema es continuacio´n del
anterior, en el que ahora incluimos un te´rmino de amortiguamiento. Por lo tanto, la
ecuacio´n del movimiento para las oscilaciones amortiguadas de un part´ıcula material
de masa m, bajo la accio´n de una fuerza gene´rica F (t), resulta:
m
d2x(t)
dt2
+ β
dx(t)
dt
+ kx(t) = F (t). (3.2.1)
Definiendo el para´metro de amortiguamiento γ y considerando la frecuencia de las
oscilaciones libres ω0:
2γ =
β
m
, ω20 =
k
m
. (3.2.2)
La ecuacio´n (3.2.1) se puede reescribir de la siguiente manera:
d2x(t)
dt2
+ 2γ
dx(t)
dt
+ ω20x(t) =
1
m
F (t). (3.2.3)
Por lo tanto, podemos definir la funcio´n de Green asociada mediante la siguiente
ecuacio´n diferencial en derivadas parciales:
∂2G(t, t′)
∂t2
+ 2γ
∂G(t, t′)
∂t
+ ω20G(t, t
′) =
1
m
δ(t− t′). (3.2.4)
Para la determinacio´n de la funcio´n de Green procederemos como en el apartado
anterior, mediante el me´todo de la transformada de Fourier. A este fin, consideremos
de nuevo la transformada de Fourier de la funcio´n de Green:
G˜(κ, t′) =
∫ ∞
−∞
G(t, t′)e−iκtdt. (3.2.5)
Considerando la transformada de Fourier de la ecuacio´n (3.2.4) y las propiedades de
la transformada de Fourier, obtenemos:
[−κ2 + 2iγκ+ ω20]G˜(κ, t′) =
e−iκt
′
m
. (3.2.6)
Luego:
G˜(κ, t′) = − 1
m
e−iκ(t
′)
κ2 − 2iγκ− ω20
. (3.2.7)
La funcio´n G(t, t′) se obtiene extrayendo la transformada de Fourier inversa:
G(t, t′) =
−1
2pim
∫ ∞
−∞
eiκ(t−t
′)dκ
κ2 + 2iγκ− ω20
, (3.2.8)
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=
−1
2pim
∫ ∞
−∞
eiκ(t−t
′)dκ
(κ− λ1)(κ− λ2) .
Donde
λ1 = iγ +
√
(ω20 − γ2). (3.2.9)
λ2 = iγ −
√
(ω20 − γ2). (3.2.10)
Para la resolucio´n de la integral recurriremos, de nuevo, al teorema 2.5.2 o de forma
equivalente el teorema de los residuos, pues no existen polos sobre el eje real. Para
ello procederemos al ca´lculo de los residuos de los polos simples κ = λ1, λ2. Ambos
polos se localizan en el semiplano superior, como se muestra en la Figura 3.3.
Figura 3.3: Contorno de integracio´n para el orcilador armo´nico amortiguado.
Por lo tanto, los residuos son:
Res
[
G˜(κ, t′);λ1
]
=
−1
m
l´ım
κ→λ1
[
(κ− λ1) e
iκ(t−t′)
(κ− λ1)(κ− λ2)
]
=
−1
m
eiλ1(t−t
′)
λ1 − λ2 .
De forma ana´loga se procede con el polo κ = λ2:
Res
[
G˜(κ, t′);λ2
]
=
−1
m
l´ım
κ→λ2
[
(κ− λ2) e
iκ(t−t′)
(κ− λ1)(κ− λ2)
]
=
1
m
eiλ2(t−t
′)
λ1 − λ2 .
Se distinguen, ahora, varios casos.
Subamortiguado (γ < ω0) En este caso como se muestra en la figura 3.3 los
polos se localizan de forma sime´trica sobre el semiplano superior.
G(t, t′) =
−i
m
[
eiλ1(t−t
′)
λ1 − λ2 −
eiλ2(t−t
′)
λ1 − λ2
]
, ∀ t > t′. (3.2.11)
Sustituyendo la expresio´n de λ1 y λ2, y considerando la definicio´n del seno,
podemos escribir:
G(t, t′) =
e−γ(t−t
′)
m
sin[
√
ω20 − γ2(t− t′)]√
ω20 − γ2
H(t− t′). (3.2.12)
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A partir de su representacio´n, que se muestra en la Figura 3.4, se pueden observar
sus principales caracter´ısticas. Se observa que la amplitud de la funcio´n de Green
disminuye gradualmente debido al factor exponencial, de igual forma que sucede con
su solucio´n. Esto se debe a que la solucio´n particular a la ecuacio´n (3.2.3) se puede
expresar como:
x(t) =
∫ t′f
t′i
G(t, t′)
F (t′)
m
dt′. (3.2.13)
Donde t′i y t
′
f representan, respectivamente, el tiempo inicial y final de actuacio´n del
te´rmino de forzaje. Este comportamiento de oscilaciones que reducen gradualmente
su amplitud hasta detenerse es caracter´ıstico del oscilador subamortiguado. Tambie´n
recordar que de acuerdo con el principio de causalidad la funcio´n solamente se define
para t > t′.
Figura 3.4: Funcio´n de Green del oscilador armo´nico subamortiguado (3.2.12).
Sobreamortiguado (γ > ω0)
De forma ana´loga al caso anterior pero teniendo en cuenta que γ > ω0 y utili-
zando la definicio´n de seno hiperbo´lico, tenemos que:
G(t, t′) =
e−γ(t−t
′)
m
sinh[
√
γ2 − ω20(t− t′)]√
γ2 − ω20
H(t− t′). (3.2.14)
Su representacio´n gra´fica se muestra en la Figura 3.5.
En este caso, se pude observar la funcio´n de Green describe una oscilacio´n, a lo
sumo, antes de hacerse cero.
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Figura 3.5: Funcio´n de Green del oscilador armo´nico sobreamortiguado (3.2.14).
Amortiguamiento cr´ıtico (γ = ω0)
Tenemos un polo de segundo orden λ = iγ sobre el eje imaginario. El correspon-
diente residuo:
Res
[
eiκ(t−t
′);iγ
(κ− iγ)2
]
= l´ım
κ→iγ
(
d
dκ
(κ− iγ)2 e
iκ(t−t′)
(κ− iγ)2
)
= ie−γ(t−t
′)(t− t′). (3.2.15)
Por lo tanto, ya podemos obtener la funcio´n de Green:
G(t, t′) =
e−γ(t−t
′)
m
(t− t′)H(t− t′). (3.2.16)
Finalmente, consideraremos el representacio´n gra´fica de la funcio´n de Green para
el caso de amortiguamiento cr´ıtico, mostrada en la Figura 3.6. La funcio´n de Green
describe una oscilacio´n antes de hacerse cero.
3.3. Ecuacio´n del calor
En primer lugar consideremos la ecuacio´n del calor unidimensional, que nos pro-
porciona ϕ(x, t), es decir, la distribucio´n unidimensional de la temperatura a lo largo
del tiempo:
∂ϕ(x, t)
∂t
− k∂
2ϕ(x, t)
∂x2
= f(x, t). (3.3.1)
Donde k > 0 es la conductividad te´rmica y f(x, t) el te´rmino inhomoge´neo que
representa una determinada fuente de calor, que esta´ distribuida a lo largo del eje x
y puede variar en el tiempo. Por lo tanto consideraremos las siguientes condiciones.
La condicio´n de contorno l´ım
x→±∞
ϕ(x, t) 6= ±∞.
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Figura 3.6: Funcio´n de Green del oscilador armo´nico para el amortiguamiento cr´ıtico
(3.2.16).
La condicio´n inicial u(x, 0) = 0.
Por lo tanto estamos considerando la ecuacio´n del calor sobre un dominio infinito,
es decir, estamos modelizando la difusio´n del calor sobre una barra longitudinal
de dimensio´n infinita. La funcio´n de Green G(x, x′; t, t′) asociada a esta ecuacio´n
diferencial viene determinada por:
∂G(x, x′; t, t′)
∂t
− k∂
2G(x, x′; t, t′)
∂x2
= δ(x− x′)δ(t− t′). (3.3.2)
A diferencia del caso anterior, tenemos una ecuacio´n diferencial en derivadas parcia-
les, por lo que debemos considerar el te´rmino de la delta de Dirac en las variables t
y x. Las condiciones asociadas al problema son:
l´ım
x→±∞
G(x, x′; t, t′) 6= ±∞.
G(x, x′; 0, t′) = 0.
Para determinar la correspondiente funcio´n de Green, la manera ma´s sencilla de
proceder es recurrir a la transformada de Laplace respecto del tiempo. Recordemos
que la transformada de Laplace esta´ definida para t > t′. Por lo tanto, tenemos que:
G(x, x′; s, t′) =
∫ ∞
0
G(x, x′; t, t′)e−stdt. (3.3.3)
Considerando las condicio´n iniciales y tomando la transformada de Laplace de
(3.3.2), obtenemos:
sG(x, x′; s, t′)−G(x, x′; 0, t′)− k∂
2G(x, x′; s, t′)
∂x2
= e−st
′
δ(x− x′). (3.3.4)
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La ecuacio´n se puede reescribirse de la siguiente manera:
∂2G(x, x′; s, t′)
∂x2
− s
k
G(x, x′; s, t′) = −e
−st′δ(x− x′)
k
. (3.3.5)
A continuacio´n procederemos mediante el me´todo de la transformada de Fourier en
la variable x.
G˜(κ, x′; s, t′) =
∫ ∞
−∞
G(x, x′; s, t′)e−iκxdx. (3.3.6)
Por lo tanto, tomando la transformada de Fourier de la ecuacio´n (3.3.5):
(iκ)2G˜(κ, x′; s, t′)− s
k
G˜(κ, x′; s, t′) = −1
k
e−(iκx
′+st′). (3.3.7)
Reagrupando te´rminos:
G˜(κ, x′; s, t′) =
1
k
e−(iκx
′+st′)
κ2 + c
κ
. (3.3.8)
Extrayendo su transformada inversa, obtenemos:
G(x, x′; s, t′) =
e−st
′
2pik
∫ ∞
−∞
eiκ(x−x
′)
κ2 + s
k
dκ. (3.3.9)
En este problema los polos de primer orden se localizan sobre el eje imaginario
λ1 = i
√
s
k
y λ2 = −i
√
s
k
. En primer lugar consideremos el residuo del polo localizado
sobre el semiplano superior λ1 = i
√
s
k
, como se muestra en la Figura 3.7.
Figura 3.7: Contorno de integracio´n sobre el semiplano superior.
Res
[
eiκ(x−x
′)
κ2 + s
k
;λ1
]
= l´ım
κ→λ1
[
(κ− λ1) e
iκ(x−x′)
(κ− λ1)(κ− λ2)
]
=
e−
√
s
k
(x−x′)
2i
√
s
k
.
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Aplicando el Teorema 2.5.3, obtenemos la funcio´n G(x, x′; s) cuando x > x′:
G(x, x′; s, t′) =
e−st
′
2pik
[
2pii
e−
√
s
k
(x−x′)
2i
√
s
k
]
=
e−
√
s
k
(x−x′)−st′
2k
√
s
k
, ∀ x > x′. (3.3.10)
Ahora, consideremos el residuo del polo localizado sobre el semiplano inferior λ2 =
−i√ s
k
, como se indica en la Figura 3.8.
Figura 3.8: Contorno de integracio´n sobre el semiplano inferior.
Res
[
eiκ(x−x
′)
κ2 + s
k
;λ2
]
= l´ım
κ→λ2
[
(κ− λ2) e
iκ(x−x′)
(κ− λ2)(κ− λ1)
]
=
e
√
s
k
(x−x′)
−2i√ s
k
De nuevo, aplicamos el Teorema 2.5.3 que nos permite escribir:
G(x, x′; s, t′) =
e−st
′
2pik
[
−2piie
√
s
k
(x−x′)
2i
√
s
k
]
=
e
√
s
k
(x−x′)−st′
2k
√
s
k
, ∀ x′ > x. (3.3.11)
Finalmente, combinando (3.3.10) y (3.3.11) obtenemos G(x, x′; s, t′) en todo el es-
pacio.
G(x, x′; s, t′) =
e−|x−x
′|
√
s
k
−st′
2k
√
s
k
. (3.3.12)
Seguidamente, tomamos la transformada de Laplace inversa.
G(x, x′; t, t′) = L−1{G(x, x′; s, t′)}.
Utilizando software de ca´lculo simbo´lico, obtenemos:
G(x, x′; t, t′) =
H(t− t′)√
4pik(t− t′) exp
[
− (x− x
′)2
4κ(t− t′)
]
. (3.3.13)
La funcio´n de Heaviside establece la compatibilidad de la funcio´n de Green con el
principio de causalidad, de tal forma que solamente esta´ definida cuando t > t′.
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3.4. Ecuacio´n de ondas
Para finalizar este cap´ıtulo dedicado a la f´ısica cla´sica vamos a determinar la
funcio´n de Green asociada a la ecuacio´n de onda, con el objetivo de analizar las
vibraciones forzadas u(x, t).
∂2u(x, t)
∂t2
− c2∂
2u(x, t)
∂x2
= f(x, t), 0 < x < L, 0 < t. (3.4.1)
Donde c > 0 se corresponde a la velocidad de propagacio´n de la onda. Las condiciones
de contorno asociadas al problema se corresponden a las de una cuerda de longitud
L:
u(0, t) = u(L, t) = 0, 0 < t. (3.4.2)
Y las condiciones iniciales:
u(x, 0) = ut(x, 0) = 0, 0 < x < L. (3.4.3)
Con todo esto, tenemos que las funcio´n de Green G(x, x′; t, t′) asociada al problema
sera´n las siguientes:
∂2G(x, x′; t, t′)
∂t2
− c2∂
2G(x, x′; t, t′)
∂x2
= δ(x− x′)δ(t− t′), 0 < x < L, 0 < t.
(3.4.4)
Las condiciones de contorno:
G(0, x′; t, t′) = G(L, x′; t, t′) = 0, 0 < t. (3.4.5)
Las condiciones iniciales
G(x, x′; 0, t′) = Gt(0, x′; 0, t′) = 0, 0 < x < L. (3.4.6)
Tomando la transformada de Laplace (3.3.2) de (3.4.4) y considerando las condicio-
nes iniciales obtenemos:
∂2G(x, x′; t, t′)
∂x2
− s
2
c2
G(x, x′; t, t′) = −δ(x− x
′)
c2
e−st
′
, 0 < x < L. (3.4.7)
El problema de Sturm-Liouville que se presenta ya ha sido resuelto en el Ejem-
plo 1 del cap´ıtulo anterior. Tomando la ecuacio´n (2.4.20) de la funcio´n de Green y
adapta´ndola a la ecuacio´n (3.4.7), podemos escribir:
G(x, x′; s, t′) =
2e−st
′
L
∑
n
sin
(
npi
L
x′
)
sin
(
npi
L
x
)
s2 + c2 n
2pi2
L2
(3.4.8)
Tomando la transformada inversa de Laplace, obtenemos la funcio´n de Green.
G(x, x′; t, t′) =
2
pic
H(t− t′)
∞∑
n
sin
(npi
L
x′
)
sin
(npi
L
x
)
sin
(
npic(t− t′)
L
)
.
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— “If quantum mechanics
hasn’t profoundly shocked
you, you haven’t understood
it yet.”
—Niels Bohr—
4
Funciones de Green en meca´nica cua´ntica
En el desarrollo de la meca´nica cua´ntica aparecen, con frecuencia, problemas de
condiciones de contorno; lo cual muestra la necesidad de implementar me´todos para
su resolucio´n. Uno de los ma´s utilizados se corresponde al me´todo de las funciones
de Green. Evidentemente, estos me´todos se centran en el estudio de las ecuaciones
que describen los sistemas cua´nticos. La exposicio´n de este tema se va a realizar
de forma gradual, considerando en primer lugar el caso ma´s sencillo, que se corres-
ponde al de la ecuacio´n de Schro¨dinger independiente del tiempo. Posteriormente,
procederemos al estudio ma´s general de la ecuacio´n de Schro¨dinger, incluyendo la
dependencia respecto del tiempo. Finalmente, aunque no tendremos en cuenta los
efectos relativistas, cabe destacar la importancia de las funciones de Green asocia-
das a la ecuacio´n de Klein-Gordon y a la ecuacio´n de Dirac, en la teor´ıa cua´ntica de
campos; esto es debido a que el concepto de funcio´n de Green esta´ ligado al concepto
de propagador. Para ma´s informacio´n sobre el tema consultar [20].
4.1. Funcio´n de Green independiente del tiempo
Comenzamos con el estudio de las funciones de Green en meca´nica cua´ntica
analizando el caso independiente del tiempo. Procederemos a su desarrollo de forma
ana´loga a como se procede en [11] y [12].
Definicio´n 4.1.1 Sea z un nu´mero complejo y L̂(r) un operador hermı´tico. La fun-
cio´n de Green Ĝ(r, r′; z) se define como la solucio´n a la siguiente ecuacio´n inho-
moge´nea:
[z − L̂(r)]Ĝ(r, r′; z) = δ(r− r′). (4.1.1)
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Adema´s, supongamos que el operador hermı´tico L̂(r) es lineal. La correspondiente
ecuacio´n de autofunciones:
L̂(r)φn(r) = λnφn(r), (4.1.2)
donde se tiene que los autovalores λn son reales. En lo sucesivo consideremos que
Re[z] = λ y que Im[z] = s. Dado que se trata de un operador hermı´tico, las
autofunciones conforman un conjunto ortonormal de autofunciones, i.e:∫
φ∗n(r)φm(r)dr = δmn. (4.1.3)
La correspondiente relacio´n de cierre, teniendo en cuenta que el espectro del operador
L̂(r) puede ser discreto o continuo:∑
n
φ∗n(r
′)φn(r) +
∫
dn φ∗n(r
′)φn(r) = δ(r− r′). (4.1.4)
Por lo tanto el para´metro n puede ser discreto o continuo. A continuacio´n, trabaja-
remos en la representacio´n de posiciones (r-representacio´n), es decir, en la base de
autoestados del operador posicio´n. A este fin, consideremos la notacio´n de Dirac.
Por lo tanto, tenemos las siguientes relaciones:
φ(r) = 〈r|φn〉, (4.1.5)
Ĝ(r, r′; z) ≡ 〈r|Ĝ(z)|r′〉, (4.1.6)
〈r|r′〉 = δ(r− r′), (4.1.7)∫
|r〉〈r|dr = 1. (4.1.8)
Por lo tanto, podemos escribir:
(z − L̂)Ĝ(z) = 1, (4.1.9)
L̂|φn〉 = λn|φn〉, (4.1.10)
〈φn|φm〉 = δnm, (4.1.11)∑
n
|φn〉〈φn|+
∫
dn |φn〉〈φn| = 1. (4.1.12)
De la misma manera podemos trabajar en la representacio´n de momentos (p(k)-
representacio´n), es decir, en la base de autoestados del operador momento. Con
todo esto, tenemos que la solucio´n a (4.1.1) es:
Ĝ(z) =
1
z − L̂ . (4.1.13)
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Teniendo en cuenta la relacio´n de cierre (4.1.12), podemos escribir:
Ĝ(z) =
1
z − L̂
∑
n
|φn〉〈φn|+
∫
dn|φn〉〈φn|
=
∑
n
1
z − L̂ |φn〉〈φn|+
∫
dn
1
z − L̂ |φn〉〈φn|
=
∑
n
|φn〉〈φn|
z − λ +
∫ |φn〉〈φn|
z − λ dn. (4.1.14)
Donde en la u´ltima igualdad hemos tenido en cuenta la siguiente propiedad de la
funcio´n de un operador: F (L̂)|φn〉 = F (λn)|φn〉. De forma equivalente, tenemos que
en la representacio´n de posiciones (r-representacio´n):
Ĝ(r, r′; z) =
∑
n
φn(r)φ
∗
n(r
′)
z − λn +
∫
φn(r)φ
∗
n(r
′)
z − λn dn. (4.1.15)
Puesto que el operador L̂ es hermı´tico todos sus autovalores λn son reales. Por lo
tanto, Ĝ(z) es anal´ıtica en el z- plano complejo, excepto para los puntos del eje
real que coinciden con los autovalores discretos de L̂. De (4.1.14) se deduce que los
residuos de los polos simples Pn se corresponden a los autovalores discretos de L̂. Por
lo tanto, teniendo en cuenta la representacio´n integral de dichos residuos, basada en
el teorema de los residuos, podemos escribir:
Pn = |φn〉〈φn| = 1
2pii
∫
C
dz
z − L̂ . (4.1.16)
En el caso de que el espectro sea continuo {λ}, la funcio´n de Green Ĝ(z) presenta
una rama de discontinuidad sobre el eje real z = λ. En cualquier caso, en aquellos
puntos del eje real que verifiquen z = λn, la funcio´n no esta definida; puesto que
posee un polo de primer orden o una rama de discontinuidad, como se muestra en
la Figura 4.1.
Figura 4.1: Discontinuidad del plano complejo z en los autovalores L̂
Para soslayar dicho problema, cuando z = λ, definimos la funcio´n de Green como
un l´ımite. En consecuencia, introducimos las siguientes funciones:
Ĝ+(r, r′;λ) ≡ l´ım
s→0+
Ĝ(r, r′;λ+ is). Ĝ−(r, r′;λ) ≡ l´ım
s→0−
Ĝ(r, r′;λ+ is). (4.1.17)
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No´tese que estas funciones estara´n definidas cuando el anterior l´ımite existe y con-
verge. De (4.1.14) se deduce que:
Ĝ∗(r, r′; z) = Ĝ(r, r′; z∗). (4.1.18)
Si λ pertenece al espectro del operador L̂, tenemos que se verifica que:
Ĝ−(r, r′;λ) = [Ĝ+(r, r′;λ)]∗, (4.1.19)
lo que implica:
Re{Ĝ−(r, r′;λ)} = Re{Ĝ+(r, r′;λ)}, (4.1.20)
Im{Ĝ−(r, r′;λ)} = −Im{Ĝ+(r, r′;λ)}. (4.1.21)
A continuacio´n, examinemos la discontinuidad entre ambas funciones a lo largo del
eje real:
4̂G(z) ≡ Ĝ+(z)− Ĝ−(z)
= l´ım
s→0
[Ĝ+(λ+ is)− Ĝ−(λ− is) = l´ım
s→0
(
1
λ+ is− L̂ −
1
λ− is− L̂
)
.
Teniendo en cuenta la siguiente igualdad, cuya demostracio´n se puede encontrar
en [11]:
l´ım
s→0
s
(λ− L)2 + s2 = piδ(λ− L̂), (4.1.22)
resulta que:
4̂G = −2piiδ(λ− L̂) = −2pii
∑
n
δ(λ− λn)φ∗n(r′)φn(r). (4.1.23)
Recue´rdese que el para´metro n tambie´n puede ser continuo.
4̂G(r, r′;λ) = −2pii
∑
n
δ(λ− λn)φn(r)φ∗n(r′)− 2pii
∫
dn δ(λ− λn)φn(r)φ∗n(r′).
(4.1.24)
La cantidad
∑
n δ(λ − λn) se corresponde al nu´mero de estados para λ, es decir, a
N(λ). Y la cantidad
ρ(r;λ) =
∑
n
δ(λ− λn)φn(r)φ∗n(r) +
∫
dn δ(λ− λn)φn(r)φ∗n(r), (4.1.25)
es la densidad de estados por unidad de volumen. En consecuencia:
N(λ) =
∫
ρ(r;λ)dr. (4.1.26)
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Por lo tanto, tenemos que Ĝ+ y Ĝ− no son el mismo operador y que su diferencia
esta relacionada con la densidad de estados.
4̂G(r, r;λ) = −2piiρ(r;λ) (4.1.27)
Finalmente, veamos que la funcio´n de Green nos va a permitir obtener la solucio´n
le ecuacio´n inhomoge´nea general. Por lo tanto, consideremos el siguiente Teorema
que muestra la utilidad de las funciones de Green en el estudio de la ecuaciones
inhomoge´neas:
Teorema 4.1.1 Sea z un nu´mero complejo y L̂(r) un operador hermı´tico, lineal e
independiente del tiempo. Consideremos la ecuacio´n diferencial inhomoge´nea:
[z − L̂(r)]u(r) = f(r) (4.1.28)
La solucio´n u(r) a la ecuacio´n diferencial viene dada por:
u(r) =

∫
Ĝ(r, r′; z)f(r′)dr′ si z 6= λn∫
Ĝ±(r, r′; z)f(r′)dr′ + φ(r) si z = λn
(4.1.29)
donde Ĝ(r, r′; z) es la funcio´n de Green asociada al problema y φ(r) la solucio´n
general a la ecuacio´n homoge´nena.
Aunque hemos hecho un estudio general de las funciones de Green indepen-
dientes del tiempo, nuestro objetivo es el estudio de sistemas cua´nticos que vienen
gobernados por la ecuacio´n de Schro¨dinger.
[z − Ĥ(r)]G(r, r′;E) = 0. (4.1.30)
De esta forma haciendo las siguientes sustituciones:
L̂(r) −→ Ĥ(r), siendo Ĥ el operador hamiltoniano del sistema.
λ −→ E.
z = λ+ is −→ z = E + is.
λn −→ En.
La funcio´n de Green asociada al la ecuacio´n de Schro¨dinger independiente del tiempo
que satisface la ecuacio´n:
[z − Ĥ(r)]Ĝ(r, r′;E) = δ(r− r′). (4.1.31)
Por lo tanto, podemos escribir:
Ĝ(r, r′; z) =
∑
n
|φn〉〈φn|
z − E +
∫ |φn〉.〈φn|
z − E dn. (4.1.32)
Se deduce, entonces, que las singularidades de Ĝ(r, r′; z) son reales. Adema´s, los
polos de la funcio´n de Green se corresponden al espectro de energ´ıas discretas {En}
del sistema, cuando E < 0. En el caso E > 0, tendremos la correspondiente rama
de discontinuidad.
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4.1.1. Funciones de Green y teor´ıa de perturbaciones
El ca´lculo de la integral (4.1.32) en general no es sencilla y por lo tanto es nece-
sario recurrir a desarrollo perturbativos. A este fin, consideremos un hamiltoniano
de la forma:
Ĥ = Ĥ0 + Ŵ . (4.1.33)
Donde Ĥ0 es el hamiltoniano no perturbado, cuyos autovectores (y funcio´n de Green
asociada) son sencillos de calcular y Ŵ es el hamiltoniano perturbado, cuyos auto-
vectores (y funcio´n de Green asociada) son, en general, dif´ıciles de calcular. Las
correspondientes funciones de Green asociadas a Ĥ0 y Ĥ:
Ĝ0 =
1
z − Ĥ0
. Ĝ =
1
z − Ĥ . (4.1.34)
De (4.1.34) se deduce la siguiente relacio´n entre ambas funciones de Green:
Ĝ =
1
z − Ĥ0 − Ŵ
=
1
(z − Ĥ0)[1− (z − Ĥ0)−1)Ŵ ]
=
Ĝ0
1− Ĝ0Ŵ
. (4.1.35)
Considerando el desarrollo en series de potencias de [1− Ĝ0Ŵ−1], obtenemos:
Ĝ = Ĝ0 + Ĝ0Ŵ Ĝ0 + Ĝ0Ŵ Ĝ0Ŵ Ĝ0 + ... (4.1.36)
que se puede escribir:
Ĝ = Ĝ0 + [Ĝ0 + Ĝ0Ŵ Ĝ0 + Ĝ0Ŵ Ĝ0Ŵ Ĝ0 + ...]︸ ︷︷ ︸
G
Ŵ Ĝ0, (4.1.37)
de donde se deduce la siguiente expresio´n de recurrencia:
Ĝ = Ĝ0 + ĜŴ Ĝ0. (4.1.38)
En la representacio´n de posiciones (r-representacio´n), (4.1.38) se escribe:
Ĝ(r, r′; z) = Ĝ0(r, r′; z) +
∫
dr1dr2Ĝ0(r, r1; z)Ŵ (r1, r2)Ĝ(r2r
′; z). (4.1.39)
Ahora, consideremos la ecuacio´n schro¨dinger independiente del tiempo:
(E − Ĥ0)|ψ〉 = Ŵ |ψ〉, (4.1.40)
donde E pertenece al espectro continuo de Ĥ. Por lo tanto, del Teorema 4.1.1 se
deduce que la solucio´n a (4.1.40), cuando z = En, es:
|ψ±〉 = |φ〉+ Ĝ±0 (E)Ŵ |ψ±〉, (4.1.41)
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donde |φ〉 es la solucio´n a (E − Ĥ0)|φ〉 = 0. En el caso de que E no pertenezca el
espectro de Ĥ0 tenemos que:
|ψ〉 = Ĝ0(E)Ŵ |ψ±〉. (4.1.42)
De forma equivalente en la representacio´n de posiciones (r-representacio´n):
ψ±(r) = φ(r) +
∫
dr1dr2Ĝ
±
0 (r̂, r̂1;E)Ŵ (r1, r2)ψ
±(r2). (4.1.43)
En el caso particular de que Ŵ (r1, r2) = δ(r1 − r2)V̂ (r̂1), la ecuacio´n (4.1.43) se
transforma en la ecuacio´n Lippman-Schwinger :
ψ±(r) = φ(r) +
∫
dr1Ĝ
±
0 (r, r1;E)V̂ (r1)ψ
±(r1). (4.1.44)
4.2. Aplicaciones a la teor´ıa de dispersio´n
La funcio´n de Green asociada a una part´ıcula libre es fundamental en el estudio
de los feno´menos de dispersio´n por un potencial V (r). La correspondiente ecuacio´n
de Schro¨dinger del sistema:
− ~
2
2m
∇2ψ(r) + V (r)ψ(r) = Eψ(r). (4.2.1)
Teniendo en cuenta que para un part´ıcula libre E = (~k)
2
2m
, la ecuacio´n (4.2.1) se
puede reescribir de la siguiente forma:
~2
2m
(∇2 + k2)ψ(r) = V (r)ψ(r). (4.2.2)
En ausencia del potencial de dispersio´n, la ecuacio´n se corresponde a la de una
part´ıcula libre y tiene la forma de la ecuacio´n de Hemholtz :
~2
2m
(∇2 + k2)ψ(r) = 0. (4.2.3)
La funcio´n de Green independiente del tiempo viene definida por:
~2
2m
(∇2 + k2)G0(r, r′;E) = δ(r− r′). (4.2.4)
Recordemos la expresio´n de la funcio´n de Green:
G(r, r′;E) =
1
z −H . (4.2.5)
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A continuacio´n, para hallarla pasemos a trabajar en la representacio´n de momentos
(me´todo de la transformada de Fourier). De la que se tiene que:
〈r|p〉 = 〈p|r〉∗ = 1
(2pi~)3/2
e
i
~pr. (4.2.6)
Introduciendo la relacio´n de cierre de los autoestados del operador momento, la
ecuacio´n (4.2.5) se escribe:
G0(E) = 〈r|G0(E)|r′〉 (4.2.7)
=
∫
d3pd3p′〈r|p〉〈p| 1
z −H |p
′〉〈p′|r′〉 = 1
(2pi~)3
∫
e
i
~p(r−r′)
z − p2
2m
dp. (4.2.8)
Teniendo en cuneta que para una part´ıcula libre p = ~k.
p2 = (~k)2, z = E + is =
(~k)2
2m
+ is, (4.2.9)
e introduciendo el para´metro η:
η =
√
2mz
~
=
√
2m(E + is)
~
. (4.2.10)
Entonces, se puede escribir:
G0(r, r
′;E) = −2m
~2
1
(2pi)3
∫
eik(r−r
′)
q2 − η2 dk. (4.2.11)
Resolveremos esta integral mediante el uso de coordenadas esfe´ricas. Sin perdida de
generalidad supongamos que R = (r− r) esta´ orientado a lo largo del eje-z, lo que
implica que kR = kR cos(θ). Adema´s, recordemos que R = |r− r′|. Tenemos:
G0(r, r
′;E) = −2m
~2
1
(2pi)3
∫ 2pi
0
dφ
∫ pi
0
dθ
∫ ∞
0
q2 sin θ
eikR cos θ
k2 − η2 kq
= −2m
~2
1
(2pi)2
∫ pi
0
dθ
∫ ∞
0
k2 sin θ
eikR cos θ
q2 − η2 dk
= −2m
~2
1
(2pi)2iR
∫ ∞
0
k
eikR − e−iqR
k2 − η2 dk
= −2m
~2
1
(2pi)2iR
[∫ ∞
0
k
eikR
k2 − η2dk +
∫ 0
−∞
k
eikR
k2 − η2dk
]
= −2m
~2
1
(2pi)2iR
∫ ∞
−∞
k
eikR
(k − η)(k + η)dk. (4.2.12)
Por lo tanto, la determinacio´n de la funcio´n de Green se reduce al ca´lculo de una
integral que resolveremos mediante la aplicacio´n del Teorema 2.5.3. Dada las carac-
ter´ısticas de las singularidades que vamos a estudiar el Teorema anterior es equiva-
lente al Teorema de los residuos. Cabe destacar que la funcio´n a integrar tiene dos
polos q = ±η de orden uno. Consideremos los siguientes casos:
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Caso E ≥ 0 Tenemos que η =
√
2m(E+is)
~ , luego tomando el l´ımite obtenemos
l´ım
s→0
±η = ±k. (4.2.13)
Se tiene entonces que ambos polos se localizan sobre el eje real por lo que recurri-
remos a la definicio´n de G+0 y G
−
0 . Se deduce entonces que ±η no se localizan sobre
el eje real, como se muestra en la Figura 4.2.
Figura 4.2: Polos de la funcio´n de Green asociada a una part´ıcula libre para E ≥ 0.
Procedemos a calcular los residuos asociados a cada polo.
Res
[
k
eikR
(k − η)(k + η)dk; +η
]
= l´ım
k→η
[
k(k − η) e
ikR
(k − η)(k + η)dk; +η
]
= l´ım
k→η
k
(η + k)
eiηR =
1
2
eiηR. (4.2.14)
De forma similar, tenemos que:
Res
[
k
eikR
(k − η)(k + η)dk;−η
]
= −1
2
e−iηR. (4.2.15)
Aplicando el Teorema 2.5.3 (debemos consideramos el polo sobre el plano superior)
y tomando el l´ımite s −→ 0+, obtenemos G+0 (r, r′;E):
G+0 (r, r
′;E) = l´ım
s→0+
−2m
~2
1
(2pi)2iR
2pii
[
1
2
eiηR
]
, (4.2.16)
G+0 (r, r
′;E) = −2m
~2
1
4pi|r− r′|e
ik|r−r′|, E > 0. (4.2.17)
Dicha funcio´n se denomina, frecuentemente, funcio´n de Green “saliente” dado que
esta´ definida cuando k|r − r′| = kR cos θ > 0, en concreto, cuando cos θ = 1. Y de
forma similar, considerando el polo sobre el semiplano inferior y tomando el l´ımite
s −→ 0−, obtenemos G−0 (r, r′;E):
G−0 (r, r
′;E) = l´ım
s→0−
−2m
~2
1
(2pi)2iR
(−2pii)
[
−1
2
e−iηR
]
, (4.2.18)
G−0 (r, r
′;E) = −2m
~2
1
4pi|r− r′|e
−ik|r−r′|, E > 0. (4.2.19)
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Dicha funcio´n se denomina, frecuentemente, funcio´n de “Green entrante” dado
que esta´ definida cuando kR cos θ > 0, en particular, cuando cos θ = −1.
En resumen, tenemos que:
G±0 (r, r
′;E) = −2m
~2
1
4pi|r− r′|e
±ik|r−r′|, E > 0. (4.2.20)
Caso E ≤ 0 Tenemos que η =
√
2m(E+is)
~ , luego tomando el l´ımite obtenemos
l´ım
s→0
±η = ±ik. (4.2.21)
Se tiene entonces que ambos polos se localizan sobre el eje imaginario, como se
muestran en la Figura 4.3.
Figura 4.3: Polos de la funcio´n de Green asociada a una part´ıcula libre para E ≤ 0.
Procedemos a calcular los residuos asociados a cada polo:
Res
[
k
eikR
(k − η)(k + η)dk; +η
]
= l´ım
k→η
[
k(k − η) e
ikR
(k − η)(k + η)dq; +η
]
= l´ım
k→η
k
(η + k)
eikR =
1
2
e−kR. (4.2.22)
De forma similar, tenemos que:
Res
[
k
eikR
(k − η)(k + η)dq;−η
]
= −1
2
e+kR. (4.2.23)
Como en el caso anterior, aplicando el Teorema de los residuos, obtenemosG+0 (r, r
′;E):
G+0 (r, r
′;E) = −2m
~2
1
(2pi)2iR
2pii
[
1
2
e−kR
]
, (4.2.24)
G+0 (r, r
′;E) = −2m
~2
1
4pi|r− r′|e
−k|r−r′|. (4.2.25)
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Dicha funcio´n esta´ definida cuando kR > 0, esto es, cuando cos θ = 1. Y de la misma
forma G−0 (r, r
′;E), obtenemos:
G−0 (r, r
′;E) = −2m
~2
1
(2pi)2iR
(−2pii)
[
+
1
2
e+kR
]
, (4.2.26)
G−0 (r, r
′;E) = −2m
~2
1
4pi|r− r′|e
+k|r−r′|. (4.2.27)
La funcio´n anterior esta´ definida cuando kR cos θ < 0, esto es, cuando cos θ = −1.
Combinando ambas funciones de Green obtenemos G0(r, r
′;E) que:
G0(r, r
′;E) = −2m
~2
1
4pi|r− r′|e
−k|r−r′|, E < 0. (4.2.28)
4.2.1. Teor´ıa de dispersio´n
Puesto que vamos a estudiar los procesos de scattering por un potencial V (r),
u´nicamente estamos interesados en los estados no ligados (E > 0). Por lo tanto,
recurriremos a G±0 (r, r
′;E > 0). El problema f´ısico consiste en el estudio de una
part´ıcula libre con energ´ıa E = ~
2k2
2m
, que al ser sometida a un potencial V (r) modifica
su funcio´n de onda.
Figura 4.4: Esquema del proceso scattering por un potencial V (r).
Por lo tanto consideraremos un perturbacio´n del Hamiltoniano del sistema de
la forma W = V (r)δ(r − r′). A este fin, utilizaremos la expresio´n perturbativa
de la funcio´n de Green, anteriormente expuesta, as´ı como la funcio´n de Green de
una part´ıcula libre cunado E > 0. El objetivo es determinar el comportamiento
asinto´tico de la funcio´n de onda cuando r −→ ∞. La solucio´n al problema viene
dada por (4.1.44):
ψ±(r) = eikr +
∫
dr′ G±0 (r, r
′;E)V (r′)eikr
′
. (4.2.29)
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Sustituyendo la funcio´n de Green G±0 (r, r
′;E > 0) para una part´ıcula libre:
ψ±(r) = eikr − 2m
4pi~2
∫
dr′
e±ik|r−r
′|
|r− r′| V (r
′)eikr
′
. (4.2.30)
A continuacio´n, vamos a estudiar su comportamiento asinto´tico r −→ ∞. Por lo
tanto, podemos efectuar las siguiente aproximacio´n |r − r′| ' r − r′ cos θ, que nos
permite escribir k|r − r′| ' kr − kr′ cos θ = kr − k′r′. Donde hemos introducido el
vector k’ en la direccio´n de r, tal y como se muestra en la Figura 4.5.
Figura 4.5: Diagrama vectorial del proceso de scattering.
ψ±(r) −→ eikr − m
2pi~2
e±ikr
r
∫
dr′ e∓ik
′r ′V (r′)eikr
′
. (4.2.31)
Se considera la funcio´n de onda saliente ψ+(r), pues es la que tiene sentido f´ısico
relativo al problema. Por lo tanto, la amplitud de dispersio´n se puedes escribir:
f(k′,k) = − m
2pi~2
∫
e i(k−k
′)r′V (r1)dr
′. (4.2.32)
Definiendo K = k′ − k, la expresio´n anterior se puede escribir en funcio´n de la
trasformada de Fourier del potencial:
V (K) =
∫
V (r)e−iKrd3r. (4.2.33)
4.3. Oscilador armo´nico cua´ntico
La importancia del oscilador armo´nico es fundamental, tanto en f´ısica cla´sica
como en f´ısica cua´ntica. En el cap´ıtulo anterior, ya analizamos la funcio´n de Green
asociada al oscilador armo´nico cla´sico simple y amortiguado. Ahora, consideraremos
el oscilador armo´nico simple desde el punto de vista de la meca´nica cua´ntica. Pro-
cederemos a determinar la correspondiente funcio´n de Green de acuerdo con [16].
Comencemos considerando el operador Hamiltoniano del sistema:
Hho = − ~
2
2m
d2
dx2
+
mω2
2
x2. (4.3.1)
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Los correspondientes autovalores y autoestados del Hamiltoniano:
ψhon (x) =
1√
2nn!
(mω
pi~
)1/4
e−mωx
2/(2~)Hn(
√
(mω/~)x), (4.3.2)
Ehon = hω
(
n+
1
2
)
. (4.3.3)
Para determinar la funcio´n de Green consideremos (4.1.32), que nos proporciona la
funcio´n de Green en serie de autofunciones del Hamiltoniano. Entonces
G(x, x′;E) =
∞∑
n=0
ψhon (x)[ψ
ho
n (x
′)]∗
Ehon − E
,
=
√
mω
pi~
e−mω(x
2+x
′2)/(2~)
∞∑
n=0
H2n[
√
(mω/~)x][
√
(mω/~)x′]
2nn![~ω(n+ 1/2)− E] .(4.3.4)
La funcio´n de Green adimensional se obtiene introduciendo la cantidad
µ =
√
2mω
~
. (4.3.5)
Para simplificar los ca´lculos consideremos los siguientes para´metros adimensionales:
y =
µx√
2
, ψhon (x) =
√
µ√
2
φ(y). (4.3.6)
Por lo tanto, tenemos que el nuevo Hamiltoniano se puede escribir:
Hˆ = 2Hho
~ω
= − d
2
dy2
+ y2, (4.3.7)
siendo las autofunciones y los autovalores
φ(y) =
1√
2nn!
√
pi
e−y
2/2Hn(y), λn = 2n+ 1. (4.3.8)
La nueva funcio´n de Green adimensional Gˆ(y, y′; ε) se puede expresar en funcio´n de
la funcio´n de Green dimensional.
Gho(x, x
′;E) =
√
m
ω~3
Gˆ(y, y′; ε), (4.3.9)
Gˆ(y, y′; ε) =
e−(y
2+y
′2)/2
√
pi
∞∑
n=0
Hn(y)Hn(y
′)
2nn![n+ 1/2− ε] . (4.3.10)
A continuacio´n, consideremos el sumatorio:
S(z, w; s) =
∞∑
n=0
Hn(z)Hn(w)
2nn![n+ s]
. (4.3.11)
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Luego la funcio´n de Green se puede escribir:
Gˆ(y, y′; ε) =
e−(z
2+w2)/2
√
pi
S(z, w; s), (4.3.12)
donde hemos hecho los siguientes cambios de variables: z = y, w = y′ y ε = 1
2
−s. La
funcio´n S(z, w; s) es una funcio´n meromorfa de s con polos negativos. Para obtener
una expresio´n alternativa a S(z, w; s), tengamos en cuenta que:
1
n+ s
=
∫ 1
0
un+s−1du. (4.3.13)
Se deduce que:
S(z, w; s) =
∞∑
n=0
Hn(z)Hn(w)
2nn!
∫ 1
0
un+s−1du (4.3.14)
=
∫ 1
0
un+s−1
∞∑
n=0
Hn(z)Hn(y
w)
2nn!︸ ︷︷ ︸ du. (4.3.15)
Utilizando la formula de Mehler para la suma de la serie, la cual se puede consultar
en [18] . Y aplicando el cambio de variable t = u2/(1− u2), obtenemos:
S(z, w; s) =
1
2
∫ ∞
0
ts/2−1(t+ 1)−s/2−1/2e−(z
2+w2)te2zw
√
t(t+1)dt. (4.3.16)
Para el ca´lculo de esta integral consideraremos la forma de la siguiente integral
tabulada, cuyo calculo detallado se encuentra en [17], adema´s de ciertas propiedades
de las funciones cil´ındrico-parabo´licas Dν :∫ ∞
n=0
tν−1
(1 + t)ν+1/2
eb
√
t(1+t)−atdt = (4.3.17)
= 2ea/2Γ(2ν)D−2ν
(√
a+
√
a2 − b2
)
D−2ν
(
−
√
a+
√
a2 − b2
)
.
con ν > 0 y a > b > 0. Por lo tanto, tenemos que hacer las siguientes sustituciones:
a = z2 + w2, b = 2zw. (4.3.18)
Entonces tenemos que:√
z2 + w2 +
√
(z2 + w2)− 4z2w2 =
√
z2 + w2 +
√
(z2 − w2)2. (4.3.19)
Se distinguen dos casos:
Si z2 > w2, entonces
√
(z2 − w2)2 = z2 − w2 y en consecuencia (4.3.19) es
igual a 2w2.
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Si z2 < w2, entonces
√
(z2 − w2)2 = w2 − z2 y en consecuencia (4.3.19) es
igual a 2z2.
Entonces, podemos escribir:√
z2 + w2 +
√
(z2 + w2)− 4z2w2 =
√
2z>, (4.3.20)
donde z< y z> representan el menor y mayor de z y w, respectivamente. De la misma
forma, tenemos que:
−
√
z2 + w2 −
√
(z2 − w2)− 4z2w2 = −√2zz. (4.3.21)
Con todo esto, resulta que:
S(z, w; s) = e(z
2+w2)/2Γ(s)D−s(
√
2z>)D−s(−
√
2z<). (4.3.22)
La funcio´n S(z, w; s) es anal´ıtica en el s-plano complejo menos en los polos de la
funcio´n Gamma de Euler. Finalmente, obtenemos la expresio´n para la funcio´n de
Green del oscilador armo´nico cua´ntico:
Gho(x, x
′; ε) =
√
m
piω~3
Γ
(
1
2
− ε
)
Dε− 1
2
(µx>)Dε− 1
2
(−µx<), (4.3.23)
donde x< y x> representan el menor y mayor de x y x
′, respectivamente.
4.4. Funcio´n de Green dependiente del tiempo
Hasta hora, u´nicamente hemos considerado la funcio´n de Green independiente
del tiempo. Sin embargo en el estudio de los sistemas cua´nticos es fundamental
determinar su evolucio´n temporal. En primer lugar, consideraremos las funcio´n de
Green dependiente del tiempo asociada a una ecuacio´n diferencial de primer orden
respecto del tiempo. Luego, veremos que el formalismo de la integral de caminos de
Feynman nos proporciona una expresio´n para la funcio´n de Green dependiente del
tiempo.
4.4.1. Ecuacio´n diferencial de primer orden respecto del
tiempo
Procederemos a su desarrollo de forma ana´loga a como se procede en [11]. Sea c
una constante real positiva y L̂(r) un operador lineal, hermı´tico e independiente del
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tiempo. Consideremos la siguiente ecuacio´n diferencial de primer orden con respecto
del tiempo: [
i
c
∂
∂t
− L̂(r)
]
ψ(r, t) = f(r, t). (4.4.1)
Y la correspondiente ecuacio´n homge´nea:[
i
c
∂
∂t
− L̂(r)
]
φ(r, t) = 0. (4.4.2)
donde ψ(r, t) y φ(r, t) esta´n sometidas a las mismas condiciones de contorno.
Definicio´n 4.4.1 La funcio´n de Green Ĝ(r, r′; t, t′) asociada a la ecuacio´n (4.4.1)
se define como la solucio´n a la siguiente ecuacio´n:[
i
c
∂
∂t
− L̂(r)
]
Ĝ(r, r′; τ) = δ(r− r′)δ(t− t′). (4.4.3)
Introducimos la variable τ = t− t′ y considerando la transformada de Fourier de la
funcio´n de Green:
G˜(r, r′;ω) =
∫ ∞
−∞
Ĝ(r, r′; τ)e−iωτdτ. (4.4.4)
Luego, extrayendo la transformada de Fourier de (4.4.3); se obtiene la siguiente
ecuacio´n: (ω
c
− L̂
)
G˜(r, r′;ω) = δ(r− r′). (4.4.5)
Puesto que dicha ecuacio´n, independiente del tiempo, tiene la misma forma que
(4.1.1) se deduce que G˜(r, r′;ω) es una funcio´n anal´ıtica de variable compleja con
polos en el eje real del ω-plano complejo. La funcio´n de Green se obtiene a partir de
la transformada inversa de Fourier. La cual se obtiene considerando la integral a lo
largo del contorno de integracio´n C, que se aproxima al ω-eje real C0:
ĜC(r, r′; τ) = l´ım
C→C0
1
2pi
∫
C
G˜(r, r′;ω)eiωτdω. (4.4.6)
Por lo tanto podemos obtener infinitas funciones de Green en funcio´n de como la
curva C se aproxima al ω-eje real C0.
Sin embargo, las opciones que tienen intere´s f´ısico son las que se muestran en la
Figura 4.6 . En este sentido, introducimos las siguientes funciones de Green:
Ĝ±(r, r′; τ) =
1
2pi
∫ ∞
−∞
G˜(r, r′;ω)eiωτdω. (4.4.7)
La integral anterior se resuelve, de nuevo, mediante la aplicacio´n de teorema 2.5.3,
de tal forma que Ĝ+ esta´ definida cuando t > t′. Y por otro lado, Ĝ− esta´ definida
cuando t < t′. A partir de las funciones anteriores definimos:
G(r, r′; τ) = Ĝ+(r, r′; τ)− Ĝ−(r, r′; τ). (4.4.8)
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Figura 4.6: Diferentes contornos de integracio´n en el ω - plano complejo que se
consideran en (4.4.6).
Se deduce, entonces, que la funcio´n G(r, r′; τ) corresponde a la integral a lo largo
del contorno que se muestra en la Figura 4.6. Puesto que se trata de la diferencia de
dos funciones de Green verifica (4.4.2) y no verifica (4.4.3). Con todo esto, podemos
escribir:
Ĝ±(r, r′; τ) = ±H(±τ)G(r, r′; τ), (4.4.9)
donde H(τ) es la funcio´n de Heaviside. Adema´s, se verifica que:
Ĝ−(r, r′; τ) = [Ĝ+(r′, r;−τ)]∗. (4.4.10)
Teniendo en cuenta (4.1.24), podemos escribir:
G(r, r′; τ) =
∫ ∞
−∞
G˜(r, r′;ω)eiωτdω (4.4.11)
= −2pii
∫ ∞
−∞
dω
2pi
eiωτ
∑
n
δ (ω − λn)φn(r)φ∗n(r′) (4.4.12)
= −ic
∑
n
e−icλnτφn(r)φ∗n(r
′), τ > 0. (4.4.13)
Donde hemos considerado, por sencillez, n un para´metro discreto, pero tambie´n
puede ser continuo:
G(r, r′; τ)
−ic =
[∑
n
e−icλnτδ(λ− λn)φn(r)φ∗n(r′) +
∫
dn e−icλnτδ(λ− λn)φn(r)φ∗n(r′)
]
Se sigue entonces que el operador G(r, r′; τ), se puede escribir:
G(r, r′; τ) = −ic
∑
n
e−icλnτ |φn〉〈φn| = −ice−icL̂τ . (4.4.14)
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Resolviendo (4.4.2), se obtiene la expresio´n del operador evolucio´n:
Û(t, t′) = exp[−icL̂(t− t′)], (4.4.15)
que describe la evolucio´n temporal del estado |φ〉, desde el instante t′ al instante t.
|φ(t)〉 = Û(t, t′)|φ(t)′〉. (4.4.16)
En consecuencia, podemos escribir G(r, r′; τ) de la siguiente forma:
G(r, r′; τ) = −icÛ(t− t′), (4.4.17)
que es la solucio´n a la ecuacio´n inhomoge´nea (4.4.2). En lo sucesivo solamente con-
sideraremos Ĝ+(r, r′; τ) puesto que es la funcio´n de Green f´ısicamente aceptable.
1
Teorema 4.4.1 Dada la siguiente ecuacio´n diferencial inhomoge´nea:[
i
c
∂
∂t
− L̂(r)
]
ψ(r, t) = f(r, t).
Su solucio´n general es:
ψ(r, t) = φ(r, t) +
∫
dr′dt′Ĝ+(r, r′; t, t′)f(r′, t′) (4.4.18)
Aunque hemos hecho un estudio general, no hay que olvidar que nuestro objetivo es el
estudio de la ecuacio´n de Schro¨dinger. Por lo que, posteriormente, particularizaremos
la expresio´n de la funcio´n de Green.
4.4.2. Integral de Caminos de Feynman
La funcio´n de Green para un sistema cua´ntico, tambie´n puede ser construida a
partir de la integral de Caminos de Feynman. Un ana´lisis exhaustivo del formalismo
de los caminos integrales de Feynman (path integral) se encuentra en [19]. La funcio´n
de Green (o propagador) unidimensional, viene definida por la siguiente expresio´n:
G(x, x′; t, t′) = 〈x, t|x′, t′〉 =
∫
e
i
~
∫ L(x˙,x,t)dtDx, (4.4.19)
donde el te´rmino exponencial de la forma e
i
~S(x˙,x), representa la contribucio´n de cada
camino. Cada cual esta´ caracterizado por su funcional accio´n. Una forma de resol-
verlo consiste en discretizar el problema, es decir, dividir el tiempo de la siguiente
manera:
 =
tf − ti
n
. (4.4.20)
Luego, se tiene que:
ti = t1 < t2... < tn < tn+1 = tf , (4.4.21)
52
Figura 4.7: Camino integral en “ziga-zag”.
donde tj = t1 + j.
Por lo tanto, el camino integral se aproxima por una especie de camino en “ziga-
zag”para los puntos xj = x(tj), como se muestra en la Figura 4.7. En consecuencia,
podemos aproximar la integral a lo largo de todos los caminos (4.4.19) mediante una
especie de suma de Riemann. Por lo tanto, podemos escribir:
G(x, x′; t, t′) =
∫ ∞
−∞
∫ ∞
−∞
...
∫ ∞
−∞
exp
[
i
~
∫ tf
ti
L(x˙, x, t)dt
]
dx1dx2...dxn+1. (4.4.22)
Considerando la expresio´n cla´sica de la Lagrangiana L(x˙, x, t) = 1
2
m(x˙)2 − V (x),
podemos escribir que:
G(x, x′; t, t′) =
∫ ∞
−∞
∫ ∞
−∞
...
∫ ∞
−∞
exp
[
i
~

(
j=n+1∑
j=0
L(xj,
xj − xj−1

; j
)]
dx1dx2...dxn+1.
(4.4.23)
4.5. Ejemplo de funciones de Green dependientes
del tiempo
En esta seccio´n consideraremos la funcio´n de Green dependiente del tiempo aso-
ciada a la ecuacio´n de Schro¨dinger para diferentes sistemas. Adaptamos la expre-
sio´n (4.1.1) para la ecuacio´n de Schro¨dinger considerando el operador Hamiltoniano
1No´tese que hemos considerado Ĝ+(τ) en vez de Ĝ−(τ). Esto es debido al principio de causa-
lidad, pues la evolucio´n del estado |ψ〉 en el instante t depende de la accio´n de la fuente f en el
instante anterior t′ .
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Ĥ ≡ L̂ y c = 1~ . [
i}
∂
∂t
− Ĥ(r)
]
ψ(r, t) = f(r, t). (4.5.1)
En consecuencia, obtenemos la forma gene´rica (4.4.11) de la funcio´n de Green de-
pendiente del tiempo:
G(r, r′; t, t′) = − i
~
∑
n
e−
i En(t−t′)
~ φ∗n(r
′)φn(r). (4.5.2)
4.5.1. Part´ıcula libre
Comencemos con el caso ma´s sencillo que se corresponde al de una part´ıcula
libre, cuyo Hamiltoniano es Ĥ = P̂
2
2m
. La funcio´n de Green asociada a la ecuacio´n de
Schro¨dinger dependiente del tiempo viene dada por:[
i~
∂
∂t
− ~
2
2m
∇2
]
G(r, r′; t, t′) = δ(r− r′)δ(t− t′). (4.5.3)
Identificando el operador P̂ := −i~∇, tenemos que las correspondientes autofuncio-
nes del Hamiltoniano del sistema son φn(r) = e
ikr, normalizadas al volumen unitario.
Y los correspondientes autovalores Ek =
~2k2
2m
. Por lo tanto, de (4.5.2) y escribiendo
τ = t− t′, se deduce que la funcio´n de Green adquiere la siguiente forma:
G+(r, r′; τ) = −i/~
∫
1
(2pi)3
eik(r−r
′)e−i~k
2τ/2md3k, τ > 0. (4.5.4)
Escribiendo % = r − r′ y k2 = ∑3i k2i , podemos considerar cada componente del
espacio2:
G+(r, r′; τ) = − i
~
3∏
i
∫ ∞
−∞
dki
2pi
e(iki%i−i~k
2
i τ/2m) = − i
~
3∏
i
∫ ∞
−∞
dki
2pi
ei%
2
im/2~τe−i~τk
2/2m
= − i
~
3∏
i
ei%
2
im/2~τ
1
2pi
√
2pim
i~τ
= − i
~
( m
2pii~τ
)3/2
ei%
2m/2~τ , τ > 0.(4.5.5)
Finalmente, podemos escribir:
G+(r, r′; τ) = − i
~
( m
2pii~τ
)3/2
ei|r−r
′|2m/2~τH(τ), (4.5.6)
donde recordemos que H(τ) representa la funcio´n de Heaviside.
2Recordemos la expresio´n de la integral Gaussiana:∫ ∞
∞
e−ax
2
dx =
√
pi
a
, a > 0.
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4.5.2. Oscilador armo´nico
En este apartado procederemos a determinar el propagador asociado al oscilador
armo´nico mediante los caminos integrales de Feynman. En primer lugar, considere-
mos la Lagrangiana cla´sica del sistema:
L =
1
2
mx˙2 − 1
2
mω2x2, (4.5.7)
y las condiciones de contorno x(ti) = xi y x(tf ) = xf . Entonces, el camino cla´sico
es:
xcl(t) = xi
sin[ω(tf − t)]
sin[ω(tf − ti)] + xf
sin[ω(t− ti)]
sin[ω(tf − ti)] . (4.5.8)
Ahora, evaluemos la accio´n a lo largo del camino:
S[xcl] =
∫ tf
ti
(
m
2
x˙2 − 1
2
mω2x2
)
dt =
1
2
mω
(x2i + x
2
f ) cos[ω(tf − ti)]− 2xixf
sin[ω(tf − ti)] .
(4.5.9)
Puesto que el camino que describe el oscilador armo´nico x(t) es sime´trico y va del
instante ti = 0 al instante tf = T ( periodo de oscilacio´n), se puede escribir como
una serie de Fourier de la siguiente manera:
x(t) =
∞∑
n=1
an sin
npit
T
. (4.5.10)
De este forma el camino descrito por el oscilador se puede especificar a partir de los
coeficientes an, que se deben determinar. La variacio´n del camino cla´sico en segundo
orden de aproximacio´n, sobre la funcional accio´n, se escribe como:
S[xcl + dx] = S[xcl] +
[∫ T
0
(
1
2
mx˙2 − 1
2
mω2x2
)
dt
]
dx. (4.5.11)
A continuacio´n, introducimos el desarrollo en serie de Fourier (4.5.10) en el segundo
te´rmino de la expresio´n. En primer lugar, consideremos el te´rmino asociado a la
energ´ıa cine´tica:
m
2
∫ T
0
x˙2dt =
m
2
∞∑
n=1
(npi
T
)2
a2n
∫ T
0
cos2
npit
T
dt
=
m
2
∞∑
n=1
(npi
T
)2
a2n
[
t
2
+
sin(2npit
T
)
4npi
T
]T
0
=
m
2
T
2
∞∑
n=1
(npi
T
)2
a2n.
De forma similar se procede con el te´rmino asociado a la energ´ıa potencial:
mω2
2
∫ T
0
x2dt =
mω2
2
∞∑
n=1
(npi
T
)2
a2n
∫ T
0
sin2
npit
T
dt =
mω2
2
T
2
∞∑
n=1
a2n.
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Se tiene entonces que:
S[xcl + δx] = S[xcl] +
[ ∞∑
n=1
m
2
T
2
a2n
(
(npi)2
T 2
− ω2
)]
dan.
Luego podemos escribir el propagador de acuerdo con (4.4.23) de la siguiente manera:
G(x, x′; t, t′) = C1e
i
~S[x
cl]
∞∏
j=1
∫ ∞
∞
daj exp
[
im
2~
T
2
a2j
(
(jpi)2
T 2
− ω2
)]
= C2e
i
~S[x
cl]
∞∏
j=1
(
(jpi)2
T 2
− ω2
)− 1
2
.
Donde C1 y C2 son constantes. Mencionar tambie´n que ha aparecido una integral
de forma Gaussiana. Consideremos ahora:
N∏
j=1
(
(jpi)2
T 2
− ω2
)− 1
2
=
N∏
j=1
(
(jpi)2
T 2
)− 1
2
N∏
j=1
(
1− ω
2T 2
j2pi2
)− 1
2
. (4.5.12)
El primer factor es independiente de ω, por lo que lo consideraremos como una cons-
tante. A continuacio´n, tomamos el l´ımite de N −→ ∞ y consideremos la siguiente
igualdad:
∞∏
j=1
(
1− x
2
j2
)
=
sin(pix)
pix
. (4.5.13)
En consecuencia:
G(x, x′; t, t′) = Ce
i
~S[x
cl]
(
sin(ωT )
ωT
)− 1
2
. (4.5.14)
Donde C es una constante de normalizacio´n, cuya valor se obtiene a partir del
formalismo de caminos integrales para una part´ıcula libre, esto es, cuando ω = 0.
De esta forma, se deduce la ecuacio´n de Schro¨dinger a partir del formalismo de la
integral de caminos. Su valor se puede enontar en [19]:
C =
√
m
2pii~T
. (4.5.15)
Por lo tanto se tiene que:
G(x, x′; t, t′) =
√
mω
2pii~ sin(ωT )
e
i
~S[x
cl]. (4.5.16)
Finalmente, podemos escribir:
G(x, x′; t, t′) =
√
mω
2pii~ sin(ωT )
exp
(
i
2~
mω
(x2i + x
2
f ) cosωT − 2xixf
sinωT
)
.
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— “Nature uses only the lon-
gest threads to weave her pat-
terns, so that each small pie-
ce of her fabric reveals the
organization of the entire ta-
pestry.”
—Richard P. Feynman—
5
Funciones de Green en la teor´ıa
electromagne´tica
En este cap´ıtulo analizaremos la aplicacio´n de las funciones de Green en la teor´ıa
electromagne´tica. En primer lugar, comenzaremos con el estudio de los problemas
electrosta´ticos a trave´s de la ecuacio´n de Laplace y la ecuacio´n de Poisson. En este
sentido, veremos la estrecha relacio´n que existe entre el me´todo de las funciones de
Green y el me´todo de las ima´genes. Todo ello se aplicara´ a un sistema electrosta´tico
relativamente sencillo. Posteriormente, analizaremos las ecuaciones de Maxwell con
el objetivo de obtener los potenciales de retardo, de gran importancia en el estudio
de los feno´menos radiativos. Con este problema fundamental en electrodina´mica
cla´sica concluiremos el cap´ıtulo.
5.1. Electrosta´tica
Los problemas de condiciones de contorno en electrosta´tica se centran en el
estudio de la ecuacio´n de Laplace y Poisson. Por lo tanto, expondremos el me´todo
para la obtencio´n de las funciones de Green asociadas a dichas ecuaciones, tal y
como se presenta en [21]. Consideremos un cierto sistema electrosta´tico de volumen
V , delimitado por la superficie cerrada S, en el cual esta´ definida la funcio´n potencial
ele´ctrico Φ(r). La ecuacio´n de Poisson:
∇2Φ = − ρ
ε0
. (5.1.1)
Se distinguen entonces, las siguientes condiciones de contorno:
Condiciones de Dirichlet : especifican el potencial en una superficie cerrada S.
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Condiciones de Neumann: especifican la derivada parcial ∂n del potencial en
la direccio´n normal (~n) a la superficie cerrada S.
Funcio´n de Green A continuacio´n determinaremos la funcio´n de Green asociada
al problema de Dirichlet y Neumann.
∇2G(r, r′) = −4piδ(r− r′), (5.1.2)
donde el factor −4pi se incluye con el objetivo de simplificar la expresio´n de la
funcio´n de Green. Teniendo en cuenta la siguiente propiedad de la delta de Dirac
(Cap´ıtulo 2), que establece que:
∇2
(
1
|r− r′|
)
= −4piδ(r− r′), (5.1.3)
podemos escribir:
G(r, r′) =
1
|r− r′| + F (r, r
′), (5.1.4)
donde la funcio´n F (r, r′) verifica la ecuacio´n de Laplace ∇2F (r, r′) = 0. Posterior-
mente, veremos la interpretacio´n f´ısica de cada te´rmino de (5.1.4). A partir de la
identidad la Green1 e identificando las funciones de la siguiente manera φ = Φ(r′) y
ψ = G(r, r′), podemos escribir:∫
V
[
Φ(r′)∇2G(r, r′)−G(r, r′)∇2Φ(r′)] dV ′ = ∮
S
[Φ(r′)∂nG(r, r′)−G(r, r′)∂nΦ(r′)] dS ′.
Por lo tanto, sustituyendo (5.1.1) y (5.1.2) se obtiene la siguiente expresio´n para el
potencial Φ(r), que queremos determinar:
Φ(r) =
1
4piε0
∫
V
G(r, r′)ρ(r′)dV ′ +
1
4pi
∮
S
[
G(r, r′)
∂Φ(r′)
∂n′
− Φ(r′)∂G(r, r
′)
∂n′
]
dS ′.
(5.1.5)
Incluyendo en el segundo te´rmino de la expresio´n anterior las condiciones de con-
torno, obtenemos un expresio´n particular para las condiciones de Dirichlet y de
Neumann. De esta forma obtenemos la expresio´n del potencial ele´ctrico en funcio´n
de la funcio´n de Green del sistema. Para el caso de las condiciones de contorno
Dirichlet se tiene que:
GD(r, r
′) = 0, ∀r′ ∈ S. (5.1.6)
1El teorema de Green para las funciones φ(r) y ψ(r) establece que:∫
V
(φ∇2ψ − ψ∇2φ)dV =
∫
S
(φ∂nψ − ψ∂nφ)dS.
Teniendo en cuenta que:
∇ψ · ds = ∇ψ · n ds = ∂nψ ds.
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Por lo que (5.1.5) se trasforma en:
Φ(r) =
1
4piε0
∫
V
GD(r, r
′)ρ(r′)dV ′ − 1
4pi
∮
S
Φ(r′)
∂GD(r, r
′)
∂n′
dS ′. (5.1.7)
Por otro lado para el caso de las condiciones de contorno Neumann se tiene que:
∂GN
∂n′
(r, r′) = 0, ∀r′ ∈ S. (5.1.8)
Este problema se debe analizar con ma´s cuidado. Para ello, aplicamos el teorema de
la divergencia a (5.1.2) y obtenemos que:∮
S
∂GN
∂n′
dS ′ = −4pi. (5.1.9)
En consecuencia:
∂GN
∂n′
(r, r′) = −4pi
S
, ∀r′ ∈ S. (5.1.10)
Por lo que (5.1.5) se trasforma en:
Φ(r) = 〈Φ〉S + 1
4piε0
∫
V
GN(r, r
′)ρ(r′)dV ′ +
1
4pi
∮
S
∂Φ(r′)
∂n′
GNdS
′, (5.1.11)
donde 〈Φ〉S representa el valor medio del potencial Φ(r) en la superficie S.
Interpretacio´n de la funcio´n de Green: Me´todo de las ima´genes El me´todo
de las ima´genes se indica para la resolucio´n de problemas electrosta´ticos en los que
se desea determinar el potencial ele´ctrico en un cierto volumen V . Este potencial
es creado por una distribucio´n de carga dada, tal que se cumplen determinadas
condiciones de contorno sobre la superficie S, que encierra el volumen V . El me´todo
se basa en sustituir las condiciones frontera por cargas, fuera del volumen V , que
crean un campo ele´ctrico tal que sustituyen a las condiciones de contorno. Estas
cargas se denominan Cargas ima´genes. Ejemplos sencillo de dicho procedimiento se
pueden encontrar en [21]. A continuacio´n, veamos su estrecha relacio´n con el me´todo
de las funciones de Green.
La funcio´n de Green en su modo ma´s simple G(r, r′) = 1|r−r′| , se puede interpretar
como el potencial creado por una carga puntual, considerando una distribucio´n de
carga igual a δ(r − r′). Sin embargo, como hemos visto antes, tambie´n debemos
considerar la cantidad F (r, r′), que es solucio´n a la ecuacio´n de Laplace en el interior
del volumen V . Este te´rmino esta´ relacionado con las condiciones de contorno, dado
que como se pueden observar en (5.1.7) y en (5.1.11), existe un te´rmino ana´logo al
visto en cap´ıtulos anteriores y otro te´rmino asociado a las condiciones de contorno.
Por lo tanto, de (5.1.4) se deduce que el te´rmino F (r, r′) se puede interpretar como el
potencial creado por las cargas ima´genes, tal que se verifiquen las condiciones de
contorno. En consecuencia, representa el potencial de un sistema de cargas externo
al volumen V .
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5.1.1. Esfera conductora
Consideremos ahora un ejemplo del problema de Dirichlet, con el objetivo de
aplicar todo lo anterior. Nuestro objetivo es obtener el potencial Φ(r) creado por
una carga q0, localizada en el punto P . El correspondiente vector de posicio´n de este
punto r′ se localiza fuera de una esfera conductora de radio a, que se encuentra a
potencial cero. Todo esto se muestra en la Figura 5.1.
Figura 5.1: Esfera conductora y carga puntual q0.
Recurriremos al me´todo de las ima´genes para obtener la funcio´n de Green. Como
consecuencia de la simetr´ıa del sistema, la carga imagen q′ se localiza (r′′) sobre la
recta que une la carga q0 con el origen. La correspondiente funcio´n de Green se
escribe de la siguiente manera:
G(r, r′) =
q0
|r− r′| +
q′
|r− r′′| . (5.1.12)
Teniendo en cuenta que debemos definir q′ y r′′ de tal forma que G(|r| = a, r′) = 0,
podemos escribir:
q′ = − a
r′
q0, r
′′ =
a2
(r′)2
. (5.1.13)
Por lo tanto, tenemos que la funcio´n de Green:
G(r, r′) =
q0
|r− r′| −
aq0
r′|r− a2
r′2 r
′| . (5.1.14)
60
Por otro lado, la simetr´ıa del problema sugiere la utilizacio´n de coordenadas esfe´ricas:
G(r, r′) =
q0
(r2 + r′2 − 2rr′ cos γ)1/2 −
q0(
x2r′2
a2
+ a2 − 2rr′ cos γ
) . (5.1.15)
Donde γ es el a´ngulo entre r′ y r′, i.e:
cos γ = cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′). (5.1.16)
Recordemos que el potencial viene dado por (5.1.7):
Φ(r) = − 1
4pi
∮
S
Φ(r′)
∂G(r, r′)
∂n′
dS ′. (5.1.17)
Luego consideremos los siguientes casos:
r < a:
∂G(r, r′)
∂n′
∣∣∣∣
r′=a
=
q0(r
2 − a2)
a(r2 + a2 − 2ar cos γ)3/2 . (5.1.18)
r > a:
∂G(r, r′)
∂n′
∣∣∣∣
r′=a
= − q0(r
2 − a2)
a(r2 + a2 − 2ar cos γ)3/2 . (5.1.19)
Por lo tanto, ya podemos evaluar el potencial ele´ctrico en el interior y exterior de la
esfera. Para el interior de la esfera:
Φ<(r) = −
∮
S
1
4pi
Φs(r
′)
∂G(r, r′)
∂n′
dS ′ =
1
4pi
∮
S
q0a(a
2 − r2)
(r2 + a2 − 2ar cos γ)3/2Φs(θ
′, φ′)dΩ′
=
q0a(a
2 − r2)
4pi
∫ pi
0
sin θ′dθ′
∫ 2pi
0
dφ′
Φs(θ
′, φ′)
(r2 + a2 − 2ar cos γ)3/2 , r < a. (5.1.20)
donde dΩ′ = sin θ′dθ′dφ′ y Φs(r′) = Φ(a, φ′, θ′) es el potencial sobre la superficie de
la esfera. Y para el exterior de la esfera:
Φ>(r) =
q0a(r
2 − a2)
4pi
∫ pi
0
sin θ′dθ′
∫ 2pi
0
dφ′
Φs(θ
′, φ′)
(r2 + a2 − 2ar cos γ)3/2 , r > a. (5.1.21)
5.2. Potenciales de retardo
Finalmente, en este u´ltimo apartado analizaremos las ecuaciones de Maxwell a
trave´s de los potenciales electrodina´micos, con el objetivo de obtener los potenciales
de retardo. El procedimiento a seguir es ana´logo al presentado en [23]. Sea φ(r, t)
el potencial ele´ctrico escalara y sea A(r, t) el potencial vector magne´tico. Entonces,
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las ecuaciones de Maxwell se pueden escribir en te´rminos de dichos potenciales de
la siguiente manera:
1
c2
∂2φ
∂t2
−∇2φ = ρ(x, t)
ε0
+
∂
∂t
(
∇A + 1
c2
∂φ
∂t
)
. (5.2.1)
1
c2
∂2A
∂t2
−∇2A = µ0j(x, t)−∇
(
∇ A + 1
c2
∂φ
∂t
)
. (5.2.2)
Si escogemos el gauge Lorenz-Lorentz :
∇ A + 1
c2
∂φ
∂t
= 0, (5.2.3)
siendo c la velocidad de la luz, la cual es fijada por dicho gauge. Las ecuaciones
acopladas (5.2.1) y (5.2.2) se transforman en el siguiente sistema de ecuaciones de
onda inhomoge´neas no acopladas:
2φ ≡
(
1
c2
∂2
∂t2
−∇2
)
φ(x, t) =
ρ(r, t)
ε0
. (5.2.4)
2A ≡
(
1
c2
∂2
∂t2
−∇2
)
A(x, t) = µ0j(r, t). (5.2.5)
Luego, las ecuaciones anteriores tiene la forma:
2Ψ(r, t) = f(r, t), (5.2.6)
donde la funcio´n Ψ(r, t) se corresponde a los potenciales y la funcio´n f(r, t) a las
fuentes. Para determinar la solucio´n a estas ecuaciones procederemos mediante el
me´todo de Green. Luego, comencemos considerando la trasformada de Fourier res-
pecto del tiempo, de la funcio´n fuente:
F{f(r, t)} ≡ fω(r) =
∫ ∞
−∞
f(r, t)e−iωtdω, (5.2.7)
F−1{fω(r)} ≡ f(r, t) = 1
2pi
∫ ∞
−∞
fω(r)e
iωtdω, (5.2.8)
y de los potenciales:
Ψω(r) =
∫ ∞
−∞
Ψ(r, t)e−iωtdω, (5.2.9)
Ψ(r, t) =
1
2pi
∫ ∞
−∞
Ψω(r)e
+iωtdω. (5.2.10)
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Y teniendo en cuneta la relacio´n de dispersio´n ω = ck, la ecuacio´n (5.2.6) se trans-
forma:
∇2Ψω(r) + k2Ψω(r) = −fω(r), (5.2.11)
que es la ecuacio´n de Helmholtz inhomoge´nea tridimensional. Por lo tanto, la funcio´n
de Green asociada a esta ecuacio´n es:
∇2G(r, r′) + k2G(r, r′) = δ(r− r′). (5.2.12)
Considerando el sistema de coordenadas esfe´ricas (r = |r − r′|) y operando, la
ecuacio´n se transforma en:
d2
dr2
(rG(r)) + k2rG(r) = rδ(r). (5.2.13)
Dado que el sistema posee simetr´ıa esfe´rica la solucio´n solamente depende de r y no
de θ y φ. Para resolver esta ecuacio´n, consideremos en primer lugar la solucio´n a la
ecuacio´n imhomoge´nea, es decir, la solucio´n cuando r 6= r′:
d2
dr2
(rG(r)) + k2rG(r) = 0, (5.2.14)
cuya solucio´n es:
G(|r− r′|) = C+ e
ikr
r
+ C−
e−ikr
r
= C+
eik|r−r
′|
|r− r′| + C
− e
−ik|r−r′|
|r− r′| . (5.2.15)
Para determinar las constantes C±, sustituimos la solucio´n (5.2.15) en (5.2.6) e
integramos sobre un pequen˜o volumen pro´ximo a r = |r − r′| = 0. Por lo tanto,
cuando r −→ 0 podemos aproximar la funcio´n de Green por:
G(|r− r′|) ' C+ 1|r− r′| + C
− 1
|r− r′| . (5.2.16)
Y considerando la integral sobre un pequen˜o volumen τ ′ de radio r pro´ximo al origen:
(C++C−)
∫
τ ′
∇2
(
1
|r− r′|
)
d3r′+k2(C++C−)
∫
τ ′
1
|r− r′| d
3r′ =
∫
τ ′
δ(|r−r′|) d3r′.
Tomando r −→ 0 el volumen τ ′ −→ 0. Por lo tanto se tiene que la segunda integral
desaparece y la primera integral es igual a −4pi (consultar propiedades de la delta
de Dirac). Tenemos entonces que:
C+ + C− = − 1
4pi
. (5.2.17)
Como bien sabemos la solucio´n a la ecuacio´n (5.2.6) es:
Ψω(r) = −
∫
V
fω(r
′)G(r, r′) dV ′. (5.2.18)
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Y por lo tanto:
Ψω(x) = C
+
∫
V
fω(r
′)
eik|r−r
′|
|r− r′|dV
′ + C−
∫
V
fω(r
′)
e−ik|r−r
′|
|r− r′| dV
′. (5.2.19)
Para obtener la solucio´n a (5.2.6) tenemos que calcular la transformada de Fourier
inversa respecto del tiempo:
Ψ(r, t) = C+
∫
V
dV ′
∫ ∞
−∞
dωfω(r
′)
exp
[
iω
(
t− k|r−r′|
ω
)]
|r− r′|
+C−
∫
V
dV ′
∫ ∞
−∞
dωfω(r
′)
exp
[
iω
(
t+ k|r+r
′|
ω
)]
|r− r′| . (5.2.20)
Por lo tanto podemos introducir los tiempos de retardo t′ret y los tiempos de adelanto
t′ad:
t′ret = t
′
ret(|r− r′|, t) = t−
k|r− r′|
ω
= t− |r− r
′|
c
, (5.2.21)
t′ad = t
′
ad(|r− r′|, t) = t+
k|r− r′|
ω
= t+
|r + r′|
c
, (5.2.22)
donde hemos hecho uso de la relacio´n de dispersio´n ω = ck . Finalmente, se tiene
que la solucio´n a (5.2.6 ) es:
Ψ(r, t) = C+
∫
V
dV ′
f(r, t′ret)
|r− r′| − C
−
∫
V
dV ′
f(r, t′ad)
|r− r′| . (5.2.23)
Por lo tanto tenemos que la solucio´n se puede expresar como la suma de dos te´rmi-
nos. El primero determina la forma del campo en el instante t y en la posicio´n r,
debido a la fuente en el instante t′ret anterior a t. De la misma forma, el segundo
te´rmino determina la forma del campo debido al efecto de la fuente en un instante t′ad
despue´s de t. Esta u´ltima solucio´n no es f´ısicamente aceptable, pues como ya bien sa-
bemos incumple el principio de causalidad y por lo tanto supondremos que C− = 0.
Finalmente, identificando f(r, t) con la densidad de carga ρ(r, t) y la distribucio´n
de corriente j(r, t) obtenemos, respectivamente, los potenciales de retardo:
φ(r, t) =
1
4pi0
∫
V
ρ(r′, t′ret)
|r− r′| dV
′. (5.2.24)
A(r, t) =
µ0
4pi
∫
V
j(r′, t′ret)
|r− r′| dV
′. (5.2.25)
Recue´rdese que en las expresiones anteriores se esta´ considerando el tiempo de re-
tardo y el vector de posicio´n r′.
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6
Conclusiones
A lo largo del presente trabajo hemos calculado las respectivas funciones de Green
asociadas a las principales ecuaciones que se encuentran en F´ısica. Como bien sabe-
mos, el potencial de esta te´cnica radica en que la solucio´n al problema inhomoge´neo
particular se expresa como una integral. En consecuencia, las funciones de Green
son independientes de la forma del te´rmino inhomoge´neo. Por ello, u´nicamente nos
hemos limitado a determinar la funcio´n de Green sin resolver el problema estricta-
mente, es decir, encontrar la solucio´n a la ecuacio´n diferencial inhomoge´nea. Esto
se debe a la diversidad de te´rminos inhomogeneos que podemos encontrar en los di-
ferentes sistemas f´ısicos, lo cual nos obligar´ıa a analizar problemas muy espec´ıficos.
En este sentido, la forma de funcio´n de Green asociada a un problema f´ısico
concreto depende del sistema de coordenadas en el que trabajemos, as´ı como de las
condiciones de contorno que consideremos. Por ello, a cada problema f´ısico podemos
encontrar infinitud de funciones de Green asociadas, en consonancia con sus carac-
ter´ısticas espec´ıficas. Sin embargo, en nuestro estudio hemos procurado centrarnos
en las condiciones ma´s frecuentes, de tal forma que los resultados sean de intere´s.
Por ello, el lector puede hallar en este trabajo un “pequen˜o manual”de consulta en
el que podra´ encontrar la funcio´n de Green espec´ıfica y resolver, seguidamente, el
problema inhomoge´neo asociado.
En cuanto a la resolucio´n de una ecuacio´n diferencial ordinaria de tipo Sturm-
Livoulle se ha conseguido exponer un procedimiento para su obtencio´n, as´ı como
una expresio´n en series de autofunciones. De esa forma, se ha expuesto su aplicacio´n
puramente matema´tica.
Esta te´cnica es de gran utilidad en el caso del oscilador armo´nico para oscilaciones
libres y amortiguados. Esto se debe a que podemos resolver multitud de problemas
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caracterizados cada uno de ellos por una fuerza externa diferente. Por otro lado, en
el caso de la ecuacio´n del calor y la ecuacio´n de ondas hemos tenido que abordar el
problema de forma ma´s espec´ıfica a trave´s de ciertas condiciones de contorno.
En el caso de los sistemas cua´nticos hemos conseguido exponer el formalismo
de las funciones de Green relativo a la ecuacio´n de Schro¨dinger independiente y
dependiente del tiempo. En ambos casos, hemos encontrado una expresio´n para la
funcio´n (operador) de Green en forma de serie de autofunciones del Hamiltoniano.
Por lo tanto, la funcio´n de Green del sistema se obtiene resolviendo el problema de
autovalores y autoestados del operador Hamiltoniano. Adema´s, hemos considerado
dos ejemplos de construccio´n de dichas funciones de Green: part´ıcula libre y oscila-
dor armo´nico. En el caso de la funcio´n de Green dependiente del tiempo tambie´n
podemos utilizar el formalismo de la integral de caminos para su construccio´n.
Finalmente, hemos introducido esta te´cnica en la resolucio´n de problemas rela-
cionados con la teor´ıa electromagne´tica, donde lo que hoy denominamos funciones
de Green aparecieron por primera vez. En el estudio de la ecuacio´n de Poisson hemos
conseguido dar una interpretacio´n f´ısica a la funcio´n de Green mediante el conocido
me´todo de las ima´genes. Finalmente, hemos logrado resolver la ecuacio´n de Helmoltz
para la obtencio´n de los potenciales de retardo.
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