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0. Introduction 
Over the past thirty years, and in particular since the publication of the groundbreaking 
work of Pfaff (1979) and Poplack (1980), a wealth of information about code-switching 
(CS) between a wide range of language pairs has become available. While the 
popularity of the topic is perhaps unrivalled in the field of language contact, there are 
important controversies over the nature of the phenomenon and how to delimit it from 
other contact phenomena, in particular borrowing. Sometimes the problem is that 
researchers use different terminology for phenomena that are in essence the same, but 
in other cases researchers appear to be investigating different phenomena altogether, 
which means that drawing conclusions from a range of studies is difficult (see Jarvis 
2000 for similar comments regarding research about transfer). As Meuter (2005: 350) 
puts it, the focus of most psycholinguistic studies is on ―the controlled and willed 
selection of single responses in a bilingual setting and not on language switching as it 
occurs spontaneously and (un)intentionally in code switching‖. Psycholinguists often use 
the term LANGUAGE SWITCHING for the controlled and willed switching to another 
language, while this term is hardly ever used by linguists working on naturalistic CS (see 
Gullberg et al., this volume).  
 The confusion around terminology and definitions is compounded when one tries to 
incorporate findings from neighboring disciplines, such as Second Language Acquisition 
(SLA) or Psycholinguistics, into research on CS, because each discipline favors its own 
terminology.  
Linguists use a wide variety of terms to indicate different bilingual behaviors, 
including CS (see section 2). There is also an abundance of terms used to refer to the 
influence of one language on another. Since the demise of contrastive analysis (Lado 
1957), researchers in SLA avoid the term INTERFERENCE and use TRANSFER or CROSS-
LINGUISTIC INFLUENCE instead, while psycholinguists continue to use the term 
interference, and researchers in contact-induced language change talk about 
CONVERGENCE, INTERSYSTEMIC INFLUENCE OR SUBSTRATE/SUPERSTRATE/ADSTRATE 
INFLUENCE. 
The focus of this chapter is to present a review of the definitions employed in the 
extant literature on bilingualism and language contact. Although many researchers think 
of CS and interference or transfer as different phenomena, instances of CS and transfer 
can be seen as similar in that they involve the occurrence of elements of language A in 
stretches of speech of language B. The term ―elements‖ is used for want of something 
better, as there is no other term to cover the wide variety of phonological, morphological, 
syntactic, semantic and conceptual features, lexical items, phrases, clauses, multiword 
chunks and graphemic symbols that can be transferred from one language to another.  
One of the important developments in the past few years is that scholars are 
increasingly seeking to show how CS research can be made relevant for different fields, 
such as psycholinguistic models of speech processing or theories of language change. 
Thus, CS is studied not only as a subject in its own right, however justified the aim of 
formulating (universal) constraints on this phenomenon or proving its significance in a 
particular socio-linguistic context may be. Instead, it is becoming increasingly evident 
that CS research needs to inform and be informed by models of speech processing, 
theories of language variation and change and SLA and that studying CS in isolation 
from other disciplines may not be fruitful (see also Boeschoten 1998). Using a unified 
conceptual framework will also considerably enhance the potential impact of insights 
from CS studies on other fields. 
 For the purposes of this chapter, the evidence accumulated by researchers in SLA 
on L1 transfer (Kellerman and Sharwood Smith 1986; Gass 1996; Jarvis 2000; 
Pienemann 1999) is particularly relevant. As will be shown, a fuller understanding of the 
similarities and differences between CS and transfer can no doubt be obtained if we 
cross the boundaries of various disciplines, and integrate the findings from SLA into our 
models. 
  
 
 
1. Pertinent distinctions across the disciplines 
Poplack (1990) and De Bot (1992) point to the difficulty of distinguishing different 
contact phenomena from each other. According to De Bot (1992: 19) ―Many instances of 
cross-linguistic influences [sic] are related to code-switching and cannot be simply 
separated from this on theoretical or empirical grounds.‖ For Poplack (1990: 39) ―each of 
the mechanisms for combining material from two grammars within a single utterance 
results from different processes and is governed by different constraints,‖ and Grosjean 
(1995: 263) expresses a similar point of view, but Paradis (1998; in De Bot 2002: 291) 
argues that in terms of processing, cross-linguistic influence cannot be distinguished 
clearly from CS phenomena.  
 Poulisse and Bongaerts (1994) draw parallels between CS and speech errors, and 
argue that accidental switches to the L1 are very similar to substitutions and slips in 
monolingual speech, but Winford (2003: 109) sees clear linguistic and sociolinguistic 
differences between CS and interference. Whether or not CS and transfer correspond to 
the same or different psycholinguistic processes, and whether or not contact phenomena 
are intrinsically different from substitutions and slips in monolingual speech is a key 
issue for research in bilingualism, but it is far from being settled, as the different 
positions of researchers indicate. 
 Considering CS and transfer as similar phenomena is helpful if one wants to 
create a theory that is as parsimonious as possible, and therefore it is worth attempting 
to aim for such a unified approach, unless there is compelling evidence that this is not 
possible. A key issue that needs further investigation in this context is how speakers can 
control CS and transfer. While it is clear that speakers can decide when to switch and 
when not to, it is less obvious that they can control transfer in the same ways. As 
Grosjean (2001: 7) puts it, speakers may produce interference ―even in the most 
monolingual of situations.‖ This inability of speakers to control (certain forms of) transfer 
may be an indication that there are at least some differences in the psycholinguistic 
processes behind CS and transfer. The issue of control also seems important to 
distinguish SMOOTH from FLAGGED CODE-SWITCHING (Poplack 1987). Smooth CS is 
effortless and fluent, whereas flagged switching draws attention to itself, marked by 
repetitions, hesitations, metalinguistic comments and the like.  
 De Bot (2002) uses the term MOTIVATED SWITCHING  for those instances of CS where 
speakers switch deliberately to the other language, whereas unintentional CS is labelled 
PERFORMANCE SWITCHING.  While this terminology is not frequently used, the difference 
between the flagged CS patterns of French-English bilinguals in Ottawa-Hull and smooth 
CS practiced by Puerto-Rican-English bilinguals in New York City described by Poplack 
(1987) can illustrate these two types of code-switching.  
 Researchers working on code-switching from a discourse analytical perspective 
(Scotton & Ury 1977; Myers-Scotton 1993b; Auer 1984, 1998; Li Wei 1998; Heller 1988; 
Moyer 1998) have shown that CS can indeed be intentional and that individual reasons 
for choosing particular items can be spelled out in detail. However, most researchers 
would probably agree that it would be hard to come up with reasons for every individual 
switch in examples such as (1) in which there is a continuous back and forth switching 
between Spanish and English. 
(1) OYE (listen), when I was a freshman I had a term paper to do… And all of a 
sudden, I started acting real CURIOSA (strange), you know. I started going like this. 
Y LUEGO DECIA (and then I said), look at the smoke coming out of my fingers, like 
that. And then ME DIJO (he said to me), stop acting silly. Y LUEGO DECIA YO, 
MIRA (and then I said, look) can‘t you see. Y LUEGO ESTE (and then this), I started 
seeing like little stars all over the place. Y VOLTEABA YO ASINA Y LE DECIA (and I 
turned around and said to him) look at the... the... NO SE ERA COMO BRILLOSITO 
ASI (I don‘t know it was like shiny like this) like stars (Valdés Fallis 1976: 70) 
 
Transfer of linguistic features can also happen spontaneously and unintentionally, but 
this is clearly not the case whenever transfer is used as a strategy (see below) or when 
the elements that have been transferred have permanently entered the borrowing 
language.  
 The distinction made by Paradis (1993) and Grosjean (2001) between DYNAMIC and 
STATIC INTERFERENCE is very useful in this context. Paradis sees dynamic interferences 
as performance errors in speech production, when an element of one language appears 
inadvertently in a sequence of another language. For Grosjean (2001:7) dynamic 
interferences are ―ephemeral deviations due to the influence of the [ ] deactivated 
language.‖ Static interferences are those that have become part of the implicit grammar 
of an individual. An example of the latter is the use of une fois ―lit. once  (mostly 
untranslated)‖ in Brussels French, which can be traced back to influence of Dutch in 
some uses, and has become established in Brussels Dutch (Treffers-Daller 2005b).  
 One might equally want to explore to what extent CS can be seen as dynamic or 
static. While most researchers emphasise the creativity involved in CS behaviour, and 
thus appear to see CS as a dynamic process in which grammars interact in speech 
production, not all forms of CS are necessarily entirely creative or dynamic. An example 
could be the use of the slogan Let’s make things better, as used in Dutch 
advertisements by Philips. Other examples are switches of chunks (Backus 2003) or 
multiword units (Treffers-Daller 2005a) which illustrate the occurrence of fixed patterns in 
CS. Finally, could be found in situations where CS has become more or less 
institutionalized, for example when a mixed code has become the norm of an elite, as 
Swigart (1992) shows to be the case for Wolof-French CS in Dakar.  A new perspective 
on the controversy around the distinction between borrowing and CS may also be 
possible if the former was redefined as static CS.  Thus CS, transfer and borrowing may 
have more in common than had been previously thought (see also section 3), especially 
if these phenomena are considered from a psycholinguistic perspective.  
 The distinction between static and dynamic interference appears not to have been 
picked up by researchers working on transfer in either SLA or language contact studies 
(but see Treffers-Daller 2005), possibly because the term interference is suspect for 
many researchers outside the field of psycholinguistics. As evidence from speech 
processing becomes more and more important in a range of disciplines, it may well be 
timely to exploit the distinction more in theories of CS and transfer. One of the questions 
that would need to be answered in research in the future is of course to what extent 
dynamic and static forms of CS are processed differently. 
 
2. Psycholinguistic approaches to language selection, switching and interference 
Normally functioning bilingual speakers are able to separate their languages in speech 
production: they can produce monolingual utterances whenever the situation or the 
interlocutor require it. This rather obvious fact is a problem for models of speech 
processing, which need to account for bilinguals‘ ability to control their output so that they 
do not code-switch continuously or experience continued interference (Costa, La Heij and 
Navarrete 2006). Like bilinguals, monolinguals also need to exercise control in choosing the 
right words from a number of competing alternatives. In contrast to monolinguals, bilinguals 
have translation equivalents for at least a proportion of their vocabularies. As a 
consequence, accounting for the ―hard problem‖ (Finkbeiner, Gollan and Caramazza 2006: 
153) of how to avoid inappropriate choices is particularly difficult in models of bilingual 
speech production. Recent psycholinguistic research is focused on identifying the locus 
and manner in which bilinguals control their language choices. Kroll, Bobb and Wodniecka 
(2006: 124) opt for a language-nonselective model of speech production because there is 
―a great deal of evidence that suggests that candidates in the unintended language are 
active, that they compete with one another for selection.‖ La Heij (2005), on the contrary, 
assumes a language-selective model, in which only those lexical items are activated that 
are selected that correspond to the information contained in the pre-verbal message.  La 
Heij assumes that in bilingual speakers, the intention to speak is part of the preverbal 
message, so that translation equivalents from the non-response language become less 
activated than words from the intended language. While the debate is far from being 
settled, it is clear that all models of bilingual speech production need to account for different 
kinds of interference from the non-response language (speech errors, blends, etc.), and all 
models also need to be able to account for different kinds of CS as will be illustrated below. 
 Before reviewing the implications of these models and findings for CS research, it is 
important to note a number of relevant facts of bilingual processing. First of all, there is a 
consensus in psycholinguistics that bilinguals can perhaps ―turn down‖ one of their 
languages, but that they cannot completely ―turn off‖ that language (Grosjean 2001). 
Second, bilingual word recognition is basically language non-selective (Dijkstra 2005), that 
is, words from both languages are activated in the process of understanding the incoming 
speech signal. Third, languages are probably not stored separately, but according to the 
―subset hypothesis‖ (Paradis 1981, 2004; De Bot 1992), they form subsets within a larger 
unit in the brain. Fourth, evidence from neuro-imaging suggests that no major differences in 
brain activity are found in processing of stories in L1 and L2 among highly proficient 
bilinguals, but that different patterns of cortical activity are found for less proficient bilinguals 
performing the same task (Abutelabi, Cappa & Perani 2005). Thus, one cannot easily 
locate the two languages of a bilingual in separate areas of the brain (see Kutas et al., this 
volume), at least not in highly proficient bilinguals, although each language is ―susceptible 
to selective pathological inhibition‖ (Paradis 2004: 111), a fact that is compatible with the 
subset hypothesis.  
Most authors adopt Levelt‘s (1989) speech production model (see Wei, this volume), 
but assume it needs adaptation to account for bilingual speech production. The best 
known adapted models are Grosjean‘s (1988) Bilingual Model of Lexical Access, 
Green‘s  (1998) Inhibitory Control model and Dijkstra and Van Heuven‘s (1998; 2002) 
Bilingual Interactive Activation model (BIA). De Bot (1992; 2002), Green (1998) and La 
Heij (2005) propose, with most other authors in the field, that the decision to speak one 
language or the other must be taken at the level of the preverbal message, i.e. this is the 
task of the conceptualizer in Levelt‘s model. Poulisse and Bongaerts (1994) and Green 
(1998) propose that lemmas, which contain the lexical entry‘s meaning and syntax, are 
tagged with a language label1. In Green‘s Inhibitory Control model, it is the activation of 
this tag together with the conceptual information that leads to the selection of a given 
lemma, with any highly active competing lemma inhibited. According to Paradis (2004) 
however, there is no need for a language tag, and language processing in monolinguals 
                                                 
1 Long ago, Haugen (1972a: 314) also assumed the existence of language tags to ensure speakers are able to 
keep their languages apart. 
and bilinguals is very similar. He assumes that it is lexical meaning which drives the 
selection of the appropriate lexical item. As the meaning of a word is language-specific, 
and the meanings of translation equivalents overlap only partly, the formulator should be 
able to select the right lemma on the basis of its semantic information, by selecting the 
lemma that maps best onto the information in the preverbal message.  
 According to Paradis (2004: 212), the implicit grammar of code-mixing (see 
section 3 for this notion) does not require anything beyond the requirements the 
individual languages: ―the only constraint seems to be that each speech segment of a 
mixed utterance should not violate the grammar of the language of that segment‖, a 
proposal that MacSwan formulated earlier in syntactic-theoretical terms (see MacSwan 
1997 and this volume). Paradis recognises that not every single switch can be the result 
of a decision at the initial planning stage (i.e., at the stage of the pre-verbal message). It 
would be counter-intuitive, given the frequency of switching within a stretch of speech 
such as (1), that speakers plan in detail at which points to switch at this early stage, 
when the focus is on conceptual organization rather than form. He assumes that 
deliberate CS occurs by virtue of the same principles which make ―inadvertent‖ CS 
possible.  
 Most researchers agree that the decision to choose one language as the basic 
language of the conversation enhances the likelihood that lemmas from that language 
are being activated. Paradis‘ (1987; 2004) Activation Threshold Hypothesis accounts for 
this in such a way that the activation levels of the selected language are raised so as to 
avoid interference. When speakers are in a bilingual mode (Grosjean 1995), the 
activation thresholds for both languages are lowered, to allow for CS. As we will see 
below, the Activation Threshold Hypothesis is however not sufficient to account for the 
different types of naturalistic CS that Muysken (2000) distinguishes, and it makes a 
number of predictions that are not borne out by the facts. 
  Paradis‘ hypothesis that lexical selection in monolinguals is similar to lexical 
selection in bilinguals is attractive in that it is a parsimonious theory, in fact a null 
hypothesis, and researchers from different fields can look for evidence in support of or 
against this hypothesis. It is not difficult to see that the tools provided in Paradis‘ model are 
necessary but not sufficient to account for naturalistic code-switching. 
 According to Paradis‘ (2004: 224) Activation Threshold Hypothesis ―in the case of 
extremely frequently used items, such as closed-class grammatical morphemes, the 
threshold may be so low as to show no fluctuation because of the strong frequency effect.‖ 
This is problematic for theories of code-switching, because it predicts that, in the absence 
of additional constraints on code-switching, interference in the use of closed class items 
should be frequent. It also predicts that code-switching of adpositions (pre- and 
postpositions), which are frequent in most languages that possess this category should be 
common. These two predictions are not borne out by the data. The reason for the lack of 
code-switching in these categories is probably the lack of CATEGORIAL EQUIVALENCE 
(Muysken 1995; 2000) or CONGRUENCE  (Sridhar and Sridhar 1980; Sebba 1998, Myers-
Scotton 2002; Deuchar 2005) between adpositions from different languages or between 
functional categories across languages. As is well-known the spatial systems covered by 
adpositions differs from language to language (Jarvis and Odlin 2000), and determiner 
systems differ widely from language to language as well, which may inhibit code-switching 
(cf. the discussion about Arabic versus Dutch determiners in Nortier 1990). Paradis does 
not clarify the role of congruence in his framework, but it is clear that it needs to get a role, 
for example as a metalinguistic tool which can be used by speakers to identify where 
languages have parallel categories or structures. This issue is important for theories of 
transfer in SLA as well, because the extent to which speakers perceive their L1 and their L2 
to be similar or different has an impact on their use of transfer as a strategy for language 
learning (Odlin 2003). The discussion around perceptions of interlingual identification in 
SLA is unfortunately currently completely separate from discussions around congruence in 
code-switching but researchers would benefit from knowledge exchange in this area too. 
 Paradis‘ model cannot explain either why there are systematic differences in code-
switching patterns (alternation, insertion and congruent lexicalization), as distinguished by 
Muysken (2000), nor how this typology interacts with issues of control, language typological 
factors and societal factors. While Paradis‘ model is able to account for interindividual 
differences in lexical choice and or switch habits in terms of differences in activation of rules 
or words from both languages, it cannot explain the systematic differences in types of code-
switching which go beyond the idiosyncratic choices of an individual and which linguists 
explain on the basis of principles of linguistic theory in interaction with societal factors.  
 Some models of processing of bilingual speech are based on the idea that 
languages are either ―on‖ or ―off‖. However, this is not plausible given the 
psycholinguistic evidence sketched above (cf Muysken 2000). Rather, we probably need 
to assume with Sridhar and Sridhar (1980: 413) that both systems are on [original 
emphasis] at the same time, although we now know that they can be on to different 
degrees. Furthermore, while some researchers define CS as a ―complete switch‖ from 
one language to the other (Poplack and Meechan, 1995; Grosjean 2001), it is not clear 
what switching ―completely‖ to the other language means given the psycholinguistic 
evidence about continued activation of both languages in production and perception. 
 
3. Definitions and types of code-switching 
 Uriel Weinreich (1953:1), a pioneer of contact linguistics, uses the notion ―interference‖ 
as the over-arching concept for a range of language contact phenomena: ―those 
instances of deviation from the norms of either language, which occur in the speech of 
bilinguals as a result of their familiarity with more than one language, i.e. as a result of 
language contact.‖ In Weinreich‘s definition, interference can be observed at different 
levels of analysis, including the lexical level. Under this view, borrowing and CS can be 
seen as instantiations of interference, although he does not explicitly formulate it in this 
way. As is well known, Weinreich (1953: 73) adopts a negative attitude towards CS:  
 ―[T]he ideal bilingual switches from one language to the other according 
to appropriate changes in the speech situation (interlocutors, topics, etc.), 
but not in an unchanged situation, and certainly not within a sentence.‖ 
Some researchers continue to use one umbrella term for CS, borrowing and transfer. 
Clyne (2003: 72), for example, uses the notion TRANSFERENCE to cover the phenomena 
which Weinreich describes as ―interference‖, as the term CS has become so 
polysemous and unclear. For Clyne, transference can take place at a range of levels of 
analysis, and certain types of CS (in particular insertional code-mixing – see below) are 
seen as instantiations of transference, whereas he considers other types of CS 
(alternation and congruent lexicalization) as examples of TRANSVERSION (see below). 
Furthermore, he distinguishes between the process (transference) and the product 
(transfer) of language contact.  
 Other authors see transfer and CS as different phenomena that cannot be subsumed 
under a single term. Poplack and Meechan (1995: 200) emphasize the fact that in CS 
the languages are clearly separate from each other, and they define CS as "the 
juxtaposition of sentences or sentence fragments from two languages, each of which is 
internally consistent with the morphological and syntactic (and optionally, phonological) 
rules of its lexifier language." This definition is reminiscent of McClure‘s (1977) use of the 
terminology. McClure (1977: 97) uses the term code-switching to cover code-changing 
and code-mixing. In McClure‘s definition, CODE-CHANGING is the alternation of languages 
at the level of the major constituents (e.g. NP, VP, S). Importantly, she sees code-
changing as involving a complete shift [emphasis added] to another language system, in 
that all function words, morphology and syntax are abruptly changed, whereas code-
mixing takes place within constituents. Grosjean (1995: 263) defines CS along similar 
lines as shifting completely [emphasis added] to the other language for a word, a phrase, 
a sentence, etc.  Finally, Clyne (2003: 76) uses the term TRANSVERSION ―to express 
‗crossing over‘ to the other language rather than alternating between the languages 
(original emphasis)‖. The emphasis on separation probably results from the need felt by 
many researchers in the 1990s to distinguish between borrowing and CS. Borrowing is 
seen by many researchers as the integration of features from one language into another 
(see also Thomason and Kaufman‘s definition of borrowing below). In Thomason and 
Kaufman‘s (1988) definition of borrowing (see below) the source language and the 
recipient language play very different roles, but in some CS models the contact 
languages are equally assumed to be unequal partners, so that CS and borrowing are 
not necessarily different on this point. 
 For Myers-Scotton (1993a) CS does not necessarily involve a complete switch to the 
other language. In her Matrix Language Frame Model (henceforth MLF model), one of 
the two languages generally takes a more predominant role in CS in that it determines 
the grammatical frame of the utterance. This language is considered to be the matrix 
language (or ‗base‘ language) of the interaction, and the other is the embedded or 
‗guest‘ language. In what Myers-Scotton (2006: 241) calls CLASSIC CODE-SWITCHING, 
elements from two or more language varieties are found in the same clause, but only 
one of these varieties is the source of the morpho-syntactic frame for the clause.‖ 
Arguably then, in classic CS, there is no complete switch to the other language, because 
the syntactic frame of the entire utterance comes from one language. The interaction 
between the grammars of both languages is more pronounced in another type of CS, 
which is called COMPOSITE CODE-SWITCHING, in which the guest language contributes 
some of the abstract structure underlying surface forms in the clause (Myers Scotton 
2006: 242). 
 Muysken (2000: 1) uses the term code-mixing instead of intra-sentential CS to refer 
to ―all cases where lexical items and grammatical features from two languages appear in 
one sentence.‖ Muysken‘s typology of code-mixing (insertion, alternation and congruent 
lexicalization) is very helpful in that it shows that on the one hand, there is CS in which 
the languages are clearly kept separate (alternation), as in (2), where the main clause is 
in French and the subordinate clause is in Dutch, but the two are separated by an 
interjection. 
 
(2) Je téléphone à Chantal he, meestal voor commieskes  
 I call   to Chantal  INT, mostly   for  shopping  
 
 te doen  en  eten  
 to  do  and  food 
 ―I call Chantal to go shopping and get food.‖ (Treffers-Daller 1994: 213) 
 
 Finally, there are forms of CS in which the contact languages are not kept separate at 
all (congruent lexicalization). When the two languages in contact are closely related 
through either the lexicon or the grammar or both, or perceived by speakers to be 
related, it is often not possible to attribute the syntactic structure of the language to one 
or the other of the two languages. Thus, while Haugen (1972b: 80) felt that ―except in 
abnormal cases speakers have not been observed to draw freely from two languages at 
once‖, in congruent lexicalization, there is a syntactic frame which is shared by both 
languages, and this is filled with lexical items that can come from both languages, too. 
This kind of CS is often found in those contact situations where convergence of the 
contact languages is taking place, and it is somewhat similar to style-shifting in 
monolingual discourse (see Hymes 1972). The following example is from Sranan-Dutch 
CS. In (3) there is frequent back-and-forth switching between Dutch and Sranan. 
(3) wan heri gedeelte de ondro beheer  fu  
  one  whole part  COP under control  of  
 
  gewapende machten  
  armed  forces 
―One whole part is under control of the armed forces.‖ (Bolle 1994: 75; in 
Muysken 2000: 139) 
 
And finally, in Muysken‘s third type of code-mixing, insertional code-mixing (which 
corresponds to Myers-Scotton‘s classic CS) lexical items or entire constituents from one 
language are inserted into a structure from the other language, as in (4), where the 
Spanish phrase las dos de la noche ‗two at night‘ is surrounded by matrix language 
elements (from Quechua) in which the Spanish words are nested (A-B-A structure), and 
noche is integrated into Quechua with the help of the accusative suffix –ta.  
 
(4) Chay-ta las dos de la noche-ta chaya-mu-yku 
 That-AC the two of the night-AC arrive-CIS-1pl 
 ―There at two in the morning we arrive.‖ (Muysken 2000: 63) 
 
If we were to rank the three types of codemixing distinguished by Muysken on a scale of 
separation of the languages, then alternation would be a type of code-mixing with 
maximum separation, and congruent lexicalization would be at the opposite end 
(minimum separation), with insertional code-mixing occupying the middle ground. 
     Separation continuum 
Maximum                                                                                                  minimum  
      
Alternation      insertion                 congruent lexicalization                                                                                                         
    
We do need to keep in mind, though, that researchers‘ understanding of separation 
between languages may not correspond to speakers‘ perceptions, as Auer (1984: 26) 
points out. Auer (1984; 1995) uses a terminology that differs from that used by others by 
adopting the overarching concept of LANGUAGE ALTERNATION which covers CODE-
SWITCHING and TRANSFER. Code-switching is defined by Auer as ―language alternation at 
a certain point in conversation without a structurally determined (and therefore 
predictable) return into the first language‖, whereas ―transfer is defined as language 
alternation for a certain unit with a structurally provided point of return into the first 
language‖ (Auer 1984: 26)2. These distinctions correspond— roughly —to Muysken‘s 
alternational code-mixing and insertional code-mixing. As the term transfer is used in a 
very different way in research on language contact and second language acquisition 
(see below), Auer‘s terminology has not been widely adopted.  
 It is also possible to hypothesize that these three types of code-mixing differ from 
each other with respect to speakers‘ ability to control their switching. Alternational code-
mixing seems to be on the side of maximum control, whereas congruent lexicalization is 
on the opposite side of the continuum, with insertion occupying the middle ground. Of 
course this hypothesis needs to be corroborated with experimental evidence. 
     Control continuum 
Maximum                                                                                                  minimum  
      
                                                 
2 Auer (1984: 103) points out that the terms Umschaltung (switching) and Einschaltung (transfer) coined by 
Stolt (1964) are at the basis of his use of the terminology.  
Alternation      insertion                 congruent lexicalization                                                                                                         
 Separation between contact languages, and the fact that languages can become more 
or less similar to each other through contact is key in any discussions of convergence 
and transfer, to be discussed next. 
 
2. Convergence and transfer in language change and in Second Language 
Acquisition 
As the terms convergence and transfer are often used alongside each other by many 
researchers working on contact-induced language change, these concepts are 
discussed together in this section, with an attempt to clarify how researchers see the 
relationship between CS on the one hand and transfer/convergence on the other. The 
discussion first addresses the work of researchers who focus on the role of 
transfer/convergence in language contact and language change, and then on the work of 
researchers in SLA, who prefer to use the term ―transfer‖ or ―crosslinguistic influence‖ 
(Kellerman and Sharwood Smith 1986). Researchers working on transfer or 
convergence from the perspective of theories of language change have most often 
focused on the outcome of language contact, or what Paradis (1993) and Grosjean 
(2001) have termed STATIC INTERFERENCE, referring to features that have become part of 
the implicit grammar (see section 1). Researchers working on SLA tend to focus on 
DYNAMIC INTERFERENCE. The discussion below will reflect those tendencies in the 
literature. 
 
2.1 Convergence and transfer in contact-induced variation and change 
According to Salmons (1990: 476) the notion of convergence goes back to Johannes 
Schmidt‘s (1872) Wellentheorie (wave theory), and it is also used by Trubetzkoy (1939) 
and later by Weinreich (1959: 395) who defines convergence as ‗partial similarities 
increasing at the expense of differences‘. Hock (1991: 492) adds an important dimension 
by proposing that ―convergence between different languages may be mutual (between 
adstratal languages) or unidirectional (in an unequal prestige relationship)‖, and the 
same point is made by Bullock and Toribio (2004: 91).  
 Pfaff (1979: 315) is probably the first to raise the issue of the relationship between 
CS and convergence. According to Pfaff CS may lead to convergence, whereas Clyne 
(1987: 753) appears to imply that convergence may lead to CS, when stating that 
―syntactic convergence will take place around the switch, apparently in order to ease 
code switching‖ [original emphasis]. Clyne (2003: 79) uses the term convergence in 
general to denote ―making languages more similar to each other‖, and specifically 
distinguishes between syntactic transference and convergence. Syntactic transference 
leads to a morpheme-to-morpheme correspondence between the contact languages (as 
in 4a). Syntactic convergence results in an approximation of the two languages, but not 
in completely parallel structures, as in (4b), where there is convergence to English in the 
choice of the auxiliary (haben ‗to have‘ instead of sein ‗to be‘), in the extraposition of in 
Tarrington to the right-hand side of the verb, and in the omission of case marking on the 
preposition zu ‗to‘. 
(4a) Wir haben gegangen zu Schule in Tarrington (syntactic transference) 
 We have gone to school in Tarrington. 
(4b) Wir haben zu Schule gegangen in Tarrington (syntactic convergence) 
 We have to school gone in Tarrington 
(4c) Wir sind in Tarrington zur Schule gegangen (Standard German version) 
 We are in Tarrington to school gone 
 ―We went to school in Tarrington.‖ (Clyne 2003: 79/80) 
While Thomason and Kaufman (1988) do not discuss CS in any detail, their 
framework for contact-induced language change is one of the most influential works on 
transfer, which they term interference. They distinguish two basic mechanisms of 
contact-induced change: BORROWING and INTERFERENCE THROUGH SHIFT.  Borrowing is 
defined as ―the incorporation of foreign features into a group‘s native language by 
speakers of that language: the native language is maintained but is changed by the 
addition of the incorporated features‖ (Thomason & Kaufman 1988: 37). Interference 
through shift is ―a type of interference that results from imperfect group learning during a 
process of language shift. That is, in this kind of interference, a group of speakers 
shifting to a target language fails to learn the target language perfectly (Thomason & 
Kaufman 1988: 39). In an application of these mechanisms to Brussels, Treffers-Daller 
(1999) showed that the contact phenomena found in Brussels French are the result of 
interference through shift, because large groups of speakers of Brussels Dutch learned 
French, and often abandoned Dutch in the process, whereas the contact phenomena 
found in Brussels Dutch are the result of a process of borrowing from French. The 
concepts of borrowing and interference through shift roughly correspond to Van 
Coetsem‘s (1988) notions RECIPIENT LANGUAGE AGENTIVITY (e.g. when speakers of 
Brussels Dutch borrow features from French) and SOURCE LANGUAGE AGENTIVITY (e.g. 
when Dutch learners of French import features of Dutch into their interlanguages). 
 Bullock and Toribio (2004: 91), like Silva-Corvalán (1986; 1994), argue that 
convergence is not necessarily externally induced, and in their point of view this 
distinguishes convergence from interference or transfer, as the latter concepts refer to 
externally motivated innovations. They also make an important point regarding the areas 
of the grammatical system that are particularly prone to external influence and point out 
that ―the convergence of grammatical properties is either of a lexical nature or it occurs 
primarily at the interface of syntax and pragmatics/semantics‖ (Bullock and Toribio 2004: 
92). In addition, they claim that syntax proper (the purely formal system) is immune to 
convergence (but see Treffers-Daller and Mougeon 2005 and Backus, 2004 for 
counterarguments).  
 Silva-Corvalán (1994: 4) points to the fact that ―transfer leads to, but is not the single 
cause of convergence, defined as the achievement of greater structural similarity in a 
given aspect of the grammar of two or more languages‖. She also mentions the 
importance of the fact that the languages are assumed to be different at the onset of 
contact, a point which is crucial, but not always easy to establish if historical data are not 
available. She discusses different types of transfer, described as DIRECT TRANSFER and 
INDIRECT TRANSFER. The former refers to the importation into a language of a new form 
from another language, such as lonche ‗lunch‘ in Los Angeles Spanish. When 
registrarse incorporates the meaning ‗to register in school‘ from English, this is also 
considered an example of direct transfer. Indirect transfer refers to a higher frequency of 
usage of a form that corresponds to a structure of the contact language (for example the 
more frequent use of progressives in Spanish by Puerto Rican Spanish-English 
bilinguals in comparison with monolinguals). These terms are similar to the ones used by 
Mougeon, Nadasdi and Rehner (2005) who apply the terms OVERT and COVERT 
TRANSFER for these phenomena. To Silva-Corvalán, the loss of a category that does not 
have a parallel in the contact language, is also a form of indirect transfer. An example is 
the loss of adjective gender marking in some Spanish varieties of Los Angeles, or in (4a) 
and (4b), the loss of case marking on the German preposition zu ‗to‘. 
 Importantly, Silva-Corvalán (1994: 5) points to the fact that ―convergence may 
result as well from pre-existing internally motivated changes in one of the languages, 
most likely accelerated [original emphasis] by contact, rather than as a consequence 
of direct interlingual influence.‖ Researchers have often failed to disentangle internal 
and external causes in their study of the emergence of particular innovations, and 
have jumped to conclusions about transfer in cases where the result is most likely due 
to MULTIPLE CAUSATION (Thomason and Kaufman 1988). There are however many 
researchers—in particular historical linguists—who dismiss explanations based on 
external factors. As Farrar and Jones (2000) explain: Examining whether contact plays 
a role in change is [  ] seen as a last resort, and "if in doubt" we should "do without" 
and simply not take this final step (Farrar and Jones 2002, p. 4). Rather than resorting 
to a multiple causation explanation, perhaps the true challenge for researchers in 
contact linguistics is to find better methodologies for teasing apart the effects of 
transfer from those of internal change.   
Despite the terminological confusion, the key differences between convergence and 
transfer appear to be as follows: first, convergence is not necessarily externally 
motivated, whereas transfer by definition must be. Second, transfer implies directionality 
(for instance, from language A to language B), while convergence does not. Third, 
convergence used in the sense of Mougeon and Beniak (1993), often involves 
simplification of structures or features, whereas transfer can lead to COMPLEXIFICATION ,  
(i.e. an unmarked feature is replaced by a marked feature).  
 An issue that will need to be investigated in future is to what extent internal and 
external change use the same mechanisms. According to Croft (2000: 148) 
―essentially the same mechanism that causes interference also causes the innovation 
of certain types of internal language changes‖. Croft reserves the term INTRAFERENCE 
for processes of internal change such as morphological levelling whereby one form in 
a morphological paradigm spreads to other forms from that paradigm. A key aspect of 
this process is INTRALINGUAL IDENTIFICATION, i.e. ―the recognition of the semantic 
relatedness of words, inflections and constructions‖ (Croft 2000: 148). Interference 
works in the same way, in his view, except that a form spreads from one language to 
another, rather than from one subsystem of a language to another subsystem of the 
same language, through a process of INTERLINGUAL IDENTIFICATION. This issue is 
important, as it raises the question to what extent contact-induced change is 
fundamentally different from internal mechanisms of language change (see also the 
conclusion of this chapter). 
 
2.2 Transfer in second language acquisition 
 It is clear from all introductions to SLA that transfer is a key concept that needs to form 
part of any theory of SLA, despite the efforts of Dulay and Burt (1974) to minimize its role. 
Dechert and Raupach (1989: xii) consider language transfer to be a metaphorical concept, 
―because nothing is really ‗transferred‘ from one domain to the other when we speak or 
listen to a new language‖. They distinguish no less than seventeen ―shades of meaning‖ 
attributed to the term language transfer, and even this list is not intended to be complete. 
Depending on the aims of the study and the theoretical framework in which researchers 
work, transfer is seen, for example, as a research paradigm (Osgood 1953), a central 
process underlying language performance (Selinker 1972), a production strategy or a 
communication strategy (Gass and Selinker 1983), or a constraint on the hypotheses that 
learners will formulate about the target language (Schachter 1993). It is also clear that 
transfer can take place from L1 to L2 or from L2 to L1 (Pavlenko 2000; Cook 2003). 
 While researchers working from the perspective of Universal Grammar (UG) do not 
always think of transfer as key, White (2000) identifies five different approaches to this 
issue. The most extreme position taken in relation to transfer in SLA is expressed in what 
has become known as the Full Transfer/Full Access model (Schwartz and Sprouse 1996). 
Adherents of this model believe that learners initially transfer all the parameter settings from 
their first language into the L2. Subsequently they revise their hypotheses on the basis of 
positive evidence from the input (Mitchell and Myles 2004). If such evidence is not available 
or is obscure, learners do not become fully competent in the L2, which explains 
fossilization. Others believe that learners have access to UG via their L1, or that only lexical 
categories are transferred, but not functional categories (Vainikka and Young-Scholten 
1996a , 1996b). 
 Jarvis (2000) points out that there are so many conflicting findings about the importance 
of transfer in SLA, because researchers do not agree about the ―nature‖ of transfer and 
they adopt different definitions of the concept. He proposes a working definition of L1 
transfer: L1 influence refers to any instance of learner data where a statistically significant 
correlation (or probability-based relation) is shown to exist between some features of 
learners‘ IL [interlanguage] performance and their L1 background (Jarvis (2000: 252).‖ This 
definition focuses on the empirical evidence that supports an explanation that transfer is the 
likely cause for a particular phenomenon. 
 
3. Conclusion: towards a unified account of code-switching and transfer 
In this Chapter we have seen that the wide variety of concepts used for contact phenomena 
makes it difficult for researchers to incorporate findings from neighboring fields into their 
research. The key question is of course whether researchers are only using different labels 
for essentially the same phenomena, or whether the phenomena under investigation are 
fundamentally different either in their surface manifestations, or in the processes and 
mechanisms that lead to those surface forms. The problem is often that surface forms as 
found in corpora of spontaneous bilingual speech can be the result of different processes 
that cannot be directly observed, whereas in strictly controlled experiments only a small 
proportion of the phenomena that can be observed ―in the wild‖ can be tested (see also 
Gullberg and Muysken, this volume, who call for a multi-task approach to solve this 
problem).  
A number of general points can however be made to advance the discussion. While 
many researchers have argued that CS and transfer are different phenomena altogether, 
new insights from psycholinguistics may well point into a different direction. As we have 
seen in section 1 Paradis (1998; in De Bot 2002: 291) argues that in terms of 
processing, cross-linguistic influence cannot be distinguished clearly from CS 
phenomena. The position that CS and transfer are manifestations of the same 
phenomenon, i.e. the influence of one language on another, is an attractive null 
hypothesis that can be tested in experimental settings. A key question to be investigated 
is in this context the issue of control: a further investigation of the locus and manner in 
which speakers control CS and transfer will no doubt shed new light on this matter. 
 Another key point that needs further investigation is to what extent the language 
selection processes that are involved in CS are the same or different from those that are 
used in lexical access in monolinguals. If Paradis (2004) is right, language processing in 
bilinguals and monolinguals works in the same way, so that no additional mechanisms 
are needed to account for CS. As we have seen above, Poulisse and Bongaerts (1994) 
provide evidence to support a unified approach to processing in monolinguals and 
bilinguals. While Paradis‘ position is an interesting null hypothesis, I have argued in this 
Chapter that we do need additional mechanisms, such as a mechanism for establishing 
congruence between languages. Independent support for the existence of such a 
mechanism comes from Croft (2000) who sees interlingual identification as a key 
mechanism behind contact-induced change.  
  It may be possible to go further and see intralingual processes such as analogical 
change in theories of language change or overgeneralization in L1 or L2 development as 
the counterpart of transfer among monolinguals. If speakers regularize irregular verbs (e.g. 
goed for went) this can also be seen as transfer of a pattern to a new domain. Similarly, it is 
possible to see accommodation (Giles and Powesland 1975) as a form of transfer of 
features between interlocutors. Transfer may thus well be a powerful mechanism that can 
be seen to work in monolingual and bilingual contexts. Whether or not the same processes 
are at work in these different contexts, and whether or not the notion language transfer is 
merely a metaphor (Dechert and Raupach 1989) or more than that, are empirical 
questions, surely worth investigating in the future.  
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