In this paper, the stable problem for differential-algebraic systems is investigated by a convex optimization approach. Based on the Lyapunov functional method and the delay partitioning approach, some delay and its time-derivative dependent stable criteria are obtained and formulated in the form of simple linear matrix inequalities (LMIs). The obtained criteria are dependent on the sizes of delay and its time-derivative and are less conservative than those produced by previous approaches.
Introduction
Differential-algebraic systems, also referred to as singular systems, descriptor systems or generalized state-space systems, arise in a variety of practical systems such as chemical processes, nuclear reactors, biological systems, electrical networks and economy systems. Differential-algebraic systems include not only dynamic equations but also static equations [1] [2] ; the study of such systems is much more complicated than that for standard statespace systems. The existence and uniqueness of a solution to a given differential-algebraic system are not always guaranteed and the system can also have undesired impulsive behavior, which can lead to the instability and poor performance [3] .
Because of the extensive applications in many practical systems, a great number of fundamental notions and results in control and system theory based on standard state-space systems have been extended successfully to differential-algebraic systems. In recent years, much attention has been focused on stability, robust stability and H ∞ control problems for differential-algebraic systems, and some results have been derived using the time domain method [4] - [11] . The existing results can be classified into two types: delay-dependent conditions, which include information on the size of delays [12] [13] , and delay-independent conditions, which are applicable to delays of arbitrary size [14] [15] . Since the stability of systems depends explicitly on the time-delay, the delay-independent conditions are more conservative, especially for small delays. While the delay-dependent conditions are usually less conservative, and the conservatism will dependent on the chosen of Lyapunov functional, the inequality bounding technique and so on. Two approaches were used to prove the stability of the system in the existing literature. The first approach consists of decomposing the system into fast and slow subsystems and the stability of the slow subsystem is proved using some Lyapunov functional. Then, the fast variables are expressed explicitly by an iterative equation in terms of the slow variables [16] . The second approach consists of constructing a Lyapunov-Krasovskii functional that corresponds directly to the descriptor form of the system [17] . Some other methods have also been provided to reduce the conservative, for example, convex analysis method [18] and delay partitioning approach [19] [20] . To the best of our knowledge, most of the existing delay-dependent asymptotically stable criteria only depend on the upper bound of the delay-derivative, and to the differential-algebraic systems, the delay and its time-derivative dependent stability criterion has not established, which motivates this paper.
This article deals with the problem of asymptotic stability for a class of linear differential-algebraic system with time-varying delay. The obtained criteria depend not only on the upper bound but also on the lower bound of the delay derivative. Based on the Lyapunov functional method and the delay partitioning approach, some delay and its time-derivative dependent stable criteria are obtained. One numerical example is provided to demonstrate the effectiveness of the proposed results. All the developed results are in the LMI framework which makes them more interesting since the solutions are easily obtained using existing powerful tools like the LMI toolbox of Matlab or any equivalent tool.
Notation: Throughout this paper, 
Problem Statement
Consider the following differential-algebraic system: 
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The following definition, lemmas and notation are introduced, which will be used in the proof of the main results.
Definition 1 ([6] (8) and (11) 
Main Results

Theorem
where
Consider the following Lyapunov functional:
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A Numerical Example
In this section, a numerical example will be presented to show the validity of the main results derived above.
Example Consider the following linear differential-algebraic system described by systems (1) with 
Conclusion
In this paper, the asymptotic stability of differential-algebraic system with time-varying delay has been investigated. Some delay and its time-derivative dependent asymptotically stable criteria have been obtained by decomposing time-varying delay in a convex set. The obtained criteria depend not only on the upper but also on the lower bound of the delay derivative. One numerical example has been given to illustrate the effectiveness of the proposed main results.
