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案じた．AICの適用範囲は非常に広く，最尤法によるパラメータの推定が有効た場合にはいつでも使え
ると言ってよい．ここでr有効」と言っているのは，最尤推定量の誤差評価が有効という意味であり，必
ずしも最尤推定量の誤差が小さくなくてもいいことがAICの便利な点である．
 最尤推定が使われていたい場合にはAICは使えたい．AICを導くにあたって対数尤度関数と情報量規
準の関係，MLEの漸近正規性が使われているためである．
 2． WIC
 データκに当てはめた統計的モデル∫（κ1θ）の良さを評価する情報量規準WICを次のように定義す
る．
 （2．1）         WIC＝一2×1og！（κ1θ）十2×“Bias correction”
“Bias correction”は
           “Bias correction”＝亙x‡｛1o9∫（κ＊1θ＊）一109！（κ1θ＊）｝
で与えられる．ここでパはリサンプリングの手法で生成されるr疑似データ」であり，θ＊はデータκ＊
に基づくパラメータの推定値，亙x‡はデータκ＊の分布に関する期待値である．この期待値はモンテカル
ロ法で計算することができる．リサンプリングで生成されるデータが本当のデータの揺らぎを再現して
おり，所与のパラメータ推定法がこのデータに適用できるものであればWICは情報量規準の有効な推
定値を与える．AICとWICの両方の値が得られる場合には，WICの挙動はAICのそれに一致する．
 3．WICの適用範囲
 WICを分割表モデルの選択，ARモデルの次数選択に適用した場合にAICと同等た挙動を示すこと
を示し，次いで，“pena1ized1eastsquares”法による回帰曲線の推定と多項式回帰の評価，比較が情報
量の意味で可能であることも示した．最後に，電波望遠鏡データ解析で用いられるCLEANとして知ら
れているデータ解析法の制御にも応用できることを示した．
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狭義凸2次計画問題に対するアフィンスケーリング法の大域的収束性について
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Karmarkar（1984）が射影変換を利用した内点法を提案して以来，線形計画問題に対して内点法によ
るアプローチが活発に続けられている．それよりも逢かに早く，SovietのDikin（1967）によって提案
され，Karmarkar法が登場したのちにBames（1986），Vanderbei et aL（1986）らによって再提案され
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たアフィンスケーリング法は，射影変換を用いずに，変数（あるいはスラック変数）のスケーリングを
行って問題を変形した後に最急降下法を行う単純た内点法で，実用的にも有望な計算機実験の結果が報
告されているものである．従来，この方法の大域的収束性の証明にはある種の非退化条件を必要とした
が，Tsuchiya（1990）では“局所Karmarkarポテンシャル関数’一という概念を用いた非退化条件を必要
としたい大域的収束性の証明が与えられている．
 ところで，線形計画問題の最も単純な拡張であるとされる凸2次計画問題はポートフォリオ，最適制
御問題などに広い心用を持つ．次のような狭義凸2次計画問題
                   1    ．              mi・imi・・万榊κ十・κ…bj・・tt・κ∈P・
                   P＝｛κ∈州〃ガろ≧o｝，
 （1）                   λ＝［α、，．．．，α腕］∈”Xm，κ，C∈”，
                   Q∈R舳：Qは正定値行列，
                   ろ∈Rm
を考える．ここで“問題（1）に内点可能解が存在し，双対非退化条件が満されている”ことを仮定する．
この問題に対するアフィンスケーリング法の反復は，多面体の内点．バこおいて
          。＿     3（κ）一1g（κ十）
（2）   κ一κ■μ1・（κ・）｛3（κ）一・・（κ・）1’12’
          B（κ）＝ノLS（κ）一2λf，   9（κ）＝Qκ十〇，   S（κ）＝dia9（ノバκ一ろ）
として定義される（Ye（1989））．μはステップ幅，κ十は次の近似解である．0≦μ＜1であれば，κ十が内
点可能解であることが保証される．本発表ではTsuchiya（1990）で用いられている手法を拡張して反復
（2）の性質を解析し，次の定理を示した（Tsuchiya（1991））．
  定理．上述の仮定の下で，ステップ幅μを1／8に選べば狭義凸2次計画問題に対するアフィンス
ケーリング法は大域的収束性を持つ．
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内点法は，線形計画問題などの最適化問題を解く数値計算法の1つであり，Karmarkar（1984）により
