having been abusive and the percentage of women who indicated having been abused.
Method
Sample design Since a critical goal of this research was to yield estimates of woman abuse that are representative of undergraduate and community college students across Canada, a multi-stage, systematic sampling strategy was developed with the assistance of York University's Institute for Social Research (ISR). This sampling plan is described below.2
Regional breakdown
For the purpose of making regional comparisons, Canada was divided into six strata: Atlantic Canada, including Newfoundland, Prince Edward Island, Nova Scotia, and New Brunswick; Quebec (French-speaking schools); Ontario; the Prairies, consisting of Manitoba, Saskatchewan, and Alberta; British Columbia; and a Language Crossover stratum which included both English-language institutions in Quebec and French-language schools outside of this province (e.g., in Ontario and New Brunswick). The number of schools selected in each area was based on the regional distribution of the Canadian student population as documented by Statistics Canada (1992a; 1992b). Table 2 presents the number of students enroled in each stratum and Table 3 describes the number of institutions selected in each region (Pollard, 1993) .
After the data were collected, the marginal distributions were compared to the distribution in Table 2 , and the results were weighted accordingly.3
The selection of institutions For each region, the ISR prepared a listing of all universities and colleges that might be included in this study. Universities with fewer than 500 students and colleges with less than 100 students were excluded. Then, random numbers were used to pick schools to participate in this survey, and the selection was based upon each institution's population relative to the overall regional student population.
The sample plan required the selection of 48 institutions (27 universities and 21 community colleges); but, four schools were randomly picked twice,4 and thus a total of 44 institutions were chosen. Additionally, each stratum was oversampled because we anticipated that several schools would not want to participate due to the sensitive and controversial subject matter, even though both 2. For more detailed information on the sample design, see Pollard (1993) . 3. See Pollard (1993) for the precise weighting factors. 4. The selection procedure allowed for the inclusion of schools that were randomly selected more than once. Two of the 48 schools originally selected chose not to participate. Administrators at one of these institutions stated that they did not have a policy on research involving human subjects and until one was in place, they would not participate. The other school was simply not amenable to the study. Selection of programs of study Some people believe that the leisure activities of students enroled in certain programs are characterized by sexist interpersonal dynamics, which in turn lead to woman abuse (Johnson, 1992) . On the other hand, some people assert that students who take women's studies courses are less likely to be abusive because they are more sensitized to the negative effects of gender inequality (Schwartz and Nogrady, 1993). Reliable empirical support for both arguments, however, is not yet available. In order to ascertain whether disciplines vary in their conduciveness to woman abuse, the sample was also stratified by program of study. The ISR assembled this sampling frame by first listing the faculties in each institution and then listing all of the subjects taught within each faculty. The university data are derived from the 1991 CorpusAlmanac andCanadian Source Book (Southam Business Information and Communications Group, 1990). Statistics on community colleges were collected from college calendars.
To select classes within each participating school, a main program of study or faculty was first selected through the use of random numbers, and the probability of selection was directly related to the percentage of students enroled in each faculty. These statistics were compiled from Statistics Canada (1992a; 1992b) sources. Students enroled in larger faculties, such as Arts, had a greater chance of being selected. When a main program of study was picked (e.g., Engineering), all of the subjects taught under this rubric were given random numbers and a particular subject (e.g., Civil Engineering) was chosen.
Selection of classes
The sample was further divided into junior and senior segments in anticipation of different responses from students who attended university or college for various lengths of time. Incoming students were categorized as junior undergraduates and third year undergraduates (second year students in some community colleges) were classified as seniors. Two classes were selected at each institution (four at institutions selected twice), resulting in a grand total of 96 classes. More than 96 classes were selected for sampling and several classes had to be replaced because either they were ineligible or they did not want to participate.
In order to be eligible to participate in this study, university classes had to have enrolments of not less than 35 and college courses were required to have a minimum of 20 students enroled. Twenty-one classes were replaced because of ineligibility and 17 departments or individual instructors refused an invitation to be included in the survey. One instructor would not allow the investigators to visit his class until January, 1993. Since this would have delayed the completion of the study, his class was excluded from the final study. Thus, we surveyed 95 of the projected 96 classes.
Arrangements for data collection Before the questionnaires could be administered, in the summer of 1992, the ISR phoned the Chairs of the 96 college and university departments that had been randomly selected to participate. During each call, the purpose of the study was made explicit, questions were answered, and the ISR tried to gain initial approval to administer our survey. After the Chairs gave theirverbal approval, letters were sent to confirm the details of the data gathering techniques and to determine the precise location of the class, the time of our visit, and any other details about the distribution of the survey.
The participating institutions were concerned about the ethics of doing this research, and the investigators responded to their demands. In several cases, despite approval from ethical review boards, professors insisted on obtaining the consent of their students before responding to the research team's request to survey their classes.
It should be noted in passing that prior to the distribution of the questionnaire, several instructors did not tell their students that the research team was going to visit their class. Others, however, gave their students advance notice and told them about the purpose of the survey. It might be argued that these announcements influenced some students not to participate in this study. For example, instead of answering a questionnaire, several people may have decided to pursue leisure activities or work on various assignments, such as term papers. Additionally, those who have been sexually, physically, or psychologically assaulted may not have attended class because they did not want to be reminded of these painful experiences. There may also have been some students who did not take part because they thought that they did not have much to contribute to the study, especially if they did not experience dating abuse. Unfortunately, the precise number of students who did not participate for the above reasons is unknown.
Data collection procedures
In each classroom two questionnaires, one for men and one for women, were distributed. Although both instruments contained some identical items, the wording was changed to ensure that the proper gender was identified as the dating partner. The questionnaires also contained some different items. For example, the women's questionnaire asked about their use of social support services for abused females, and the men's asked about peer support.
The questionnaires were distributed in classrooms for two reasons. First, consistent with Russell (1986), the researchers felt that it was important to be present to offer emotional and informational support (e.g., referral to a woman's centre or rape crisis centre) to any respondents who might be traumatized or upset by the subject matter or the recollection of their past experiences. Additionally, the investigators' presence ensures a higher completion rate and encourages respondents to answer all of the questions (DeKeseredy, 1989; Sheatsley, 1983).
Prior to each administration, students were asked to participate in a study on problems in male-female dating relationships. Also made explicit to them was the fact that participation in this survey is strictly voluntary and that any information they provide will be kept completely confidential. Students were also told that they did not have to answer any question that they did not want to and they could stop filling out the questionnaire at any time. This information was also printed on the cover of the questionnaire which respondents were asked to read prior to beginning.
Following each administration, we provided a debriefing which discussed the reasons for the research, the existing information on the frequency and severity of dating violence, and the role that peers play in the process. All respondents were given a list of local (on-and off-campus) support services for survivors and abusers. Additionally, participants were encouraged to ask us any questions or 144 to discuss the survey with us after completion. These debriefing techniques are similar to those used in Koss et al.'s (1987) national sexual assault study.
Sample characteristics
The sample consisted of 3,142 people, including 1,835 women and 1,307 men. Table 4 presents the demographic characteristics of these respondents and Table  5 shows their educational characteristics. As described in Table 4 , the median age of female respondents was 20 and the median age of males was 21. Most of the participants identified themselves as either English Canadian or French Canadian, and the majority of them (81.8 percent of the men and 77.9 percent of the women) were never married. Table 5 shows, as was anticipated, that most of the participants were junior students and a sizeable portion (42.2 percent of the women and 26.9 percent of the men) were enroled in Arts programs. Approximately 2 percent of the women were members of sororities and 3 percent of the men belonged to fraternities.
Abuse measures
Any intentional physical, sexual, or psychological assault on a female by a male dating partner was defined as woman abuse. Following Okun (1986) and DeKeseredy and Hinch (1991), the term abuse was chosen over terms such as "battering" and "violence" because its connotation addresses the fact that women are victims of a wide range of assaultive behaviours in a variety of social contexts. Indeed, a large body of research shows that male-to-female victimization in intimate relationships is "multidimensional in nature" (DeKeseredy and Hinch, 1991). To measure psychological and physical abuse, a modified version of Straus and Gelles' (1986) rendition of the Conflict Tactics Scale (CTS) was used.5 The CTS consists of at least 18 items and measures three different ways of handling interpersonal conflict in intimate relationships: reasoning, verbal aggression, and physical violence. The items are categorized on a continuum with the first ten describing non-violent tactics and the last eight describing violent strategies.
Two new items were added to the CTS. They were employed by Statistics Canada in their pretest for a national Canadian telephone study on violence against women. These measures are: "put her (you) down in front of family" and "accused her (you) of having affairs or flirting with other men." Previous research shows that these items are related to physical violence in marital relationships (e.g., Smith, 1990a).
The CTS has been extensively criticized as a simple count of abuse with no sense of the context, meaning, or motives for being violent ( Caution, however, must be used in interpreting these figures since they represent a composite of several items which vary in both the amount of violence used and in whether they actually constitute a violation of the Canadian Criminal Code. Even so, all the items reflect experiences that many survivors identify as both traumatic and damaging (Kelly, 1988) . Furthermore, using the SES allows us to replicate previous work and to compare Canadian results with American data.
It is difficult to compare the incidence findings with other Canadian studies presented in Table 1 . For example, though Finkleman (1992) used the same measures and time period, he does not provide data on gender variations in victimization. Instead, he reports the total number of students (both men and women) who were sexually abused. Moreover, for male reports of their 7. For each of these questions, respondents were asked to circle the percentage which best represented their answer. 8. Missing cases are excluded from these tables. 9. There is a 2 percent margin of error in these results at the 99 percent level. Despite some methodological differences, the findings presented in Tables 6  and 7 are consistent with Koss et al.'s American national data. They show that male respondents were more likely to report using less severe forms of coercion to get women to engage in sexual activities. These included arguments and pressure, and the use of alcohol. Women's reports concur with male responses in terms of the types of coercion used to engage in sexual activities. There are, however, large gender differences in reporting the incidence of abuse and the reporting gaps widen for the prevalence data.
Interpreting these reporting differences is a complex process. Researchers argue that socially desirable reporting is more common among perpetrators than victims (Arias and Beach, 1987; Dutton and Hemphill, 1992) . The greatest differences'1 between men and women were on the most socially undesirable items: sex play, attempted intercourse, and sexual intercourse involving some degree of force. The findings indicate that women were seven to eight times more likely to report these behaviours than men when response differences were standardized using women's figures as the base. This suggests that social desirability is probably shaping responses. However, the response differences on four other items were also large.
On these items women were 6 to 6.5 times more likely to have reported abuse than men. These items included: giving in to sex play or to sexual intercourse due to continual arguments and pressure and attempted sexual intercourse or actual sexual intercourse when you were too drunk or high to resist. These four items focus on the negotiations between men and women over sexual activity. The differences in reporting rates on these items, most of which are lower in social undesirability, suggest that there may be considerable miscommunication between men and women. The exact nature of this miscommunication cannot be 10. The gap in reporting was calculated by subtracting the percentage of men who stated that they abused a date from the percentage of women who reported having been abused and then dividing this difference by the percentage of women reporting that type of abuse.
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determined from these data. But, given the proposed changes to Canadian laws on consent and sexual assault, they suggest the need for further investigation.
The incidence and prevalence of physical abuse The male physical abuse incidence figure of 13.7 percent approximates statistics reported in previous Canadian and American incidence studies which used similar methods (DeKeseredy, 1988; DeKeseredy et al., 1992; Makepeace, 1983). Though Table 8 shows that every type of physical violence was used by at least one respondent, less lethal forms of assault were reported more often. This is consistent with most of the earlier North American research (Sugarman and Hotaling, 1989) . Expectations of socially desirable reporting are further supported when female incidence rates are calculated. These are higher than male figures with 22.3 percent of the female participants reporting victimization. Again, there are more reports of less lethal forms of abuse, and reporting differences are largest for the most socially undesirable variants of abuse. Table 9 shows that there are also gender differences in responses to the physical abuse prevalence items. Almost 35 percent of the women reported having been physically assaulted and 17.8 percent of the men stated ever having used physical abuse since leaving high school. Both the male and female Tables 8 and 9 include some notable features. For example, on both the incidence and prevalence scales, men were more likely to indicate having used a weapon than women were to state having been subjected to this form of abuse. Moreover, Table 9 reveals that more men reported threatening a date with a weapon than women reported being threatened. These are considered socially undesirable acts and men's higher rates of reporting suggest that, not surprisingly, social desirability alone does not account for reporting.
The incidence and prevalence of psychological abuse Similar accounts of psychological abuse were provided by both men and women. For example, the proportion of men who reported having been psychologically abusive is 74.1 percent and 79.1 percent of the female respondents indicated having been a victim of such mistreatment. As anticipated, the prevalence figures were higher at 86.2 percent for women and 80.8 percent for men.
The male incidence figure is higher than those reported by DeKeseredy (1988) and DeKeseredy et al. (1992) . The women's incidence figure is also higher than the DeKeseredy et al. estimate. The male prevalence statistic is about 12 percent lower than that reported by Bares et al. (92.6 percent). This difference probably reflects the use of different measures.
An examination of the psychological abuse items presented in Tables 8 and  9 indicates that there is considerable congruency in reporting. This suggests that there is a perception on the part of abusers that these occurrences are part of the "common currency" of dating relationships. This is particularly true of insults or swearing, throwing, smashing or kicking something, and doing something to spite a partner. There was less reporting agreement on threatening to throw something at her, putting her down in front of friends and family, and accusing her of having affairs or flirting with other men. These three items are less likely to be equal exchanges and are more likely to be unvaryingly threatening or psychologically damaging.
Conclusion
Surveys on the extent of woman abuse in Canadian university/college dating relationships are in short supply. The few which have been conducted clearly demonstrate that many women are at great risk of being physically, sexually, and psychologically attacked in courtship. They also intimate that many male dating partners may be attempting to mirror the dynamics of patriarchal marriages in which men have superior power and privilege (DeKeseredy and Schwartz, 1993). However, since the data presented in these studies (see Table 1 ) are gleaned from nonprobability samples, they are only suggestive of the incidence and prevalence of woman abuse in the Canadian post-secondary student population at large. Such data are clearly necessary to "provide a surer footing than presently exists for the development of social policies and programs needed to ameliorate the problem" (Smith, 1987: 144) .
In preparing to conduct this national study, substantial effort was devoted to considering the various measures used by researchers in this field in the past (Kelly and DeKeseredy, 1993). Our intention was to balance the need to replicate previous studies with the necessity of avoiding their methodological problems. The best available measures were selected and where necessary, modifications were made to address known difficulties. One of the major controversies in the woman abuse literature involves the use of composite scales to measure abuse. Such scales include the full range of potentially abusive items, that is psychological, physical, and sexual abuse. Interpreting the data derived from these items is extremely problematic given the range of activities covered. There is, for example, considerable debate about whether certain items in the sub-scales constitute abuse. This paper has presented the abuse figures for sexual, physical, and psychological abuse separately. Consistent with existing research in this area, composite measures (global incidence and prevalence figures) were computed but are not reported here since it is our position that they tend to be so large that they obscure and trivialize the more serious and less controversial abuse figures reported by the respondents. 1
The results of this nationally representative sample survey provide more accurate and reliable data on the abuse of college and university women by male dating partners. The findings suggest that very serious forms of abuse are quite common in campus dating. A comparison of our global prevalence findings with those reviewed by Sugarman and Hotaling (1989) show that the problem of dating abuse is just as serious in Canada as it is in the U.S.
Although these figures are high, as is the case with all survey statistics on woman abuse, they should be read as underestimates for the following reasons. First, many people do not report incidents because of fear of reprisal, embarrassment, or because they perceive some acts as too trivial to mention. Second, some people forget abusive experiences, especially if they took place long ago and were relatively "minor" (Kennedy and Dutton, 1989; Smith, 1987) . Third, because of social desirability factors, men are less likely than women to provide reliable accounts of their behaviour. Finally, many women may not want to recall the pain and suffering they endured in their dating relationships (Smith, 1987) .
In order to advance a better understanding of woman abuse in post-secondary school dating relationships, and to both prevent and control it, more than just accurate incidence and prevalence data are required. We need to empirically discern the major "risk markers" (Hotaling and Sugarman, 1986 ) associated with assaults on female university/college students, such as level of intimacy, ethnicity, and educational status. This type of analysis will provide information on who is at the greatest risk of being abused or of being abusive. Such correlational research will also assist in the development of theories, such as the one offered at the beginning of this article.
Research on the links, if any, between psychological abuse and physical and sexual abuse is also necessary for providing us with more direct interactional warnings. For example, strong correlations between accusations of flirting or having affairs (jealousy) and later physical or sexual abuse could be used to warn people to "get help" or "get out" when confronted with such abusive situations. Another important issue is the possible difference between men and women in their interpretations of consent for sexual activities. As noted above, reporting differences between men and women on the items about sexual negotiations or consent were large and very similar to the gaps between men and women in their reporting of the most socially undesirable activities. These preliminary findings raise important questions of a social and legal nature regarding the interpretations that men and women have of consent within dating relationships. These bear directly on current discussions about whether consent has been given or one partner has simply complied because they felt pressure to do so or were unable to refuse -the "no means no" debate. Subsequent articles on the national survey will address this and other issues, such as the influence of familial patriarchy on male violence, the context, meanings, and motives assigned to dating violence; the influence of male peer group dynamics on abusive behaviour; and the effectiveness of various social support services for women.
