Abstract. We propose twisted Szegedy walk to estimate limit behavior of a discrete-time quantum walk on infinite abelian covering graphs. Firstly, we show that the spectrum of the twisted Szegedy walk on the quotient graph is expressed by mapping the spectrum of a twisted random walk to the unit circle. Secondly, we find that the spatial Fourier transform of the twisted Szegedy walk with some appropriate parameters becomes the Grover walk on its infinite abelian covering graph. Finally, as this application, we show that if the Betti number of the quotient graph is strictly greater than one, then localization is ensured with some appropriated initial state. Moreover the limit density function for the Grover walk on Z d with flip flop shift, which implies the coexistence of linear spreading and localization, is computed. We partially obtain its abstractive shape; the support of the density is within the d-dimensional sphere whose radius is 1/ √ d, and there are 2 d singular points on the surface of the sphere.
Introduction
Quantum walks are intensively studied from the various kinds of view points, whose primitive form, discrete-time quantum walk on Z, can be seen in so called Feynman's checker board [3] . A discrete-time quantum walk itself was presented in the study of the quantum probabilistic theory proposed by [4] . The Grover walk on general graph has been appeared in [20] . This walk is one of the most intensively-investigated quantum walks from the view point of a quantum information theory and a spectral graph theory [1, 5] , which accomplishes quantum speed up search algorithms in some cases. A review around here can be seen in [1] . The Szegedy walk, which is a generalization of the Grover walk, was proposed to provide more abstractive discussion to these search algorithms [17] (2004) . One of the advanced points of the Szegedy walk is that the spectrum is decomposed into two sets: the arccosine of the spectrum for an underlying reversible random walk and {±1} with some multiplicities. As its application of the spectrum theory, the performance of the quantum search algorithm based on the Szegedy walk is usually evaluated by hitting time of the random walk behind the Szegedy walk.
In this paper, we introduce "twisted" Szegedy walk acting on ℓ 2 (D) for a given graph G = (V, D), where V and D are the set of vertices and arcs, respectively. In parallel, we also present a twisted (random) walk on ℓ 2 (V ) behind the quantum walk on ℓ 2 (D) for the purpose of providing the mapping theory as is the original Szegedy walk. Study on this twisted random walk has been well developed; for example some effects of the spatial structure of the crystal lattice on the return probability and central limit theorems of the random walk are found in [11, 12] . To see the relationship between the spectra of the twisted random walk and the twisted Szegedy Observing carefully the above, we find that the eigenvalues of the twisted random walk on ℓ 2 (V ) describe the "real parts" of eigenvalues of the quantum walk (Proposition 1). Thus we call the eigenspace L inherited part from the twisted random walk. On the other hand, the rest of the eigenspace; L ⊥ , is expressed by the intersection of the kernels of the boundary operators d A and d B . As ker(∂) is generated by all the closed paths of G for a usual boundary operator of graphs ∂ : C 1 → C 0 , the orthogonal complement space
is also characterized by all the closed paths of G (Theorem 1). Here C 1 = e∈D(G) Zδ e and C 0 = v∈V (G) Zδ v . This fact implies that there is a homological abstraction within the Grover walk and plays important role to provide a typical stochastic behavior called localization which can be seen in Theorem 2.
There are many kinds of the mapping theorems. For example, in [7] , it is discussed how the spectra of the Laplacian changes under graph-operations; that is, spectral mapping theorems from the spectrum of the Laplacian of the original graph G to ones of line graph LG and subdivision graph SG and para-line graph P G of the original graph G, respectively. Our work stands for another kind of mapping theorem to discrete-time quantum walk in this sense. On the other hand, we use the vector potential, which corresponds to our twist here, in the context of the quantum graph in [6] . We have partially succeeded in finding a spectral mapping theorem and a relationship between a discrete-time quantum walk and the quantum graph of a finite regular covering graph. A spectral result on quantum walks on a graph with two infinite half lines is also obtained in [2] from the view point of a scattering quantum theory. Analyzing the connection between them more clearly is one of the interesting future's problems.
As an effective application of this mapping theorem, we show the specific stochastic properties named localization and linear spreading in the Grover walk on crystal lattice in some cases. We find that the localization is due to the existence of cycles in the crystal lattice. More precisely, if the Betti number of the quotient graph is strictly greater than 1, then the localization is ensured with the overlap between some appropriate initial state and a homological eigenspace (Theorem 2). The contribution of the eigenspace is also discussed in [14] for half line with directed self loops. On the other hand, we also find that the absolutely continuous part of the spectrum of the random walk on the crystal lattice provides the linear spreading to the quantum walk (Theorem 3). We illustrate examples for triangular, hexagonal and d-dimensional square lattices in this paper.
It is known that the limit distribution of discrete-time quantum walks on d-dimensional square lattice for d = 1 case is well known as the Konno density function f K [8, 9] . For d = 2 case, in the case of special quantum coins [19] for example, its limit distribution is explicitly obtained. For d ≥ 3 case, although the return probability at the origin with moving shift is discussed in [15] , almost all the behaviors for d ≥ 3 case have not been clarified yet up to now. Here we partially obtain the shape of the limit distribution on Z d for the Grover walk: we show that the support of the density function is contained by d-dimensional ball whose radius is 1/ √ d and 2 d singular points exist on the surface of the d-dimensional ball (Theorems 5 and 6).
This paper is organized as follows. In Sect. 2, we propose the twisted Szegedy walk and provide the mapping theory of the spectrum of the twisted Szegedy walk from a twisted walk. We devote to the Grover walk on crystal lattice and its Fourier transform in Sect. 3. The linear spreading and localization are shown. Finally we compute the limit density function of the Grover walk on Z d in Sect. 4.
Twisted Szegedy walks on finite graphs
At first we explain our setting of graph. Let G = (V (G), E(G)) be a connected graph (having possibly multiple edges and self-loops) with the set V = V (G) of vertices and the set E = E(G) of unoriented edges. We naturally introduce the set of arcs D(G) from E(G) as follows; For an arc e ∈ D(G), the origin vertex and the terminal one of e are denoted by o(e) and t(e), respectively. The inverse arc of e is denoted byē. So e ∈ D iff o(e)t(e) ∈ E(G). For a vertex v of G, deg(v) stands for degree of v. A path p is a sequence of arcs (e 1 , e 2 , . . . , e n ) with t(e j ) = o(e j+1 ) for any j ∈ {1, . . . , n}. We denote the origin and terminus of path p as o(p), and t(p), respectively. If {o(e j )} n j=1 are distinct, then the path p is called a simple path. We define the set of all paths and simple ones of graph G by P (G) and P 0 (G). If t(e n ) = o(e 1 ) for p = (e 1 , e 2 , . . . , e n ) ∈ P 0 (G) holds, then p is called essential cycle.
We denote the standard basis of ℓ 2 (D(G)) as δ e , (e ∈ D(G)), such that δ e (f ) = 1, (e = f ), = 0, (e = f ). At each vertex u ∈ V (G), we define subspace
for all e ∈ D(G) and e:o(e)=u |w(e)| 2 = 1 for all u ∈ V (G).
for any e ∈ D(G).
For a subspace H
, we denote the orthogonal projection operator onto H ′ by Π H ′ . To define the generalized Szegedy walk treated here, we introduce two kinds of (weighted) boundary operators: are determined by for f ∈ ℓ 2 (V (G)) and e ∈ D(G),
The twisted Szegedy walk associated with the weight w and 1-form θ treated here is defined as follows:
(1) The total state space H :
(2) Time evolution
Remark 1. The coin operator C (w) can be decomposed into |V |-unitary operators such that
For each e ∈ D(G), we introduce P (e) : H o(e) → H t(e) by
Here for subset
Then we have the following recurrence relation:
This is an analogous expression to random walk {p(e) : e ∈ D(G)} with p(e) ∈ (0, 1] and e:o(e)=u p(e) = 1, on the other hand, {P (e) : e ∈ D(G)} with P (e) : H o(e) → H t(e) and e:o(e)=u P (e) = H (u) ∈ SU(deg(u)). The unitarity of the time evolution provides the sequence of distribution {µ n } n such that µ n :
We denote a random variable X n following µ n . Our interest is a sequence of random variables {X n } n induced by the twisted Szegedy walk as is seen in the last half of this paper.
iθ(e) f (e). This generalized Szegedy walk can be rewritten by
is the usual flip flop shift operator; that is, S (θ) with θ(e) = 0 for every e ∈ D. Thus the local quantum coin assigned at u is described by
By the way, on some regular graphs, there may exist two possible choices of the shift operators; moving shift S m and flip flop shift S f . For example, in Z case,
The moving shift keeps the direction of arcs while the flip flop shift reverses the directions. However on general graph, the direction is not determined uniquely and so is moving shift operator. Moreover, taking a permutation to each local coin operator of the flip flop shift type quantum walk provides any moving shift type quantum walks. For example, for Z case, the following relationship between the time evolution of flip flop shift U f (H) and moving shift U m (H) with local coin operator H holds;
Here Pg((x, x+j)) = g((x, x−j)). See Sect. 2 in [5] for more detailed and general discussions. From these reasons, we apply the flip flop shift operator in this paper. Discrete-time quantum walks on several graphs with moving shift can be seen, for example triangular lattice in [10, 18] . 
3)
We prepare an important Hermite operator given by a pair of w and θ, T (w,θ) :
We call T (w,θ) discriminant operator of U (w,θ) . Applying Eqs. (2.2) and (2.1), we have for u, v ∈ ℓ 2 (V ),
On the other hand, from the definition of T (w,θ) and Remark 3, we have another expression for T (w,θ) :
(1) Eigenvalues: Denote m ±1 by the multiplicities of the eigenvalues for T (w,θ) , respectively. Let ϕ QW : R → R such that ϕ QW (x) = (x + x −1 )/2. Then we have 6) where
(2) Eigenspace: The eigenspace of eigenvalues ϕ
The normalized eigenvector for the eigenvalue e iφ ∈ ϕ
where
is the eigenfunction of T (w,θ) of eigenvalue cos φ with ||ν|| = 1. On the other hand, its orthogonal complement space is expressed by
The eigenspaces corresponding to eigenvalues {1} M 1 and {−1} M −1 are described by
respectively. Here H (S)
± are the eigenspaces of S (θ) whose eigenspace are ±1, respectively.
Proof. At first, we show that the absolute value of eigenvalue of T (w,θ) is bounded as follows:
is an Hermite operator. Moreover we have from Eq. (2.5),
Thus all the eigengenvalues of T (w,θ) lives in [−1, 1]. By the way, noting
When we choose ν φ ∈ ℓ 2 (V ) as the eigenfunction of T (w,θ) of eigenvalue cos φ, we can observe that span{d *
as follows : 12) where
the value φ ∈ R is so called geometric angle between ρ φ and S (θ) ρ φ . Thus if φ ∈ {nπ; n ∈ N}, then ρ φ and S (θ) ρ φ are linearly dependent, otherwise, linearly independent.
(1) φ ∈ {nπ; n ∈ N} case : Since in this case,
Then the eigenvalues and its normalized eigenvectors of eigenspace L cos φ are expressed by e ±iφ , and 16) respectively. By the way, we can observe that
Combining Eqs. (2.14) and (2.17), we have
On the other hand, from now on we consider the orthogonal complement space of L. From a direct computation, we have ψ ∈ H (S)
which yields that
Note that
Since the dimension of the whole space of the DTQW is |D| = 2|E| and dim(H (S)
So we obtain for any ψ ∈ H (S) 
± . So we can conclude
We complete the proof.
Let G be a connected graph and p : D(G) → (0, 1] a transition probability; that is, e:o(e)=u p(e) = 1 for all u ∈ V (G). If there exists a positive valued function m :
for every e ∈ D(G), then p is said to be reversible, and m is called reversible measure.
Proposition 2. The random walk on G, whose transition probability p :
given by p(e) = |w(e)| 2 , has the reversible measure if and only if there exists 1-form θ so that 1 ∈ spec(T (w,θ) ).
Proof. At first, we show that there exists 1-form θ so that 1 ∈ spec(T (θ) ) if and only if m(o(e)) w(e) = m(t(e)) w(ē), (2.26)
respectively. Here w(e) ≡ w(e)e iθ(e)/2 . This is an extended detailed balanced condition (DBC). The multiplicities of m ± is positive if and only if the two equalities in Eq. (2.8) holds. Note that the first equality in Eq. (2.8) holds if and only if
On the other hand, the second equality in Eq. (2.8 holds if and only if
Combining these, |λ| = 1 if and only if ψ ∈ A ∩ B. Since ψ ∈ A, using eigenfunction of for every e ∈ D(G). Note that this condition is equivalent to the DBC in Eq. (2.26). Secondly we show that the DBC is equivalent to that {|w(e)| 2 : e ∈ D(G)} has the reversible measure. Taking its square modulus both sides of Eq. (2.26), we have the sufficiency. To prove the opposite direction, let us consider a spanning tree T(G) of G. We define C(G) as the set of all cycles in G. We can give a one-to-one correspondence between a subset of cycle
Here the cycle c j ∈ C (0) is generated by adding edge e j ∈ E(G) \ E(T(G)) to the spanning tree T(G). The subset C (0) is a minimum generator of C(G) in the following meaning; for any c ∈ C(G), there exist positive integers {n 1 , n 2 , . . . , n r } such that c = r j=1 n j c j . The DBC holds under the assumption that the random walk {|w(e)| 2 ; e ∈ D(G)} is reversible if and only if for any cycle c = (e 1 , . . . , e n ) ∈ C (0) ,
For given w, we can adjust θ so that Eq. (2.30) holds: for c j = (e
Similar to the proof of Proposition 2, we can show that λ = −1 if and only if the signed DBC holds: m(o(e)) w(e) = −m(t(e)) w(ē).
Under the above discussions, we consider the following four situations:
(i) G is bipartite and {|w(e)| 2 : e ∈ D(G)} is reversible and c arg( w) ∈ 2πZ for any closed path c.
(ii) G is non-bipartite and {|w(e)| 2 : e ∈ D(G)} is reversible and c arg( w) ∈ 2πZ for any closed path c (iii) G is non-bipartite and {|w(e)| 2 : e ∈ D(G)} is reversible and for any closed path c, c arg( w) ∈ 2πZ : c is even length closed path, 2π(Z + 1/2) : c is odd length closed path.
(iv) otherwise These situations are same as the situation appearing in the discussion of the spectrum of twisted random walk on para-line graph in Ref. [7] . According to Ref. [7] , we have the following lemma. Lemma 1. Let m ±1 be the above. Then we have
From now on, we devote to a special case of twisted Szegedy walk with θ(e) = 0, w(e) = 1/ deg(o(e)). This is nothing but the Grover walk. We denote the time evolution of the Grover walk by U (w,θ) = U Grover . Let P be the probability transition matrix of the symmetric random walk on G. The symmetric means for any
It is well known that the reversible distribution of the symmetric random walk π :
. Thus spec(P ) = spec(T ), moreover if η is the eigenvector of P , then D −1 η is the eigenvector of T for the same eigenvalue. As we will see later, we will characterize the eigenspace of the Grover walk corresponding to L ⊥ in the above lemma by the cycles of G. To do so, let us prepare some new notations. We put the sets of all the essential even and odd cycles are denoted by C e and C o , respectively. Moreover we define C o−o as the set of Euler closed path consisting of distinct two odd cycles and so called bridge between two cycles, i.e.,
We define two maps γ, τ :
) by for p = (e 1 , e 2 , . . . , e n ) ∈ P (G),
whose eigenvalue are ±1, respectively. Then we have
Cγ(c), (2.36)
(2.37)
In particular, define CP e as the set of all even-length closed paths. So we have
Proof. We can easily check from Eqs. (2.19) and (2.25) that for any c ∈ C(G), we have γ(c) ∈ M + , that is, Uγ(c) = γ(c). Let C (0) be the above. For any c ∈ C(G), there exist positive integers {n 1 , n 2 , . . . , n r } such that γ(c) = r j=1 n j γ(c j ). Therefore we arrive at M + = span{γ(c); c ∈ C (0) } = span{γ(c); c ∈ C(G)}. In the next step, from Eqs. (2.19) and (2.25), for any c ∈ C e (G) ∪ C o−o , we also confirm τ (c) ∈ M − , that is, Uτ (c) = −τ (c). Note that C (0) ⊆ C e (G) iff the graph is bipertite. In this case, M − = span{τ (c) : c ∈ C (0) }. Now we consider the case that C (0) has odd cycles. Assume that c 1 , . . . , c K are odd cycles and c K+1 , . . . , c r are even cycles (K ≤ r).
Remark that for any cycle c i , c j ∈ C o (G), there exists a simple path p i,j ∈ P 0 (G) such that (c i , p i,j , c j , p
Since all the τ (c 1 , p 1,j , c j , p
We can easily check that τ (p) ∈ M − and γ(p) ∈ M + for any p ∈ CP e . Since C o−o , C e ⊂ CP e , we obtain the conclusion. We complete the proof.
3 Grover walk on crystal lattice
Setting
Define a partition π :
) satisfying the following conditions :
(2) for e ∈ D(G), π(o(e)) = o(π(e)) and π(t(e)) = t(π(e)).
Remark 4. Under the assumption of (3), deg(u) = deg(π(u)) for all u ∈ V (G).
In particular, if there exists an abelian operator Γ ⊂ Aut(G) such that
then G is called crystal lattice. We take a spanning tree
We assume rank[θ 1 , . . . ,θ r ] = d. At first, we put copies of the quotient graph
) at x ∈ L is rewired to the terminus of the neighbor located in x +θ j ; that is, if t(e j ) = (x, v) in the first step, then, t(e j ) is changed to (x +θ j , v) in the second step. We take this procedure to every lattice x ∈ L. From this, we obtain a covering graph G. In particular, when the transformation group Γ with G (o) = Γ\G is the 1-homology group H 1 (G (o) , Z), G is called maximal abelian covering graph of G (o) . In other words, when {θ j } r j=1 are linearly independent, then G is the maximal abelian covering graph. So we will consider the Grover walk on the 1-homology group
, respectively. From now on, we use both I(G) and L × I (o) depending on the situation (I ∈ {V, D, E}). Define for u ∈ V (G), H u = {δ e ; o(e) = u} ⊂ ℓ 2 (D(G)). Recall that the time evolution is U = SC. The coin operator C is rewritten by u∈V (G) H u . Here H u is so called the Grover coin operator on H u assigned at vertex u:
We assume that (
, and σ ∈ Γ. Define for e ∈ D, P e : H o(e) → H t(e) associated with a "move" from o(e) to t(e) such that
) is the initial state. We can observe that
We denote a random variable X n following P (X n = x) = µ(x) ≡ v∈V (o) ν n (x, v). Our interest will be the sequence of {µ n } n∈N in this paper.
Spectrum
Let the Fourier transform F :
Taking F * to both sides of Eq. (3.39), we have
k as the twisted Szegedy walk U (w,θ) on the quotient graph G (o) with w(e) = 1/ deg(o(e)), θ(e) = k,θ(e) (e ∈ D (o) ). (3.41)
Hereθ(e) = 0 if e ∈ T (o) . We also denote the discriminant operator of U
with the above w and θ. The important statement of this section is that the Grover walk on G is reduced to the twisted Szegedy walk on the quotient graph G (o) in the Fourier space as follows:
In other words, taking U Grover as the time evolution of the Grover walk on the maximal abelian covering graph
By the way, let
be a simple random walk at time n on G starting from (0, u). Denote the characteristic function of
where D is given by Eq. (2.33) inserting the square root of the stationary distribution of simple random walk on
Proposition 3. LetP (o)
k be defined by the above. When k ∈ R d satisfies k,θ(e) / ∈ πZ, for some e ∈ D (o) , then we have
Proof. From Eq. k ) is ρ ′ = Dρ. Therefore we can directly applying Lemma 1. On the other hand, obviously the assumption that k,θ(e) / ∈ πZ, for some e ∈ D (o) leads to the case of (iv). From Lemma 1, m ±1 = 0; that is, the multiplicities of ±1 are M ±1 = |E (o) | − |V (o) |, respectively. We arrive at the conclusion.
Let the eigenspace of eigenvalues ϕ
has two eigenvalues ±1. We put the eigenspaces of eigenvalues ±1 for S
) be defined by Eqs. (2.36) and (2.37), respectively. It is hold that
Proof. At first, we will prove that
, is represented by closed path (e 1 , . . . , e κ ) in G (o) . Note that f j = (x j +θ(e j ),ē j ) and f j+1 = (x j +θ(e j ), e j+1 ).
It is hold that
Here we take θ(e j ) = k,θ(e j 
Since c is closed cycle of G, we have (e 1 ,...,eκ) θ = 0 which leads to + . In the same way, for any even-length closed path c in G, we have F * τ (c) ∈M
. From now on, we will prove
n j ) so that θ(e (j) 1 ) = θ j (j ∈ {1, . . . , r}). Remark that θ(e ; e = e (j)
We can notice that taking Q ± ≡ I ± S (θ) , for u ∈ V ( c j ),
− . From these observations, we defineη j andζ j instead of η and ζ as follow so thatη j ,ζ j ∈ ker(d * A ):
+ , respectively. Since the functions {η j } r j and {ζ j } r j are linearly independent and the situation is case (iv) for almost all k ∈ R d , it is hold thatM (o) − = span{η j ; j ∈ {1, . . . , r}} andM (o) + = span{ζ j ; j ∈ {1, . . . , r}} a.e. We can confirm that for the pair of closed pathsc 1 andc j in G (o) , there exists a finite closed path p of even length in G such that Fζ j = γ(p) and Fη j = τ (p). From Theorem 1, we have
be the stochastic operator of a simple random walk on crystal lattice G; that is,
Let U(G) be the time evolution of the Grover walk on G. As a consequence of Propositions 3 and 4, we have the following corollary.
Then we have spec(U(G)) = ϕ −1
Stochastic behaviors
Here we define specific properties of the quantum walk, called localization and linear spreading:
( From now on, we define
) with ||ω φ || 2 = 1. We put the set of arccos's of the constant eigenvalues
Here s = 0 means Λ = ∅. Let S φ be the set of all critical points of φ ∈ Φ (o) \ Λ on K d ; that is, ∂φ| S φ = 0. Our strategy to show the above properties is based on the stationary phase method. We impose the following natural assumption to S φ :
(a) both φ(k) and eigenfunction w φ (k, e) of eigenvalue e iφ(k) are analytic on a neighbor of S φ , (b) each critical point p ∈ S φ is non-degenerate; that is, its Hessian matrix at p is invertible.
Here the Hessian matrix of φ at p is defined by
The following lemma corresponding to stationary phase method holds. See for example [13, 16] .
Lemma 2. Let ψ and φ with Re(ϕ) ≥ 0 be complex-valued analytic functions on a compact neighborhood N of the origin in R d . Suppose that φ has only one critical point which is non-degenerate at k 0 . Then we have for sufficient large λ,
Here the choice of signature of the square root is decided by taking the number of positive minus the number of negative eigenvalues of Hess ϕ (0). If φ has no critical points on the
We can provide Z d , triangular lattice and hexagonal lattice as typical examples of the crystal lattice. We show that all of the three examples satisfy assumptions (a) and (b) in Appendix. In spite of the above each individual case, the detailed general properties of Φ (o) remains an interesting future's problem in this paper. Thus we should remark that there are possibilities that the above assumptions dose not hold in general. In the discrete-time quantum walk on triangular lattice proposed by Ref. [10] but not included by our quantum walk proposed in this paper, due to the degenerate critical point in this walk, the decay rate of the return probability becomes slow down; p n ∝ n −4/3 for large time step n, comparing with the non-degenerate critical point case p n ∝ n −2 . It is suggested that the spreading rate is less than one.
By using Lemma 2, we have the following theorem related to the localization.
Theorem 2. Under assumptions (a) and (b), if the quotient graph
k has a constant eigenvalue with respect to k ∈ R d , then an appropriate choice of the initial state provides localization of the Grover walk on G.
Proof. Suppose that the initial state of the Grover walk on crystal lattice
. From Lemma 1 and Eq. (3.42), we have
. Taking F to both sides of Eq. (3.54),
Lemma 2 yields that the first term is vanished in the limit of large n. Then we have for large time step n,
Thus appropriate initial state Ψ 0 satisfying with
Then we obtain the desired conclusion.
Remark 5. The crystal lattice proposed by [7] in Sect. Finally we consider the contribution of Φ (o) \ Λ to the behavior of the Grover walk. To do so, we take a scaling X n /n. Lemma 3. Let the initial state be Ψ 0 ∈ H and its Fourier transform be Ψ 0 . Then we have under the assumptions (a) and (b),
Proof. The definitions of the spatial Fourier transform and the characteristic function for
Replacing ξ with ξ/n and taking the Taylor expanding to
, and to the eigenfunctions ω φ (k + ξ/n, e) = ω φ (k, e) + O(1/n), we insert Eq. (3.54) into Eq. (3.58). All the cross terms with respect to the inner product of the integrand in Eq. (3.58) are O(1/n) from Lemma 2, and the diagonal terms remain as follows:
Remark that the integral of the second term ||ΠM(o)
Here we use Proposition 4 to the second equality. In the same way, the integral of the third term becomes
Then we complete the proof. 
So we use parameters θ 1 , . . . , θ d instead of k 1 , . . . , k d in the following two examples, triangular lattice and hexagonal lattice. (We treat Z d in Sect. 4. more explicitly. ) From now on, we confirm that the Grover walks on triangular lattice and hexagonal lattice satisfy assumption (a) and (b). So these walks exhibit both localization and linear spreading. Consider the quotient graph G (o) ; one vertex with three self loops {e 1 , e 2 , e 3 }. The 1-form is θ(e 1 ) = θ 1 , θ(e 2 ) = θ 2 and θ(e 3 ) = θ 3 . It is known that the abelian covering graph of G (o) under the relation θ 1 + θ 2 + θ 3 = 0 is the triangular lattice. The transition matrix for the twisted walk on the quotient graph is described by
The critical points are obtained by computing
Remark that both numerators and denominators of ∂φ/∂θ 1 and ∂φ/∂θ 2 at the origin (θ 1 , θ 2 ) = (0, 0) are zero. From now on, (θ 1 , θ 2 ) = (0, 0) is outside of S φ . We consider this situation by taking limit of close to the origin using one-parameter ǫ ∈ R in the following setting; θ 1 = θ 1 (ǫ) and θ 2 = θ 2 (ǫ) with lim ǫ→0 θ j (ǫ) = 0. Using asymptotics of cos θ j (ǫ) and sin θ j (ǫ) for small ǫ; that is, cos θ j ∼ 1 − θ 2 j /2 and sin θ j ∼ θ j , we have
Here α(ǫ) = θ 2 (ǫ)/θ 1 (ǫ). We put
, y = 2t + 1 6(t 2 + t + 1)
, and rotate it a quarter turn
Then we have the following equation of ellipse:
It is hold that (0, 0) / ∈ t + 2 6(t 2 + t + 1)
, 2t + 1 6(t 2 + t + 1)
: t ∈ R .
Therefore (0, 0) is outside of S φ . The Hessian is
Then we can easily check that for all p ∈ S φ , det(H θ (p)) = 0.
Hexagonal lattice.
The hexagonal lattice is the maximal abelian covering graph of
where u = o(e 0 ) = o(e 1 ) = o(e 2 ) and v = t(e 0 ) = t(e 1 ) = t(e 2 ). The 1-form assigns θ(e 0 ) = 0, θ(e 1 ) = θ 1 and θ(e 2 ) = θ 2 . The transition matrix for the twisted walk on the quotient graph is described by The candidates of the critical points are {(0, 0), (±2π/3, ∓2π/3), (±π, ∓π), (0, ±π), (±, 0)} because they are the all solutions for both of the numerators of RHSs in Eqs. (3.61) and (3.62) equal to zero. In the following, we show that the first two candidates (0, 0) and (±2π/3, ∓2π/3) are excluded from the critical points. We take also θ j = θ j (ǫ) with lim ǫ→0 θ j (ǫ) = 0 and α(ǫ) = θ 2 (ǫ)/θ 1 (ǫ).
(1) (0, 0) case : We can evaluate sin θ j ∼ θ j (ǫ) and sin
Inserting these estimations into Eqs. (3.61) and (3.62),
We put
and rotate it a quarter turn
Therefore (0, 0) is outside of S φ .
(2) (±2π/3, ∓2π/3) case : We consider (2π/3, −2π/3) case. Set θ 1 = 2π/3 + η 1 (ǫ),
The Hessian is
Then we can easily check that for all p ∈ S φ , det(H θ (p)) = 0. 
We have to pay attention to (θ 1 , . . . , θ d ) ∈ {(0, . . . , 0), (π, . . . , π)} case because both numerator and denominator of RHS in Eq. (4.70) at these points are zero. So we take θ j = θ j (ǫ) with lim ǫ→0 θ j (ǫ) = 0. We have cos θ ∼ 1 − 1/2 · θ 
Localization
As a standard way, we put forθ j ∈ R d , Since |V (o) | = |{u}| = 1, we denote Ψ n (x, u) = Ψ n (x) for x ∈ Z d and Ψ n (k, u) = Ψ n (k) for k ∈ R d . Equation (3.42) implies
Here U (o) (k) = S (o) (k)G d , where G d is the d-dimensional Grover matrix and for k = (k 1 , k 2 , . . . , k d ), l ∈ {±1, ±2, . . . , ±d}, S (o) (k)δ e l = e ik l δē l . (2) The eigenspace of the eigenvalues ±1 is expressed by
Here u is the uniform vector.
Proof. The characteristic function of the simple random walk Y n on Z d starting from the origin is described by Combining it with Proposition 3 leads to the conclusion.
As we see the previous section, Z d satisfies the assumptions (a) and (b). Theorem 2 implies the following corollary. Thus H d is expressed as follows: 
