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UNIQUENESS OF PLANAR TANGENT MAPS
IN THE MODIFIED ERICKSEN MODEL
ONUR ALPER
Abstract. We prove the uniqueness of homogeneous blow-up limits of maps
minimizing the modified Ericksen energy for nematic liquid crystals in a planar
domain. The proof is based on the Weiss monotonicity formula, and a blow-up
argument, originally due to Allard and Almgren [1] for minimal surfaces, and
L. Simon [18] for energy-minimizing maps into analytic targets, which exploits
the integrability of certain Jacobi fields.
1. Introduction
The uniqueness of homogeneous blow-up limits at zeros, critical or singular points
of maps that minimize a particular energy is an important question in geometric
analysis. A map that has a unique homogeneous blow-up limit at a point admits
a first-order approximation near it. Determining the local behavior near such a
point often yields crucial information regarding the structure and stability of nodal,
critical or singular set. We prove the uniqueness of homogeneous blow-up limits at
the point defects of minimizers of the modified Ericksen energy for nematic liquid
crystals in a planar domain.
1.1. The Ericksen Model. We consider a probability distribution ℓ of unit vectors
for the direction of a symmetric, elongated liquid crystal molecule at a given point
in a spatial domain Ω. Its first moment, 〈l〉, must vanish, due to the symmetry
of individual molecules. Hence, we consider its second moment, 〈ℓ⊗ ℓ〉, to capture
the anisotropy of the liquid crystal sample in Ω. Under the uniaxial assumption
that 〈ℓ⊗ ℓ〉 − 13 id has two equal eigenvalues, we have:
〈l ⊗ l〉 − 1
3
id = s
[
(n⊗ n)− 1
3
id
]
,
where |n| = 1, s = 32 〈l ⊗ n〉2 − 12 ∈ [−1/2, 1]. For constant s, the Oseen-Frank
energy is defined as
∫
ΩW (n) dx, where
W (n) = κ1|divn|2+ κ2|n · curln|2+ κ3|n× curln|2+(κ2 + κ4)
[
tr(∇n)2 − (divn)2] ,
for material constants κ1, κ2, κ3 > 0.
In [9], it was proved that the set of points in a neighborhood of which the director
field n fails to be continuous, namely the defect set , has Hausdorff dimension strictly
less than 1. In particular, the Oseen-Frank model does not admit energy-minimizing
configurations with line defects. The original Ericksen model for nematic liquid
crystals was proposed in [8] as a generalization of the Oseen-Frank model with
variable s, in order to allow enegy-minimizing configurations with line defects. In
[8, 16], the Ericksen energy
∫
Ω
X(s, n)) dx is introduced, where
X(s, n) = s2W (n) + κ5|∇s|2 + κ6|∇s · n|2 + ψ(s),
1
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and ψ is a C2-potential that satisfies the following:
(i) lims→−1/2 ψ(s) = +∞,
(ii) lims→1 ψ(s) = +∞,
(iii) ψ′(0) = 0,
(iv) ψ has a minimum at some s∗ ∈ (0, 1).
The motivation behind introducing ψ is to confine the variable degree of of orien-
tation s to the range (−1/2, 1). See [8,16] for a discussion of the Ericksen model in
full generality. We stress that ψ is a C2 function of s, which is of lower order than
the terms depending on ∇s or ∇n. As we are interested in the asymptotic behavior
of energy-minimizing configurations near point defects, we can assume ψ to be the
constant potential, since it is subcritical with respect to the scaling of the Ericksen
energy.
Under the assumption κ1 = κ2 = κ3 = 1, κ4 = κ6 = 0, and κ5 = κ, which is
often called the one constant approximation, the Ericksen energy reduces to
(1.1)
∫
Ω
[
κ|∇s|2 + s2|∇n|2 + ψ(s)] dx.
The key result in [13,14] is the following: There exists a map u = (u1, u2) : Ω→ Cκ
minimizing ∫
Ω
[
|∇u|2 + ψ
(
κ−1/2|u|
)]
dx,
with respect to Dirichlet boundary data g ∈ H1/2 (Ω), where
Cκ =
{
(z, y) ∈ R×R3 : z = √κ− 1|y|} , κ > 1;
the minimizer u is locally Ho¨lder continuous in Ω; and the codimension of u−1{0} is
at least 2. (The existence and regularity results also hold for a double-cone version
of Cκ, corresponding to s ∈ (−1/2, 1), or the case κ < 1. However, u can have
codimension 1 defects, also known as wall defects , in these cases, cf. [5, 10]. So we
restrict our attention to the case κ > 1, s ≥ 0.) Off the set u−1{0}, we can define
the pair s = κ−1/2|u|, n = √κ|u|−1u2, which minimizes (1.1). Moreover, the defect
set, sing(n) = s−1{0} = u−1{0}, cf. [13, Section 3.2]. In other words, up to a lower
order perturbation term, the problem of analyzing the minimizers of (1.1), where
κ > 1 and s ≥ 0, can be recast as the problem of analyzing energy-minimizing
harmonic maps into the cone Cκ.
The estimate on the Hausdorff dimension of defects was improved in [10] via a
classification of planar tangent maps at isolated defects in R2. In particular, it
was proved that there is no nontrivial energy-minimizing map u : R2 → Cκ such
that u−1{0} 6= ∅. Consequently, when the target is Cκ, u−1{0} is locally discrete
in Ω ⊂ R3. Also in [10], the modified Ericksen model was introduced. In this
model, the target Cκ is replaced with its projectivised version Dκ. That is, for
[y] = {y,−y}, the sign equivalence class for y ∈ R3,
Dκ = {(z, [y]) : (z, y) ∈ Cκ} , κ > 1.
While the results in [13, 14] hold for the modified Ericksen model as well, the
modified Ericksen model has the additional remarkable feature that in dimension
3, it admits energy-minimizing configurations with line defects, cf. [4, 10]. We also
refer to [6] for a comprehensive discussion on modeling liquid crystals with line
fields and its relation to understanding defects in Q-tensor theory.
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More recently, in [4], the structure of defects in energy-minimizing configurations
in the modified Ericksen model was analyzed. Via blow-up arguments, it was
proved that the defect set consists of a finite union of isolated points and Ho¨lder
continuous arcs with finitely many crossings. In [3], this result was strengthened
by proving that each of these arcs has finite length, and hence, admits a Lipschitz
parametrization. It was also proved in [4] that at all but countably many points
in the defect set, the homogeneous blow-ups of energy-minimizing maps depend on
two variables only. Hence, at any such point, homogeneous blow-ups are planar
tangent maps with respect to a suitable coordinate system. This coordinate system
may a priori depend on the blow-up sequence, and its uniqueness is an interesting
open problem.
Finally, we remark that the configurations (1.2), which are precisely the planar
tangent maps by the classification result in [10], were the subject of investigation
in [12] as well, where their stability was proved within the context of Landau-de
Gennes model in Q-tensor theory.
1.2. The Main Result. We denote a ball with center z and radius r in R2 by
Br(z). For maps u : B2(0) → Dκ minimizing the Dirichlet energy, we recall the
notion of homogeneous blow-up limits.
Definition 1.1. We call φ : R2 → Dκ a homogeneous blow-up limit of u at
x0 ∈ R2, if there exists a sequence of positive real numbers ρi → 0, for which
φ(x) = lim
ρi→0
[
‖u (x0 + ρi·)‖−1L2(B1(0)) u (x0 + ρix)
]
.
The mode of convergence was established in [4, 13, 14]. In particular, we have
strong convergence in H1loc
(
R2
)
and C0,αloc
(
R2
)
for some α > 0, as well as conver-
gence in higher-order norms away from the defect point x0, due to the regularity
theory. We also recall the classification result in [10] for homogeneous blow-up
limits at the point defects of energy-minimizing maps in dimension 2:
(1.2) φ(r, θ) = r
1
2
√
κ h(θ) = Cκr
1
2
√
κ
(√
κ− 1,
[
Θ
(
e±iθ/2, 0
)])
,
where Θ ∈ SO(3), the rotation group in R3, [y] ∈ RP2 for y ∈ S2, and Cκ =√
2
√
κ+1
2πκ
√
κ
so that ‖φ‖L2(B1(0)) = 1.
It is not a priori clear whether there can be two different sequences of scales,
giving rise to distinct blow-up limits φ and φ˜, corresponding to distinct Θ, Θ˜ ∈
SO(3). We will rule out this possibility as a byproduct of the following estimate.
Theorem 1.2. Let u : B2(0)→ Dκ be an energy-minimizing harmonic map such
that u−1{0} = {0}, and φ, a homogeneous blow-up limit of u at 0 ∈ R2. Then there
exist r0 > 0, C > 0, µ ∈ (0, 1) such that the estimate,
(1.3) |u(x)−A (0, r0)φ(x)| ≤ CA (0, r0) |x|
1
2
√
κ
+µ
,
holds for every |x| ≤ r0, where
A (0, r0) =
(
1
r0
2+ 1√
κ
∫
Br0 (0)
|u|2 dx
)1/2
.
Remark 1.3. The quantity A(0, r) is monotone increasing in r. This follows from
the first variation formulas (4.3), (4.4), and that N(0, r) ≥ N (0, 0+) = 1/2√κ,
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where N(x, r) is the Almgren frequency function, originally introduced in [2] and
defined as
N(x, r) =
r
∫
Br(x)
|∇u|2 dx∫
∂Br(x)
|u|2 dS .
An immediate consequence of the estimate (1.3) is the uniqueness of homoge-
neous blow-up limits.
Corollary 1.4. Suppose x0 ∈ u−1{0} for u : Ω → Dκ an energy-minimizing
harmonic map, where Ω ⊂ R2. There exists a φ : R2 → Dκ, defined as in (1.2),
which is the unique homogeneous blow-up limit of u at x0, and which satisfies (1.3).
Proof. Translating our coordinate system by x0, we can assume without loss of
generality that x0 = 0. Choosing r0 = r sufficiently small, dividing both sides of
(1.3) by ‖u (r·)‖L2(B1(0)), and performing the change of coordinates, x = ry, we
observe that for every r sufficiently small and every y ∈ B1(0),∣∣∣‖u (r·)‖−1L2(B1(0)) u (ry)− φ(y)
∣∣∣ ≤ C|y| 12√κ+µrµ.
Hence, the limit of left-hand side is 0, as r ↓ 0. In other words, the homogeneous
blow-up limit of u at x0 is unique. 
1.3. An Overview of the Proof. Our strategy for the proof of Theorem 1.2 goes
back to the work of Allard and Almgren [1] on the uniqueness of tangent cones at
isolated singularities of minimal surfaces. The same idea later found applications
in the context of Dirichlet energy-minimizing harmonic maps into analytic targets
[18] and maps into Sn−1 minimizing the p-energy [11]. This strategy relies on
the integrability of the second variation equation in order to construct suitable
comparison maps, while making use of an appropriate monotonicity formula to
knock out coefficients of non-decaying terms in a certain eigenfunction expansion.
Here the Weiss monotonicity formula (4.6), which was originally introduced in [19]
in the context of free boundary problems, is the appropriate monotonicity formula
that enables us to carry out a blow-up argument as in [1, 11, 18].
We will prove Theorem 1.2 through proving a series of lemmas. But firstly, we
define for 0 < ρ < σ ≤ 1, ur(x) = r−1/2
√
κu(x), the following weighted C2-norm,
‖u‖σ,ρ = sup
ρ≤r≤σ
(
‖ur‖L∞(∂Br(0)) + r ‖∇ur‖L∞(∂Br(0)) + r2
∥∥∇2ur∥∥L∞(∂Br(0))
)
.
For any h(θ) = Cκ
(√
κ− 1, [Θ (e±iθ/2, 0)]), ǫ > 0, and λ ∈ (0, 1/2), we define
the set Q(h, ǫ, λ) of all minimizing harmonic maps u : B1(0) → Dκ such that
u−1{0} = {0}, and ∥∥∥u(r, θ)−A0r1/2√κh(θ)∥∥∥
1,λ3
≤ ǫ,
where
(1.4) A0 = ‖u‖L2(B1(0)).
The following decay lemma is the key ingredient in proving Theorem 1.2.
Lemma 1.5. For any positive λ ≤ λ0, where λ0 ∈ (0, 1) is an absolute constant,
there exists an ǫ > 0, such that if h1 ∈ C2
(
S1,Dκ
)
is a map defined as in (1.2), cor-
responding to a Θ1 ∈ SO(3), satisfying A0 ‖h1 − h‖C2(S1) < ǫ, and u ∈ Q(h, ǫ, λ),
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then there exists a Θ2 ∈ SO(3) and a corresponding map h2 ∈ C2
(
S1,Dκ
)
such
that we have:
(1.5)
∥∥∥u(r, θ)−A0r1/2√κh2(θ)∥∥∥
λ,λ3
≤ 1
2
∥∥∥u(r, θ)−A0r1/2√κh1(θ)∥∥∥
1,λ2
.
Applying Lemma 1.5 repeatedly, we will prove the following result.
Lemma 1.6. There are positive constants λ0, ǫ0, η, C depending on κ and Θ only
such that if λ ∈ (0, λ0], ǫ ∈ (0, ǫ0], h ∈ C2
(
S1,Dκ
)
is a map as in (1.2) with
Θ ∈ SO(3), and u ∈ Q(h, ǫ, λ) satisfies the estimate,
(1.6)
∥∥∥u(r, θ)−A0r1/2√κh(θ)∥∥∥
1,λ2
< ηǫ,
then there exists a Θˆ ∈ SO(3) and a corresponding map hˆ ∈ C2 (S1,Dκ) as in
(1.2), and a positive constant µ = µ(λ) such that for every r ∈ [0, 1],
(1.7)
∥∥∥u(r, θ)−A0r1/2√κhˆ(θ)∥∥∥
C2(S1)
≤ Cηǫr 12√κ+µ.
Finally, using Lemma 1.6, we will prove Theorem 1.2.
Our plan is as follows: In Section 2, we introduce Jacobi fields along harmonic
maps, their integrability, and its consequences, as exploited in [1,11,18]. In Section
3, we derive the Jacobi field equations along harmonic maps u : R2 → Cκ with
u−1{0} = {0}, and prove a classification result, which is a crucial ingredient in
proving Lemma 1.5. In Section 4, we prove the important extension result, Lemma
4.1, which corresponds to Remark 6.2, (iii) in [18]. In Section 5, we put together
the tools introduced in Sections 2, 3 and 4 to prove Lemma 1.5. Finally, in Section
6, we prove Lemma 1.6 and Theorem 1.2.
2. Integrability of Jacobi Field Equation and Consequences
We recall some definitions and classical results from [1, 15, 18]. For a harmonic
map φ ∈ C2(M,N), the Jacobi field equation along φ is defined as:
(2.1) Lφ(ψ) =
d
ds
∣∣∣∣
s=0
τ (φs) = 0,
where τ (φs) is the tension field for the C
1-family of deformation maps φs ∈
C1
(
(−1, 1), C2(M,N)) satisfying
φ0 = φ and
d
ds
∣∣∣∣
s=0
φs = ψ.
We say that the Jacobi field equation (2.1) along φ is integrable, if for any ψ ∈
C2 (M,φ∗TN) solving Lφψ = 0, there exists a C1-family of smooth harmonic maps
φs ∈ C1
(
(−1, 1), C2(M,N)) such that
(2.2) lim
s→0
∥∥s−1 (φs − φ)− ψ∥∥C2(M) = 0.
A key observation utilized in [1, 18] is the following: When N is a real analytic
submanifold isometrically embedded in Rn, and φ ∈ C2 (Sm−1, N) is a harmonic
map such that Lφψ = 0 is integrable, for δ > 0 suitably small, there is a real-
analytic embedding,
Ψ : kerLφ ∩
{
ψˆ ∈ C2 (Sm−1, φ∗TN) : ∥∥∥ψˆ∥∥∥
C2(Sm−1)
< δ
}
→ L2 (Sm−1) ,
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and the image of Ψ is a dim (ker (Lφ))-dimensional real-analytic manifold M con-
taining
Sδ =
{
φˆ ∈ C2 (Sm−1, N) : τ (φˆ) = 0, ∥∥∥φˆ− φ∥∥∥
C2(Sm−1)
< δ/2
}
.
Furthermore, when (2.1) is integrable, Sδ contains a neighborhood of φ in M,
and consequently, for δ > 0 sufficiently small, (2.2) holds uniformly with φˆ ∈ Sδ in
place of φ. More precisely, there is a δ0 > 0 such that if φˆ ∈ Sδ0 and Lφˆψ = 0 with
|ψ|C2(Sm−1) < δ0, then there is a φ˜ ∈ S2δ0 with
(2.3) φ˜ = φˆ+ ψ + ξ, |ξ|C2(S1) ≤ C|ψ|2C2(Sm−1),
where C = C(φ,N).
Finally, we remark that the condition τ
(
φˆ
)
= 0 in the definition of Sδ0 guar-
antees the constancy of the Dirichlet energy along smooth paths in Sδ0 , when δ0 is
sufficiently small. In other words, for δ0 sufficiently small, for all φˆ ∈ Sδ0 ,
(2.4)
∫
Sm−1
∣∣∣∣∣dφˆdθ
∣∣∣∣∣
2
dS =
∫
Sm−1
∣∣∣∣dφdθ
∣∣∣∣
2
dS.
Remark 2.1. A simple case in which the integrability of the Jacobi field equation
holds is that of geodesics, in other words, harmonic maps depending on a single
variable. It is a classical result in differential geometry that for any Jacobi field J
along a geodesic γ, there exists a one-parameter family of geodesics Φt such that
Φ0 = γ and
d
dtΦt
∣∣
t=0
= J , cf. [7, Chapter 5].
In particular, for any Jacobi field J along the equator n(θ) = (cos(θ), sin(θ), 0),
interpreted as a harmonic map from S1 to S2, we have a family of harmonic maps
Φt from S
1 to S2 such that Φ0 = n and
d
dtΦt
∣∣
t=0
= J . This simple observation,
combined with the classification result of Section 3, will play a crucial role in proving
the key geometric decay estimate in Section 5.
3. Euler-Lagrange and Jacobi Field Equations for Maps into Cκ
We derive the Jacobi field equations along harmonic maps u : R2 → Cκ with
u−1{0} = {0}, and prove a classification result, which is a crucial ingredient in
proving Lemma 1.5.
Away from 0 ∈ R2, we can define s = 1/√κ|u| and n : R2 → S2 such that
u =
(√
κ− 1s, sn). By the regularity theory (cf. [4]), s and n are locally smooth
in R2\{0}. By considering the first variations of the target, we obtain the Euler-
Lagrange equations satisfied by s and n in R2\{0}:
κ∆s− s|∇n|2 = 0,(3.1a)
s2∆n+ 2s∇s · ∇n+ s2|∇n|2n = 0.(3.1b)
A straightforward calculation yields that the coupled equations (3.1a) and (3.1b)
can be expressed in terms of u as:
(3.2) ∆u+Nκ (u,∇u)u = 0,
where the matrix Nκ (u,∇u) is given by
(3.3) Nκ (u,∇u) =
∣∣∇ (|u|−1u)∣∣2 Jκ = ∣∣∇ (|u|−1u)∣∣2
(−1 0
0 κ− 1
)
.
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Linearizing (3.2) around the solution u(r, θ) = r1/
√
κ
(√
κ− 1, (eiθ, 0)) of (3.2),
we obtain the Jacobi field equations for ψ : R2\{0} → u∗TCκ:
(3.4)
∆ψ + 2
[〈∇ (|u|−1u) , ∇ (|u|−1ψ)〉+ 〈∇ (|u|−1u) , ∇ (−|u|−3 (u · ψ)u)〉]Jκu
+
∣∣∇ (|u|−1u)∣∣2 Jκψ = 0.
Letting n(θ) = (cos (θ) , sin (θ) , 0) and ψ = (ψ1, ψ2), (3.4) reduces to
(3.5)
1
r
∂r (r∂rψ) +
1
r2
Lu(ψ) = 0,
where
Lu(ψ) = ∂2θψ +
2
κ
[
〈∂θn, ∂θψ2〉+
(√
κ− 1ψ1 + n · ψ2
)
κ
]
Jκ
(√
κ− 1, n)+ 1
κ
Jκψ.
Note that the only geometrically relevant solutions ψ, that is ψ : R2\{0} →
u∗TCκ, are those satisfying the orthogonality relation ψ · Jκu = 0, which is equiv-
alent to ψ1 =
√
κ− 1 (n · ψ2). Hence, for such ψ, we can rewrite Lu(ψ) as:
(3.6) Lu(ψ) = ∂2θψ +
2
κ
[〈∂θn, ∂θψ2〉+ (n · ψ2)]Jκ
(√
κ− 1, n)+ 1
κ
Jκψ.
By a standard second variation calculation, the Jacobi operator in (3.4) is self-
adjoint. Since the first term in (3.5) is clearly self-adjoint as well, we conclude that
Lu is a self-adjoint operator on L2
(
S1
)
.
For ψ(r, θ) = r1/
√
κψ˜(r, θ) solving (3.5), ψ˜ =
(
ψ˜1, ψ˜2
)
satisfies the following
equation on R2\{0}:
(3.7) ∂2r ψ˜ +
(
1 +
2√
κ
)
1
r
∂rψ˜ ++
1
r2
L′(ψ˜) = 0,
where
(3.8)
L′
(
ψ˜
)
= ∂2θ ψ˜ +
1
κ
ψ˜ +
2
κ
[
n⊥ · ∂θψ˜2 +
(
n · ψ˜2
)]
Jκ
(√
κ− 1, n)
+
1
κ
Jκ
(√
κ− 1
(
ψ˜2 · n
)
, ψ˜2
)
,
and n⊥ = ∂θn.
An important observation is that L′
(
ψ˜
)
differs from L
(
ψ˜
)
by the term 1κ ψ˜ only.
Therefore, L′ is a self-adjoint, elliptic operator on L2 (S1) as well. In particular, it
has eigenvalues λ1 ≤ λ2 ≤ ...λj ≤ ..., where λj → +∞, as j → +∞, and admits a
corresponding orthonormal eigenbasis
{
Ψ˜j
}
of L2
(
S1, u∗TCκ
)
.
Under the orthogonality assumption above, we can find smooth functions f, g, h
such that ψ˜2 = fn+ gn
⊥ + he3, where e3 = (0, 0, 1). By a straightforward calcula-
tion, L′
(
ψ˜
)
= 0 reduces to the following system:
(3.9)
κf ′′ − 4f = 2g′,
κf ′′ + 4(κ− 1)f = 2g′,
g′′ + 2f ′ = 0,
h′′ + h = 0.
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Since κ > 1, the first two equations in (3.9) imply f ≡ 0. Hence, from f ≡ 0 and
the first equation, we deduce g ≡ C. Finally, from the last equation, we deduce
h(θ) = A cos(θ) +B sin(θ), and conclude that ψ˜ =
(
0, Cn⊥ + he3
)
.
Note that the solutions ψ˜ are contained in the set of Jacobi fields along n, the
equator of S2. As recalled in Remark 2.1, the Jacobi fields along any geodesic is
integrable. In other words, for every ψ˜ solving L′
(
ψ˜
)
= 0, there exists a one-
parameter family of geodesics,
Φ : (−ǫ, ǫ)× [0, 2π]→ S2,
such that Φ(0, θ) = n(θ) and ddtΦ(t, θ)
∣∣
t=0
= ψ˜.
Consequently, for any ψ˜ solving L′
(
ψ˜
)
= 0 under the above orthogonality rela-
tions, there exists a C1-family of locally smooth harmonic maps {ut} from R2\{0}
into Cκ,
ut(r, θ) = C(κ)
(√
κ− 1r1/
√
κ, r1/
√
κΦ (t, θ)
)
,
such that u0 = u and
d
dtut
∣∣
t=0
= r1/
√
κψ˜ = ψ. In fact, given ψ˜(θ) = Cn⊥(θ) +
A cos(θ) +B sin(θ), we can set Φ(t, θ) = M1(Bt)M2(At)M3(Ct)n(θ), where Mi(τ)
is the matrix of counter-clockwise rotation of angle τ around the ei-axis in R
3 for
i = 1, 2, 3.
Similarly, we can linearize (3.2) around the solution
u(r, θ) = r1/
√
κ
(√
κ− 1, (e−iθ, 0))
of (3.2), and obtain an analogous result by following the above argument step-by-
step. Hence, we omit the details.
4. An Extension Property
We prove the following extension property for Q(h, ǫ, λ), the set of energy-
minimizing harmonic maps u : B1(0)→ Dκ such that u−1{0} = {0}, and∥∥∥u(r, θ)−A0r1/2√κh(θ)∥∥∥
1,λ3
≤ ǫ,
where h(θ) = Cκ
(√
κ− 1, [Θ (e±iθ/2, 0)]). Our proof is based on a contradiction
argument and the Weiss monotonicity formula (4.6).
Lemma 4.1. For any h(θ) = Cκ
(√
κ− 1, [Θ (e±iθ/2, 0)]), λ > 0 and µ > 0, there
is a positive ǫˆ = ǫˆ(µ, h) ∈ (0, 1) such that
(4.1) Q (h, ǫˆ, λ) ⊂ Q (h, 1, µλ) .
Proof. If u ∈ Q (h, ǫˆ, λ), then
v(x) =
(
8λ3
)−1/2√κ
u
(
8λ3x
) ∈ Q(h, ǫˆ, 1
2
)
.
Hence, verifying v ∈ Q (h, 1, µ2 ) is equivalent to verifying u ∈ Q (h, 1, µλ). Thus,
we may assume λ = 12 .
Suppose (4.1) does not hold. Then there exists an h defined as in the hypothesis,
µ ∈ (0, 1), and energy-minimizing harmonic maps ui : B2(0) → Dκ, and ǫi ↓ 0
such that
(4.2) ui ∈ Q
(
h, ǫi,
1
2
)
\Q
(
h, 1,
µ
2
)
.
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We recall that considering the appropriate domain and target variations for ui,
(cf. [4, Lemma 2.1]), we get the respective monotonicity formulas:
(4.3)
d
dr
(∫
Br(0)
|∇ui|2 dx
)
= 2
∫
∂Br(0)
∣∣∣∣∂ui∂r
∣∣∣∣
2
dS,
(4.4)
d
dr
(∫
∂Br(0)
|ui|2 dS
)
=
1
r
∫
∂Br(0)
|ui|2 dS + 2
∫
Br(0)
|∇ui|2 dx,
for almost every r ∈ (0, 2). Using these identities, integrating by parts, and ex-
pressing the three resulting terms in the integrand as a square, we arrive at the
well-known Weiss monotonicity formula,
(4.5)
d
dr
[
1
r1/
√
κ
∫
Br(0)
|∇ui|2 dx− 1/2
√
κ
r1+1/
√
κ
∫
∂Br(0)
|ui|2 dS
]
=
2
∫
∂Br(0)
∣∣∣∣∣∣
∂
(
ui/r
1/2
√
κ
)
∂r
∣∣∣∣∣∣
2
dS,
for almost every r ∈ (0, 2). Note that the right-hand side is 0, if and only if ui is
homogeneous of degree 1/2
√
κ.
Integrating the Weiss monotonicity formula on [0, 1] gives
(4.6) 2
∫
B1(0)
∣∣∣∣∣∣
∂
(
ui/r
1/2
√
κ
)
∂r
∣∣∣∣∣∣
2
dx =
∫
B1(0)
|∇ui|2 − 1
2
√
κ
∫
∂B1(0)
|ui|2 dS.
For φ(r, θ) = r1/2
√
κh(θ), by the homogeneity of φ, we have:
2
∫
B1(0)
∣∣∣∣∣∣
∂
(
ui/r
1/2
√
κ
)
∂r
∣∣∣∣∣∣
2
dx =
∫
B1(0)
|∇ui|2 dx− 1
2
√
κ
∫
∂B1(0)
|ui|2 dS−
A20
[∫
B1(0)
|∇φ|2 dx− 1
2
√
κ
∫
∂B1(0)
|φ|2 dS
]
.
By the minimality of ui,
∫
B1(0)
|∇ui|2 dx ≤
∫
B1(0)
∣∣∣∇(|x|1/2√κui (|x|−1x))∣∣∣2 dx.
Consequently,
2
∫
B1(0)
∣∣∣∣∣∣
∂
(
ui/r
1/2
√
κ
)
∂r
∣∣∣∣∣∣
2
dx ≤ √κ
[∫
S1
|∂θui|2 (1, θ) dθ −A20
∫
S1
|∂θφ|2 (1, θ) dθ
]
+
1
4
√
κ
[
A20
∫
S1
[h|2 (θ) dθ −
∫
S1
|ui|2 (1, θ) dθ
]
≤ √κ
[∫
S1
|∂θui|2 (1, θ) dθ −A20
∫
S1
|∂θφ|2 (1, θ) dθ
]
,
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since by Remark 1.3, the normalization
∫
B1(0)
|φ|2 dx = 1 and (1.4),
A20 =
∫
B1(0)
|ui|2 dx
=
∫ 1
0
(
1
r1+1/
√
κ
∫
∂Br(0)
|ui|2 dS
)
r1+1/
√
κ dr
≤
[∫ 1
0
r1+1/
√
κ dr
] ∫ 2π
0
|ui|2 dθ =
[∫ 2π
0
|h|2 dθ
]−1 ∫ 2π
0
|ui|2 dθ.
We also claim that for i large enough,∫
S1
|∂θui|2 (1, θ) dθ −A20
∫
S1
|∂θφ|2 (1, θ) dθ ≤ ‖ui(1, θ)−A0φ(1, θ)‖2C2(S1) .
Note that h(θ) =
(√
κ− 1, h2
)
, where h2 is a harmonic map from S
1 to RP2, and
the Dirichlet energy on S1 is uniformly C2 in a C2-neighborhood of constrained
maps near h2. We expand the Dirichlet energy at h2, and observe that the first
order term vanishes, due to the harmonicity of h2. Therefore, the claim holds.
Hence, we obtain the key estimate,
(4.7)
∫
B1(0)
∣∣∣∣∣∣
∂
(
ui/r
1/2
√
κ
)
∂r
∣∣∣∣∣∣
2
dx ≤ C ‖ui − φ‖21,2−3 .
Defining ui (σ) (θ) = σ
−1/2√κui (σ, θ) : S1 → Dκ, by the Minkowski inequality,
the Cauchy-Schwarz inequality, and (4.7), we have:
(4.8)
‖ui(τ)− ui(1)‖L2(S1) ≤
∫ 1
τ
∥∥∥∥∥∥
∂
(
ui/r
1/2
√
κ
)
∂r
∥∥∥∥∥∥
L2(S1)
dr
≤
(∫ 1
τ
1
r
dr
)1/2∫
B1(0)
∣∣∣∣∣∣
∂
(
ui/r
1/2
√
κ
)
∂r
∣∣∣∣∣∣
2
dx


1/2
≤ |log τ |1/2 ‖ui −A0φ‖1,2−3 ≤ |log τ |1/2 ǫi.
Hence, for any η > 0, choosing i sufficiently large so that
max
{
ǫi, ǫi |log (µ/4)|1/2
}
≤ η/4,
by the triangle inequality, (4.8) and (4.2), we obtain:
(4.9)
‖ui(τ) −A0φ‖L2(S1) ≤ ‖ui (1)−A0φ‖L2(S1) + ‖ui(τ) − ui (1)‖L2(S1)
≤
(
1 + |log (µ/4)|1/2
)
ǫi ≤ η
2
,
for all µ/4 ≤ τ ≤ 1.
Note that as µ is fixed, we work uniformly away from 0 ∈ R2. Recalling the
definition ui (τ) (θ) = τ
−1/2√κui (τ, θ), we can adapt the classical regularity theory
for harmonic maps (cf. [17]) in order to conclude that given η small enough, (4.9)
implies
‖ui −A0φ‖1,µ/2 ≤ 1,
which contradicts (4.2). 
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Strictly speaking, instead of Lemma 4.1, we will apply an immediate corollary of
it in proving Lemma 1.5. In order to state this corollary, firstly we define Q′(h, ǫ, λ)
as the set of maps u¯ = u◦ ζ, where u ∈ Q(h, ǫ, λ) and ζ(r, θ) = (r2, 2θ). We remark
that if u ∈ Q′(h, ǫ, λ) and h = h ◦ ζ, then the following estimate holds:∥∥∥u(ρ, ω)−A0ρ1/√κh(ω)∥∥∥
1,λ3
≤ 4ǫ,
once we modify the definition of the norm ‖w‖σ,ρ by defining wr(x) = r−1/
√
κw(x),
as well as
(4.10)
‖w‖σ,ρ = sup
ρ2≤r≤σ2
(
‖wr‖L∞(∂Br(0)) + r ‖∇wr‖L∞(∂Br(0)) + r2
∥∥∇2wr∥∥L∞(∂Br(0))
)
.
Corollary 4.2. For any h(θ) = Cκ
(√
κ− 1, [Θ (e±iθ/2, 0)]), λ > 0 , and µ > 0,
there is a positive ǫˆ = ǫˆ(µ, h) ∈ (0, 1) such that
(4.11) Q′ (h, ǫˆ, λ) ⊂ Q′ (h, 1, µλ) .
5. Proof of Lemma 1.5
For u = u ◦ ζ and hℓ = hℓ ◦ ζ, ℓ = 1, 2, (1.5) is equivalent to
(5.1)
∥∥∥u(r, θ)−A0r1/√κh2(θ)∥∥∥
λ,λ3
≤ 1
2
∥∥∥u(r, θ)−A0r1/√κh1(θ)∥∥∥
1,λ2
,
when the definition of ‖w‖σ,ρ is modified as in (4.10). Hence, proving (5.1) suffices.
By choosing an appropriate coordinate system for our target, we can also assume
that
φ(r, θ) = A0r
1/2
√
κh(θ) = A0r
1/2
√
κ
[(
e±iθ/2, 0
)]
.
Furthermore, we restrict our attention to the case h(θ) =
[(
eiθ/2, 0
)]
, as the case
h(θ) =
[(
e−iθ/2, 0
)]
proceeds veribatim.
Suppose there exists a λ ≤ λ0, for which (5.1) fails to hold. Then there ex-
ist ǫi ↓ 0 and hi ∈ C2
(
S1,Dκ
)
such that hi =
(√
κ− 1, ni(θ)
)
, where ni(θ) =[
Θi
(
eiθ/2, 0
)]
, and A0 ‖hi − h‖C2(S1) ≤ ǫi, and energy-minimizing harmonic maps
{ui} ⊂ Q (h, ǫi, λ), such that
(5.2)
inf
{∥∥∥ui(r, θ)−A0r1/√κχ(θ)∥∥∥
λ,λ3
: χ ∈ C2 (S1,Dκ) , χ = [Θˆ(eiθ/2, 0)]
}
>
1
2
∥∥∥ui(r, θ)−A0r1/√κhi(θ)∥∥∥
1,λ2
.
We observe that h and hi can be lifted to a map into Cκ given by:(√
κ− 1, ni(θ)
)
=
(√
κ− 1,Θi
(
e±iθ, 0
))
.
Likewise, since all tangent maps of ui at 0 can also be lifted to a map into Cκ, ui
themselves can be lifted to maps into Cκ. We remark that the target Cκ is iso-
metrically embedded in R4 by the inclusion map. Therefore, the lifting operations
allow us to explicitly carry out extrinsic calculations with ease. For the remainder
of the proof, we relabel the lifted maps h, n, hi, ni, ui into Cκ as h, n, hi, ni and ui
respectively, and use the modified norm (4.10) in the corresponding estimates.
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Note that {ui} ⊂ Q′ (h, ǫi, λ) implies that the left-hand side in (5.2) is less than
4ǫi. Hence, by invoking an appropriately scaled form of Corollary 4.2, we can find
a sequence Ri ↓ 0 such that
(5.3) lim
i→0
∥∥∥ui(r, θ) −A0r1/√κhi(θ)∥∥∥
1,Ri
= 0.
By the Weiss-type estimate (4.7), we have:
(5.4)
∫
B1(0)
∣∣∣∣∣∣
∂
(
ui/r
1/
√
κ
)
∂r
∣∣∣∣∣∣
2
dx ≤ C ‖ui − φ‖21,λ2 .
Arguing as in the proof of Lemma 4.1 with (5.4) and (5.3) in hand, we can conclude
that for any R ∈ (0, 1), there exists a C(R) > 0 such that
(5.5)
∥∥∥ui(r, θ)−A0r1/√κhi(θ)∥∥∥
1,R
≤ C(R)
∥∥∥ui(r, θ) −A0r1/√κhi(θ)∥∥∥
1,λ2
.
We set
βi =
∥∥∥ui(r, θ)−A0r1/√κhi(θ)∥∥∥
1,λ2
,
wi(r, θ) = β
−1
i
(
ui(r, θ)−A0r1/
√
κhi(θ)
)
.
By (5.4) and (5.5), wi satisfies the following estimates:
∫
B1(0)
∣∣∣∣∣∣
∂
(
wi/r
1/
√
κ
)
∂r
∣∣∣∣∣∣
2
dx ≤ C,
‖wi‖1,R ≤ C(R).
These estimates enable us to assume, by passing to a subsequence if necessary, that
wi → w in C2loc (B1(0)\{0}), where
(5.6)
∫
B1(0)
∣∣∣∣∣∣
∂
(
w/r1/
√
κ
)
∂r
∣∣∣∣∣∣
2
dx ≤ C,
‖w‖1,R ≤ C(R).
Furthermore, using βi → 0 and (5.3), it is easy to note that w ∈ C2 (B1(0)\{0})
satisfies the Jacobi field equation Lφw = 0 for φ(r, θ) = A0r
1/
√
κh(θ) in B1(0)\{0},
where h : S1 → Cκ is given by h(θ) =
(√
κ− 1, n(θ)) = (√κ− 1, (eiθ, 0)).
As in (3.7), for w(r, θ) = r1/
√
κw˜(r, θ), w˜ satisfies
(5.7) ∂2r w˜ +
(
1 +
2√
κ
)
1
r
∂rw˜ +
1
r2
L′w˜ = 0,
where L′ is the self-adjoint, elliptic operator defined in (3.8). Hence, freezing r
and treating w˜(r)(θ) as a map defined on S1, we can expand it with respect to the
orthonormal eigenbasis
{
Ψ˜j
}
of L′ with r-dependent coefficients aj :
w˜(r) =
∞∑
j=1
aj(r)Ψ˜j .
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Substituting this sum in (5.7), we obtain the following equation for aj , for each
j ≥ 1,
a′′j (r) +
(
1 +
2√
κ
)
1
r
a′j(r) −
λj
r2
aj(r) = 0, 0 < r < 1.
We observe that for each j, aj(r) = r
γj , where γj ∈ C, is the solution to this
equation for γj = − 1√κ ±
√
1
κ + λj , when λ 6= − 1√κ . When λ = − 1√κ , the solution
must be of the form B + C log r. Therefore,
(5.8)
w˜(r, θ) =
∑
j∈J1
Ajr
γj Ψ˜j(θ) +
∑
j∈J2
(Bj + Cj log r) Ψ˜j(θ)
+
∑
j∈J3
(Dj cos (Imγj log r) + Ej sin (Imγj log r)) r
−1/√κΨ˜j(θ),
for Aj , Bj , Cj , Dj , Ej ∈ R, and
J1 = {j : Imγj = 0, Reγj 6= 0} , J2 = {j : γj = 0} , J3 = {j : Imγj 6= 0} .
Note that a priori, for each j we have two terms in the sum, corresponding to two
conjugate values for γj . However, observing that (5.6) is precisely:∫
B1(0)
∣∣∣∣∂w˜∂r
∣∣∣∣
2
dx ≤ C,
we conclude that J3 = ∅, Cj = 0 for each j ∈ J2, J1 = {j : γj > 0}. Thus, we can
redefine: γj = − 1√κ +
√
1
κ + λj , J1 = {j : λj > 0}, J2 = {j : λj = 0}, and
w˜(r, θ) = S˜(r, θ) + H˜(θ), 0 < r < 1,
where
S˜(r, θ) =
∑
j∈J1
rγj Ψ˜j(θ), H˜(θ) =
∑
j∈J2
BjΨ˜j(θ).
Firstly, we note that for all j ∈ J1, γj ≥ Γ = − 1√κ +
√
1
κ + Λ > 0, where Λ is
the smallest positive eigenvalue of L′. Therefore, for S(r, θ) = r1/
√
κS˜(r, θ),
(5.9) ‖S‖λ,λ3 ≤ λΓ ‖S‖1,λ2 ≤ λΓ0 ‖S‖1,λ2 ,
for λ ≤ λ0, where λ0 will be chosen at the last step of our argument.
Secondly, we note that since for each j ∈ J2, γj = 0 is equivalent to λj = 0, we
have:
(5.10) L′H˜ = 0 on S1.
Hence, by our classification of geometrically relevant solutions to (5.10) in Section
3, H˜ is a Jacobi field along the harmonic map n : S1 → S2. Moreover,
(5.11)
‖H˜‖2L2(S1) =
∑
j∈J2
B2j =
∑
j∈J2
∣∣∣∣
∫
S1
Ψ˜j(θ) · w(1, θ) dθ
∣∣∣∣
2
≤
∫
S1
|w|2(1, θ) ≤ 2π‖w‖1,λ2 ≤ 2π,
by the orthonormality of the eigenbasis
{
Ψ˜j
}
, the Cauchy-Schwarz inequality,
‖wi‖1,λ2 = 1 and that wi → w in C2loc (B1(0)\{0}).
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Consequently, by the discussion in Section 2 and Remark 2.1, there are Jacobi
fields H˜i along harmonic maps ni defined above, such that
(5.12) lim
i→∞
‖H˜i − H˜‖C2(S1) = 0,
and as in (2.3), for i sufficiently large, ‖βiH˜‖L2(S1) is small enough that there are
harmonic maps nˆi ∈ C2
(
S1, S1
)
such that
(5.13) nˆi = ni + βiA
−1
0 H˜i + o (βi) .
Note that the constant factor A−10 in front of H˜i is determined by a scaling argu-
ment, as w(r, θ) = r1/
√
κw˜(r, θ) is a Jacobi field along φ(r, θ) = A0r
1/
√
κh(θ), where
h(θ) =
(√
κ− 1, n(θ)).
We let hˆi(θ) =
(√
κ− 1, nˆi(θ)
)
, and using (5.12) and (5.13), we estimate
(5.14)
∥∥∥A0r1/√κhˆi −A0r1/√κhi − βir1/√κH˜∥∥∥
λ,λ3
≤
∥∥∥A0r1/√κhˆi −A0r1/√κhi − βir1/2√κH˜i∥∥∥
λ,λ3
+ βi
∥∥∥H˜i − H˜∥∥∥
C2(S1)
≤ A0
∥∥∥nˆi − ni − βiA−10 H˜i∥∥∥
C2(S1)
+ βi
∥∥∥H˜i − H˜∥∥∥
C2(S1)
≤ 1
8
βi,
for i large enough.
Since wi → w in C2loc (B1(0)\{0}) and w(r, θ) = r1/
√
κ
(
S˜(r, θ) + H˜(θ)
)
, for i
sufficiently large, we have:
(5.15)
∥∥∥ui −A0r1/√κhi − βiw∥∥∥
λ,λ3
= βi ‖wi − w‖λ,λ3 <
1
8
βi.
Using (5.12), (5.14), (5.15), for i large enough, we obtain:
(5.16)
∥∥∥ui −A0r1/√κhˆi∥∥∥
λ,λ3
≤
∥∥∥ui −A0r1/√κhi − βiw∥∥∥
λ,λ3
+∥∥∥A0r1/√κhi + βiH˜i −A0r1/√κhˆi∥∥∥
λ,λ3
+
βi
∥∥∥H˜ − H˜i∥∥∥
λ,λ3
+ ‖βiS‖λ,λ3
≤ 1
8
βi +
1
8
βi +
1
8
βi + λ
Γ
0 ‖βiS‖1,λ2 ,
where the last inequality is due to (5.9).
Finally, we can estimate
(5.17) ‖S‖1,λ2 ≤ ‖w‖1,λ2 + ‖H‖1,λ2 ≤ 1 + ‖H˜‖C2(S1) ≤ 1 + C.
Here both ‖w‖1,λ2 and ‖H˜‖L2(S1) are controlled uniformly as in (5.11), and H˜
solves L′H˜ = 0, the geometrically relevant solutions of which have been classified
in Section 3. Therefore, the absolute bound on ‖H˜‖L2(S1) implies an absolute bound
on ‖H˜‖C2(S1). (We remark that crucially for the applications of Lemma 1.5, these
bounds remain unchanged, when h differs by a rotation.)
Thus, we obtain:
(5.18)
∥∥∥ui −A0r1/√κhˆi∥∥∥
λ,λ3
≤ 3
8
βi + λ
Γ
0 (1 + C)βi.
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Choosing λ0 = (8(1 + C))
−1/Γ, we conclude that∥∥∥ui −A0r1/√κhˆi∥∥∥
λ,λ3
≤ 1
2
βi,
which contradicts (5.2).
6. Proofs of Lemma 1.6 and Theorem 1.2:
Firstly, we use Lemma 1.5 to prove Lemma 1.6.
Proof of Lemma 1.6. Applying Lemma 1.5 with h1 = h, we obtain a map h2 that
satisfies (1.5). We denote φk(r, θ) = r
1/2
√
κhk(θ), for k ≥ 1. We observe that (1.5)
and (1.6) together give
A0 ‖h1 − h2‖C2(S1) ≤ ‖u−A0φ1‖λ,λ2 + ‖u−A0φ2‖λ,λ2
≤ 3
2
‖u−A0φ1‖1,λ2 ≤
3
2
ηǫ.
Therefore, for η < 23 we have: A0 ‖h1 − h2‖C2(S1) ≤ ǫ. Moreover, defining uλ =
λ−1/2
√
κu (λ·), arguing as in Lemma 4.1 after an appropriate scaling, we get:
(6.1) ‖uλ −A0φ2‖1,λ3 = ‖u−A0φ2‖λ,λ4 < C(λ)ǫ,
where limλ→0 C(λ) = +∞. Thus, for η < 2/3, we have:
A0 ‖h1 − h2‖C2(S1) ≤ ǫ,
and
uλ ∈ Q (h2, C(λ)ǫ, λ) .
In particular, we can apply Lemma 1.5 to uλ and h2, with the slightly modified
hypothesis that uλ ∈ Q (h2, C(λ)ǫ, λ). We note that the only difference this mod-
ification leads to is that in (5.6), the second bound C(R) deteriorates to C(R, λ),
where limλ→0 C(R, λ) = +∞. However, the finiteness of C(R, λ) for each λ > 0 is
sufficient for the rest of the proof of Lemma 1.5. Therefore, its conclusion remains
unchanged. Consequently, we obtain maps h3 and corresponding φ3 such that
‖u−A0φ3‖λ2,λ4 = ‖uλ −A0φ3‖λ,λ3 <
1
2
‖uλ −A0φ2‖1,λ2 =
1
2
‖u−A0φ2‖λ,λ3
<
1
4
‖u−A0φ1‖1,λ2 .
Hence, applying Lemma 1.5 to uλk repeatedly, (while modifying its hypothesis
as: uλk ∈ Q
(
hk, C(λ)ǫ, λ
k
)
, and replacing h with hk in each step), for k ≥ 1, by
induction, we obtain a sequence of maps hk, φk, k ≥ 1 such that
‖hk − hk+1‖C2(S1) ≤ A−10
3
2k
ηǫ,
and
‖u− A0φk+1‖λk,λk+2 <
1
2k
ηǫ.
Consequently, there exists an hˆ ∈ C2 (S1;Dκ) such that hk → hˆ in C2 (S1) with
the convergence rate,
∥∥∥hˆ− hk∥∥∥
C2(S1)
= lim
j→∞
‖hk − hj‖C2(S1) ≤
j∑
ℓ=k
‖hℓ − hℓ+1‖C2(S1) < 2A−10
3
2k
ηǫ.
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As a result, we have:∥∥∥u−A0φˆ∥∥∥
λk,λk+2
≤ ‖u−A0φk+1‖λk,λk+2 +A0
∥∥∥hk+1 − hˆ∥∥∥
C2(S1)
≤ 1
2k
ηǫ+
3
2k
ηǫ
=
16
2k+2
ηǫ.
Choosing µ = log 2log(1/λ) , by the definition of the norm ‖ · ‖a,b, we get:∥∥∥u(r, ·)−A0r1/2√κhˆ∥∥∥
C2(S1)
≤ Cηǫr 12√κ+µ.

Now using Lemma 1.6, we finally prove Theorem 1.2.
Proof of Theorem 1.2. Since φ ∈ C∞ (R2,Dκ) is a homogeneous blow-up of u at
0, for any ǫ > 0, η > 0, λ > 0, there exists a sequence {ρi} ↓ 0 and an i (ǫ, η) > 0
such that for every i ≥ i (ǫ, η, λ),∣∣∣‖u (ρi·)‖−1L2(B1(0)) u (ρir, θ)− φ(r, θ)
∣∣∣ < λ1/√κηǫ/6, 0 < r < 1,
which implies∣∣∣(ρir)−1/2√κ (u (ρir, θ)−A (0, ρi)φ(ρir, θ))∣∣∣ < A (0, ρi) (λ2/r)1/2√κ ηǫ/6.
Consequently,∣∣∣|x|−1/2√κ (u(x)−A (0, ρi)φ(x))∣∣∣ < A (0, ρi) ηǫ/3, ρiλ2 < |x| < ρi.
Choosing ρ = ρi, where i = i (ǫ, η, λ, κ) large enough and defining: uρ(x) =
ρ−1/2
√
κu (ρx) , we obtain:∣∣∣|x|−1/2√κ (uρ(x)−A(0, ρ)φ(x))∣∣∣ < A(0, ρ)ηǫ/3, λ2 < |x| < 1.
Note that at this stage ρ depends on λ, ǫ, η, and κ, while λ, η and ǫ are arbitrary.
We control the higher-order terms in the definition of ‖uρ −A(0, ρ)φ‖1,λ2 by
similarly estimating
∥∥∥τ−1/2√κ [uρ(τ ·) −A(0, ρ)φ(τ ·)]∥∥∥
L2(S1)
for every τ ∈ (λ2, 1).
These estimates can be obtained by the argument in the proof of Lemma 4.1 and
the regularity theory of [17], for a suitably chosen λ (ǫ, η) ∈ (0, 1). Hence, we get:
‖uρ −A(0, ρ)φ‖1,λ2 < A(0, ρ)ηǫ,
where ρ = ρ (ǫ, η, λ, κ) ∈ (0, 1). Similarly, we can obtain:
‖uρ −A(0, ρ)φ‖1,λ3 < A(0, ρ)ǫ.
by suitably modifying λ (ǫ, η) ∈ (0, 1) first, and then shrinking ρ = ρ (ǫ, η, λ, κ) ∈
(0, 1) further, if necessary.
Note that we can apply Lemma 1.6 with ǫ replaced with A(0, ρ)ǫ, since A(0, ρ)
is bounded by Remark 1.3 and is equal to A0 in (1.4) for uρ. Therefore, by Lemma
1.6 and scaling, we have for r˜ ∈ (0, 1),
‖u(ρr˜, θ)−A(0, ρ)φ(ρr˜, θ)‖C2(S1) ≤ CA(0, ρ)ηǫ(ρr˜)
1
2
√
κ
+µ
.
Thus, setting r0 = ρ and r = ρr˜, we conclude that for every r ∈ (0, r0),
|u(r, θ)−A (0, r0)φ(r, θ)| ≤ CA (0, r0) r
1
2
√
κ
+µ
.
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