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Abstract
We present an investment-decision tool for a natural-gas powered industrial park. The model maximizes the net present
value in the industrial park by determining what type of plants to include in the park and what connections to build
between them. A stochastic mixed-integer programming model was employed to handle uncertainty of future prices
and costs of raw materials and ﬁnished products. The model is motivated by the Norwegian government’s ambition
to increase national consumption of natural gas, in particular for industrial use. A small case study was also included,
focusing on model sizes and solution times.
c© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the organizing committee of
2nd Trondheim Gas Technology Conference.
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1. Introduction
Norway is the world’s second largest natural gas exporter, and supplies a signiﬁcant share of the Euro-
pean consumption of natural gas. It has long been a political ambition to increase the domestic utilization of
natural gas, which is currently only 1.6% of the production (NPD [1]). This is mainly because of high export
prices and the availability of environmentally friendly energy in Norway, namely, the hydroelectric power
systems. In addition, natural gas usage brings about concerns over carbon emissions, as well as proﬁtability
of investments in a high-cost country such as Norway. The latter years however there has been an increase
in prices for several of the materials that are relevant candidates for being produced in an industrial park in
Norway. This has also lead to reopening of iron mines in the Northern regions of Norway and Sweden. The
combination of available natural gas and raw materials such as iron ore in the same geographical area makes
it interesting to analyze the potential for industrial operations.
In an industrial park, the proximity of the plants encourages the exchange of products, as well as the
usage of by-products. Further, carbon capture could become cost-eﬀective when several emitting plants are
served by the same capture plant. Moreover, the closeness of several plants leverages the costs of installing
communication networks, infrastructure, market development, workforce procurement and so on, making
an industrial park more eﬃcient to run than the isolated plants (Roberts [2]). On the other hand, there are
also drawbacks with industrial parks such as technological uncertainties related to the integration of plants,
environmental liability and the dependency between the companies. For example, if the design of the plants
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is customized for a certain industrial park conﬁguration and the industrial park is changed afterwards (either
a plant is shut-down or a new one is opened), the value of the original investments may be reduced. In
addition, coordinating operations in the industrial park becomes a challenge when the diﬀerent plants rely
on each other. In this work, we have used a systemic perspective where we assume that a central planner
is making all decisions in the park; with this method, we then ﬁnd a benchmark solution. How close the
companies in the industrial parks come to the benchmark solution will depend on the coordination and
cooperation between them.
There exists relevant literature on industrial parks, including experiences and analyses on pollution con-
trol and reduction in Baas [3], resource savings in Chertow and Lombardi [4], and commodity sharing
in Jacobsen [5]. Literature regarding the modeling of the individual plants is provided later in the model
presentation.
The main contribution of this paper is the development of a decision support model for techno-economic
analysis of industrial parks that can handle uncertain parameters. We also include a carbon-capture facility
in the park, which allows for analysis regarding environmental impact as well as the impact of diﬀerent
carbon dioxide (CO2) mitigating eﬀects on the optimal park conﬁguration and operation. In the model, we
consider investments in the diﬀerent plants and operation over the lifetime of the plants. For the operation,
we consider aggregated time periods, but we have still included as much of the dynamics of operation in the
plants as was possible within our framework. A full mathematical formulation of a deterministic version
of the model is given in Midthun et al. [6]. For an analysis on the impact of carbon emissions, we refer
to Nørstebø et al. [7].
In Section 2, we discuss the handling of uncertainty, and in Section 3 we present the functionality of
the investment analysis model. Section 4 introduces a case study and Section 5 presents the main results,
focusing on model dimensions and solution times. We then state some conclusions in Section 6.
2. Handling of uncertainty
While the solutions of deterministic models are optimal for the particular values of future parameters
used in the models, they might turn out to be bad if the future is diﬀerent from the given values. A stochastic
model can, in contrast, take into account uncertainty of the future parameters and ﬁnd a solution that is robust
and/or ﬂexible with respect to this uncertainty. In our case, we use a two-stage stochastic-programming
model (Kall and Wallace [8], Birge and Louveaux [9]), with uncertainty modelled using scenarios, i.e.
a discrete approximation of the underlying distribution. Note that this is diﬀerent from doing sensitivity
analysis: in that case, we would solve a deterministic model for each of the scenarios, obtaining as many
solutions as we have scenarios; then we would try to deduce something about the optimal solution by
analyzing them—which does not generally lead to optimal (or even good) solutions, as shown in Wallace
[10].
2.1. Stochastic parameters and scenarios
In our formulation, we consider some future prices to be stochastic; these include prices for the main
commodities, power, and also costs of emissions of CO2 and nitrogen oxides (NOx). In total, we have seven
stochastic parameters in the model. However, our tests show that we can only solve the problem with a
limited number of scenarios in a reasonable time: the analyzed instances vary from three to approximately
thirty scenarios. For this reason, we have assumed that all stochastic parameters are completely correlated.
Historical prices seem to indicate this is a justiﬁable assumption, but we have not performed formal proofs.
The scenario price of commodity c at time t of scenario s is then given as
Psc,t = Mc F
s
t EPc,t ,
where Fst is the value of the stochastic factor at time t and scenario s and EPc,t is the expected (fore-
casted) price of the commodity at time t, i.e. the same value as in the deterministic model. Finally, the
per-commodity value Mc models the variability factor of the commodity, relative to the natural gas prices.
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Expected price EPc,t Stochastic factor Fst Generated price scenarios
Figure 1: Scenario Generation for Natural Gas Prices
Scenario values for the stochastic factors were computed as
Fst = e
Gst−1 −
S∑
s=1
eG
s
t−1
S
+ 1 , (1)
where Gst are chosen so that E
[
Gst
]
t = 1, and std
[
Gst
]
t = σt/T , where T is the last time step , σ is a design
parameter, and S is the number of scenarios. The exponential transformation in (1) is used to keep the values
of the factor positive, though a large σ or an extensive number of scenarios could cause some of the prices
of the commodities to become slightly negative. Example scenario values for c= ‘natural gas’ and σ= 0.6
are presented in Figure 1: the ﬁrst chart presents the expected prices EPc,t, second chart scenarios for the
factor Fst , and the third chart the generated stochastic prices P
s
c,t.
3. Description of the model
In this section, we will brieﬂy describe the modeling of the decision support tool. As explained above,
the model considers investments in plants in an integrated industrial park, as well as the operation of the
plants over their lifetime. All plants presented have complex industrial chemical processes whose exact na-
ture is hard to model explicitly. Instead, empirical data obtained from the industrial partners of the Gassmat
project, as well as linear regressions derived from simulations using chemical engineering software (Met-
sim (v. 16.06, Proware), GTPro (v. 2008, Thermoﬂow Inc.), Hysys (v. 2006.5, AspenTech) and ProTreat
(v. 3.10, Optimized Gas Treating, Inc.)) are used to create production functions for all plants. Essentially,
this reduces them to black boxes in which materials and energy go in and out according to the production
functions. These functions have been developed in cooperation with SINTEF Materials and Chemistry as
well as the industrial partners in the Gassmat project.
The model is a mixed integer programming model with integer variables both in the ﬁrst and the second
stage. In the ﬁrst stage the investment decisions are modeled as binary variables (choices between discrete
plant conﬁgurations); there are also binary variables used to handle diﬀerent operation modes as well as the
utilization of the carbon capture plant in the second stage. The latter refer to the possibility of dividing the
exhaust gas from a plant between the carbon capture plant and direct emissions. We must then make sure
that the composition of the exhaust gas is the same in the ﬂow to the carbon capture plant and in the exhaust
gas that is emitted. This is a version of the pooling problem (see for instance Haverly [11]), and it gives a
bilinear expression that we linearize using predeﬁned split options for the ratio of gas sent to the capture
plant. For a detailed overview of the variables and parameters in our model, see Midthun et al. [6] where a
deterministic version is presented.
3.1. Objective function
The objective of the model is to maximize the expected net present value for the industrial park. We
assume that all investments are done simultaneously during the ﬁrst period, i.e. before the operation of the
park begins. The investment costs consist of a ﬁxed amount and a variable part that depends on the installed
 Gerardo Pérez-Valdés et al. /  Energy Procedia  26 ( 2012 )  74 – 81 77
capacity in the plant. The cash ﬂow in the park in any given time period comprises the revenues from sold
products, the operational costs, the costs of raw materials and the taxation on carbon emissions. The cash
ﬂows are discounted for time and then the investment costs are subtracted, resulting in the expected net
present value.
3.2. Investment decisions
The investment decisions are given as binary variables that indicate whether or not a plant is built, while
the capacity is given as a continuous variable. It is possible to specify required investments (by forcing
binary variables to take the value 1). In the same manner, we can specify which plants already exist in the
industrial park or require that a given share of the CO2 emissions from a plant must be captured (implying
that, if the plant is actually operated, a carbon capture plant must be installed).
In order to have two plants exchanging products, it is necessary to invest in infrastructure that links
those plants. Such links, for each commodity, are characterized by a cost of building the link and a capacity
for ﬂow of the commodity through the link. These investment decisions are likewise modelled as binary
variables. The real costs of integrating two diﬀerent plants for exchange of one or more byproducts are hard
to estimate or ﬁnd historical prices for. We have not included these costs in our case study, so the resulting
net present values represent an upper limit for the willingness to pay for such integration.
3.3. Modelling the individual plants
Let us now describe the plants included in our study and their operation. Figure 2 illustrates the park
with all potential plants and product exchange links. The park uses natural gas in the industrial processes,
producing materials, heat and power. All processes in the park emit CO2, but the concentration thereof in
the exhaust gas diﬀers between the diﬀerent plants.
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Figure 2: The case study used in this work. This illustrates the plants that can be included in the
park as well as the potential for exchanging byproducts.
Combined Cycle Power Plant. The combined cycle power plant can be installed with either a large gas
turbine that runs exclusively on natural gas, or a smaller one that can also run on synthesis gas (a ﬂexible
mix of hydrogen, H2, and carbon monoxide, CO). It is also possible to install an additional steam turbine to
obtain power from the steam produced in other parts of the park, and from the hot exhaust gas from the gas
turbines (see Ferrari-Trecate et al. [12], Yokoyama and Ito [13].) In addition to power production, the power
plant emits CO2 and nitrogen oxides, NOx, where the amount is related to the consumption of gas, and the
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choice of turbines. If a carbon capture plant is built and operated, then low-pressure steam will ﬂow from
the power plant to the carbon capture plant. This will reduce the power production from the steam turbine.
Methanol Plant. The model for methanol production is based on a two-step reforming process of natural
gas for synthesis of methanol, CH3OH. It involves several stages: ﬁrst, natural gas enters the reformer
section, where heat and oxygen are added. The hydrocarbons are broken down into the component H2, CO
and CO2, which are then feed into the synthesis section. The plant has an annexed air separation unit (ASU)
to provide the required pure oxygen. After the reformer, the gas is cooled, resulting in heat recovery, where
the heat (steam) is used to generate power to serve both the methanol plant and possibly other units (for
instance the ASU). In the synthesis section, H2, CO and CO2 react and form methanol. Some of the H2
from the reforming process and part of the natural gas fed is also used as fuel in burners and gas boilers in
the plant. This implies that H2 and steam from other processes in the park can replace some of the H2 and
steam generated in the methanol production, thereby reducing the natural gas consumption for the plant.
The methanol plant also emits CO2 and NOx (Løvik [14]).
Steel and DRI plants. The DRI plant produces direct reduced iron pellets from iron ore and natural gas in
a reduction process, where the reducing gases H2 and CO are obtained from the natural gas (Desbiens and
Shook [15], Fraser et al. [16]). These pellets may be sold into the market or sent to the steel plant to create
steel. Steam and some of the reducing gases can also be exported to other plants in the park, mainly the
power plant. The steel plant can produce steel from the DRI pellets, or it may use steel scrap to produce
a cheaper steel product with lower quality. The production is done in an electric arc furnace, which is a
versatile equipment (implying for instance that both the scrap and the DRI can be mixed.) As with the DRI
plant, some heat produced in the furnace can also be used in the power plant. DRI pellets from an integrated
DRI plant are warmer than raw materials coming from the outside market, which again results in lower
power production when steel is produced from the hot DRI. Furthermore, the steel plant can burn natural
gas directly to complement some of its power input (Appelqvist and Lehtonen [17], Costa et al. [18]). Both
plants produce CO2, which is either emitted or sent to a carbon capture facility.
Carbon Black Plant. Natural gas and power are used to create the carbon black and H2 in an energy-
intensive method called plasma generation. Carbon black can be sold in diﬀerent markets, depending on the
quality of the process and thereby the quality of the end product. The H2 and a small amount of heat (steam)
can be used in other plants in the park (Fulcheri and Schwob [19]).
Carbon Capture Plant. The environmental viability of the entire park is enhanced by including a carbon
capture plant. We have modeled a facility that uses amine-based post-capture. This is a ﬂexible activity,
allowing input from any other part of the park. Capture is, however, an energy-intensive process which
increases the costs of operating the facilities. Exhaust containing CO2 ﬂows into the carbon capture facility
from the other plants in the park. The exhaust gas enters one or more absorbers, where amine reacts with the
CO2. Cleaned exhaust gas ﬂows out of the absorbers. The CO2 and amine mix ﬂows into a desorber, where
heat in the form of low pressure steam (that is produced in other plants in the park) is added. The amine then
goes back to the absorber(s), and CO2 ﬂows out of the desorber, to be compressed to high pressure levels
before it is sent to storage. Note that we have not included the investments in infrastructure for transportation
of CO2 from the plant to a storage or the costs of storing the CO2 in our model. The capture ratio is assumed
to be 90%. More on carbon capture can be found in Rao and Rubin [20] and Rao and Rubin [21].
4. Case study
In our case study, we consider an already-existing, small industrial park in Norway that consists of one
methanol plant with an air separation unit connected to it. We analyze a potential expansion with an iron
(DRI) plant, a steel plant, a combined cycle power plant, a carbon black plant, and a carbon capture plant.
Natural gas is supplied by a pipeline which is assumed to have enough capacity for the expansion.
There are geographical zones in Norway where the power supply is limited, in particular in the winter
season, due both to higher consumption and little inﬂow to the hydrological reservoirs. Because of this, in
 Gerardo Pérez-Valdés et al. /  Energy Procedia  26 ( 2012 )  74 – 81 79
the base case we assume that the industrial park has to generate all the needed power itself, while still being
to allowed to sell any excess power. Also in the base case, we assume that no CO2 capture is required in the
park, but all plants are taxed for their emissions. We use two split points in the pooling problem, meaning
that the CO2 emissions from each plant can either be completely released (ﬁrst split point), or completely
captured (second split point).
Values for capacities, investment and operation costs, and product prices are estimated based on a com-
bination of available data from technical literature and reports. These include both historical prices and
future estimates. The price estimates for the natural gas, the main raw material in the park, were prepared
by the Norwegian Ministry of Petroleum and Energy NPD [1], while those for power and CO2 taxes were
obtained from Statistics Norway [22]. The latter prices assume ambitious climate politics in the EU. Linear
interpolation of prices was used for time periods where no forecasts were available. In total, the analysis
comprises 20 years (periods) of planned operation, from 2011 to 2030. All prices are given in Norwegian
Kroner (NOK).
5. Numerical results
The model was implemented in in the Mosel modelling language and solved using FICO’s Xpress Op-
timizer version 2.7.2 on a computer with quad-core 2.87GHz processor and 4GB of memory. To decrease
the solution time, the solver was stopped when the solution was guaranteed to be within 2 percent of the
optimum.
In the base case, we solved the model three times, using 3, 7, and 11 scenarios. Table 1 shows the NPV
of investments, in thousands of million NOK (GNOK), running time in seconds, and the number of columns,
rows and binary variables of the problem. The conﬁguration of the park is consistent in all these instances,
with all plants built and in operation. NPVs are also similar across all scenarios, with only small variations.
Table 1: Results from the analysis of the base case (no purchase of power).
Number of Scenarios
3 7 11
NPV (GNOK) 26.17 26.31 26.32
Columns 19896 46216 72536
Rows 12717 29517 46317
Binary vars. 874 1914 2954
Sol. time (s) 128 368 863
We next investigated two variants of our base case.
First, we look at the eﬀect of being able to buy power from the grid, using the same price we use for
sales of excess power. With an external source of power, the park does not need to invest in a power plant
to power the park. For these instances, only the Steel and DRI plants are built and operated (in addition to
the existing plants). Note that the carbon capture plant requires low-pressure steam from the power plant to
operate, and that even if all plants are taxed for their CO2 emissions, building both the carbon capture and
power plants is not proﬁtable. The conﬁguration of the park is consistent for all tested instances. NPVs are
also similar across all instances, as shown in Table 2.
Secondly, we look at the eﬀect of increasing the number of split points in the pooling problem from two
split points (CO2 capture of either 0% or 100% of the exhaust gas) to ﬁve (0%, 25%, 50%, 75%, or 100%
capture). Increasing the number of split points from two to ﬁve does not change the conﬁguration of the
park, but it leads to a partial CO2 capture for the power plant in scenarios with low carbon taxes (this was
not possible in the base case, where the capture was a yes/no decision). The reason for only reducing the
capture from the power plant is that the emissions have the lowest CO2 concentration in the exhaust gas,
thus the highest capture costs.
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Table 2: Results of the case with external power supply available.
Number of Scenarios
3 7 11 21 27
NPV (GNOK) 30.87 30.99 30.99 31.00 30.27
Columns 19896 46216 72536 138336 177816
Rows 12717 29517 46314 88314 113517
Binary vars. 874 1914 2955 5554 7114
Sol. time (s) 38 130 248 984 3217
The downside of the increased number of splits is that we have signiﬁcantly more binary variables and
therefore higher solution times, as shown in Table 3. The 7-scenario instance ran out of memory after ap-
proximately 5 hours of running time, delivering a solution gap of 7.33%. Other than small diﬀerences in the
objective values, these results are similar to those in Table 1, in both solution values and park conﬁguration.
Table 3: Results of the case with ﬁve discrete split points in the pooling problem. The 7-scenario
case did not solve to optimality.
Number of Scenarios
3 7
NPV (GNOK) 26.32 25.36∗
Columns 21336 49576
Rows 14877 34557
Binary vars 1594 3594
Sol. time (s) 1959 17658∗
6. Conclusions
We have presented an investment analysis model for an industrial park based on stochastic programming.
This modeling framework allows us to analyze the impact of uncertainty in model parameters, such as prices
and demand, and to ﬁnd robust investment decisions. Alongside the model, a case study of a real investment
case in Norway, in which we have used realistic data input based on publicly available sources as well
as estimates provided by our industry partners, but it is still challenging to ﬁnd accurate data for a case
analysis that involves this many plants and diﬀerent markets. Our analysis therefore rely on assumptions
and estimates that must be reﬁned before the results can be applied directly. The analysis does however
indicate that investments in such industrial parks may be proﬁtable.
With the data set that we have used in our case study, the conﬁguration identiﬁed by our stochastic model
is clearly better than the alternatives, with or without stochasticity being taken into account. This can change
with diﬀerent data, therefore focused on the framework for analysis as well as the capabilities of this model
to include stochasticity. The performance of our model was tested in terms of how model size and solution
times change depending on the number of scenarios as well as assumptions in the model. The model seems
well suited for analyzing small to moderately sized scenario trees, which allows for variations in the most
important stochastic parameters.
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