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Abst ract - - I t  is shown that the usual data for the Inverse Heat Conduction Problem (IHCP) uniquely 
defines the initial condition for the direct problem in a one-dimensional finite slab. A suitable model 
problem is also analyzed for the semi-infinite conductor case. A space marching method is imple- 
mented to ntunericaJly solve both the IHCP and the identification of the initial temperature distri- 
bution. Several examples of interest are presented. 
1. INTRODUCTION 
It is possible to estimate the surface temperature, the surface heat flux, and the initial temper- 
ature distribution in a body from measured temperature histories at fixed locations inside the 
body. However, this new inverse problem is an ill-posed problem because small errors in the 
data induce large errors in the computed surface heat flux history or in the computed surface 
temperature history or in the initial temperature distribution solutions and, consequently, special 
methods are needed in order to restore continuity with respect o the data. In this paper, we 
consider initially, the solution of a one-dimensional inverse heat conduction problem by a fully 
explicit and stable space marching finite difference implementation of the Mollification Method 
(see [1,2]) combined with linear extrapolation. The procedure allows for a direct discretization of 
the differential equation and it is generated by automatically filtering the noisy data by discrete 
mollification against a suitable averaging kernel and then using a space marching finite difference 
algorithm with extrapolation "at the boundary," to numerically solve the associated well-posed 
problem. 
In Sections 2 and 3, the new inverse problems, corresponding to a semi-infinite and a finite 
length conductor, respectively, are defined and it is shown that the solution of each inverse 
problem is unique. Section 4 is devoted to the description and analysis of the mollified stable 
versions of the new inverse problems. 
The efficiency of the method is demonstrated in Sections 5 and 6, where together with a de- 
scription of the numerical procedure, we present he results of several computational experiments 
with rapidly varying profiles. 
In all cases, numerical stability and good accuracy are achieved, even for small time steps and 
high levels of noise in the data. Section 7 includes a summary and some conclusions. 
2. SEMI- INFINITE BODY 
We consider a one-dimensional semi-infinite conductor in which the temperature history on 
the active boundary surface z = 0 is desired and unknown. The initial temperature distribution 
is also desired and unknown in the space interval 0 ~ z ~ 1, and the temperature history at 
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the interior point x = 1 is approximately measurable, together with the initial temperature 
distribution for x > 1. 
Physically, this corresponds to the situation where there is no information whatsoever regarding 
a region, presumed inaccessible, surrounding the active boundary of the conductor. 
Mathematically, assuming linear heat conduction with constant coefficients, the new inverse 
problem can be described as follows. The temperature solution w(x , t )  satisfies 
w,(x,t)=~..(~,t), 
w(1, t )=~(t ) ,  
w(~, 0) = a(x), 
w(0, t )  = I(t), 
w(=, t )  -- .  0 as x --.  ~ ,  
t > 0, z > 0, 
t > 0, with corresponding 
approximate data function am(t), 
0 < z < 1, unknown, 
with corresponding approximate data 
function/~m(z), z > 1, 
t > 0, the desired but unknown, 
temperature function, 
t>0.  
(1) 
In order to be able to identify f(t), t > 0, and fl(z), 0 < z < 1, first we consider the intermediate 
direct problem 
z,(~,t) = z.~(~,t), t > o,~ > o, 
z(O, t) = o, t > o, 
f 0, 0 < • < 1, (2) z(x, 0) ~.(~), • > 1, 
z (x , t )  ~ 0 as z ~ oo, t > O. 
By superposition, the function u(z,t), associated with the new inverse problem obtained by 
subtracting problem (2) from the solution of problem (1), satisfies 
u, (x , t )  = u . . (x , t ) ,  
u (1 , t )  = F(t) = a( t )  - z (1 , t )  
f /~(z),  0<x<l ,  unknown u(ag, O) /, O, z > 1, 
u(z ,  t)  ~ 0 as z -- .  e~ 
t > 0, z > 0, 
t > 0, with corresponding 
approximate data function 
Fro(t) = am(t )  - z(1,t), 
t>0.  
(3) 
In what follows, system (3) will always be considered our prototype model, i.e., we shall assume 
that problem (2) has been solved and the given data for the original inverse problem (1) has been 
updated accordingly, so that the new inverse problem (3) is now feasible. 
REMARKS. 
1. Notice that the interior history temperature function u(1, t) "- F ( t )  in problem (3) can be 
thought as "induced" by the initial data function/3(z) and the boundary data function f ( t )  
of the associated direct problem and, as such, it has all the necessary data information for 
the solution of the inverse problem. 
2. The prototype system (3) is somewhat intermediate between the classical backward in 
time heat conduction problem (see [3,4]), and the inverse heat conduction problem (IHCP) 
described in [5]. We recall that for the backward in time problem, u(z, T) - g(z), T > 0, 
0 < z <_ 1, u(O,t)  = f(t), 0 < t < T, and u(1,~) = F(t), 0 < t < T, are given and 
the initial temperature distribution u(z,0) - /3(z) ,  0 _< z _< 1 is sought. For the IHCP 
instead, u(z,0) - /3(z),  0 < z < 1, and u(1,t) -- F(t), t > 0, are given and the boundary 
condition u(0, t) -- f(t), t > 0, needs to be identified. 
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Uniqueness 
Before attempting to solve problem (3), it is important o show that the solution, assumed to 
exist on physical grounds, is unique. 
To that effect, suppose that problem (3) admits two different solutions u l (z , t )  and u2(z,t), 
analytic functions of their arguments z and t. Then the difference function v = ux - u2 is such 
that 
,,,(~,t) = v..(=,t) t > o,= > o, 
v(o, t) ~ o, t > o 
v(z, o) = o, z _> 1, 
v(z, 0) ~ O, 0 < z < 1, 
v(1,t) = O, t > 0 
Consequently, in the region z _> 1, t _> 0, v(z,t) = 0 and by the uniqueness of the analytic 
continuation procedure (see [6]), v(z,t) = 0 everywhere in the quarter plane z _> 0, t _> 0. II 
3. F IN ITE  SLAB SYMMETRY 
In the case of a finite length conductor, the corresponding new inverse problem can be described 
as follows: the temperature solution u(z, t) satisfies 
ut(x,t) = u=~(x,t),  0 < x < 1, t > 0, (4a) 
u(1,t) = F(t), t > 0, with corresponding (4b) 
approximate data function Fro(t), 
-uz(1 , t )  - Q(t), t > 0, with corresponding (4c) 
approximate data function, 
u(O,t) = f(t), t > 0, unknown, (4d) 
-u~(0,t )  = q(t), t > 0, unknown, (4e) 
u(z, 0) =/~(z), 0 < z < 1, unknown. (4f) 
REMARK. 
I. System (4) when the initial temperature distribution/~(x), in equation (4f), is known, 
constitutes the usual statement of the IHCP for the one-dimensional finite slab geometry. 
Uniqueness 
Once again, we need to show that the system (4) has 
(4) admits two different solutions ul(z,t)  and u2(z, t). 
a unique solution. Suppose that problem 
The function v = ul - u2 satisfies 
v, (~,t )  = , ,~(~, t ) ,  o < • < 1,t > o, 
v(1,t) = 0, t > 0, 
-vz (1 , t )  = 0, t > 0, 
~(o,t) = Af( 0 ~ O, t > O, 
-~(0 , t )  = Aq(t) ~ 0, t > 0, 
v(z, 0) = A/~(z) ~ 0, 0 < z < 1. 
If we imbed the slab domain [0, 1] x [0,t) symmetrically into the slab domain [0,2] x [0,t), the 
relationship among the "boundary" data functions v(0,t) = A f ,  ~(2,t) = AY, --vffi(0,t) = Aq, 
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Figure 1. Imbedded omain and boundary data. 
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-~z(2,t)  = Aq, v(z,O) = Aft, 0 <_ x < 1, and ~(z,0) = A/~, 1 _< x < 2 should be discussed. 
Pictorially, the situation is represented in Figure 1. 
Given that we do not consider interior heat sources, the condition v(1,t) = 0, t > 0, can be 
achieved if and only if A f  = --A/,  Aq = --A~ and A f  = A~. On the other hand, the condition 
-vx(1,t)  = 0, t > 0, can be obtained if and only if A f  = A f ,  Aq = A~ and A f  = A/~. Thus, it 
follows that 
A f  = Aq = Af -  0 
and this implies that the inverse problem (4) has a unique solution. II 
4. STABIL IZED PROBLEMS 
The solution of the new inverse problem (4), can be interpreted as an application of the space 
marching technique for the solution of the IHCP. 
We assume that all the functions involved are L~ functions in any time or space interval of 
interest, and use the corresponding L2 norm, as defined below, to measure rrors: 
[J" Ilfll = If(t)l 2 dr] 112. 
1 
It is quite natural to hypothesize that the exact data functions F(t) and Q(t), and the measured 
data functions Fro(t) and Qm(t), satisfy the L2 data error bounds 
[IF - F,,[ I  _< e and IIQ - Q,-[ I  -< e. 
It is well known that solving for f (t)  and q(t), from F(t) and Q(t), in the IHCP, amplifies every 
Fourier frequency component of the error by the factor exp [w/2] 1/2, -oo  < w < oo. This shows 
that the new inverse problem (4) is also highly ill-posed in the high frequency components. See [2] 
for further discussions. 
The one-dimensional IHCP can be stabilized, if, instead of attempting to find the point values 
of the temperature function f (t)  or the heat flux function q(t), in this case we assume f (z)  
known, we attempt o reconstruct the 6-mollification of the functions f and q at time t, given, 
respectively, by 
J, f ( t)  = (p, * f)(t), J, q(t) = (p, * q)(t), 
where 
1 -~  
p6(t) -- 6 Ir 112 exp 
is the one-dimensional Gaussian kernel of radius 6 > 0. The mollifier p6(t) is always positive, 
falls to nearly zero outside the interval centered at the origin and radius 36, and 
£ (pt * f)(t)  = p6(r) f ( t  -- r) dr 
co  
is the one-dimensional convolution of the functions p6 and f .  We notice that J~ f(t)  is a C °o 
(infinitely differentiable) function and the mollifier has total integral 1. 
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Mollifying system (4), we obtain the following associated problem: attempt o find J6 fia(t) = 
Js u(0,t), J~ qm(t) = - J6 uz(O,t) and Js u(z, 0) =/~(z)  at the points of interest and for some 
radius 6 > 0, given that J6 u(z, t) satisfies 
(J6 u), = ( j : , )~ ,  
J6 u(1,t) - hFm(t),  
-h  u,(1, t) = hOrn(t), 
h u(O,t) = him(t) ,  
-h  u,(O, t) = hqm(t), 
h ,,(x, o) = ha(x), 
t > 0, z > 0, 
t>0,  
t>0,  
t > 0, unknown, 
t > 0, unknown, 
0 < z < 1, unknown. 
(5) 
We recall that the closely related mollified IHCP, obtained by assuming that the function fl(z) 
is known in system (5), and its solutions satisfy the following. 
THEOREM 1. Suppose that [IF - Frail < ~ and [IQ - Omll < e. Then, 
1. the IHCP associated with problem (5) is a formally stable problem with respect to per- 
turbations in the data; 
2. if  the exact boundary temperature function f(t), and the exact heat aux function q(t), 
have uniform/y bounded arst order derivatives on the bounded domain D = [0,7"], then 
J6 fra and Js qm verify 
II1 - J6 Ymll~ < 0(5) + 3E exp[(26) -2/3] (8) 
and 
e (1 + 3 exp[6-2/3]). [Iq - Js q.~llo <- 0(5) + (7) 
The proof of this statement can be found in [2]. 
REMARK. 
1. The radius of mollification, 6, can be selected automatically as a function of the level of 
noise in the time data interval IL = [0, L]. In fact, for a given ¢ > 0, there is a unique 
5 > 0, such that 
llYs F,,., - F,,,lll~ "- e. (8) 
For the proof of this assertion and some discussions on the numerical implementation of this 
practical selection criterion, see [7]. 
The computational details and the necessary extrapolation procedure needed to numerically 
identify the initial temperature distribution/~(z) are presented in the next section. 
5. NUMERICAL  PROCEDURE 
ov system (5) is equivalent o With v - J6 u and z = - a"~, 
(gv az 
= t>0,0<z<l ,  
at #z '  
#v 
z=~x,  t>0,0<z<l ,  
v(1,t) = J6 Fm(t), t > O, 
z(1,t)=J6Q,n(t) ,  t>0,  
v(O,t) = Js fro(t), t > 0, unknown, 
z(0,t) = J6qm(t), t > 0, unknown, 
v(z, O) = J6/~(x), 0 < z < 1, unknown. 
(9) 
Without loss of generality, we seek to reconstruct the unknown mollified boundary temperature 
function J6 fro, and the mollified boundary heat flux function J6 qm, in the unit interval It -- [0, 1] 
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of the time axis (z = O) and the mollified initial temperature distribution J6 ~(x) in the unit 
interval I= = [0, 1] of the space axis (t = 0). Consider a uniform grid in the (x,t) space: 
{(x i= ih ,  tn=nk) , i=O,  1 , . . . ,N,  Nh=l ;  n=O, 1, . . . ,M,  Mk=L},  
where L depends on h and k in a way to be specified later. L > 1. 
Let the grid functions V and W be defined by 
ki n = v(zi,tn), W[ ~ = z(zi,t ,) ,  0 < i < N, 0 < n < M. 
Notice that 
V~t = J6 Fm(tn) and W~ = J6 Qm(tn), 0 < n < M. 
We approximate he partial differential equations in system (9) with the consistent finite difference 
scheme 
I1 ~ ti n 
/ 
W _l = w?  _ (k i .+ l  _ ki_  = ki" - (10) 
i=N,N-1 , . . . ,1 ;  n=M-1 ,M-2 , . . . ,1 ,  
obtaining a local truncation error that behaves as 0(h 2 + k2), for the discrete mollified tempera- 
ture, and 0(h + kg), for the discrete mollified heat flux as h, k --* 0. 
Notice that, as we march backward in the z-direction, we must drop the estimation of the 
interior temperature from the highest previous point in time. Since we want to evaluate {V0 n} 
and {W~} at the grid points of the unit time interval h = [0, 1] after N iterations, the minimum 
initial length L of the data sample interval in the time axis r = 1 needs to satisfy the condition 
L=kM = l -k+k/h .  
Since in practice only a discrete set of points is generally available, we shall assume that the 
data functions Fm and Qm are discrete functions measured at equally spaced sample points 
tj = jk, j = O, 1 , . . . ,M  in It. = [0,L]. In order to compute the discrete mollified functions 
J6 F~(tj) and J6 Q,~(tj), we need to extend the data functions in such a way that F,~ and Q~ 
decay smoothly to zero in In,6,,. = [-6max,L + 6max], k < 36max < 0.1 and both are zero on 
R-  IL,6=,.. In what follows, we consider the extended iscrete data functions Fm and Qm defined 
at equally spaced sample points on any data time interval of interest. 
The selection of the radius of mollification is implemented by solving the discrete version of 
equation (8), using the bisection method. 
The space marching technique discussed here, requires the replacement of the discrete temper- 
ature and heat flux data functions F~ and Qm at x = 1 by their filtered, and suitably extended, 
discrete mollified versions J6 Fra and J6 Qm respectively. In most cases, the "compatibility" 
condition/~(1) = J6 Fro(O) will be lost in the process, even if the initial temperature function 
]~(x) is known and/or replaced by J6 •(x) after mollifying the initial condition function in the 
z-direction. As we march backward in space, the initial discrepancy might propagate generating 
a "boundary layer" effect that influences the initial values of the computed solutions J6 fm and 
J6 qra on the time interval h = [0, 1], at the active interface z = 0. 
However, it is possible to attempt to control this situation in a practical manner by re- 
placing, after each step in space, the unknown mollified initial temperature J6 #(ih) = kio, 
i = N, N -  1, . . . ,  0, by the linear extrapolation value obtained from the already estimated quan- 
tities kil and ki2, introducing an extra local error of order 0(k) in the sequel. The unknown 
approximate mollified initial temperature is calculated irectly using the formula 
ki0 = 2V/1 _ I//2, i = N,N - 1,... ,0. 
Once the radii of mollification 6F and ~Q, associated with the data functions Fm and Qm respec- 
tively, and the discrete filtered data functions ,]6 Fm(tn) = V~ and J6 Qm(t,~) = W~r, 0 < n < M, 
are determined, we apply the finite difference algorithm (10), modified "at the boundary" as ex- 
plained above, marching backward in the z-direction with 6 = max(6F, 6Q). 
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REMAEKS. 
1. For the proof of the unconditional stability of the finite difference scheme (10) and the 
analysis of the convergence of the numerical solution of the mollified problem (9), for the 
IHCP, the reader should consult Guo, Murio and Roth [2]. 
2. For the semi-infinite conductor, the numerical scheme remains exactly the same if the 
temperature and the heat flux histories are measured at the interior point x = 1. The 
implementation is quite similar, with obvious changes, if instead, two temperature histories 
are measured at two different interior point locations x = 1 and z = 1 - h. 
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6. NUMERICAL  RESULTS 
In order to test the accuracy and stability properties of the method, in Problem 1, the approx- 
imate reconstruction of an initial temperature distribution function u(z,O) - /~(z ) ,  0 < z < 1, is 
investigated for a one-dimensional finite slab exposed to a temperature data function at the free 
surface z = I given by u(1, t) = F(t) - 1 + e-t(cos 1 + sin 1), t > O, and a heat flux data function 
-u=(1 , t )  = Q(t) = e-*(sin 1 - cos 1), t > O. 
The exact temperature solution for this problem is u(z , t )  = 1 + e-*(cosz + sinz) ,  0 < z < 1, 
t > O, and the initial temperature distribution to be approximately reconstructed has equation 
u(z,  O) = fl(z) = 1 + cos z + sin z. The temperature and heat flux history functions at the z = 0 
boundary are also unknowns for this inverse problem and the exact solutions are u(z, t )  = f ( t )  = 
1 + e- '  and -u= = q(t) = e-'(s in z - cos z). 
In Problem 2, we attempt to approximately reconstruct the initial temperature function/~(z) 
for a finite slab with data functions u(1,t) = F(t) = O, t > O, and -u : (1 , t )  = O(t) : ~re - r : t ,  
t>O.  
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The unique temperature solution is given by u(z,t)  = e -~2. sin ~z. Thus, the exact unknown 
functions for the inverse problem are u(z, 0) = /~(z) = sin 7rz, 0 _< z _< 1, u(0, t) = f ( t )  = O, 
t > 0, and -u=(0 ,0  = q(t) = -~e - '~t ,  t > 0. 
The noisy data is obtained by adding a random error to the exact data at every grid point tn 
in the interval IL,~...: 
Fm(t.)  = F( t . )  "t" ~.,1, 
Q,. ( t . )  = Q(t . )  + ~.,2, 
where en,x and en,2 are Gaussian variables of variance a2 = e 2. 
In all cases, we use h = Az = 0.01 and k = At = 0.01. If the discretized computed initial 
temperature function component is denoted by ~6,e and the true component is ~ = ~(tn), we 
use the sample root mean square norm to measure the error in the discretized interval I .  = [0, 1]. 
The solution error is then given by 
~r-~ ] 112 
1 
11.86,. - ~'11~,, = M - N ~= (~"  - ~,.)2 
The solution error for the reconstructed temperature and heat flux functions in the discretized 
interval It = [0, 1] is evaluated similarly. 
The qualitative behavior of the computed initial temperature functions for Problems I and 2 are 
illustrated in Figures 2 and 3, respectively, for an average perturbation, level of noise, e = 0.005 
and radius of mollification 6 = 0.04. For completeness, in Figure 4, we also show the reconstructed 
boundary temperature for Problem I. 
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Figure 4. Reconstructed boundary temperature in Problem 1. • -- 0.005, 8 = 0.04, 
h = k = 0.01, Ilf6,¢ - Ill = 0.0245. Exact: ( . . . .  ); Computed: ( ) 
7. CONCLUSIONS 
An explicit and unconditionally stable space marching finite difference method for the solution 
of the one-dimensional transient inverse heat conduction problem (IHCP) has been implemented 
for the numerical identification of initial temperature distributions. 
The computational procedure for the solution of the IHCP is modified at each step in space 
by performing a linear extrapolation "at the boundary" to evaluate, in a stable manner, the 
unknown initial temperatures. 
In certain situations, the modified algorithm might constitute a viable alternative for the 
solution of the backward in time inverse heat conduction problem. 
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