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Résumé
Du fait de l’importance de la quantité de données produites, il devient de plus en plus difficile
de les manipuler et d’y accéder rapidement. Dans ce contexte, le Cloud offre des ressources
de traitement en apparence illimitées. La réplication de données est une technique bien connue
qui permet de répondre à de tels problèmes. La plupart des stratégies de réplication de données
ne répondent pas simultanément à des objectifs de performance, de profit du fournisseur, et de
prise en compte de la consommation énergétique. Dans ce papier nous allons donc nous atteler
à la comparaison entre deux stratégies de réplication de données avec d’un coté une stratégie
qui considère le profit économique, et d’un autre une stratégie qui considère la consommation
énergétique. Cela nous permettra de constater que peu de stratégies tentent de répondre à ces
deux problématiques, malgré la forte demande de l’industrie qui se lance dans une course à la
réduction de la consommation énergétique et de leur impact carbone.
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1. Introduction
Depuis plusieurs décennies, de plus en plus de données sont générées par les utilisateurs. Ces
données, qui peuvent aussi bien être du texte que des images satellites, ont besoin d’être acces-
sibles de plus en plus rapidement, où que l’on soit dans le monde. La réplication de données
permet de répondre à ce type de problématique. Elle est utilisée dans différents environne-
ments, dont le Cloud Computing [3].
Le Cloud est caractérisé, comme les autres architectures, par des attributs qui lui sont propres,
notamment, le Service Level Agreement [17] qui lie le fournisseur et le locataire par un contrat,
ou encore la gestion élastique des ressources [7], qui permet à un locataire de ne payer que ce
qu’il consomme, i.e., le modèle Pay-as-you-go.
Les stratégies de réplication de données tentent de répondre à des problématiques de disponi-
bilité, de performance [9] et de tolérance aux fautes [16]. Dans le système Cloud, ces stratégies
doivent aussi tenir compte de contraintes financières et énergétiques. Pour cela, certaines stra-
tégies s’intéressent au mix énergétique utilisé dans un Centre de Données (CD), d’autres ré-
pliquent de manière économique sur des serveurs à plus faible coût. Cependant, peu de straté-
gies traitent ce type de sujet indépendemment et il existe encore moins de stratégies qui traitent
de ces deux sujets simultanément.
Le papier s’organise de la manière suivante. Nous allons dans un premier temps faire un état de
l’art sur les stratégies de réplication de données, et notamment celles qui traitent de la consom-
mation énergétique et du profit (2). Puis nous allons exposer notre modèle d’estimation de
la consommation énergétique (3). Nous confronterons ensuite deux stratégies de réplication
de données, afin de comparer leurs impacts sur la consommation énergétique et sur leurs dé-
penses (4). Enfin, nous finirons cet article avec une conclusion et les futurs travaux (5).
2. État de l’art
Dans cet article, nous nous concentrons sur les stratégies de réplication de données qui ont
pour objectif de maximiser le profit ou de réduire la consommation énergétique.
Pour commencer avec les problèmes économiques, une première stratégie sur le Cloud [10]
essaie de réduire au maximum le nombre de répliques en gardant la même probabilité de perte
de données, afin de faire des économies. Plus récemment, la stratégie [6], s’est intéressée à
la minimisation des dépenses selon sur quelle couche de CDs la réplication est réalisée. [24]
prend en compte la question de la dépense dans la réplication en se basant sur les informations
financières et les qualités de services de chaque noeud. La stratégie [21] s’intéresse pour sa part
à la maximisation du profit en estimant le profit généré par une réplication.
Une intéressante stratégie de réplication de données a été proposée [1], qui prend en compte la
consommation énergétique afin de réduire le coût d’une requête. C’est-à-dire qu’elle réduit la
consommation énergétique pour réduire le coût global.
Pour répondre aux problèmes de la consommation énergétique, l’une des premières stratégies
de réplication de données est [11]. Elle cherche à optimiser une fonction objectif, qui contient
plusieurs buts dont la disponibilité, le temps de service, la charge de travail, la latence moyenne
et enfin la consommation énergétique qui sont pondérés par des poids définis par l’adminis-
trateur. Une autre stratégie proposée [2] modélise la consommation énergétique et l’utilisation
de la bande-passante. Pour réduire sa consommation énergétique, elle va répliquer la don-
née dans des bases de données plus proches (CD, racks) des serveurs de calculs si ces der-
nières consomment moins d’énergie et de bande-passante que la base de données du niveau
supérieur (centrale, CD). Cela s’applique lorsque le nombre d’accès à cette donnée dépasse un
certain seuil. Une autre stratégie de réplication de données [25] prend le problème d’une autre
manière. Le but de la réplication est alors de regrouper la charge de travail sur quelques noeuds
afin de pouvoir mettre en veille voire éteindre les noeuds inactifs. Enfin, une dernière stratégie
qui prend en compte la consommation énergétique est [23] qui cherche à réduire l’émission
de gaz à effet de serre. Pour cela, elle va essayer de réduire la consommation énergétique en
répliquant dans des CDs qui ont un mix énergétique plus propre.
Nous voyons à la suite de cet état de l’art, qu’il y a presque autant de stratégies de réplication de
données qui prennent en compte la consommation énergétique que de stratégies qui prennent
en compte le profit du fournisseur. Cependant, ils correspondent à un petit ensemble comparé
au reste des stratégies, qui traitent des performances et de la disponibilité. De plus nous voyons
qu’à l’intersection de ces sous ensembles d’objectifs, très peu de stratégies sont proposées.
3. Modélisation de la consommation énergétique
Dans l’objectif de comparer plusieurs stratégies qui essaient de maximiser le profit et de mi-
nimiser la consommation énergétique, une modélisation de la consommation énergétique à
l’échelle d’un Cloud est proposée. Ainsi nous allons estimer la consommation énergétique de
chaque composant en estimant sa puissance et son temps d’utilisation.
3.1. Composants
Nous proposons des modèles de consommation énergétique pour chaque composant, que nous
allons ensuite utiliser pour modéliser l’interaction entre ces derniers.
Processeur : Le Central Processing Unit ou CPU, est le composant qui consomme le plus dans un
serveur [12]. Nous allons donc nous baser sur le modèle de [14] qui a été repris par [22] pour
estimer la consommation énergétique d’un hôte en se basant sur la charge du CPU :













+ PfCPUidle ∗ Ttot (2)
Où PfCPUmax et P
f
CPUidle
correspondent à la puissance maximale et en inactivité respectivement
fournit par le CPU en Watt (W) pour une fréquence f en gigahertz (GHz).La première soustrac-
tion de l’équation 2 représente la puissance dynamique du processeur. T et NbInstruct corres-
pondent respectivement au nombre de tâches à effectuer sur un processeur ainsi que le nombre
d’instructions de chacune des tâches. Ttot représente le temps total d’exécution et de transfert
en seconde (s) Et enfin, l et α correspondent respectivement au pourcentage du processeur al-
loué à une tâche et au pourcentage de la puissance dynamique associé à l. Nous supposons,










+ PfCPUidle ∗ Ttot (3)
Cette équation permet d’obtenir l’énergie consommée par le CPU lors de l’exécution d’une
suite de tâches en Joules (J).
Mémoire : Dans le cadre de cet article, seule la mémoire RAM sera modélisée. Nous nous ba-
sons sur les modèles de puissance de la mémoire RAM proposés par [15] et utilisé plus récem-
ment dans la fiche technique de calcul de puissance de Micron [13]. Cela permet de mettre en
place différents états d’utilisation (inactif, lecture, écriture), qui dépendent de variables comme
les taux d’écritures ou de lectures. Nous obtenons donc la formule suivante :













) + PRAMidle ∗ Ttot (5)
Nous avons dans un premier temps R et W signifiant le nombre de lectures et d’écritures à
faire respectivement, puis la taille du fichier qui est notée size(File) en mégaoctet (Mo) et la
bande-passante de la mémoire RAM, notée BWRAM en mégaoctet par seconde (Mo/s).
Disque dur : le disque dur modélisé est un Hard Drive Disk. Le modèle est proposé par [8]
pour estimer la consommation énergétique en se basant sur les fiches techniques. [18] l’a utilisé
plus récemment pour estimer la consommation énergétique de différent disques dur de type
Solid-State Drive. Le modèle est le suivant :










PHDDSeek ∗ TSeek + PHDDidle ∗ Ttot (7)
Où PHDDActive (W) correspond à la puissance nécessaire au disque dur pour lire ou écrire, la taille
du fichier et la bande-passante sont notées size(File) (Mo) et BWHDD (Mo/s) respectivement.
PHDDSeek (W) correspond à la consommation énergétique lors de la recherche sur le disque et
TSeek (s) le temps de recherche.
Carte réseau : Pour prendre en compte la consommation énergétique de la carte réseau, nous
nous sommes basés sur le document qui présente le standard 802.3az, qui permet de larges ré-
ductions de la consommation énergétique lorsqu’il est inactif [5]. Nous utilisons ainsi le modèle
suivant pour un nombre T de transferts :







) + PNICidle ∗ Ttot (9)
3.2. Utilisation des modèles de consommation énergétique
Dans cette partie, nous considérons deux types de consommation énergétique. La première est
la consommation statique, qui correspond à la consommation de base de tous les composants.
La seconde est la consommation dynamique, qui correspond à la consommation en activité de
ces composants qui est ajouté à la première. Cette dernière est représentée par l’exécution d’une
tâche, le transfert de données, et le stockage de données.
Consommation statique : La consommation énergétique statique correspond à la consomma-
tion de base de tous les éléments. Ainsi, nous prenons en compte la consommation énergétique
tout au long de l’exécution des tâches.
EIdle = (PCPUidle + PRAMidle + PHDDidle + PNICidle) ∗ Ttot (10)
Exécution de tâches : Durant l’exécution d’une tâche, nous avons la donnée déjà dans la mé-
moire. Le CPU va donc lire la donnée présente dans la mémoire et effectuer sa tâche :
EPro = ECPUAct + ERAMread (11)
Transfert de données : Afin d’exécuter une tâche la donnée associée à cette dernière peut être
sur le noeud de calcul. Dans ce cas, il suffit de lire la donnée sur le disque dur et de l’écrire
dans la mémoire (src=tgt). Sinon, cela signifie que la donnée est stockée sur un autre noeud, et
il faudra donc prendre en compte le transfert entre la source (src) et le noeud de calcul (tgt).
EFileTransfer =EHDDreadsrc + ✶src6=tgt ∗ (ERAMwritesrc + ERAMreadsrc+ (12)
ENICsrc + ENICtgt) + ERAMwritetgt
Stockage d’une donnée
Tout comme le transfert de fichier, le stockage de la donnée, au moment de la réplication par
exemple, peut s’effectuer sur le noeud qui fait le calcul. Ainsi, il suffit de lire la donnée sur la
mémoire RAM et de l’écrire dans le disque dur (tgt=src). Sinon, la réplication se fait sur un
autre noeud. Il faudra à nouveau prendre en compte la consommation du transfert de données
entre celui qui l’a en mémoire (src) et celui sur lequel aura lieu la réplication (tgt).
EReplication =ERAMreadsrc + ✶src6=tgt ∗ (ENICsrc + ENICtgt+ (13)
ERAMwritetgt + ERAMreadtgt ) + EHDDwritetgt
FIGURE 1 – Réplications durant l’exécution FIGURE 2 – Violations durant l’exécution
4. Expériences
4.1. Mise en place
Afin de comparer ces stratégies de réplication de données, nous avons mis en place des ex-
périences sur le simulateur CloudSim [4]. Ce dernier a été étendu durant la thèse d’Uras Tos
[19] afin de prendre en compte la réplication de données ainsi que les coûts monétaires des
ressources [21]. Il a de nouveau été étendu pour implémenter nos modèles de consommation
énergétique présentés dans la partie 3.2. Nous comparons la stratégie de réplication de données
PEPR [21], la stratégie de Boru et al. [2], et l’absence de réplication (NoRep). Nous avons testé
ces stratégies selon les paramètres présentés dans la Table 1 (en annexe) basés sur [20].
Dans l’article [2], l’architecture du Cloud n’est pas la même que celle de PEPR. Dans Boru et al.,
seules les bases de données peuvent stocker des données et sont réparties sur trois niveaux :
centrale, CD, racks. Dans PEPR, il n’y a pas de telle hiérarchie entre les noeuds, et chaque noeud
peut stocker des données. Chaque noeud appartient à un CD qui est situé dans une région.
NoRep est mis en place sur la même topologie que PEPR. Afin de respecter l’architecture de
Boru et al. au sein de PEPR, nous avons ajouté à l’architecture proposée dans les paramètres, un
CD par région qui correspond aux Bases de Données de la région, et une région qui correspond
à la base de données centrale. Cependant, afin d’avoir une certaine équité, ces bases de données
supplémentaires ne sont pas prises en compte dans le calcul de l’énergie. En effet, les bases de
données supplémentaires dans l’architecture de Boru et al. existent car les noeuds ne stockent
pas de données, contrairement à l’architecture de PEPR. Cela nous permet donc de comparer
les 2 stratégies le plus équitablement possible avec la même capacité de stockage et de calcul.
Pour comparer ces différentes stratégies de réplication de données, nous avons mis en place
quatre métriques. La première métrique utilisée est le nombre de répliques créées, qui permet
de voir la gestion des répliques par les stratégies. La seconde est le nombre de violations de
SLO, c’est-à-dire le nombre d’exécutions dont le temps de réponse est supérieur à l’objectif
présenté dans la Table 1. Enfin, les deux dernières métriques correspondent à la consommation
énergétique (J) et aux dépenses du Cloud en dollars.
4.2. Résultats
Nous voyons sur la Figure 1, que la réplication dans le cadre de la stratégie de Boru et al.
augmente fortement au début afin de répondre aux problématiques énergétique et de bande-
passante. Pour PEPR, cela est légèrement différent. En effet, nous voyons que PEPR augmente
FIGURE 3 – Énergie consommée FIGURE 4 – Total des dépenses
ou diminue le nombre de répliques dans le temps. Cela permet d’adapter la stratégie selon les
violations et selon les coûts. Nous voyons sur ces stratégies que cela a un impact sur le nombre
de violations (Figure 2). Cependant, ces violations peuvent aussi provenir de l’architecture du
Cloud et des CDs, car dans PEPR, toutes les VMs peuvent stocker des données, ce qui n’est pas
le cas de Boru et al. où un rack par cluster peut stocker des données.
La Figure 3 montre que la stratégie de réplication proposée par Boru et al. consomme plus
d’énergie que PEPR et NoRep. Cette différence est notamment due à une consommation accrue
des cartes réseaux. En effet, Boru et al. réplique les données indépendemment de l’exécution
d’une tâche. La réplication se fait donc en plus des tâches à exécuter. Contrairement à PEPR,
où la donnée est répliquée au mieux sur le noeud qui calcule, ou au pire sur un noeud proche
(même CD ou même région), ce qui implique des coûts supplémentaires.
À l’inverse dans la Figure 4, on constate que la stratégie de Boru et al. est moins dépensière
que PEPR, mais que ces stratégies restent bien plus économe que NoRep. En effet, si PEPR ne
génère pas de profit sur la réplication, alors il ne réplique pas, ce qui peut avoir des effets dra-
matiques sur la dépense totale. Car cela implique une absence de réplication qui peut entraîner
un augmentation des violations de SLA et donc une augmentation du coût global. D’autant
plus qu’une suppression des répliques est mise en place dans PEPR. Pour NoRep, l’absence
de réplication force les données à être transférées entre les régions ce qui génère un coût de
communication plus important. Boru et al. économise sur les transferts inter-région car il va
avant tout répliquer les données fréquemment utilisées dans chaque région pour diminuer la
consommation énergétique et surtout diminuer la charge de la bande-passante.
5. Conclusion et perspectives
Nous avons comparé les performances de deux stratégies de réplication ayant des objectifs
différents. La stratégie PEPR [21] permet de réduire les coûts sans aucun effet sur la consom-
mation énergétique. Contrairement à Boru et al. [2] qui bénéficie de la réplication pour réduire
ses coûts économiques mais avec une consommation importante liée à la communication entre
serveurs. Cette comparaison pourrait être étendue en ajoutant notamment l’énergie consom-
mée par l’infrastructure réseau. De plus, il serait intéressant d’établir une nouvelle stratégie de
réplication de données qui prenne en compte les deux objectifs pour une optimisation multi-
critères qui permettra de réaliser de meilleurs compromis.
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Paramètres Valeurs Paramètres Valeurs
Nombre de fichiers 30 Délai entre les région 150 ms
Taille moyenne des fichiers 600 MB Délai dans une région 50 ms
Nombre de tâches 100,000 Nb de VMs par CD 10
Taille minimale de la tâche 1,000 MI Nb de CDs par région 3
Taille maximale de la tâche 7,500 MI Nb de régions par Cloud 5
Durée de la simulation 1h30 Revenu par tâche 0.01$
Capacité de calcul d’une VM 1,500 MIPS Coût du calcul d’une tâche 4$/109 MI
BP entre les région 500 Mbit/s Coût de stockage 0.04$/GB
BP dans une région 3 Gbit/s Coût de transfert entre régions 0.04$/GB
BP dans un centre 10 Gbit/s Coût de transfert d’une région 0.004$/GB
Délai dans un CD 10 ms Coût de transfert dans un CD 8*10-4$/GB
Objectif de temps de réponse 35s Pénalité par violation de SLO 0.001$
TABLE 1 – Annexe - Paramètres de la simulation
