






1HDUO\ DOO RI WKH YHU\ ODUJH FRUSRUD RI
(QJOLVK DUH ³VWDWLF´ZKLFK DOORZVDZLGH
UDQJHRIRQHWLPHSUHSURFHVVHGGDWDVXFK
DV FROORFDWHV 7KH FKDOOHQJH FRPHV ZLWK
ODUJH ³G\QDPLF´ FRUSRUD ZKLFK DUH
XSGDWHG UHJXODUO\ DQG ZKHUH SUH
SURFHVVLQJ LV PXFK PRUH GLIILFXOW 7KLV
SDSHU SURYLGHV DQ RYHUYLHZ RI WKH12:
FRUSXV 1HZV RQ WKH :HE ZKLFK LV
FXUUHQWO\  ELOOLRQ ZRUGV LQ VL]H DQG
ZKLFKJURZVE\ DERXWPLOOLRQZRUGV
HDFKPRQWK:HGLVFXVVWKHDUFKLWHFWXUHRI
12: DQG SURYLGH PDQ\ H[DPSOHV WKDW
VKRZKRZGDWDIURP12:FDQXQLTXHO\
EH H[WUDFWHG WR ORRN DW D ZLGH UDQJH RI
RQJRLQJFKDQJHVLQ(QJOLVK
 &RUSXVDUFKLWHFWXUH
0XOWLELOOLRQ ZRUG FRUSRUD KDYH EHFRPH
FRPPRQSODFHLQWKHODVW\HDUV)RUH[DPSOH
WKHUH DUH VHYHUDO GLIIHUHQW  ELOOLRQ ZRUG
FRUSRUDIURP6NHWFK(QJLQH.LOJDUULIHWDO
ZZZVNHWFKHQJLQHHX &RUSRUD IURP WKH :HE
6FKlIHU  FRUSRUDIURPWKHZHERUJ DQG
(QJOLVK&RUSRUDRUJIRUPHUO\WKH%<8&RUSRUD
0RVWRI WKHVHFRUSRUDKRZHYHUDUH³VWDWLF´
FRUSRUD 7KH FRUSXV WH[WV DUH FROOHFWHG DQG
DQQRWDWHG DQG WKH\ DUH WKHQ LQGH[HG DQG SUH
SURFHVVHG LQ RWKHU ZD\V ZKLFK PDNHV WH[W
UHWULHYDOYHU\IDVWHYHQRQYHU\ODUJHFRUSRUD)RU
H[DPSOH WKH  ELOOLRQ ZRUG L:HE FRUSXV
KWWSVZZZHQJOLVKFRUSRUDRUJLZHE XVHUV
FDQVHDUFKE\ZRUGIRUPOHPPDSDUWRIVSHHFK
V\QRQ\PV XVHUGHILQHG ZRUGOLVWV DQG PRUH $





L:HE DQG DOO RI WKH FRUSRUD IURP (QJOLVK





GDWDEDVHV ,Q D  ELOOLRQ ZRUG FRUSXV IRU
H[DPSOH WKHUH ZRXOG EH  ELOOLRQ URZV HDFK
ZLWKDVWUXFWXUHOLNHWKHIROORZLQJ
)LJXUH&RUSXVDUFKLWHFWXUH
(DFK ZRUG  OHPPD  3R6 FRPELQDWLRQ LV
UHSUHVHQWHGDVDQLQWHJHUYDOXHZKLFKLVWLHGWRDQ
HQWU\ LQ WKH OH[LFRQ DQGZKLFK LV LQ D VHSDUDWH
GDWDEDVH ,Q )LJXUH  IRU H[DPSOH WKH LQWHJHU
YDOXH>@UHSUHVHQWV>EHVWEHVWMMW@7KHUH
LV D FOXVWHUHG LQGH[ RQ WKLV ³PLGGOH´ FROXPQ
>ZRUG@LQ)LJXUHZKLFKPHDQVWKDWDOORIWKH
WRNHQVRIDQ\ZRUGEHVW LQ WKLVFDVHDUHVWRUHG
SK\VLFDOO\ DGMDFHQW WR HDFK RWKHU RQ WKH 66'
ZKLFKLQFUHDVHVDFFHVVVSHHGDJUHDWGHDO
$VLWFDUULHVRXW WKHVHDUFK L:HE RUDQ\RI
WKHFRUSRUDIURP(QJOLVK&RUSRUDRUJSDUVHVWKH
VHDUFK VWULQJ WR ILQG WKH ORZHVWIUHTXHQF\
³ZHDNHVW´SDUWRIWKHVWULQJ)RUH[DPSOHLQWKH
VHDUFKVWULQJWKHEHVW1281WKHZRUGEHVWRFFXUV
OHVV WKDQ HLWKHU WKH RU DOO 1281V 7KH VHDUFK
IRFXVHVILUVWRQWKHOHPPDEHVWDQGRQO\ZKHQLW
ILQGV WKRVH URZV DOO RI WKH URZVFRQWDLQLQJ WKH
YDOXH LQ FROXPQ >ZRUG@GRHV LW QDUURZ
WKLV WR URZV ZKHUH WKH SUHFHGLQJ FROXPQ
>ZRUG@LQ)LJXUHLVWKHYDOXHIRUWKHDQGWKH
IROORZLQJ FROXPQ >ZRUG@ LQ )LJXUH  LV DQ
LQWHJHUYDOXHWLHGWRDQRXQLQWKHOH[LFRQ1RWH
WKDW LQ )LJXUH IRU UHDVRQV RI VSDFH RQO\ WKH




















IRFXV ILUVW RQ WKH ³ZHDNHVW OLQN´ LQ WKH VHDUFK
VWULQJ
2XU DSSURDFK DOVR WDNHV IXOO DGYDQWDJH RI
UHODWLRQDO GDWDEDVH DUFKLWHFWXUH VXFK DV -2,1V
DFURVV DQ\ QXPEHU RI KLJKO\RSWLPL]HG WDEOHV








WDEOH FRQWDLQLQJ XVHUGHILQHG OLVWV VXFK DV
FORWKLQJHPRWLRQVRUDSDUWLFXODUFODVVRIYHUEV
$GGLWLRQDO WDEOHV FRXOG FRQWDLQ SURQXQFLDWLRQ
LQIRUPDWLRQ RU DGGLWLRQDO VHPDQWLF LQIRUPDWLRQ
DQGWKHVHDUFKVSHHGZLOOQRWGHFUHDVHPXFKLIDW
DOOQRPDWWHUKRZPDQ\WDEOHVDUHLQYROYHG
)LQDOO\ WKHUH LV D >VRXUFHV@ WDEOH WKDW FDQ
FRQWDLQDQ\QXPEHURIFROXPQVUHODWHGWRHDFKRI
WKH WH[WV LQ WKH FRUSXVDQG WKHVHDUH -2,1HG WR
WKH PDLQ FRUSXV WDEOH HJ )LJXUH  YLD WKH
>WH[W,'@ YDOXH7KLVDOORZV XVHUV WRTXLFNO\DQG






SUHYLRXV DSSURDFK )RU H[DPSOH D YHU\ KLJK
IUHTXHQF\VHDUFKOLNH³12811281´WDNHVOHVV
WKDQWZRVHFRQGVEHFDXVHLWLVRQO\VHDUFKLQJ
RU  PLOOLRQ URZV RI GDWD LQ WKH QJUDPV
GDWDEDVHV7KHGRZQVLGHRIWKHQJUDPWDEOHVLV
WKDW WKH\ UHIHU WR WKHHQWLUH FRUSXV DQG QRW MXVW
SDUWLFXODUVHFWLRQVMXVWDVFHUWDLQJHQUHVRUWH[WV
)LJXUHL:HEKLJKIUHTXHQF\12811281







FRUSXV IRU ZRUG FOXVWHUV UHODWHG WRSLFV ZRUGV
WKDW IUHTXHQWO\ FRRFFXU DQ\ZKHUH RQ WKH 
PLOOLRQZHESDJHVZHEVLWHVWKDWXVHWKHZRUGWKH
PRVW ZKLFK FDQ EH XVHG WR TXLFNO\ DQG HDVLO\
FUHDWH ³9LUWXDO &RUSRUD´ RQ DOPRVW DQ\ WRSLF
DQGVDPSOHFRQFRUGDQFHOLQHVVHH'DYLHV
 &UHDWLQJWKHG\QDPLF12:FRUSXV
$V ZH ZLOO GLVFXVV LQ 6HFWLRQ  WKH FKDOOHQJH
FRPHVKRZHYHUZKHQZHFUHDWHDFRUSXVWKDWLV
³G\QDPLF :H GHILQH ³G\QDPLF´ DV FRUSRUD LQ





&RUSXV ³1HZV RQ WKH :HE´ ZZZHQJOLVK
FRUSRUDRUJQRZ ZKLFK LV ± DV IDU DV ZH DUH
DZDUH±WKHRQO\FRUSXVODUJHUWKDQDELOOLRQZRUGV
DQGZKLFKLVJURZLQJRQDUHJXODUEDVLVDWOHDVW
HYHU\PRQWK 7KH12:FRUSXV GHEXWHG DW 
ELOOLRQZRUGVLQ0D\ZLWKWH[WVJRLQJEDFN
WRDQG LVQRZHDUO\-XO\DERXW
ELOOLRQ ZRUGV LQ VL]H (YHU\ PRQWK 
PLOOLRQZRUGVDUHDGGHG WR WKH FRUSXV RU DERXW
 ELOOLRQ ZRUGV HDFK \HDU 1RWH WKDW VLPLODU
FRUSRUD IRU 6SDQLVK DQG 3RUWXJXHVH DUH DOVR
DYDLODEOH FRUSXVGHOHVSDQRORUJQRZ  ELOOLRQ
ZRUGV LQ  6SDQLVKVSHDNLQJ FRXQWULHV VLQFH
DQGFRUSXVGRSRUWXJXHVRUJQRZELOOLRQ
ZRUGV LQ  3RUWXJXHVHVSHDNLQJ FRXQWULHV VLQFH
EXW WKH(QJOLVK12:FRUSXVZLOOEH WKH
IRFXVRIWKLVSDSHU
7R FUHDWH WKH12:FRUSXV HYHU\ KRXU ILYH
GLIIHUHQW PDFKLQHV VHDUFK *RRJOH 1HZV WR
UHWULHYH QHZO\OLVWHG QHZVSDSHU DQG PDJD]LQH




two sample entries from Google News from 3 July 
2019, and on average we gather the URLs for 
about 20,000 such articles each day. 
 
 
Figure 4: Sample Google News entries 
 
The metadata for each of the 20,000 articles 
(URL, title, source, Google snippet) that appear 
each day are stored in a relational database. For 
example, the following is a small selection of the 
links from Google News from the US and Canada 
for the last hour on April 24, 2019, as the initial 
version of this paper was being written: 
 
 
Figure 5: NOW sample list of articles 
 
At the end of the month, we download the 
250,000-300,000 articles using a custom program 
written in the Go language, which downloads all 
of the 250,000_ texts in about  30-40 minutes. We 
then use JusText (Pomikálak 2011; 
corpus.tools/wiki/Justext) to remove boilerplate 
material, and we tag the text with CLAWS 7 (for 
English; see Garside and Smith 1997), and a 
customized tagger based on Eckhard Bick’s 
Palavras tagger for the Portuguese and Spanish 
corpora (Bick 1999). We then remove duplicate 
articles (always a problem in newspaper-based 
corpora) by looking for duplicate 11-grams across 
texts. For example, if a text has 68 11-grams 
starting with the word the, and 39 of these 11-
grams are also found in any of the other 250,000+ 
texts from that month, then the text is tagged as a 
probable duplicate and it is removed from the 
corpus. (This process takes only 2-3 minutes for 
the 150-170 million words, because of the 
relational database architecture underlying the 
corpus). 
Once we have done all of these steps, the new 
texts are then added to the existing corpus. As the 
Figure 6  shows (for Nov 2018 – June 2019), this 
results in about 150-175 million additional words 
of data each month: 
 
 
Figure 6: NOW size by month (last 8 months) 
 
Note that NOW contains just those articles 
that Google News links to, which are primarily 
newspaper and magazine sites. But there is an 
incredible variety in these sites – they are not just 
“staid” broadsheet newspapers. They include 
magazine and newspaper articles dealing not only 
with current events, but also technology, 
entertainment, and a wide variety of topics (as is 
evidenced by the 7,000+ “news” sites in a given 
month, as shown in Figure 6). 
Evidence for the often informal nature of the 
texts comes from an investigation of the lexical 
creativity in the corpus. For example, there are 
more than 540 different –alypse words that are 
formed by analogy to the word apocalypse, such 
as snarkpocalypse, snowpocalypse, chocopalypse, 
crapocalypse, kittiepocalypse, redditpocalypse, 
zombiepocalypse, and biebopalypse. Likewise, 
there are more than 4,400 –fest words, including 
such innovative words as gloomfest, testosterone-
fest, brixfest, weep-fest, rant-fest, glumfest, 
oktemberfest, foul-fest, and raunchfest (all of 
which occur at least five times in the corpus). 
 
3 Examples from the NOW corpus 
 
The advantage of a dynamic “monitor” corpus 
like NOW is that we are able to see what is going 
on with the language at the current time – not just 
2 or 5 or 10 years ago. 
 At the most basic level, users can search for 
the frequency of a given word or phrase since 
2010. For example, the following are just a few of 
the new words and phrases since 2010: Brexit, 
trigger warning, catfishing, nomophobia, FOMO, 
birther, selfie stick, data lake, digital native, 
ransomware. Some other cases of increase since 
2010 include: (NOUN) refugee, ransomware 
(ADJ) transgender*, self-driving, on-demand, 
streaming, far-right (VERB) overreach, 
eventuate, intensify, text, retweet (ADV) 
effectively, programmatically. Words showing a 
decrease in use during this time include: (NOUN) 
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waitress, disc, fax (ADJ) neat, old-fashioned, eco-
friendly, eco-conscious, loopy, preppy, sullen, 
scanty (VERB) cream, clunk, flunk, gripe, 
murmur, foreclose (ADV) honorably, contentedly, 
frightfully.   
 For any of these words or phrases, the NOW 
corpus shows the frequency in six month blocks 
(and with even more granularity, as we will soon 
see). For example, Figure 7 shows the decreasing 
frequency of waitress (which is viewed by some 
as being sexist, because of the feminine –ess 
ending) almost year by year since 2010: 
 
 
Figure 7: Frequency of waitress: every 6 months 
 
The 497,000+ tokens of Brexit show that it 
increased suddenly in the first half of 2016, and 
that (after a bit of a pause in late 2017 and early 
2018) it has increased again in early 2019, to its 
highest level yet: 
 
 
Figure 8: Frequency of Brexit: every 6 months 
 
It is also possible to see the frequency of a word 
or phrase in 10-day increments. For example, the 
NOW corpus shows that the phrase fake news 
comes out of nowhere within a day or two of the 
2016 US presidential elections (Nov 8, 2016): 
 
 
Figure 9: Frequency of fake news by 10 day period 
 
The NOW corpus can also be used to examine 
cultural shifts. For example, Google Trends 
(which measures the frequency of searches, but 
not the actual frequency of a word or phrase in 
texts), shows that people started searching for 
fidget spinner in April 2017, that it reached its 
peak in mid-May 2017, and that it largely 
disappeared by June/July 2017. The NOW corpus 
(Figure11; based on actual occurrences in texts) 
shows the same thing: 
 
 
Figure 10: fidget spinner in Google Trends 
 
 
Figure 11: fidget spinner in NOW by 10 day period 
 
3.1 The corpus architecture also allows users to 
quickly and easily compare the results in one 
section (e.g. a particular time period) to those of 
another section (or time period) (see Davies 2017, 
2018 for many more examples). For example, the 
following chart shows words ending in *gate 
(sometimes indicating “scandal”) that are more 
frequent in 2017-2019 (top; e.g. Panamagate, 
dieselgate, deflategate) compared to 2010-2013 




Figure 12: Comparison of *gate words 
2017-2019 (top) vs 2010-2012 (bottom) 
 
And of course researchers can compare new 
phrases as well (rather than just words). For 
example, the following are all new phrases with 




VPDUW DLUSRUW VPDUW ZRUNSODFH VPDUW FRQGRP




SKUDVHRORJ\ UHVHDUFKHUV FDQ DOVR XVH 12: WR




FKDQJH GXULQJ WKLV VKRUW SHULRG %XW FDVHV RI
V\QWDFWLFFKDQJHGXULQJMXVWWKHODVWWHQ\HDUVDUH
QRWKDUGWRILQG
)RU H[DPSOH WKH IUHTXHQF\ RI WKH SHUIHFW
SURJUHVVLYH +$9(EHHQ9(5%LQJ KDV EHHQ
ZRUNLQJKDVLQFUHDVHGDERXWGXULQJWKHODVW
WHQ\HDUVIURPOHVV WKDQWRNHQVSHUPLOOLRQ
ZRUGV LQ  WR  WRNHQV SHU
PLOOLRQZRUGVLQ
/LNHZLVH WKHUHKDYHEHHQFKDQJHV LQYHUEDO
VXEFDWHJRUL]DWLRQ GXULQJ MXVW WKH ODVW IHZ \HDUV
)RUH[DPSOH)LJXUHVKRZVDQLQFUHDVHLQWKH
³EDUHLQILQLWLYH´ZLWKKHOSHJWKH\KHOSHGPH
FOHDQ WKH URRP FRPSDUHG WR WKH ³WR LQILQLWLYH´
WKH\ KHOSHGPH WR FOHDQ WKH URRP VLQFH 
7KHILJXUHVKRZVWKHSHUFHQWDJHRIDOOWRNHQVWKDW
DUH WKH EDUH LQILQLWLYH )RU PRUH RQ WKH
FRQVWUXFWLRQZKLFKKDVEHHQDIDYRULWHRIFRUSXV






)LQDOO\ LW LVSRVVLEOHWR VHHFKDQJHLQ MXVWD
JLYHQ YDULHW\ RU JURXS RI YDULHWLHV RI(QJOLVK
VXFK DV %ULWLVK $PHULFDQ RU 6LQJDSRUHDQ
(QJOLVK )RU H[DPSOH )LJXUH  VKRZV WKH
LQFUHDVH LQ JRWWHQ DV D SDVW SDUWLFLSOH HJ ,¶YH
JRWWHQ RYHU WKH JXLOW FRPSDUHG WR WKH PRUH








QHDUO\ WZLFH WKDW  WR  WRNHQV SHU PLOOLRQ
ZRUGV LQ%HFDXVHZH FDQ IRFXV RQ
ERWKGLIIHUHQWWLPHSHULRGVDQGGLIIHUHQWYDULHWLHV
LQ 12: ZH FDQ XVH WKH FRUSXV WR VHH KRZ
OLQJXLVWLF FKDQJHV VSUHDG IURP RQH GLDOHFW WR
DQRWKHURYHUWLPH
 ,Q VXPPDU\ 12: DOORZV XV WR ORRN DW
RQJRLQJFKDQJHVLQ(QJOLVKLQZD\VWKDWDUHQRW
SRVVLEOHZLWKDQ\RWKHUFRUSXV7KLVLVGXHWRWZR







,Q VSLWH RI WKH SRVVLELOLWLHV ZLWK D FRQWLQXDOO\
XSGDWHG FRUSXV OLNH12: WKHUH DUH DOVR VRPH
FKDOOHQJHV ± FRPSDUHG WR ³VWDWLF´ FRUSRUD OLNH
L:HE
)LUVWDVZDVH[SODLQHGLQ6HFWLRQWKH64/
6HUYHU GDWDEDVH UHOLHV KHDYLO\ RQ ³FOXVWHUHG´
LQGH[HVIRUVHDUFKVSHHG7KLVPHDQVWKDWGDWDLV
SK\VLFDOO\ VWRUHG RQ WKH66'±RQH URZQH[W WR












6HFRQG LQ L:HE ZH FRXOG FUHDWH QJUDP
GDWDEDVHVWRKDQGOHYHU\KLJKIUHTXHQF\VHDUFKHV
OLNH ³9(5% WKH 1281´ RU ³1281 1281´
:LWKWKH12:FRUSXVZHZRXOGQHHGWRUHEXLOG
WKHVH HYHU\ WLPH WKH FRUSXV LV XSGDWHG VXFK DV
HYHU\PRQWK%HFDXVHWKHFRUSXVLVQRZVRODUJH
PRUH WKDQ  ELOOLRQ ZRUGV WKLV ZRXOG EH
FRPSXWDWLRQDOO\TXLWHH[SHQVLYHWRGRHDFKPRQWK
$V D UHVXOW ZH GR QRW XVH QJUDPV IRU 12:
ZKLFK PHDQV WKDW VRPH YHU\ KLJK IUHTXHQF\
VHDUFKVWULQJVHJ12811281DUHGLVDOORZHG
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Third, there is other data that is pre-processed 
in iWeb that would be expensive to pre-process 
every month in NOW, such as collocates. The 
only reason that collocates are even doable in 
iWeb or the Sketch Engine corpora is because 
they are pre-processed. But the collocates would 
need to be pre-processed again for all 60,000 
lemmas whenever new data is added to the corpus, 
and that can take a full day or two. And unless the 
collocates are re-generated each month, the 
collocates data will gradually become more and 
more outdated until they are updated again. 
One might claim that in principle other 
architectures that are designed for “static” corpora 
should be able to use preprocessing strategies for 
incrementally updated values (such as ngram 
indices or term frequencies). But we are not aware 
of any other very large corpora that actually 
employ such an approach, for corpora that are 
updated every day or even every month. And 
while term frequencies can be easily updated, 
other data such as collocates and n-grams will 
take a significant amount of time, to say nothing 




In summary, the NOW corpus provides at least 
two important advantages. First, it is very large – 
currently more than 8 billion words in size. 
Second, unlike most other large corpora, it is 
continually updated – by about 150-170 million 
words each month, or 1.5 billion words each year. 
The combination of these two features allows it to 
model ongoing linguistic change in English in 
ways that are not possible with any other corpus. 
 Due to its relational database architecture 
(which uses an architecture similar to sharding in 
columnstore databases, including clustered 
indexes), most searches (words, substrings, 
phrase, and even grammatical constructions; cf. 
“HELP PRON (to) VERB” shown above) are only 
4-5% slower in an 8 billion word corpus (the 
current size of NOW) than in a 3-4 billion word 
corpus (the size of NOW in 2015). 
 But some searches (such as very high 
frequency strings like NOUN NOUN, which are 
based on n-grams), or queries that use pre-
processed data (such as collocates) can still 
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