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Abstract 
In 1797, Pfaff summed a 3F2 hypergeometric series. His result was ignored until Saalschutz rediscovered it in 1890. 
This paper is devoted to a detailed account of the wide applicability of Pfaff's method. 
1. Introduction 
In the first paper of this series, we proved the identity 
- -2n- -  1, x+2n+2,x - - z+½,  x+n+ 1, z +n+ 1;1) 
5F4 1 + ½x, ½ + ½x, 2z + 2n + 2, 2x -- 2z + 1 = O, (1.1) 
where 
bl, ... ,b~ ,=o (1, bx, ... ,b,).~ 
with 
N M-1  
(A~, A~, ... ,AN)M ---- I-I 1-I (A, + j ) .  (1.3) 
i=o j=o 
Our method of proof was inspired by Pfaff's 1797 proof [18, p. 51] of what has become known as 
Saalschutz's summation [19] (cf. [9, p. 9, Section 2.2]). 
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In this paper, we shall consider a number of hypergeometric identities using Pfaff's method. The 
point to be emphasized is that Pfaff's method is often effective in proving collections of results (cf. 
Sections 4-6). Thus, in practice (most particularly so in [4]) we use the computer to determine the 
existence of natural identities "close to" one of particular interest. Pfaff's method is then applied to 
establish the conjectures produced from the computer data. 
In Section 2, we recreate Pfaff's original proof that 
3F2( -n,a,b;1 ) (c-a,c-b). 
c , l+a+b-n-c  =~c-a -b) , "  
(1.4) 
Section 3 treats the terminating Kummer  identity. Bailey's 4F3 summation is proved in Section 4, 
and Dougall's summation in Section 5. 
These last two sections really give the flavor of Pfaff's method. In Section 4 we are forced to 
prove simultaneously a lesser known companion summation [5, p. 2, Eq. (2.3)]. In Section 5, we not 
only prove Dougall's theorem [12] but must simultaneously prove Lakin's [16] nearly forgotten 
7F6 summation. 
In Section 6, we discuss the relationship of [-4] to this survery, and we briefly illustrate the 
application of Pfaff's method to q-analogs in Section 7. 
We conclude with an examination of some open questions. 
2. Pfaff's method 
In 1797, Pfaff gave the simplest proof of (1.4) imaginable [18, p. 51]. Namely, let 
S,(a, b, c) = 3F2 ( - n, a, b ;1 )  
c , l+a+b-c -n  " 
Then 
S,(a, b, c) - S,_ l(a,b,c) 
" (a, b) j ( -  n + 1) i_ 1 
Y" (1, c)~(1 + a + b - c - n)j+l j=O 
( ( -  n)(1 + a + b - c -  n + j )  
- - ( - -  n + j ) (1  +a+b-c -n) )  
n 
= - ( l+a+b-c )  ~o (a ) i (b ) j ( -n+l ) j -x j  
j= j.  (C)--~ 7 -a -~'-- b "~ "C "~ n-)j + 1 
- ( l+a+b-c )ab  ,-x ( -n+l ,a+l ,b+l ) j  
: 
c( l+a+b-c -n ) (2+a+b-c -n) j  (1, c+ l ,  3+a+b-c -n) j  
- ( l+a+b-c )abS ,_x (a+l ,b+l ,c+l )  
(2.1) 
c(1 + a + b - c -  n)(2 + a + b - c -  n) (2.2) 
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By mathemat ica l  induct ion,  we see that the recurrence (2.2) together with the initial value 
So(a, b, c) = 1 uniquely determine S,(a, b, c). If we now define 
(c - a),, (c - b). 
a.(a, b, c) = (2.3) 
(c). (c - a - b).' 
we see that ao(a, b, c) = 1 and 
a. (a, b, c) - ~._ 1 (a, b, c) 
(c - a)._ 1 (c - b)._ 1 
= (c ) . (c -a  b). ( ( c -a+n-1) (c -b+n-1) - (c+n-1) (c -a -b+n-1) )  
ab(c - a)n_ 1 (c - b)._ 1 
(c). (c -- a -- b). 
(1 + a + b - c )aba . - l (a  + 1, b + 1, c + 1) 
= (2.4) 
c(1 + a + b -  c -  n)(2 + a + b -  c -n )  
Therefore, because S, and o-, satisfy the same defining recurrence and initial condit ions, we see that 
for n >~0, 
S,(a, b, c) = a,(a, b, c); (2.5) 
i.e., (1.4), the Pfaff-Saalschutz theorem, is proved. 
3. The terminat ing  Kummer  theorem 
Our  object here is to provide a further easily comprehended example of Pfaff's method.  We shall 
establish I-9, p. 9, Section 2.3, b = - n-1 
- -n;  -1 ' ] _  (a- t - l ) .  
a,1 +a+n/ /  ( l+½a) . "  
2F1 (3.1) 
Let K,(a)  denote the left-hand side of (3.1). Then Ko(a) = 1, and 
K.(a) - g . _ l  (a) 
= ~ (a)j (-- n + 1)j-1 ( (_  n)(a + n) -- (-- n + j ) (a  + n + j ) )  
j= o J! (a "~ n)j + 1 
= -- ~ (a)j(-- n + 1) j - l j (a  + j )  
~>~o j ! (a  + n)j÷l 
%1 (a)j+2 ( -  n + 1)j 
j=o ~ j ! (a  + n)j+2 
a(a + 1) 
K . _ I  (a + 2). (3.2) 
(a + n) (a + n + 1) 
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On the other hand, if k.(a) denotes the right-hand side of (3.1), then ko(a) = 1 and 
(a + 1).-1 
k.(a) -- k.-1 (a) - (1 -+ ~--~. ((a + n) - (½a + n)) 
(a + 1)._ 1 - a(a + 1)(a + 2) (a + 3)._ 
- 2(1 + ½a), (a + n) (a + n + 1) (a + 2) (2 + ½a)._l 
- a (a  + 1) 
- k . - l (a  + 2). 
(a + n)(a + n + 1) 
As before, this shows that for n ~> 0, 
(3.3) 
Kn(a) =k.(a). (3.4) 
i.e., (3.1) is proved. 
4. Bailey's theorem 
In 1929, Bailey [8, p. 512, (c)] proved the following summation: 
(½a,½a+½,b+n, -n ; l )  (b -a ) .  (4.1) 
#F3 1 2. + = \ ~b, 2(b i ) ,a+ l  ] ' (b)~ " 
In a recent work on certain addition theorems for determinants [5, p. 2, Eq. (2.3)], it was 
necessary to prove 
4F3(½a,½a+½, b+n- l , -  n; l )  = (b - a). (4.2) 
7b,7(bl 1 +l ) ,a  (b+2n-1) (b ) . -1  
In order to prove either of these formulas using Pfaff's method, we must prove both at once. Let 
B,(a, b) denote the left-hand side of (4.1) and C,(a, b) denote the left-hand side of (4.2). Then clearly 
Bo(a, b) = Co(a, b) = 1, and 
B.(a, b) - C.(a. b) 
(2a,~(a + 1), - n)j(b + n)j-1 ((b + n + j  - 1)a - (b + n - 1)(a +j ) )  
= j=o (1, l~b,~(b~ + 1))~ (a)j+l 
- -  n (a  - b - n + 1) 
while 
b(b + 1) 
C. (a, b) - B. - l (a ,  b) 
C . - l (a  + 2, b + 2), 
L (-~a,~(al 1 .4_ 1).1 bl + n -- 1)j(-- n + 1) j - l ( ( _n ) (a+j ) _ ( _n+j )a  ) 
j=o (1,~b,~(b + 1))j (a)j+l 
(4.3) 
-- (b + n -  1)(a + n) C ,_ l (a  + 2,b + 2). 
b(b + 1) 
(4.4) 
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Now (4.3) and (4.4) together with the initial conditions Bo(a, b) = C0(a, b) = 1 uniquely define 
both B,(a,b) and C,(a,b). It is then a standard exercise in college algebra to verify that the 
right-hand sides of (4.1) and (4.2) satisfy the same recurrences and initial conditions. Thus, (4.1) and 
(4.2) are proved. 
5. The theorems of Dougall and Lakin 
In 1907, Dougall [12] proved the following famous and useful result: 
7F6( 2a, a + l,a + b,a + c,a + d,a + e,a + f;1 f )  
a, 1 +a-b , l+a-c ,  1 +a-d ,  1 +a-e ,  1 +a-  
= (2a + 1,1 - c -  d, 1 - b - d, 1 - b - c),, (5.1) 
(1 -a -b -c -d ,  1 +a-b ,  1 +a-c ,  1 +a-d)m'  
where 
b+c+d+e=m+l  and a+f=-m.  (5.2) 
In 1950, Burchnall and Lakin [10] gave an operator-theoretic proof of (5.1). Their method 
applied subsequently by Lakin [16] yielded also 
7F6( 2a, a + l,a + b,a + c,a + d,a + e,a + f;1 f )  
a , l+a-b , l+a-c , l+a-d ,  1 +a-e , l+a-  
a3(1 - b - c, 1 - b - d, 1 - c - d)m-l(1 + 2a),, 
=(1 +a-b , l  +a-c , l  +a-d ,  -a -b -c -d )m'  (5.3) 
where 
b+c+d+e=m and a+f=-m,  (5.4) 
with 
a3 = a3(a,b,c,d,e,f) 
= the third elementary symmetric function of a, b, c, d, e and f (5.5) 
While Dougall's theorem is famous, Lakin's theorem was ignored until 1989. Then Askey in 
a study of variants of Clausen's formula [7] provided two new proofs of (5.3); he also applied it to 
provide a brand new Clausen-type formula for the square of a special 2F1. 
In order to apply Pfaff's method, we define 
Lm(x) = Lm(x; a, b, c, d) 
2a, a+l ,a+b,a+c,a+d,a+m+l+x-b -c -d ,  -m;1  ) (5.6) 
=TF6\a , l+a_b , l+a_c , l+a_d ,a_m_x+b+c+d, l+2a+m , 
and we note that L,(O) is the left-hand side of (5.1), L,(-- 1) the left-hand side of (5.3). 
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Again term by term differencing produces three-term functional equations: 
Lm(X ) : Lm(X --  1) 
= V (2a, a + 1,a + b,a + c,a + d, - m)j 
j~o(1,a, 1 + a - b, 1 + a -  c, 1 + a -  d, 1 + 2a + m)j 
(a+m+ 1 +x-b -c -d ) j _ l  × 
(a  - m - x + b + c + d)2+ 1 
x ( (a+m+ x-b -c -d  + j ) (a -m-  x +b+c +d +j )  
- (a  + m + x -  b - c - d ) (a -  m - x + b + c + d) )  
(2a, a + 1,a + b,a + c,a + d, - m)j 
=j>~o ~ (1,a,l +a-b , l  +a-c , l  +a-d , l  +2a+m) j  
x (a + m + 1 + x -  b - c - d)j_ ~ j (j + 2a) 
(a -  m-  x + b + c + d)j+ 
- (2a + 1)(2a + 2)(a + b)(a + c)(a + d)mLm_~(x;a + 1,b,c,d) 
( l+a-b) ( l+a-c ) ( l+a-d) ( l+2a+m)(a -m-x+b+c+d)2  
(5.7) 
where the last line is obtained by shifting the index j to j + 1 in the penultimate line. 
Lm(x) -- Lm-a (x + 1) 
(2a, a + 1, a + b,a + c,a + d,a + m + 1 + x -  b -  c -  d)j 
=j>~oE (1,a,l +a_b , l  +a_c , f  +aZ-d_a- - -m- -x  +-~+-c +d)  ~ 
x( -  m + 1)j-1 ((_ m)(2a + m) - (-- m +j )  (2a + m +j ) )  
(2a + m)j+ 1 
(2a, a + 1,a + b,a + c,a + d,a + m + 1 + x - b - c - d ) j ( -  m + 1)~- l j ( j  + 2a) =-  
j>~o (1 ,a , l+a-b , l+a-c , l+a-d ,a -m-x+b+c+d) j (2a+m) j+ l  
- (2a+ 1) (2a+2) (a+b) (a+c) (a+d) (a+m+ 1 x -b -c -d )Lm_ l (x  + 1;a + 1,b,c,d) 
(1 + a -b ) (1  + a -  c)(1 +a-d) (a -m-x+b+c+d) (2a+m)(2a+m+ 1) 
(5.8) 
where the last line is obtained by shifting the index j to j + 1 in the penultimate line. 
Specializing (5.7) to x = 0 and (5.8) to x = - 1, we find 
Lm(O) - Lm(-- 1) 
-- (2a + 1)(2a + 2)(a + b)(a + c)(a + d)mLm_~(O;a + 1, b,c,d) 
( l+a-b) ( l+a-c ) ( l+a-d) ( l+2a+m)(a -m+b+c+d) ( l+a-m+b+c+d)  
(5.9) 
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and 
Lm(-  1) - Lm-~(O) 
- (2a + 1)(2a + 2)(a + b)(a + c)(a + d)(m + a - b - c -  d)Lm-l(O;a + 1, b,c,d) 
(1 +a-b) (1  +a-c ) (1  +a-d) ( l+a-m+b+c+d) (2a+m)(2a+m+l)  " 
(5.10) 
In the manner of the previous ection, we see that the initial values Lo( -  1) = L0(0) = 1 and the 
recurrences (5.9) and (5.10) uniquely determine both Lm(O) and Lm(- 1). 
Finally, we note that straightforward college algebra reveals that the right-hand sides of (5.1) and 
(5.3) satisfy the initial conditions and (5.9) and (5.10). 
Consequently, both Dougall's theorem (5.1) and Lakin's theorem (5.3) follow by mathematical 
induction. 
6. The 5F4's of [4] 
The results of Sections 2-5 are all known previously (some more than others). The true power of 
Pfaff's method becomes abundantly clear in [4]. 
It is quite possible that the list of 20 identities proved there simultaneously is unnecessarily long. 
On the other hand, it may be, in some quite natural sense, too short. Note that each of identities 
(5.13), (5.14), (5.15), (5.20) and (5.21) of [-4] require elimination of five instances of 
H(n, m; x,z,; al, az, aa) not included in our list of 20. If these five had been included, the list 
would have been five longer, and some of the related identities would not have had entirely linear 
factors. 
In any event, however long the list, it appears that when the amount of effort required to apply 
Pfaff doubles, triples or n-tuples, the number of results proved simultaneously increases corres- 
pondingly. 
It should be remarked that (4.2) of [-4] has been independently proved by Dennis Stanton and 
Shalosh B. Ekhad (a.k.a. Doron Zeilberger). We shall provide a more extensive discussion of these 
proofs in [6]. Apart from (4.2) we know of no proofs of the remaining 19 identities in [4, Section 4] 
except he one given there. 
7. q-analogs 
Often Pfaff's method works for q-analogs in the exact same way that it works for ordinary 
hypergeometric series. In this brief section, we provide a sketch sufficient to convince the reader of 
this parallel. 
For example, let us consider the q-analog of Pfaff's original theorem (due to Jackson [14]) 
S.(a,b,c;q) = ~ (q-"'a'b;q)JqJ 
j= o (q, c, ql - .  ab/c; q)j' 
(7.1) 
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where 
(A1, A2, ... ,Ar;q)j ~I 
j-1 
= l-[ (1 - Aiqh). (7.2) 
i= l  h=O 
Then term-by-term differencing yields 
S.(a,b,c;q) - S. - l (a ,b,c;q)  
_ qa -,(1 - a) (1 - b) (1 - abq/c) S._ l(aq, bq, cq; q) 
= (1 - c)(1 - (abq 1-n/C))(1 - -  (abq2-"/c)) (7.3) 
As in Section 2, it is routine to show that 
(c/a, c/b; q). 
(c, (c/ab); q), 
is equal to 1 when n = 0 and satisfies (7.3). Consequently, 
(q-"_,a_,b;q)jq j _ (c/a,c/b;q), (7.4) 
j~=o (q, c, ql - ,  ab/c; q)j (c, (c/ab); q)," 
The q-analog of the work in Section 3 establishes the terminating form of the q-analog of 
Kummer's theorem due to Daum [11] (cf. [1]): 
(a, q-"; q)j t ql +,)j = ( -  q; q), (aq; q2), (7.5) 
j~o (q~q-~-~ x-~-) ,-- (aq,+ 1; q), 
The q-analog of Section 4 establishes 
(a; q)zj(b2 qE", q-  Z"; qa)jq 2j _ a" ( -  q,b/a; q), (7.6) 
j>~o (b;q)zy(aZ qZ, q2;q2)j ( -  aq, b;q), 
and 
(a; q)2j (b 2 q2,- 2, q- 2,; q2)j q2j a"( - q, b/a; q), 
j>~o (b;q)Ej(aE, q2;qE)j = ( -  a;q),(b;q),_l(1 - bq2"-l)" (7.7) 
Identity (7.7) was originally proved in [2; p. 14, Eq. (4.3)]; I do not recall seeing (7.6) before. 
Jackson [15] first presented a q-analog of Dougall's theorem (5.1), and Lakin himself proved the 
q-analog of (5.3) [16, p. 231, Section 3]. These two results may then be proved by a step-by-step 
q-analog of Section 5. 
Section 6 (indeed all of [4]) is still a mystery for a q-analog. Pfaff's method is only useful once one 
has in hand the various conjectured i entities. I have no conjectured q-analogs of the results in [4]. 
8. Conclusion 
We shall in Part III of this series contrast Pfaff's method with the WZ-method [20]. There are 
certainly a number of open problems concerning Pfaff's method. 
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Pfaff's method seems most effective for balanced and well-poised hypergeometric series (and 
q-series). Its effectiveness for balanced series is perhaps explained by Theorem 1 of [4, Section 2]. 
The results in Sections 3 and 5 of this paper are examples for well-poised series and clearly indicate 
that there is a well-poised analog of Theorem 1 of [4, Section 2]. It is reasonable to ask whether 
there are applications of Paff's method that fall outside these two categories. 
Finally, we note the following identity: 
6F5 -2n- l ,x+2n+l ,x -z+½,  z+n+½,x+n+~,~(x+n+2);1 
1 1 2z+2n+l,l+~x,~(x+l),2x-2z+l,½(2x+2n+l) =0. (8.1) 
This identity was given as a conjecture at the June 1994 Ann Arbor Conference on Algebra and 
Combinatorics. Dennis Stanton observed that (8.1) is actually a specialization of formulas he found 
jointly with Ira Gessel [13]. Also Shalosh B. Ekhad (a.k.a. Doron Zeilberger) proved (8.1) using the 
WZ method [20]. Identity (8.1) has significant applications. In [6], Stanton and I will show how 
(1.1) and (8.1) can be used to provide a new and reasonably succinct proof of the main result in [3, 
Theorem 8, p. 196]. We also hope to consider q-analogs. 
For Pfaff's method to apply to (8.1) it would be necessary to find a cluster of results like those of 
[-4, Section 4]. So far such a cluster has not been found. 
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