We consider a reaction-diffusion system of activator-inhibitor or substrate-depletion type which is subject to diffusion-driven instability. We show that an obstacle (e.g. a unilateral membrane) modeled either in terms of inequalities or of inclusions, introduces whole beams of new global bifurcation points of spatially nonhomogeneous stationary solutions which lie in parameter domains which are excluded as bifurcation points for the problem without the obstacle.
Introduction
Let Ω ⊆ R N be a bounded domain with a Lipschitz boundary, and let Γ 0 ⊆ ∂Ω be measurable with mes N−1 Γ 0 > 0. The results in this paper actually refer to non-classical variants of this problem, but to understand the meaning of these results, let us first recall what is known in the above classical situation.
The last two inequalities in (1.2) mean that if we would consider (1.3) with d 1 = d 2 = 0 (no diffusion) then (0, 0) is a stable solution. Note that our system is automatically either of an activatorinhibitor or of a substrate-depletion type, because (1.2) implies b 22 < 0 and (b 12 
However, the conditions (1.2) also guarantee Turing's effect [25] of "diffusion-driven instability" for which is tangential to these hyperbolas. d 2 ) belongs to the domain D S which lies to the right of all the hyperbolas C n . This was proved in one space dimension in [21] and in more generality in [4] (note that concerning stability it suffices to consider the linearization
Assume now that we have an obstacle (e.g. a unilateral membrane) for v on some measurable part Ω 0 ⊆ Ω of the interior and/or of the boundary Γ ⊆ ∂Ω. To treat both cases simultaneously, we allow Ω 0 = ∅ or Γ = ∅, but we require mes N Ω 0 > 0 or mes N−1 Γ > 0 (or both).
(1.8) Actually, we will consider also two types of obstacles, namely, roughly speaking, of flux going inside or going outside of the domain. Since we do not want to exclude that both types of obstacles occur simultaneously, we assume that
where Ω ± ⊆ Ω 0 and Γ ± ⊆ Γ are measurable but satisfy
(1.9) Condition 1.9 means that the two different types of obstacles do not "meet" each other (note that we do not require that the obstacle regions Ω 0 or Γ are connected). In the most straightforward case, the problem with obstacles is described by the system However, in a more realistic case when the amount of material flowing in or out depends in a more complicated way on the concentration (e.g. if the obstacles itself or subject to certain physical constraints), one is led to the model (1.12) with the boundary conditions
where we will require that m i are multivalued functions whose graph is, roughly speaking, for small v (and fixed other parameters) "tangent" to the graph of the multivalued function Formally, system (1.10)/(1.11) becomes a special case of (1.12)/(1.13) when m 0 (x, v, w) = m ± (v) for all x ∈ Ω ± and all m 1 (x, v) = m ± (v) for all x ∈ Γ ± . However, we will assume that the values of m 0 , m 1 are nonempty compact intervals which excludes this choice and means physically that the obstacle (e.g. a membrane) is not "absolute" but itself limited by certain constraints. Remark 1.1. Since we include both directions of obstacles in our formulation, it suffices for the study of stability and bifurcation of one of the above problems to consider the case b 12 < 0 < b 21 . Indeed, the substitution v → −v leads to a problem of the same type where only the roles of Ω ± and Γ ± are exchanged, the nonlinearities are "mirrored", and the constants b 12 and b 21 both have changed their sign. We will tacitly use this substitution when we refer to results in literature which treat only the case b 12 < 0 < b 21 . In fact, we even did this already when citing Turing's effect which is well known only for this case; but the above substitution shows that it holds in the same manner (i.e. with the same domain of stability D S which we claimed above) when b 21 
For both problems, (1.10)/(1.11) and (1.12)/(1.13), it is known that (at least in the more studied situation b 12 < 0 < b 21 and Ω − = Γ − = ∅), under the assumption that there is an eigenfunction e of − with (1.5) which satisfies ±e| Ω ± , ±e| Γ ± ε > 0, (1.14) there is a loss of stability even in the domain D S in the sense that the stationary problem has a bifurcation. Actually, this bifurcation is even global, and for the case Ω 0 = ∅ and that Γ is a smooth manifold with boundary, one may relax hypothesis (1.14) to ±e > 0 a.e. on Γ ± .
(1.15) Indeed, for (1.12)/(1.13), this bifurcation result can be found in this general form in [9] (see also [5] [6] [7] [8] for special cases obtained by different methods). Concerning (1.10)/(1.11), the result was obtained for the case Ω 0 = ∅, f 3 = f 4 = 0, and if f 1 , f 2 are independent of ∇u, ∇ v in various forms of generality in [4, [17] [18] [19] 22] (partially based on a homotopy method developed in [15, 16] , although we will concentrate about a method involving topological degree); the general case for (1.10)/(1.11) can be obtained along the same lines as [19] under (1.14) resp. as [18] under (1.15) .
Actually, the considerations in the current paper will reprove this bifurcation result for both problems (in our more general setting) although this is not our main aim. Our goal is instead to prove that there is also a global bifurcation (and actually a whole unbounded "beam" of global bifurcation points in case n 1) of the stationary problem in the unbounded part of Q \ n C n which lies between the hyperbola C n and its tangent d 1 = b 11 /κ n under the hypothesis that there is an eigenfunction e to the eigenvalue κ n of − with (1.5) which satisfies (1.14) or (1.15), see Fig. 3 . For example, concerning (1.10)/(1.11), we will show the following result.
All solutions we consider will be in the Sobolev space W 1,2 (Ω), and when we speak now e.g. about connectedness of a branch of solutions we mean the topology of that space. Most of the assumptions in Theorem 1.1 will be relaxed: A more general and more detailed version of Theorem 1.1 will be formulated in Section 4 (Theorem 4.4). An analogous result will also be obtained for the problem (1.12)/(1.13) involving inclusions (Theorem 5.3). Since each path connecting C n and its tangent contains a bifurcation point, one can conclude that there is even a (connected) beam of bifurcation points as sketched in Fig. 3 . Details will be discussed at the end of Section 4.
Since the problems (1.10)/(1.11) and (1.12)/(1.13) require a somewhat different setting, we treat these problems in the separate Sections 4 and 5. Before we can do this, we prove an abstract result about the Leray-Schauder degree for variational inequalities in Section 2 and a general continuity result about single-and multivalued maps in Section 3.
The (K , A, K * )-sign-condition for variational inequalities
For both problems (1.10)/(1.11) and (1.12)/(1.13) the philosophy will be to show that a certain associated index (degree) differs for certain values of d. Although the main feature of this paper is the proof that the index is 1 in certain zones, we will need another result which shows that the index is 0 for other values of d. This will be done by means of a general abstract theorem. For the problem (1.12)/(1.13), a corresponding abstract result has been established in [9] , and we will now prove a variant of that result which will be appropriate for (1.10)/(1.11).
Since this result is of independent interest, we consider now a more general setting than in Section 4 where we apply this result.
Let H be a Hilbert space, and K ⊆ H be a cone with its vertex at the origin, i.e. K is closed and convex and 0 ∈ K + K ⊆ K . Let Q be some metric space (or a subset thereof), and let A : Q × H → H be continuous and compact and such that
For F ∈ H, we are interested in the variational inequality
If P K U denotes the closest element of K to U , then P K : H → K is positively homogeneous and continuous, and (2.1) can equivalently be rewritten as the fixed point equation 
We introduce corresponding notions of solution spaces and of critical values of A(·), A(·) * , and (2.3):
The (K , A, K * )-sign-condition was introduced in [9] , and in fact our following result is analogous to the result from [9] with the difference that we consider now variational inequalities instead of inclusions.
(2.5) 
Putting W n := U n / U n and s n := 1/ U n or s n = 0, respectively, we have
The latter can be rewritten as
Since the first term on the right-hand side converges to 0 and U 0 , U * 0 > 0, this implies that s n → 0.
Hence, (2.7) and the compactness of A implies that W n contains a convergent subsequence. Without loss of generality, we can thus assume that W n → U for some U ∈ H. Passing, for each fixed V ∈ K , to the limit in (2.8), we find that 
(2.9)
, we obtain, using (2.6) and (2.9), that
Continuity and compactness of a multivalued map M
In this section we prove a general result about the continuity and compactness of a single-or multivalued map M. Since the result is of independent interest, we formulate it in a more general setting than what we need subsequently. 
if N p n and p n > 1,
. . , Nm be integer dimensions, and
Nm be linear subspaces with the inherited norm (or an equivalent norm). Let Ω 0 ⊆ Ω and Γ ⊆ ∂Ω be measurable (with respect to the Lebesgue measure or (N − 1)-dimensional Hausdorff measure, respectively). For a fixed nonempty subset K ⊆ W q and a parameter space Λ, we consider the multivalued
where we consider multivalued maps
and where the integral is understood in the Aumann sense; part of the subsequent Theorem 3.1 is that actually even
More precisely, we suppose the following hypotheses: 
hold for all λ in a neighborhood of λ 0 and all
(5) Concerning K , we suppose that there is a finite constant C K such that the family of all linear
Note that our last hypothesis fixes a small problem in the formulation of [27, Theorem 6.1] where by mistake the change of the notation of q m,i was only correctly stated with respect to the growth condition without observing that this also changes the last hypothesis to the form stated above. Note that q m,i are exponents for which the corresponding restriction/trace operators are bounded (and compact). 
Proof of Theorem 3.1. If m 0 and m 1 are independent of λ, the result is contained in [27] . The general case reduces to this special case by the following argument.
Since it suffices to prove the claim locally, i.e. in a neighborhood of some λ 0 ∈ Λ, we can assume without loss of generality that Λ is an open ball and that A λ 0 ,m,i and B λ 0 ,m,i (i = 0, 1) in the hypotheses are actually independent of λ ∈ Λ. Further, since the open ball Λ is homeomorphic to a Banach space, we can assume without loss of generality that Λ is a Banach space. Now the parameter-independent version of the theorem implies that the auxiliary map
is upper semicontinuous and compact with nonempty closed convex values (and an analogue of (3 .2) with λ replaced by λ(x)). Hence, the claim follows by identifying Λ with the subset of We are first going to describe the weak formulation of the stationary problem corresponding to (1.10)/(1.11). For later considerations, it will be convenient to divide the first and second equation of (1.10) by the positive numbers d 
with the boundary conditions (1.11).
For i = 0, 1, we fix exponents p i and q i according to the restrictions
which correspond (for p i up to a factor 2) to the exponents of Section 3 in the Hilbert space case; since the factor 2 will in all estimates cancel with the exponent of the underlying space W
our above choice will be more convenient in the sequel. We will not assume that the functions f i are defined for all d ∈ Q = (0, ∞) 2 but only for d ∈ P ⊆ Q where the following holds:
(2) The functions f i satisfy a Carathéodory condition, i.e. the functions
such that f i satisfy, for almost all x ∈ Ω resp. x ∈ ∂Ω the growth estimate
Let H 0 denote the subspace of all functions from W 1,2 (Ω) which vanish on Γ 0 . Since we assume (1.1), we can equip H 0 with the scalar product
which is equivalent to the usual scalar product inherited from W
for all ϕ ∈ H 0 . We consider the cone K 0 := {u ∈ H 0 : ±u| Ω ± 0 and ±u| Γ ± 0}.
Note that the cone is strongly reproducing in the following sense. 
Standard considerations (Green's formula, choice of suitable test functions, etc.) imply that it is natural to define weak solutions of problem (4.1)/(1.11) as solutions of the variational inequality system
It will often be convenient to rewrite (4.2) as a single variational inequality in the space H :
and considering the cone
We use all notations of Section 2. In particular, by the remarks in the beginning of Section 2, it turns out that (4.3) is equivalent to
Consequently, our main tool will be the application of degree theory for the corresponding map Proof. This is folklore but can also be obtained as a trivial special case of the result in Section 3 with
Analogously to the proof in [10] , one can show: Lemma 4.1. Let P * ⊆ P and d * ∈ P * . Assume that the limits
hold for almost all x ∈ Ω resp. almost all x ∈ ∂Ω \ Γ 0 . Then
Under the hypothesis (4.4) the "linearization" of (4.3) thus becomes the variational inequality (2.3) studied in Section 2. Besides the notations from Section 2, we also use the following notations for the eigenspaces and critical values of the linear map A 0 :
In particular, C A 0 is precisely the set of eigenvalues of − (in the weak sense) with boundary conditions (1.5). Using an orthonormal base of H 0 consisting of eigenvectors of A 0 , one easily obtains the following result. 
Proof. The calculation has been carried out in detail in [9] . 2
, respectively, such that (1.14) holds.
If Γ is a smooth manifold with boundary and Ω 0 = ∅, we require only (1.15) instead of (1.14).
It follows from the definition that if there is some (K 0 , A 0 )-interior point d 0 which belongs to only one hyperbola C n , then every point of that hyperbola The following lemma is an extension of [19, Lemma 2.3] . We carry out the details, because we fix a small gap of the original proof from [19] (the argument for c k > 0 in the following proof needs some additional arguments if n = m which we provide by (4.8)). 
Proof. Assume by contradiction that there is a sequence
and A is compact, we can assume, passing to a subsequence if necessary, that U k converges in H to some U 0 = (u 0 , v 0 ). Passing to the limit, we obtain U 0 ∈ E A,K (d 0 ), and so (2.5)
Assume that d 0 ∈ C n ∩ C m (we do not exclude n = m). Using the notation of Proposition 4.3 we find that for i = n, m there are e i ∈ E A 0 (κ i ) with v 0 = e n + e m , and
, e n and e m cannot both vanish. Without loss of generality, we assume e n = 0.
(4.8)
Here we used that eigenfunctions to different eigenvalues of symmetric operators are orthogonal to each other and that the factors have the same sign for large k,
Summing these equations over i = n, m, we obtain the system
Forming the scalar product of (4.6) with w n,k + w m,k and of (4.9) with u k , and subtracting the obtained equalities, we obtain that 
Using (4.10), we conclude
By the symmetry of A 0 , this means
Using the choice ϕ :
, we obtain in view of (1.2) that c k 0 which is a contra- 
has no zero for t ∈ [0, 1], d ∈ V * ∩ P * , and 0 < U r. Indeed, otherwise there were a sequence
Using the shortcut W n := U n / U n , we thus have
Since A : Q × H → H is compact and continuous and P K is continuous, we obtain in view of (4.5) that (W n ) n contains a subsequence which converges to some U ∈ E A,K (d * ). In view of W n = 1, we have U = 1, and so d * ∈ C A,K , contradicting our choice of V . Hence, for each d ∈ V * ∩ P * the homotopy invariance and restriction property of the degree imply that the above degree is
for all d ∈ V * ∩ P * . Using the homotopy invariance and restriction property of the degree once more, we obtain that the above number 
. Indeed, under the additional hypothesis that d 0 lies on the "envelope" of all hyperbolas (1.6) and that Ω − = ∅, Γ − = ∅, this was calculated in [9] , but actually these additional hypotheses were not used for these cal- Since d 0 is (K 0 , A 0 )-interior, we find in view of Proposition 4.3 some E = (ē, e) ∈ E A * (d 0 ) such that e satisfies (1.14) or (1.15), respectively. In particular, (1.
Hence, Theorem 2.1 implies (4.11) for all d ∈ P 0 which are sufficiently close to d 0 . In particular, (4.11)
We use the zones
κ n and d lies above the hyperbolas C n and C 1 , which were introduced in [7] , see Fig. 4 . 
(The map M of [7] plays no role for this part of the statement, as can be seen from the proof.) 2 Theorem 4.2. Let P * ⊆ P and d * ∈ Z n ∩ P * for some n ∈ {0, 1, . . .}. If (4.4) holds then there are r * > 0 and a neighborhood of d * such that for each d ∈ P * in this neighborhood Since H(0, ·) = (id − λ 1 b 11 A) ⊗ id is an isomorphism, the (Cartesian) product property of the degree thus implies with B ρ := {u ∈ H 0 : u < ρ} that
where the latter follows from the famous Leray-Schauder index formula for symmetric compact linear
and since T (Z n ) ∪ L n is connected, we obtain by the homotopy invariance of the degree that this degree is independent of the choice λ
Using the homotopy invariance of the degree once more, it thus suffices to show that there is some r * > 0 such that the homotopy
has no zeroes with t ∈ [0, 1] and 0 < U r * when d ∈ P * belongs to some neighborhood of d * . Thus, assume by contradiction that there are sequences t n ∈ [0
As in the proof of Theorem 4.1, we find in view of (4.5) that U n / U n contains a subsequence which converges to some U ∈ E A,K (d * ) with U = 1, contradicting Lemma 4.3. 2
The combinations of the previous two theorems give us several global bifurcation results if combined with the following bifurcation result of Rabinowitz type for the equation Proof. See [26] (for details on the particular special case, see also [9] cally a global bifurcation point of (4.1)/(1.11) when F ≡ 0, because it has the same nontrivial solution in K as the linear problem. However, only if the solution would belong to the interior of K and is simple (or has at least odd multiplicity), it is natural to expect that this property is preserved under nonlinear perturbations. But in case of dimension N > 1, K has empty interior, and our hypotheses involve no multiplicity assumptions. Hence, really all of the above results are nontrivial when F = 0.
However, the most surprising consequence of Theorem 4.4 is that for each (K 0 , A 0 )-interior point d 0 ∈ C n there is a neighborhood V such that the set V ∩ D(d 0 ) ("right/under" C n ) has the property that each path connecting this set with the corresponding zone Z n−1 ("to the right" of C n ), there must be a global bifurcation point. In particular, we obtain a bifurcation between C n and Z n−1 (even without assuming anything about C n−1 !). (Note that in Z n−1 itself there cannot be any bifurcation by Theorem 4.2.) Actually, arguing similarly as in [28] , we can even conclude that there must be a whole continuum of bifurcation points which separates C n and Z n−1 , i.e. roughly speaking, there must be a "beam" consisting of bifurcation points which must lie between C n and Z n−1 , i.e. which, as d 2 → ∞, must become "asymptotic" to Z n−1 and C n . Such beams are sketched in Fig. 3 . (In the above arguments we assumed tacitly that P ⊇ Z n−1 contains all points between Z n and Z n−1 and that for each point d * in Z n−1 or close to C n we have (4.4) with P * = P .)
The above described fact is the phenomenon mentioned in the introduction. For n = 1, we (re-)obtain of course the existence of a branch of global bifurcation points in the stable domain, as mentioned in the introduction. Fig. 3 shows roughly the shape of the "beams" of bifurcation points which one obtains by numerical experiments in dimension N = 1 (in this case the beams are lines and every
We point out that in higher dimensions N > 1 the "beams" might possibly have a certain "thickness". Moreover, our results do not imply that the beams corresponding to C n (n > 1) necessarily meet C 1 at the intersection point of C n and C 1 , although numeric suggests that this is true in case N = 1. However, it would not contradict our results if these beams end at C 1 somewhere outside the zone Z n−1 . Moreover, it would not contradict our results if the beam corresponding to C n (n = 0) ends at the horizontal axis d 2 = 0 at a different place than d 1 = 0 or if it ends at some hyperbola C m (m > 1) at a point which is not (K 0 , A 0 )-interior. At least in dimension N = 1, numerical experiments suggest that the beams corresponding to C n (n > 1) actually do not stop at the intersection points of C 1 and C n but proceed roughly in the shape of hyperbolas (always passing though subsequent intersection points of C m and C k ). This phenomenon is not yet completely clarified.
The case of inclusions (1.12)/(1.13)
We use all notations of the previous section, and we assume the same requirements for f i . We extend m 0 trivially for x / ∈ Ω 0 , and we extend m 1 trivially for x / ∈ Γ . Then we can rewrite the stationary problem corresponding to (1.12)/(1.13) more conveniently as
with boundary conditions
We assume that
where m i and m i are single-valued real-valued functions for which we assume throughout the following hypotheses:
( 
are supposed to send continuous (and thus measurable) functions to measurable functions; of course, we consider only functions f with values in P here.
Note that since we extended m i and m i trivially, the above assumptions are then even satisfied automatically when we replace Γ by ∂Ω and Ω 0 by Ω.
Remark 5.1. The measurability of the above superposition operators is automatic when m i and m i are even Carathéodory functions. However, since we do not assume continuity but only upper/lower semicontinuity with respect to (d, u, v, w, z) , this is really an additional requirement as shown by the example N = 1,
This property is discussed in [1, Chapter 1] ; it is satisfied e.g. if m i and m i are so-called Shragin functions, i.e. measurable with respect to a certain product measure.
Under the above hypotheses, we define a multivalued operator M :
3) Similarly as in Section 4, we define weak solutions of (5.1)/(5.2) as solutions of Proof. This is a special case of the result in Section 3 with K = W p = W q = H. (Actually, we could also have chosen our previous K , since by Proposition 4.1 also this K satisfies the hypotheses of Section 3, and it plays no role whether we take the intersection in the definition
The lengthy hypotheses of the following two lemmas mean essentially only that the graphs of m i look as in Fig. 2 on Γ + and Ω + and are reversed on Γ − and Ω − . The proofs are rather analogous to corresponding lemmas in [9] .
Lemma 5.1. Let d ∈ P be such that for almost all x ∈ Ω ± resp. almost all x ∈ Γ ± the following is true (for all u, v ∈ R and all w, z ∈ R
and moreover,
we have z = 0, and hence, for any 10) we have U = 0, and U is a solution of the variational inequality 
We show only u| Γ + 0, since the proof of the other inequalities is analogous. Thus, assume by contradiction that u is negative on a set E ⊆ Γ + of positive measure (here and in the following we mean of course the (N − 1)-dimensional Hausdorff measure). 
We show that this is not possible.
Indeed, since U n → 0 and W n U , we have by the compactness of the trace embeddings in particular that u n | E → 0 and w n | E → u| E in measure. Passing to a subsequence, we may assume that u n (x) → 0 and w n (x) → u(x) < 0 for almost all x ∈ E. Hence, for almost all x ∈ E, we obtain in view of our choice of E and by (5.9) that the sequence of functions
converges to 0. Applying Egorov's theorem twice, we find a subset E 0 ⊆ E of positive measure such that h n → 0 and w n → u uniformly on E 0 . The first of these limits and our choice of E implies that for each ω > 0 there is some n ω with
Using that the integrand in the definition of I n is nonnegative, we thus calculate
Since w n → u uniformly on E 0 , u| E 0 = 0 and ω > 0 was arbitrary, we thus have obtained a contradiction to the boundedness of I n .
Having established U ∈ K , we obtain from (5.7) that
Using that Y n → Y , W n U , and (5.11), we obtain, passing to the limit n → ∞ that 0
In view of W n U , we thus conclude 
i.e. U solves the variational inequality, as claimed. 2
We use the (unique) degree theory for upper semicontinuous multivalued compact maps with nonempty closed convex values, see e.g. [20] (cf. [2, 3, 11, 14] for various other approaches) which has analogous properties to the Leray-Schauder degree (and must by the uniqueness in case of single-valued maps coincide with the Leray-Schauder degree). In this sense, the following results are analogous to that of Section 4, just for the degree for the map id F (d, ·) ). However, although we will obtain in our situations that these degrees have the same value, we are not aware of an abstract reason why this should always be the case. Therefore, we do not know whether the results of this section follow from that of Section 4, nor vice versa, although the proofs are similar to some extent.
The following result is somewhat parallel to that of Theorem 4.1. 
. Indeed, otherwise we have for some sequences
Passing to a subsequence, we may assume that t n → t and
We apply this first with d * := d * (here we can assume V * = V * ) and with d :
Together with the homotopy invariance and restriction property we find that the degree in the claim of the theorem is defined and equal to
Then we use what we showed above with t = 0 and obtain together with the homotopy invariance and restriction property of the degree that 
Proof. Let the half-lines L n and the transformation T be as in the proof of Theorem 4.2. We show first that for each λ ∈ T (Z n ) ∪ L n there are some r > 0 and neighborhoods of λ and d * such that for all μ ∈ T (Z n ) ∪ L N and d ∈ P * in the respective neighborhoods the map
Indeed, assume by contradiction that there are sequences Of course, we obtain analogous consequences to that described in Section 4 for the problem (5.1)/(5.2), in particular we obtain the existence of a beam of global bifurcation points which lies between C n and Z n−1 and which is asymptotic to Z n−1 under the following hypotheses.
(1) All points of Z n−1 and all those points which lie between Z n and Z n−1 , under C n (and in case n > 1 over C 1 ) belong to P . (2) We have (1.8), and for P * = P , we have (5.6) (with d ∈ P * = P ), and each point d * in some neighborhood of C n and in Z n−1 satisfies (4.4) and (5.9). For n = 1, we (re-)obtain of course the existence of a branch of global bifurcation points in the stable domain, i.e. the main results of [9, 28] . Moreover, for this extension, we do not even have to require that f i and f i are Carathéodory functions: Instead of the continuity, it suffices that f i (·, x, ·) and f i (·, x, ·) are for almost all fixed x lower or upper semicontinuous, respectively, and that the corresponding superposition operators send measurable functions into measurable functions. This is analogous to our requirements for m i and m i , cf. Remark 5.1.
All the results and proofs of this section carry over for such multivalued f i in a straightforward manner. The only situation where some minor additional reasoning is required is in the proof of the multivalued form of (4.5).
