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ABSTRACT 
Turbidity currents are significant due to their role in dictating reservoir sedimentation, the 
safety of deep sea facilities and the formation of submarine morphological features and 
turbidites. Interactions exist between turbidity current, sediment transport, bed topography 
and deformation. However, existing mathematical models have ignored these interactions 
either partly or completely. Therefore these models can be referred to as decoupled or 
partially coupled models. Uncertainties arising from these simplifications remain unclear. 
To help address this, the present study advances modelling capability and understanding of 
turbidity currents in three areas. First, the significance of the interactions is analysed 
theoretically. Second, a fully coupled mathematical model, which incorporates explicitly 
the interactions between turbidity current, sediment transport, bed topography and 
deformation, is developed and tested. Third, the model is applied to submarine turbidity 
currents and reservoir turbidity currents. It is demonstrated that the model is a viable tool 
for effective reservoir sediment management and facilitates an improved understanding of 
the formation of submarine morphological features. 
Three issues need to be carefully dealt with in turbidity current modelling: 1) the internal 
hydraulic jumps, 2) the moving current front, -and 3) the irregular topographies in the field. 
These necessitate a mathematical model being well-balanced and capable of automatically 
capturing shock waves and tracking the wet/dry front. But to the writer’s knowledge, these 
aspects have so far not been simultaneously implemented in existing models of turbidity 
currents. In this study, the finite volume method is used to solve the governing equations 
and the slope limited centred scheme (SLIC) is employed to estimate the numerical fluxes, 
rendering the model capable of automatically capturing shock waves. The weighted surface 
depth gradient method (WSDGM) is implemented in the SLIC scheme, making the model 
well-balanced and thus applicable to both regular and irregular topographies. The well-
balanced property is demonstrated by successful reproduction of an initially subaqueous 
static turbidity volume over an irregular hump, as well as the successful application of the 
model to a real reservoir. The experimentally observed internal hydraulic jump is 
satisfactorily reproduced by the model, suggesting the ability of the model to accurately 
capture shock-waves. The accuracy of the model in reproducing key current variables is 
also demonstrated as against experimental data. 
  
The significance of fully coupled modelling is investigated theoretically using the multiple-
time-scale theory. This is complemented by numerical simulations of self-accelerating 
turbidity currents. Fully coupled modelling is shown to be critical for refined quality of 
turbidity current modelling, especially for those cases featuring rapid bed deformation. 
Decoupled and partially coupled models may be approximately applicable only to turbidity 
currents with mild bed deformation. 
Existing understanding of the formation of submarine morphological features is based 
mainly on indirect back-estimations, which cannot resolve the physical process. Applying 
the fully coupled model, the formation processes of canyons, channel-levees and lobes are 
numerically resolved. It is demonstrated that appropriate bed slope and sediment particle 
size may favour the formation of channel-levee morphology over submarine fans, as larger 
Richardson number does.  
Turbidity currents have been generated in a series of water-sediment regulation 
experiments in the Yellow River, China, aiming to get as much sediment as possible 
transported to the downstream and therefore reduce reservoir sedimentation. However, 
post-experiment analyses are mainly in the form of observed data comparisons. Two events 
of turbidity currents in the Xiaolangdi reservoir are investigated numerically. The advance 
of the current front and the sediment transport rate are reproduced by the model fairly well. 
These suggest the present model as a viable tool for determining the timing for operating 
the bottom outlets, which is critical for effective reservoir sediment management. 
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GLOSSARY 
 
FCM Fully coupled model, in which the interactions between the turbidity current, 
sediment transport and bed topography are explicitly accounted for 
PCM Partially coupled model, which differs from the FCM in that the feedback 
impacts of bed deformation are ignored 
TEM Three equation model developed by Fukushima et al. (1985) and Parker et al. 
(1986) 
FCMK A model based on the FCM, yet the bed drag coefficient is linked to a turbulent 
energy constraint proposed by Parker et al. (1986) 
PCMK A model based on the FCM, yet the bed drag coefficient is linked to a turbulent 
energy constraint proposed by Parker et al. (1986) 
FEM Four equation model developed by Fukushima et al. (1985) and Parker et al. 
(1986) 
SLIC Slope-limited Centred scheme, used for estimating numerical flux (Toro 2001) 
DGM Depth gradient method, involved in the first step of the SLIC scheme; 
WSDGM Weighted surface depth gradient method, involved in the first step of the SLIC 
scheme; well-balanced property of the model can be achieved if WSDGM is 
applied 
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Symbol Definition First use 
U  vector of conservative variables Section 2.3 
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),( GF=
 Section 2.3 
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outward unit vector normal to L
 
Section 2.3 
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vector for the ratio of the consecutive 
variations of the conservative variable 
Section 2.3 
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Superscripts ,*n  representation of time step Section 2.3 
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Upper bar  cell-averaged  
A
 
area of a computational cell Section 2.3 
a
 
parameter in Eq. (2.24) Section 2.3 
b
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Section 5.2 
c
 volumetric sediment concentration Section 2.1 
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condition 
Section 2.2 
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xiii 
 
fluxes 
pFr  densimetric Froude number at the plunging 
point 
Section 1.4 
0Fr  densimetric Froude number at the inlet 
boundary 
Section 4.2 
g  gravitational acceleration Section 1.4 
'g
 
submerged gravitational acceleration Section 2.1 
H
 
total thickness of the turbidity current layer 
and the ambient fluid layer 
Section 6.1 
h  turbidity current thickness Section 2.1 
limh  threshold current thickness Section 2.3 
0h , 0u , 0v , 0c  current thickness, velocities and concentration at the inlet 
boundary 
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Section 1.4 
k  turbulent energy Section 2.2 
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L  boundary of the control volume or 
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Section 2.3.1 
p  bed sediment porosity Section 2.1 
R  submerged specific gravity of sediment; Section 2.1 
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1R , 2R , 3R , 4R  Components of the vector R  Section 4.1 
wR  Relative density difference between the 
water and the water-sediment mixture 
Section 2.1 
0R  Relative density difference between the 
sediment bed and the water-sediment 
mixture 
Section 2.1 
br  ratio of the near-bed concentration and the 
layer-averaged concentration 
Section 2.2 
wr  empirical coefficient representing the ratio 
of the upper-interface resistance to the bed 
resistance 
Section 2.2 
Ri  bulk Richardson number Section 2.2 
limRi  critical bulk Richardson number in Eq. 
(2.39) 
Section 2.3 
huR  parameter in Eq. (4.4c) Section 4.1 
epR  particle Reynolds number Section 2.2 
txR  contribution ratio of temporal change to 
spatial change 
Section 4.2 
bxS , byS  bed slopes  in the x - and y -directions Section 2.1 
t  time Section 2.1 
σT   time scale of the physical quantity σ  Section 4.1 
bT  time scale of bed deformation Section 4.1 
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hb TT /  relative time scale of bed deformation Section 4.1 
hT  time scale of the current thickness Section 4.1 
uT  time scale of the current velocity Section 4.1 
tTC  constitute contribution of temporal change Section 4.2 
xTC  constitute contribution of spatial change Section 4.2 
u , v  layer-averaged velocities in the x - and y -
directions 
Section 2.1 
U  total velocity Section 2.1 
*
u , *v = bed shear velocities in the x - and y -
directions 
Section 2.2 
*
U
 
total bed shear velocity Section 2.2 
x , y  horizontal coordinates Section 2.1 
0x    location of lock gate in lock-exchange 
experiments 
Section 3.4 
z
 
bed elevation Section 2.1 
mZ  parameter in Eq. (2.19a) Section 2.2 
α
 coefficient in Eq. (2.14) Section 2.2 
β
 
parameter in Eq. (2.37) Section 2.3 
φ
 
weighting parameter in Eq. (2.33) Section 2.3 
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0ε
 
dissipation rate Section 2.2 
η  upper current surface elevation Section 2.3 
1λ , 2λ , 3λ , 4λ  celerities/eigenvalues of the matrix A  Section 4.1 
maxxλ , maxyλ  maximum celerities in Eq. (2.27) Section 2.3 
ν
 kinematic viscosity of water Section 2.2 
pi
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sρ  density of sediment particle Section 1.4 
fρ
 
density of the ambient fluid Section 1.4 
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σ
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Section 2.1 
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ω
 settling velocity of a single particle in 
tranquil water;  
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ξ
 
Vertical coordinate in Eq. (6.1) Section 6.1 
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zψ  coefficient of correction in Eq. (2.19b) Section 2.2 
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CHAPTER 1. INTRODUCTION 
 
 
1.1 Phenomenon Clarification 
Sediment transport, i.e., the movement of sedimentary solid particles, due to the effects of 
the gravity of the particles and the forces exerted by the moving fluid (i.e., the transporting 
agent) is commonly seen in natural environments and has profound morphological effects 
(e.g., Inman et al. 1976; Qian and Wan 1983; Mulder and Cochonat 1996; Parsons et al. 
2007; Talling et al. 2007). In terms of the specific transporting agent, there are fluvial or 
marine sediment transport (by water flow) and aeolian sediment transport (by wind) (Lu et 
al. 2005). This thesis is concerned with turbidity currents, a type of subaqueous sediment 
transport process driven by water flow. 
There are many ambiguities in the literature with regard to the definition and classification 
of turbidity currents (Simpson 1997; Kneller and Buckee 2000). In this thesis, the term 
'turbidity current' refers to the phenomenon of subaqueous sediment-laden flows driven by 
negative buoyancy forces. Specifically, turbidity currents are masses of water-sediment 
mixture moving along a loose boundary (i.e., a river bed or a seafloor) and beneath a layer 
of less dense ambient fluid. The negative driving force arises from the bulk density excess 
of the moving water-sediment mixture, as compared to the ambient fluid. Before 
proceeding, the following clarifications are made for improved understanding of this thesis.  
First, only suspended sediment is considered in the simulation of turbidity currents in this 
study. This is because bed load sediment transport by turbidity current is rarely observed or 
reported. Nevertheless, the possibility of bed load (as coarse as cobble sizes) by turbidity 
current has been indicated by the results of the surveys of modern sea floor and turbidite 
outcrops (Sequeiros et al. 2010b),  and produced in the laboratory over four bed conditions: 
plane bed, dune, upstream-migrating antidune and downstream-migrating antidune 
(Sequeiros et al. 2010b). However, turbidity currents carrying bed load sediment are 
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reserved for future study. Second, the present study follows the perspective of Kneller and 
Buckee (2000) that both low concentration and high concentration turbidity currents can be 
regarded as turbidity currents. This excludes the view proposed by Shanmugan (1996, 2002) 
that sediment in turbidity currents should be supported only by fluid turbulence. At high 
concentrations, turbidity currents may give rise to hindered settling and dispersive pressure. 
Third, the buoyancy force for turbidity currents is negative (i.e., towards the bed). This 
indicates that turbidity current should be attached to the loose bottom boundary. This 
distinguishes turbidity currents from positive (or reversed) buoyancy force-driven 
subaqueous sediment-laden flows (Sequeiros et al. 2009b; Gladstone and Pritchard 2010). 
Fourth, not all subaqueous negative buoyancy force-driven flows are turbidity currents. 
Turbidity currents, of which the density excess is due to sediment, are only a subset of 
subaqueous negative buoyancy force-driven flows, for which the density excess may come 
from agents such as salinity, temperature etc (Simpson 1997; Huppert 2006). In this regard, 
turbidity currents have sometimes been simply referred to as density currents or gravity 
currents. The primary characteristic of turbidity current is its non-conservative nature, 
because sediment may deposit out or be entrained into the current (Qian and Wan 1983; 
Simpson 1997), which may reduce or increase the density and driving force of the current. 
Nevertheless, understanding of saline density currents may also shed insight on that of 
turbidity currents (Garcia and Parker 1993; Adduce et al. 2011). For example, experimental 
saline density currents were released to an erodible bed by Garcia and Parker (1993) to 
investigate the potential of sediment entrainment and thereby derive empirical relationship. 
Since the 1880s when turbidity currents were recognized for the first time in Lake Geneva 
by Forel (Qian and Wan 1983; Meiburg and Kneller 2010), their occurrences have been 
noted in numerous man-made and natural water bodies such as reservoirs (e.g., Fan 1986; 
Alavian et al. 1992; Fan and Morris 1992a, b), river mouths (Mulder and Syvitsski 1995; 
Mulder et al. 1998) and submarine deep water environments (Inman et al. 1976; Talling et 
al. 2007). Accordingly, it has been recognized that turbidity currents play a significant role 
in the global sediment cycle and local sediment redistribution (e.g., Garcia 1992; Middleton 
1993; Mulder and Cochonat 1996; Simpson 1997; Talling et al. 2007; Meiburg and Kneller 
2010). Due to their non-conservative nature, turbidity currents can be either depositional or 
erosional. Depositional turbidity currents may be responsible for reservoir sedimentation 
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(e.g., De Cesare et al. 2001, 2006; Oehy and Schleiss 2007; YRCC 2007), Gilbert delta 
development in river mouths (Wright et al. 1988), submarine and morphological features 
such as channel-levee morphology (Nakajima and Satoh 2001; Lamb et al. 2008) and 
sediment waves (Wynn et al. 2000; Wynn and Stow 2002). Furthermore, these submarine 
morphological features have been also termed turbidites that can be an indicator of 
hydrocarbon reserves (Weimer and Link 1991). Erosional turbidity currents may sculpt 
submarine canyons, cause dramatic damaging effects on marine facilities (cables and pipes 
etc) and transport large amounts of sediment over thousands of km before deposition (e.g., 
Inman et al. 1976; Piper et al. 1992; Xu et al. 2004; Talling et al. 2007). Not surprisingly, 
the understanding of turbidity currents has received much attention in various fields 
including sedimentary geology, geomorphology, hydraulic engineering, environmental 
engineering and petroleum engineering etc. 
Turbidity currents tend to be erosional over relatively steep slopes, and depositional over 
relatively mild slopes. Interactions exist between the turbidity current, sediment transport 
and the bottom bed topography, which determine the turbidity current development and the 
resultant morphological evolution. These interactions constitute a category of physical 
problems of significant interest and are fundamental to the understanding of turbidity 
currents. 
 
1.2 Interactions between Turbidity Current, Sediment Transport and Topography 
A primary feature of turbidity currents is that sediment may deposit or be entrained into the 
current. While propagating downslope of a relatively steep bed slope with given bed texture, 
turbidity currents tend to be swift with a relatively higher velocity and higher sediment 
transport capacity. In this case, a net sediment entrainment is likely to happen. The 
consequence is an increase in the sediment concentration and accordingly an increase in the 
driving force. The enlarged driving force would lead to further increases in the current 
velocity, and thus induce more sediment entrainment, in a self-reinforcing cycle 
(Fukushima et al. 1985; Parker et al. 1986). This is the phenomenon of self-accelerating 
turbidity currents, which has been confirmed in the field (Inman et al. 1976; Piper et al. 
1999) and in the laboratory (Sequeiros et al. 2009c) and by numerical case studies 
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(Fukushima et al. 1985; Parker et al. 1986). In contrast to self-accelerating turbidity 
currents, turbidity currents over a relatively mild slope would be decelerating and finally 
dissipating. As sediment deposits, the sediment concentration and the density excess 
decrease, reducing the driving force. Consequently the current becomes weak, giving rise to 
more deposition, in the reverse to self-accelerating turbidity currents. The interactions 
between the turbidity current, sediment transport and topography are clear from the above 
two distinct destinies of turbidity currents. 
There have been many literature reviews on turbidity currents, which partly reflect previous 
research efforts. Most existing reviews deal with turbidity currents that occur in a specific 
environment, see for example the reviews about reservoir turbidity currents (Fan and 
Morris 1992a, b), submarine turbidity currents (e.g., Middleton 1993; Shanmugam 1996; 
Parsons et al. 2007) and turbidity currents in river mouths (Mulder et al. 2003). Few of 
these put a focus on the interactions between the turbidity current, sediment transport and 
the bed topography. In the following sections, previous studies are first briefly reviewed in 
terms of the research methods, with a special focus on how the interactions are considered. 
Based on the present survey of the research methods, the layer-averaged mathematical 
modelling approach is chosen as the methodology in this thesis and the first two objectives 
are identified. Then submarine turbidity currents and reservoir turbidity currents are 
identified for numerical investigations. Finally the structure of this thesis is summarized. 
 
1.3 Survey on Research Methodologies 
Previous research methodologies for the investigation of turbidity currents mainly include 
field observations, laboratory experiments and numerical modelling, which have been used 
either independently or combined. 
 
1.3.1 Field observations 
Field observation is the most direct and straightforward way of studying natural 
phenomenon. Significant knowledge of the behaviour of turbidity currents has been derived 
from field observations. The existence of turbidity currents was first established by field 
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observations in Lake Geneva (Qian and Wan 1983; Meiburg and Kneller 2010), for which 
it was postulated that a subaqueous canyon had been created by sediment-laden underflows 
from the Rhone River (Meiburg and Kneller 2010). Though rarely observed directly in 
submarine environments, the occurrence of submarine turbidity currents were continuously 
confirmed by the analyses of the resultant submarine morphological features (e.g., Allen 
1991; Pirmez and Imran 2003; Amy and Talling 2006). Finally, knowledge of the 
destructive effects of turbidity currents was obtained from the field observations that 
submarine pipes were broken by turbidity currents (e.g., Inman et al. 1976; Parker et al. 
1986; Piper et al. 1992, 1999).  
Nevertheless, the total number of direct field observations of turbidity currents remains 
relatively few, though reported in the Zaire submarine valley (Khripounoff et al. 2003), in 
the Monterey Submarine Canyon (Xu et al. 2004; Xu 2010), and in reservoirs of the 
Yellow River, China (YRCC 2007) etc. These observations are usually event-specific. 
More importantly, information from these field observations is very limited. It is difficult to 
derive any systematic understandings from these observations. This is understandable as 
there are several factors that make this method challenging. The first factor relates to the 
nature of turbidity currents as the underwater measurement of sediment-laden flow requires 
a high dependency on technology, which is expensive in deep hostile water environments. 
Moreover, the occurrence of turbidity currents is unpredictable. Even if they are directly 
observed, the observations are likely to be incomplete (Xu et al. 2004; YRCC 2007). Third, 
the highly destructive effects of turbidity currents may damage the measuring facilities (Xu 
et al. 2004; Xu 2010). For example, a 2.5-cm-diameter steel rod 3 m above the bed in about 
44 m water depth was bent by 90o due to the passage of turbidity currents (Inman et al. 
1976). 
Field surveys of the resultant morphological features (e.g., seismic profiles, outcrops etc) 
by turbidity currents are viable, which have been used to back-estimate the current 
characteristics that shaped those morphological features. For example, analyses of field 
outcrops have shown that obstacles in the bottom topography may induce current 
nonuniformity and thus affect deposition (Kneller and McCaffrey 1999, 2003; Kneller and 
Buckee 2000). Weirich (1988) has speculated the existence of submerged (internal) 
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hydraulic jumps for turbidity currents by analyzing the deposits in a reservoir. A bedform-
velocity matrix has been estimated by Stow et al. (2009) to assess the velocity and 
accordingly the destructive powers of turbidity currents. The formation of many submarine 
morphological features (canyons, fans, gullies, channel-levee morphology and sediment 
waves) has been attributed to turbidity currents. While much qualitative understanding can 
be obtained from these analyses, further progress largely depends on the improvement of 
deep-sea sampling techniques. More importantly, it has been argued that there has been no 
standard criterion to reliably interpret transport mechanisms from the depositional records, 
because  different mechanisms are often derived from the same depositional record by 
different researchers (Shanmugam 1996, 2002). 
 
1.3.2 Laboratory experiments 
Laboratory experiment provides a well-controlled way to understand systematically natural 
phenomena. Numerous laboratory experiments have been undertaken to study turbidity 
currents.  
There are two classical ways of generating turbidity currents in the laboratory: 1) lock-
release (exchange) turbidity currents with a finite volume of water-sediment mixture; and 2) 
continuous turbidity currents featuring an increasing volume of water-sediment mixture 
with time. In both configurations, a reservoir of static clear water (free of sediment) is first 
established. Water-sediment mixture is then introduced into the reservoir, either by 
withdrawal of the lock gate or by feeding water-sediment mixture continuously. The use of 
a reservoir of static clear water as ambient fluid in the two configurations may be based on 
the observation that natural environments prone to the occurrence of turbidity currents (i.e. 
reservoirs and submarine deep water environments) are all characterized by relatively static 
water bodies. However, it should be noted these water bodies are not totally static. They 
may be characterized by small flow velocities, especially in river mouths dominated by 
tides. 
Experimental continuous turbidity currents have been mainly used to investigate the 
depositional and evolutional characteristics of turbidity currents in one-dimension (e.g., 
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Altinakar et al. 1990; Lee and Yu 1997; Yu et al. 2000; Alexander and Mulder 2002) and 
two-dimension (e.g., Imran et al. 2002; Baas et al. 2004; Alexander et al. 2008; Rowland et 
al. 2010; Cantelli et al. 2011); the vertical structure of the current and sediment (e.g., 
Altinakar et al. 1996; Choux et al. 2005; Gray et al. 2005; Eggenhuisen and McCaffrey 
2011; Nourmohammadi et al. 2011); and the effects of turbulence structure on sediment 
distribution (Baas et al. 2005). Experimental lock-exchange turbidity currents are mainly 
deployed to understand their depositional characteristics and the propagation rate of the 
current front (e.g., Bonnecaze et al. 1993, 1995; Dade and Huppert 1995; De Rooij and 
Dalziel 2001); and the durations and features of the three stages of lock-exchange turbidity 
currents themselves (Simpson 1997).  
Many of these laboratory experiments have clearly demonstrated the interactions between 
the turbidity current, sediment transport and the bottom topography. Experimental efforts 
by Kneller and his collaborators have revealed the considerable impacts of topography on 
the evaluation of the current, sediment deposition and the vertical structure of the current 
(e.g., Kneller et al. 1991; Alexander and Morris 1994; Brunt et al. 2004). Kneller et al. 
(1991) suggested a mechanism for the generation of internal solitary waves for turbidity 
currents encountering an oblique ramp. Experimental turbidity currents through a slope 
break in topography have been demonstrated to be characterized by abrupt decrease in 
current velocity and concentration and increase in bed deposition and current thickness, 
with and without an internal hydraulic jump (e.g., Garcia and Parker 1989; Garcia 1993, 
1994; Mulder and Alexander 2001; Toniolo et al. 2006a, b). In an experimental 
investigation of how the observed submarine sediment waves are formed by turbidity 
currents, more deposition in the upstream side of a mound is consistently observed (Kubo 
and Nakajima 2002). Moreover, a series of experimental turbidity currents entering small 
minibasins were reported. Different inflow conditions (surging vs. continuous inflow) were 
used, and different initial minibasin morphologies (width and height) were created (e.g., 
Brunt et al. 2004; Lamb et al. 2004, 2006; Violet et al. 2005; Toniolo et al. 2006a, b). 
These experiments clearly show  different depositional patterns. The interactions of the 
current, sediment transport in meandering or sinuous channels have also been intensively 
studied experimentally in the past decades to understand submarine channel-levee 
morphologies (e.g., Peakall et al. 2007; Kane et al. 2008, 2010; Straub and Mohrig 2008; 
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Straub et al. 2008, 2011). In Sequeiros et al. (2010a), a set of 74 experiments on turbidity 
currents flowing over a mobile bed is reported, by which the effects of plane bed condition 
and bed form on the vertical profiles of velocity and concentration are revealed under 
conditions of both subcritical and supercritical flow regimes. For example, in the case of a 
plane bed, it features a higher vertical location for the peak velocity for subcritical flow 
regime than the supercritical flow regime. 
In addition to the direct use of water-sediment mixture, saline/brine density currents have 
also been generated to shed insight on the understanding of turbidity currents, such as the 
vertical velocity profiles (Kneller et al. 1997, 1999; Sequeiros et al. 2010a) and current 
structure in meandering and sinuous channels (Keevil et al. 2006, 2007), sediment 
entrainment estimation (Garcia and Parker 1993), water entrainment estimation (Hallworth 
et al. 1993), evolution mechanism of lock-exchange turbidity currents (Huppert and 
Simpson 1980; Amy et al. 2005a) etc. These investigations are reasonable because recent 
experiments seem to indicate that the shear stress distribution and structure for 
experimental density and turbidity currents are similar (Cossu and Wells 2011), thus it is 
possible to derive some understanding of turbidity current from saline/brine density current. 
Although laboratory experiments contribute greatly to the understanding of turbidity 
currents and the associated interactions, experimental investigations largely hinge on high-
resolution measurement techniques. Accurate simultaneous measurements of the current 
velocity and sediment concentration have proven to be a difficult task for turbidity currents 
(McCaffrey et al. 2003; Felix et al. 2005). Notably, for turbidity currents, it is always 
difficult to identify its upper interface with the ambient fluid, thus vertical profiles of 
current velocity or sediment concentration have been used to derive the current thickness 
and accordingly the current surface (Parker et al. 1987; Garcia and Parker 1993). The 
insufficient accuracy of field measurements may lead to appreciable errors in the estimated 
current surface and current thickness. Furthermore, laboratory experiments are constrained 
by the small flume scale and thus greatly limit its potential for comprehensive 
understanding (Middleton 1993). 
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1.3.3 Numerical modelling 
In comparison to field observations and laboratory experiments, mathematical numerical 
modelling provides a good alternative to aid the development of a comprehensive 
understanding of turbidity currents. Mathematical numerical models of turbidity currents 
have been developed under distinct frameworks ranging from models based on classical 
fluid dynamics principles to new methods that have emerged from alternative 
computational paradigms such as the cellular automata technique.  
The cellular automata technique has been recently deployed to simulate turbidity currents 
(Salles et al. 2007). In this technique, the dynamic system of turbidity currents is 
subdivided into elementary parts, and simulated by updating each elementary part. Yet this 
technique is still in its infancy for turbidity current simulation.  
In an effort to understand the abundant experimental data from lock-exchange turbidity 
currents, a category of box model has been developed to fit the observed run out distance 
against time and the deposition depth, which appears satisfactory (e.g., Huppert 1998; 
Chowdhury and Testik 2010; Meiburg and Kneller 2010). Yet, empirical relations between 
the current velocity and the Froude number are usually applied at the current front to 
capture the run out distance against time (Bonnecaze et al. 1993, 1995; Gladstone and 
Woods 2000). Application of box models to field conditions has rarely been reported. 
Moreover, the applicability of box models to other configurations (say, for continuous 
turbidity currents) is very limited. 
Mathematical modelling based on classical fluid dynamics has been widely used in 
sediment transport modelling, not only for subaqueous turbidity currents but also for 
sediment-laden open channels (e.g., Cunge et al. 1980; Wu 2007; Fasolato et al. 2009; 
Chowdhury and Testik 2010; Meiburg and Kneller 2010). These models can be classified 
into two categories: depth-resolving models and layer-averaged models (Meiburg and 
Kneller 2010). Depth-resolving models include vertical 2D and full 3D models, and 
commonly involve turbulence closures (e.g., Farrell and Stefan 1988; Eidsvik and Brors 
1989; Choi and Garcia 2002b; Felix 2002; Huang et al. 2005, 2007, 2008; Khan and Imran 
2008; Firoozabadi et al. 2009; Sequeiros et al. 2009b; Yam et al. 2011) or are formulated 
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on the basis of direct numerical simulation (Necker et al. 2002, 2005; Blanchette et al. 2005; 
Mahdinia et al. 2011). The application of direct numerical simulations is mainly limited to 
small scale lock-exchange turbidity currents with low Reynolds number. Turbulence 
closure-based models are capable of resolving the current and sediment structures along the 
depth. Yet they are theoretically limited because the physics of turbulence remains poorly 
understood, on which turbulence closures are based. It remains far from clear how to 
incorporate the effects of sediment into turbulence closure models, even for steady and 
uniform sediment-laden flows in open channels (Cao et al. 2003). Thus very low sediment 
concentration is usually assumed in these models so that the impact of sediment on 
turbulence can be negligible. In this connection, sediment is indeed a passive constituent 
that has negligible impact on the current. Furthermore, most of these models use a fixed 
grid system and thus ignore the effects of morphological change (i.e., change of the bottom 
boundary). In the case of rapid bed morphological changes, an adaptive grid system may be 
required for vertical 2D and full 3D modelling (Huang et al. 2005), which may reduce 
considerably the computational efficiency. Nevertheless, some adaptive grid systems have 
been shown to be efficient for depth-averaged shallow water modelling, such as the 
quadtree adaptive grids by Rogers et al. (2001, 2003).  
Layer-averaged models, which do not involve turbulent closures and feature a sensible 
balance between theoretical rigour and applicability to practical cases, can provide accurate 
evaluations of current thickness, layer-averaged velocity and concentration, morphological 
changes and run out distance (Huppert 1998; Kneller and Buckee 2000). Layer-averaged 
refers to the fact that the physical quantities (velocity and sediment concentration) are 
averaged along the thickness of the concerned layer (Parker et al. 1986).  
As the turbidity current propagates and spreads beneath a layer of ambient fluid, there are 
two kinds of layer-averaged models: a category of two-layer model that resolves the 
evolution of both the turbidity current layer and the ambient fluid layer, and a category of 
one-layer model resolving only the turbidity current layer. In one-layer models, the impact 
of the ambient fluid layer is incorporated through a water exchange flux between the two 
layers. One-layer models have been widely used since the 1980s (Fukushima et al. 1985; 
Parker et al. 1986) and provide a reasonable representation of turbidity current 
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development and morphological changes (Huppert 2006). Two-layer models have also been 
developed (Bonnecaze et al. 1995), which deploy two sets of layer-averaged equations 
describing the turbidity current layer and the ambient fluid layer, respectively. For two-
layer models, the computational cost is twice that of a one-layer model because of the 
doubled number of equations to be solved. Furthermore, the two-layer model theory 
requires to be improved as some unrealistic phenomena may be produced during the 
simulations. For example, internal waves were computed when simulating an experimental 
turbidity current by a two-layer model, which were not observed in experiments 
(Bonnecaze et al. 1995). In the present investigation, the widely used one-layer model 
theory is adopted. In the following, all models refer to the one-layer model. 
Many one-dimensional (1D) and two-dimensional (2D) layer-averaged models have been 
developed under the framework of the one-layer model theory. In most existing layer-
averaged models of turbidity currents, the interactions between the turbidity current, 
sediment transport and bed topography are not properly accounted for. They are either 
decoupled in that bed deformation is not considered at all (Fukushima et al. 1985; Parker et 
al. 1986), or only partially coupled in that the feedback impacts of morphological changes 
are ignored, though bed deformation is tracked (Bonnecaze et al. 1995; Zeng and Lowe 
1997a, b; Choi 1998, 1999; Imran et al. 1998; Bradford and Katopodes 1999a, b; Choi and 
Garcia 2002a; Fildani et al. 2006; Sequeiros et al. 2009a). Mathematically, they are based 
on simplified governing equations, which are not in accordance with the complete 
conservation laws. Physically, they are built upon the presumption that the current involves 
no or only weak sediment transport and mild bed deformation. In reality, however, turbidity 
currents of practical interests are often characterized by rapid morphological changes and 
thus active sediment transport, of which the interactions between the turbidity current, 
sediment transport and topography may be considerable. 
Using a three equation model without considering bed deformation at all by Parker et al. 
(1986), physically unrealistic solutions were obtained for self-accelerating turbidity 
currents. Parker et al. (1986) proposed that this was due to an imbalanced supply of the 
turbulent energy to maintain the sediment, and introduced a constraint for the turbulent 
energy, which essentially constrains the magnitude of bed shear stress and thus the 
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sediment entrainment. This leads to a four equation model, which also ignores bed 
deformation completely. Although realistic solutions were obtained using the four equation 
model, it is very likely that considerable uncertainties are introduced at the same time. This 
is because the basis of the turbulent energy constraint, i.e., the physics of turbulence for 
turbidity currents remains far from clear. Not surprisingly, the four equation model as well 
as the turbulent energy constraint is now rarely used (Pratson et al. 2001; Fildani et al. 
2006). Physically, the unrealistic solutions by the three equation model are probably due to 
the complete neglect of bed deformation, though the steady flow assumption may also 
contribute to it. 
There are three aspects that need to be carefully dealt with for layer-averaged turbidity 
current modelling. The first is due to the possibility of the occurrence of an internal 
hydraulic jump (Weirich 1988), which transforms supercritical turbidity currents into a 
subcritical flow regime and thus necessitates a model capable of capturing shock waves. 
The second is concerned with the reproduction of the propagation and spreading of 
turbidity currents, i.e., tracking the current front. The third is associated with the 
applicability of the model to irregular topographies typical of field applications.  
Layer-averaged models have been pursued as early as 1980s for turbidity currents and 
accordingly a variety of numerical algorithms have been available to solve the governing 
equations. In the early steady three-equation models, the standard step method was applied 
and no attention was paid to tracking the current front. Such models are only approximately 
applicable to flat topography. The reproduction of the internal hydraulic jump needs to be 
accomplished with the help of an empirical relation (Garcia 1994). Later the steady current 
assumption was relaxed, and several partially coupled unsteady models were proposed 
using different numerical algorithms including the two-step Lax-Wendroff method 
(Bonnecaze et al. 1993, 1995); the dissipative-Galerkin based finite element method (Choi 
1998); the Beam and Warming alternate direction implicit method (Imran et al. 1998); and 
the staggered grid approach (Pratson et al. 2001). In these models, the issue of the wet/dry 
front is well tackled. For example, empirical relations between the Froude number and the 
current velocity at the current front are applied (Bonnecaze et al. 1993, 1995). The concept 
of threshold current thickness is applied in turbidity current modelling (Imran et al. 1998), 
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which was initially proposed for river basin flow modelling (Zhao et al. 1994). Yet in most 
of these models, the ability to capture the internal hydraulic jump and track the current front 
has not been resolved simultaneously for turbidity currents, until a TVD version of the 
finite volume method was applied, i.e., the use of the Roe’s approximate Riemann solver 
under the framework of the finite volume method by Bradford and Katopodes (1999a, b).  
Further efforts along this line (applying the TVD version of the finite volume method) for 
turbidity currents are rarely reported. This might be due to the difficulty of TVD algorithms 
to preserve an approximately static condition over irregular topographies (e.g., Hubbard 
and Garcia-Navarro 2000; Zhou et al. 2001; Rogers et al. 2003; Aureli et al. 2008; Liang 
and Marche 2009; Serrano-Pacheco et al. 2009). The TVD algorithms need to be carefully 
designed such that the flux gradients and the geometric source terms can be well-balanced, 
which is critical for field applications characterized by irregular topographies. Fortunately, 
in the past decade, the development of well-balanced TVD algorithms has been a very 
active area of research for open channel flows, which can be essentially extended for the 
present turbidity current modelling. 
The first objective is to develop a fully coupled layer-averaged mathematical model for 
turbidity currents, which explicitly incorporates the interactions between the turbidity 
current, sediment transport and topography, and properly deals with the three aspects for 
layer-averaged modelling. The second objective is to reveal theoretically the significance of 
the incorporation of the interactions in turbidity current modelling, i.e., the significance of 
fully coupled modelling.  
 
1.4 Submarine Turbidity Currents and Their Morphological Effects 
Submarine turbidity currents are usually initiated by submarine landslide, slump and debris 
flow due to earthquake, storm surges, volcanic eruptions and volcanically triggered 
subglacial lake breakouts etc (Pratson et al. 2007; Meiburg and Kneller 2010). Although 
submarine turbidity current activities are rarely observed directly (e.g., Khripounoff et al. 
2003; Xu et al. 2004; Xu 2010), their existence has been well confirmed from the analyses 
of the resultant morphological features (seismic profiles and outcrops etc) (e.g., Normark 
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1999; Allen 1991; Pirmez and Imran 2003; Amy and Talling 2006). Accordingly, the 
formation of many submarine morphological features (submarine channels, levees and 
sediment waves etc) has been attributed to turbidity current activities and thus attracted 
much attention from sedimentologists.  
Submarine erosional turbidity currents favour high velocity in continental shelf and slopes 
characterized by relatively steep bed topographies, suitable for generating self-accelerating 
turbidity currents. These carve into the continental slope and sculpt most submarine 
canyons. Depositional examples include the sinuous channel in the Amazon fan (Hiscott et 
al. 1997; Pirmez and Imran 2003); the channel-levee complex in the Monterey canyon and 
fan (Normark 1999; Fildani et al. 2006); the channel-levee complex in the Japan sea 
(Nakajima et al. 1998; Nakajima and Satoh 2001); an Upper Cretaceous channel-levee 
complex in the Rosario formation, Mexico (Kane et al. 2007, 2009; Dykstra and Kneller 
2008) and a channel in Polar North Atlantic (Cofaigh et al. 2006) etc. The deposited 
turbidites also form an important class of hydrocarbon reservoirs (Weimer and Link 1991; 
Meiburg and Kneller 2010).  
There have been many laboratory experiments looking at the incipient channel formation 
by turbidity currents (Imran et al. 2002; Baas et al. 2004; Toniolo et al. 2004; Alexander et 
al. 2008; Cantelli et al. 2011). The common point of these experiments is to see how 
submarine channels are formed when turbidity currents are fed into an unconfined flat open 
space. The results differ from each other. Small-scale channels are formed in some of these 
investigations (Imran et al. 2002; Baas et al. 2004), yet most produce deposited lobes or 
elongated ridges (e.g., Baas et al. 2004; Toniolo et al. 2004; Alexander et al. 2008; 
Sangster et al. 2010). There have been also investigations on evolution of turbidity currents 
in established channel systems (e.g., Kane et al. 2008, 2010; Straub et al. 2008, 2011; 
Straub and Mohrig 2008). More recently, Rowland et al. (2010) indicated experimental 
investigations of channel formations by turbidity currents are limited due to the small scales 
involved. 
Most research on submarine turbidity current focuses on back-calculation of current 
variables from the channel-shape properties along with grain size and sediment-volume 
data from the deposition (e.g., Komar 1969, 1971; Shanmugam 1996, 2002). Komar (1969) 
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proposed a relation to back-calculate the current hydrodynamic variables by taking the 
differences in levee asymmetry as a proxy for current superelevation. Later, experimental 
measurement of turbidity currents in a sinuous channel by Straub et al. (2008) suggested 
that the relation by Komar (1969) may underestimate current superelevation and thus 
overestimate current velocity, due to the ignorance of current overspill. More recently, 
Cossu et al. (2010) attributed the current velocity overestimation to the neglect of the 
Coriolis force (Cossu and Wells 2010, 2011). Obviously, the basis of the back-calculations 
remains an open question. Moreover, the approach of back-calculation cannot resolve the 
process of the formation of morphological features by turbidity currents. There have been 
interesting linear stability analyses to examine the formation of submarine morphological 
features. For the formation of channel morphology, Hall et al. (2008) suggest that the 
vertical sediment concentration needs to decay more slowly away from the bed than the 
shear stress inside the current. Izumi (2004) concludes that submarine gully spacing is of 
the order of 150-8000 m. While linear stability analyses provide some qualitative 
knowledge, they also cannot resolve how the current and morphology evolve and interact 
symbiotically. Birman et al. (2009) propose a conceptual model for transverse levee 
morphology based on the steady conservation of sediment in the lateral direction. Yet 
uniform flow in the mainstream direction is assumed, which precludes downstream 
variation.  
Existing numerical modelling deploys decoupled or partially coupled models (Imran et al. 
1998, 2002; Bradford and Katopodes 1999b). The application of the present coupled model 
is therefore of significant interest. Chapter 5 presents a computational study of submarine 
turbidity currents and their morphological effects (see Chapter 5). 
 
1.5 Turbidity Currents and Reservoir Sediment Management  
When sediment-laden open channel floods enter a river reservoir, they may plunge and 
propagate along the bottom of the reservoir in the form of turbidity currents. By field 
observations and laboratory experiments, a critical condition for the plunging phenomenon 
has been established: the densimetric Froude number ( pFr  = ppffsp hgcu ρρρ /)(/ − , with 
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ph , pu  and pc = water depth, flow velocity and sediment concentration at the plunging 
point) needs to be around 0.6 (e.g., Qian and Wan 1983; Fan 1986; Fan and Morris 1992a, 
b; Lee and Yu 1997; Nokes et al. 2008). This condition can be used as a rough criterion. 
Field observations and experimental studies also indicate that higher sediment 
concentration, lower flow discharge favours the plunging phenomena. Another direct 
indicator for the plunging phenomenon is the appearance of floating debris on the water 
surface, of which the location is usually the plunging point (e.g., Qian and Wan 1983; Fan 
1986; Fan and Morris 1992a, b). Once plunged, turbidity currents take responsibility for the 
sediment transport and flushing. If the turbidity current can arrive at the dam, it will be 
possible to flush sediment out of the reservoir. Otherwise, severe sedimentation in the 
reservoir and bed scour downstream of the dam will occur. It is not surprising to see 
numerous reports that sediment deposition by turbidity currents is responsible for much of 
reservoir sedimentation in the world (e.g., Fan 1986; Farrell and Stefan 1988; Fan and 
Morris 1992a, b; De Cesare et al. 2001, 2006; Oehy and Schleiss 2007). Apparently, 
turbidity currents play a critical role in effective sediment and reservoir management in 
alluvial rivers. Enhanced understanding of turbidity currents is critical for effective 
sediment and reservoir management, flood mitigation and fish habitat recovery. There have 
been numerous investigations on how to make use of the turbidity current phenomenon to 
reduce reservoir sedimentation, see for example the reviews by Fan (1986) and Fan and 
Morris (1992a, b) on the efforts of Chinese engineers and scientists, and the depth-
resolving turbulence-closure based modelling efforts in Switzerland (e.g., De Cesare et al. 
2001, 2006; Oehy and Schleiss 2007); and many other theoretical analyses conducted in 
America (e.g., Kostic et al. 2002; Kostic and Parker 2003a, b; Parker and Toniolo 2007; 
Toniolo et al. 2007; Toniolo 2009).  
Especially in the Yellow River of China that is well known due to its very high sediment 
concentrations (as also indicated by its name Yellow River), the issue of reservoir 
sedimentation has received much attention (e.g., Li 2004; Li et al. 2006; Xu et al. 2007; 
YRCC 2007). As seen in Figure 1.1, many reservoirs have been built on the Yellow River. 
The average annual sediment load of the Yellow River, was estimated to be as high as 1.6 
billion tonnes in relation to the average annual runoff of about 43.2 billion m3 (Qian and 
Wan 1983). Alternatively, the average volumetric sediment concentration is over 0.014 (or 
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37 kg/m3), probably the highest worldwide. Most notably, these sediment loads are usually 
transported in a few hyper-concentrated sediment-laden flood events in the flood season 
each year. Turbidity currents have been frequently observed in the Yellow River, giving 
rise to a high awareness of making use of turbidity currents to reduce reservoir 
sedimentation (YRCC 2007).  
The present study is concerned with turbidity currents in the Xiaolangdi reservoir in the 
lower Yellow River (Figure 1.1), about 130 km downstream of the Sanmenxia reservoir. 
The construction of the Xiaolangdi reservoir is a key project in the Yellow River as it 
controls an drainage area of about 0.7 million km2 (92.3% of the total basin area of the 
Yellow River) and almost 100% sediment load of the Yellow River. It was completed in 
2001 with the main purpose of mitigating flood risk. Large amounts of sediment have 
settled in the reservoir and its downstream reach, reducing its water storage capacity and 
the conveyance capacity of the downstream reach (Li 2004). To reduce sedimentation or 
preferably generate bed scour, a series of field scale water-sediment regulation experiments 
have been undertaken since 2002 by the Yellow River Water Resources Commission, 
involving mainly the Xiaolangdi, Sanmenxia and Wanjiazhai reservoirs (e.g., Li 2004; Li et 
al. 2006; Qu et al. 2006; Xu et al. 2007; YRCC 2007). Turbidity currents were observed in 
the Xiaolangdi reservoir and believed to be the major means of flushing sediment through 
the reservoir. Much field hydrological data has been obtained. However, most of post-
experimental analyses are based on simple empirical relations (e.g., Li 2004; Li et al. 2006; 
Qu et al. 2006; Xu et al. 2007; YRCC 2007), which cannot resolve the current evolution 
and provide sufficient support for design of future experiments. There has been a lack of 
quantitative analyses of these hydrological data on turbidity currents using process-
resolving models. It remains unclear how and to what extent physically based numerical 
models can resolve current evolution as compared against field observations. A 
computational study of turbidity currents in the Xiaolangdi Reservoir, Yellow River is 
presented in Chapter 6. 
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Figure 1. 1 Sketch of the Yellow River. 
 
1.6 Summary 
In this thesis, a layer-averaged two-dimensional fully coupled mathematical model will be 
developed and applied for turbidity currents over erodible beds. The model explicitly 
accounts for the interactions between the current, sediment transport and topography and 
features a new well-balanced algorithm to deal with the three challenging issues.  
The governing equations, the empirical closures and the numerical algorithm for the fully 
coupled model are presented in Chapter 2.  
In Chapter 3, the fully coupled model is tested against a series of idealized and 
experimental turbidity currents in terms of its performance in tackling the three modelling 
issues and its accuracy in reproducing key current variables.  
In Chapter 4, the importance of the fully coupled modelling is demonstrated through the 
multiple-time-scale-theory complemented by numerical case studies of the self-accelerating 
turbidity currents representative of those occurring in the Submarine Scripps Canyon.  
Chapter 5 presents a numerical study of the morphological effects of submarine turbidity 
currents. Two cases of submarine turbidity currents, i.e., a submarine canyon-fan transition 
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and the incipient formation of channel-levee morphology over submarine fans, are 
numerically simulated using the fully coupled model. The effects of three key factors 
dictating the formation of channel-levee morphology are systematically examined.  
Chapter 6 presents the application of the fully coupled model to the turbidity currents in the 
Xiaolangdi Reservoir in the lower Yellow River. Two events of turbidity currents are 
numerically revisited to calibrate and validate the model. Special attention is paid to the 
current front advancing and the sediment transport rate.  
Conclusions and discussions are presented in Chapter 7. 
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Chapter 2. MATHEMATICAL FORMULATIONS 
 
 
Summary: 
 Interactions between the current, sediment transport and topography are explicitly 
incorporated in the governing equations 
 Three challenging issues for numerical modelling of turbidity currents are resolved 
by the numerical algorithm 
 Differences between the present coupled model with several previous models are 
highlighted 
 
 
Mathematical formulations are presented for layer-averaged turbidity current modelling, 
including the governing equations, the auxiliary relationships and the numerical algorithm. 
A comparison of the FCM with previous decoupled and partially coupled models is 
presented. 
 
2.1 Layer-averaged Governing Equations 
2.1.1 One-dimensional governing equations 
Layer-averaged modelling of turbidity currents has been pursued for several decades (e.g., 
Fukushima et al. 1985; Parker et al. 1986; Bonnecaze et al. 1995; Zeng and Lowe 1997a, b; 
Choi 1998, 1999; Imran et al. 1998; Bradford and Katopodes 1999a, b; Choi and Garcia 
2002a; Fildani et al. 2006; Sequeiros et al. 2009a). Parker et al. (1986) provide a detailed 
derivation of layer-averaged conservation equations for turbidity current. Yet the 
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interactions between turbidity current, sediment transport and bed topography are not fully 
accounted for in the governing equations presented in Parker et al. (1986). Important 
assumptions are as follows in relation to the 1D turbidity current sketched in Figure 2.1, 
which depicts a longitudinal 1D turbidity current over an erodible bed that is composed of 
sediment with particle diameter d . First, the ambient fluid is assumed to be sufficiently 
thick and well-mixed without stratification. Second, hydrostatic pressure assumption is 
made within the turbidity current layer. Third, the horizontal convection velocities for the 
water and sediment phases are the same. Fourth, assumption of similarity is made for the 
vertical profiles of current velocity and sediment concentration so that shape coefficients in 
the vertical integrations are equal to unity.  
Pantin (1979) proposes a set of complete layer-averaged mass and momentum conservation 
equations for the turbidity current, but bed deformation is not considered at all. Based on 
Pantin (1979)’s work and by incorporating the mass conservation of bed material (i.e., the 
well-known bed deformation equation), the complete mass and momentum conservation 
equations for 1D turbidity current read 
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where t = time, x = horizontal coordinate, h = current thickness, u = layer-averaged 
velocity, E and D
 
is the sediment entrainment and deposition fluxes from and onto the 
erodible bed respectively, p = bed sediment porosity, )1( cc ws −+= ρρρ = density of the 
water-sediment mixture, pp ws ρρρ +−= )1(0 = density of the saturated bed sediment, c = 
layer-averaged volumetric sediment concentration, wρ  and sρ = densities of water and 
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sediment respectively, wρ = 1000 kg/m3, ueE ww =  is water exchange (entrainment or 
detrainment) in the upper current surface, we = water exchange coefficient, bxτ  and uxτ  = 
shear stresses in the x -direction in the bottom and upper current surface respectively, 
xzSbx ∂−∂= /  is the bed slope in the x -direction, z = bed elevation. 
 
 
Figure 2. 1 One-dimensional sketch for turbidity current. 
 
Eqs. (2.1) and (2.2) are recast so that the densities ρ  and wρ  do not appear on the Left-
Hand-Side (LHS), in a similar way to Cao et al. (2006) for sediment-laden open channel 
flow modelling. Through mathematical manipulations, the following are obtained 
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where Rgcg ='
 
is the submerged gravitational acceleration, ρρρ /)( wsR −=  is the 
submerged specific gravity of the sediment, ρρρ /)( −= wwR , ρρρ /)( 00 −=R  denote the 
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relative difference of densities of water and saturated bed, respectively, in relation to the 
density of the water-sediment mixture.  
 
2.1.2 Two-dimensional (2D) governing equations 
It is straightforward to extend the 1D governing equations to 2D condition. They are 
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where v = current velocity in the y -direction, 22 vuU +=  is the magnitude of the 
layer-averaged velocity vector,
 
byτ  and uyτ  = shear stresses in the x -direction in the 
bottom and upper current surface respectively, bxS = yz ∂∂− /  is the bed slope in the y -
direction. Other symbols in the above equations have the same meanings as those in the 1D 
Eqs. (2.1-2.6). 
 
2.2 Auxiliary Relationships 
A set of physical variables are involved in the governing equations, which need to be 
determined empirically to close the equations. These include the water exchange in the 
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upper current surface, the sediment exchange (entrainment and deposition) between the 
current and the loose boundary, the shear stresses in the upper and bottom current surfaces. 
 
2.2.1 Resistance 
While propagating downstream, turbidity currents experience resistance from the bottom 
loose boundary and upper ambient fluid, which can be essentially quantified by the bed 
shear stresses bxτ , byτ  and the shear stresses uxτ , uyτ  in the upper interface. A brief review 
on resistance applied to turbidity currents can be found in Middleton (1966), which 
suggested that 
bxwux r ττ =                                                                                                                        (2.12a) 
bywuy r ττ =                                                                                                                       (2.12b) 
where wr  = empirical coefficient. Although the resistance in the upper interface was not 
considered in many models, a value of 0.43 for wr  was consistently used in others (e.g., 
Middleton 1966; Fukushima et al. 1985; Parker et al. 1986; Zeng and Lowe 1997a, b). By 
definition, the bed shear stresses are computed by 
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where 
*
u
 
and 
*
v = bed shear velocities in the x-direction and y-direction, Dc = bed drag 
coefficient. The estimation of the bed drag coefficient is critical as it determines the 
magnitude of the resistances that the current experiences. Physically, it should be carefully 
evaluated with reference to bed forms, bed textures, river geometry and other related 
factors. However, there seems to be no general relationships applicable for Dc  in turbidity 
currents. A widely used practice is to assume a constant value to approximate the value of 
overall resistance, with its value in the range of [0.002, 0.06] suggested by Bowen et al. 
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(1984) and Parker et al. (1987). For large scale turbidity currents in the field, a small value 
should be used, and vice versa (Bradford and Katopodes 1999a, b).  
There has also been an attempt to relate the bed drag coefficient to the turbulent energy and 
the mean energy of turbidity currents (Parker et al. 1986), which reads  
2U
k
cD α=                                                                                                                         (2.14) 
where k = turbulent energy, α = coefficient. No physical meaning was suggested for the 
coefficient α , and a value of 0.1 was used in Parker et al. (1986). A conservation equation 
for the turbulent energy was proposed in Parker et al. (1986) 
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where ω  = sediment settling velocity,
 
0ε = dissipation rate, *Dc  = bed drag coefficient 
under the equilibrium condition, 2/URgchRi =  is the bulk Richardson number, which is 
the inverse square of the densimetric Froude number. The magnitude of Richardson number 
represents the current regime. The current is supercritical if Ri  < 1.0, and vice versa 
Eqs. (2.14-2.15) actually acts as a turbulent constraint on the bed drag coefficient and thus 
the sediment entrainment. The equations were introduced by Parker et al. (1986) due to the 
failure of a steady 1D decoupled Three-Equation-Model (TEM, see the model summary at 
the end of this chapter) to reproduce self-accelerating turbidity currents. In the TEM, the 
bed drag coefficient was set to be a constant. Parker et al. (1986) suggested that TEM 
overestimated the sediment entrainment, resulting in insufficient turbulent energy to sustain 
the entrained sediment. Although the incorporation of Eqs. (2.14) and (2.15) led to realistic 
solutions through the decoupled steady Four-Equation Model (FEM, see the model 
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summary at the end of this chapter), there are several aspects that remain unjustifiable. First, 
the failure of the TEM may be attributed to its nature of being decoupled (as steady flow is 
assumed, and feedback impacts of bed deformation are ignored). Second, the estimation of 
the sediment entrainment itself is subject to considerable uncertainty (Qian and Wan 1983; 
Fildani et al. 2006). 
 
2.2.2 Mass exchange 
While propagating downstream, mass exchange will occur in the lower and upper surface 
of turbidity current. Due to the upward decreasing trend of vertical sediment concentration 
profiles, sediment concentration around the upper current surface is usually very small. 
Thus only mass exchange of water is considered in the upper interface. By laboratory 
experiments and numerical experiments, water exchange in the upper interface has been 
demonstrated to be critical for the evolution of turbidity currents (Hallworth et al. 1993; 
Adduce et al. 2011) and has been quantified using the bulk Richardson number. Following 
Parker et al. (1986) 
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In the bottom surface, mass exchange of sediment and water occurs at known ratio for a 
fully saturated bed once the sediment porosity is known. If it is assumed that the sediment 
porosity p = 0.4, the ratio is approximately 6:4. Therefore only the mass exchange of the 
sediment phase needs to be quantified, which constitutes a fundamental problem for 
sediment transport investigation (Qian and Wan 1983; Wu 2007). Sediment exchange 
between the current and the sediment bed involves two distinct mechanisms, i.e., sediment 
entrainment due to turbulence and sediment deposition due to gravitational action. There is 
little dispute in the literature that the sediment deposition should be set equal to the product 
of the sediment settling velocity and the near bed sediment concentration. While the 
mechanism for sediment entrainment by turbulence remains far from clear, the estimation 
of sediment entrainment is usually based on the assumption that the entrainment occurs at 
the same rate as it does under equilibrium conditions. The following equations have been 
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commonly used to estimate sediment entrainment and deposition fluxes for turbidity 
currents since Parker et al. (1986) 
sEE ω=                                                                                                                           (2.17a) 
bcD ω=
   
                                                                                                                       (2.17b) 
where sE = sediment entrainment coefficient (alternatively, near-bed concentration at 
approximately capacity condition), crc bb =  is the near-bed concentration, br  = ratio of the 
near-bed concentration and the layer-averaged concentration. Note that for very fine 
sediment, high sediment concentration may hinder sediment settling (Qian and Wan 1983). 
This leads to a hindered settling velocity )1( bc−ω , yet it is not considered in this study 
following the common practice of using Eq. (2.17a, b) for turbidity currents (e.g., Parker et 
al. 1986; Imran et al. 1998; Bradford and Katopodes 1999a, b). 
Evaluating the near-bed concentration at a distance of 0.05 h  from the bed surface, Parker 
et al. (1987) obtained the following approximate form 
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where UcU D=*  is the overall bed shear velocity. Also laboratory experiments suggested 
that the value of br  can be taken to be constant between 1.5 and 2.0 (Parker et al. 1987; 
Garcia 1993, 1994). While there have been a plethora of empirical formula to estimate the 
near-bed sediment concentration under capacity condition for sediment-laden open channel 
flows, for subaqueous turbidity currents, there seems to be only a family of empirical 
formulae for 
sE . It was initially introduced by Parker et al. (1986) and later modified by 
Parker et al. (1987) and Garcia and Parker (1993) by experimental saline density currents. 
This formula is termed the Parker formula and reads 
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where ω/
*
5.0 URZ epm = , and ν/dRgdRep =  is the particle Reynolds number, ν = 1E-6 
m
2/s is the kinematic viscosity of water. If pψ = 1 the original Parker formula is retained. 
The correction coefficient pψ  is introduced herein because the Parker formula is derived 
from experimental turbidity currents with relatively coarse sediments. For turbidity currents 
with silt and clay, Eq. (2.19a) may over-predict the sediment entrainment flux meaning that 
pψ < 1 for fine sediments (Fildani et al. 2006).  
As a computational case study of turbidity currents in a real reservoir of the Yellow River is 
presented in Chapter 6, the Zhang formula, which is well tested and widely used for 
suspended sediment transport in open channel flows in the Yellow River (Zhang and Xie 
1993), is also adapted by incorporating a correction coefficient zψ . Following the 
logarithmic-matching treatment of Guo (2002), it reads 
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The introduction of the Zhang formula is based on the fact that sediment transport in the 
Yellow river is dominated by fine silt and clay, which may be not within the range of 
applicability of the Parker formula. It has been noted that the ratio of the actual sediment 
concentration of turbidity currents to that computed by capacity formulae of open channel 
flows in the Yellow River can attain a value as high as 34.5 (Han and Xiang 1981), 
indicating that the value of zψ  would be much greater than unity. 
 
The settling velocity is computed by the following empirical relation (Zhang and Xie 1993)
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In this thesis, the values of empirical parameters and coefficients are set according to the 
above descriptions unless otherwise stated. 
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2.3 Numerical Algorithm 
Here the finite volume method is used to discretisize the governing equations. The SLIC 
scheme is used to compute numerical fluxes of the finite volume discretization. First, the 
2D governing equations are written in a matrix form as follows 
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where U = vector of the conservative variables, F , G = vectors of fluxes, bS , fS  = 
vectors of source terms. 
 
2.3.1 FVM discretization  
Figure 2.2 shows a sketch of a square control volume Ω
 
bounded by the four sides 
],,,[ 4321 llllL = . The integral form of Eq. (2.21) in the control volume is  
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Applying Green's theorem, Eq. (2.22) becomes 
∫∫∫
ΩΩ
Ω+=⋅+Ω
∂
∂ ddld
t fbL
)()( SSnEU
                                                                            (2.23) 
where ),( GFE= , n = outward unit vector normal to L . Consider the Cartesian grid 
system as sketched in Figure 2.2, a cell-averaged value is defined as 
∫
Ω
Ω= ad
A
a
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where a = parameter, yxA ∆∆=
 
is the area of a computational cell, x∆  and y∆ = spatial 
steps in the x - and y -directions, the upper bar  means cell-averaged. Therefore Eq. 
(2.23) can be rewritten as  
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where the upper script n  denotes the time step index. In descriptions below, the upper bar 
 is removed for simplicity. Consider an arbitrary cell ( ji, ), its four sides, an explicit 
updating algorithm for ji ,U  reads 
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where the subscripts i
 
and j
 
= the spatial node indexes, ji ,2/1+F  , ji ,2/1−F
 
, 2/1, +jiG , 
2/1, −jiG are the inter cell numerical fluxes at the four sides of the cell. The time step should 
be constrained by the CFL condition, 
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where Cr  = Courant number, maxxλ , maxyλ  = maximum celerities of the Jacobian matrixes 
UF ∂∂ /  and UG ∂∂ /  respectively.  
 
 
Figure 2. 2 Sketch for the finite volume method. 
 
The bed deformation equation is solved independently from other governing equations. It is 
discretisized in the control volume by first order discretization, 
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                                                                                                 (2.28) 
In this study a second-order discretization has also been applied to the bed deformation 
equation. Yet numerical comparisons suggest that the difference between the first order 
method Eq. (2.28) and the second order method is negligible, thus the first-order 
discretization Eq. (2.28) is presented. 
 
2.3.2 SLIC scheme 
The SLIC scheme is used to compute numerical fluxes in Eq. (2.26a), which is total 
variation diminishing (TVD) and can capture automatically shock waves and contact 
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discontinuities (Toro 2001). The use of this SLIC follows the suggestion of Prof. Toro (Hu 
and Cao 2009). The SLIC scheme treats the evaluation of a numerical flux as a Riemann 
problem. Two states are required for a Riemann problem, i.e., a left state and a right state in 
the two sides of the edge. Take the edge jixx ,2/1+=  between the cell ( ji, ) and ( ji ,1+ ) as an 
example. The simplest way is to use n ji ,U  and n ji ,1+U  (cell-averaged variables) as the left 
and right state variables, which are spatially and temporally only first order accurate. To 
achieve the second order accurate both spatially and temporally, three steps are involved in 
the SLIC scheme. The first step aims to achieve spatially second order accuracy. In this 
step, the left and right state variables of the edge of the two neighbouring cells are 
interpolated from the cell averaged variables. The second step aims to achieve temporally 
second order accuracy, which is accomplished by evolution of the interpolated left and right 
state variables over a half time step. The third step involves the computation of the 
numerical flux using the evolved left and right state variables. 
In this study two versions of the SLIC scheme are introduced, which differ from each other 
in the reconstruction of the left and right current thickness in the first step. The first one 
refers to the conventional SLIC scheme, termed Depth Gradient Method (DGM), which 
uses the spatial gradients of the current thickness. The second one is a revised version, 
referred to as Weighted Surface Depth Gradient Method (WSDGM), which uses the spatial 
gradients of both the current thickness and the upper current surface elevation. 
With the DGM, the SLIC scheme is robust and stable with small current depth gradients 
(water depth gradients for shallow water flows) and large current surface gradients typical 
of regular bed topography. However, for practical situations, bed topographies are usually 
irregular, which favour large current thickness gradients. In this case, the DGM version of 
the SLIC scheme does not always permit stable solutions (e.g., Zhou et al. 2001; Aureli et 
al. 2008; Liang and Marche 2009), essentially because the source terms and the flux 
gradients are not balanced, i.e., the C-property is not satisfied. Satisfying the C-property for 
TVD schemes is critical for practical applications. It is because the application of a TVD 
scheme that is not well-balanced may produce considerable numerical errors for flows over 
irregular topographies. In this regard, many well-balanced schemes have been developed 
(e.g., Hubbard and Garcia-Navarro 2000; Zhou et al. 2001; Rogers et al. 2003; Rosatti and 
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Fraccarollo 2006; Aureli et al. 2008; Liang and Marche 2009). Zhou et al. (2001) proposed 
the Surface Gradient Method (SGM). While SGM is applicable for currents over irregular 
topography, it may produce physically unrealistic results over regular bed topography 
(Aureli et al. 2008). Retaining the good capabilities of both DGM and SGM, Aureli et al. 
(2008) have developed the well balanced WSDGM version of the SLIC scheme. Inspired 
by the need for effective sediment management using turbidity currents and the highly 
irregular topography in the field, the WSDGM by Aureli et al. (2008) version of the SLIC 
scheme for shallow clear water equations will be extended for modelling turbidity currents 
over irregular mobile topography. Although the WSDGM by Aureli et al. (2008) is limited 
to irregular fixed beds, the present extension is justified as the bed deformation equation is 
solved separately from other governing equations. The three steps of the SLIC scheme are 
introduced below.  
 
Step 1: Spatially second-order accuracy and data interpolation 
From above, the primary difference between the DGM and the WSDGM lies in the first 
step of data interpolation. A new vector of variables is introduced so that the DGM and 
WSDGM can be distinguished clearly. 
[ ]'0 ηhhchvhu=Q                                                                                        (2.29) 
where η = zh +  is the current surface elevation. Setting the first component to vanish here, 
it will be updated later using the fifth and sixth components in order to obtain different 
versions of the SLIC scheme. The inter-cell variables L ji ,2/1+Q  and R ji ,2/1+Q  at the left and 
right of the inter-cell edge 2/1+= ixx  are reconstructed as follows 
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where the vector φ = slope limiter. The slope limiter is introduced to constrain the 
magnitude of the differences between the cell-averaged variables and the inter-cell 
variables. This constraint is to avoid spatial irregularities in the constructed inter-cell 
variables, so that the scheme is total variation diminishing, which is an important indicator 
of the robustness of the numerical algorithm (Toro 2001). Many slope limiters have been 
introduced for TVD schemes, which are all a function of the ratio vector r of consecutive 
variations of the conservative variable
 
Q. The vector r is defined as 
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The VanLeer Limiter is introduced below following Aureli et al. (2008) 
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The first components of the reconstructed left and right states are updated as follows 
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where φ = weighting factor, 2/1+iz  = inter cell bed elevation. After updating, the following 
are obtained 
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Step 2: Temporally second-order accuracy and evolution of inter cell variables 
 
The interpolated inter-cell variables are further evolved over a half time step as follows 
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The inter cell current thickness L jih ,2/1+  and R jih ,2/1+  = first components of L ji ,2/1+U  and R ji ,2/1+U . 
 
Step 3: The Riemann problem (numerical flux estimation) 
At the interface jix ,2/1+ , a pair of constant states (
R
ji
L
ji ,2/1,2/1 , ++ UU ) has been obtained from 
the above two steps. One can now solve the estimate the numerical flux using the FORCE 
approximate Riemann solver, which is essentially a weighted combination of the Lax-
Friedrichs flux and the two-step Lax-Wendroff flux. Therefore (Toro 2001; Toro et al. 
2009) 
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where FORCEF  , LFF  and 2LWF = FORCE flux, Lax-Friedrichs flux and two-step Lax-
Wendroff flux, respectively. The Lax-Friedrichs flux and the two-step Lax-Wendroff flux 
are estimated as follows 
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Eqs. (2.32) and (2.33) include a parameter β , denoting the dimension of the model: β = 1 
for 1D model, β = 2 for 2D model (Toro et al. 2009). The evaluation of the FORCE flux is 
written in relation to the x -direction. Those in the y -direction can be computed similarly. 
 
DGM vs. WSDGM 
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As mentioned above, the DGM and the WSDGM differ from each other in the first step, 
which is mathematically defined by the weighting factor φ  in Eq. (2.33). For DGM, φ =1. 
For WSDGM, φ  is a function of the bulk Richardson number which allows smooth 
transition between a pure SGM reconstruction ( φ = 0.0) and an essentially DGM 
reconstruction (φ = 1.0). By analogy to Aureli et al. (2008), it is determined by 
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2.3.3 Wetting and drying 
The treatment of the wetting and drying is critical for the successful modelling of turbidity 
currents. The method proposed by Zhao et al. (1994) is employed here, which has been 
widely used (Imran et al. 1998; Bradford and Katopodes 1999a, b). Two neighbouring cells 
will be defined as a wet/dry front if one cell of the two is wet and the other is dry (Figure 
2.3). In Figure 2.3, limh  is a threshold current thickness, which is used to judge whether a 
cell is wet or not. A sufficiently small value (irrespective of the grid sizes/spatial steps in 
the computation) of threshold current thickness is used throughout the present study: limh = 
1E-6 m. With reference to Figure 2.3, considering two neighbouring cells i  and 1+i , for 
which one is wet limhhi ≥ and the other is dry lim1 hhi <+ : 
 If 1+> iiz η , then ii zz =+1  and lim1 hhi =+  (Figure 2.3a) 
 If 1+< ii ηη , then iiz η=+1  and 01 =+ih  (Figure 2.3b) 
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Figure 2. 3 Sketch for the wet/dry front. 
 
2.4 Model Summary 
The governing equations presented above are based on the complete layer-averaged mass 
and momentum conservation laws. While existing mathematical models are exclusively 
based on simplified versions, the present model advances modelling capability of turbidity 
currents in that the complete governing equations are used and thus the interactions 
between the current evolution, sediment transport and morphological change are explicitly 
considered. Therefore the present model is termed a fully coupled model. In contrast, 
previous models are classified into decoupled models or partially coupled models. In 
decoupled models, the variations to bed topography by the currents are neglected 
completely, i.e., there is no bed deformation equation involved in decoupled models, e.g., 
the 1D steady models by Fukushima et al. (1985), Parker et al. (1986) and Sequeiros et al. 
(2009a). In partially coupled models, morphological changes are tracked using the bed 
deformation equation, yet the feedback impacts of bed deformation on the current 
evolutions are ignored. Take the 2D governing equations as an example, the last terms in 
the Right-Hand-Side (RHS) of Eqs. (2.7), (2.8) and (2.9) are neglected. Partially coupled 
models include Bonnecaze et al. (1995), Zeng and Lowe (1997a, b), Choi (1998, 1999), 
Imran et al. (1998), Bradford and Katopodes (1999a, b) and Fildani et al. (2006). 
Mathematically, these source terms are simple algebraic functions of unknown variables as 
presented in Section 2.2 Auxiliary Relationships, and essentially their inclusion incurs 
negligible extra computational cost.  
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Decoupled models and partially coupled models may be applicable to turbidity currents 
with weak sediment transport and mild bed deformation when the interactions between the 
turbidity currents, sediment transport and topography are negligible. However, it is those 
turbidity currents featuring active sediment transport and rapid bed deformation that are of 
practical interest and are responsible for reservoir sedimentation, the formation of 
submarine turbidites and morphological features. For these turbidity currents, interactions 
may be considerable and accordingly fully coupled modelling is critical for high quality 
modelling. The significance of fully coupled modelling and its comparison with decoupled 
or partially coupled modelling will be examined in detail in Chapter 4. 
A summary of models that are to be referred to is presented in Table 2.1. 
 
Table 2. 1 Model Summary 
 
Model Remarks 
FCM 
Presently proposed fully coupled models 
The interactions between the turbidity current, sediment transport and topography 
are explicitly considered 
PCM 
Partially coupled models in literature (e.g., Bonnecaze et al. 1995; Zeng and Lowe 
1997a, b, Choi 1998, 1999, Imran et al. 1998, Bradford and Katopodes 1999a, b 
and Fildani et al. 2006) 
Bed deformation is considered, yet its feedback impacts are ignored 
TEM 
Three equation model by Fukushima et al. (1985) and Parker et al. (1986) 
No bed deformation at all  
Steady flow assumption 
FCMK 
Based on FCM, PCM, and TEM respectively, yet the bed drag coefficient is 
estimated using the turbulent energy conservation Eqs. (2.14) and (2.15) PCMK 
FEM 
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Finally, in the literature there has been comment that layer-averaged models implicitly 
assume sediment as a passive constituent (Parsons et al. 2007). This is misleading for 
turbidity currents. It might be true for decoupled or partially coupled models of open 
channel sediment-laden flow. However, for the present coupled model of turbidity currents, 
the impacts of sediment transport on the flow or current evolution have to be fully 
considered. More importantly, it is the presence of the sediment that gives a density excess 
and thus provides the driving force for the turbidity currents, as reflected in the source term 
of the momentum conservation (say, xzRgch ∂∂− /  in the x-direction). The higher the 
sediment concentration, the larger the driving force would be. The most telling case is self-
accelerating turbidity currents, for which sediment entrainment increases the driving force 
that propels a faster current, which in turn causes more sediment entrainment (Fukushima et 
al. 1985; Parker et al. 1986). Sediment in turbidity currents is therefore an active 
constituent, irrespective of decoupled or coupled layer-averaged models. 
While the governing equations are presented for both 1D and 2D conditions, the numerical 
algorithm is presented with regard to the 2D governing equations. A 1D coupled model was 
developed originally using the DGM version of the SLIC scheme, which is applicable only 
to regular beds. The imbalanced 1D coupled model was applied to investigate the 
hyperconcentrated turbidity currents by Hallworth and Huppert (1998) in Section 3.4, and 
the self-accelerating turbidity currents representative of those occurring in the Submarine 
Scripps Canyon in Chapter 4. The 1D model was later extended to the 2D situation and 
made well-balanced for the investigation of the effects of submarine turbidity currents on 
submarine morphological evolution in Chapter 5 and the reservoir turbidity currents for 
effective reservoir sediment management in Chapter 6. Nevertheless, the hyperconcentrated 
turbidity currents by Hallworth and Huppert (1998) and the self-accelerating turbidity 
currents have been revisited by the well-balanced 2D coupled model, of which the 
numerical solutions are almost the same as those by the 1D coupled model. Therefore, in 
presenting the research work in the following chapters, no distinction is made between the 
1D and 2D models. 
41 
 
 
Chapter 3. MODEL PERFORMANCE 
 
Summary 
 Accuracy of the fully coupled model is demonstrated against experimental data.  
 Ability of the model to handle both subcritical and supercritical current regimes is 
demonstrated 
 Ability of the model to deal properly with irregular topography is demonstrated 
 
 
Tests of the fully coupled model are presented in this chapter. Special attention is paid to 
the ability of the model to properly deal with irregular topography (so that it is applicable to 
turbidity currents in the field) and capture shock waves (i.e., interchange between 
subcritical and supercritical current regimes). Moreover, the accuracy of the model is 
examined in terms of morphological change, current front propagation and position of the 
current surface.  
These tests are necessary before the model is used for application and research purposes. 
Nevertheless, it does not necessarily mean that the empirical model parameters used in this 
chapter are generic for all conditions. For different conditions, the empirical parameters 
should be calibrated and validated as necessary. 
 
3.1 Well-balanced Property 
The well-balanced property, i.e., the C-property, is associated with the capability of the 
model to preserve static water conditions over an irregular topography.  Although the 
Godunov-type finite volume method can capture shock waves and discontinuities well and 
be easily adapted to deal with wet/dry fronts, it has been widely recognized that achieving 
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the well-balanced property is not straightforward (e.g., Bermudez and Vazquez 1994; 
Hubbard and Garcia-Navarro 2000; Zhou et al. 2001; Rogers et al. 2001, 2003; Aureli et al. 
2008; Liang and Marche 2009; Serrano-Pacheco et al. 2009). The well-balanced property 
of the present model is achieved by using the WSDGM version of the SLIC scheme (see 
the section of numerical algorithm in Chapter 2). The satisfaction of this property is tested 
in this section.  
A hypothetical 1D test case is proposed to examine the well-balanced property of the fully 
coupled model. Figure 3.1 shows the sketch of the idealized case. As seen in Figure 3.1, a 
layer of initially static turbidity layer (grey) is imposed over a hump of Gaussian shape 
(black) in an 8.0 m long tank. Above the turbidity layer is a layer of clear water (white). 
The shape of the hump is defined by ]4.0)-0(0.24exp[-5 2xz =  m. At t  =  0 (s), the 
interface elevation η = 0.4 m, and the sediment concentration in the turbidity layer is 0.04. 
In this case, it is assumed that the turbidity layer is vertically well mixed as it settles out. 
Although this case is idealized, it does have engineering background, see for example 
Toniolo et al. (2007), which presented an investigation of the natural settling process of 
ponded turbidity currents.  
 
 
Figure 3. 1 Sketch of idealized test case 
 
It is physically reasonable to expect that the initially static turbidity volume in Figure 3.1 
would preserve its static status as the sediment settles.  Both the DGM and the WSDGM 
are applied to facilitate comparison. Based on grid-convergence tests, x∆ = 0.2 m and Cr = 
0.95 are applied.  
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The numerical solutions are presented in Figure 3.2 for the model using the WSDGM and 
in Figure 3.3 for the model using the DGM: (a, b) shows bed elevation z  and turbidity 
surface elevation η  at t  = 25 (s) and 100 (s) respectively, (c) shows sediment storage hc  at 
two instants, and (d) shows current discharge hu  at two instants. It is seen from Figure 3.2 
that when WSDGM is used, the initial static condition is preserved satisfactorily: no 
horizontal advection (Figure 3.2d), no oscillation in the turbidity surface elevation (Figure 
3.2a, b) when the sediment settles (Figure 3.2c). In contrast, when the DGM is used (Figure 
3.3), appreciable horizontal advection is computed with an order of magnitude of 0.005 in 
terms of the current discharge, see Figure 3.3(d) and considerable fluctuations of the 
turbidity surface elevation are observed (Figure 3.3a, b). 
 
 
Figure 3. 2 Numerical solutions from the well-balanced model (WSDGM is applied): 
(a, b) bed elevation z  and current surface elevation η , (c) sediment storage hc , and (d) 
current discharge hu .
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Figure 3. 3 Numerical solutions from the imbalanced model (DGM is applied): (a, b) 
bed elevation z  and current surface elevation η , (c) sediment storage hc , and (d) 
current discharge hu . 
 
A slight horizontal sediment concentration gradient around the hump is noted in Figs. 3.2(c) 
and 3.3(c), which can be ascribed to the different times needed for sediment settling around 
hump (with different depth). As the driving force of turbidity current comes from the 
density difference, this slight spatial gradient may induce some horizontal advection, which 
may indicate that the horizontal advection in Figure 3.3(d) is correct. To avoid this 
confusion, numerical exercises have been conducted, in which the sediment concentration 
is set to be constant (= the initial sediment concentration). It has been observed that the 
DGM still produces appreciable horizontal advection and oscillation in the turbidity surface 
elevation and the WSDGM preserves the static condition satisfactorily. The numerical 
results are similar to Figs. (3.2) and (3.3), thus they are not included in the thesis. 
The above observations suggest that if the WSDGM version of SLIC is applied, the fully 
coupled model is well-balanced and thus should be applicable to turbidity currents over 
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irregular topographies. Moreover, if the WSDGM is applied, models listed in Table 2.1 are 
essentially well-balanced. The differences among these models lie in physical processes 
considered.  
 
3.2 Experimental Turbidity currents with an Internal Hydraulic Jump 
Around a slope reduction in topography, supercritical turbidity currents may change to 
become subcritical through an internal hydraulic jump. The occurrence of internal hydraulic 
jumps for turbidity currents has been confirmed by the analysis of field observed deposition 
(Weirich 1988), laboratory experiments (Garcia and Parker 1989; Garcia 1993, 1994) and 
also theoretically supported by the hyperbolic nature of the governing equations (Toro 
2001). This fact necessitates numerical models of turbidity currents that are capable of 
capturing shock waves and contact discontinuities. It is accomplished in this thesis by using 
the SLIC scheme in the framework of the finite volume method.  
The experimental work by Garcia and Parker (1989) and Garcia (1993, 1994) on turbidity 
currents with internal hydraulic jumps provides a good data set to test of the fully coupled 
model. A 11.6 m long flume was constructed to resemble the slope break, which consists of 
a sloping bed 5 m long with a slope of bxS = 0.08 in the upstream part, followed by a 
horizontal bed of 6.6 m long. Two experimental runs are numerically simulated by the 
present model: GLASSA2 with well sorted sediment reported in Garcia (1993) and MIX1 
with poorly sorted sediment reported in Garcia (1994). Following Garcia (1993), the 
following parameters are specified: p = 0.5, sρ = 2650 kg/m3, br = 2.0. The bed drag 
coefficient for GLASSA2 is specified following Imran et al. (1998):  Dc = 0.01, and that 
for MIX1 following Garcia (1994): Dc = 0.025. The inlet current thickness 0h  = 0.03 m for 
both runs. Other parameters are summarized in Table 3.1, including the inlet current 
velocity 0u , the inlet sediment concentration 0c , the representative particle diameter rd and 
the experimental temperature. From Table 3.1, it is easy to see that the inlet current is 
supercritical, thus at the upstream boundary the current variables are specified directly. At 
the downstream boundary, the critical current condition is used: 1=Ri , because the free 
outfall condition is designed there (Garcia 1993, 1994). In the computation, the sediment 
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entrainment is set to be zero following Garcia (1994) because the flume bed is free of 
sediment. Numerical exercises with spatial steps ranging from 0.005 m to 0.5 m were 
conducted. Grid-convergence tests showed that a spatial step less than 0.1 m permits 
essentially the same numerical solutions. A spatial step of 0.025 m is used and Cr  = 0.95.  
 
Table 3. 1 Parameters for Garcia's experiments 
Run 0u  0c  rd  Temperature 
GLASSA2 0.083 m/s 0.00339 30 25oC 
MIX1 0.11 m/s 0.0109 27 5oC 
 
Figs. 3.4 and 3.5 illustrate the numerical solutions and the available experimental data for 
MIX1 and GLASSA2 respectively, including (a) bed elevation and current surface 
elevation, (b) deposit thickness, (c) current velocity and (d) Richardson number. An 
internal hydraulic jump is computed for MIX1 (Figure 3.4), whereas no internal hydraulic 
jump occurs for GLASSA2 (Figure 3.5). Around the location x  = 5 m for the internal 
hydraulic jump of MIX1, abrupt increases in the current surface elevation and Richardson 
number as well as decrease in the current velocity can be seen (Figure 3.4a, c, d). No signal 
of internal hydraulic jump can be identified for GLASSA2 in Figure 3.5. These are 
consistent with the descriptions in Garcia and Parker (1989) and Garcia (1993, 1994).  
The deposition thickness for MIX1 appears to be overestimated by the fully coupled model 
for x < 4 m (Figure 3.4b). This is understandable because MIX1 used graded sediment 
mixtures (Garcia 1993, 1994), whereas the present model is limited to uniform sediment 
transport. Nevertheless, satisfactory agreement is obtained between the computed and 
measured deposition thickness for the uniform sediment run GLASSA2 (Figure 3.5b). 
Furthermore, the computed current surface position for MIX1 compares satisfactorily with 
the experimental data (Figure 3.4a). 
MIX1 and GLASSA2 are reasonably resolved. The present model provides a useful tool for 
investigating internal hydraulic jump for turbidity current. 
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Figure 3. 4 Numerical solutions and measured data for MIX1 (a) bed and current 
surface, (b) deposition thickness, (c) current velocity, (d) Richardson number. 
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Figure 3. 5 Numerical solutions and measured data for GLASSA2 (a) bed and current 
surface, (b) deposition thickness, (c) current velocity, (d) Richardson number. 
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3.3 Experimental 2D Axisymmetric Turbidity Currents 
The 2D experimental axisymmetric lock-release turbidity currents by Bonnecaze et al. 
(1995) are simulated numerically. Figure 3.6 shows a plan view of the sketch of the flume. 
The flume consists of a rectangular part (0.038 m wide and 0.306 m long) and a radial part 
(the width expands from 0.038 m to 0.294 m within 1.83 m). A lock gate is placed at the 
centre of the rectangular part, which separates the flume filled with water-sediment mixture 
on the left side and ambient clear water on the right side. Turbidity currents are initiated by 
instantaneous vertical withdrawal of the lock gate. The initial thickness is 0.14 m. 
Sediments with d  = 37 µm, p = 0.5 and sρ = 3217 kg/m3 are used. Three runs are 
conducted with different initial sediment concentrations for the turbidity volume in the LHS 
of the flume: 0.019, 0.01 and 0.0051, labelled as C1, C2 and C3 respectively. Based on 
grid-convergence tests, x∆ = y∆ = 0.0047 m, and Cr = 0.95 are applied. C3 is used to 
calibrate the model parameters, which gives: br  = 1.0 and Dc = 0.01.  
 
 
Figure 3. 6 A sketch for plan view of the 2D lock-release turbidity current. 
 
Figs. 3.7-3.10 present the numerical solutions of C1 including distributions of current 
thickness (Figure 3.7), current velocity (Figure 3.8), sediment concentration (Figure 3.9) 
and deposition thickness (Figure 3.10), respectively. Figs. 3.7-3.10 essentially exemplify 
the propagation and spreading of the axisymmetric turbidity currents. In Figure 3.8, the 
arrows represent the velocity direction, and the contours of the current velocity are also 
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included. The values of the contours are indicated in the bottom-left of each graph, 
corresponding to the contours from the external contour to the internal contour. The 
maximum current velocity u  in the x -direction is also stated.  
Initially the water-sediment mixture stands still on the left side of the lock gate when the 
lock gate is closed. Once the lock gate is withdrawn, the turbidity volume slumps and 
plunges into the standing clear water due to the horizontal pressure difference, driving the 
turbidity current (Figure 3.7a, b). The current velocity attains a maximum value within this 
short period (0.065 m/s at t= 0.01 s, Figure 3.8a; and 0.22 m/s at t  = 0.5 s, Figure 3.8b). In 
this stage, sediment deposition and the variation of the sediment concentration are 
negligible (Figure 3.10a, b; Figure 3.9a, b). Afterwards, as the currents propagate and 
spread, the current thickness (Figure 3.7), sediment concentration (Figure 3.9) and current 
velocity (Figure 3.8) decreases, due to sediment deposition (Figure 3.10) and thus the 
driving force reduces.   
 
 
 
Figure 3. 7 Distributions of the computed current thickness at four times for C1. 
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Figure 3. 8 Distributions of the computed current velocity at four times for Test C1. 
 
 
 
Figure 3. 9 Distributions of the computed sediment concentration at four times for C1. 
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Figure 3. 10 Computed bed elevation distributions at four times for C1. 
 
Figure 3.11 shows (a) the final deposit density versus the radial distance and (b) the current 
front location against time. The radial distance is measured from the ghost origin as 
indicated in Figure 3.6(a), which is set to be the intersection of the extended walls of the 
radial flume part. It is seen from Figure 3.11(b) that the turbidity currents propagate fastest 
at the beginning and then slow down gradually with time, consistent with that noted in 
Figure 3.8. The higher the initial sediment concentration (corresponding to a higher driving 
force), the faster the currents advance and thus the further the currents travel (Figure 3.11b). 
Finally the location of the current front becomes approximately stable without further 
propagation (Figure 3.11b). This is because the driving force is reduced gradually by 
sediment deposition with time, as indicated in Figure 3.11(a). Turbidity currents with a 
higher initial concentration deposit more sediment per area (Figure 3.11a).  
Moreover, from Figure 3.11(a, b), the computed deposition density and the advance of the 
current front agree with the measured values rather well, though quantitative differences are 
observed. The 2D coupled model appears to underestimate the deposition density in the 
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vicinity of the left wall of the flume for turbidity currents with low sediment concentrations 
(C2 and C3, see Figure 3.11a). This is due to sediment depositions in the wall corners 
during the experiments, of which the effects can be minimized if the overall deposition 
becomes more pronounced as in C1 (Figure 3.11a).  
The above observations suggest that the axisymmetric turbidity currents are satisfactorily 
resolved by the present 2D coupled model, indicating the good credibility of the 2D fully 
coupled model. 
 
 
 
Figure 3. 11 Numerical solutions and experimental data for axisymmetric turbidity 
currents: (a) deposition density, (b) current front location. 
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3.4 Experimental Hyperconcentrated Turbidity Currents 
Turbidity currents may be of very high sediment concentration in natural settings (e.g., 
Lowe 1982; McCave and Jones 1988; Hallworth and Huppert 1998). Due to the potential of 
particle-particle interactions at high concentrations, hyperconcentrated turbidity currents 
may behave qualitatively differently from turbidity currents with low sediment 
concentrations. Using experimental sediment-laden lock-release density currents with 
different initial sediment concentrations (Hallworth and Huppert 1998), different behaviour 
of hyperconcentrated turbidity currents has been observed in terms of the current front 
location and the deposition thickness, as compared to low concentration turbidity currents. 
A side view of the flume can be seen in Figure 3.12. The flume is 2 m long, 0.2 m wide and 
0.25 m deep. The lock gate is placed at 3 cm from the left side of the flume. The initial 
water-sediment mixture and ambient water depth is 0.10 m. The initial concentration ranges 
from 0.025 to 0.40, sediment diameter =d 0.009 mm, sediment density sρ = 3217 kg/m3.  
 
 
Figure 3. 12 A side view of the rectangular flume by Hallworth and Huppert (1998). 
 
Figure 3.13 shows the experimental data (a) the position of the current front versus t ; and 
(b) the deposit density versus x . The deposit density is the local deposition mass 
normalized by the total deposition mass 0/ MD . From Figure 3.13, hyperconcentrated 
turbidity currents propagate rapidly the same as dilute turbidity currents during the slump 
stage in the vicinity of release, however, beyond a threshold concentration (0.275, Figure 
3.13), the former experienced a pronounced and sudden arrest, depositing their sediment 
close to the release point, featuring step geometries (Figure 3.13b). The arrest point 
Lock gate 
Clear water  Turbidity 
 water 0.1 m 
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approaches progressively closer to the release point and the deposition becomes steeper as 
the initial sediment concentration increases. This phenomenon is termed an abrupt 
transition of a hyperconcentrated turbidity current. 
 
 
 
Figure 3. 13 Experimental results by Hallworth and Huppert (1998), with permission 
of AIP. (a) position of the current front versus t ; and (b) deposit density versus x , 
using various initial concentrations as indicated in the legend. 
 
Based on experimental saline density currents, Amy et al. (2005a) attributed this different 
behaviour to the difference in the magnitude of the Reynolds number. By depth-resolving 
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3D simulation, Cantero et al. (2007) suggested that the physical basis for this reason 
remains an open question. There has been a proposition that the abrupt transition might be 
due to the non-Newtonian property at high concentrations (Huppert 2006). This proposition 
echoes with the observed abrupt halt of the hyperconcentrated flood in the Yellow River, of 
which the non-Newtonian property is well known (Qian and Wan 1993). 
Hyperconcentrated floods in the Yellow River may come to stop suddenly and block the 
river accompanied by severe sedimentation, due to the non-Newtonian property at high 
concentrations (Cao et al. 2006; YRCC 2007). Yet a physically-based explanation for the 
abrupt transition of hyperconcentrated turbidity current remains an unresolved question.  
In this section, the non-Newtonian property at high concentrations is tentatively 
incorporated in the fully coupled model, and the experimental lock-release turbidity 
currents by Hallworth and Huppert (1998) are investigated numerically. By incorporating a 
Bingham yield stress, the relationship for bed shear stress Eq. (2.12) is revised as 
Bbx u τρτ += 2*                                                                                                                     (3.1) 
where Bτ  = Bingham yield stress, estimated simply as (Qian and Wan, 1983) 
2
1
k
B ck=τ                                                                                                                             (3.2) 
where 21 , kk  are empirical coefficients, usually greater than unity.  
When the sediment concentration is not sufficiently large, the Bingham yield stress would 
be negligible, thus turbidity currents would behave as a Newtonian fluid; on the contrary, at 
high concentrations, the non-Newtonian properties have a noticeable influence on the 
current evolution. Two cases are considered here with ( =1k 100.0 and =2k 8.0) and 
without ( =1k 0.0 and =2k 0.0) incorporating the potential non-Newtonian property. Other 
parameters are: 4.0=p and 02.0=Dc . Based on grid convergence tests, the spatial step 
x∆ = 0.002 m and Cr = 0.9. The upstream boundary conditions are specified by mass 
conservations of the water-sediment mixture and sediment. Six different initial sediment 
concentrations are considered for both cases. 
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The slumping and propagation processes of these turbidity currents are qualitatively similar 
to these of the 2D axisymmetric turbidity currents considered in Section 3.3. Thus they are 
not discussed further here. Figure 3.14 presents the numerical solutions for which the 
potential for non-Newtonian property is not accounted for (a) the position of the current 
front versus t  and (b) the final deposition density versus distance. Figure 3.15 presents 
those when the Bingham yield stress is considered. 
When turbidity currents are treated as Newtonian fluid, turbidity currents with large initial 
sediment concentrations propagate faster than those with relatively low concentrations 
(Figure 3.14a). This can be explained from the perspective of the driving force of turbidity 
currents. The higher the sediment concentration, the greater the driving force, thus the 
faster and farther the turbidity current propagates. Accordingly, the deposition by turbidity 
currents with higher concentration extends further downstream (Figure 3.14b). These 
observations are in accordance with the existing understanding of low concentration 
turbidity currents (e.g., Huppert and Simpson 1980; Bonnecaze et al. 1993, 1995; Dade and 
Huppert 1995), however are in contradiction with the understanding of hyperconcentrated 
turbidity currents (Hallworth and Huppert 1998).  
When the potential of the non-Newtonian property is considered, the propagation of 
turbidity current is subdued to a certain extent (Figure 15a). This is because turbidity 
currents have to overcome the Bingham yield stress. When the initial concentration is not 
sufficiently large (say, lower than 0.25), the Bingham yield stress is relatively small and the 
effects of non-Newtonian behaviour are negligible. However, as the initial concentration 
increases and exceeds a threshold value, the Bingham yield stress becomes increasingly 
dominant and the influence of non-Newtonian property of the turbidity current becomes 
significant, thereby the relationship between the initial concentration and the advance of 
current front exhibits a reversed tendency in comparison to those of lower density, which is 
similar to the observed abrupt transition for hyperconcentrated turbidity currents by 
Hallworth and Huppert (1998).  
These can also be clearly seen from the geometric from of the final deposit densities as 
shown in Figure 3.15(b). For dilute turbidity currents, the deposition density has a 
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maximum value near the release point and decreases to zero along the channel. On the 
contrary, a step geometry of the deposition density is predicted for hyperconcentrated 
turbidity currents and the maximum deposition density appears at the downstream of the 
channel. The step geometric form becomes steeper as the initial concentration increases. 
These observations are similar to the observed difference between the turbidites (due to 
turbidity currents with low concentrations) and debrites (due to turbidity currents with high 
concentrations) in the Marnoso-arenacea Formation, Italy (Amy et al. 2005b; Amy and 
Talling 2006). Turbidites created by low density turbidity currents tend to thin gradually 
downstream, whereas those by high density turbidity currents feature abrupt terminations. 
 
 
 
Figure 3. 14 (a) Position of the current front versus t  and (b) deposition density 
0
3 /10 MD  versus x  for those when the potential of non-Newtonian effects is not 
accounted for. 
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Figure 3. 15 (a) Position of the current front versus t  and (b) deposition density 
0
3 /10 MD  versus x  for those when the potential of non-Newtonian effects is 
accounted for. 
 
Considering the non-Newtonian property at high concentrations, the fully coupled model can 
reproduce reasonably well the phenomenon of abrupt transition for hyperconcentrated turbidity 
currents. This allows us to propose that the property of non-Newtonian fluid should be 
responsible for abrupt transitions in hyperconcentrated turbidity currents. There are inevitable 
quantitative differences, yet it will have at least contributed a better understanding of the 
mechanism of hyperconcentrated turbidity currents. The successful reproduction of the abrupt 
transition indicates excellent performance of the fully coupled model. 
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Chapter 4. MULTIPLE TIME SCALES – SIGNIFICANCE OF 
COUPLED MODELLING  
 
Summary 
 Multiple time scale theory is developed to analyze theoretically the interactions 
between the current, sediment transport and bed topography and deformation 
 Self-accelerating turbidity currents representative of those occurring in the Scripps 
Submarine Canyon are simulated to complement the analyses of time scales 
 Fully coupled modelling is shown to be critical 
 
The interactions between the current, sediment transport, and morphological change (bed 
deformation) normally assume multiple time scales, which essentially dictate whether the 
feedback impacts of bed deformation appreciably affect the current evolution, i.e., the 
conditional applicability of decoupled and partially coupled models, as compared to a fully 
coupled model. If the rate of bed deformation is smaller than that of the current change by 
an order (or orders) of magnitude, the feedback impact of bed deformation on the currents 
might be negligible, thus partially coupled or decoupled modelling may be applicable, and 
vice versa. In this chapter, the significance of fully coupled modelling for turbidity currents 
is demonstrated. First, the time scales of turbidity currents are defined and analyzed under 
static conditions. Second, self-accelerating turbidity currents representative of those 
occurring in the Scripps Submarine Canyon are numerically simulated and numerical 
comparisons are conducted with regard to different models as summarized in Table 2.1. 
 
4.1  Time Scales of Turbidity Currents 
The theory of multiple time scales was developed first for (subaerial) fluvial processes with 
uniform suspended sediment transport by Cao et al. (2007), and then extended to fluvial 
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processes with uniform bed load sediment transport (Cao et al. 2010, 2011). Efforts are 
being made to derive multiple-time-scale understanding of fluvial processes with graded 
sediment transport. Here the multiple-time-scale theory is developed for turbidity currents 
to understand the multiple time scales of the interactions between turbidity currents, 
sediment transport and morphological change. Although subaqueous turbidity currents 
differ from sediment-laden open channel flow in many aspects (Qian and Wan 1983; 
Simpson 1997), this extension is theoretically justified as the governing equations of 
turbidity currents are of a hyperbolic nature (Bradford et al. 1997; as also suggested below 
by the existence of the four real eigenvalues for the matrix A ).  
By time scale, it means the time that governs the rate of the change of a specific quantity 
describing the current, for example, current thickness and sediment transport rate or bed 
deformation. Physically, it measures how fast a physical quantity of the turbidity currents 
changes with time. The greater the time scale, the slower the physical quantity varies in 
time, and vice versa. Consider a general ordinary differential equation for a physical 
quantity σ   
Θ=dtd /σ                                                                                                                         (4.1a) 
or simply an order-of-magnitude estimation 
Θ～dtd /σ                                                                                                                        (4.1b) 
The time scale of the physical quantity σ  is defined as )/( Θ= σσ absT , which is dictated 
by the variation rate of σ  with time.  
 
4.1.1  Definitions  
Since the layer-averaged governing equations for turbidity currents are of a hyperbolic 
nature, they can be transformed into a set of ordinary differential equations (compatibility 
equations) along characteristics. The analysis of the time scales is underpinned by the 
characteristic theory for the hyperbolic governing equations. As a characteristic cone is 
involved for 2D governing equations, which is mathematically complicated, the multi-scale 
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theory is presented with regard to a 1D turbidity current for qualitative understanding. The 
1D governing equations are first rewritten in primitive form as follows, 
RWAW =
∂
∂
+
∂
∂
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where W = vector of primitive variables, A = matrix, R = vector of source terms. The 
characteristics and the corresponding characteristic compatibility equations for Eq. (4.2) 
read 
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where 1λ , 1λ , 3λ  and 4λ  = celerities that are the eigenvalues of A  and can be computed 
from 0=− IA λ  (where I  is the unit matrix), kL = left eigenvector corresponding to the 
eigenvalue kλ . The analytical expressions for the left eigenvector 
kL
 and kλ  are as 
follows 
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For congruence of evaluation, time scales are all defined along the 2,1λ -characteristics. For 
sediment concentration and bed elevation, the following can be derived 
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From Eq. (4.5b) and Eq. (4.6b) 
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Substituting Eq. (4.8a, b) into Eq. (4.7a, b), one has
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Substituting Eq. (4.9a, b) into Eq. (4.4a, b), one gets
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In general, the two terms in the LHS of Eq. (4.10) are of the same order of magnitude as 
huR . Otherwise, say, dtdh /  (or dtdu / ) was of a lower order-of-magnitude and thus 
neglected, one would yield two usually distinct values of velocity (or current thickness) 
from the two compatibility equations along the 2,1λ - characteristics. Therefore, the 
following order-of-magnitude estimations can be obtained along the 2,1λ - characteristics 
huRdt
du ～  , 
Rgc
hR
dt
dh
hu～                                                                                         (4.11a, b) 
According to Eq. (4.11), the time scales of the currents can be defined as  
hu
u R
uT =                  time scale uT  of the current velocity                                                (4.12) 
Fr
T
RgchR
hT u
hu
h == /
       time scale hT  of the current thickness                                  (4.13) 
Of particular interest is the rate of bed deformation due to non-equilibrium sediment 
transport as represented by 4/ Rdtz =∂ , which is valid along any characteristics, including 
the 2,1λ -characteristics. In analogy to the definitions of the time scales uT  and hT , it is 
straightforward to define the time scale of bed deformation as 4/ Rz . However, the 
magnitude of the bed elevation z  depends on the defined datum level. Thus the expression 
4/ Rz  would incur an issue of nonuniqueness for the time scale due to the arbitrary 
definition of the datum. The most viable length scale, the current thickness, is used as a 
compromise for the definition of the time scale of bed deformation 
4R
hTb =               time scale bT  of bed deformation                                                        (4.14) 
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Moreover, it is the rate of bed deformation relative to that of the change of the flow depth 
that is directly critical in quantifying the effects of bed deformation on the current evolution. 
Thus the time scale of bed deformation relative to that of the flow depth can be defined as 
the ratio of the change rates of the two variables 
 
4
/
/
R
RgchR
T huhb =                                                                                                          (4.15) 
From Eqs. (4.13), (4.14) and (4.15), it is easy to get that hbhb TTT // = , indicating the 
compromise made in defining the time scale bT  in Eq. (4.14) has no effect on the 
assessment of the feedback impacts of bed deformation. 
 
4.1.2 Static Time Scales and Implications 
The time scales defined above are evaluated under static conditions here in relation to self-
accelerating turbidity currents representative of the Submarine Scripps Canyon (Fukushima 
et al. 1985; Parker et al. 1986), with the following relevant parameters: d = 0.15 mm, ω  = 
0.0165 m/s, sρ = 2650 kg/m3, p = 0.4, Dc = 0.004, pψ = 1, υ = 1E-6 m/s2, h = 3 m, bxS = 
0.08, xc ∂∂ /  = 0.0003. The bed shear velocity and sediment concentration are varied over a 
wide spectrum. With these parameters, the time scales uT , hT  and hb TT /  can be computed 
according to Eqs. (4.12 to 4.15) along with the empirical formulae presented in Chapter 2.  
Figure 4.1 shows the contours of the time scale 
uT  of the current velocity in the cu −*  
plane along (a) the 1λ -characteristics and (b) the 2λ -characteristics. The existence of 
double values of uT  is evident, respectively along 1λ - and 2λ -characteristics (comparing 
Figs. 4.1a and 4.1b). This is due to the third term 1/ RhRgc±  in the middle of Eq. (4.10). 
The contours of uT  along the two characteristics are qualitatively similar and only exhibit 
slight quantitative differences. Thus the analyses below pertain to the time scale uT  along 
the 1λ -characteristics, which are essentially applicable to both characteristics.  
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Figure 4. 1 Contour of the time scale 
uT  of the current velocity in the cu −*  phase 
along (a) 1λ - characteristics and (b) 2λ - characteristics. 
 
The time scale uT  essentially characterizes the change rate of current velocity along the 
characteristics. The larger the time scale uT , the slower it varies; and vice versa. Notably, 
there exists a long and narrow region where the maximum value of uT  appears, i.e., uT > 
1000, indicating negligible variation rate of the current velocity. This in essence should 
correspond to an approximately steady and uniform regime. In other regions, the further the 
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distance that it is away from the region of uT  > 1000, the smaller uT  is. This suggests that 
turbidity current has a trend to adjust to a steady and uniform state. The further the currents 
are away from the steady and uniform regime, the faster the adaptation is; and vice versa. 
As shown in Figure 4.2 are the contours of the time scale hT  of the current thickness along 
(a) the 1λ -characteristics and (b) the 2λ -characteristics. Considerable differences can be 
seen between uT  and hT , as the latter is differentiated by the densimetric Froude number 
(see Eq. 4.13). Under given current conditions (bed shear velocity and current thickness), 
the values of the time scale hT  tend to be generally greater than that of the time scale uT  for 
higher sediment concentrations, whereas for lower sediment concentrations uh TT < . This is 
because the magnitude of the densimetric Froude number depends on sediment 
concentration. Nevertheless the locations of the regions with 1000>hT  and 1000>uT  
resemble each other well, suggesting a steady and uniform regime.  
To maintain a steady, uniform turbidity current, it is equally important to have a state of 
equilibrium sediment transport, i.e., there is a vanishing sediment exchange between the 
current and the loose bottom boundary and negligible bed deformation, which is not typical 
of turbidity currents. An examination of the time scale bT  of bed deformation would shed 
insight on this issue. Figure 4.3 illustrates the contours of the time scale bT  of bed 
deformation, of which the value is independent of the 1λ - and 2λ -characteristics. The 
greater the time scale bT , the slower the bed deformation. In Figure 4.3, a region where the 
maximum value of bT  appears (say, bT > 100000) is evident, implying that bed deformation 
is negligible and sediment transport is in a quasi-equilibrium state. Actually, this region is 
in essence immediately around the curve of sediment transport capacity as estimated by Eq. 
(2.19a). Comparing the time scale bT  for bed deformation (Figure 4.3) and the time scales 
uT  or hT  (Figure 4.1 or Figure 4.2), the regions with maximum bT  and hT (or uT ) hardly 
collapse onto each other in the cu −*  plane. Probably there would be only two intersections 
due to the convex and concave characteristics of the two regions with hT > 1000 and bT > 
100000 respectively.  
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These has interesting implications. When the current tends to attain a steady and uniform 
regime, sediment transport is likely to be non-equilibrium, which would change the driving 
force and make the current deviate from the steady and uniform state. In contrast, even if 
the sediment transport is in equilibrium, the current may be unsteady or nonuniform, which 
would induce a variation in sediment exchange. These suggest that steady and uniform 
turbidity current under equilibrium sediment transport may not exist simultaneously.  
 
 
 
Figure 4. 2 Contours of the time scale hT  of the current thickness along (a) 1λ - 
characteristics and (b) 2λ - characteristics. 
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Figure 4. 3 Contour of the time scale bT  of the current velocity. 
 
Of particular interest is the relative rate of bed deformation against the change of current 
thickness, which can be measured by hb TT / . Figure 4.4 illustrates the contour of hb TT /  in 
the cu −*  plane along (a) the 1λ -characteristics and (b) the 2λ -characteristics. hb TT /  along 
the two characteristics are quantitatively only slightly different. In addition to a region with 
a very large value of the relative time scale hb TT / > 1000, there also exists a region with a 
very small value of the relative time scale hb TT / < 1. It is not surprising to see that the 
region with hb TT / > 1000 essentially corresponds to the region with bT > 100000 in Figure 
4.3, and the region with hb TT / < 1 corresponds to the region with hT > 1000 in Figure 4.2. 
It is consistent with the prior speculation that there are only two intersections in the cu −*  
plane between the regions with hT > 1000 or hb TT / < 1 and the region with bT > 100000 or  
hb TT / > 1000, suggesting steady and uniform turbidity current with equilibrium sediment 
transport hardly exist.  
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Figure 4. 4 Contour of the relative time scale hb TT /  along (a) 1λ - characteristics and 
(b) 2λ - characteristics. 
 
Figure 4.4 actually shows the rate at which the bed deforms, relative to the change of the 
turbidity current thickness. Physically the greater the value of hb TT / , the slower the bed 
deforms in relation to the current, and the less the bed deformation affects the current. Thus, 
existing decoupled or partially coupled models may be approximately applicable. In 
contrast, when hb TT /  is not sufficiently large, the feedback impact of bed deformation 
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deserves full consideration, thus fully coupled models must be employed. In Figure 4.4(a) it 
is observed that the variation of hb TT /  exhibits a rather sophisticated pattern against the bed 
shear velocity and sediment concentration. Similar to the proposition of Cao et al. (2007), 
two critical values (1000, 100) are tentatively used to distinguish the regimes with different 
relative time scale of bed deformation, and accordingly the applicability of mathematical 
models is suggested (see Table 4.1). In the region with hb TT / > 1000, the rate of bed 
deformation is at least three orders slower than that of the change of current thickness. This 
region is termed NBD, in which a decoupled model might be justified. Furthermore, there 
exists a WBD regime with 100 < hb TT / < 1000 in the vicinity of NBD region, in which the 
rate of bed deformation is considerable, yet its feedback impacts may not be appreciable. 
Presumably for the WBD, a partially coupled model suffices. Thirdly, the existence of the 
large region with hb TT / < 100 is evident, corresponds to the RBD regime, in which the rate 
of bed deformation as well as its feedback impact on the current change are considerable, 
and use of a fully coupled model is critical.  
 
Table 4. 1 Regimes of bed deformation 
hb TT /  hb TT / >1000 1000> hb TT / >100 100> hb TT /  
Regime  Negligible bed 
deformation (NBD) 
Weak bed deformation 
(WBD) 
Rapid bed deformation 
(RBD) 
Model TEM, PCM or FCM PCM or FCM FCM 
 
As shown in Figs. 4.5-4.7, a sensitivity analysis of key variables (current thickness, bed 
slope, the spatial gradient of sediment concentration) is conducted with regard to the 
relative time scale hb TT / . Except the changed values of these key variables as indicated in 
the figure titles, all other parameters are the same as those used for Figs. 4.1-4.4. From 
Figure 4.5-4.7, all these key variables exert a considerable quantitative effect on the relative 
time scale hb TT / , yet they are qualitatively similar. The relative time scale hb TT /  in Figs. 
4.5-4.7 further demonstrate a necessity of fully coupled modelling at most conditions.  
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Figure 4. 5 Impact of current thickness with h  = 10 m: hb TT /  along the 1λ -
characteristic. 
 
 
Figure 4. 6 Impact of bed slope with bxS  = 0.001 m: hb TT /  along the 1λ -characteristic. 
 
73 
 
 
 
Figure 4. 7 Impact of spatial gradient of sediment concentration with (a) xc ∂∂ / = -
0.0003 and bxS  = 0.008; (b) xc ∂∂ / = -0.0003 and bxS  = 0.001: contours of hb TT /  along 
the 1λ -characteristic. 
 
These critical values of hb TT /  in Table 4.1 may not be generally applicable and need to be 
substantiated through further studies. For example, in the right and bottom (RB) of the 
cu −*  plane in Figure 4.4, hb TT /  is greater than 1000. However, in the RB, bT  is smaller 
than 500 as seen in Figure 4.3, representing a very fast rate of bed deformation, which may 
induce a strong feedback impact of bed deformation on the current evolution. These 
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analyses all pertain to time scales under static conditions. Further computational case 
studies of self-accelerating turbidity currents are presented below to complement these 
analyses.  
 
4.2. Self-Accelerating Turbidity Currents 
Numerical modelling of self-accelerating turbidity currents was first presented by 
Fukushima et al. (1985) and Parker et al. (1986) in their study of the Submarine Scripps 
Canyon. Six mathematical models are applied to the self-accelerating turbidity currents and 
numerical comparisons are conducted to complement the analysis of static time scales. For 
a model summary, one can refer to Table 2.1 in Chapter 2. Following Fukushima et al. 
(1985) and Parker et al. (1986), the following values of the relevant parameters are 
specified: bxS = 0.08, p = 0.4, d = 0.15 mm, ω = 0.0165 m/s, sρ = 2650 kg/m3, Dc = 
0.004 for the models using a constant value for the bed drag coefficient (FCM, PCM, TEM), 
whereas α = 0.1 and *Dc = 0.004 for the models using the turbulent energy constraint 
(FCMK, PCMK, FEM). The computational reach is set to be 3500 m. The upstream 
boundary conditions are prescribed as 0h = 3.0 m, 0u = 1.24 m/s, 0c = 0.005. Based on grid-
convergence tests, spatial step x∆ = 0.25 m and Cr = 0.9 are applied. Specifying both the 
turbidity current thickness and velocity at the inlet boundary ( x = 0 m) is appropriate 
because the densimetric Froude number ( 0000 / hRgcuFr = ) at the inlet boundary is equal 
to 2.52, greater than unity. Numerical modelling is performed within the time period before 
the front of turbidity currents reaches the downstream boundary, for which the boundary 
conditions can be simply set at the initial static condition.  
 
4.2.1 Reproducing self-accelerating turbidity currents 
Figure 4.8 shows the longitudinal velocity profiles computed by the six models summarized 
in Table 2.1, and Figure 4.9 shows the sediment discharge profiles. Sediment concentration 
profiles from the six models are illustrated in Figure 4.10. From Figs. 4.8-4.10, the 
following are identified. A dip in the velocity computed by FCM and PCM is seen in the 
immediate vicinity of the inlet boundary (Figure 4.8a, b, c, d). As the energy constraint is 
incorporated in FCMK and PCMK, the dip essentially disappears. Apart from the dip in 
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velocity by FCM and PCM, as the currents propagate downstream, the velocities and 
sediment discharges from the six models increase monotonously (Figs. 4.8 and 4.9). Recall 
the definition by Fukushima et al. (1985) and Parker et al. (1986) that the currents are self-
accelerating if the velocity and sediment discharge eventually increase monotonically in the 
downstream direction. Therefore, Figs. 4.8 and 4.9 actually demonstrate the ability of the 
six models (Table 2.1) to reproduce self-accelerating turbidity currents. As the currents 
propagate forward, the velocities increase (Figure 4.8), thus the currents can entrain more 
sediment from the bed than they lose through deposition, becoming heavier as 
characterized by the increase in sediment concentration (Figure 4.10) and increasing the 
term xzRgch ∂∂− /  that quantifies the driving force of the currents. As a result, self-
acceleration is generated, triggering active sediment transport (Figure 4.9).  
 
 
Figure 4. 8 Current velocity profiles versus down-canyon distance: (a, b, c, d) from the 
fully and partially coupled models with Dc  determined empirically (FCM, PCM) and 
Dc  linked to a turbulent constraint (FCMK, PCMK), respectively; (e) from the three 
equation model (TEM) and four equation model (FEM). See Table 2.1 for the 
differences of these models. 
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There exist remarkable differences among the solutions of the six models. Firstly, PCM 
produces appreciably higher velocity and sediment concentration than FCM (Figs. 4.8 and 
4.10). Sediment discharge from PCM is slightly different from that of FCM (Figure 4.9). 
These observations also hold true for PCMK compared to FCMK (Figs. 4.8-4.10). 
Secondly, the differences are considerable between the models with (FCMK, PCMK and 
FEM) and without (FCM, PCM and TEM). The velocity and sediment discharge from 
FCMK are markedly lower than those from FCM (Figs. 4.8 and 4.9), except for the dip in 
velocity close to the inlet boundary from FCM. The comparison between PCMK and PCM 
is in principle similar to that between FCM and FCMK. The velocity, sediment discharge 
and sediment concentration from FEM are significantly lower than those from TEM (Figs. 
4.8e, 4.9e and 4.10e), concurring with the finding by Parker et al. (1986). Finally, the 
numerical results from TEM feature higher velocity, sediment discharge and sediment 
concentration than those from FCM at t = 500 s (Figs. 4.8e, 4.9e, 4.10e), whereas the 
inverse is seen for FEM in comparison to FCM. These differences will be further addressed 
and the potential causes are interpreted in the following. 
 
 
Figure 4. 9 Sediment discharge profiles versus down-canyon distance from FCM, 
PCM, FCMK, PCMK, TEM and FEM. 
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Figure 4. 10 Sediment concentration profiles versus down-canyon distance from FCM, 
PCM, FCMK, PCMK, TEM and FEM. 
 
4.2.2 Feedback impacts of bed deformation 
Figs. 4.11 and 4.12 illustrate respectively the longitudinal profiles of turbidity current 
thickness and bed scour depth )0,(),( xztxzz −=∆  at selected instants from the fully and 
partially coupled models. From Figure 4.11, partially coupled models feature detectably 
smaller turbidity current thickness than the fully coupled models (PCM versus FCM, and 
PCMK versus FCMK). When seeking the potential causes of these differences along with 
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those in velocity, sediment discharge and sediment concentration, one may refer to the 
momentum transfer due to water entrainment, which is neglected in partially coupled 
models (PCM and PCMK). By numerical experiments, however, it is observed that the 
influence of momentum transfer due to water entrainment is actually negligible (not shown). 
Therefore, the differences between the fully and partially coupled models can only be 
ascribed to the coupling terms in the governing equations, which represent the feedback 
impacts of bed deformation. They are explained as follows. 
Physically bed degradation (Figure 4.12) would lead to an increase in the total mass of 
sediment carried by the turbidity currents. However, by PCM, the increase in the total mass 
of sediment is not accounted for in the total mass of the water-sediment mixture because 
the second term in the RHS of the mass conservation equation Eq. (2.5) or (2.7) of the 
water-sediment mixture is neglected. Its net effect is an underestimation of the current 
thickness by PCM (Fig 4.11) and thus an overestimation of the current velocity ( hhuu /= , 
Figure 4.8) and sediment concentration ( hhcc /= , Figure 4.10) by PCM as compared to 
FCM, which in turn gives an overestimation of driving force and thus faster advancing of 
the current front, as seen in Figs. 4.8 - 4. 10. Not surprisingly, when the current velocity, 
sediment concentration and the current thickness are combined together (sediment transport 
rate: huc , Figure 4.9), the difference between FCM and PCM appears negligible. The 
computed bed scour depth by PCM is generally greater than that by FCM (Figure 4.12) due 
to the overestimation of the current velocity by PCM. This explanation also applies to the 
numerical difference between FCMK and PCMK. 
Indeed, in the initial period (say, 5<t s), the differences between the fully and partially 
coupled models are essentially negligible, in respect of that the currents have not been 
sufficiently swift and the bed deformation is mild (Figs. 4.8-4.10(a)). As turbidity currents 
propagate downstream and accelerate, they become sufficiently swift and heavier, resulting 
in active sediment transport and rapid bed deformation (Figs. 4.9 and 4.12). Mostly notably, 
the bed scour depth is not negligible compared to turbidity current thickness as shown in 
Figs. 4.11(c, d) and 4.12(c, d). 
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Figure 4. 11 Turbidity current thickness versus down-canyon distance from FCM, 
PCM, FCMK and PCMK at four times. 
 
 
Figure 4. 12 Bed scour depth versus down-canyon distance from FCM, PCM, FCMK 
and PCMK at four times. 
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The above observations follow that fully coupled modelling with the complete governing 
equations is essential for refined resolution of turbidity currents featuring active sediment 
transport and rapid bed deformation. In support of this argument, the relative time scale of 
bed deformation at selected cross sections along the 1λ -characteristics is shown in Figure 
4.13 (that along the 2λ -characteristics is similar and thus not shown). The value of hb TT /  is 
consistently lower than 100, corresponding to the RBD regime as in the analysis of static 
time scales. This indicates that the fully coupled modelling must be employed for self-
accelerating turbidity currents. These are also backed up by the significant differences (Figs. 
4.8-4.10) between the solutions of the decoupled and fully coupled models (TEM versus 
FCM, and FEM versus FCMK), although these are partly ascribed to the steady flow 
approximation in TEM and FEM. 
 
 
Figure 4. 13 Relative time scale hb TT /  of bed deformation along the 1λ -characteristics 
at selected cross sections. 
 
4.2.3 Effect of the steady flow approximation 
To further address whether the steady flow approximation is applicable or not, the 
constituent contributions of the temporal and spatial changes to the momentum 
conservation of turbidity currents, along with their ratio, are defined respectively as 
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If turbidity currents are steady or weakly unsteady, the value of txR  would be infinitesimal 
and thus the turbidity currents can be modelled with the steady flow assumption. On the 
contrary, if the value of txR  is considerable, unsteady flow models must be used. Figure 
4.14 shows the longitudinal profiles of txR  at selected times from FCM. From Figure 4.14 
it can be seen that the value of txR  near the front of the turbidity currents can be far larger 
than 0.1, and txR  within the body of the currents may not be negligibly small (say, smaller 
than 0.05). Alternatively, the contribution of the temporal change to the evolution of the 
turbidity currents is not negligible, the front of turbidity currents is highly time-dependent, 
and the body part may not be sufficiently steady. The implication of this observation is 
apparent, i.e., the steady flow approximation involved in models TEM and FEM is not 
justified, which may have to a certain extent contributed to the significant differences (Figs. 
4.8-4.10) between the solutions of the decoupled and fully coupled models (i.e., TEM 
versus FCM, and FEM versus FCMK). 
 
 
Figure 4. 14 Ratio of temporal to spatial change from FCM. 
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4.2.4 Impact of the conservation of mean turbulent energy 
Fukushima et al. (1985) and Parker et al. (1986) stated that self-acceleration computed by 
TEM was physically unrealistic, and accordingly FEM was developed by incorporating the 
conservation of mean turbulent energy. Figure 4.15 presents the bed shear velocity profiles 
computed by FCM and FCMK. From Figure 4.15, it is observed that the bed shear velocity 
of FCMK is generally much smaller than that of FCM, implying greatly confined sediment 
entrainment flux for FCMK in comparison to FCM. This is also the case for PCMK and 
PCM, though not shown. Consequently, the bed scour depth computed by FCMK and 
PCMK is found to be greatly subdued compared to those computed by FCM and PCM (Fig 
4.12). This observation along with the differences between the velocity, sediment discharge, 
sediment concentration and current thickness profiles from FCM and FCMK, or PCM and 
PCMK (Figs. 4.8, 4.9, 4.10 and 4.11) lead to the conclusion that incorporating the turbulent 
energy constraint would greatly modify the evolution of turbidity currents. 
While the impacts of the mean turbulent energy constraint on the evolution of turbidity 
current are considerable in relation to the prescribed parameters following Fukushima et al. 
(1985) and Parker et al. (1986), uncertainty must not be ignored with Eqs. (2.14) and (2.15), 
especially the term related to bed resistance (as represented by bed shear velocity *u ). This 
is because the physics of turbulent turbidity currents has to date remained far from clear 
(Kneller and Buckee 2000). It is not surprising as one recalls that even for single-phase 
clear-water flow, the estimation of bed resistance bears much uncertainty. Here the impacts 
of the mean turbulent energy constraint Eqs. (2.14) and (2.15) on the evolution of turbidity 
current are examined by a series of numerical tests with a presumed set of values of 
parameter α , as the magnitude of the parameter α  plays a key role in confining sediment 
entrainment flux and therefore affects current evolution.  
The numerical modelling and the statements in the above text are all based on α = 0.1 
following Fukushima et al. (1985) and Parker et al. (1986). According to Fukushima et al. 
(1985) and Parker et al. (1986), the variation of α  exhibits little influence on numerical 
solutions of FEM. Here numerical modelling tests of FCMK are performed with values of 
α
 varied (quite conservatively) by an order of magnitude around 0.1 (Fukushima et al. 
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1985; Parker et al. 1986), i.e., α = 0.01, 0.05 and 1.0. Figs. 4.16, 4.17, 4.18 and 4.19 
illustrate the current velocity, sediment concentration, current thickness and bed scour 
depth profiles respectively, along with the results from FCM. It is observed from Figs. 4.16 
to 4.19 that as α  varies, the solutions of FCMK exhibit great changes, and yet the 
differences between FCMK solutions and that from FCM always appear to be considerable 
within the range of α  considered. Therefore, the role of the mean turbulent energy 
constraint in modifying the evolution of turbidity currents should be interpreted with due 
caution. Also in this connection, its role must not be confused with the impact of the fully 
coupled modelling. 
 
 
 
Figure 4. 15 Bed shear velocity profiles versus distance from FCM and FCMK with 
α = 0.1 at four instants. 
 
84 
 
 
 
Figure 4. 16 Velocity profiles versus distance from FCM and FCMK with α = 0.1 at 
four instants. 
 
 
Figure 4. 17 Sediment concentration profiles versus distance from FCM and FCMK 
with α = 0.1 at four instants.  
85 
 
 
 
Figure 4. 18 Current thickness profiles versus distance from FCM and FCMK with 
α = 0.1 at four instants.  
 
 
 
Figure 4. 19 Bed scour depth profiles versus distance from FCM and FCMK with α = 
0.1 at four instants. 
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4.3 Conclusions 
The fully coupled model is capable of reproducing self-accelerating turbidity currents. The 
discrepancies compared to decoupled and partially coupled models are ascribed to the 
simplification of the governing equations and assumptions. The use of the complete 
governing equations does not result in any essential increase in computing cost, because 
fully coupled modelling differs from the partially coupled modelling only in that the 
coupling source terms are incorporated in the former, which are only algebraic functions of 
unknown physical variables. Fully coupled modelling is essential for those turbidity 
currents featuring active sediment transport and rapid bed deformation, and existing 
simplified models need to be reformulated. The mean turbulent energy constraint, which 
confines the sediment entrainment flux through depressing the bed shear velocity, can 
considerably modify the evolution of turbidity currents. However, it should be used with 
due caution because the understanding of turbulence-sediment interaction remains far from 
clear, and its impact on the evolution of turbidity currents must not be confused with that of 
the fully coupled modelling. The steady flow assumption is open to question, and unsteady 
flow models are appropriate since the contribution of temporal change is considerable in 
the front of turbidity currents.  
87 
 
 
Chapter 5. EFFECTS OF TURBIDITY CURRENTS ON SUBMARINE 
MORPHOLOGICAL FEATURES 
 
Summary 
 Submarine turbidity currents and the formation of the associated morphological 
features (canyons, channel-levee and lobes on fans) are resolved by the fully 
coupled model 
 Fully coupled modelling is shown to be critical for refined modelling quality 
 Impacts of key factors dictating the incipient formation of channel-levee 
morphology on submarine fans are investigated systematically 
 
 
Submarine turbidity currents have been recognized to be responsible for the formation of 
submarine morphological features (canyons, channels, levees, gullies and sediment waves 
etc) (Cofaigh et al. 2006; Dykstra and Kneller 2008). Previous investigations are mostly 
based on back-calculations from the observed morphological features and small-scale 
laboratory experiments as well as qualitative linear stability analyses, which cannot resolve 
the processes by which turbidity currents affect morphological evolution. In this chapter, 
submarine turbidity currents near a submarine canyon-fan transition and over submarine 
fans are investigated numerically using the fully coupled model. Particular attention is paid 
to the feedback impact of bed deformation on the current and morphological evolution and 
key factors dictating the formation of submarine channel-levee morphology. 
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5.1 Turbidity Currents near Submarine Canyon-fan Transition 
Submarine canyon-fan transitions are usually characterised by abrupt decreases in the bed 
slope. Self-accelerating turbidity currents in the canyon portion may become subcritical and 
diminish around the bed slope break through an 'internal hydraulic jump'. Previous studies 
on turbidity currents near the submarine canyon-fan transition include indirect back-
estimation based on depositional features (Weirich 1988), small scale laboratory flume 
experiments (e.g., Garcia and Parker 1989; Garcia 1993; Mulder and Alexander 2001) and 
1D analyses based on many assumptions and simplifications (Komar 1971; Kostic and 
Parker 2006, 2007). An event of 2D turbidity currents around a slope break is investigated 
numerically by Bradford and Katopodes (1999a, b), yet a relatively small computational 
domain is considered and a partially coupled model is used, by which the process is 
insufficiently addressed and revealed. Here the case of turbidity currents around a slope 
break is numerically revisited in this section using the fully coupled model (FCM). 
A sketch of the computational domain is shown in Figure 5.1. It consists of an erodible bed 
with initial slopes of =bxS  0.1 and =byS 0.0, followed by a sudden transition to a 
horizontal basin in the x -direction. The sloping portion is 50 m long. The inflow current 
enters into the domain at boundary 2-3, with the centre at coordinate (0, 0) and a width of 
b  = 8 m. The adjacent boundaries of the upstream boundary are set as solid walls (1-2 and 
3-4). The upstream boundary conditions are: 0h = 1.0 m, 0u = 0.5 m/s, 0v = 0.0 m/s, 0c = 
0.01, yielding Ri = 0.65 corresponding to supercritical flow. The computational time is 
900 s. Other parameters are: p = 0.4, d   = 0.09 mm, sρ = 2650 kg/m3, Dc = 0.0025. 
Based on grid-convergence tests, x∆  = 2 m, y∆  = 2 m, Cr = 0.95 are applied in the 
computation. This case is similar to that of Bradford and Katopodes (1999b). Yet we use a 
much larger computational domain (400 m long and 500 m wide), as against a very small 
square domain of 100 m × 100 m employed by Bradford and Katopodes (1999b). This 
larger domain ensures that the current does not reach the boundaries within the 
computational time and thus no boundary conditions are needed. The sloping portion is 
designed to represent the submarine canyon, though initially no canyon morphology is 
superimposed. Similarly, in the horizontal portion representing the submarine fan, no 
morphological features typical of a submarine fan are superimposed. In presenting and 
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analyzing the numerical results below, attention will be paid to how turbidity currents form 
submarine morphological features such as canyons, channels, levees and lobes. 
 
 
Figure 5. 1 Sketch of the computational domain. 
 
5.1.1 Evolution of turbidity currents and formation of morphological features 
Figure 5.2 illustrates the evolution of turbidity currents near the transition from FCM, as 
represented by the current surface position (black) and bed elevation (grey) at four times. 
Figure 5.3 is the same as Figure 5.2, yet the current surface is removed for clear illustration 
of the resultant bed morphology. Figure 5.4 shows the corresponding morphological change 
depth from FCM (i.e., the change of the bed elevation compared to the initial 
bed: )0,,(),,( yxztyxz − ). The negative values in Figure 5.4 indicate bed scour; and vice 
versa. Figure 5.5 shows the longitudinal (along the x -direction) variations of (a) the current 
velocity and (b) the bulk Richardson number from the FCM at the centre of the 
computational domain ( y = 0 m). From Figs. 5.2 – 5.5, the following can be observed. 
From Figure 5.2, the downstream propagation and lateral spreading of the turbidity currents 
are apparent. In the upstream sloping portion (x < 50 m, bxS  = 0.1), downstream 
propagation is the main style of current evolution ( <t  80 s, Figure 5.2a, b). When the 
current enters into the horizontal basin (x > 50 m, bxS  = 0.0), both downstream propagation 
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and lateral spreading dominate. Notably, two internal waves are formed at the two sides of 
the computational domain, which migrate upstream from the horizontal portion to the 
sloping portion. Physically the upstream migrating internal waves are due to the obstacle 
effect of the horizontal portion, qualitatively similar to the interval waves noted by Kneller 
and Buckee (2000). This indicates the ability of the present model to capture shock waves 
and contact discontinuities. Accordingly, turbidity currents finally occupy most of the 
upstream canyon portion (Figure 5.2d), though downstream propagation is the dominant 
current evolution style at the early stage (Figure 5.2a, b). At t= 900 s, the current occupies 
an area of about 300 m× 400 m (Figure 5.2d).  
 
 
 
Figure 5. 2 Evolution of turbidity current from FCM: current surface (black) and bed 
elevation (grey) at four instants. 
 
Along with the propagation and spreading of turbidity currents, the bottom bed deforms, as 
seen in Figs. 5.3 and 5.4. Yet the area with bed deformation is largely confined as 
compared to the area occupied by the current. In the upstream sloping portion ( x < 50 m), 
the current appears to be self-accelerating, as evidenced by the rapid increase in current 
velocity along x -direction (see Figure 5.5a: the velocity increases from 0.5 m/s to about 
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1.5 m/s within the upstream 50 m of the sloping portion). In contrast, a self-decelerating 
feature is observed in the downstream horizontal portion, in which the current velocity 
decreases gradually with distance. Around the bed slope break, the current velocities appear 
to be halved abruptly. This abrupt decrease and the contrasting behaviour in the sloping and 
horizontal portions of the current velocity indicate the occurrence of an internal hydraulic 
jump for turbidity currents around the slope break. This is clearly reflected by the 
longitudinal variation of the bulk Richardson number (Figure 5.5b). Around x = 50 m, the 
bulk Richardson number exhibits a sharp increase from less than 0.5 to about 3.0-6.0 
(Figure 5.5b), indicating the change of a supercritical current regime to a subcritical regime. 
The occurrence of internal hydraulic jump is justified and consistent with previous 
investigations (e.g., Komar 1971; Weirich 1988; Garcia and Parker 1989; Garcia 1993; 
Mulder and Alexander 2001). Both the bed slope of the sloping portion ( =bxS  0.1), and 
the particle size ( d = 0.09 mm) are in the suggested range by Mulder and Alexander (2001), 
Kostic and Parker (2006, 2007) for the occurrence of an 'internal hydraulic jump'. The high-
intensity, self-accelerating type of turbidity currents in canyons becomes depleting through 
the 'internal hydraulic jump' when it enters into the horizontal portion. 
Not surprisingly, bed degradation is observed in the sloping portion (Figs. 5.3 and 5.4), 
whereas the bed scour depth decreases rapidly with distance in the horizontal portion. 
Sediment deposition is observed in the two lateral sides and the downstream side of the 
degradation region of the horizontal portion. In between the degradation and aggradation 
regions, there is an intermediate region, which sees negligible bed deformation. In the 
sloping portion, only bed scour is computed and the resultant morphology appears 
qualitatively similar to the observed submarine canyons, which are created by erosional 
turbidity currents. Similarly, the resultant morphology in the horizontal portion may 
represent a form of channel-levee morphology usually observed in submarine fans, with the 
depositional regions in the two sides being the levees, and the central erosional region 
being the bounded channel. Furthermore, the depositional region at the downstream side 
should represent a form of lobes observed in the distal part of submarine fans.  
 
92 
 
 
 
Figure 5. 3 Bed elevation at four instants from FCM. 
 
 
 
Figure 5. 4 Change of bed elevation compared to the initial bed from FCM at four 
instants. Negative values represent scour; and vice versa. The unit is meter. 
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Figure 5. 5 (a) current velocity and (b) Richardson number along the centre line from 
FCM. 
 
From the above observations, the evolution of turbidity currents and the morphological 
effects are reasonably resolved by the FCM. Over an initially flat topography (though a 
slope break is involved), submarine morphological features including canyons, channel-
levees and lobes are produced by the fully coupled model. The present model provides an 
improved tool for the investigation of submarine turbidity currents, as compared to 
previous indirect back-estimation (Weirich 1988) and simplified 1D analysis (Komar 1971; 
Kostic and Parker 2006, 2007). A comparative study between mathematical modelling by 
the present fully coupled model and those simplified analyses would be useful and reserved 
for future study. Nevertheless, a detailed systematic numerical investigation of the incipient 
*formation of channel-levee morphology over submarine fans is presented in Section 5.2. 
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5.1.2 Feedback impacts of bed deformation 
As seen in Figure 5.4, the maximum bed scour depth attains a value as high as 2.0 m at t  = 
900 (s) (Figure 5.4d), comparable to the current thickness. This may imply considerable 
feedback impacts of bed deformation, which can be seen in the comparisons of numerical 
solutions between FCM and PCM in Figs. 5.6 - 5.8. Figure 5.6 illustrates the difference in 
the transverse morphology between FCM and PCM at four cross sections. Figure 5.7 shows 
the comparison of the current surface elevation and bed elevation along x -direction at y = 
0 m between FCM and PCM at four times. Figure 5.8 shows the comparison of the 
longitudinal variation of the sediment concentration at y = 0 m between FCM and PCM at 
four times. Figure 5.9 demonstrates the relative difference in the final morphology between 
FCM and PCM at four cross sections. Appreciable discrepancies are seen in Figs. 5.6 - 5.8, 
with the relative difference in bed elevation attains a value as high as 500 (Figure 5.9).  
From Figure 5.7, the difference in the current front location is negligible when the time ≤t  
80 (s), whereas it becomes appreciable when the turbidity currents enter into the horizontal 
area. The negligible difference between FCM and PCM in Figure 5.7(a, b) is due to the 
short length of the sloping portion. Nevertheless, the sediment concentration predicted by 
the PCM is slightly higher than that predicted by the FCM (Figure 5.8a, b), consistent with 
that of self-accelerating turbidity currents in Chapter 4. The current advance predicted by 
the PCM is slower than that by the FCM on the horizontal basin (Figure 5.7c, d). This is 
because bed aggradation dominates over bed degradation (Figure 5.4c, d; Figure 5.6c, d). 
Net sediment deposition leads to a decrease in the total mass of sediment carried by the 
turbidity current, which is neglected by the PCM. The net effect is an underestimation of 
the sediment concentration (Figure 5.8c, d) by PCM in the horizontal portion and thus a 
smaller driving force. This results in the slower advance of the current front predicted by 
the PCM.  
These follow that fully coupled modelling is critical for refined resolution of the turbidity 
currents and submarine morphological evolution. 
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Figure 5. 6 Comparison of the cross-sectional bed elevations at different distance at t  
= 900 (s) between FCM and PCM.  
 
 
 
Figure 5. 7 Comparison of the longitudinal profiles of the bed and current surface 
elevation at y = 0 m at different time between FCM and PCM. 
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Figure 5. 8 Comparison of the longitudinal profiles of sediment concentration at y = 0 
m at different time between FCM and PCM. 
 
 
Figure 5. 9 Relative difference of the final bed elevation between FCM and PCM. 
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5.1.3 Discussion 
There exist some discrepancies between numerical solutions of the fully coupled model and 
that of Bradford and Katopodes (1999b). For example, the area with considerable bed 
deformation (Figs. 5.3 and 5.4) is much wider than that from Bradford and Katopodes 
(1999b), i.e., 30<y m in Figure 5.5(d) vs. 5<y
 
m in Bradford and Katopodes (1999b). 
Physically, with the lateral spreading of turbidity currents, it is reasonable to see 
appreciable morphological change in a wide region as in Figs. 5.3 and 5.4. The 
discrepancies may be ascribed to the inappropriate treatment of the downstream boundary 
conditions by Bradford and Katopodes (1999b), as explained below. The current at x  = 
100 m, which is defined as the outlet boundary by Bradford and Katopodes (1999b), tends 
to be subcritical ( Ri > 1, see Figure 5.5). The subcritical regime at x  = 100 m, if set to be 
the downstream outlet boundary as by Bradford and Katopodes (1999b), certainly 
necessitates the imposition of appropriate boundary conditions. This is nothing new, but 
similar to that in the routing of open channel flows (Cunge et al. 1980). Therefore, it is 
incorrect to specify a free flow at the boundary. While Bradford and Katopodes (1999b) 
have attempted to attribute their practice to the absence of a hydraulic jump, their 
arguments may not be fully justified. It is very likely to miss some key features (e.g., 
internal hydraulic jump) with a comparatively small domain (e.g., Kostic and Parker 2006, 
2007). Equally importantly, the fine sediment ( d = 0.09 mm) should favour the occurrence 
of an “internal hydraulic jump”. In the critique here, it is important not to confuse the 
differences due to the inappropriate treatment of boundary conditions by Bradford and 
Katopodes (1999b) with the feedback impacts of bed deformation.  
 
5.2 Turbidity currents and submarine channel-levee morphology 
In the previous section, a horizontal fan type of channel-levee morphology was considered. 
Yet it should be noted that submarine fans are not necessarily horizontal. In this section, the 
incipient formation of submarine channel-levee morphology is investigated numerically in 
a systematic way. A partially coupled model was used by Imran et al. (1998) in a previous 
numerical investigation of the incipient formation of the submarine channel-levee 
morphology. Furthermore, Imran et al. (1998) only examined the effects of a limited range 
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of bed slope and sediment particle size. Three key effects are examined in the present thesis 
including the upstream boundary condition, the sediment particle size and the bed slope of 
the fan. The present study covers a larger range of bed slope, sediment particle size, which 
should be more typical of the real submarine turbidity current processes. More importantly, 
a fully coupled model is used here.  
The sketch of the computational domain is similar to that in Figure 5.10. It is similar to that 
in the prior section, yet no abrupt slope break is involved in Figure 5.10. The initial bed is 
assumed to be non-erodible, meaning that only sediment deposited previously can be re-
entrained. This assumption is reasonable over submarine fans and it does not conflict with 
the above erodible bed case in Section 5.1 because only a very short reach of horizontal 
basin is considered there. Moreover, sediment deposition dominates in the considered 
portion of submarine fan. The following parameters are specified following Imran et al. 
(1998): b = 50 m, p = 0.5, Dc = 0.005,  d = 60 µm, sρ = 2650 kg/m3, initial bed slopes 
bxS = 0.001 and byS = 0.0. Based on grid-convergence tests, the spatial steps x∆ = 25 m, 
y∆ = 12.5 m, and the Courant number Cr = 0.95 are used. The smaller spatial step y∆  in 
the y -direction is due to the limited width of the inlet boundary ( b = 50 m), and also that at 
least four nodes are required to compute a numerical flux in the SLIC scheme (see Chapter 
2). The upstream boundary conditions are 0h = 4.0 m, 0u = 2.5 m/s, 0v = 0.0 m/s and 0c = 
0.02. Turbidity currents are computationally simulated for a period of 5 hours.  
The above parameters and upstream boundary conditions provide a reference case, labelled 
as Case 1 in Table 5.1. Cases 2 and 3 illustrate the impacts of upstream boundary condition 
with inlet sediment concentrations of 0.05 and 0.08 respectively. Cases 4 and 5 show the 
influence of bed slope and Cases 6 through 9 represent the impacts of sediment particle size. 
The coordinates are non-dimensionalized by the inlet width. For convenience of description, 
the dimension of the channel-levee morphology due to turbidity currents is defined as the 
product of the channel width and length.  
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Table 5. 1 Numerical Cases for turbidity currents over submarine fans 
Case 
No. 
bxS  d (µm) 0Ri   ( 0c ) Remarks 
1 0.001 60 0.21  (0.02) Reference case 
2 0.001 60 0.53  (0.05) Impact of upstream boundary 
conditions 3 0.001 60 0.83  (0.08) 
4 0.01 60 0.21  (0.02) 
Impact of initial bed slope 
5 0.05 60 0.21  (0.02) 
6 0.001 20 0.21  (0.02) 
Impact of sediment particle size 7 0.001 100 0.21  (0.02) 
8 0.001 300 0.21  (0.02) 
9 0.001 1000 0.21  (0.02) 
 
 
Figure 5. 10 A sketch of the square computational domain of the submarine fan. 
 
5.2.1 Formation processes of channel-levee morphology 
Figure 5.11 shows the numerical solutions of Case 1 at t = 5 hours from the fully coupled 
model, including (a) non-dimensional current thickness 0/ hh , (b) non-dimensional 
sediment concentration 0/ cc , (c) non-dimensional bed deposition depth 0/ hz∆ , and (d) 
non-dimensional current velocity distribution 0/uU . The legend 0.5 in Figure 5.11(d) 
indicates a magnitude for current velocity of 1.25 m/s (0.5 × 2.5 m/s). The downstream 
propagation and lateral spreading of turbidity currents are simulated. As the current 
propagates downstream and spreads laterally (Figure 5.11a), the current velocity decreases 
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with the distance away from the inlet (Figure 5.11d). This is because the turbidity current is 
depositional, as evidenced by the longitudinally and laterally decreasing sediment 
concentration (Figure 5.11b) and also the deposition (Figure 5.11c). Two long and narrow 
depositional regions are formed along the x -direction in the two sides of the inlet 
boundary, which finally become attached at a distance of about 40 times the inlet width 
downstream (Figure 5.11c). A channel can be observed, which are essentially bounded by 
two long levees. The incipient formation process of submarine channel-levee morphology 
by turbidity currents is resolved. The formed channel-levee morphology is bounded by 
deposition at the downstream side (Figure 5.11c), which is essentially the distal lobe on 
submarine fans. 
Of particular interest is the transverse levee shape (e.g., Skene et al. 2002; Skene and Piper 
2006; Birman et al. 2009; Kane et al. 2010). Figure 5.12 shows the non-dimensional 
transverse deposition thickness 0/hz∆
 
from eight cross sections at t = 5 hours, which 
essentially characterises the transverse levee shape. From Figure 5.12, the transverse levee 
shape varies considerably in the downstream direction. Specifically, the lateral decay rate 
of the levee height from the levee crest becomes slow with the distance away from the inlet 
boundary. It is clear from the partial derivative of the levee height, as shown in Figure 5.13. 
The downstream variation in the levee shape missed in Birman et al. (2009) is clearly 
resolved by the fully coupled model. An increase in the water entrainment can be expected 
in the downstream direction corresponding to the decreasing Richardson number (Figure 
5.14). Thus it is not surprising to suggest a relation of the levee shape with the water 
entrainment.  
For the computed bed deposition distribution as shown in Figure 5.11(c), there seems to be 
some 'undulations' in the vicinity of the inlet boundary ( 0/ =bx , 0/ =by ), which however 
are not true undulations. It can be seen from Figure 5.12(a), showing the detailed transverse 
deposition thickness in the vicinity of the inlet boundary shown, that these 'undulations' are 
actually a reflection of the rapid increase of the channel width within the short distance 
5.2/ <bx . 
 
 
101 
 
 
Figure 5. 11 Non-dimensional numerical solutions at t= 5 hrs for Case 1: (a) current 
thickness, (b) sediment concentration, (c) deposition depth, and (d) current velocity. 
 
 
 
Figure 5. 12 Non-dimensional transverse deposition depth at t = 5 hours for Case 1. 
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Figure 5. 13 Lateral gradients of the non-dimensional deposition thickness on the non-
dimensional distance yzhb ∂∆∂ /)(/ 0  at t = 5 hours for Case 1. 
 
 
 
Figure 5. 14 Lateral variations of the bulk Richardson number from different cross 
sections at t = 5 hours for Case 1. 
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5.2.2  Impact of upstream boundary conditions 
The upstream boundary condition is a key factor in mathematical modelling of river 
morphodynamics (Fasolato et al. 2009). For turbidity currents, it can be represented by the 
bulk Richardson number involving current thickness, velocity and sediment concentration. 
The impact of the inlet sediment concentration certainly warrants such an investigation.  
Figure 5.15 illustrates the comparison of the transverse channel-levee morphology (i.e., 
levee height along the y -direction) by turbidity currents with different inlet sediment 
concentrations (Cases 1, 2 and 3). The channel-levee morphology exhibits remarkable 
differences for these cases. An increase in sediment input (i.e., sediment concentration) 
induces increases in both the levee height and the channel width. The termination of the 
channel around bx /  = 40 by deposition for Case 1 (Figure 5.12b) does not occur for Cases 
2 and 3 with enlarged sediment inputs (Figure 5.15d). These observations are quite 
understandable because the driving forces of turbidity currents come from the density 
excess between the turbidity current and the ambient fluid, as represented by xzhg ∂∂ /'  in 
the x -direction [note: Rgcg =' ]. With a relatively larger driving force due to a higher inlet 
sediment concentration (Cases 2 and 3), sediment can be transported downstream for a 
relatively large distance. Furthermore, an increase in sediment input provides more 
sediment to build up the levee. This facilitates a wider, longer and deeper channel. 
Apparently, a larger Richardson number (due to a higher sediment concentration) favours 
shaping submarine channel-levee morphology. To the authors’ knowledge, this seems to be 
the first attempt to examine quantitatively how upstream boundary condition in terms of the 
sediment input rate affects the formation of the submarine channel-levee morphology.  
Note that turbidity currents that feature sediment concentration as high as 0.25 (Hallworth 
and Huppert 1998) may behave qualitatively differently from the present cases with 
maximum concentration of 0.08. Hyperconcentrated turbidity currents may exhibit a non-
Newtonian property (Hallworth and Huppert 1998; See also in Section 3.4), giving rise to 
an additional friction. The additional friction may balance out or even overwhelm the 
enlarged driving force due to the increased sediment input. A smaller Richardson number 
(due to lower concentration) may favour channel-levee morphology for hyperconcentrated 
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turbidity current. However, the mechanism for hyperconcentrated turbidity current remains 
far from clear and these over submarine fans are not the focus of the present study. 
 
 
 
Figure 5. 15 Comparison of transverse non-dimensional levee height at cross sections 
from Cases 1, 2 and 3, showing the impacts of inlet Richardson number. 
 
5.2.3 Impact of initial bed slope 
Since the terms xzhg ∂∂ /'
 
and yzhg ∂∂ /'
 
represent the gravitational driving forces for 
turbidity currents, a variation in the bed slope will greatly affect the evolution of turbidity 
currents and the resultant morphological features once the sediment concentration (i.e. the 
density excess) is prescribed. Not surprisingly, sedimentologists and geologists have 
suggested connections between the levee shapes and the bed slopes (e.g., Skene et al. 2002; 
Skene and Piper 2006; Kane et al. 2010). It is useful to see how and in what way the bed 
slope influences the formation of channel levee morphology.  
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Figure 5.16 presents the comparison of the transverse channel-levee morphology from 
Cases 1, 4 and 5 with turbidity currents over different bed slopes. Apparent differences are 
noted in the transverse levee morphology, in terms of channel depth (i.e., levee height), 
channel length and channel width. First, turbidity currents over a relatively large bed slope 
tend to produce shallower channels than those over a relatively small bed slope. Second, for 
channels over a large slope, the channel is narrower near the inlet boundary ( bx / = 5, 
Figure 5.16b) and appears wider further downstream, compared to channels over a small 
bed slope ( bx /  = 20, Figure 5.16c). Third, channels on a mild slope tend to be bounded on 
the downstream side by deposition (Case 1, Figure 5.16d), whereas channels on a large 
slope can only be observed within a short distance from the inlet boundary (Case 5). For 
Case 4 with intermediate bed slope ( bxS = 0.01), the channel extends downstream to a 
distance of about 40 times of the inlet width. Essentially, it is Case 4 with an intermediate 
bed slope that generates channel-levee morphology of the largest scale (channel length: 
longest; channel width: similar to Case 1, wider than Case 5). Submarine fans with 
appropriate bed slope favour the formation of submarine channel-levee morphology.  
Note that the impact of bed slope shares little common ground with that of inlet sediment 
concentration, though varying either of them would incur the same trend of variation in the 
driving force. It is because a change in sediment input not only affects the driving force, but 
also determines the amount of sediment available to build up the levee.  
 
5.2.4 Impact of sediment particle size 
Another important factor is bed texture (specifically, the particle size). Figure 5.17 shows 
the transverse channel-levee morphology (non-dimensional levee height along the y-
direction) for Cases 6~9. Similar to the impacts of upstream boundary condition (Figure 
5.15) and bed slope (Figure 5.16), varying the particle size induces remarkable differences 
in the resultant channel-levee morphology (Figure 5.12 and Figure 5.17). First, the channel 
width and the channel depth (i.e., levee height) vary monotonically with the particle size. 
Turbidity currents carrying coarser sediment produce a deeper and narrower channel; and 
vice versa. Turbidity currents with coarse sediments are more likely to be depositional and 
thus do not spread laterally very much. Therefore, two high lateral deposition regions are 
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formed close to the centre line of the considered fan, corresponding to the observed narrow 
and deep channel by turbidity currents with coarse sediments. Second, the longest channel 
is formed by turbidity currents with intermediate particle size: channel length = 40 times of 
the inlet width for Case 1 with d = 60 µm (Figure 5.11c, Figure 5.12). Yet the channel 
lengths by turbidity currents with the finest (Case 6 with d  = 20 µm, Fig 5.17a) and 
coarsest (Case 9 with d = 1000 µm, Figure 5.17d) sediments are only 2.5 and 4 times the 
inlet width, respectively. If sediments are too fine, they can be transported farther 
downstream without sufficient deposition. In contrast, coarser sediment would deposit near 
the inlet boundary without being transported a sufficient distance to create a channel. 
Turbidity current with intermediate particle size favours the formation of channel-levee 
morphology with a large scale. While heterogeneous sediment may be more typical, 
uniform sediment is assumed. Heterogeneous sediment transport by turbidity current is 
reserved for future studies. 
 
 
 
Figure 5. 16 Comparison of transverse non-dimensional levee height at different cross 
sections from Cases 1, 4 and 5, showing the impacts of initial bed slope. 
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Figure 5. 17 Transverse non-dimensional levee height at cross sections from (a) Case 6, 
(b) Case 7, (c) Case 8 and (d) Case 9, showing the impacts of sediment particle size. 
 
5.2.5 Feedback impacts of bed deformation 
Characterised by intermediate particle size and large inlet Richardson number, Cases 1 and 
3 are deployed to examine the feedback impact of bed deformation. Figure 5.18 shows the 
non-dimensional difference in bed elevation at t= 5 hrs between the PCM and the FCM for 
(a) Case 1 and (b) Case 3. Negative values indicate that bed elevation by the FCM is lower 
than that by the PCM. For Case 1, the maximum difference is below 0.002 (Figure 5.18a) 
and negligible compared to the corresponding levee height (0.02-0.1, see Figure 5.12). This 
implies that the feedback impacts of bed deformation for Case 1 are negligible. This is 
because Case 1 is characterised by mild bed aggradation (maximum non-dimensional 
deposition depth: about 0.1, Figure 5.12). In contrast, the feedback impacts of bed 
deformation are considerable for Case 3 featuring substantial bed aggradation (Figure 5.15), 
as implied by the considerable difference in bed morphology (Figure 5.18b). The difference 
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attains about 0.04 around bx / = 20, which is comparable to the corresponding levee height 
(about 0.1, see Figure 5.15c). While PCM is approximately applicable for turbidity current 
with mild bed deformation (say, Case 1), fully coupled modelling is critical for turbidity 
currents featuring rapid bed deformation (say, Case 3). For refined quality of turbidity 
current modelling, fully coupled modelling is generally suggested as it incurs negligible 
increase of computational cost as compared to partially coupled modelling.  
 
 
 
Figure 5. 18 Non-dimensional difference in bed elevation at t= 5 hrs between the fully 
and partially coupled models for (a) Case 1 and (b) Case 3. 
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5.3 Conclusion 
In this chapter, the fully coupled model has been applied to investigate turbidity currents 
near a submarine canyon-fan transition and over submarine fans. Comparisons of the fully 
coupled and partially coupled models demonstrate that the feedback impacts of bed 
deformation are considerable and deserve full consideration. Therefore physically coupled 
modelling is essential to achieve refined resolution of turbidity currents featuring active 
sediment transport. Computational case studies show that bed slope, sediment particle size 
and upstream boundary condition are the key factors dictating submarine channel-levee 
morphology. Appropriate bed slope and sediment particle size may favour the formation of 
submarine channel-levee morphology, as does a larger Richardson number. The present 
findings are qualitatively correct. Quantitative uncertainty is inevitable as empirical 
parameters and relationships are involved, as is the single-sized description of sediment 
transport. The values of the empirical parameters in the present study are based on previous 
numerical case studies.  
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Chapter 6. MODELLING OF TURBIDITY CURRENTS AND 
RESERVOIR SEDIMENT MANAGEMENT 
  
Summary 
 Turbidity currents in a real reservoir characterized by severe sedimentation are 
numerically simulated 
 Current front location and transport rates compare favourably with measured data 
 The present work provides a useful tool for effective reservoir sediment 
management using turbidity currents 
 
This chapter presents a computational study of turbidity currents in the Xiaolangdi reservoir 
of the Yellow River. The Xiaolangdi reservoir controls 92.3% of the total basin area of the 
Yellow River and almost 100% of the sediment load. Severe sedimentation has occurred in 
the Xiaolangdi reservoir since its completion in 2001. Field scale water sediment regulation 
experiments have been undertaken to generate and make use of turbidity currents to flush 
sediment and accordingly reduce sedimentation (e.g., Li 2004; Li et al. 2006; Qu et al. 
2006; Xu et al. 2007; YRCC 2007). Consequently, a large volume of hydrological data on 
turbidity currents has been obtained. Despite their large volume, the data are insufficient for 
a comprehensive and systematic understanding of turbidity current propagation in the 
reservoir, because they are event-specific and not complete for each event. Furthermore, 
most of the post-experimental analyses are based on simple empirical relations developed 
using limited information (e.g., Li 2004; Li et al. 2006; Qu et al. 2006; Xu et al. 2007; 
YRCC 2007). Nevertheless, if these hydrologic data can be reproduced numerically by a 
physically-based model, it should be possible to determine information that is not measured 
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and thus provide support for design of future experiments, and the development of 
appropriate sediment management measures.  
Two events of turbidity currents were observed in the Xiaolangdi reservoir during the 
water-sediment regulation experiment between the 19th June and the 13th July 2004 (Li 
2004; YRCC 2007), just before the flood season. The experiment aimed to make full use of 
the extra water storage (stored above the flood control water level) to reduce sedimentation. 
Two phases are involved. In the first phase (19th - 29th June), water level in the Xiaolangdi 
reservoir was lowered by releasing clear water. In the second phase (2nd - 13th July), two 
sediment-laden flood processes were formed in the Xiaolangdi reservoir due to water 
releasing from the Sanmenxia and Wanjiazhai reservoirs respectively, which plunged and 
formed the two turbidity current events. The first event is investigated systematically with a 
series of numerical cases, through which model parameters are calibrated. Then the 
calibrated model is applied to the second event. 
  
Figure 6. 1 Flushing of sediment by turbidity current in the Xiaolangdi reservoir. 
 
Before proceeding, it is important to point out that earlier efforts using an imbalanced 
model (based on DGM version of the SLIC scheme, see Chapter 2 for details) have been 
made to resolve numerically the turbidity currents in the Xiaolangdi reservoir, which 
unfortunately failed due to physically unrealistic results: oscillations in current velocity 
Clear water 
flow from 
upper hole 
Turbidity 
current from 
bottom hole 
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close to the river bank being produced, and the computations collapsed before completion). 
Numerical results presented in this chapter are obtained from the well-balanced fully 
coupled model (based on the WSDGM version of the SLIC scheme, see Chapter 2 for 
details).  
 
6.1 Modelling the First Event of Turbidity Currents 
6.1.1 Data preparation and summary of numerical cases 
The first event occurred from about 18:00 5th July to 19:00 6th July when the flow 
discharge at Sanmenxia was about 2000 m3/s. By scouring the depositional delta of the 
Xiaolangdi reservoir, a sediment-laden flood was formed and plunged around the cross 
section HH35 (about 58.5 km upstream of the Xiaolangdi dam). Note that there are 56 
control cross sections in the 130 km long reach between the Sanmenxia and Xiaolangdi 
dams, termed as HH56-HH01 in a descending order from the Sanmenxia dam to the 
Xiaolangdi dam. The turbidity currents from this event dissipated around HH05 (Li 2004; 
YRCC 2007). Measurements were made at positions with different distances from the river 
bank at HH32, HH29, HH17, HH13 and HH09. Thus the time-series of the measurements 
presented below are position-specific at each cross section. At each position, vertical 
profiles of velocity and sediment concentration were measured. The upper current surface 
position is determined with a threshold sediment concentration of 0.002 (about 5.0 kg/m3 if 
sρ = 2650 kg/m3), and the current thickness is obtained by subtracting the bed elevation 
from the upper current surface elevation (YRCC 2007). Then the current velocity and the 
sediment concentration are averaged over the current thickness. Figure 6.2 shows the 
measured current thickness and the layer-averaged current velocity and sediment 
concentration in the measurement. The time t  = 0 hr corresponds to 20:24 5th July when 
the current arrived at HH32. Although there are only three data points at HH32 (Figure 6.2), 
they provide a good representation of the process of this event (YRCC 2007). Thus HH32 
is considered as the upstream boundary in the computation. Current variables at the 
upstream boundary are linearly interpolated from the measurements with two assumptions. 
First, the current surface elevation is assumed to be the same across the cross section. 
Second, the current velocity and the sediment concentration are scaled to the current 
113 
 
thickness. No downstream boundary conditions are needed because the current did not 
reach the dam (Li 2004; YRCC 2007). Yet, in the computation, the current front may arrive 
at the downstream boundary if the parameters in Table 6.1 are not specified sensibly. In this 
case, the simulation will be ended automatically in the computation. Furthermore, the 
assumptions made in the implementation of the upstream boundary conditions will be 
examined later. 
 
 
 
Figure 6. 2 Observations of the first event. Time t  = 0 hr corresponds to 20:24 on 5 
July 2004. 
 
The initial bed topography is linearly interpolated from the 32 cross sectional profiles 
(HH32-HH01) surveyed in May 2004, as shown in Figure 6.3 in a contour format. Also 
included in Figure 6.3 are the details of the five cross sections (HH29, HH25, HH17, HH13 
and HH09). Four positions (P1, P2, P3 and P4: from top to bottom) across each cross 
section are highlighted, at which numerical solutions are presented later. There are no 
turbidity currents initially on the river bed. The following parameters are specified with 
reference to the background of the Xiaolangdi reservoir: p = 0.4, sρ = 2650 kg/m3. Based 
on grid convergence tests 9.0=Cr  and a spatial step of 12 m are used.  
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Figure 6. 3 Contour of initial bed topography based on the survey in May 2004. 
 
As presented in Table 6.1, the range of Dc  is based on the suggestion that lower values of 
the potential range [0.002-0.05] are suitable for large scale turbidity current (Bradford and 
Katopodes 1999a). The correction coefficient pψ  ≤  1 follows Fildani et al. (2006). The 
large values of zψ  is based on the observation by Han and Xiang (1981) that sediment 
concentration of turbidity currents can attain as high as about 34.5 times that computed by 
capacity formulae of open channel flow. The sediment diameter =d 20 µm for Runs ZF1-
ZF5 and Runs PF1-PF3 is based on the median diameter measured at the upstream cross 
section HH32. In Run ZF6, a slightly finer =d 15 µm is used for comparison due to the 
potential of downstream sediment fining. 
 
Table 6. 1 Numerical runs for the first turbidity current in the Xiaolangdi reservoir 
Run no. ZF1 ZF2 ZF3 ZF4 ZF5 ZF6 PF1 PF2 PF3 
Dc  0.008 0.008 0.008 0.006 0.010 0.008 0.008 0.008 0.008 
zψ  or pψ
 
50 60 40 50 50 50 1.0 0.2 0.1 
d  (µm) 20 20 20 20 20 15 20 20 20 
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6.1.2 Advance of the turbidity currents 
A well informed advance of the turbidity current may facilitate a timely operation of the 
bottom outlets and thus flushing of sediment through the reservoir (Fan and Morris 1992a, 
b; Toniolo et al. 2007). If the bottom outlets are closed upon the arrival of the turbidity 
current, ponded turbidity currents may lead to severe sedimentation (Toniolo et al. 2007), 
or, alternatively, if the bottom outlets are opened too early, stored water may be wasted. 
The current advance for the first event has been well documented (Li 2004; YRCC 2007) 
and provides a good data set to calibrate against the model. The comparison of the 
computed and measured current front location, measured through the distance along the x-
direction is presented in Figure 6.4(a) for Runs ZF1-ZF6 and Figure 6.4(b) for Runs PF1-
PF3. Also included in Figure 6.4(a, b) are the measured data at HH17, HH13, HH09 and 
HH05. A parameter tR , defined as mmct tttR /)( −= , is introduced to measure the relative 
discrepancy between the computed and measured current arrival time at any cross section, 
where ct  and mt   are the computed and measured arrival times respectively. The estimated 
tR  is shown in Figure 6.4(c). tR  = 0 means the computed and measured current 
propagation speeds are identical. tR  < 0 means the model underestimates the current 
propagation, and vice versa. If the computed current does not reach a given cross section 
within 24 hrs, tR  has no value at such cross section, see Run ZF3, Run ZF5 and Run PF3. 
The following observations are made from Figure 4. 
In the first few hours (about 3-5 hrs depending on the specific case) when turbidity currents 
are within the vicinity of the upstream boundary (x < 12 km), the speed of the current 
advance along the x-direction seems approximately constant. Afterwards, the current 
advance experiences an abrupt reduction in speed at around x = 12 km where there is a 
sharp bend (Figure 6.3). A similar abrupt reduction in speed is observed around x = 25 km. 
From Figure 6.4(a, b), the advance of the current front is considerably affected by the two 
parameters to be calibrated ( Dc ; zψ  or pψ ), as well as the sediment diameter d . Faster 
advance of the current front is generally observed for larger correction coefficients zψ  or 
pψ , smaller bed drag coefficient Dc  , as well as finer sediment. More rapid advance results 
from finer sediment being easier to entrain, which leads to higher sediment concentrations 
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and thus larger driving forces. A larger correction coefficient of the sediment entrainment 
formula also leads to a higher sediment concentration. Thus it is understandable to see 
faster current advance for larger correction coefficient ( zψ  or pψ ) and finer sediment. The 
larger the bed resistance, as represented by Dc , the more energy the current expends during 
its propagation and thus the lower the propagation speed. 
From Figure 6.4(c), the computed current propagation from Run ZF1 (the Zhang and Xie 
formula Eq. 2.19b, Figure 6.4a) and Run PF2 (the Parker formula Eq. 2.19a, Figure 6.4b) 
compare best with the observed data: the values of tR  for Run ZF1 and Run PF2 essentially 
vanish, whereas those from other cases either deviate significantly from zero or have no 
value at all at some cross sections. The difference between Run ZF1 and Run PF2 lies in 
that a deceleration phase is computed for Run ZF1 when the current front approaches HH05, 
whereas no signal of deceleration is seen for Run PF2 (Figure 6.4a, b). Around HH05, the 
river channel is aligned essentially with the x-direction (Figure 6.3), precluding the effects 
of bend-similar reach as occurred at around x = 12 km and x = 25 km. The location of the 
current front for Run ZF1 appears to be stable at around HH05, reflecting the observation 
that the first event did not reach the dam (Li 2004; YRCC 2007). In this connection, the 
ability of the model to capture the current front location appears satisfactory as the Zhang 
and Xie formula is used (Run ZF1, Figure 6.4a), whereas Run PF2 essentially fails to 
model the deceleration adequately (Figure 6.4b).  
The failure of the Parker formula to capture the deceleration may result from the fact that it 
is derived from experimental turbidity current with coarse sand and gravel (Parker et al. 
1987). Although the magnitudes of sediment entrainment using the Parker formula can be 
adjusted to be similar to those from the Zhang formula, the sensitivity of the former may 
not be well represented for fine sediment. Sediment entrainment estimated using the Parker 
formula would asymptotically approach a maximum if 
mZ  is sufficiently large ≥  30: sE  
would vary in a narrow band between 0.276 pψ  and 0.303 pψ . For the present field case, it 
is sensible to assume Dc = 0.008 and d = 20 µm. Accordingly, mZ = 30 corresponds to a 
very small current velocity of about 0.1 m/s. This suggests that the estimated sediment 
entrainment by the Parker formula is almost independent of current intensity.  
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Figure 6. 4 Comparison of the computed and measured current propagation: current 
front location measured through the distance along the x -direction for (a) Runs with the 
Zhang formula, (b) Runs with the Parker formula; and (c) the relative time discrepancy  
between the computed and measured current arrival times. 
 
6.1.2 Time series of the sediment transport rate 
Figure 6.5 illustrates the computed (Run ZF1) and measured sediment transport rates 
( cUh= ) at four cross sections: HH29, HH17, HH13 and HH09. As the measured values are 
position-specific, four positions (P1, P2, P3 and P4) at each cross section (see the black 
dots in the details of the five cross sections in Figure 6.3) that envelop all sampling 
positions are selected to present numerical solutions and thus provide a sensible comparison.  
118 
 
From Figure 6.5, the computed arrival of the current front at HH29 is much earlier than the 
time of the first measured value. This is because measurement did not start when the 
current front arrived at HH29 (YRCC 2007). The computed local transport rates always 
peak immediately upon the arrival of the current front, and then decrease with time. This 
trend can also be seen in the measured transport rates at HH17 and HH13 (Figure 6.5b, c), 
though somewhat obscure at HH29 (Figure 6.5a) and cannot be identified at HH09 (Figure 
6.5d). A general downstream decreasing trend in the computed peak sediment transport rate 
is noted, reflecting the observation that the turbidity currents decelerate and finally 
dissipate at around HH05 (Li 2004; YRCC 2007). From above and Figure 6.5, the overall 
magnitude and the variation trend for the computed and measured sediment transport rates 
compare reasonably well for Case ZF1, though appreciable quantitative differences are seen 
(for example, the measured maximum sediment transport rates at HH29 and HH13 are 
missed). These differences are understandable as firstly the evaluation of model parameters 
is always difficult and approximate for field applications, and secondly the field data may 
also contain errors that make successful modelling difficult. 
 
 
Figure 6. 5 Computed (Run ZF1) and observed time series of sediment transport rates 
at four cross sections. 
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In contrast to the comparison for Run ZF1 in Figure 6.5, the comparison of the sediment 
transport rates for Run PF2 is less convincing (Figure 6.6). Although the decreasing trend 
with time in the transport rate is predicted at HH29 (Figure 6.6a), it is missed for all other 
cross sections (Figure 6.6b, c, d). Furthermore, the downstream decreasing trend in the 
transport rates is also not captured (comparing Figure 6.6b, c, d). 
 
 
Figure 6. 6 Computed (Run PF2) and observed time series of sediment transport rates 
at four cross sections. 
 
6.2.3 Time series of the current thickness 
Comparisons of the computed and measured current thickness at the four cross sections are 
presented in Figure 6.7 for Run ZF1 and Figure 6.8 for Run PF2. In contrast to the 
contrasting performances in reproducing the sediment transport rate for the Zhang formula 
and the Parker formula respectively (Figs. 6.5 and 6.6), computations of the current 
thickness using both formulae compare unfavourably with the measurements, as seen in 
Figs. 6.7 and 6.8, where considerable differences exist between the computation and the 
measurements. This seems to suggest a poor performance of the present model to reproduce 
turbidity current thickness. However, it is premature to conclude so at present, because the 
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measured current thickness is actually derived from raw measured data of sediment 
concentration along the vertical, and inevitably suffers from much more uncertainty than 
other current variables such as the transport rate. 
Unlike subaerial open channel flows, in which there is a clear water surface and the water 
depth can be measured directly, it is always impossible to directly measure the thickness of 
turbidity current, except in a few laboratory experiments using coloured turbid water. In the 
laboratory, the vertical profiles of current velocity can be measured in detail and the current 
thickness is usually computed from the following relation using the vertical integral of the 
velocity profile (Parker et al. 1987; Garcia and Parker 1993) 
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where H = total thickness of the turbidity current layer and the ambient fluid layer, ξ  = 
vertical coordinate. In full 3D direct numerical simulations, there have also been other 
definitions of the current thickness using the vertical integral of the density profiles. These 
definitions, however, are not useful for the computation of the current thickness of  
turbidity current in the field, as the measured vertical information is usually very limited in 
the field especially for subaqueous turbidity currents in deep water (Xu et al. 2004).  
In processing the field data on turbidity currents of the Xiaolangdi reservoir, threshold 
sediment concentration of 2.65 kg/m3 or 5 kg/m3 were used by YRCC (5 kg/m3 for the 
2004 measurement). Given this technique, a modest change of the threshold value (say, 1 
kg/m3 - 5 kg/m3) would result in a substantial variation in the estimated current surface 
position and thus the current thickness, because the vertical concentration distribution is 
probably very smooth near the upper surface of the current (Kneller and Buckee 2000). The 
lack of detailed vertical data precludes an evaluation of its effects of this issue. 
Nevertheless, this speculation is supported by Dykstra and Kneller (2008), in which higher 
estimates of current thickness were obtained by assuming lower sediment concentrations.  
Other factors also contribute to the uncertainty of the measured current thickness, such as 
the very long sampling time (as long as 1-2 hours, see YRCC 2008), as well as the use of 
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an intrusive hydrometric boat in measurements (Gonzalez-Castro and Muste 2007; 
Jamieson et al. 2011). Uncertainties related to the model parameters may also account for 
some discrepancy of the comparison, yet they are secondary as compared to those related 
the measured current thickness. Fortunately, these uncertainties can be minimized when 
sediment transport rate ( cUh= ) are concerned (see Figure 6.5), as sediment concentration 
and current velocity around the threshold value would be comparatively very small and 
thus hardly affect the magnitude of sediment transport rate.  
The above observations suggest that for the modelling of turbidity currents in the field, the 
current thickness may not be a proper variable to be targeted as an evaluation parameter in 
determining the performance of numerical models. Nevertheless, it does not follow that  the  
current thickness computed by layer-averaged models is insufficiently accurate. Computed 
current thickness can be used as a guide for effective reservoir sediment management; for 
example, in determining the height of bottom outlets. 
 
 
Figure 6. 7 Computed (ZF1) and observed time variation of current thickness at four 
cross sections. 
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Figure 6. 8 Computed (PF2) and observed time variation of current thickness at four 
cross sections. 
 
6.1.4 Distributions of current thickness, velocity, concentration and bed deformation  
Cross sectional distributions at cross sections ( x  = 5 km in Figure 6.9 and  x  = 11 km in 
Figure 6.10) are examined including (a) current velocity u , (b) current velocity
 
v , (c) bed 
and current surface elevation and (d) concentration. The data used are from Run ZF1.  
First, at both cross sections, the values of u  are greater than zero at both cross sections, 
those of v  are below zero at both cross sections. This indicates a southeast direction of the 
current propagation, consistent with the channel direction (see Figure 6.3). Second, the 
current surface elevations appear the same across a given cross section (Figs. 6.9c and 
6.10c). This indicates that in the implementation of the upstream boundary condition, the 
assumption of the same current surface position across the channel is reasonable. Third, the 
maximum of the absolute values of the current velocities are consistently at the central part 
of the cross sections (Figs. 6.9a, b and 6.10a, b), which are characterized by the lowest bed 
elevation and thus the maximum current thickness. The current velocities decrease towards 
the channel bank. This suggests that the assumed linear relationship between the current 
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thickness and the current velocity is reasonable. This also applies to the relation between 
the current thickness and the sediment concentration (Figs. 6.9d and 6.10d). Finally, for the 
four selected times (4 hrs, 8 hrs, 16 hrs and 24 hrs) in Figs. 6.9 and 6.10, the current 
velocity and sediment concentration decrease with time, and become infinitely small at t  = 
24 hrs. This is in accordance with the fact that this event dies out before it reaches the dam.  
Figs. 6.11-6.13 show the computed (Run ZF1) distributions of the current variables in the 
whole reservoir at selected times, Figure 6.11 shows the current thickness, Fig 6.12 the 
sediment concentration and Figure 6.13 the bed deformation depth: )0,,(),,( yxztyxz − . 
Figure 6.14 illustrates the distributions of the current velocity at t = 24 hr for x < 15 km. 
From Figs. 6.11-6.14, the following are observed. When the current front has passed 
through HH18 (see Figure 6.3), the narrowest cross section, the largest current thickness 
appears to occur here (Figure 6.11c, d). The appearance of the largest current thickness 
around HH18 is also described in YRCC (2007). This is because the narrow cross section 
virtually plays a role of channel constriction. As the current propagates into the downstream 
reach (Figure 6.11a, b, c), a current front with relatively higher sediment concentration is 
formed (Figure 6.12a, b, c). The highest sediment concentration occurs always at the 
current front (Figure 6.12a, b, c), except when the current approaches HH05 (Figure 6.12d), 
where the current vanishes gradually. When the current front approaches HH05 (x ≈ 35 km, 
see Figure 6.3), sediment concentration at the current front decreases (comparing Figure 
6.12c and Figure 6.12d). Accordingly, the current advance slows down, progressing only 
about 2 km from t = 16 hrs to 24 hrs (Figure 6.11c, d and Figure 6.4a). Finally, the current 
front position becomes stable around HH05, consistent with the field observation (YRCC 
2007). This is also reflected by the bed deformation distributions (Figure 6.13). The 
currents are mainly erosive when t  ≤  8 hrs and the river bed degrade continuously (Figure 
6.13a, b). Then, patchy depositions appear as the current propagates further downstream 
( t= 16 hrs, Figure 6.13c, d). Also, as can be seen from the current velocity in Figure 6.14, 
the turbidity current evolution is well resolved.  
These observations, along with the good agreement for the current front and sediment 
transport rate, suggest that turbidity currents in the Xiaolangdi reservoir are well resolved 
by the fully coupled model using the parameters specified in Case ZF1. 
124 
 
 
 
 
 
Figure 6. 9 Cross sectional distributions of (a) current velocity u , (b) current velocity 
v , (c) bed and current surface and (d) sediment concentration at x  = 5 km from Run 
ZF1. 
125 
 
 
 
 
 
Figure 6. 10 Cross sectional distributions of (a) current velocity u , (b) current velocity 
v , (c) bed and current surface and (d) sediment concentration at x  = 11 km from Run 
ZF1. 
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Figure 6. 11 Turbidity current thickness distributions from Run ZF1 at four times. 
 
 
 
Figure 6. 12 Sediment concentration distributions from Run ZF1 at four times. 
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Figure 6. 13 Bed deformation depth distributions from Run ZF1 at four times. 
 
 
 
Figure 6. 14 Current velocity distributions from Run ZF1 at t  = 24 hr with ≤x  15 m. 
128 
 
6.2.5 Feedback Impacts of Bed Deformation 
It is interesting to investigate if the feedback impacts of bed deformation could appreciably 
affect the evolution of turbidity currents in the Xiaolangdi reservoir. The most important 
factor, i.e. the current front location against time, is chosen for comparison. Figure 6.15 
illustrates the difference in the front location along the x -direction between the FCM and 
PCM for Run ZF1, showing considerable difference. The positive values denote that the 
computed current advance by the PCM is faster than that by the FCM. As seen in Figure 
6.15, the PCM consistently overestimate the current front propagation speed by about 200 
m – 800 m. This reinforces the conclusion that a fully coupled modelling approach should 
be applied.  
 
 
Figure 6. 15 The difference in the front location along the x -direction between the 
FCM and PCM for Run ZF1. The positive values denote that the computed current 
advance by the PCM is faster than that by the FCM.  
 
6.2 Modelling the Second Event of Turbidity currents 
To further validate the calibrated model (with parameters specified in Run ZF1), the second 
event is investigated numerically in this section. The second event occurred during the 
afternoon of 7th July, about one day after the end of the first event. Though indirectly, it 
has been attributed to water released from the Wanjiazhai reservoir between the 2nd and the 
7th July. When this water flow entered the Sanmenxia reservoir and thus increased its water 
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storage, flow discharge at Sanmenxia rose to approximately 4500 m3/s, which induced a 
second sediment-laden flood event and second event of turbidity currents.  
Measurements were taken at five cross sections: HH29, HH25, HH17, HH13 and HH09. At 
each cross section, measurements commenced only when the sediment transport rate had 
approximately peaked. Figure 6.16 illustrates the observed current thickness, layer-
averaged current velocity and sediment concentration, determined by the same procedure as 
that for the first event. The time t  = 0 hr corresponds to 17:00 7th July, about 1 hour before 
the arrival of the current peak at HH29. The measured data at HH29 is most uniformly 
distributed over the 48 hours, serving as reliable indication of upstream conditions. 
Therefore, the computational reach is HH29-HH01.  
 
 
 
Figure 6. 16 Observations of the second event. t  = 0 hr indicates 16:30 on 7th July. 
 
The topography surveyed in May 2004 is used as the initial bed topography. The bed 
morphology resulting from the first event is not used because there was no measurement of 
bed topography after the first event. Much effort is required in the future to collect 
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comprehensive field data of turbidity currents and the associated bed morphological 
changes, so that uncertainties in the mathematical modelling can be reduced to the 
minimum. The computational time is 48 hours (7th July 17:00 to 9th July 17:00). It is 
assumed that there is no turbidity current initially on the river bed, because prior to the peak 
of the current very low sediment concentrations were observed, and the first turbidity 
currents had almost dissipated when the second turbidity current started. At the downstream 
boundary the current upper surface level is specified (185 m, see YRCC 2007) if Ri > 1 
(subcritical current), and free current conditions are specified if Ri
 
< 1.  
Figure 6.17 shows the location of the current peak in the x-direction against time from the 
computation and the observation. In addition to zψ  = 50 as in the calibrated model (Run 
ZF1), three smaller values ( zψ = 40, 45 and 47) are also applied for comparison. The 
location of the current peak is approximately x = 5 km when t = 0 hr. It is because the 
origin of the coordinate (0, 0) is set at HH32 (see Figure 6.3), which is the same as that for 
the first event for consistency. It is seen that the calibrated model ( zψ  = 50) slightly 
overestimates the advance of the current by about 1 hr (Figure 6.17). Within the considered 
range of zψ , it takes the current peak approximately 13-15 hours to arrive at the 
downstream end, which compares with the observed value of 14.5 hours fairly well.  
 
 
Figure 6. 17 Advance of the current for the second event. 
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Figure 6.18 shows the computed (from the calibrated model) and observed sediment 
transport rates. The selection of the four positions (P1, P2, P3 and P4) follows the same 
procedure as that for the first event. As a first approximation, the computation generally 
agrees with the observed magnitude and the variation trend of the sediment transport rates 
at HH25, HH17 and HH13 (Figure 6.18a, b, c), though the number of measured data points 
is limited at some cross sections (say, only two measured data at HH25). The comparison is 
rather poor at HH09 (Figure 6.18d). In contrast to the decreasing trend upstream of HH13 
(see Figure 6.18a, b, c: 0.4 m2/s at HH25, 0.3 m2/s at HH17 and 0.25 m2/s at HH13), the 
computed peak transport rate at HH09 attains a value as high as 0.45 m2/s, whereas the 
measured maximum discharge at HH09 is below 0.1 m2/s. This may be attributed to the fact 
that peak values are not easily captured in the measurements. More likely, this should be 
ascribed to the detachment of the current from the bed and consequently the current evolves 
into a turbidity plume at around HH09 (YRCC 2007). However this aspect of behaviour is 
not the focus of the present work.  
 
 
Figure 6. 18 Computed and observed sediment transport rate for the second event. 
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The reasonable good fit of the advance of the current peak and the sediment transport rate 
further underpins the ability of the present model to resolve the turbidity currents in the 
Xiaolangdi reservoir. 
 
6.3 Discussions 
One of the main differences for the occurrences of the two events lies in the magnitude 
(roughly, 2000 m3/s vs. 4500 m3/s) and duration (approximately, 24 hrs vs. 48 hrs) of the 
flood processes before plunging. This fact dictates their contrasting behaviour: the first 
event dissipated around HH05, whilst the second managed to reach the dam and flush an 
amount of sediment downstream. Yet, the numerical case studies indicate that there was 
also the possibility for the first event to flush sediment if there had been sufficient finer 
sediments for entrainment or less resistance from the bed (Figure 6.4). This leads to a 
suggestion that the location to generate artificial sediment disturbance (e.g., Li 2004; 
YRCC 2007; Sequeiros et al. 2009a) might be preferably selected at places rich in fine 
sediment, and if possible feeding fine sediment to the currents at the upstream might also be 
a good strategy. The present work has created a useful tool for effective sediment and 
reservoir management by turbidity currents in alluvial rivers. 
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Chapter 7. CONCLUSIONS, PERSPECTIVES AND FUTURE WORKS 
 
7.1 Conclusions 
Based on simplified governing equations, existing mathematical models of turbidity 
currents are mostly partially coupled or decoupled, ignoring partly or completely the 
interactions between the turbidity current, sediment transport, bed topography and 
deformation. Uncertainties arising from those simplified mathematical models remain 
unclear. This study aims to achieve an improved understanding of the effects of these 
interactions on turbidity current development and morphological changes. A fully coupled 
model, which incorporates explicitly the interactions, is developed, tested and applied to 
turbidity currents in two typical environments. The multiple-time-scale theory is developed 
for turbidity currents, by which the feedback impacts of bed deformation and the 
significance of fully coupled modelling are investigated theoretically. The theoretical 
analysis is further complemented by numerical comparisons of the fully coupled model 
with previous simplified mathematical models. The following conclusions are obtained. 
Fully coupled modelling is critical for refined quality of turbidity current modelling, 
especially for those cases featuring active sediment transport and rapid bed deformation. 
The fully coupled modelling approach induces only marginal increase in computational 
cost, as compared to previous decoupled or partially coupled models. For erosional 
turbidity currents, partially coupled models may overestimate the sediment concentration, 
the current velocity, the speed of current front propagation, and underestimate the current 
thickness. In contrast, the sediment concentration, the current velocity, the speed of current 
front propagation may be underestimated and the current thickness overestimated for 
depositional turbidity currents, if a partially coupled model is used. 
The performance of the fully coupled model is demonstrated against a series of idealized 
and experimental turbidity currents. The well-balanced property and accordingly the 
applicability to irregular topographies are demonstrated through successful numerical 
134 
 
simulation for an initially static turbidity current over an irregular hump. The reasonable 
agreement between the experimental data of turbidity currents with an internal hydraulic 
jump and the numerical results indicates the ability of the model to capture automatically 
shock waves. The computed current front location and bed deformation depth agree well 
with the experimental data, suggesting a high accuracy. Nevertheless, quantitative 
uncertainty is inevitable as empirical parameters and relationships are involved in the 
model. For different applications, the values of empirical parameters need to be calibrated. 
The incipient formation processes of submarine morphological features, including canyons, 
channel-levees and lobes by turbidity currents, are resolved by the fully coupled model. It is 
shown that appropriate bed slope and sediment particle size may favour the formation of 
submarine channel-levee morphology, as larger Richardson number does. This facilitates an 
improved understanding of the formation of submarine morphological features by turbidity 
currents. 
Two events of turbidity currents in the Xiaolangdi Reservoir are investigated numerically, 
which demonstrate that with appropriate estimates of boundary resistance and bed sediment 
entrainment, the turbidity current in Xiaolangdi reservoir can be fairly well resolved by the 
fully coupled model. The advance of turbidity currents and the sediment transport rate are 
reproduced rather well when compared against field observations. The fully coupled model 
provides a useful tool for effective sediment and reservoir management by turbidity currents in 
alluvial rivers. 
 
7.2 Perspectives and future works 
The present layer-averaged modelling approach is in general viable for turbidity currents, 
which features a sensible balance between theoretical rigour and applicability. Depth-
resolving modelling approach is useful to obtain the vertical current and sediment structure, 
which might be necessary under certain circumstances. Yet the applicability of the depth-
resolving approach is currently limited to small-scale turbidity currents with mild 
morphological changes and weak sediment transport in laboratories, because large-scale 
events may feature rapid morphological evolution, and the computing cost may be 
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prohibitively high. The main theoretical limitation of vertical 2D and full 3D models arise 
from the poorly understood physics of turbulence, as modified by sediment transport. 
Further research on the interaction of turbulence and sediment transport is required to 
improve credibility of vertical 2D and full 3D models. Many other theories, such as the 
kinetic theory by Wang, Ni and their collaborators (Wang and Ni 1990; Zhong et al. 2011) 
and the Smoothed particle hydrodynamics (Violeau 2012), have been used in sediment-
laden open channel flow modelling, yet applications are rarely reported for turbidity current 
modelling. It will be interesting to extend these theories to turbidity currents in the future. 
Comparisons of different mathematical models will always be useful as the number of 
mathematical models for turbidity currents continue to increase rapidly.  
Field observations and laboratory experiments will continue to improve understanding of 
turbidity currents. Much effort will be required to develop more reliable underwater 
sampling techniques so that complete measurements of turbidity currents are more 
achievable. Presently, laboratory experiments on turbidity currents mostly focus on steady 
inflow conditions. Experiments with unsteady inflow conditions warrant investigation. 
These are also critical for the calibration and validation of mathematical modelling of 
turbidity currents. 
The sediment entrainment flux and resistance are shown to be the two key factors 
determining the turbidity current evolution and morphological changes. The quantification 
of resistance applied to turbidity currents has been commonly approximated by a constant 
bed drag coefficient, which may give rise to uncertainty to an unknown extent. There has 
been only one group of empirical relations for the quantification of sediment entrainment 
flux by turbidity currents [Parker et al. (1987) and its variants]. Fundamentally, the 
mechanism of sediment entrainment by turbulent flow has so far remained poorly 
understood, even for open channel sediment-laden flows. Systematic experimental and 
theoretical studies of the mechanism and quantification of sediment entrainment and bed 
resistance are warranted. 
Current thickness is one of the most important physical variables for turbidity currents, yet 
its determination is subject to much uncertainty. It is because the upper interface of 
turbidity currents are usually unclear. Different methods using threshold sediment 
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concentration, threshold current velocity, vertical integrals of density or velocity, have been 
used to define the upper interface and the current thickness. It will be useful to compare the 
effects of these difference methods on the obtained current thickness.  
In this study, uniform sediment transport by turbidity currents is considered. Further 
extension of the present work to graded sediment transport will be essential because 
heterogeneous sediment transport is much more typical in the field (Paola et al. 1992). 
The plunging process by which sediment-laden open channel flow becomes turbidity 
currents is not accounted for in the present model. It would be useful to pursue an 
integrated modelling approach connecting the turbidity current and the open channel flow.  
Only suspended sediment transport by turbidity currents is considered in the present work, 
and it will be useful to include bed load in future studies (Sequeiros et al. 2010b) 
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