We present an extensive CO emission-line survey of the Planck's dusty Gravitationally Enhanced subMillimetre Sources, a small set of 11 strongly lensed dusty star-forming galaxies at z = 2-4 discovered with Planck and Herschel satellites, using EMIR on the IRAM 30-m telescope. We detected a total of 45 CO rotational lines from J up = 3 to J up = 11, and up to eight transitions per source, allowing a detailed analysis of the gas excitation and interstellar medium conditions within these extremely bright (µL FIR = 0.5-3.0 × 10 14 L ), vigorous starbursts. The peak of the CO spectral-line energy distributions (SLEDs) fall between J up = 4 and J up = 7 for nine out of 11 sources, in the same range as other lensed and unlensed submillimeter galaxies (SMGs) and the inner regions of local starbursts. We applied radiative transfer models using the large velocity gradient approach to infer the spatially-averaged molecular gas densities, n H 2 10 2.6 -10 4.1 cm −3 , and kinetic temperatures, T k 30-1000 K. In five sources, we find evidence of two distinct gas phases with different properties and model their CO SLED with two excitation components. The warm (70-320 K) and dense gas reservoirs in these galaxies are highly excited, while the cooler (15-60 K) and more extended low-excitation components cover a range of gas densities. In two sources, the latter is associated with diffuse Milky Way-like gas phases of density n H 2 10 2.4 -10 2.8 cm −3 , which provides evidence that a significant fraction of the total gas masses of dusty starburst galaxies can be embedded in cool, low-density reservoirs. The delensed masses of the warm star-forming molecular gas range from 0.6 to 12 × 10 10 M . Finally, we show that the CO line luminosity ratios are consistent with those predicted by models of photon-dominated regions (PDRs) and disfavor scenarios of gas clouds irradiated by intense X-ray fields from active galactic nuclei. By combining CO, [C i] and [C ii] line diagnostics, we obtain average PDR gas densities significantly higher than in normal star-forming galaxies at low-redshift, as well as far-ultraviolet radiation fields 10 2 to 10 4 times more intense than in the Milky Way. These spatially-averaged conditions are consistent with those in high-redshift SMGs and in a range of low-redshift environments, from the central regions of ultra-luminous infrared galaxies and bluer starbursts to Galactic giant molecular clouds.
Introduction
Massive, dusty, star-forming galaxies at high-redshift exhibit enhanced star-formation rates (between a few hundred and 1000 M yr −1 , for example, Casey et al. 2014) compared to those measured in low-redshift nuclear ultra-luminous infrared galaxies (ULIRGs), and account for significant fractions of the cosmic energy budget from star formation at z ∼ 2-4 (e.g., Hauser & Dwek 2001; Magnelli et al. 2013; Dunlop et al. 2017) . Their intense star formation is driven by deep gravitational potentials and higher gas masses (e.g., Tacconi et al. 2008; Ivison et al. 2011) , gas fractions (e.g., Daddi et al. 2010; Tacconi et al. 2010) , and gas mass surface densities (e.g., Riechers et al. 2013; Cañameras et al. 2017a ) than in the local Universe. The bulk of their molecular gas reservoirs directly fueling star formation are dense and generally highly turbulent (Lehnert et al. 2009; Solomon & Vanden Bout 2005; . Determining the physical conditions of the molecular gas and overall interstellar medium (ISM) within these galaxies is crucial to understand the timescales over which their extreme starformation activity can be sustained, and to characterize the feedback processes underlying the most rapid phase of stellar mass assembly.
Based on IRAM data obtained with programs 082-12, D09-12, 065-13, 094-13, 223-13, 108-14, and 217-14. The gas mass census of high-redshift star-forming galaxies has been mostly obtained from observations of carbon monoxide (CO) line emission, since CO is the most abundant molecule in the interstellar medium after H 2 and emits rotational transitions observable with space-and ground-based (sub)millimeter receivers. CO molecules form within photon-dominated regions (PDRs), in the outer layers of star-forming clouds between H ii regions and the inner prestellar cores, where the incident farultraviolet (FUV) radiation fields from young stellar populations are sufficiently attenuated, and hydrogen is mainly in molecular form (Hollenbach & Tielens 1997) . Combining CO line diagnostics and PDR models therefore enables us to probe the density and radiation fields in these environments (Kaufman et al. 1999; Le Petit et al. 2006; Rawle et al. 2014) . Moreover, observing the CO spectral line energy distributions (SLEDs) allows us to characterize the population of multiple rotational levels and to infer the underlying gas density and kinetic temperature using radiative transfer models (e.g., Weiß et al. 2005; Papadopoulos 2010 ).
Deriving the total molecular gas masses from CO relies on measurements of the ground-state rotational transition, together with the choice of a CO-to-H 2 conversion factor, α CO (see Bolatto et al. 2013 , for a review). At high redshift, detecting CO(1-0) is challenging due to its low fluxes and redshifted frequencies and the measured line fluxes can be significantly un-derestimated due to the cosmic microwave background radiation (da Cunha et al. 2013; Zhang et al. 2016) , so the overall gas properties are often deduced from higher-J CO transitions. However, the conversion factors between mid-J and CO(1-0) are highly uncertain, due to the wide range of gas excitations over the SMG population Sharon et al. 2016) . Early studies assumed local thermodynamic equilibrium, but subthermally excited gas reservoirs were subsequently observed in several SMGs (e.g., Hainline et al. 2006 ). More recently, Narayanan & Krumholz (2014) have suggested to use the star-formation surface density as a proxy of the overall excitation, but also show that this quantity poorly describes the gas conditions in the most intense starbursts. Given these conversion uncertainties, modeling individual CO SLEDs becomes mandatory to obtain robust mass estimates for the different gas phases in dusty star-forming galaxies, and to better constrain the high-redshift mode of star formation.
In the local Universe, similar studies have highlighted the presence of multiple gas components with a range of densities and temperatures in normal star-forming galaxies (e.g., Liu et al. 2015) , LIRGs (e.g., Lu et al. 2017) , and ULIRGs (e.g., Pearson et al. 2016 ). These gas phases have been detected in the most massive galaxies at z ∼ 1-3 (Ivison et al. 2010; Harris et al. 2010) , with also hints of diffuse reservoirs that could be distributed over large scales and not directly related to the ongoing star formation (Dannerbauer et al. 2009; Danielson et al. 2011) . The presence of such low density ISM components could have important implications for our understanding of the stellar mass build-up of massive galaxies, but evidence is still scarce because even small mass fractions of warm, excited gas are sufficient to dominate the spatially-integrated luminosities (see, e.g., Rangwala et al. 2011) .
Probing the ISM conditions within high-redshift dusty starforming galaxies using detailed analyses of the CO gas excitation is greatly facilitated through observing the most strongly lensed systems (e.g., Weiß et al. 2007; Cox et al. 2011) , for which the magnified emission from intrinsically faint high-J CO lines beyond the turnover of the SLED exceeds the sensitivity limit of single-dish telescopes and interferometers (e.g., Yang et al. 2017) . The flux boost due to gravitational lensing is crucial for obtaining line detections with sufficient signal-to-noise ratios, for a wide range of gas excitations, and for intrinsically fainter SMGs than those from unlensed samples. This allows us, for example, to investigate the fundamental differences between galaxies in the starburst and steady disk modes of star formation.
Here we present IRAM 30-m telescope observations of several CO rotational lines in the Planck's dusty Gravitationally Enhanced subMillimetre Sources (GEMS, Cañameras et al. 2015 , hereafter C15), a small set of extremely bright strongly lensed dusty star-forming galaxies identified with Planck. This sample was obtained from the Herschel/SPIRE 250-, 350-and 500-µm follow-up photometry of high-redshift source candidates identified with Planck/HFI over the 50% of the sky with the lowest contamination from Galactic cirrus (see further details in Planck Collaboration XXVII 2015) . The Planck's dusty GEMS were then selected as the brightest isolated point sources in SPIRE maps, with spectral energy distribution (SED) peaking either at 350 or 500 µm and with 350-µm flux density above 400 mJy, following the predicted submm number counts of Negrello et al. (2007 Negrello et al. ( , 2010 . Given the unprecedented sky coverage of the original sample identified with Planck, the resulting 11 sources are amongst the brightest high-redshift dusty star-forming galaxies on the sky outside of the Galactic plane. Their 350-µm flux densities lie between 294 mJy and 1054 mJy, thereby extending other samples of strongly lensed SMGs from Herschel and the South-Pole Telescope toward higher fluxes (e.g., Vieira et al. 2013; Wardlow et al. 2013; Bussmann et al. 2013) . The overall dust heating in these sources is dominated by intense star formation, with minor contributions from central active galactic nuclei (AGN) to the overall FIR luminosities (C15).
All Planck's dusty GEMS are directly observable from the northern hemisphere, which allowed us to measure robust spectroscopic redshifts between z = 2.236 and z = 3.549 with the EMIR broadband receiver on the IRAM 30-m telescope (C15). Dust continuum interferometry at 880 µm with the SMA previously revealed that the GEMS are either single or multiple compact sources or elongated arcs at subarcsec resolution, and that they are systematically aligned with foreground mass concentrations detected with optical and near-infrared imaging (C15; Frye et al. 2018) . We published detailed lensing models of individual GEMS as part of our overall follow-up program. Firstly, in Cañameras et al. (2017a) , the analysis of ALMA 0.1 −resolution observations of PLCK G244.8+54.9 (hereafter the "Ruby") showed that the submm emission forms a nearly complete Einstein ring of 1.4 diameter around a red massive foreground galaxy detected with HST/WFC3. VLT/XShooter spectroscopy revealed that the main deflector is one of the most distant strong lensing galaxies known to date, at z = 1.525. Secondly, in Cañameras et al. (2018a, A&A accepted) , we have extensively studied the foreground mass distribution of PLCK G165.7+67.0 (the "Emerald") which forms a giant submm arc at z = 2.236, behind two small groups of galaxies embedded within a massive cluster at z = 0.351. Similarly, we derived lensing models for seven of the nine remaining sources in the sample, based on our SMA dust continuum and PdBI subarcsec line interferometry of the GEMS, and optical and nearinfrared imaging and spectroscopy of the foreground deflectors (see Table 1 ). In addition to providing delensed source properties, these models are crucial for constraining the impact of possible differential lensing effects on the shape of the CO ladder and resulting gas properties. They will be further discussed in a forthcoming paper (Cañameras et al. 2018c, in prep.) .
After detecting two CO or [C i] transitions per source as part of our redshift search in the 3-mm band, we pursued the millimeter emission-line survey with EMIR in order to obtain further information on the gas conditions and gas heating mechanisms in these strongly gravitationally lensed high-redshift galaxies. A detailed analysis of the atomic gas and ISM properties deduced from the [C i] 3 P 1 -3 P 0 and 3 P 2 -3 P 1 fine-structure lines are discussed in a companion paper (Nesvadba et al. 2018 , A&A submitted, hereafter N18). Here we focus on the characterization of spatially-integrated molecular gas reservoirs over the entire sample, using our CO line survey and modeling of the CO ladder from J up = 3 to J up = 11.
Our paper is organized in the following way: We start with a description of the single-dish observations and data reduction in Sect. 2, and characterize the overall properties of CO line emission in the sample in Sect. 3. In Sect. 4 we describe the magnification factor estimates and discuss the possible differential lensing effects and our choice of the CO-to-H 2 conversion factor. We present our analysis of the CO excitation and resulting ISM conditions in Sect. 5.1, and characterize the number of gas components and their total masses in Sect. 5.2. In Sect. 5.3, we combine line diagnostics from different species to derive PDR models. We then discuss the ISM properties obtained with the two approaches, our constraints on the sizes of the gas reservoirs and other heating mechanisms in Sect. 6 and, finally, we conclude with a summary of our analysis in Sect. 7. 7.9 ± 0.3 6.0 ± 0.5 < 10% 9.5 ± 0.5 ... PLCK G244.8+54.9 10:53:53.04 +05:56:21 3.0054 ± 0.0001 21.8 ± 0.6 c 22.0 ± 1.3 c < 5% 12.2 ± 0.4 0.6 Table 1 . Properties of the Planck's dusty GEMS that were part of our CO emission-line survey with EMIR. The source positions are those used to point the IRAM 30-m telescope for the single-dish spectroscopic observations. Here z spec is the best spectroscopic redshift inferred from single Gaussian fits to the lowest-J CO emission lines detected with EMIR, between J up = 3 and J up = 5. The quantity µ dust is the luminosity-weighted magnification factor of the 880-µm dust continuum, mostly obtained from the highest resolution SMA maps, either in the EXT or VEXT configuration. µ gas is the luminosity-weighted magnification factor of the gas component in the GEMS derived from our CO J up = 4-6 interferometry using IRAM/PdBI. Both factors are inferred from detailed strong lensing models that will be presented in a forthcoming paper (Cañameras et al. 2018c, in prep.) , with errors showing their ±1σ statistical uncertainties. Expected systematics on the magnification factors are listed in the column headed ∆µ/µ (see further details in the text). The quantity L FIR is the delensed value of the total FIR luminosity (8-1000 µm) presented in C15, including statistical uncertainties on µ. Finally, r 1/2 is the intrinsic half-light radius of the dust continuum from the source. Notes. (a) Computed from the ALMA 0.7-mm continuum map at 0.42 × 0.28 beam size presented in Nesvadba et al. (2016) . (b) Rough estimate of µ from the scaling relation between L FIR and T dust in unlensed SMGs (see C15 for details), for the sources without detailed lensing models. (c) The magnification factors of the Ruby are inferred from the ALMA very extended baseline observations of the 3-mm dust continuum and CO(4-3) line emission presented in (Cañameras et al., 2017a) .
Throughout the paper we adopt a flat ΛCDM cosmology with H 0 = 67.8 ± 0.9 km s −1 Mpc −1 , Ω M = 0.308 ± 0.012, and Ω Λ = 1 − Ω M (Planck Collaboration XIII 2016). All observed transitions are rotational transitions of the 12 CO isotope, which we refer to as "CO".
Observations and data reduction
High-resolution spectra of the CO lines in the GEMS were obtained with the IRAM 30 meter telescope as part of an extended survey of the brightest atomic and molecular emission lines conducted in the 3-mm, 2-mm, 1.3-mm and 0.8-mm bands. Observations were carried out with the eight mixer receiver broadband instrument (EMIR, Carter et al. 2012) , during several programs between September 2012 and June 2014 (PI: N. Nesvadba, see Table A .1). The blind redshift search in the 2-mm and 3-mm bands described in C15 was performed during programs 082-12, D09-12 and 094-13, while program 223-13 was intended to extend our characterization of the CO ladder to higher-J. EMIR offers a total bandwidth of up to 16-GHz separated into 4-GHz sidebands, in each of the two orthogonal polarizations. We used both the FTS or WILMA backends, covering 16 and 8 GHz of total bandwidth, with a spectral resolution of 195 kHz and 2 MHz, respectively. During the integration, the sky emission was subtracted using a wobbler switching of 60 , larger than the telescope primary beam (from 7.5 at 340 GHz to 29 at 86 GHz) and larger than the angular size of the sources. We calibrated the pointing every two hours using radio-loud quasars at small angular separation from the GEMS, to obtain an rms pointing accuracy below 3 (Greve et al. 1996) . We focused the telescope after significant variations in the atmospheric temperature including sunrise and sunset, and every 4 hours in stable conditions. The observations were carried out under good to average weather conditions using a standard calibration mode, and we flagged the scans taken at high precipitable water vapor (PWV > 8-10 mm at 3 mm).
The scans were reduced using the CLASS software package from the GILDAS 1 distribution delivered by IRAM. We inspected all individual 30-s scans in each polarization, and rejected those with spikes falling at the frequency of the line and those with poor baselines (most of them are also flagged as high PWV scans). After subtracting the baselines in individual scans using first-order polynomials, we coadded and smoothed the spectra. The rms values of the resulting spectra were measured with CLASS on baseline channels. The tuning frequencies, integration times and rms noise levels for each spectrum are summarized in Table A .1. We used the telescope efficiencies measured during the relevant calibration campaign to convert the peak antenna temperatures, T * a , to flux density units. We used scans from either the FTS or WILMA backend, depending on the number of bad scans and line S/N. Typically, WILMA provided a higher baseline stability and was favored for low S/N spectra. Profiles and non-detections of all CO emission lines observed with EMIR are shown in Fig. 1 and Appendix A.
Furthermore, the CO(1-0) transition in five of the GEMS was observed with the Green Bank telescope (GBT) by Harrington et al. (2018) . We will discuss the impact of including the measured line fluxes in our analysis of the CO gas excitation and the implications for the number of molecular gas phases in these intense starbursts, under the assumption that relative flux calibrations between IRAM and GBT spectra are reliable and that the differences in beam sizes play a minor role.
Characterizing the CO line emission
We now present our results on the properties of the star-forming gas reservoirs in the GEMS, through searching for the peak of Fig. 1 . Single-dish spectra of the CO rotational emission lines in PLCK G244.8+54.9 observed with EMIR. The continuumsubtracted and binned spectra were fitted with two Gaussian components using the CLASS package of GILDAS, by fixing the peak velocities to those measured on the CO(3-2) spectrum. The best-fit line profiles are plotted as red curves, with the individual spectral components overlaid in gray. Velocity offsets are defined relative to the best spectroscopic redshift z = 3.0054 ± 0.0001 presented in Table 1 . The resulting line properties are listed in Table A .2 and EMIR spectra of other Planck's dusty GEMS are shown in Appendix A.
the CO ladder and the characterization of the spatially-integrated CO line ratios.
CO line profiles of individual sources
By combining all observing runs, we detected 45 CO lines with J up ≥ 3 out of the 48 observed lines, and up to high rotational levels (maximum of J up = 11) that trace the warm and dense regime of the bulk of the molecular gas. Our data set includes between two and eight CO lines per source. We fitted each baselinesubtracted and coadded spectrum using a Gaussian function and measured the central frequencies of the lines, as well as the redshifts, full-widths-at-half-maximum (FWHM), and velocityintegrated fluxes. Results are reported in Table A .2, together with the uncertainties provided by the CLASS fitting routine. Line fluxes are uncorrected for lensing magnification. Seven out of the 11 GEMS exhibit single Gaussian profiles and we only use a double Gaussian for PLCK G045.1+61.1, PLCK G092.5+42.9, PLCK G145.2+50.9, and PLCK G244.8+54.9, where this additional spectral component is robustly detected (see Figures 1, A.1, A.2, and A.3) .
We computed flux upper limits for the lines without 3σ detections following the approach adopted in Rowlands et al. (2015) . We obtained a broad range of line FWHM values, from 200 to 750 km s −1 , similar to lensed and unlensed SMGs in the literature (see also C15), and very high fluxes up to 37 Jy km s −1 , uncorrected for gravitational magnification. The best spectroscopic redshifts of each source listed in Table 1 were measured from single Gaussian fits to the two lowest-J CO lines detected with EMIR, typically either J up = 3 and 4 or J up = 4 and 5. Figure 2 shows the individual CO SLEDs of the 11 GEMS, in units of velocity-integrated flux densities. This plot demonstrates that our survey covers the peak of the SLED for nine out of 11 sources, and that this peak systematically falls between J up = 4 and J up = 7. This is crucial to shed light on the gas conditions in the GEMS, since the location of the maximum on the CO excitation ladder directly depends on the gas kinetic temperature and density. For this reason, the only two CO transitions detected in PLCK G145.2+50.9 and the flat ladder of PLCK G113.7+61.0 in the range J up = 4-8 will, to a certain extent, prevent us from deriving detailed gas properties in these sources. The SLEDs of PLCK G092.5+42.9 and PLCK G244.8+54.9, the two brightest GEMS with well-sampled SLEDs up to J up = 10-11 exhibit double peaks that strongly suggest the presence of two distinct gas excitation components. We will provide further evidence of these multiple gas phases using detailed excitation models in Sect. 5.
CO spectral line energy distributions
We also determined the shape of the SLED for individual "blue" and "red" components (named according to their position relative to the systemic redshifts of Table 1 ) in PLCK G045.1+61.1, PLCK G092.5+42.9 and PLCK G244.8+54.9, the three GEMS where two spectral components are detected over several CO lines. To obtain a robust separation, we fixed the central velocities of the individual components to those measured on the lowest-J transition with the highest S/N value, typically either CO(3-2) or CO(4-3) (see Table A .2). The two Gaussians are centered at about -420 and 30 km s −1 , -120 and 170 km s −1 , -210 and 150 km s −1 (with respect to the spectroscopic redshifts of Table 1 ) for PLCK G045.1+61.1, PLCK G092.5+42.9 and PLCK G244.8+54.9, respectively. Varying only the FWHM and peak flux of each kinematic component enables us to properly fit the profiles of all mid-and high-J lines, apart from the CO(11-10) transition in PLCK G244.8+54.9, which has a lower S/N value. The spectral components in PLCK G244.8+54.9 illustrated in Fig. 1 have central velocities consistent with those of the two regions identified in Cañameras et al. (2017a) from ALMA 0.1 −resolution imaging of the CO(4-3) line emission. The resulting CO SLEDs for the blue and red kinematic components are shown in Fig. 2 . For PLCK G045.1+61.1, both SLEDs are Harrington et al. (2018, black triangles) and CO(3-2) for PLCK G092.5+42.9 is from Harrington et al. (2016) . For PLCK G045.1+61.1, PLCK G092.5+42.9, and PLCK G244.8+54.9, light blue and red triangles show the SLEDs obtained for the blue and red kinematic components, respectively, for the transitions with S/N values sufficiently high to obtain a robust separation of the two components. very similar to the one derived from integrated CO fluxes, and peak at J up = 5. In PLCK G092.5+42.9, the measured fluxes of the blue component are nearly constant between J up = 4 and J up = 8, implying that the variations of the global SLED are mainly driven by the red component. The relative gas excitation in PLCK G244.8+54.9 is less obvious, with the red component having a larger contribution to the main peak. We will further investigate their individual properties in Sect. 5.1.
The relative variations between sources are shown in Fig. 4 by plotting the CO SLEDs normalized by the CO(3-2) velocityintegrated fluxes. We also show how the GEMS compare with other well-studied starburst galaxies in the literature, such as the local starburst Arp 220 (Wiedner et al. 2002; Rangwala et al. 2011) , the central region of M82 (Weiß et al. 2005) , and the Cosmic Eyelash (Danielson et al. 2011) . Overall, the variety of CO ladders is consistent with the wide range of CO excitations found over the SMG population (Casey et al. 2014) . The CO ladder of the most excited GEMS, the Ruby, peaks at J up = 6, similarly to the local starburst M82 (Fig. 4) . This is in line with the detailed analysis of Cañameras et al. (2017a) , which showed that star-forming regions within this maximal starburst could resemble the densest inner parts of molecular regions within lowredshift galaxies.
The CO(1-0) fluxes are comparatively higher than those from local starbursts, assuming that the relative flux calibrations between our CO line survey with EMIR and GBT observations from Harrington et al. (2018) have uncertainties of up to ∼30%. This suggests that the GEMS host a low-excitation gas component distinct from the excited gas phases, as further discussed in Sect. 5.2. Moreover, the fact that the SLED of the most excited sources in the sample peak at J up ≤ 6, and compare well with the gas excitation in Arp 220, provides further evidence that the GEMS are intense starbursts that do not host a powerful AGN (see, in contrast, the turnover at J up = 10 for the z = 3.9 QSO APM 08279, Weiß et al. 2007; Bradford et al. 2011 ). We will constrain the maximal contribution from an X-ray dominated region to the overall gas heating in Sect. 6.3.
Sources in local thermal equilibrium (LTE) with thermalized CO rotational levels exhibit SLEDs rising as the square of J up . Figure 4 shows that only PLCK G092.5+42.9, PLCK G102.1+53.6, and PLCK G244.8+54.9 have CO transitions nearly in thermal equilibrium up to J up ∼ 4, consistent with the presence of subthermally excited reservoirs, as also found, for example, in Harris et al. (2010) .
CO line luminosities
To quantify the total energy radiated by each CO transition we converted the fluxes to line luminosities, in L , using the relation from Solomon et al. (1992) :
where I line is the velocity-integrated flux in Jy km s −1 , ν obs the observed frequency of the line in GHz and D L the luminosity distance in Mpc. We also computed line luminosities in K km s −1 pc 2 using:
All observed line luminosities (uncorrected for the gravitational magnification) are reported in Table A .2. In Figure 3 , we plot the relations between L FIR and L CO for all CO transitions detected in at least one GEMS, and the bestfitting linear relations obtained for local galaxies and individual star-forming regions as well as for lowredshift ULIRGs only (Kamenetzky et al. 2016 ). The two lowredshift comparison samples cover FIR luminosities up to about Fig. 3 . Relations between L FIR and L CO for the nine CO transitions detected at least in one of the Planck's dusty GEMS. Red points show results from this work, corrected for the gravitational magnification and with error bars including the uncertainties on µ from Table 1 . Red triangles mark the position of PLCK G138.6+62.0 and PLCK G200.6+46.1 which have more uncertain magnification factors. Yellow squares are the high-redshift strongly lensed SMGs from the H-ATLAS survey, also corrected for strong lensing magnification (Yang et al. 2017) . Solid blue lines indicate the best linear fits obtained by Liu et al. (2015) for a diverse sample of local galaxies and individual star-forming regions with luminosities in the range 10 8 ≤ L FIR ≤ 10 12 L , as shown by the blue shaded regions. Dashed blue lines show their ±2σ dispersions. Brown lines represent similar relations for low-redshift ULIRGs with 10 11 ≤ L FIR ≤ 3 × 10 12 L presented in Kamenetzky et al. (2016) . The properties of high-redshift SMGs are consistent with local relations and extend their validity over five orders of magnitude in FIR luminosity. 10 12 L . Moreover, ULIRGs span a particularly small dynamical range of less than two orders of magnitude in luminosity, which leads to differences in the high-J L FIR -L CO correlations between both samples, although the measured slopes appear to be consistently sublinear (e.g., Greve et al. 2014; Kamenetzky et al. 2016) . The GEMS closely follow the low-redshift correlations from Liu et al. (2015) and cover the same regime as other samples of high-redshift dust-obscured star-forming galaxies (Yang et al. 2017) . When comparing to local ULIRGs, the CO transitions with J up ≥ 5 that are thought to arise from the denser and warmer gas components directly related to the on-going starformation activity appear to best follow the local trends. For J up ≤ 4, the lower number of sources available in the catalog of Kamenetzky et al. (2016) results in more scattered relations, which complicates the interpretation.
We derived the spatially-integrated CO line luminosity ratios for the five GEMS with both CO(1-0) (from Harrington et al. 2018) , and mid-J flux measurements, finding r 32/10 = 0.42 ± 0.04, r 43/10 = 0.30 ± 0.05 and r 54/10 = 0.22 ± 0.05. These values are 20-30% lower than ratios obtained in Bothwell et al. (2013) for unlensed SMGs. The r 32/10 ratio has been particularly well constrained for high-redshift dusty star-forming galaxies, with measurements in the range r 32/10 = 0.40-0.65 (Harris et al. 2010; Tacconi et al. 2010; Greve et al. 2014; Genzel et al. 2015; Daddi et al. 2015; Sharon et al. 2016; Yang et al. 2017) , and our estimate therefore remains consistent with the typical values found in the literature. We further interprete these line ratios in terms of gas phases following our gas excitation analysis in Sect. 5.2.
Global gas properties of the GEMS

Correcting for the lensing magnification
Magnification factor estimates
For each source, we used our best-fitting lens model with LENSTOOL (Jullo et al. 2007 ) to derive amplification maps with the same sampling as the subarcsec resolution CO line and dust continuum maps from our SMA, PdBI, and ALMA followup interferometry. The details of our lens modeling approach are described, for example, in Cañameras et al. (2017b) and Cañameras et al. (2018a, A&A accepted) . We then used these maps to compute the luminosity-weighted gravitational magnification factors of the gas and dust components, in order to correct the observed velocity-integrated CO fluxes and line luminosities. We accounted for the frequency variations of the beam size by using the following parametrization of the observed half-power beam width 2 (HPBW):
We only considered pixels where the CO line or dust continuum emission is detected above 4σ, and we rejected a small fraction of 5-10 pixels that lie on top of the critical lines and have artificially high magnification factors above 200. Harrington et al. 2018) , the local starburst Arp 220 (Wiedner et al. 2002; Rangwala et al. 2011) , the central region of M82 (Weiß et al. 2005 ) and the Cosmic Eyelash (Danielson et al. 2011 ). For comparison, we also show the CO SLED spatially-integrated over the inner disk of the Milky Way (dotted line, Fixsen et al. 1999) , and the expected trend for optically thick gas in local thermodynamic equilibrium (thick gray line). Table 1 summarizes the resulting magnification factors for each source and their 1σ statistical uncertainties. The luminosity-weighted magnification factors of the gas component were inferred from our high-resolution line imaging with the PdBI, for mid-J CO transitions between J up = 4 and J up = 6. Unless otherwise stated, for the cold dust component we used SMA continuum maps at 880-µm either in the EXT or VEXT configuration, at similar beam size as our PdBI observations. The CO maps of PLCK G092.5+42.9, PLCK G102.1+53.6, and PLCK G231.3+72.2 have significantly lower resolutions than those from the SMA, and we computed µ dust from the 2-mm dust continuum extracted in line-free baseline channels from the PdBI data cubes to avoid beam effects on the magnification factor estimates. We also quote the systematic errors on µ induced by the choice of the mass profile of the main deflector or the inclusion of photometrically-selected multiple image systems, as inferred from the alternative models that will be further discussed in a forthcoming paper (Cañameras et al. 2018c, in prep.) . The luminosity-weighted magnification factors of the Ruby were computed within the beam of the 30-m telescope in the same way as for the other GEMS, based on the detailed lensing analysis of Cañameras et al. (2017b) that shows local variations of µ by up to a factor of 2 for individual clumps in this source.
PLCK G200.6+46.1 and PLCK G138.6+62.0 are the only unresolved sources in our follow-up submm interferometry of the whole sample. The main lens galaxies in these systems also lack spectroscopic redshift measurements, which precludes the calculation of detailed lensing models. Since most results rely on line ratios, we nonetheless included these GEMS in the overall analysis and used their position in the L FIR -T dust parameter space relative to the sequence of unlensed SMGs to derive their gravitational magnification (see figure 5 and justification in C15). This method, although crude, provides estimates of µ which are within 25% of the magnification factors obtained from detailed modeling for six sources (Table 1) , and within a factor 2 for the remaining three.
Constraints on the differential magnification
Previous studies have cautioned that differential magnification effects can become an important source of systematic uncertainties when characterizing the molecular gas properties of strongly lensed dusty star-forming galaxies (e.g., Blain 1999 ). This effect can play an important role when comparing fluxes from mid-J CO lines with CO(1-0) because these transitions have critical densities varying by 1-3 orders of magnitude and therefore trace different gas components in the sources. J up > 2 CO lines trace warm molecular regions which are expected to be compact in high-redshift starbursts, under the form of late-stage mergers akin to the nucleus of Arp 220 (Scoville et al. 2017) or massive star-forming clumps distributed over gas-rich disks (e.g., Swinbank et al. 2010; Thomson et al. 2015) , while CO(1-0) is thought to arise from the cool and more diffuse ISM (e.g., Ivison et al. 2011) . When observing strongly lensed galaxies, one of these components can benefit from a higher gravitational magnification, depending on the position of the source plane caustic lines. Simulations showed that uncertainties on the CO(6-5)/CO(1-0) line flux ratio due to differential magnification can reach up to 30% (Serjeant 2012) and therefore distort the observed CO SLEDs, but the amplitude of this effect essentially depends on the actual distribution of the low and high-excitation gas phases in these systems. We quantified differential magnification over the sample using two different approaches.
Firstly, we used our detailed lensing models to quantify the level of differential lensing between mid-J CO lines and dust continuum of individual Planck's dusty GEMS. IRAM/PdBI and ALMA subarcsec resolution line-imaging constrain the morphology of the CO line emission in all sources and allow us to compare with the resolved dust continuum maps to search for variations of the luminosity-weighted magnification factors between the two components. The results of Table 1 demonstrate that values of µ gas and µ dust are within 1σ for PLCK G080.2+49.8, PLCK G102.1+53.6, PLCK G165.7+67.0 and PLCK G244.8+54.9, and differ by at most 15-30% for other sources. These variations are comparable with other measurement uncertainties, including IRAM flux calibration uncertainties, and might be partly due to residual differences in the beam dimensions of about 20% (e.g. for PLCK G045.1+61.1 and PLCK G092.5+42.9), despite our efforts in computing the luminosity-weighted magnification factors at similar angular resolutions.
The simulation study presented in Serjeant (2012) suggests that differential magnification effects between [C ii] and FIR bolometric emissions are minor, for ISM configurations resembling that of the Cosmic Eyelash. [C ii] and CO(1-0) line emissions also present similar magnifications. This suggests that if the sources have configurations similar to the Cosmic Eyelash, which is broadly supported by our multiwavelength analysis of PLCK G165.7+67.0 (Cañameras et al. 2018a , A&A accepted), the µ dust value can serve as a proxy for the magnification of the low-density CO(1-0) gas reservoirs. Under these assumptions, our high-resolution interferometry therefore suggests that differential lensing effects between CO(1-0) and mid-J CO lines are minor in this sample. The effect is most likely negligible between mid-and high-J CO transitions that both trace the compact sites of star formation, as demonstrated by Rybak et al. (2015) for the well-studied dusty starburst SDP 81. . CO luminosity to gas mass conversion factor, α CO , versus FIR luminosity, for the seven Planck's dusty GEMS with direct α CO measurements using the molecular gas masses inferred from the [C i](1-0) line fluxes of Nesvadba et al. (2018, A&A submitted, red stars) . All but one GEMS are consistent with the usual ULIRG value α CO = 0.8 M (K km s −1 pc 2 ) −1 (lower dashed line). Other points show α CO estimates in the literature, for the strongly lensed SMGs from the SPT survey (blue points), highredshift unlensed dust-obscured starbursts (green points), QSOs (yellow points) and main sequence galaxies (black squares, Aravena et al. 2016 , and references therein). The relative uncertainties on α CO obtained for these high-redshift samples are comparable to those of the GEMS.
Secondly, we compared the CO line profiles from our IRAM survey to show that differential lensing is not producing a significant bias between different rotational levels. Values given in Table A .2 show that for each source, most line FWHMs measured with single component Gaussian fits are within the 1σ uncertainties, suggesting that J up > 3 transitions consistently trace the same intrinsic gas kinematics. For PLCK G045.1+61.1, PLCK G092.5+42.9, PLCK G145.2+50.9, and PLCK G244.8+54.9, we also detect the same number of spectral components from J up = 3 to J up = 10, on the transitions with sufficient signal-to-noise ratios (Fig. 1, A. 1, A.2 and A.3). More puzzling is the line profile of CO(6-5) in PLCK G092.5+42.9, where the two spectral components are robustly detected but with very different flux ratios compared to other transitions. However, since the profiles of CO(8-7) and CO(9-8) lines in this source are consistent with those of CO(4-3) and CO(5-4), we conclude that different gas excitation properties within the blue and red components are more likely to produce different flux ratios on a single transition than differential lensing effects. For these reasons, we assumed that differential lensing is not likely to induce major distortions of the CO SLEDs and hence we ignored this effect for the gas excitation analysis.
The α CO conversion factor
Deriving the molecular hydrogen masses of the GEMS from our analysis of the CO gas excitation relies on our assumption about the α CO conversion factor, which can induce major uncertainties in high-redshift studies despite the overall consensus reached for local galaxy populations (see Bolatto et al. 2013 ). However, the 3 P 1 -3 P 0 fine-structure line of atomic carbon has also proven to be a reliable proxy of the total molecular gas content in galaxies. Due to its low critical density (n crit 500 cm −3 , it is easily thermalized in molecular clouds and originates from the extended and low-density gas reservoirs that contain the bulk of the molecular gas mass, similarly to CO(1-0), both in nearby (e.g., Papadopoulos et al. 2004; Jiao et al. 2017 ) and high-redshift ULIRGs (e.g., Alaghband-Zadeh et al. 2013) . We can therefore invert the problem by using the detailed analysis of atomic carbon in the GEMS from N18 to derive α CO for the seven sources with [C i](1-0) line detections with EMIR, assuming that it traces the same gas components as CO(1-0).
For these seven GEMS, we used the [C i]-inferred H 2 masses from N18, obtained with the relation from Papadopoulos et al. (2004) (see also equation 2 in Wagg et al. 2006 ) and for a common value of the carbon abundance, X [C i] = 3 × 10 −5 (Weiß et al. 2005) , an excitation factor, Q 10 0.5, and the Einstein coefficient, A 10 = 7.93 × 10 −8 s −1 . We then used the CO(1-0) line luminosities, L CO(1−0) , either measured in Harrington et al. (2018) or converted from the mid-J transitions detected with EMIR using the average r 32,10 and r 43,10 conversion factors measured over the sample in Sect. 3.3. Comparing M [C i] (H 2 ) and L CO(1−0) results in the values of α CO shown in Table 2 and Figure 5 . For all but one source, we obtain low conversion factors consistent within 1σ with α CO ∼ 0.8 M (K km s −1 pc 2 ) −1 , the value measured for local ULIRGs and widely used for luminous dusty starbursts at high redshift (see also Bolatto et al. 2013 ). PLCK G080.2+49.8 is the only GEMS for which we measure a higher conversion factor inconsistent with the ULIRG value, which is perhaps not surprising since the local star-formation properties within this source are more akin to high-redshift main-sequence galaxies than other extreme starbursts in our sample (N18).
These results are nevertheless strongly dependent on our choice of the carbon abundance. Enhanced abundances with respect to those over the Galactic plane have been measured in high-redshift starbursts (X [C i] 4-5 × 10 −5 , Weiß et al. 2005; Danielson et al. 2011; Alaghband-Zadeh et al. 2013) . We refer to N18 for a discussion of the physical origin and implications of a possible enhanced carbon abundance in the GEMS, and emphasize that this would lower our estimates of α CO and favor the use of a low ULIRG-like factor. Given these considerations, in Sect. 5.2 we will therefore take a common factor of 0.8 M /(K km s −1 pc 2 ) to convert the CO line luminosities of the 11 sources to gas masses. This is in line with results obtained in C15 from dust mass measurements and assuming solarlike metallicities. Moreover, Figure 5 illustrates that this choice is also consistent with independent estimates for other strongly lensed SMGs in the literature (e.g., Aravena et al. 2016 ).
Properties of the CO gas excitation
We now further investigate the CO excitation within each of the GEMS and deduce the physical gas properties using two independent radiative transfer analyses that rely either on the entire SLEDs or a range of measured CO line ratios.
Large velocity gradient models
Modeling approach
The large velocity gradient (LVG) approach (e.g., Young & Scoville 1991) is commonly used to model the molecular gas Table 2 . Estimates of the CO-to-H 2 conversion factors, gas masses and gas-to-dust ratios. The α CO column lists the CO luminosity to gas mass conversion factors, expressed in units of M /(K km s −1 pc 2 ) and deduced from the [C i]-inferred molecular gas masses for the sources with [C i](1-0) detections (Nesvadba et al. 2018 , A&A submitted, see further details in the text). The molecular hydrogen masses, µ M CO (H 2 ), are derived from the modeled CO(1-0) luminosities assuming α CO = 0.8 M /(K km s −1 pc 2 ). Intrinsic values are corrected for the magnification factors µ gas of Table 1 . We also list the gas masses inferred for the individual kinematic components in three Planck's dusty GEMS. The quantities δ GDR are the gas-to-dust mass ratios deduced from the dust masses presented in C15, corrected for µ dust , and the total molecular gas masses, M CO (H 2 ). Errors include uncertainties on the line fluxes and magnification factors.
excitation in galaxies having optically thick gas reservoirs that are not thermalized, as is the case for the GEMS (see Fig. 4 ). LVG models can predict the shape of the CO ladder by computing the collisional excitation of CO molecules for a range of gas physical conditions, assuming that turbulent motions within star-forming clouds result in velocity gradients in order to compute the escape probability of optically thick CO emission. We derived radiative transfer LVG models for the GEMS using the Markov chain Monte Carlo (MCMC) implementation of RADEX (van der Tak et al. 2007 ) presented in Yang et al. (2017) 3 . This one-dimensional code assumes spherical symmetry and describes the velocity gradients, dv/dr, in the expanding sphere approximation. It performs an MCMC sampling of the parameter space that includes the molecular hydrogen density, n H 2 , the gas kinetic temperature, T k , the CO column density per unit velocity gradient, N CO /dv, and the size of the emitting region, and samples the posterior probability distributions functions from the CO line fluxes modeled by RADEX.
Following the CO excitation analysis of strongly-lensed SMGs from the H-ATLAS survey presented in Yang et al. (2017) , we assumed flat prior probabilities for the input parameters within the following ranges: n H 2 = 10 1.5 -10 7.0 cm −3 , T k = T CMB − 10 3 K and N CO /dv = 10 15.5 -10 19.5 cm −2 km −1 s. Here T CMB is the CMB temperature at the redshift of the source (see further justifications and references in Yang et al. 2017) . The size of the CO-emitting region is also a free parameter in RADEX that acts as a normalization factor on the overall SLEDs, but the size estimates from the LVG models are quite uncertain given the dependency on both the magnification factor and the beam filling factor. We therefore refer to Sect. 6 for a dicussion of the physical extent of the molecular gas reservoirs and mainly discuss the best-fitting values of n H 2 , T k and N CO /dv that fully determine the shape of the SLEDs.
For each source, we sampled the posterior probability distribution functions using 1000 MCMC iterations. As an example, we show the one-dimensional and joint two-dimensional posteriors of each parameter for PLCK G244.8+54.9 in Figure 6 . The best-fitting values of n H 2 , T k and N CO /dv are taken from the 3 https://github.com/yangcht/radex_emcee maximum of the joint probability distribution and are listed in Table 3 together with 1σ uncertainties. We also plot the modeled CO SLEDs from the best-fitting estimates of the gas densities and kinetic temperatures together with our CO flux measurements with EMIR in Figs. 6 , B.1, and B.2.
Integrated physical properties
The well-sampled mid-J regime of the CO SLEDs provides robust constraints on the gas density and temperature for all GEMS. For a single gas excitation component, we obtain molecular hydrogen densities ranging between 10 2.6 and 10 4.1 cm −3 , gas temperatures log(T k ) = 1.5-3.0 K and N CO /dv = 10 16−17.5 cm −2 km −1 s. These conditions are very similar to those within high-redshift SMGs from the H-ATLAS sample (Yang et al. 2017 ) and cover the same density and temperature regimes as local ULIRGs, whose CO ladders also peak between J up = 4 and J up = 7 (e.g., Weiß et al. 2005; Rosenberg et al. 2015) .
The CO(1-0) line emission in high-redshift dusty starforming galaxies may have contributions from gas components not seen in the mid-J CO lines (e.g., Ivison et al. 2010) , and this transition appears to be a good proxy of the extended and low-density molecular gas reservoirs that are not directly related to star formation. We reproduced the single-component analysis without the CO(1-0) fluxes in order to determine how the gas density and kinetic temperature are affected by this transition and to avoid the difficulty of constraining possible differential lensing effects between J up = 1 and higher-J transitions. The comparison shown in Figure 7 only indicates minor differences in the inferred molecular gas properties, suggesting that this single data point can not bias the fit of our SLEDs, well-sampled between J up = 3 and J up = 7.
In some cases our simple one-component model poorly reproduces the CO ladder. For example, a significant discrepancy is found at J up ≥ 6 for PLCK G244.8+54.9 (Fig. 6) , and both the CO(1-0) and J up > 7 fluxes are underestimated for PLCK G092.5+42.9 and PLCK G113.7+61.0 (Fig. B.1 ). This suggests that the CO SLEDs in those GEMS trace at least two gas phases with distinct physical properties, an extended and Observed CO SLED of PLCK G244.8+54.9, the Ruby (black points), without correcting the velocity-integrated fluxes for gravitational magnification. The orange line shows the best-fit model with RADEX using a single gas excitation component, and illustrates a case where this simple model poorly reproduces the CO ladder for J up 6. Top right: Best-fit model from RADEX using two gas excitation components (solid orange line). The dot-dashed orange line shows the low excitation component, which is assumed to be cooler and more extended than the high excitation component (dashed yellow line) in the analysis. Bottom: one-dimensional and joint two-dimensional posterior probability distributions of n H 2 , T k and N CO /dv, obtained from our MCMC sampling of the RADEX parameter space in the two-component model, for the low (left) and high (right) excitation components. Contours increase in steps of 0.5σ. Yellow and orange solid lines show the maximum posterior probability of each parameter, while dotted lines mark the ±1σ range in the distributions. The resulting parameter values are listed above the corresponding histograms.
cold gas phase with low excitation and the more compact and warmer gas reservoirs with higher excitation. Previously, several studies also used multicomponent LVG models to adequately describe the CO excitation, both at low (e.g., Weiß et al. 2005 ) and high redshift (e.g., Daddi et al. 2015) , including for distant obscured starbursts (e.g., Danielson et al. 2011; Hodge et al. 2013; Yang et al. 2017) . Obtaining reliable detections of low-excitation gas phases in SMGs remains nonetheless challenging because this component is intrinsically weaker than in local normal starforming galaxies (Rosenberg et al. 2015) , and because spatiallyintegrated CO SLEDs are sensitive to luminosity-weighted parameters and therefore dominated by the less massive, but highly excited dense gas reservoirs (Kamenetzky et al. 2018) . The CO SLEDs of a majority of six out of 11 GEMS are not sufficiently sampled to identify such multiple gas phases.
We used two-excitation component models with the same approach, and assigned different parameters to each excitation component within common physical boundaries. Most importantly, the model assumes two additional priors on the relative sizes and temperatures within the Bayesian analysis, requiring that the low-excitation gas component is cooler and more extended than the high-excitation component (as supported by multi-J CO observations in SMGs, Ivison et al. 2011; Casey et al. 2014) . For PLCK G092.5+42.9 and PLCK G244.8+54.9, the presence of the two gas phases with different levels of excitation is highlighted by the two apparent peaks and the best-fitting solution from the twocomponent model provides a much better fit to the overall SLED (see Figs. 6 and B.1). The two components are also apparent in PLCK G113.7+61.0, PLCK G138.6+62.0, and PLCK G165.7+67.0, where the single-component model significantly underestimates the CO(1-0) and CO(3-2) fluxes (see Fig. B.1) . The overall SLEDs of these sources are nevertheless nearly constant up to J up = 6 and dominated by the excited gas phase. For this reason we checked that the second lower excitation phase is also detected after removing the CO(1-0) lines from the analysis, and found that the CO(3-2) fluxes remain underestimated by the new models. We therefore conclude that the detection of multiple gas phases in PLCK G113.7+61.0, PLCK G138.6+62.0, and PLCK G165.7+67.0 is robust and that the properties of the low excitation component inferred with and without the CO(1-0) fluxes are consistent within 1σ.
Our two-component models favors low-excitation gas phases peaking between J up = 2 and 5, while the high-excitation components peak at higher J and consequently have elevated densities and temperatures (best-fitting results summarized in Table 3 ). For PLCK G092.5+42.9 and PLCK G244.8+54.9, the high excitation component even reaches log(n H 2 /cm −3 ) = 4.49 +0.87 −1.17 and 3.83 +0.79 −0.94 , for kinetic temperatures of about 70 and 200 K, respectively. In these two sources, the cooler and more extended gas phase covers the main peak at J up = 4-6 and is thereby significantly excited, with conditions similar to those of the highly excited gas phase in the Cosmic Eyelash (Danielson et al. 2011 ), or to the bulk of the gas reservoirs in low-redshift compact ULIRGs and nearby starbursts (e.g., Bradford et al. 2003) . Interestingly, for PLCK G113.7+61.0, PLCK G138.6+62.0, and PLCK G165.7+67.0, the best-fitting lower excitation component peaks at J up = 2-3, similarly to the CO SLEDs observed for the inner Galactic disk (as illustrated in Fig. 4 , Fixsen et al. 1999) or local spirals (e.g., Braine & Combes 1992) . We measure molecular hydrogen densities of about 10 2.8 and 10 2.4 cm −3 for PLCK G113.7+61.0 and PLCK G138.6+62.0, respectively, suggesting that this Milky Way-like component is diffuse and might trace extended gas reservoirs not directly fueling star formation, as already postulated for other high-redshift dusty starbursts (e.g., the Cosmic Eyelash, Danielson et al. 2011) .
Individual spectral components
We used the spectral component separation described in Sect. 3.2 and the individual CO SLEDs shown in Fig. 2 to study the variations of the gas excitation within each kinematic component. The new LVG models were derived using the same approach and the same number of gas excitation components as for the spectrally-integrated CO spectra (see Fig. B.3) . The best-fitting models were then extrapolated down to low-J to predict CO(1-0) fluxes and derive gas masses for the blue and red components, assuming α CO = 0.8 M /(K km s −1 pc 2 ) (see Table 2 ).
For PLCK G045.1+61.1, the two modeled CO SLEDs peak between J up = 4 and J up = 5 similar to that obtained for the global spectra in Fig. B.2 . The density and temperature of the single gas excitation components are therefore consistent, within the uncertainties, with log(n H 2 /cm −3 ) = 3.61 +0.70 −1.02 and log(T k /K) = 2.17 +0.25 −0.27 , as measured on the overall SLED. Comparing the CO(1-0) fluxes extrapolated from the best-fitting models shown in Fig. B .3 with those extrapolated from the LVG models of Table 3 . Molecular gas properties of the Planck's dusty GEMS inferred from the MCMC sampling of the LVG model parameter space using RADEX. Values quoted for each parameter are the median and ±1σ uncertainties of the marginal probability distribution functions. All sources are modeled with a single excitation component and those for which there is a significant mismatch between the best-fit model and observed fluxes of low and/or high-J CO lines are also modeled with two excitation components. In these cases, "L" and "H" indicate the low and high-excitation components, respectively. the overall SLED (Fig. B. 2) suggests that the blue and red components each comprise about half of the total gas mass in PLCK G045.1+61.1. The two spectral components in PLCK G092.5+42.9 also exhibit similar levels of excitation, including a cool and extended gas phase peaking at J up = 3-5 and a warmer and more compact phase producing a secondary peak at J up = 7-9. The red kinematic component more closely resembles the global SLED and strongly peaks at J up = 4-5, although the flux drop measured for the CO(6-5) transition is affected by large uncertainties on the component separation, and possibly by differential magnification effects (see discussion in Sect. 4.1.2). Its properties are fully consistent with the best-fit parameters of Table 3 . The kinetic temperatures of the blue kinematic component are also similar and its densities are log(n H 2 /cm −3 ) = 2.17 +0.96 for the low and high-excitation phases, respectively, which is somewhat lower, but consistent within 1σ with those measured on the overall SLED. Models of the blue and red components extrapolated to J up = 1 show that they contain about 30% and 20% of the Fig. 7 . Results of the gas excitation analysis with RADEX. Red histograms show the median values of the marginal probability distributions of n H 2 , T k and N CO /dv obtained by modeling the CO SLEDs with a single excitation component (see Table 3 ). Blue histograms illustrate how results change when removing the CO(1-0) fluxes from the analysis. gas mass inferred from the CO(1-0) line detection, respectively, suggesting that gas components not seen in mid-J CO lines also contribute to the CO(1-0) fluxes.
In PLCK G244.8+54.9, the two components have comparable amplitudes over the entire SLED, and the CO(1-0) fluxes extrapolated from the two-component gas excitation models suggest that they contain similar gas masses. The properties of the red component are consistent with those listed in Table 3 . However, the SLED of the blue component rises from J up = 8 to J up = 10, which given the large uncertainties, provides marginal evidence that the warm gas phase in the blue component is more excited, with molecular gas densities about one order of magnitude higher than those determined from the integrated SLED.
CO-inferred molecular gas masses
Detailed modeling of well-sampled CO SLEDs provide robust estimates of the molecular gas masses from mid-J CO lines. The measured CO line luminosities can be converted to those of CO(1-0), L CO(1−0) , and to the total molecular hydrogen masses, M CO (H 2 ), using the best-fitting CO excitation models and the relation M CO (H 2 ) = α CO L CO(1−0) . For the 11 Planck's dusty GEMS, we extrapolated the best-fitting LVG models inferred exclusively from the J up > 3 CO flux measurements, and predicted the CO(1-0) fluxes and total masses of gas embedded within these excited reservoirs, directly related to the on-going star formation. This method does not include the possible additional contribution from diffuse ISM components extended over roughly kpc scales and spatially segregated from the excited gas phases that have already been detected in some SMGs (see e.g., Harris et al. 2010) , and it is not strongly sensitive to differential magnification since this effect is not significantly affecting the overall shape of the CO SLEDs (see Sect. 4.1.2). We used the two-excitation components model for the five sources with CO SLEDs that are poorly fit by a single combination of n H 2 and T k , and the single-component model for the six others (see Figs. B.1 and B.2). The predicted CO(1-0) fluxes were then converted into line luminosities and molecular hydrogen masses using α CO = 0.8 M /(K km s −1 pc 2 ), following the discussion in Sect. 4.2.
We obtain the total gas masses listed in Table 2 , which are spatially-integrated over the source components falling within the beam of the IRAM 30-m telescope and corrected for the gravitational magnification factors, µ gas , of Table 1. M CO (H 2 ) broadly ranges between 10 10 and 10 11 M , with a mean value of 4.3 × 10 10 M , akin to the masses obtained for other samples of lensed or unlensed high-redshift SMGs with single-dish CO(1-0) detections or well-sampled CO SLEDs (e.g., Harris et al. 2012; Bothwell et al. 2013) . This shows that the GEMS have global gas contents comparable with the overall SMG population, despite being extremely bright on the sky due to their strong gravitational magnifications. PLCK G145.2+50.9 is almost a factor two more massive than other sources in the sample, suggesting that this is an extremely gas-rich starburst or that our estimate of the magnification factor may be too low, for example due to the presence of large-scale structures at different redshifts along the line of sight. The best-fitting models in Figs. 6 and B.1 indicate that the low-excitation component dominates the overall mass budget in PLCK G092.5+42.9, PLCK G113.7+61.0, PLCK G138.6+ 62.0, and PLCK G244.8+54.9, while the mass of both components are comparable in PLCK G165.7+67.0. For these five sources, the molecular gas masses would be systematically lower if we had used the single component models instead.
We then used the dust masses from SED fitting in C15 and the luminosity-weighted magnification factors of the dust continuum, µ dust , presented in Table 1 , to infer the global gas-todust mass ratios, δ GDR (see Table 2 ). We obtained an average gas-to-dust mass ratio of about 150 over the sample, consistent with other high-redshift SMGs (e.g., Ivison et al. 2011 ) and local ULIRGs (e.g., Solomon et al. 1997) .
The best-fitting RADEX models of the CO J up ≥ 3 ladder systematically underestimate the CO(1-0) fluxes for the five sources detected with the GBT in Harrington et al. (2018) , regardless of our assumption of the number of excitation components. If this reflects the intrinsic ratio of the gas mass probed in these transitions, then it implies that some of the Planck's dusty GEMS contain low-density gas reservoirs segregated from the excited components traced by the mid-to high-J CO lines observed with EMIR. As discussed above, Figures 6 and B.1 show that the cooler gas phase in the two-component LVG models of PLCK G092.5+42.9, PLCK G165.7+67.0, and PLCK G244.8+54.9 is still significantly excited, with peaks in the range J up = 3-5 implying molecular gas densities of 10 3 -10 4 cm −3 . This suggests that these GEMS might not only contain the two excited gas phases with different conditions, but also additional reservoirs of gas with lower levels of excitation that are not currently included in the analysis and would explain the excess of CO(1-0) emission. Assuming that the dif-ferences between the measured CO(1-0) fluxes and those predicted by the two-component models are indeed associated with such diffuse and low-excitation components, we find that these reservoirs enclose about 20-50% of the total molecular hydrogen mass in PLCK G092.5+42.9, PLCK G165.7+67.0, and PLCK G244.8+54.9. This is comparable with the diffuse mass fraction of 50% measured in the Cosmic Eyelash (Danielson et al. 2011) . These fractions would rise up to 80% if we instead assumed the single-component excitation models despite their poor description of the CO SLEDs in the high-J regime.
If the CO(1-0) emission arises partially from gas not probed in the higher-J lines, then differential magnification can be an issue, provided that the relative calibration between the GBT and IRAM observations is robust. Several authors (e.g., Rybak et al. 2015; Spilker et al. 2015) have already pointed out that CO(1-0) line luminosities can have different magnification factors than higher-J CO lines, due to the different spatial distributions of the underlying gas reservoirs. Quantifying this effect would require subarcsec resolution CO(1-0) interferometry. However, we showed in Sect. 4.1 that differential magnification effects between the mid-J CO emission and dust continuum remain below 30%. The excess of CO(1-0) emission observed for these GEMS is also more significant than the upper limit on the differential lensing effect between low-and mid-J CO lines of about 30% predicted by Serjeant (2012) , assuming conservatively that the cold and warm CO phases follow very different distributions (thus ignoring massive star-forming disks with well-mixed gas phases). Moreover, attributing the enhanced CO(1-0) emission in the GEMS solely to differential lensing would imply µ CO(1−0) > µ mid−J CO , consistently for all sources. This would correspond to caustic line positions preferentially magnifying the extended low-density regions emitting CO(1-0), with respect to the compact star-forming clouds emitting the bulk of the mid-J CO lines. Although such configurations are not ruled out, for high magnification factors µ 20, the compact regions are more likely to be more strongly magnified than the extended ones (Hezaveh et al. 2012) , which strongly disfavors this interpretation.
For PLCK G113.7+61.0 and PLCK G138.6+62.0, the two other GEMS with CO(1-0) measurements, the lower excitation component included in the LVG analysis peaks at J up = 2-3. This is characteristic of diffuse gas, as already discussed in Sect. 5.1, and includes between 50% and 80% of the total molecular gas mass in the systems, depending on whether CO(1-0) is included in the fit or not. We note that these mass fractions are highly uncertain since the SLEDs are flat in the J up > 4 regime, which complicates the component separation.
Photon-dominated region models
In star-forming galaxies, the physical properties and chemical composition of gas clouds affected by the surrounding intense radiation field from the newly formed massive stars have been extensively described by photon-dominated region (PDR) models (e.g., Kaufman et al. 1999; Le Petit et al. 2006; Meijerink et al. 2007 ). These models are now proposing a coherent picture of the structure of molecular clouds, in the intermediate column density regime between H ii regions and prestellar cores, where atomic hydrogen remains neutral and the gas material is predominantly heated by the external FUV field. Atomic carbon is ionized in the outer layers and the CO molecules form deeper within the clouds where the ionizing FUV radiation is sufficiently attenuated (e.g., Hollenbach & Tielens 1997) . In this section, we derive simple PDR models to infer the gas densi- Fig. 8 . Example of constraints on the number densities of hydrogen nuclei, n PDR , and the FUV radiation fields, G 0 , obtained for PLCK G045.1+61.1 using the PDR models from Kaufman et al. (1999 Kaufman et al. ( , 2006 ties and the strengths of the incident radiation fields from the spatially-integrated line fluxes.
Method
The PDR diagnostics of the GEMS were derived using the standard one-dimensional models of Kaufman et al. (1999 Kaufman et al. ( , 2006 , which have been widely applied in ISM studies of high-redshift SMGs (e.g., Rawle et al. 2014; Gullberg et al. 2015; Wardlow et al. 2017) . We derived the combination of cloud density, n PDR , and FUV radiation field, G 0 , that best reproduce the observed line luminosity ratios using the PDR Toolbox (Pound & Wolfire 2008) , a publicly available implementation of the model diagnostics. We followed this approach to infer the physical conditions in the GEMS, under the assumption that they comprise a single giant molecular cloud (Kaufman et al. 1999) . Although this simple scenario cannot truly do justice to the intrinsic complexity of the ISM configurations, it allows us to perform a simple and uniform treatment of the integrated properties and to derive the luminosity-weighted, spatially-averaged gas properties. Unlike for the LVG analysis, the average PDR densities are expressed in terms of number densities of hydrogen nuclei and vary in the range 1 < log(n PDR /cm −3 ) < 7. The strengths of the radiation fields produced by the surrounding young stellar populations (given in units of the Habing field, i.e., 1.6 × 10 −3 erg cm −2 s −1 ) are in the range −0.5 < log(G 0 ) < 6.5.
We selected the line ratios that provide complementary constraints on n PDR and G 0 and assumed, for a given source, that all spatially-integrated line luminosities arise from a unique PDR that covers the same surface area at all frequencies. Highresolution dust and gas interferometry of high-redshift dusty star-forming galaxies show that this population usually hosts a range of giant molecular cloud complexes (e.g., Thomson et al. 2015) associated with distinct PDRs, as observed in the local Universe, and this approximation therefore implies that the output parameters will be luminosity weighted toward the intrinsically brightest regions.
The CO J/(J − 1) line luminosity ratios essentially constrain the range of gas density in the PDRs, even for the GEMS with high-J CO detections. Diagnostics combining CO and atomic carbon transitions from our companion paper (N18) also lead to degenerate solutions spanning several orders of magnitude in G 0 . In order to better constrain the gas conditions we therefore included lose constraints from [C ii], expected from the ensemble average properties of high-redshift galaxies. In intense starbursts, the bulk of [C ii] emission arises from PDRs (e.g., Stacey et al. 2010; Rigopoulou et al. 2014 ) and, given its low critical density, this line preferentially traces the surface of PDRs. Consequently, line ratios involving [C ii] efficiently probe the total energy budget from the external FUV radiation field (e.g., Goldsmith et al. 2012) . Since most of the GEMS do not have available [C ii] line measurements, we used the distribution of source-integrated [C ii] line luminosities measured in Gullberg et al. (2015) for 17 strongly lensed SMGs from the South-Pole Telescope (SPT) survey. We used the average [C ii]/FIR luminosity ratio for this sample, which we rescaled to the L FIR values of each GEMS in the rest-frame range 42-500 µm (using the photometry of C15). The resulting [C ii] luminosities are consistent with our only available line detection for PLCK G045.1+61.1,
× 10 10 L , spatially-integrated over the source components by rescaling the resolved ALMA line luminosity of Nesvadba et al. (2016) . We also used the [C i](1-0) line detections with EMIR for some GEMS (N18), and converted the [C i](2-1) line luminosities to [C i](1-0) using the average line ratio over the sample for the sources where the 3 P 1 -3 P 0 transition of atomic carbon falls outside the observing band.
The best-fitting values of n PDR and G 0 listed in Table 4 were inferred from these complementary PDR diagnostics of CO, [C i] and [C ii]. We did not distinguish either the different excitation components identified with our LVG models in Sect. 5.1, or the spectral components (as done, for instance, in Rawle et al. 2014) , although deblending the PDR properties of individual velocity components within the sources should become feasible by combining the high S/N EMIR CO and [C i] spectra with follow-up [C ii] observations. We computed parameter uncertainties using Monte Carlo simulations by randomly drawing each line luminosity from a Gaussian distribution with σ equal to the measurement error, deducing the line ratios and best-fitting values of n PDR and G 0 from the PDR diagnostics, and taking the median and 1σ errors on each parameter after 500 iterations.
Line ratios involving CO(1-0) from Harrington et al. (2018) occupy different regions in the n PDR -G 0 parameter space than those from mid-J CO, [C i](1-0), and [C ii], and point toward FUV radiation fields being systematically lower than ratios involving other species, although CO(1-0) and [C i](1-0) have similar critical densities and should both arise from the outer layers of PDRs. We found that the discrepancy vanishes when using the CO(1-0) luminosities extrapolated from our LVG models, except for PLCK G165.7+67.0. The multiple solutions obtained for this source might be due to blending of multiple spatial components in the beam of the IRAM 30-m telescope (see more details in Cañameras et al., 2018a , A&A accepted), or to different distributions of [C i](1-0) and CO(1-0) emission on small scales. Given these uncertainties and hints of distinct low density gas components, we did not consider the single-dish CO(1-0) measurements in the PDR analysis. We also put aside the high-J CO transitions with J up > 7 that trace the dense molecular gas of n 10 5 cm −3 at the inner transition region between the PDRs and molecular clouds, where the external FUV radiation is significantly attenuated and other processes such as cosmic rays could have a major contribution to the gas heating (e.g., Papadopoulos 2010). Furthermore, we verified that the gas densities are well constrained in the process and not dominated by our assumptions on the [C ii] line luminosities by reproducing the PDR analysis only with the CO and [C i] line ratios. The resulting values of n PDR are consistent within 1σ with the bestfitting results of Table 4 . Finally, we also investigated how the results on G 0 would be affected if a significant fraction of the [C ii] emission in the GEMS originates outside PDRs, for example from H ii regions or diffuse gas reservoirs (Madden et al. 1993; Gerin et al. 2015) . For the worst case scenario where non-PDR [C ii] emission is about 50% (see also Abel 2006; Decarli et al. 2014 ), a factor of two decrease in the [C ii]/[C i](1-0) luminosity leads to FUV radiation fields that are 0.5-0.7 dex lower than those presented in Table 4 .
Recent studies including Bothwell et al. (2017) have advocated the need to account for the influence of cosmic rays on PDR models, since this process becomes an important driver of gas excitation deeply within the molecular clouds shielded from the external FUV radiation (Papadopoulos 2010; Kazandjian et al. 2015) . Cosmic ray radiation fields in intensely star-forming galaxies such as the GEMS are expected to be significantly enhanced compared to those in the Milky Way, due to efficient particle acceleration in supernova shockwaves. Bothwell et al. (2017) argue that including this gas heating source is crucial to avoid underestimating the PDR densities. However, quantifying the exact influence of cosmic rays on the gas conditions at high attenuation requires the use of dense gas diagnostics such as line ratios of HCN, HNC, and HCO + , which is beyond the scope of this paper. Here we use ratios of low-to mid-J CO, [C i] and [C ii] lines, which are expected to vary little in the presence of enhanced cosmic ray ionization rates in intense starbursts, for sufficiently high surrounding FUV radiation fields (Meijerink et al. 2011) . For these reasons, we ignored this heating source during the analysis. Furthermore, we emphasize that modifying other assumptions in the models, for instance on the overall PDR geometry, could affect the resulting PDR densities and FUV radiation fields to a similar extent.
Properties of the PDRs
We followed this approach to infer the best-fitting densities and radiation field strengths of the GEMS within the PDR scenario, and converted these quantities to the corresponding range of PDR surface temperatures using figure 2 of Kaufman et al. (1999) . All values are presented in Table 4 and Fig. 9 . The starbursts cover a small range in gas density, n PDR = 10 4 -10 5 cm −3 , and about two orders of magnitude in external FUV field, G 0 = 10 2 -10 4 Habing fields. These PDR conditions are very similar to those in the Cosmic Eyelash (log(n PDR /cm −3 ) 4.1 and log(G 0 ) 3.6, Danielson et al. 2011 ) and unresolved studies of other high-redshift SMGs in the literature Valtchanov et al. 2011; Alaghband-Zadeh et al. 2013; Huynh et al. 2014; Rawle et al. 2014 ). In Figure 9 , the only points with PDR densities significantly above 10 4−5 cm −3 are the strongly lensed SMGs from the SPT survey presented in 1.4 Table 4 . Best-fitting values of the average number density of hydrogen nuclei, n PDR , and FUV radiation field, G 0 , obtained for the Planck's dusty GEMS using the publicly available implementation of the PDR models from Kaufman et al. (1999 Kaufman et al. ( , 2006 . The global PDR conditions in PLCK G045.1+61.1, obtained from the line ratios illustrated in Figure 8 , are consistent with those in the brightest of the four multiple images (Nesvadba et al. 2016) . Average PDR surface temperatures are deduced from the source position in the n PDR -G 0 parameter space. The last column lists rough estimates of the PDR sizes following Wolfire et al. (1990) and Stacey et al. (2010) , discussed further in Sect. 6.2. Bothwell et al. (2017) , likely due to the use of a different PDR code or to their implementation of enhanced cosmic ray ionization rates. In a similar sample drawn from the SPT, Gullberg et al. (2015) find log(G 0 ) = 2-4, comparable with our measurements, and log(n PDR /cm −3 ) = 2-5, using spatially-integrated [C ii] and CO(1-0) line emission. Since [C ii] arises from a wide range of environments, correcting the integrated [C ii] flux for emission arising from outside PDRs (e.g. from H ii regions, diffuse gas reservoirs, Madden et al. 1993) would lower the [C ii]/FIR luminosity ratios of that sample and increase the densities, closer to those measured in the GEMS (essentially from the mid-J CO and [C i] lines, see Fig. 8 ).
These results compare well with the values G 0 = 10 2.2 -10 4.5 obtained for z = 1-4 SMGs in Wardlow et al. (2017) , by modeling the PDR conditions from stacked spectra of the [O i]63µm and [Si ii]34µm fine-structure lines in eight to 37 sources, and measurements of [C ii] from the literature. However, this study finds average gas densities of 10-1000 cm −3 , about two orders of magnitude lower than for other SMGs. This difference could be partly due to selection biases, systematic uncertainties from the stacking analysis that involves both lensed and unlensed SMGs, or possibly because these fine-structure lines probe different gas regions than CO and C i in these high-redshift environments, leading to complex geometric effects. As noted in Wardlow et al. (2017) , the difficulty in correctly assessing the level of [O i]63µm self-absorption might also influence the resulting PDR densities (see also Vasta et al. 2010) .
In Figure 9 , we compare the best-fitting values of n PDR and G 0 with the regimes covered by local populations of star-forming galaxies. The PDRs in the Planck's dusty GEMS are denser than those in the representative sample of normal star-forming galaxies with [C ii] and [O i] detections from Malhotra et al. (2001) . The PDR densities in the GEMS correspond very well to those obtained in the nuclei of local ULIRGs by modeling the ratios of near-infrared molecular hydrogen lines (Davies et al. 2003) , and are slightly lower than those within the dense cores of Galactic giant molecular clouds (e.g., Bergin et al. 1996) . In addition, we show the FUV radiation fields derived from [C ii]/CO(1-0) line luminosity ratios in Stacey et al. (1991) for local starbursts and non-starburst spiral galaxies, starburst cores, and giant molecular clouds and denser OB star-forming regions in the Milky Way. For most of the GEMS, the G 0 values closely resemble those measured in nearby ULIRGs and bluer starbursts. The models of PLCK G045.1+61.1, PLCK G080.2+49.8, PLCK G145.2+50.9, and PLCK G200.6+46.1 nonetheless indicate that the PDRs in these GEMS are illuminated by less intense radiation fields, more typical to the regimes of local spiral galaxies and Galactic molecular clouds (Stacey et al. 1991) , but still 2-3 orders of magnitude stronger than the average value in the local Galactic ISM. Moreover, the conditions in the GEMS imply average PDR surface temperatures of 100-800 K.
The results of this PDR analysis generally suggest that the most intense dust-obscured starbursts at z = 2-4 have ISM properties akin to various low-redshift environments, ranging from the central regions of ULIRGs triggered by major mergers and of bluer starburst galaxies, to normal star-forming galaxies and the dense Galactic star-forming clouds illuminated by young stars. High spatial resolution interferometric observations of multiple gas tracers combined with high magnifications are required to resolve individual giant molecular clouds in gravitationally lensed high-redshift dusty starbursts and further investigate the conditions within individual PDRs, as well as constraining their sizes and finding their local counterparts.
Discussion
Gas density estimates
Our density estimates from the LVG and PDR models presented in Tables 3 and 4 differ by about one order of magnitude, and average PDR densities, n PDR = n H + 2 × n H 2 , are higher than n H 2 measured on the integrated CO SLEDs (akin to results of Danielson et al. 2011 , for the Cosmic Eyelash). For half of the GEMS 4 , the molecular hydrogen densities derived with the relation n H 2 n PDR /2 are significantly higher than those obtained Cox et al. 2011; Danielson et al. 2011; Valtchanov et al. 2011; Alaghband-Zadeh et al. 2013; Huynh et al. 2014; Rawle et al. 2014; Bothwell et al. 2017) , with the regimes of local normal star-forming galaxies from Malhotra et al. (2001, green points) , and local ULIRGs (orange region, Davies et al. 2003) , and with the average position of nearby galaxy populations and Galactic regions inferred in Stacey et al. (1991) using [C ii]/CO(1-0) line ratios (hatched regions). The physical conditions in the GEMS closely resemble those of local ULIRGs and starbursts, with very similar densities in the range n PDR = 10 4 -10 5 cm −3 . The PDR models also suggest that some Planck's dusty GEMS are illuminated by lower FUV radiation fields, more typical of local spiral galaxies and molecular clouds in the Milky Way.
from the best-fitting LVG models, either with one or two excitation components. Our temperature estimates do not exhibit such discrepancy, since the PDR surface temperatures of Table 4 are within 1σ of the kinetic temperatures from the LVG analysis.
The difference must therefore lie in the different assumptions inherent to each density estimate. Firstly, LVG model parameters are recovered with typical uncertainties of 0.5 dex and up to 1 dex, as also shown by Tunnard & Greve (2016) , with possibly some additional dependence on the choice of the relation between escape probability and optical depth (van der Tak et al. 2007) . Secondly, the outputs of PDR models vary for different configurations of the incident radiation field, cloud geometries and density distributions throughout the PDR (Spaans 1996) . Our assumption of a unique, homogeneous PDR with a single external FUV source is certainly simplistic and, interestingly, Kaufman et al. (1999) and Wolfire et al. (1990) note that applying these models to entire galaxies rather than individual PDRs leads to density and G 0 estimates biased to high values.
Nonetheless, although lacking detailed constraints on the internal structure of gas clouds only allows us to derive rough estimates of the physical ISM conditions in the GEMS, averaging over the sample provides valuable comparisons between low and high-redshift populations, which is the main scope of this analysis.
It is also possible that additional heating mechanisms contribute. For example mechanical heating can harden the UV radiation fields even in photon-dominated regions (e.g., Kazandjian et al. 2012) , and would predominantly boost the high-J lines, thereby mimicking elevated gas densities (Kazandjian et al. 2015) . This is an interesting possibility for the GEMS given their intense star formation and broad line widths, perhaps a sign of strong turbulence (as found for the Ruby, Cañameras et al. 2017a ). However, a detailed analysis is beyond the scope of this paper.
Estimates of the PDR sizes
We followed Danielson et al. (2011) in deriving rough estimates of the azimuthally-averaged sizes of the GEMS, using the total CO-inferred masses of molecular gas directly related to the ongoing star formation from Sect. 5.2 and the best-fitting molecular gas densities from the PDR analysis (n H 2 n PDR /2, assuming negligible atomic hydrogen densities). This calculation assumes that all the molecular gas is uniformly distributed over the galaxies, which is known to be a strong assumption, since the intense dust-obscured star formation in the GEMS and other highredshift SMGs has proven to be irregular, either due to mergers (e.g., Engel et al. 2010) , or clumpy gas distributions over extended disks (e.g., Swinbank et al. 2011) .
Spheres of mass equal to the measured M CO (H 2 ) would have typical radii, R, ranging between 130 and 340 pc to match the best-fitting gas densities. Alternatively, using a 100-pc thick disk model we obtain radii between 150 and 720 pc. For the Ruby, where we have direct, resolved constraints on scales of 100 pc from ALMA dust continuum and CO(4-3) interferometry (Cañameras et al. 2017a ), we obtained radii of 130 pc and 165 pc for the sphere and disk models, respectively, slightly larger than the intrinsic size of individual clumps, but smaller than the total starburst size. Since these simple estimates result from the PDR densities, which are constrained by mid-J CO lines and from the gas masses extrapolated from the LVG excitation analysis, they correspond to the extent of the gas reservoirs fueling star formation and suggest that this gas phase is more compact than the overall dust continuum emission (taken as the system size, see Table 1 ).
Alternatively, the relation G 0 ∝ L FIR /R 2 PDR from Wolfire et al. (1990) allows us to convert the incident FUV radiation field for PDRs randomly distributed within a galaxy of total FIR luminosity, L FIR , to the total size of the area covered by the PDRs, R PDR . We assumed that R PDR is equal to the total size of the gas reservoirs, including the extended and low density component suggested by the CO SLED for some sources, and we followed Stacey et al. (2010) in using this relation, together with measurements available in the literature for the local starburst M82, to infer the sizes of the GEMS (see also Gullberg et al. 2015; Wardlow et al. 2017) . We obtained the source radii listed in Table 4 , which range between 0.8 and 5.8 kpc, akin to the typical Gaussian half-width at half maximum sizes of the molecular gas reservoirs in high-redshift compact starbursts and SMGs of about 0.5-5 kpc (e.g., Ivison et al. 2011; Bussmann et al. 2013; Ikarashi et al. 2015) . Despite the large uncertainties inherent to this scaling relation, the result-ing PDR sizes are remarkably similar to the intrinsic dimensions of PLCK G165.7+67.0 and PLCK G244.8+54.9 in Table 1 , the two GEMS with high-resolution SMA or ALMA interferometry, providing robust measurements of the delensed dust sizes. This suggests that the overall gas reservoirs extend over kpc scales, comparable to those covered by the cold dust continuum and about ten times larger than the intense star-forming clumps identified in some of the sources.
Constraints on additional heating mechanisms
Studies simulating the chemical composition of photon and Xray dominated regions (XDR) as a function of their physical properties have claimed that luminosity ratios of CO lines can be used to distinguish effectively the gas clouds heated by the FUV radiation field from star formation (PDR) from those primarily irradiated by X-ray emission from an AGN (XDR). We can therefore use our CO line survey to search for signatures of AGN heating on the molecular gas reservoirs in the GEMS. We used the grid of PDR and XDR models from Meijerink & Spaans (2005) and Meijerink et al. (2007) , which suggest that CO line ratios, in particular those between high-J transitions (J up ≥ 10) and CO(1-0), are significantly higher in XDRs. The reason is that, for a given energy injection from external radiation fields, CO emission will arise from smaller physical scales and warmer environments in XDRs. We compared the observed line ratios with those simulated in Meijerink et al. (2007) for the high density model, the most representative for spatially-integrated gas conditions in SMGs, which also covers the PDR properties in the GEMS. For n = 10 4 -10 6.5 cm −3 and G 0 = 10 2 -10 5 Habing fields, the high-J CO versus CO(1-0) line ratios increase with the external radiation fields and are significantly higher in XDRs.
The ratios measured in the GEMS are systematically lower than those predicted by the model over this density range. This also holds when using only the highest and lowest-J CO lines detected with EMIR. For instance, we find L CO(10−9) /L CO(1−0) = 25 ± 11 for PLCK G092.5+42.9, while Meijerink et al. (2007) obtain a lower limit on this luminosity ratio of approximately 400 in XDRs. Although atomic carbon diagnostics suggest that PLCK G138.6+62.0 falls in the regime covered both by PDRs and XDRs (N18), we find L CO(7−6) /L CO(1−0) and L CO(7−6) /L CO(3−2) to be lower than those in the grid of XDR models by a factor of about 3-4. Consequently, there is no evidence that gas heating in the GEMS can be attributed to incident X-ray radiation fields from a central AGN above the lower value of 1.6 erg s −1 cm −2 considered in the models. This is consistent with the minor AGN contribution to the overall dust heating obtained in C15 and our choice of describing the integrated line emission with PDR models in Sect. 5.3. Other ratios involving dense gas tracers (e.g., HCN/HCO + ) would further constrain the upper limits on the incident X-ray fields.
Summary
In this paper, we have presented an analysis of the physical properties of highly-excited molecular gas reservoirs in the Planck's dusty GEMS, a small set of the brightest strongly lensed high-redshift dusty star-forming galaxies on the extragalactic sky identified with the Planck and Herschel satellites, using an extensive CO emission-line survey with EMIR on the IRAM 30-m telescope. We detected 45 CO rotational lines from J up = 3 to J up = 11 in the 11 submillimeter sources, ranging between z = 2.2 and z = 3.6, with velocity-integrated fluxes up to 37 µ −1 Jy km s −1 . The line profiles are broad, with FWHM = 200-750 km s −1 , and they are well-fitted with single Gaussians for seven sources while the remaining four show evidence for double velocity components over multiple J up values.
Firstly, using the well-sampled CO spectral-line energy distributions from mid-to high-J with up to eight transitions per source and published CO(1-0) observations, we performed a detailed analysis of the CO gas excitation to shed light on the conditions of the interstellar medium within these intense dusty starbursts. The peak of the CO ladder falls between J up = 4 and J up = 7 for nine out of 11 sources. Moreover, the two brightest GEMS, PLCK G092.5+42.9 and PLCK G244.8+54.9, exhibit double peaks with a highly-excited, warm gas component reaching a maximum at J up > 7. These results are globally consistent with the broad range of gas excitations found amongst the population of lensed and unlensed SMGs, and with the inner regions of low-redshift starburst galaxies such as Arp 220 and M82.
Our detailed lensing models from resolved dust continuum and mid-J CO line interferometry, and the EMIR CO line profiles, suggest that differential lensing does not play a major role in this analysis. In the worst case, this effect might induce uncertainties comparable to those from other assumptions (e.g., on the spatial configuration of the gas reservoirs), and we ignored its impact on the CO SLEDs and resulting gas properties.
Secondly, we characterized the gas excitation from radiative transfer LVG models of the spatially-integrated CO flux ratios, following a similar approach as in Yang et al. (2017) . For a single excitation component, we obtained average densities n H 2 = 10 2.6 -10 4.1 cm −3 , kinetic temperatures T k = 30-1000 K and column densities of CO normalized per unit velocity gradient N CO /dv = 10 16 -10 17.5 cm −2 km −1 s for the bulk of the molecular gas reservoirs in the Planck's dusty GEMS. For five sources, our well-sampled CO ladders highlight two gas phases with different properties and we reproduced our analysis using two excitation components. We found elevated densities, n H 2 = 10 3.0 -10 4.5 cm −3 , and temperatures of about 70-320 K for the warm gas reservoirs with high excitation. The properties of the cooler and more extended low-excitation component in PLCK G092.5+42.9 and PLCK G244.8+54.9 are similar to average conditions in local ULIRGs but, for PLCK G113.7+61.0 and PLCK G138.6+62.0 this component is diffuse, with n H 2 = 10 2.4 -10 2.8 cm −3 . This suggests that some high-redshift dusty starbursts contain a cool, low-density gas phase, comparable to that over the Galactic disk. Moreover, deblending individual kinematic components in three sources provides hints of varying CO excitations in two of them.
Thirdly, the intrinsic molecular gas masses derived from the best-fitting excitation models of the J up > 3 CO ladder and α CO = 0.8 M /(K km s −1 pc 2 ) range from 0.6 to 12 × 10 10 M , implying an average gas-to-dust ratio of 150. These models predict lower CO(1-0) fluxes than those measured with the GBT for five sources. We interprete these low r J≥3,1 ratios as additional evidence for a diffuse gas phase, rather than differential magnification, and find that 20 to 50% of the total gas masses are embedded within these reservoirs, provided that the relative IRAM/GBT flux calibrations are robust.
Lastly, the CO line-luminosity ratios are consistent with those predicted by models of photon-dominated regions and disfavor scenarios in which the gas clouds are irradiated by intense X-ray fields from AGNs. We combined these transitions with single-dish [C i] line detections presented in a companion paper as well as other [C ii] measurements from the literature to derive PDR models (Kaufman et al. 1999 ) and infer the global ISM conditions of the Planck's dusty GEMS. Our EMIR line detections provide robust constraints on the PDR gas densities, n PDR = 10 4 -10 5 cm −3 , higher than in local normal star-forming galaxies. This results in molecular hydrogen densities greater than those obtained with the LVG models, possibly due to geometric effects or contributions from mechanical heating. The FUV radiation fields from newly formed stellar populations are intense, from 10 2 to 10 4 times that of the Milky Way disk, although we caution that for some GEMS, G 0 depends strongly on our choice of the [C ii] luminosity. These spatially-averaged conditions are consistent with other high-redshift SMGs and cover various low-redshift environments, ranging from the cores of ULIRGs, to bluer starbursts and dense Galactic molecular clouds. PDR radii are of order of 1-6 kpc, showing that the overall gas reservoirs and delensed dust continuum sizes are comparable, and nearly one order of magnitude larger than for individual star-forming clumps.
Our study demonstrates the need to perform extensive line surveys to fully characterize the CO excitation and number of ISM phases in high-redshift SMGs, and that spatially-averaged properties of this population cover a range of low-redshift environments. In the future, combining high spatial resolution interferometry of multiple gas tracers and strong gravitational magnifications will be an ideal way to probe the range of physical conditions within individual giant molecular clouds in high-redshift dusty starbursts, and constrain the local mechanisms setting the star-formation efficiency.
We show the CO SLEDs resulting from our analysis of the gas excitation, using the MCMC implementation of the LVG models from RADEX (van der Tak et al. 2007; Yang et al. 2017 ). Figure B .1 presents the single and two-component CO excitation models of the four Planck's dusty GEMS for which we obtain evidence of two distinct gas phases with different properties. Figure B .2 shows the remaining six sources that are conveniently fitted with a single component. The SLEDs plotted in Figure B .3 are the best-fit LVG models for individual kinematic components deblended from the spectra of PLCK G045.1+61.1, PLCK G092.5+42.9, and PLCK G244.8+54.9, using the same number of excitation components as for the spectrally-integrated SLEDs. Table A.1. Observation log with EMIR on the IRAM 30-m telescope. Here ν tuning is the tuning frequency of the EMIR receivers that was used to observe a given CO transition. Total exposure times t obs do not include the bad scans discarded for the optimal spectrum reduction. The spectrum rms values were measured on baseline channels with CLASS. Telescope efficiencies S/T * a were extrapolated from the calibration tables and used to convert the line fluxes to Jy km s −1 . We note that the CO(3-2) and CO(4-3) transitions in PLCK G244.8+54.9 and PLCK G092.5+42.9, respectively, were included in a backup sideband while observing HCN and HCO + transitions in these sources with long integrations (program 108-14).
Source Fig. A.2 . Continuum-subtracted and binned spectra of PLCK G092.5+42.9 (top two rows), PLCK G113.7+61.0 (third and fourth rows), and PLCK G138.6+62.0 (bottom two rows), fitted with one or two Gaussian components. See further details in Fig. 1 caption. Fig. A.3 . Continuum-subtracted and binned spectra of PLCK G145.2+50.9 (first row), PLCK G165.7+67.0 (second and third rows), PLCK G200.6+46.1 (fourth and fifth rows), and PLCK G231.3+72.2 (bottom row), fitted with one or two Gaussian components. See further details in Fig. 1 caption. Fig. B.1 . Best-fit LVG models using RADEX for PLCK G092.5+42.9 (top), PLCK G113.7+61.0 (center-top), PLCK G138.6+62.0 (center-bottom), and PLCK G165.7+67.0 (bottom), for a single gas excitation component (left) and two components (right). Fig. B.3 . Best-fit single or double-component LVG models of the gas excitation in the individual blue (left) and red (right) kinematic components of PLCK G045.1+61.1 (top), PLCK G092.5+42.9 (center), and PLCK G244.8+54.9 (bottom). See further details in Fig. 6 caption.
