Let G be a graph on n vertices with degree sequence δ = d1 ≤ d2 ≤ ... ≤ dn. Let c be the circumference -the order of a longest cycle and p the order of a longest path in G. In 1952, Dirac proved: (i) every graph with 2d1 ≥ n is hamiltonian; (ii) in every 2-connected graph, c ≥ min{p, 2d1}. Recently, the bounds 2d1 ≥ n and c ≥ min{p, 2d1} in (i) and (ii) are improved to 2d δ ≥ n and c ≥ min{p, 2d δ }, respectively, by Koulakzian, Mosesyan and Nikoghosyan. In this paper we present two new sharp bounds 
Introduction
We consider only finite undirected graphs with neither loops nor multiple edges. A good reference for any undefined terms is [1] .
The set of vertices of a graph G is denoted by V (G) and the set of edges by E(G). Let n be the order (the number of vertices) of G, c the order of a longest cycle (called circumference) in G and p the order of a longest path. The minimum degree in G is denoted by δ. Let We write a cycle (a path) Q with a given orientation by − → Q . For x ∈ V (Q), we denote the successor and the predecessor of x on − → Q (if such vertices exist) by x + and x − , respectively. For U ⊆ V (Q), we denote U + = {u + |u ∈ U } and U − = {u − |u ∈ U }. We use P = x − → P y to denote a path with end vertices x and y in the direction from x to y. We say that vertex z 1 precedes vertex z 2 on a path − → Q if z 1 , z 2 occur on − → Q in this order, and indicate this relationship by z 1 ≺ z 2 . We will write z 1 z 2 when either z 1 = z 2 or z 1 ≺ z 2 .
The earliest nontrivial lower bound for the circumference and the earliest sufficient condition for a graph to be hamiltonian were given in 1952 due to Dirac [2] in terms of minimum degree δ.
Theorem A [2] . In every 2-connected graph, c ≥ min{p, 2δ}.
Theorem B [2] . Every graph with 2δ ≥ n is hamiltonian.
The bounds c ≥ min{p, 2δ} and 2δ ≥ n in Theorems A and B are best possible. However, these bounds are equivalent to c ≥ min{p, 2d 1 } and 2d 1 ≥ n, respectively, which both are far from to be best possible. Recently, a sharp version of this bounds were given by Koulakzian, Mosesyan and Nikoghosyan [3] .
Theorem C [3] . In every 2-connected graph, c ≥ min{p, 2d δ }.
Theorem D [3] . Every graph with 2d δ ≥ n is hamiltonian.
In this paper we present two further sharp improvements of Theorems C and D. Let κ be the vertex connectivity of G.
Theorem 2. Every graph with
Thus, Theorem 1 is best possible in all respects. To show that Theorem 2 is sharp, let G = K δ +(δK 1 ∪K 2 ), where d δ+1 = δ+1 and n = 2δ + 2. Since G is a non-hamiltonian graph with 2d δ+1 ≥ n, the condition
Thus, Theorem 2 is best possible in all respects. Now we turn to the sharpness of Theorem 3. The bound c ≥ p cannot be strengthened to c ≥ p + 1, since the condition c ≤ p holds in any case.
If
Thus, Theorem 3 is sharp in all respects.
To show that Theorem 4 also is sharp in all respects, suppose first that
and n = 2δ + 1. Since G is a non-hamiltonian graph with
the condition min{2d δ+1 , d δ + d δ+2 } ≥ n in Theorem 4 cannot be relaxed to (a3), (a4) or (a5).
Preliminaries
A vine of length m on P is a set
The following result guarantees the existence of at least one vine on − → P in a 2-connected graph.
The Vine Lemma [2] . Let G be a k-connected graph and P a path in G. Then there are k − 1 pairwise-disjoint vines on P .
Proofs
Proof of Theorem 1. Let G be a 2-connected graph and let
Let x 1 , x 2 , ..., x t be the elements of N (v 1 ) occurring on − → P in a consecutive order, where t = d(v 1 ) ≥ δ. Observe that for each i ∈ {1, 2, ..., t},
is a longest path in G, implying that
.
Further, assume that (a2) P is chosen so that d(v p ) is maximum, subject to (a1).
Let y 1 , y 2 , ..., y f be the elements of N (v p ) occurring on ← − P in a consecutive order. Since y
is a longest path in G, we have
By (1) and (2),
Case 1.
be a vine of minimal length m on − → P . Since P is a longest path in G, we have L 1 , L M ∈ E(G). Next, since m is minimal, we have x t ≺ z 2 , x t ≺ w 3 and w m−1 ≺ y f , z m−2 ≺ y f . Choose z * 1 ∈ V (P ) such that w 2 ≺ z * 
By deleting the following paths
from H (except for their end vertices), we obtain a cycle C with at least
is a cycle of order p, that is c ≥ p.
Proof of Theorem 2. Let G be a graph with d δ + d δ+1 ≥ n and let κ be the vertex connectivity of G.
It follows that G has a cut vertex z. Let H 1 and H 2 be two connected components of G − z. For each x ∈ V (H 1 ), we have
implying that for each x ∈ V (H 1 ) and y ∈ V (H 2 ),
Assume without loss of generality that |V (H 1 )| ≥ δ + 1. Then we can choose
Let − → C be a cycle of order at least p. If |V (C)| = n, then C is a Hamilton cycle in G. Let |V (C)| < n. Since G is connected, we have xy ∈ E(G) for some x ∈ V (C) and y ∈ V (C). Then x + − → C xy is a path of order at least p + 1, contradicting the fact that the longest path in G has exactly p vertices.
that is c = n or, in other words, G is hamiltonian.
Proof of Theorem 3. Let G be a 2-connected graph and let − → P = v 1 v 2 ...v p be a longest path in G. Define the vertices x 1 , x 2 , ..., x t , y 1 , y 2 , ..., y f as in proof of Theorem 1, where we have proved
Case 1. x t y f . As in proof of Theorem 1 (Case 1), we can form a cycle with at least
If d(v p ) ≥ δ + 1, then by (5), c ≥ 2d δ+1 and we are done. Otherwise we have d(v p ) = δ, implying that
and again we are done.
Then we can argue as in Case 1.
Proof of Theorem 4. Let G be a graph with min{2d δ+1 , d δ + d δ+2 } ≥ n and let κ be the vertex connectivity of G. 
