ABSTRACT:
Introduction
Acquired Immune Deciency Syndrome (AIDS) is the last stage of HIV infection in human body. At this stage, the human immune system fails to protect the body from any kind of infections, and this eventually leads to death. HIV is a member of the retrovirus family (lentivirus) which infects important cells in the human immune system. This kind of infection is due to the interaction between proteins of both the virus and the human host in the human cells. Predicting such interactions is an important goal of PPI research. In particular, analyzing wellknown interactions and nding new interactions can provide useful information to nd new drugs and discover the reasons and mechanisms of this kind of viral disease [2] .
PPI databases contain information about the fact that proteins can interact if they come into contact. The absence of such information does not imply that they cannot interact with each other as there is no information about non-interacting proteins. The HIV-1-Human PPI dataset is a database containing possible viral and human protein interactions. As stated above, only positive interactions are shown.
Several approaches for predicting interactions have been studied in the literature. These approaches are based on Bayesian networks [12] , random forest classiers [14] , mixture-of-feature-expert classiers [20] , kernel methods [24, 5] , or decision trees [28] . Most of them have been used to nd interactions within a single organism, like yeast or human (intra-species interactions). Recently, two approaches have been proposed to predict the set of interactions between HIV-1 and human host cellular proteins [22, 16] . In particular, in [22] the authors proposed a supervised learning framework that integrates heterogeneous biological information to predict inter-species interactions. However, this approach solves the classication problem using the random forest classier which, like most of the above mentioned approaches, needs both positive and negative samples of PPIs. Negative samples here are pairs of human and HIV proteins known not to interact, but such negative interactions (or, better, proven absence of interactions) are not known in the current state of knowledge in the PPI problem studied here. Negative samples have then to be prepared, for example by randomly selecting proteins pairs that are not present in the database, thus leading to a high dependency between the classier performance and the choice of the negative samples. The approach proposed by Mukhopadhyay et al. [16] uses the well-known Apriori algorithm for mining association rules. The particularity of such an approach is that only information based on positive samples is used to predict viral-human interactions (inter-species interactions). This is also the case for the approach proposed here.
In this paper, we present FIST, a novel approach to integrated bi-clustering and association rule mining, whose aim is threefold: in a single process, (i) to eciently mine frequent closed itemsets and generators, (ii) to generate minimal non-redundant covers of association rules, and (iii) to generate hierarchical conceptual bi-clusters. Moreover, compared to classical association rule mining methods, the list of objects (rows) of the dataset supporting each association rule is generated. From the viewpoint of bi-clustering [15] , the generated clusters form a hierarchical lattice structure and can overlap, allowing an object to belong to several bi-clusters, if relevant. Another important aim of the FIST approach is to nd out interactions between proteins and features in order to extract relationships between annotations (biological and publication) and interactions. The rest of the paper is organized as follows. The integrated frequent closed itemset based approach is presented in Section 2 and the FIST algorithm is described in Section 3. In Section 4, we present and discuss experimental results. Finally, Section 5 concludes the paper.
Closure Concept based Integrated Approach
Early approaches to association rule mining showed that the problem can be divided into two parts: rst, nd frequent itemsets with their supports, which is the most time-consuming part, and then generate association rules from these itemsets [1] . Then, the frequent closed itemsets (FCIs) framework was dened to improve the eciency of the mining in case of non-sparse data [17, 26] . These frequent closed itemsets, dened using the Galois closure [10] , are a sub-order of the subset lattice. This framework was later used to dene minimal covers, or bases, of association rules [3, 18, 27] . This approach relies on the property that the frequent closed itemsets with supports constitute a non-redundant minimal representation of the frequent itemsets and their supports. It was experimentally shown that the set of frequent closed itemsets is on average much smaller for real-life datasets, thus making this process faster than directly mining frequent itemsets. Association rules, or association rule bases, are then directly generated from the frequent closed itemsets. See [6] for a comprehensive survey on association rule mining.
The FIST approach aims at providing the user with a minimal set of knowledge patterns representing relationships between data values in the dataset, without information loss. For this task, two types of patterns are generated: informative bases for association rules and hierarchical conceptual clusters. These compact sets of patterns can then be searched for specic information such as intra-and inter-species protein interactions, or relationships between protein interactions and features (biological annotations and characteristics, publications, etc. Type r1 relationships capture interactions between some viral proteins and some host proteins (inter-species PPI). Identifying such rules is similar to the problem of bi-clustering, that is, in the context of FIST, nding frequent closed itemsets with related object identiers. Type r2 and r3 relationships are association rule patterns showing implications among viral proteins and host proteins respectively (intra-species PPI). Classication methods usually need both positive and negative examples of the predicted class, e.g., interacting and non-interacting protein pairs, in order to achieve an optimal supervised classication. However, in the case of HIV-1-Human PPI, information on non-interacting pairs of proteins is not available [8, 19] . Hence, descriptive methods, such as unsupervised classication (clustering) and association rule extraction, seem better suited to this PPI problem.
FIST was designed both to extract in one process dierent kinds of knowledge patterns, bi-clusters and association rules, and to extract additional information for each of these patterns compared to classical approaches. It can process discrete numerical, boolean, textual and nominal data. As for the majority of similar methods, in the case of continuous numerical data, a discretization method has to be applied before processing the data with FIST. This is for example the case for numerical gene expression data where numerical values must be discretized to identify up-regulated, unchanged and down-regulated genes (rows) for each experimental biological conditions (columns). See [25] for a recent discussion on discretization methods used in data mining.
Consider the example dataset D1 in Figure 1 First, the number of extracted rules can be reduced by a signicant proportion as redundant rules can represent the majority of extracted rules [3, 26] . Association rules extracted by FIST are constructed using generators, as antecedents, and frequent closed itemsets, as consequents. These rules, also called min-max associ- ation rules, constitute the informative base of association rules [18] . FIST extracts rules in two disctinct sets: exact association rules that have condence = 1, i.e., with no counter example in the dataset, and approximate association rules, having condence < 1. It also extends the association rules by adding information to each rule: The list of objects (rows) supporting each one is also generated, allowing the user to see which objects verify this rule in the dataset as shown in Figure 3 .
We can see that for minsupport = 2/6 and mincondence = 2/6, 6 exact and 6 approximate min-max association rules are generated by FIST from dataset D1
whereas 117 exact and 75 approximate association rules are generated by classical An example source dataset D2 containing 5 attributes and 5 objects is given in corresponding to its number of occurrences, is counted. Then, using the minimum support threshold value minsupport provided by the user, the infrequent items, i.e., those with support less than the minsupport value, are discarded. Finally, the remaining frequent items are sorted in ascending order of their supports to optimize the size of the data structure used in the second phase of the algorithm.
During the second step, the SFD database is created to reect the occurrences 
Phase 2: Mining Frequent Closed Itemsets
During the second phase, which is the core of the FIST algorithm, the frequent closed itemsets are mined from the SFD database. This phase is carried out in two steps. The rst step is the generation of the frequent Generalized Itemset Sux-Tree (fGIST ), which is a main memory data structure specic to the FIST algorithm. In the fGIST tree, each internal node represents an item, each branch from the root to a leaf represents an itemset, and each leaf node represents the list of numbers of objects (rows) containing this itemset. The second step is the extraction of the frequent closed itemsets from the fGIST tree. This extraction is based on inclusion and intersection operations performed on the branches and the sub-branches of the fGIST tree.
Creating fGIST tree To create the fGIST data structure, each row of the SFD database is accessed once from the rst to the last. Each row read is represented as a vector of items associated with the identier number of the row in the SFD database. Since items were ordered in ascending order of their supports during the construction of the SFD database, they are also sorted in this order in the vector. This vector is then inserted into the fGIST tree as a branch, starting from the root, with a leaf containing the identier number of the row. If this vector of items is already represented as a branch in the tree, that is if an identical row was read before, then only the leaf is updated by adding the identier number of the row. Then, this process is repeated for all suxes of the vector of items that are sub-vectors obtained by deleting successively one item from the rst to the last. In our example, the rst branch to be inserted is {2, 3}, then the branch corresponding to its unique sux {3}. The third branch to be inserted into the tree is {1, 2, 3, 4}, and then the ones corresponding to its suxes {2, 3, 4}, {3, 4}, and {4}, and so on. The fGIST tree for database SFD is given in Figure 7 .
The insertion of a vector of items in the fGIST tree is a recursive procedure Creating FCI Table The First, each branch of the fGIST tree from the root to a leaf is traversed and a new entry in the FCI table is created for the itemset corresponding to that branch.
The associated list of numbers of objects is initialized using the leaf node of that branch. The size of this object list corresponds to the support of the itemset in the database.
Then, the non-closed itemsets in the FCI 
Phase 3: Generating Knowledge Patterns
During the third phase, the conceptual bi-clusters, the generators of frequent closed itemsets and the association rules are extracted from the FCI table. The association rules are generated in two distinct sets: a minimal cover for exact association rules and a minimal cover for approximate association rules. These minimal covers, or bases, contain, respectively, the non-redundant exact and approximate association rules with minimal antecedent (predictor itemset) and maximal consequent (predicted items) [18] . Minimality is dened here according to the inclusion relation. The pseudo-code of the extraction of these knowledge patterns is given in Algorithm 2. Input: FCI for all subset S in SUB do 11: if (S / ∈ GEN) and (S / ∈ FCI.Itemset) then 12:
end if 14: for j = 1 to K do 15: if ( 
Experiments and Discussion
The FIST algorithm has been implemented in Java for portability. Experiments The number of association rules generated by Apriori and FIST is shown in Figure 10. We can see that FIST reduces this number by a factor up to several tens, allowing the end-user to concentrate on the most relevant rules. In Figure 11 , the number of association rules generated by FIST for dierent minsupport and mincondence values is shown. The number of bi-clusters extracted by FIST for minsupport values ranging from 0.001 (0.1%) to 0.5 (50%) is shown in Table 1 . We can see that even for this very large dataset, execution times remain reasonable for all threshold values, ranging from a few seconds to a few minutes.
We can also see slight execution time variations for dierent mincondence values due to other running operating system processes. 
Discussion
It is interesting to compare our results to the results obtained by Tastan et al. [22] , which are the most comprehensive HIV-Human PPI results available to date.
We focus on the results generated by FIST for minsupport = 0.1% and mincondence = 0.1%, which are the lowest threshold values tested and thus contain maximal information.
For each protein pair interaction predicted in [22] , we counted the number of FCIs (and association rules) generated by FIST covering it. Of the 3372 interactions predicted in [22] by a random forest classier, 895 are covered by at least one FCI generated by FIST. This is 26.5% of their predicted pairs. Now, the random forest classier is reported to achieve a mean average precision (MAP) of 0.23 on this problem, meaning that around 23% of the predicted interacting pairs should be expected to be true positives. This is just a little below the percentage of predicted pairs that are conrmed by FIST. Since the random forest classier has little in common with FIST, we believe the two techniques should be regarded as complementary to one another. By the same argument, there are good chances that the interacting pairs predicted by [22] and conrmed by FIST are indeed true interactions.
In general, it appears that proteins pairs predicted by the random forest classier with a high score are mostly conrmed by a large number of FCIs, although exceptions exist, like the novel high-score predicted pair ⟨env_gp120, CALM1⟩, which is not covered by any FCI, indicating perhaps that it is a false positive.
Likewise, most low-score predictions are not conrmed by FIST with some exceptions, like ⟨env_gp120, EP300⟩ which, however, were known to be indirectly interacting (the human gene is reported in the siRNA screen in [13] ). All in all, exceedingly few (28) of the 2100 novel predictions by [22] , or 1.3%, are conrmed by FIST. An exhaustive list thereof is given in Table 2 , along with the number of covering FCIs, approximate, and exact rules. For rules, two separate counts are provided for rules that have the viral protein in the antecedent (IF part) and in the consequent (THEN part).
On the other hand, FIST nds 451 protein pairs that are covered by at least one FCI among those not included in [22] , i.e., for which no explicit indication of possible interaction was pointed out. This is 2.2% of the pairs not included in [22] .
The most covered of these protein pairs is ⟨NEF, IFNG⟩, covered by 70 FCIs. NEF is the viral negative regulatory factor, associated with the early stages of HIV infection, and the IFNG gene encodes for the interferon-γ protein, an important immune response stimulator and modulator; the suggestion of some kind of relationships between these two proteins may be corroborated by recent research on HIV vaccines [9] .
The same negative regulatory factor is involved in the ⟨NEF, IL6⟩ pair: IL6 is the gene encoding for interleukin-6, a pro-inammatory cytokine secreted by T-cells and macrophages to stimulate immune response. Indeed, the interaction between NEF and interleukin-6 has been recognized quite early in the study of AIDS [7] .
Other two novel pairs suggested by FIST, namely ⟨TAT, IL2⟩ and ⟨TAT, IL6⟩, involve interleukins. IL2 is the gene of interleukin-2, a signaling molecule normally produced during an immune response: an antigen binding to a T-cell receptor stimulates the secretion of interleukin-2, which in turn stimulates the growth of antigen-selected cytotoxic T-cells. TAT, for trans-activator of transcription, is a key protein of HIV-1, the rst to be transcribed, causing the subsequent massive increase in the transcription levels of the HIV dsRNA. Both interactions are mentioned in the literature: the interaction between TAT and interleukin-6 in [21] and the one between TAT and interleukin-2 in [23] .
As for pair ⟨TAT, ACTG1⟩ suggested by FIST, we are not aware of any work in the literature mentioning it. However, the suggestion does not look completely 
Conclusion
We presented the new FIST algorithm for mining association rules and conceptual bi-clusters that is based on the concept of closure. The main advantages of FIST are that it generates:
A minimal non-redundant cover for association rules, from which all rules generated by Apriori can be deduced if required, that is much smaller;
For each association rule, the list of objects (rows) supporting the rule instead of the support (corresponding to the number of such rows) of the rule only;
The bi-clusters, which are concepts (intension and extension) and form a dual lattice structure dened by inclusion relation;
For each frequent closed itemset, the generators, which are the minimal sets of properties required to construct the closed itemset.
The method has been validated by applying it to the prediction of HIV-1 proteinhuman protein interactions. Besides proving faster than traditional association mining methods, the results obtained by FIST conrm and improve the predictions by existing methods, and suggest novel possible interactions to be further investigated.
In the future, we plan to apply the FIST method to data integrating additional information about proteins, like structural and sequential similarities, with proteinprotein interactions to improve the results. Indeed, the integration of dierent kinds of biological information is an essential consideration to fully understand the underlying biological processes [4] .
