Previous work presented a language called Rhodium for writing program analyses and transformations, in the form of declarative flow functions that propagate instances of user-defined dataflow fact schemas. Each dataflow fact schema specifies a semantic meaning, which allows the Rhodium system to automatically verify the correctness of the user's flow functions. In this work, we have reversed the roles of the flow functions and semantic meanings: rather than checking the correctness of the user-written flow functions using the facts' semantic meanings, we automatically infer correct flow functions solely from the meanings of the dataflow fact schemas. We have implemented our algorithm for inferring flow functions from fact schemas in the context of the Whirlwind compiler, and have used this implementation to infer flow functions for a variety of fact schemas. The automatically generated flow functions cover most of the situations covered by an earlier suite of handwritten rules.
Introduction
Compilers are an important part of the computing infrastructure relied upon by software developers. Of course, developers require their compilers to be correct, i.e., to translate a source program into a target program that has the same externally visible behavior; an incorrect compiler can fatally compromise any guarantees made by the source program. In addition, developers need their compilers to produce efficient target programs. As the level of the source program moves farther above the level of the target program, increasing demands are placed on the compiler's optimizer to achieve this efficiency. Unfortunately, it is hard to develop an optimizer that is both correct and that produces efficient target code. When developing an optimization, it is difficult to reason about the possible effects of all the different kinds of statements in the compiler's intermediate representation, and it is hard to develop test suites that adequately exercise all the combinations of statements and probe the "corner cases." Moreover, an optimizer is comprised of a colPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. PLDI'07 June 11-13, 2007 , San Diego, California, USA. Copyright c 2007 ACM 978-1-59593-633-2/07/0006. . . $5.00 lection of optimizations, which can interact in subtle ways, further exploding the test space. As a result, it often takes years of testing and use for an optimizing compiler to become mature and reliable, and even so it can still contain numerous, rarely-occurring bugs. Aside from having an impact on software reliability in general, the difficulty of writing correct optimizing compilers also hinders the development of new languages and new architectures, and it discourages end programmers from extending compilers with domainspecific checkers or optimizers.
Our broad research agenda is to provide better support for writing correct, efficient optimizers. Previously we presented a language called Rhodium for writing compiler optimizations that could be checked for correctness automatically [17, 16] . Rhodium users (i.e., compiler developers) declare what kinds of information they want to compute using dataflow fact schemas, and then they write propagation rules (a.k.a. flow functions) for generating and propagating instances of these fact schemas across intermediatelanguage statements, as well as transformation rules for using inflowing facts to optimize statements. By providing specialized support for the task of writing optimizations, Rhodium makes optimizations easier to write and maintain, which helps in reducing errors. Moreover, the restricted domain makes Rhodium amenable to rigorous static checking that would otherwise be infeasible. In particular, the user provides a simple semantic meaning for each dataflow fact schema, which the Rhodium system uses to automatically prove that the user-defined propagation and transformation rules are correct.
Although Rhodium makes it easier to write dataflow analyses and optimizations, the user still has to invest a significant amount of effort writing propagation rules for each kind of fact and for each kind of statement. In this paper, we present a technique for automatically inferring correct forward propagation rules given only a set of declared dataflow fact schemas and their associated semantic meanings. In the case of constant propagation, for example, the user would only declare the fact schema hasConstValue (X : Var , C : Const ) with meaning σ(X) = σ(C)
w hi c h s peci fi e s t hat a dat a fl ow fact of t he f or m hasConstVal ue(X, C) , where X is a variable and C is a constant, can be correctly propagated to a control flow graph edge if, for every possible run-time program state σ that can exist when control reaches that edge, the result of evaluating X equals the result of evaluating C. Our system would then combine the user-defined semantic meaning with the system-provided semantics of each intermediate language statement form to automatically infer correct propagation rules for this fact schema. As a result, the user need not be burdened with writing propagation rules, making it even easier to produce correct dataflow analyses. In effect, we have recast the semantic meanings associated with facts from a cost to a benefit: in the original Rhodium system, semantic meanings were extra redundant information provided solely to verify existing rules (and provide formal documentation), while our new algorithm constructively uses the meanings to derive rules automatically. To automatically generate forward propagation rules for a fact schema, our algorithm works backward from its semantic meaning. For an instance of a fact schema to be correctly introduced on the outgoing edge of a CFG node, the fact's semantic meaning must hold for all possible program states that could arise when control reaches that edge. Our algorithm uses weakest preconditions to compute the condition that must hold before the node in order for the fact's semantic meaning to hold after the node. Finally, our algorithm applies a series of simplifications and strengthenings to re-express this weakest precondition in terms of some combination of the semantic meanings of user-defined fact schemas.
The contributions of this paper are as follows:
• We show how the problem that we are solving in the context of Rhodium is an instance of the parametric predicate abstraction (PPA) problem, a generalization of predicate abstraction [9, 6, 2, 14] introduced by Cousot [5] . The PPA problem has been solved previously, but only by hand, and only for a particular set of parametric predicates. We present an algorithm for inferring correct forward propagation rules from a set of fact schema declarations, in the process solving the PPA problem automatically and for any set of parametric predicates. (Handwritten propagation rules can still be provided to augment the inferred set, ensuring that any limitations of the inference algorithm do not block its use.) Section 3 presents an overview of our approach, and section 4 presents our algorithm in detail.
• We have implemented our algorithm in the context of the Whirlwind compiler, and we have run it to generate rules for a variety of fact schemas. (In Whirlwind, Rhodium-based optimizations interoperate seamlessly with non-Rhodium optimizations, allowing incremental migration of non-Rhodium optimizations to Rhodium form.) Section 5 describes these fact schemas and the generated rules.
• We have developed a method to automatically compare the theoretical coverage of two sets of Rhodium rules, independent of any particular program that the rules may run on. We have used this method to compare the coverage of the automatically generated propagation rules to an earlier set of handwritten rules. For the facts we considered, our automatically generated rules covered 77% of the cases of the handwritten rules, and the automatically generated rules included cases that were not covered by the handwritten rules. Section 5.1 presents a more detailed description of these results.
• We have also compared the practical coverage of the automatically generated rules versus the handwritten rules, in terms of the optimizing transformations triggered when the rules are run on a set of benchmark programs. Our results show that the inferred rules were able to trigger over 95% of the transformations triggered by the handwritten rules, and some transformations not triggered by the handwritten rules.
By reducing the burden of writing correct dataflow analyses, we hope that our work will allow compiler writers to focus on the more creative parts of their task, such as determining what novel transformations could improve performance, and what dataflow facts are needed to justify these transformations. Furthermore, by reducing the barrier to entry, our system makes it feasible to open up compilers to user extensions without compromising correctness. Oftentimes, it is the end programmer who has the applicationdomain knowledge and the coding-pattern knowledge necessary to implement useful analyses and optimizations. The Rhodium rule 
Background on Rhodium
This section presents background material on how dataflow analyses are written in Rhodium, and how they are checked for correctness automatically. Rhodium analyses run over a C-like intermediate language (IL) with functions, recursion, unstructured local control flow, pointers to stack-and heap-allocated memory, and stack-and heap-allocated arrays. The IL program is represented as a control flow graph (CFG) with each node representing a simple register-transfer-level statement, shown in Figure 1 . (We currently do not attempt to infer propagation rules for function call statements, so they are omitted from the figure.)
Dataflow information is encoded in Rhodium by means of dataflow facts, which are user-defined function symbols applied to a s et of t erms, e. g. , hasConstVal ue( x, 5) and exprI sAvai l abl e( x, a + b) .
A Rhodium analysis uses propagation rules, which are a stylized way of writing flow functions, to specify how dataflow facts are introduced after and propagated across CFG nodes. These userdefined flow functions collectively define a dataflow analysis, whose solution is the greatest fixed point of the equations induced by the flow functions.
The example in Figure 2 shows a partial implementation of constant propagation in Rhodium. We encode the dataflow information for this analysis using the hasConstValue (X, C) edge fact schema declared on line 1. A fact schema is a parameterized dataflow fact (a pattern, in essence) that can be instantiated to create actual dataflow facts. With the declaration on line 1, each edge in the CFG will be annotated with a set containing facts of the form hasConstValue (X, C), where X ranges over variables in the IL program being analyzed, and C ranges over constants. The convention used throughout this paper is that Rhodium meta-variables C and K range over constants while W , X, Y , and Z range over IL variables.
Propagation rules in Rhodium indicate how edge facts are introduced after and propagated across CFG nodes. For example, the rule on lines 4-5 of Figure 2 specifies that a variable is known to have a particular constant value immediately after every statement that assigns the constant to the variable. The rule on lines 6-7 of Figure 2 defines a condition for preserving a hasConstValue fact across an assignment statement: if the fact hasConstValue (X, C) appears on the incoming CFG edge of an assignment and X is not the variable assigned to, then the dataflow fact hasConstValue (X, C) should appear on the outgoing edge of the assignment. Rules can refer to more than one kind of fact as well, allowing the results of multiple analyses to cooperate. For example, the rule on lines 8-10 of Figure 2 leverages pointsto analysis (defined elsewhere) to preserve constant propagation information across pointer store statements.
Each propagation rule is interpreted within the context of a CFG node, referred to as currStmt . References to edge facts are followed by @ signs, with the name after the @ sign indicating the edge on which the fact appears. The in edge name refers to the incoming edge of the current node, and the out edge name refers to the outgoing edge. For nodes with more than one incoming or outgoing edge, such as conditional branches, edge names can be subscripted. For example, hasConstValue (X, C)@out [0] and hasConstValue (X, C)@out [1] can be used to refer to constant propagation facts along a conditional branch's true and false outgoing edges, respectively.
The part of a rule before the then keyword is called the antecedent and the part after is called the consequent. Intuitively, the antecedent is a first order logic formula over dataflow facts (details of the antecedent syntax can be found elsewhere [15] ). The semantics of a propagation rule on a CFG node is as follows: for each substitution of the rule's free variables that make the antecedent valid at some node in the CFG, the fact in the consequent is generated on the named edge. For the rule described above, the hasConstValue (X, C) fact will be generated on the outgoing edge of a node for each substitution of X and C with variables and constants that makes the antecedent valid.
To check Rhodium dataflow analyses for correctness, programmers must specify a semantic meaning for each fact schema, in the form of a first order logic predicate over a program state σ. For example, the meaning of hasConstValue (X, C), shown on line 2, is that the value of X in σ, denoted by σ(X), is equal to the value of the constant C, denoted by σ(C). This meaning states that if hasConstValue (X, C) appears on an edge in the CFG, then for any σ that may occur at run-time when control reaches that edge, σ(X) = σ(C) holds.
Rhodium dataflow analyses are checked for correctness automatically by discharging a local correctness obligation for each propagation rule. For each rule an automated theorem prover is asked to show that if the meaning of the antecedent holds before a node for an otherwise-arbitrary program state σ, then the meaning of the consequent holds after executing the node in σ. We have shown by hand that if all the propagation rules in a Rhodium program pass this condition, then the induced dataflow analysis is correct. The full details of the Rhodium language, including syntax for defining dataflow facts and meanings, can be found elsewhere [15] .
Overview
The Rhodium system makes it easier to write dataflow analyses by providing a convenient way to express flow functions, and by automatically checking their correctness. However, there is still a significant amount of effort that the Rhodium user has to invest to write the flow functions. There are a many statement forms to be considered, and many of the resulting propagation rules can be quite similar. For example, the rule on lines 6-7 of Figure 2 is a typical preservation rule, which states the conditions under which hasConstValue (X, C) is preserved through a certain statement form; a similar rule should be written for many other assignment statement forms. Even though many of these rules are simple and straightforward, subtle corner cases can exist, particularly in the face of aliasing and mutation. Moreover, information computed by one analysis can be used to help compute information for another analysis, as illustrated by the rule on lines 8-10; it is difficult (and non-modular) for Rhodium users to think through all the possible beneficial interactions among a set of dataflow analyses. Finally, the programmer has to invest time and effort debugging any rules that fail the correctness checks.
To alleviate these burdens, we wish to automatically infer the most complete set of correct forward propagation rules we can, given only a set of dataflow fact schema declarations. For the example in Figure 2 , our goal would be to infer propagation rules such as the ones on lines 4-10 (and many more) from the dataflow fact schema definition on lines 1-2 (and the definitions of other fact schemas such as mustNotPointTo).
This problem of inferring Rhodium propagation rules is related to predicate abstraction [9, 6, 2, 14] and its generalization parametric predicate abstraction [5] . The next two subsections describe predicate abstraction and previous algorithms for performing it, and explain how that work is insufficient for solving our problem. The last subsection presents an overview of our approach.
Predicate Abstraction
The goal of predicate abstraction is to propagate a given set of predicates through a program. Formally, predicate abstraction is defined in terms of a finite set B = {B1 . . . B k } of predicate names. Each predicate name Bi has an interpretation Bi = ϕi, which is the predicate for which Bi stands. A cube over B is a conjunction of possibly negated symbols from B, which can be represented as a set of possibly-negated names drawn from B. The domain of predicate abstraction is the set of all cubes, and one cube is computed at each program point. Given these definitions, the problem of predicate abstraction (PA) can be stated as follows:
PA PROBLEM STATEMENT. Given a set of predicates B with associated interpretations, a program statement s, and a cube over B flowing into the statement, determine the cube over B that flows out of the statement.
For example, consider the set of predicate names B = {B1, B2}, where B1 (a = b) and B2 (a = b + 1). Given the cube B1 ∧ ¬B2 and the statement a := b + 1, then predicate abstraction would compute that the cube ¬B1 ∧ B2 should be propagated after the statement.
Our problem of inferring Rhodium propagation rules from fact schemas is different from predicate abstraction in a simple yet fundamental way. Although our algorithm starts with a set of named predicates as in predicate abstraction (and these named predicates are called fact schemas in the context of Rhodium), our named predicates are parametric. For example, our algorithm doesn't start with concrete predicates, such as a = 5 or a = b, but rather with parametric predicates, such as X = C or X = Y (we temporally omit σ from our meanings here to be consistent with the σ-less notation used in predicate abstraction). These parametric predicates represent an infinite set of instantiated concrete predicates. In addition to predicates being parametric, the statements that our algorithm considers are also parametric. For example, our algorithm doesn't infer flow functions for concrete statements such as a := a + b, but rather for parametric statements (or statement forms) such as X := Y OP Z. This reflects the fact that our goal is to infer flow functions prior to running the analysis on any particular program.
In this light, the problem that we are solving can be seen as a generalization of predicate abstraction that applies to parametric predicates. Such a generalization was proposed by Cousot [5] , and he called the generalized problem parametric predicate abstraction (PPA). Formally, PPA is defined in terms of a finite set B = {B1 . . . B k } of parametric predicate names, where we denote by args(Bi ) the sequence of parameter names. Each predicate name Bi has a interpretation Bi = ϕi, where any free variables in ϕi must be in args(Bi). Applied to the Rhodium context, a predicate name Bi would correspond to a Rhodium fact schema name, args(Bi) to the parameters of the fact schema, and its interpretation to the meaning of the fact schema. The PPA problem can then be stated as follows: PPA PROBLEM STATEMENT. Given a set of parametric predicates B with associated interpretations, and given a parametric statement (corresponding to a statement form in the intermediate language), determine a representation of the flow function for that statement form.
Algorithms for Predicate Abstraction
There are a variety of approaches to performing traditional predicate abstraction automatically [9, 6, 2, 11, 14] , but they are all based on the observation that, because there are a finite number of predicates, one can test each predicate separately to see if it (or its negation) holds after the statement. This test is usually done by asking a theorem prover to show an implication. For example, to test if a predicate Bi holds after a statement s given that a cube c holds before the statement, one simply asks an automatic theorem prover to show that the cube c implies wp(s, Bi), the weakest precondition of Bi with respect to s. The cube that is propagated includes all the possibly-negated predicates for which the theorem prover can show this implication. The computation of which cube to propagate can be performed while predicate abstraction is running on a given program, or it can be performed ahead of time, once the program is known, by enumerating all possible incoming cubes to all the statements in the program (which again is possible because the set of predicates is finite).
The approach to predicate abstraction described above is essentially an enumerate-and-test approach. In our context, such an approach would amount to enumerating possible antecedents and checking whether or not each antecedent implies the consequent we want to propagate. Unfortunately, because the antecedent can have more free variables than appear in the consequent, the number of possible ψ predicates is infinite. Even if one restricts the predicates to only mention meta-variables "bound" by the statement form and consequent fact to propagate, the number of possible predicates grows very fast. Consider the example above, where we are considering propagation rules for the statement A1 := A2 + A3 and outgoing fact varEqualsPlus (X, Y, Z)@out , whose antecedent can mention instances of the fact schemas varEqualsPlus and varNotEqualsPlus on the in edge. There are a total of 6 metavariables (X, Y , Z, A1, A2, and A3) "bound" in the statement and the outgoing fact. Since the fact schema varEqualsPlus (X, Y, Z) has three parameters, it can be instantiated in 6 3 = 216 ways, and similarly for varNotEqualsPlus , so there are a total of 432 instantiations of the fact schemas. If we limit ourselves to conjunctions of size three, we would have 432 choose 3 = 13,343,760 possible conjunctions to check. With the optimistic assumption that correctness checking of a candidate propagation rule takes about 1 second, this amounts to about 5 months of continuous checking. Furthermore, this simple computation is only an under-approximation, because it includes just two fact schemas; it does not include all the possible equality and inequality constraints between meta-variables (such as the one present on line 6 of Figure 2 ), and it does not include the possibility of having meta-variables in the antecedent of a rule that are not present in the consequent. Although there are techniques to reduce the search space for the traditional problem of predicate abstraction [2] , the broader problem with the enumerate-and-test approach is simply that it is not goal-directed: it blindly enumerates predicates, without any consideration for the end goal, and then it does a forward check to see if the end goal is met.
Solutions to the parametric predicate abstraction problem would likely be more appropriate to our task of inferring Rhodium propagation rules, but previous solutions to the PPA problem have been constructed by hand, and only for particular sets of parametric predicates. A key contribution of our work is to develop an algorithm that solves the PPA problem automatically for any given set of parametric predicates.
Our Approach
The solution we propose in this paper takes a goal-directed approach, which is much better suited to the PPA problem than an enumerate-and-test approach. We start with the predicate we want to establish, compute the weakest precondition of the predicate with respect to the current statement, and finally perform a backward search through an inference system to find a valid antecedent that implies the weakest precondition. By performing a targeted search, our goal-directed approach prunes the search space very effectively, allowing us to generate rules for a total of 10 fact schemas in under 10 minutes on a modern desktop machine.
To give an overview of our technique, we describe the steps that our algorithm would take on a simple example. Consider the fact schema hasConstValue on lines 1-2 of Figure 2 . In this case, our problem of inferring propagation rules reduces to finding formulas ψ that make the propagation rul e if ψ then hasConstVal ue(X, C)@ out correct. Intuitively, this rule is correct if, whenever ψ holds before currStmt , the meaning of hasConstValue (X, C) holds after currStmt , i.e., ψ must be a precondition with respect to currStmt that ensures σ(X) = σ(C) as a postcondition. Since we wish to find the most general such ψ, our algorithm first computes the weakest precondition φ with respect to currStmt that establishes σ(X) = σ(C). As we shall see, the weakest precondition may refer to run-time information not available at analysis-time, and so φ itself may not be directly usable in a Rhodium propagation rule. Consequently, our algorithm searches through the space of formulas that imply φ to find formulas ψ that refer only to analysistime information (i.e., dataflow fact instances and syntactic tests of statement forms). In logical terms, the process of finding formulas ψ that imply φ is called strengthening.
To compute the weakest precondition of σ(X) = σ(C) with respect to currStmt , we do a case analysis on the possible forms of currStmt . Consider for example the case where currStmt is of the form Y := K, where Y and K range respectively over variables and constants of the IL program. The traditional weakest precondition rule for an arbitrary assignment is as follows:
where P [Z → E] denotes the formula P with Z replaced by E. 1 In our case, we would therefore have: 
Since K and C are constants, σ(K) = σ(C) in turn simplifies to K C (in the rest of this paper, we use the symbol for syntactic equality of abstract syntax trees (including variable names and constants) and = for semantic equality of run-time values). The weakest precondition φ is then as follows:
The antecedent of a rule cannot contain references to σ since σ is only known at run-time, not analysis-time. As a result, we cannot use the above weakest precondition directly as the antecedent ψ. However, the antecedent of a rule can refer to dataflow facts, and the meanings of these dataflow facts can refer to σ. Our task then is to "encapsulate" all the σ's in φ using dataflow facts. In the constant propagation example, the user would provide the dataflow fact schema hasConstValue (X, C) with meaning σ(X) = σ(C). By searching for syntactic matches of the form σ(X) = σ(C) in φ and replacing them with hasConstValue (X, C)@in, we get:
This antecedent does not refer to σ and can therefore be used to generate a correct propagation rule for statements of the form
If we wish, we can split the disjunction in ψ into two separate rules:
The rules above are equivalent to the handwritten rules from lines 4-5 and 6-7 of Figure 2 .
In this simple illustrative example, the mapping from the weakest precondition φ to a valid antecedent ψ was immediate. In more complicated cases, the mapping will not be immediate. Our algorithm will perform logical rewrites in an attempt to find a way to eliminate all σ's. Because we are searching for formulas that imply the weakest precondition φ, permissible rewrites include simplifications (finding a φ that is equivalent to φ) and strengthenings (finding a less general φ that implies φ). Intuitively, strengthenings sacrifice precision to make the condition φ statically computable in terms of available facts.
Each logical rewrite, be it a simplification or a strengthening, can be seen as a single backward step in an inference system. Our algorithm therefore performs a backward search through an inference system starting at the weakest precondition φ. All of the formulas considered in this backward search will imply φ, and our goal is to find such a formula that does not contain references to σ.
Once we find such a φ, the sequence of inferences we performed during the search, if reversed to be in the forward direction, will constitute a proof of correctness for the rule we just generated. Indeed, this forward sequence of inference steps is a derivation of the condition that our Rhodium checker would send to the theorem prover on the newly generated rule. In this way, the rules we generate are guaranteed to be correct.
The search that we perform through an inference system is similar in many ways to searches that are done in automated or semiautomated theorem provers. Our search is goal-directed, in that we start with a goal, and search backwards through the space of prooftrees to find formulas that imply the goal. Many theorem provers use such a goal-directed search, for example PVS [19] , NuPRL [4] , Twelf [21, 28] , the Boyer Moore theorem prover [12, 13] , Isabelle [20] , and HOL [8] . However, the key difference between our work and automated theorem proving lies in the problem that we are solving. A theorem prover is given a set of axioms, and asked to prove a theorem. If it uses a backward search, the theorem prover starts with the theorem to be proven and applies inference rules backward to reach the axioms. Our problem is different because we are not given axioms that we must search towards. The goal of our backward search is not to reach a set of axioms, but rather to reach a formula in a restricted form, i.e., one that no longer contains occurrences of σ. Although the goals are different, there are nonetheless strong similarities in the techniques. In particular, users of semi-automated theorem provers often use tactics (or variations thereof) to guide the theorem prover in its backward search of the large proof-tree space. One can view our work as a set of specialized tactics for the purposes of finding a statically computable formula from a formula that mentions run-time values.
Algorithm
Our algorithm for generating rules is shown in Figure 3 . To simplify the presentation, we assume that statements have only one outgoing CFG edge called out -our implementation, however, also handles statements with multiple outgoing edges, such as conditional branches. The function GenerateRules (lines 1-9) takes a set of fact schema declarations and returns a set of propagation rules. For each fact schema F ( V ) declared by the user, for each statement form S (covering the different kinds of IL statements defined in Figure 1 ), the algorithm finds the rules that propagate fact F ( V ) on the edge out of statement S. In the body of this loop, we first compute the weakest precondition of the meaning of fact F ( V ) with respect to the statement form, using the wp function (line 4). We then perform a backward search in our inference system starting from the weakest precondition (line 5). The backward search is a loop that ends when we have removed all σ's from φ. The first step in the loop is to express φ in a simplified form using the Simplify function (line 10). If all references to σ have been removed (line 11), then we have found a valid antecedent and the search is over (line 12). If not, we strengthen the formula using Strengthen in order to remove some of the references to σ (line 13), and then we continue the search with the resulting stronger formula (line 14).
The algorithm in Figure 3 depends on the three functions wp, Simplify, and Strengthen . These three functions are described in more detail in the following three subsections.
Throughout our explanations, we will use the examples in Figures 4 and 5, which show the inference steps used by our algorithm for hasConstValue (X, C) on statements of the forms Y := K and * Y := Z, respectively. In these examples, the fact schemas available for matching are hasConstValue (X, C) with meaning σ(X) = σ(C), mustNotPointTo(X, W ) with meaning σ(X) = σ(&W ), and mustPointTo(X, W ) with meaning σ(X) = σ(&W ). The examples should be read bottom-up: the bottommost formula is the meaning of hasConstValue (X, C), and the topmost formula is the final predicate ψ that we use to generate a rule. The final top-down sequence represents a valid logical These labels refer to rewrite rules, except for wp, which refers to the application of the wp function. The collection of all rewrite rules in our system can be found in Figures 7 and 8 
Weakest Precondition
The function wp(S, P ) computes the weakest liberal precondition of a predicate P with respect to a statement S. The weakest liberal precondition is the weakest condition Q such that if Q holds before the statement S, and S terminates, then P will hold after S. 2 2 A liberal precondition guarantees the postcondition only under the assumption that the statement terminates without error, as opposed to a strict precondition, which must also ensure that the statement terminates without It will be important in our algorithm to make the quantification over σ explicit in all formulas. For example, the meaning for hasConstValue (X, C)@Edge becomes ∀σ ∈ Σ Edge .σ(X) = σ(C), where Σ Edge is the set of all possible states the program can be in if and when control reaches the edge Edge. (We will often omit "∈ Σin " clauses.)
The traditional method for calculating wp(S, P ) directly manipulates the expressions in P based on the effect of S [10] . However, direct manipulation becomes increasingly complicated in the presence of aliasing, e.g., via pointers or via Rhodium metavariables that might or might not be instantiated to the same program variables. For example, consider computing the weakest preerror. The liberal version is appropriate for our task because the meaning of any dataflow facts computed on a CFG edge must hold for all possible program states if and when control reaches that edge; analysis results need not ensure that control actually reaches any particular edge.
step(decl X, (ρ, η))
The newloc symbol stands for a fresh location. ⊥ is a value that gives a run-time error if read. Figure 6 . Some cases of the step function condition of the formula ∀σ ∈ Σout .σ(X) = σ(C) with respect to a pointer store statement * Y := Z, as in Figure 5 . When run on a particular program, the X meta-variable might be instantiated to the same program variable as the Y and/or Z meta-variables, or to a variable pointed to by the program variable that Y is instantiated to. We must compute a correct precondition in all these cases.
To solve these problems, we use an approach based on the work by Cartwright and Oppen [3] . The key idea is that
] where the step function represents the operational semantics of our IL in terms of standard select and update map operators applied to the environment ρ and store η components of the incoming program state σi. Some of the cases for the step function are shown in Figure 6 ; our technical report [27] contains full details. Finally, selections from updated maps M are simplified using the following rule:
This simplification naturally introduces the necessary aliasingcondition case analysis.
For example, consider computing
Replacing σ with explicit ρo and ηo and expanding σ(·) shorthands yields
Applying the definition of wp gives
Applying the definition of step for
Applying the substitution of output for input state components gives
Applying the select/update simplification gives
Reexpressing using σ short-hands gives
which is equivalent to the expected weakest precondition
Context Rules
F t [T 1 ] F t [T 2 ] if T 1 T 2 F [F 1 ] F [F 2 ] if F 1 F 2 Logical Simplifications [true elim ] P ∧ true P [¬ push ] ¬(P ∧ Q) ¬P ∨ ¬Q ...many more...
IL Simplifications
Term Rewrite Rules
Formula Rewrite Rules
T T false (if T and T are incompatible forms) Figure 7 . Some simplification rules
Simplification
The Simplify function transforms a given formula into an equivalent formula that is in a simpler form by applying simplification rules until no more are applicable. This process involves two kinds of simplifications: logical simplifications, which simplify logical connectives; and IL simplifications, which simplify IL terms and expressions based on the semantics of our IL. IL simplifications include such simplifications as rewriting * (&Y ) to Y .
We express the simplification process as a rewrite system, where the rewrite rule F1 F2 says that the term or formula F1 is rewritten to F2. Figure 7 shows the most important of the rules of this rewrite system (the rest can be found in our technical report [27] ). We use F t [·] to represent a context F t with a term hole and F [·] to represent a context F with a formula hole. The context rules allow terms and subformulas to be rewritten inside of a formula. Logical simplifications are used to put the formula in a simplified logical form. IL simplifications are used to simplify the formula based on the semantics of our IL; each of the formula rewrite rules also has a disequality version which is not shown explicitly.
Strengthening
If Simplify cannot remove all occurrences of σ from φ, the formula must be strengthened using the Strengthen function. Unlike the Simplify function, the Strengthen function makes a formula less precise. Our algorithm uses many strengthening rewrites; Figure 8 shows the most important of these. F1 S F2 denotes that F1 can be rewritten to F2 in a positive position, meaning that, from a logical point of view, F2 ⇒ F1. We use F + [·] to represent a context F + with a formula hole that appears in a positive position in F + . The context rule at the top of Figure 8 allows subformulas to be rewritten inside a formula. (Allowing strengthenings in negative holes would lead to a weaker overall formula, which is incorrect for our application. It would be safe to allow weakenings in negative holes.)
The Strengthen function collects all rewrites that apply to φ and applies each rewrite r separately to φ to produce φr. Strengthen then returns the disjunction of all the resulting φr Figure 8 . Strengthening rules formulas. Although in theory this causes a worst-case exponential run-time, in practice only a small number of strengthenings apply to a given φ, and in our experience we have not seen the exponential worst case.
Context Rule
The strengthening rewrites can be divided into three categories: rewrites for introducing facts, rewrites for approximating run-time knowledge at analysis-time, and rewrites for encoding mathematical reasoning. The following three subsections describe each one of these in more detail.
Fact Matching. The first strengthening, labeled [fact match] , replaces a subformula of φ with an instance of a fact schema. In Figure 8 , decls is the set of declared fact schemas that is passed in as a parameter to Strengthen . For each fact schema, our strengthening algorithm considers rewriting instances of the schema's meaning to instances of the fact.
Because we have made quantifiers explicit, the meaning of a fact is universally quantified over σ, so that, for example, the meaning of hasConstValue(X, C)@in is ∀σ ∈ Σin .[σ(X) = σ(C)]. As a result, in step (5) Mapping meanings to facts is a strengthening rather than an equivalence because the presence of a fact on an edge implies that its meaning holds at that edge, but not necessarily the reverse. The meaning might hold at an edge, but the fact might not have been computed on that edge, perhaps because the rest of the analysis was not precise enough to compute the fact whenever its meaning was true. Consequently, the absence of a Rhodium fact provides no information, and it would be unsound in general to map meanings to facts in negative positions.
Approximating Run-time Knowledge. The second kind of strengthening embodies the idea of approximating run-time knowledge with analysis-time knowledge. For example, the run-time predicate σ(X) = σ(Y ) is always true when the Rhodium metavariables X and Y are instantiated to the same IL variable. Thus, the analysis-time information X Y approximates the knowledge that X and Y produce the same value at run time. The [syntactic] rule captures the general case for arbitrary terms.
Another example of approximating run-time information is encoded in the [case] rule, which approximates run-time choice with analysis-time choice. Intuitively, ∀σ.ˆF1 ∨ F2˜allows each runtime σ to make an independent choice of whether F1 or F2 is true, while ∀σ.ˆF1˜∨ ∀σ.ˆF2˜requires the analysis to choose whether F1 or F2 is true for every run-time σ. The [∀ resolution ] rule is a refinement of the [case] rule that retains more precision when the Fi have a special form. The use of these case analysis rewrites has allowed our algorithm to infer useful rules that we had not thought of previously when writing the flow functions by hand.
Mathematical Reasoning. The third kind of strengthening encodes mathematical knowledge. One example of such a strengthening, shown in Figure 8 ,
The mathematical strengthenings used in our algorithm encode simple information about arithmetic. These mathematical strengthenings can easily be extended without changing the rest of the algorithm.
Termination
Theorem 1. GenerateRules terminates on finite input.
Proof. A sketch of the proof is included here; the full proof can be found in our technical report [27] . The key question is whether the recursive RemoveRuntimeState function terminates. Termination of this function is proven using strong induction over the height of the formula. For each of the rewrites potentially applied during simplification and strengthening, a case analysis over the possible forms of the formula being rewritten shows that only a bounded number of rewrites can follow, excluding rewrites on strict subformulas of the original formula, which inductively are assumed to terminate.
Evaluation
To evaluate the effectiveness of our algorithm for automatically inferring propagation rules from fact schemas, we first defined a set of forward fact schemas and then wrote a collection of forward propagation and transformation rules by hand. These rules were intended to be as complete as possible, and represent a kind of "gold standard" against which other versions of the rules could be compared. These facts and rules compute information sufficient for a variety of traditional intraprocedural analyses and optimizations, including constant propagation, copy propagation, must-and may-point-to analyses for pointers to variables and to array elements, pointer-target-contents analysis suitable for scalar replacement, available expressions, an analysis tracking which variables point to stack-allocated local variables as opposed to heap-allocated data, dynamic type analyses tracking which variables hold ints, arrays, pointers, and pointers to array elements, strength reduction for induction variables, and symbolic range analysis. In total, this "gold standard" is comprised of 10 fact schemas, 116 propagation rules, and 15 transformation rules.
We then ran our tool on the same 10 fact schemas to generate propagation rules automatically. Our tool generated 6,185 propagation rules, taking just under 10 minutes on a modern workstation. Our tool generates a separate rule for each statement form. In contrast, some handwritten rules apply to several statement forms. If such handwritten rules are duplicated for each different statement form to which they apply, then the number of per-statement-form handwritten rules is 613, which is more directly comparable to the 6,185 automatically generated per-statement-form rules. We wish to know how many of the facts computed by the handwritten rules would also be computed by the automatically generated rules, and whether there are any facts computed by the automatically generated rules that would have been missed by the handwritten rules. We compare the two sets of rules in two ways:
• In section 5.1, we perform a theoretical comparison to see if there could exist situations in which one set of propagation rules computes a fact while the other set does not.
• In section 5.2, we assess how much optimization is triggered by the two competing sets of propagation rules when optimizing a collection of benchmark programs.
Comparison in Principle

Methodology
To evaluate the theoretical quality of the rules inferred by our algorithm, we have developed a general method for comparing two sets of Rhodium rules without regard to any particular program that the rules may run on. If we let Sg be the set of automatically generated rules, and S h of be the set of handwritten rules, then we want to know which of the rules in S h are covered by rules in Sg, and vice versa. A rule r propagating an instance of a fact schema f is covered by a set of rules S if, whenever r fires (i.e., whenever its antecedent holds) and propagates a particular instance of f , some rule from S would also fire and propagate the same instance of f . A rule r = if ψ then f ( T )@out is covered by the
where |si| is the translation of a rule si into closed logical form:
and X1, . . . , Xn are the free variables of si. This condition, along with axioms describing the semantics of our IL, is sent to the Simplify theorem prover [7] . If the theorem prover returns valid, then we know that S covers r, i.e., that whenever r would compute a fact instance, S would too. If the theorem prover cannot show the above condition, then we gain no information (since the theorem prover is incomplete). If the theorem prover can show the negation of this condition, then we know that the S does not cover r. By testing coverage of each rule r ∈ S h against S = Sg, we can determine which of the handwritten rules are covered by the automatically generated ones. Conversely, by testing coverage of each rule r ∈ Sg against S = S h , we can find automatically generated rules that are not covered by the handwritten ones, i.e., that are novel. In the following two subsections, we present comparison results for both of these directions.
Comparing Handwritten Rules to Inferred Rules
We first applied our comparison algorithm to determine what rules from our handwritten "gold standard" are covered by the automatically generated rules. The results of this comparison are shown in table 1. The first line of the table says that our inference method is able to infer rules that cover 472 (77%) of the 613 expanded handwritten rules. The rest of the table reports the number of handwritten rules that were not covered by any set of inferred rules, broken down into categories. Overcoming these limitations is an important area for future work.
• Introduces new variable or constant: Our inference algorithm only infers rules containing meta-variables defined in the statement form or the propagated fact. and false on out [1] . As a result, handwritten rules that exploit this information are not covered. Another kind of unused information is dynamic typing. For example, after the statement decl X[I], X is guaranteed to be an array. Handwritten rules that make use of this information are not covered.
• Missing strengthening rewrites: Our inference algorithm does not currently detect whether or not it has been in a particular state before, and to ensure termination, the set of strengthening rewrites cannot include rewrites that may be potentially cyclic. For example, we can only include one of the two following sets of strengthening rules:
We could remove this limitation by adding a kind of closure operation that performs a collection of related strengthenings all at once, and never again.
• Missing mathematical reasoning: Some of the handwritten rules exploit mathematical reasoning, for example distributivity and commutativity, that is currently not encoded in our rules for simplification and strengthening. One approach to solving this problem would be to add rules that encode these mathematical concepts. Alternatively, one could investigate ways of integrating decision procedures that perform mathematical reasoning into the inference algorithm.
Comparing Inferred Rules to Handwritten Rules
We also used our comparison method to determine how many automatically generated rules were covered by the handwritten rules. Table 3 . Number of triggered transformations automatically generated rules, our comparison method finds that 3,697 rules were not shown to be covered, and so may be novel. There are too many potentially novel rules to systematically analyze manually. Instead, we will give an example of an inferred rule that is novel:
This rule says that if X and Y are both equal to W before * Z := Y , and the assignment does not change W , then X will be equal to W after the assignment. As first, this rule may seem surprising, because it propagates varEqualsExpr (X, W ) unchanged through a pointer store * Z := Y without knowing whether or not Z points to X. This rule is nonetheless correct: if Z points to X, then the assignment is storing Y in X, in which case varEqualsExpr (Y, W )@in guarantees varEqualsExpr (X, W )@out; on the other hand, if Z does not point to X, then the assignment does not modify X, in which case varEqualsExpr (X, W )@in guarantees varEqualsExpr (X, W )@out. Although this is a syntactically simple rule, the effects of pointers and mutation make it difficult to reason about. This example, along with the large number of potentially novel rules, points out that humans are not good at finding all the corner cases for dataflow analyses; our inference algorithm helps to cover such cases.
Comparison in Practice
The theoretical comparison from section 5.1 showed that the rules inferred by our algorithm cover a reasonably large proportion of the handwritten rules. However, the theoretical comparison does not indicate how useful the rules are in practice. We would like to know whether the rules inferred by our algorithm trigger as many program transformations as the handwritten rules. Using the Rhodium execution engine in Whirlwind, we optimized several benchmark programs, once with the handwritten rules and once with the inferred rules. Table 3 lists the benchmarks and gives the number of lines of Whirlwind IL in each. "test suite" is a handwritten regression test suite, while the others are translated mechanically from Java .class files. "Java stdlib" is the translation of 135 Java classes from the core of the Java standard library, while the other seven are the translation of small-to medium-sized Java programs, excluding the standard library.
We counted the number of times any of the 15 transformation rules in our "gold standard" was triggered by the handwritten rules and the inferred rules. Table 3 shows the results of our comparison. The column labeled "Handwritten only" shows the number of transformations triggered by the handwritten rules, but not by the inferred ones; the column labeled "Inferred only" shows the number of transformations triggered by the inferred rules, but not by the handwritten ones; and the column labeled "Both" shows the number of transformations triggered by both sets of rules.
Summing across all benchmarks, the inferred rules triggered over 95% of the optimizing transformations triggered by the handwritten rules, and some missed by the handwritten rules.
Related Work
As pointed out in section 3, our work is a solution to a generalized version of the predicate abstraction problem called parametric predicate abstraction. One of the limitations of predicate abstraction that this generalization addresses is the finite-domain restriction in predicate abstraction.
The recent work of Reps, Sagiv, and Yorsh [25, 29] also addresses the finite-domain limitation of the predicate-abstraction approach: they have derived the best flow function for a more general class of domains, namely finite-height domains. For these domains, Reps et al. present an algorithm that computes the best possible abstract information flowing out of a statement given the abstract information flowing into it. Their algorithm has the nice theoretical property of providing the best possible transformer, a property which we do not guarantee. However, the flow function of Reps et al. is not specialized with respect to the domain: they describe one single flow function that works for all finite-height domains. As a result, each invocation of the flow function uses an iterative approximation technique that makes successive calls to a decision procedure (a theorem prover). In contrast, our approach generates flow functions that are specific to the domain specified by the user, and as a result our generated flow functions can be expressed as simple rules that only perform syntactic checks. Another way to view the difference between our work and that of Reps et al. is that we try to pre-compute as much as possible of the flow functions when we generate them, leaving little work for when the flow functions are executed, whereas Reps et al. do all the work when the flow functions are executed. Finally, the approach that we take is different in nature from the Reps et al. approach. Our algorithm is goal-directed, in that we start with the fact that we want to propagate after the statement, and then work our way backwards to the condition that must hold before the statement. In contrast, the Reps et al. approach works in the forward direction.
Another system that infers flow functions automatically is the TVLA system [18] . TVLA can automatically generate the abstract semantics of a program from its concrete semantics. Here again, the main difference compared to our work is that the original TVLA system runs an interpretation algorithm in the forward direction on every call to the flow function. Our system, on the other hand, precomputes much of the flow function when generating it, resulting in simple flow functions that can be evaluated using syntactic checks.
Reps et al. have extended the original TVLA system with an approach for automatically computing transfer functions for TVLA instrumentation predicates [24] . In this extended TVLA system, the transfer functions are computed ahead of time, before the analysis even runs once, as in our work. However, the Reps et al. approach is different from ours in a variety of ways. Their technique is based on a finite-differencing characterization of the relationship between the predicates holding before and after a given statement. In contrast, our approach uses a standard weakest precondition computation to capture this relationship, but we introduce a variety of strengthenings in order to re-express the weakest precondition in terms of a given set of fact schemas. Also, the Reps et al. approach focuses on the three-valued logic domain and pointer analysis, and it currently cannot directly handle constants and function symbols such as plus and minus.
Our work is also related to the HOIST system for automatically deriving static analyzers for embedded systems [23, 22] . The HOIST work derives abstract operations by creating a table of the complete input-output behavior of concrete operations, and then abstracting this table to the abstract domain. Our work differs from HOIST in that we can handle concrete domains of infinite size, whereas the HOIST approach inherently requires the concrete domain to be finite.
As described in section 3, the search that we perform through an inference system is closely related to the ideas of tactics and tacticals from automated theorem provers. Another related proofsearch technique is focusing [1] , which is a way of alternating the application of so-called invertible rules (rules where the premise is equivalent to the conclusion) and non-invertible rules (rules where the premise implies but is not equivalent to the conclusion). In particular, invertible rules are applied eagerly until none apply, and then non-invertible rules are repeatedly applied to a focused subformula until invertible rules again become applicable. As with focusing, we exhaustively apply invertible rules (during our simplification phase), and then we apply non-invertible rules (during our strengthening phase) to uncover more opportunities for applying invertible rules.
A preliminary design for our inference algorithm was presented informally at the COCV workshop [26] .
Conclusion
We have presented an algorithm for automatically inferring dataflow analysis flow functions from dataflow fact schemas that are ascribed semantic meanings. By reducing the burden on the analysiswriter, while at the same time guaranteeing that flow functions are correct, we hope that our work will not only make it easier to write correct program analysis tools, but will also make it feasible to open up program analysis tools to safe user extension.
In the future, we would like to pursue less-syntactic (and therefore less-brittle) methods for representing and manipulating formulas, such as using the E-graph data structure from Simplify [7] to better represent equalities. We also would like to investigate inferring not only propagation rules but also the fact schemas themselves from just a set of desirable transformations.
