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Abstract
We study the question how many subgroups, cosets or subspaces are needed to cover a finite Abelian
group or a vector space if we have some natural restrictions on the structure of the covering system. For ex-
ample we determine, how many cosets we need, if we want to cover all but one element of an Abelian group.
This result is a group theoretical extension of the theorem of Brouwer, Jamison and Schrijver about the
blocking number of an affine space. We show that these covering problems are closely related to combina-
torial problems, including the so-called additive basis conjecture, the three-flow conjecture, and a conjecture
of Alon, Jaeger and Tarsi about nowhere zero vectors.
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1. Introduction
A subgroup covering (coset covering) of the group G is a collection of its subgroups (cosets
of its subgroups) whose union is the whole group. A covering is called irredundant or minimal
if none of its members can be omitted. B.H. Neumann observed [7] that if a group G has a
finite irredundant (right) coset covering H1x1,H2x2, . . . ,Hnxn then the index of the intersection
of the subgroups Hi is bounded above by some function of n. Let f (n) (respectively g(n)) be
the maximal possible value of |G :⋂Hi | where G is a group with a coset covering {Hixi |
i = 1, . . . , n} (respectively subgroup covering {Hi | i = 1, . . . , n}). Obviously we have f (n) 
g(n). M.J. Tomkinson proved [9] that f (n) = n! and that g(n)  12 · 32(n−1)/3. Since no super
exponential lower bound has been found for g(n), its order of magnitude is conjectured to be
exponential. Let the functions f1(n) and g1(n) be similarly defined as f (n) and g(n) with the
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and g1(n)  g(n).) L. Pyber pointed out (see [8]) that the order of magnitude of g1(n) is itself
interesting.
We need the following definition.
Definition 1. Let G be a fixed finite group. Let f (G) (respectively g(G)) denote the minimal k
such that there exists an irredundant covering by k cosets {Hixi | i = 1, . . . , k} (respectively
subgroups {Hi | i = 1, . . . , k}) of G where ⋂Hi is trivial. (Note that the set of such subgroup
coverings may be empty, and in this case we define g(G) to be infinite.)
Now we have that g(G)  f (G). Pyber’s problem transforms to find a logarithmic lower
bound for g(A) in terms of |A| if A is an Abelian group.
Conjecture 2 (Pyber). There exists a fixed constant c > 1 such that g(A) > logc |A| for all finite
Abelian groups A.
Actually we believe that (in contrast with f (n) = n!) the growth of f1(n) is bounded above
by some exponential function and thus
Conjecture 3. There exists a fixed constant c2 > 1 such that f (A) > logc2 |A| for all finite
Abelian groups A.
We note that the worst known case (even for the function f (A) and thus for f1(n)) is the
elementary Abelian 2-group A = (C2)n (n > 1) where f (A) = g(A) = n+ 1 (see Corollary 12).
It suggests that perhaps 2 could be the true value for the constant c.
We have two results related to Conjectures 2 and 3.
Theorem 4. Let A be an Abelian group of order pα11 pα22 . . . pαnn . Then g(A)  f (A) 
1 +∑ni=1 αi .
It means in particular that the inequality of Conjecture 2 holds with c = pn where pn is the
largest prime divisor of the order of A.
Alon and Füredi in [1] prove the surprising result that if want to cover all but one vertices of
an n-dimensional cube, then we need at least n hyperplanes. Actually they prove a more general
result.
Theorem (Alon, Füredi). Let h1, h2, . . . , hn be positive integers and let V be the set of all lattice
points (y1, y2, . . . , yn) with 0 yi  hi . If we want to cover all but one of the points of V , then
we need at least h1 + h2 + · · · + hn hyperplanes.
Our next result is an analogy of the previous one. We determine, how many cosets we need, if
we want to cover all but one element of an Abelian group. This result yields good lower bound
for the size of an irredundant coset covering system if it contains a small coset.
Theorem 5. Let A be an Abelian group of order pα11 pα22 . . . pαnn . Let φ(A) denote the min-
imal number k for which there exists a system of subgroups H1,H2, . . . ,Hk and elements
x1, x2, . . . , xk such that A \ {1} =⋃Hixi . Then φ(A) =∑n1 αi(pi − 1).
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covering of A. Then for all i
k  1 + log2 |A : Hi |.
Note that Theorem 5 solves the special case of Conjecture 3 when one of the cosets has size 1.
In this case both conjectures hold with constant 2. Corollary 6 shows that if the covering system
contains a “small” subgroup of size less than |A|p for some p < 1 then both conjectures hold
with constant c = c2 = 2/(1 − p).
The proof of Theorem 5 uses character theory and some Galois theory. It is also worth men-
tioning that Theorem 5 implies that the blocking number of an affine space (i.e., the size of
the smallest subset which intersect all hyperplanes) over the prime field GF(p) is 1 + n(p − 1)
which was proved (for arbitrary finite fields) by Brouwer and Schrijver [4] and Jamison [6] using
polynomial method.
From the combinatorial point of view, the most important special case of the previously de-
scribed covering problems is when the group A is an elementary Abelian group (Cp)n, and the
covering system consists of hyperplanes (or affine hyperplanes). More generally, we can speak
about hyperplane coverings of vector spaces over arbitrary finite fields. Many questions about
graph colorings, nowhere zero flows or nowhere zero vectors can be translated to questions about
special hyperplane coverings. However not much is known about such coverings. In Chapter 5
we present a character theoretic approach to hyperplane coverings in vector spaces over prime
fields. The space of n-dimensional row vectors admits a natural scalar product. We prove the
following:
Theorem 7. Let p be an odd prime and let A = GF(p)n. The space A is covered by the hyper-
planes x1⊥,x2⊥, . . . ,xk⊥ if and only if for all vectors v ∈ A the number of 0–1 combinations of
the vectors x1,x2, . . . ,xk resulting v is even.
Conjecture (Alon, Jaeger, Tarsi). Let F be a finite field with q > 3 elements and let M be a
nonsingular n by n matrix over F . Then there exists a nowhere zero (column) vector x (i.e., each
component of x is nonzero) such that the vector Mx is also a nowhere zero vector.
With an elegant application of the polynomial method of Alon, Nathanson and Ruzsa (see [2]),
Alon and Tarsi prove [3] that the latter conjecture holds if F is a proper extension of some prime
field GF(p). Actually they prove more. For example, from their results follows that if v is an
arbitrary (column) vector and M is a nonsingular matrix over F then there exists a nowhere zero
vector x such that Mx − v is a nowhere zero vector. It is reasonable to believe that the same
statement holds over GF(p) where p is a prime number and is bigger than 3. This conjecture
will be called the choosability version of the Alon–Jaeger–Tarsi conjecture.
Proposition 8. A positive answer of Conjecture 2 implies the Alon–Jaeger–Tarsi conjecture for
F = GF(p) where p  c2.
In Chapter 7 we discuss minimal hyperplane coverings.
Definition 9. Let V be an n-dimensional vectorspace over the finite field GF(q). Let hq(n)
(lq(n)) denote the minimal number k such that there is a collection of k hyperplanes (affine hy-
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(the hyperplanes corresponding to these affine hyperplanes) is trivial.
Obviously we have hq(n) lq(n) > n. Let
1 + εq = inf
n
lq(n)/n.
We conjecture that εq > 0 if q is an arbitrary prime power bigger than 2. This conjecture can be
formulated in the following nice, self contained way.
Conjecture 10. Assume that for some prime power q > 2 the GF(q) vectorspace V is covered
irredundantly by k affine hyperplanes H1 + v1,H2 + v2, . . . ,Hk + vk . Then the codimension of
the intersection
⋂
i Hi is at most k/(1 + εq) for some fixed positive constant εq which depends
only on q .
Using a result of Alon and Tarsi about nowhere zero points [3], we prove the following.
Theorem 11. If q is not a prime number then εq  12 .
The p = 3 case of Conjecture 10 is especially interesting because it is strongly related to the
next two conjectures.
Weak three flow conjecture. There exits a fixed natural number k such that if a graph G is at
least k-connected then it admits a nowhere zero 3-flow.
It is well known that the next conjecture (for p = 3) would imply the weak 3-flow conjecture.
Additive basis conjecture (Jaeger, Linial, Payan, Tarsi). For every prime p there is a constant
c(p) depending only on p such that if B1,B2, . . . ,Bc(p) are bases of the GF(p) vectorspace V
then all elements of V can be written as a zero-one linear combination of the elements of the
union (as multisets) of the previous bases.
We show that ε3 > 0 is equivalent with the additive basis conjecture for p = 3. For a prime
number p > 3 we show that εp > 1 implies the choosability version of the Alon–Jaeger–Tarsi
conjecture and that the latter one implies εp  0.5. Note that Conjecture 3 implies that εp 
log2 p − 1.
2. Notation and basics
Let A be a finite Abelian group. A linear character of A is a homomorphism from A to C∗.
The linear characters of A are forming a group under the point wise multiplication (which is
isomorphic to A) and they are forming a basis in the vector space of all function f :A → C. The
trivial character (which maps all elements of A to 1) will be denoted by 1A. The kernel of a linear
character χ is the set of those group elements g ∈ A for which χ(g) = 1. We denote the kernel
of χ by ker(χ). It is easy to see that the subgroup H A is the kernel of some liner character χ
if and only if A/H is cyclic.
The group algebra CA consists of the formal linear combinations of the group elements. The
fact that some Abelian groups are represented as additive structures can cause some confusion
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example we will work in the group algebra of the additive group of a finite vector space V . In
this structure all vectors from V are linearly independent and the group algebra CV + consists of
the formal C-linear combinations of the elements of V . The product of two vectors v1 and v2 is
the vector z = v1 + v2 with coefficient 1. If we add together v1 and v2 in the group algebra then
it has nothing to do with the element z. Another source of confusion is that the identity element
of the group algebra is the zero vector with coefficient one. The identity element of the group
algebra is always denoted by 1. For a good reference about characters and group algebras see [5].
Let V be an n-dimensional vector space. A hyperplane of V is a subspace of codimension 1.
We say that the hyperplanes H1,H2, . . . ,Hk are independent (or the set {H1,H2, . . . ,Hk} is
independent) if the codimension of their intersection is k. If V is represented as the space
of row vectors of length n then there is a natural scalar product on V defined by (x,y) =∑n
i=1 xiyi . The vectors x1,x2, . . . ,xk ∈ V are linearly independent if and only if the hyper-
planes x1⊥,x2⊥, . . . ,xk⊥ are linearly independent. If V is a row space, then the usual basis will
be always denoted by b1,b2, . . . , their orthogonal spaces will be denoted by B1,B2, . . . and we
call them basis hyperplanes. An affine hyperplane is the set H + v where H is a hyperplane
and v is a vector. If A = H + v is an affine hyperplane, we say that H is the hyperplane cor-
responding to A. A collection of affine hyperplanes A1,A2, . . . ,Ak is called independent if the
corresponding hyperplanes are independent.
3. Proof of Theorem 4
We will use the expression coset system for a subset of the cosets in a group. Let Ω =
{H1x1,H2x2, . . . ,Hkxk} be a coset system in the Abelian group A. We say that ⋂ki=1 Hi is
the subgroup intersection of Ω . If S is a subset of A, we say that S is covered by Ω if it is
contained in the union of the elements of Ω . Let M be a subgroup of A. We denote by Ω/M
the coset system in A/M consisting of the images of the cosets H1x1,H2x2, . . . ,Hkxk under the
homomorphism A → A/M . By abusing the notation we denote by Ω ∩M the system consisting
of the cosets
H1x1 ∩ M, H2x2 ∩ M, . . . , Hkxk ∩ M.
If z is an element of A then Ωz denotes the coset system H1x1z,H2x2z, . . . ,Hkxkz.
Proof of Theorem 4. For a natural number n with prime decomposition pα11 p
α2
2 . . . p
αm
m let
λ(n) = α1 + α2 + · · · + αm. We prove Theorem 4 by induction on the order of the Abelian
group |A|. Let Ω = {H1x1,H2x2, . . . ,Hkxk} be a minimal coset covering system of A with triv-
ial subgroup intersection. Let K be a maximal subgroup of A containing H1. Note the K has
prime index in A and so λ(|A|) = λ(|K|)+ 1. We define a process in which we construct subsets
Ωi ⊆ Ω , subgroups Mi A and elements yi ∈ A for i  1 recursively such that:
(1) Ωi ⊆ Ω is a minimal covering of Mi−1yi−1.
(2) Mi is the intersection of K and the subgroup intersection of
⋃i
j=1 Ωj .
(3) If Mi is not trivial then yi is an element which is not covered by the system
⋃i
j=1 Ωj .
The process ends if Mi is trivial. Let M0 = K and let y0 be an element from the complement
of Kx1. We start the process by creating Ω1 from M0 and y0. It is clear that the sets Ω1,Ω2, . . .
are all disjoint because for every i  2 the set Ωi is a minimal covering of Mi−1yi−1 which is by
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in finitely many steps. Assume that Mr is trivial, and thus r is the length of the previous process.
Since (Ωiy−1i−1 ∩ Mi−1)/Mi is a minimal covering system of Mi−1/Mi with trivial subgroup
intersection we obtain from our induction hypothesis that
|Ωi | 1 + λ
(|Mi−1/Mi |)= 1 + λ(|Mi |)− λ(|Mi−1|)
for r  i  1. Now we have that
|Ω|
r∑
i=1
|Ωi | r + λ
(|K|).
If r  2 then
|Ω| 2 + λ(|K|)= 1 + λ(|A|).
Note that |Ω| 1 + |Ω1| because the coset H1x1 is disjoint from M0y0. Now if r = 1 then M1
is trivial and Ω1  1 + λ(|K|) = λ(|A|). We obtain again that |Ω| 1 + λ(|A|). 
Using Theorem 4 we obtain precise result for (C2)n.
Corollary 12. f ((C2)n) = n + 1.
Proof. Theorem 4 implies that f ((C2)n) n+1. Let Hi (1 i  n) be the subgroup consisting
of all elements with 0 at the ith coordinate. The group (C2)n is the union of the groups Hi and
the element (1,1, . . . ,1). 
4. Proof of Theorem 5
For a natural number n with prime decomposition n =∏si=1 piαi , let τ(n) =∑si=1 αi(pi −1).
Let φ(A) denote the smallest number k for which there is a collection of cosets H1x1,H2x2, . . . ,
Hkxk in the Abelian group A such that
A \ {1} =
k⋃
i=1
Hixi.
Lemma 13. φ(A) τ(|A|).
Proof. We go by induction on |A|. Let B < A be a subgroup of index p1. The group A is a
disjoint union of p1 cosets of B . Using the statement for B we obtain the result for A. 
Lemma 14. Let B and C be two Abelian groups with (|B|, |C|) = 1. Then
φ(B × C) φ(B) + φ(C).
Proof. Assume that (B × C) \ {(1,1)} = ⋃k1 Kigi where Ki < B × C, gi /∈ Ki and k =
φ(B × C). Let I1 ⊆ {1, . . . , k} (respectively I2 ⊆ {1, . . . , k}) be the set of indices i for which
Kigi intersects the subgroup (B,1) B ×C (respectively (1,C) B × C).
If two groups have coprime order then a subgroup of their direct product is a direct product of
their subgroups. This means that for any subgroup H  B ×C and element g ∈ B ×C there are
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H1, h2 ∈ H2}. In particular if g /∈ H then Hg cannot intersect both (B,1) and (1,C). We obtain
that I1 ∩ I2 = ∅. From⋃
i∈I1
(
Kigi ∩ (B,1)
)= (B,1) \ (1,1)
and ⋃
i∈I2
(
Kigi ∩ (1,C)
)= (1,C) \ (1,1)
we get that k  |I1| + |I2| φ(B) + φ(C). 
Lemma 15. Let G be an Abelian group. If H < G and g /∈ H then there exists a subgroup K of
G such that H K , g /∈ K , G/K is cyclic.
Proof. Let K be maximal with the property that H  K < G and g /∈ K . In the factor group
G/K every nontrivial subgroup K2 contains Kg otherwise the preimage of K2 under the ho-
momorphism G → G/K would be larger than K and would not contain g. It follows that G/K
cannot be a direct product of two proper subgroups because one of them would not contain Kg.
Using the structure theorem of finite Abelian groups we obtain that G/K must be cyclic of prime
power order. 
Lemma 16. If P is an Abelian group of order pα for some prime p and integer α, then φ(P )
α(p − 1).
Proof. Let k = φ(P ) and P \ {1} = ⋃k1 Higi (where gi /∈ Hi ). Using Lemma 15 we obtain
that there are subgroups Ki (1  i  k) such that Hi  Ki , gi /∈ Ki and P/Ki is cyclic for all
1 i  k. Now we have that P \ {1} =⋃k1 Kigi and for each Ki there exists a linear character χi
of P such that ker(χi) = Ki . Clearly the product ∏k1 (χi − (χi(gi))1P ) takes the value zero on
every element 1 
= g ∈ P but it is nonzero on the element 1. From this we obtain the following
k∏
i=1
(
χi − χi(gi)1P
)=
(
k∏
i=1
(
1 − χi(gi)
)
/|P |
)( ∑
χ∈Irr(P )
χ
)
.
The linear characters of P are forming a basis of the vector space of the functions P → C
and thus after expanding both sides of the above equation, the coefficients of the characters must
coincide. On the left-hand side each coefficient is a sum of roots of unities thus they are algebraic
integers. On the right-hand side every character has coefficient
∏k
i=1 (1 − χi(gi))/|P |, and thus
this number is an algebraic integer. The |P |th cyclotomic field F is a normal extension of Q, and
the degree of the field extension F/Q is pα−1(p − 1). Using the fact that the Galois norm of
an algebraic integer is an integer we deduce that n(|P |) = pαpα−1(p−1) divides ∏k1 n(1 − χ(gi))
where n(x) denotes the Galois norm of x in the field extension F/Q. An easy calculation shows
that n(1 − χ(gi)) = ppα−logp(o(χ(gi )))  ppα−1 where o(χ(gi)) denotes the multiplicative order of
χ(gi). We obtain that kpα−1  αpα−1(p − 1) which completes the proof. 
Proof of Theorem 5. According to Lemma 13, it is enough to prove that
φ(A) τ
(|A|).
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not a prime power then A = B × C where (|B|, |C|) = 1 and using the statement for B and C,
Lemma 14 completes the proof. 
Proof of Corollary 6. Let g be an element of Hixi which is not covered by Hjxj for all j 
= i.
Lemma 13 shows that there is a coset system Ω consisting of τ(|Hi |) cosets whose union is
Hixi \ {g}. The union of the system Ω ∪ {Hjxj | j 
= i, 1  j  k} is A \ {g}, so translating
it with g−1 we can apply Theorem 5. We obtain that k − 1 + τ(|Hi |)  τ(|A|) and thus k 
1 + τ(|A : Hi |). It means in particular that k  1 + log2 |A : Hi |. 
5. Hyperplane coverings and characters
Now we describe our character theoretical approach to hyperplane covering problems. Let p
be a fixed prime number, let ω = e2πi/p and let A = (Cp)n. We regard A as the n-dimensional
row vector space over GF(p).
Lemma 17. The space A is covered by the hyperplanes x1⊥,x2⊥, . . . ,xk⊥ if and only if the
equation
(x1 − 1)(x2 − 1) · · · (xk − 1) = 0.
is satisfied in the group algebra C[A] where 1 denote the identity element of A (which is actually
the zero vector, if we think of A as a vector space).
Note that subtraction in the previous lemma is the group algebra subtraction and not the vector
subtraction.
Proof. The function
f : (x1, x2, . . . , xn) →
(
(y1, y2, . . . , yn) → ωx1y1+x2y2+···+xnyn
)
gives an isomorphism between A and its character group A∗. Moreover f can be uniquely ex-
tended to an algebra isomorphism between the group algebra C[A] and the character algebra
C[A∗]. Note that the character algebra is just the algebra of all functions A → C with the point
wise multiplication. Clearly we have that x⊥ = ker(f (x)) for all row vectors x ∈ A. It follows
that the space A is covered by the hyperplanes x1⊥,x2⊥, . . . ,xk⊥ if and only if(
f (x1) − 1A
)(
f (x2) − 1A
) · · · (f (xk) − 1A)= 0.
Applying f−1 to both side of the previous equation we obtain the statement of the lemma. 
The previous lemma gives a characterization of covering systems in terms of orthogonal vec-
tors. Our following theorem gives a group algebra free characterization of coverings in terms of
orthogonal vectors if p is an odd prime.
Theorem 18. Let p be an odd prime and let A = (Cp)n. The space A is covered by the hyper-
planes x1⊥,x2⊥, . . . ,xk⊥ if and only if for all vectors v ∈ A the number of 0–1 combinations of
the vectors x1,x2, . . . ,xk resulting v is even.
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a pth root of unity ω and thus we can repeat everything that we did over C. We obtain that the
space A is covered by the hyperplanes x1⊥,x2⊥, . . . ,xk⊥ if and only if the equation
(x1 − 1)(x2 − 1) · · · (xk − 1) = 0
holds in the group algebra F [A]. Since F has characteristic 2 we do not have to care about
the signs in the previous formula. The rest of the proof is straightforward by expanding the
formula. 
6. On the Alon–Jaeger–Tarsi conjecture
The following lemma shows the relationship between hyperplane coverings and the Alon–
Jaeger–Tarsi conjecture.
Lemma 19. Let p be a fixed prime number and let n be a fixed natural number. The following
statements are equivalent.
(1) The n-dimensional vector space over GF(p) cannot be covered by the union of two indepen-
dent sets of hyperspaces.
(2) If M is a nonsingular n by n matrix over GF(p) then there exists a nowhere zero vector x
such that Mx is also a nowhere zero vector.
Proof. (1) ⇒ (2) Let x1,x2, . . . ,xn denote the rows of M , and let Hi = xi⊥ for 1 i  n. Since
M is nonsingular we have that the subspaces H1,H2, . . . ,Hn are independent. Let Si be the
hyperspace consisting of the row vectors with a zero at the ith component. It follows from (1)
that there exists a vector y which is not contained in the union of the spaces Hi , Si (1 i  n).
Clearly y is a nowhere zero vector such that MyT is also a nowhere zero vector.
(2) ⇒ (1) Assume that V is an n-dimensional vector space covered by the independent hy-
perspace sets Ω1 and Ω2. We can assume that both Ω1 and Ω2 are maximal independent sets. It
is easy to see that we can represent V as a row space such that the hyperspaces in Ω1 are exactly
the spaces formed by all vectors with a zero at a fixed component. Let x1,x2, . . . ,xn be a system
of nonzero vectors whose orthogonal spaces are exactly the hyperspaces in Ω2. It is clear that
the vectors xi (1 i  n) are linearly independent. Let M be a matrix such that its row vectors
are xi (1 i  n). Now M contradicts the assumption of (2). 
Proof of Proposition 8. Using Lemma 19 it is enough to show that if V is covered by two sets
of independent hyperspaces then p < c2. Let Ω be the union of two independent hyperplane sets.
By reducing Ω we can assume that it is irredundant. Clearly Ω contains an independent set Δ of
cardinality k  |Ω|/2. Let W denote the intersection of the hyperspaces in Ω . Now, the factor
space V/W is covered irredundantly by the elements of Ω and the intersection of this covering
system is trivial in V/W . We also have that d = dim(V/W)  k. It follows that |Ω|  2d . If
Conjecture 2 holds then logc(pd) |Ω| < 2d which means that p < c2. 
Definition 20. Let M be an n by n matrix. We say that M is an AJT matrix if there is a nowhere
zero (column) vector x such that Mx is also a nowhere zero vector.
Note that M is not an AJT if and only if the orthogonal spaces of the rows of M cover all
nowhere zero vectors.
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of M . Moreover let bi be the ith row of the n by n identity matrix. Then M is an AJT if and only
if
(b1 − 1)(b2 − 1) · · · (bn − 1)(x1 − 1)(x2 − 1) · · · (xm − 1) 
= 0
in the group algebra C[V +] where V denote the space of n-dimensional row vectors. If p is odd
and F is the algebraic closure of the field with two elements then the same statements holds if
we replace C by F .
Proof. The proof is straightforward from Lemma 17 and Theorem 18. 
Definition 22. Let B be a subset of the n-dimensional GF(p) space V . Let C(B) denote the
set of all vectors v for which the number of zero-one combinations of the elements from B
resulting v is odd. In particular if B is a linearly independent set then C(B) is the set of all
zero-one combinations of the elements from B . We say that C(B) is the cube determined by
the set B . Let A1,A2, . . . ,An be two element subsets of GF(p). We say that the vector set
{(a1, a2, . . . , an) | ai ∈ Ai} is a combinatorial cube in the n-dimensional row space.
Using our character theoretic approach we obtain the following characterization of AJTs.
Theorem 23. Let M be an n by n matrix over the field GF(p) where p > 2. Let X be the set
formed by the rows of M and let B be the ordinary basis of the n-dimensional row-space. M is
an AJT if and only if the set C(X) ∩ (C(B) + v) has odd number of points for some vector v.
Proof. Let F be the algebraic closure of the field with two elements. Recall that the elements of
the group algebra F [V +] are formal F -linear combinations of the group elements.
Using Lemma 21 and that 1 = −1 in characteristic 2 we get that M is an AJT if and only if
(b1 + 1)(b2 + 1) · · · (bn + 1)(x1 + 1)(x2 + 1) · · · (xm + 1)
=
∑
S1⊆{1,2,...,n}
∑
S2⊆{1,2,...,m}
∏
i∈S1
bi
∏
i∈S2
xi
is not zero in the group algebra F [V +]. Let y be a fixed vector in V . To determine the coefficient
of y in the previous product we have to compute the number of the solutions of the following
equation in F [V +] where S1 ⊆ {1,2, . . . , n}, S2 ⊆ {1,2, . . . ,m}.∏
i∈S1
bi
∏
i∈S2
xi = y.
Since it does not contain any addition, it can be translated into the following equation in V .∑
i∈S1
bi +
∑
i∈S2
xi = y.
The number of the solutions of the previous equation is clearly congruent with∣∣C(X) ∩ (−C(B) + y)∣∣= ∣∣C(X) ∩ (C(B) − (1,1, . . . ,1) + y)∣∣
modulo 2 and the parity of this number gives the coefficient of y. It follows that M is an AJT if
and only if there is a vector v for which |C(X) ∩ C(B) + v| is an odd number. 
As a consequence of the previous lemma we obtain the following.
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M is an AJT If and only if there is a combinatorial cube which has odd intersection with C(X).
Proof. It is clear that if M is an AJT and N is obtained from M by multiplying the rows by
nonzero scalars then N is an AJT too. Applying the previous theorem to all possible such N the
proof is straightforward. 
7. Minimal hyperplane coverings
Lemma 25. Let q be a prime power which is not a prime. Let V be an n-dimensional vector
space over GF(q) and let B1 and B2 be two bases of V . Then each vector v ∈ V can be written
as a nowhere zero linear combination (i.e., neither coefficient is zero) of B1 ∪ B2.
Proof. We write each vector as a row vector in the basis B1. Let M be a matrix whose rows are
the vectors from B2. According to the results of Alon and Tars in [3] there is a nowhere zero
(row) vector x such that v − xM is a nowhere zero vector y. It means that v = xM + y which
yields the required linear combination. 
Lemma 26. Let M be a loopless matroid on the set E. If |E|  r(E)k for a natural number k
then there is a subset X ⊆ E such that X as a matroid has k disjoint bases.
Proof. Let X be a minimal nonempty subset of E with the property |X| r(X)k. According to
Edmond’s matroid packing theorem, the maximal number of pairwise disjoint bases in X equals
min
{⌊ |X| − |Y |
r(X) − r(Y )
⌋
: Y ⊆ X, r(Y ) < r(X)
}
.
The minimality of X implies that for an arbitrary nonempty subset Y ⊂ X with r(Y ) < r(X) we
have that |Y | < r(Y )k. It follows that |Y | − r(Y )k < |X| − r(X)k and so (|X| − |Y |)/(r(X) −
r(Y )) > k. If Y is the empty set then by |X| r(X)k we get that (|X|− |Y |)/(r(X)− r(Y )) k.
Theorem 27. Let q be a prime power which is not a prime. Let V be a vector space over GF(q)
which is covered irredundantly by k affine hyperplanes Hi + vi (1 i  k). Then the codimen-
sion of the intersection of the hyperplanes Hi (1 i  k) is less than 23k.
Proof. It is easy to see that the space V/
⋂
1ik Hi is covered irredundantly by the im-
ages of Hi + vi so we can assume that ⋂Hi is trivial. We go by contradiction. Assume that
dim(V ) = n  23k. By permuting the indices we can assume that H1,H2, . . . ,Hn are indepen-
dent hyperplanes. Let t denote the uniquely determined vector
−
n⋂
i=1
(Hi + vi ).
It is clear that vi + t ∈ Hi for 1 i  n and so by translating the whole system {H1 +v1,H2 +v2,
. . . ,Hk + vk} with t we can assume that vi is the zero vector for 1  i  n. We can choose a
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spaces of the basis elements. Let
W =
⋂
ki>n
Hi.
From our assumption it follows that dim(V/W)  k − n  12n. Let pi be the image of bi (i =
1, . . . , n) under the homomorphism V → V/W . If pi 
= 0 for all 1 i  n then from Lemma 26
it follows that there are two disjoint index sets I1, I2 ⊂ {1, . . . , n} such that {pi | i ∈ I1} and
{pi | i ∈ I2} are bases of the same subspace T  W . If ps = 0 for some 1  s  n then let
I1 = {s} and I2 = ∅. Let j be an element in I1, and let x =∑ni=1 λibi be an element in Hj  V
which is not covered by Hi +vi for i 
= j, 1 i  k. Since the hyperplanes Hl (1 l  n) do not
cover x for l 
= j it follows that λl 
= 0 for all l 
= j . Let y =∑ni=1 λipi and y1 =∑i∈I1∪I2 λipi .
Lemma 25 implies that y1 can be written as a nowhere zero linear combination of the vectors
pi (i ∈ I1 ∪ I2) and thus y can be written in the form ∑ni=1 μipi where μi 
= 0 for 1  i  n.
Let z =∑ni=1 μibi . The vectors z and x are both preimages of y under the homomorphism
V → V/W and so x − z ∈ W . Since z is a nowhere zero vector in the basis B we have that it
is not contained in any of H1,H2, . . . ,Hn. Let t > n be a number for which Ht + vt contains z.
Since W ⊆ Ht we have that Ht + vt contains the set W + z which contains x. This contradicts
the assumption that x is covered only by Hj . 
Note that the condition on q was hidden in Lemma 25 when we used a result of [3]. This means
that the choosability version of the Alon–Jaeger–Tarsi conjecture would imply the analogue state-
ment for an arbitrary prime number bigger than 3. It can also be seen (from the previous proof)
that the following weak conjecture implies εp > 0 if p > 2.
Weak conjecture. For every prime p > 2 there is a constant c2(p) depending only on p such
that if B1,B2, . . . ,Bc2(p) are bases of the GF(p) vectorspace V then all elements of V can be
written as a nowhere zero linear combination of the elements of the union (as multisets) of the
previous bases.
The next result shows that the weak conjecture is equivalent with εp > 0.
Lemma 28. If εp > 0 then the weak conjecture holds for p with any c2(p) = k > 1+εpεp .
Proof. We go by contradiction. Assume that the weak conjecture is not true for some integer
c2(p) = k > 1+εpεp . Let n be the minimal dimension where the conjecture is false (with c(p) = k)
and assume that the bases B1,B2, . . . ,Bk are forming a counter example in the n-dimensional
space V . Let M be an n by nk matrix whose columns are the vectors from the previous bases.
According to our assumption there is a vector v such that there is no nowhere zero vector x with
Mx = v. Let say that an index set I ⊆ {1, . . . , nk} is a blocking set if for all x ∈ GF(p)nk with
Mx = v there is a j ∈ I such that the j th coordinate of x is zero. It is clear that {1, . . . , nk} is a
blocking set. Let I be a minimal blocking set. We prove by contradiction that I = {1, . . . , nk}.
Assume that P = {1, . . . , nk} \ I is not empty. Let j be an element of P , let y be the j th col-
umn of M and let W be the factor space V/〈y〉. Let P1,P2, . . . ,Pk be the images of the bases
B1,B2, . . . ,Bk under the homomorphism V → W . It is clear that each Pi contains a basis for W
and by minimality of n it follows that each vector x ∈ W is a nowhere zero linear combination
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zero combination. It means that there is a vector x ∈ GF(p)nk for which Mx = v and all but the
j th coordinate of x are not zero. It contradicts the assumption that I is a blocking set. Now we
have that {1, . . . , nk} is a minimal blocking set and thus for each j ∈ {1, . . . , nk} there is a vector
xj ∈ GF(p)nk such that all but the j th coordinate of xj are not zero and Mxj = v. Let U be
the affine hyperplane consisting of all x for which Mx = v. For all j ∈ {1, . . . , nk} let Hj  U
be the affine hyperplane consisting of those elements x whose j th coordinate is zero. Now the
affine space U is covered irredundantly by the affine hyperplanes Hj . Since dim(U) = n(k − 1)
it follows that k
k−1  1 + εp which is a contradiction. 
8. Colorings and flows
In this section we outline the relation between colorings, flows and hyperplane coverings. Let
G be a finite, loopless graph with vertex set V (G) and edge set E(G). Let q be a prime power
and let W be the vector space of all functions V (G) → GF(q). For two functions f,g ∈ W we
define their scalar product by
(f, g) =
∑
v∈V (G)
f (v)g(v).
We associate a vector ve ∈ W to each edge e ∈ E(G) such that ve takes 1 and −1 at the two
different endpoints of e, and it takes 0 everywhere else.
Lemma 29. G is colorable with q colors if and only if the orthogonal spaces of the vectors ve
do not cover the whole space W .
Proof. We can think of W as the set of all possible (not necessary proper) colorings of G. It is
clear that a vector v ∈ W is orthogonal to ve for some e ∈ E(G) if and only if v takes the same
value at the endpoints of e. It means that G has a proper coloring with q colors if and only if
there is a vector v ∈ W which is not contained in any of the spaces v⊥e . 
Combining the previous lemma with Theorem 18 one gets the following peculiar characteri-
zation of colorability.
Proposition 30. If q is an odd prime then G can be colored by q colors if and only if there is a
vector v ∈ W such that the number of zero-one combinations of the vectors ve resulting v is odd.
Note that the space v⊥e depends only on the one-dimensional space spanned by ve. It means
that the vectors ve can be replaced by any nonzero representative from their one-dimensional
spaces, which gives an even stronger version of the previous proposition. We also note that the
“if” direction remains true if we delete the condition that q is a prime number.
Let G = (V ,E) be a directed graph and let A be an Abelian group. An A-flow on G is a
function f : E → A such that for all v ∈ V∑
e∈δ+(v)
f (e) =
∑
e∈δ−(v)
f (e),
where δ+(v) denote the set out going edges and δ−(v) denote the set of in coming edges. If
f (e) 
= 0 for all e ∈ E then f is called a nowhere zero flow. Clearly the existence of a nowhere
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admits a nowhere zero A-flow if some (an thus every) orientation of it admits a nowhere zero
A-flow. Let G be a fixed graph with a fixed orientation and consider the set B of all possible
flows on G. It is clear that B is a subgroup of the direct product AE and one can prove easily that
B  A|E|−|V |+m where m denotes the number of connected components of G. For each edge e
there is a subgroup Be  B consisting of those flows which vanish on e. Clearly, G has a nowhere
zero flow if and only if the subgroups Be do not cover the group B . Moreover, it is also clear that
the intersection of the subgroups Be is trivial. It means in particular that if G is a graph which is
“edge-minimal” respect to the property of having no nowhere zero flow (i.e., G has no nowhere
zero flow, but after deleting any edge, the resulting graph always has one) then the number of
edges is less than g1(|B|) where g1 is the function defined in the introduction. Note that if A has
a finite field structure, then the group B can be regarded as a vectorspace over A with hyperplane
system {Be | e ∈ E}.
9. Hierarchy of conjectures
Case p > 3:
c2 = 2  εp  log2(p) − 1  εp > 1  C-AJT  εp  0.5

εp > 0WAB


AJT
Case p = 3:
c2 = 2  ε3  log2(3) − 1  ε3 > 0  W  AB WT
AJT Alon–Jaeger–Tarsi conjecture;
C-AJT choosability version of AJT;
AB additive basis conjecture;
W weak conjecture;
WT weak three flow conjecture.
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