Background:. Motion correction is a challenging pre-processing problem that arises early in the analysis pipeline of calcium imaging data sequences. The motion artifacts in two-photon microscopy recordings can be non-rigid, arising from the finite time of raster scanning and non-uniform deformations of the brain medium.
approaches include the work of Greenberg & Kerr [6] which is based on the 23 Lucas-Kanade method [9] , Hidden Markov Models (HMM) [2, 8] approaches, 24 and block rigid registration [11] . 25 NoRMCorre is based on template alignment and operates by estimating a 26 smooth non-uniform motion field that is applied into different parts of each 27 frame. Our goal is not to take a completely new approach to motion correction, 28 but rather to present and make available a robust alignment method that also 29 combines two important features: 30 • Online processing: The algorithm operates by matching patches of each 31 given frame against a template that is continuously updated based on pre-32 viously registered frames. As such, it requires access only to the current 33 frame to be registered and the running template, plus possibly a small 34 buffer to store past templates. Consequently it is suitable for online regis-35 tration of high volume streaming data, a useful feature that can facilitate 36 fully closed loop optical interrogation experiments [12] or compensate for 37 limited amounts of available memory.
38
• Fast, non-rigid registration: The brain is a non-rigid, non-uniformly 39 deformable medium. In modern experimental conditions, with animal 40 preparations locomoting or otherwise moving under fixed or head-mountable 41 microscopes, the brain is subject to elastic deformations. This phenomenon 42 is even more evident as equipment allows for the monitoring of increasingly 43 larger brain areas. Therefore, even when imaging at high speed correc- to the other available non-rigid registration methods that split the FOV 50 only along one axis to capture the non-rigid motion caused by the finite 51 3 speed of raster scanning, NoRMCorre treats all axes uniformly aiming to 52 account for natural brain movement as well. 53 We present an application to resonant scanning two-photon microscopy data 54 and compare it against other non-rigid image registration methods in terms 55 of speed and performance. NoRMCorre can operate in a rigid or piecewise-rigid (pw-rigid) fashion. For 63 rigid registration, every frame is aligned against a calculated template at a sub-64 pixel resolution using the method proposed by ; the dis-65 placement vector is computed by locating the maximum of the cross-correlation 66 between the frame and the template. The cross-correlation is efficiently ob-67 tained via fast Fourier transform (FFT) methods, and subpixel registration is 68 achieved at a very moderate computational and memory cost by upsampling 69 the discrete Fourier transform only around the location of the maximum, and 70 then refining the translation estimate.
71
In the piecewise rigid approach, for any given frame we split the FOV into 72 a set of overlapping patches ( Fig. 1a) to it (Fig. 1b) . The registered sub-patches are then overlaid to each other and 80 4 in regions of overlap a weighted average is taken between all the participating 81 patches. The registered frame is also used to update the template in the online 82 scenario as discussed in the following section. A block diagram of the registration 83 pipeline is depicted in Fig. 1c NoRMCorre is in principle an online and one-pass algorithm since each frame 95 is registered based on the current estimate of the template. However several op-96 timization expedients can be used to improve its performance when data and 97 memory are available. For example to avoid the influence of slow motion trends, 98 especially at the beginning of the motion correction process, we can randomly 99 permute the frames order prior to any registration, or start from the middle 100 time point of the dataset and continue outwards towards the beginning/end.
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Moreover, when operating in offline mode, the frames within each minibatch 102 that is registered with a fixed template can be processed in parallel, leading to 103 potentially significant computational gains, depending on the available infras-104 tructure. overlooked. While frequency domain methods can be slower (since they re-113 quire the computation of an inverse FFT), they tend to preserve more structure 114 because they retain more frequency content of the signal and thus do not in-115 troduce any smoothing effects. For example, a rigid translation corresponds to 116 a simple phase modulation in the frequency domain, which leaves invariant the 117 power spectrum density of the image. Therefore, frequency interpolation also 118 preserves the original SNR, as opposed to spatial interpolation methods that 119 smooth the signal and increase the SNR. We discuss this issue in more detail in 120 Section 3, where we show that frequency domain interpolation leads to crisper 121 image statistics compared to spatial interpolation. Since spatial smoothing can 122 also be achieved post-registration by default we use frequency domain interpo- the data (or a temporally downsampled version of it) before and after registra-131 tion to assess the outcome of the registration. This makes the comparison of 132 different algorithms on real datasets very hard and biased. In this paper we 133 propose a series of simple metrics that can be used to quantify the performance 134 of different algorithms. In section 3 we show that such metrics can be important 135 for identifying locations where pw-rigid motion correction improves significantly 136 upon simple rigid registration, a task very strenuous to be performed manually. To evaluate the results of the motion correction algorithm across the differ-139 ent frames, we use a metric that is based on the similarity (pixel-wise, Pearson's 140 correlation coefficient r) between a reference template and each frame. For in-141 stance, one can compute for both the raw and corrected movie the correlation 142 coefficient between each frame and the mean image across time, and then com-143 pare them. Intuitively, an increase in the correlation coefficient for a given frame 
Crispness and focus measures 156
An alternative measure is to quantify how crisp is a summary image before and after registration. This can be done by summing up the norm of the gradient field of the image on each location. If I is the resulting summary image then this measure of crispness can be defined as
where ∇ denotes the gradient vector, | · | denotes the magnitude, and · F 
similarly the function b i Y (·) and the 2d function
Then if I 1 , . . . , I K are the reconstructed patches, extended to take values in the whole FOV, the interpolated registered frame is given by the displacements will be 0.5 pixels, thus inducing less smearing. We empiri-206 cally observed that smearing occurs when shifts in overlapping patches differ by 207 more than 0.5 pixels in either direction, and we suggest further upsampling to 208 prevent it.
209
In theory, the grid could be upsampled to the point where each pixel has 210 its own displacement vector. However, this approach can be computationally 211 very slow, therefore introducing a trade-off between computational efficiency 212 and smearing reduction. Hence, the upsampling factor can be chosen so that 213 it fulfills the no-smearing condition with the following formula. If n denotes 214 the maximum deviation from the rigid displacement for each patch, then two 215 neighboring patches can have displacements that differ at most 2n pixels in 216 each direction (an extreme case that in not expected to be encountered often 217 in practice), and an upsampling factor of 2 2+ log 2 n , where x denotes the 218 minimum integer greater or equal to x, guarantees the no smearing condition.
219
For computational reasons, in practice we often use a smaller factor, and the 220 interpolation is avoided for the frames where the smearing condition is not 221 satisfied. 
Results

249
We tested the algorithm on data collected in vivo with a two-photon mi- in turn improved significantly over the non-registered data. Fig. 2A shows a 258 100 × 100 pixel patch of the resulting mean for raw, rigid and pw-rigid cor-259 rected. By inspection, the pw-rigid correction preserves more fine structure, 260 11 something that is also captured by the crispness metric (see eq. (1)) producing 261 values of 4.3 × 10 3 , 6.69 × 10 3 , and 7.35 × 10 3 for raw, rigid and piecewise-262 rigid respectively. The same trend is also observed for the correlation with the 263 mean metric (Fig. 2b) and the average per frame optical flow metrics (Fig. 2c) , 264 where the scatter plots demonstrate that the pw-rigid correction improves over border effects ( Fig. 2e ). Fig. 2d shows the displacements along the x-axis for 270 a small segment of frames (black), plotted against the displacements for each 271 of the different patches (before upsampling). Connecting with Fig. 2b,c However, the crispness of the mean and correlation images decreases due to the 305 smoothness introduced by the bicubic interpolation. This point is highlighted 306 even further in Fig. 3 , where the correlation and mean images are shown for 307 NoRMCorre and the Lucas-Kanade method, emphasizing the effect of differ-308 13 ent interpolation methods. Bilinear and bicubic interpolation smooths the data 309 (Fig. 3A, left and middle) , and biases upwards the correlation between neigh-310 boring pixels, as opposed to Fourier interpolation that retains the structure 311 displayed by the weak correlations between neighboring pixels (Fig. 3A, right) .
312
On the other hand, the effect on the correlation with the mean metric is opposite Fourier interpolation retains the weak correlation structure between neighboring pixels, whereas spatial interpolation "washes" away this structure by introducing smoothing during the shift application resulting in higher values for the correlation image. b: Mean images for the three approaches. The differences are less visible by eye, but quantitatively NoRMCorre with Fourier interpolation produced the crispest mean image (see Table 1 ).
