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SIMULAnON EN TEMPS RÉEL À L'AIDE DE LA REPRÉSENTAnON 
D'ÉTAT: APPLICAnON À UN ENTRAÎNEMENT ÉLECTRIQUE BASÉ SUR 
UNE MACHINE ASYNCHRONE 
Roger Champagne 
(Sommaire) 
Les machines électriques sont omniprésentes dans nos vies. Il y en a dans nos ordinateurs 
et appareils ménagers, elles entraînent les machines-outils et les robots dans nos usines et 
déplacent trains et navires. Suite aux progrès importants en électronique de puissance ces 
dernières années, les entraînements à vitesse variable ont aussi connu une popularité 
croissante. Cependant, leur utilisation à grande échelle pollue le réseau électrique avec 
des harmoniques indésirables qui troublent le fonctionnement d'équipements sensibles, 
tels les ordinateurs et les systèmes de télécommunications. L'impact des entraînements à 
vitesse variable sur le réseau électrique qui les alimente doit donc être analysé à l'aide 
d'outils de simulation. De plus, la conception des entraînements de grande puissance 
bénéficierait aussi d'un outil permettant de développer les prototypes des contrôleurs 
associés à ces entraînements. 
Le but de cette thèse est donc de développer 1' outil en question, soit un simulateur 
d'entraînements électriques entièrement numérique en temps réel. Ce simulateur permet-
trait aux ingénieurs chargés de la conception des entraînements d'effectuer des batteries 
de tests sur un prototype de contrôleur, sans avoir besoin dès le départ du véritable con-
vertisseur et de la véritable machine. Ces premiers essais pourraient donc se faire dans 
des installations beaucoup plus modestes et de façon plus sécuritaire. 
Notre travail est basé sur la modélisation des entraînements électriques à l'aide de 
l'approche par variables d'état. Nous décrivons d'abord une méthode permettant d'obte-
nir automatiquement les équations d'état de tout système électrique linéaire, les compo-
santes non-linéaires étant simulées à l'extérieur de la représentation d'état. La méthode 
est basée sur la théorie des graphes linéaires et comporte beaucoup de calcul matriciel, 
lequel est réalisé efficacement dans l'environnement Matlab. Une technique originale de 
mise à jour des équations d'état suite à un changement d'état d'interrupteurs est utilisée, 
ainsi qu'une méthode permettant d'obtenir une représentation d'état unique de tout 
1 'étage de puissance. Cette dernière méthode permet une solution simultanée de toutes les 
équations dynamiques du système. Une implantation de la discrétisation trapézoïdale 
adaptée aux systèmes variant dans le temps est ensuite décrite et comparée à une méthode 
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d'intégration récemment développée pour la simulation en temps réel des systèmes rigi-
des. Enfin, les diverses techniques exposées sont implantées afin de permettre la simula-
tion en temps réel d'un entraînement industriel sur un ordinateur parallèle. D'excellents 
résultats sont obtenus avec un pas de calcul de l'ordre de 60 JJ.s, incluant les communica-
tions interprocesseur et les acquisitions des entrées et sorties. 
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ABSTRACT 
Electric machinery is widely used in our daily lives. There are electric motors in our com-
puters and appliances at home, in tools and robots in manufacturing plants, and in vehi-
cles such as cars, trains and ships. The past few decades have seen major advancements 
in the field of variable speed drives, consequent to new technologies in power electronics. 
However, widespread use of such drives pollutes the power grid with undesirable har-
monies which compromise the normal operation of sensitive deviees such as computers 
and telecommunication systems. The impact of the variable speed drives on the power 
grid must therefore be analyzed with simulation tools. Moreover, designing high power 
drives could also benefit from a simulation tool that would allow prototyping of the 
drive' s controller. 
Our goal in this thesis is to develop such a tool, a fully digital real-time simulator 
dedicated to electric drives. Such a simulator would allow engineers responsible for the 
design of large drives to prototype the drive's contrc.!lcr and initially test it using a simu-
lated power converter and machine. Such tests would require limited space and equip-
ment, and could be carried out safely without any high power deviees. 
Our work is based on modeling the drive using the state variable approach. We first 
describe a method which automatically computes the state equations of any linear electric 
system, nonlinear components being simulated outside the state-space representation. 
The method is based on linear graph theory and uses matrix computations extensively. 
This task is performed efficiently in the Matlab environment. An original technique, used 
to update the state equations when a switching deviee changes state, is then described. 
We then describe a method which yields a unique state-space representation for the entire 
power stage of a drive. This method allows a simultaneous delay-free solution of ali the 
drive's dynamic equations. An implementation of the trapezoïdal integration rule, 
adapted for time-varying systems, is then described and compared to an integration 
method recently developed specifically for real-time simulation of stiff systems. Finally, 
the various methods discussed thus far are implemented in order to yield a real-ti me sim-
ulation of an industrial drive on a parallel computer. Good results are obtained with 
timesteps of the order of 60 J.lS, which includes interprocessor communications and inputs 
and outputs acquisition and conversion. 
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INTRODUCTION 
Les machines électriques sont omniprésentes dans nos vies. De celles qui se trou-
vent dans nos ordinateurs et appareils ménagers aux moteurs dans les trains et navires en 
passant par ceux qui entraînent les convoyeurs, pompes, machines-outils et robots dans 
les usines, les machines sont partout. Les entraînements à fréquence variable ont connu 
ces dernières décennies une croissance étonnante, conséquence directe de progrès nota-
bles dans le domaine de l'électronique de puissance. 
Cependant, l'utilisation à grande échelle d'entraînements à fréquence variable 
cause certains problèmes au niveau du réseau électrique. Les convertisseurs à électroni-
que de puissance de ces entraînements génèrent des harmoniques qui polluent le réseau et 
perturbent le fonctionnement d'appareils sensibles tels les ordinateurs et équipements de 
télécommunication. Il est donc important de pouvoir étudier et analyser l'impact de ces 
entraînements dans un contexte donné et un bon outil de simulation devrait faciliter cette 
analyse. Ceci est d'autant plus important que les machines électriques représentent une 
part importante de la charge du réseau électrique. 
La conception d'entraînements électriques de grande puissance est également une 
activité qui pourrait bénéficier selon nous d'un type particulier d'outil de simulation, 
c'est-à-dire un simulateur d'entraînements électriques en temps réel entièrement numéri-
que. Un tel outil permettrait aux ingénieurs chargés de la conception de l'entraînement de 
développer un prototype de commande et de faire des essais avec cette commande en la 
raccordant à un simulateur en temps réel qui reproduit fidèlement le comportement de 
l'étage de puissance de l'entraînement (source, convertisseur, machine et charge). Bien 
que le prototype doive éventuellement être testé sur "le vrai" système, nous sommes 
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d'avis que les premières phases de conception bénéficieraient de l'utilisation d'un tel 
simulateur. 
Les simulateurs en temps réel entièrement numériques existent depuis le début des 
années 1990. Ils sont principalement utilisés pour la simulation des grands réseaux élec-
triques et les essais liés aux équipements qui s'y raccordent, par exemple les disjoncteurs 
de lignes de transport à haute tension, les relais de protection, et la commande pour les 
compensateurs statiques. La plupart de ces simulateurs comprennent des modèles de con-
vertisseurs à électronique de puissance ainsi que quelques modèles de machines utilisées 
dans les entraînements modernes. Cependant, les contraintes imposées par le temps réel 
forcent l'utilisation de modèles discrets décrits par des équations aux différences et il 
n'est pas possible d'utiliser une technique itérative comme on le fait pour simuler ces sys-
tèmes en temps différé. La simulation d'un entraînement sur ces simulateurs exige l'ajout 
de composantes parasites afin d'assurer la stabilité de la simulation. Dans un contexte de 
réseau électrique où le comportement d'une usine complète est étudié, ces composantes 
ne sont pas parasites et consistent en des charges passives qui se retrouvent à proximité 
des entraînements. Cependant, lorsque l'on veut étudier le comportement d'un entraîne-
ment isolé, ces composantes parasites sont nécessaires et modifient la dynamique du sys-
tème de façon appréciable et selon nous inacceptable. 
Les simulateurs de réseaux électriques en temps réel sont basés sur la modélisation 
du réseau à l'aide de l'approche nodale. La plupart de ces simulateurs utilisent de plus la 
méthode de discrétisation trapézoïdale, aussi connue sous le nom de méthode de Tustin. 
Afin de palier au problème sus-mentionné, nos travaux de recherche ont été réalisés dans 
le cadre de deux mandats, pour le compte du Laboratoire de Simulation de Réseaux 
(LSR) de l'IREQ, visant spécifiquement à étudier la possibilité d'utiliser une autre appro-
che de modélisation, soit l'approche par variables d'état, pour réaliser des simulations en 
temps réel. Ces mandats visaient également à explorer des méthodes d'intégration à pas 
fixe alternatives à la discrétisation trapézoïdale dans le but d'éliminer les principaux 
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inconvénients liés à cette méthode, notamment les oscillations numériques produites lors 
de discontinuités. 
L'utilisation de l'approche par variables d'état peut se justifier de plusieurs façons. 
D'abord, les équations dynamiques de plusieurs classes de systèmes s'expriment naturel-
lement sous forme d'équations différentielles ordinaires d'ordre un. C'est le cas des sys-
tèmes électriques comprenant des convertisseurs de puissance et c'est également le cas 
pour les machines électriques. De plus, il existe de nombreux outils mathématiques nous 
permettant d'analyser les propriétés d'un système modélisé sous forme d'équations 
d'état. Les notions de commandabilité et d'observabilité sont basées sur cette représenta-
tion. Connaissant les équations d'état d'un système, on peut également analyser sa stabi-
lité puisque les valeurs propres de la matrice d'état A sont en fait les pôles du système. Un 
autre avantage de la représentation d'état est qu'elle permet de changer facilement de 
méthode d'intégration. Pour changer de méthode d'intégration avec l'approche nodale, il 
faut discrétiser chaque composante à nouveau avec une méthode différente. Comme une 
part de nos travaux consiste à étudier les algorithmes d'intégration, cet avantage est 
appréciable. Cette approche permet également d'implanter des algorithmes à pas varia-
bles plus facilement qu'avec l'approche nodale. Cependant, comme nous aspirons à réali-
ser des simulations en temps réel, cet avantage est moins marqué dans notre cas. Enfin, 
l'approche par variable d'état se généralise facilement aux systèmes non-linéaires et est 
souvent la méthode de choix dans ce cas. 
Les travaux décrits dans cette thèse visent donc à éliminer certaines contraintes des 
simulateurs actuels, et ainsi permettre la simulation numérique en temps réel d'entraîne-
ments électriques. Notre objectif principal est de développer des modèles et/ou méthodes 
de simulation qui permettent de simuler le comportement dynamique d'un entraînement 
électrique isolé. Dans ce contexte, nous avons aussi comme objectif d'étudier les algo-
rithmes d'intégration à pas fixe, dans le but d'utiliser une technique d'intégration à la fois 
assez simple pour être applicable en temps réel, et assez robuste pour simuler de façon 
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stable et précise les systèmes particulièrement exigeants que sont les entraînements élec-
triques. 
Nous tenons à mentionner que nous nous concentrons exclusivement sur les techni-
ques de modélisation et de simulation des entraînements dans cette thèse. Bien que notre 
but ultime soit de développer un simulateur permettant de connecter une commande 
réelle à un entraînement simulé, nous ne décrivons pas d'expérimentation où une telle 
interconnection est réalisée. Cette tâche dépasse le cadre de notre thèse. 
Nous avons commencé par nous familiariser avec la génération automatique des 
équations d'état pour un système électrique général. En tant que co-auteur du Power Sys-
tem Blockset (PSB) [1], une librairie dédiée à la simulation des réseaux électriques et des 
entraînements dans l'environnement Matlab/Simulink, nous étions familiers avec les 
principes liés à l'obtention de ces équations, mais cette partie a été développée par un 
chercheur de l'IREQ, Gilbert Sybille, dans la version 1 du PSB. Notre contribution à 
cette première version a consisté à participer au développement des modèles de machines 
électriques et de régulateurs du PSB [2]. Lors de notre étude, nous nous sommes familia-
risés avec une méthode d'obtention des équations d'état basée sur la théorie des graphes 
linéaires [3]. Cette méthode s'est avérée très performante dans l'environnement Matlab et 
notre implantation, un petit programme que nous avons écrit et que nous utilisions pour 
nos besoins personnels dans le cadre de la présente thèse, a grandi. La technique utilisée a 
été implantée dans la version 2 du PSB et est décrite en détail dans notre premier chapitre 
pour un système électrique général. Quelques exemples simples sont utilisés tout au long 
du développement afin de faciliter la compréhension de la méthode. Le premier chapitre 
décrit le point de départ de nos travaux, soit l'obtention des équations d'état du système. 
La technique décrite au chapitre l s'applique pour un système électrique linéaire. 
Toutes les non-linéarités (interrupteurs, machines) sont considérées comme des modèles 
externes à la représentation d'état et apparaissent comme des entrées, sous forme de sour-
ces de courant, du point de vue de cette dernière. Nous discutons donc au chapitre 2 de la 
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modélisation des interrupteurs et des machines électriques. Une technique originale per-
mettant d'inclure les interrupteurs dans les matrices d'état du système est d'abord décrite. 
Un modèle de machine asynchrone est ensuite défini et une attention particulière est por-
tée aux différentes transformations de référentiel qui permettent de simplifier le modèle. 
Notre étude porte exclusivement sur la machine asynchrone, étant donnée que c'est la 
machine la plus couramment utilisée dans l'industrie. Les équations associées à la 
machine sont typiquement solutionnées séparément du reste du système. Or, nous avons 
adopté une méthode qui permet d'inclure les équations d'état de la machine dans la repré-
sentation d'état du reste du système, permettant une solution simultanée sans délai du 
système entier. Cette méthode est décrite à la fin du chapitre 2, lequel se termine par une 
validation en temps différé des techniques décrites à date. 
Au chapitre 3, nous nous attardons à la question de la discrétisation du processus 
d'intégration, notre entraînement étant décrit par des équations différentielles qui doivent 
être solutionnées en temps réel. Un entraînement constitue un système d'une classe parti-
culièrement délicate à discrétiser et ces particularités imposent des restrictions quant au 
choix de la méthode de discrétisation. Une méthode d'intégration matricielle récemment 
publiée est analysée et comparée à la discrétisation trapézoïdale. 
Enfin, la thèse se termine par un chapitre portant sur l'implantation en temps réel 
des techniques de simulation et d'intégration exposées aux chapitres antérieurs. Pour ce 
faire, un système consistant en un entraînement industriel courant est étudié. La com-
plexité du système à simuler couplée aux contraintes sévères du temps réel forcent l'utili-
sation d'ordinateurs parallèles, dont nous décrivons ensuite les deux principales 
architectures. La séparation des tâches sur plusieurs processeurs à l'aide de techniques de 
découplage est discutée, puis les principaux facteurs que nous avons eus à considérer 
pour réduire le temps de calcul de nos programmes sont énumérés. Quelques optimisa-
tions apportées à nos algorithmes sont enfin décrites, après quoi la simulation de l'entraî-
nement en temps réel est analysée. 
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Avant d'attaquer le corps de notre sujet, nous allons faire une brève revue de la lit-
térature liée aux différents aspects de notre sujet de recherche. 
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REVUE DE LA LITTÉRATURE 
Au début de ce projet, nous avions un mandat bien clair qui consistait à étudier la 
possibilité de simuler, en temps réel et à l'aide de la représentation d'état, des entraîne-
ments électriques. Nous avons donc fait une recherche bibliographique en ce sens mais 
n'avons trouvé aucun article qui couvrait tous ces concepts. Nous avons donc été con-
traints de faire plusieurs recherches avec un nombre réduit de concepts et avons ainsi 
trouvé plusieurs publications intéressantes. Nous présentons ici les principaux résultats 
de ces recherches. 
D'abord, l'obtention des équations d'état d'un système électrique est un sujet qui a 
été abondamment couvert par la littérature de la fin des années 1960 par, entre autres, 
Balabanian et Bickart [3] et durant les années 1970 par de nombreux auteurs, dont Rohrer 
[4], Gille [5], et Chua et Lin [6]. Le sujet a également été repris dans quelques livres plus 
modernes, dont celui de Rajagopalan [7]. 
Nous avons développé une certaine expertise en modélisation de machines électri-
ques lors du développement du Power System Blockset (PSB) [ 1 ]. Ce projet a également 
fait l'objet de notre mémoire de maîtrise [2]. Cependant, les modèles développés pour la 
première version du PSB sont des modèles dans le domaine continu, destinés à une utili-
sation dans l'environnement Simulink. La version 1 du PSB résout les équations différen-
tielles à l'aide d'algorithmes d'intégration itératifs à pas et à ordre variables. Les modèles 
ne sont donc pas directement utilisables dans le contexte d'une simulation en temps réel. 
Les modèles utilisés dans la version 2, laquelle pennet les simulations discrètes à pas 
fixe, ont simplement été obtenus en substituant au bloc d'intégration de Simulink "1/s" 
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une fonction de transfert discrète, en l'occurrence celle de la méthode de discrétisation 
Euler avant. 
Par conséquent, nous avons cherché des modèles alternatifs dans la littérature. 
Lauw et Meyer [8] présentent le modèle de machine universelle qui est utilisé dans le très 
populaire logiciel de simulation de réseaux électriques EMTP (Electromagnetic Tran-
sients Program) [22]. Ce modèle permet de simuler 12 types de machines électriques dif-
férentes, incluant les machines à courant continu et les machines à courant alternatif 
monophasées et triphasées. À cause de la façon dont EMTP résout les équations d'un 
réseau (approche nodale et discrétisation trapézoïdale), le modèle de machine universelle 
est scindé en quatre parties distinctes et la solution des équations de la machine est un 
processus itératif. La méthode de solution proposée s'adapte donc plutôt mal à une simu-
lation en temps réel. 
De leur côté, Vainio et al. [9] proposent un modèle de machine asynchrone mono-
phasée destiné à une simulation en temps réel. Cependant, leur modèle est implémenté 
sur plusieurs ASIC ("Application Specifie lntegrated Circuit") de fabrication maison. La 
période d'échantillonnage requise n'est pas discutée et la discrétisation du modèle est 
faite selon deux approches (Euler avant et trapézoïdale), les deux étant comparées. 
L'article de Gehlot et Alsina [10] présente un modèle de machine asynchrone tri-
phasée, destiné à de la commande en temps réel. Ils utilisent un modèle d'état avec 
comme variables électriques les courant du stator et les flux du rotor. Ce choix est dicté 
par l'application visée (commande vectorielle) qui exige une estimation précise des flux 
au rotor. La topologie simulée est basée sur un onduleur MLI (Modulation de largeur 
d'impulsion, en anglais "PWM"). Cependant, le convertisseur est approximé de façon 
simpliste en considérant que la tension présente aux bornes de la machine est constante 
durant une période d'échantillonnage et égale à la valeur de la source à courant continu. 
La discrétisation du modèle est basée sur une méthode de prédicteur-correcteur et la 
simulation démontre d'excellents résultats pour une période d'échantillonnage de 555 J.ls. 
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La simulation de convertisseurs de puissance a été l'objet de nombreuses publica-
tions scientifiques et se retrouve aussi dans plusieurs manuels de références [6,7]. Cepen-
dant, nous avons limité notre recherche à la simulation en temps réel de convertisseurs de 
puissance et nous n'avons trouvé que quelques publications. 
D'abord, Haskew et Byakod [11) proposent une méthode de simulation d'un 
redresseur à thyristors à 12 impulsions. Leur méthode est basée sur l'approche par varia-
bles d'état et la discrétisation est réalisée à l'aide de la méthode d'Euler arrière. La tech-
nique proposée exige cependant que les 4096 états possibles du redresseur ( 12 
interrupteurs, deux états possible chacun, 212 = 4096 possibilités) soient stockés en 
mémoire. De plus, leur simulation est implémentée en langage Fortran sur un IBM RISC 
6000. 
Dans le but de nous rapprocher du sujet de notre projet, nous avons ensuite entre-
pris une recherche sur la simulation d'entraînements électriques en général, en omettant 
les concepts "représentation d'état" et "temps réel". 
Notre première trouvaille est l'article de Kleinhans et al. [12]. On y présente un 
logiciel permettant la simulation, en temps différé, d'entraînements électriques de confi-
gurations variées. On démontre l'utilisation du logiciel à l'aide d'une application de com-
mande à flux orienté d'une machine asynchrone triphasée à cage d'écureuil. L'approche 
de simulation est modulaire, mais les auteurs ne discutent pas la stratégie d'interface 
entre les divers modules, ce qui est la principale difficulté dans ce type de simulation. De 
plus, on ne donne que les équations générales du modèle de machine et aucune mention 
n'est faite de l'algorithme de solution utilisé. 
Une autre publication, celle de Chhaya et Bose [13] présente le développement 
d'un système expert servant à concevoir, simuler et ajuster des entraînements électriques 
variés. Le système semble superviser une simulation en temps réel de l'ensemble conver-
tisseur-machine, mais nous n'en sommes pas certains (très peu de détails sur cette partie 
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dans l'article). Cette simulation est réalisée à l'aide du logiciel SIMNON et sert essentiel-
lement à ajuster les paramètres du contrôleur, lui-même implémenté sur un DSP. Cet arti-
cle offre une excellente récapitulation des étapes requises pour la conception d'un 
entraînement électrique. 
Les deux publications suivantes sont les seules que nous ayons trouvées qui discu-
tent de simulation en temps réel d'entraînements électriques. Dans celle de Matuonto et 
al. [14], il n'y a aucune mention quant au convertisseur (qui est un cycloconvertisseur) ce 
qui nous porte à croire que son fonctionnement est idéalisé et est simulé de façon élémen-
taire. Les auteurs simulent une machine synchrone à pôles saillants à l'aide de l'algo-
rithme de Runge-Kutta d'ordre 4 (intégration itérative), avec une période 
d'échantillonnage de 1 ms. Dans l'article de Dezza et al. [15], la topologie simulée est un 
onduleur MLI, semblable à un cas mentionné plus haut, et le fonctionnement du conver-
tisseur est encore une fois idéalisé. Cependant, la simulation utilise 1' algorithme 
d' Adams-Bashforth d'ordre 3 avec une période d'échantillonnage plus raisonnable de 
200 JJ.s. La simulation est réalisée sur un DSP TMS320C30 et l'interface avec la simula-
tion est réalisée grâce au logiciel Labview, qui est exécuté sur un ordinateur Macintosh. 
Le logiciel Labview permet d'entrer les paramètres de la simulation à priori et de visuali-
ser les résultats sur des graphiques à posteriori. 
Nous résumons maintenant les résultats de diverses recherches faites à l'aide de 
concepts autres que ceux mentionnés à date. Tout d'abord, nous avons gardé en tête tout 
au long de nos travaux la possibilité de faire de la simulation hybride. Ce que nous enten-
dons par simulation hybride est la simulation d'un système dont une partie est modélisée 
avec l'approche nodale et l'autre partie est modélisée à l'aide de l'approche par variables 
d'état. Nous avons recueilli deux publications traitant de simulation hybride. Dans celle 
de Zavahir et al. [ 16], on simule un convertisseur HTCC (haute tension courant continu) à 
l'aide de la représentation d'état et cette simulation s'intègre dans un réseau plus large 
qui est simulé à l'aide de l'approche nodale. Dans l'article de Kang et Lavers [17], on uti-
lise les deux approches afin d'obtenir un système d'équation sous une forme assez origi-
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nale, qui est cependant itérative. Les auteurs prétendent conserver les avantages des deux 
méthodes tout en éliminant les inconvénients propres à chacune. L'efficacité de la 
méthode proposée est illustrée à l'aide d'un onduleur triphasé à thyristors. 
Un autre papier intéressant, que nous n'arrivons pas à placer dans une catégorie 
particulière, est celui de Wasynczuk et Sudhoff [18]. Ce papier nous intéresse puisqu'on 
y décrit une méthode systématique d'obtention de la représentation d'état d'un système 
complet. En guise d'exemple, on illustre l'application de la méthode développée à l'aide 
d'une topologie consistant en une machine synchrone raccordée à un redresseur à diodes. 
Le tout est implémenté dans l'environnement ACSL, un langage symbolique permettant 
de solutionner les équations différentielles. La procédure décrite est cependant de nature 
itérative et n'est donc pas applicable en temps réel. 
La discrétisation du processus d'intégration est le dernier sujet que nous discutons 
dans cette revue de la littérature. Nous avons étudié durant un certain temps une publica-
tion de De Abreu-Garcia et Hartley [19] qui décrit une technique d'intégration discrète, 
baptisée "Matrix Stability Region Placement" (MSRP). Il s'agit d'un opérateur d'intégra-
tion matriciel qui permet de fixer la période d'échantillonnage non pas en fonction de la 
stabilité de la simulation, mais en fonction du degré de précision désiré. De plus, cette 
méthode a été spécifiquement conçue pour simuler, en temps réel, les systèmes rigides. 
Elle exige cependant que le système à simuler se présente sous forme de représentation 
d'état (linéaire ou non). Enfin, nous avons analysé les méthodes d'intégration discrètes à 
l'aide de deux volumes de référence, soir celui de Chua et Lin [6] et celui de Hartley et al. 
[20]. 
Cette recherche bibliographique nous permet de tirer trois grandes conclusions (la 
troisième étant une conséquence des deux autres): 
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a. beaucoup de publications traitent de l'un des sujets suivants: simulation de 
machines électriques, de convertisseurs de puissance ou d'entraînements 
électriques; 
b. seulement quelques unes de ces publications traitent de simulation en temps 
réel d'entraînements électriques et dans ces publications, la dynamique du 
convertisseur est idéalisée; par conséquent, le convertisseur n'est pas vrai-
ment simulé; 
c. à date, personne ne semble avoir publié d'article où l'on simule en temps réel 
un ensemble convertisseur-machine électrique (un entraînement) en mode 
isolé. 
Cette dernière conclusion nous encourage et nous angoisse un peu en même temps. 
Elle nous encourage dans l'optique où un projet de doctorat doit apporter une contribu-
tion originale. Il semble que ce soit le cas. Cependant, le fait de n'avoir trouvé aucune 
publication traitant spécifiquement de notre sujet est intrigant, en ce sens où il s'agit de 
quelque chose de difficile à réaliser, ou alors il n'y a pas d'intérêt (à date) à poursuivre un 
tel but. Dans l'optique de cette dernière remarque, il est fort possible que les limites de la 
technologie aient empêché la réalisation de simulations en temps réel d'entraînements 
électriques. Or ces limites sont constamment repoussées. 
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CHAPITRE 1 
MODÉLISATION DES SYSTÈMES ÉLECTRIQUES À L'AIDE DE 
LA REPRÉSENTATION D'ÉTAT 
Afin d'étudier la possibilité d'utiliser l'approche par variables d'état pour faire des 
simulations en temps réel, il est important de pouvoir générer systématiquement les équa-
tions d'état d'un système quelconque. Ce premier chapitre a pour but de présenter une 
synthèse des notions associées à la modélisation des systèmes électriques à 1' aide de la 
représentation d'état. 
Nous avons constaté qu'il existe essentiellement deux méthodes pour obtenir les 
équations d'état d'un réseau électrique. Une première méthode consiste en l'analyse de 
réseaux résistifs multiports [6,3]. Avec cette méthode, on extrait sous forme de ports tou-
tes les composantes non-résistives du circuit, puis on substitue ces ports par une source 
appropriée (tension ou courant) et on obtient ainsi la contribution de chacune des compo-
santes sur 1' ensemble du circuit. La seconde méthode est basée sur la théorie des graphes 
[6,3]. C'est cette dernière approche qui est décrite dans le présent chapitre. Nous compa-
rons les performances des deux méthodes à la fin du chapitre. 
Nous présentons d'abord les notions de base de la théorie des graphes linéaires. Ces 
notions sont ensuite appliquées à l'obtention des équations d'état de systèmes simples, 
comportant uniquement des sources idéales et des composantes passives (résistances, 
condensateurs, inductances). Nous ajoutons ensuite la possibilité d'inclure dans les systè-
mes à modéliser les transformateurs et les inductances couplées. Nous discutons des 
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capacités de notre méthode à détecter les erreurs qui peuvent découler de mauvaises don-
nées d'entrée et concluons ce premier chapitre en comparant les performances de notre 
méthode d'obtention des équations d'état avec une méthode alternative. 
De façon générale, un système est décrit avec l'approche par variables d'état par les 
deux équations 
i = Ax+Bu 
y= Cx+Du' 
(1-l) 
où x est le vecteur des variables d'état, u est le vecteur des entrées et y est le vecteur 
des sorties. Pour ce qui est des matrices, A est la matrice des paramètres du système, tan-
dis que B et C sont les matrices de couplage des entrées et des sorties, respectivement. 
Enfin, D lie directement les sorties aux entrées et est souvent nulle. 
Il est important de noter que les systèmes électriques pour lesquels la procédure 
décrite ici est appliquée sont des systèmes linéaires. Les éléments non-linéaires comme 
les machines électriques et les interrupteurs sont considérés à ce stade comme des sources 
de courant externes et sont des entrées du point de vue de la représentation d'état. Nous 
décrivons au chapitre suivant des méthodes permettant d'inclure ces composants dans la 
représentation d'état. 
1.1 Théorie des graphes linéaires 
Afin d'expliquer notre algorithme de calcul de représentation d'état, nous devons 
d'abord rappeler quelques notions fondamentales sur la théorie des graphes. 
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1.1.1 Définitions 
Le graphe correspondant à un réseau électrique donné est un ensemble de points 
(les noeuds du réseau) reliés ensemble par des segments (les éléments du réseau). Un 
noeud de référence doit être choisi et il est pratique courante d'assigner à ce noeud le 
numéro zéro. Dans le cas de systèmes électriques, le graphe est toujours orienté, 
c'est-à-dire qu'une direction est assignée à chaque segment. Cette direction correspond 
au sens de circulation du courant dans l'élément que représente le segment en question. 
Une exception ne respecte pas cette règle: les sources de tension indépendantes, auxquel-
les on doit assigner la direction contraire à celle du courant. La figure 1-l représente un 
circuit simple et son graphe. À ce stade-ci, la nature des éléments formant le réseau n'est 
d'aucune importance et cette information n'est pas contenue dans le graphe. 
Un arbre est défini comme étant un sous-graphe connecté comprenant tous les 
noeuds du graphe à l'étude ainsi qu'un certain nombre de ses segments, lesquels sont 
choisis de telle sorte qu'aucune maille ne soit formée. Tous les noeuds doivent être tou-
chés par au moins un segment. Les segments faisant partie de l'arbre portent de nom de 
branches de l'arbre, alors que les segments ne faisant pas partie de l'arbre sont nommés 
les liens de 1' arbre. Si un graphe comprend n+ l noeuds, 1' arbre doit contenir n branches. 
Rcb 
Figure l-1 Un circuit simple et son graphe. 
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La figure l-2 illustre un arbre correspondant au graphe de la figure 1-1. Nous disons un 
arbre plutôt que l'arbre parce qu'il n'est pas unique pour un graphe donné. 
---t .. ~ branches 
--- _. liens 
Figure 1-2 Un arbre correspondant au graphe de la figure 1-1. 
1.1.2 Matrices fondamentales 
Il existe trois matrices fondamentales lorsque la théorie des graphes est utilisée 
pour développer les équations d'état d'un système électrique, soit: 
a. la matrice d'incidence nodale; 
b. la matrice des mailles fondamentales; 
c. la matrice des coupures fondamentales. 
1.1.2.1 Matrice d'incidence nodale 
Cette matrice est souvent symbolisée par A et ne doit pas être confondue avec la 
matrice d'état A. La matrice d'incidence nodale A décrit la topologie du système en fai-
sant abstraction de la nature des éléments qui le composent. Pour un graphe comportant n 
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noeuds et s segments, la matrice A est formée de n rangées et s colonnes. Ses éléments 
peuvent prendre les valeurs 0, -l ou l, selon les conditions décrites en ( l-2). 
A .. = IJ 1 
0: si le segmentj n'est pas incident au noeud i 
-l: si le segmentj est incident au noeud i et sort de ce dernier 
l : si le segment j est incident au noeud i et entre dans ce dernier 
(1-2) 
La matrice d'incidence nodale n'est pas vraiment utile dans le développement qui 
suit. On utilise plutôt la matrice d'incidence nodale réduite, qui est simplement la matrice 
d'incidence nodale de laquelle on retire la rangée correspondant au noeud de référence. 
La matrice d'incidence nodale réduite correspondant au graphe de la figure 1-1 est mon-
trée en (l-3). 
Esrc Csn Cch Rrrc Rsn R,.h Rdit1 Lsrc Lch 
nr 
-1 0 0 -1 0 0 0 0 0 
n2 0 0 0 l 0 0 0 -1 0 
A = n.J 0 -l 0 0 0 0 -l 1 0 (1-3) 
n., 0 1 0 0 -1 0 0 0 0 
ns 0 0 -1 0 1 -1 0 -1 
1.1.2.2 Matrice des mailles fondamentales 
La seconde matrice importante pour nos développements ultérieurs est la matrice 
des mailles fondamentales, identifiée par Bf Elle comporte autant de rangées qu'il y a de 
liens dans l'arbre et autant de colonnes qu'il y a de segments dans le graphe. On obtient 
cette matrice, une fois l'arbre choisi, en ajoutant un à un les liens dans le graphe. Une 
maille fondamentale (une ligne de la matrice B1) est ainsi formée. L'orientation de la 
maille est celle du lien qui la définit. La maille fondamentale définie par le lien Lsrc est 
illustrée à la figure l-3. 
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Figure 1-3 Maille fondamentale définie par le lien LsrC' 
Comme la matrice d'admittance nodale, les éléments de la matrice des mailles fon-
damentales ne peuvent prendre que les valeurs 0, -1 et 1 selon les conditions énoncées en 
(l-4). 
BJ .. = 
1} 
0: si la maille définie par le lien i ne comprend pas le segmentj 
1: si la maille définie par le lien i comprend le segmentj 
et que les orientations coïncident 
-1 : si la maille définie par le lien i comprend le segment j 
et que les orientations ne coïncident pas 
(l-4) 
La matrice des mailles fondamentales B1correspondant à l'arbre de la figure 1-2 est 
donnée en ( 1-5). La partie encadrée correspond à la maille fondamentale illustrée à la 
figure 1-3. 
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0 -l 0 0 l 0 l 0 0 RJ;, 
B f =: ~-1----------- l -0- -0--.--0 -is;..: 
-o--o-~i--6--o--o--o-o ___ l -ici.. 
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(1-5) 
La matrice des mailles fondamentales permet aussi d'exprimer une généralisation 
de la loi de Kirchhoff des tensions. En considérant que v est le vecteur des tensions aux 
bornes de tous les segments d'un graphe, on obtient l'expression (1-6). Pour l'arbre de la 
figure 1-2, le résultat est l'expression (1-7). 
(1-6) 
VEsrc 
Vcsn 
VCc/1 
0 0 -1 0 0 1 0 0 0 
VRsrc 
0 
0-1 0 0 0 0 0 0 (1-7) VRsn = 
-l 1 1 0 0 1 0 0 
0 0 -1 0 0 0 0 0 VRc/1 0 
VRdio 
VLsrc 
VLc/1 
En partitionnant correctement l'expression (l-6), il est possible d'exprimer les ten-
sions des liens de l'arbre en fonction des tensions aux bornes des branches de l'arbre. En 
effet, en utilisant les indices t et 1 pour identifier respectivement les grandeurs liées aux 
branches et aux liens de l'arbre et en désignant la matrice identité par/, on obtient (l-8). 
En ré-arrangeant cette expression, on obtient la relation ( l-9). 
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(l-8) 
v1 = -B,v, (l-9) 
L'équation (l-9) nous permet de conclure que pour un système comprenant s seg-
ments et n branches, il suffit de calculer les tensions aux bornes des n branches (vecteur 
v,) et les tensions des s-n liens (vecteur v1) seront obtenues à partir des tensions de bran-
ches par combinaison linéaire. 
1.1.2.3 Matrice des coupures fondamentales 
La dernière matrice nécessaire pour les développements qui suivent est la matrices 
des coupures (en anglais "cutsets") fondamentales, que nous identifions par le symbole 
QI" Une coupure est créée lorsque l'on retire certains segments d'un graphe et que ce 
retrait a pour effet de couper le graphe en deux sous-graphes disjoints. Une coupure fon-
damentale est associée à chaque branche d'un arbre. En effet, si une branche est retirée de 
l'arbre, on obtient nécessairement deux graphes disjoints. Une coupure fondamentale est 
donc définie par une branche de 1' arbre et par tous les liens de 1 'arbre qui transitent entre 
les deux sous-arbres obtenus lors du retrait de la branche. L'orientation de la coupure est 
la même que celle de la branche qui définit la coupure. Si on prend par exemple l'arbre de 
la figure l-2 et que l'on retire la branche correspondant à Cch (entre les noeuds n5 et n0), 
on obtient deux arbres tel que montré à la figure l-4. 
On remarque que cette coupure fondamentale est orientée de 1' arbre 2 vers 1' arbre l 
(orientation de la branche retirée, Cch> et que les liens transitant entre les deux arbres sont 
Rch• Lch et Lsrc· Cette coupure fondamentale est donc définie par la branche Cch et les 
liens Rch• Lch et Lsrc· La matrice des coupures fondamentales permet de définir les cou-
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. 
ns 
1 \ 
Rch 1 1 
1 1 
/ 
·. / 1 Lch 
~. / 
__ ... ~ 
..... -. 
arbre 1: no. n1, nz 
arbre 2: n3, n4, n5 
Figure 1-4 Coupure fondamentale formée par ie retrait de la branche Cch· 
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pures de façon concise. Elle comporte autant de rangées qu'il y a de branches dans 1' arbre 
et autant de colonnes qu'il y a de segments dans le graphe. Comme pour la matrice 
d'admittance nodale et la matrice des mailles fondamentales, les éléments de la matrice 
des coupures fondamentales peuvent prendre les valeurs 0, -1 ou 1 selon les conditions 
énoncées en ( 1-1 0). 
Qfij = 
0: si la coupure définie par la branche i n'est pas traversée 
par le segment j 
1: si la coupure définie par la branche i est traversée par 
le segmentj et que les orientations coïncident 
-1: si la coupure définie par la branche i est traversée par 
le segment j et que les orientations ne coïncident pas 
( 1-10) 
La matrice des coupures fondamentales obtenue pour l'arbre de la figure 1-2 est 
montrée en ( 1-11 ). La partie encadrée montre la rangée associée à la coupure fondamen-
tale causée par la branche Cch• décrite plus haut. 
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1 0 0 0 0 0 0 1 0 Esrc 
0 1 0 0 0 0 1 -1 0 CS/1 
·----------------------------· 
: 0 0 l 0 0 l 0 -l l cch: 
·----------------------------· 
0 0 0 1 0 0 0 -1 0 Rsrc 
0 0 0 0 1 0 1 -1 0 Rsn 
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(l-11) 
La matrice des coupures fondamentales est en quelque sorte le dual de la matrice 
des mailles fondamentales et permet d'exprimer une généralisation de la loi de Kirchhoff 
des courants: 
(1-12) 
où i est le vecteur des courants de tous les segments de 1' arbre. Pour notre exemple, 
la relation ( 1-13) est obtenue. 
iEsrc 
icsn 
0 0 0 0 0 0 1 0 icclr 0 
0 1 0 0 0 0 1 -1 0 iRsrc 0 
0 0 1 0 0 1 0-1 1 iRsn = 0 (1-13) 
0 0 0 0 0 0 -1 0 iRch 0 
0 0 0 0 0 1 -1 0 
iRdio 
0 
iLsrc 
iLch 
La matrice des coupures fondamentales permet donc de lier les courants des bran-
ches de l'arbre aux courants des liens. ll est possible de partitionner la relation (1-12) 
comme nous l'avons fait plus haut pour la matrice des mailles fondamentales. L'expres-
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sion ( 1-12) devient alors ( 1-14 ). En ré-arrangeant cette expression, on obtient la relation 
(l-15). 
(l-14) 
(l-15) 
Le résultat (l-15) nous permet donc de conclure qu'une fois calculés les courants 
des liens, les courants des branches s'obtiennent par combinaison linéaire de ces derniers. 
Il existe une relation entre la matrice des coupures fondamentales et la matrice des 
mailles fondamentales (le symbole' indique la transposée d'une matrice): 
(l-16) 
À partir de cette relation, il découle que 
(l-17) 
Il est donc possible d'exprimer les deux lois de Kirchhoff (l-9) et (l-15) à partir de 
la matrice des coupures fondamentales seulement (partie associée aux liens), tel 
qu'exprimé en (l-18). Nous exploiterons ce résultat un peu plus loin. 
it = -Qlil 
VI = (Ql)'vt 
(l-18) 
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1.1.3 Choix des variables d'état 
À date, notre discussion de la théorie des graphes est de nature purement topologi-
que, en ce sens que nous faisons abstraction de la nature des composantes. En effet, 
1' obtention de 1' arbre et le calcul des trois matrices fondamentales ont été présentés sans 
parler de la nature des composantes. Nous allons maintenant considérer ces composantes. 
L'obtention des équations d'état à l'aide de la théorie des graphes est basée sur les 
trois catégories d'équations suivantes: 
a. l'application de la loi de Kirchhoff des courants; 
b. l'application de la loi de Kirchhoff des tensions; 
c. les relations courant/tension de chacune des composantes du système. 
Pour des systèmes passifs ne comprenant que des sources idéales et les trois élé-
ments de base, les relations courant/tension et tension/courant requises sont les suivantes: 
VR = RiR iR = 
VR 
bi icdt + vc(O) R vc = dvc 
ic = C- (l-19) 
diL dt 
VL = L- li vLdt + iL(O) dt iL = 
Outre l'approche par variables d'état, il existe deux autres méthodes couramment 
utilisées pour solutionner les systèmes électriques: 
a. méthode des noeuds; 
b. méthode des mailles. 
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Nous allons discuter brièvement de ces deux méthodes afin de justifier le choix des 
variables dans l'approche par variables d'état. D'abord, ces deux méthodes découlent de 
l'application d'une des deux lois de Kirchhoff (courants ou tensions) suivie d'une substi-
tution des relations courant/tension ou tension/courant des diverses composantes puis 
d'une élimination des variables dépendantes à l'aide de l'autre loi de Kirchhoff (tensions 
ou courants). 
Dans le cas de la méthode des mailles, on applique d'abord la loi de Kirchhoff des 
tensions dans toutes les mailles indépendantes, puis on substitue dans les équations obte-
nues les relations tension/courant (colonne de droite de ( 1-19)) des composantes passi-
ves. On applique ensuite la loi de Kirchhoff des courants dans le but d'éliminer les 
variables dépendantes et le résultat est un ensemble d'équations intégro-différentielles, 
comportant à la fois des dérivées et des intégrales des courants de mailles. 
Si l'on inverse l'ordre d'application des deux lois de Kirchhoff, on obtient alors la 
méthode des noeuds. On applique d'abord la loi de Kirchhoff des courants, et on substi-
tue dans le résultat les relations courant/tension des composantes passives (colonne de 
gauche de ( 1-19)) puis on élimine les tensions dépendantes en appliquant la loi de Kir-
chhoff des tensions. Le résultat final est encore un ensemble d'équations intégro-diffé-
rentielles, mais comportant cette fois-ci des dérivées et des intégrales des tensions de 
noeuds. 
L'application de la méthode des noeuds ou de la méthode des mailles entraîne donc 
un ensemble d'équations intégro-différentielles. Il est possible d'éliminer les intégrales 
présentes en dérivant les équations, mais ceci élève l'ordre des équations finales. Il 
s'avère que les intégrales des variables proviennent d'une part de la substitution de la 
relation courant/tension des inductances dans le cas de la méthode des noeuds et d'autre 
part de la substitution de la relation tension/courant des condensateurs dans le cas de la 
méthode des mailles. 
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Si les tensions de condensateurs et les courants d'inductances sont conservées 
comme variables, le résultat de l'application successive des deux lois de Kirchhoff sera 
un ensemble d'équations différentielles du premier ordre, ou équations d'état, avec 
comme variables les tensions des condensateurs et les courants des inductances du sys-
tème. Dans le développement qui suit, nous allons donc utiliser comme variables d'état 
les tensions des condensateurs et les courants des inductances. 
Ceci complète la description des notions de la théorie des graphes requises pour 
continuer le développement de notre méthode d'obtention des équations d'état d'un sys-
tème électrique. Nous allons d'abord commencer avec les systèmes comportant exclusi-
vement des sources de tension et de courant idéales et des éléments passifs, soit des 
résistances, inductances et condensateurs. 
1.2 Circuits passifs RLC 
L'obtention des équations d'état d'un système électrique à l'aide de la théorie des 
graphes comporte les grandes étapes suivantes: 
a. obtention de l'arbre topologique du système à l'étude; 
b. calcul des matrices d'incidence nodale et des coupures fondamentales; 
c. construction des matrices d'éléments passifs (RLC); 
d. calcul des matrices d'état A et B ( i = A x + Bu ); 
e. calcul des matrices d'état Cet D (y = Cx +Du). 
Ces étapes seront décrites dans les sections subséquentes, d'abord pour des circuits 
RLC simples, puis pour des circuits comprenant en plus des transformateurs ou des 
inductances couplées (mutuelles). 
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1.2.1 Obtention de l'arbre topologique 
Lorsque l'on considère des systèmes électriques, les éléments du réseau doivent 
d'abord être triés dans un certain ordre selon la nature des composantes. Cet ordonnance-
ment déterminera quels composantes sont des branches de 1' arbre et lesquelles sont des 
liens de l'arbre. Nous avons déjà mentionné que les variables d'état sont les tensions des 
condensateurs et les courants des inductances du système. Il s'agit maintenant de déter-
miner comment classifier les composantes réactives et déterminer lesquelles il serait pré-
férable de conserver dans 1' arbre. 
Lorsque nous avons discuté plus haut des lois de Kirchhoff et de leurs liens avec les 
matrices des mailles et des coupures fondamentales, nous avons conclu que les tensions 
des branches de l'arbre fonnent une base à partir de laquelle il est possible d'obtenir par 
combinaison linéaire les tensions aux bornes de toutes les composantes du système. De 
façon analogue, les courants des liens de l'arbre fonnent une base à partir de laquelle il 
est possible d'obtenir par combinaison linéaire les courants circulant dans toutes les com-
posantes du système. Ceci implique que si nous voulons avoir les tensions de condensa-
teurs et les courants d'inductances comme variables d'état, nous devrions favoriser la 
présence des condensateurs dans l'arbre et défavoriser la présence des inductances dans 
l'arbre. Autant que possible, les condensateurs doivent donc être des branches et les 
inductances des liens. 
Si tous les condensateurs du système sont dans l'arbre et qu'aucune inductance ne 
s'y trouve, l'arbre est dit propre. Dans ce cas, les variables d'état sont toutes indépendan-
tes. Si un condensateur n'a pu être inclus dans l'arbre, c'est que le système comporte une 
maille capacitive et la tension du condensateur exclu n'est pas indépendante. De la même 
manière, si une inductance se retrouve dans l'arbre, c'est que notre réseau comprend une 
coupure inductive, c'est-à-dire qu'il y a un noeud auquel ne sont raccordés que des seg-
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ments inductifs. Le courant de l'inductance qui se retrouve dans l'arbre n'est donc pas 
indépendant. 
En appliquant un raisonnement similaire à celui des éléments réactifs, on peut 
déterminer si les sources indépendantes de tension et de courant doivent être des branches 
ou des liens. Par définition, une source de tension impose sa tension. peu importe com-
ment on la raccorde. Cette source ne peut donc en aucun cas être un lien puisque si c'était 
le cas, la tension à ses bornes seraient dictée par les branches de l'arbre. De la même 
manière. une source de courant, qui impose son courant, ne peut être une branche puisque 
dans cette éventualité, le courant qui la traverse serait déterminé par les courants des 
liens. Les sources de tension doivent donc être des branches et les sources de courant doi-
vent être des liens. 
Enfin. les seuls éléments dont nous n'avons pas discuté dans le choix des branches 
sont les résistances. Celles-ci peuvent faire partie de l'arbre ou non. Elles doivent être 
considérées après les condensateurs dans le choix des branches et on en prend juste assez 
pour tenter de compléter l'arbre. Si une fois toutes les résistances considérées il manque 
encore des branches, on doit choisir certaines inductances. Les composantes doivent donc 
être triées dans l'ordre suivant: 
a. les sources de tension indépendantes E (doivent être des branches); 
b. les condensateurs C; 
c. les résistances R; 
d. les inductances L; 
e. les sources de courant indépendantes J (doivent être des liens). 
Une fois le tri des composantes complété, nous passons à la construction de l'arbre 
proprement dit. On considère chacune des composantes dans l'ordre établi précédem-
ment. Pour un système comportant n+l noeuds, l'arbre doit contenir n branches. Les 
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branches ne doivent pas former de maille. L'arbre de la figure 1-2 a été construit en res-
pectant ces règles et en considérant la diode comme une résistance. 
La construction de 1' arbre associé à un système donné peut se faire à la main si le 
système est relativement petit. Cependant, pour un circuit plus grand, la tâche se compli-
que et il devient pratique de programmer un algorithme pour accomplir ce travail. Nous 
avons implémenté l'algorithme des ensembles de segments ("edge sets") [7]. Il s'agit de 
créer initialement au plus n/2 ensemble de segments vides pour un système comportant 
n+ 1 noeuds. On considère ensuite un à un les segments (triés selon l'ordre établi ci-des-
sus) du graphe. Selon que chacun des deux noeuds associés à chaque segment fait partie 
d'un ensemble de segments ou non, ces noeuds sont ajoutés dans un ensemble spécifique 
ou les ensembles sont concaténés selon le cas. À la fin du processus, tous les noeuds du 
graphe sont dans le premier ensemble et tous les autres ensembles sont vides. 
Nous avons programmé cet algorithme en langage Matlab. Les cellules ("cell 
arrays"), un nouveau type de données dans Matlab 5, ont été d'une grande utilité pour 
accomplir cette tâche. 
1.2.2 Calcul des matrices d'incidence nodale et des coupures 
fondamentales 
Une fois que l'on a trouvé un arbre topologique correspondant à notre réseau, on 
peut construire la matrice d'incidence nodale réduite A. Les segments sont préalablement 
re-triés, de façon à avoir d'abord les branches de l'arbre, suivies des liens. La matrice 
d'incidence nodale réduite A est finalement partitionnée (A= [ArAl 1) pour usage ulté-
rieur; Ar contient les colonnes de A correspondant aux branches de l'arbre, alors que At 
contient les colonnes de A correspondant aux liens de l'arbre. La matrice d'incidence 
nodale réduite correspondant à notre exemple est montrée en ( 1-3). 
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La matrice des coupures fondamentales est ensuite obtenue en effectuant une 
réduction de Gauss-Jordan sur la matrice d'incidence nodale réduite. On obtient une 
matrice dont la partie de gauche est une matrice identité et la partie de droite est la 
matrice de coupures des liens, symbolisée par Q1 (Q1= [ 1 QI]). La matrice des coupures 
fondamentales correspondant à la matrice d'incidence nodale (1-3) est présentée en 
(1-11). 
Pour des besoins ultérieurs, la matrice des coupures fondamentales des liens Q1 est 
ensuite partitionnée tel que montré en ( 1-20). Les zéros présents dans la première colonne 
et la dernière rangée de (l-20) s'expliquent de la façon suivante. D'abord, si un conden-
sateur du système est un lien (présence de la première colonne de (1-20)), c'est parce 
qu'il y a une maille capacitive dans le système. Or, une telle maille ne peut inclure de 
résistance ou d'inductance. Il ne peut donc y avoir de termes non-nuls dans les deux der-
nières rangées de la première colonne de ( 1-20). Rappelons que d'après la relation entre 
Q1 et B, ( 1-17), la première colonne de ( 1-20) est aussi la première rangée de B,. En appli-
quant un raisonnement similaire, si une inductance est une branche (présence de la der-
nière rangée de (l-20)), c'est qu'il y a nécessairement une coupure inductive. Or, une 
telle coupure ne peut comprendre de branche capacitive ou résistive. Par conséquent, il ne 
peut donc y avoir de termes non-nuls dans les deux premières colonnes de la dernière ran-
gée de ( 1-20). 
liens--+C R L 1 branches 
• QEC QER QEL QEJ E 
QI = QCC QCR QCL QCJ 
c ( 1-20) 
0 QRR QRL QRJ R 
0 0 QLL Qu L 
Pour notre exemple, le partitionnement obtenu est montré en ( 1-21 ). 
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R 1 L 
---~ o:_J _o 
[o o] 
[~ ~ 
QEL = [t 0] 
QCL = [-l ol 
-1 tj 0 11-l 0 
1 01-l l 
0 ol-t -0 QRR = fo
0 
Ol~ Q r-l ol 
o 1~-t o ~ J RL = L-t oj 
QEC = QEJ = QCC = QCJ = QRJ = QLL = Qu = [ ] 
1.2.3 Matrices des éléments passifs 
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(1-21) 
Cette étape est la dernière avant le calcul des matrices d'état. Il s'agit en fait 
d'assembler les différentes matrices contenant les valeurs des composantes du système de 
façon ordonnée. Les composantes faisant partie de 1' arbre sont dans une matrice séparée 
de celle du même type de composantes ne faisant pas partie de l'arbre. Si l'on considère 
les systèmes ne contenant que des éléments RLC (pas d'inductance couplée ni de trans-
formateur), les matrices suivantes sont définies et elles sont toutes diagonales: 
a. Rr: matrice des branches résistives; 
b. R1: matrice des liens résistifs; 
c. Gr: matrice des conductances faisant partie de l'arbre (Rr- 1); 
d. G1: matrice des conductances ne faisant pas partie de l'arbre (R1-1); 
e. Cr: matrice des branches capacitives; 
f. C1: matrice des liens capacitifs; 
g. Lu: matrice des branches inductives; 
h. L11: matrice des liens inductifs. 
Pour notre exemple, les matrices suivantes sont obtenues: 
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c, = [c,. o J Rt= [R,h 0] 
o ccl, 0 Rdio 
Lu = ct = [] ( 1-22) 
R, = [R"' 0] L = r"' 0 J0 Rsn 11 0 L ch 
À partir de ces matrices de composantes élémentaires et des sous-matrices Qxy défi-
nies plus haut, on obtient les matrices finales des composantes ( 1-23). Ces matrices 
seront définies un peu plus loin lorsque nous développerons les matrices d'état A et B. 
R = RI+ Q'RRRtQRR 
G = G, + QRRGIQ1RR 
ç = C, + QccCtQ'cc 
L = Lu+ Q'LLLttQLL 
Pour notre exemple, les matrices suivantes sont obtenues: 
R = [ Rel, Rdio:R.J 0 Ç= [c,. o J
0 cch 
0 
G= Rsrc L = [L'" 0] 
0 1 1 0 Lch -+--
Rsn Rdio 
1.2.4 Matrices d'état A et B 
( 1-23) 
( 1-24) 
Dans cette section, nous développons les équations requises pour le calcul des 
matrices d'état de circuits ne comprenant que des composantes RLC, sans transformateur 
ni inductance couplée. Ces deux dernières classes de composantes seront traitées séparé-
ment dans les sections suivantes. 
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À ce stade, nous devons combiner les deux lois de Kirchhoff avec les relations cou-
rant/tension des composantes afin de définir les matrices de composantes finales. On 
définit en premier lieu les vecteurs de tensions et de courants suivants. 
v = [v, vJ' i = ~~;J' 
v, = [vE Ver vR, vuJ' i, = ~E Îcr ÎRt iuJ' ( 1-25) 
VI = [v ct VRI Vw V;]' Ît = ~Cl ÎRt iw ;;)' 
Ensuite, on combine les équations (l-18) et (l-20) pour obtenir (l-26) à ( 1-33). 
ÎE = -QEcÎct- QERÎRI- QELÎW- QEJÎJ 
ic, = -Qccict- QcRiRt- QcLiw- QcJi J 
ÎRt = -QRRÎRt- QRLiw- QRJÎJ 
iu, = -QLLiw- Qui J 
v ct = Q'EcvE + Q'ccvc, 
VRI = Q'ERVE + Q'cRVCt + Q'RRVRt 
Vw = Q'ELVE + Q'cLVCt + Q'RLVRt + Q'LLVLtt 
V J = Q'EJVE + Q'CJvCt + Q'RJVRt + Q'uvLtt 
( 1-26) 
(1-27) 
(1-28) 
( 1-29) 
(l-30) 
(1-31) 
(l-32) 
(l-33) 
Nous devons maintenant éliminer des équations ci-dessus toutes les variables que 
nous ne voulons pas conserver dans les équations finales. Rappelons que les variables 
d'état sont les tensions des condensateurs de l'arbre ver• les courants des inductances qui 
ne sont pas dans 1' arbre i Ul• et que les entrées sont les sources de tension v E et les sources 
de courant i1. 
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Nous commençons par éliminer tous les courants des condensateurs Uer et ÎCf) et 
les tensions des condensateurs qui ne sont pas dans l'arbre (vc1). Nous disposons à cet 
effet de la relation ( 1-34 ), valable pour les systèmes invariants dans le temps. 
( l-34) 
On peut reformuler ( l-27) comme suit: 
( l-35) 
Nous introduisons ensuite ( 1-34) dans ( 1-35) en substituant vc1 par ( 1-30). Le résul-
tat est le suivant. 
:,v ct = (Çf1(- QcRÎRt- QcLiw- QCJiJ + ê:,VE) 
ç = C, + QccCtQ'cc 
ê = -QccCLQ'Ec 
( l-36) 
L'équation ( 1-36) contient encore une variable qui doit être éliminée, soit iRt· Nous 
y reviendrons plus loin. Nous allons d'abord éliminer les vanables relatives aux induc-
tances. Nous disposons à cet effet de la relation ( l-37), valable encore une fois pour les 
systèmes invariants dans le temps. 
= fLu o]:,[~uJ l 0 Lu 'LtJ (l-37) 
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On reformule ensuite ( l-32) comme suit. 
( 1-38) 
On introduit ensuite ( 1-37) dans ( 1-38), tout en substituant iu1 par ( 1-29). Le résul-
tat est le suivant. 
;,;w = (Lf'( Q'ELvE+ Q'CLvCt + Q'RLvRr + L;/1) 
L = Lu+ Q'LLLrrQLL 
L = -Q'LLLttQLJ 
( 1-39) 
Comme dans le cas de l'équation (l-36), il reste dans (l-39) une variable à élimi-
ner, soit vRr· Pour éliminer iRL de ( 1-36) et vRr de ( 1-39), nous disposons des relations sui-
vantes. 
iRI = GlvRl 
VRt = R,iRt 
( 1-40) 
En combinant ( l-40) avec ( 1-28) et ( 1-31) et en ré-arrangeant les termes, on obtient 
un système de deux équations à deux inconnues ( 1-41 ). 
iRt- G,Q'RRvR, = G,Q'cRvcr + GtQ'ERvE 
R,QRRiRt+vRr = -R,QRLiw-RrQRJiJ 
(1-41) 
La solution de ce système est ( 1-42). Les sous-matrices intermédiaires sont définies 
dans (1-43). Nous constatons avec (l-43) que l'existence des matrices Set T dépend de 
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l'existence des matrices inversées dans les expressions t1 et t2. Pour le type de système à 
l'étude, il est possible de démontrer que ces expressions sont toujours non-singulières. 
Cette démonstration se trouve dans [3]. 
G = Gt + QRRGIQ1RR 
-1 
t 1 = (RrG> Rr 
Sll = t1QRRGtQ'cR 
S12 = 11QRL 
Tll = 11QRRG1Q'ER 
T12 = 11 QRJ 
R = RI+ Q'RRRtQRR 
-1 
t 2 = (G1R) G1 
S21 = 12Q'cR 
S22 = -t2Q'RRRtQRL 
T21 = t2Q 0ER 
T 22 = -t2Q1RRRtQRJ 
( 1-42) 
( 1-43) 
L'étape suivante consiste à insérer le résultat (1-42) dans (1-36) et (1-39) et à 
ré-arranger les termes. Les matrices intermédiaires ( 1-44) sont définies et le résultat final 
est ( 1-45). 
- 1 y = QcRR- Q'cR 
F = Q'RLG- 1QRL 
f' = QcRR-IQ,ER 
F = Q'RLG- 1QRJ 
- 1 H = -QcL + QcRR- Q'RRRtQRL 
G = Q'cL- Q'RLG- 1QRRGtQ'cR 
fi = -QcJ + QcRR-1 Q'RRRtQRJ 
(; = Q'EL -Q'RLG-1QRRGtQ'ER 
(1-44) 
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(l-45) 
Un commentaire s'impose sur le résultat (l-45), quant à la présence des dérivées 
des entrées dans le résultat final. La matrice ê sera non-nulle uniquement si le système à 
1 'étude comporte au moins une maille formée uniquement de sources de tension idéales et 
de condensateurs. De la même manière, la matrice L sera non-nulle uniquement si le sys-
tème à 1' étude comporte au moins une coupure formée uniquement de sources de courant 
idéales et d'inductances. Ces deux situations sont normalement considérées comme des 
dégénérescences [6] et ne sont pas permises. Dans tous le développement qui suit, nous 
considérons donc la matrice 8 2 nulle et par conséquent, les dérivées des entrées n'appa-
raissent pas dans les équations d'état finales. Les résultats suivants sont obtenus pour 
notre exemple. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
38 
0 
[ R ] Y= Rdio + Rsn 
l- sn 0 H= Rdio + Rsn 
0 Re~, l -l 
[ R,.R.,. J [ R ] - l + sn -l F = R src + R . R 0 G= R~o + Rsn l ( l-46) dao+ sn 
0 0 
[~] fi= [] Y= 
G= [~] F= [] 
Rsn l -
-l 0 Rdio + Rsn 0 
Csn<Rdio + Rsn> csn 
0 
0 -l -l Cc~, Re~, cch cch 0 A = B= ( l-47) 
R RsnRdio Lsrc _ l + sn 
-Rsrc- R R 
Rdio + Rsn -1 dio+ sn 0 0 
Lsrc Lsrc Lsrc 
0 
Lch 
0 0 
1.2.5 Matrices d'état Cet D 
Il existe principalement deux types de sorties que 1' on peut visualiser dans un sys-
tème électrique, soit: 
a. la tension entre deux noeuds, ce qui couvre toutes les possibilités de mesures 
de tensions; 
b. le courant circulant dans un segment. 
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1.2.5.1 Sorties tension 
Il existe une matrice P ("path matrix", ou matrice des chemins) qui définit un che-
min fermé entre chacun des noeuds et le noeud de référence. Ce chemin est formé uni-
quement de branches de 1' arbre. La matrice des chemins P s'obtient directement à partir 
de la matrice d'incidence nodale réduite selon la relation suivante. 
( 1-48) 
La matrice P est une matrice carrée où chaque rangée représente un noeud du gra-
phe (sauf le noeud de référence) et chaque colonne représente une branche de l'arbre. 
Comme elle est obtenue à partir de la matrice d'incidence nodale, elle ne contient que des 
0, 1 et -1 selon les conditions suivantes. 
0: si le chemin entre le noeud ; et le noeud de référence ne contient 
pas la branche j 
l: si le chemin entre le noeud i et le noeud de référence contient la 
p ij = branche j et que les orientations coïncident ( l-49) 
-l: si le chemin entre le noeud ; et le noeud de référence contient la 
branche j et que les orientations ne coïncident pas 
Si l'on connaît toutes les branches comprises entre n'importe quel noeud et le 
noeud de référence, on connaît alors les branches comprises entre n'importe quelle paire 
de noeuds. Nous avons donc besoin de ne considérer que les éléments faisant partie de 
l'arbre pour calculer les tensions entre deux noeuds: 
a. les sources de tensions indépendantes vE; 
b. les condensateurs C1; 
c. les résistances R1; 
d. les inductances L11• 
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La tension aux bornes d'une source de tension est calculée de façon triviale, et il 
n'y a qu'à placer un "l" ou un "-l" au bon endroit dans la matrice D. La tension aux bor-
nes d'un condensateur de l'arbre est une variable d'état, donc il s'agit simplement de pla-
cer un "1" ou un "-1" au bon endroit dans la matrice C. Pour ce qui est de la tension aux 
bornes d'une inductance de l'arbre, elle se calcule avec la relation suivante. 
( 1-50) 
Comme iw est variable d'état, on obtient iut en appliquant la loi de Kirchhoff des 
courants sur les noeuds où il y a des coupures inductives. 
(1-51) 
On obtient finalement v Lit en combinant ( 1-50) et ( 1-51 ). 
( 1-52) 
Enfin, pour ce qui est des tensions aux bornes des résistances de l'arbre, elles sont 
données par la première équation de ( l-42), obtenue plus haut lors du calcul des matrices 
A et B. 
1.2.5.2 Sorties courant 
Dans le cas des tensions, ce sont les éléments qui forment les branches de l'arbre 
qui forment la base pour le calcul de toutes les tensions. Pour les courants, c'est l'inverse 
c'est-à-dire que ce sont les liens qui forment la base pour le calcul des courants. Une fois 
que 1' on connaît les courants des liens, on déduit les courant des branches par application 
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de la loi de Kirchhoff des courants sur les noeuds d'intérêt avec la première équation de 
( 1-18). Nous devons calculer explicitement les courants des éléments suivants: 
a. les condensateurs qui sont des liens; 
b. les résistances qui sont des liens; 
c. les inductances qui sont des liens; 
d. les sources de courant indépendantes. 
Le courant d'une source de courant s'obtient de façon triviale en plaçant dans la 
matrice Dun "1" ou un ''-1" au bon endroit. Le courant d'une inductance est une variable 
d'état et s'obtient aussi de façon triviale en plaçant dans la matrice C un "l" ou un "-l" 
au bon endroit. Le courant traversant un des condensateurs est calculé de façon analogue 
à la tension aux bornes d'une inductances, en appliquant la loi de Kirchhoff des tensions 
dans les mailles capacitives de circuit: 
(1-53) 
Enfin, le courant dans une résistance qui est un lien de l'arbre s'obtient avec la 
seconde équation de ( 1-42), développée plus haut lors du calcul des matrices A et B. 
1.3 Circuits contenant des transformateurs 
Les équations décrites ci-haut sont valables seulement pour les cas où le réseau ne 
contient que des éléments passifs, sans transformateur ni inductance couplée. Si l'on veut 
considérer des éléments non-réciproques, comme des transformateurs, il faut reprendre le 
développement des équations en changeant un certain nombre de choses. 
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1.3.1 Matrices d'éléments passifs affectées 
D'abord, le fait de considérer les transformateurs requiert l'ajout d'un élément 
important dans nos composantes: le transformateur idéal. C'est le traitement du transfor-
mateur idéal qui est crucial pour le bon fonctionnement de la méthode. Le transformateur 
idéal est un quadripôle, alors que tous les éléments considérés à date sont des bipôles. 
Chaque transformateur idéal aura donc deux segments lui correspondant dans le graphe. 
Pour des raisons de causalité, l'un des segments doit être dans l'arbre et l'autre non. Si un 
transformateur comporte plus de deux bobinages, tous les bobinages d'un côté du trans-
formateur (primaire ou secondaire) devront faire partie de l'arbre et tous les bobinages de 
1 'autre côté ne devront pas en faire partie. Pour des raisons pratiques, nous avons adopté 
la convention que le primaire d'un transformateur ne comporte qu'un seul bobinage et 
que le bobinage ou les bobinages du secondaire sont ceux qui feront partie de l'arbre. Le 
bobinage du primaire ne fera donc jamais partie de 1' arbre. La figure 1-5 résume les rela-
tions de base requises pour le traitement des transformateurs. 
v2 = Nv 1 
i 1 = -Ni2 
Figure 1-5 Relations de base pour le traitement des transformateurs. 
Contrairement au cas des circuits RLC, nous n'utilisons plus R,, R1, G, et G1• Nous 
définissons de nouvelles relations tension-courant. L'équation (l-54) résume toutes les 
relations v-i requises, où la matrice Gu est une matrice de conductances, Gu est une 
matrice de résistances, G11 est une matrice de transfert de courant alors que G,1 est une 
matrice de transfert de tension. Le rapport de transformation N doit être placé au bon 
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endroit dans les matrices G1, et G,b selon les relations de base de la figure l-5. On place 
une conductance nulle dans G11 sur la diagonale, à l'endroit correspondant au lien de 
l'arbre du primaire du transformateur, et on place aussi une résistance nulle sur la diago-
nale de G,,. à l'endroit correspondant à la branche de l'arbre du secondaire du transforma-
teur. 
[::~ = (1-54) 
1.3.2 Réseaux isolés 
L'inclusion d'un transformateur idéal dans un système électrique a pour effet de 
créer deux réseaux électriquement isolés l'un de l'autre et ceci change l'allure du graphe. 
On obtient en fait deux graphes non-connectés. La figure l-6 illustre un circuit simple où 
l'on retrouve un transformateur et le graphe associé. Il est possible d'obtenir les équa-
tions d'état d'un tel système à l'aide de la théorie des graphes. Il suffit d'apporter un petit 
changement dans la procédure à suivre. Il s'agit d'abord de définir un noeud de référence 
Csn Rsn 
Dt 
02 
"• 
Es re 
'V Rpr 
Cch 
no 
ns no 
Figure l-6 Un circuit simple comprenant un transformateur idéal et le graphe 
correspondant. 
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dans chacune des parties isolées, plutôt que de définir un seul noeud de référence. Au lieu 
de retirer une seule rangée de la matrice d'incidence nodale, on retire toutes les rangées 
associées aux noeuds de références. De plus, pour un système comprenant n+ 1 noeuds et 
r réseaux isolés, on aura r arbres comprenant au total n-r branches. Lorsqu'un graphe 
comprend plusieurs arbres, on parle d'une forêt. Pour l'eltemple de la figure 1-6, il y a silt 
noeuds et deux réseaux isolés, donc la forêt contiendra deux arbres et un total de quatre 
branches. Les branches seront choisies dans le même ordre que dans le cas sans transfor-
mateur, sauf que maintenant il faut considérer les enroulements primaire et secondaire de 
chaque transformateur. Selon la convention établie plus haut (chaque secondaire doit être 
une branche et chaque primaire doit être un lien), 1' ordre de tri des composantes devient 
le suivant: 
a. les sources de tension indépendantes E (doivent être des branches); 
b. les secondaires des transformateurs idéault Rsec (doivent être des branches); 
c. les condensateurs C; 
d. les résistances R; 
e. les inductances L; 
f. les primaires des transformateurs idéaux Rsec (doivent être des liens); 
g. les sources de courant indépendantes J (doivent être des liens). 
Une forêt correspondant à la figure 1-6 est illustrée à la figure 1-7. La matrice 
d'incidence nodale correspondant à la forêt choisie est montrée en (l-55), tandis que la 
matrice des coupures fondamentales des liens et ses sous-matrices sont montrées en 
( 1-56). 
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Figure 1-7 Forêt correspondant au système de la figure 1-6. 
1 
Em. Cm Cch R,l!c 1 Rm Rch RJ;, R,, Lch 
-1 0 0 o 1o 1 0 0 -1 0 nr 
A= 0 -1 0-1 1 0 0 -1 0 0 
n2 ( 1-55) 
0 1 0 0 l-I 0 0 0 0 nJ 
0 0 -1 0 1 1 -1 0 -1 n_, 
1 
Ar At 
R IL QER = [o o o 1] QEL = [o] 1-
E{ Q_Q_D_1J_0 ~] [~ - Q -li 0 0 Q 1t=c{ -1 0 0 01 0 QCL = 
-1 1 -1 01 1 
CR - -1 l -1 
(l-56) 
R{ 1 o -1-oT o QRR = [1 0 l 0] QRL = [o] 1 
1.3.3 Matrices d'état A et B 
Bien que l'inclusion des transformateurs change de façon subtile la procédure 
d'obtention de la forêt topologique, les calculs menant aux matrices d'état changent 
quant à eux complètement. Les enroulements du transformateur sont considérés comme 
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des résistances ou conductances, puisque leur présence modifie essentiellement les cal-
culs de nature résistive, tel qu'exprimé en (1-54). Les résultats du travail d'élimination 
des variables capacitives et inductives réalisé plus haut, dans le cas où il n'y avait pas de 
transformateur, demeurent valables (équations (1-36) et (1-39)). Cependant, nous devons 
reprendre l'élimination de (1-36) et (1-39) des variables résistives non-désirées, vR1 et iRt• 
en remplaçant (l-40) par (1-54). Les matrices A et B se calculent à partir des mêmes 
matrices que dans le cas précédent, mais les matrices intermédiaires deviennent ( 1-57) et 
( 1-58). 
y= -M9Q'cR 
F = M6QRL 
y= -M9Q'ER 
F = M6QRJ 
H = -QcL + M wQRL 
G = Q'cL + MsQ'cR 
fi= -Qc;+MwQRJ 
G = Q'EL + M sQ'ER 
11 = matrice identité, même dimension que G 11 
/ 2 = matrice identité, même dimension que Gu 
M1 = /1 +Gt,QRR M6 = -M4(M3Glt-Gtt) 
M = 1 -G Q' , -1 2 2 rt RR M7 = GuQ RR(M2) 
-1 
M3 = GttQRR(M1) 
M4 = Q'RL(M2 +M3GuQ'RRf1 
Ms= -M4(M3Gu+Grt> 
-1 
Ms = QcR(M1 + M7GttQRR) 
M 9 = -M8(M7Gtt + G11 ) 
Mw= Ms(M7Gu+Gtr> 
(1-57) 
( 1-58) 
L'existence d'une représentation d'état pour un système comprenant un transfor-
mateur dépend du fait que plusieurs matrices doivent être non-singulières (calcul de M3, 
M4, M7 et M8 dans (l-58)). Contrairement au cas où il n'y a pas de transformateur, il 
n'est pas possible de prouver de façon certaine que ces matrices sont non-singulières. Si 
l'une d'elle est singulière, cela ne veut pas nécessairement dire qu'il n'existe pas de 
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représentation d'état pour le système. Cela signifie plutôt qu'il n'est pas possible de trou-
ver une représentation d'état avec la procédure décrite ici. 
Les matrices intermédiaires obtenues pour 1' arbre de la figure 1-7 sont montrées en 
( 1-59). Les matrices d'état A et B qui en découlent sont montrées en ( 1-60). 
1 0 0 0 
Mt 0 0 0 = 
0 0 1 0 
-N 0 -N 
M2= [1] (l-59) 
M3= [o o o o] 
M4 = M6 = [~ 
Ms = [o o o o] 
1 -1 1 N N 
----+-
Rsn Rcll Rdio Rsn Rdio 
-1 -1 0 N 
CsnRsn CsnRsn Cs,1Rsn 
-1 N N 
----- -+-A= 
-1 Rsn Rcll Rdio -1 B= Rsn Rdio ( 1-60) 
CciiRsn ccli ccli ccli 
0 0 0 
1.3.4 Matrices d'état Cet D 
Étant donné que 1' ajout des transformateurs affecte essentiellement les matrices de 
résistances et de conductances du système, seules les sorties tension aux bornes de bran-
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ches résistives et courant des liens résistifs sont affectées. On définit d'abord six matrices 
intermédiaires comme suit. 
D, = (M2 + M3GuQ'RRf' 
-1 
D2 = (M, +M1GrrQRR) 
Mll = D 1(-M3Gu+G,1) 
M,2 = D,(M3Gl,-Grr) 
M 13 = D2(M1G,1 +Gu) 
M14 = D2(-M1Gtt-G1,) 
L'équation (1-42) demeure valide. Cependant, (1-43) devient (1-62). 
s" = M"Q'cR S21 = M13Q'cR 
s,2 = M,2QRL S22 = M,4QRL 
T 11 = M li Q' ER T21 = M,3Q1ER 
T12 = Ml2QRJ T22 = Mt4QRJ 
1.3.5 Restrictions sur les paramètres 
( 1-61) 
( 1-62) 
La technique de modélisation décrite ci-haut permet d'inclure dans un système un 
transformateur idéal, ce qui n'est pas le cas de la méthode qui a été utilisée dans le 
Power System Blockset version l. Dans le cas de ce logiciel, les résistances de chaque 
enroulement et la résistance de la branche de magnétisation devaient avoir des valeurs 
finies non-nulles. ll était cependant permis de spécifier des inductances de fuite nulles et 
une inductance de magnétisation infinie. 
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Il y a un seul cas où l'on ne peut modéliser des enroulements idéaux avec la 
méthode proposée. Il s'agit du cas où les enroulements secondaires de plusieurs transfor-
mateurs forment une maille, par exemple dans une connexion triphasée en triangle. 
Comme tous les enroulements secondaires doivent faire partie de l'arbre, selon la con-
vention établie plus haut, un arbre ne peut être construit dans ces conditions, puisque 
l'arbre ne doit contenir aucune maille. Il est donc nécessaire dans ce cas de spécifier une 
impédance de fuite (résistance, inductance ou les deux) non-nulle dans chacun des enrou-
lements secondaires. 
La technique de modélisation présentée ici permet aussi de modéliser un transfor-
mateur réel, avec impédances de fuites et de magnétisation. Ces impédances sont simple-
ment considérées comme les autres composantes passives du système. 
1.4 Circuits contenant des Inductances couplées 
Originalement, nous traitions une inductance mutuelle comme un transformateur 
ayant un rapport de transformation de un, tel qu'illustré à la figure 1-8. 
R 1: résistance de 1 'enroulement 1. 
R2: résistance de l'enroulement 2. 
Rm: résistance de la branche magnétisante. 
L1: self-inductance de l'enroulement 1. 
L2: self-inductance de l'enroulement 2. 
Lm: inductance magnétisante. 
Figure 1-8 Circuit équivalent d'une inductance mutuelle à deux enroulements. 
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Cependant, nous avons étudié certaines topologies où cette méthode donnait des 
résultats erronés. Nous avons donc éliminé le transformateur idéal et généré des matrices 
d'inductances et de résistances avec des termes hors-diagonale aux bons endroits. Pour 
l'exemple de la figure 1-8, les matrices suivantes sont obtenues. 
(1-63) 
1.4.1 Matrices affectées 
Comme il peut maintenant y avoir du couplage entre plusieurs inductances, les 
matrices L, et L11 ne sont plus nécessairement diagonales. De plus, comme certaines de 
ces inductances peuvent être des branches alors que d'autres sont des liens, il y aura 
potentiellement du couplage entre les branches et les liens. La relation ( 1-37) ne tient plus 
et est remplacée par ( 1-64 ). 
( 1-64) 
Nous utilisons les même relations résistives (l-54) que dans le cas où il y avait des 
transformateurs. Enfin, si l'on reprend le processus d'élimination des variables inductives 
non-désirées, on se retrouve avec la matrice d'inductances L. suivante. 
( 1-65) 
Outre cette nouvelle définition de la matrice L. le calcul des matrices d'état A et B 
demeure le même que dans le cas des circuits contenant des transformateurs. Le proces-
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sus d'élimination des variables inductives non-désirées modifie également le calcul des 
parties des matrices d'état Cet D associées aux sorties de tension aux bornes des induc-
tances qui sont des branches de l'arbre, qui devient le suivant. 
V Lu = [vtt vtJ [~cJ + [w 11 Wt 2] [El 
'uJ Jj 
-t 
t3 = (Ltl- LIIQLL)t 
V 11 = t3G 
vt2 = -r3F 
w11 = r/1 
wt2 = -r3F 
1.4.2 Restrictions sur les paramètres 
(l-66) 
Comme dans le cas des transformateurs, la méthode proposée permet d'assouplir 
certaines contraintes sur les paramètres, par rapport à la version 1 du Power System 
Blockset, où il n'était pas possible de spécifier des résistances nulles. De plus, l'induc-
tance de magnétisation Lm devait aussi être non-nulle. La méthode de modélisation pro-
posée ici permet de spécifier des résistances nulles et une inductance de magnétisation 
nulle. Ce dernier cas revient en fait à des inductances non-couplées. 
1.5 Détection d'erreurs dans les données d'entrée 
La modélisation des systèmes électriques basée sur la théorie des graphes permet 
également de détecter plusieurs types d'erreurs courantes. Par exemple, si lors de la cons-
truction de l'arbre une source de tension ne peut être incluse dans ce dernier, c'est qu'il y 
a une maille ne comportant que des sources de tension. En d'autres termes, il y a des 
sources de tension en parallèle, ce qui viole la loi de Kirchhoff des tensions. De façon 
analogue, si une source de courant doit être incluse dans 1' arbre pour atteindre un certain 
noeud, c'est que nous sommes en présence de l'un des deux problèmes suivants: 
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a. la source de courant n'est pas raccordée à au moins une de ses extrémités; 
b. il y a au moins deux sources de courant en série. 
Dans un cas comme dans 1' autre, la loi de Kirchhoff des courants est violée et une 
erreur doit être signalée. Enfin, nous avons mentionné plus haut que les situations suivan-
tes provoquaient des dégénérescences non-tolérées: 
a. mailles composées uniquement de sources de tension et de condensateurs 
(mailles CE); 
b. coupures composées uniquement de sources de courant et d'inductances 
(coupures U). 
Ces deux conditions sont détectées grâce à la matrice des coupures fondamentales 
Q,. En effet, si l'on détecte un terme non-nul dans la sous-matrice QEc de (1-20), c'est 
qu'il y a une maille CE. Comme chaque rangée de QEc correspond à une source de ten-
sion particulière et chaque colonne de cette même matrice correspond à un condensateur 
en particulier, il est possible d'indiquer à l'usager quelle source de tension et quel con-
densateur causent cette dégénérescence. 
De la même façon, un terme non-nul dans la sous-matrice Qu de ( 1-20) indique la 
présence d'une coupure U. Encore une fois, nous connaissons les composantes qui cau-
sent le problème et elles peuvent être indiquées à l'usager. 
1.6 Analyse de performance 
Afin de confirmer la validité de la méthodologie proposée dans ce chapitre, les 
divers algorithmes ont été programmés en langage Matlab et des tests ont été effectués 
sur un grand nombre de circuits. Dans un premier temps, les données d'entrée devaient 
être fournies sous forme d'une matrice, où chaque rangée correspondait à une compo-
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sante particulière et chaque colonne correspondait à un paramètre de la composante, soit 
entre autres: 
a. un numéro de segment unique; 
b. un noeud de source et un noeud de destination; 
c. un type de composante (source de tension=!, condensateur=2, etc); 
d. la valeur de la composante (R=lO Q, C=4.7 J.LF, etc). 
Cette façon de procéder convenait lorsque les systèmes à analyser étaient relative-
ment petits, mais au fur et à mesure qu'ils grossissaient, l'entrée des données devenait 
laborieuse. Un filtre a donc été créé afin de permettre l'entrée des données à partir du 
Power System Blockset. Ce logiciel permet d'entrer graphiquement les données du cir-
cuit et les convertit en plusieurs matrices avant de faire l'analyse. Ce format étant incom-
patible avec celui requis pour notre méthode, une conversion s'avérait nécessaire, d'où le 
développement du filtre sus-mentionné. 
Parmi les nombreux systèmes sur lesquels nos algorithmes ont été testés, il y en a 
un qui est particulièrement gros. Ce système comprend tout le réseau de transport d'un 
état américain avec des connexions inter-états. Il comprend 261 variables d'état, 147 
entrées et 192 sorties. Le grand nombre d'entrées et de sorties est principalement dû au 
fait que le système comprend 17 lignes de transport à paramètres distribués, lesquelles 
sont modélisées par des sources de courant non-linéaires alimentées en tension. Chaque 
ligne triphasée requiert six sorties (trois tensions de phase à chaque extrémité de la ligne) 
et six entrées (trois courants de ligne à chaque extrémité). Ce réseau comporte aussi 48 
transformateurs monophasés, dont 30 ont deux enroulements et 18 en ont trois. Enfin, le 
système comprend aussi 17 inductances mutuelles triphasées. 
Au départ, le seul critère de performance de nos programmes était le temps requis 
pour obtenir la représentation d'état du système. On souhaite que ce temps soit le plus 
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petit possible. La principale raison pour laquelle nous avons choisi le réseau décrit 
ci-haut pour nos essais est que ce réseau est très long à analyser avec la version 1 du 
Power System Blockset, même sur des ordinateurs très performants. La nouvelle 
méthode permet de réduire radicalement le temps de calcul, comme le montre le 
tableau 1-1. Ces essais ont été réalisés sur un ordinateur SUN Ultra lO équipé de 256 Mo 
de mémoire vive et dont le processeur UltraSparc IIi comporte une horloge de 333 MHz. 
Bien que les trois parties des calculs soient plus rapides qu'avant, notre travail affecte 
seulement la partie 2, le calcul des matrices d'état, du tableau 1-l. Le temps de calcul de 
cette partie passe de 6h40 à moins de six secondes, soit un gain en vitesse d'un facteur de 
plus de 4000. 
Tableau 1-1 
Temps requis pour obtenir les matrices d'état d'un grand réseau 
Temps requis Temps requis 
avec nouvelle Tâche avec PSB 1.0 
méthode (s) (s) 
l - Analyse graphique et conver- 360 28 
sion des données en matrices 
2- Calcul des matrices d'état 24200 5.8 A,B, CetD 
3 - Calcul des conditions initiales 
permettant de démarrer la simu- 11.0 7.6 
lation en régime permanent 
À la suite de ces essais, nous avons également conclu que la méthode proposée per-
met d'obtenir des matrices d'état beaucoup plus "propres" et creuses. En effet, la 
méthode employée pour le calcul de ces matrices dans la version l du Power System 
Blockset cause beaucoup d'erreurs numériques, de sorte que les matrices contiennent un 
grand nombre de termes négligeables. Pour comparer entre elles les diverses matrices 
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d'état obtenues avec différentes méthodes de calcul, nous considérons comme références 
les matrices obtenues avec la méthode proposée. En d'autres termes, tout élément qui est 
nul dans une matrice obtenue avec la méthode proposée et qui est non-nul dans la matrice 
équivalente obtenue avec une autre méthode est considéré comme un terme parasite. La 
figure 1-9 permet de constater que pour la matrice A, d'ordre 261 et pouvant contenir au 
maximum 68 000 termes, la méthode proposée donne une matrice creuse à plus de 93% 
alors que la matrice obtenue avec le PSB 1.0 contient presque dix fois plus de termes. 
Le plus petit terme non-nul obtenu avec la méthode proposée est de l'ordre de w-5. 
La même matrice obtenue avec le PSB 1.0 contient plus de 25 000 termes inférieurs à 
cette valeur et en compte près de 16 000 qui sont supérieurs à ce seuil, ce qui est près de 
quatre fois plus qu'avec la méthode proposée. Le tableau 1-2 montre les taux de remplis-
sage pour les quatre matrices d'état, en comparant les deux méthodes d'obtention des 
équations d'état. On y remarque que la méthode proposée permet de réduire substantiel-
lement les termes parasites dans les quatre matrices. 
0 100 200 
41795 termes non-nuls 
(38.6% creuse) 
b) 
0 100 200 
4425 termes non-nuls 
(93.5o/o creuse) 
Figure 1-9 Patron de remplissage de la matrice d'état A. a) avec le PSB 1.0; 
b) avec la méthode proposée. 
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Tableau 1-2 
Remplissage des matrices d'état selon la méthode de calcul. 
Nombre Nombre de termes non-nuls 
Matrice maximum Méthode d'éléments PSB 1.0 proposée 
A 68 121 41 795 4425 
B 38 367 13 326 1 596 
c 50 112 32 711 2 010 
D 28 224 12 612 1 049 
1. 7 Conclusions 
Ce chapitre décrit une méthodologie permettant d'obtenir systématiquement la 
représentation d'état d'un système électrique quelconque. Bien que la théorie et les algo-
rithmes soient en grande partie connus et documentés, nous considérons que la combinai-
son de ces algorithmes et leur programmation, le tout résultant en un logiciel fonctionnel, 
est une contribution intéressante. 
Étant donné les bonnes performances de cette méthode, les travaux décrits dans le 
présent chapitre ont été intégrés à la version 2.0 du Power System Blockset, commercia-
lement disponible depuis l'été 2000. 
Enfin, l'obtention de la représentation d'état d'un système électrique général n'est 
que la première étape dans nos travaux. Nous allons maintenant considérer plus spécifi-
quement une classe de systèmes électriques, à savoir les entraînements électriques. 
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CHAPITRE 2 
MODÉLISAnON DES ENTRAÎNEMENTS ÉLECTRIQUES 
À L'AIDE DE LA REPRÉSENTAnON D'ÉTAT 
Le chapitre précédent décrit une méthodologie permettant d'obtenir la représenta-
tion d'état de la partie linéaire d'un système électrique quelconque. Dans notre dévelop-
pement, nous avons très peu parlé des éléments non-linéaires présents dans de nombreux 
systèmes. En fait, à date, nous avons seulement mentionné que les modèles de lignes à 
paramètres distribués étaient modélisés par des sources de courant commandées en ten-
sion. 
Cette approche de modélisation est celle employée dans le Power System Blockset 
pour toutes les composantes non-linéaires, incluant: 
a. tous les types d'interrupteurs (disjoncteur, diode, thyristor, etc.); 
b. tous les types de machines électriques (synchrone, asynchrone, etc.): 
c. les lignes de transport à paramètres distribués; 
d. le parafoudre; 
e. la branche de magnétisation du transformateur saturable. 
Dans le cadre de nos travaux, nous avons conservé une approche similaire. Le pré-
sent chapitre vise à décrire de façon plus spécifique comment nous modélisons les com-
posantes non-linéaires présentes dans des entraînements électriques. Nous commençons 
par considérer les systèmes électriques comportant des interrupteurs. Ensuite, nous ajou-
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tons la possibilité d'inclure les machines électriques dans ces mêmes systèmes et nous 
décrivons le modèle de machine asynchrone utilisé dans nos travaux. Enfin, nous décri-
vons une méthode qui permet d'obtenir une représentation d'état unique pour toute la 
partie électrique d'un entraînement, incluant la machine. Les performances de cette 
méthode sont analysées en temps différé. 
2.1 Systèmes comprenant des Interrupteurs 
Nous considérons d'abord les systèmes électriques comportant des interrupteurs. 
Le travail décrit dans cette section s'applique à tous les types d'interrupteurs, puisque le 
macromodèie de la partie électrique d'un interrupteur demeure le même, qu'il s'agisse 
d'un disjoncteur, d'une diode, d'un transistor MOSFET ou autre. Seule la logique de 
commutation varie d'un type d'interrupteur à l'autre. 
En premier lieu, nous discutons de la modélisation des interrupteurs. Nous décri-
vons ensuite une méthode innovatrice récemment mise au point pour mettre à jour les 
matrices d'état suite à la commutation d'interrupteurs. 
2.1.1 Modélisation des interrupteurs 
Il existe essentiellement deux grandes familles de modèles d'interrupteurs, soit les 
micromodèles et les macromodèles. Dans le premier cas, il s'agit de représenter fidèle-
ment le comportement statique et dynamique de l'interrupteur. Les micromodèles sont 
principalement utilisés par les concepteurs de circuits électroniques et le niveau de détail 
avec lequel ils sont modélisés rend les calculs associés à leur simulation très longs. 
Cependant, lorsque le comportement détaillé de 1' interrupteur lui-même importe peu et 
que l'on veut plutôt étudier le comportement d'un système comprenant des interrupteurs, 
un macromodèle suffit [21]. Nous considérons trois types de macromodèles d'interrup-
teurs, soit: 
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a. l'interrupteur idéal (impédance nulle à l'état passant, impédance infinie à 
l'état ouvert); 
b. le modèle binaire résistif (faible résistance à l'état passant, très grande résis-
tance à l'état ouvert); 
c. le modèle binaire résistif avec élément(s) réactif(s). 
L'interrupteur idéal est utilisé entre autres dans le logiciel EMTP [22], lequel est 
basé sur 1' approche nodale et la discrétisation trapézoïdale. L'approche nodale se prête 
bien à la simulation d'interrupteurs idéaux puisque quand 1' interrupteur est fermé, les 
deux noeuds auxquels il est raccordé deviennent un seul noeud et on retire une rangée et 
une colonne de la matrice d'admittance nodale. Cependant, la modélisation d'un interrup-
teur idéal n'est pas possible lorsque le système électrique est exprimé sous forme d'une 
représentation d'état puisqu'une résistance nulle conduit à une conductance infinie (et 
vice-versa) et les matrices R et G deviennent singulières. Nous sommes donc contraints 
d'utiliser au minimum un modèle d'interrupteur consistant en une résistance binaire. 
Quant au modèle binaire résistif avec composantes réactives, il s'agit d'ajouter dans le 
modèle un certain nombre de résistances, d'inductances et de condensateurs [7] afin de 
représenter plus fidèlement les caractéristiques de l'interrupteur à l'allumage et à 
1' extinction. 
Nous avons utilisé deux de ces modèles dans nos travaux, à savoir le modèle 
binaire résistif et le modèle binaire résistif avec inductance en série. Ces deux modèles 
sont illustrés à la figure 2-l. Nous avons d'abord utilisé le modèle avec inductance en 
a) 
Figure 2-1 Macromodèles d'interrupteurs utlisés. a) modèles binaire résistif avec 
inductance série; b) modèle binaire résistif. 
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série. Cette inductance est typiquement de l'ordre du JJ.H. L'inclusion de cette inductance 
dans le modèle se justifie de diverses façons. Dans le cas du modèle employé dans le 
Power System Blockset version 1, cette inductance sert à briser la boucle algébrique [23] 
formée lorsque le modèle d'interrupteur, simulé à l'extérieur de la représentation d'état, 
est placé dans une boucle de contre-réaction avec cette dernière, tel qu'illustré à la figure 
2-2. 
Sources de tension Mesures de tension 
et courant 
-
Représentation d'état et courant 
-
-
-
~ de la partie linéaire ~ 
Courant Tension aux borne 
de l'interrupteur Modèle ... de l'interrupteur 
s 
d'interrupteur -
Figure 2-2 Interface de la partie linéaire du système avec le modèle d'interrupteur. 
L'ajout de cette inductance peut aussi se justifier par le fait que l'on cherche à 
modéliser la caractéristique de l'interrupteur à l'allumage. En effet, lorsqu'un semicon-
ducteur de puissance passe de l'état bloqué à l'état passant, le courant ne s'établit pas ins-
tantanément, mais croit graduellement comme dans une résistance en série avec une 
inductance. 
Cependant, 1' ajout de 1' inductance dans le modèle a pour effet d'augmenter le nom-
bre de variables d'état, et par conséquent la taille des matrices d'état. Pour un circuit 
comprenant seulement quelques interrupteurs, cette augmentation peut être sans consé-
quence. Cependant, pour des systèmes comportant un grand nombre d'interrupteurs, par 
exemple un système de transport d'énergie à courant continu, l'impact est loin d'être 
négligeable. Une autre conséquence de l'inclusion de l'inductance dans le modèle est 
qu'elle rend le système très rigide. Un système est dit rigide lorsqu'il comporte à la fois 
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des dynamiques très lentes et très rapides. Lorsqu'un système électrique est exprimé sous 
forme d'équations d'état, les valeurs propres de la matrice d'état A sont en fait les pôles 
du système. Le rapport. en valeur absolue, du pôle avec la plus grande valeur sur le pôle 
avec la plus petite valeur donne le coefficient de rigidité [20]. 
Pour illustrer le concept de rigidité, considérons le circuit simple illustré à la 
figure 2-3. Il s'agit d'un redresseur à diode simple alternance alimentant une charge 
inductive. Un circuit amortisseur, consistant en une résistance en série avec un condensa-
teur, est raccordé aux bornes de l'interrupteur. 
0.1 J.LF 100 n 
Dio 
lQ 
1 mH 
Diode: L = 10 J.LH (modèle inductif seulement) 
R = 1 mQ (interrupteur ouvert) 
R = 1 MO (interrupteur fermé) 
Figure 2-3 Circuit simple utilisé pour illustrer le concept de rigidité. 
Les matrices d'état ont été calculées pour ce circuit dans quatre conditions différen-
tes, soit en utilisant alternativement les deux modèles d'interrupteurs et dans chaque cas, 
avec l'interrupteur ouvert (résistance très élevée) puis fermé (résistance faible). Les 
valeurs propres de la matrice d'état A ont été calculées et le coefficient de rigidité obtenu. 
Le tableau 2-1 résume les résultats. En comparant les deux modèles pour un même état de 
l'interrupteur, on voit que le fait d'inclure une petite inductance série dans le modèle aug-
mente substantiellement le coefficient de rigidité du système. 
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Tableau 2-1 
Coefficients de rigidité obtenus dans diverses conditions 
Modèle d'interrupteur État de Coefficient de l'interrupteur rigidité 
ouvert 1 
Binaire résistif 
fermé 100 
ouvert 1 ()()()()()() 
Binaire résistif avec inductance série 
fermé 10000 
Nous verrons au chapitre suivant qu'un système caractérisé par un coefficient de 
rigidité élevé pose certains problèmes au niveau de l'intégration numérique des équa-
tions. 
2.1.2 Changements d'état d'Interrupteurs 
Nous avons décrit au chapitre précédent une méthode permettant d'obtenir la repré-
sentation d'état de la partie linéaire d'un système électrique. Nous avons aussi discuté à 
la section précédente de deux modèles d'interrupteurs. Nous allons maintenant voir com-
ment le modèle d'interrupteur est interconnecté au reste du système. 
Un interrupteur peut être simulé de diverses façons lorsque le système est modélisé 
sous forme d'équations d'état. Nous avons déjà discuté de la façon dont les modèles 
non-linéaires sont simulés dans la version 1 du Power System Blockset (figure 2-2). Une 
autre façon de faire serait de modifier la valeur de la résistance d'un interrupteur directe-
ment dans la matrice des résistances et de reprendre le calcul des matrices d'état de la 
même manière que le calcul initial (chapitre 1 ). Or, le nombre de calculs impliqués rend 
cette méthode peu attrayante pour une simulation en temps réel. 
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Une méthode combinant ces deux approches a récemment été développé par Gil-
bert Sybille, un chercheur de l'Institut de Recherche d'Hydro-Québec (IREQ). Nous 
avons participé à l'implantation et à l'optimisation de cette méthode dans la version 2 du 
Power System Blockset et allons maintenant la décrire. 
D'abord, cette méthode n'est applicable que pour des systèmes où chaque interrup-
teur est modélisé comme une simple résistance binaire, sans inductance. En conservant la 
convention établie plus tôt, soit que chaque interrupteur est une source de courant ali-
menté en tension, on définit la relation suivante. 
isw = Gswvsw (2-1) 
Dans (2-l ), isw est le vecteur des courants circulant dans les n.nv interrupteurs, G.nv 
est une matrice diagonale dont les éléments représentent les conductances des interrup-
teurs, et v.nv est le vecteur des tensions aux bornes des n.nv interrupteurs. Fait à signaler, 
cette façon de modéliser les interrupteurs permet d'utiliser une résistance intïnie (conduc-
tance nulle) pour un interrupteur à l'état bloqué. Les tensions Vsw forment une partie du 
vecteur des sorties y de la représentation d'état de la partie linéaire du système. Le reste 
du vecteur y contient différentes mesures de courants et tensions, que nous identifions par 
Y mes· Les courants Îsw forment quant à eux une partie du vecteur d'entrée u de cette même 
représentation d'état. Le reste du vecteur u contient les sources indépendantes de tension 
et de courant présentes dans le système. Ces sources sont identifiées par "src· Notre sys-
tème peut alors être défini tel qu'illustré à la figure 2-4, où les matrices d'état ont un suf-
fixe o pour indiquer qu'il s'agit des matrices d'état originales du système. Il s'agit ensuite 
de développer les expressions définissant une nouvelle représentation d'état équivalente 
au schéma de la figure 2-4, tel qu'illustré à la figure 2-5. 
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u = 
[ v ] 
y- sw 
Y mes 
DSW = 
Figure 2-4 Schéma-bloc illustrant la méthode de mise à jour des matrices d'état. 
r-----------, 
u i = A 0 x + 8 0 u 1 Y 
y=C0 x+D0 u 
l.-----------.J 
-
i = Ax+ Bu 1 
y= Cx+Du 1 
Figure 2-5 Représentation d'état équivalente (matrices A, B, Cet 0). 
y 
--
-
Les relations suivantes servent de base pour obtenir les expressions des nouvelles 
matrices d'état. 
i = A0 x+ 8 0 u (2-2) 
y= C0 x+D0 u (2-3) 
U2 = DswY (2-4) 
u = ul + u2 (2-5) 
= Ul +DswY 
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En substituant (2-5) dans (2-3), on obtient (2-6). 
(2-6) 
En isolant y dans (2-6), et en ré-arrangeant les termes, on obtient les matrices C et 
D de la nouvelle représentation d'état. La matrice 1 dans (2-8) est une matrice identité de 
dimension appropriée. 
y= Cx+Du 1 
-1 
Dx = (/- DoDsw) 
c = DXCO 
D = DXDO 
(2-7) 
(2-8) 
(2-9) 
(2-10) 
Pour le calcul des matrices A et 8, il s'agit d'abord de substituer (2-5) et (2-7) dans 
(2-2}, puis d'arranger les termes. Le résultat est le suivant: 
i = Ax+8u 1 (2-11) 
8x = 8oDsw (2-12) 
A = A0 + 8_tC (2-13) 
8=80 +8xD (2-14) 
La mise à jour des matrices d'état A, 8, Cet D se résume donc de la façon suivante, 
lorsqu'un ou plusieurs interrupteurs changent d'état: 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
66 
a. mettre à jour la matrice D sw• qui contient sur sa diagonale les conductances 
de tous les interrupteurs; 
b. calculer (2-8), (2-9) et (2-10); 
c. calculer (2-12), (2-13) et (2-14). 
2.2 Machines électriques 
Nous abordons maintenant la modélisation de la composante centrale dans un 
entraînement, soit la machine électrique. Comme tous nos travaux ont été effectués avec 
une machine asynchrone ou machine d'induction, nous allons discuter uniquement de 
cette machine. Après avoir présenté le modèle utilisé et justifié notre choix de variables 
d'état, nous discutons de l'impact du choix de la transformation de référentiel sur la stabi-
lité de la simulation des entraînements à haute fréquence de commutation. toujours en 
temps différé. 
2.2.1 Modélisation de la machine asynchrone 
La modélisation de la machine asynchrone est bien documentée dans la littérature. 
Cependant, il existe un grand nombre de modèles. Le niveau de détail du modèle dépend 
de l'application que l'on désire simuler. Par exemple, pour un manufacturier de machi-
nes, il est imponant de faire des simulations d'une grande précision si l'on souhaite 
reproduire fidèlement le componement de la machine dans toutes les conditions. D'autre 
pan, si l'on désire étudier l'impact de la dynamique d'une machine placée dans un grand 
réseau électrique, il n'est pas nécessaire de la simuler de façon très détaillée. Ceci dit, 
notre choix de modèle est dicté par le fait que l'on désire simuler cette machine en temps 
réel, ce qui impose une contrainte sévère au niveau du temps disponible pour résoudre les 
équations associées à notre modèle. Comme nous nous intéressons aux entraînements, 
nous souhaitons simuler le plus fidèlement possible le componement d'une machine 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
67 
réelle, tout en respectant la contrainte de temps de calcul. Nous avons donc choisi d'utili-
ser un modèle très semblable à celui développé dans le cadre du Power System Blockset. 
Ce modèle utilise des transformations de référentiel afin de convertir les variables 
de phase en variables dans le référentiel dq. L'utilisation de transformations de référentiel 
est principalement motivée par le fait qu'elle simplifie grandement les équations de la 
machine. En effet, les matrices d'inductances de la machine varient dans le temps lorsque 
les variables de phase sont utilisées (référentiel abc). Certaines inductances sont des 
fonctions du sinus ou du cosinus de l'angle rotorique. Les transformations dans le réfé-
rentiel dq, judicieusement choisies, rendent ces inductances constantes. Ces transforma-
tions sont cependant applicables uniquement si les enroulements de la machine sont 
équilibrés et distribués sinusoïdalement. Pour le moment, nous allons développer les 
équations de la machine dans le référentiel dq arbitraire et nous discuterons plus en détail 
des transformations de référentiel dans une section ultérieure. 
Notre modèle est basé sur les hypothèses suivantes [24]: 
a. l'entrefer est uniforme; 
b. le circuit magnétique est linéaire (pas de saturation magnétique); 
c. les enroulements du stator sont identiques et distribués de telle sorte qu'ils 
produisent une force magnétomotrice purement sinusoïdale, avec les phases 
disposées de telle sorte qu'une seule force magnétomotrice tournante est éta-
blie lorsque les courants du stator sont équilibrés; 
d. les enroulements ou barres du rotor sont disposés de telle sorte que, à tout ins-
tant, la force magnétomotrice du rotor peut être considérée comme purement 
sinusoïdale et comportant le même nombre de pôles que la force 
magnétomotrice du stator; 
e. les enroulements du rotor et du stator sont raccordés en étoile et le neutre 
n'est pas accessible (connexion à trois fils). 
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Une caractéristique importante du modèle est la nature des variables d'état. Dans la 
plupart des modèles de machines électriques, les variables d'état sont généralement les 
courants circulant dans les divers enroulements de la machine ou les flux de ces mêmes 
enroulements. Krause et Thomas [24] mentionnent que le choix devrait être dicté par le 
système d'équations qui requiert le moins de calcul. Selon eux, ceci se produit lorsque les 
flux sont les variables d'état. Cependant, leur motivation à réduire les calculs provient du 
fait que leurs simulations sont faites sur des ordinateurs analogiques. Dans ce cas, un cal-
cul plus complexe signifie un plus gros ordinateur analogique. Dans notre cas, nous ver-
rons à la prochaine section que les équations de notre modèle de machine sont insérées 
dans un système d'équations plus général. Avec cette façon de procéder, les courants de 
la machine servent de variables d'interface et doivent être les variables d'état. 
Les équations des tensions dans le référentiel dq arbitraire pour notre modèle sont 
données par (2-15). Les équations des flux sont quant à elles données par (2-16). Le 
schéma équivalent correspondant à ces équations est montré à la figure 2-6 [25]. 
v qs = rsiqs + ;t')..qs + O>Âcls 
v Js = riels+ ;t')..ds- O>Âqs 
1 1 ., d ')..' ( ) ')..' v qr = r ,, qr +dt qr + CJ)- ro, dr 
o o •o d "lo ( )"~' 
v dr = r r1 dr+ dt/\. dr- (1)- ro, 1\. qr 
Âqs = Liqs + Ln/qr 
Âds = Lsids + Lmi'dr 
')..'qr = L',i'qr + Lmiqs 
')..'dr = L',i'dr + Lmids 
Ls = Lts+Lm 
L', = L'Ir+ Lm 
(2-15) 
(2-16) 
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axeq 
axed 
Figure 2-6 Schéma équivalent du modèle de machine asynchrone dans le référen-
tiel dq arbitraire. 
Dans (2-15), (2-16) et la figure 2-6, on remarque d'abord qu'il n'y a pas de compo-
sante homopolaire, conséquence du raccordement en étoile à trois fils. Les suffixes s et r 
identifient les grandeurs liées respectivement au stator et au rotor. Les suffixes 1 et m 
identifient respectivement les inductances de fuite (de l'anglais "leakage") et de magnéti-
sation. Les "primes" servent à indiquer que toutes les grandeurs liées au rotor sont réfé-
rées au stator. Enfin, ro et ro, identifient respectivement la vitesse angulaire du référentiel 
et la vitesse angulaire électrique du rotor. 
Les équations d'état de la partie électrique de notre modèle s'obtiennent en substi-
tuant les flux de (2-16) dans les équations des tensions (2-15), puis en isolant les dérivées 
de tous les courants. On obtient alors deux systèmes de deux équations à deux inconnues 
qu'il faut résoudre. Le résultat est le suivant. 
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-rsL'r Ct : r ,Lm -rorLmL'r ;qs 
-C 1 -rsL'r :rorLmL'r r'rLm 
-----------~-----------
ids 
+ 
'sLm rorLmLs: -r'rLs C2 i'qr 
1 
-rorLmLs rsLm : -C2 -r'rLs j'dr 
L'r 0 :-Lm 0 vqs 
1 0 L' r : 0 -Lm V ds 
D -L- - -0- ~ L- - -0- 1 
m 1 s V qr 
0 -Lm: 0 Ls v'dr 
., 
D = L'rLs-L~ 
C 1 = L;( ro- ror)- roL' rLs 
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(2-17) 
Afin de modéliser le comportement de la machine complète, nous devons ajouter à 
(2-17) les équations relatives à la partie mécanique de la machine. D'abord, le couple 
électromagnétique Te développé par la machine s'obtient à l'aide de la relation (2-18) 
[25], où p est le nombre de paires de pôles de la machine. 
T 3 L (" ., .. , ) e = Ï P m 1qs1 dr- 1ds1 qr (2-18) 
La partie mécanique de la machine (le rotor) est modélisée par une masse cylindri-
que de densité unifonne tournant sur son axe. On considère que le rotor et la charge qu'il 
entraîne sont caractérisés par un moment d'inertie combiné Jet un coefficient de frotte-
ment visqueux F. Les équations dynamiques associées au rotor sont les suivantes: 
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d 1 
dt(J}m = )<Te-Tm- From) 
d 
dtem = rom 
(2-19) 
Dans (2-19), rom et 9m identifient respectivement la vitesse angulaire mécanique et 
la position angulaire mécanique du rotor, tandis que Tm est le couple mécanique de la 
charge. 
2.2.2 Les transformations de référentiel 
L'équation (2-17) ayant été développée dans le référentiel dq arbitraire, nous allons 
maintenant discuter brièvement des principales transformations de référentiel couram-
ment utilisées dans les modèles de machines électriques et justifier le choix du référentiel 
retenu dans nos travaux. 
2.2.2.1 Relations entre les variables de phase et le référentiel dq 
arbitraire 
Il est important de faire la distinction entre deux types de transformations de réfé-
rentiel, soit les transformations appliquées à des circuits stationnaires et celles appliquées 
à des circuits en rotation. Dans le cas de la machine asynchrone, ces deux types de trans-
formation sont appliquées respectivement au stator et au rotor. La figure 2-7 illustre le 
passage du référentiel des variables de phase abc au référentiel dq arbitraire et ce, pour 
des circuits stationnaires. On remarque que les axes d (direct) et q (quadrature) sont 
orthogonaux et tournent à une vitesse arbitraire ro. d'où le nom de référentiel dq arbi-
traire. L'axe magnétique de la phase a a arbitrairement été placé à l'origine du cercle tri-
gonométrique, qui sert de référence. L'axe q forme quant à lui un angle 9 avec l'origine. 
Le symbole f identifie la variable électrique à laquelle on applique la transformation et 
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Figure 2-7 Représentation graphique de la transformation de référentiel pour des 
circuits stationnaires. 
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peut être soit un courant, une tension, un flux ou une charge électrique. Dans notre cas, la 
seule variable que nous transformons du référentiel abc vers le référentiel dq arbitraire est 
la tension statorique de la machine. Comme nous considérons une machine triphasée dont 
les enroulements sont raccordés en étoile et que le neutre n'est pas accessible (connexion 
à trois fils), il y a seulement deux tensions indépendantes qui peuvent être spécifiées. 
Nous avons arbitrairement choisi d'utiliser Vab et vbc comme tensions d'entrée et ce, au 
rotor comme au stator. Nous définissons donc une première matrice de transformation de 
référentiel en (2-20). Le symbole K sera utilisé pour identifier toutes les matrices de 
transformation et le suffixe s indique qu'il s'agit d'une transformation appliquée à des 
circuits stationnaires. 
2cos8 
2sin9 
cos9 + J3sin9l 
sin9- J3cos9j 
(2-20) 
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Il est également important de définir la transformation complémentaire à (2-20), 
qui nous permettra le passage du référentiel dq arbitraire au référentiel abc. Dans notre 
cas, la seule variable à subir cette transformation au stator est le courant de phase. Encore 
une fois, à cause de la connexion en étoile à trois fils, seulement deux des trois courants 
de phase sont indépendants. Nous avons arbitrairement choisi de travailler avec Îas et ibs 
et la matrice de transformation associée à ces courants est donnée en (2-21 ). Nous utilise-
rons le symbole JC 1 pour identifier toutes les matrices de transformation permettant le 
passage du référentiel dq arbitraire au référentiel abc. 
(2-21) 
= 1 [ 2cos6 2sin6 ] 
2 -cos6+J3sin6 -J3cos6-sin6 
Il reste à définir les relations entres les variables de phase abc et les variables dq, 
mais cette fois du côté du rotor, ou de façon plus générale pour des circuits en rotation. 
La figure 2-8 permet de définir les principales relations. Le référentiel dq forme toujours 
fer 
Figure 2-8 Représentation graphique de la transformation de référentiel pour des 
circuits en rotation. 
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un angle 9 avec la référence (origine du cercle trigonométrique) et tourne toujours à une 
vitesse ro. Le référentiel abc quant à lui tourne aussi à une vitesse ro,. De plus, il forme un 
angle 9, avec l'origine. Enfin, la différence d'angle entre les deux référentiels est identi-
fiée par le symbole ~. 
Les variables que nous devons transformer au rotor sont les mêmes qu'au stator, 
c'est-à-dire que nous devons transformer les tensions rotoriques du référentiel abc vers le 
référentiel dq arbitraire et les courants rotoriques en sens inverse, soit du référentiel dq 
arbitraire au référentiel abc. Les matrices de transformations requises sont identifiées en 
(2-22) et (2-23). Le suffixe r indique que les transformations sont appliqués à des circuits 
en rotation. 
K = ![ r 3 2cosp 
2sinP 
cos~+ J3sin~l 
sinP- J3cos~J 
= 1 [ 2cos~ 2sinP J 
2 -cos~+ J3sin~ -J3cos~-sin~ 
2.2.2.2 Transformations de référentiel courantes 
(2-22) 
(2-23) 
Il y a trois transformations de référentiel qui sont couramment employées dans la 
simulation des machines électriques. Dans chaque cas, il s'agit d'assigner une vitesse 
particulière au référentiel pour obtenir une transformation donnée. Ces transformations se 
font dans les référentiels suivants: 
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a. référentiel dq fixé au stator ou stationnaire; 
b. référentiel dq fixé au rotor; 
c. référentiel dq synchrone. 
Le choix optimal du référentiel dépend essentiellement de l'application. Dans cha-
que cas, il s'agit de rendre disponible les variables que l'on désire observer tout en mini-
misant la quantité de calculs [24]. Nous allons d'abord présenter les trois transformations, 
après quoi nous discuterons de l'utilisation de chacune. 
Le transformation dans le référentiel dq fixé au stator ou stationnaire porte aussi le 
nom de transformation de Clarke ou transformation ap. Ce référentiel étant fixe, la 
vitesse est nulle. Comme la vitesse est nulle, l'angle du référentiel demeurera constant et 
sa valeur est arbitraire. Nous avons choisi de travailler avec un angle nul. Pour obtenir les 
matrices de transformation dans le référentiel dq stationnaire, il suffit donc de substituer 
dans les matrices de transformations dans le référentiel dq arbitraire (2-20) à (2-23) les 
valeurs (2-24). Dans ces conditions, on obtient les matrices de transformation (2-25) à 
(2-28). 
ro=O 
8 = 0 (2-24) 
p = -er 
K = ![ 2 -~J (2-25) s 3 0 
( K ,f 1 = ~ [ 2 0 J (2-26) 
-1 -./3 
K = ![ 2cos8r cos9,- J3 sin 9, J (2-27) r 3 
-2sin8r - sin8r- ./3cos8r 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
76 
(2-28) 
Les matrices de transformation dans le référentiel fixé au rotor s'obtiennent de la 
même manière. La vitesse du référentiel ainsi que sa position angulaire deviennent celles 
du rotor. L'angle~ est alors nul. En substituant les valeurs (2-29) dans (2-20) à (2-23), on 
obtient les matrices (2-30) à (2-33). 
K = ![ s 3 
9 = 9 r 
cos8, + J3sin8~ 
sm9,- J3cos9J 
K = ![ 2 1 l 
r 3 0 -J3J 
= 1[2 ol 
2 -1 -J3J 
(2-29) 
(2-30) 
(2-31) 
(2-32) 
(2-33) 
Enfin, il nous reste à définir les matrices de transformations associées au référentiel 
dq synchrone. Ce référentiel tourne à la vitesse du champ tournant du stator, que 1 'on 
identifie par le symbole roe, tandis que sa position angulaire est identifiée par 9e. L'angle 
~ est calculé à chaque pas de simulation et consiste cette fois en la différence d'angle 
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identifiée à la figure 2-8. Les matrices de transformation pour ce référentiel s'obtiennent 
donc en substituant les valeurs (2-34) dans (2-20) à (2-23). Le résultat est (2-35) à (2-38). 
(1) = (l)e 
(2-34) 
8=8 e 
K = ~[ 2cos8e cosO, + ../3sin0J (2-35) s sin8e- J3cos8e 2sin8e 
(Ksf 1 1 [ 2cos0, 2sin0, ] (2-36) = 2 
- cos8e+J3sin8e -J3cos8e-sin8e 
K = ![ 2cosP cosP +../3sinP] (2-37) r 3 
2sinP sinP-J3cosp 
(K,f' = ! [ 2cosP 
2 
-cos p +J3 sin p 
2sinP ] 
-J3cosP-sinP 
(2-38) 
Nous avons déjà mentionné que le choix de transformation de référentiel est essen-
tiellement dicté par les variables de phase que nous voulons observer ainsi que l'applica-
tion. Quelques exemples sont fournis dans [24] et nous résumons ces exemples dans ce 
qui suit. Le premier cas cité est lorsque l'on utilise une machine asynchrone dans un 
réseau électrique équilibré. Si les tensions statoriques appliquées à une machine d' induc-
tion à cage sont équilibrées, les tensions Vqs et vds sont des constantes lorsque l'on utilise 
le référentiel synchrone tandis que pour une machine à cage, les tensions rotoriques v' qr 
et v'dr sont nulles. Si les variables de phases au stator et au rotor ne nous intéressent pas, 
la machine peut être simulée dans le référentiel synchrone sans qu'aucune transformation 
ne soit nécessaire. Si l'on désire simuler cette même machine dans des conditions équili-
brées mais que cette fois, on désire observer les courants de phase statoriques, la transfor-
mation dans le référentiel stationnaire est celle qui requiert le moins de calculs. Si par 
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contre on s'intéresse aux courants de phase rotoriques, la transformation dans le référen-
tiel fixé au rotor sera la plus avantageuse. 
Dans le cas où il y a un déséquilibre, que ce soit au stator ou au rotor, aucun réfé-
rentiel ne permet d'obtenir des valeurs constantes de tension comme c'est le cas dans 
l'exemple sus-mentionné. Si par exemple on simule une machine à rotor bobiné et que 
des résistances externes sont raccordées au rotor, il devient nécessaire d'obtenir les cou-
rants de phase rotoriques afin de modéliser l'interaction entre le modèle de machine et 
ces résistances, si ces dernières sont simulées dans le référentiel abc. Si nous nous inté-
ressons aussi aux courants de phase statoriques, le référentiel fixé au rotor ou le référen-
tiel stationnaire permettront une simulation avec un minimum de calculs. Si par contre on 
simule une machine à cage comportant un rotor équilibré et que les courants de phases 
rotoriques ne sont pas requis, le référentiel stationnaire permettra une simulation opti-
male puisque dans ces conditions, les matrices Ks et (Ksr1 sont constantes et les matrices 
Kr et (Krr 1 ne sont pas requises. 
Dans nos travaux, nous nous intéressons exclusivement à la machine asynchrone à 
cage d'écureuil. Comme nous tentons de faire de la simulation en temps réel, il est impor-
tant d'utiliser l'approche la plus performante. C'est pour cette raison que nous allons uti-
liser la transformation dans le référentiel stationnaire dans tout le développement qui suit. 
En substituant ro = 0 dans les équations d'état de la partie électrique de la machine asyn-
chrone dans le référentiel arbitraire (2-17), on obtient le système d'équations d'état sui-
vant. 
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d ids 
dt-.,-
' qr 
i'dr 
2 ; 
-RsL'r -Lmror : R'rLm -LmL'rror iqs 
1 L!ror -RsL'r : L,.L'r(J)r R'rLm ids 
=o-----------~------------
RsLm LmLsror: -R'rLs LsL'rror 
1 
-LmLsror RsLm :-LsL'r(J)r -R'rLs 
' 
' L' 0 1-L 0 r 1 m 
1 0 L'r: 0 -Lm 
+ D :.ï-- -0- ~ L-- -0-
m 1 s 
vqs 
vds 
v~; 
0 -Lm: 0 Ls v' dr 
D = L'rLs-L! 
2.3 Entrainement complet 
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(2-39) 
Nous présentons maintenant une technique permettant de modéliser toutes les com-
posantes d'un entraînement électrique dans un seul système d'équations d'état, permet-
tant ainsi une simulation simultanée sans délai de la dynamique complète de 
l'entraînement. La technique en question est tirée d'une thèse de doctorat publiée en 1979 
[26]. Outre le fait qu'elle permet la solution simultanée du système entier, cette méthode 
a le grand avantage d'utiliser un modèle de machine dans le référentiel dq, ce qui en sim-
plifie grandement les équations. Nous utiliserons le système montré à la figure 2-9 en 
guise d'exemple. Il s'agit d'un onduleur à MOSFET alimenté par une source de tension 
idéale à courant continu et alimentant une machine d'induction à cage d'écureuil. 
Figure 2-9 Schéma de l'exemple. 
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La première étape consiste à bien définir les différentes parties de notre simulation. 
Le système est d'abord coupé en deux, soit le convertisseur et la source de tension d'un 
côté et la machine de l'autre. Pour l'instant, la machine est considérée comme deux sour-
ces de courant dites fictives [26] qui représentent les courants statoriques d'une machine 
raccordée en Y à trois fils, tel que montré à la figure 2-1 O. 
source et 
convertisseur 
1 h. 
1 mac me 
Figure 2-10 Séparation du schéma. 
Le convertisseur voit donc deux ensembles d'entrées: 
a. le vecteur e = [vdc1• qui dans ce cas-ci ne contient qu'un élément; 
b. le vecteur i =lias ibs1r. qui contient les sources de courant fictives. 
Ensuite nous devons subdiviser le système à nouveau. Il s'agit cette fois de séparer 
la machine en deux parties, soit une partie commune avec le convertisseur (le stator) et 
une partie propre à la machine (le rotor). Notre système comporte maintenant trois parties 
distinctes, tel qu'illustré à la figure 2-11. Dans cette figure, l'indice c est utilisé pour 
identifier une variable propre au convertisseur et ce, dans le référentiel abc. L'indice mm 
identifie une variable propre à la machine dans le rétërentiel dq. Les tensions et courants 
rotoriques vmm et Îmm sont ces variables. Enfin, l'indice cm identifie une variable com-
mune aux deux parties, mais dans le référentiel dq. Les courants et tensions statoriques 
v cm et Îcm formeront ce dernier groupe. 
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partie onvertisseur partie machine 
r----1-r _-_-_ -__ ....,--- /. 
e 
• 1 Vmm 
'mm ........... -
• 
_____ .. 
partie commune 
Figure 2-11 Séparation du système en trois parties distinctes. 
Nous avons expliqué au chapitre précédent comment obtenir la représentation 
d'état du convertisseur à l'aide de la théorie des graphes. Cependant, nous devons scinder 
le vecteur des entrées u (et par conséquent la matrice 8) en deux afin d'accommoder les 
étapes suivantes. L'équation d'état du convertisseur devient alors 
(2-40) 
On peut maintenant exprimer (2-17) de façon plus compacte: 
(2-41) 
Les vecteurs des variables d'état et des entrées de la machine sont définis comme 
suit (référentiel dq): 
Xm = ~qsids:i'qrtdJT = ~cm:imm]T 
1 1 
tlm = [vqs vds~'qr v'dJT = [vcm:vmJT 
(2-42) 
1 1 
Comme nous sommes en présence d'une machine à cage, les tensions rotoriques 
v'qr et v'dr (figure 2-6, page 69) sont nulles, donc vmm est zéro et ne sera plus considéré 
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dans le reste du développement. L'équation d'état de la machine s'exprime maintenant 
par: 
!!_[;cm] = 
dt . 1mm 
(2-43) 
Il nous reste maintenant à définir les équations qui nous permettront d'interfacer la 
partie convertisseur dans le référentiel abc à la partie commune de la machine dans le 
référentiel dq. D'abord, comme les courants de la partie commune de la machine ion sont 
exprimés dans le référentiel dq, nous devons définir la transformation suivante afin de 
pouvoir calculer les injections de courant ias et ibs dans le convertisseur: 
(2-44) 
La matrice M est en fait la matrice (Ksr1 dans (2-26). Ensuite, les entrées de la par-
tie commune (vues du convertisseur) sont les tensions Vab et vbc aux bornes des sources 
de courant fictives de la figure 2-1 O. Ces tensions sont obtenues dans le référentiel abc 
avec la relation suivante: 
(2-45) 
Dans cette équation, i est le vecteur des sources de courant fictives ete est le vec-
teur des sources de tension, tous deux définis plus haut. Les matrices P, Q 1 et Q2 sont des 
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sous-matrices des matrices C et D (y = Cx + Du) du convertisseur. Les deux tensions 
Vab et vbc sont ensuite transformées dans le référentiel stationnaire avec la relation sui-
vante: 
v cm [::J = [ 2/3 1/3 J [···~ = 0 -J313 Vbcs (2-46) 
= Nv; 
= N(Pxc + Q 1e + Q2Micm) 
La matrice N est en fait la matrice Ks dans (2-25). La combinaison des diverses 
expressions nous permet de définir le comportement du système complet, avec comme 
variables d'état les tensions aux bornes de condensateurs et les courants d'inductances du 
convertisseur (xc, référentiel abc) et les courants statoriques et rotoriques de la machine 
icm et imm (référentiel dq): 
Bc2M 
Amtt+BmllNQ2M 
Am21+Bm21NQ2M 
2.4 Validation de la méthode de simulation en temps différé 
(2-47) 
Bien que notre but ultime soit de simuler des entraînements électriques en temps 
réel, nous devons d'abord étudier la validité de la méthodologie proposée en temps dif-
féré. 
La première étape de notre validation consiste à réaliser une simulation étalon du 
montage à étudier qui servira de référence. Nous avons choisi d'utiliser le Power System 
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Blockset pour faire cette simulation de référence. Ce choix est principalement motivé par 
le fait qu'en tant que co-auteur du logiciel, nous le connaissons bien. 
Le système choisi est relativement simple et consiste en une machine asynchrone 
triphasée alimentée par un onduleur à MOSFET, lui même alimenté par une batterie. La 
commande directe du flux et du couple (Direct Flux and Torque Control, ou DFTC) 
[27,28] est utilisée pour contrôler l'onduleur. La machine entraîne une charge de type 
ventilateur. La figure 2-12 illustre le schéma du montage, tandis que la figure 2-13 illus-
tre le schéma de la simulation réalisée avec le Power System Blockset et Simulink. Les 
principaux paramètres associés à cet entraînement sont donnés à 1 'annexe A. Quelques 
précisions s'imposent ici relativement aux deux figures. D'abord, ce système est la ver-
sion simplifiée d'un système plus complexe. Le système d'origine comprend, au lieu 
d'une batterie, un redresseur triphasé. Comme ce système sera utilisé au dernier chapitre, 
nous conservons ici les composantes qui en feront partie, notamment le bus à courant 
continu ainsi que la résistance de décharge qui lui est raccordée. La seule composante de 
la figure 2-12 que 1' on ne retrouve pas dans le système complet est la résistance en paral-
lèle avec chacun des interrupteurs. Cette résistance est en fait requise à cause du fait que 
les interrupteurs sont vus par la représentation d'état comme des sources de courant. Or, 
sans la résistance, nous nous retrouverions avec des sources de courant en série, ce qui 
viole une des lois fondamentales d'interconnection des sources. La résistance placée en 
parallèle avec chaque interrupteur permet de contourner cette restriction, laquelle est uni-
Bus 
cc Machine asynchrone 
Figure 2-12 Schéma de l'entraînement étudié. 
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MOSFET Multimètre 
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Figure 2-13 Schéma Simulink/PSB de la simulation de référence. 
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ml4-_. 
quement due à la modélisation utilisée. La résistance que nous utilisons a une valeur de 
1 MU et n'influence pas le comportement dynamique du système étudié. 
Nous avons programmé les équations de la méthode proposée à la section 2.3 dans 
une s-function. La s-function est un bloc Simulink qui peut être inséré dans un 
schéma-bloc et auquel est associé un programme. La raison d'être de la s-function est de 
permettre aux usagers de réaliser sous forme de programme des algorithmes difficilement 
réalisables avec les blocs standards de Simulink. Elle permet donc d'interconnecter des 
algorithmes complexes avec des schémas de commandes réalisés dans Simulink. 
Cette s-function peut être programmée dans divers langages, notamment le langage 
Matlab, le C, et le Fortran. Dans un premier temps, nous avons réalisé notre s-function en 
langage Matlab, puisque celui-ci permet de réaliser simplement les calculs matriciels, les-
quels sont nombreux dans nos équations. La programmation d'une s-function en langage 
Matlab est la plus simple, mais c'est aussi la moins performante en termes de vitesse de 
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simulation. Or, elle permet de développer rapidement des prototypes de simulation. La 
figure 2-14 illustre un schéma Simulink utilisant notre s-function en langage Matlab. 
On voit que la s-function reçoit en entrée la tension de la batterie, les impulsions 
produites par la commande DFfC ainsi que le couple mécanique de la charge. La 
s-function transmet à sa sonie un vecteur de signaux comprenant entre autres les tensions 
statoriques et les courants de phase de la machine ainsi que la vitesse de rotation de la 
machine, signaux requis par la commande. On remarque aussi la présence de deux délais 
unitaires introduits entre l'entrée de la s-function et les sonies de la commande et du ven-
tilateur. Ces délais sont requis pour briser des boucles algébriques, dont nous discuterons 
dans le prochain chapitre. Mentionnons simplement pour l'instant que deux boucles algé-
briques sont formées dans cette simulation parce que la sonie y(n) de la s-function 
dépend de l'entrée u(n) de la s-function et que la même situation se présente d'une part 
dans la commande DFfC, et d'autre pan dans le modèle du ventilateur. Comme ces deux 
derniers modèles sont chacun dans une boucle de contre-réaction avec la s-function, les 
sonies de chacun des trois systèmes au moment n dépendent d'elles mêmes. La simula-
tion du modèle mathématique du système dans son ensemble requien, dans ces condi-
s-function 
sfun_drive_trapm 
Contrôleur DFTC 
Délai unitaire2 
Délai unitaire1 Ventilateur 
wm 
Vitesse de 
référence 
Figure 2-14 Schéma Simulink utilisant la s-function en langage Matlab. 
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tions, une solution itérative à chaque pas de calcul. Comme nous visons à faire de la 
simulation en temps réel, un processus itératif n'est pas toléré et des délais unitaires sont 
ajoutés pour briser les boucles algébriques. 
La s-function requiert également un certain nombre de paramètres d'entrée, entre 
autres les valeurs des paramètres du convertisseur et de la machine, les valeurs initiales 
des matrices d'état, etc. Ces valeurs sont saisies à partir du schéma de la simulation de 
référence de la figure 2-13 à l'aide d'une version modifiée des routines d'analyse du 
Power System Blockset. 
Une fois les paramètres d'entrée obtenus, le schéma de la figure 2-14 peut être 
simulé dans Simulink. Nous décrirons en détail les différentes tâches effectuées dans la 
s-function au chapitre suivant, après avoir discuté de la question de 1' intégration numéri-
que des équations d'état de notre système. 
Les performances, en termes de vitesse d'exécution, de cette première s-function en 
langage Matlab se sont avérées décevantes. Nous avons donc converti la s-function en 
langage C afin d'en augmenter la vitesse d'exécution. Bien qu'il existe aujourd'hui un 
toolbox Matlab, le Matlab Compiler, qui permette de faire cette conversion automatique-
ment, ce produit n'était pas disponible au moment où nous avons converti notre 
s-function. Nous l'avons donc converti nous-même du langage Matlab au langage C. 
Cette conversion a nécessité une familiarisation avec l'interface de programmation (API, 
ou Application Program Interface) des s-function en langage C [30,31]. La tâche de con-
version qui a exigé le plus d'effort consistait à écrire en langage C les principales routines 
d'algèbre matriciel requises (inversion, multiplication et addition de matrices). 
Avant d'effectuer notre comparaison, nous devons préciser certains faits relatifs au 
montage étudié. Bien que notre but ne soit pas d'étudier le fonctionnement de la com-
mande DFfC, nous devons au moins décrire les particularités de cette commande qui 
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nous concernent. D'abord, contrairement à une commande à modulation de largeur 
d'impulsions (MLO. la fréquence de commutation maximale n'est pas définie dans la 
commande DFI'C, si on ne prend pas les moyens de la limiter. En d'autres termes, les 
interrupteurs peuvent changer d'état à chaque pas de calcul. Si notre simulation est réali-
sée à pas fixe, la fréquence maximale de commutation devient l'inverse du pas de calcul 
employé. Nous devons donc ajouter dans la commande un mécanisme qui limite la fré-
quence de commutation des interrupteurs à une valeur raisonnable, en fonction de la puis-
sance de l'entraînement simulé. 
Notre objectif étant de simuler des entraînements de moyenne et grande puissances 
afin de faciliter le prototypage des commandes, nous fixons la fréquence de commutation 
maximale des interrupteurs à quatre kHz, valeur raisonnable pour des entraînements de 
quelques dizaines de HP et plus. Cette fréquence de commutation maximale impose des 
contraintes sur le pas de calcul qui peut être utilisé pour la simulation d'un tel système. 
Selon le théorème d'échantillonnage, on peut utiliser un pas de calcul maximum Tmax 
égal à 
1 
T max= 2 J ' 
X max 
(2-48) 
oùfmax est la fréquence du signal le plus rapide dans la simulation. Dans notre cas, 
cette fréquence correspond à la fréquence maximale de commutation, que nous limitons à 
quatre kHz. Ceci implique donc que le pas de calcul maximum que nous pouvons utiliser 
dans ces conditions est Tmax = 125 J.LS. Dans la pratique, on utilise couramment des pas de 
calcul plus petits que le pas obtenu avec le théorème d'échantillonnage. Nous considére-
rons quand même 125 J.Ls comme le pas maximum, afin d'évaluer et comparer la préci-
sion des résultats obtenus avec les deux méthodes de simulation. 
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Nous devons également fixer un pas de calcul minimum pour faire nos comparai-
sons, en gardant en tête que nous visons à faire de la simulation en temps réel. Les simu-
lateurs en temps réel sont en fait des ordinateurs multiprocesseurs équipés d'entrées/ 
sorties. Or, dans ces simulateurs, un temps minimum est requis à chaque pas de calcul 
afin d'effectuer l'acquisition et la conversion des entrées/sorties d'une part, et les com-
munication interprocesseur d'autre part. Sur le simulateur Hypersim de l'É.T.S., ces deux 
tâches prennent environ 25 J.I.S à chaque pas de calcul. Il est prévu que sur la prochaine 
génération de simulateurs, ces tâches totaliseront environ 15 JJ.s. Ce temps s'ajoute au 
temps dédié au calcul et le total doit être inférieur au pas de calcul utilisé pour la simula-
tion. Nous utilisons donc 25 J.I.S comme limite inférieure de pas de calcul pour nos compa-
raisons. 
Un dernier commentaire s'impose concernant le pas de calcul du montage à l'étude. 
Notre commande DFfC nous force à intégrer un mécanisme de limitation de la fréquence 
maximale de commutation. La façon dont nous nous y prenons pour implémenter cette 
fonctionnalité consiste d'abord à remettre un compteur à zéro à chaque changement 
d'état, puis à incrémenter ce compteur à chaque pas de calcul. Si la commande dicte un 
changement d'état mais que le compteur n'a pas atteint la valeur correspondant à la fré-
quence de commutation maximale prescrite, le changement n'est pas autorisé. Ce méca-
nisme impose une contrainte additionnelle sur le pas de calcul. Nous tenons à conserver 
une fréquence maximale de commutation de quatre kHz, peu importe le pas de calcul, 
afin de comparer entre elles des simulations faites dans des conditions similaires. Il faut 
donc que l'inverse de la fréquence de commutation maximale, 250 JJ.s ici, soit un multiple 
exact du pas de calcul, puisque nous n'avons pas la possibilité d'incrémenter le compteur 
entre deux pas de calcul. En tenant compte de cette contrainte et des pas de calcul mini-
mum et maximum établis plus haut, nous établissons le tableau 2-2 des pas de calcul qui 
serviront à nos comparaisons. 
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Tableau 2-2 
Pas de calculs utilisés pour les comparaisons 
Pas de calcul Ts Valeur minimale du 
compteur permettant un (J.LS) 
changement d'état 
125 2 
83.3 3 
62.5 4 
50.0 5 
41.6 6 
25.0 10 
Nous avons donc comparé les performances de simulation des schémas des figures 
2-13 (Power System Blockset 2.0) et 2-14 (méthode proposée), en utilisant dans ce der-
nier cas la s-function compilée à partir de code en langage C. La simulation consiste dans 
chaque cas à démarrer l'entraînement, qui est initialement à l'arrêt. Les simulations ont 
été effectuées sur un ordinateur personnel (PC) équipé d'un processeur Pentium de pre-
mière génération avec une horloge de 233 MHz et 64 Mo de mémoire vive, avec le sys-
tème d'exploitation Windows 95. La première comparaison que nous faisons est de 
nature qualitative. Il s'agit de comparer les courbes de divers signaux des deux simula-
tions. Nous présentons d'abord dans la figure 2-15 le courant au stator de la phase a du 
moteur asynchrone, une fois le régime permanent atteint et avec un pas de calcul de 
50 J.Ls. On peut constater que bien que légèrement décalées dans le temps, les deux cour-
bes sont tout à fait similaires. 
Nous observons ensuite la vitesse du rotor de la machine pour les deux méthodes de 
simulation à la figure 2-16. Cette fois-ci, nous superposons sur la même courbe la vitesse 
de la machine pour différents pas de calcul. On remarque d'abord que les courbes se res-
semblent beaucoup pour les deux méthodes, mais qu'une différence commence à appa-
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
a) 
91 
150r---------r---------r---------r---------~------~ 
g 
__ :a 
100 
50 
-50 
-100 
-150~--------~--------~--------~--------._------~ 1.4 1.42 1.44 1.46 1.48 1.5 
Temps (s) 
b) 150r--------r-------,--------~------~--------, 
g 
__ :a 
-150~--------~--------~--------~--------~~------~ 1.4 1.42 1.44 1.46 1.48 1.5 
Temps (s) 
Figure 2-15 Courant statorique de la phase a de la machine avec les deux méthodes 
de simulation: a) PSB 2.0; b) méthode proposée. 
raître pour les pas de plus de 62.5 J.Ls. Cette différence est particulièrement apparente à 
125 J.Ls, mais la dynamique diffère moins de celle obtenue avec des pas de calculs moin-
dres avec la méthode proposée. Rappelons que 125 J.1S est le pas de calcul maximal res-
pectant le théorème d'échantillonnage, en considérant que la fréquence maximale de 
commutation des interrupteurs est de quatre kHz. 
Comme notre but final est de faire de la simulation en temps réel, la temps d'exécu-
tion est un autre critère de performance important. Le tableau 2-3 résume les temps 
d'exécution des deux simulations pour 1.25 s de temps simulé, avec un pas de calcul de 
50 J.lS. 
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Figure 2-16 Vitesse du moteur d'induction avec les deux méthodes de simulation et 
pour différents pas de calcul: a) PSB 2.0; b) méthode proposée. 
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Tableau 2-3 
Temps d'exécution des deux simulations 
Méthode de Temps d'exécution 
simulation (s) 
Power System Blockset 2.0 36.2 
Méthode proposée 12.3 
Le tableau 2-3 nous permet de constater que la méthode proposée est près de trois 
fois plus rapide à simuler pour le montage à l'étude que la méthode utilisée dans le Power 
System Blockset. Ceci nous permet de conclure que les algorithmes de la méthode propo-
sée sont non seulement précis, mais également relativement performants. La performance 
de ces algorithmes en temps réel fera l'objet d'une analyse détaillée au dernier chapitre. 
2.5 Conclusions 
Après avoir vu au premier chapitre la méthode que nous employons pour obtenir 
les équations d'état de la partie linéaire d'un système électrique quelconque, nous avons 
décrit dans le présent chapitre comment nous nous y prenons pour modéliser et simuler 
une classe particulière de systèmes électriques, à savoir les entraînements électriques. 
Nous avons d'abord discuté des principaux types de modèles d'interrupteurs et de leur 
inclusion dans un système électrique. Nous avons ensuite présenté une méthode innova-
trice de mise à jour des matrices d'état suite à un changement d'état d'interrupteur. Rap-
pelons que cette technique a été mise au point par Gilbert Sybille, chercheur à I'IREQ, et 
qu'elle a été intégrée à la version 2.0 du Power System Blockset. Nous avons par la suite 
discuté de modélisation de machines électriques et avons décrit un modèle de machine 
asynchrone dans le référentiel dq arbitraire. Après avoir analysé les transformations de 
référentiel courantes, nous avons choisi de travailler avec un modèle de machine dans le 
référentiel dq stationnaire ou fixé au stator. Les transformations associées à ce référentiel 
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sont également connues sous les noms de transformation de Clarke et transformation a~. 
Notre étude des transformations de référentiel nous a également permis de développer un 
nouveau modèle de machine asynchrone multiréférentiel, lequel a été implanté dans la 
version 2.0 du PSB. 
La matière présentée jusqu'à ce point est bien documentée et connue. Cependant, la 
technique de modélisation présentée à la section 2.3, bien que publiée dans une thèse de 
doctorat datant de 1979, est peu connue selon nous. Cette technique originale permet 
d'obtenir une représentation d'état unique pour l'ensemble convertisseur/machine d'un 
entraînement, et de surcroît avec comme variables d'état les tensions de condensateurs et 
les courants des inductances dans le référentiel abc, et les courants associés à la machine 
dans le référentiel dq arbitraire. 
Enfin, dans la dernière section, nous avons validé l'approche proposée en compa-
rant nos résultats avec ceux obtenus à l'aide du Power System Blockset. Après nous être 
assurés que les signaux d'intérêt (courants et vitesse de la machine) soient qualitative-
ment comparables, nous avons comparé les temps de simulation pour conclure qu'avec le 
montage utilisé, la méthode proposée est près de trois fois plus rapide à simuler que la 
méthode utilisée dans le Power System Blockset version 2.0. 
Le sujet n'ayant été qu'effleuré ici, bien qu'étant important, nous allons au pro-
chain chapitre analyser plus en détailla question de l'intégration numérique qui est faite 
dans nos simulations. 
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CHAPITRE 3 
INTÉGRATION NUMÉRIQUE 
Le thème central de cette thèse étant la simulation de systèmes dynamiques, en 
1 'occurrence des entraînements électriques, une partie de nos recherches a consisté à étu-
dié les algorithmes d'intégration, lesquels sont requis pour trouver la solution de nos 
équations différentielles. Ce chapitre résume l'étude en question. Nous discutons d'abord 
des particularités des équations différentielles que nous devons résoudre et des limita-
tions que ces particularités nous imposent au niveau du choix des algorithmes qui peu-
vent nous servir. Nous présentons ensuite une synthèse des algorithmes d'intégration 
classiques et discutons de l'implantation de l'une d'elles, la discrétisation trapézoïdale. 
Nous décrivons ensuite une méthode d'intégration récemment publiée et qui est destinée 
à la classe de problèmes que nous avons à résoudre. Enfin, les perfonnances de cette nou-
velle méthode sont comparées à celles de la discrétisation trapézoïdale à l'aide d'une 
étude de cas. 
3.1 Équations différentielles rigides 
Nous avons brièvement discuté à la section 2.1.1 du concept de rigidité. Rappelons 
qu'un système est dit rigide lorsque le rapport des parties réelles du pôle le plus rapide 
sur le plus lent est élevé. Les équations différentielles régissant le comportement dynami-
que des systèmes électriques sont en général rigides. Ceci est particulièrement vrai dans 
le cas d'un système électromécanique tel un entraînement électrique, qui est caractérisé 
par une dynamique électrique très rapide et une dynamique mécanique plus lente par plu-
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sieurs ordres de grandeur. Une simulation du montage de la figure 2-12 a été réalisée en 
utilisant l'approche présentée à la section 2.3 et le coefficient de rigidité a été calculé à 
chaque pas de la simulation. La figure 3-1 illustre le résultat obtenu. On y remarque que 
le coefficient de rigidité se situe à près de 1. 7 million en début de simulation et que sa 
valeur minimale est atteinte à la fin de la simulation et descend tout juste sous 80 000. En 
fait, au premier pas de calcul de la simulation, soit au temps zéro, si la vitesse initiale de 
la machine est zéro, la matrice A de l'équation (2-47) est singulière et ceci pose un pro-
blème lorsque nous voulons la discrétiser, car elle doit être inversée. De plus, le coeffi-
cient de rigidité est alors infini puisque la plus petite valeur propre de la matrice A est 
nulle. Nous devons donc démarrer le système avec une vitesse initiale non-nulle de la 
machine. Nous utilisons une vitesse initiale de 0.001 rad/s. Cette petite valeur suffit à ren-
dre la matrice A non-singulière, mais le coefficient de rigidité atteint tout de même 1016 
durant le premier pas de calcul. Au second pas, quelques interrupteurs ferment et la 
valeur du coefficient de rigidité s'abaisse à un niveau moindre, qui s'élève tout de même 
à l. 7 million. 
Le principal impact de la rigidité est qu'elle restreint substantiellement le choix des 
algorithmes d'intégration qui peuvent être utilisés pour résoudre les équations différen-
x 106 
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Figure 3-1 Coefficient de rigidité obtenu en simulant 1 'entraînement de la 
section 2.4. 
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tielles d'un système rigide. Avant d'analyser les propriétés des algorithmes d'intégration 
couramment employés pour la solution d'équations différentielles rigides, mentionnons 
qu'il existe essentiellement deux grandes familles d'algorithmes d'intégration, soit les 
algorithmes à pas fixe et les algorithmes à pas variable. Ces derniers étant de nature itéra-
tive, ils sont inutilisables pour des simulations en temps réel utilisant un pas de calcul de 
l'ordre des dizaines de microsecondes. Ainsi, nous considérons uniquement les algorith-
mes d'intégration à pas fixe dans nos travaux. 
3.2 Caractéristiques des méthodes courantes d'intégration à pas fixe 
Parmi les méthodes d'intégration à pas fixe, il existe aussi deux grandes catégories, 
soit les méthodes explicites et les méthodes implicites. Afin d'illustrer la différence entre 
ces deux types de méthodes, nous utilisons la définition (3-1) de la méthode linéaire à k 
pas [20]. 
k k 
L ajxn + j = T L ~;-in+ j (3-1) 
j=O j=O 
En prenant la transformée en Z de part et d'autre du signe d'égalité de (3-1) et en 
posant des conditions initiales nulles, on obtient la fonction de transfert discrète (3-2) 
pour un intégrateur. 
(3-2) 
Une méthode d'intégration à k pas est dite implicite si ~k est non-nul (ordre du 
numérateur égal à l'ordre du dénominateur) et explicite si ~k est nul (ordre du numérateur 
inférieur à l'ordre du dénominateur). Au niveau de l'implantation des deux types de 
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méthodes, le vecteur d'état xk dépend uniquement de valeurs passées (instant k-l, k-2, 
etc.) si la méthode est explicite mais dépend aussi de valeurs à l'instant présent (instant k) 
si la méthode est implicite. Dans ce dernier cas, il est nécessaire d'itérer la solution à cha-
que pas de calcul si le système simulé est décrit par des équations différentielles 
non-linéaires. Le tableau 3-1 montre les fonctions de transfert discrètes de trois méthodes 
d'intégration à pas fixe couramment employées dans la simulation des systèmes électri-
ques. 
Tableau 3-1 
Fonctions de transfert discrètes correspondant à une approximation du processus 
d'intégration selon trois méthodes courantes 
Nom de la méthode Fonction de 
transfert discrète 
Euler arrière ou Tz 
-Gear-1 z-1 
Tustin ou T(z + 1) 
trapézoïdale 2(z- 1) 
., 
Gear-2 2Tz-., 
3z- -4z + 1 
3.2.1 Évaluation de la stabilité des méthodes d'Intégration 
Il existe un outil d'analyse permettant d'évaluer si une méthode d'intégration à pas 
fixe s'applique à un système donné et avec un pas de calcul particulier et par conséquent, 
qui permet de comparer entre elles les méthodes d'intégration. Cet outil consiste en la 
région de stabilité associée à chacune des méthodes d'intégration. Chaque méthode cor-
respond à un ensemble particulier de coefficients a et ~ et par conséquent, une méthode 
est définie par une fonction de transfert discrète qui lui est propre. Pour tracer la région de 
stabilité associée à la méthode d'intégration, il suffit de faire la substitution (3-3) dans la 
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fonction de transfert discrète et de faire varier roT de zéro à 1t. Ceci nous donne la moitié 
de la zone de stabilité. La seconde moitié est obtenue par symétrie de la première par rap-
port à 1' axe horizontal du plan complexe ÀT. Le résultat est tracé dans le plan complexe et 
la région de stabilité est obtenue. 
(3-3) 
Pour déterminer si un système donné peut être simulé avec une méthode d'intégra-
tion et un pas de calcul T particuliers, il suffit de connaître les valeurs propres À de la 
matrice d'état A du système. Ces valeurs propres correspondent aux pôles du système en 
boucle fermée. Chaque valeur propre est multipliée par le pas de calcul et le résultat est 
reporté dans le plan complexe. Si tous les produits ÀT sont à l'intérieur de la région de 
stabilité correspondant à la méthode d'intégration, la simulation sera stable. La figure 3-2 
illustre les zones de stabilité associées aux méthodes d'intégration du tableau 3-1. 
a) 
S' 
'E 
b) c) 
2 2 2 
Stable 8 S' S' 0 0 Stable Instable 0 I I 
-2 -2 -2 
-2 0 2 -2 0 2 0 2 4 
Re(Â.T) Re(Â.T) Ae(Â.T) 
Figure 3-2 Zones de stabilité correspondant aux trois méthodes: a) Euler arrière; 
b) trapézoïdale; c) Gear-2. 
Le plan complexe ÀT utilisé pour tracer les zones de stabilité de la figure 3-2 
s'interprète de la même manière que le plan complexe utilisé pour analyser les systèmes 
de commande. Le demi-plan gauche est la zone de stabilité, alors que le demi-plan droite 
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est la zone d'instabilité. Fait à noter, les zones de stabilité des méthodes Euler arrière et 
Gear-2 incluent une partie du demi-plan droite. Nous discutons de cette particularité un 
peu plus loin. Les trois zones de stabilité de la figure 3-2 révèlent une caractéristique 
importante des trois méthodes d'intégration: elles sont toutes les trois A-stables. Une 
méthode d'intégration est dite A-stable si sa zone de stabilité comprend tout Je demi-plan 
gauche du plan complexe "A.T. Ceci se traduit par le fait que si un système continu stable 
est discrétisé avec une méthode A-stable, la simulation discrète est nécessairement stable 
et ce, peu importe le pas de calcul employé pour la discrétisation. Ce pas de calcul peut 
alors être choisi en se basant uniquement sur des considérations de précision. 
Bien qu'elle soit A-stable, la discrétisation trapézoïdale comporte une caractéristi-
que bien visible sur la figure 3-2b, en ce sens que la frontière de sa zone de stabilité est en 
fait l'axe imaginaire du plan complexe. Si un pôle du système se retrouve sur cette fron-
tière, la simulation est oscillatoire. La discrétisation trapézoïdale est en fait connue pour 
osciller dans certaines conditions. Dans des systèmes électriques, cette condition se pro-
duira par exemple lors d'une discontinuité dans Je courant d'une inductance ou la tension 
d'un condensateur. 
Les méthodes d'intégration sus-mentionnées n'ont pas été choisies au hasard. Nous 
venons de voir qu'elles sont toutes les trois A-stable, une propriété appréciée au niveau de 
la stabilité des simulations. Elles sont également toutes les trois implicites. De façon 
générale, une méthode d'intégration implicite possède une zone de stabilité beaucoup 
plus large qu'une méthode explicite du même ordre. De plus, aucune méthode explicite 
ne peut être A-stable. Cette raison justifie le fait que les trois méthodes du tableau 3-1, 
toutes implicites, soient les plus utilisées dans la simulation à pas fixe des systèmes rigi-
des. 
Le fait qu'une méthode d'intégration soit A-stable assure que cette méthode pourra 
simuler de façon stable un système rigide. Cependant, il existe un autre type de stabilité 
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moins exigeant que laA-stabilité et qui permet d'assurer la simulation stable de systèmes 
rigides. n s'agit de la stabilité rigide, traduction libre de l'expression anglophone "stiff 
stability". En se référant à la figure 3-3, une méthode d'intégration est rigidement stable 
si sa zone de stabilité contient les régions R et S et que la méthode produit des résultats 
précis lorsque les produits 'A.T sont dans la région S et que la partie réelle des pôles À. est 
négative. Une méthode d'intégration rigidement stable permet de choisir le pas de calcul 
T de sorte que la dynamique dominante (lente) se retrouve dans la zoneS et la dynamique 
rapide soit automatiquement accommodée par la zone R. Cette zone R correspond en fait 
à une zone A-stable décalée vers la gauche. 
Un commentaire s'impose sur la figure 3-3. On y remarque que la zoneS déborde 
dans le demi-plan droit, qui est une zone d'instabilité. La réponse d'un système qui com-
prend un pôle dans le demi-plan droit sera un signal exponentiel croissant (pôle purement 
réel) ou une sinusoïde contenue dans une enveloppe exponentielle croissante (pôles con-
jugués complexes). Avec une méthode rigidement stable, on cherche à obtenir dans la 
portion de S qui se trouve dans le demi-plan droit une simulation relativement stable. Il 
s'agit en fait de simuler avec un minimum de précision l'instabilité du système. On choi-
sit alors le pas de calcul de telle sorte que l'exponentielle ne croisse pas trop rapidement. 
Re<'A.n 
Figure 3-3 Zone de stabilité d'une méthode d'intégration rigidement stable. 
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3.2.2 Évaluation de la précision des méthodes d'Intégration 
La stabilité d'une simulation utilisant une méthode d'intégration à pas fixe est un 
critère de performance important. Cependant, nous avons très peu parlé jusqu'ici de la 
précision des résultats. Une des méthodes couramment utilisées pour développer les 
méthodes d'intégration linéaires à k pas consiste à utiliser l'expansion en série de Taylor. 
La série de Taylor permettant d'obtenir xn+l à partir de xn et de ses dérivées s'exprime tel 
que montré en (3-4) et la dérivée de cette dernière est montrée en (3-5). 
(3-4) 
2 m 
. . T .. T ... T <m + 1 > 
x,+ 1 = x,+ X11 + -21 X n + ... + - 1 x, 
. m. 
(3-5) 
L'erreur de troncation locale (LTE) est définie comme étant l'erreur produite en un 
pas de calcul par une méthode d'intégration discrète donnée, en supposant une précision 
infinie. Cette erreur peut être définie en termes de (3-1 ): 
(3-6) 
En insérant (3-4) et (3-5) dans (3-6) et en ré-arrangeant les termes, on obtient aussi 
l'expression suivante pour le LTE: 
(3-7) 
Les équations de Lambert définissent les relations entre les coefficients Cet les Œ et 
les J3. Ces équations sont données par (3-8). 
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Co = ao +al + a2 + ... + ak 
C1 = a 1 +2a2 + ... +kak-(~0 +~ 1 + .. . +~k) 
(3-8) 
Une méthode d'intégration est dite de précision d'ordre psi les relations suivantes 
sont respectées. 
C0 = C1 = ... = cP= o 
cp+ 1 :to 
(3-9) 
Le terme Cp+l est souvent défini comme étant la constante d'erreur. Cette cons-
tante ainsi que le terme de (3-7) qui l'accompagne sont identifiés comme étant l'erreur de 
troncation locale principale. Le tableau 3-2 indique le L TE principal pour les trois métho-
des étudiées à la section précédente. 
Tableau 3-2 
Termes principaux du LTE pour trois méthodes courantes 
Nom de la méthode LTE principal 
Euler arrière ou 
., 
r-.'é 
Gear-1 2 
Tustin ou T3 x 
trapézoïdale 12 
Gear-2 2T
4x<4> 
9 
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Bien qu'étant toutes les deux des méthodes à un pas, on voit au tableau 3-2 que les 
méthodes trapézoïdale et Euler arrière sont de précision d'ordres différents. La méthode 
Euler arrière est de précision d'ordre deux alors que la discrétisation trapézoïdale est de 
précision d'ordre trois. La discrétisation trapézoïdale est d'ailleurs la méthode à un pas la 
plus précise. La méthode Gear-2 est quant à elle de précision d'ordre quatre, mais cette 
précision additionnelle a un prix, soit un algorithme sensiblement plus complexe que les 
deux méthodes à un pas. 
3.3 Discrétisation trapézoïdale appliquée aux équations d'état 
La discrétisation trapézoïdale étant A-stable, précise et simple, nous avons choisi de 
l'utiliser comme méthode d'intégration dans nos travaux. Cependant, comme nous utili-
sons la méthode avec un système d'équations d'état, nous devons d'abord l'exprimer 
sous forme matricielle plutôt que sous forme de fonction de transfert. Nous avons identi-
fié deux implantations de la discrétisation trapézoïdale sous forme matricielle dans un 
contexte d'équations d'état. 
La première méthode est tirée de [32]. Cette méthode est utilisée par la commande 
c2d dans Matlab, lorsque l'option 'Tus tin' est spécifiée. La discrétisation trapézoïdale 
étant une méthode implicite, cette implantation est basée sur un changement de variables 
où l'on définit un nouveau vecteur d'état. Le développement présenté dans [32] est vala-
ble pour des systèmes invariants dans le temps. Nous avons essayé de développer les 
mêmes équations, mais cette fois pour un système variant dans le temps, et nous ne par-
venons pas à un résultat concluant. Nous en concluons que le changement de variables 
proposé n'est pas valable pour un système variant dans le temps. D'autre part, avec cette 
méthode, le changement de variables impose de discrétiser non seulement les matrices 
d'état A et B, mais aussi les matrices Cet D, ce que nous considérons comme un inconvé-
nient non-négligeable. 
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La seconde implantation de la discrétisation trapézoïdale des matrices d'état pro-
vient de [20]. Encore une fois, nous devons modifier légèrement la démarche pour 
accommoder notre système d'équations d'état, qui est variant dans le temps. La première 
étape consiste à remanier la fonction de transfert discrète correspondant à la discrétisation 
trapézoïdale de la manière suivante. 
On substitue ensuite aux deux dérivées de (3-10) les relations suivantes. 
in+l = An+lxn+l +Bn+lun+l 
in = Anxn + Bnun 
En ré-arrangeant le résultat de cette substitution, on obtient (3-12). 
(3-10) 
(3-11) 
(3-12) 
On remarque dans (3-12) que Xn+ 1 ne dépend que de valeurs passées des états. 
Cependant, il dépend encore de l'entrée un+l· Bien que ceci ne pose pas de problème en 
soi, nous devons porter une attention particulière à l'implantation de cette variante de la 
discrétisation trapézoïdale, particulièrement si l'on utilise les s-function de Simulink. 
L'équation (3-12) est de la forme Ax = b, où x et b sont des vecteurs. À ce stade-ci, 
nous avons deux choix pour trouver la solution de (3-12). La première solution consiste à 
inverser la matrice à gauche de Xn+ 1 dans (3-12) puis à prémultiplier tout ce qui est à 
droite de l'égalité par cette matrice inversée. Le résultat est (3-13). 
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(3-13) 
Une autre solution consiste à résoudre le système d'équations linéaires (3-12). 
Nous avons choisi d'utiliser la décomposition LU pour résoudre (3-12). La factorisation 
LU est en fait une fonne d'élimination gaussienne. Il s'agit essentiellement de décompo-
ser une matrice carrée générale, dense et sans structure particulière qui puisse être exploi-
tée (par exemple la symétrie) en deux matrices triangulaires L ("lower triangular", ou 
triangulaire inférieure) et U ("upper triangular", ou triangulaire supérieure). L'utilisation 
de matrices triangulaires est souhaitable parce qu'elle pennet de solutionner simplement 
des systèmes d'équations linéaires [33]. Voyons comment solutionner le système d'équa-
tions linéaires (3-14) à l'aide de la factorisation LU. 
Ax = b (3-14) 
La première étape de notre algorithme consiste donc à décomposer la matrice A en 
un produit de deux matrices Let U, tel que montré en (3-15). 
PA= LU (3-15) 
Dans (3-15), la matrice P est une matrice de pennutation et consiste en fait en une 
matrice identité dont les rangées ont été pennutées. Cette pennutation est requise afin 
d'assurer la stabilité de l'algorithme de la factorisation LU. Une fois la décomposition 
(3-15) obtenue, le système suivant est solutionné et un vecteur intennédiaire y est obtenu. 
Ly =Pb (3-16) 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
107 
Le système d'équations (3-16) pourrait, par exemple, ressembler à (3-17) pour un 
système d'ordre trois où la factorisation ne requiert pas de permutation (Pest la matrice 
identité). 
(3-17) 
Le vecteur de solution y est trouvé en commençant par y1 et en procédant vers le 
bas. Cette phase de l'algorithme est ainsi baptisée la substitution avant. Une fois obtenu 
le vecteur y, il suffit de solutionner le système (3-18) pour obtenir le vecteur de la solu-
tion finale x. 
Ux =y (3-18) 
Poursuivant avec le même exemple, l'allure de (3-18) est la suivante. 
(3-19) 
Cette fois, la solution de (3-19) commence par le bas, soit avec 1' élément x3, et pro-
cède vers le haut, d'où l'appellation de cette phase, substitution arrière. 
Dans le cas que nous venons de décrire, x et b sont des vecteurs. Cependant, si ces 
deux paramètres sont des matrices (X et B), il suffit de factoriser A exactement de la 
même manière que ci-haut et ensuite, trouver la solution colonne par colonne. Dans le cas 
où B est une matrice identité, la solution X sera A-l. La factorisation LU peut donc être 
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utilisée pour résoudre des systèmes d'équations linéaires et aussi pour inverser des matri-
ces. La raison pour laquelle nous avons opté pour la solution d'un système d'équations 
linéaires est simplement la performance des calculs en termes de vitesse. En effet, la fac-
torisation LU est de complexité mathématique 0(2N3/3). Le nombre exact d'opérations 
mathématiques requises pour solutionner (3-12) est compté à la figure 3-4. 
Nous avons travaillé longtemps sur un système qui compte onze variables d'état et 
une seule entrée. Dans ce cas, la solution de (3-12) requiert 1378 opérations mathémati-
ques selon le résultat de la figure 3-4. Si l'on utilise plutôt l'inversion de matrice (3-13), 
les quatre premières opérations de la figure 3-4 sont inchangées. Cependant, l'inversion 
de matrice qui utilise la factorisation LU revient alors à solutionner un système de type 
AX = B, où tous les paramètres sont des matrices d'ordre p. En tenant compte du fait que 
B est la matrice identité, le nombre d'opérations mathématiques requises pour solutionner 
(3-13) est illustré à la figure 3-5. 
1 - Produit matrice (p par p) par vecteur (p par 1 ): 
2 - Produit matrice (p par m) par vecteur (m par 1 ): 
3 - Produit matrice (p par m) par vecteur (p par 1 ): 
4 - Somme de 3 vecteurs (p par 1 ): 
5- Factorisation LU d'ordre p: 
6- So1uùon LU d'ordre p de type Ax = b: 
Total: 
2p-
2pm 
2pm 
3p 
m: nombre d'entrées 
p: nombre d'états 
2 3 1 2 5 jP -Ïp -6p-1 
2p2 
Figure 3-4 Nombre d'opérations mathématiques requises pour solutionner 
(3-12) (factorisation et solution LU) 
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m: nombre d'entrées 
p: nombre d'états 
1 -Produit matrice (p par p) par vecteur (p par 1 ): 
2 - Produit matrice (p par m) par vecteur (m par 1 }: 
3- Produit matrice (p par m) par vecteur (p par 1): 
4 - Somme de 3 vecteurs (p par 1 ): 
5- Inversion de matrice avec factorisation LU d'ordre p: 
6 - Produit matrice (p par p) par vecteur (p par 1 ): 
Total: 
2p2 
2pm 
2pm 
3p 
3 3 2 3 2p --p +-p-1 2 2 
3 3 ., 9 2p +-p-+4pm+-p-1 2 2 
Figure 3-5 Nombre d'opérations mathématiques requises pour solutionner 
(3-12) (inversion de matrice à l'aide d'une factorisation LU). 
Pour le même système que ci-haut (onze états et une entrée), la solution de (3-13) 
requiert 2936 opérations mathématiques selon le résultat de la figure 3-5, soit plus de 
deux fois plus que la solution de (3-12). C'est précisément pour cette raison que nous 
avons adopté la méthode utilisant la solution du système d'équations plutôt que celle qui 
inverse explicitement la matrice. 
3.4 Implantation de la discrétisation trapézoïdale 
Comme notre simulation est réalisée à l'aide d'une s-function dans Matlab/Sim-
ulink, nous devons décrire comment une simulation se déroule dans Simulink, lorsque 
cette simulation comprend une s-function. La compréhension de ce mécanisme est 
requise car notre problème diffère subtilement du problème type pour lequel 1' interface 
entre Simulink et la s-function est prévu. 
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Une s-function est un bloc spécial de la librairie de Simulink. Comme tous les 
autres blocs, il est pourvu d'un port d'entrée u, d'un port de sortie y et peut contenir ou 
non des variables d'état x. Cependant, le comportement du bloc s-function est dicté par 
un programme associé au bloc. Ce programme contient plusieurs fonctions. Pour une 
simulation discrète à pas fixe, la fonction d'initialisation de la s-function est d'abord exé-
cutée en début de simulation, puis à chaque pas de calcul, deux fonctions sont exécutées 
tour à tour. D'abord, la fonction qui calcule le vecteur des sorties de la s-function est exé-
cutée, puis la fonction qui met à jour le vecteur des états discrets est exécutée. Ce méca-
nisme part du principe qu'en début de simulation, au temps t=O, on spécifie les valeurs 
initiales du vecteur des états comme suit. 
x(O) = x0 (3-20) 
Le fait que la fonction qui met à jour les sorties soit appelé avant la fonction qui 
met à jour les états est basé d'une part sur le fait que les conditions initiales soient celles 
des états et d'autre part sur l'hypothèse que les équations d'état discrètes se présentent 
sous la forme dite normale (3-21 ). 
x(n+ 1) = Ax(n)+ Bu(n) 
y(n) = C x(n) + D u(n) 
(3-21) 
Cet exemple est basé sur le fait que le système est linéaire et invariant dans le 
temps. Une simulation dont les équations d'état sont solutionnées par une s-function et 
sont exprimées telles qu'en (3-21) se déroule donc de la façon suivante. On spécifie x(O) 
dans la fonction d'initialisation. Connaissant x(O) et aussi u(O), on calcule ensuite y(O). 
En étant toujours à n=O, on calcule x(n+l), soit x(l), pour le prochain pas de calcul. Au 
pas suivant, on calcule y( 1) puis x(2), et ainsi de suite. 
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Or, notre but est d'implanter une simulation qui utilise la discrétisation trapézoïdale 
décrite par (3-12). Il est clair que (3-12) ne peut s'exprimer sous la forme normale (3-21) 
puisque le vecteur des états x au moment (n+ 1) dépend du vecteur des entrées u au 
moment (n+ 1 ). De plus, notre système est variant dans le temps et les matrices A, B. Cet 
D changent. Il faut faire attention à l'ordre des opérations (changement des matrices, cal-
cul des sorties et calcul des états) afin que le tout soit cohérent. Les fonctions standards 
de mise à jour des sorties et de mise à jour des états de la s-function doivent par consé-
quent être utilisées de façon différente de leur usage habituel. 
Dans notre implantation, nous n'avons simplement pas utilisé la fonction de mise à 
jour des états et nous faisons tous les calculs dans la fonction de mise à jour des sorties. 
La figure 3-6 illustre sous forme d'organigramme le contenu de la fonction de mise à jour 
des sorties de notre s-function. Cette fonction est appelée à chaque pas de calcul. Les 
numéros des équations sont indiqués lorsqu'applicable. Au démarrage de la simulation, 
tous les interrupteurs sont ouverts et les valeurs initiales des matrices d'état du convertis-
seur sont calculées dans ces conditions. La vitesse initiale de la machine est aussi spéci-
fiée. Nous sommes donc en mesure de calculer les matrices d'état globales de 
1 'entraînement. Nous devons également calculer une portion de 1 'équation (3-12) qui sera 
requise lors de la mise à jour des états au prochain pas de calcul. On calcule ensuite les 
sorties de la s-function et le premier pas de calcul est complété. Pour tous les pas de cal-
culs subséquents, la boucle de simulation est toute la colonne de gauche de la figure 3-6. 
La première tâche à accomplir dans cette boucle est de vérifier si les interrupteurs du con-
vertisseur changent d'état. Si le convertisseur change d'état, les matrices d'état du con-
vertisseur sont recalculées selon la méthode exposée à la section 2.1.2. On effectue 
ensuite la mise à jour des termes de la matrice d'état Am de la machine qui contiennent le 
terme de vitesse de la machine ror Il suffit ensuite de compléter les matrices d'état A et B 
finales englobant tout l'entraînement selon la méthode décrite à la section 2.3 et de procé-
der à la mise à jour des états discrets de la partie électrique du système. Une fois les varia-
bles d'état électriques modifiées, on calcule le couple électromagnétique de la machine et 
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( Début ) 
~ non 1 
vérifier logique des interrupteurs 
non changement d'état 
d'interrupteur? construire les matrices d'état finales 
oui A0 et 8 0 de l'entraînement complet (2-47) 
mettre à jour les matrices d'état du 
convertisseur 
(2-8) à (2-10) et (2-12) à (2-14) 
calculer(/+ A0T 12)x0 + (B0T /2)u0 
(partie de (3-12) pour le 
mettre à jour les matrices d'état de la 
prochain pas de calcul) 
machine (termes contenant ror) 
(2-39) 
+ 
construire les matrices d'état finales A et B 
de l'entraînement complet 
(2-47) 
+ 
mettre à jour les états "électriques" discrets 
(3-12) 
+ 
calculer le couple électromagnétique (2-18) 
et la vitesse de rotation de la machine (2-19) 
(intégration trapézoïdale) 
+ 
calculer les sorties 
y= C.t +Du 
+ ( Fin ) 
Figure 3-6 Organigramme de la fonction de mise à jour des sorties de la s-function 
(discrétisation trapézoïdale). 
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on met à jour la seule variable d'état mécanique du système, soit la vitesse de rotation du 
rotor. Notons que la position angulaire du rotor n'est pas requise puisque nous utilisons 
une transformation dans le référentiel stationnaire. Enfin, la dernière étape de chaque pas 
de calcul consiste à calculer le vecteur des sorties y de la s-function. 
3.5 La méthode MSRP-2 
Bien que nous ayons choisi d'utiliser la discrétisation trapézoïdale comme méthode 
d'intégration, nous avons également étudié dans le cadre de nos travaux une méthode 
d'intégration matricielle publiée récemment et baptisée "Matrix Stability Region Place-
ment" (MSRP) [ 19], ou méthode de placement de région de stabilité. Cette méthode 
explicite est caractérisée par le fait que les coefficients d'intégration sont des matrices au 
lieu de scalaires. Il n'y a donc pas d'intégrateur local pour chaque état. L'intégrateur 
associé à chaque état tient compte de tous les autres états. De plus, la méthode est basée 
sur une technique de placement de pôles qui permet une transposition exacte ("mapping") 
des pôles principaux du plan s au plan z. avec la relation bien connue suivante. 
sT 
z = e (3-22) 
Les auteurs mentionnent que lorsqu'appliquée à un système linéaire invariant dans 
le temps, la méthode MSRP donne une réponse temporelle exacte et une erreur nulle en 
régime permanent. L'application de cette méthode requiert que le processus à simuler 
soit décrit par des équations d'état. Si le système simulé est non-linéaire, on doit le linéa-
riser autour d'un point d'opération et obtenir le Jacobien des matrices du système Jet de 
couplage des entrées G. Sous forme matricielle, on peut alors décrire le système à simuler 
par l'équation d'état suivante: 
i(t) = Jx(t) + Gu(t) (3-23) 
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L'algorithme d'intégration explicite de la méthode matricielle de placement de 
région de stabilité d'ordre deux (MSRP-2) est défini comme suit: 
(3-24) 
En substituant l'équation (3-23) dans l'équation (3-24) et en plaçant tous les faux 
pôles à l'origine du plan z, on obtient les contraintes de stabilité sur les coefficients A; et 
B;. Les équations de Lambert nous permettent d'obtenir les contraintes sur la précision de 
la simulation en boucle fermée et on obtient les expressions suivantes pour les coeffi-
cients A; et B; (IN est la matrice identité N par N, où N est le nombre de variables d'état): 
JT -1 A 1 = ( e - 1 N )( JT) - 21 N 
Ao = -(A 1 + 1 N) 
JT -1 8 1 = (A 1 + e )(JT) 
-1 80 = A0(JT) 
(3-25) 
Les coefficients A0, A1, 80 et 8 1 sont des matrices N par N. Avant même de tester 
cette méthode, on peut déjà faire quelques commentaires à son sujet. D'abord, elle néces-
site l'obtention de la matrice d'état du système à simuler (matrice J) ou son Jacobien si le 
système est non-linéaire. Ensuite, il est clair que la matrice J doit être non-singulière 
puisque le terme (JTf 1 apparaît dans le calcul des coefficients. Ceci peut poser un pro-
blème dans certains cas. Cependant, il existe une généralisation de la méthode qui évite 
d'avoir à inverser la matrice J. Cette variante utilise plutôt une transfonnation de coor-
données pour solutionner le problème [19]. Enfin, il faut calculer l'exponentielle de JT. 
Tout ceci peut à priori sembler coOteux en termes de quantités de calcul. Cependant, les 
auteurs de la méthode ont fait une étude du gain en temps de calcul qui est fait si on uti-
lise un intégrateur discret scalaire plutôt que 1 'opérateur matriciel proposé ici. En fait, il 
s'agit de quantifier la hausse de la période d'échantillonnage que la méthode MSRP-2 
permet par rapport à la période d'échantillonnage qui devait être utilisée avec un intégra-
teur scalaire. Par exemple, si un certain système doit être simulé avec une période 
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d'échantillonnage T de lO ms avec la méthode AB-2, la méthode MSRP-2, plus complexe 
en terme de calculs, devient rentable si elle permet d'utiliser par exemple une période 
d'échantillonnage de 60 ms. 
La principale raison qui a poussé les auteurs de la méthode MSRP à la développer 
est qu'ils simulent en temps réel des systèmes non-linéaires. L'exemple qui revient dans 
toutes leurs publications est la simulation d'un modèle de turbine d'avion. Mentionnons 
également que les simulations citées sont réalisées avec un pas de calcul de 1 'ordre de la 
milliseconde. Dans l'introduction de [19], ils affirment que les méthodes d'intégration 
implicites ne sont pas de bonnes candidates pour la simulation en temps réel de systèmes 
non-linéaires puisque leur nature implicite requiert une solution itérative à chaque pas de 
calcul et par conséquent, elles sont trop lentes. Les méthodes explicites sont, par contre, 
des candidates idéales pour la simulation en temps réel puisqu'avec une telle méthode, la 
mise à jour du vecteur des états discrets dépend uniquement de valeurs passées des états 
et des entrées et aucun processus itératif n'est requis pour trouver la solution. Le principal 
problème des méthodes explicites est que leurs régions de stabilité sont tellement plus 
petites que les méthodes implicites du même ordre qu'un pas de calcul prohibitivement 
petit doit être utilisé pour permettre une simulation stable. Lorsque comparée à des 
méthodes explicites telles Adams-Bashforth d'ordre deux, la méthode MSRP-2 permet 
de simuler des systèmes non-linéaires avec des pas de calcul tels que le calcul additionnel 
requis par la méthode est largement compensé par le grand pas de calcul qu'elle permet 
d'utiliser. 
Nous avons cru pendant un certain temps que la méthode MSRP-2, étant explicite, 
nous permettrait d'éliminer certains délais que nous sommes obligés d'introduire dans 
nos simulations pour briser des boucles algébriques. La figure 3-7 illustre le phénomène 
de boucle algébrique, qui est généralement formée via une boucle de contre-réaction qui 
ne contient aucun délai. La sortie y(n) du système est alors une fonction d'elle même. 
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y(n) = u(n)- IOy(n) 
y(n) = u(n) 
li 
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Figure 3-7 Une boucle algébrique simple et sa solution. 
Dans l'exemple de la figure 3-7, la solution de la boucle algébrique est simple, mais 
cette situation n'est pas la norme. Par exemple, si l'on s'attarde au fonctionnement de 
notre s-function et que l'on analyse son interaction avec le reste du système (le contrô-
leur), on se rend compte qu'il peut y avoir une boucle algébrique. La figure 3-8 illustre 
l'interaction entre notre s-function et le contrôleur qu'on lui associe. 
Notre s-function est elle même implicite, et ceci avant même que l'on considère le 
processus d'intégration. En effet, elle contient la logique des interrupteurs et change les 
matrices d'état si au moins un interrupteur change d'état. Conséquemment, les sorties 
y(n) de la s-function sont des fonctions directes des entrées u(n) de la s-function au même 
moment. Si les sorties du contrôleur Yc(n) sont elles aussi fonctions des entrées du contrô-
leur uc(n) au même instant, une boucle algébrique est formée et sa solution n'est pas tri-
viale puisque la boucle en question contient des discontinuités, en l'occurrence les 
sources V et 1 
u(n) = [ u1(n) u2(n 
= [u1(n) Yc(n 
)]T 
)]T 
u 1(n) 
"2fn) 
Y ln) 
sign aux de gâchette 
des interrupteurs 
mesures de tensions, cou-
s-function rants, vitesse, c ouple, etc. 
y( li)= j(u(n), t) y(n) 
uc(n) 
commande 
Figure 3-8 Interaction entre notre s-function et le contrôleur. 
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changements d'état des interrupteurs. Si cette condition se présente, nous devons ajouter 
un délai unitaire z-1 quelque part dans la boucle afin de la briser. Notre conclusion sur cet 
aspect est donc la suivante. Bien que l'utilisation d'une méthode d'intégration explicite 
puisse dans certains cas éviter des boucles algébriques qui seraient formées en utilisant 
une méthode d'intégration implicite, ce n'est pas notre cas, puisque notre système est 
implicite, et ce sans même tenir compte de l'intégration. 
3.6 Étude de cas 
Afin de déterminer si la méthode MSRP-2 est intéressante pour notre application, 
nous la comparons à la discrétisation trapézoïdale. Notre comparaison est de nature quali-
tative (formes d'ondes obtenues) et quantitative (temps de calcul). Nous utilisons le 
même système que celui utilisé au chapitre précédent, soit celui illustré à la figure 2-13. 
Cependant, nous utilisons cette fois-ci des s-function en langage Mati ab plutôt qu'en lan-
gage pour faire la comparaison. Nous justifions ce choix par le fait que la méthode 
MSRP-2 requiert des fonctions plus complexes, notamment le calcul de l'exponentielle 
matricielle. Si la méthode MSRP-2 donne des meilleurs résultats que la discrétisation tra-
pézoïdale avec la s-function en langage Matlab, alors nous prendrons le temps de la pro-
grammer en langage C. 
La s-function avec laquelle nous implantons la méthode MSRP-2 ressemble beau-
coup à celle utilisée pour l'implantation de la discrétisation trapézoïdale. Cependant, les 
calculs ne sont pas effectués dans le même ordre, étant donné que la méthode MSRP-2 
est explicite et se prête mieux à la forme "standard" (3-21). La figure 3-9 illustre sous 
forme d'organigramme les tâches effectuées dans la s-function pour la méthode MSRP-2. 
Nous avons donc réalisé deux simulations, une pour chaque méthode d'intégration. 
La figure 3-l 0 illustre les courants statoriques de la phase a obtenus avec les deux métho-
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des, en régime permanent. On remarque que les courbes sont tout à fait comparables et la 
méthode MSRP-2 n'apporte rien de plus à la précision des courbes. La figure 3-11 illus-
tre la vitesse de rotation de la machine obtenues avec les deux méthodes. Cette fois, les 
courbes sont superposées et elles sont à peu près confondues, mise à part une légère diffé-
rence juste avant d'atteindre le régime permanent, ce qui nous permet de conclure encore 
une fois que la méthode MSRP-2 nous donne d'aussi bons résultats que la discrétisation 
trapézoïdale, sans être meilleurs. 
Côté temps de calcul, le tableau 3-3 nous permet de constater que la méthode 
MSRP-2 est sensiblement plus lente que la discrétisation trapézoïdale. Or, les temps indi-
( Début ) 
+ oon<$? construire les matrices d'état finales A et 8 t>O'? . de l'entraînement complet 
(2-47) 
OUI 
+ vérifier logique des interrupteurs 
calculer les sorties 
y= C.t +Du 
non changement d'état + d'interrupteur'! calculer l'équation d'état 
oui .i = Ax+ Bu 
mettre à jour les matrices d'état du + 
convertisseur calculer les coefficients 
(2-8) à (2-10) et (2-12) à (2-14) de la méthode MSRP-2 
(3-25) 
+ 
mettre à jour les états "électriques" discrets 
mettre à jour les matrices d'état de la 
machine (termes contenant œr> (3-24) 
(2-39) + 
calculer le couple électromagnétique (2-18) 
et la vitesse de rotation de la machine (2-19) 
(intégration trapézoïdale) 
' c Fin ) 
Figure 3-9 Organigramme de la fonction de mise à jour des sorties de la s-function 
(méthode MSRP-2). 
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Temps (s) 
b) 
100 
g 
0 
__ :a 
1.4 1.42 1.44 1.46 1.48 1.5 
Temps (s) 
Figure 3-10 Courant statorique de la phase a de la machine avec les deux méthodes 
d'intégration: a) trapézoïdale; b) MSRP-2. 
200~--------------~r---------------~----------------~ 
180 
160 
140 
-120 ~ 
"t:l 
~100 
:t 
a ao 
0 0.5 
-&- Discrétisation trapézoïdale 
~ Méthode MSRP-2 
Temps (s) 
1.5 
Figure 3-ll Vitesse de rotation de la machine avec les deux méthodes d'intégration. 
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qués dans ce tableau doivent être interprétés prudemment. En effet, cette simulation a été 
réalisée avec pas de calcul de 50 J.I.S, ce qui veut dire que pour 1.5 seconde de simulation, 
il y a eu 30 000 pas de calcul. Or, il n'y a eu des changements d'état d'interrupteurs que 
dans 5 166 de ces pas de calcul, soit environ 17% du temps. La différence de durée des 
deux simulations a lieu exclusivement durant les pas où il y a eu des changements d'état 
puisque lorsqu'il n'y en a pas, les deux s-function font exactement les mêmes calculs, à 
savoir la mise à jour des vecteur des sorties y et des états x. 
Tableau 3-3 
Temps d'exécution des deux simulations 
Méthode d'intégration Temps d'exécution (s) 
Trapézoïdale 336 
MSRP-2 365 
Avec cette façon de compter, la méthode MSRP-2 est donc plus lente que la 
discrétisation trapézoïdale par 
Différence de temps de simulation = 365 - 336 x 100 + 0.17 
336 
=51% 
(3-26) 
Nous considérons ce résultat comme approximatif. Pour faire des mesures précises 
du temps de calcul, il nous faudrait programmer la s-function pour la méthode MSRP-2 
en langage C et reprendre l'analyse. Or, suite aux résultats obtenus, nous ne voyons 
aucun intérêt à poursuivre cette voie. 
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3. 7 Conclusions 
Nous nous sommes concentrés dans ce chapitre à la question d'intégration à pas 
fixe des équations d'état liées aux entraînements électriques. Après avoir constaté que les 
équations différentielles de notre système sont rigides, nous avons passé en revue les 
caractéristiques des méthodes d'intégration les plus couramment utilisées pour résoudre 
cette classe de systèmes. Nous avons choisi de travailler avec la discrétisation trapézoï-
dale, étant donné sa grande précision et son algorithme relativement simple, puis avons 
décrit comment cette discrétisation a été implantée dans nos simulations. Nous avons par 
la suite décrit une méthode d'intégration récemment développée spécifiquement pour la 
simulation en temps réel d'équations différentielles rigides, soit la méthode MSRP-2. 
Une comparaison des résultats obtenus avec la méthode MSRP-2 et la discrétisation tra-
pézoïdale nous permettent de conclure qua les deux méthodes donnent des résultats qui 
sont qualitativement très similaires. Cependant, la discrétisation trapézoïdale donnant des 
simulations plus rapides en temps différé, c'est avec cette méthode que nous allons conti-
nuer à travailler. 
La validité de l'approche de simulation ainsi que de la méthode d'intégration choi-
sie ayant été démontrées en temps différé, nous allons maintenant décrire la dernière 
phase de nos travaux, qui consiste à implanter le tout en temps réel sur un ordinateur mul-
tiprocesseurs. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
CHAPITRE4 
SIMULATION EN TEMPS RÉEL 
Ce dernier chapitre décrit les étapes qui nous permettent d'atteindre notre but 
ultime, soit de réaliser en temps réel des simulations d'entraînements électriques, lesquels 
sont modélisés à l'aide de l'approche par variables d'état. Il s'agit en fait d'intégrer les 
techniques des trois chapitres précédents en un tout cohérent. 
Nous décrivons d'abord le système que nous tentons de modéliser et simuler en 
temps réel. Ce système consiste en un entraînement industriel commercialisé par la com-
pagnie ABB. Nous décrivons ensuite brièvement les deux grandes architectures d'ordina-
teur parallèles sur lesquelles nous avons réalisé nos simulations. L'entraînement étudié 
étant relativement complexe, nous décrivons aussi une technique de découplage qui nous 
permet de simuler séparément les deux principales parties de 1' entraînement. Afin de 
réduire le temps de calcul, nous tentons de séparer encore en deux les calculs associés à 
l'une des deux principales parties de notre simulation découplée. Nous identifions par la 
suite les principaux facteurs qui peuvent influencer la performance, en terme de vitesse 
de calcul, de nos simulations, après quoi nous décrivons les différentes optimisations que 
nous avons faites dans nos programmes. Enfin, nous présentons des résultats de simula-
tions réalisées en temps réel sur un ordinateur parallèle. 
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4.1 Système étudié 
Nous avons justifié notre démarche au début de cette thèse en spécifiant que l'un 
des aspects intéressants de la simulation en temps réel est qu'elle permet de réaliser des 
essais sur des commandes réelles de façon plus efficace et sécuritaire que si l'on fait ces 
mêmes essais sur le système réel. ll s'agit en fait de simuler en temps réel toute la partie 
haute puissance et de raccorder la commande au processus simulé. La simulation doit 
donc modéliser le plus fidèlement possible le processus à simuler. Dans cet esprit, nous 
avons choisi d'étudier un entraînement industriel commercialement disponible. Le con-
trôleur choisi est fabriqué par la compagnie ABB et est de la famille ACS 600. Notre 
choix est principalement motivé par le fait que plusieurs de ces contrôleurs sont disponi-
bles dans nos laboratoires d'électrotechnique. Nous avons donc facilement accès à l'équi-
pement ainsi qu'à toute la documentation associée. L'un des techniciens de l'É.T.S. ayant 
suivi une formation spéciale pour la mise en service et l'entretien de ces entraînements, 
nous avons accès à des plans détaillés du contrôleur. Ce dernier aspect est loin d'être 
négligeable puisque l'une des principales difficultés rencontrées dans la simulation des 
entraînements est l'obtention d'un ensemble complet de paramètres d'un système réel. 
La modification du système consiste essentiellement à remplacer la batterie du 
schéma 2-12 par une source triphasée et un redresseur à diodes. La figure 4-1 illustre le 
schéma complet de l'entraînement. Les principaux paramètres associés à cet entraîne-
Machine 
reinage asynchrone 
...... ....__ ...... ...~.oo_.-_.__...._--"'-..&...--' dynamique 
Figure 4-1 Schéma de 1' entraînement étudié. 
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ment sont donnés à l'annexe B. La source comporte une impédance série composée d'une 
résistance et d'une inductance sur chaque phase. On note aussi la présence de circuits 
amortisseurs ("snubbers") aux bornes de chaque diode. Enfin, un interrupteur commandé 
en série avec une petite résistance font office de mécanisme de freinage dynamique. Ce 
mécanisme sert également à maintenir la tension du bus DC, qui a tendance à monter à 
des valeurs très élevées lorsque la machine change de mode de fonctionnement (de 
moteur à génératrice et vice-versa), lors de ralentissements et d'accélérations. Enfin, la 
commande utilisée pour la famille d'entraînements ACS 600 de ABB est une commande 
DFTC ("Direct Flux and Torque Control") tel que décrite au chapitre 2. 
4.2 Ordinateurs parallèles 
Comme notre but est de réaliser des simulations en temps réel, nous devons nous 
attarder à la question du matériel sur lequel ces simulations sont exécutées, c'est-à-dire 
l'ordinateur. Bien que ce ne soit pas encore évident à ce stade-ci, le système que nous 
désirons simuler est trop complexe pour être simulé en temps réel sur un seul processeur, 
avec un pas de calcul raisonnable. Nous devons donc utiliser un ordinateur à plusieurs 
processeurs, ou ordinateur parallèle. Il existe principalement deux grandes familles 
d'architectures d'ordinateurs parallèles, à savoir: 
a. les architectures à mémoire distribuée, ou à passage de messages; 
b. les architectures à mémoire partagée. 
Comme nous avons eu l'occasion de travailler sur les deux types d'architectures 
dans le cadre de nos travaux, nous les décrivons sommairement afin d'identifier leurs 
principales caractéristiques. 
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4.2.1 Architectures à mémoire distribuée 
Un ordinateur parallèle à mémoire distribuée est généralement caractérisé par un 
certain nombre de processeurs comportant chacun une plage de mémoire privée, 
mémoire qui est inaccessible aux autres processeurs. Comme il arrive que plusieurs pro-
cesseurs aient besoin des mêmes données pour accomplir leurs tâches respectives, les 
processeurs sont reliés par des liens de communication permettant l'échange des données 
entre eux. La figure 4-2 illustre un ordinateur parallèle à mémoire distribuée comportant 
quatre processeurs. Cette figure nous permet d'identifier les principales caractéristiques 
de cette architecture. D'abord, chaque processeur dispose d'un nombre fini de liens de 
communication. La quantité de liens de communication de chaque processeur est une 
contrainte sur la topologie d'interconnexion des processeurs. Dans notre exemple de la 
figure 4-2, chaque processeur dispose d'au moins trois liens de communication et il est 
possible dans ces conditions d'avoir une topologie dite complètement connectée, où cha-
que processeur est capable de communiquer directement avec tous ses pairs. Or, avec un 
grand nombre de processeurs, il est difficile d'avoir une topologie complètement connec-
tée et nous sommes contraints d'utiliser des topologies où chaque processeur n'est pas 
capable de communiquer directement avec tous ses pairs, mais doit passer par un ou plu-
sieurs processeurs intermédiaires pour atteindre certains processeurs éloignés. 
Mentionnons aussi que si d'autres processeurs doivent traiter les données se trou-
vant sur un processeur en particulier, ces données doivent être transmises d'un processeur 
M: Mémoire (privée) 
P: Processeur 
Figure 4-2 Ordinateur parallèle à mémoire distribuée. 
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à l'autre. Si beaucoup de données doivent transiter entre les processeurs, le temps de 
communication associé à la transmission de ces données peut devenir excessif et dominer 
le temps de calcul des processeurs. Cette architecture est donc performante si 1' on par-
vient à minimiser la quantité de données transmises entre les processeurs à chaque pas de 
calcul. 
L'ordinateur à mémoire distribuée avec lequel nous avons eu la chance de travailler 
est un ordinateur spécialement conçu pour la simulation en temps réel des réseaux électri-
ques. Il s'agit en fait d'un simulateur Hypersim, développé par l'IREQ et commercialisé 
par TransÉnergie Technologies, la filiale commerciale de TransÉnergie. Cet ordinateur 
est composé de 15 processeurs DEC Alpha avec une horloge de 533 MHz. Chaque pro-
cesseur dispose de six liens de communication. Nous décrirons plus en détail notre 
implantation sur cet ordinateur dans une section ultérieure. 
4.2.2 Architectures à mémoire partagée 
Un ordinateur parallèle à mémoire partagée consiste en un certain nombre de pro-
cesseurs ayant tous accès à une zone de mémoire unique. La figure 4-3 illustre cette 
architecture et permet d'en dégager les principales caractéristiques. D'abord, on remar-
que en comparant à l'architecture à mémoire distribuée que l'accès par plusieurs proces-
Mémoire 
p p p p p p 
P: Processeur 
Figure 4-3 Ordinateur parallèle à mémoire partagée. 
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seurs à une même donnée ne nécessite pas de communication interprocesseur. Les accès 
à la mémoire se font via un bus commun à tous les processeurs. Dans une architecture à 
mémoire partagée "pure", ceci cause des problèmes lorsque plusieurs processeurs dési-
rent accéder à la mémoire en même temps. Le bus ne pouvant être contrôlé que par un 
seul processeur à la fois, les autres processeurs désirant accéder à la mémoire doivent 
attendre que le contrôle du bus devienne disponible. S'il arrive régulièrement durant une 
simulation que plusieurs processeurs tentent d'accéder de façon simultanée à la mémoire, 
la performance sera grandement réduite. Cette situation est souvent appelée une conten-
tion de bus. Il existe toutes sortes de variantes de cette architecture permettant entre 
autres les accès simultanés suivants: 
a. accès simultané à une zone mémoire unique par des processeurs différents en 
lecture seulement; 
b. accès simultané à des zones mémoires différentes par des processeurs diffé-
rents, en lecture ou en écriture. 
Ces accès simultanés sont rendus possibles grâce à l'ajout dans l'ordinateur de 
matériel spécialisé d'accès à la mémoire. Nous tenons simplement à mentionner que ces 
possibilités existent et n'élaborerons pas la description de ce matériel. 
L'ordinateur à mémoire partagée avec lequel nous avons travaillé est un SGI Origin 
2000 comportant 12 processeurs MIPS Rl2000 avec une horloge de 400 MHz. Cet ordi-
nateur ne possède pas une architecture à mémoire partagée "pure", mais plutôt une archi-
tecture dite "distributed shared memory", mémoire partagée distribuée, ou "virtual shared 
me mory", mémoire partagée virtuelle. Ceci peut sembler paradoxal mais ces appellations 
veulent simplement dire que la mémoire est physiquement distribuée, alors que du point 
de vue du programmeur, elle apparaît comme un seul espace mémoire contigu. La figure 
4-4 illustre l'architecture de l'ordinateur sur lequel nous avons travaillé. Nous avons con-
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b) Cache L2 Cache L2 
1 J 
Cache Ll Cache Ll Mémoire ~= Processeur l Processeur 2 principale 
1 
1 "Hub" L 
1 600 Mols 
R = Routeur 
Lien CrayLink (600 Mols) 
Figure 4-4 Architecture du SGI Origin 2000. a) système avec huit processeurs; 
b) contenu d'une carte ("Node board") 
servé la notation de la littérature SGI [35] dans cette figure. Chaque symbole N repré-
sente une carte (dénommée "node board" par le fabricant) qui comprend deux 
processeurs. Chacun de ces processeurs dispose d'une antémémoire ("cache memory") de 
niveau un (LI) interne et d'une antémémoire de niveau deux (L2) externe à la puce du 
processeur. La mémoire cache associée à un processeur n'est pas accessible par les autres 
processeurs du système. Les deux processeurs disposent cependant d'une mémoire prin-
cipale. Cette mémoire doit être accédée via une autre puce, dénommée "hub". Le "hub" 
contrôle l'accès à la mémoire principale non seulement pour les processeurs se trouvant 
sur cette carte, mais aussi pour les processeurs des autres cartes. Il est possible de raccor-
der deux "hub" ensemble directement et ainsi obtenir un système à quatre processeurs. 
Cependant, si 1' on veut relier ensemble trois cartes ou plus, il faut utiliser une autre com-
posante, à savoir un routeur (symbole R dans la figure 4-4). Chaque routeur dispose de 
six ports de communication et il est donc possible de raccorder en étoile douze proces-
seurs (six cartes) à l'aide d'un seul routeur. Le système que nous avons utilisé correspond 
à la figure 4-4a. 
Cette section visait simplement à présenter sommairement les deux ordinateurs 
parallèles avec lesquels nous avons expérimenté. Nous reviendrons sur leurs caractéristi-
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ques spécifiques dans une section ultérieure, alors que nous décrirons l'implantation de 
nos simulations sur chacun. 
4.3 Découplage 
Dès nos premières simulations avec le montage de la figure 4-1, il est clair que le 
système complet ne peut être simulé en temps réel sur un seul processeur, avec un pas de 
calcul raisonnable. Afin de réduire le temps de calcul, une première forme de parallé-
lisme est tentée. Il s'agit en fait de séparer ou découpler le système en plusieurs mor-
ceaux. Il existe diverses façons de découpler un système électrique. L'une des méthodes 
couramment utilisées dans la simulation des grands réseaux électriques consiste à utiliser 
les lignes de transports comme élément de découplage [34]. Les lignes de transport sont 
caractérisées par un délai de propagation proportionnel à la longueur de la ligne. Par 
exemple, si l'on applique un échelon de tension à une extrémité d'une ligne, l'échelon se 
propage dans la ligne et arrive à l'autre extrémité après un certain temps t. Dans une 
simulation à pas fixe, il suffit que le délai de propagation dans ladite ligne soit au moins 
égal au pas de calcul utilisé pour la simulation afin que la ligne puisse servir d'élément de 
découplage sans affecter le résultat. La figure 4-5 illustre l'utilisation d'une ligne de 
transport comme élément de découplage dans la simulation d'un lien haute tension à cou-
rant continu (HTCC). 
Processeur 1 Processeur 2 
A .A 
r 
' 
r 
' ~H~I t >= L\t I~Ht--0 
Poste Poste 
redresseur onduleur 
Figure 4-5 Découplage par l'utilisation d'une ligne de transport. 
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Cette forme de découplage géographique est très utilisée dans les simulateurs en 
temps réel de grands réseaux électriques. Dans le cas d'un entraînement électrique, 
l'ajout d'une ligne de transport assez longue pour que son délai de propagation soit de 
1 'ordre du pas de calcul est difficile à justifier. Dans la plupart des cas, les composantes 
d'un entraînement sont assez proches les unes des autres. Dans le pire des cas, la source 
est à une extrémité d'une grande usine et la machine à l'autre extrémité, mais la distance 
n'est jamais assez importante pour que cette technique de découplage s'applique. 
Une seconde technique de découplage consiste à couper un réseau électrique en un 
point judicieusement choisi et à calculer de part et d'autre de la coupure des équivalents 
de Thévenin et Norton, qui servent d'interface entre les deux sous-systèmes ainsi obte-
nus. Cette méthode est utilisée dans [ 16] pour interfacer un grand réseau, simulé avec 
l'approche nodale, avec un lien à haute tension à courant continu (HTCC), simulé avec 
l'approche par variables d'état. Les auteurs affirment que le succès de la méthode dépend 
de l'utilisation exclusive de quantités dites stables au point d'interface. Les quantités sta-
bles en question sont des courants traversant des inductances et des tensions aux bornes 
de condensateurs. La méthode est illustrée à la figure 4-6, où Z1 est la résistance de Nor-
ton du sous-système #1 tandis que Z2 est la résistance de Thévenin du sous-système #2. 
Ir 1 
Sous-système ~· Sous-système #1 ... 
: ..L ~ #2 
Figure 4-6 Découplage d'un réseau électrique à l'aide d'équivalents Thévenin et 
Norton 
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Ces résistances sont calculées en désactivant toutes les sources du système et en appli-
quant une impulsion de courant au point d'interface. On mesure la tension obtenue, que 
l'on divise par le courant appliqué pour obtenir la résistance. Ce processus doit être refait 
à chaque pas de calcul. Les amplitudes des sources sont calculées à partir de ces résistan-
ces et des valeurs de 11 et Vc au pas précédent. Les relations sont données dans [ 16]. Cette 
méthode est réputée comme étant précise, mais le processus de calcul des équivalents de 
Thévenin et Norton est difficilement réalisable dans une simulation en temps réel. 
Nous avons donc utilisé une autre technique de découplage, qui est peu documen-
tée, mais couramment utilisée dans le domaine de la simulation en temps réel des réseaux 
électriques. Il s'agit, comme dans la méthode des équivalents Thévenin et Norton, de 
mesurer un courant et une tension de part et d'autre de la coupure et de simplement trans-
mettre cette mesure à une source commandée de l'autre côté de la coupure. La méthode 
est illustrée à la figure 4-7 pour notre entraînement. Bien que le courant servant à l'inter-
façage des deux sous-systèmes ne soit pas un courant d'inductance comme tel, il estrela-
tivement stable. 
4.4 Simulation parallèle de la partie onduleur/machine 
À un certain stade de nos travaux, nous utilisions un montage différent de celui 
décrit dans cette thèse. La partie onduleur/machine comportait plus de variables d'état 
que le montage final et le temps de calcul était plus long. Par conséquent, nous n'étions 
Redresseur 
à diodes 
~~ûh 
1 
1 
1 
Ide 1 
W.l/k 
1 ..._....._ ....... _.....__, 
Figure 4-7 Méthode de découplage utilisée. 
Machine 
asynchrone 
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pas capable de faire de la simulation en temps réel. De plus, nous ne nous étions pas 
encore rendu compte que la mise à jour des états discrets était plus rapide en solutionnant 
un système d'équations plutôt qu'en inversant une matrice, comme il a été discuté à la 
section 3.3. 
Nous avons donc essayé d'exploiter une autre forme de parallélisme. Les techni-
ques de découplage décrites à la section précédente permettent d'isoler dans un proces-
seur un sous-réseau quelconque. Cette forme de parallélisme se prête particulièrement 
bien à une implantation sur un ordinateur parallèle basé sur une architecture à mémoire 
distribuée, puisqu'un minimum d'information transite entre les processeurs (tensions et 
courants de part et d'autre du pont de découplage). Or, la seconde forme de parallélisme 
avec laquelle nous avons expérimenté se prête bien selon nous à une architecture à 
mémoire partagée et consiste à distribuer les calculs associés à un sous réseau sur plu-
sieurs processeurs. Dans notre cas, ce sous réseau consiste en la partie onduleur/machine. 
Le travail décrit dans cette section a donc été réalisé sur 1 'ordinateur SGI Origin 2000 
décrit à la section 4.2. 
Afin d'étudier la performance de cette forme de parallélisme, nous avons décidé 
dès le départ de nous concentrer sur une petite partie de notre simulation. Nous avons 
donc mesuré individuellement le temps d'exécution des diverses tâches effectuées dans 
une itération, ou un pas de calcul, de notre simulation. Nous avons constaté que l'inver-
sion de matrice requise pour la mise à jour des états selon la discrétisation trapézoïdale 
( 4-l) occupait une part importante du temps de calcul à chaque pas . 
••••••••••• 
: ( An + 1 T)- 1 : [( An T) (B nT) (B n + 1 T) J 
xn + 1 =: 1- 2 : 1 + 2 xn + 2 "n + 2 "n + 1 (4-1) 
••••••••••• 
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Nous avons donc décidé de tenter la parallélisation de cette inversion de matrice sur 
deux processeurs afin de voir si un gain en temps de calcul est possible. D'abord, l'inver-
sion de matrice est réalisée à l'aide d'une factorisation LU, suivie de deux substitutions 
(avant et arrière). Il existe d'autres algorithmes permettant d'inverser une matrice, mais 
notre choix s'est arrêté sur la factorisation LU parce qu'une part imponante de l'algo-
rithme, soit les substitutions avant et arrière, se parallélise de façon triviale tel que décrit 
à la section 3.3. La factorisation elle-même n'est pas facile à paralléliser et nous n'avons 
pas tenté de le faire. De toute façon, la factorisation elle-même est d'ordre de complexité 
mathématique 2N3/3 alors que l'inversion de matrice basée su la factorisation LU est de 
complexité 2N3. La substitution avant et arrière représentent donc ensemble deux fois 
plus de travail que la factorisation. Nous tenons à spécifier ici que 1 'ordre N de la matrice 
à inverser est typiquement inférieur à 15. Il est imponant de le mentionner puisque la plu-
pan des algorithmes matriciels sont optimisés pour des matrices de grande dimension, 
par exemple d'ordre 500 et plus. La factorisation elle-même est donc réalisée sur un seul 
processeur, puis les substitutions avant et arrière sont chacune partagées sur deux proces-
seurs, où chaque processeur traite la moitié des colonnes de X et B. La figure 4-8 illustre 
1 'ordre des calculs ainsi que les mécanismes de synchronisation requis, dans ce cas-ci des 
barrières. 
Factorisation LU de 
la matrice à inverser 
Processeur Il 
1 
1 
1 
1 
1 Substitution arrière 
1 (colonnes de droite) 
1 
Processeur 12 
Barrière 
Barrière 
Figure 4-8 Inversion de matrice parallèle sur deux processeurs. 
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Notre expérimentation avec cette forme de parallélisme nous a permis de réaliser 
qu'aucun gain en temps de calcul ne peut être obtenu pour notre problème. Nous espé-
rions gagner un peu de temps, mais le gain en temps dû au partage des calculs sur deux 
processeurs est dominé par l'incohérence de l'antémémoire ("cache misses"). En effet, la 
matrice à inverser se trouve dans la mémoire principale accessible à tous les processeurs. 
Lorsque le processeur #l effectue la factorisation LU, il charge la matrice de la mémoire 
principale à son antémémoire, qui est beaucoup plus rapide. Lorsque ce même processeur 
commence à utiliser les facteurs L et U, ces matrices sont déjà chargées en antémémoire 
et ce processeur effectue sa part du calcul très rapidement. Cependant, pour 1 'autre pro-
cesseur (le #2 dans la figure 4-8), les copies des matrices Let U qui sont dans son anté-
mémoire ne sont plus valides, puisqu'elles datent du pas de calcul précédent et viennent 
d'être recalculées par le processeur # l. Des copies fraîches de ces deux matrices doivent 
donc être transférées à nouveau de la mémoire principale vers 1' antémémoire du proces-
seur #2. Ce transfert est très coûteux, la mémoire principale étant caractérisée par un 
temps d'accès de plusieurs fois supérieur à celui de l'antémémoire. Nous reviendrons sur 
ce point dans la section 4.5.1. 
4.5 Principaux facteurs affectant le temps de calcul 
Dans cette section, nous tenons à identifier les facteurs qui ont une influence directe 
sur le temps de calcul. Notre liste est relativement exhaustive, mais nous ne tenons qu'à 
identifier et décrire sommairement ces facteurs. Leur étude détaillée peut facilement faire 
l'objet d'un document assez volumineux. De plus, la plupart de ces facteurs étant liés au 
matériel, soit l'ordinateur lui-même, ils ne s'appliqueront pas de la même façon d'un type 
d'ordinateur à un autre. Bien que les algorithmes eux-mêmes soient un facteur important 
pour la vitesse des calculs, nous allons les traiter séparément dans une section ultérieure. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
135 
4.5.1 Matériel 
Le matériel utilisé est d'importance capitale. Nous entendons par matérielles élé-
ments suivants: 
a. le microprocesseur; 
b. l'antémémoire (mémoire "cache"); 
c. la mémoire principale; 
d. les liens interprocesseur; 
e. l'interface avec le monde extérieur (entrées et sorties du simulateur). 
Le microprocesseur est le centre de tout ordinateur, incluant les simulateurs en 
temps réel. Nous sommes habitués de comparer les processeurs en termes de la vitesse de 
leur horloge, par exemple 800 MHz vs. 500 MHz, mais la vitesse de l'horloge n'est pas 
toujours un bon indicateur des performances du processeur. Certains processeurs 500 
MHz sont plus performants que d'autres à 800 MHz. Afin de comparer les performances 
des processeurs entre eux dans un contexte donné, il faut analyser leur architecture 
interne, ce qui inclus entre autres: 
a. le nombre de registres; 
b. le nombre de niveaux du pipeline; 
c. le nombre d'unités arithmétiques et logiques; 
d. le jeu d'instructions; 
e. la capacité d'effectuer certaines opérations complexes (multiplication et addi-
tion combinées, division, racine carrée) en un cycle d'horloge. 
La vitesse de la mémoire principale est un autre facteur important. Nous ne men-
tionnons pas la quantité de cette mémoire puisqu'elle est amplement suffisante pour nos 
besoins dans les ordinateurs modernes, ce qui n'a pas toujours été le cas. Il faut être cons-
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cie nt que même si un processeur est caractérisé par une horloge de 800 Mhz ou l GHz, il 
communique avec la mémoire via un bus qui possède une horloge typiquement de l'ordre 
de lOO MHz. Dans certaines applications dites intensives en accès à la mémoire, la 
vitesse de la mémoire principale est l'élément limitatif, et non pas celle du processeur. 
La mémoire hiérarchique (plusieurs niveaux d'antémémoire) permet de réduire ce 
problème. Le principe de base de la mémoire hiérarchique est relativement simple. Il 
s'agit d'inclure sur la même puce que le microprocesseur, une petite quantité de mémoire 
très rapide, souvent de la même vitesse que l'horloge du processeur. La quantité de cette 
mémoire est réduite (quelques dizaines de ko) car elle est très dispendieuse. Le gestion-
naire de cette mémoire y stocke les parties de programme et de données qui sont souvent 
accédées. Ces gestionnaires utilisent toutes sortes de règles pour décider de ce qui est 
souvent utilisé ou non. Ces détails dépassent le cadre de notre thèse. Cette première anté-
mémoire est souvent dite de niveau un (L l ). Il existe dans tous les processeurs modernes 
une quantité plus importante (quelques centaines de ko à plusieurs Mo) d'antémémoire 
de niveau deux (L2). Cette antémémoire est plus lente que l'antémémoire de niveau un 
parce qu'elle se trouve sur une puce externe à celle du microprocesseur et doit donc com-
muniquer avec cette dernière via un bus. Les deux niveaux d' antémémoire sont illustrés à 
la figure 4-4. 
Les accès en mémoire se font donc en général de la façon suivante. Si le processeur 
doit accéder à une donnée qui se trouve dans l'antémémoire Ll,l'accès est très rapide. Si 
la donnée ne s'y trouve pas, l'antémémoire est interrogée pour voir si elle ne contient pas 
la donnée requise. Si c'est le cas, la donnée est transférée dans l'antémémoire Ll. Si elle 
n'y est pas, elle doit être transférée de la mémoire principale vers l'antémémoire L2, puis 
vers l'antémémoire Ll. On comprend donc que plus une donnée est loin du microproces-
seur, plus elle est longue à accéder. 
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Sur une machine multiprocesseur à mémoire partagée, les accès à la mémoire peu-
vent être encore plus long à cause du processus d'invalidation de l'antémémoire. Ce phé-
nomène se produit lorsque plusieurs processeurs possèdent dans leur antémémoire une 
copie de la même donnée et que l'un d'entre eux change la valeur de cette donnée. 
L'antémémoire des processeurs qui possèdent une copie de la donnée nouvellement 
changée est invalidée. Les processeurs en question sont ainsi avertis qu'ils doivent aller 
chercher une nouvelle copie de la donnée dans la mémoire principale s'ils en ont encore 
besoin. Ce processus peut occasionner une pénalité de plusieurs dizaines de milliers de 
cycles d'horloge [36]. Il faut donc utiliser l'antémémoire de façon réfléchie. Il existe plu-
sieurs moyens de prendre avantage de l'antémémoire. L'une de ces méthodes consiste à 
prendre en compte la longueur des lignes d'antémémoire. Lorsqu'une donnée est transfé-
rée de la mémoire principale à l'antémémoire, ce n'est pas une seule donnée qui est trans-
férée, mais une ligne de données. La longueur des lignes d'antémémoire varie d'un 
processeur à l'autre, mais elle est de 128 octets sur l'ordinateur SGI Origin 2000. Si les 
données sont en double précision (huit octets par donnée), une ligne contient 16 données 
différentes sur cet ordinateur. Il faut donc utiliser au maximum une ligne d'antémémoire 
lorsque celle-ci est chargée. Il est démontré dans [36] à l'aide d'un exemple qu'une mul-
tiplication matricielle multiprocesseur qui tient compte de la longueur des lignes d'anté-
mémoire peut s'exécuter jusqu'à dix fois plus rapidement (pour un même nombre de 
processeurs) que la même multiplication programmée de façon "naïve". 
Le dual de ces accès à la mémoire partagée se retrouve dans un ordinateur parallèle 
à mémoire distribuée sous la forme de liens de communication. Dans ce cas, nous avons 
vu plus haut que chaque processeur possède sa mémoire principale privée et inaccessible 
aux autre processeurs. Les données à partager avec d'autres processeurs doivent être 
transmises via des liens de communication. Le nombre de liens, le temps de démarrage 
d'une communication ainsi que le taux de transfert ont un impact majeur sur la perfor-
mance dans ce type d'ordinateur parallèle. 
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Un dernier point important en ce qui concerne l'impact du matériel sur les perfor-
mances d'un simulateur concerne les entrées et sorties. Rappelons que nous cherchons à 
faire de la simulation en temps réel afin de pouvoir interconnecter des équipements réels 
et un processus simulé. Or, l'interconnection du simulateur avec le monde externe passe 
par des convertisseurs analogique à numérique et numérique à analogique. De plus, ces 
convertisseurs étant externes au processeur, des liens de communication les relient. La 
bande passante de ces liens ainsi que le délai de conversion auront un impact sur la per-
formance du simulateur. 
4.5.2 Système d'exploitation 
Nous tenions à aborder ce sujet parce nous entendons de plus en plus parler de sys-
tèmes d'exploitation en temps réel. Il faut bien comprendre de quoi il s'agit. Lorsque l'on 
parle de temps réel, il faut spécifier l'ordre de grandeur du pas de calcul utilisé si l'on 
veut être en mesure d'analyser la possibilité d'utiliser tel type de matériel ou tel type de 
logiciel. Par exemple, nous avons rencontré lors d'une conférence un chercheur qui déve-
loppait un simulateur servant à former les opérateurs de réseaux ferroviaires. Son simula-
teur est en temps réel mais utilise un pas de calcul de deux secondes, puisqu'il est 
suffisant de connaître la position d'un train sur un réseau ferroviaire à toutes les deux 
secondes. Les systèmes d'exploitation en temps réel ont des caractéristiques intéressantes 
mais sont tout à fait inutilisables pour notre type d'application. Le temps que met le sys-
tème d'exploitation à répondre à une requête de service est de l'ordre de la milliseconde. 
Si l'on compare ce temps à une simulation qui utilise un pas de calcul de 50 J!S, qui est 
typique dans le domaine des réseaux électriques, on se rend compte que nous avons 
effectué plusieurs dizaines de pas de calcul alors que le soi-disant système d'exploitation 
en temps réel commence à peine à réagir. 
Dans la version SGI du simulateur Hypersim, on charge le système d'exploitation 
dans un seul processeur maître. Les autres processeurs ne contiennent pas de système 
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d'exploitation mais sont contrôlés par le processeur maître, lequel ne peut servir à la 
simulation. Il n'est pas possible de faire de la simulation en temps réel à l'échelle des 
dizaines de microsecondes autrement. 
Dans la version DEC Alpha du simulateur, aucun des processeurs ne contient de 
système d'exploitation. Les programmes sont chargés dans les processeurs par l'entre-
mise d'un poste de travail lié à chacun des processeurs via une interface de communica-
tion IEEE 1394 ("Fire Wire"). 
4.5.3 Compilateur 
Lorsque l'on écrit un programme dans un langage de haut niveau comme le langage 
C, ce programme doit être interprété et traduit dans un langage que le processeur com-
prend, le langage assemblé, avant de pouvoir être exécuté. Cette traduction est faite par le 
compilateur. Or, il y a souvent plusieurs façons de réaliser cette traduction et différents 
compilateurs vont produire des programmes avec des performances différentes à partir 
d'un même fichier source. De plus, un compilateur fournit à l'usager la possibilité de spé-
cifier de nombreuses options de compilation qui affectent grandement la performance du 
programme. Une bonne compréhension de ces options est requise lorsque l'on recherche 
le niveau de performance requis dans notre application. Ceci implique que nous devons 
également bien comprendre l'architecture du processeur utilisé, plusieurs des options de 
compilation ayant un lien direct avec l'architecture du processeur. Afin de bien compren-
dre les options de compilation, une bonne documentation du compilateur est requise. 
L'optimisation du code est une option que l'on retrouve dans la plupart des compi-
lateurs modernes. Dans un environnement UNIX, on le spécifie la plupart du temps en 
indiquant 1 'option -On, où n est généralement un petit chiffre entier indiquant le ni veau 
d'optimisation. Le niveau zéro indique qu'aucune optimisation ne doit être effectuée. Le 
niveau maximum d'optimisation varie d'un compilateur à l'autre, mais est généralement 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
140 
trois ou quatre. Plus le niveau est élevé et plus l'optimisation est agressive. Il faut cepen-
dant utiliser cette option avec soin puisque d'une part, le niveau d'optimisation le plus 
élevé ne produit pas nécessairement le programme le plus performant, et d'autre part les 
niveaux élevés d'optimisation peuvent produire un programme qui donne des résultats 
imprécis. Ces imprécisions proviennent du fait qu'à ces niveaux, le compilateur peut 
décider de changer l'ordre de certaines opérations en plus d'utiliser des fonctions (par 
exemple la racine carrée) optimisées pour la vitesse de calcul, mais non conforme à la 
norme IEEE 754 pour la représentation des nombres en virgule flottante. Il faut donc 
expérimenter avec les niveaux d'optimisation afin de déterminer quel niveau est le plus 
approprié pour une application donnée. Ceci peut impliquer la séparation du programme 
en plusieurs fichiers dans le but de permettre la compilation de chacun avec un niveau 
d'optimisation bien adapté aux tâches effectuées. 
Les compilateurs effectuent des optimisations à divers niveaux. Le but est cepen-
dant toujours le même, soit d'utiliser le plus efficacement possible les ressources de 
l'ordinateur. Nous présentons brièvement trois aspects d'optimisation qui ont eu un 
impact appréciable sur le temps d'exécution de nos programmes sur l'ordinateur SGI, 
soit [35]: 
a. "software pipelining"; 
b. déroulement de boucles; 
c. restriction des alias de pointeurs. 
Le "software pipelining" consiste à tirer avantage du fait que le processeur, doté 
d'un pipeline à plusieurs niveaux, est capable d'exécuter plusieurs instructions à chaque 
cycle d'horloge. Il s'agit en fait de dérouler la boucle la plus interne dans des boucles 
imbriquées ou de dérouler la boucle tout simplement lorsqu'il n'y pas de boucles imbri-
quées. Dans le cas du SGI, le pipeline à quatre niveaux permet 1' exécution simultanée de 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
141 
quatre instructions. Ces instructions peuvent être toute combinaison parmi la liste sui-
vante: 
a. un accès mémoire, en lecture ou en écriture; 
b. une instruction de l'unité arithmétique et logique (UAL) #l; 
c. une instruction de l'unité arithmétique et logique (UAL) #2; 
d. une addition en virgule flottante; 
e. une multiplication en virgule flottante. 
Les UAL servent essentiellement au calcul des adresses (chiffres entiers) des don-
nées. La liste ci-haut nous permet de déduire que sur cet ordinateur, il est théoriquement 
possible d'exécuter deux opérations en virgule flottant (une addition et une multiplica-
tion} à chaque cycle. Or ce maximum théorique est difficilement réalisable, comme le 
démontre l'exemple suivant. Le but ici est simplement de présenter le principe, une ana-
lyse détaillée de cet exemple est disponible dans [35]. Soit une boucle sous forme de 
pseudo-code tel que montré à la figure 4-9. 
for i=l:n 
y(i} = y(i) + a*x(i); 
end 
Figure 4-9 Une boucle simple. 
Chaque itération de cette boucle implique: 
a. trois accès en mémoire, soit la lecture de x ( i) et y ( i) puis 1' écriture 
dey(i); 
b. une multiplication et une addition; 
c. deux incrémentations d'adresse, x ( i) et y ( i); 
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d. un test de fin de boucle; 
e. un branchement. 
Une fois la boucle en régime permanent, soit lorsque le pipeline est rempli, l'exécu-
tion de la ligne dans la boucle requiert trois accès mémoire pour deux opérations en vir-
gule flottante. Ceci implique que pour cette boucle, le rapport maximum d'opérations par 
cycle est 2/3, ce qui est le tiers du maximum théorique de deux. Or, si la boucle est pro-
grammée telle quelle, ce rapport sera plutôt de 217. à cause des contraintes matérielles, ce 
qui est 117 du maximum théorique de deux opérations par cycle. Déroulons la boucle tel 
qu'indiqué à la figure 4-10 (la deuxième boucle for est requise afin de réaliser la der-
nière itération dans le cas où n est impair). 
for i=l:2:n-l 
y(i+O) = y(i+O) + a*x(i+O); 
y(i+l) = y(i+l) + a*x(i+l); 
end 
for i=i:n 
y(i+O) = y(i+O) + a*x(i+O); 
end 
Figure 4-10 Une boucle simple déroulée une fois. 
Dans ces conditions, le processeur arrive à réaliser quatre opérations en virgule 
flottante en huit cycles, ce qui donne 1/4 du maximum théorique et est une nette amélio-
ration. En déroulant la boucle quatre fois plutôt que deux, on arrive à atteindre le maxi-
mum pour ce problème, qui est de deux opérations par trois cycles et représente 1/3 de la 
capacité maximale du processeur. 
Le but est donc le suivant. TI s'agit que le compilateur détermine automatiquement 
le niveau optimal de déroulement des boucles interne ("software pipelining") afin de 
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maximiser le taux d'opérations en virgule flottante par cycle, sans avoir à faire ce travail 
manuellement (dans notre programme). L'efficacité de ce type d'optimisation dépend en 
grande partie de l'architecture interne du processeur (niveaux de pipeline, nombre 
d'VAL) et de la taille du problème. Plus une boucle comporte d'itérations, plus son opti-
misation rapportera. Dans le cas où une boucle comporte peu d'itérations, il vaut mieux 
ne pas utiliser cette fonne d'optimisation, puisque la perfonnance peut être réduite à 
cause du code additionnel requis pour remplir le pipeline et tenniner les dernières itéra-
tions (deuxième boucle for dans l'exemple ci-haut). 
Un autre concept intimement lié au "software pipelining" est le déroulement des 
boucles externes lorsque plusieurs boucles sont imbriquées. Cette fonne d'optimisation 
est nommée "loop-nest optimisation" (LNO) dans la littérature SGI. Un exemple détaillé 
est décrit dans [35] où l'on démontre qu'avec ce type d'optimisation, il est possible, pour 
un algorithme de multiplication matricielle, de passer de 33% à 100% d'utilisation du 
processeur en déroulant judicieusement les deux boucles externes, l'algorithme compor-
tant trois boucles imbriquées. Comme le concept est très similaire à celui du "software 
pipelining", nous ne présentons pas l'exemple ici. Nous tenons simplement à mentionner 
que nous avons utilisé cette fonne d'optimisation lors de la compilation de nos program-
mes. 
Une dernière fonne d'optimisation a eu un impact favorable sur la perfonnance de 
nos simulations. Cette optimisation consiste simplement à donner une infonnation addi-
tionnelle au compilateur concernant les pointeurs utilisés dans nos programmes. Dans un 
programme, il est possible de déclarer des pointeurs vers différents espaces mémoire. 
Cependant, rien n'empêche que deux pointeurs différents pointent vers la même adresse 
en mémoire. Le compilateur assume le pire cas, c'est-à-dire que des pointeurs avec des 
noms différents vont tôt ou tard pointer vers la même adresse. Ce phénomène est baptisé 
"aliasing" dans la littérature SGI et empêche le compilateur d'effectuer certaines optimi-
sations, surtout en présence de boucles. Or, nos programmes contiennent beaucoup de 
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boucles. Par contre, tous nos pointeurs pointent vers des zones spécifiques en mémoire, 
de telle sorte qu'aucun pointeur ne devient l'alias d'un autre. Nous pouvons avertir le 
compilateur que c'est le cas à l'aide d'une option de compilation. Lorsque cette option est 
utilisée, c'est cependant la responsabilité du programmeur de s'assurer que les pointeurs 
pointent bien vers des plages distinctes en mémoire. 
4.5.4 Outils d'analyse 
La mention de ce sujet dans notre thèse nous tient à coeur puisqu'ayant expéri-
menté avec deux types d'ordinateurs parallèles, nous avons été en mesure d'apprécier la 
valeur de bons outils d'analyse. Nous avons d'abord tenté de réaliser une simulation en 
temps réel sur le simulateur Hypersim de l'É.T.S., qui est la version à mémoire distribuée 
basée sur le processeur DEC Alpha. Nous ne disposons sur cet ordinateur d'aucun outil 
nous permettant d'analyser les performances de nos programmes. Toute forme d'optimi-
sation consiste alors à apporter une modification au code et vérifier si le temps de simula-
tion est amélioré ou non. Après un certain temps, nous avons eu l'occasion d'essayer nos 
programmes sur le simulateur Hypersim de l'IREQ, basé sur la technologie SOI. La com-
pagnie SOI fournit avec ses ordinateurs une quantité impressionnante d'outils de déve-
loppement et de documentation. De plus, ces ordinateurs sont dotés de matériel interne 
sophistiqué permettant de faire une analyse détaillée du comportement d'un programme. 
La combinaison de ces facteurs nous a permis d'apporter des modifications importantes 
qui ont contribué à améliorer la performance de nos programmes sur cet ordinateur. Nous 
nous sommes aperçus à plusieurs reprises que les parties plus lentes de notre programme 
ne se trouvaient pas aux endroits où l'on s'attendait. Enfin, c'est grâce à ces outils que 
nous avons pu constater hors de tout doute que notre tentative de parallélisation décrite à 
la section 4.4 n'apportait aucun gain en termes de temps de calcul. 
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4.5.5 Style de programmation 
Notre but étant de réaliser de la simulation en temps réel, nous nous sommes aper-
çus très tôt dans nos travaux qu'il fallait laisser de côté toutes les bonnes pratiques de 
programmation qu'on nous enseigne dans les cours de programmation de base. Par exem-
ple, lorsqu'une fonction dépasse tant de lignes de code, il faut en créer une autre car la 
fonction devient trop complexe, ou encore il faut minimiser la quantité de variables glo-
bales et utiliser le plus possible les variables locales. Lorsque 1' on veut résoudre des 
équations différentielles, interfacer notre simulation avec de l'équipement externe, com-
muniquer entre plusieurs processeurs, le tout en quelque dizaines de microsecondes, ces 
bonnes pratiques ne sont tout simplement pas applicables. D'abord, à chaque fois qu'une 
fonction est appelée dans un programme, un changement de contexte survient. Le proces-
seur doit d'abord sauvegarder l'état de tous les registres sur la pile. Ensuite, les argu-
ments de la fonction sont interprétés et passés à la fonction, puis la fonction elle-même 
s'exécute et son argument de sortie retourné au programme appelant. Enfin, le processeur 
doit récupérer les registres sur la pile et les remettre dans le même état que celui dans 
lequel ils étaient avant l'appel de la fonction. Ces changements de contexte peuvent faci-
lement prendre quelques microsecondes chacun. Si dans notre boucle de simulation plu-
sieurs fonctions sont appelées de la sorte, il ne reste pas beaucoup de temps pour faire les 
calculs. 
Pour ce qui est de l'utilisation restreinte de variables globales, il faut en fait faire 
exactement l'inverse lorsque la vitesse de calcul est importante. Il faut minimiser le nom-
bre de variables, et le moyen le plus simple de faire ceci est d'utiliser les variables globa-
les. Nous avons étudié pendant un certain temps le générateur de code "Real-Time 
Workshop", un produit de la compagnie Mathworks qui permet de générer du code Cà 
partir d'un schéma Simulink. Il s'avère que toutes les données liées à une simulation sont 
contenues dans trois gros vecteurs: 
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a. un vecteur pour les données entières; 
b. un vecteur pour les données en point flottant (dans ce cas-ci en double préci-
sion); 
c. un vecteur pour tous les pointeurs. 
Il n'y a donc dans le code généré par le Real-Time Workshop que trois variables 
pour toutes les données liées à la simulation, et elles sont globales. Une approche sembla-
ble est utilisée dans Hypersim. Une analyse rapide du code généré par Hypersim nous a 
permis de constater que tous les paramètres liés à une simulation sont contenus dans quel-
ques gros vecteurs. 
Nous n'avons pas été jusqu'à réduire le nombre de variables dans nos programmes 
car cette approche rend le code assez difficile à lire et par conséquent, à modifier ou 
déverminer. Notre programme principal, la s-function qui implante la simulation de la 
partie onduleur et machine, utilise une trentaine de vecteurs différents. 
Un autre point qui nous semblait anodin au départ, s'est avéré très important. Il 
s'agit de la façon dont sont stockées en mémoire les différentes données, particulièrement 
les matrices. Nous avions adopté au départ la méthode décrite dans [37] qui consiste à 
utiliser des double pointeurs. Il s'avère qu'à moins de prendre des précautions particuliè-
res, cette façon de procéder a pour effet qu'une même matrice n'est pas nécessairement 
dans un espace contigu en mémoire. Les accès en mémoire ayant un impact majeur sur la 
performance d'un programme, cette alternative à été mise de côté. Nous stockons plutôt 
nos matrices dans des vecteurs en plaçant bout à bout les rangées ou les colonnes de la 
matrice originale. Le choix optimal entre stocker les rangées ou stocker les colonnes 
dépend des algorithmes utilisés [33]. Dans notre cas, la factorisation LU et la solution à 
partir des facteurs L et U nous ont encouragé à adopter le stockage par colonnes. Nous 
avons également expérimenté avec le stockage par rangées et n'avons pas noté de diffé-
rence appréciable dans les temps de calcul. 
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4.6 Optimisation dea calcula 
Nous avons présenté à la section précédente plusieurs facteurs qui affectent le 
temps de calcul associé à un programme, mais n'avons pas abordé la question de l'opti-
misation des algorithmes, ce que nous allons faire maintenant. Nous identifions d'abord 
les points auxquels nous devons porter une attention particulière lorsque nous réalisons 
des algorithmes matriciels, après quoi nous décrivons quelques optimisations spécifiques 
apportées à nos programmes. 
4.6.1 Algorithmes matriciels 
Un facteur sur lequel un algorithme a un impact direct est le patron d'accès aux 
données en mémoire. Nous avons vu à la section 4.5 que 1' antémémoire est accédée non 
pas une donnée à la fois, mais une ligne à la fois. Nous n'avons pas la possibilité de spé-
cifier explicitement comment l'antémémoire stocke et récupère les données, mais nous 
pouvons le faire indirectement via nos algorithmes. Considérons par exemple la multipli-
cation d'une matrice A, de dimension m par p, par une matrice 8, de dimension p par n. 
Le résultat est stocké dans une matrice C, de dimension m par n. L'algorithme de la 
figure 4-1 1 effectue ce calcul. 
for i = l:m 
end 
for j=l:n 
for k=l:p 
end 
C(i,j) = A(i,k) * B(k,j) 
end 
Figure 4-11 Algorithme de multiplication matricielle, version ijk. 
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Cet algorithme porte souvent l'appellation de variante ijk. Cette appellation pro-
vient de l'ordre des trois boucles for. Les indices i etj sont couramment utilisés pour 
parcourir les rangées et les colonnes du résultat, respectivement, tandis que la variable k 
sert pour la troisième boucle. L'algorithme de la figure 4-11 comporte six variantes (ijk, 
ikj, jik, jki, kij, kjl) qui s'obtiennent simplement en changeant l'ordre des trois boucles 
for. Bien que les six variantes représentent le même travail en termes du nombre d'opé-
rations mathématiques, les accès aux différentes données se font selon des patrons variés 
qui ne donneront pas tous les mêmes performances. Le tableau 4-1 nous permet de cons-
tater comment les matrices sont accédées pour chaque variante. 
Tableau 4-1 
Patrons d'accès aux données pour les variantes de la multiplication matricielle 
Variante Accès aux données dans la boucle interne 
ijk A par rangées, B par colonnes 
jik A par rangées, B par colonnes 
ikj B par rangées, C par rangées 
jki A par colonnes, C par colonnes 
kij B par rangées, C par rangées 
kji A par colonnes, C par colonnes 
Ceci dit, une fois choisi la méthode de stockage des matrices (par rangées ou par 
colonnes), il faut porter une attention particulière à l'ordonnancement des boucles dans 
nos algorithmes matriciels. 
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4.6.2 Mise à jour des matrices d'état suite à une commutation 
La méthode de mise à jour des matrices d'état de la section 2.1.2 a été implantée 
dans le Power System Blockset version 2, mais d'une façon légèrement différente de 
celle présentée à la section 2.1.2. Au lieu de faire l'inversion de matrice (2-8), il s'agit de 
modifier les matrices en prenant en compte un changement d'interrupteur à la fois. Par 
exemple, si deux interrupteurs changent d'état durant le même pas de calcul, on change 
d'abord l'état du premier, on obtient les matrices d'état correspondant au nouvel état de 
cet interrupteur, puis on change l'état du second interrupteur et on remet à jour les matri-
ces d'état. Cette façon de faire permet d'éviter d'inverser une matrice et elle est plus effi-
cace en termes de temps de calcul, lorsqu'un nombre restreint d'interrupteurs changent 
d'état durant un même pas de calcul. Cette situation se produira le plus souvent lorsque 
les interrupteurs sont de type à commutation naturelle (diode, thyristor). Par exemple, 
dans un redresseur à diodes en pont triphasé, il est rare que plus de deux ou trois diodes 
changent d'état au même moment. 
Cependant, dans le cas d'interrupteurs à commutation forcée (GTO, IGBT, MOS-
FET), il y a des moments où tous les interrupteurs d'un convertisseur changent d'état au 
même moment. Dans ces conditions, la méthode de mise à jour "un interrupteur à la fois" 
n'est pas la plus efficace. De plus, la matrice qu'il faut inverser dans (2-8) comporte des 
propriétés intéressantes qui peuvent être exploitées afin de réduire la quantité de calculs 
requise. 
On remarque d'abord que le terme de droite de (2-8) consiste à post-multiplier la 
matrice D0 par la matrice Dsw· Or, cette dernière est une matrice diagonale contenant des 
valeurs non-nulles uniquement dans les colonnes correspondant à des interrupteurs fer-
més, si l'on considère des interrupteurs avec une résistance infinie à l'état bloqué. En 
post-multipliant la matrice D0 par cette matrice diagonale, le résultat est une matrice 
comportant des éléments non-nuls seulement dans les colonnes correspondant à des inter-
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rupteurs fermés. On soustrait ensuite ce résultat de la matrice identité. Par exemple, pour 
un système comportant quatre interrupteurs et huit sorties, avec le premier et le quatrième 
interrupteur fermé, la matrice(/- Dflsw) a la forme montrée à la figure 4-12. 
x x 
Xl x 
x IX 
x x 
x Xl 
x x 
x x 
x x 
Figure 4-12 Forme de la matrice(/- Dflsw>· 
La forme de la matrice de la figure 4-12 nous intéresse parce que nous nous som-
mes aperçu que cette matrice est diagonale dominante pour notre système, c'est-à-dire 
que pour chaque colonne, aucun élément n'est supérieur en valeur absolue à l'élément de 
la diagonale. Cette condition fait que si l'on effectue une factorisation LU sur cette 
matrice, il n'est pas nécessaire d'effectuer de permutation des rangées en vue d'obtenir 
un pivot adéquat. Sachant que nous n'avons pas a permuter de rangées, la factorisation 
elle-même peut se faire de façon très efficace parce que nous savons dans quelles colon-
nes se trouvent tous les éléments non-nuls. De plus, le fait de ne pas avoir à permuter de 
rangées fait que les facteurs Let U obtenus par la factorisation auront l'allure montrée à 
la figure 4-13. 
Encore une fois, nous savons dans quelles colonnes se trouvent les éléments 
non-nuls et la solution des équations (2-9) et (2-10) à partir des facteurs L et U de la 
figure 4-13 peut se faire de façon très efficace. 
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l x x 
Xl x 
x lX 
L = x U= x 
x x l 
x x 
x x 
x x 
Figure 4-13 Forme des facteurs L et U de l'exemple. 
4. 7 Étude de cas 
Cette section vise à présenter les résultats que nous avons obtenus lors de l'implan-
tation en temps réel des techniques de modélisation et d'intégration des chapitres précé-
dents. Ces résultats sont présentés dans l'ordre chronologique dans lequel nous les avons 
obtenus. Des références sont faites aux sections 4.5 et 4.6 afin de quantifier les gains en 
temps de calcul réalisés à l'aide des différentes formes d'optimisation. 
Rappelons que le système simulé est celui décrit à la section 4.1. Le système com-
porte une source triphasée avec une impédance interne calculée de telle sorte que la puis-
sance de court-circuit de la source est l 0 fois supérieure à la puissance de la machine et 
que le facteur de qualité des réactances est de 10. Cette source alimente un redresseur à 
diodes en pont complet. Chaque diode est munie d'un circuit d'amortissement consistant 
en une résistance en série avec un condensateur. Le redresseur alimente à son tour un bus 
à courant continu (CC) comprenant un condensateur en parallèle avec une résistance éle-
vée, qui sert à décharger le condensateur lorsque le système est désalimenté. Un système 
de freinage dynamique, servant d'une part à freiner la machine et d'autre part à maintenir 
la tension du bus CC, est également branché sur ce bus. Le bus CC alimente enfin un 
onduleur triphasé qui est commandé par une commande DFfC. La partie électrique du 
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système est scindée en deux en utilisant la dernière technique de découplage décrite à la 
section 4.3. La commande DFTC est simulée sur un troisième processeur. La figure 4-14 
illustre les trois parties du système sous forme de schémas Simulink/PSB. Le tableau 4-2 
résume les principaux paramètres de chaque partie du système. Enfin, la figure 4-15 illus-
tre le schéma Hypersim utilisé pour la simulation en temps réel. 
Tableau 4-2 
Principaux paramètres de chaque partie de la simulation 
Nombre Nombre Nombre Nombre Partie d'inter- d'états d'entrées Liste des entrées de sorties Liste des sorties 
rupteurs 
3 tensions de la 7 tensions ct 7 courants 
Redresseur 7 8 4 source, 15 d'interrupteurs, 
tension du bus CC courant du bus CC 
6 tensions et 6 courants 
Onduleuret courant du bus CC, d'interrupteurs, 
machine 6 Il 7 6 impulsions pour 18 2 tensions et 3 courants de l'onduleur machine, 
tension du bus CC 
Commande 2tensions, 6 impulsions pour l'ond-
DFfC ---- 3 6 3 courants et vitesse 6 uleur de la machine 
Nos premières simulations sur un ordinateur parallèle ont été réalisées sur le simu-
lateur Hypersim de l'É.T.S., basé sur la technologie DEC Alpha 533 MHz. Le tableau 4-3 
indique nos meilleurs temps de calculs pour la panie onduleur et machine. Notons que 
ces temps incluent seulement le calcul de nos s-function et n'incluent pas les temps de 
communication interprocesseur ni les temps d'acquisitions des entrées et sonies. Les 
temps indiqués au tableau 4-3 sont pour un système componant Il variables d'état, dont 
six sont les tensions des condensateurs des circuits d'amortissement. Nous avons expéri-
menté avec ce montage en incluant ou non des condensateurs aux bornes des interrup-
teurs en guise de circuit d'amonissement. Selon nos constatations, il n'y a pas de circuit 
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b) 
c) 
Equivalent 
550 V- 37!5 kVA 
2 
Entree 
impulsions 
Entree_wm 
Controleur 
viteae 
Mullimetre 
Sortie_Vcc 
OFTC 
Moteur asynchrone 
50 HP /460 V 
Sortie 
impulsions 
Sortle_wm 
Figure 4-14 Schéma Simulink 1 PSB des trois parties du système: a) source et 
redresseur; b) onduleur, machine et charge; c) commande DFfC. 
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Ce petit reseau ne sert a rien. Il est present uniquement parce 
qu11 est interdit de placer seulement des blocs de controle dans un 
schema Hypersim. 
Toute la simulation se deroule dans les blocs Hyperlink. 
Vs re Barre_l 
------------
-----· .-----r----,------~--~-- , 1 
1 
1 
1 
1 
RZOOMW 
·------· ReŒessetr Cootraetr _DFTC 
Controle 
Carlllme: 
Phase A: Consigne de vitesse (radis) 
Phase B: Controle de la source dans le redresseur (0/1 ) 
Phase C: Constante de couple de charge (ventilateur) 
Figure 4-15 Schéma Hypersim utilisé pour la simulation en temps réel. 
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d'amortissement aux bornes des interrupteurs de l'onduleur dans les entraînements indus-
triels de moyenne et grande puissance. Nous avons tout de même continué à tester nos 
algorithmes avec ces circuits d'amortissement puisqu'ils augmentent le nombre de varia-
bles d'état et permettent de mettre en évidence les endroits dans nos programmes qui con-
somment le plus de temps de calcul. 
Le temps de simulation maximum total de la partie onduleur et machine sans circuit 
d'amortissement aux bornes des interrupteurs de 1' onduleur est de 17 J.lS. Cette version du 
système est d'ailleurs celle qui représente fidèlement l'entraînement ABB décrit au début 
de ce chapitre. 
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Tableau 4-3 
Temps d'exécution de la partie onduleur/machine avec Il variables d'état 
(DEC Alpha 533 MHz) 
Temps d'exécution (J.l.s) 
Numéro Description de la tâche 
minimum maximum 
1 Vérification logique des interrupteurs 1.1 1.4 
2 Mise à jour des matrices d'état suite à 0.1 34.3 
un changement d'état 
Mise à jour des matrices liées à la 
3 machine et construction de la matrice A 0.5 6.6 
finale 
4 Décomposition LU de (1- A2T) 13.5 14.0 
5 Mise à jour des états discrets, incluant 3.1 3.7 
solution LU d'un système d'équations 
6 Calcul des sorties 2.8 4.0 
Total maximal obtenu: 64 
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Jusqu'à présent, nous n'avons fait aucune mention du temps de simulation des deux 
autres parties, soit celle correspondant à la commande et celle correspondant à la partie 
redresseur du montage. D'abord, le temps de calcul associé à la commande DfTC ne 
nous intéresse pas beaucoup puisque notre but final est de permettre à un usager d'inter-
connecter la véritable commande à une simulation en temps réel de 1' étage de puissance 
complet du système. De plus, les calculs associés à la commande sont insignifiants com-
parativement aux deux autres morceaux du système et se font en moins de cinq J.l.s. Pour 
ce qui est de la partie source et redresseur, nous ne nous y intéressions pas au départ puis-
que la simulation de la partie onduleur et machine comportait un temps de calcul beau-
coup plus long. Cependant, suite à nos optimisations et à l'élimination des condensateurs 
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d'amortissement du côté onduleur, c'est dorénavant la partie redresseur qui prend le plus 
de temps à calculer, tel qu'indiqué au tableau 4-4. 
Tableau 4-4 
Temps de calcul sur DEC Alpha 533 MHz de chacun des trois sous-systèmes 
de l'entraînement avec cinq variables d'état du côté onduleur/machine 
Processeur Description Temps de calcul 
maximum (J.ls) 
1 Source triphasée, redresseur à diodes 30 
et freinage dynamique 
2 Bus CC, onduleur, machine asynchrone 17 
et charge de type ventilateur 
3 Commande DFI'C < 5.0 
Notons que nos travaux de recherche ont porté essentiellement sur la partie du sys-
tème qui comprend I'onduleur et la machine et nous n'avons malheureusement pas eu le 
temps de tenter d'optimiser la partie redresseur, qui est simulée de façon tout à fait iden-
tique à celle utilisée dans le PSB version 2.1. Nous sommes cependant convaincus qu'il y 
a moyen de réduire le temps de calcul de la partie redresseur. 
Afin de déterminer le pas de calcul minimum avec lequel le système peut être 
simulé en temps réel, il faut additionner au temps de calcul maximal du tableau 4-4 le 
temps requis pour les communications interprocesseurs ainsi que le temps de conversion 
d'éventuelles entrées et sorties et leur envoi aux processeurs via un autre lien de commu-
nication. Ces temps totalisent environ 25 IJ.S sur le simulateur Hypersim basé sur la tech-
nologie DEC Alpha. En additionnant ces 25 IJ.S aux 30 IJ.S de temps de calcul du 
redresseur (la tâche la plus longue du tableau 4-4), on obtient un pas de calcul minimum 
utilisable en temps réel de 55 J.ls. En se référant au tableau 2-2 où nous avons établi les 
pas de calculs en fonction de la fréquence de commutation maximale de l'onduleur, on 
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constate qu'un pas de calcul de 62.5 f.I.S pourrait être utilisé. Ce pas correspond à une fré-
quence de 16 kHz. ce qui est quatre fois plus que la fréquence de commutation maximale 
imposée à l'onduleur. soit 4kHz. 
Nous avons également expérimenté avec ces simulations sur l'ordinateur SGI Ori-
gin 2000. Cependant, la comparaison a été réalisée avec une version intermédiaires de 
nos programmes. Les tâches ne sont pas tout à fait les mêmes que celles montrées au 
tableau 4-4. Les résultats obtenus avec l'ordinateur SGI Origin 2000 sont montrés au 
tableau 4-5. 
Numéro 
1 
2 
3 
4 
5 
6 
Tableau 4-5 
Temps d'exécution des différentes tâches avec Il variables d'état 
(DEC Alpha 533 MHz et SGI Origin 2000 400 MHz) 
Temps d'exécution (f.l.s) 
Description de la tâche SGI Origin 2000 DEC Alpha à 
à400MHz 533 MHz 
Mise à jour des états discrets 2.4 3.7 
Vérification logique des 1.6 1.4 interrupteurs 
Mise à jour des matrices d'état 20.0 34.3 
suite à un changement d'état 
Calcul des sonies 2.4 4.0 
Mise à jour des matrices liées à la 
machine et construction de la 7.2 10.7 
matrice A finale 
Inversion de (1- A
2
T) 25.6 41.9 
Total maximal: 53 93 
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Le temps de simulation maximum total obtenu sur le SGI est de 53 J.LS contre 93 J.Ls 
pour le DEC Alpha. Ceci nous a d'abord surpris puisque les processeurs du SGI ont une 
horloge de 400 MHz alors que les processeurs DEC Alpha ont une horloge de 533 MHz. 
De plus, les processeurs Alpha sont réputés comme étant parmi les plus performants pour 
faire du calcul en virgule flottante. Ce résultat sert cependant à démontrer notre affirma-
tion de la section 4.5.1, comme quoi il ne faut pas simplement comparer les horloges de 
deux processeurs afin d'évaluer leurs performances pour une application donnée. Nos 
collaborateurs à l'IREQ nous ont mentionné qu'ils ont noté des différences appréciables 
entre les temps de calculs obtenus sur les deux plate-formes, mais le SGI n'est pas tou-
jours la solution la plus avantageuse. Cet ordinateur est cependant clairement supérieur 
pour notre application. 
Pour ce qui est des résultats qualitatifs (formes d'ondes), ils sont tout à fait compa-
rables à ce que nous avons obtenu en temps différé pour ce montage. Nous avons soumis 
le système à un changement de référence de vitesse de la vitesse maximale positive à la 
vitesse maximale négative. La figure 4-16 illustre le courant statorique de la phase A, la 
partie du bas étant un agrandissement de la fin de la partie du haut. La figure 4-17 illustre 
la réponse à un échelon de vitesse ainsi que la tension du bus CC. Cette dernière courbe 
nous permet de constater que la tension du bus CC fluctue beaucoup. Enfin, nous avons 
tracé à la figure 4-18 les enveloppes des temps d'exécution des deux principales parties 
de notre simulation. On peut constater que la partie onduleur et machine s'exécute plus 
rapidement que la partie source et redresseur, conformément au tableau 4-4, et que le 
temps d'exécution de cette dernière fluctue selon le nombre d'interrupteurs qui changent 
d'état, ce qui n'est pas le cas dans la partie onduleur machine. La raison pour laquelle le 
temps de simulation de la partie redresseur est sensible au nombre d'interrupteurs qui 
changent d'état est que cette partie utilise la méthode de mise à jour des matrices d'état 
"un interrupteur à la fois" décrite à la section 4.6.2. La partie onduleur et machine utilise 
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Figure 4-16 Courant statorique de la machine, phase a. 
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Figure 4-17 a) Consigne de vitesse et vitesse de la machine; b) tension du bus CC. 
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Figure 4-18 Enveloppes des temps d'exécution des deux principales parties: a) par-
tie onduleur et machine; b) partie source et redresseur. 
quant à elle la décomposition LU développée "sur mesure", décrite dans la même section, 
et qui est insensible au nombre d'interrupteurs qui changent d'état. 
En plus d'observer la réponse transitoire de notre simulation, nous avons également 
vérifié sa stabilité sur une longue période de temps. Nous avons réalisé une simulation en 
temps réel de plusieurs heures pour voir si les accumulations d'erreurs sur les nombreux 
pas de calculs ne faisaient pas diverger la simulation. Après huit heures de simulation, 
l'exécution se poursuivait normalement. Nous n'avons pas effectué de tests sur des pério-
des plus longues. 
4.8 Conclusions 
Ce chapitre visait à exposer le travail accompli afin de parvenir à simuler en temps 
réel un entraînement électrique industriel en le modélisant à l'aide de 1' approche par 
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variables d'état. Après avoir décrit le système simulé, nous avons brièvement énoncé les 
principales caractéristiques de deux ordinateurs parallèles sur lesquels nous avons eu 
l'occasion d'expérimenter. Étant donné que le système considéré ne peut être simulé en 
temps réel sur un seul processeur à un pas de calcul raisonnable, nous avons décrit quel-
ques méthodes de découplage, dont la plupart sont difficilement utilisables en temps réel. 
Nous avons aussi décrit une tentative de paralléliser une des parties déjà découplée en 
essayant de tirer avantage de l'architecture à mémoire partagée. Notre conclusion pour 
cette tentative est que sur ce type d'ordinateur, si les données sont accédées par plusieurs 
processeurs, il existe un coût associé à ces accès et ce coût s'apparente au coût de la 
transmission des données via des liens de communication dans une architecture à 
mémoire distribuée. Par conséquent, le gain réalisé en temps de calcul suite au partage de 
ces calculs sur deux processeurs est annulé par des invalidations de lignes d'antémémoire 
("cache misses"), elles-mêmes causées par une mauvaise localisation, inhérente au pro-
blème, des données. Nous avons par la suite identifié de nombreux facteurs qui affectent 
le temps de calcul. La plupart de ces facteurs étant intimement liés à l'ordinateur utilisé, 
une bonne connaissance de 1' architecture interne de ce dernier est nécessaire. Nous avons 
également décrit quelques formes d'optimisation qui ont été appliquées aux algorithmes 
utilisés et qui ont permis des gains intéressants en temps de calcul. 
Enfin, le fruit de tous nos travaux a été exposé sous forme d'une étude de cas con-
sistant en la simulation en temps réel de la dynamique de l'entraînement décrit au début 
du chapitre. Un pas de calcul correspondant à une fréquence quatre fois plus élevée que la 
fréquence maximale de commutation de l'onduleur a été utilisé pour cette étude de cas. 
De plus, bien qu'aucun équipement externe n'était raccordé au simulateur lors de nos 
essais, le temps des conversions des signaux venant éventuellement de l'extérieur et y 
retournant a été pris en compte et le pas de calcul utilisé permet la simulation du système 
en temps réel dans ces conditions. Nous sommes convaincus qu'il y a encore moyen de 
réduire le temps de calcul de la partie source et redresseur. Au moment de publier cette 
thèse, un de nos collègues venait de développer une méthode alternative de mise à jour 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
162 
des équations qui semble beaucoup moins complexe en tennes du nombre de calculs 
impliqués [38]. L'implantation de cette méthode n'a cependant pu être complétée à temps 
pour que des résultats soient présentés dans notre thèse. 
Mentionnons enfin que les techniques décrites ici ont une limite, comme il a claire-
ment été démontré dans le cas où la partie onduleur et machine comportait Il variables 
d'état plutôt que cinq. Nous sommes cependant confiants que la méthode alternative 
sus-mentionnée aidera aussi à réduire le temps de calcul de cette partie. 
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CONCLUSION 
Les travaux de recherche liés à cette thèse ont consisté à étudier la possibilité de 
simuler en temps réel des entraînements électriques. Nous nous sommes intéressés au 
sujet après avoir constaté que les simulateurs numériques en temps réel sont principale-
ment utilisés pour tester des composants de réseaux électriques, tels les relais de protec-
tion, contrôleur de compensateurs statiques, et autres. Nous étions d'avis que les 
ingénieurs responsables de la conception d'entraînements électriques de grande puis-
sance pouvaient eux aussi bénéficier de tels simulateurs dans leur travail. Cependant, les 
simulateurs actuels comportent des limitations qui réduisent leur utilité pour la simulation 
des entraînements électriques. Il est en effet requis, dans certaines conditions, d'ajouter 
des composants parasites comme charge additionnelle aux bornes des machines, afin 
d'assurer la stabilité de la simulation. L'ajout de ces composants parasites n'est pas 
acceptable dans un contexte d'entraînement. 
Nous avons choisi d'utiliser dans nos travaux l'approche par variables d'état princi-
palement parce que nous trouvons cette approche bien adaptée au problème. Les équa-
tions des machines électriques et des convertisseurs de puissance s'expriment en effet de 
façon naturelle sous fonne d'équations d'état. Tous les simulateurs en temps réel actuels 
utilisent 1' approche nodale. De plus, il y a beaucoup de littérature qui traite de la simula-
tion en temps différé des systèmes électriques et circuits électroniques en utilisant 
l'approche par variables d'état, mais très peu en temps réel. Ceci nous a motivé à étudier 
la question à fond. 
Au premier chapitre, nous avons décrit une méthode d'obtention automatique des 
équations d'état de la partie linéaire d'un système électrique général. Nous nous sommes 
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intéressés à cette méthode suite à de nombreux calculs manuels d'équations d'état causés 
par le changement fréquent des topologies étudiées. Nous avons écrit en langage Matlab 
un petit programme très limité, autant pour comprendre les concepts liés à la théorie des 
graphes et son application aux systèmes électriques que pour nous éviter de refaire ces 
calculs à la main pour chaque nouvelle topologie. Au fur et à mesure que les systèmes 
étudiés devenaient plus gros, nous avons constaté que notre programme était relativement 
performant. Après avoir ajouté les modèles de composantes qui n'étaient pas requis pour 
simuler des entraînements comme tel, nous avons analysé avec nos routines des réseaux 
de grande envergure pour réaliser que cette approche était beaucoup plus performante 
que l'approche originale du Power System Blockset, autant en termes de vitesse de calcul 
qu'en termes de salubrité des matrices d'état obtenues. Cette constatation a valu à notre 
groupe de recherche, le G.R.É.P.C.I., une commandite additionnelle permettant l'implan-
tation de cette technique d'obtention des équations d'état dans la version 2.0 du PSB. Le 
petit programme, requis pour pouvoir commencer nos travaux, est devenu une contribu-
tion majeure de notre recherche. 
Au chapitre 2, nous avons adapté à notre application une technique originale de 
mise à jour des matrices d'état suite à un changement d'état d'interrupteur dans un circuit 
électrique. Nous avons contribué à la conversion de cette technique du langage Matlab au 
langage C et avons également optimisé la fonction qui implante la méthode. Nous avons 
également implanté une technique de modélisation des convertisseurs et machines élec-
triques permettant d'obtenir une représentation d'état unique pour le système dans son 
ensemble. Les variables d'états sont les tensions de condensateurs et les courants 
d'inductances de la partie convertisseur dans le référentiel abc habituel, ainsi que les cou-
rants rotoriques et statoriques dans le référentiel dqO arbitraire. La méthode permet de 
solutionner simultanément et sans délai toutes les équations dynamiques de la partie élec-
trique de l'entraînement. Nous croyons que lorsque le même système est simulé de façon 
modulaire, les délais introduits entre les diverses parties apportent des imprécisions dans 
les résultats de simulation, qui sont particulièrement visibles lorsque des grands pas de 
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calcul sont utilisés. Enfin, nous avons également développé un nouveau modèle de 
machine d'induction multiréférentiel qui a également été incorporé à la version 2.0 du 
PSB. 
Au chapitre 3, nous avons implanté une version de la discrétisation trapézoïdale 
adaptée aux systèmes variant dans le temps. Cette implantation semblait ne pas demander 
trop d'effort au départ, mais a finalement exigé du doigté. Nous avons également 
implanté la même simulation avec la méthode d'intégration MSRP-2, sur laquelle nous 
comptions beaucoup au début du projet afin de potentiellement éliminer les problèmes 
que nous croyions liés au fait que la discrétisation trapézoïdale est implicite. Finalement, 
notre problème lui-même est implicite et une méthode de discrétisation explicite 
n'apporte rien de plus. De plus, la méthode MSRP-2 exige le calcul de l'exponentielle de 
la matrice d'état A. Ce calcul est très coOteux et la méthode MSRP-2 est difficilement uti-
lisable à l'échelle de temps réel requise dans notre application. 
Enfin, le dernier chapitre est l'aboutissement de tous nos travaux. Après avoir étu-
dié les architectures des ordinateurs parallèles sur lesquels nous avons expérimenté, nous 
avons choisi une technique de découplage adaptée à notre situation et avons réussi à obte-
nir de bons résultats qualitatifs en séparant notre système en plusieurs parties. Nous 
avons pris connaissance des principaux facteurs affectant le temps de calcul et avons 
ajusté nos algorithmes en conséquence. Nous avons également réussi à tirer avantage de 
la topologie particulière de notre problème et à réduire ainsi substantiellement le temps 
de calcul en développant un algorithme creux de factorisation et solution LU adapté au 
problème. Nous avons également eu la chance d'essayer nos algorithmes sur un ordina-
teur parallèle à mémoire partagée, ce qui nous a permis de comprendre les mécanismes 
d'accès à la mémoire hiérarchique dans ce type d'architecture. Nous avons constaté que 
notre méthode est applicable en temps avec un nombre restreint de variables d'état dans 
la partie onduleur et machine. Cependant, il semble que les entraînements de moyenne et 
grande puissance soient effectivement caractérisés par un nombre réduit de variables 
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d'état et la simulation que nous réalisons en temps réel correspond à un entraînement 
industriel réel. Enfin, c'est dorénavant l'autre partie du système, la source et le redres-
seur, qui domine le temps de calcul. Nous sommes confiants que les temps de calcul des 
deux parties seront réduits de façon appréciable lors de l'implantation future d'une tech-
nique de mise à jour des équations du système récemment développée par un de nos col-
lègues. 
Nous devons avouer qu'au départ, nous étions fort sceptiques de parvenir à simuler 
un entraînement électrique en temps réel en utilisant l'approche par variables d'état. 
Nous y sommes cependant parvenus et donc nous concluons que nous avons atteint nos 
objectifs. La principale contribution de notre travail de recherche consiste en l'intégration 
de diverses techniques de modélisation, de simulation et d'intégration numérique, en un 
tout cohérent solutionnant de façon satisfaisante un problème bien particulier, celui de 
simuler en temps réel de façon stable et précise un entraînement électrique industriel. 
Nous identifions plus spécifiquement deux contributions originales de nos travaux. 
D'abord, il s'agit du fait que l'approche par variables d'état a été utilisée pour simuler en 
temps réel un système électrique. Ensuite, nos simulations sont basées sur l'utilisation 
d'un modèle de plus haut niveau que les composants individuels typiquement utilisés 
dans ce genre de simulation. Il s'agit de la méthode décrite à la section 2.3, où l'ensemble 
convertisseur et machine est solutionné sans délai dans un seul système d'équations. 
Cette approche permet d'éliminer certains problèmes de stabilité et de précision dus a la 
solution séparée des mêmes composants. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
RECOMMANDATIONS 
Nos conclusions quant à la précision de nos algorithmes sont essentiellement 
basées sur une comparaison avec un autre logiciel de simulation, le PSB. Cependant, un 
étudiant de maîtrise a récemment commencé son projet au G.R.É.P.C.I. et il va intercon-
necter la véritable commande pour laquelle nous avons modélisé l'entraînement avec 
notre simulation en temps réel. Le comportement de l'entraînement sera alors analysé et 
probablement comparé à des résultats expérimentaux, qui nous permettront de valider de 
façon plus déterminante nos algorithmes. 
Notre groupe est également en contact avers divers fabricants d'entraînements afin 
de déterminer leur intérêt pour un éventuel simulateur numérique adapté à leurs besoins. 
Les travaux décrits dans cette thèse pourraient donc éventuellement faire l'objet d'une 
commercialisation si l'industrie des entraînements démontre un intérêt. 
Les résultats présentés au chapitre 2 nous ont également permis de conclure que les 
algorithmes proposés sont performants et précis en temps différé aussi. Ceci tombe sous 
le sens, puisque toute optimisation visant à améliorer les performances d'une simulation 
en temps réel va également être bénéfique pour la simulation en temps différé du même 
système. Nous sommes actuellement impliqués dans le développement d'une autre librai-
rie spécialisée pour la simulation des entraînements et songeons à y intégrer nos travaux 
de doctorat. Nous n'avons cependant pas encore évalué comment les modèles de machi-
nes autres que la machine asynchrone pourraient être adaptés aux méthodes préconisées 
ici. 
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Un dernier point concerne la linéarité du circuit magnétique de la machine. Dans 
nos travaux, nous avons supposé un circuit magnétique linéaire, c'est à dire que nous ne 
simulons pas la saturation magnétique de la machine. Nous n'avons pas évalué comment 
la saturation pourrait être incorporée dans nos simulations. La saturation magnétique est 
plus facile à implanter lorsque les variables d'état associées à la machine sont les flux, 
comme nous avons été en mesure de le constater lors du développement du modèle de 
machine synchrone pour le PSB 1.0 [2]. Ceci demanderait probablement un remaniement 
majeur de nos systèmes d'équations et pourrait faire l'objet d'une étude future s'il 
devient important de simuler la saturation magnétique. 
Enfin, une technique alternative de mise à jour des matrices d'état suite à un chan-
gement d'état d'interrupteur, récemment développée par un de nos collègues, semble très 
prometteuse et devrait être étudiée plus à fond. 
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ANNEXE A 
Paramètres des simulations des chapitres 2 et 3 
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Source et bus à courant coptjnu 
• vdc= 700 v 
• Rdéch = 30 ldl 
• C = 1570 J.LF, R = l mn 
Onduleur 
• Résistance des interrupteurs à 1 'état passant: l mn 
• Résistance des interrupteurs à l'état bloqué: infinie 
• Résistance en parallèle avec chaque interrupteur: l MQ 
Machine asynchrone 
• Puissance nominale: 50 HP 
• Tension nominale ligne-ligne: 460 V 
• Fréquence nominale: 60 Hz 
• Stator: R5 = 0.087 Q, Lis = 0.8 mH 
• Rotor: R' r = 0.228 n, L'1r = 0.8 mH 
• Inductance magnétisante: 34.7 mH 
• Inertie combinée du rotor et de la charge: 1.662 kg.m2 
• Nombre de paires de pôles: 2 
Commande 
• Type: Commande directe du flux et du couple (DFTC) 
• Fréquence maximale de commutation de l'onduleur: 3.9 kHz 
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ANNEXE B 
Paramètres des simulations du chapitre 4 
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Réseau éQuivalent 550 V 1375 kVA 
• Sources de tension: 550 V rms ligne-ligne 
• Résistance: 0.08 U 
• Inductance: 2 mH 
Redresseur 
• Résistance des interrupteurs à 1' état passant: l mU 
• Résistance des interrupteurs à l'état bloqué: infinie 
• Circuit d'amortissement RC série: R = 66 U, C = 2.2 J.LF 
Freina&e dynamiQue 
• R= lOU 
Bus à courant continu 
• Résistance de décharge: 30 kU 
• Condensateur: 1570 J.lF 
Onduleur 
• Résistance des interrupteurs à 1 'état passant: l mU 
• Résistance des interrupteurs à l'état bloqué: infinie 
• Résistance en parallèle avec chaque interrupteur: l MU 
176 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
177 
Machine asynchrone 
• Puissance nominale: 50 HP 
• Tension nominale ligne-ligne: 460 V 
• Fréquence nominale: 60 Hz 
• Stator: R5 = 0.087 Q, Lis = 0.8 mH 
• Rotor: R'r = 0.228 Q, L'1r = 0.8 mH 
• Inductance magnétisante: 34.7 mH 
• Inertie combinée du rotor et de la charge: 1.662 lcg.m2 
• Nombre de paires de pôles: 2 
Commande 
• Type: Commande directe du flux et du couple (DFfC) 
• Fréquence maximale de commutation de l'onduleur: 3.9 kHz 
