Abstract. In this paper we give explicit generators x, y for the unitary groups SU 6 (q 2 ), proving that these groups are (2, 3)-generated for all q.
Introduction
Apart from the two infinite families PSp 4 (q) with q = 2 a , 3 a , the finite classical simple groups are (2, 3)-generated, up to a finite number of exceptions (see [4] ). A natural question is to detect all of them. They occur in low dimension and, for n ≤ 5, the work of several authors led to the complete list (see [5] ). For n = 6, 7, the following groups are known to be (2, 3)-generated:
• PSL 6 (q) for all q (see [2] for p = 2, q = 9 and [8] for all q);
• PSL 7 (q) for all q (see [2] for p = 2, q = 9 and [7] for all q);
• PSp 6 (q) for all odd q (see [9] for q > 3 and direct check for q = 3). We mention that PΩ + 8 (2) and PΩ + 8 (3) are not (2, 3)-generated (M. Vsemirnov, 2012). For n ≤ 7, the cases that still remain open are PSU 6 (q 2 ), PSU 7 (q 2 ), PSp 6 (2 a ) and Ω 7 (q). In this paper we consider the unitary groups of dimension 6 proving the following result, whose proof follows from Proposition 2.9 and Theorem 2.10. Theorem 1.1. The unitary groups SU 6 (q 2 ) and their respective projective images are (2, 3)-generated for all q.
The groups PSU 7 (q 2 ), PSp 6 (2 a ) and Ω 7 (q) are (2, 3)-generated for all q: these facts will be proved in a subsequent paper.
Throughout this paper, F is an algebraically closed field of characteristic p ≥ 0. The set {e 1 , e 2 , . . . , e n } denotes the canonical basis of F n . When p > 0 we have that F q ≤ F for any fixed power q of the prime p. Further, we denote by σ the automorphism of SL n (q 2 ) defined by (α i,j ) → α q i,j . Finally, ω is an element of F of order 3 if p = 3, ω = 1 if p = 3.
2. The groups SU 6 (q 2 )
In order to prove that the groups SU 6 (q 2 ) are (2, 3)-generated, we construct our generators. Let a ∈ F q 2 \ F q (in particular a = 0) be such that a q+1 = 4. Also set:
Consider now the subgroup H = x, y of SL 6 (q 2 ), where 
Namely, we are excluding a = 2, since a ∈ F q 2 \ F q . So a 3 = 8 implies a = 2ω j and a q = 2ω 2j (j = 1, 2). However, in this case c = a q+1 − 4 = 0, against our initial assumptions.
The similarity invariants of x, y are, respectively,
The characteristic polynomial of z = xy is Proof. We have dim C(x) = 16 + 4 = 20, dim C(y) = 4 + 4 + 4 = 12. By Scott's formula, when H is absolutely irreducible we get dim C(z) ≤ (6 2 + 2) − 20 − 12 = 6. From the Frobenius formula giving the dimension of centralizers of the rational canonical forms, we see that, for a fixed n, the minimal dimension is n, and it is attained precisely by the canonical forms having just one similarity invariant. It follows that z has a unique similarity invariant, whence our first claim. In particular, this means that the triple (x, y, z) is rigid and by [6, Theorem 3.1] we obtain H ≤ SU 6 (q 2 ).
It is useful the Gram matrix of the hermitian form fixed by H, namely:
we have det(J) = −c 3 γ 2 .
In the following proposition we make use of these subspaces of F 6 :
A = e 3 − e 4 , e 5 , B = e 3 − e 4 , 2e 5 − ae 6 , V x = e 1 , e 2 , e 3 + e 4 , ae 5 + 2e 6 , V x T = e 1 , e 2 , e 3 + e 4 , e 6 . Notice that V x and V x T are, respectively, the eigenspace of x and x T associated to the eigenvalue 1. For p = 2, A and B are, respectively, the eigenspace of x and x T associated to the eigenvalue −1.
The group H = x, y is absolutely irreducible if, and only if, the following conditions hold:
In particular for q = 2 the group H is reducible over F.
Proof. If γ = 0 then the kernel of J is fixed by H. If γ = 0 and a 2q+2 −5a q+1 +8 = 0, then a 2q −a = 0. Indeed a 2q −a = 0 would give a q = a 2 , whence a 2q+2 −5a q+1 +8 = a 3 −6a q+1 +a 3q +8 = γ. In this case the subspace W generated by {v, yv, y 2 v} with
So conditions (i) and (ii) are necessary. Now we show that they are also sufficient.
Assume that (i) and (ii) hold and let W be a proper H-invariant space.
T . We show that v, yv, y 2 v are linearly independent. We consider the matrix
for s ∈ {i, j, k} and call δ(i, j, k) its determinant. If
which is non-zero. In this case xyv ∈ W iff a q γ = 0, which is an absurd. If x 1 = 0, then we may set x 1 = 1. In this case δ(1, 2, 3) = 1. Thus v, yv, y 2 v has dimension 3 and coincides with W . We have that xyv ∈ W iff w 1 = xyv − yv = λv, where λ is the coordinate of position 3 in w 1 . Similarly xy 2 v ∈ W iff w 2 = xy 2 v − y 2 v = µv where µ is the coordinate of position 3 in w 2 . Let p 1 , p 2 denote the coordinates of position 5 of w 1 − λv and w 2 − µv respectively. Since all the remaining coordinates are 0, we have that W is H-invariant only if p 1 = p 2 = 0. In particular 2p 1 + a q p 2 = 0 gives a 2q − a x 2 − c = 0. From the assumption c = 0 it follows a 2q − a = 0, whence
T and
The coordinates of position 5 of u 1 , u 2 are, respectively, 2x 3 + (2a q − a 2 )x 4 and −ax 3 − cx 4 . Considering the coordinate of position 5 of au 1 + 2u 2 we get (a 3 − 8)x 4 = 0, whence x 4 = 0. After substituting of this value, the coordinate 5 of u 2 becomes −ax 3 , whence x 3 = 0. Thus we obtain u 1 = (0, 0, 
Coordinates of position 4 give: −cx 1 +(2a−a 2q )x 3 = 0 and (2a q −a 2 )x 3 −cx 2 +cx 4 = 0. If x 3 = 0 then, considering the other coordinates of u 1 we get x 1 = x 4 = 0. In this case, u 2 = x 2 (e 3 − e 4 ) and so x 2 = 0 and v = 0. So assume x 3 = c. We get
. Imposing that coordinate 6 of u 2 is 0, we get a(a 3q − 8)γ = 0, a contradiction.
Proof. For k ≤ 7 our claim follows from the following observations: λ j e j , we get α = β = 0, where
Treating
Proof. Let B = {v 1 , . . . } be a basis of F 6 on which H acts monomially. Since H is irreducible, this action must be transitive. By this condition and the canonical form of x and y, we note that the permutation induced by x cannot be the product of three 2-cycles, and we may set:
Clearly yv 3 = v 1 , xv 4 = v 3 and yv 6 = v 4 . Considering the canonical form of x, only the following cases have to be analyzed. Case (a) The permutation induced by x is a 2-cycle (p odd). Thus:
In this case (xy) 6 , is scalar, a contradiction with Lemma 2.3. Case (b) The permutation induced by x is the product of two 2-cycles and the 1-dimensional spaces fixed by x are in different orbits of y. We may suppose either
In the first case, χ z (t) = t 6 − (λ + λ −1 )t 3 + 1. Comparing this polynomial with (3) we obtain λ 2 = −1 and so (xy) 6 = −I, against Lemma 2.3. In the second case, χ z (t) = t 6 − λt 4 − λ −1 t 2 + 1. Comparison with (3) gives c 2 − b q+1 = 2γ = 0 and so p = 2. However in this case, we must have b + ac = 0 that gives a q = a 2 , whence a 3 = 1 and det(J) = 0. Case (c) The permutation induced by x is the product of two 2-cycles and the 1-dimensional spaces fixed by x are in the same orbit of y. We may suppose xv 1 = v 1 , xv 2 = v 2 , xv 5 = λv 6 , xv 6 = λ −1 v 5 . Consideration of the characteristic polynomial of z gives the conditions: b = 0 (i.e. a 2q = 2a), λ = a q and λ −1 = a. It follows a q+1 = 1 and 2a 3 = 1. By the assumption a ∈ F q , we have p = 2, 3. However 1 = (2a 3 )(2a 3q ) gives the absurd 1 = 4. Proof. Assume that H is conjugate to a subgroup of PSL 6 (q 0 ), i.e., that
for some g. In particular g −1 zgω −j ∈ SL 6 (F q0 ) for some j ∈ {0, ±1}. Set z 0 = g −1 zgω −j and χ z0 (t) =
Comparing the coefficients of the terms of degrees 5 and 2 (see (3)), we get
It follows ω j (f 2 − f 5 ) = a, whence a 3 ∈ F q0 .
Lemma 2.6. If H is absolutely irreducible, then it is not conjugate to any maximal subgroup M with projective image
Proof. The subgroup M is contained in the projective image of GL 2 (F) ⊗ GL 3 (F). Assume that our claim is wrong and write x = x 2 ⊗ x 3 with x 2 ∈ GL 2 (F) and It follows that the rational canonical form of x 2 ⊗ x 3 consists of 3 blocks ( 0 1 1 0 ), in contrast with the rational canonical form of x.
Let M be a maximal subgroup in class S, whose projective image M is isomorphic to PSU 3 (q 2 ), q odd. Denote by S 2 (V ) the symmetric square of V = F 3 . For τ ∈ {id, σ} consider the representation ϕ τ , of degree 6, defined by
Since the groups in class S are absolutely irreducible, by [3, 5.4 .11] we have that, up to conjugation, M = ± ϕ τ (SU 3 (q 2 )), for some τ ∈ {id, σ}.
Lemma 2.7. Assume q odd and H absolutely irreducible. Then H is not conjugate to any maximal subgroup M whose projective image is isomorphic to
Proof. Assume the contrary. Then there exist ξ, η ∈ SU 3 (q 2 ) such that X := ± ϕ τ (ξ) = x h , Y := ϕ τ (η) = y h , for some h. Thus ξ 2 = ±I and η 3 = I. Since the space of fixed points of x has dimension 4, we need X := ϕ τ (ξ). In particular ξ has a 2-dimensional eigenspace U . By the irreducibility we may assume U ∩ ηU = e 2 . Setting e 1 = η −1 e 2 we have e 1 ∈ U and ηe 2 ∈ U . Thus, up to conjugation:
Finally, for ξη to be unitary, we need r = s q (see [5] ). With respect to the basis e 1 ⊗ e 1 , e 2 ⊗ e 2 , e 3 ⊗ e 3 , e 1 ⊗ e 2 + e 2 ⊗ e 1 2 , e 1 ⊗ e 3 + e 3 ⊗ e 1 2 , e 2 ⊗ e 3 + e 3 ⊗ e 2 2 , of S 2 (V ), we get (e.g. assuming τ = id): 
The coefficients of χ XY (t) of degrees 1, 2, 3 are respectively:
Equating the coefficients of the terms t i in χ XY (t) and χ xy (t) we get the following conditions P i :
Here, we are considering b, c in the definition of y as free parameters, with the only restrictions b ∈ F q 2 , 0 = c ∈ F q . Condition P 2 = 0 gives b = c(−s q+2 + s + s 2q ). Then P 1 = 0 gives a = s q+2 − 2s. Now, recalling the definition of b and c as functions of a and substituting the previous expressions for a and b, we obtain
If s q+1 = 3, then a = s. From P 3 = 0 it follows a q+1 = 3 and a 6 − 10a
So, assume P ′ = s 2q+2 − s 3q − 2s q+1 + 2 = 0. In this case, the resultant between P 3 and P ′ , with respect to s q , is (s 3 − 1)(s 3 − 4) 3 . If s 3 = 1, from P 3 = 0 we get s q+1 = 1, whence a = −s. This means a = −ω i and a q = −ω 2i with i = 1, 2. However, for these values H is reducible (det(J) = 0). If s 3 = 4, from P 3 = 0 we get 2s q+1 = 5. Taking the third power of both sides, 8(s 3 ) q s 3 = 125, whence 128 = 125, i.e. p = 3. This implies s 3 = 1, case that we have already excluded. Similarly, we can deal with the case τ = σ.
Lemma 2.8. Assume H absolutely irreducible. Then H is not contained in any maximal subgroup M in class S.
Proof. We refer to [1, Table 8 .27, page 391]. Case by case, we exclude that H is contained in M with projective image M . Case (a) M = PSU 3 (q 2 ), q odd. By Lemma 2.7 this cannot occur. From now on we may assume q = p ≥ 3. Case (b) M ∈ {Alt(6), Alt(6).2 3 , Alt(7), P SL 3 (4), P SL 3 (4).2 1 }. Simply observe that the only possible values for the order of the projective image of xy are ≤ 8, which is excluded by Lemma 2.3. Case (c) M = Z(SU(6, q 2 )) • SL 2 (11), 2 < p ≡ 2, 6, 7, 8, 10 (mod 11). Notice that the only involution in SL 2 (11) is −I. Thus, if H ≤ M , it follows x ∈ Z(M ) and so x should commute with y, but this does not happen. Case (d) M = 6 1 . PSU 4 (9), p ≡ 5 (mod 12). Considering the eigenvalues of an irreducible representation of degree 6 of M , we have that x belongs to the class 2c and y ∈ {3i, 3j} (in GAP notation). We determine the possible orders of xy calculating the structure constants using the character table of M . Notice that xy cannot have eigenvalues of multiplicity greater than 1. If y ∈ 3i, then xy ∈ {9g, 9h}. However, in this case (xy) 9 is scalar. If y ∈ 3j, then xy ∈ {7a, 7b, 8a, 8b, 9g, 9h, 14a, 14b, 21a, 21b, 21c, 21d, 24a, 24b, 24c,  24d, 42a, 42b, 42c, 42d} . However, for any choice of xy we obtain a contradiction with Lemma 2.3, except when xy ∈ {24a, 24b, 24c, 24d}. In these last cases the characteristic polynomial of xy is t 6 + ω 2j t 4 + ω j t 2 + 1 (j = 1, 2). Comparison with (3) gives b + ac = b + cω j = 0, whence a = ω j . Since a ∈ F q , a q = ω 2j and so b + ac = −2ω j , a contradiction. Case (e) M = 6 1 . PSU 4 (9).2 2 , p ≡ 11 (mod 12). Considering the eigenvalues of an irreducible representation of degree 6 of M , we have x ∈ 2c and y ∈ {3i, 3j}. We proceed as done in item (1) . If y ∈ 3i, then xy must belong to class 9g, a contradiction with Lemma 2.3. If y ∈ 3j, then xy ∈ {7a, 8a, 9g, 14a, 21a, 21b, 24a, 24b, 42a, 42b}. However, in each case we obtain a contradiction with Lemma 2.3, except when xy ∈ {24a, 24b}. As before, in these last cases the characteristic polynomial of xy is t 6 + ω 2j t 4 + ω j t 2 + 1 (j = 1, 2), which leads to a contradiction. Proposition 2.9. The group SU 6 (4) is (2, 3)-generated.
Proof. Take the following two matrices of SL 6 (4): satisfying conditions (i) to (iii).
Proof. By Proposition 2.9 we may assume q > 2. Conditions (i) and (ii) imply that H is absolutely irreducible (Theorem 2.2). By Lemma 2.1 we have H ≤ SU 6 (q 2 ). Let M be a maximal subgroup of SU 6 (q 2 ) which contains H. As observed before, Conditions (i) and (ii) imply that M ∈ C 1 ∪ C 3 . Moreover M ∈ C 2 by Lemma 2.4. From Condition (iii) and Lemma 2.5 we get M ∈ C 5 . From Lemma 2.6 it follows M ∈ C 4 . Finally, the case M ∈ S is excluded by Lemmas 2.7 and 2.8.
We now prove that, for q > 2, there exists a ∈ F q 2 \ F q , with a q+1 = 4, satisfying Conditions (i) to (iii). Take an element a ∈ F * q 2 of order q 2 − 1. Then a q+1 = 4.
Indeed assume a q+1 = 4: clearly p = 2 and so a Then a satisfies (i), (ii) and (iii) and hence H = SU 6 (q 2 ), for all q > 2.
