Abstract-Network congestion in wireless sensor networks (WSNs) leads to packet drops, throughput reduction and degradation of channel quality which in turn decrease network performance. A novel cross-layer congestion control strategy for WSNs is presented. The strategy performs the bandwidth and delay estimation in MAC layer for the current link, and feedbacks them to the transport layer through the cross-layer interaction mechanism. The transport layer of source nodes adjusts the congestion window and slow start threshold based on the received information of path bandwidth and delay and Explicit Congestion Notification (ECN), for mitigating network congestion. The simulation results show that the strategy can improve the utilization of network resources, reduce unnecessary packets retransmission, and significantly improve the performance of WSNs.
I. INTRODUCTION
Due to shared nature of wireless medium, all sensor nodes contend for medium access. Congestion occurs when the traffic exceeds a network capacity. When congestion occurs, packets are dropped either because of collision or buffer overflow [1] . Congestion causes node buffer overflow, thereby causing packets loss and packets retransmission, which is not beneficial to conserve limited network bandwidth and limited energy of nodes.
Congestion decreases network reliability in the sense of service provisioning for data communications. Transport-level protocols improve reliability by implementation of different error recovery schemes. However, they could lead to excessive data retransmissions, reducing an important parameter such as network utilization, while at the same time increasing delay in data transmission.
Some applications require Wireless Sensor Networks to provide reliable data transmission. When packets loss, loss recovery mechanism should be adopted to ensure the reliable arrival of data packets to destination node. Packets retransmission will increase the network end-toend transmission delay, and consumes a lot of energy, thereby reducing the life cycle of the network.
Currently, many researchers have made significant advancements in protocol design. Existing works can generally be classified into three categories based on their capabilities in congestion control and reliability: 1)Congestion control protocols(CODA [2] , Fusion [3] , CCF [4] , PCCP [5] ); 2)Protocols for reliability(RMST [6] , DTC [7] , RBC [8] ); 3)Protocols considering both congestion control and reliability(ESRT [9] , STCP [10] , CTCP [11] ).
CODA is a typical congestion control mechanism for WSNs. The CODA node periodically samples the current channel load to detect the occurrence of congestion. Upon the reception of congestion feedback message, upstream node reduces its sending rate according to local policy, or simply discards the received packets. But its AIMDbased rate adjustment strategy leads to a large jitter in the source rate, and is not beneficial to maintain the stability of the network throughput and fairness.
RMST is a hop-by-hop reliable transport protocol specially designed to run on top of directed diffusion in which packet loss is recovered hop by hop using caches in the intermediate nodes. RMST guarantees reliability but is designed for more capable sensor nodes. ESRT is a reliable transport protocol with congestion control. It concerns the rate of all source nodes instead of a single node. It is always based on the requirements of the network reliability using a unified strategy to force the adjustment of sending rate of all of the source nodes.
ESRT is a reliable transport protocol with congestion control. It concerns the rate of all source nodes instead of a single node. It is always based on the requirements of the network reliability using a unified strategy to force the adjustment of sending rate of all of the source nodes. ESRT can not well handle the transient congestion and does not apply to large-scale network or heterogeneous network.
We propose an alternative TCP congestion control protocol based on bandwidth and delay estimation in MAC layer (BDTCP) for WSNs. It adds a cross-layer module attached to the MAC layer. The cross-layer module cooperates with the MAC layer providing congestion control information for the transport layer.
This paper is organized as follows. In Section 2, the bandwidth and delay estimation algorithm in MAC layer is described. In Section 3, the cross-layer congestion control strategy is presented. The experimental results of comparing the algorithm proposed in this paper with other algorithms are also presented in Section 4. Finally, our work of this paper is summarized in the last section.
II. BANDWIDTH AND DELAY ESTIMATION ALGORITHM IN MAC LAYER
On the basis of the analysis of the MAC layer packet transmission process, the formula of the packet bandwidth and delay estimation is obtained in this section, then the formula of end-to-end path bandwidth and delay estimation and node bandwidth estimation are derived.
A. Analysis of Data Transmission in MAC Layer
In the paper, the DCF mode and RTS/CTS/DATA /ACK data transmission mechanism of IEEE 802.11 MAC protocol are used to the analysis of the data transmission procedure. The detailed framework for a single data packet transmission is presented in Figure 1 . The total time T required for the transmission of a single data packet using CSMA/CA includes queuing delay Tq, media access delay Tm and data transmission delay Tt, shown as follows:
The transmission delay Tt is calculated as follows: The media access delay Tm is calculated as follows:
Considering a frame may be repeatedly retransmitted in MAC layer, Tm should be the sum of media access time for the first frame transmission tm and the n frame retransmission.
The queuing delay Tq is calculated as follows:
Store the timestamp T in for every data arrived to the MAC layer for further transmission. Then, add to the sending queuing. Prior media access procedure, store the timestamp T out . Calculate the delay taken for packet queuing time T q using (6).
B. Packet Bandwidth and Delay Estimation
The occupied bandwidth B for the transmission of a certain amount of data is directly proportional to the ratio of the size of data D and the time T taken for transmission of such data on MAC layer. Therefore, the single packet bandwidth is calculated as follows:
where the time T is calculated using (1) .
The RTT time experienced by transmission of a TCP packet can be divided into two parts, i.e., forward delay and backward delay. Forward delay contains the length of the data pipe between sender and receiver while backward delay measures the time required for the delivery of TCP ACK packets.
(1) Forward delay. The packet forward delay is calculated using (1) . But the calculation of packet forward delay is different from the packet bandwidth described above, it includes only media access delay Tm and data transmission delay Tt, excluding MAC layer queuing delay Tq.
Most of the transport layer RTT delay measurement includes queuing delay along the entire path experienced by the TCP data packet at the MAC and network layers: the end-to-end data pipe is considered artificially longer than it actually is. This is due to the insertion of additional traffic increases queuing delay of node packets, thus increasing the bandwidth-delay product. So it should be excluded the queuing delay in the calculation of forward delay, thus reducing the end-to-end bandwidthdelay product.
(2) Backward delay. On contrary with forward delay measurement technique described above, backward delay, i.e., TCP ACK delay includes only the queuing and data transmission delays, not including the media access delay. It is equal to the difference between the time the TCP ACK packet was generated by the receiver node and its reception by the TCP sender. Backward path delay on each single link is calculated using (1).
C. Path Bandwidth and Delay Estimation
One data communication path over wireless sensor networks is composed of several short-range single-hop links. So, the calculation of the capacity experienced by a certain data packet can be obtained by the analysis of capacity of the individual links. The end-to-end bandwidth B end-to-end on an n-hop path is equal to the bandwidth of the bottleneck on the path, while the end-to- 
D. Node Bandwidth Estimation
From the description above in Subsection 2.2, we get the bandwidth occupied by a single packet in a node, and now we perform the bandwidth estimation which occupied by a node. Assuming that there are n packets in the sending queue, the length of each packet Data i , the time it takes for sending a single packet T new . Then the node bandwidth B node is calculated as follows: 
Network competition will result in a large jitter of T new , so it cannot be directly taken as the average time estimation of sending a packet. In this paper, we use the weighted average algorithm to smooth it.
where α is the adjustment factor with the range from 0 to 1. By adjusting the value of α to adjust the history time estimation and the current instantaneous value, therefore the current time estimation is affected. In this paper, α is assigned 0.1 in order to reduce the interference of the fluctuation of the current instantaneous value to the estimation result.
III. CROSS-LAYER CONGESTION CONTROL STRATEGY

A. The Proposed Strategy BDTCP Architecture
Compared with TCP/IP reference model, an additional module, called Cross-Layer Module (CLM), is attached to the MAC layer. The general architecture of the BDTCP is presented in Figure 2 . The purpose of the presented strategy is to avoid any changes at the transport layer and MAC layer of the protocol stack. The CLM cooperates with the MAC layer providing congestion control information for the transport layer, using a crosslayer collaboration mechanism. Its main functions are: bandwidth and delay calculation, congestion control, the cross-layer interaction mechanism. 
B. TCP "Options" Support for The Transmission of Bandwidth and Delay on Two-way Path
The obtained information of the bandwidth and delay on the forward and backward path should be delivered to the source nodes of generating traffic. The CLM can perform congestion control based on these measured information. To support this feature, the paper extends the TCP protocol. Four unsigned short integer fields are added to TCP option field, each field occupies 16 bits. These fields indicate the minimum bandwidth and cumulative delay over forward or backward path, respectively, shown in Figure 3 . The first group of options within TCP data packet and TCP ACK packet is used to store the minimum bandwidth and cumulative delay on forward path. The second group of options within TCP ACK packet is used to store the minimum bandwidth and cumulative delay on backward path. Note that these works are performed in CLM located in MAC layer. Using TCP options field to support the transmission of bandwidth and delay information, the great advantage is not need to modify the transport layer and the MAC layer protocol, and can maintain the backward compatibility and good scalability.
Upon reception of the TCP data packet delivered from upper layer, the sender data link layer requests cross-layer module to measure its bandwidth and delay information on forward path. Then, it includes the measured information into the first set of option fields inside the TCP header, which is encapsulated into data field inside MAC frame. Subsequently, the frame is sent to the next node.
When the data link layer of intermediate nodes receives the data frame from previous nodes, the crosslayer module take out the bandwidth and delay information from the option fields of TCP header inside the data frame. Some information such as source IP address, destination IP address, source port number, destination port number, and sequence number, are took out also from the frame. These information and current time are stored into the newly created list node, and then, the list node is inserted into the tail of the linked list. Meanwhile, the cross-layer module performs its own bandwidth and delay measurement on forward path and modifies corresponding information in linked list using (8) and (9) . When intermediate nodes obtained the channel and ready to transmit the data frame, the cross-layer module retrieves the bandwidth and delay information using keys of source IP address, destination IP address, source port number, destination port number, and sequence number from the linked list, and updates corresponding option fields of the TCP data packet inside the data frame. Note that when the frame retransmission event occurred, the data link layer deletes the frame in sending queue until it received the MAC ACK frame because of the adoption of the ARQ strategy by the IEEE 802.11 MAC protocol. Each retransmission must remeasure the media access delay using (5) .
When the receiver's data link layer received data frame, the cross-layer module takes out the forward bandwidth and delay information, and stores them into the first set of option fields inside TCP ACK packet. Meanwhile, it performs the backward bandwidth and delay information measurement, and stores these information into the second set of option fields inside TCP ACK packet. Subsequently, the TCP ACK packet could be transmitted back to the sender node.
When the sender's MAC layer received the TCP ACK packet, the CLM executes the following algorithm to calculate the bandwidth-delay product new_bdp. Calculate the bandwidth-delay product new_bdp: 1 delay=tcp_forward_delay+ tcp_backward_delay; 2 bandwidth=tcp_forward_bandwidth; 3 bdp=delay*bandwidth; 4 new_bdp =β* bdp+(1-β)* new_bdp; where β is a smoothing coefficient of bandwidth-delay product, and is assigned 0.2.
C. Congestion Detection and Queue Management
Literature [12] proposed a formula of numerical analysis for the available throughput of 802.11 DCF protocol. The maximum available throughput of the protocol with RTS/CTS/DATA/ACK four-step process is:
After calculation, when the S max is 84%, the remaining 16% of the bandwidth is consumed by the system (the main bandwidth consumption for channel competition). In the case of 10 nodes in a collision domain, the value of S max can be maintained above 73% with the increase of the transmission probability. As the network dynamic topology changes frequently, the bandwidth consumed by the system varies in the range of 16% to 27% of the total available bandwidth. In the paper, we take the average value of 20% as system bandwidth consumption. Namely, when the current estimation of bandwidth occupied by a node is larger than 80% of the total bandwidth using the channel estimation algorithm proposed by the paper, it indicates that the channel is close to saturation. So, congestion conditions are desirable as follows:
In this paper, the queue management adopts the available bandwidth estimation of node as an indicator to control the queue length. In general, a reactive routing protocol could be divided into four steps: routing request, routing reply, data transmission, routing maintenance, corresponding to four different types of packets (RREQ, RREP, DATA, RRER), respectively. Because these four packages have different purposes, when the node detected the network congestion, they can not be simply discarded. Specifically, RRER packets and TCP ACK packets are given a high priority, allowing them to enter the receiving queue, and the other types of package are discarded. The RRER packet notifies the route node to delete this route and restarts the routing discovery process because it carries the route failure message to the destination node. If RRER is discarded, the source node will send data in accordance with the original failure route as usual. But this route still goes through the region in which maybe has occurred congestion. On the one hand this may cause packet loss, on the other hand increase the congestion level.
D. Congestion Notification and Source Rate Adjustment
When the node detected congestion, the paper adopts the same back pressure mechanism to explicitly notify the upstream nodes to reduce the packet sending rate or drop packets as CODA does. Upon the reception of a certain number of the Explicit Congestion Notification (ECN) messages, the CLM of the source node changes its data sending rate to mitigate or eliminate the congestion through adjusting the congestion window and the slow start threshold. So that the source node will receive two types of control messages, one is the ECN messages sent by the downstream nodes in way of back pressure, and the other is the minimum bandwidth and cumulative delay information carried by the options of TCP ACKs which the receiver replied. At the same time, the source node must also deal with the packet loss events caused by retransmission. The paper adopts both of the event-driven adjustment and periodic adjustment to adjust the TCP congestion window and slow start threshold. The eventdriven adjustment means that the CLM of the source node adjusts them only when it received a certain amount of ECN messages, or it detected the TCP packet loss events. The periodic adjustment means that the CLM of the source node periodically adjusts them according to the received path bandwidth and delay information.
(1)The event-driven adjustment algorithm TCP packet loss events can be divided into two categories: (1)Retransmission TimeOut (RTO) expired, (2)received three duplicate ACKs. They must be treated separately. The pseudo code of the event-driven adjustment algorithm is as follows:
The event-driven adjustment pseudo algorithm: 
where T idle indicates the channel idle time, Tperiod denotes the sampling time interval, T total refers to the total channel bandwidth. An additional CBR cross traffic is added to the simulation during 15s and 25s. Its data sending rate is 0.4Mbps. Shown in Figure 4 , dotted line corresponds to the link available bandwidth, which is obtained by numerical calculation without considering the exponential backoff and collision. The result shows that the proposed strategy achieved a good approximation in both cases: with and without cross-traffic. In case of large amounts of data sent by source nodes, more conflicts occur in the network, so that the idle channel bandwidth estimation strategy would underestimate the available bandwidth. Especially with cross traffic, it could even lead to a throughput of 0. 
B. The Average Sending Rate and Energy Consumption
It can be seen from Figure 5 , the average sending rate of source nodes using BDTCP is more stable than CODA, and has low jitter. This is because BDTCP uses the bandwidth and delay measurement in MAC layer which is able to accurately obtain the path available bandwidth. And through the regular adjustment of the TCP congestion window and slow start threshold, BDTCP ensures that the amount of data sent by source node does not exceed the available bandwidth. However, CODA uses the AIMD rate adjustment in TCP layer, which periodically lead to the occurrence of congestion, resulting in the large jitter at data sending rate. Less congestion occurrences reduce the number of packet retransmissions, and thus the node energy savings, as shown in Figure6. 
C. The Average Delay and Good Throughput
We set separately a number of different source node to perform the simulation in order to the measurement of the average packet delay and good throughput. It can be seen from Figure 7 , the amount of data sent is also increased with the increased number of source nodes in the network. This increases the possibility of congestion, and then resulting in packet delay increase. Due to BDTCP can reduce the occurrence of congestion, its packet delay much less than CODA. It can be seen from Figure 8 , when the number of nodes is set to 20 and 25, the good throughput of the network does not increase but decrease. This is due to CODA has no control of the data sending rate of source nodes, and then resulting in the regular occurrence of congestion, which led to a large number of packet retransmissions, reducing the good throughput. This paper presents an improved strategy of the transport layer performance--BDTCP, in order to avoid network congestion. The simulation results show that this strategy can accurately estimate the available bandwidth information of the network, and limits the TCP congestion window within a reasonable range according to the information. It can not only take full advantage of available network capacity to transmit packets as much as possible to ensure the utilization of network resources, but also avoid network congestion caused by the blind injection of large amounts of packets into the network. Therefore, BCTCP reduces the unnecessary packet retransmission, and significantly improves the performance of wireless sensor networks.
