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THE CURVATURE INVARIANT OF A
NON-COMMUTING N-TUPLE
DAVID W. KRIBS
Non-commutative versions of Arveson’s curvature invariant and Euler char-
acteristic for a commuting n-tuple of operators are introduced. The non-
commutative curvature invariant is sensitive enough to determine if an n-
tuple is free. In general both invariants can be thought of as measuring the
freeness or curvature of an n-tuple. The connection with dilation theory pro-
vides motivation and exhibits relationships between the invariants. A new
class of examples is used to illustrate the differences encountered in the non-
commutative setting and obtain information on the ranges of the invariants.
The curvature invariant is also shown to be upper semi-continuous.
A notion of curvature was recently introduced in commutative multi-variable opera-
tor theory by Arveson [4]. Specifically, the curvature invariant and Euler characteristic for a
contractive n-tuple of mutually commuting operators were developed from two different per-
spectives, both dependent on commutative methods. In addition, asymptotic formulae were
obtained for the invariants in terms of a certain completely positive map. It turns out that
both invariants are always integers. In fact, for the classes which Arveson focuses on the two
perspectives yield the same invariant. The goal of this paper is to develop non-commutative
versions of these invariants. The non-commutative versions introduced here can be thought
of as the analogues of Arveson’s to the non-commutative setting. Indeed, this claim is well
supported since they possess many of the basic properties of their commutative relatives.
Most importantly, the basic property of the non-commutative curvature invariant is that it
is sensitive enough to detect when an n-tuple is free. However, there are definite differences
in the non-commutative setting. A new class of examples is included which help illustrate
these differences. For instance, there are many interesting cases when the invariants are
distinct and not integers. In fact the range of the curvature invariant is the entire positive
real line. Further, a complete continuity picture for the invariants is painted. Namely, the
curvature invariant is shown to be upper semi-continuous with respect to the natural notions
of convergence.
The first section contains requisite preliminary material. This includes a discussion
of the completely positive map defined by every row contraction which determines the in-
variants. The related dilation theory is also recalled. In the second section, the existence of
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the non-commutative curvature invariant and Euler characteristic is proved. The connection
with dilation theory is used to provide motivation and establish a hierarchy of the invariants.
The third section contains an analysis of how the invariants behave on pure con-
tractions. The basic property is that the curvature invariant can detect when an n-tuple
is free. In other words the n-tuple is unitarily equivalent to copies of the pure isometries.
This is analogous to Arveson’s basic property; however, different methods must be used to
prove the result here. Also, an analogous characterization of when the curvature invariant
annihilates a contraction is obtained. For pure contractions, the Euler characteristic can
provide a measure of the freeness of an n-tuple.
In the fourth section, continuity and stability properties are investigated. The
curvature invariant is upper semi-continuous; however, the rigidity of the Euler characteristic
prevents any non-trivial continuity results. The invariants are shown to be stable under
certain conditions, but not to the same extent as Arveson’s.
In the last section, a new class of pure contractions is introduced which yield in-
formation on the ranges of the invariants. This class consists of finite rank perturbations
of a subclass of the atomic Cuntz representations originally considered by K. Davidson and
D. Pitts in [12]. The curvature invariant and Euler characteristic are shown to be distinct
and non-integers in general. Two different collections of examples are used to prove that
the range of the curvature invariant is the entire positive real line. Further, various open
problems related to the ranges are pointed out.
The content of this paper is part of the doctoral thesis [17]. The author would like
to thank his advisor Ken Davidson for his assistance.
Note 0.1. Upon submission of this paper the author became aware of the recently sub-
mitted paper [23] by G. Popescu. There is a lot of overlap between our papers, although
the perspectives and proofs are quite different. In fact Popescu obtains the same curvature
invariant. Further, he obtains a pair of pseudo-Euler characteristics which both turn out
to be equal to the Euler characteristic developed here. This comes as a corollary of Theo-
rem 2.2. Following the non-commutative analogue of Arveson’s algebraic approach used in
[4], Popescu is also able to prove a non-commutative version of Arveson’s Gauss-Bonnet-
Chern Theorem and show that the range of the Euler characteristic is the positive real line.
Lastly, an elementary class of examples showing how to obtain the positive real line as the
range of both invariants, which the author discovered after submission, has been included in
Note 5.10.
1. Preliminaries
To every row contraction A = (A1, . . . , An) of operators Ai acting on a Hilbert space
H, there is a corresponding completely positive map Φ(·) on B(H) defined by
Φ(X) =
n∑
i=1
AiXA
∗
i = AX
(n)A∗.
When there is more than one n-tuple involved, the associated map will be denoted ΦA(·).
This map is also completely contractive since
Φ(I) =
n∑
i=1
AiA
∗
i = AA
∗ ≤ I.
Given a word w = i1 · · · id in the unital free semigroup on n generators Fn, define a contrac-
tion Aw := w(A) = Ai1 · · ·Aid. For k ≥ 1, the sequence
Φk(I) =
n∑
i=1
AiΦ
k−1(I)A∗i =
∑
|w|=k
AwA
∗
w
satisfies Φ(I) ≥ Φ2(I) ≥ . . . ≥ 0. It is this sequence of operators which Arveson uses to
derive information on the original n-tuple. As a decreasing sequence of positive contractions,
the sequence has a strong operator topology limit which has been denoted by
Φ∞(I) = sot–lim
k→∞
Φk(I).
The two extreme cases are important.
Definition 1.1. Let A = (A1, . . . , An) be a contractive n-tuple of operators acting on H.
Then
(i) A is a pure contraction if Φ∞(I) = 0
and
(ii) A is a Cuntz contraction if Φ∞(I) = I.
These definitions are motivated by the special case of an n-tuple of isometries S =
(S1, . . . , Sn). In fact much of the theory here is motivated by this special case. The isometries
Si have pairwise orthogonal ranges exactly when the n-tuple is contractive. That is,
n∑
i=1
SiS
∗
i ≤ I if and only if S∗i Sj = δijI.
The important example in the pure case, and in this paper, is determined by the left regular
representation λ of Fn on n-variable Fock space, which can be viewed as Hn := ℓ2(Fn).
From this perspective Hn has an orthonormal basis given by {ξw : w ∈ Fn}. The isometries
Li = λ(i) are defined by Liξw = ξiw, and also arise in physics as the ‘left creation operators’.
Similarly, isometries determined by words w are denoted λ(w) = Lw. The n-tuple L =
(L1, . . . , Ln) satisfies
LL∗ =
n∑
i=1
LiL
∗
i = I − Pe,
where Pe is the orthogonal projection onto the span of the so called vacuum vector ξe
determined by the identity e of Fn (which corresponds to the empty word). The defect
projections associated with L are key in the analysis.
Definition 1.2. For k ≥ 1, let
Qk := I − ΦkL(I) = I −
∑
|w|=k
LwL
∗
w
be the orthogonal projection onto span{ξw : |w| < k}.
There has been extensive recent work related to these operators. In particular, the
wot-closed non-selfadjoint algebras Ln generated by the Li have been shown by Davidson,
Pitts and Arias, Popescu to be the appropriate non-commutative analytic Toeplitz algebras
[1, 11, 12, 19, 22]. Also see [2, 13, 16, 20] for more detailed information on these algebras.
The wot-closed algebras corresponding to the right regular representation are denoted by
Rn. The generating isometries are defined by ρ(w) = Rw′ where Ruξv = ξvu, and w
′ denotes
the word w in reverse order. It is unitarily equivalent to Ln and is precisely the commutant
of Ln.
There is a nice link between this example and Arveson’s motivating example. The
key contraction in the commutative setting is given by multiplication Mi for 1 ≤ i ≤ n, by
the n coordinate functions on n-variable symmetric Fock space Hsn. In terms of the notation
here, this space can be realized as the subspace of Hn spanned by unit vectors of the form
1
k!
∑
σ∈Sk ξσ(w) for w in Fn with |w| = k (σ is the permutation in the symmetric group Sk
which permutes the terms of w). Alternatively, in [12] the complement (Hsn)⊥ was shown to
be the full range in LatLn ∩ LatRn of the wot-closed commutator ideal in Ln. It is given
by
(Hsn)⊥ = span{ξuijv − ξujiv : u, v ∈ Fn}.
Since M = (M1, . . . ,Mn) is a pure contraction with rk(I − ΦM (I)) = 1, it follows that L
is the minimal isometric dilation of M (see below). Thus, Hsn is co-invariant for the Li and
each Mi = PHsnLi|Hsn = (L∗i |Hsn)∗. This can be proved directly, but it is automatic from the
dilation theory discussed below.
For an n-tuple of isometries S = (S1, . . . , Sn) with pairwise orthogonal ranges, the
subspaces
Hp := {x ∈ H : lim
k→∞
(Φk(I)x, x) = 0}
and
Hc := {x ∈ H : Φk(I)x = x, for k ≥ 1}
can be seen to reduce the Si and are orthogonal complements of each other. This fact leads
to Popescu’s Wold decomposition [19]. The Si simultaneously decompose as a direct sum
Si ≃ Ti⊕L(α)i , where the Ti = Si|Hc are isometries which form a representation of the Cuntz
C∗-algebra On since
∑n
i=1 TiT
∗
i = IHc . The multiplicity of the left regular representation is
given by the rank of the projection I −∑ni=1 SiS∗i . This follows because the range W of
this projection is wandering for S. That is, the subspaces SvW are pairwise orthogonal for
distinct words v in Fn. Although Cuntz and pure contractions are important, there is no
such decomposition for an arbitrary contraction. The point is that for a general contractive
n-tuple A, the subspaces Hp and Hc will not be orthogonal complements as they can be
skewed when the Ai are not isometries. An example of this phenomenon was provided in
[10].
The connection with dilation theory is also important. Analogous to the unique
minimal isometric dilation of a contraction to an isometry established by Sz.-Nagy [25],
every contractive n-tuple of operators has recently been shown to have a unique minimal
joint isometric dilation to an n-tuple of isometries with pairwise orthogonal ranges acting on a
larger space. This theorem derives from the work of Frahzo, Bunce and Popescu [14, 9, 19].
It is this dilation which will be considered throughout the paper. Let A = (A1, . . . , An)
be a contraction acting on H, with minimal isometric dilation S = (S1, . . . , Sn) acting on
K. Then each Ai is the compression to H of Si. Minimality means the closed span of the
subspaces SwH is all of K. The condition of uniqueness is up to unitary equivalence fixing
H. Further, from the construction of the dilation, the subspace H of K is co-invariant for
S. In fact, the following spatial decomposition of H⊥ was obtained in [10] as Lemma 3.1.
Lemma 1.3. The subspace W = (H +∑ni=1 SiH)⊖H is a wandering subspace for S, and∑
v∈Fn ⊕SvW = H⊥.
Thus, H⊥ is unitarily equivalent to a multiple H(α)n of Fock space, where α = dimW,
and Si|H⊥ ≃ L(α)i . Hence decomposing K = H ⊕H⊥, each Si may be written as a matrix
Si ≃
[
Ai 0
Xi L
(α)
i
]
.
Popescu’s Wold decomposition shows that every contractive n-tuple A determines
a Cuntz representation and copies of the left regular representation through its minimal
isometric dilation S. Every Cuntz contraction has a Cuntz representation as its dilation.
For, it is not hard to see that
∑n
i=1AiA
∗
i = I if and only if
∑n
i=1 SiS
∗
i = I. When an n-tuple
A acts on finite dimensional space, the associated Cuntz representations from the dilations
have been completely classified [10]. As an aside, overall there has been considerable recent
interest in classifying Cuntz representations. For instance, see [3, 5, 6, 7, 10, 15, 18, 24].
In addition to the connection with dilation theory, there is also a correspondence between
Cuntz representations and endomorphisms of B(H). Further, certain Cuntz representations
give rise to wavelets [8]. One of the examples in Section 5 is related to such a representation.
However, the strength of this paper is in the information it yields for pure contrac-
tions. Recall that the multiplicity of the left regular representation in the dilation S of A is
given by the rank of I −∑ni=1 SiS∗i .
Definition 1.4. Let A = (A1, . . . , An) be a contraction with minimal isometric dilation
S = (S1, . . . , Sn). Then define the pure rank of A to be the multiplicity
pure rank(A) = rk
(
I −
n∑
i=1
SiS
∗
i
)
.
The pure rank is a key invariant in this paper and can be computed directly in
terms of the original n-tuple. It was introduced and described in [10] for finite dimensional
n-tuples. The proof actually works for an arbitrary contraction and is included here for the
sake of completeness.
Lemma 1.5. The pure rank of a contractive n-tuple A is computed as
pure rank(A) = rk
(
I −
n∑
i=1
AiA
∗
i
)
= rk(I − Φ(I)).
Proof. The wandering space is X = Ran(I −∑ni=1 SiS∗i ) and the pure rank of A equals
dimX . The minimality of the dilation means that X does not intersect H⊥. Therefore
PHPXPH has the same rank as PX . However, observe that
PHPXPH|H = PH
(
IK −
n∑
i=1
SiS
∗
i
)
PH|H
= IH −
n∑
i=1
AiA
∗
i = IH − Φ(IH).
Thus pure rank(A) = rk
(
I − Φ(I)). 
This quantity is what Arveson calls the rank of a contraction. The change in
terminology here to pure rank is motivated by the link with dilation theory. A valuable
property of pure contractions is that they are compressions of multiples of the left regular
representation, the pure isometries. This was first observed by Popescu [19] and is included
here to illustrate the connection which the minimal dilation can have with the original n-
tuple.
Proposition 1.6. If A = (A1, . . . , An) is a non-zero pure contraction, then the minimal
isometric dilation of A is L(α) := (L
(α)
1 , . . . , L
(α)
n ), where α = pure rank(A).
Proof. Suppose A acts on H and its minimal dilation S acts on K. It suffices to show that
K = Kp. If this is the case, then S ≃ L(α) where α = pure rank(A).
Consider a vector of the form Svx for some x in H and v in Fn. Then for k > |v|,
||ΦkS(I)Svx||2 =
∑
|w|=k
||SwS∗wSvx||2
=
∑
|u|=k−|v|
||S∗ux||2
= (Φ
k−|v|
A (I)x, x),
which converges to zero since A is pure. By minimality it follows that Φ∞S (I) = 0, so that
K = Kp. 
In [4], Arveson considers contractive n-tuples for which the Ai are pairwise com-
muting and I − Φ(I) is finite rank (ie: pure rank(A) < ∞). The invariants introduced in
this paper can be thought of as the non-commutative analogues of Arveson’s. Indeed, a
strong case is made for this claim in Sections 2 and 3. They are defined for any contraction;
however, as in Arveson’s setting the greatest amount of information is obtained in the finite
rank case. In this case, the defect operators
I − Φk(I) =
k−1∑
i=0
Φi(I − Φ(I))
form an increasing sequence of finite rank positive contractions. The idea is to use this
sequence to obtain information on the associated n-tuple. Arveson defines two invariants
from different perspectives. The curvature invariant is defined by integration of the trace of
a certain defect operator which is defined on the range of I−Φ(I). On the other hand, if A is
a commuting n-tuple acting on H, then a natural commutative Hilbert A-module structure
can be placed on H. The A-submodule determined by the range of I − Φ(I) is finitely
generated, hence from commutative module theory this module has a finite free resolution.
The ranks of the free modules from the associated exact sequence are known as the ‘Betti
numbers’. The Euler characteristic is defined as the alternating sum of these ranks. An
operator theoretic version of the Gauss-Bonnet-Chern theorem is obtained from this point
of view.
The following asymptotic formulae were obtained for the commutative curvature
invariant and Euler characteristic respectively:
n! lim
k→∞
tr(I − Φk(I))
kn
and n! lim
k→∞
rk(I − Φk(I))
kn
.
Of course, when one moves to the non-commutative setting the strong links with commu-
tative module and function theory are lost. However, the map ΦA is a bonafide completely
positive map for any n-tuple. Hence this seems like the natural point of view to take when
attempting to develop the non-commutative versions. To obtain these new invariants, it
becomes clear that the traces and ranks of the operators I − Φk(I) must be re-normalized.
Indeed, it is easy to obtain examples in the general setting, even in the pure rank one case,
for which Arveson’s invariants are infinite. So the factors kn/n! turn out to be specific to
the commutative setting.
Throughout the paper, n is taken to be a finite integer with n ≥ 2. Although
the results used from dilation theory and the theory of non-commutative analytic Toeplitz
algebras go through for n = ∞, the invariants considered here are not defined in this case.
However, there may be analogous invariants in the n =∞ setting.
2. The Non-commutative Invariants
In this section, the non-commutative versions of the curvature invariant and Euler
characteristic are developed. The connection with dilation theory is utilized to provide
motivation for the definitions and leads to a general hierarchy of the related invariants. The
starting point is an elementary lemma.
Lemma 2.1. If {ak}k≥1 and {sk}k≥1 are sequences of non-negative numbers with ak+1 ≤
ak + sk and
∑
k≥1 sk <∞, then limk→∞ ak exists.
Proof. Let α1 = lim inf ak and α2 = lim sup ak. Suppose 0 ≤ α1 < α2, with α2−α1 ≥ δ > 0.
Choose positive integers m1 > n1 such that am1 − an1 ≥ δ/2. Then one has
δ/2 ≤ am1 − am1−1 + am1−1 − . . .+ an1+1 − an1
≤
∑
n1≤k≤m1−1
sk.
In a similar fashion obtain a sequence of positive integers n1 < m1 < n2 < m2 < . . . for which∑
nj≤k≤mj−1 sk ≥ δ/2 for j ≥ 1. This would contradict the summability of the sequence sk.

Note that this lemma does not hold if the sequence sk simply converges to zero.
With this result in hand, the existence of the invariants in the general non-commutative
setting can be proved. At first glance the proof may seem somewhat sterile. This subtlety
is clarified by the situation for an n-tuple of isometries which is described below.
Theorem 2.2. Let A = (A1, . . . , An) be a contraction acting on H. Then the limits
(i) (n− 1) limk→∞ tr(I − Φk(I))/nk
and
(ii) (n− 1) limk→∞ rk(I − Φk(I))/nk,
both exist.
Proof. The key identity used to prove the existence of both limits is
I − Φk+1(I) = I − Φ(I) + Φ(I − Φk(I)).(1)
To prove (i), notice that if X is a positive operator on H, then one has
tr(Φ(X)) =
n∑
i=1
tr(AiXA
∗
i )
=
n∑
i=1
tr(X1/2A∗iAiX
1/2) ≤ n tr(X).
Observe that since the sequence I − Φk(I) is increasing, the limit of the normalized traces
is trivially infinite when tr(I − Φ(I)) =∞. Otherwise, equation (1) yields for k ≥ 1,
0 ≤ tr(I − Φ
k+1(I))
nk+1
≤ tr(I − Φ
k(I))
nk
+
tr(I − Φ(I))
nk+1
.
Hence the lemma applies and the existence of the associated limit is proved.
The proof of (ii) proceeds in a similar manner. If
rk(I − Φ(I)) = pure rank(A) =∞,
it follows that the limit of the ranks is trivially infinite. In the finite pure rank case, basic
properties of the rank function prove that
0 ≤ rk(I − Φk+1(I)) ≤ rk(Φ(I − Φk(I))) + rk(I − Φ(I))
≤ n rk(I − Φk(I)) + pure rank(A).
Dividing by nk+1 shows that the lemma can be applied again. 
Remark 2.3. These limits exist for any contractive n-tuple; the point is that they yield
good information when the pure rank, the rank of the defect operator I − Φ(I), is finite.
These are the contractions which will be focused on throughout the rest of the paper. The
naive motivation for considering these particular re-normalizations comes from an analysis of
the words in n letters. Consider the words on n letters of length less than k for large k. The
total number of words in n commuting letters is on the order of kn/n!, whereas the number
of words in n non-commuting letters is on the order of nk/(n− 1). This is clarified further
below by considering the situation for an n-tuple of isometries with pairwise orthogonal
ranges. Lastly, the uniformity of the convergence estimates obtained in the theorem allow
one to obtain continuity results. These are established in Section 4.
In keeping with Arveson’s nomenclature, the notation from the commutative setting
will be preserved.
Definition 2.4. Let A = (A1, . . . , An) be a contraction.
(i) The curvature invariant of A is defined to be the limit
K(A) := (n− 1) lim
k→∞
tr(I − ΦkA(I))
nk
,
and
(ii) The Euler characteristic of A is defined to be the limit
χ(A) := (n− 1) lim
k→∞
rk(I − ΦkA(I))
nk
.
Thus these invariants are not generalizations of Arveson’s; instead, they are the
analogues in the non-commutative setting. This point is supported by the properties de-
veloped throughout the rest of the paper. An obvious property which is the same is the
inequality K(A) ≤ χ(A). It holds for the same reason here; the operators I − Φk(I) are
positive contractions. As discussed in the preliminary section, n-tuples of isometries provide
much of the motivation. Before considering them a simple but helpful lemma is presented.
Lemma 2.5. Let A⊕B be the coordinate-wise direct sum of two contractive n-tuples A and
B. Then K(A⊕ B) = K(A) + K(B) and χ(A⊕ B) = χ(A) + χ(B).
Proof. This follows from the identity
tr(I − ΦkA⊕B(I)) = tr(I − ΦkA(I)) + tr(I − ΦkB(I)).
The same is true for the ranks. 
If a contractive n-tuple consists of isometries, then the invariants are both equal to
the wandering dimension of the n-tuple.
Lemma 2.6. If S = (S1, . . . , Sn) is an n-tuple of isometries with pairwise orthogonal ranges,
then
K(S) = χ(S) = pure rank(S).
Proof. Recall from Popescu’s Wold decomposition that the Si are simultaneously unitarily
equivalent to an orthogonal direct sum Ti ⊕ L(α)i , where the Ti form a representation of
the Cuntz algebra. The multiplicity α is equal to rk(I −∑ni=1 SiS∗i ) = pure rank(S). The
invariants are clearly stable under unitary equivalence. Thus, from the previous lemma,
K(S) = pure rank(S) K(L) and χ(S) = pure rank(S)χ(L).
However, a computation shows that
tr(Qk) = rk(Qk) = 1 + n+ . . .+ n
k−1 =
nk − 1
n− 1 .
Evidently, K(L) = χ(L) = limk→∞ n
k−1
nk
= 1, finishing the proof. 
The characterization of the pure rank from Lemma 1.5, together with the previous
lemma, yields an esthetically pleasing result.
Theorem 2.7. Let A be a contractive n-tuple with minimal isometric dilation S. Then
(i) K(A) ≤ K(S) = pure rank(A)
and
(ii) χ(A) ≤ χ(S) = pure rank(A).
Proof. If A = (A1, . . . , An) acts on H and S = (S1, . . . , Sn) acts on a larger space K, then
each Ai is the compression to H of Si. Further, H sits inside K as a co-invariant subspace
for the isometries Si. Thus,
IH − ΦkA(IH) = IH −
∑
|w|=k
AwA
∗
w
= PH
(
IK −
∑
|w|=k
SwS
∗
w
)
|H
= PH(IK − ΦkS(IK)) |H,
which yields the inequalities. Further, from Lemma 1.5, the minimality of the dilation
guarantees that
pure rank(S) = rk(IK −
n∑
i=1
SiS
∗
i )
= rk(IH −
n∑
i=1
AiA
∗
i ) = pure rank(A).
An application of the previous lemma finishes the proof. 
The following immediate corollary establishes the hierarchy of these invariants. It
is exactly the same as the analogous hierarchy from the commutative setting.
Corollary 2.8. Let A be a contractive n-tuple of operators. Then
0 ≤ K(A) ≤ χ(A) ≤ pure rank(A).
The following sections contain an analysis of the basic properties of these functions,
their interplay and the information they can yield for a contraction.
3. Detection of Freeness
In the commutative setting, the curvature invariant is sensitive enough to detect
when a pure contraction is ‘free’. That is, when a pure contraction is simultaneously unitarily
equivalent to copies of the multiplication operators by the coordinate functions on symmetric
Fock space. This is what Arveson calls its basic property. In this section it is shown that
the analogous result holds true for the non-commutative curvature invariant. It can also be
regarded as the basic property here. The notion of freeness for non-commuting n-tuples can
be expressed as proximity of an n-tuple to copies of the pure isometries.
Definition 3.1. A contraction A = (A1, . . . , An) is said to be free if there is a positive
integer α for which A is unitarily equivalent to L(α) = (L
(α)
1 , . . . , L
(α)
n ).
The α above is of course necessarily the pure rank of A. The proof of the detection
of freeness theorem requires different methods in the non-commutative setting. The key
technical device is the lemma which follows. It depends on the existence of a limit related
to the curvature invariant. If M is a subspace of Hn which is invariant for Ln, then a
contractive n-tuple A = (A1, . . . , An) is defined by
Ai = PM⊥Li|M⊥ = (L∗i |M⊥)∗.
From the structure of the Frahzo-Bunce-Popescu dilation, all pure contractions are direct
sums of such n-tuples. By Theorem 2.2 and Lemma 2.6,
1 = K(L) = K(A) + (n− 1) lim
k→∞
tr(PM(I − ΦkL(I))PM)
nk
.
In particular, the latter limit exists.
Definition 3.2. Let M be a subspace of Hn which is invariant for Ln. Then define
K˜(M) := (n− 1) lim
k→∞
tr(PM(I − ΦkL(I))PM)
nk
.
The advantage of considering this limit is that the lattice of Ln-invariant subspaces
is well known. These subspaces are infinite dimensional if they are non-zero. The important
observation here is that the ‘wandering nature’ of these subspaces forces the limit K˜(M) to
be non-zero exactly when the subspace M is non-zero.
Lemma 3.3. If M is a non-zero subspace of Hn which is invariant for Ln, then K˜(M) > 0.
Proof. From the decomposition theory for non-zero Ln-invariant subspaces, the subspace
M has a unique decomposition into cyclic invariant subspaces, M = ∑j ⊕RζjHn, where
each Rζj is an isometry in Rn with Ln-wandering vector Rζjξe = ζj. Thus,
tr(PM(I − ΦkL(I))PM) = tr(PMQkPM) =
∑
j
tr(PjQkPj),
where Pj is the projection onto RζjHn. Without loss of generality assumeM = RHn, for an
isometry R = Rζ in Rn. Then the vectors Rξw = RLwξe = Lwζ form an orthonormal basis
for M.
Suppose ζ =
∑
u∈Fn auξu and let v be a word of minimal length |v| = k0 such that
av = (ζ, ξv) 6= 0. Then for k > k0 and words w with |w| ≥ k − k0, one has
QkRξw = QkLwζ = Qk(I −Qk)Lwζ = 0.
Whence, (PMQkPMRξw, Rξw) = 0. Conversely, for words w with |w| < k − k0,
(QkRξw, Rξw) =
∑
|u|≥k0
au(Qkξwu, Lwζ)
=
∑
|u|≥k0, |w|+|u|<k
au(Lwξu, Lwζ)
=
∑
|u|≥k0, |w|+|u|<k
|au|2.
In particular, for words w with |w| < k − k0, the lower bound
(QkRξw, Rξw) ≥ |av|2
is obtained. Hence, computing the trace yields
tr(PMQkPM) ≥ |av|2(1 + n + . . .+ nk−k0−1) = |av|2n
k−k0 − 1
n− 1 .
Therefore, it follows that K˜(M) ≥ |av|2
nk0
> 0. 
The non-commutative analogue can now be proved. As in the commutative setting,
focusing on the collection of pure contractions yields the best possible results here.
Theorem 3.4. If A = (A1, . . . , An) is a non-zero pure contraction with pure rank(A) <∞,
then the following are equivalent:
(i) K(A) = pure rank(A)
(ii) A is free.
Proof. If A is free, then the invariants are equal by Lemma 2.6. Conversely, let α =
pure rank(A) and suppose A acts on H. Note that since A is pure, its minimal isometric
dilation is L(α) = (L
(α)
1 , . . . , L
(α)
n ) acting on K := H(α)n , which will be regarded as containing
H. Also, from the construction of the dilation the space H is co-invariant for the isometries
L
(α)
i . Thus, since PH(IK − ΦkL(α)(I))PH = IH − ΦkA(I) one has
tr(IK − ΦkL(α)(I)) = tr(IH − ΦkA(I)) + tr(PH⊥(IK − ΦkL(α)(I))PH⊥).
Co-invariance also means that H⊥ is invariant for the algebra L(α)n . Hence H⊥ decomposes
as a direct sum of α subspaces Vj , each invariant for Ln. So the traces decompose as
tr(IK − ΦkL(α)(I)) = tr(IH − ΦkA(I)) +
α∑
j=1
tr(PVjQkPVj).
If H⊥ 6= {0}, then some Vi 6= {0}. Hence by Lemma 3.3, one would have
α = K(L(α)) ≥ K(A) + K˜(Vi) > K(A) = α,
an absurdity. This shows that H = K. Therefore, A is its own minimal isometric dilation
L(α), and the result follows. 
At the other end of the spectrum, there are large classes which are annihilated
by the invariants. This clearly includes contractions which are finite rank or of Cuntz type.
Also, every commuting contractive n-tuple is annihilated exactly because Arveson’s invariants
exist.
Proposition 3.5. If A = (A1, . . . , An) is a contractive n-tuple of mutually commuting op-
erators, then K(A) = χ(A) = 0.
Proof. The proof is the same for both invariants. For the curvature invariant,
K(A) = (n− 1) lim
k→∞
tr(I − Φk(I))
nk
= (n− 1) lim
k→∞
kn
nk
tr(I − Φk(I))
kn
= 0. 
An interesting question which was posed by N. Spronk (University of Waterloo) is
whether a contraction is annihilated if a subset of the Ai are pairwise commuting. For pure
commuting contractions the proposition can also be observed by taking a spatial point of
view. For instance, consider the motivating example there: M = (M1, . . . ,Mn) where Mi is
the compression of Li to the symmetric Fock space Hsn. The basic point is that the words
of length at most k in n commuting letters is on the order of k
n
n!
for large k.
Further consideration of this spatial point of view leads to a characterization of
when the curvature invariant annihilates a pure contraction. For the sake of brevity, the
rest of this section will focus on the pure rank(A) = 1 case. A condition is obtained by
Arveson in the commutative pure setting in terms of sequences of inner functions. In the
non-commutative setting, typically isometries are taken to be inner operators. For instance,
see [11, 12, 19, 20, 22] where a non-commutative inner-outer factorization theorem is
obtained among other things. Thus the following result can be thought of as an analogue of
the commutative characterization.
Proposition 3.6. Let A = (A1, . . . , An) be a pure contraction given by Ai = PM⊥Li|M⊥,
where M is a subspace in LatLn. Then the following are equivalent:
(i) K(A) = 0,
(ii) There is a sequence of isometries Rζj ∈ Rn with pairwise orthogonal ranges for which
{ζj} ⊆ M such that
∑
j K˜(RζjHn) = 1.
Proof. This is immediate from the definition of the limit K˜ and the invariant subspace
structure of Ln. The first condition is satisfied exactly when K˜(M) = 1. However, when
M 6= {0} it decomposes into an orthogonal direct sum M = ∑j ⊕Mj of cyclic invariant
subspaces Mj = RζjHn = LnRζjξe = Lnζj. Hence, K˜(M) =
∑
j K˜(Mj). 
The rigidity of the rank function prevents a similar result for the Euler characteristic.
However, an interesting open problem is: Are the two invariants zero at the same time?
This is the case in all the classes which the author has come across. Roughly speaking, a
pure contraction which is annihilated by the curvature invariant can be thought of as lacking
‘freeness’. In other words, such a contraction does not ‘look like’ its dilation on any sustained
patch. The following example helps to illustrate this point further.
Example 3.7. If R ∈ Rn is a polynomial isometry of the form R =
∑
|w|=k awRw for some
k ≥ 0 and ∑|w|=k |aw|2 = 1, then a relatively simple calculation shows that K˜(RHn) =
n−1
nk
. Focusing on such isometries can yield interesting results. Indeed, they are part of the
scenario of the two theorems which follow. For k ≥ 0, the isometries Rk1R2 in R2 have
pairwise orthogonal ranges. They determine a subspace in LatL2 by M =
∑
k≥0⊕Mk,
where Mk = Rk1R2H2. From the discussion above one has
K˜(M) =
∑
k≥0
K˜(Mk) =
∑
k≥0
2−k−1 = 1.
Thus the contraction A = (A1, A2) defined by Ai = PM⊥Li|M⊥ satisfies K(A) = 0. Notice
that A is infinite rank here; however, as the curvature invariant suggests, it lacks freeness.
In fact, A is actually a commuting 2-tuple in this case. The subspace M⊥ is given by
M⊥ = span{ξe, ξ1k : k ≥ 1}.
Hence it is clear that A1 is unitarily equivalent to the unilateral shift, while A2 = 0.
A tight general characterization of when the invariants are in between the two
extremes seems unlikely. Instead, one must focus on particular classes of contractions. An
excellent example of how the curvature invariant can measure the ‘warping’ of a contraction
is provided in Example 5.7.
A further investigation of the Euler characteristic allows one to view it as a measure
of the freeness of a pure contraction in certain cases. Recall that in the pure rank(A) = 1
case such a contraction A = (A1, . . . , An), with each Ai ∈ B(H), has L = (L1, . . . , Ln) as its
minimal isometric dilation and that Hn can be regarded as containing H as a co-invariant
subspace. This will be assumed to be the case for the next two theorems. To begin with, a
necessary condition on the size of both invariants is obtained when A possesses freeness.
Theorem 3.8. Let A = (A1, . . . , An) be a pure contraction which acts onH with pure rank(A) =
1. Suppose H⊥ is a cyclic Ln-invariant subspace of Hn. If H contains span{ξw : |w| ≤ k},
then
χ(A) ≥ K(A) > 1− 1
nk
.
Proof. The inequality is trivial if H is all of Hn. Otherwise, the subspace H⊥ can be written
as H⊥ = RζHn for an isometry Rζ in Rn. The generating wandering vector is Rζξe = ζ , and
an orthonormal basis for H⊥ is given by {Lwζ = Rζξw : w ∈ Fn}.
Let v be a word of minimal length |v| = k0 such that (ζ, ξv) 6= 0. The hypothesis
guarantees that PH⊥ξw = PH⊥Qk+1ξw = 0 for |w| ≤ k, so that k0 > k. For l > k0 and words
w with |w| ≥ l − k0, one has
QlRζξw = QlLwζ = Ql(I −Q|w|+k0)Lwζ = 0.
Hence, the range of PH⊥QlPH⊥ for l > k0 is given by
Ran(PH⊥QlPH⊥) = span{PH⊥QlRξw : |w| < l − k0}.
Thus, the following upper bound is obtained:
tr(PH⊥QlPH⊥) ≤ rk(PH⊥QlPH⊥)
≤ 1 + n + . . .+ nl−k0−1 = n
l−k0 − 1
n− 1 .
Therefore, K˜(H⊥) ≤ 1/nk0 . This finishes the proof since,
1 = K(A) + K˜(H⊥) ≤ K(A) + 1
nk0
< K(A) +
1
nk
. 
This theorem does not hold when all subspacesH are considered. For example, when
H is finite dimensional and contains span{ξw : |w| ≤ k}, both invariants are zero. Further,
a converse of this theorem does not hold for the curvature invariant, since the traces can in
general be spread over the entire space. However, the rigidity of the Euler characteristic can
be used to derive a related converse with more work. In the cases for which the following
theorem applies, the size of the Euler characteristic gives direct information on what a
contraction looks like in a sense.
Theorem 3.9. Let A = (A1, . . . , An) be a pure contraction which acts onH with pure rank(A) =
1. Suppose that QlH ⊆ H for all sufficiently large l. Then the subspace H of Hn contains
span{ξw : |w| ≤ k} when
χ(A) > 1− 1
nk
.
Proof. Suppose H⊥ decomposes as H⊥ = ∑αi=1⊕RζiHn. Let k0 be a minimal positive
integer for which there is a word v with |v| = k0 and a j such that (ζj, ξv) 6= 0. To prove the
result, it suffices to show that k0 > k. For if this is the case, then PH⊥ξw = 0 for words w
with |w| ≤ k. Indeed, for such a word w and a typical basis vector Rζiξu, one would have
(ξw, Rζiξu) = (ξw, Luζi) = (Qk+1ξw, (I −Qk0)Luζi) = 0.
The point here is that for all sufficiently large l > k0, the vectors QlRζjξw = QlLwζj
for 0 ≤ |w| < l − k0 are linearly independent. To see this, suppose bw are scalars for which
the vector x =
∑
0≤|w|<l−k0 bwQlLwζj = 0. Since l > k0, the vector ξv satisfies Qlξv = ξv.
Thus, by the minimality of the word v,
0 = (x, ξv) =
∑
0≤|w|<l−k0
bw(Lwζj, ξv)
= be(ζj, ξv),
so that be = 0. Now assume bw = 0 for 0 ≤ |w| < m < l− k0 and let w0 be a word of length
m. Evidently, Qlξw0v = ξw0v. Hence, again by minimality
0 = (x, ξw0v) =
∑
0≤|w|<l−k0
bw(Lwζj, ξw0v)
=
∑
|w|=m
bw(Lwζj, ξw0v)
= bw0(ζj, ξv).
Ergo, each bw = 0. Thus for large l such that QlH⊥ is contained in H⊥, this shows that
rk(PH⊥QlPH⊥) ≥ nl−k0−1n−1 . Since the projection Ql reduces H for large l,
nl − 1
n− 1 = rk(Ql) = rk(PHQlPH) + rk(PH⊥QlPH⊥).
It follows that
1 = χ(A) + (n− 1) lim
l→∞
rk(PH⊥QlPH⊥)
nl
≥ χ(A) + 1
nk0
> 1− 1
nk
+
1
nk0
.
Therefore, k0 > k as required. 
For pure contractions satisfying the conditions of this theorem, the conclusion quan-
tifies the statement: the closer χ(A) is to χ(L) = 1, the more A looks like L. Indeed, for
large k, the contraction A is equal to L on the large subspace span{ξw : |w| < k}. Also
notice that the limiting case as k becomes arbitrarily large of the previous two theorems is
the statement of Theorem 3.4.
Remark 3.10. There are many examples which satisfy the hypothesis of the theorem. Let
R be a polynomial isometry in Rn of the form R =
∑
|v|=k avRv where
∑
|v|=k |av|2 = 1.
Consider the cyclic Ln-invariant subspace RHn. If H⊥ is the orthogonal direct sum of the
ranges of such isometries, then the contraction A = (A1, . . . , An) acting onH by Ai = PHLi|H
fulfills the condition in the theorem. In fact, when the subspace H⊥ is cyclic both of the
previous theorems apply. As an example, consider H⊥ = RHn for the isometry R above.
Then for l > k and basis vectors ξw one has
QlRξw =
∑
|v|=k
avQlξwv =
{
Rξw if l > |w|+ k
0 otherwise.
In this case, the Euler characteristic can be computed directly as χ(A) = 1 − 1
nk
, and H
contains the subspace span{ξw : |w| < k}.
4. Continuity and Stability
Any continuity result for these invariants must involve some sort of limit exchange,
hence uniform estimates are required. They are provided by the estimates obtained in
Theorem 2.2. The abstract framework for proving semi-continuity comes from the following
elementary lemma.
Lemma 4.1. Suppose {sk}k≥1, {ak}k≥1 and {alk}k≥1 for l ≥ 1 are sequences of non-negative
real numbers which satisfy
ak+1 ≤ ak + sk, alk+1 ≤ alk + sk for l ≥ 1 and
∑
k≥1
sk <∞.
If limk→∞ ak = a, limk→∞ alk = a
l for l ≥ 1 and liml→∞ alk = ak for k ≥ 1, then
lim sup
l≥1
al ≤ a.
Proof. The proof is by contradiction. Without loss of generality, by dropping to a subse-
quence it can be assumed that there is an ε > 0 such that for l ≥ 1,
al − a ≥ ε > 0.
Then choose an integer K ≥ 1 for which ∑m≥K sm < ε/8 and |ak − a| < ε/4 for k ≥ K.
Now fix l0 ≥ 1 and k0 ≥ K. It will be shown that the sequence {alk0}l≥1 cannot converge to
ak0 .
There are two cases to consider. First, if al0k0 ≥ al0 , then
|al0k0 − ak0 | ≥ |al0k0 − a| − |ak0 − a|
> (al0k0 − al0) + (al0 − a)− ε/4 ≥ 3ε/4.
On the other hand, if al0k0 < a
l0 one can choose k > k0 for which a
l0
k0
≤ al0k and |al0k −al0 | < ε/8.
From the uniform estimates provided by the sk,
0 ≤ al0k − al0k0 = al0k − al0k−1 + . . .+ al0k0+1 − al0k0
≤
∑
k0≤m≤k−1
sk < ε/8.
Hence,
|al0k0 − al0 | ≤ |al0k0 − al0k |+ |al0k − al0 | < ε/4.
Thus the following estimate is obtained:
|al0k0 − ak0| ≥ |ak0 − al0 | − |al0k0 − al0 |
> |a− al0 | − |ak0 − a| − ε/4 > ε/2.
Therefore, |al0k0 − ak0 | > ε/2 for l0 ≥ 1, and an absurdity is realized. 
The notion of continuity here requires a spatial link with the associated contractions.
Thus a natural setting for considering the continuity of these invariants is with pure contrac-
tions, because of the strong spatial link provided by the dilations. Recall that such a contrac-
tion A is the compression of L(α) to an (L∗n)
(α)-invariant subspace where α = pure rank(A).
For a pure contraction, let PA denote the projection onto this determining co-invariant sub-
space.
Theorem 4.2. Suppose A = (A1, . . . , An) and Al = (Al,1, . . . , Al,n) for l ≥ 1 are pure
contractions acting on the same space with
pure rank(A), pure rank(Al) ≤ α <∞.
If wot–liml PAl = PA, then
lim sup
l≥1
K(Al) ≤ K(A).
Proof. The lemma is applied with alk = tr(I−ΦkAl(I))/nk, al = K(Al), ak = tr(I−ΦkA(I))/nk
and a = K(A). The estimates are from Theorem 2.2:
ak+1 ≤ ak + α/nk+1 and alk+1 ≤ alk + α/nk+1 for l ≥ 1.
Thus it suffices to show that liml→∞ tr(I − ΦkAl(I)) = tr(I − ΦkA(I)), for k ≥ 1. This follows
from weak convergence. For instance, when α = 1 the operators can be thought of as acting
on Hn, so that
tr(I − ΦkAl(I)) = tr(PAlQkPAl) = tr(QkPAl),
for a fixed k ≥ 1, and hence
lim
l→∞
tr(I − ΦkAl(I)) = liml→∞
∑
|w|<k
(PAlξw, ξw)
=
∑
|w|<k
(PAξw, ξw) = tr((I − ΦkA(I)).
This completes the proof. 
The upper semi-continuity of the Euler characteristic is addressed below. Simple
examples show that neither invariant is lower semi-continuous with respect to this conver-
gence.
Example 4.3. For l ≥ 1 define contractions Al = (Al,1, . . . , Al,n) by Al,i = QlLi|QlHn =
(L∗i |QlHn)∗ for 1 ≤ i ≤ n. Then certainly wot–liml→∞Ql = I, so the associated limit is
L = (L1, . . . , Ln). However, since QlQkQl = Ql for k ≥ l one has
rk(I − ΦkAl(I)) = rk(QlQkQl) =
nl − l
n− 1 .
Therefore,
K(Al) ≤ χ(Al) = lim
k→∞
nl − 1
nk
= 0.
Whereas the limit satisfies K(L) = χ(L) = 1.
More general continuity results can be obtained for the curvature invariant. It turns
out to be upper semi-continuous with respect to coordinate-wise norm convergence. This
can be proved without focusing on the pure setting.
Theorem 4.4. Suppose that A = (A1, . . . , An) and Al = (Al,1, . . . , Al,n) for l ≥ 1 are
contractions acting on the same space with
pure rank(A), pure rank(Al) ≤ α <∞.
If liml→∞ ||Al,i −Ai|| = 0 for 1 ≤ i ≤ n, then
lim sup
l
K(Al) ≤ K(A).
Proof. As in Theorem 4.2, an application of Lemma 4.1 is the key here. In particular, it
suffices to check that liml→∞ tr(I − ΦkAl(I)) = tr(I − ΦkA(I)), for k ≥ 1.
Fix k ≥ 1. For ease of notation; let Bl = I − ΦkAl(I) and B = I − ΦkA(I). Notice
that
| tr(Bl)− tr(B)| = | tr(Bl − B)|
≤ ||Bl −B|| rk(Bl −B).
However, the ranks of B and the Bl are uniformly bounded above. Indeed, if Φ is one of the
associated completely positive maps, then
I − Φk(I) =
k−1∑
i=0
Φi(I − Φ(I)).
It follows that, rk(Bl) ≤ α+nα+ . . .+nk−1α = α
(
nk−1
n−1
)
, for l ≥ 1. The same is true for B.
Hence one has,
| tr(Bl)− tr(B)| ≤ 2α(n
k − 1)
n− 1 ||Φ
k
Al
(I)− ΦkA(I)||,
which converges to 0 as l becomes arbitrarily large by hypothesis. Thus the result follows
from an application of the lemma. 
This theorem is used in Section 5 to obtain interesting information on the range of
the curvature invariant. On the other hand, the rigidity of the Euler characteristic prevents
non-trivial continuity results. The following example shows it is not upper semi-continuous
with respect to either of the natural notions of convergence.
Example 4.5. Consider the sequences {xk}k≥1 and {yk}k≥1 of L3-wandering vectors belong-
ing to H3 given by
xk = αkξ1 + βkξ2 and yk = βkξ2 + αkξ3,
where αk, βk > 0, α
2
k + β
2
k = 1 and limk→∞ βk = 1. Let Mk be the L∗3-invariant subspace
Mk = L3xk
∨
L3yk
∨
span{ξe},
with Pk the projection onto Mk. If P is the projection onto span{ξe, ξu2 : u ∈ F3}, the first
claim is that sot–limk→∞ Pk = P .
To prove this, it suffices to check convergence on basis vectors ξw. This is trivial
for ξe. Consider a vector of the form ξw1. Then ξw1 is orthogonal to all of the determining
vectors of Mk except Lwxk and Lwyk. Let zk be the unit vector orthogonal to xk obtained
from the Gram-Schmidt process for which span{xk, yk} = span{xk, zk}. It follows that
{Lwxk, Lwzk} forms an orthonormal basis for span{Lwxk, Lwyk}. A computation shows that
zk =
1√
3
(−αkβkξ1 + α2kξ2 + αkβ−1k ξ3). Hence,
Pkξw1 = (ξw1, Lwxk)Lwxk + (ξw1, Lwzk)Lwzk
= αkLwxk − αkβk√
3
Lwzk,
which converges to zero by hypothesis. An equivalent argument shows that limk→∞ Pkξw3 = 0
for all words w in F3. Next let ξw2 be a basis vector in PH3. Then ξw2 is perpendicular to
all the determining vectors of Mk except Lwxk and Lwyk. Another computation yields
Pkξw2 = (ξw2, Lwxk)Lwxk + (ξw2, Lwzk)Lwzk
= βkLwxk +
α2k√
3
Lwzk.
Therefore, limk→∞ Pkξw2 = ξw2. The first claim follows.
Hence the contractions A = (A1, . . . , An) and Ak = (Ak,1, . . . , Ak,n) defined by
Ai = PLiP and Ak,i = PkLiPk for k ≥ 1
satisfy sot–limk→∞ Pk = P . The second claim is that
lim
k→∞
||Ak,i − Ai|| = 0 for 1 ≤ i ≤ n.
To see this write zk = akξ1 + bkξ2 + ckξ3 for k ≥ 1. Then each of the coefficients belong to
the unit disk and converge to zero as k approaches infinity. If x =
∑
w∈F3 awξw is a unit
vector in H3, then by symmetry and a (long) computation, for 1 ≤ i ≤ n one obtains
||(Ak,i − Ai)x|| ≤ ||ae(Ak,i − Ai)ξe||+ 2||
∑
w=u1
aw(Ak,i − Ai)ξw||
+||
∑
w=u2
aw(Ak,i − Ai)ξw||
≤ αk
(
1 +
β2k
3
)1/2
+ 2αk(1 + β
2
k)
1/2
+αk
[(
βk +
akαk√
3
)2
+
(αkbk√
3
− αk
)2
+
α2kc
2
k
3
]1/2
.
In any event, this proves the claim since the upper bound converges to zero as k becomes
arbitrarily large.
Thus this example satisfies the hypotheses of the previous two theorems. But it is
easy to see that
rk(I − ΦlAk(I)) = 1 + 2 + 2 · 3 + . . .+ 2 · 3l−2 = 3l−1
and
rk(I − ΦlA(I)) = 1 + 1 + 3 + . . .+ 3l−2 =
3l−1 + 1
2
.
Therefore, χ(Ak) = 2/3 for k ≥ 1, while χ(A) = 1/3. Hence the Euler characteristic is not
upper semi-continuous.
This section finishes with a look at stability properties. It is obvious that the
invariants are stable under unitary equivalences. They are also stable under multiplication
by unitary matrices.
Proposition 4.6. Let A = (A1, . . . , An) be a contraction. If U is an n× n unitary matrix,
then K(AU) = K(A) and χ(AU) = χ(A).
Proof. Let B = AU . The point here is that the sequences of operators ΦkA(I) and Φ
k
B(I)
are the same. This is clear for k = 1 since ΦB(I) = BB
∗ = AA∗ = ΦA(I). For k ≥ 2, let
ΦkA(I)
(n) be the n × n diagonal matrix with ΦkA(I) down the diagonal. Then by induction,
one has
ΦkB(I) = B(Φ
k−1
A (I)
(n))B∗ = AUΦk−1A (I)
(n)U∗A∗
= AΦk−1A (I)
(n)A∗ = ΦkA(I). 
It is natural to ask whether these invariants are stable under compressions to sub-
spaces of finite co-dimension. In certain situations they are.
Proposition 4.7. Let A = (A1, . . . , An) and B = (B1, . . . , Bn) be contractions such that
each Ai is the compression of Bi to a co-invariant subspace of finite co-dimension. Then
K(A) = K(B) and χ(A) = χ(B).
Proof. Suppose B acts on H and A acts on a subspace H0 for which H1 := H⊖H0 is finite
dimensional. By hypothesis, each Ai = PH0Bi|H0 = (B∗i |H0)∗, whence ΦkA(I) = PH0ΦkB(I)|H0
for k ≥ 1. Let Bk = I − ΦkB(I). It follows that
rk(I − ΦkA(I)) ≤ rk(Bk)
≤ rk(I − ΦkA(I)) + rk(PH0BkPH1) + rk(PH1Bk).
Thus, the associated Euler characteristics are evaluated as
|χ(B)− χ(A)| = (n− 1) lim
k→∞
(rk(Bk)
nk
− rk(I − Φ
k
A(I))
nk
)
≤ (n− 1) lim
k→∞
2 dimH1
nk
= 0.
An easier computation works for the curvature invariant since the trace is linear. 
Arveson’s invariants are stable under compressions to any subspace of finite co-
dimension. This is not true for the non-commutative versions, even if the subspace is invari-
ant for the n-tuple.
Example 4.8. For 1 ≤ i ≤ n, let Ai be the compression of Li to the Ln-invariant subspace
ξ⊥e := span{ξw : |w| ≥ 1}. Then A and L fit into the context of the previous proposi-
tion. Recall that K(L) = χ(L) = 1. On the other hand a simple calculation shows that
pure rank(A) = rk(I−ΦA(I)) = n. In fact, the contractive n-tuple A = (A1, . . . , An) satisfies
ΦkA(I)ξw =
∑
|v|=k
AvA
∗
vξw =
∑
|v|=k
LvPξ⊥e L
∗
vξw
=
{
0 if 1 ≤ |w| ≤ k
ξw if |w| > k.
Thus by computation one has,
K(A) = χ(A) = (n− 1) lim
k→∞
[
n+ n2 + . . .+ nk
nk
]
= n.
It follows from Theorem 3.4 that A ≃ L(n). This can also be observed by noting that ξ⊥e
decomposes as the orthogonal direct sum of n subspaces which reduce A. The compression
of A to each of these subspaces is unitarily equivalent to L. Of course, this example doesn’t
work in the commutative setting. The reason is that the Ai would act on symmetric Fock
space where the version of ξ⊥e does not decompose into a direct sum in this manner because
the n subspaces have overlap.
5. Examples
It is probably not reasonable to expect a tight characterization of pure contractive
n-tuples, since they are the multi-variable analogues of completely non-unitary operators.
Nonetheless, this section contains a rich collection of examples for which I − Φ(I) is finite
rank. In particular, a new class of examples is introduced which fills out the range of the
curvature invariant and illustrates further how the curvature of an n-tuple can be measured.
This class consists of finite rank perturbations of certain Cuntz representations which have
an overlap with wavelet theory. Their Euler characteristic and curvature invariant can be
computed directly, hence information on the general relationship between the two is obtained.
There is a whole host of open problems regarding the ranges of the invariants, and some of
these are pointed out below.
Example 5.1. In the paper [11], Davidson and Pitts described a class of representations of
the Cuntz-Toeplitz C∗-algebra En which they called atomic free semigroup representations.
These representations decompose as a direct integral of irreducible atomic representations,
which are of three types. The first is the left regular representation, and is the only one
which does not factor through the Cuntz algebra On. The second type is a class of inductive
limits of the left regular representation which are classified by an infinite word up to tail
equivalence. The third type can be called atomic ring representations. These representations
have the shape of a benzene ring, with infinite trees leaving each node. The nodes correspond
to basis vectors and each tree swept out is a copy of the left regular representation. The
associated isometries with pairwise orthogonal ranges map ring basis vectors either to the
next vector in the ring, allowing for modulus one multiples of the image vector, or to a top
of the tree which lies below the original node.
These representations can be perturbed to obtain new examples which fit into the
context of this paper. The idea is to preserve the structure of the ring representations, with
the proviso that the images of vectors lying in the ring are allowed to be strictly contractive
multiples, instead of just modulus one multiples. These new representations can be thought
of as possessing a certain decaying property as one moves around the ring.
The construction proceeds as follows: Suppose u = i1i2 . . . id is a word in Fn. Let
Hu be the Hilbert space with orthonormal basis,
{ξs,w : 1 ≤ s ≤ d and w ∈ Fn \ Fnis}.
If ~λ = (λ1, . . . , λd) is a d-tuple of complex scalars for which ||~λ||∞ ≤ 1, then define a
contraction A = (A1, . . . , An) acting on Hu by
Aiξs,e = λsξs+1,e if i = is, 1 ≤ s ≤ d
Aiξs,e = ξs,i if i 6= is
Aiξs,w = ξs,iw if w 6= e
So the ring vectors are given by ξs,e for 1 ≤ s ≤ d. The associated representation of Fn
is denoted by σu,~λ. When each λs is modulus one, the resulting representation is a Cuntz
representation in the class described by Davidson and Pitts. However, when some λs is on
the open unit disk, there is actual decaying which occurs around the ring. Hence the asso-
ciated representation will be called a decaying atomic representation. The dimension
of the subspace determined by the central ring vectors is referred to as the dimension of the
representation.
The one-dimensional decaying contractions are in fact finite rank perturbations of
the Cuntz representation which gives rise to the Haar basis wavelet. This example is analyzed
further below. In general the pure rank of these representations is determined by the amount
of decaying which occurs.
Proposition 5.2. If σu,~λ is the decaying atomic representation associated with the word
u = i1 · · · id and vector ~λ = (λ1, . . . , λd), then the rank of I −Φ(I) is equal to the cardinality
of the set {s : |λs| < 1}.
Proof. This is straight from a computation of I − Φ(I) on the determining basis for the
representation. For ring basis vectors ξs,e one has A
∗
i ξs,e = 0 when i 6= is−1. Whence
(I − Φ(I))ξs,e = (I − Ais−1A∗is−1)ξs,e = (1− |λs−1|2)ξs,e.
On the other hand, every basis vector outside the ring is of the form ξs,wi for some
letter is in u and i 6= is. If wi = j0v, where 1 ≤ j0 ≤ n and v is a word in Fn, then
A∗jξs,wi = 0 for j 6= j0. Thus,
(I − Φ(I))ξs,wi = (I − Aj0A∗j0)ξs,j0v = 0. 
These examples form a tractable class of pure contractions. This also shows how a
Cuntz n-tuple can be perturbed by a finite rank operator to become pure.
Theorem 5.3. Let A = (A1, . . . , An) be a decaying atomic contraction. Then A is a pure
contraction.
Proof. Suppose A is determined by a word u = i1 · · · id and vector ~λ = (λ1, . . . , λd). It is
required to show that Φ∞(I) = 0. Equivalently, limk→∞Φk(I)ξs,w = 0, for all basis vectors
ξs,w.
Consider a fixed basis vector ξs,w where 1 ≤ s ≤ d and w ∈ Fn \ Fnis. For a given
k, there is only one word vk of length k for which A
∗
vk
ξs,w 6= 0. For sufficiently large k, this
word vk will pull ξs,w back toward the benzene ring, and then move around the ring. Such
a word will be of the form
vk = wis−1 · · · idulki1 · · · imk , for some 1 ≤ m ≤ d.
Clearly lk becomes arbitrarily large as k does. Let r = max{|λj| : |λj| < 1}. Then,
||Φk(I)ξs,w|| = ||
∑
|v|=k
AvA
∗
vξs,w|| = ||AvkA∗vkξs,w||
= ||AvkA∗imk · · ·A
∗
i1
(A∗u)
lkξd,e|| ≤ ||(A∗u)lkξd,e|| ≤ rlk .
Hence, limk→∞ ||Φk(I)ξs,w|| = 0 as required. 
In principle, the Euler characteristic and curvature invariant of these decaying
atomic contractions can be computed directly. The general pure rank one proof of the
Euler characteristic is included first.
Lemma 5.4. Let A = (A1, . . . , An) be a d-dimensional decaying atomic contraction with
pure rank(A) = 1 determined by a scalar λ with 0 ≤ |λ| < 1. Then
χ(A) = 1− 1
nd
.
Proof. Without loss of generality assume the n-tuple A is determined by the representation
σu,~λ where u = i1 · · · id and ~λ is the d-tuple ~λ = (λ, 1, . . . , 1). The associated orthonormal
basis is
{ξs,w : 1 ≤ s ≤ d and w ∈ Fn \ Fnis}.
Let r = |λ|2 and let Rk = I −Φk(I) = I −
∑
|v|=k AvA
∗
v. The action around the ring is given
by Ai1ξ1,e = λξ2,e and Aisξs,e = ξs+1,e for 2 ≤ s ≤ d (where d+ 1 is identified with 1).
Consider a typical basis vector ξs,e with 2 ≤ s ≤ d+ 1 and put m = s− 2 ≥ 0. Let
k ≥ d be a positive integer and let w be a word in Fn with |w| = k − s+ 1. Then
Rkξs,wi = ξs,wi − Awiis−1···i2A∗i2 · · ·A∗is−1A∗iA∗wξs,wi
= ξs,wi − Awiis−1···i2ξ2,e = 0.
Similarly, Rkξs,wi = 0 for |w| ≥ k − s+ 1.
On the other hand let w be a word with |w| = k − s. Then
Rkξs,wi = ξs,wi −Awiis−1···i1(Awiis−1···i1)∗ξs,wi
= (1− r)ξs,wi.
Analogously, for k ≥ d, every basis vector ξs,wi with |w| ≤ k − s will belong to the range of
Rk since Rkξs,wi = (1 − rt)ξs,wi, for some t depending on |w| and d. The total number of
such vectors is
1 + (n− 1) + (n− 1)n+ . . .+ (n− 1)nk−s = nk−s+1.
Therefore the rank of Rk for k ≥ d is computed as
rk(Rk) = n
k−1 + nk−2 + . . .+ nk−d =
nk
n− 1
(
1− 1
nd
)
,
which shows that χ(A) = 1− 1
nd
, as claimed. 
The formula for the curvature invariant of the one-dimensional n-tuples is readily
obtained from the analysis in the previous proof.
Lemma 5.5. Let A = (A1, . . . , An) be a one-dimensional decaying atomic contraction de-
termined by a scalar λ with 0 ≤ |λ| < 1 (hence pure rank(A) = 1). Then
K(A) = (n− 1) 1− |λ|
2
n− |λ|2 .
Proof. Without loss of generality assume u = 1 so that the central ring vector is ξ1,e, and
define r and Rk as above. Then the ring action is given by A
∗
1ξ1,e = λ¯ξ1,e and A
∗
i ξ1,e = 0 for
i 6= 1. Let k ≥ 2 be a fixed positive integer. Then
Rkξ1,e = ξ1,e −Ak1(A∗1)kξ1,e = (1− rk)ξ1,e.
Further, if |w| = k − l for some 2 ≤ l ≤ k, then
Rkξ1,wi = ξ1,wi −AwAiAl−11 (A∗1)l−1A∗iA∗wξ1,wi = (1− rl−1)ξ1,wi.
However, if w is a word of length at least k − 1, say wi = uv with |u| = k, then
Rkξ1,wi = ξ1,wi − AuA∗uξ1,uv = 0.
Therefore the traces can be evaluated as
tr(Rk) = 1−rk + (n−1)
[
(1−rk−1) + n(1−rk−2) + . . .+ nk−2(1−r)]
= nk−1 − rk − (n− 1)nk−1
[
r
n
(r/n)k − 1
r/n− 1
]
= nk−1 − rk − (n− 1)r
n(n− r)(n
k − rk).
Thus the curvature invariant is given by
K(A) = (n− 1) lim
k→∞
[
1
n
− r
k
nk
− (n− 1)r
n(n− r)(1−
rk
nk
)
]
=
n− 1
n
[
1− (n− 1)r
n− r
]
= (n− 1) 1− r
n− r ,
as claimed. 
Remark 5.6. In the commutative setting the invariants are always integers. In fact for the
examples focused on by Arveson in [4] (those for which the associated module is graded),
the curvature invariant and Euler characteristic are always equal. This is not the case for
the non-commutative versions. Indeed, the decaying atomics provide an interesting tractable
class of examples for which the invariants are distinct. For instance, even consider the one
dimensional decaying atomic 2-tuple associated with λ = 1/
√
2. The theorem tells us that
K(A) = 1/3 and χ(A) = 1/2 in this case. This class is analyzed further in the example which
follows below. At this point there does not appear to be a good general characterization of
when the two invariants are equal. It is possible to say things in special cases. Indeed, it
appears that for a decaying contraction A = (A1, . . . , An) determined by the representation
σu,~λ, the condition K(A) = χ(A) is satisfied exactly when one of the two extreme cases
occurs. That is, the vector ~λ is either ~λ = (0, . . . , 0) or ~λ = (1, . . . , 1); in other words, either
there is full annihilation around the ring, or there is no decaying at all and therefore σu,~λ is
a Cuntz representation. Along these lines, there may be a non-commutative Gauss-Bonnet-
Chern theorem which is the analogue of the commutative operator-theoretic version from
[4].
The decaying atomics are all pure contractions; however, it is difficult to see in
general exactly how they sit inside their dilation. For the one-dimensional contractions this
is both possible and beneficial as it relates to the curvature invariant.
Example 5.7. A one-dimensional decaying atomic n-tuple is characterized by (without loss
of generality) A1ξ1,e = λξ1,e, for some |λ| < 1 and Aiξ1,e = ξ1,i for i 6= 1. The contractions
act as the left regular representation below the ring, or ‘loop’ in this case. Now, each
Ai = PMLi|M = (L∗i |M)∗ is the compression of Li to a co-invariant subspace M of Hn.
Notice that one has
L∗1ξ1,e = A
∗
1ξ1,e = λ¯ξ1,e and L
∗
i ξ1,e = A
∗
i ξ1,e = 0 for i 6= 1.
Thus, ξ1,e is an eigenvector of the algebra L
∗
n. But these vectors were completely de-
scribed in [11]. In particular, ξ1,e is the eigenvector corresponding to the scalar n-tuple
~λ = (λ, 0, . . . , 0). That is,
ξ1,e = νλ :=
√
1− |λ|2
∑
k≥0
λ¯kξ1k .
It follows that the subspace M is given by
M = span{νλ, Lwνλ : w ∈ Fn \ Fn1}.
From the previous lemma, the curvature invariant of the contraction is given by
K(A) = (n− 1) 1− |λ|
2
n− |λ|2 .
For λ = 0, there is no loop and ν0 = ξe is the vacuum vector. Thus A sits cleanly inside
its dilation relative to the spatial structure of the underlying Fock space. However, as |λ|
becomes positive and increases toward 1, one sees that νλ spreads over the whole space and
A becomes more ‘warped’ or ‘curved’ as it sits inside the dilation. The curvature invariant
reflects this line of thinking. Indeed, it decreases as |λ| increases and approaches zero as the
associated representation warps right into a Cuntz representation.
The rest of this section focuses on the ranges of the invariants. Some of the open
questions are pointed out. The variety of even the one-dimensional decaying 2-tuples turns
out to be extensive enough to obtain the entire positive real line in the image of the curvature
invariant.
Theorem 5.8. For every r ≥ 0, there is a contraction A = (A1, A2) for which K(A) = r.
Proof. By Lemma 2.5, it is sufficient to obtain an interval in the range of K(A) which
includes 0. This is just a matter of using the previous lemma and solving an identity. For
positive numbers r with 0 ≤ r ≤ 1/2, the number s = 1−2r
1−r belongs to the unit interval. The
one dimensional decaying 2-tuple A determined by λ =
√
s satisfies K(A) = r. 
Remark 5.9. There is not as much information available on the range of the Euler charac-
teristic. It is easy to construct examples A which satisfy χ(A) = 1/n. Indeed, defining A by
Ai = PMLi|M where M⊥ =
∑n
i=2⊕RiHn suffices. Thus, using direct sums, it follows that
every positive rational number is in the range of the Euler characteristic. It seems reasonable
to make the guess that every positive real is in the range of χ(A), it would be surprising if
this were not the case.
Note 5.10. As mentioned in the introduction, G. Popescu has shown that the range of the
Euler characteristic is indeed the positive real line. There is another cute way to see the
full ranges of the invariants, which was obtained by the author after submission. For k ≥ 0,
define an L∗2-invariant subspace by
Mk = Rk1R2H2 ⊕ span{ξ1j : 0 ≤ j ≤ k}.
Every r in the unit interval can be represented by a binary expansion r =
∑
k≥0 εk2
−k−1
with each εk ∈ {0, 1}. Let εkMk be {0} if εk = 0 or Mk if εk = 1. Let Mr be the closed
span of the subspaces εkMk for k ≥ 0. Then a row contraction Ar = (A1,r, A2,r) is defined
by Ai,r = PMrLi|Mr = (L∗i |Mr)∗. A computation shows that K(Ar) = χ(Ar) = r. Thus
verifying that the unit interval (and hence the positive real line) belongs to the ranges of
both invariants. This example is quite satisfying as it is easy to grasp onto and since it
realizes the full ranges of the invariants with row contractions for which the two are equal.
For decaying contractions with higher dimensional central rings the formulae for
the curvature invariant become particularly nasty. Nonetheless, the continuity results from
the previous section can allow one to avoid these computations and obtain fruitful results.
Theorem 5.11. For every ε > 0 and positive integers k ≥ 1 and n ≥ 2, there is a contraction
A = (A1, . . . , An) for which pure rank(A) = k,
0 < K(A) < ε and χ(A) > k − ε.
Proof. It is sufficient to prove the pure rank(A) = 1 case since direct sums can then be used
in the general case. The pure rank one d-dimensional decaying atomic n-tuples provide the
concrete examples here. The Euler characteristic is always χ(A) = 1 − 1
nd
, independent of
the decaying factor λ. Hence by choosing large enough central rings, χ(A) asymptotically
approaches 1.
Given a fixed word u in Fn of length d, consider the decaying atomic n-tuple Ar =
(A1,r, . . . , An,r) acting on Hu which is determined by the d-tuple ~r = (r, 1, . . . , 1) for 0 ≤
r ≤ 1. When r = 1 the n-tuple forms a Cuntz representation, so that K(A1) = 0. However,
observe that if x =
∑
s,w,i as,w,iξs,wi is a unit vector in Hu, then
||(Aj,1 −Aj,r)x|| = ||
∑
s,w,i
as,w,i(Aj,1 − Aj,r)ξs,wi||
= ||a1,e,e(Aj,1 −Aj,r)ξ1,e||
=
{ |a1,e,e||1− r| if j = i1
0 if j 6= i1
It follows that limr↑1 ||Aj,1−Aj,r|| = 0 for 1 ≤ j ≤ n. Hence lim supr K(Ar) = K(A1) = 0 by
the upper semi-continuity of K(·) proved in Theorem 4.4. This finishes the proof. 
Remark 5.12. Thus the invariants can be asymptotically as far apart as possible. It would
be interesting to know if the extreme case can be attained. In other words, is there an A with
pure rank(A) = 1 such that K(A) = 0 and χ(A) = 1? This relates to the earlier question of
whether the two invariants always annihilate at the same time.
There is another class of examples which in a sense are pervasive. IfM is a subspace
of Hn which is co-invariant for L = (L1, . . . , Ln), then a contraction A = (A1, . . . , An) is
defined by Ai = PMLi|M = (L∗i |M)∗ for 1 ≤ i ≤ n. Recall that co-invariance shows
I − ΦkA(I) = IM −
∑
|w|=k
AwA
∗
w = PM(I −
∑
|w|=k
LwL
∗
w)|M.
Thus, L is an isometric dilation of A which is minimal when ξe belongs to M. Also recall
that from the structure of the Frahzo-Bunce-Popescu dilation, all pure contractions can be
obtained from direct sums of such n-tuples. It turns out that examples can be constructed
from this point of view which fill out the range of the curvature invariant. The proof uses
the invariant defined in Section 3.
Theorem 5.13. For every r ≥ 0, there are positive integers n ≥ 2 and k ≥ 1 and a subspace
M in Lat(L∗n)(k) for which the contraction A = (A1, . . . , An) defined by Ai = PML(k)i |M
satisfies K(A) = r.
Proof. The case K(A) = 0 is covered by M = {0}. Recall from the remarks preceding
Lemma 3.3 that if M is an L∗n-invariant subspace, then 1 = K(L) = K(A) + K˜(M⊥). Thus
it suffices to capture the unit interval in the range of K˜.
Consider 0 < r ≤ 1/4. Choose n ≥ 3 such that 1/n2 < r ≤ 1/(n − 1)2. A
computation shows that 1− nr > 0 and n
n−1(1− nr) < 1. Let
a2 =
√
n
n− 1(1− nr) and a1 =
√
1− a22.
Define an isometry R in Rn by R = a1R1 + a2R
2
2. Let M⊥ = RH. Then for words w with
|w| ≥ k − 1,
QkRξw = QkLwRξ1 = Qk(a1ξw1 + a2ξw22) = 0.
Thus the trace is computed as
tr(PM⊥QkPM⊥) =
∑
|w|≤k−2
(QkRξw, Rξw)
=
∑
|w|=k−2
(a1ξw1, Rξw) +
∑
|w|<k−2
(Rξw, Rξw)
= a21n
k−2 +
nk−2 − 1
n− 1 .
Another computation yields,
K˜(M⊥) = (n− 1) lim
k→∞
tr(PM⊥QkPM⊥)
nk
=
(n− 1)a21
n2
+
1
n2
= r.
The examples constructed show that the interval (1/9, 1/4] is obtained in the range of K˜
with n = 3 and pure rank(A) = 1. It follows that intervals of the form (k/9, k/4] can be
obtained with n = 3 and pure rank(A) = k. This completes the proof since 5k > 4 for k ≥ 1.

These examples are not as satisfying numerically as the decaying n-tuples since
arbitrarily large n and pure ranks must be used. However, the associated Ln-invariant
subspace is always cyclic. They also give an indication of how the connection with dilation
theory can be used to derive information on the ranges of the invariants.
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