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ABSTRACT: Multi-heme proteins have attracted much 
attention recently due to their prominent role in mediating 
extracellular electron transport (ET), but one of their key 
fundamental properties, the rate constants for ET between 
the constituent heme groups, have so far evaded experi-
mental determination. Here we report the set of heme-heme 
theoretical ET rate constants that define electron flow in the 
tetra-heme protein STC by combining a novel projector-
operator diabatization approach for electronic coupling 
calculation with molecular dynamics simulation of ET free 
energies. On the basis of our calculations, we find that the 
protein limited electron flux through STC in the thermody-
namic downhill direction (heme 14) is  3.106 s-1. We 
find that cysteine linkages inserting in the space between 
the two terminal heme pairs 1-2 and 3-4 significantly en-
hance the overall electron flow, by a factor of about 37, due 
to weak mixing of the sulfur 3p orbital with the Fe-heme d 
orbitals. While the packing density model, and to a higher 
degree, the pathway model of biological ET partly capture 
the predicted rate enhancements, our study highlights the 
importance of the atomistic and chemical nature of the tun-
neling medium at short biological tunneling distances. Cys-
teine linkages are likely to enhance electron flow also in 
the larger deca-heme proteins MtrC and MtrF, where heme-
heme motifs with sub-optimal edge-to-edge distances are 
used to shuttle electrons in multiple directions.        
Certain microbes have developed an extraordinary type 
of respiration in response to conditions of low oxygen con-
centration. In a process known as extracellular respiration 
they metabolize (oxidize) organic matter inside the cell and 
transport the electrons generated across the cell envelope to 
the cell’s exterior for reduction of insoluble transition-
metal oxides1 or interspecies electron transfer.2 Key to ex-
tracellular respiration are conducting multi-heme cyto-
chromes which are arranged into molecular “nanowires” 
capable of transporting electrons over micrometer distanc-
es.3-6 From a technological point of view, these enzymes 
may represent a new category of bioorganic conductive 
materials for novel bionanotechnological applications7,8 
such as electronic communication, signaling and sensing 
with bacterial cells, non-toxic implantable bioelectronics 
devices or even artificial skin. 
In order to fully explore the potential and help design 
multi-heme proteins for future bioelectronic applications, it 
is vital to characterize and understand the electron transport 
properties of these fascinating proteins on a molecular level 
of detail. In previous theoretical work our group has inves-
tigated the thermodynamics,9 kinetics10 and mechanism11 
for electron transport in the deca-heme protein MtrF con-
firming earlier suggestions12-14 that ET in this structure 
occurs via step-wise hopping between neighboring Fe2+/ 
Fe3+ heme pairs. Other mechanisms such as superexchange 
and flickering resonance15 were deemed uncompetitive. 
However, the computed protein-limited electron flux 
through MtrF10 underestimated the experimentally deter-
mined currents16,17 by about two orders of magnitude. This 
suggests that the rate-determining ET step(s) in this protein 
might be higher than previously predicted.       
  Here we investigate ET in the smaller tetra-heme cyto-
chrome STC18-20(see Figure 1), one of the smallest repre-
sentatives of the multi-heme protein family with an exper-
imentally resolved structure. Although this protein is 
thought to function as a soluble electron carrier rather than 
a tetra-heme wire,20 it features very similar heme-heme 
motifs as the deca-heme proteins MtrF3 and MtrC.5 We 
find that cysteine linkages significantly accelerate ET be-
tween the two T-shaped heme pairs at the electron input 
and output sites of STC that limit the electron flow through 
the protein (heme pairs 1-2 and 3-4 in Figure 1). This effect 
is traced back to weak mixing of the sulfur 3p orbital with 
the redox active Fe-heme frontier orbitals, see inset in Fig-
ure 1, which leads to a marked increase in heme-heme elec-
tronic couplings. This mechanism may permit the for-
mation of heme-heme motifs with relatively large heme 
edge-to-edge separation distances without sacrificing too 
much ET speed. Preliminary analysis of the cysteine link-
ages in MtrF and MtrC indicate that a similar rate-
enhancing effect, not included in the previous calcula-
tions,10 may be present in these proteins as well. In the fol-
lowing we detail calculations of the two key parameters 
determining the heme-heme ET rates, electronic coupling 
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and reorganization free energy, before discussing the pre-
dicted electron flux in STC.  
ET in multi-heme proteins occurs via sequential electron 
hopping between neighboring, low-spin Fe2+ and Fe3+-heme 
cofactors.11 The effective electronic coupling matrix ele-
ment |Hab| between the redox active frontier molecular or-
bitals of the heme groups (composed of Fe-3d and heme 
ring orbitals) are calculated using the projector-operator 
diabatization (POD) approach,21 see supporting information 
(SI) for details. Here we investigate the importance of the 
heme side chains on electronic coupling by successively 
increasing the size of the quantum-mechanical (QM) heme 
model (see Figures S1-S2 and Table S1 in the SI for a de-
scription of all models investigated). We first present our 
findings for ET between heme pair 3-4, which forms a T-
shaped motif as shown in Figure 1.  
The simplest heme model 1, Fe-porphin axially ligated 
by two methyl-imidazoles and all heme side chains re-
placed with hydrogen atoms, gives rather small couplings 
of less than 1 meV, see Figure 2A (blue solid line). Im-
portantly, upon inclusion of the side chains inserting in the 
space between the two heme groups (model 2), we obtain a 
significant increase in electronic coupling by a factor of 
3.2. Further additions of side chains pointing away from the 
electron transfer partner (models 3 and 4), have only a mi-
nor effect. The coupling for the largest model investigated 
(model 5), comprised of all side chains including the propi-
onates, differs by less than 2% compared to model 2 indi-
cating that coupling is well converged with respect to sys-
tem size for model 2. A similar trend is observed for heme 
pair 1-2 which forms a T-shaped motif at the opposite ter-
minus of the protein (Figure S3).  
We find that the strong increase in electronic coupling 
between heme pair 3-4 (1-2) is due to Cys 61 (18). In Fig-
ure 1 we show one of the frontier orbital pair combinations 
that contribute to electronic coupling in pair 3-4. One can 
clearly see that the sulfur 3p orbital of Cys 61 mixes with  
the Fe-heme frontier orbitals of heme 3, though relatively 
weakly as the density of states of sulfur peaks more than 1 
eV below the Fe-3d states. Nonetheless, the mixing is suf-
ficiently strong to modify the tail of the Fe-heme frontier 
orbitals leading to an increase in overlap with the Fe-heme 
frontier orbitals of heme 4 and consequently to an increase 
in electronic coupling. By contrast, no cysteine-mediated 
increase in coupling is observed for heme pair 2-3 in the 
middle of the protein. The two heme rings form a stacked 
motif and approach one another at van der Waals distance 
with the cysteine linkages oriented nearly perpendicular to 
the heme planes (see Figure 1).   
Our observation that the cysteine linkages increase elec-
tronic coupling in heme pairs 3-4 and 1-2 is robust with 
respect to (i) the fraction of Hartree-Fock exchange (HFX) 
used in the exchange-correlation functional (ii) the method 
used for electronic coupling calculation (iii) thermal protein 
fluctuations. While absolute couplings are sensitive to the 
fraction of HFX used, a strong increase upon inclusion of 
cysteine linkages in the model is observed in all calcula-
tions (see Figure 2A, blue lines). An alternative method for 
the electronic coupling calculation based on DFT fragment 
orbitals (FODFT)23-25 gives results very similar to POD 
(see Figure 2A, red lines and Table S2). To take into ac-
count thermal fluctuations we have sampled 𝐻𝒂𝒃  along 
classical molecular dynamics (MD) trajectories of the pro-
tein at 300 K (see SI for details). We find that the average, 
〈|𝐻𝒂𝒃|
𝟐〉𝟏/𝟐, for heme pair 3-4 is a factor of 4.2 larger when 
the cysteine linkages are included (see Figure 2B), in line 
with the result obtained above for a single configuration. 
The corresponding increase in coupling for the other T-
shaped heme pair 1-2, a factor of 7.3, is even more pro-
nounced than for heme pair 3-4. The stronger effect is con-
sistent with the average heme edge-to-edge separation be-
ing larger and the average sulfur-to-heme edge distance 
being smaller in heme pair 1-2 than in 3-4 (see Table S3).     
For calculation of heme-heme ET rate constants, reor-
ganization free energy  and free energy difference (or 
driving force) G are needed in addition to electronic cou-
plings. Here, the reorganization free energies for each ET 
step are obtained from the shift of the mean vertical energy 
Figure 1:  Crystal structure of the STC protein from S. onei-
densis  (pdb id 1M1Q18) with the 4 heme c cofactors highlighted. 
The T-shaped heme pair 3-4 with the cysteine 61 linkage 
(marked by arrow), and the stacked heme pair 2-3 are shown 
enlarged. Isosurfaces of the Fe-heme frontier orbital pairs 
mediating the electron transfer are superimposed. Colour code of 
atoms:  Fe: pink, S: yellow, O; red, N: blue, C: green.     
 
Figure 2: |Hab| values for heme pair 3-4. (A) Convergence with 
respect to the model size, as obtained with POD and FODFT 
methods for different density functional theory (DFT) functionals. 
PBE50 means 50% of PBE22 exchange is replaced by the exact 
Hartree-Fock exchange. The sharp increase in |Hab| from 1 to 2 is 
due to inclusion of the cysteine linkages in model 2. The bold 
arrow indicates the final model chosen for presented rate calcula-
tions. (B) Thermal fluctuations of |Hab| at POD/PBE50 level along 
a MD trajectory using model 1 (green) and model 2 (blue). 
Dashed lines indicate the accumulated average <|Hab |2>1/2.   
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gap in initial and final ET state, using classical MD for 
thermal sampling and electronically polarizable force field 
for calculation of the gap energy,11 see SI for details. The 
resultant reorganization free energies st (“st” for Stokes 
shift) fall in the range 0.76-1.08 eV in accord with expecta-
tions for proteins with partly solvent-exposed cofactors.11 
An alternative estimate based on the variance of the energy 
gap (var) gives very similar values deviating from st by no 
more than 10%. Hence, no evidence is found for applica-
tion of Matyushov’s hypothesis, according to which certain 
redox proteins reduce ET activation barrier through partial 
freezing of slow modes (resulting in st << var).26,27 For 
calculation of the ET driving force we used the experi-
mental reduction potentials of the fully reduced protein 
suitably modified by the experimental heme-heme interac-
tions to take into account the effect of heme occupation on 
redox potential.20 The heme occupations were obtained 
from electron flux simulation at steady state (see below, SI 
and Table S4 for a detailed explanation).               
The heme-heme ET rate constants excluding and includ-
ing the effect of the cysteine linkages on electronic cou-
pling are depicted for the forward (14, Figure 3A) and 
reverse direction (41, Figure 3B). The two terminal ET 
steps between hemes 1-2 and 3-4 are clearly rate limiting in 
the computational model that lacks the cysteine linkages. 
Their inclusion leads to an increase in the ET rate constants 
by a factor of 39 and 15 to 3 × 106 s-1 and 5 × 106 s-1 for 
k21 and k43, respectively, significantly reducing the gap to 
the fastest ET rate between hemes 2-3, k32 = 6 × 108 s-1 (kji 
denoting ET rate constant from heme i to heme j). As the 
couplings are direction independent, both forward/reverse 
ET rate exhibit the same enhancement.  
The rate constants above are for direct heme-to-heme 
electron tunneling. We also investigated the possibility of 
heme-heme ET via formation of a positively charged Cys-
linkage intermediate, but concluded that this alternative 
reaction channel is not competitive with direct heme-heme 
tunneling, see SI for further discussion. 
In the following we wish to analyze whether two well es-
tablished empirical models for biological electron tunneling 
capture the proposed rate enhancement due to cysteine 
linkages. We find that the packing density model of Moser 
and Dutton28 predicts similar rate enhancements as our pre-
sent DFT computations, a factor of 26 and 22 for k21 and 
k43, respectively (see SI for details). However, it falls short 
of predicting a significantly larger increase for k21 than for 
k43 because the detailed atomistic geometry of the sulfur 
linkage leading to a smaller sulfur-to-heme edge distance in 
pair 2-1 than in 4-3 is not explicitly represented in the 
packing density approach. The pathway model of Beratan 
and Onuchic29 improves on this issue, giving rate en-
hancement factors of 102 and 42 for k21 and k43, respective-
ly (see SI for details). This implies that the ET may be un-
derstood in terms of simple through-bond through-space 
mediation. A similar pathway-specific mediation effect has 
been found for heme-to-heme ET in cytochrome c oxidase 
with a methyl group implicated as an essential tunneling 
mediator.30 In this respect it is interesting to note that if we 
replace the sulfur atom by a CH2 group in our system, the 
rate enhancement almost disappears in DFT calculations 
(factor 2), while in the pathway model it remains nearly 
unchanged (factor 123). Hence, our analysis highlights the 
importance of not only the atomistic but also the chemical 
details of the tunneling medium. The latter may be captured 
by a refined pathway model with chemical specificity. 
Finally, we determined the maximum, protein-limited 
electron flux, Jmax. To this end, we derived an analytic solu-
tion to the master equation for electron flux from heme i to 
heme j, Jji = kji Pi (1-Pj) - kij Pj (1-Pi), under conditions of 
steady state flux, Jji = const for all i,j (Pi is the electron 
occupation of heme i). We assumed unlimited electron 
supply and fast electron injection in one terminal heme and 
fast ejection from the other, in which case Jji becomes the 
protein limited flux Jmax (see SI for further details). Jmax, 
indicated in Figure 3 (dashed lines), is only slightly smaller 
than the slowest ET rate for a given flow direction. We 
obtain values of 3× 10𝟔 s-1 for the forward direction (heme 
1 electron input site, heme 4 output site) and 1× 106 s-1 for 
the reverse direction, corresponding to a flux enhancement 
of a factor of 37 and 48, respectively, due to the presence 
of the cysteine linkages. Interestingly, the tetra-heme wire 
conducts almost equally well in both directions as the 
thermodynamic bias under steady-state conditions occurs 
for ET between hemes 2 and 3, which is not limiting Jmax.         
To summarize, we have found that the cysteine linkages 
inserting into the space between heme groups enhance the 
electronic coupling. In this way, heme pairs forming motifs 
with larger heme-to-heme edge distances (e.g. co-planar or 
T-shaped) can exhibit similar ET rates as heme pairs with 
very short edge-to-edge distance (e.g. stacked orientations). 
A similar rate-enhancing effect is likely to be present in the 
decaheme proteins MtrF3 and MtrC.5 Structural analysis of 
MtrF shows that cysteine linkages bridge the space be-
tween heme pairs that were previously identified as rate-
Figure 3: Heme-heme ET rate constants, kji, and the protein 
limited electron flux, Jmax (dashed lines), for the steady-state 
electron flow in the forward direction from heme 1 to 4 (A) and 
in the reverse direction (B). The first set of bars in each panel 
was obtained for model 1, i.e. without cysteine linkages, the 
second sets included them (model 2, 3 for heme pairs 3-4, 1-2). 
MD-averaged coupling values at POD/PBE50 level of theory 
were used for calculation of the ET rates. Data taken from col-
umn ‘(SC,p)’ in Table S4.  
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limiting.10 However, these calculations did not take into 
account the cysteines, which calls for a re-evaluation of the 
rate-constants in these proteins. Returning to STC, experi-
mental pump-probe measurements on Ru-labeled variants 
of this proteins are currently ongoing, which we hope will 
verify the computed heme-heme ET rates reported herein.  
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