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Resumo 
Os materiais compósitos, em que numa base (matriz) se dispersam partículas (reforços), 
são muito usados em várias áreas como a aeronáutica. Quando os engenheiros de Materiais 
testam novas formas de fabricar estes materiais, usam dados obtidos em tomógrafos de raios  X 
para caracterizar a população de reforços. Os dados gerados pelos tomógrafos exigem grandes 
capacidades de processamento, não só pelo seu volume (da ordem de 1 Gbyte) como pela 
complexidade computacional de alguns algoritmos. 
É possível reduzir os tempos de execução de algumas fases de processamento de dados 
tomográficos fazendo a paralelização  dos algoritmos correspondentes. Em trabalhos anteriores, 
foram usados multiprocessadores de memória distribuída e de memória partilhada como 
plataforma de execução dessas versões dos algoritmos. O Cell Broadband Engine (Cell BE) é 
multi-processador heterogéneo desenhado para oferecer uma elevada capacidade de 
processamento com mais eficiência energética do que os CPUs convencionais. Estas 
características tornam fazem com que o Cell BE seja muito utilizado no desenvolvimento de 
programas para a Ciência e Engenharia Computacionais. 
Nesta tese, são desenvolvidas versões de algumas operações de processamento de dados 
tomográficos vocacionadas para o Cell/BE.  O Cell BE é um multiprocessador heterogéneo onde 
no mesmo chip coexistem um processador convencional (PPU), 8 processadores  especializados 
em “number crunching” (SPUs) e um bus de interligação.  Alguns autores chamam ao Cell BE 
um  “cluster num chip”, para frisar que existe um conjunto de espaços de endereçamento, 
obrigando a que o programador ou o ambiente de execução façam a gestão explícita das 
transferências de dados entre as várias partes de memória. Esta organização sugere que, para 
construir versões paralelas dos algoritmos de processamento,  se considerem estratégias de 
paralelização geométrica semelhantes às que se utilizaram num cluster de máquinas 
convencionais. A experiência mostrou que a escassa memória local existente nos SPUs obriga a 
que esta estratégia tenha de ser complementada por outras.  Apesar destas limitações, a tese 
mostra que, no Cell BE se conseguem reduções significativas dos tempos de execução de alguns 
algoritmos de processamento de dados tomográficas, mesmo em relação a trabalhos anteriores 
em que foram usados multiprocessadores  convencionais. 
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Abstract  
 
In composite materials, in a base (the matrix) a population of reinforcements (the 
particles) is disseminated. These materials are used in several industries, namely in plane 
building. When devising new ways for building such composites, Materials engineers use data 
produced by X-ray tomographs to characterize the reinforcement population. The processing of 
tomographic data demands considerable computational resources, due to the size of data (around 
1 Gbyte) and the complexity of some processing algorithms.   
Algorithm parallelization can be used to reduce the execution time of some processing 
steps. Previous research has used conventional distributed and shared memory multiprocessors 
for the execution of parallelized versions of the algorithms used in those processing phases. Cell 
BE is representative of a new generation of high performance CPUs with a power efficiency 
greater than that of the traditional CPUs. The high performance of Cell BE motivated its use in 
several areas of Computational Science and Engineering. 
In this thesis, Cell BE versions of some tomographic data processing programs are 
developed.  Cell BE is an heterogeneous multiprocessor, where a single chip contains a 
conventional CPU (the PPU), 8 number-crunching specialized processors (the SPUs)  and a high-
speed interconnect bus.  Some authors define Cell BE as  “a cluster in a chip”, to remember that 
several distinct address spaces exist inside it, and this requires that the programmer (maybe 
assisted by the runtime environment) explicitly manages the data transfer between different 
memory parts. This architecture suggests that geometric parallelization strategies, similar to 
those previously used in a cluster or conventional clusters, should be used. Experience has shown 
that the small amount of memory available in a SPU forces that geometric parallelization 
techniques must be complemented with other strategies. Even with these limitations, Cell BE 
achieved significant performance gains in some tomographic data processing steps when 
compared with sequential versions running in conventional processors and also with parallelized 
versions executed in conventional clusters   
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1. Introdução 
 
Este capítulo apresenta a motivação para o trabalho que se escolheu realizar nesta 
dissertação. É igualmente apresentado um resumo da abordagem para a realização do 
trabalho; por fim é feita uma descrição da organização do documento. 
 
    1.1   Motivação 
 
O desenvolvimento de algoritmos de processamento de dados tomográficos vocacionados 
para o processador Cell BE (Scarpino, 2008), (Koranne, 2009), (Buttari, Luszczek, Kurzak, 
Dongarra, & Bosilica, 2007) é o objectivo principal do trabalho relatado nesta tese. A seguir, 
descreve-se a relevância desta área e explica-se porque é que o processamento de dados 
tomográficos pode ser uma operação bastante demorada quando executada sequencialmente. 
As características do Cell BE tornam-no um candidato  natural a plataforma de execução 
destas operações.   
 
Processamento de imagens tomográficas 
 
Na tomografia computorizada (TC), originalmente utilizada em medicina, uma imagem 
representativa de uma secção do corpo é obtida através do processamento por computador de 
informação recolhida após expor o corpo a uma sucessão de raios X. A TC baseia-se na 
tomografia convencional, segundo a qual os tecidos com diferente composição absorvem a 
radiação X de forma diferente. Assim os tecidos mais densos absorvem mais radiação ao 
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serem atravessados pelos raios do que os tecidos menos densos, sendo depois essas variações 
traduzidas numa escala de cinzentos. 
  Uma evolução desta técnica resultou na micro-tomografia de raios X com radiação de 
sincrotrão (SXMT) (Velhinho A. , 2003). Esta técnica é utilizada para obtenção de dados, de 
materiais compósitos que têm de ser posteriormente analisado. O princípio é o mesmo, sendo 
que o material roda sobre si próprio, e através da capacidade penetrante dos raios X, vai 
produzindo uma escala consoante a profundidade de penetração dos raios, escala esta que 
representa a estrutura do material. 
 Os materiais compósitos são constituídos por uma matriz contínua que forma o esqueleto 
do material e lhe confere a forma e pelos reforços que  são descontínuos e são responsáveis 
pala melhoria da qualidade dos materiais. 
 A micro-tomografia de raios X (Velhinho, Braz Fernandes, Ferreira, Rocha, Vignoles, & 
Cloetens, 2001) consiste na obtenção de dados sobre a constituição de um material, através 
de bombardeamento por raios X de uma amostra desse material. Esta informação é gerada 
em camadas finitas bidimensionais. Esses camadas são posteriormente processadas e 
permitem a visualização de imagens tomográficas tridimensionais com detalhe na ordem de 1 
µm.  
 A figura 1.1 (imagem retirada de (Velhinho, Braz Fernandes, Ferreira, Rocha, Vignoles, 
& Cloetens, 2001) representa o sistema usado na SXMT para obtenção dos dados. O 
processo inicia-se com a emissão de radiações policromáticas pela fonte de sincrotrão, 
radiações estas que se podem transformar em radiações monocromáticas após passagem no 
monocromador. Estes raios X incidem depois na amostra que se encontra em rotação no 
porta-amostras, produzindo múltiplas imagens bidimensionais que são captadas pela câmara 
que se encontra à esquerda. Um sofisticado processamento computacional das múltiplas 
imagens bidimensionais permite a produção de  uma imagem tridimensional. 
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Figura 1.1 – Representação esquemática do SXMT (imagem retirada de (Velhinho, Braz 
Fernandes, Ferreira, Rocha, Vignoles, & Cloetens, 2001)) 
 
 As imagens tridimensionais correspondem a uma matriz a três dimensões, em que cada 
elemento da matriz é um valor inteiro entre 0 e 255 que representa a intensidade de cinzento 
de um voxel (ponto numa representação tridimensional, e que corresponde a cerca de 1 µm³). 
O processamento de uma imagem envolve milhões de voxeis, sendo que os dados em bruto 
resultantes da tomografia constituem ficheiros de grandes dimensões e com necessidade de 
muito processamento para obtenção de dados sobre a população de reforços. Usando 
processamento sequencial, algumas das operações de processamento de uma imagem com 
600 MBytes pode demorar horas.   
 
     1.2 Especificação do problema  
 
A utilização do Cell Broadband Engine Architecture (CBEA) para a paralelização de 
aplicações não é novidade; contudo, a dificuldade da programação inerente à sua natureza 
heterogénea é tem sido constatada (Bajrovi'c & Mehofer, 2010)  
 Como será visto mais à frente em detalhe, o processador Cell (Scarpino, 2008), (Koranne, 
2009), (Buttari, Luszczek, Kurzak, Dongarra, & Bosilica, 2007) é um processador multi-core 
heterogéneo composto por um processador PowerPC e oito unidades Synergetic Processing 
Element com grande capacidade de processamento vectorial. 
 Em termos de processamento dos dados tomográficos o trabalho em curso assenta no 
programa Tritom desenvolvido por Gérard Vignoles, da universidade de Bordéus. Este 
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programa foi desenvolvido, numa primeira fase, para analisar imagens tomográficas de 
compósitos de carbono/carbono (C/C) (Vignoles, 2001), sendo numa segunda fase o 
processamento aplicado a reforços de carbonato de silício.   
 O Tritom, após leitura dos dados do tomógrafo para a memória, passa a considerar esses 
dados como uma matriz tridimensional em que cada posição corresponde a um valor entre 0 
e 255, sendo zero a cor preta, 255 a cor branca e os restantes valores tons de cinzento. O 
processamento das imagens obtidas pelo tomógrafo é imprescindível porque as imagens em 
bruto apresentam vários tipos de defeitos que é preciso eliminar antes de se proceder à 
caracterização da amostra. Este programa apresenta ao utilizador um vasto leque de opções 
de operação sobre a imagem 3D, entre as quais se incluem as seguintes: 
• Bi-segmentação: conversão da imagem para apenas três cores, branco, preto e 
cinzento; 
• Limpeza da imagem: eliminação de imperfeições inerentes ao processo de obtenção 
de imagens tomográficas; 
• Estatísticas de granulometria: determinação da posição dos reforços na matriz de base 
do compósito, bem com de outras características dos reforços – dimensões, 
orientação, relacionamento com vizinhos, etc. 
 
Paralelização do processamento de imagens tomográficas 
 
A paralelização do processamento das imagens tomográficas foi uma abordagem já 
prosseguida por diversos meios, uma vez que, como já foi referido, o processamento 
sequencial de uma imagem pode levar muito tempo a ser executado. A paralelização pode ser 
feita assente num modelo on-line ou off-line. No primeiro caso, os dados são processados à 
medida que saem do tomógrafo, o que permite aos utilizadores trabalharem praticamente em 
tempo real, pois permite a visualização das imagens enquanto são processadas assim como 
uma interacção com o processamento. No processamento em modo off-line, que será usado 
no presente trabalho, recorre-se ao uso de uma memória secundária onde os dados foram 
previamente guardados. 
 A paralelização foi também utilizada em trabalhos anteriores por Paulo Quaresma 
(Quaresma, 2007) e Tiago Cadavez (Cadavez, 2008). O primeiro seguiu uma abordagem 
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baseada na troca de mensagens e uso de um cluster para paralelização das operações mais 
demoradas, como limpeza e estatísticas de granulometria, efectuando também uma 
optimização de acessos à cache, redução nas chamadas ao sistema em operações de escrita e 
leitura de dados e optimizações para percorrer a estrutura em memória principal. A 
paralelização baseou-se numa divisão dos dados em bloco, que se verificou bastante eficiente 
em operações de limpeza, mas que no caso da granulometria foi preciso uma abordagem 
complementar, visto que um reforço pode estar dividido por mais de um bloco. 
 No caso de Tiago Cadavez a abordagem seguida baseou-se em memória partilhada com 
uso da API Open Multi Processing (OpenMP) e recurso a um processador multi-core 
homogéneo. 
    1.3 Solução proposta 
 
A necessidade de elevada capacidade de processamento é quase obrigatória em vários 
campos da ciência e não só. Para responder a estas necessidades, a CBEA foi desenhada para 
fornecer alta capacidade de processamento com um baixo consumo energético. O Cell 
Broadband Engine (CBE) surge assim como uma arquitectura muito característica, com 
necessidades de utilização de ambientes de desenvolvimento e de sistemas de apoio à 
execução de programas especialmente desenvolvidos; só assim se consegue que as aplicações 
atinjam um desempenho próximo daquele que o hardware potencia. 
    Surgindo como uma alternativa aos sistemas tradicionais, é difícil esperar do programador 
comum o conhecimento para desenvolver código para o CBE, por forma a tirar partido das 
reais potencialidades desta arquitectura multi-core heterogénea. Devido a esta natureza da 
arquitectura é esperada a aplicação de técnicas de programação e processamento concorrente 
e paralelo, que irão aumentar muito a dificuldade de atingir o desempenho que a arquitectura 
potencialmente disponibiliza.  
    Uma das dificuldades no desenvolvimento de aplicações está relacionada com o facto de 
as bibliotecas usadas no processamento serem de baixo nível expondo ao programador a 
complexidade da arquitectura. 
    Algumas propostas foram feitas nos últimos anos, nomeadamente com a utilização de 
ambientes de programação clássicos, como Message Passing Interface (MPI), Open Multi-
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Processing (OpenMP), o uso de bibliotecas de memória distribuída partilhada ou mais 
recentemente o Open Computing Language (OpenCL), assim como outras.  
    A paralelização dos processamentos mais demorados, como por exemplo, a limpeza de 
imagem e o cálculo das estatísticas de granulometria serão efectuados tirando partido das 
capacidades do processador Cell. A estratégia de paralelização usada nos trabalhos já 
descritos atribui a cada um dos processadores uma parte da matriz tridimensional, que 
representa a amostra. Assim, parece natural repartir a referida matriz pelos oito SPEs.  
    Na solução a desenvolver, as ferramentas pertencentes ao Tritom executarão sobre o 
sistema operativo Linux que corre no PowerPC do Cell, e recorrer-se-á à execução nos 
processadores SPE do Cell das rotinas que exigem grande capacidade de processamento. 
 
     1.4 Contribuição esperada 
 
As contribuições a alcançar por este trabalho, recaem sobre um aceleramento do 
processamento tomográfico através da paralelização de algumas operações mais demoradas. 
    Em termos de paralelização espera-se obter uma melhoria muito significativa em termos 
de tempo de processamento dos dados em relação à versão sequencial, original do Tritom. 
Sabe-se que essa melhoria foi conseguida por Paulo Quaresma (Quaresma, 2007) num 
ambiente de troca de mensagens com recurso a um cluster, e por Tiago Cadavez (Cadavez, 
2008) num ambiente multi-core com uso de memória partilhada. Neste trabalho espera-se 
obter melhorias em relação às abordagens anteriores referidas, tirando partido do poder de 
processamento da arquitectura multi-core heterogénea do processador Cell. Essa melhoria 
permitirá uma diminuição significativa do processo de caracterização de reforços por um 
especialista de Engenharia dos Materiais. 
Em paralelo com o desenvolvimento das versões adaptadas ao Cell, recolher-se-á 
experiência em duas áreas: 
o Bibliotecas e ambientes de desenvolvimento de programas para o Cell Be e 
outros aceleradores: Pela complexidade de algumas operações de processamento 
e pela quantidade de dados envolvido, o processamento de dados tomográficos é 
representativo de uma classe importante de aplicações na área das ciências e 
engenharia.  É assim importante a informação, sobre a adequação das bibliotecas 
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de programação possíveis de serem usadas para programação usando o 
processador Cell na paralelização do problema em questão, quer pela quantidade e 
complexidade dos dados a serem processados quer pelo facto do CBE ter já sido 
descrito como uma máquina onde o desenvolvimento de código se verifica 
extremamente difícil e demorado.  
 
o Estratégias de paralelização para o Cell Be e outros aceleradores: Pelas razões 
acima apontadas, a necessidade de estudar e implementar estratégias de 
paralelização mais sofisticadas do que a paralelização geométrica permitirá  obter 
conhecimentos aplicáveis a outras plataformas de execução que partilhem com o 
Cell uma ou mais das características de heterogeneidade e necessidade de gestão 
explícita de vários espaços de endereçamento.  
 
     1.5 Estrutura do documento 
 
O documento está dividido em cinco capítulos: 
 
• O capítulo 1 apresenta uma introdução do problema e a motivação que levou a 
que este projecto fosse desenvolvido. Por fim apresenta uma breve descrição da 
proposta de resolução. 
• O capítulo 2 descreve o que é processamento paralelo, as arquitecturas paralelas 
que poderiam se usadas para a resolução deste problema, com especial ênfase 
para o processador Cell, que será o processador usado na implementação. Por fim 
são descritas com mais pormenor as soluções que se ponderaram usar nesta 
dissertação, com especial ênfase para a biblioteca Accelerated Library 
Framework (ALF) (IBM, 2006). 
• O capítulo 3 descreve a organização da solução, começando por uma breve 
descrição do programa Tritom em que este trabalho assenta. São também 
apresentadas neste capítulo as soluções para a paralelização das operações de bi-
segmentação, limpeza de imagem e estatísticas de granulometria.  
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• No quarto capítulo é apresentada a escolha relativa à biblioteca a usar na 
implementação assim como a sua justificação. São também discutidas 
detalhadamente as opções tomadas na implementação, sendo também apresentada 
em pormenor a implementação em si. Da mesma forma serão apresentados 
tempos de execução dos algoritmos de tratamento para diferentes amostras.  
• O quinto e último capítulo apresenta as conclusões e principais contributos 
alcançados por este trabalho. Por fim faz-se uma apresentação do trabalho futuro 
a realizar, de modo a dar continuidade a este projecto. 
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2. Trabalho relacionado 
 
Este capítulo centra-se na descrição de diversos aspectos relacionados com a paralelização de 
programas e bibliotecas de programação paralela para o processador Cell. 
 
     2.1   Paralelização 
 
A paralelização (Foster, 1995) tem como objectivo diminuir o tempo de execução de um 
algoritmo. Para tal a primeira tarefa é identificar zonas do código que possam ser divididas 
por mais do que um processador e proceder então à divisão de um problema em vários sub-
problemas de dimensão mais reduzida. Este processo pode ser feito recorrendo a várias 
estratégias diferentes, nomeadamente: 
• uma abordagem em que todos os processadores executam as mesmas acções sobre 
diferentes partes dos dados – chamada paralelização geométrica se a divisão dos 
dados é obtida usando como critério a sua localização; 
• outra aproximação – chamada paralelização funcional – em que diferentes CPUs 
executam operações diferentes sobre todo o conjunto de dados 
É também possível uma utilização mista das duas estratégias anteriores. 
      2.1.1   Estratégias de paralelização 
 
Paralelização geométrica 
 
A paralelização geométrica baseia-se na divisão dos dados em conjuntos de dados menores, 
formando assim blocos de processamento de menores dimensões, sendo que cada um dos  
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processadores disponíveis será designado para processar um destes blocos. Esta foi a técnica 
usada em (Quaresma, 2007) e (Cadavez, 2008). 
 Esta é a estratégia ideal para processamento de matriz 3D, dado que permite a 
decomposição do problema nas várias dimensões do espaço tridimensional.  
 
Paralelização funcional 
 
Nesta estratégia o processamento a efectuar num conjunto de dados elementar é dividido em 
várias fases. A execução de cada fase é atribuída a um processador, e o processamento de 
cada elemento é feito numa espécie de linha de montagem em que cada processador 
representa uma estação de trabalho. A dificuldade neste método é conseguir definir um 
número grande de passos elementares que permita tirar partido de muitos processadores. 
      2.1.2 Arquitecturas paralelas 
 
A taxonomia de Flynn (Flynn, 1966) é a mais popular classificação de arquitecturas de 
computadores e baseia-se no número de fluxos de dados e instruções que existem entre a 
memória e os processadores. De acordo com estes critérios definem-se as seguintes 
categorias: 
 
• Single Instruction Single Data (SISD) 
 
Arquitectura normalmente usada em computadores sequenciais, em que cada 
instrução é executada por apenas um processador.  
 
• Single Instruction Multiple Data (SIMD) 
 
Existem vários processadores que executam a mesma instrução para conjuntos de 
dados diferentes. Esta abordagem existe ao nível das chamadas instruções vectoriais. 
 Esta arquitectura readquiriu recentemente grande importância aparecendo 
internamente em diferentes tipos de processadores. Podemos citar como exemplos as 
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instruções SSE da arquitectura x86, os GPGPU descritos mais à frente e o 
processador Cell, em que os SPE têm instruções vectoriais. 
 
 
 
• Multiple Instruction Single Data (MISD) 
 
Modelo raramente usado, cuja arquitectura sugere a existência de várias instruções a 
serem aplicadas a um único fluxo de dados.  
 
• Multiple Instruction Multiple Data (MIMD) 
 
Existência de vários processadores que executam diferentes instruções para diferentes 
conjuntos de dados, o que leva à existência de vários fluxos de instruções e dados. 
Entre as máquinas MIMD é habitual distinguir os multiprocessador de memória 
partilhada e os de memória distribuída.  A primeira abordagem baseia-se numa 
partilha de memória entre os processadores, sendo a sincronização feita através de 
uma partilha de variáveis de controlo. Pode ser dividida em dois tipos: Uniform 
Memory Access (UMA) em que todos os processadores têm o mesmo tempo de 
acesso a todas as zonas da memória central, ou Non-Uniform Memory Access 
(NUMA) em que o tempo de acesso às diferentes zonas de memória por parte dos 
CPUs não é constante. A segunda abordagem permite suportar maior número de 
CPUs. 
 Nos multiprocessadores de memória distribuída cada processador só tem acesso à 
sua própria memória. Para comunicação e sincronização com outros processadores é 
preciso enviar explicitamente informação (mensagens), que têm de ser também 
explicitamente recebidas pelos outros processadores. Este envio e recepção de 
mensagens é feito através de dispositivos de entrada e saída (por exemplo interfaces 
de rede). Os chamados clusters, em que os nós são construídos com hardware igual ao 
usado em computadores pessoais ou servidores, pertencem a esta categoria e são hoje 
em dia a plataforma de computação paralela mais usada. 
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      2.1.3   Desempenho e aceleração 
 
O objectivo primordial da computação paralela é o aumento da velocidade de execução de 
um programa através da distribuição de tarefas por vários processadores. Assim fazendo uma 
comparação de tempo de execução do mesmo problema com um só processador ou com n 
processadores, permite-nos ter uma ideia efectiva do aumento desse desempenho. 
 
Aceleração do desempenho (speedup) 
 
A aceleração do desempenho é calculada através dum quociente entre o tempo execução de 
um programa num processador e em n processadores. Este valor representa a eficiência de 
um programa a executar em paralelo, quando comparado com um algoritmo sequencial. O 
speedup ideal acontece quando um aumento de N vezes no número de processadores conduz 
a um speedup de N. 
 Este resultado é difícil de alcançar, devido, quer aos overheads introduzidos aquando da 
paralelização, quer ao facto de nem todas as secções do código serem passíveis de 
paralelização. Tendo em conta todas as variáveis que afectam o speedup, obtém-se a seguinte 
expressão: 
 
     =
	




 
    
 
Onde Ts é o tempo sequencial, Tp o tempo de execução em paralelo e k o overhead 
introduzido. 
 
Lei de Amdahl   
 
Levando em consideração que num código existe sempre uma parte que não pode ser 
paralelizada, a Lei de Amdahl (Amdahl, 1967) considera então s a parte de trabalho 
sequencial e (1 – s) a parte do trabalho susceptível de ser paralelizada, tendo em conta o uso 
de p processadores. Assim mesmo que a parte paralela seja perfeitamente escalável, 
encontra-se sempre limitada pela parte sequencial. 
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Exemplo 2.1 
Se o tempo total de execução de um algoritmo for 93s e o tempo sequencial mas susceptível 
de ser paralelizado for 90s, então: 
 
(1-s) = 90/93=0.968  96.8% do código é paralelizável 
s = 1-0.968 = 0.032  3.2% é inerentemente sequencial 
 
Código susceptível de ser paralelizado: código que executa com Speedup = P se for 
executado usando P processadores 
 
Código inerentemente sequencial: parte do código não paralelizável, como entrada e saída de 
dados ou inicialização de varáveis. 
 
Então se P -> ∞ ; Speedup = 1/s. 
 
Logo para o exemplo anterior o Speedup máximo será: 
 
SpeedupMáximo = 1/0.032 = 31.25 
     2.2   Arquitecturas multi-core 
 
Antes de apresentar a CBEA é importante referir que esta arquitectura faz parte de um 
conjunto de novas propostas de arquitecturas de processadores, nas quais podemos incluir, 
entre outros, os GPGPUs (Yang & Goodman, 2007). Estas propostas pretendem contribuir 
para ultrapassar três limitações importantes da performance dos microprocessadores actuais, 
sendo elas o consumo energético, uso de memória e a frequência do processador (IBM, 
2005).  
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Consumo energético 
 
A dissipação de energia contribui para limitar o aumento no desempenho dos 
microprocessadores, sendo assim necessário acompanhar o crescimento do desempenho com 
um igual aumento da eficiência energética.  
  
Uso de memória 
 
Actualmente os multiprocessador simétricos apresentam uma latência para a RAM que pode 
atingir dezenas de ciclos de relógio, provocando que a performance dos programas seja 
dominada pela quantidade de transacções entre a memória principal e o processador; para o 
desempenho de um programa é determinante a dimensão de cada e a forma como um dado 
algoritmo consegue que a maioria dos acessos aos dados se faça quando estes estão na cache.   
 
Frequência do processador 
 
Uma das formas de acelerar a execução das instruções foi a introdução de “pipelines” com 
um grande número de unidades. Esta decisão de desenho complica imenso o desenho do 
CPU, levando a limitações no aumento da velocidade de relógio dos processadores. 
      2.2.1 Processadores Multi-core 
 
Assistiu-se nos últimos anos a um enorme crescimento do poder computacional para 
responder ás necessidades de jogos 3D e outras aplicações multimédia, que necessitam 
grande poder de processamento para obter grande qualidade. 
 As aproximações convencionais para responderem a tais requisitos, apostavam no 
melhoramento da performance de um único core. Tais abordagens atingiram um limite visto 
que o desenho dos Central Processing Units (CPU) se tornou demasiado complexo, causando 
o aumento de consumo de energia, de aquecimento e dos custos de construção. 
 Entende-se por core ou processador core a combinação de uma unidade computacional, 
uma unidade de registo, um circuito de dados e outros necessários para o funcionamento do 
CPU. 
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 Entende-se por multi-core a arquitectura na qual vários cores num único chip permitem a 
execução em paralelismo real de múltiplos fluxos de execução, o que potencialmente leva a 
enormes aumentos de performance. As arquitecturas multi-core pretendem resolver as 
limitações antes apresentadas para os processadores de um só core. Dentro das arquitecturas 
multi-core pode-se ainda fazer a divisão entre configurações multi-core homogéneas (vários 
cores do mesmo tipo) ou heterogéneas (vários cores de tipos diferentes), tal como 
apresentado na figura 2.1 (imagem adaptada de (McCool, 2007)). 
   
 
Figura 2.1 – Arquitecturas multi-core (imagem adaptada de (McCool, 2007)) 
  
 Os processadores multi-core homogéneos (nomeadamente a arquitectura x86) são hoje 
usados de forma ubíqua em servidores, computadores de secretária e portáteis, não sendo 
aqui discutidos porque o trabalho descrito nesta dissertação tem a ver com multi-cores 
heterogéneos. 
 Nas próximas subsecções apresentam-se duas arquitecturas multi-core heterogéneas, as 
General-purpose computing on graphics processing units (GPGPU) e o CBEA, sendo dado 
mais ênfase a esta última por ser a usada neste trabalho. 
      2.2.2  GPGPUs 
 
General-Purpose computation on Graphics Processing Units (GPGPU) (Yang & Goodman, 
2007) é uma técnica baseada no uso de uma Graphics Processing Unit (GPU) para executar 
operações computacionais normalmente atribuídas ao CPU.   
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 As GPUs são sistemas multi-core capazes de computação e processamento de dados de 
alto nível. Visto serem desenhadas para computação gráfica, as GPUs são de difícil 
programação. Contudo, propostas actuais aproximaram as GPUs de processadores paralelos 
de uso geral com suporte para linguagens comercias como o C, sendo representativo desta 
linguagem o CUDA (Compute Unified Device Architecture) da NVIDIA (Kirk & Hwu, 
2010).  
 Para tirar partido do elevado número de unidades de processamento existentes, é preciso 
uma abordagem SIMD (também conhecida por stream) em que se tenta manter um fluxo 
contínuo de dados vectoriais para os GPGPUs, procurando-se que todos os processadores do 
GPGPU executem a mesma operação máquina sobre diferentes elementos do vector. 
 Como as unidades elementares do GPGPU são muito simples elas podem funcionar a 
velocidades de relógio muito elevadas (3 GHz) e se forem devidamente alimentados por 
dados, conseguem picos de performance na ordem dos 300GFlops. 
 Em termos de memória, a arquitectura GPU assenta numa largura de banda de acesso à 
RAM muito elevada, apresentado ainda uma largura de banda de comunicação de 103,7 GB/s 
na placa gráfica mais rápida (arquitectura G80 da NVIDIA – ver figura 2.2).   
 
 
Figura 2.2 – Arquitectura GPU NVIDIA G80 (imagem retirada de (McCool, 2007)) 
  
 Alguns GPGPUs mais antigos apresentam limitações quanto aos tipos de dados 
suportados, estando nestes casos ausentes os reais de precisão dupla. 
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 Embora os cores de um GPGPU sejam todos iguais, eles podem ser considerados 
multiprocessadores heterogéneos, porque não é possível usá-los sem recorrer a um 
processador convencional. Na maior parte das configurações, os GPGPUs são vistos pelo 
CPU convencional de um computador pessoal ou de um servidor como um dispositivo no 
qual se podem delegar (offload) parte do processamento. Os GPGPUs estão ligados ao bs de 
sistema (PCI Express) sendo a troca de informação para um GPU feita através de device-
drivers do sistema operativo executado por um CPU convencional. 
 
      2.2.3 Arquitectura Cell 
 
O CBE apresenta uma arquitectura em alguns pontos semelhante a uma arquitectura GPU. 
Constituída por um processador principal responsável pela coordenação do sistema (PPE), e 
oito processadores secundários (SPE) responsáveis pela computação intensiva, o Cell é assim 
um processador multi-core heterogéneo. 
 Assente numa arquitectura SIMD, operando com um clock que pode ir acima dos 3 GHz, 
atinge uma performance de 204.8 Gflops/s em precisão simples, estando também preparado 
para operações de precisão dupla onde atinge 14.6 Gflops/s.    
 Em termos de memória, o CBE oferece ao programador um modelo com vários níveis de 
memória sem coerência assegurada, sendo as transferências entre níveis asseguradas por 
Direct Memory Access (DMA). As transferências são muito rápidas - com uma largura de 
banda teórica de 204.8 GB/s - fazendo uso de bus interno permite aos oito processadores 
comunicarem entre si, com o processador principal e com o sistema de Entradas/Saídas 
(E/S).  
 Informações detalhadas sobre esta arquitectura são apresentadas na secção seguinte. 
 
     2.3   Cell Broadband Engine 
 
Faz-se nesta secção uma apresentação descritiva da arquitectura Cell que vai ser usada nesta 
dissertação. 
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      2.3.1 Visão Geral 
 
Nos últimos anos verificou-se a chegada de uma era multi-core ao mundo dos  
microprocessadores. Como resultado, as maiores empresas do ramo focaram-se em aumentar 
a frequência dos processadores, por forma a aumentar a sua funcionalidade. O CBE surge 
como a primeira implementação de uma nova arquitectura de processadores, a CBEA ou 
somente Cell. Surge com o desafio de alterar um problema das arquitecturas multi-core 
anteriores, propondo-se a aumentar drasticamente a performance por área de chip e por 
unidade de energia consumida. Apesar de inicialmente desenhado para consolas de jogos 
com grande poder gráfico e aparelhos multimédia de alta definição, o CBE desenvolvido pela 
STI, um consórcio formado pela Sony, Toshiba e IBM, aparece assim como um 
microprocessador, assente numa arquitectura de multiprocessador heterogéneos, desenhado 
para aumentar a performance computacional.  
 As arquitecturas mais recentes não consideram crucial a relação energia/performance, 
efectuando assim algumas escolhas na estrutura das suas arquitecturas que diminuem este 
rácio, tais como memória virtual, caches, execução fora de ordem ou previsão de saltos 
(Hofstee, 2005).  Para conseguir melhorar a relação energia/desempenho, o CBE rompe com 
algumas destas opções, optando por uma arquitectura multi-core heterogénea cujo detalhe é 
apresentado a seguir. 
 A dificuldade de programação do Cell BE – sentida por exemplo pelos programadores de 
jogos - levou a uma diminuição do entusiasmo por este CPU, sendo neste momento o seu 
futuro um ponto de interrogação. 
      2.3.2 Componentes do CBE  
 
A figura 2.3 (figura retirada de (Gschwind, Erb, Manning, & Nutter, 2007)) representa a 
arquitectura do CBE (IBM, 2005) (Rodrigues, 2004) (Gschwind, Erb, Manning, & Nutter, 
2007) (Li, Jin, Zheng, & Zhang, 2008), assente numa arquitectura heterogénea de 
processadores multi-core, é constituído por um processador principal (PPE) e oito 
processadores SPE idênticos, interligados pelo Element Interconnect Bus (EIB), de elevada 
largura de banda e muito baixa latência. 
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Figura 2.3 – Arquitectura do CBE (imagem retirada de (Gschwind, Erb, Manning, & Nutter, 2007)) 
 
Power Procesing Element (PPE) 
Responsável pelo controlo do sistema, ou seja, responsável pelo controlo dos 8 cores SPE, o 
PPE(representado na figura 2.4(imagem retirada de (IBM, 2005))) que é um PowerPC 970 de 
64 bits, a 3.2 GHz, com um processador (Power Processing Unit  - PPU) com suporte para 
execuções de 2 processos leves (STM – Simultaneous MultiThreads). O PPU tem associada  
uma cache L1 de 32KB para instruções, e uma cache L1 de 32KB para dados. 
 
Figura 2.4 – Arquitectura do Power Processor Element (imagem retirada de (IBM, 2005)) 
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 O Power Processor Storage Subsystem (PPSS) é constituído por uma cache L2 
associativa por grupos de 512KB usada para instruções e dados, em que cada grupo tem 8 
linhas. O PPSS controla os pedidos à memória feitos pelo PPE assim como controla pedidos 
externos de outros processadores ou de dispositivos de E/S ao PPE. O acesso à memória 
principal é feito apenas através de operações de load e store. 
 Devido a usar o mesmo instruction set que outros PowerPc de 64 bits, é possível utiliza-
lo com sistemas operativos convencionas, já existentes para esta arquitectura, nomeadamente 
AIX e Linux O conjunto de instruções do PPE inclui extensões multimédia Vector/SIMD 
(VMX) (Eisen, et al., 2007) e as chamadas extensões que permitem o acesso às facilidades 
hardware do PPU e dos 8 SPUs.   
 O Power PC usa um “pipeline” relativamente simples e não reordena instruções, pelo que 
é possível usar grandes velocidades de relógio e uma grande largura de banda no acesso à 
memória.  
 
Synergistic Processing Element (SPE) 
 
O poder computacional do CBE reside nos seus oito SPE. Como se pode ver na figura 2.5 
(imagem retirada de (Buttari, Luszczek, Kurzak, Dongarra, & Bosilica, 2007)) cada SPE é 
constituído por um processador RISC SIMD (Reduced Instruction Set Computer single 
instruction multiple data)  que usa um conjunto de instruções  - Instruction Set Architecture 
(ISA)- diferente do do PPU e que é baseada na arquitectura VMX, permitindo 128 registos de 
128 bits com suporte para algumas operações escalares (o operador escalar deve estar na 
“slot” preferencial, ver figura 2.6(imagem retirada de (IBM, 2005))). As instruções SIMD 
permitem trabalhar simultaneamente sobre dois valores de vírgula flutuante de precisão 
dupla, quatro valores de virgula flutuante de precisão simples, quatro valores de 32-bit, oito 
valores 16-bit ou 16 valores 8-bit (ver figura 2.6 para descrição detalhada dos registos, zona 
preferencial e tipos de dados aceites pelo SPE. O uso do pipeline permite completar uma 
instrução vectorial em cada ciclo do clock. O  Synergistic Processor Unit  (SPU) possui dois 
pipelines, sendo o ímpar responsável pela computação e o par pelas operações envolvendo 
memória. Assim, e fazendo uso de pipelining, podem-se executar duas operações por ciclo, 
uma operação sobre memória e uma instrução aritmética. 
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Figura 2.5 – Arquitectura do Synergistic Processing Element (imagem retirada de (Buttari, Luszczek, 
Kurzak, Dongarra, & Bosilica, 2007)) 
 
 Cada SPE contém ainda uma memória local chamada Local Store (LS) e um controlador 
da memória chamado Memory Flow Controller (MFC). A falta de uma memória cache é uma 
das grandes diferenças para os processadores convencionais. Ao invés da cache os SPE 
possuem a LS, que funciona como um espaço de endereçamento de 18-bits, que é mapeado 
directamente no espaço de endereçamento global. Cada LS é uma memória unificada SRAM 
dedicada a instruções e dados. O SPE apenas executa código e dados guardados na LS, 
contudo não executa operações aritméticas e lógicos com a memória, sendo necessário 
transferir os dados para os registos, o que faz do SPU uma arquitectura Load Store. Contudo, 
usando o EIB, é possível mover dados da memória principal para a LS, fazendo uso das 
capacidades de DMA do MFC e da ligação do memory interface controller (MIC) à memória 
principal. As capacidades de DMA permitem também ao PPE aceder à LS. 
 O MFC e a existência de um pipeline com duas unidades separadas permitem uma maior 
independência entre o ritmo de processamento e a taxa de acesso à memória. 
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Figura 2.6 – Um registo SPU, com o slot preferência para cada tipo de dados (imagem retirada de 
(IBM, 2005)) 
 
Element Interconnect Bus (EIB) 
 
O EIB (Ainsworth & Pinkston, 2007) é a estrutura responsável pelas transferências de dados 
entre o PPE, os SPEs, a memória central e as interfaces de entrada e saída do processador. 
Assente numa estrutura para dados de quatro anéis unidireccionais que circulam aos pares em 
sentidos contrários, com um mecanismo de controlo de acesso baseado em testemunho 
(token), ou seja, só o SPE que tem o testemunho é que pode usar o EIB. Cada anel permite 
até três transferências concorrentes não sobrepostas, num total de 12 transferências de dados 
possíveis ao mesmo tempo. 
 Com esta estrutura, num processador CBE a 3.2 GHz a largura de banda em comunicação 
alcançável pelo EIB é teoricamente de 204.8 GB/s. 
 A posição de cada SPE no bus é importante, visto que transferências entre elementos 
adjacentes apresentam um latência menor do que entre elementos distantes. Na figura 2.7 
(imagem retirada de (Guerreiro, 2009)) é possível ver o ID de cada elemento, assim como a 
ordem com que cada elemento está ligado ao EIB.  
 O EIB não tem nenhum mecanismo que garanta a qualidade de serviço no acesso aos 
anéis. Há facilidades hardware para suportar software de sistema que regula a frequência com 
que cada recurso (PPE, SPEs, mecanismos de E/S) pode usar o EIB e os recursos de E/S. 
23 
 
 Este mecanismo opera sobre as duas interfaces externas, o MIC que providencia uma 
relação entre o EIB e a memória principal, e o Cell Broadband Engine Interface (BEI) que 
controla as transferências de dados entre o EIB e os dispositivos de E/S. Através dos canais 
externos de E/S (FlexIO) é possível estender a unidade lógica EIB a dispositivos externos, 
como por exemplo outro CBE.  
 
Figura 2.7  - Ligações com o Element Interconnected Bus (imagem retirada de (Guerreiro, 2009)) 
 
      2.3.3 Contribuições do CBE 
 
Seguidamente descreve-se de que forma concreta como a arquitectura Cell contribui para a 
resolução dos problemas apontados no início da secção 2.2. 
 
Consumo energético 
 
Uma forma de reduzir o consumo assenta no facto de existirem N1 processadores 
optimizados para correr o sistema operativo e N2 processadores optimizados para aplicações 
que necessitem computação intensiva. Para tal o CBE possui o PowerPC Processor Element 
(PPE), um processador de controlo, para correr sistemas operativos e fazer planeamentos, e 
oito SPE, que são processadores especializados em computação intensiva. Os SPUs só 
consumirão energia quando em uso. 
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Uso de memória 
 
Para resolver o problema da latência no acesso à memória, os SPEs do CBE usam uma 
estrutura de memória com 3 níveis (memória principal, memória local (LS) em cada SPE e os 
128 registos de ficheiros em cada SPE), efectuando transferências assíncronas por DMA 
entre a memória principal e as LS.  
 Com este tipo de estrutura o CBE suporta 128 transferências em simultâneo entre a 
memória principal e os oito SPE, o que equivale a um factor cerca de 20 vezes superior ao 
dos processadores convencionais.  
 
Frequência do processador 
 
O uso do PPE para controlo e dos SPEs na computação de tarefas intensivas permitiu que 
cada um deles pudesse ter sido concebido para funcionamento em frequências elevadas de 
relógio sem complexidade acrescida. O PPE atinge a eficiência baseando-se na execução de 
duas threads simultaneamente ao contrário da usual optimização de performance numa só 
thread. No caso dos SPEs a eficiência é atingida pelo uso de muitos registos de grande 
dimensão que permitem várias instruções em simultâneo sem o overhead provocado, por 
exemplo, por execuções fora de ordem, que não são suportadas.  
      2.3.4 Hardware que inclui o CBE  
 
O processador CBE pode ser encontrado por exemplo na consola Sony Playstation 3 (PS3) 
(Kurzak, Buttari, Luszczek, & Dongarra, 2007), nos blade servers IBM BladeCenter QS21 
(IBM, 2008) e IBM BladeCenter QS22 (IBM, 2009) ou em sistemas puramente híbridos 
como o roadrunner . 
 A Sony PlayStation 3 inclui um CBE e o seu uso em computação cientifica intensiva é 
advogado em vários relatórios, nomeadamente em (Kurzak, Buttari, Luszczek, & Dongarra, 
2007). No entanto há vários inconvenientes nomeadamente o facto de só estarem disponíveis 
seis SPEs, e existir bastante overhead associado ao sistema operativo nativo da PS3 
(Guerreiro, 2009), dado que este supervisor nativo controla todos os acessos à memória, 
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interpondo-se entre o núcleo do Sistema Operativo e o hardware. Esta situação conduz 
normalmente a uma grande perda de desempenho.  
 Recentemente apareceram no mercado placas PCI-X, com um processador CBE 
incorporado. Trata-se de uma proposta hardware recente e de custo elevado. 
 A IBM tem soluções baseadas no CBE através do produto IBM BladeCenter no qual 
podem ser inseridas placas blade, cada uma com 2 processadores Cell. O departamento de 
Informática da FCT/UNL recebeu uma doação da IBM Portugal no âmbito do programa SUR 
que inclui um front-end IBM Power 505 e um BladeCenter com três blades IBM QS21. Este 
é o hardware usado no trabalho, apresentando-se seguidamente uma sua descrição breve. 
 
IBM BlaceCenter QS21 
 
O QS21 é apresentado pela IBM como uma solução de alto rendimento em blades para 
aplicações que necessitam high performance computing (HPC), tais como distribuição de 
conteúdos digitais e, processamento de imagem e sinais. 
 A arquitectura do QS21 assenta em dois processadores CBE a 3.2GHz, ideais para 
computação paralela e operações de streaming, incluindo cada processador o respectivo PPE 
e os oito SPEs. 
 A figura 2.8 (imagem adaptada (IBM, 2008)) mostra ao pormenor as especificações do 
QS21, com especial importância o uso dos dois processadores CBE. 
 O QS21 já foi substituído pelo QS22, que é apresentado como uma blade de computação 
de alta performance. A sua arquitectura é baseada no uso de dois processadores multi-core 
IBM PowerXCell 8i a 32GHz, uma nova geração de processadores com a arquitectura 
CBEA, com um PPE e 8 SPE especializados em operações de precisão dupla. Apresenta 
ainda uma memória de processamento de 32GB (16GB por processador). Esta arquitectura 
permite uma performance de mais de 6.4 TFLOPS em operações de precisão simples, e 3.0 
TFLOPES em operações de precisão dupla, o que corresponde a um grande aumento na 
capacidade de processamento em operações de precisão dupla. 
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Figura 2.8 – Especificações do IBM BladeCenter QS21 (imagem adaptada (IBM, 2008)) 
 
Roadrunner 
 
De uma parceria do laboratório Los Alamos National Laboratory com a IBM resultou um 
super-computador chamado Roadrunner. Assente numa arquitectura híbrida, este super-
computador tem como base do seu desenho servidores AMD dual-core Opteron com um 
processador Cell anexado. Tal estrutura faz com que o desenvolvimento de código para este 
computador seja único e complicado. Por este motivo foram desenvolvidas algumas 
bibliotecas para facilitar a programação de arquitecturas híbridas, entre elas a Accelerated 
Library Framework (ALF) usada neste trabalho. 
 Na configuração actual o Roadrunner é constituido por 18 unidades de interligação, que 
são ligadas por oito comutadores Infiniband ISR2012. São estas unidades ligação que unem 
os 6.480 processadores Opteron e os 12.960 processadores PowerXCell 8i (9 cores) 
existentes em 6.480 blades QS22 que faz um total de 122.400 cores. 
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 O bloco básico deste super-computador é a Triblade, em que coexistem dois dual-core 
Opterons com 16 GB de memória RAM e 4 PowerXCell 8i CPU’s com 16 GB de memória 
RAM. 
 Esta arquitectura permitiu em 2008 atingir um pico de performance de 1.456 petaflops, 
com um consumo energético relativamente baixo de cerca de 444 megaflops por watt de 
energia. Na figura 2.9 (Bergen, Henning, & Wright, 2008) é possível verificar a arquitectura 
geral do Roandrunner. 
 
Fig. 2.9 – Arquitectura geral do Roadrunnr (Bergen, Henning, & Wright, 2008) 
 
     2.4 Programação de aplicações usando o Cell 
 
Dificuldades na programação de aplicações 
 
As particularidades do Cell levam à impossibilidade do uso directo dos modelos de 
programação paralela. Assim uma enorme diversidade de novos modelos foi proposta, 
incluindo modelos de memória partilhada, modelos de memória distribuída, modelos de 
processamento por streaming assim como aproximações mistas. Praticamente todas estas 
aproximações são baseadas no poder computacional dos SPEs, sendo-lhes assim incumbidas 
todas as tarefas de computação, cabendo ao PPE a distribuição das tarefas pelos SPEs. 
 Dado que o instruction set do PPE é uma extensão do PowerPC, as instruções do PPE 
incluem o conjunto VMX. Embora os SPEs também suportem as instruções VMX, há muitas 
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outras que são particulares de cada um, requerendo assim que o código para PPE e para os 
SPEs tenha de ser compilado por diferentes compiladores. 
 Assim, com o intuito de obter a melhoria de performance para que foi concebido, a 
programação no CBE deve assentar em alguns pontos importantes: 
 
• paralelização: a ideia de paralelização e logo de uma distribuição das tarefas a 
executar pelos oito processadores SPE, o que tornará a execução, em teoria, oito 
vezes mais rápida, pois deve-se que ter em conta o tempo para preparação de threads 
paralelas e preparar todo o processo de paralelização;  
 
• vectorização: tirar partido do enorme poder de processamento dos vectores SIMD 
existentes nos SPEs. Apesar de o compilador do SPE estar preparado para correr 
código escalar, a aproximação usando código vectorial é a ideal, pois tira partido do 
facto de poder processar duas instruções ou dois conjuntos de dados ao mesmo 
tempo, sendo este numero elevado para 16 se considerarmos os oito SPEs;   
 
• double-buffering: fazer um bom uso das transferências DMA, pois tendo em conta 
que os dados não estão disponíveis “on-the-fly” e é necessário que sejam transferidos 
para a LS, deve-se fazer um bom planeamento das transferências de dados para evitar 
que o SPE fique bloqueado à espera de dados. Uma boa aproximação para resolver 
este problema é usar a técnica de Double Buffering, que se baseia na existência de 
dois conjuntos de dados, sendo que um conjunto está a ser processado e outro está a 
ser alvo de transferências.  
 
• reutilização de dados: para reduzir o número de transferências de memória é 
importante organizar o código de forma a reutilizar os dados assim que eles sejam 
transferidos para a LS, por forma a evitar terem de ser transferidos novamente; 
 
• desdobramento (unrolling) de ciclos: dada o elevado numero de registos nos SPEs e 
dada a simplicidade da arquitectura do SPE (não existe renomeamento de registos, 
não há execução especulativa, não há branch prediction dinâmico, etc), o 
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desdobramento de ciclos leva a um aumento de performance. Contudo, de notar que 
nem sempre é possível o desdobramento dos ciclos. 
 
• redução do número de saltos: dado que os SPEs apenas conseguem executar 
previsões de saltos estáticas, que se verificam pouco eficientes em programas com 
diagramas de execução complexos, é assim preferível evitar o uso de saltos por forma 
a não diminuir a performance. 
 
 Tendo em conta os pontos referidos anteriormente a  programação para o CBE deve 
assentar no esquema apresentado na figura 2.10, em que o processamento de cada 
funcionalidade envolverá duas parte: 
• Código para o PPE: processa o input; cria uma PThread para interacção com o SPE; 
espera pela execução da thread; processa o output e termina a execução 
• Código para o SPE: o programa inicia na função principal; usa Direct Memory 
Access (DMA) para obter os dados da memória principal para a LS; processa os 
dados e coloca o resultado na memória principal 
 
  PPE            SPE 
Recebe input 
          Cria Thread SPE 
 
 Espera execução da thread           Transferências DMA     
       Executa processamento e coloca dados em memória 
 
   Devolve dados já processados ao PPE 
Emite output 
 
Figura 2.10 – Esquema da execução de um programa no CBE 
     2.5 SDK da IBM 
 
A IBM, por forma a facilitar a programação no CBE lançou um Software Development Kit 
(SDK) para Multicore Accelaration (IBM, 2005), que inclui uma especificação do CBE, um 
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sistema operativo 64-bit PowerPC Linux, exemplos de código SDK, e um simulador de 
sistema completo para o CBE. 
 De notar que a programação para CBE implica o conhecimento e familiarização com 
algumas bibliotecas, como Posix Threads (PThreads) (Wagner & Towsley, 1995) e Intrinsics 
(IBM, 2008). 
 
Posix Threads 
 
Os processos leves (ou threads) são assim chamados por terem associado menor gasto de 
tempo e recursos na gestão de operações e sincronização. A partilha de memória facilita 
ainda a comunicação entre threads, eliminando assim a necessidade de recorrer a pipes ou 
sockets. De considerar ainda que o custo da mudança de contexto entre threads é menor do 
que entre processos. Por outro lado as threads apresentam a vantagem de partilhar os recursos 
(memória global, descritores de ficheiros, sinais, ID de user e de grupo), logo cada thread 
tem apenas associado uma pilha (variáveis locais e endereço de retorno), um conjunto de 
registos e o program counter. 
 Apresenta-se seguidamente as principais funções API PThreads que é uma norma IEEE 
(Posix 1003.1c).  
 
• Gestão de processos leves 
 
int pthread_create(pthread_t *thread, const pthread_attr_t *attr, void *(*start_routine)(void *), void 
 *arg)  // criação de um processo leve, após ser criada a thread vai executar a rotina start_routine 
void pthread_exit(void *value_ptr)   // termina a thread e devolve um valor  
int pthread_join(pthread_t thread, void **value_ptr)  // suspende a execução da thread à espera que a 
 thread passada como argumento termine 
 
 Devido à partilha de recursos alguns cuidados de utilização devem ser levados em conta. 
Alterações, feitas por uma thread, em recursos partilhados são visíveis pelas restantes (e.g. 
fechar um ficheiro). A alteração da mesma zona de memória é possível por duas threads 
distintas, requerendo desta forma algum modo de sincronização. Dois apontadores com o 
mesmo valor apontam para os mesmos dados. É necessário então, prevenir situações de 
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corridas, que acontecem quando duas ou mais threads acedem a dados partilhados e o 
resultado final depende da ordem de execução das threads.  
 A sincronização necessária pode ser garantida pelo uso de mutexes, variáveis de condição 
ou semáforos. 
• Sincronização usando “Mutexes” 
Usados para sincronização das threads e proteger o acesso a dados partilhados, dando 
estes acesso exclusivo a um só processo leve, a uma determinada zona partilhada do 
código, sendo o acesso bloqueado a outros processos leves. 
 
int pthread_mutex_init(pthread_mutex_t *mutex, const pthread_mutexattr_t *attr)  // cria  nova 
 variável do tipo mutex de acordo com os atributos definidos no Segundo parâmetro da função 
int pthread_mutex_destroy(pthread_mutex_t *mutex)  // destrói variável do tipo mutex 
int pthread_mutex_lock(pthread_mutex_t *mutex) // bloqueia um thread para obter acesso  exclusivo 
à região do código  
int pthread_mutex_unlock(pthread_mutex_t *mutex) // desbloqueia um thread para que outros 
possam aceder à região de código bloqueada 
 
• Sincronização usando variáveis de condição 
Utilizam-se sempre em conjunto com os mutexes e permitem a sincronização das 
threads de acordo com o valor actual de uma determinada variável. 
 
int pthread_cond_init(pthread_cond_t *cond , pthread_condattr_t *attr) // inicializa uma variável de 
 condição 
int pthread_cond_destroy(pthread_cond_t *cond) // destrói os atributos de uma variável de 
 condição 
int pthread_cond_signal(pthread_cond_t *cond) //desbloqueia  thread em espera de um  sinal 
int pthread_cond_wait(pthread_cond_t *cond, pthread_mutex_t *mutex) // bloqueia uma thread até 
 que uma variavel de condição seja sinalizada 
 
A biblioteca Intrinsics 
 
A biblioteca Intrinsics permite o acesso, a partir da linguagem C, a um conjunto de 
instruções máquina do SPE e do PPE, comandos da família VMX. Através destes comandos 
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é possível ao programador usar mais facilmente as instruções SIMD do SPE sem ter que se 
designar directamente aos registos. Por outro lado, o uso destas extensões permite que o 
compilador produza código eficiente para os SPEs.  
 Este conjunto de funções está dividido em quatro subáreas, intrínsecas especificas, 
genéricas, compostas e predicados, usando os SPEs as 3 primeiras, e o PPE as duas primeiras 
e a última. Na tabela 2.1 é possível ver a definição de cada uma. 
 
Tabela 2.1 – Classes  de intrínsecas para PPE e SPE 
 
Tipo de intrínseca Definição PPE SPE 
Especificas Funções mapeadas directamente com uma única instrução assembly 
in-line  
X X 
Genéricas São mapeadas para uma ou mais instruções assembly in-line 
dependendo do tipo de parâmetros de entrada 
X X 
Compostas Constituídas por uma sequencia de intrínsecas genéricas ou 
especificas 
 X 
Predicados Avaliam condições de SIMD X  
 
 
 No exemplo 2.2 (exemplo adaptado de (Guerreiro, 2009)) e exemplo 2.3 (exemplo 
adaptado de (Guerreiro, 2009)) são apresentadas as diferenças em termos de código para uma 
mesma operação, usando, respectivamente código escalar e código vectorial. O exemplo em 
questão efectua uma simples operação de adicionar dois vectores de inteiros. De notar que o 
exemplo 2.3 apenas mostra o código a executar pelo SPE, que é responsável pela operação de 
processamento, neste caso a adição. O PPE é responsável por processar os dados de entrada, 
iniciar a thread que interage com o SPE e esperar pela sua conclusão (ver figura 2.9 para 
representação da interacção entre o PPE e os SPEs).  
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Exemplo 2.2 – Adicionar dois vectores (versão escalar) (exemplo adaptado de 
(Guerreiro, 2009)) 
 
 #include <stdio.h>  
  int main(void)  
  { 
  int a[4] = {2, 2, 2, 2}, b[4] = {10, 20, 30, 40}, c[4], count;  
   for (count = 0; count < 4; count++) 
   c[count] = a[count] + b[count];  
  printf("c[4] = {%d, %d, %d, %d}\n",c[0],c[1],c[2],c[3]); 
  return 0; } 
 
 
A versão escalar necessita de quatro ciclos para terminar a operação de adição. No próximo 
exemplo é possível ver a mesma execução no SPE num só ciclo. 
 
Exemplo 2.3 – Adicionar dois vectores (versão vectorial, SPE) (exemplo adaptado de 
(Guerreiro, 2009) 
 
 #include <stdio.h> 
 #include <spu_intrinsics.h>  
 int main(void)  
 { 
  vec_int4 a = {2, 2, 2, 2}, b = {10, 20, 30, 40}, c;  
  c = spu_add(a,b); 
   printf("c[4] = {%d, %d, %d, %d}\n",c[0],c[1],c[2],c[3]);  
  return 0; 
  } 
 
Neste exemplo, que produz o mesmo output que o anterior, o tipo vec_int4 é usado para 
declarar vectores de  inteiros definidos com 32-bit, enquanto a função spu_add é uma função 
intrínseca responsável pela adição dos quatro inteiros. 
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     2.6   Alternativas ao uso do IBM SDK 
 
A paralelização de um programa sequencial poderia também ser feita recorrendo a 
linguagens dedicadas, contudo a prática comum passa por aplicar ao programa sequencial 
uma biblioteca com suporte para programação paralela, que fica acessível ao programador 
através de uma Application Programming Interface (API). Recorrendo a estas bibliotecas, 
pode-se utilizar uma programação baseada em troca de mensagens, com recurso por exemplo 
a Message Passing Interface (MPI (Gropp, 2003)) ,  uma programação baseada em partilha 
de memória onde se apresentam disponíveis por exemplo as Pthreads (apresentadas na secção 
anterior) ou OpenMP (OpenMP homepage) , ou novas abordagens de um nível mais elevado 
influenciadas directamente pela arquitectura do processador Cell ou de outros aceleradores, 
tais como a ALF, o Cell Superscalar (CellSs (Barcelona Supercomputing Center;, 2009)) ou 
Open Computing Language (OpenCL ( (McMahon, 2008)).  
 
     2.7   Uso do paradigma de memória partilhada 
 
O uso do paradigma de memória partilhada é mais eficiente em arquitecturas de memória 
partilhada com coerência assegurada pelo hardware. No Cell BE em essa coerência tem de 
ser assegurada explicitamente, no entanto a elevada largura de banda do EIB permite antever 
que soluções baseadas neste paradigma podem apresentar bons resultados. 
 Existem algumas abordagens no OpenMP (O’Brien, O’Brien, Sura, Chen, & Zhang, 
2007) e outros que se baseiam na apresentação ao programador de operações de gestão do 
espaço de endereçamentos que simulam a existência dum espaço de endereçamento único ao 
PPE e SPEs - Distributed Shared Memory (DSM( (Larsen, Skovhede, & Vinter, 2009)). 
 
      2.7.1 Distributed Shared Memory  
 
Grande parte da complexidade na programação de aplicações para o CBE reside na 
necessidade de transferências de dados entre as LSs de SPU. E a RAM. 
 Assim as aplicações devem controlar todas as transferências por DMA de código e dados 
entre a LS e a memória principal, assim como deverão zelar pela manutenção da sua 
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coerência. A necessidade de uma gestão explícita da memória, aliado ao tamanho limitado 
das LS (256Kb), torna, como já foi referido, a programação do CBE um desafio para os 
programadores que procuram resultados com alto performance. Como o LS tem de conter o 
código, os dados  e os buffers usados, pode acontecer que não seja possível manter no LS 
todo o código. Uma abordagem é usar um “pipeline” em que o código reside na RAM e é 
transferido para o LS de acordo com a fase de processamento. Assim se o código não couber 
na LS, far-se-á uma separação em dois, quatro ou oito estados de pipeline, dependendo do 
tamanho do código. Assim com o uso de Distributed Shared Memory (DSM), usando regiões 
de memória etiquetadas, cada SPE pode obter uma cópia, possivelmente exclusiva de uma 
zona de memória. Este operação também irá funcionar como sistema de sincronização.  
 Para resolver este problema alguma abordagens foram feitas. Em (Lee, et al., 2008)) é 
criada uma ilusão de uma memória global partilhada, à qual qualquer PPE ou SPE podem 
aceder para obter dados partilhados sem o programador ter de interferir nisso. Em (Larsen, 
Skovhede, & Vinter, 2009)) a aproximação é feita da mesma maneira, ou seja, se estivermos 
na presença de, por exemplo, um cluster de CBE, vamos considerar dois níveis de memória 
partilhada. Na figura 2.11 (Imagem retirada de (Lee, et al., 2008)), é possível verificar a 
existência de um sistema de memória partilhada à qual os processadores de um CBE acedem. 
Contudo este sistema está apto para enviar pedidos para fora do seu sistema de memória 
partilhada, enviando assim a informação para o sistema de memória partilhada do cluster. 
Desta forma a programação do CBE torna-se bastante mais fácil. 
 
Figura 2.11 – Esquema de acesso a memória partilhada num cluster de CBE (Imagem 
retirada de (Lee, et al., 2008)) 
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      2.7.2 OpenMP  
 
O OpenMP é um nome que define conjunto de anotações a programas em C e Fortram e de 
funções de biblioteca que permitem a escrita de programas que exploram configurações de 
multiprocessadores de memória partilhada. Detalhes sobre o OpenMP podem ser obtidos em 
(Chapman, Jost, & Van der Pas, 2008). 
 Quanto ao seu uso no Cell existem vários esforços nesse sentido, mas o mais interessante 
é relatado em (O’Brien, O’Brien, Sura, Chen, & Zhang, 2007). 
 Este sistema é construído estendendo o compilador XL da IBM e está disponível. Os 
outros relatos experimentais feitos a benchmarks WAS e OMP 2001 em que a performance 
conseguida se aproximou da que é obtida usando “normally written and oprtimized code” 
 
     2.8   Uso do paradigma de troca de mensagens 
 
A arquitectura do CBE poder-se-ia assemelhar a um pequeno  cluster  num chip, uma vez 
que cada processador corre os seus próprios programas, tem a sua própria memória e a 
comunicação entre eles é explicita. Apesar dos processadores trocarem informações através 
de escritas e leituras de memória principal, o uso de DMA faz com que se pareçam mais com 
operações de E/S do que com acessos à memória. Assim faz todo o sentido pensar-se em 
organizar uma aplicação como um conjunto de processos que comunicam entre si trocando 
mensagens. Esta aproximação permite a utilização do MPI ( Message Passing Interface) que 
é em norma usado na programação de clusters.  
 
      2.8.1 Messagem Passing Interface (MPI) 
 
O MPI é uma biblioteca de subrotinas de comunicação para escrita de programas eficientes 
baseados na troca de mensagens, desenvolvidas em linguagem C e que são utilizadas no 
desenvolvimento de programas para serem executados em mais dum processador. A norma 
MPI disponibiliza rotinas para comunicação ponto a ponto, comunicação colectiva, gestão de 
grupos de processos, criação e manipulação de tipos de dados e criação de topologias 
virtuais, entre outras. A evolução desta para a norma MPI-2 acrescentou novas rotinas, 
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nomeadamente a permissão para a criação dinâmica de processos e operação paralelas de 
E/S. 
 O MPI pode ser considerado um conjunto de processos (tasks) com memória local que 
executam de forma concorrente e que comunicam entre si através da troca de mensagens, 
apresentado também uma comunicação explícita através de operações cooperativas. 
 Neste modelo de troca de mensagens as tarefas são identificadas por ranks(número que 
identifica um processo num grupo). Este rank é um número inteiro que varia entre 0 e n-1, 
sendo n o número de tarefas, e é para identificar a origem e o destinatário das mesmas. 
 Inicialmente no MPI todos os processos pertencem ao mesmo grupo chamado 
MPI_COMM_WORLD e este baseia-se num mecanismo de comunicação directo, onde cada 
processo é designado por um par (comunicador, índice), sendo o comunicador o identificador 
que define o grupo. Vários tipos de comunicação podem ser definidos, ponto a ponto, 
broadcast ou multicast onde a comunicação se faz dentro de um grupo personalizado e não 
entre todos os nós. 
 Os programas MPI baseiam-se na existência de rotinas. Assim todos eles devem possuir 
obrigatoriamente a rotina MPI_Init e MPI_Finalize. A primeira inicializa o sistema de troca 
de mensagens e deve preceder toda as demais chamadas MPI. 
 
MPI_Init(&argc,&argv)  // inicializa o sistema de troca de mensagens e deve preceder toda as demais 
chamadas MPI 
MPI_Finalize ()  // finaliza o sitema de troca de mensagens e deve ser a última chamada MPI 
 
 
 Os ranks dos processos podem ser identificados através das rotinas MPI_Comm_Rank e 
MPI_Comm_Size. 
 
MPI_Comm_rank(MPI_COMM_WORL, &myrank)  //  Obtém o rank ou identificador dentro de um 
grupo 
MPI_Comm_size(MPI_COMM_WORLD, &nprocs)   // obtém a quantidade de processos pertencentes 
a um grupo 
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 Dado o MPI se basear na troca de mensagens, duas funções processam o seu envio e 
recepção MPI_Send e MPI_Recv. As mensagens são definidas por um conjunto de dados 
mais um envelope, sendo os dados do tipo escalar ou vectorial e definidos por um tipo. O 
envelope tem como parâmetro a origem, o destino, uma Tag e um comunicador. Por origem e 
destino entende-se rank do processo que envia a mensagem e do destinatário. A tag é um 
identificar para a mensagem e as rotinas MPI_Send e MPI_Recv devem possuir a mesma tag, 
existindo ainda um identificador genérico MPI_ANY_TAG. O comunicador é o identificar do 
grupo ou espaço de comunicação, e as rotinas definidas anteriormente devem também 
possuir o mesmo identificador, sendo o identificador o já referido MPI_COMM_WORLD. 
 
 
MPI_Send(void *buf, int count, MPI_Datatype, int dest, int tag, MPI_Comm comm)  //  Envia uma 
mensagem a um destinatário 
MPI_Recv(void *buf, int count, MPI_Datatype, int source, int tag, MPI_Comm comm, MPI_Status 
*status)   // Envia uma mensagem a um remetente  
 
 Para operações de comunicação em broadcast é necessária a rotina MPI_Bcast  que envia 
a mesma mensagem para todos os elementos de um grupo. 
 As operações de entrada e saída de dados são operações colectivas, permitindo um acesso 
concorrente aos ficheiros. Estas podem ser realizadas sobre sistemas de ficheiros 
clássicos(Ext3 no Linux) ou sobre sistemas de ficheiros paralelos(PVFS). Para tal é 
importante ter em conta as operações MPI_File_open para abertura de ficheiros, MPI_file 
seek que permite deslocar o apontador para leitura dentro do ficheiro, MPI_File_read que é 
responsável pela leitura de dados a partir de um ficheiro, MPI_File_write que é responsável 
por escrever num ficehiro e MPI_File_close para fechar um ficheiro externo. 
 
Seguidamente referem-se trabalhos em que se procura compatibilizar o MPI  e o Cell. 
 
      2.8.2 MPI Micro tarefas (CellMPI) 
 
Em (Ohara, Inoue, Sohda, Komatsu, & Nakatani, 2006), é proposto o sistema MPI Microtask 
que se baseia na criação explícita do processos que residem na LS (chamadas micro tasks). 
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  Este sistema baseia-se na norma MPI-2 que permite a criação dinâmica de processos e 
permite a programação de uma aplicação no modelo SPMD característico do MPI. 
  Este sistema é interessante, mas o seu código não está disponível. 
 
      2.8.3 Cell Messaging Layer  
 
A biblioteca Cell Messaging Layer (CML) (Los Alamos, 2008) é uma biblioteca criada para 
o CBE e que implementa um certo conjunto de funções pertencentes ao MPI, e que a torna 
completamente funcional, providenciando assim um ambiente de programação familiar para 
programadores habituados a programar em ambientes de programação paralela e clusters. 
  A CML foi criada e optimizada para tirar partido da melhor performance do processador 
Cell, sendo teoricamente a biblioteca baseada em troca de mensagens que apresenta melhores 
resultados. A sua arquitectura e desenho estão pensados para tirar partido da flexibilidade do 
PPE para comunicação entre nós. O seu desenho preocupa-se também em minimizar não só o 
uso do PPE , bem como da ligação entre dois Cells (ex: QS21). 
 Assim a CML está desenhada para poder correr em vários processadores Cell ao mesmo 
tempo, tais como um cluster de processadores Cell, partilhando o mesmo espaço de memória. 
Tal aproximação permite que o sistema se assemelhe a um cluster homogéneo de SPE’s, 
podendo cada SPE, comunicar com outro SPE independentemente da sua localização física. 
 A biblioteca apresenta suporte para as rotinas mais comuns da MPI, tais como 
MPI_Init(), MPI_Finalize(), MPI_Comm_Rank(), MPI_Comm_size(), MPI_send(), 
MPI_Recv(), entre outras, o que torna a sua programação bastante parecida com a utilização 
da biblioteca MPI. 
 
 O código fonte desta biblioteca está disponível. 
 
     2.9   Suporte de heterogeneidade 
 
Como o Cell é um processador heterogéneo pode tirar partido de algum desenvolvimento 
recente que procuram acomodar no mesmo programa componentes para executar em 
processadores diferentes. 
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2.9.1 ALF 
A maioria das aplicações desenhadas para o CBE procuram tirar partido da sua enorme 
capacidade de processamento. Normalmente estas aplicações exigem o processamento e 
troca de grandes quantidades de dados entre o PPE e os SPE's. Quando este processamento 
exige listas enormes de operações não contíguas, torna-se extremamente difícil, ou mesmo 
impossível acompanhar tanto a troca de mensagens como a troca de dados entre os vários 
processadores.  
 Com a utilização da ALF (IBM, 2006) deixa de ser necessário o desenho de diagramas 
extremamente complexos e de leitura impossível para acompanhar as transferências DMA e 
a utilização de buffers, ficando o utilizador responsável pela gestão de tarefas, partição dos 
dados e controlo de erros. Apesar da simplificação na escrita de código, a ALF introduz uma 
série de conceitos novos que podem demorar algum tempo a ser assimilados e 
compreendidos.  
 Como uma das suas características principias, a ALF suporta o modelo de programação 
multi programming multiple data(MPMD) que permite que vários programas possam ser 
escalonados para vários elementos de processamento ao mesmo tempo. 
 Esta estrutura providencia ao programador um ambiente de programação para criar 
aplicações que requerem transferências de dados de larga escala e utilização de 
multibuffering. Assim a ALF exige ao programador uma divisão do código numa parte de 
controlo e  numa parte de computação ou kernel computacional. O host (PPE) fica 
responsável pelo controlo da aplicação e invocação dos aceleradores (SPE's), que ficam 
responsáveis pela execução dos kernels computacionais, num conceito semelhante à 
utilização do próprio SDK da IBM e que também se assemelha à programação de GPGPUs. 
 Assim com o intuito de providenciar uma forma de programação do processador Cell 
mais simples a ALF providencia gestão de transferência de dados, gestão de tarefas paralelas 
e double bufferin. Com esta biblioteca é ainda possível criar múltiplas tarefas de computação 
e definir uma dependência entre elas cujo escalonamento é providenciado de uma forma 
automatizada pela ALF. Este biblioteca está assim desenhada para programas que precisam 
de processamento de grande quantidade de dados, ou para execução de vária tarefas 
diferentes em vários processadores ao mesmo tempo. Isto permite dividir um problema em 
vários sub-problemas e atribuir uma tarefa a cada um deles. 
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 A essência da ALF baseia-se assim numa partição dos dados em vários blocos, colocação 
desses blocos numa fila de espera para serem computados pelos aceleradores e esperar pelo 
retorno dos resultados. Com esta estru (IBM, 2005)tura é permitido que uma única tarefa 
seja executada em paralelo por vários aceleradores, processando diferentes pedaços de dados 
(ver fig. 2.12 (IBM, 2006) para visão geral da arquitectura e figura 2.13 (IBM, 2006) para 
ver o fluxo de trabalho na ALF) . 
 
 
Figura 2.12 – Visão geral da arquitectura (IBM, 2006) 
 
Núcleos computacionais 
Estes núcleos são rotinas definidas pelo utilizador que recebem dados para ser processados, 
através de uma date tranfer list (input_dtl) e são devolvidos após processados pelo núcleo, 
através de outra date tranfer list (output_dtl). Tanto estas como as funções representadas a 
seguir são assim funções auxiliares do núcleo computacional. 
          { alf_accel_comp_kernel, alf_accel_input_dtl_prepare, alf_accel_output_dtl_prepare, 
alf_accel_task_context_setup, alf_accel_task_context_merge } 
Tarefas ALF  
Existem três tipos de tarefas na ALF, tarefas estas que nos permitem uma separação do 
trabalho. As tarefas ao nível aplicação que são executadas directamente no host que 
permitem uma utilização das bibliotecas sem conhecer o seu funcionamento a fundo. As 
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tarefas usadas para aceleração que dividem em dois tipos, o controlo que corre o do lado 
host e os núcleos computacionais que correm do lado dos aceleradores e são invocados pelo 
host.  
 Cada tarefa tem um descritor, onde estão representadas as estruturas de dados associadas 
a essa tarefa, o tipo de dados de entrada e saída e o tamanho dos bufferes de envio e 
recepção para os aceleradores. Devem também ser aqui invocados os núcleos 
computacionais. 
 
Figura 2.13. – Fluxo de trabalho no ALF (IBM, 2006) 
 
 Cada tarefa pode ser escalada para correr em mais do que um acelerador, sendo cada 
inicialização chamada de instância da tarefa. O número de instâncias de cada tarefa pode ser 
dinâmico ou fixo, sendo neste caso iniciadas todas as instâncias antes de os blocos de 
trabalho lhes serem atribuídos.  
 Também associado às tarefas estão os contextos de tarefa que podem ser usados para 
dados que necessitam ser usados durante toda a computação e que serão usados por todos os 
blocos de trabalho, como por exemplo um resultado final que está dependente de todos os 
blocos de trabalho. 
 
Blocos de trabalho 
Um bloco de trabalho representa uma invocação de uma tarefa com um conjunto específico 
de parâmetros e dados de entrada e saída. Estes dados são descritos e transferidos entre 
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processadores pelas DTL, enquanto os parâmetros são fornecidos pela API da ALF. 
Dependendo da aplicação, as DTL podem ser geradas ou no host ou nos aceleradores.  
 Antes de a tarefa computacional ser chamada o bloco de trabalho prepara os parâmetros e 
os dados para processamento nos aceleradores. 
 
Data Transfer Lists (DTL) 
É nas DTL que os dados de entrada e saída para cada bloco de trabalho são descritos, sendo 
estas estruturas iniciadas ou no host ou nos aceleradores, conforme escolha do programador. 
 As DTL representam assim os dados que estão na memória do host, contendo assim cada 
entrada de cada lista um campo com o tamanho dos dados e um apontador para a zona de 
memória do host onde os dados estão guardados. Os dados na memória local do aceleradores 
são sempre guardados de acordo com as entradas nas DTL (ver figura 2.14 (IBM, 2006)). 
 Em  muitas aplicações os dados não ficam guardados contiguamente em memória, como 
no caso de matrizes tridimensionais, sendo a matriz original normalmente partida em várias 
matrizes de tamanho inferior, sendo os dados de cada matriz distribuídos por várias posições 
na memória do host, enquanto que nos acelerados os dados são guardados contiguamente 
para maior eficácia no processamento. 
 
Figura 2.14 – estrutura de uma DTL (IBM, 2006) 
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Data Set 
Os data sets são um conjunto lógico de buffers  de dados. É assim através dos data sets de 
dados que os aceleradores ficam a saber o conjunto de dados que cada bloco de trabalho tem 
de processar, sendo que a ALF usa esta informação para optimizar as transferências de dados 
entre o host e os aceleradores. 
 Um conjunto de dados pode estar associado a várias tarefas, sendo que cada bloco de 
trabalho dentro de uma tarefa vai estar associado aos dados do respectivo conjunto de dados. 
Cabe ao utilizador fazer a gestão dos conjuntos de dados, pois nada garante que duas tarefas 
a acederam ao mesmo conjunto de dados e que não tenham dependências definidas sejam 
executadas pela ordem correcta. 
 
2.9.2 OpenCL 
 
O OpenCL (McMahon, 2008) é um ambiente de programação que permite a escrita de 
programas paralelos independente da plataforma de execução (CPUs, GPUs e outros 
aceleradores) e em que diferentes partes da aplicação podem correr em simultâneo em 
dispositivos heterogéneos. O OpenCL inclui uma linguagem baseada no C99 para escrita de 
kernels (funções que executam em dispositivos OpenCL), assim como inclui API’s que são 
usadas para definir e controlar os kernels. Os kernels são compilados em tempo de execução 
para um determinado dispositivo alvo. Isto permite tirar partido de todos os dispositivos 
existentes no sistema com um simples conjunto de kernels portáveis. 
 O OpenCL garante um aumento de performance, com suporte para um leque muito vasto 
de aplicações, desde software embutido até soluções para computação de alto performance.
 Um programa OpenCL começa por detectar os dispositivos que o suportam (CPU’s ou 
GPU’s); em seguida inicializa os dispositivos computacionais e cria contextos 
computacionais e filas de trabalho.  
 Em termos de modelos de execução o kernel pode suportar paralelismo de dados ou de 
controlo.  
 O OpenCL procura libertar o programador da gestão explícita da coerência entre os 
vários níveis de memória existentes através da noção de memory objects. 
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     Existem algumas ofertas de OpenCL para o CellBE (Asahara, Iizuka, Nakamura, Mik, & 
Tsuchiyama, 2010) que para já parecem pouco maduras; resta saber se passarão deste estado 
atendendo à incerteza que existe sobre o futuro deste CPU. 
      2.9.3 Cell Superscalar 
 
O Cell Superscalar (CellSs) (Bellens, Perez, Badia, & Labarta, 2006) tem como objectivo a 
obtenção de simplicidade e flexibilidade do modelo de programação. CellSs poderia também 
ser chamado de Cell source to source, uma vez que baseado no código fonte, o seu 
compilador “source to source” gera o código necessário enquanto uma biblioteca que corre 
em tempo de execução explora o paralelismo existe através da construção em tempo de 
execução de um grafo de dependência de tarefas. Assim em tempo de execução é feito o 
escalonamento de tarefas assim como a gestão dos dados entre os diferentes processadores. 
Por outro lado foi implementado um gestor de tarefas, independente da localização, com o 
objectivo de reduzir o overhead nas transferências de dados. 
 Este modelo permite aos utilizadores a escrita de programas sequencias, tendo a 
framework capacidade para explorar este código na procura de secções que necessitem de 
paralelização, por forma a utilizar o PPE e os SPE’s para o seu processamento. Estamos 
assim perante uma ferramenta de paralelização automática em tempo de execução. Assim ao 
programador apenas é exigido, que use declarações ao estilo do OpenMP antes de algumas 
funções do código. Essas anotações indicam que aquela zona do código pode ser corrida no 
SPE, não querendo isto dizer que necessita obrigatoriamente de ser paralelizada. Para 
explorar o paralelismo, o CellSs faz uso do grafo de dependências, onde cada nó representa 
uma instância de uma função marcada anteriormente para possível execução no SPE, 
enquanto cada ligação entre nós significa que existem dependências de dados. Assim deste 
grafo é possível designar nós independentes para diferentes SPEs ao mesmo tempo. Para 
aumentar a performance da aplicação são usadas algumas técnicas como a análise de 
dependências de dados, localização de dados ou dados que restam ser processados. 
 Como já foi referido a estrutura principal do CellSs é composta por um compilador 
“source to source” e por uma biblioteca runtime. Como é possível ver na figura 2.15 (figura 
retirada de (Bellens, Perez, Badia, & Labarta, 2006)), com o objectivo de criar um executável 
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para o CBE, o compilador gera dois ficheiros através de um ficheiro com o código fonte na 
linguagem C. 
O PPE vai compilar o ficheiro principal do programa, enquanto o ficheiro a compilar pelo 
SPE é um ficheiro a ser executado segundo ordens do ficheiro principal. Este ficheiro deve 
ser compilado pelo SPE para originar um objecto SPE, que em conjunto com as bibliotecas 
SPE irá formar um executável SPE. Contudo, este programa para poder ser executado deve 
ser embebido no binário do programa executado pelo PPE.  
 
 
Figura 2.15 – Fluxo de processos para criar um executável CBE (imagem retirada de 
(Bellens, Perez, Badia, & Labarta, 2006)) 
 
Conclusões 
 
Na segunda parte desta síntese, várias alternativas para a programação de aplicações no Cell 
foram estudadas. Começou-se pelo SDK da IBM, que expondo ao programador o hardware 
do Cell, torna a programação difícil, mas apresenta provavelmente a abordagem mais 
eficiente. De alguma forma, este ambiente poderia ser tomado como a referência contra a 
qual o desempenho conseguido pelos outros ambientes seria comparado.   
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 Outras abordagens, como o openMP e  DSM apresentam interfaces de programação mais 
simples e mais conhecidas, mas os ensaios feitos mostraram a  pouca maturidade dos 
sistemas. Por outro lado, o sistema CML é robusto e apresenta uma interface de programação 
familiar (MPI); no entanto esta interface só está disponível para troca de mensagens entre 
processos que corram nos SPUs; a programação da troca de informação entre SPU e PPU é 
bastante complexa, obedecendo  a um modelo baseado em callbacks de código que reside no 
PPU que é invocado pelo código que é executado no SPU.   
 Contudo e pelas justificações apresentadas na primeira secção do capítulo 4, este trabalho 
irá utilizar a biblioteca ALF, que parece representar um bom compromisso entre 
funcionalidade, facilidade de utilização e  desempenho.  
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3. Organização da Solução 
 
Nesta secção apresenta-se inicialmente uma breve descrição das principais funcionalidades 
disponibilizadas pelo programa de processamento de imagens tomográficas, assim como é 
descrito resumidamente o programa em si. Mais em detalhe serão apresentadas as operações 
a serem analisadas neste trabalho - bi-segmentação, limpeza de imagem e estatísticas de 
granulometria. 
 Visto que o processamento de imagens obtidas por tomografia de materiais compósitos 
implica por vezes um processamento de larga escala, certas operações necessitam de ser 
paralelizadas, por forma a tornar o processamento mais rápido. Neste contexto o CBE surge 
como uma solução bastante promissora, visto ser um multiprocessador em que cada SPU tem 
grandes capacidades de processamento, sobretudo de inteiros e reais de precisão simples. 
 Assim o plano de trabalho para a implementação deste protótipo passa por uma 
paralelização de partes do código do Tritom recorrendo à biblioteca ALF. As operações a 
paralelizar serão escolhidas de acordo com a experiência anterior de paralelização do referido 
programa; serão naturalmente escolhidas as operações com maior tempo de execução. 
 
     3.1 Operações de processamento de dados tomográficos 
 
Para compreender a organização desta solução e a escolha das operações a serem tratadas, é 
importante compreender-se o programa de tratamento de imagem escolhido, e fazer 
descrever algumas das suas funcionalidades.  
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Tritom    
Como foi referido anteriormente este trabalho usou como base o programa Tritom Vignoles 
2001, que é um programa sequencial.  Após a leitura inicial da imagem é iniciada uma 
sequência de tratamento da imagem. Este tratamento inclui várias etapas, sendo que algumas 
delas necessitam de processamento paralelo tendo em conta o elevado tempo que demora 
esse processamento. Seguidamente apresentam-se algumas das operações de tratamento: 
      3.1.1 Histograma 
 
Esta operação vai calcular o histograma da imagem, percorrendo para isso a imagem 
sequencialmente, e calculando o número de ocorrências de cada cor. As cores irão variar 
entre 0 (preto) e 255 (branco). 
 Assim a frequência de ocorrência de uma cor é calculada através do número n de 
ocorrências dessa cor sobre o número total de voxeis existentes.  
  
              f =  ê ! !  / # #$  
 
      3.1.2 Bi-segmentação 
 
Esta operação separa a imagem em apenas três cores: branco, preto e cinzento. É solicitado 
ao utilizador que apresente um valor mínimo (vmin) e um valor máximo (vmax) para os tons 
de cinzento, para referência. Todos os valores inferiores a vmin encontrados na imagem são 
considerados preto e os voxeis ficam com valor 0 e todos os superiores a vmax são 
considerados brancos e são afectados ao valor 255. Os valores considerados de cor cinzenta 
são unificados num único tom de cinzento cujo valor é 127. 
 Na figura 3.1 é possível ver a imagem de uma amostra no formato original e depois de bi-
segmentada, estando a operação descrita no código seguinte: 
  
 for cada voxel da imagem do 
  if cor do voxel < vmin 
   then cor do voxel = preto  
  else if cor do voxel > vmax 
   then cor do voxel = branco 
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                   Original                Bi-segmentada  
        
Figura 3.1 – Bi-segmentação de uma imagem 
  
      3.1.3 Limpeza de imagem 
 
A operação de limpeza de imagem é geralmente usada após a bi-segmentação, que 
normalmente é constituída por secções brancas e pretas com fronteiras cinzentas. Numa 
imagem é frequente encontrar manchas pretas ou brancas dentro do cinzento, que se tiverem 
um tamanho demasiado pequeno serão consideradas impurezas da imagem e serão 
eliminadas (pintadas de cinzento).   
 Para tal a operação de limpeza quando encontra um ponto branco ou preto verifica se 
existem pontos brancos ou pretos na vizinhança e analisa se o acumulado de pontos brancos 
ou pretos tem tamanho até um limite em que é considerada uma impureza. Esta situação 
acontece quando um conjunto de pontos está rodeado por cinzentos. Nesse caso o conjunto 
de pontos brancos ou pretos, considerados impurezas serão pintados de cinzento. 
 Esta operação tem um tempo de processamento demasiado elevado pelo que se optou 
pela sua paralelização. 
 
      3.1.4 Granulometria 
 
Esta função é responsável por detectar e caracterizar partículas nas imagens tomográficas, 
identificando o centro de massa, as dimensões da partícula e definindo uma caixa que 
delimita a partícula no espaço tridimensional (bounding box). A mesma função calcula 
também o volume e área das partículas.   
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 Esta operação tem o tempo de execução mais extenso da aplicação pelo que terá também 
de ser paralelizada.  
 
      3.1.5 Operações a paralelizar 
 
A operação de segmentação foi paralelizada pois serviu como objecto de teste por forma a 
perceber o funcionamento das bibliotecas de programação paralela para o CBE. Foi usada 
como função de teste pois a operação efectuada em cada ponto não depende do valor dos 
vizinhos. 
  A limpeza de imagem e a granulometria são operações demoradas e justifica-se a sua 
paralelização. 
     3.2   Paralelização usando múltiplos SPUs 
 
Para simplificar a explicação assume-se o processamento de uma matriz com dimensões 
512*512*512 (128 MB), pelo que é possível carregar toda a matriz na memória do PPU.  
 Assim, tendo em conta as limitações da LS dos SPU de 256 KB e o facto de 16 KB serem 
reservados para código e dados em tempo de execução, sobram 240KB para dados, pelo que 
a matriz será processada em blocos de tamanho igual ou inferior a 240KB. As opções 
tomadas, os detalhes de implementação tendo em conta as operações de troca de informação 
entre PPE e SPE’s, acessos e transferências para memória, assim como os tempos de 
execução serão apresentadas no capítulo seguinte. 
3.2.1 Bi-segmentação 
 
O primeiro passo na operação de segmentação é a leitura da matriz  original para a RAM do 
PPU. Estes dados são divididos em fatias todas do mesmo tamanho, sendo essas fatias 
seguidamente distribuídos pelos SPE’s (16 no caso do IBM QS21), tal como apresentado na 
figura 3.2. Os blocos de dados a serem tratados serão então enviados sequencialmente para 
tratamento nos SPEs, onde poderão ser processados até 16 blocos de cada vez. Após 
processamento os dados são devolvidos ao PPE, que se encarregará de construir a nova 
matriz já tratada. 
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 Após este processamento os dados serão escritos de uma só vez no ficheiro de escrita. 
 
 
 
 
 
 
 
Figura 3.2 – Fluxo de trabalho da bi-segmentação 
 
3.2.2 Limpeza da imagem 
 
Para esta operação é possível utilizar uma estratégia de divisão de trabalho pelos SPUs 
semelhante à descrita para a segmentação (figura 3.3). Em cada fatia, cada SPU pintará de 
cinzento os conjuntos de vóxeis que, pelo critério explicada anteriormente correspondem a 
impurezas da imagem.  Esta operação introduz uma dificuldade que a figura seguinte (figura 
3.4), extraída do artigo (Cadavez, Medeiros, Quaresma, Rocha, Velhinho, & Vignoles, 2010) 
ilustra. Ao dividir a amostra por várias fatias, é possível a situação correspondente aos cubos 
vermelhos: uma partícula aparece dividida por duas fatias contíguas. Se a parte que está 
numa das fatias tem uma dimensão inferior ao mínimo especificado será eliminada, o  que 
vai introduzir erros em fases de processamentos posteriores. 
 
 Para resolver este problema, seria necessário: 
a) tratar de forma diferenciada as partículas que têm vóxeis encostados aos limites das fatias. 
b) efectuar um processamento global das fatias em que se procurasse reconstituir uma 
partícula a partir dos seus componentes que estão em fatias distintas, isto é um 
processamento que tratasse dos fragmentos identificados em a)    
Leitura da 
imagem 
Processamento nos 
aceleradores – código 
da bi-segmentação 
nos SPE 
Escrita da 
imagem  
processada 
Envia 
bloco 
Envia 
bloco 
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       A versão apresentada nesta tese não faz os processamentos descritos em a) e b). Note-se 
que as versões paralelizadas do Tritom usando o MPI e openMP descritas atrás também não 
o faziam. 
 
 
 
 
 
 
 
Figura 3.3 – Fluxo de trabalho da limpeza de imagem 
 
 
Figura 3.4 – divisão de blobs por vários blocos (Cadavez, Medeiros, Quaresma, Rocha, 
Velhinho, & Vignoles, 2010) 
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3.2.3 Granulometria 
 
A identificação de partículas sofre de um problema semelhante ao descrito na limpeza da 
imagem (ver figura 3.4). Ao dividir a amostra por várias fatias, é possível a situação 
correspondente aos cubos vermelhos: uma partícula única aparece identificada como duas 
partículas, em duas fatias contíguas. É portanto necessária uma fase de pós-processamento 
em que as duas sub-partículas são fundidas. 
 
 As considerações anteriores levam à definição das fases seguintes de processamento em 
que continuam a considerar uma matriz de entrada que cabe na RAM do PPU: 
1. No PPU: Leitura do ficheiro de entrada para a RAM do PPE 
2. No PPU: Divisão dos dados em fatias que caibam na LS do SPU 
3. Nos SPUs: Identificação de partículas (sequências contíguas de pixels pretos) em cada 
fatia; os pixels a branco mantêm-se e os pixels de uma partícula são afectados com 
números atribuídos sequencialmente. Esta  matriz é enviada para o PPU e cada um dos 
SPUs escreve um ficheiro com as partículas encontradas como se pode verificar na 
figura 3.5. 
4. No PPU: é construída no PPU uma matriz com 2 bytes por cada voxel em que: 
a. Os pixels brancos se mantêm o 0xffff 
b. Os pixels pretos de uma dada partícula são preenchidos com um identificador com 
16 bits: os 8 bits mais significativos representam o número da fatia e os 8 bits menos 
significativos mantêm-se 
5. No PPU: Procede-se à fusão de partículas com pedaços em fatias diferentes 
6. No PPU: Escrita de um ficheiro com os resultados. Por cada partícula encontrada é 
inscrito no ficheiro respectivo a informação relativa à posição da partícula, centro de 
massa e bounding box ou caixa de delimitação. 
 
 Nos trabalhos realizados com vista a preparar esta dissertação não houve oprotunidade de 
realizar os pontos 4, 5 e 6. 
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Figura 3.5 – Fluxo de trabalho da granulometria 
 
3.3   Versões utilizando threads no PPU 
 
Os dados provenientes dos tomógrafos são representados em matrizes com tamanhos 
extremamente grandes. Uma vez que no exemplo em estudo se trabalha com uma matiz de 
dimensões 512*512*512 (128 MB). Uma matiz deste tamanho revela um tempo de leitura 
demasiado elevado, pelo que enquanto se procede à leitura da matriz para memória por parte 
do PPU os SPU’s estão parados à espera para poderem iniciar o tratamento ficheiro. Este 
tratamento é incitado quando a leitura do ficheiro para memória é terminada e o PPE começa 
a criar os blocos para tratamento. Assim para poder tirar partido dos SPE’s em paralelo com 
a leitura optou-se pela criação de três threads no PPU, uma thread para leitura, uma para 
distribuição de trabalho pelos SPU’s (criação dos blocos de trabalho) e uma outra para 
escrita. Para processamento será recebida uma matriz tridimensional com as mesmas medidas 
da bi-segmentação, que será lida em pedaços por forma a permitir a utilização de três threads, 
uma para leitura, uma para escrita e uma para processamento. Os SPEs ficam assim 
responsáveis por executar cada bloco independentemente, correndo cada SPE o código da 
limpeza de imagem aplicado ao respectivo bloco em processamento. 
  Assim os blocos a serem lidos e escritos serão de menor tamanho, o que permite aos 
SPE’s estarem a processar dados enquanto o PPU faz as leituras e as escritas. A figura 3.6 
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representa  o esquema desta solução onde é possível visualizar a existência dos buffers 
circulares onde os blocos lidos do ficheiro são postos em fila de espera para tratamento, e 
após este tratamento, são novamente colocados em fila espera para escrita. Os blocos são 
tratados nos buffers numa estratégia de First in first out (FIFO). 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3.6 – fluxo de trabalho com paralelização no PPU 
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 A estrutura para as operações de bi-segmentação, limpeza de imagem e granulometria é 
igual mudando apenas o código a ser executado pelos SPEs, assim como o output da 
granulometria, que produzirá um ficheiro por cada SPE, tal como explicado anteriormente.  
3.4  Bi-segmentação com recurso à biblioteca de intrínsecas  
 
Na descrição do processador Cell falou-se do facto de suportar SIMD como uma das suas 
mais fortes características. Assim com o uso do processador ser e com recurso às instruções 
vectoriais atinge-se um estado que nos permite ter várias unidades de processamento com 
vários pipelines.  
    As funções vectoriais nos SPU (operações que operam sobre registos de 128-bits) são 
muito semelhantes às operações AltiVec (conjunto de instruções para processamento 
vectorial) existentes, assim como têm nomes bastante semelhantes.   
Assim para testar esta capacidade do processador Cell é necessário recorrer a vectores e 
operações sobre os mesmo. Assim no âmbito deste trabalho optou-se por aplicar esta técnica 
na operação de bi-segmentação. 
A operação de bi-segmentação quando foi criada a pensar em 3 cores (branco, preto e 
cinzento), deveu-se ao tipo de partículas dos materiais em análise, que apresentavam um 
contraste muito baixo. Assim para a imagem em estudo a primeira alteração a fazer passar 
por alterar a bi-sgmentação para somente pretos e brancos, obtendo assim uma imagem 
segmentada. Esta decisão deveu-se a uma análise cuidada do histograma da imagem e alguns 
teste feitos com a própria imagem. O conceito de bi-segmentação foi introduzido devido às 
características dos materiais em análise. Contudo a definição original de segmentação 
baseia-se no uso de somente duas cores. 
   Assim uma vez que a bi-segmentação passará a ter só duas cores não podemos ter um 
limite mínimo e máximo para cinzentos, pelo que da análise do histograma decide-se onde 
marcar a divisão, pelo que fará sentido passar a acumulação maior de ponto de cor 
intermédia (anteriormente cinzentos) para pretos ou brancos. No nosso caso vamos marcar 
esses ponto como pretos para evitar perder partículas.  
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    Seguindo esta abordagem de segmentação, no seu processamento teremos uma matriz 
(vector de vectores) e um número, pelo que recorrendo ao processamentos vectorial e às 
bibliotecas de intrínsecas fez-se assim uso da comparação de vectores com escalares, por 
forma a testar o suporte para SIMD, assim como testar a eficiência desta técnica, por 
comparação com a versão sequencial e a versão com uso do processador Cell mas sem 
recurso a esta técnica. 
  
  
60 
 
 
 
 
  
61 
 
 
 
 
 
4. Implementação 
Neste capítulo é feita uma apresentação da implementação e discussão dos resultados 
obtidos, assim como comparação com resultados obtidos por abordagens feitas 
anteriormente. Inicialmente são apresentados os motivos para a escolha da biblioteca ALF 
em vez de uma das alternativas, tais como o SDK da IBM para o Cell ou a biblioteca CML. 
De seguida é feita uma descrição detalhada das opções para implementação da bi-
segmentação, limpeza de imagem e granulometria. 
 
4.1   Escolha da estratégia de paralelização 
Uma escolha lógica para a biblioteca de paralelização passaria por usar o SDK da IBM.  
Esta biblioteca é de muito baixo nível e o programador tem de lidar com demasiados 
detalhes. Apresenta-se seguidamente um exemplo, em que a procura de desempenho vai 
tornando a tarefa do programador cada vez mais árdua. 
 
SDK 
Tendo em conta que neste trabalho tem-se como objecto de estudo o uso de matrizes 
tridimensionais que exigem uma enorme capacidade de processamento ter-se-ia como lógico 
o uso do SKD, uma vez que o processamento a ser feito é sempre o mesmo para diferentes 
blocos de dados. Assim com uso do SDK os dados seriam lidos de disco para memória e em 
seguida seria transferidos por DMA para os SPEs para processamento, sendo que cada SPE 
processaria um bloco de tamanho máximo igual ao tamanho da LS. 
 Esta seria uma boa abordagem pois os dados a processar, tal como foi referido requerem 
sempre o mesmo processamento, o que permitiria o uso de double buffering para uma maior 
performance. 
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Double buffering 
 
As aplicações que necessitam computação intensiva de dados normalmente usam os SPEs 
num processo assente nos seguinte passos: 
1. SPU lê dados por processar da memória central para a LS 
2. Os SPUs processam os dados 
3. SPUs escrevem os dados da memória local para a memória principal 
 Se os passos anteriores forem executados sequencialmente os SPUs ficam inactivos 
enquanto os dados são transferidos entre memórias. Contudo e uma vez que as transferências 
de dados por DMA são assíncronas para os SPUs os passos anteriores podem também ser 
executados em paralelo, sendo este processo chamado de multibuffering. 
 No exemplo 4.1 é apresentado o código do lado do SPU de uma aplicação sem 
multibuffering no qual são lidos 4096 inteiros (16KB) para um buffer, sendo adicionada uma 
unidade a cada um dos valores e transferidos os valores alterados de volta para a memória. 
Neste exemplo os dados são lidos da memória principal para a LS através da instrução 
mfc_get enquanto que a escrita da LS para a memória principal é feita a através da instrução 
mfc_put. 
 
Exemplo 4.1 - Single-Buffered DMA – spu.c 
 
 #include <spu_mfcio. h> 
 /* Vectors per iteration = 4096/4*/ 
 #define SIZE 1024 
 #define TAG 3 
 int main(unsigned long long speid, unsigned long long argp, unsigned long long envp)  
 { 
  int i, j ; 
  vector unsigned int buff[SIZE] 
  __attribute__ (( aligned(128) ) ) ; 
  for(i=0; i<8; i++)  
  { 
   /* Read unprocessed data from main memory */ 
   mfc_get(buff, argp+i*sizeof(buff) , 
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   sizeof(buff) , TAG, 0, 0) ; 
   mfc_write_tag_mask(1<<TAG) ; 
   mfc_read_tag_status_all() ; 
   /* Process the data */ 
   for(j =0; j <SIZE; j++) 
    buff[j] = spu_add(buff[j] , 1) ; 
   /* Write the processed data to main memory */ 
   mfc_put(buff, argp+i*sizeof(buff) , 
   sizeof(buff) , TAG, 0, 0) ; 
   mfc_write_tag_mask(1<<TAG) ; 
   mfc_read_tag_status_all() ; 
  } 
  return 0; 
 } 
 
 
 Assim uma aplicação com doublebuffeing irá criar um buffer com duas vezes o tamanho 
dos dados a serem processados, fazendo com que o SPU processe dados numa parte do buffer 
enquanto na outra metade são transferidos dados de e para a LS. Na iteração seguinte a 
ordem é trocada e os SPUs irão processar os dados na segunda metade do buffer e usar a 
primeira metade para transferências.  
 O exemplo 4.2 ilustra a aplicação anterior mas com o uso de double buffering, sendo de 
realçar o uso de duas chamadas da função mfc_get, uma para a primeira parte do buffer e 
outra para a segunda parte, trocando esta ordem a cada iteração, sendo assim importante 
analisar o incrementador do buffer. Se for odd(i&1 = 1), mfc_get transfere dados para a parte 
superior do buffer. Caso seja even(1-(i&1) =1),mfc_get transfere dados para a parte inferior. 
 
Exempo 4.2 - Double-Buffered DMA – spu.c 
 
 #include <spu_mfcio. h> 
 /* Vectors per iteration = 4096/4 */ 
 #define SIZE 1024 
 int main(unsigned long long speid, unsigned long long argp,  unsigned long long envp)  
 { 
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  unsigned short i, j, start, end = 0; 
  /* The buffer is twice the size of the data */ 
  vector unsigned int buff[SIZE*2] 
  __attribute__ ((aligned(128) ) ) ; 
  unsigned short block_size = sizeof(buff) /2; 
  /* Fill low half with unprocessed data */ 
  mfc_get(buff, argp, block_size, 0, 0, 0) ; 
  for(i=1; i<8; i++)  
  { 
   /* Fill new buffer with unprocessed data  */ 
   mfc_get(buff + (i&1) *SIZE, argp+i*block_size, 
   block_size, i&1, 0, 0) ; 
   /* Wait for old buffer to fill/empty */ 
   mfc_write_tag_mask(1<<(1-(i&1) ) ) ; 
   mfc_read_tag_status_all() ; 
   /* Process data in old buffer */ 
   start = (i&1) ? 0 
   end = start + SIZE; 
   for(j=start; j <end; j++) 
    buff[j] = spu_add(buff[j ] , 1) ; 
   /* Write data in old buffer to memory */ 
   mfc_put(buff + (1-(i&1) ) *SIZE, argp+(i-1) *block_size, 
   block_size, 1-(i&1) , 0, 0) ; 
  } 
  /* Read the last unprocessed data */ 
  mfc_write_tag_mask(2) ; 
  mfc_read_tag_status_all() ; 
  /* Process the last data */ 
  start = SIZE; end = 2*SIZE; 
  for(j=start; j <end; j++) 
   buff[j] = spu_add(buff[j] , 1) ; 
  /* Write the last processed data to memory */ 
  mfc_put(buff + SIZE, argp+7*block_size, 
  block_size, 1, 0, 0) ; 
  mfc_read_tag_status_all() ; 
  return 0; 
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 Como optimização poderia ser ainda usado triple buffering, sendo neste caso o buffer 
dividido em três partes, uma para leitura, uma para processamento e outra para escrita. 
 O exemplo apresentado procurou motivar a necessidade de procurar alternativas ao SDK. 
A primeira hipótese considerada foi a biblioteca CML. 
 
CML 
A estrutura básica da CML afirma que está preparada para correr em ambientes híbridos ou 
não híbridos. Assente num conceito de chamadas remotas de funções (RPC), apresenta ao 
utilizador uma arquitectura onde as transferências de dados são transparentes. 
 O método de funcionamento da CML recorre ao uso de chamadas remotas, pelo que no 
código do SPE deve ser incluído #include <mpi.h> que fornece um conjunto de tipos de 
dados e funções adição a algumas chamadas mpi. Assim a primeira coisa a criar do lado do 
SPE é uma referência para as funções RPC providenciadas pelo PPE (typedef type 
ppe_funcptr), assim como aceitar o apontador para essas funções (ppe_funcptr 
cellmsg_accept_rpc (void)). Em seguida a função no PPE é invocada, sendo através desta 
invocação também transferidos os dados do PPE para o SPE:  
 
 void cellmsg_rpc (ppe_funcptr ppefunc, 
                 void *toppe, uint32_t toppebytes, uint32_t toppeswap, 
                 void *fromppe, uint32_t fromppebytes, uint32_t fromppeswap); 
 
 
 Por sua vez o PPE fica responsável por criar as funções a serem chamadas do lado dos 
SPEs assim como fica responsável pela iniciação do programa. O PPE deve assim incluir 
#include <cellmsh.h> que fornece um conjunto de tipos de dados e funções. De seguida é 
iniciada a estrutura de dados que representa o input e output de dados a serem usados nas 
chamadas remotas do SPE.  
  
 typedef struct { 
    void *buffer; /* Pointer to a properly aligned buffer */ 
    uint32_t numbytes; /* Number of valid bytes in the above */ 
    int localrank;   /* Local rank of the initiator */ 
 } cellmsg_rpc_data; 
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 Por fim na preparação das estruturas de dados é necessário criar um pp_funcptr, que é um 
apontador para o PPE que pode ser invocado do lado do SPE: 
 typedef void (*ppe_funcptr)(cellmsg_rpc_data *in_out_data); 
 
 Uma vez criadas as estruturas o programa é inicializado através da função cellmsg_init e 
carregado o programa SPE (pode ser uma string ou um apontador para um 
spe_program_handle_t), passando um contador de argumentos e a lista dos respectivos 
argumentos: 
 void cellmsg_run (void *spemain, int spe_argc, char *spe_argv[]); 
 
 Por fim o programa é finalizado através de uma chamada da função cellmsg_finalize. 
 No exemplo 4.3 é possível ver o código do lado do PPE para a operação de bi-
segmentação, enquanto no exemplo 4.4 é possível ver o mesmo código para o lado do SPE.  
 
Exempo 4.3 – CML – ppe.c 
 
void ppe_malloc (cellmsg_rpc_data *rpc) 
{ 
 
  malloc_bytes = *(uint32_t *)rpc->buffer; 
  if (!(rpc->buffer=malloc(sizeof(void *)))) //alocar apontador para o buffer 
    abort(); 
  if (posix_memalign(&buffer, 128, (size_t)malloc_bytes)) //alocar bloco de memoria para o SPE 
    abort(); 
  *(void **)rpc->buffer = buffer;//guardar endereco de memoria do que referencia o apontador de rpc->buffer 
(para poder usar o buffer externamente 
  rpc->numbytes = sizeof(void *); 
 
 
void report_result (cellmsg_rpc_data *rpc) 
{ 
  (...) 
 
  /* Store the newly computed value. */ 
  local_results[rpc->localrank] = ((uint32_t *)rpc->buffer)[0]; 
 
  /* Output all results once all of our SPEs have checked in. */ 
  if (++num_results == localspes) { 
    int i; 
 
    printf("SPE data:"); 
    for (i=0; i<localspes; i++) 
      printf(" %u", local_results[i]); 
    printf("\n"); 
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    fflush(stdout); 
    num_results = 0; 
  } 
 
  /* Return nothing to the SPE. */ 
  rpc->numbytes = 0; 
} 
 
int main (int argc, char *argv[]) 
{ 
   
  /* Initialize the Cell Messaging Layer. */ 
  cellmsg_init(&argc, &argv); 
 
  cellmsg_provide_rpc(ppe_malloc); 
  cellmsg_provide_rpc(report_result); 
 
  localspes = cellmsg_spes_per_ppe(); 
  //Return the number of SPEs managed by each PPE 
  
(...) 
 
           if(*ptr < gmin) 
                j++; 
           else if(*ptr > gmax) 
                k++; 
           else l++; 
          *ptr=colzone(*ptr,gmin,gmax) 
 
(...) 
  
 //Load a SPE program (either a filename string or a pointer to a spe_program_handle_t), passing it an 
argument count and a list of arguments. 
  argv[0] = "showcase_spe"; 
  cellmsg_run(&showcase_spe, argc, argv);                                      
  /* Shut down the Cell Messaging Layer. */ 
  cellmsg_finalize(); 
  return 0; 
} 
 
 
  Exempo 4.4 – CML – spe.c 
 
static void colorZone(void) 
{ 
 
  ppe_pointer scratchptr;       /* Pointer into our PPE scratch space. */ 
  unsigned char dmatag = 3;    /* Arbitrarily chosen DMA tag to use */ 
  //unsigned int dmatag = 3; 
 
  /* Set up our DMA tag. */ 
     mfc_write_tag_mask(1<<dmatag); 
 
 //TRANSFERENCIAS DMA 
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  } 
} 
 
 
int main (int argc, char *argv[]) 
{ 
 
  /* Initialize the Cell Messaging Layer. */ 
  MPI_Init(&argc, &argv); 
  MPI_Comm_rank(MPI_COMM_WORLD, &rank); 
  MPI_Comm_size(MPI_COMM_WORLD, &numranks); 
 
  MPI_Barrier(MPI_COMM_WORLD); 
  if (rank == 0) { 
    int valid;     /* 1=MPI_Comm_get_attr() returned valid data; 0=invalid */                              
    /* Describe the PPE. */ 
    MPI_Comm_get_attr(MPI_COMM_WORLD, MPI_CML_LOCAL_NEIGHBORS, &localspes, &valid); 
  *(uint32_t *)(void *)&rpcbuffer0 = PPE_BUFFER_SIZE; 
  cellmsg_rpc(ppe_malloc, 
              &rpcbuffer0, sizeof(uint32_t), sizeof(uint32_t), 
              &rpcbuffer1, sizeof(ppe_pointer), sizeof(ppe_pointer)); 
  ppe_buffer = rpcbuffer1; 
  colorZone(); 
  cellmsg_rpc(report_result, 
              &rpcbuffer0, sizeof(uint32_t), sizeof(uint32_t), 
              NULL, 0, 1); 
  /* Finalize the Cell Messaging Layer. */ 
  fflush(stdout); 
  MPI_Finalize(); 
  return 0; 
} 
 
 
 O uso da biblioteca CML foi abandonado, por se ter detectado alguma imaturidade no seu 
desenvolvimento. Por outro lado, o modelo de programação simples e conhecido do MPI 
apenas é possível entre SPUs (associados ao mesmo PPU ou a PPUs diferentes). Esta 
biblioteca parece estar muito vocacionada para o super-computador RoadRunner e considera 
a troca de informação entre o PPU e os “seus” SPUs pouco importante. O modelo proposto 
para essa comunicação não é o MPI, mas sim algo baseado em RPCs e callbacks cuja 
complexidade pouco fica a dever ao SDK. Assim a abordagem final escolhida acabou por ser 
a utilização da ALF. 
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4.2   Bi-segmentação 
 
A operação de bi-segmentação foi usada para testar vários aspectos do ALF. No que se 
segue adopta-se a terminologia do ALF em que o PPU é designado por host e os SPUs por 
aceleradores 
  Antes de chegar à solução óptima para a bi-segmentação e consequentemente à solução 
óptima para as outras duas operações foram feitas vários testes. Por solução óptima entende-
se a solução mais rápida, que por sua vez se revelou a solução que tira partido das 
propriedades mais avançadas da ALF. 
    Como ponto de partida usou-se a versão escalar da bi-segmentação. O primeiro 
melhoramento passou por criar uma versão que fizesse uma partição dos dados quer no 
acelerador quer no host. Em seguida também para o acelerador e o host fez-se uso de 
conjunto de dados, e por fim, como último melhoramento fez-se uso de buffers sobrepostos, 
ou seja, faz-se uso do mesmo buffer para ler e escrever dados, permitindo assim ter um buffer 
de maior capacidade. 
  Outro dos melhoramentos tentados, foi optimizar o tamanho dos buffers por forma a usar 
multibuffering. 
  Neste trabalho serão apresentados os resultados obtidos para a versão optimizada, assim 
como será feita uma comparação com a versão sequencial, a correr numa máquina pessoal 
Intel(R) Core(TM)2 Duo CPU T9400 @ 2.53GHz. De notar que para os testes iniciais em 
vez da amostra de dimensões 512*512*512 foi usada uma amostra mais pequena de 
dimensões 512*512*16, por forma a tornar os testes mais rápidos, contudo todos os 
resultados apresentados se referem á amostra de dimensões 512*512*512. 
     A operação sequencial é assim a primeira a ser apresentada, sendo apresentadas no 
exemplo 4.5, as partes essenciais do código da bi-segmentação. 
 Como se pode ver pelo código a bi-segmentação vai processar sequencialmente cada 
elemento da matriz, não havendo assim dependências entre elementos. 
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Exemplo 4.5 – Bi-segmentação 
 
unsigned char colzone(unsigned char c,unsigned char gmin,unsigned char gmax) 
{ 
if (c>gmax) return BLANC; 
if (c<gmin) return NOIR; 
return GRIS; 
} 
int main(int argc, char **argv)//(char* in, char* out, unsigned char gmin, unsigned char gmax) 
{ 
(…) 
ptr = octet_ptr; 
for (i=0;i<la*ha*pr;i++, ptr++) 
*ptr=colzone(*ptr,gmin,gmax); 
} 
 
     O processamento sequencial desta matriz demorou: 1.522213 segundos. 
     Partindo desta versão sequencial, criou-se a primeira versão usando ALF, tendo em conta 
a partição de dados nos aceleradores ou no host. 
 
Partição de dados 
 Um problema importante a resolver quando se usa a biblioteca ALF é perceber onde fazer a 
divisão dos dados, ou seja, no nosso caso onde dividir a matriz original em blocos para serem 
processados. Esta divisão pode ser feita pelo pelo host (ver exemplo 4.6) ou pelo acelerador 
(ver exemplo 4.7). 
     A partição dos dados deve ser feita no host no caso as estruturas de dados sejam simples, 
ficam assim o host responsável por “alimentar” os aceleradores, ficando estes exclusivamente 
ocupados com o processamento. 
 Por seu lado a partição deve ser feita nos aceleradores no caso de os esquemas de partição 
serem muito complexos. Podendo também ser útil para o caso de ser necessário aproveitar o 
host para processamentos auxiliares. 
     No nosso caso a escolha recai sobre a partição no lado do host, sendo para isso necessário 
definir na descrição da tarefa que tipo de partição se vai usar: 
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alf_task_desc_set_int32(desc_info_handle,ALF_TASK_DESC_PARTITION_ON_ACCEL, 0) 
    Atribui-se o valor zero no caso de ser no host ou 1 no caso de ser no acelerador. 
 
Exemplo 4.6 – partição no host  
    host.c 
 
(...) 
alf_wb_dtl_begin(wb_handle, ALF_BUF_IN, 0); 
/* Add mat_a as input */ 
alf_wb_dtl_entry_add(wb_handle, &mat_a[i][j][0], H * V *D, ALF_DATA_BYTE); 
alf_wb_dtl_end(wb_handle); 
alf_wb_dtl_begin(wb_handle, ALF_BUF_OUT, 0); 
/* Add mat_b as output */ 
alf_wb_dtl_entry_add(wb_handle, &mat_b[i][j][0], H * V *D, ALF_DATA_BYTE); 
alf_wb_dtl_end(wb_handle); 
(...) 
     
    accelerator.c 
 
//stage 3: process computational kernel 
int comp_kernel(void *p_task_context __attribute__ ((unused)), 
void *p_parm_ctx_buffer, //holds data specific to a given bloc, transferred to the accelerators before the work 
block starts, NOT treanferred back to host memory 
void *p_input_buffer, 
void *p_output_buffer, 
void *p_inout_buffer __attribute__ ((unused)), 
unsigned int current_count __attribute__ ((unused)), 
unsigned int total_count __attribute__ ((unused))) 
{ 
add_parms_t *p_parm = (add_parms_t *) p_parm_ctx_buffer; 
cnt = p_parm->h * p_parm->v * p_parm->d; // vector of 4 
sa = (unsigned char *) p_input_buffer; 
sb = (unsigned char *) p_output_buffer; 
for (i = 0; i < cnt; i++) { 
sb[i] = colzone(sa[i],gmin,gmax); 
count++; return 0; } 
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     Pelo exemplo anterior é possível ver como os dados são atribuídos aos blocos e em 
seguida esses blocos são adicionados a lista para transferência de dados. Por sua vez os 
aceleradores só têm de processar os dados que vão recebendo. 
 
Exemplo 4.7 – Partição nos aceleradores 
 
    host.c 
(...) 
//configuring and add parameter to the work block 
parm.mat_a = (unsigned long long)&mat_a[i][j][0]; 
parm.mat_b = (unsigned long long)&mat_b[i][j][0]; 
(...) 
    accelerator.c 
int input_list_prepare(void *p_task_context __attribute__ ((unused)), 
void *p_parm_ctx_buffer, 
void *p_dtl, 
unsigned int current_count __attribute__ ((unused)), 
unsigned int total_count __attribute__ ((unused))) 
{ 
alf_data_addr64_t ea; 
//access the parameter context 
add_parms_t *p_parm = (add_parms_t *) p_parm_ctx_buffer; 
//creat input dtl for matrix a 
ALF_ACCEL_DTL_BEGIN(p_dtl, ALF_BUF_IN, 0); 
ea = (unsigned int)p_parm->mat_a; 
ALF_ACCEL_DTL_ENTRY_ADD(p_dtl, p_parm->size, ALF_DATA_BYTE, ea); 
ALF_ACCEL_DTL_END(p_dtl); 
return 0; 
} 
//it is only called when the task requires accelerator data partition. 
int output_list_prepare(void *p_task_context __attribute__ ((unused)), 
void *p_parm_ctx_buffer __attribute__ ((unused)), 
void *p_dtl __attribute__ ((unused)), 
unsigned int current_count __attribute__ ((unused)), 
unsigned int total_count __attribute__ ((unused))) 
{ 
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alf_data_addr64_t ea; 
add_parms_t *p_parm = (add_parms_t *) p_parm_ctx_buffer; 
ALF_ACCEL_DTL_BEGIN(p_dtl, ALF_BUF_OUT, 0); 
ea = (unsigned int)p_parm->mat_b; 
ALF_ACCEL_DTL_ENTRY_ADD(p_dtl, p_parm->size, ALF_DATA_BYTE, ea); 
ALF_ACCEL_DTL_END(p_dtl); 
return 0; 
} 
 
     No caso de os dados serem divididos no lado dos aceleradores, o host transfere os dados 
como sendo um parâmetro do contexto da tarefa a executar, cabendo a responsabilidade ao 
acelerador de criar as listas de transferências de dados por forma a “puxar” os dados 
conforme vão sendo necessários para processamento. 
 
Conjuntos de dados 
Com o objectivo de melhorar a performance introduziu-se em seguida o conceito de conjunto 
de dados, que tem como objectivo potencializar as transferências de dados. No exemplo 4.8 é 
possível ver o código necessário para a utilização desta estrutura. 
 Como é possível ver pelo código seguinte os conjuntos de dados funcionam como um 
estrutura que defini a matriz original, por forma a optimizar posteriormente o processamento 
dos blocos de trabalho. 
 
    Exemplo 4.8 – utilização de conjuntos de dados 
 
#ifdef USE_DATASET 
printf("Matrix Addition with data set\n"); 
rc = alf_dataset_create(alf_handle, &dataset_handle); 
if (rc < 0) { 
fprintf(stderr, "Call alf_dataset_create error: %d\n", rc); 
return 1; 
} 
rc = alf_dataset_buffer_add(dataset_handle, mat_a, NUM_ROW * NUM_COL * NUM_DEP * 
sizeof(unsigned char), ALF_DATASET_READ_WRITE); 
if (rc < 0) { 
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fprintf(stderr, "Call alf_dataset_buffer_add error: %d\n", rc); 
return 1; 
} 
rc = alf_task_dataset_associate(task_handle, dataset_handle); 
if (rc < 0) { 
fprintf(stderr, "Call alf_task_dataset_associate error: %d\n", rc); 
return 1; 
} 
#else 
printf("Matrix Addition with NO data set\n"); 
#endif 
 
 
    A optimização seguinte passou pela utilização de multibuffering e buffers sobrepostos. 
 
Multibuffering e buffers sobrepostos 
Quando se estão a processar dados, a possibilidade de ao mesmo tempo haver transferência 
dos mesmo incremente a performance do processamento, sendo que a arquitectura do Cell 
suporta 3 tipos de multibuffer, tal como representado na figura 4.1 (IBM, 2006). 
 
 
Figura 4.1 – Representação de multibuffering 
 
     A estrutura escolhida vai depender do tamanho dos buffers que o programador criar, ou 
seja, do tamanho dos blocos a processar, assim como da escolha de buffers sobrepostos ou 
não. Pelo que a arquitectura do Cell primeiro vai ver se foi definida a utilização de buffers 
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sobrepostos. No caso de esta estrutura não ser usada vai verificar a condição de uso de four-
buffer ou three-buffer. Na escolha destas opções é sempre necessário ter em conta que a LS 
tem 256KB e que destes 16 estão reservados para código e runtime. 
     No caso da utilização de buffers sobrepostos tem de se respeitar a seguinte regra: 
    2*(in_size + overlap_size + out_size) <= 240 KB. 
     Caso esta regra não seja respeitada é usado um buffer simples por defeito. No caso desta 
dissertação esta á a abordagem seguida, sendo que só será usado o overlap_size, o que 
permite um buffer até 120KB. Assim sendo apenas um buffer é criado, como é possível ver 
no exemplo 4.9. O buffer usado é o ALF_BUF_OVL_INOUT, onde os dados no host são 
copiados para a área deste buffer antes do núcleo computacional ser chamado, sendo os 
dados novamente escritos para a mesma área do buffer após os dados serem chamados. 
 
       Exemplo 4.8 – utilização de buffers sobrepostos 
    host.c 
(…) 
//configuring and add parameter to the work block 
alf_wb_dtl_begin(wb_handle, ALF_BUF_OVL_INOUT, 0); 
alf_wb_dtl_entry_add(wb_handle, &mat_a[i][j][0], H * V * D, ALF_DATA_BYTE); 
alf_wb_dtl_end(wb_handle); 
(…) 
    accelerator.c 
//stage 3: process computational kernel 
int comp_kernel(void *p_task_context __attribute__ ((unused)), 
void *p_parm_ctx_buffer, //holds data specific to a given bloc, transferred to the accelerators before the work block starts, NOT 
treanferred back to host memory 
void *p_input_buffer __attribute__ ((unused)), 
void *p_output_buffer __attribute__ ((unused)), 
void *p_inout_buffer, 
unsigned int current_count __attribute__ ((unused)), 
unsigned int total_count __attribute__ ((unused))) 
{ 
unsigned int la,ha,pr,lf; 
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unsigned char *sb; 
add_parms_t *p_parm = (add_parms_t *) p_parm_ctx_buffer; 
//cnt = p_parm->h * p_parm->v * p_parm->d; // vector of 4 
octet_ptr = (unsigned char *) p_inout_buffer; 
sb = octet_ptr; 
(...) 
lista_blobs(lf,la,ha,pr,sb); 
return 0; 
} 
 
 Após obtida este solução óptima é necessário analisar os  resultados obtidos (ver figura 
4.2), pelo que  a primeira conclusão que se pode tirar é em relação ao aumento de 
performance do melhor resultado com uso do ALF (0.019s) em comparação com a versão 
sequencial (1.52 s), em que se verifica um aumento de desempenho em 77.867 vezes.  
 
 
     Os gráficos na figura 4.2 corresponde à utilização no processamento de 16SPEs, 8SPEs, 4 
SPEs e 2 SPEs respectivamente. Por cada grupo de SPEs em estudo são analisados vários 
tamanhas de blocos de processamento, com valores de 4KB, 8KB, 16KB, 32KB, 64KB e 
128KB. Todos os tempos são apresentados em segundos. 
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Figura 4.2 – Resultados da bi-segmentação 
 
    Da análise dos tempos e gráficos é possível retirar algumas conclusões interessantes: 
 
• Verifica-se que o tempo de transferência é mais elevado que o tempo de 
processamento pois obtêm-se melhores resultados quando se reduz o numero de 
processadores assim como diminui ligeiramente quando se reduz o tamanha dos blocos 
de trabalho. Verifica-se que o melhor resultado é obtido com o uso de 4 SPEs e blocos 
de trabalho de 8KB (32*16*16). Este resultado justifica-se pelo facto de por apenas usar 
4 SPEs serão cariados somente quatro canais para transferência, assim como apenas 4 
kernels computacionais serão criados de cada vez. Verificou-se que ao usar 16 SPEs 
seriam criados 16 canais para transferência de dados mas apenas 4 SPEs era usados na 
execução, ficando os outros 8 parados. 
• A representação das imagens é feita em x,y,z , pelo que o processamento dos 
blocos de trabalho implica sempre um ciclo de tratamento triplo, assim quanto menos se 
variar a variável em z, seguido de em y, seguido de em x, melhores resultados serão 
obtidos. Ou seja, para blocos do mesmo tamanho (64KB), como é possível ver nos 
gráficos, obtêm-se melhores valores para 256*16*16, seguido de 64*64*16 e por último 
64*32*32.  
• É ainda possível concluir que quando se aumenta o tamanho dos blocos para 
128KB, os tempos de execução diminuem, o que se deve ao facto de se perder o uso de 
buffers sobrepostos, uma vez que deixa de respeitar a regra de 2*(in_size + overlap_size 
+ out_size) <= 240 KB, pois vamos ter 2*(0KB+128KB+0KB) = 256KB e maior que 
78 
 
240KB. Para tentar tirar o máximo partido dos buffers sobrepostos foi ainda testado o 
uso de blocos de 96 KB de tamanho (ex: 256*24*16), que após aplicar a fórmula 
anterior se obteria 2*(0KB+192KB+0KB) < 240KB e faria melhor uso do buffer do que 
os 128KB obtidos pelos blocos de 64KB. Contudo com o uso de blocos de 96KB 
verificaram-se resultados piores, pois os blocos de tratamento deixam de ser cubos e 
passam a ser paralelepípedos, o que no caso da matriz em estudo (512*512*512) e 
portanto um cubo vai provocar com que bastantes paralelepípedos (blocos) venham a 
ser transferidos sem estarem completamente cheios. 
 
4.3   Limpeza de imagem  
 
A operação de limpeza de imagem tem uma complexidade de processamento muito mais 
elevada, contudo a abordagem ao problema é igual à da bi-egmentação, pelo que os 
melhoramentos feitos na operação anterior se adequam perfeitamente à limpeza de imagem. 
A grande diferença encontra-se no algoritmo de tratamento a utilizar. Enquanto na bi-
segmentação estávamos perante um algoritmo sequencial, o algoritmo da limpeza é bastante 
complexo, com dependências da vizinhança, o que faz com que a complexidade do algoritmo 
aumente. Este algoritmo está descrito nas teses de Paulo Quaresma e em (Vignoles, 2001)  e 
é uma variante do algoritmo FloodFill (Burger & Burge, 2007). No exemplo 4.9 é possível 
ver o processamento feito por este código. De notar que os valore a vermelho nos exemplos 
seguintes (4.9 e 4.10) foram reduzidos para um décimo deste valor no trabalho actual, por 
forma a respeitar as limitações da LS, e por se ter verificado um grande aumento de 
desempenho sem se perder qualidade nos resultados. 
 
 Exemplo 4.9 – Processamento feito pelo código de limpeza de imagem 
void motor_blob(int i, int j, int k, int lf, int la, int ha, int pr, punt *blob,int *nblob,unsigned char *col, unsigned char* octet_ptr) 
{ 
        punt *front,*mfront; 
 
        front = (punt *)malloc(10000*sizeof(struct Punt)); 
        mfront = (punt *)malloc(10000*sizeof(struct Punt)); 
        if (front==NULL || mfront==NULL) { 
          printf("Error alloc mem. front\n"); 
          exit(-1); 
        } 
        *col = octet(octet_ptr,i,j,k,ha,pr); 
        octet(octet_ptr,i,j,k,ha,pr) = CUR; 
        zero_front(front,10000);       zero_front(mfront,10000); 
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        nfront = nmfront = *nblob = 0; 
 
        front[nfront].x = I;  front[nfront].y = j;   front[nfront].z = k; 
 
        blob[*nblob].x = i;        blob[*nblob].y = j;        blob[*nblob].z = k; 
 
        while(nfront>=0 ) { 
            nmfront = nfront; 
            copy_front(mfront,front,nfront+1); 
            /*  Investigacion sul front */ 
            nfront = -1; 
 
            for(ifront=0;ifront<=nmfront;ifront++) 
            { 
                ii = mfront[ifront].x; 
                jj = mfront[ifront].y; 
                kk = mfront[ifront].z; 
        /*      Investigacion suls 6 vesins     */ 
                nvtr = 0; 
                for (nv=0;nv<6;nv++) 
                { 
                        iv = ii;jv=jj;kv=kk; 
                        switch (nv) 
                        { 
                                case 0: iv++; break;  case 1: iv--; break; case 2: jv++; break; case 3: jv--; break; case 4: kv++; break;  case 5: kv--; break; 
                        } 
                       if (iv <0) continue; 
                       else if (iv > (lf-1)) continue; 
                       if (jv <0) continue; 
                       else if (jv > (ha-1)) continue; 
                       if (kv <0) continue; 
                       else if (kv > (pr-1)) continue; 
 
                       ncol = octet(octet_ptr,iv,jv,kv,ha,pr); 
                       if (ncol == CUR) continue; 
                       if (ncol == *col) 
                        { 
                               nvtr++;nfront++;(*nblob)++; 
                               front[nfront].x =iv;front[nfront].y =jv;  front[nfront].z =kv; 
                                blob[*nblob].x = iv;  blob[*nblob].y = jv; blob[*nblob].z = kv; 
                                octet(octet_ptr,iv,jv,kv,ha,pr) = CUR; 
 
                        if ((nfront >= (int)(9999)) || (*(nblob) >= (int)(9999))) { 
                                        paint_blob(blob,(*nblob+1),*col,octet_ptr,ha,pr); 
                                        *col = GRIS; 
                                        free(mfront);free(front); 
                                        return; 
                                } 
                       } 
                       else if (ncol == (unsigned char)(!(*col))*255){ 
                               paint_blob(blob,(*nblob+1),*col,octet_ptr,ha,pr); 
                               *col = GRIS; 
                               free(mfront);free(front); 
                               return; 
                       } 
 
                }/*     Fin  bocla vesins       */ 
              } /*Fin bocla sus front   */ 
        }       /*Fin tant que i a un front     */ 
        free(front); 
        free(mfront); 
        paint_blob(blob,(*nblob+1),*col,octet_ptr,ha,pr); 
        return; 
} 
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    Usando o mesmo método de programação da operação anterior, com recurso ao ALF, 
podemos fazer uma comparação entre o melhor tempo com uso do ALF e o tempo 
sequencial. Apesar de o melhor tempo ser obtido quando se usam mais processadores e 
blocos de tamanho inferior esse tempo não será considerando, pois devido ao problema 
identificado no capítulo 3, quanto maior for o tamanho dos blocos em tratamento menor será 
a quantidade de erros. Assim será considerado o tempo de 8.280438 s correspondente à 
divisão dos blocos em tamanho 64*32*32 que será a forma que apresenta menos anomalias. 
O tempo de execução sequencial é 37425.381s, o que corresponde a cerca de 10 horas. Este 
resultado permite-nos afirmar que estamos perante uma melhoria de desempenho de cerca de 
4519 vezes em relação ao processamento sequencial. Este valor de aumento de performance 
é verdadeiramente impressionaste, mas contudo deve ficar a nota que esta operação ainda 
necessita de pós-processamento que não é aqui tido em conta. 
        Os gráficos presentes na figura 4.3, correspondem aos mesmo critérios de estudo 
anteriores. 
 
 
 
 
Figura 4.3 – Resultados da limpeza de imagem 
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    Da análise dos resultados pode-se concluir que: 
• Se obtém melhor performance quando se aumenta o número de processadores 
uma vez que neste problema já se põe a questão da computação intensiva. Assim o 
tempo de transferência será menor do que o tempo de execução, pelo que é importante 
ter o máximo número de SPUs em processamento 
• Tal como na bi-segmentação verifica-se melhoria de resultados quando se varia 
pouco as coordenadas dos blocos em tratamento, contudo e apesar de para blocos de 
64KB se obterem melhores resultados com o uso de blocos de dimensões 256*16*16, 
optou-se pelo resultado obtido com blocos 64*32*32, pois são introduzidos menos 
defeitos.   
• Também se verifica que aumentando o tamanho dos blocos para 128KB se vai 
perder em performance pois perde-se o recurso à técnica de buffers sobrepostos 
 
4.4   Granulometria 
 
Na versão sequencial esta operação é a mais demorada com um tempo de execução de 
56356,125s o que equivale a cerca de 15,6 horas. Usando uma técnica de programação 
equivalente às duas usadas anteriormente, com recurso à ALF obtêm-se melhore resultados 
para blocos de 64KB com dimensões 256*16*16. Contudo estes resultados não serão 
considerados por introduzirem mais possibilidades de erro do que no caso de serem usados 
blocos de dimensões 64*32*32. Assim o melhor resultado obtido é de 3.215465s com o uso 
de 16SPUs. Este resultado verifica um aumento de desempenho em relação à versão 
sequencial de 17526 vezes. Este valor de aumento de desempenho é ainda maior do que no 
caso da limpeza de imagem. Contudo, uma vez mais, é preciso ter em conta que esta 
operação também necessita de pós processamento que aqui ainda não é tido em conta. 
 A forma como é estruturada a operação da granulometria é igual à limpeza de imagem, 
apenas alterando o código que processa a operação de limpeza, sendo o seu código também 
baseado no algoritmo de FloodFill (Burger & Burge, 2007). No exemplo 4.10 é possível ver 
a operação de processamento para obter as características das partículas. 
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 Exemplo 4.10 – Processamento feito pelo código de caracterização de partículas 
 
void motor_perco_lb(int i, int j, int k, int kf, int la, int ha, int pr, punt *pmax, punt *pmin, unsigned char* octet_ptr) 
{ 
 (…) 
 
        if (octet(octet_ptr,i,j,k,ha,pr) != BLANC) return; 
 front = (punt *)calloc(la*ha*pr,sizeof(struct Punt)); 
        mfront = (punt *)calloc(la*ha*pr,sizeof(struct Punt)); 
 
  (…) 
 
        centre = (punt *)malloc(sizeof(struct Punt)); 
 
        printf("Novo blob preto : Ponto de partida = ( %d ; %d ; %d )\n",i,j,k); 
 
        /*      Inicializar as frentes          */ 
 
        zero_front(front,la*ha*pr); 
        zero_front(mfront,la*ha*pr); 
        nfront = nmfront = 0; 
        front[nfront].x = i; front[nfront].y = j;  front[nfront].z = k;  pmax->x = i; pmax->y = j; pmax->z = k; 
        pmin->x = i;   pmin->y = j;  pmin->z = k; nsurf =0; centre->x = i; centre->y = j; 
        centre->z = k; 
 
        /* Marcacao da pele */ 
 
        if (es_surf(i,j,k,la,ha,pr,octet_ptr)) { 
           octet(octet_ptr,i,j,k,ha,pr) = NOIRPEAU; 
           nsurf++; 
        } 
        npix = 1; 
        /*      Enquanto tem frente */ 
        while(nfront>=0) { 
            /*  Servar una copia del front ancian       */ 
            nmfront = nfront; 
            copy_front(mfront,front,nfront+1); 
            /*  Investigacion sul front */ 
            nfront = -1; 
            for(ifront=0;ifront<=nmfront;ifront++) { 
                ii = mfront[ifront].x; 
                jj = mfront[ifront].y; 
                kk = mfront[ifront].z; 
 
                nvtr = 0; 
                for (nves=0;nves<6;nves++) { 
                  iv =ii;jv=jj;kv=kk; 
                  switch(nves){ 
                  case 0:  iv--; break;  case 1:  iv++; break;    case 2:  jv--; break;  case 3:   jv++; break; case 4:  kv--; break; case 5:  kv++; break; 
                  } 
 
                                        if (iv <0) /*iv=la-1;*/ continue; 
                                        else if (iv > (kf-1)) /*iv=0;*/continue; 
                                        if (jv <0) /* jv=ha-1; */continue; 
                                        else if (jv > (ha-1)) /* jv=0; */ 
                                        continue; 
                                        if (kv <0) /* kv=pr-1;*/ continue; 
                                        else if (kv > (pr-1)) /* kv=0;*/continue; 
                                        /* Apondre lo punt corrent al front */ 
                                        switch(octet(octet_ptr,iv,jv,kv,ha,pr)) { 
                                          case BLANC : 
                                            nvtr++;nfront++;npix++;front[nfront].x =iv; front[nfront].y =jv;front[nfront].z =kv; 
                                            /* Computacao da bounding box */ 
                                            pmax->x = MAX(pmax->x,iv); 
83 
 
                                            pmax->y = MAX(pmax->y,jv);max->z = MAX(pmax->z,kv);  pmin->x = MIN(pmin->x,iv); 
                                            pmin->y = MIN(pmin->y,jv); pmin->z = MIN(pmin->z,kv); 
                                            /* Computacao do baricentro */ 
                                            centre->x += iv;   centre->y += jv;  centre->z += kv; 
 
                                            if (es_surf(iv,jv,kv,la,ha,pr,octet_ptr)) { 
                                              octet(octet_ptr,iv,jv,kv,ha,pr) = NOIRPEAU; 
                                              nsurf++; 
                                            } 
                                            else octet(octet_ptr,iv,jv,kv,ha,pr)= CUR; 
                                            break; 
                                          default : 
                                            break; 
                                        } 
                }/*     Fin bocla vesins        */ 
              } /*Fin bocla sus front   */ 
        }       /*Fin tant que i a un front     */ 
        free(front); 
        free(mfront); 
        /* Se o tamanho DO BLob for suficiente */ 
        if (npix > min_vol_blob) { 
          nblo++; 
        printf("tamanho = %d, tam. superficie = %d\n",npix,nsurf); 
        fprintf(blobfile,"%d\t", nblo); 
        //fprintf(blobfile,"%d\t",pmin->x); 
        //fprintf(blobfile,"%d\t",pmin->y); 
        //fprintf(blobfile,"%d\t",pmin->z); 
        fprintf(blobfile,"%lg\t",(double)(centre->x)/(double)npix); 
        fprintf(blobfile,"%lg\t",(double)(centre->y)/(double)npix); 
        fprintf(blobfile,"%lg\t",(double)(centre->z)/(double)npix); 
        fprintf(blobfile,"%d\t",(pmax->x - pmin->x)); 
        fprintf(blobfile,"%d\t",(pmax->y - pmin->y)); 
        fprintf(blobfile,"%d\t",(pmax->z - pmin->z)); 
        fprintf(blobfile,"%d\t",npix);/* Volume */ 
        fprintf(blobfile,"%d\n",nsurf); /* Superficie */ 
        fflush(blobfile); /* Obrigar e atualizar a escritura */ 
        } 
        //else {printf("pequeno demais ...\n");} 
        free(centre); 
        return; 
} 
 
 
  
Da análise dos resultados (ver figura 4.4) pode-se verificar que: 
 
• Conforme aumenta o número de processadores aumenta ligeiramente a 
performance, uma vez que também neste caso a computação é mais demorada do que a 
transferência de dados, sendo que a diferença não é tão visível como na limpeza de 
imagem; 
• Tal como nas operações anteriores também a granulometria depende a sua 
performance no tamanho dos blocos a processar e na variação que tomam os seus eixos 
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• O aumentar do tamanho dos buffers para valores que fazem perder a sobreposição 
dos mesmos também fazem com que a performance diminua, ou seja, buffers com 
tamanho igual a 128KB 
• Por fim no caso da granulometria não se consegue dividir os dados iniciais em 
blocos menores do que 64KB, pois devido às dependências que o processamento tem 
em relação aos número de vizinhos de um ponto em processamento, exige um maior 
tamanho dos dados em análise   
 
  
 
 
Figura 4.4 – resultados da granulometria 
 
4.5 Optimização usando pthreads no PPU 
 
O recurso às pthreads fez-se através de uma abordagem a um algoritmo 
produtor/consumidor. Assim, como referido anteriormente, são criadas 3 threads, que 
executarão em paralelo, sendo uma responsável por leitura de buffers outra pelo 
processamento e outra pela escrita dos mesmo. A estrutura do código referente a esta 
optimização é apresentada no exemplo 4.11. 
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 Exmplo 4.11 – Utilização de pthreads no PPU 
 
#define BUFFER_SIZE 1024 
#define NUMBER_OF_BUFS 16 
  
/* Circular buffer of data buffers */ 
  
typedef struct buf_circ{ 
  char *buffer[NUMBER_OF_BUFS]; /* buffer pointers */ 
  pthread_mutex_t lock;         /* mutex ensuring exclusive access to buffer */ 
  int readpos, writepos;        /* positions for reading and writing */ 
  int count;                    /* number of filled positions */ 
  pthread_cond_t notempty;      /* signaled when buffer is not empty */ 
  pthread_cond_t notfull;       /* signaled when buffer is not full */ 
} circ_buffer; 
  
circ_buffer bin, bout; 
   
/* Initialize buffer */ 
  
void init_buf_circ(circ_buffer  *b) 
{ 
  pthread_mutex_init(&(b->lock), NULL);  pthread_cond_init(&(b->notempty), NULL);  pthread_cond_init(&(b->notfull), NULL); 
  b->readpos = 0;  b->writepos = 0;  b->count = 0; 
} 
  
/* Store a buffer in the circular buffer */ 
void put(circ_buffer *b, char *buf) 
{ 
  pthread_mutex_lock(&b->lock); 
  /* Wait until buffer is not full */ 
  while (b->count == NUMBER_OF_BUFS) { 
    pthread_cond_wait(&b->notfull, &b->lock); 
    /* pthread_cond_wait reacquired b->lock before returning */ 
  } 
  /* Write the data and advance write pointer */ 
  b->buffer[b->writepos] = buf;  b->count++;  b->writepos++; 
  if (b->writepos >= NUMBER_OF_BUFS) b->writepos = 0; 
  /* Signal that the buffer is now not empty */ 
  pthread_cond_signal(&b->notempty); 
  pthread_mutex_unlock(&b->lock); 
} 
  
/* Read and remove a buffer from the buffer */ 
  
char *get(circ_buffer * b) 
{ 
  char *data; 
  pthread_mutex_lock(&b->lock); 
  /* Wait until buffer is not empty */ 
  while (b->count == 0) { 
    pthread_cond_wait(&b->notempty, &b->lock); 
  } 
  /* Read the data and advance read pointer */ 
  data = b->buffer[b->readpos]; 
  b->count--; 
  b->readpos++; 
  if (b->readpos >= NUMBER_OF_BUFS) b->readpos = 0; 
  /* Signal that the buffer is now not full */ 
  pthread_cond_signal(&b->notfull); 
  pthread_mutex_unlock(&b->lock); 
  return data; 
}  
void *reader(void * data) 
86 
 
{ 
 (...) 
    if( n > 0) { 
        put( &bin, b ); 
//        printf("reader put one more!\n"); 
    } 
  }while( n == BUFFER_SIZE); 
  put(&bin, NULL); 
(...) 
}  
void * processor(void * data) 
{ 
  
  char *item_in, *item_out; 
  do{ 
    item_in = get(&bin); 
//    printf("processor got one more!\n"); 
      
    if(item_in != NULL){ 
       // Generate the full path of the SPU image by environment variable 
 //proccess ALF 
       put( &bout, item_out); 
//       printf("processor put one more!\n"); 
      } 
  }while(item_in != NULL); 
//  printf("processor got NULL\n"); 
  put( &bout, NULL); 
//  printf("processor put NULL\n"); 
  return NULL; 
} 
void * writer(void * data) 
{ 
  (...) 
  do{ 
      item_in = get(&bout); 
//      printf("writer got one more\n"); 
  
      if(item_in != NULL){ 
        nw = fwrite( item_in, 1, BUFFER_SIZE, f); 
   (...) 
} 
 
int main(int argc __attribute__ ((__unused__)), char *argv[] __attribute__ ((__unused__))) 
{ 
 
  pthread_t th_reader, th_processor, th_writer; 
  void * retval; 
  FILE *f1, *f2; 
  /* Declare variables for ALF runtime */ 
 
 (...) 
 
  init_buf_circ(&bin); 
  init_buf_circ(&bout); 
  
  /* Create the threads */ 
  pthread_create(&th_reader, NULL, reader, (void *)f1); 
  pthread_create(&th_processor, NULL, processor, 0); 
  pthread_create(&th_writer, NULL, writer, (void *)f2); 
  /* Wait until all finish. */ 
  pthread_join(th_reader, &retval); 
  pthread_join(th_processor, &retval); 
  pthread_join(th_writer, &retval); 
//  printf("after join\n"); 
  
} 
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 De notar que para este código foi apenas testado o seu funcionamento, não tendo havido 
oportunidade de testar o mesmo com os exemplos abordados neste trabalho. 
 
4.6 Optimização da bi-segmentação com recurso a Intrinsics 
 
A utilização da biblioteca de intrinsics  permite executar a mesma operação sobre mais do 
que uma posição de um vector no mesmo ciclo. Assim e atendendo que na operação de 
segmentação é feita uma comparação de todos os valores da matriz com um certo valor X, 
sendo depois as posições da matriz transformadas em 0 se nessa posição o valor for menor do 
que X e transformadas em 255 se for verificado o oposto. 
 Assim recorrendo à operação spu_cmgt(v,d), que compara se todos os valores de um 
vector v são maiores ou iguais a um determinado valor d. Caso sejam maiores ou iguais serão 
transformados no valor 1, caso contrário em 0. Assim é necessário escolher um valor que 
transforme os valores cinzentos em brancos (valor 1) por forma a tornar as partículas. Pela 
análise do gráfico na figura 4.5,  escolhe-se o valor 110 como valor de comparação.  
 
Figura 4.5 - Histograma 
 
 Assim aplicando o código no exemplo 4.12, referente à segmentação passamos a ter uma 
imagem somente com duas cores como é possível verificar na imagem 4.6. Neste exemplo é 
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listado o código referente à execução no kernel do SPU, pois é aí que se vão verificar 
alterações em relação à bi-segmentação anteriror. 
 
 Exemplo 4.12 – Bi - segmentação com recurso a intrinsics 
int comp_kernel(...) 
{ 
 
  unsigned int i,cnt; 
  static int count; 
  unsigned char *sa, *sb; 
 
  vector unsigned char *sa_v; 
  vector unsigned char *sb_v; 
 
  add_parms_t *p_parm = (add_parms_t *) p_parm_ctx_buffer; 
 
  cnt = p_parm->h * p_parm->v * p_parm->d;  // vector of 4 
  sa = (unsigned char *) p_input_buffer; 
  sb = (unsigned char *) p_output_buffer; 
 
  sa_v = (vector unsigned char *)sa; 
  sb_v = (vector unsigned char *)sb; 
 
  vector unsigned char temp,temp1; 
 
  for (i = 0; i < cnt; i=i+16) { 
 
     temp = sa_v[i]; 
     temp1 = spu_cmpgt(temp,(unsigned char)110); 
     sb_v[i] = temp1; 
  } 
  return 0; 
} 
 
 Antes de apresentar os resultados obtidos é importante referir duas limitações encontradas 
na realização deste melhoramento e que não foi possível verificar se a causa é derivada de 
um possível erro de implementação ou de uma limitação do sistema: 
 - tamanho dos blocos de tratamento está reduzido a 32Bytes, ou seja são processados 32 
pixels por cada bloco 
 - a melhor versão que se conseguiu implementar recorre ao uso de um buffer de entrada e 
outro de saída, ao invés de um utilizar o mesmo buffer para as duas operações. A partição 
dos dados continua a ser feita pelo host 
 
 Tendo em conta estas limitações criou-se a mesma configuração para a versão sem 
intrinsics e obtiveram-se os seguintes resultados:  
 - sem recorrer a intrinsics: 0.125 
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 - com recurso a intrinsics: 0.103 
 
 Estes resultados revelam uma melhoria de desempenho com o uso de intrinsics de cerca 
de 1.22 vezes. 
 
                      
 
Figura 4.6 – diferença entre bisegmenteção (esquerda) e segmentação (direita) 
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5. Conclusão e trabalho futuro 
Neste são apresentadas as conclusões obtidas com a realização deste trabalho, quer em 
termos de dificuldades de programação quer em termo de comparação de resultados com as 
versões sequenciais e paralelizadas. Em seguida são apresentadas algumas limitações do 
trabalho actual e o trabalho futuro. 
 
5.1   Conclusões 
Os objectivos apresentados no capítulo 1 podem ser organizados em três aspectos. Esses três 
aspectos são apresentados seguidamente; para cada um são apresentadas as contribuições da 
tese e é feito um resumo do que foi apurado em cada um deles 
 
Diminuição de tempos de execução de operações de processamento de imagem 
 
O capítulo 4 apresenta resultados que mostram que, para as várias operações escolhidas, as 
versões que executam no Cell/BE apresentam significativas reduções de tempo de execução, 
quer quando comparadas com versões sequenciais executadas em processadores 
convencionais quer da mesma geração do Cell BE.  
 
 Por outro lado, essas reduções de tempo de execução também são significativas quando 
comparadas com os tempos  obtidos em esforços anteriores de paralelização - cluster/ MPI e 
multiprocessadores de memória partilhada/openMP. 
 
 Assim no caso do cluster/ MPI o melhor resultado obtido para uma matriz de dimensões 
500*500*500 foi de 2.7s, enquanto que com o uso do Cell, para a mesma matriz foi de 
0.021358s, o que sugere um aumento de desempenho de cerca de 126 vezes. 
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 No caso dos multiprocessadores de memória partilhada/openMP para uma matriz de 
512*512*512 o melhor resultado obtido na bi-segmentação foi de 0.0951353 enquanto no 
processador Cell foi de 0.019549, o perfaz um aumento de performance de cerca de 4.9 
vezes. 
  
 De referir que o uso de intrinsics irá ainda aumentar mais esta diferença.  
 
 Esta redução de tempos de execução sugere que é exequível uma abordagem em que um 
computador de secretária estendido com um acelerador como o Cell BE poderá fornecer a 
capacidade de processamento necessária à caracterização dos reforços de um material 
compósito. Até agora, a dimensão dos dados e a capacidade de processamento, obrigavam ao 
uso de hardware remoto. A forma de exploração de clusters e grids remotas através da 
submissão não interactiva de trabalhos invialibiliza a interactividade desejável.  
 
 Os resultados conseguidos confirmam que localmente se pode dispor da capacidade de 
processamento necessária a um ambiente em que um engenheiro de Materiais pode 
especificar sequências de processamento, variar os parâmetros de tratamento e observar os 
resultados com tempos de resposta adequados. 
 
Modelos de programação e ambientes de execução 
 
A programação do Cell BE não é uma tarefa fácil. De facto, muitas dos modelos e bibliotecas 
de programação disponíveis expõem demasiado ao programador a arquitectura hardware, o 
que naturalmente complica o desenvolvimento. Por outro lado, modelos de nível mais 
elevado levantam sem dúvida a questão do aproveitamento das capacidades do hardware. Isto 
é, ao esconderem o hardware ao programador e facilitarem-lhe a vida, não estarão a tornar o 
desempenho muito menor do que aquele que o hardware permitiria? 
 
 Do estudo efectuado, o ambiente ALF revelou-se um bom compromisso entre a facilidade 
da programação e a obtenção de desempenhos próximos dos que são disponibilizados pelo 
hardware.  
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 Por outro lado, a paragem no desenvolvimento da arquitectura Cell leva a que algumas 
propostas mais recentes como o openCL tenham implementações rudimentares no Cell. Isto é 
tanto mais lamentável quanto o openCL permitiria um desenvolvimento independente da 
plataforma hardware, garantindo a portabilidade do software desenvolvido para o Cell para 
outras arquitecturas 
 
Estratégias de paralelização 
As limitações das estratégias de paralelização geométrica ficaram bem evidentes ao longo do 
trabalho. Salvo na operação de segmentação, a paralelização geométrica teve de ser 
complementada com outras abordagens. Ficou claro como existe uma lacuna nas 
metodologias de desenvolvimento de software paralelo que permita raciocinar sobre o 
chamado paralelismo irregular. 
Por outro lado,  pouco existe que permita a gestão de forma eficiente e simples com a 
existência de múltiplos espaços de endereçamento, nomeadamente de que forma se amortiza 
os custos de transferência de dados entre os vários níveis. 
 
5.2   Limitações e Trabalho futuro 
 
O presente trabalho apresenta algumas limitações devidamente identificadas no capítulo 3, 
sendo a proposta de resolução também apresenta nesse mesmo capítulo. Assim o problema 
maior com o presente trabalho prende-se com o facto de serem provocados alguns defeitos no 
tratamento de imagens quando se processam as zonas fronteiras da imagem. 
 Assim como trabalho futuro sugeria-se a implementação das propostas sugeridas no 
capítulo 3 numa primeira fase. 
 Numa segunda fase, como trabalho futuro seria interessante comparar os resultados 
obtidos nesta dissertação com o processamento do mesmo exemplo mas recorrendo a 
aceleradores gráficos GPGPU. 
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