This paper builds on a novel framework of hybrid matching constraints for estimation of structure and recovery of camera focal length and motion, combining the advantages of both discrete and continuous methods. Our recursive method can deal with both image noise and outliers. The system is an extension of the epipolar hybrid matching constraints in conjunction with a simple structure estimation scheme using standard triangulation. The extension enables the system to deal with varying focal length of the camera. The structure obtained from some previous image frames is used to improve estimates of the camera focal length and motion for the current image frame. These are, in turn, used to refine the structure. Finally, a RANSAC outlier rejection scheme is employed to reject outlier tracks, inevitably obtained from any tracker. The performance of the proposed system is demonstrated on simulated experiments.
Introduction
As with any parameter estimation problem that involves a sequence of observations, there are two broad categories of approaches: estimate the parameters in batch where observations from all image frames are used simultaneously; or estimate the parameters for the current state of the system based on the estimates from the previous state(s) and the new observation. Although more images need to be dealt with, the advantages of working with video sequences are twofold: 1) image feature point matching can be replaced by image feature point tracking; 2) camera motion and scene structure can be recovered recursively. The second advantage is particularly attractive as recursive approaches are often computationally more efficient and can easily be adapted to real-time systems. One of the earlier research work in designing a recursive solution for 3D motion estimation from video sequences is that of Broida et al. [2] . They employ an iterated extended Kalman filter to estimate the motion and structure parameters that constitute the state vector of the system. Azarbayejani and Pentland [1] extend their method to include the estimation of the camera focal length, while Soatto [13] imposes metric constraints on the state space so as to isolate the models for 3D structure and those for 3D motion. Gallego et al. [5] employ the Kalman filter to recursively update the 4×4 homography matrix that is required for upgrading the scene structure from projective to Euclidean.
Matching constraints provide important conditions on the geometry of the perspective projection to which the structure and motion parameters must conform. In [15] , Triggs provides a detailed analysis of the bilinear, trilinear, and quadrilinear constraints. With image features undergoing small displacements between consecutive frames, matching constraints can be expressed in terms of image feature point positions and velocities (e.g., see [10] ). Recently, Nyberg and Heyden [12] and Heyden et al. [7] devise the hybrid matching constraints (HMC) for video sequences. These constraints can be viewed as analogous to the epipolar and trifocal constraints for the discrete case. With the assumption that the camera is calibrated, Heyden et al. [12] use these constraints to obtain the update for the current motion estimate of the camera linearly. Their HMC is then fused with a continuous-discrete extended Kalman filter for the state estimation of scene structure recursively.
In this paper, we adopt the HMC derived in [7, 12] and extend it to the case of uncalibrated camera and variable focal length. We incorporate the RANSAC paradigm to deal with outliers that arise in the feature tracking process and we analyze the HMC to determine the minimum number of correctly tracked image features required for recovering the structure, intrinsic and motion parameters of the camera.
Problem formulation
Under the perspective projection using the pinhole camera model, a given scene pointX = (X , 1) = (X, Y, Z, 1) and its image pointx = (x , 1) = (x, y, 1) satisfy the following relationship:
The projection matrix P is R 3×4 ; the camera matrix K, if the camera's principal point is known, can be written as diag (f, f, 1); λ is an unknown scalar; the rotation matrix R ∈ SO(3) and translation vector b ∈ R 3 relate the 3D coordinate system of the camera with that in the scene. There are effectively two linear constraints that relatex and X.
Given a static scene observed by a moving uncalibrated camera, the 3D structure of the scene is invariant but the intrinsic and extrinsic parameters of the camera are all continuous functions of time (or frame number), i.e., our frame-dependent unknowns are R(t), b(t), and f (t), which, for simplicity, can be written as R t , b t , and f t , for t = 0, ∆t, 2∆t, · · · . Let the estimated rotation, baseline, and focal length of the camera at frame t be R t , b t , and f t . Using the first two terms of the Taylor expansion, we can write these frame-dependent parameters at frame t +∆t as
where I denotes the identity matrix; w t is the vector that encapsulates the unknown angular velocity of R t ;
[ · ] × denotes the skew-symmetric matrix formed by the vector concerned; vector d t is the change of the baseline b t ; and K t = diag (f t , f t , 1) is the estimated camera matrix at frame t. To determine these framedependent parameters at frame t +∆t, it is then necessary to estimate the 7 frame-dependent parameter updates:
Our method
The epipolar hybrid matching constraints proposed in [7, 12] is analogous to the epipolar constraint but involves taking three images into account (an extra image is required for the image corner displacements or velocities). For the trifocal hybrid matching constraints, four images are used. In this paper, we will focus only on the linear epipolar hybrid matching constraints that involve looking at three images at a time.
Epipolar hybrid matching constraints
Without loss of generality, we fix the global 3D coordinate system at the optical centre of the camera at frame 0. The perspective projections for images at frames 0, t, and t + ∆t are then
We adopt (2)- (4) and the Taylor approximations:
whereũ t = (·, ·, 0) is the displacement of the image cornerx t . By performing the following change of coordinate system:
tũt . (9) we obtain
Note that (10) is not the same as the constraint derived in [7, 12] because of the presence of the ∆K terms in the matrix. However, we may proceed with the same analysis that the matrix in (10) has rank equal to 3 and that all of its 4×4 minors must vanish identically. Linear constraints for the 7 parameter updates can be obtained by appropriate selections of rows that compose these minors. It is straightforward to verify that the number of independent linear constraints is 2 and that if N ≥ 4 correctly tracked corners are available, the 7 parameter updates can be estimated using least squares. This is different from the case in [7, 12] , since only 3 corner tracks were required there.
Refinement by minimizing reprojection errors
The refinement step is designed to improve the estimates f t+∆t , R t+∆t , and b t+∆t obtained from the parameter updates using HMC. Firstly, we obtain the scene structure X via triangulation and advance the frame number by ∆t, i.e., we set t ← t +∆t. Next, we define
where δw t , δd t ∈ R 3 and δK t = diag (δf , δf , 0) are the refinement updates that need to be estimated. Those symbols having a ' + ' superscript denote that they are refined estimates to be computed over those obtained from the HMC. Substituting (11) into λ
wherex is defined in (9) . Note that e can be interpreted as the reprojection error. We call (12) the refinement based on reprojection constraints. The refinement updates, δw t , δd t , and δf , can be estimated using least squares if N ≥ 4 correctly tracked corners are available. The scene structure X can be further refined using the new estimates of w t , d t , and ∆f t .
The recursive procedure
Initialization: Given two images at frames 0 and t, (i) compute the fundamental matrix F using the 8 point algorithm; (ii) construct K 0 and K t by applying a camera self-calibration algorithm, e.g., [11] , that estimates f 0 and f t ; (iii) compute the essential matrix E = K t F K 0 ; (iv) set R 0 = I, b 0 = 0, and compute R t and b t from E via a method described in, e.g., 
t ; (vii) create an inlier table to maintain all the inliers identified by RANSAC at each image frame.
We scale b t to unit magnitude and the baselines for subsequent video frames are defined relative to this scale. In the presence of outliers, step (i) should be wrapped inside a RANSAC loop. Recursive procedure:
t+∆t , apply the following change of coordinate system:x
t+∆t . Note that K t is involved in the matrix multiplication here rather than K t+∆t which has yet to be computed.
(ii) Sample 4 image corners from (i) and estimate ∆f t , w t , and d t (Section 3.1). (iii) Construct K t+∆t , R t+∆t , and b t+∆t via (2)-(4). Use these matrices and the estimated X to compute the reprojection errors of all image corners. These errors are used by RANSAC as a measure of 'well-being' of the sample chosen in Step (ii).
(iv) After all the inliers have been identified by RANSAC (this requires some pre-defined threshold values and knowledge about the percentage of outliers in the data), update the inlier table and recompute K t+∆t , R t+∆t , and b t+∆t (Section 3.1) using all the inliers. Note that as the HMC involves looking at 3 images (at frames 0, t, and t +∆t) simultaneously, only image corners that are inliers in all these three images should be used in the computation. (v) Compute the refinement updates (Section 3.2) using all the inliers for frames 0, t, and t +∆t; triangulate for X. Note that t becomes t +∆t after this step. t , for all i, using the newly estimated K t , i.e., setx
Step (i) of the recursive procedure for the next image frame.
Experimental results and discussion
Two of the many synthetic experiments conducted are reported here. In the first experiment the camera underwent a simpler and smoother trajectory (i.e., with small amount of camera rotations and change of depths) whereas in the second experiment more camera rotations and changes of depth were involved. In both experiments, small Gaussian noise was added to the coordinates of all image corners to simulate inlier noise; a small number of them were perturbed by a displacement that was about the size of a 5×5 tracking window, over a small number of frames, to simulate outliers.
We carried out the method described in the previous section and evaluated the errors of our estimated parameters. Figs. 1 and 2 show the error plots of these parameters over the video frame number for the two experiments. Symbols with an overhead bar denote the true values and symbols with a hat denote the estimated values of the parameters. In the figure, X denotes the average Euclidean distance between the true and estimated scene points after they have been aligned by an estimated similarity transformation. Only the inliers were included in the error computation. The variable R , b , and f are defined as follows: R = log(RR ) ; In both experiments, improvements to the estimated 3D structure are evident. Although the error seemed to increase slightly after frame 300 in experiment 2, the error at the last frame was still sufficiently small to be neglected. The errors of the estimated rotations for both experiments were very small. The maximum rotation error in experiment 1 was only 0.03 radians, i.e., tion error in experiment 1 is the specific camera 3D trajectory in the simulation together with the combination of focal length and baseline errors. Experiment 1 had 8% outlier tracks, with average outlier track length of 10 video frames. Experiment 2 had 40% outlier tracks whose average length is 20 frames. In both experiments, all outlying tracks were successfully detected. The estimated 3D reconstruction for experiment 2 shows a perfect alignment with the true 3D reconstruction (Fig. 3) . The reconstruction result for experiment 1 is similar. One may notice that the error patterns for the baseline and focal length appear to be similar; This is not unexpected as an overestimate (resp. underestimate) of the focal length would require the baseline to be lengthened (resp. shortened) in order to minimize the average reprojection error, which is a constraint imposed in our method.
We have also conducted some preliminary experiments on real video data. As the current version of our algorithm can only deal with continuous tracks, it is a challenging task to capture long image sequences in which a sufficient number of good and continuous tracks are present for testing the algorithm. One of the video sequences that we tested is the well known hotel image sequence (each image is 480 rows × 512 columns in size) available on the CMU website [3] . We selected a very short portion of the image sequence (comprising frames 0, 40, 41, · · · , 50) and applied the SIFT keypoint detector [8] to all the images. A large skip from frame 0 to frame 40 was necessary for the initialization of the algorithm (see previous section). To construct the corner tracks, we modified the image matching program (written in C) provided on Lowe's website to work on image sequences, i.e., SIFT keypoints from image frame 0 were matched with those in frames 40, 41, and so on. We also combined some corner tracks from the KLT tracker [9, 14] to obtain more continuous tracks (see Figure 4) . It is obvious in the figure that quite a few outliers were present. The algorithm presented in [11] for estimating the focal lengths of two cameras requires the knowledge of the principal point for each image. Unfortunately, in the absence of ground truth information, we could only assume that the principal point was approximately at the centre of the image buffer 1 . We note that if there is a large deviation between the true and the assumed principal points then it can result in large disparity errors and thus poor 3D reconstruction. From these noisy input corner tracks, the fundamental matrix was estimated from a RANSAC loop and the focal lengths were estimated to be 506.91 and 540.25 pixels, respectively for frames 0 and 40. Most of the outlying tracks were pruned away in the RANSAC loop. The initial and final reconstructions were very similar and were not perfect. Skewness can be easily detected in the reconstruction (see Figure 5) . We conclude that, to fully test the method on real data, it is necessary that more continuous tracks that cover the entire image (note that the hotel model occupies mainly the lower right corner of each image) are available and that the system is well initialized. If only two images are used for the initialization stage, then the principal point for each image must be known. If three or more images are available, then other self-calibration techniques can also be employed (e.g. [4] ). It is important that a reasonably good initial estimate of the focal length is obtained for frames 0 and t, since the estimated K t matrix is then used for the change of image coordinate system. From our experiments, it seems that more complex camera trajectories can sometimes yield better parameter estimate than do simple camera trajectories, even in the presence of a higher proportion of outlier tracks. A possible explanation is that locally degenerate configurations of the camera are unlikely to occur for more complex trajectories. For long video sequences, one may be able to reduce numerical errors by continuously moving the global coordinate system closer to the current video frame.
Conclusion and future work
We have presented a recursive method for structure and motion recovery from uncalibrated video sequences. The method is an extension of [7, 12] , which works only for the calibrated case with no outliers. So far our experiments on synthetic data show that the method is effective in that the errors on the estimated focal length, baseline, rotation, and the recovered 3D structure are all very low. By incorporating the RANSAC paradigm, we were able to successfully identify and eliminate all the outlier tracks from the parameter computation. Our method has not yet been designed to handle missing data, e.g., image corner tracks disappear or new image corner tracks emerge part-way through the video sequences. However, it would be straightforward to incorporate this into a later version of our method, which we also intend to test on more real video sequences.
