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ABSTRACT In this study, for the purpose of the optimization of the measurement system performance, a 
three-dimensional numerical model of the particle charge and size analyzer (PCSA) is presented. The PCSA 
is capable of simultaneous particle size and charge measurement using phase Doppler anemometry. 
Numerical simulations of particle transport under the influence of the square-wave excitation field have 
been carried out to identify the optimal PCSA system configurations, improve the particle detection rate, 
and minimize the measurement bias due to experimental conditions. For the first time, the three-
dimensional (3-D) numerical model was used to study the effects of excitation frequency, magnitude of the 
electric field, and particle inlet velocity on the particle detection rate and charge and size measurement bias. 
The airflow and the particle motion in the measurement cell were investigated using commercial FLUENT 
14.5 software and the particle detection and validation algorithm was implemented in MATLAB. The 
particle phase was modelled using the Lagrangian approach. The effect of the electric field on particle 
trajectories was analyzed by solving a coupled system of the electric field and particle transport equations 
using the User-Defined-Functions (UDFs) in FLUENT. The model was validated by comparing the 
numerical results with reported experimental data. This 3-D numerical simulation provides a valuable 
insight into various tradeoffs between the detection rate of particles with different electrical mobility levels 
and the PCSA parameters. The numerical simulation results demonstrate that the reduction of the 
measurement bias of particle charge and size distribution can be achieved while maintaining high particle 
detection percentage by an appropriate selection of system parameters, leading to a more representative 
profile of measured aerosols. It is shown that the optimal ranges of the excitation frequency, magnitude of 
electric field, and particle velocity at inlet are between 40 - 50 Hz, 0.3 - 0.4 MV/m, and 0.01 - 0.03 m/s, 
respectively.  
INDEX TERMS medical aerosol, particle charge and size measurement, phase Doppler anemometry 
(PDA), numerical simulation. 
I. INTRODUCTION 
In many industrial applications, the size and electrostatic 
charge distribution of aerosol particles are of great 
significance. It has been demonstrated that the electrostatic 
charge, both magnitude and polarity, and size distribution 
of particles highly influence the particles’ dispersion 
characteristics and can considerably alter the respiratory 
deposition of medical aerosol in human airways [1]. The 
design of drug administration devices by inhalation and 
medications in the future can benefit from the measurement 
of pharmaceutical particles in terms of their electrostatic 
properties and size distribution [2]. Owing to the rapidly 
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evolving and dynamic nature of aerosols released from 
highly pressurized medical inhalers, it is important to 
simultaneously measure the size and also charge 
distribution of these aerosols in real time [2]. However, in 
comparison with the particle size measurement, the reliable 
simultaneous size and charge measurement still remains a 
significant challenge. The most widely available 
commercial method for simultaneous net charge 
measurements and mass quantifications is electrical low 
pressure impactor (ELPI) [3]. The principles governing the 
operation of the ELPI were used in the recent development 
of the modified electrical Next Generation Impactor (eNGI) 
to quantify simultaneously the bipolar charge and mass of 
aerosol particles collected from commercial medical 
inhalers [3]. Although eNGI is effective in detecting the 
instances of bipolarities of populations of particles, it lacks 
the capacity for simultaneous charge and size 
characterization of individual particles. The electrical single 
particle aerodynamic relaxation time (E-SPART) analyzer 
designed using the laser Doppler velocimetry (LDV) [4] is 
the only commercially available device which is capable of 
real-time, non-intrusive measurement of the aerodynamic 
size and electrostatic charge on an individual particle basis. 
Although the E-SPART analyzer exhibits very good 
measurement accuracy, it suffers from several drawbacks, 
such as low particle count rate because of the strict particle 
residency criteria inside the measurement volume [4–6]. 
This drawback could lead to measurement bias, especially 
in the case of non-uniform, rapidly evolving particle flows. 
The particle charge and size analyzer (PCSA) developed 
and tested in laboratory by the authors of this paper [7] is 
also able to non-intrusively and simultaneously measure 
particle size and charge in real time. The PCSA utilizes the 
phase Doppler anemometry (PDA) to simultaneously 
measure particle charge (both magnitude and polarity) and 
particle size by analyzing its response to an external electric 
field. Since the PCSA is based on the PDA, which allows 
for optical rather than aerodynamic measurement of particle 
size, this analyzer is capable of operating with a higher data 
rate of analyzed particles [8]. An experimental study 
conducted by Kulon et al. [8] successfully used the PCSA 
to simultaneously measure the size and charge distribution 
of aerosol droplets from a Medic-Aid Sidestream nebulizer 
in a dc electric field. The work was further extended by 
Beleca et al. [9] to the measurement of the charge and size 
distribution of non-spherical pharmaceutical powders. 
Furthermore, the PCSA operated in an oscillatory electric 
field has been implemented [7], which offers better 
performance than the version using dc field excitation [10].  
The performance of the PCSA depends on many 
parameters including particle flow properties, electric field 
characteristics, the size and geometry of the measurement 
cell, and the specific optical setup of the PDA. For many 
years, there have been a number of studies concerning the 
possible origins of uncertainty and bias in particle velocity 
and size measurement using the LDV/PDA, such as the 
measurement volume effect, slit effect, particle flow 
characteristics, data acquisition parameters (e.g., number of 
samples) for convergence statistics, and signal processing. 
The impacts of particle statistics on the capacity of a phase 
Doppler instrument to accurately measure the complex 
aerosol flows were studied by Edwards et al. [11]. Fuchs et 
al. investigated the statistical bias in estimations of flow 
velocity because of the spatially and temporally non-
homogeneous aerosol flows [12]. Statistical errors in 
analyzing raw LDV signals were studied for both 
homogeneous and non-homogeneous seeding conditions in 
[13]. Davis et al. demonstrated that the results of size and 
velocity estimation were strongly biased with non-optimal 
configuration in the PDA system [14]. Consequently, 
during the design of a novel measurement system, it is 
necessary to optimize the system parameters in order to 
improve the measurement accuracy. In previous research, 
the influences of the optical parameters of the PDA system 
including fringe spacing [15–19], PDA geometric 
configurations [20], size of the measurement volume [21], 
and particle number concentration [16] on the accuracy of 
particle size measurement had been discussed and 
evaluated. The unsuitable aperture mask and optical lens 
configuration could considerably bias the diameter 
measurements and also slightly impact the velocity 
measurements in the PDA [19]. R. Payri et al. explored the 
influence of PDA system setup combination on the 
accuracy of particle properties measurement and the 
proportion of the detected and measured particles [22]. 
Parametric studies were performed in terms of the optical 
parameters, slit aperture, SNR threshold, etc. The optimal 
system configuration was suggested based on a set of 
experimental tests in different conditions [22]. It was shown 
that the measurement uncertainty of the LDV depended on 
the number of fringes inside the measurement volume, 
seeding concentration, measurement time, flow velocity, 
scattered light power, efficiency of the photo detector, etc., 
and these factors should be considered in system 
optimization [23]. 
Despite various advances that have been made in the 
aerosol velocity and size measurement using the 
PDA/LDV, there have been no 3-D numerical 
investigations on the effects of the external oscillatory 
electric field and the particle inlet velocity on the particle 
size and charge measurement using PDA. Such effects 
could be evaluated in terms of number of detected particles 
and the bias in measured particle charge and size 
distribution. The main research hypothesis of our paper is 
that better statistical representation of the attributes of 
particle group can be obtained by optimizing the system 
parameters. Because it is impractical to experimentally 
evaluate the influences of many system configurations on 
the measurement performance due to a vast amount of 
experimental work required, the numerical analysis of 
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particle trajectories in the presence of an external electric 
field for different system parameters was used to address 
this problem more effectively.  
Many numerically studies on the motion of charged 
particles in an electric field have been reported for various 
industrial applications including electrostatic precipitators 
(ESPs) [24], electrostatic separators [25–26], electrostatic 
enhanced air filters [27], and electrostatic painting systems 
[28]. In the ESPs, the electrical force is regarded as the 
dominant factor influencing the particle motion. The 
collection efficiency of ESP has been numerically 
investigated by considering different parameters in many 
studies. N. Farnoosh et al. developed a 3-D numerical 
model of ESP to study all essential phenomena including 
the electric field, space charge, flow pattern, particle motion 
[29–30]. The effects of inlet velocity, particle diameter, and 
particle concentration on the ESP collection were 
investigated. It was demonstrated that the particle collection 
efficiencies increased for the larger particles and were not 
strongly affected by the EHD flow [29]. The simulation 
results indicated that the increase in particle concentration 
led to more turbulent airflow and higher collection 
efficiency of small particles [30]. A numerical model of 
ESP was developed by Q. Lu et al. to investigate the 
charging and trajectories of fine particles considering both 
drag and Coulomb force in ESP [31]. The lower gas 
velocity led to higher collecting efficiencies for all sizes of 
particles ranging from 0.1 to 5 μm. It was shown that the 
acquired charges and the collection of particles larger than 
1 μm were improved by increasing voltage applied at the 
electrodes. Numerical simulation of charging and transport 
of submicron particles in the ESP with multiple wire 
electrodes was recently reported by M. Dong et al. 
considering the applied voltage, inlet height, wire spacing, 
and precipitator structure [32]. It was found that the particle 
trapping can be improved by increasing voltage, particle 
size, and selecting wire spacing less than 150 mm. 
Furthermore, the particle trapping efficiency was also 
strongly affected by injection position and electrode 
arrangement. 
The previous simulation results published in [10] by the 
authors of this paper showed the advantages of the 
oscillatory field over dc excitation in terms of the ability to 
capture more highly charged particles, improvement in the 
aerosol sampling efficiency and simplification of the 
measurement volume traversing mechanism. Preliminary 
numerical analysis using MATLAB indicated that the 
number of particles detected inside the measurement 
volume should be greater for square-wave than for sine-
wave field, leading to a more representative profile of the 
particle electrostatic charge and size distribution [33]. 
However, the numerical results relied on many simplified 
assumptions such as two-dimensional (2-D) geometry of 
the measurement cell, idealized laminar flow profile, and a 
simplified model of particle trajectories due to the 
assumption of constant particle and flow velocities in the 
vertical direction, all of which rendered such results as only 
approximate and tentative [33]. A more realistic model of 
particle transport inside the measurement cell is required.  
This paper presents a detailed analysis of transport, 
detection, and validation of charged particles with different 
mobility levels inside the measurement volume with an 
external excitation field taking into consideration various 
system parameters. A 3-D numerical modelling has been 
carried out using FLUENT and MATLAB commercial 
packages with the aim of optimizing the system performance 
in terms of the measurement accuracy, particle detection 
efficiency, and measurement bias. The paper is organized as 
follows. First, the 3-D computational model of the 
measurement cell and particle excitation system in the 
square-wave excitation field is described. Second, the 3-D 
numerical simulation results of particle trajectories inside the 
measurement cell are presented. Third, the effects of different 
system parameters on the number of particles detected inside 
the measurement volume and the measurement bias of 
particle charge and size distribution are discussed. Finally, 
the optimal ranges of system configurations of the PCSA for 
the square-wave excitation method are determined with 
respect to the number of detected particles and the 
measurement bias. 
II.  THEORY 
A. MODEL DESCRIPTION 
The simplified diagram of the PCSA measurement system 
illustrating the measurement principle is shown in Fig. 1. In 
the measurement cell of the PCSA system, the intersection of 
two laser beams creates the measurement volume in the 
intersection region. Owing to the intensity decay of the 
interference structure, the measurement volume [15] is 
arbitrarily defined by the following equation: 
[
𝑥𝑜𝑝 cos (
𝜃
2)
𝑟𝑤
]
2
+ [
𝑦𝑜𝑝 sin (
𝜃
2)
𝑟𝑤
]
2
+ [
𝑧𝑜𝑝
𝑟𝑤
]
2
= 1         (1) 
 
FIGURE 1. Diagram of optical setup of the PCSA system 
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where 𝑥𝑜𝑝 , 𝑦𝑜𝑝 , and 𝑧𝑜𝑝  are the coordinates of the particle 
positions in X, Y, and Z directions, respectively, 𝑟𝑤  is the 
Gaussian beam radius at waist, and 𝜃 is the intersection angle 
of laser beams. 
During the 3-D numerical modelling, the particles entered 
into the measurement cell from a cylindrical inlet. The 
charged particle motion within the measurement cell was 
assumed to be mainly influenced by the electrical force 
caused by the external electric field, the drag force due to the 
air viscosity and the gravitational force. Owing to the low 
volume fraction of particles (i.e. the dispersed phase of the 
system is sufficiently dilute) assumed in the measurement 
cell of the PCSA, the particle–particle interaction and the 
impact of the particle volume fraction on the gas phase was 
neglected in this 3-D approach. The charged particles were 
subjected to the square-wave excitation field created between 
two parallel-plate electrodes. Some of these particles were 
successfully detected inside the measurement volume and 
scattered light, which was received by three photo detectors 
at different positions in the PDA system. As a result, three 
Doppler burst signals (DBSs) with different phases and the 
same frequency were generated. The information of 
instantaneous particle velocity, size and bipolar charge can 
be extracted from the instantaneous Doppler frequency and 
the phase shift between the DBSs. The number of particles 
detected inside the volume can be significantly affected by 
the particle diameter and charge, drive frequency, field 
magnitude, and particle velocity at inlet. The influences of 
these factors on the particle detection percentage and 
measurement bias are discussed in the following sections of 
this paper. A 3-D geometrical model created in FLUENT for 
the numerical simulation of particle motion inside the 
measurement cell is shown in Fig. 2.  
As can be seen in Fig. 2, the 3-D model is established in 
Cartesian coordinates with −10 < x <10 (mm), −10 < y < 10 
(mm) and −20 < z < 20 (mm). The distance between the two 
electrodes is 20 mm. The sizes of the electrodes in Y and Z 
directions are LY and Le, respectively, and LY = Le = 20 mm. 
The distance between the inlet and the electrode is Z1 = 10 
mm. dinlet denotes the diameter of the inlet. The centre of the 
measurement cell is exactly the same as the centre of the 
measurement volume and is also at the origin of the 
Cartesian coordinate system. In the X–Y plane, the incident 
laser beams intersect at the origin with the angle θ. In the 
measurement cell, the bipolarly charged particles move in the 
X–Z plane and travel back and forth under the effect of the 
electrical force due to the oscillatory field. 
B. ELECTRIC EXCITATION FIELD 
The square-wave excitation method was considered in the 3-
D numerical simulation. With the assumption of the external 
excitation field applied in X direction in the model, the 
instantaneous electrical force, 𝐹𝑋_𝑠𝑞𝑢𝑎𝑟𝑒(𝑡) in the square-
wave excitation field, can be given as follows:  
𝐹𝑋_𝑠𝑞𝑢𝑎𝑟𝑒(𝑡) = {
𝐸𝑋𝑞               0 ≤ 𝑡 <
𝑇
2
−𝐸𝑋𝑞           
𝑇
2
< 𝑡 ≤ 𝑇
              (2) 
where EX is the strength of the electric field in X direction, q 
denotes the charge on an individual particle, and T is the 
period of the square-wave excitation. The electrical forces 
acting on the particles were added to each single volume cell 
of the discretized FLUENT model using User-Defined-
Functions (UDFs).  
C. AIRFLOW MODEL 
Because of the limited variation in pressure and temperature 
in the measurement cell of the PCSA, the ambient air in the 
cell was modelled as an incompressible Newtonian fluid. In 
the measurement cell, the density and viscosity of the air 
were maintained constant and the flow was laminar. The 
fluid phase fulfills the continuity equation and the Navier–
Stokes equations were solved using FLUENT 14.5 software. 
D. PARTICLE TRAJECTORY 
The particle trajectory calculation was based on the integral 
of the force balance on a single particle, which was described 
in a Lagrangian reference frame. This force balance equates 
the particle inertia with the forces acting on the particle and is 
given as follows: 
𝑑𝒖𝑝,𝑖
𝑑𝑡
= 𝑭𝐷(𝒖𝑓,𝑖 − 𝒖𝑝,𝑖) +
𝒈𝑖(𝜌𝑝 − 𝜌𝑓)
𝜌𝑝
+ 𝑭𝑖            (3) 
where i indicates the direction in Cartesian coordinates, i = 
{x, y, z}, 𝜌𝑝  is the particle density, 𝜌𝑓  denotes the fluid 
density, 𝒖𝑓,𝑖 and 𝒖𝑝,𝑖 indicate the velocity vectors of the fluid 
phase and particle, respectively, 𝒈i  is the gravitational 
acceleration, and 𝑭𝑖  represents the external acceleration 
acting on the charged particle, which in this model is the 
 
FIGURE 2. Three-dimensional computational model of the measurement 
cell 
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electrical force expressed as follows: 
𝑭𝑖 =
𝑬𝑖𝑞
𝑚𝑝
                                         (4) 
where 𝑚𝑝 indicates the particle mass, and 𝑬𝑖  is the strength 
of the external electric field. 
The first term on the right side in (3), 𝑭𝐷(𝒖𝑓,𝑖 − 𝒖𝑝,𝑖), is 
the drag force per unit particle mass due to the relative 
velocity of the particle and the fluid, where 
𝑭𝐷 =
18𝜂
𝜌𝑝𝑑2
𝐶𝐷𝑅𝑒
24
                                  (5) 
where, 𝜂 indicates the viscosity of air, d denotes the particle 
diameter, 𝐶𝐷  is the drag coefficient, and 𝑅𝑒  is the relative 
Reynolds number defined as: 
𝑅𝑒 ≡
𝜌𝑓𝑑|𝒖𝑝,𝑖 − 𝒖𝑓,𝑖|
𝜂
                            (6) 
In addition to the drag force and the electrical force, there 
is the repulsive force, called space charge force, among 
nearby charged particles. The calculation of space charge 
force acting on a particle can be simplified by considering 
only the nearest neighbors [34]. The space charge force of 
two neighboring particles with same charge level of q is 
given as: 
𝐹𝑠𝑝𝑐 ≈
𝑞2
4𝜋𝜀0𝑁−2/3
                                 (7) 
where ε0 is the permittivity of free space, N is the number of 
particles per unit volume, determining the distance between 
the particles. The ratio between the magnitudes of the space 
charge force and the electrical force can be defined as: 
𝐹𝑠𝑝𝑐
𝐹𝑋_𝑠𝑞𝑢𝑎𝑟𝑒
=
𝑞
4𝜋𝜀0𝐸𝑋𝑁−2/3
                    (8) 
In this study, the field magnitude was assumed to be at 
least 0.15 MV/m and the particle charge level ranges from 
zero to the Gaussian limit (GL) given by  𝑞𝐺𝐿 = 𝜋𝜀0𝐸𝑏𝑑
2, 
where 𝐸𝑏  is the breakdown field for air. Based on these 
specifications and providing the particle number 
concentration is not greater than 10
12
 particles/m
3
 [35], the 
space charge force due to interparticle interactions is several 
orders of magnitude  smaller, for the great majority of 
particles, compared to the force due to the electric field, and 
therefore was not included in the simulation. 
In addition to the electrical force, the collision of gas 
molecules with small aerosol particles exerts discrete non-
uniform pressures at the particles’ surfaces, resulting in 
random Brownian motion or diffusion [36]. The importance 
of Brownian motion on particle trajectory via the 
measurement cell can be judged by calculating the overall 
distance it travels during its residence inside the 
measurement cell. The particle root mean square 
displacement, 𝑥𝑑, in time t due to the Brownian motion in 
laminar flow is given as ([34]): 
𝑥𝑑 = √2𝐷𝑡                                      (9) 
where D is the Brownian diffusion coefficient for spherical 
particles and defined as:  
𝐷 =
𝑘𝐵𝑇𝑒𝐶𝑐
3𝜋𝜂𝑑
                                   (10) 
where 𝐶𝑐 is the Cunningham slip correction factor, 𝑘𝐵 is the 
Boltzmann’s constant, Te is the environment temperature.  
Given a typical velocity at the inlet of 0.02 m/s, a particle 
residence time inside the measurement cell before reaching 
the measurement volume is around 1 s. During this time, a 
particle of 1 μm diameter at room temperature diffuses a 
distance of about 7 μm, while at the same time travels about 
2 cm in the Z direction of the flow [35], which is many 
orders of magnitude greater. In case of electrical force, the 
distance, 𝑥𝑝, that a particle will travel in time t due to the 
electric field is given as, 
𝑥𝑝 =
𝐸𝑋𝑞𝐶𝑐𝑡
3𝜋𝑑𝜂
                               (11) 
Assuming EX =1.5×10
5
 V/m, q= 1.6 × 10−18 C (10𝑒) 
and the residence time t of 1 s, the displacement of the 
particle in X direction is around 2 mm, which again is 
several orders of magnitude greater than the movement due 
to the Brownian motion. Therefore, in this study, given the 
particle size range and the experimental conditions, the 
effect of the Brownian diffusion can be regarded as 
negligible, which agrees with the literature [35].  
The real-time particle velocity in X direction in the square-
wave excitation field is given by the following expression (a 
detailed derivation of the following formulas can be found in 
[37]): 
𝑢𝑝,𝑥(𝑡) =
{
  
 
  
 𝜇𝐸𝑋 (1 − 𝑒
−
𝑡
𝜏)                 0 ≤ 𝑡 <
𝑇
2
𝜇𝐸𝑋 [2𝑒
−
𝑡−
𝑇
2
𝜏 − 1]          
𝑇
2
≤ 𝑡 < 𝑇
𝜇𝐸𝑋 [1 − 2𝑒
−
𝑡−𝑇
𝜏 ]     𝑇 ≤ 𝑡 < 𝑇 + 𝜏
       (12) 
where 𝑢𝑝,𝑥(𝑡)denotes the real-time particle velocity in X 
direction and 𝜏 is the particle relaxation time defined as 
𝜏 =
𝜌𝑝𝑑
2𝐶𝑐
18𝜂
                                    (13) 
𝜇 is the electrical mobility of particle defined as 
𝜇 =
𝑞𝐶𝑐
3𝜋𝜂𝑑
                                     (14) 
Under the influence of the drag and electrical forces in the 
square-wave excitation field, the particle motion consists of 
periods of acceleration, deceleration, and the steady state 
with velocity varying between 0 and its maximum value [38]. 
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2019.2942525, IEEE Access
 
VOLUME XX, 2017 6 
III. NUMERICAL METHOD 
In this analysis, the 3-D particle trajectories were computed 
for different simulation conditions using FLUENT software. 
The calculation of the airflow was accomplished by solving 
the Navier–Stokes equations. The electric field was 
implemented using UDFs feature in FLUENT. The 
trajectories of particles affected by the airflow and the 
electrical force were calculated using the Lagrangian 
approach and discrete phase model in FLUENT. 
A. NUMERICAL SIMULATION CONDITIONS 
The 3-D particle trajectories inside the measurement cell 
and the number of particles successfully detected inside the 
measurement volume were computed and analyzed taking 
into account different particle properties, such as magnitude 
and polarity of charge and size; air flow conditions, such as 
the inlet velocity profile; and system configurations 
including magnitude of the electric field and excitation 
frequency.  
The airflow was assumed to be laminar during the 
numerical simulations. For each run, the trajectories of a 
number of particles were calculated assuming that the 
particle charge, magnitude as well as polarity, size, and 
initial position were randomly generated with uniform 
distribution. Each time the particle detection percentage, 
defined as a ratio of the number of particles successfully 
detected and validated inside the measurement volume to 
the total number of particles entering into the measurement 
cell, was calculated. The magnitude of the particle charge 
was computed as follows: 
𝑞 = 𝑟𝑞 ∗ 𝑞𝐺𝐿                                      (15) 
where 𝑟𝑞  represents the ratio between the charge carried by a 
single particle and the corresponding Gaussian limit 𝑞𝐺𝐿 
which is proportional to the square of the particle diameter 
[39]. The particle charges, both polarities, uniformly varied 
from −GL to GL. Besides, the particle sizes were uniformly 
distributed random values varying from 0.5 μm to 10 μm. 
The optical and geometrical system configurations of the 
PCSA and the other parameters involved in the numerical 
simulation are presented in Table I. The environmental 
conditions were assumed to be at room temperature and the 
atmospheric pressure.  
In the simulation, it was assumed that the water–liquid 
particles travelled in the fluid of air in the measurement cell. 
The inlet flow velocity profile was assumed to be uniform. 
The flow velocity was maintained to satisfy a laminar flow 
condition determined by the Reynolds number value 
significantly less than 2000. For example, for a given inlet 
flow velocity of 0.026 m/s and the inlet size of 7 mm the 
Reynolds number equals to approximately 12. Additionally, 
the gravitational acceleration in Z direction was taken into 
consideration.  
For each run, for a given simulation condition including 
the excitation frequency, magnitude of the electric field, and 
particle velocity at inlet, 5207 bipolarly charged particles 
were released from the surface of the inlet with random 
particle properties (charge q and size d), initial positions 
𝑥0, 𝑦0, 𝑧0, and initial velocities 𝑉𝑥, 𝑉𝑦, 𝑉𝑧, as listed in Table 
II. The flow rate in Table II indicates the mass flow rate of 
the particle stream that follows the trajectory of an individual 
particle. 
As a charged particle with a random charge level, size, 
initial velocity, and position entered into the measurement 
cell, the particle motion was mainly influenced by the force 
due to the electric excitation field and the drag force 
resulting from air viscosity. The nature of the measurement 
system dictated that the majority of the particles terminated 
on the electrodes or exited via the outlet before being 
detected inside the measurement volume. Therefore, only a 
limited number of particles were successfully detected 
inside the measurement volume. The boundary conditions 
for the proposed 3-D numerical model are summarized in 
Table III. These include the Dirichlet boundary on the inlet 
velocity and wall boundary used to bound fluid and solid 
regions. 
TABLE II 
INITIAL CONDITIONS OF PARTICLE TRAJECTORIES CALCULATION 
Parameters Quantities Units 
𝑉𝑥   0 m/s 
𝑉𝑦  0 m/s 
𝑉𝑧  Particle velocity at inlet, 𝑉𝑖𝑛𝑙𝑒𝑡 m/s 
rq Uniformly distributed random number 
from −100% to 100% 
% 
d Uniformly distributed random number 
from 0.5 to 10 
μm 
𝑥0  Uniformly distributed random number, 
𝑥0
2 + 𝑦0
2 < (
𝑑𝑖𝑛𝑙𝑒𝑡
2
)
2
 
mm 
𝑦0  Uniformly distributed random number, 
𝑥0
2 + 𝑦0
2 < (
𝑑𝑖𝑛𝑙𝑒𝑡
2
)
2
 
mm 
𝑧0  －20 mm 
Flow rate 10-13 kg/s 
 
TABLE I 
PCSA SIMULATION PARAMETERS 
Parameters Quantities Units 
Laser wavelength, λ 514.5 nm 
Gaussian beam diameter, dm 1.35 mm 
Fringe spacing, i 2.29 μm 
Beam intersection angle, θ 12.9 deg 
Focal length of front lens, fL 310 mm 
Range of particle charge, q −GL ~ GL C 
Range of particle size, d 0.5~10 μm 
Particle density, ρp 0.998 × 10
3 kg/m3 
Air density, ρf  1.225 kg/m
3 
Dynamic viscosity of air, η 1.8 × 10-5 N∙s/m2 
Cunningham slip correction 
factor 
≈1  
Size of measurement cell LX = 20, LY = 20, LZ = 40 mm 
Diameter of inlet dinlet  = 7  mm 
Length of electrodes, Le 20 mm 
Width of electrodes, LY 20 mm 
Electrode-inlet distance, Z1 10 mm 
Size of measurement volume, 
rz 
97 μm 
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Domain discretization was implemented using GAMBIT 
software. The accuracy and smoothness of the solution is 
determined by the extent of discretization. A sophisticated 
partition can improve the performance of the simulation. In 
this model, the whole domain was discretized into 16 000 
hexahedral cells, 50 000 quadrilateral faces, and 18 081 
nodes. 
B. CRITERIA FOR PARTICLE DETECTION AND 
VALIDATION 
After computing the particle trajectories using FLUENT 
software, the data were analyzed in MATLAB. The particle 
variables including 3-D positions and velocities, diameters, 
and IDs of the particle tracks were imported from FLUENT 
software for further post-processing based on the criteria for 
particle detection and validation. As previously discussed by 
the authors in [10], compared to sine-wave, in the square-
wave excitation field, the signal processing is less 
challenging in terms of the requirements of the signal-to-
noise ratio and particle residence time within the 
measurement volume. The signal processing in the sine-wave 
field is more likely to be affected by the noise and particle 
position inside the measurement volume. At least, the particle 
residence time inside the volume should be greater than one 
period of the excitation to generate a valid signal burst for the 
sine-wave excitation. For instance, a short or discontinuous 
bursts generated by particle moving in and out of the volume 
in the sine-wave field would not be successfully validated 
due to the limited burst length.  
The particle detection and validation criteria used in this 
study treat the measurement volume as an ellipsoid [15] 
instead of a rectangular shape assumed in 2-D simulation 
[33]. In comparison with the previously published 2-D 
simulation [33], the 3-D numerical model using combination 
of MATLAB and FLUENT software is more accurate in 
terms of the geometry of the measurement cell, the particle 
transport formulation and detection, and flow velocity 
calculation.  
In the 3-D numerical model, the particle motion inside the 
measurement cell is validated based on the detection and 
validation criteria given as follows: 
{
  
 
  
 
1) [
𝑥(𝑡) cos (
𝜃
2)
𝑟𝑤
]
2
+ [
𝑦(𝑡) sin (
𝜃
2)
𝑟𝑤
]
2
+ [
𝑧(𝑡)
𝑟𝑤
]
2
≤ 1   
2) 𝑥𝑚𝑎𝑥 > −𝑑𝑥/2 +𝑀𝑚𝑖𝑛𝑖                                               
3) 𝑥𝑚𝑖𝑛 < 𝑑𝑥/2 − 𝑀𝑚𝑖𝑛𝑖                                                   
4) 𝐴𝑝𝑝 > 𝑀𝑚𝑖𝑛𝑖                                                                    
(16) 
where (𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡) ) denote the instantaneous particle 
position in the Cartesian coordinates, dx is the diameter of the 
measurement volume in X direction, 𝐴𝑝𝑝 = 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛 , 
𝑥𝑚𝑖𝑛  and 𝑥𝑚𝑎𝑥  are the minimum and maximum values of 
particle position in X direction, respectively. 𝑀𝑚𝑖𝑛 indicates 
the minimum number of fringes which has to be crossed by 
the particle within the measurement volume. The first 
inequality in (16) is used to ensure that the particle moves 
into the domain of the measurement volume. The other 
inequalities require that a particle travels across the fringes 
whose number should be no less than 𝑀𝑚𝑖𝑛 . Otherwise, it 
may be difficult to obtain sufficient light scattering in the 
PDA system. 𝑀𝑚𝑖𝑛 was set as 4 in the numerical simulation 
as recommended in [15].  
It is worth noting that when the frequency of the electric 
excitation is above 200Hz, and the axial velocity of the 
particle across the measurement volume is less than 0.01 m/s 
(which is approximately twice the inlet velocity due to 
change in the flow profile) there is a possibility that more 
than one period of the particle oscillatory motion could be 
detected inside the measurement volume of the PCSA 
resulting in discontinuous burst signals. These discontinuous 
signals could be misconstrued by the PCSA signal processing 
unit as independent bursts generated by different particles. 
The detailed signal processing scheme dealing with such 
scenarios based on FFT algorithm combined with the 
evaluation of burst envelope in time domain has been 
presented by the authors in [38]. Such scenarios, however, 
can be easily detected in the simulations or all together 
avoided without resorting to sophisticated signal processing 
by reducing the excitation frequency or increasing the flow 
rate and thus present no problem for the PCSA operating 
within the optimal range of parameters proposed in this 
paper. 
IV. NUMERICAL RESULTS AND DISCUSSION 
A. DIFFERENCES BETWEEN INPUT AND DETECTED 
PROPERTY DISTRIBUTIONS IN THE SIMULATION 
In order to conduct an experimental evaluation of the 3-D 
model, the differences between input and detected particle 
property distributions in the simulation were compared using 
the system configuration shown in Table I. In the 
experimental procedure, the Medic-Aid Sidestream nebulizer 
was used to produce the aerosolized dioctyl phthalate 
droplets [10]. 
TABLE III 
BOUNDARY CONDITIONS FOR PROPOSED 3-D NUMERICAL MODEL 
Surface Coordinates Type Particle 
Inlet 
𝑥2 + 𝑦2 < (
𝑑𝑖𝑛𝑙𝑒𝑡
2
)2 
z = −20 mm,  Velocity inlet 
Initial gauge 
pressure = 0 
Escape 
Outlet 
𝑥2 + 𝑦2 < (
𝑑𝑖𝑛𝑙𝑒𝑡
2
)2 
z = 20 mm,  Outflow Escape 
Electrodes x = ±10 mm  Stationary 
walls 
Trap 
Insulating side 
walls 
y = ±10 mm  Stationary 
walls 
Reflect 
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The particle size distribution of the aerosol produced using 
this method of aerosolization is shown in Table IV. The 
aerosol inherent charge distribution was measured a few 
seconds after nebulization. A low flow rate of 0.06 L/min 
was maintained throughout the measurement to ensure the 
laminar flow. Experiments were performed in an 
environment with temperature of approximately 20 oC and a 
relative humidity of approximately 50%. Due to the 
limitations of the equipment, the higher values of field 
strength and excitation frequency were not achievable and 
could not be tested. 
In the numerical simulation, 100 000 particles in total were 
injected into the measurement cell from the inlet surface with 
uniformly distributed initial positions and initial velocities 
equal to the airflow velocity at the inlet in Z direction. The 
particle size and charge values of the injected particles 
followed the same statistical distribution as obtained 
experimentally [10]. The particle size distribution was split 
into eight discrete values, as shown in Table IV, while 
particle charge results were grouped into discrete intervals 
(bins) shown in Fig. 3. Within each bin, the charge 
distribution for a given particle size was assumed to be 
uniform. A comparison between the input and detected 
property distributions in the simulation, for the naturally 
charged aerosol, is shown in Fig. 3. The particle count shown 
in Fig. 3 refers to the percentage of detected particles for a 
given particle size and charge bin. For example, as shown in 
Fig. 3 (a), the input property distribution of particle count for 
the charge values between 0 and 5e is 54%, which means 
that, in experimental results, 54% of the total number of 
detected particles of 0.7 μm diameter carried charge from 0 
to 5e. 
It can be seen from Fig. 3 that the detected property 
distribution agree well with the input property distribution 
and show similar trends for different size fractions with the 
peak counts occurring at the same charge intervals for both 
input and detected property distributions. There are also 
some differences between the input and detected property 
distributions. These differences can be attributed to random 
nature of aerosol generation process, the simplifying 
assumptions and approximations in the numerical model, 
such as the assumption of uniformly distributed initial 
particle positions across the inlet. It is important to 
emphasize that this is not a rigorous validation because the 
real experimental inlet conditions remain unknown, and any 
systematic error or biases from the prior experimental 
measurement are imprinted on the simulation inlet 
conditions. The difficulty in precise experimental validation 
of the numerical model is compounded by the fact that the 
exact nature of the charge and size distribution of the aerosol 
is not known in advance, and can any be obtained from the 
measurement, so the numerical simulation has to rely on the 
experimental data, which itself is subject to a degree of bias 
and inaccuracy. 
TABLE IV 
PARTICLE SIZE DISTRIBUTION 
Particle diameter (μm) Percentage (%) 
0.7 9 
1.1 11 
1.5 26 
1.9 21 
2.3 8 
2.7 12 
3.1 9 
3.5 4 
 
 
  
 
 
FIGURE 3. Comparison of the particle count for different size fractions 
between input and detected property distributions in square-wave 
excitation field: (a) 0.7 μm, (b) 1.1 μm, (c) 1.5 μm, and (d) 1.9 μm. 
0
10
20
30
40
50
60
P
a
rt
ic
le
 c
o
u
n
t 
(%
) 
Charge (e) 
Input
Detected
0
10
20
30
40
50
60
P
a
rt
ic
le
 c
o
u
n
t 
(%
) 
Charge (e) 
Input
Detected
0
10
20
30
40
50
2.5 10 20 30 40 50 60
P
a
rt
ic
le
 c
o
u
n
t 
(%
) 
Charge (e) 
Input
Detected
0       5      15      25     35      45     55      65       
0
10
20
30
40
P
a
rt
ic
le
 C
o
u
n
t 
(%
) 
Charge (e) 
Input
Detected
0       5      15      25     35      45      55     65      
(d) 
(b) 
(a) 
(c) 
0       5      15      25     35      45     55      65       
0       5      15      25     35      45      55     65      
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2019.2942525, IEEE Access
 
VOLUME XX, 2017 9 
B. 3-D NUMERICAL SIMULATION OF CHARGED 
PARTICLE TRAJECTORIES IN THE MEASUREMENT 
CELL 
This section presents the results of the 3-D numerical 
investigation. The contours of 3-D airflow velocity field in 
the measurement cell between the electrodes are shown in 
Fig. 4 (a). 
As expected, as the flow proceeds through the 
measurement cell from the inlet to the outlet, the centre line 
velocity increases along the flow direction with a 
corresponding decrease in velocity near the walls. It can be 
seen that the velocity profile of the flow changes from flat to 
parabolic as it proceeds towards the exit. This flow 
characteristics increases the residence time of the particles 
traveling near the wall of the cell and thus the likelihood of 
these particles to be deposited on the surface of the electrodes 
due to the electric field attraction.  
One of the advantages of using 3-D numerical model as 
opposed to 2-D analytical derivation [33] is that it can 
capture temporal changes in the flow velocity throughout the 
measurement cell as a function of the inlet and cell geometry 
as well as the inlet velocity profile, thus enabling more 
accurate analysis. 
To illustrate the influence of particle properties on their 
relative motion inside the measurement cell, the trajectories 
of five particles traveling from the inlet to the outlet of the 
cell are shown in Fig. 4 (b). The color of the particle tracks is 
indicative of the particle residence time inside the 
measurement cell, with blue color marking the start of the 
journey near the inlet and red color the end of the track 
before exiting via the outlet. The particle charge values used 
in the simulated tracks are: −4 × 10−16 C , −2 × 10−17 C , 
1.8 × 10−15 C , 1 × 10−16 C , and 2 × 10−15 C.  The 
respective particle sizes are 2.3 μm, 0.7 μm, 4.8 μm, 2.8 μm, 
and 8.8 μm and the corresponding particle initial positions in 
the X–Y plane are (0, 0), (−3.325 , 1.05 ) mm, (1.325 , 
−0.875) mm, (−0.325, 0.7) mm, and (0.5, −0.525) mm. 
The simulations were carried out in FLUENT with the 
excitation frequency of 20 Hz, magnitude of the electric field 
of 0.2 MV/m, and particle velocity at inlet equals to 0.01 m/s, 
reaching approximately 0.02m/s velocity near the centre of 
the cell as the flow becomes fully developed. It can be seen 
in Fig. 4 that the amplitude of the particle oscillatory motion 
in X–Z plane varies depending on its electrical mobility, with 
one particle ending the journey prematurely on the surface of 
one of the electrodes before it could leave the cell via the 
outlet. 
Following the analysis in FLUENT, the particle 
trajectories were exported to MATLAB for further 
processing. The particle trajectories, except for the particle 
deposited on the surface of the electrode, and the 
measurement volume in the X–Z plane are shown in Fig. 5 
(a). The velocity of the particle with diameter of 8.8 μm and 
charge of 2×10
-15
 C in X direction is also shown in Fig. 5 
(b). The intervals of particle acceleration and deceleration 
can be seen in the simulated result of particle velocity in 
one period of the excitation. In the given example, there 
was only one particle that was successfully detected inside 
the volume based on the detection and validation criteria 
discussed in Section III.  
To evaluate the effects of the system parameters and 
particle properties on the transport, detection and validation 
of charged particles inside the measurement volume, a 
number of simulations were carried out. In each run 5207 
particles were simulated for a given set of conditions. The 
results of the simulations are discussed in the following 
sections. 
C. PARTICLE DETECTION PERCENTAGE 
The influences of different system parameters on the 
particle detection percentage within the measurement 
volume were investigated in this section in order to 
determine the optimal system setup. 
 
 
 
 
FIGURE 4. (a) Contours of 3-D airflow velocity field, and (b) 3-D 
trajectories of five particles in the measurement cell in the square-wave 
field at Vinlet = 0.01 m/s, dinlet = 7 mm, f = 20 Hz, and E = 0.2 MV/m using 
FLUENT (Particle traces colored by particle residence time (s)).  
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1) THE EFFECT OF EXCITATION FREQUENCY 
The results of numerical simulation of the particle detection 
percentage for different excitation frequencies and particle 
electrical mobilities are shown in Fig. 6. The absolute 
values of the electrical mobilities of simulated particles are 
divided into four fractions: 0%-25% 𝜇𝑚𝑎𝑥, 25%-50% 𝜇𝑚𝑎𝑥, 
50%-75% 𝜇𝑚𝑎𝑥 , and 75%-100% 𝜇𝑚𝑎𝑥 , where  𝜇𝑚𝑎𝑥 
denotes the maximum value of particle electrical mobility 
calculated from (14), corresponding to the Gaussian limit of 
particle charge. As the excitation frequency becomes 
higher, the number of detected particles initially increases, 
achieving its peak value between 30 and 40 Hz, and then 
gradually decreases as shown in Fig. 6. The particle 
detection percentage curves exhibit similar trends for 
different mobility fractions with the peak values of around 
0.4%, 0.8%, 1.4%, and 1.6% from the lowest to the highest 
mobility fraction. The particles carrying greater charge with 
higher electrical mobilities are statistically more likely to 
pass through the measurement volume, and therefore be 
detected by the measurement system, due to their greater 
amplitude of oscillatory motion. Similarly, as the excitation 
frequency increases above 40 Hz, the lower amplitude of 
the particle motion results in lower likelihood of it being 
detected inside the measurement volume, which leads to a 
lower particle detection percentage. On the other hand, 
when the excitation frequency decreases below 40 Hz the 
particle detection percentage rapidly decreases. This is 
attributed to the fact that more particles start colliding with 
the surface of the electrodes before moving into the 
measurement volume due to considerably larger amplitude 
of their oscillatory motion.  
From Fig. 6, it can be concluded that the optimal range of 
the excitation frequency in terms of maximizing the particle 
detection percentage, is from approximately 20 Hz to 70 
Hz. The overall particle detection percentage in this range 
varies from approximately 3.3% to 4.2%. The lower 
excitation frequencies could be used in case of lowly 
charged aerosols with mobilities generally not exceeding 
the 25% 𝜇𝑚𝑎𝑥 , which is often the case for naturally 
occurring aerosols. It can be also noted that particles with 
higher electrical mobilities, i.e. more highly charged, are 
more likely to be detected and measured, which could lead 
to measurement bias and overestimation of the overall level 
of charge of aerosol sample and will be discussed the next 
section of the paper.  
2) THE EFFECT OF FIELD MAGNITUDE 
The results of numerical simulation showing the particle 
detection percentage for different field magnitudes and 
particle electrical mobilities are shown in Fig. 7. With the 
increase of the magnitude of the electric field the overall 
number of detected particles, for mobility levels from 0% to 
100% 𝜇𝑚𝑎𝑥 , initially increases, achieving its peak value of 
4.7% at approximately 0.4 MV/m, and then decreases as the 
field magnitude becomes higher. A similar trend can be 
observed, but at different rates, for lower mobility fractions 
0%-25% 𝜇𝑚𝑎𝑥 and 25%-50% 𝜇𝑚𝑎𝑥  with the detection 
reaching peak values of around 1.3% and 1.6% at the field 
magnitudes of 2.4 MV/m and 0.4 MV/m, respectively. This 
is to be expected because greater amplitude of the particle 
 
 
FIGURE 5. (a) Two-dimensional trajectories of particles via the volume 
in X–Z plane in  square-wave field (amplified), and (b) Velocity of 
particle with diameter of 8.8 μm and charge of 2×10
-15
 C in X direction 
in square-wave field (amplified). 
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FIGURE 6. The particle detection percentage for different excitation 
frequencies and particle mobilities (particle velocity at inlet Vinlet = 
0.026 m/s, magnitude of electric field E = 0.15 MV/m, and dinlet = 7 mm). 
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motion resulting from increasing field magnitude improves 
the probability of the particle being detected inside the 
measurement volume. 
 On the other hand, for more highly charged particles 
with higher mobility ranges of 50%-75% 𝜇𝑚𝑎𝑥  and 75%-
100% 𝜇𝑚𝑎𝑥 , both particle detection curves show steady 
decline. This is due to the fact that with the increasing 
electric field magnitude more highly charged particles are 
deflected away from the centre of the measurement cell as 
the amplitude of the particle trajectory in X direction is 
proportional to the magnitude of the electric field.  
Consequently, many of these particles are terminating on 
the electrodes without ever reaching the measurement 
volume. It can be concluded from Fig. 7 that the optimal 
range of the magnitude of the electric field in terms of 
maximizing the particle detection percentage, is between 
0.15 MV/m and 1 MV/m with the particle detection 
percentage varying from around 3.6% to 4.7%.  
3) THE EFFECT OF PARTICLE VELOCITY AT INLET 
The results of numerical simulation showing the particle 
detection percentage for different particle velocities at inlet 
and particle electrical mobilities are presented in Fig. 8. The 
airflow conditions were maintained laminar during the 
simulation. As shown in Fig. 8, all the curves of particle 
detection percentage exhibit similar trends for different 
mobility levels. Initially, the number of detected particles 
rapidly declines as the particle velocity at the inlet 
increases. When the inlet velocity exceeds around 0.05 m/s, 
the number of detected particles levels off. The main reason 
for this behavior is that the higher inlet velocity results in 
greater particle displacement in Z direction within one 
period of the drive excitation and consequently diminishes 
the probability of particle detection inside the measurement 
volume. 
The simulation results in this section showed clearly that 
the lower particle inlet velocity the higher number of 
particles pass through the measurement volume and are 
successfully validated by the measurement system. 
However, it is important to bear in mind when setting the 
appropriate flow rate that very low flow rates lead to longer 
sampling period and therefore prolong measurement time, 
which in some cases would prevent capturing dynamic 
nature of rapidly evolving and dispersing aerosol cloud. 
The very low flow rate could also increase the likelihood of 
interparticle interactions altering the original picture of 
aerosol charge distribution. On the other hand, very high 
flow rates could cause turbulence and inaccuracies in the 
measurement system. Therefore, it seems that a reasonable 
compromise between these competing requirements would 
be to aim the flow rate at the value between 0.01 m/s and 
0.03 m/s with the particle detection percentage varying 
from approximately 4.3% to 14.2%. 
D. MEASUREMENT BIAS 
In previous section of the paper, the analysis and discussion 
focused on selecting optimal range of system parameters 
from the point of view of maximizing the overall particle 
detection percentage. However, the bias of measured 
particle charge and size distribution is also an important 
consideration. As demonstrated by the simulation results, 
the probability of a particle travelling across the 
measurement volume can be increased by increasing the 
amplitude of the particle displacement. Since the particle 
electrical mobility is proportional to the particle charge 
level, it can sometimes lead to an over representation of 
highly charged particles in the measurement sample. On the 
other hand, however, if the amplitude of a particle motion 
becomes too high, highly charged particles end up colliding 
with the surface of the electrodes and may never reach the 
measurement volume, which could lead to under 
representation of highly charged particles in the aerosol 
 
 
FIGURE 7. The particle detection percentage for different magnitudes of 
electric field and particle mobilities (particle velocity at inlet Vinlet = 0.026 
m/s, excitation frequency f = 40 Hz, and dinlet = 7 mm).  
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FIGURE 8. The particle detection percentage for different particle 
velocities at inlet and particle mobilities (excitation frequency f = 40 Hz, 
magnitude of electric field E = 0.4 MV/m, and dinlet = 7 mm). 
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charge distribution measured by the PCSA system. The 
measurement results, therefore, are likely to be somewhat 
biased depending on the experimental conditions.  
Although, it may not be possible to totally eliminate the 
measurement bias, it is important to quantify and try to 
minimize the bias by appropriate selection of the PCSA 
parameters. A discussion of the effects of system 
parameters on the particle charge and size measurement 
bias is presented below. The broad ranges of the excitation 
frequency (10-250 Hz), electric field strength (0.15-2.5 
MV/m) and inlet velocity (0.008-0.1 m/s) shown in Figs. 6-
8 have been limited to narrow ranges about the optimal 
conditions for further investigation in the following sections 
of the paper. 
1) THE EFFECT OF EXCITATION FREQUENCY 
In order to evaluate the effect of the excitation frequency on 
the charge measurement bias, the actual charge distribution 
of the simulated particles and the charge distribution of 
detected particles with mobility levels from 0%-100% 𝜇𝑚𝑎𝑥 
for different excitation frequencies are compared in Fig. 9. 
The charge distribution results for different excitation 
frequencies show that the percentage of highly charged 
particles detected in the measurement volume for lower 
frequencies is reduced compared to the detection rate for 
higher frequencies. Additionally, the percentage of lowly 
charged particles detected using lower frequency of 
excitation is slightly increased. The overall charge range of 
detected particles extends by small margin as the excitation 
frequency increases. This is to be expected because the 
increasing excitation frequency reduces the amplitude of 
particle motion. Subsequently, a highly charged particle is 
more likely to be captured by the electrodes for lower 
frequencies due to the greater amplitude of its motion. 
Thus, the contribution of highly charged particles to the 
charge distribution is reduced for lower frequencies. For 
higher frequencies, the decreased amplitude of the particle 
motion results in a higher probability of detection of highly 
charged particle inside the measurement volume.  
In order to investigate the influence of the excitation 
frequency on the size distribution measurement bias, the 
actual size distribution of the simulated aerosol particles 
and the size distribution of detected particles with 
combined mobility levels from 0%-100% 𝜇𝑚𝑎𝑥 for different 
excitation frequencies are shown in Fig. 10. The size range 
between 0.5 μm and 10 μm has been divided into six bins: 
0.5 - 1 μm, 1 - 2 μm, 2 - 4 μm, 4 - 6 μm, 6 - 8 μm, and 8 - 
10 μm with the average value for each bin displayed on the 
horizontal axis. It can be seen that there is a noticeable over 
representation of medium sized particles in the results of 
particle size distribution. Since the particle electrical 
mobility is proportional to the particle charge and size ratio 
(see (14)) and the Gaussian limit of particle charge is 
proportional to the square of the particle size [39], the 
overall electrical mobility range for larger particles is 
greater compared to smaller particles.  Thus, the larger 
particles are more likely to be trapped by the electrodes due 
to greater amplitude of their motion. On the lower end of 
the particle size range the opposite effect dominates the 
measurement bias. As the electrical mobility of smaller 
particle decreases, it is more likely for these particles to 
travel without crossing the measurement volume and being 
detected. The combination of both of these effects leads to 
the increased detection rate for the medium sized particles 
with medium range electrical mobility relative to other 
particle size fractions. As can be seen in Fig. 10, the 
particle size measurement bias is also dependent on the 
selection of the excitation frequency and is getting more 
pronounced at 30Hz.   
Although, due to the nature of the measurement, it is 
impossible to completely eliminate or accurately predict the 
measurement bias without knowing a priori characteristics 
of the measured aerosol, it can be argued that the desirable 
range of the excitation frequency from the point of view of 
minimizing the charge and size measurement bias should be 
between 40 Hz and 50 Hz. 
 
 
FIGURE 9. Bias of measured charge distribution of detected particles 
for different excitation frequencies with particle velocity at inlet Vinlet = 
0.01 m/s, magnitude of electric field E = 0.4 MV/m, and dinlet = 7 mm. 
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FIGURE 10. Bias of measured size distribution of detected particles 
for different excitation frequencies with particle velocity at inlet Vinlet = 
0.01 m/s, magnitude of electric field E = 0.4 MV/m, and dinlet = 7 mm. 
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2) THE EFFECT OF FIELD MAGNITUDE 
In order to evaluate the effect of the magnitude of the 
electric field on the charge measurement bias, the actual 
charge distribution of the entire population of simulated 
particles with mobility levels from 0% to 100% 𝜇𝑚𝑎𝑥 was 
compared with the charge distribution of detected particles 
for different magnitudes of the electric field. The charge 
distribution curves presented in Fig. 11 show similar trends 
to those seen in Fig. 9. The charge range of detected 
particles widens as the field magnitude decreases for 
similar reasons as already discussed in the previous section. 
The main reason is that a higher field magnitude results in a 
greater amplitude of the particle motion, leading to higher 
likelihood of highly charged particles being captured by the 
electrodes. On the other hand, lower field magnitudes 
generate smaller amplitudes of particle motion which 
means that the lowly charged particles are less likely to be 
detected inside the measurement volume.  
The effect of the field magnitude on the size distribution 
measurement bias is shown in Fig. 12. The actual size 
distribution of the total number of simulated particles was 
compared with the size distribution of the detected particles 
for the entire range of electrical mobility and different field 
magnitudes. It can be seen that there is an over 
representation of particles sizes between 2 μm and 6 μm for 
higher field magnitudes for the similar reasons discussed 
previously related to the variations in the amplitude of the 
oscillatory particle motion. The lower field amplitude of 0.2 
MV/m curve exhibits a slightly different trend showing 
under representation of smaller particles and over 
representation of larger particles detected inside the 
measurement volume compared with the actual distribution. 
It is evident in this instance that fewer, smaller, less 
charged, and therefore less mobile particles are more likely 
to cross the measurement volume compared to bigger, more 
charged, and thus more mobile particles. It can be 
concluded that the optimal range of the field magnitude 
should be from 0.3 MV/m to 0.4 MV/m from the point of 
view of minimizing the charge and size measurement bias. 
However, the field magnitudes outside of this range would 
also be acceptable for naturally charged aerosols with 
narrow charged distribution. 
3) THE EFFECT OF PARTICLE VELOCITY AT INLET 
The actual charge distribution of the simulated particles and 
the charge distribution of detected particles with mobility 
levels from 0% to 100% 𝜇𝑚𝑎𝑥 for different inlet velocities 
are shown in Fig. 13. It was found that the inlet velocity 
had limited effect on the detected particle charge 
distribution. However, as demonstrated in Fig. 8, higher 
flow rate leads to decreasing overall particle detection rate 
and therefore potentially statistically less significant 
sample.  
The actual size distribution of simulated particles and the 
size distribution of detected particles for different inlet 
velocities are shown in Fig. 14. Generally, similar to 
previously presented analysis, fewer smaller or larger 
particles than medium sized particles are detected for 
different inlet velocities. Although, it can be argued that 
there is an increase of bias in terms of over representation 
of larger particles with the increase of inlet velocities, the 
results seem not sufficiently clear to justify this conclusion.  
 
FIGURE 11. Bias of measured charge distribution of detected particles 
for different magnitudes of electric field with particle velocity at inlet 
Vinlet = 0.01 m/s, excitation frequency f = 40 Hz, and dinlet = 7 mm. 
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FIGURE 12. Bias of measured size distribution of detected particles for 
different magnitudes of electric field with particle velocity at inlet Vinlet = 
0.01 m/s, excitation frequency f = 40 Hz, and dinlet = 7 mm. 
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FIGURE 13. Bias of measured charge distribution of detected particles 
for different particle velocities at inlet with magnitude of electric field E 
= 0.4 MV/m, excitation frequency f = 40 Hz, and dinlet = 7 mm. 
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V. CONCLUSION 
The 3-D numerical modeling of the PCSA measurement 
system was conducted using FLUENT and MATLAB 
software to investigate the particle transport and detection 
inside the measurement volume. The trajectories of a large 
population of particles were computed in order to evaluate 
the particle detection percentage inside the measurement 
volume and the bias in particle charge and diameter 
distribution in the square-wave excitation field. In order to 
conduct an experimental evaluation of the 3-D model, the 
differences between input and detected particle property 
distributions in the simulation were compared using 
naturally charged aerosol generated from Medic-Aid 
Sidestream nebulizer. The detected property distribution 
agreed well with the input property distribution. 
The numerical results demonstrated that particle 
detection percentage and the bias in particle charge and 
diameter distribution were affected by different system 
parameters including the excitation frequency, field 
magnitude, and particle velocity at the inlet. It was shown 
that the reduction of the bias of measured charge and size 
distribution of detected particles can be achieved while 
maintaining high number of detected particles by an 
appropriate selection of PCSA parameters, leading to a 
more representative picture of measured aerosols. The 
optimal ranges of the excitation frequency, magnitude of 
electric field, and particle velocity at inlet are between 40 - 
50 Hz, 0.3 - 0.4 MV/m, and 0.01 - 0.03 m/s, respectively 
from the point of view of maximizing the number of 
detected particles and minimizing the charge and size 
measurement bias. 
Due to the nature of the measurement and the complexity 
of the interactions between PCSA parameters, particle 
properties and airflow conditions it is not possible to 
completely eliminate the bias from particle size and charge 
distribution measurement. However, considering the results 
of the simulation, some broad recommendations were 
provided how to minimize the measurement bias and 
maximize the particle detection rate.  It is important to note 
that the simulation tests were performed using a very 
challenging assumption that the magnitude of particle 
charge was uniformly distributed from 0 to a saturation 
level for different size fractions. Such a situation is very 
unlikely to occur in the actual measurements where the 
majority of particles would likely fall into much more 
narrow charge distribution, most probably close to the 
lower end of the charge range spectrum [8-9]. In such 
majority of cases, the measurement bias would be 
considerably smaller than the one presented in this paper 
due to smaller variation of the amplitude of particle motion. 
In such cases the square-wave excitation method would be 
able to provide more representative profile of aerosol size 
and electrostatic charge distribution.  
This 3-D numerical study provided a better 
understanding of the influence of the effects of different 
system parameters on the charged particle behavior, 
detection and validation inside the measurement volume. 
Future work will focus on extending the developed model 
by considering non-uniform particle initial velocity and 
position distributions, as well as different profiles of aerosol 
charge and size distributions. The signal processing of 
multi-bursts and discontinuous burst signals will be further 
investigated to improve the particle detection and validation 
performance. Finally, a more generally applicable 
optimization process to identify an optimal configuration 
for any PCSA system will be considered. The new 
approach could include solving multiobjective optimization 
problem in the presence of conflicting requirements that the 
design of the measurement system has to satisfy. 
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