Abstract-Remote sensing systems such as a constellation of satellites periodically observe regions on the surface of the earth to collect visual imagery and other sensory data that is both spatial and temporal. Efficiently scheduling sensing activities on a constellation of satellites is a natural problem that arises while managing these systems. Given a set of satellites, a set of sensing activities with their priorities and timing constraints, the objective of the problem is to assign activities to the satellites over a given time period such that at most one activity is assigned to a satellite at any time and the quality of information collected by the satellites is maximized. This problem is computationally challenging to solve and is NP-Hard. In this research, heuristics are first developed to find feasible solutions based on a greedy approach and by dividing the given time period into smaller blocks of time. To determine the quality of a feasible solution, an integer linear programming approach is also developed. Numerical results show that good feasible solutions can be obtained in the order of seconds on a standard computer for a constellation of up to eight satellites and thousand activities using the proposed algorithms.
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I. I
Remote sensing systems such as a constellation of satellites periodically observe regions on the surface of the earth to collect visual imagery and other sensory data that is both spatial and temporal. Optimizing the performance of these remote systems is important in terms of maximizing the utility of the onboard sensors as well as in increasing the quality of the sensed information which is critical for national security applications. Efficiently scheduling a set of sensing activities on a constellation of satellites is a natural problem that arises while managing these remote sensing systems. Given a set of satellites, a set of sensing activities with their priorities and timing constraints, the objective of the Satellite Constellation scheduling Problem (SCP) is to assign activities to the satellites over a given time period such that at most one activity is assigned to a satellite at any time, each mandatory activity is assigned to a satellite, each assigned activity is started and completed within its time window, and, the quality of information collected by the satellites is maximized.
The SCP is a generalization of the single machine scheduling problem where there is an earliest start time (also referred to as the release time) for each activity and the objective is to minimize the sum of the completion times of all activities. This single machine scheduling problem is known to be strongly NP-Hard [5, 6] . In addition, the SCP is also a generalization of a two identical machine scheduling problem (which is NP-Hard [6] ) where the objective is to minimize the weighted sum of the completion times of all the sensing activities. For these reasons, the SCP is computationally challenging to solve.
Variants of the SCP have been addressed in the literature. Globus et al. compare the performance of multiple heuristics for a variant of the SCP with communication and power constraints in [3] . Frank et al. develop greedy search heuristics for scheduling on fleets of satellites in [2] . Oberholzer [7] developed meta-heuristics for a version of the SCP where the sensing activities must be scheduled on commercial satellites that provide frequent earth coverage. A chronological search algorithm for scheduling activities for a constellation of up to two satellites was developed in [4] . Dynamic variants of the satellite scheduling problem have also been addressed in [8] .
The SCP considered in this article has multiple categories of activities, and timing and precedence constraints among them. First, we develop an integer linear programming approach for finding an optimal solution to the SCP. Second, fast heuristics are developed to find quick solutions to the SCP based on a greedy approach, and by dividing the time period into smaller blocks of time. Third, all the proposed algorithms are implemented on realistic data involving a constellation of up to eight satellites and thousand activities. Numerical results show that good feasible solutions can be obtained for the satellite scheduling problem in the order of seconds on a standard computer using the proposed algorithms.
II. P
The time period provided for scheduling all the activities can vary from a few hours to a day. Each activity is associated with a start time, a deadline, a duration, a priority, an hierarchical importance or category (mandatory, essential or desired) and a minimum required quality (this refers to the quality of the observation made by the satellite; this is often impacted by time of the day, weather etc.). Performing an activity has a utility or a reward associated with it and this utility depends on (i) the time the activity starts, (ii) the satellite that performs the activity, and (iii) the quality of information obtained by the satellite while performing the activity. The goal of the problem is to schedule all the activities on the available satellites so that the sum of the utilities corresponding to the activities performed on the satellites is maximized while satisfying all the scheduling restrictions of the activities. The constraints associated with all the activities are as follows:
• Each activity belongs to one of the three categories: 1. mandatory, 2. essential, or 3. desired. Mandatory activities have to be performed by some satellite within its time window, essential activities are high priority activities and the rest of the activities are desired activities.
• The activities are non-preemptive i.e., once a satellite starts to perform an activity, it has to complete the activity before working on the next activity.
• There are precedence relations which must be satisfied by the activities. These relations are represented by an acyclic directed graph.
III. I P F
There are generally two ways of formulating the CSP. One way is to formulate the problem as a mixed integer linear program where the completion time or the start time of an activity is a continuous time variable. Another way is to discretize time and formulate an integer program (also referred to as a time-indexed formulation). In this article, we will chose the later for the following reasons: 1) Computing the utility associated with performing an activity on a satellite is a non-linear function of time, and as a result, the utility data is easier to represent if the time is discretized; 2) The formulations with discrete time variables for scheduling problems are known to produce better bounds for estimating the optimum [1]. Even though discretizing time leads to formulations with large number of variables, we were able to implement this formulation efficiently in CPLEX and find good feasible solutions to the CSP for large problem instances. The following is the list of all the notations used in this formulation. N T scheduling time horizon; t time slot index, t = 1, . . . , T ; J set of activities indexed by j; I set of mobile satellites indexed by i; K 1 set of mandatory activities; K 2 set of essential activities; K 3 set of desired activities;
activities where V is the set of vertices associated with each activity j, and A denotes the set of edges associated with each precedence constraint; rel j release times for activity j; δ j deadline for activity j; t j
[rel j , δ j ] -time window for activity j; p j processing time for activity j;
Let T S (respectively T E ) be a lower (respectively upper) bound on the time the execution of any activity j can be completed; the values can be computed as T S = min{rel j + p j | j ∈ J} and T E = max{δ j | j ∈ J}. This formulation uses binary decision variables x i jt ∈ {0, 1} with T S ≤ t ≤ T E , where x i jt = 1 if activity j is completed exactly at time t on satellite i and is equal to 0 otherwise. The utility associated with satellite i performing activity j at time t is denoted by β i jt .
O
: The objective is to maximize the sum of all the utilities associated with the assigned sensing activities. That is, (1) C : Using the decision variables and nomenclature introduced above, we formulate the constraints of the problem as follows: 1) A : This set of constraints ensure any satellite is performing at most one activity at any time.
In the above constraint, t = max{t, rel j +p j } and t = max{δ j , t+p j −1}. These constraints also ensure that the activities are being performed nonpreemptively. 2) C : These constraints enforce that the mandatory category activities have to be performed by some satellite, and activities from other categories can be performed at most once.
3) P : These constraints enforce the precedence relations between the activities. We use the precedence graph G(V, A) to enforce these constraints, where V is the set of vertices associated with each activity j, and A denotes the set of edges associated with each precedence constraint. For any two activities j 1 and j 2 , suppose (j 1 , j 2 ) ∈ A is an edge in the precedence graph, then activity j 1 must be performed before activity j 2 . This constraint can be written as
The above constraint enforces the precedence constraint globally over all the satellites. These precedence constraints in (5) can also be replaced with the following constraint for every edge (j 1 , j 2 ) in the precedence graph G: For every t such that
4) B :
IV. H
The heuristics presented here are based on some practical considerations regarding the number of activities we encounter in each category for our application. Each mandatory activity present in category 1 must be performed by its designated satellite once per day. In addition, typically, in our application, each satellite is associated with exactly one mandatory activity (which commonly requires the satellite to perform sensor maintenance). Therefore, to obtain a feasible schedule for the CSP, it is sufficient to ensure that all the mandatory activities are performed by its designated satellites, and other activities from categories 2 and 3 are assigned in the remaining time slots that satisfy the precedence and timing constraints of the problem. The greedy heuristics, and the split heuristic we propose in this section exploit this assumption. In addition, the integer programming model presented in the previous section performed well (or could be solved within a reasonable amount of time in CPLEX) for time periods that were at most equal to 12 hours. The split heuristic provided in this section specifically tries to address the computational difficulty when the time period is more than 12 hours. Numerical results presented in the next section show that these heuristics are able to find good solutions reasonably fast.
A. Greedy Heuristic 1
The first heuristic we developed works in two phases. In the first phase, each mandatory activity (say j) from category 1 is scheduled on its respective satellite (say i) such that one optimizes max t β i jt . This step will require one to simply sort all the utilities obtained from assigning an activity to its designated satellite for all the possible times and choosing the time that maximizes the utility. This phase of the heuristic essentially guarantees the feasibility of the solution produced by the heuristic. In the second phase of this heuristic, all the activities from category 2 and 3 are clustered together, and for each activity (say j * ) in this cluster, the maximum possible utility, q j * = max i,t β i j * t , is obtained by assigning j * to any of the satellites. Then, all the activities from the cluster are sorted and assigned based on non-increasing values of q j * ; that is, an activity from the cluster with the largest value of q j * is assigned first if it is feasible followed by an activity from the cluster with the next largest q j * and so on. Ties are broken arbitrarily.
B. Greedy Heuristic 2
The second heuristic pools all the activities from different categories into just one cluster. Similar to the greedy heuristic, for each activity (say j) in this cluster, the maximum possible utility, q j = max i,t β i jt , is obtained by assigning j to any of its designated satellites. Then, all the activities from the cluster are sorted and assigned based on non-increasing values of q j using the following algorithm:
1) Choose an unassigned activity which has not yet been considered by the heuristic with the largest value of q j . 2) Assign the unassigned activity if the corresponding satellite is available for the desired time slots. 3) If the unassigned activity belongs to category 1 and it cannot be assigned in the previous step, remove as few a number of current assigned activities from the schedule so that the unassigned activity can be performed by its designated satellite. 4) Return to step (1) if there is any unassigned activity that has not been considered by the heuristic.
C. Split Heuristic
The split heuristic simply partitions the given time period (which is usually 24 hours) into two blocks of 12 hours. The activities from categories 2 and 3 are also partitioned into each of these blocks based on their timing or precedence constraints. For the first block, all the activities from category 1 and the partition of the activities from categories 2 and 3 are considered for assignment to all the satellites by solving the integer program proposed in the previous section. The output of this solution for the first time block will add additional timing and precedence constraints for the remaining unassigned activities that are due to be scheduled for the second block. Next, the integer programming model is used to assign as many unassigned activities as possible during the second block while satisfying all the additional constraints.
V. S
In each problem instance, the activities are scheduled either over a period of 12 or 24 hours. We discretize any time period (say T ) into T × 60 time slots with one minute of duration in each time slot. Two sets of problem instances were generated to test the effect of the time window constraints of the activities. Specifically, the first set included 50 problem instances with 40 instances corresponding to a time period of 12 hours and 10 instances corresponding to a time period of 24 hours. Each problem instance generated has up to eight satellites. As discussed before, each satellite has exactly one mandatory activity it has to perform from category 1. Activities in category 2 may occur periodically once every 20 time slots for each satellite. Number of category 3 activities is computed using the following formulae: ≈ 0.09× no. of time slots × no. of satellites. Each activity in category 3 was assigned a time window with the length of the time window generated from a uniform random distribution. The first set of instances is referred to as TW in the figures. The second set also includes 50 problem instances with all the data exactly the same as the first set except that there are no time window constraints for each of the category 3 activities.
The second set of instances is referred to No-TW in the figures.
All the algorithms were programmed in Julia using IBM ILOG CPLEX 12.6.1 as the integer programming solver. The simulations were performed on a Dell Precision T5500 workstation (Intel Xeon E5630 processor @ 2.53GHz, 12GB RAM). The operating system was 64 bit Ubuntu 14.04 LTS Linux distribution. In general, we were able to find optimal solutions for instances with up to 5 satellites using the integer programming model in CPLEX. For any instance with more than 5 satellites, the convergence of the Branch and Cut (B&C) algorithm in CPLEX was slow. Therefore, we performed two sets of simulations to understand the convergence of the B&C algorithm as it approached the optimum. The average computation time for the 12 hour instances when a feasible solution reaches within 2% of the optimum in the B&C algorithm is shown in figure 1 . This figure also shows the share of the average computation times spent on solving the Linear Programming (LP) relaxation and the average times spent on the branch and bounding part of the algorithm. The results in figure 1 show that the first set of instances with the time window constraints are easier to solve than the instances without the time constraints for the category three activities. The second set of simulations let the B&C algorithm run until a feasible solution within 0.5% of optimal is obtained ( figure  2 ). These simulations show that the Branch and Cut solver in CPLEX takes a significant amount of time to converge to the optimum even though it has already identified good solutions that are within 2% of the optimum. Therefore, for the remaining simulations, in order to not let the software run indefinitely, we stopped the B&C algorithm if it finds a feasible solution within 2% of the optimum.
The average percentage optimality gap in the schedules for the 12 hour instances for the B&C algorithm is shown in figure 3 . The performance of the greedy heuristics for the 12 hour instances is outlined in table I. Similarly, the performance of the greedy heuristics and the split heuristic for the 24 hour instances are shown in tables II and III. The greedy heuristics ran to completion within seconds and are able to find solutions within 6% of the optimum, on average, even for 24 hour instances. The results in table II show that the quality of the solutions produced by the split heuristic is much superior than that of the greedy heuristics. The split heuristic found solutions that are approximately within 2% of the optimum on an average.
VI. C
The computational results presented in this article show that simple greedy and split heuristics can find good feasible solutions for the satellite constellation scheduling problem. In addition, integer programming relaxations can be used to find tight lower bounds which in turn provide numerical guarantees for the quality of solutions found by the heuristics. The work presented in this article can be extended in several directions. First, the integer programming relaxations of these problems can be strengthened by the addition of strong valid inequalities. Second, the solutions found by the proposed heuristics can be used as initial feasible solutions for the Branch and Cut algorithm in CPLEX. Third, the current version of the problem is purely deterministic; therefore, addressing stochastic variants of the scheduling problem in the presence of either adding new activities or changing the time windows of the activities will also be useful in practice. 
