Self-supervised learning has advanced rapidly, with several results beating supervised models for pre-training feature representations. While the focus of most of these works has been new loss functions or tasks, little attention has been given to the data transformations that build the foundation of learning representations with desirable invariances. In this work, we introduce a framework for multimodal data transformations that preserve semantics and induce the learning of high-level representations across modalities. We do this by combining two steps: inter-modality slicing, and intra-modality augmentation. Using a contrastive loss as the training task, we show that choosing the right transformations is key and that our method yields state-of-the-art results on downstream video and audio classification tasks such as HMDB51, UCF101 and DCASE2014 with Kinetics-400 pretraining.
Introduction
Self-supervised pretraining of image representations has been maturing rapidly and is now competitive with manual supervision while utilizing only raw images with no manually-specified labels. Recent examples include contrastive methods such as PIRL [37] , MoCo [19] and SimCLR [57] as well as clustering-based ones such as SeLa [67] . These methods still underperform direct supervised learning when it comes to learning semantic concepts such as object classes, but are entirely comparable to supervised learning for pretraining a representation that is transferred to another task.
The main idea behind all these approaches is to learn image representations which are invariant to irrelevant nuisance factors in the data while being distinctive to the relevant factors. Remarkably, albeit unsurprisingly, these are the same design criteria of traditional computer vision representations such as SIFT [34] . In the absence of an external task such as image classification for supervision, an algorithm cannot tell which factors are relevant or irrelevant. As a proxy, authors have thus modelled irrelevant factors as random photo-geometric data transformations, often also called augmentations. Then, the self-supervised learning task is to distinguish images up to these random transformations. Figure 1 : Schematic overview of our GDT framework. With GDT, the network learns a meaningful embedding via invariances across modalities and augmentations. Samples that contain the same or similar audio (e.g. from snowboarding) are learned to lie close in an embedding even though they vary in visual appearance, and vice versa. The embedding is learned via noise contrastive estimation against clips of other source videos. Illustrational videos taken from [1] .
In this paper, we argue that transformations are in fact central to self-supervision. We develop a clear framework for semantics preserving data augmentations for multi-modal training. In particular, we view multi-modal training as a special case of data transformation and thus, any recent method in self-supervised learning can be applied to this case without changes.
This can be explained succinctly as follows. In self-supervision in the image domain, one starts from an image x and generates a second, congruous image t(x) by applying a nuisance transformation t to x. These transformations leave the semantic content mostly intact but can introduce noise as variance, or make the task more difficult by masking parts of the inputs. The goal is then to learn a representation Φ which is approximately invariant to t, i.e. Φ(x) ≈ Φ(t(x)). The latter must be paired with a constraint that the representation should also be distinctive, i.e. Φ(x) = Φ(x ) if x and x are different images.
In multi-modal learning, one starts instead from composite data z = (a, v). For example, a could be the audio stream and v the video stream in a video. Then, instead of directly learning to predict the audio a from the video v (or vice-versa), which is an ill-posed problem, one might instead wish to learn a pair of representations Φ a (a) ≈ Φ v (v), one for each stream. In this case, distinctiveness
It is then easy to combine these two approaches under the same formulation as shown in Figure 1 . The first step is to consider transformations t(z) applied to the composite data. These generalized transformations play two roles: (a) to slice (selecting which modality to observe) and (b) to augment (applying a random perturbation to the modality) the data. The second step is to consider a representation Φ that can take as input any modality. This is trivially achieved by considering a pair of networks Φ = (Φ a , Φ v ) as before, with the convention that Φ(t(z)) amounts to running either Φ a or Φ v depending on which modality is sliced by t.
Since transformations on videos can be applied in the time dimension as well, this results in a combinatorial space of possible transformations that can be used to slice and augment multi-modal data. A second contribution of the paper is to study this space, demonstrating the power of searching for better sets of transformations. We show empirically the power of these intuitions by building them into MoCo [19] , an off-the-shelf self-supervised method for learning from static images, extending it to a state-of-the-art method for learning from multi-modal data. The resulting algorithm achieves state-of-the-art video self-supervision downstream performance for methods pretrained on the Kinetics-400 dataset [25] and even beats methods that use weak supervision such as video titles [33] for the first time.
Related work
Early unsupervised representation learning. Learning representations from unlabelled data has been an active area of computer vision research for decades. Early works such as auto-encoders [21] , deep belief networks [22] , shift-invariant decoders [48] , sparse coding algorithms [31] and stacked ISAs [30] learnt image and video representations by reconstructing inputs. Recently, however, a number of works have instead focused on self-supervised learning approaches to learn representations by developing pretext tasks to encourage networks to learn semantics from free supervision signals available in images and videos.
Self-supervised learning from images. A variety of pretext tasks have been proposed to learn representations from unlabelled images. Some tasks leverage the spatial context in images [10, 39] to train CNNs. Others create pseudo classification labels by artificial rotations [14] , or clustering features [6, 7, 67] . Other tasks include colorization [68, 69] , predicting features [41, 20, 5] , inpainting [45] and solving jigsaw puzzles [40] .
Self-supervised learning from videos. Some of the tasks that use the space dimension of images have been extended to the space-time dimensions of videos by crafting equivalent tasks. These include predicting geometric transformations [24] , jigsaw puzzles [26] and performing noise contrastive retrieval [17] . Other tasks make use of the temporal dimension of video to learn representations by predicting shuffled frames [38] , the arrow of time [62] , motion [60] , clip order [65] or sorting sequences [32] .
Multi-modal learning. Videos, unlike images, are a rich source of a variety of modalities such as speech, audio, and optical flow. Several works leverage the natural correspondence [3] and synchronization [28, 42] between the audio and RGB streams to learn representations. Others use a modality distillation framework to learn video [43] and sound [4] representations. With the release of the recent HowTo100M dataset [36] , a large-scale instructional video dataset, a number of recent papers have leveraged speech or Automatic Speech Recognition (ASR) as a weak supervisory signal to train video representations [56, 35, 33] . These ASR models are, however, supervised models and thus implicitly contain more information than obtained from the training video datasets. Recent works have also found that multi-modal learning can lead to more robust representations as they can partly account for the different learning speeds of the different modalities [2, 64, 61] .
Noise Contrastive Loss. Noise Contrastive losses [16] measure the similarity between sample pairs in a representational space and are at the core of several recent works on unsupervised feature learning [63, 41, 57, 19, 8] . The noise-contrastive loss function, which has recently been shown to yield good performance for images and videos [52, 19, 63, 41, 8, 35, 17, 56, 33] , circumvents the need to implicitly specify what information needs to be discarded via a designed task. The combination of data augmentations and noise-contrastive re-identification is enough to train networks effectively.
Our Generalized Data Transformations framework contains and simplifies the recent advances in self-supervised representation learning, by extending the core idea (learning invariances from strong augmentations) from images [23, 37, 19, 11] , to audio and visual streams, while naturally incorporating cross-modal and noise-contrastive training.
Method
In this section, we provide a detailed description of our proposed Generalized Data Transformations (GDT) learning framework. First, we discuss the motivation and formulation of our approach. Next, we describe how this can be used to train self-supervised state-of-the-art video and audio representations.
Semantic video transformations
Images tranformations are limited. Transformations of the input data are key to forcing the network to learn invariances in a self-supervised setting [66] . For images, these have mostly been limited to randomly cropping and resizing [45, 68, 14, 6, 39, 40] , and changes in the color histogram [57, 63, 5, 20, 13, 19, 67] . While these transformations are key for learning strong selfsupervised representations for images, they do so by heavily modifying the input data distribution's variance, which potentially affects downstream performance and still do not get close to mimicking real 3D view changes. Furthermore, augmentations such as randomly dropping two out of three colors [45, 20] can be regarded as having more a regularizing effect and not necessarily as a content preserving transformation. Restricting oneself to data transformations that are hand-crafted and well understood (as opposed to color dropping or ones discovered by reinforcement learning, such as AutoAugment [9] ) also helps understanding what invariances the network is learning.
Video transformation are more natural. For videos, the space for transformations is much richer due to the audio and visual stream. Crucially, videos have high frame rates of roughly 32 images per second, which allows for a large combinatorial space of cropping in time and space. Here, previous approaches have included randomly cropping in space and time [51, 2, 28, 17, 3, 58] , and subsampling to a lower framerate [12, 2] . These transformations are relatively mild compared to those applied to images, yielding semantically strongly aligned transformations with low deviance of the real data variance. Due to the large space of transformation possibilities in time and space, even these low variance transformations can be used to train without the risk of overfitting.
On the audio stream, earlier works have only used randomly scaling the volume [3] , or not augmenting the data at all [2] . In this paper, we explore the use of adding simple transformations to the audio signal. In particular, we use SpecAugment [44] , which consists of masking blocks on the log mel spectogram and was originally developed for speech recognition tasks. More specifically, SpecAugment applies random frequency masking with maximal blocking width f and sampled n f times. Similarly, time-masking is applied with maximum width t and sampled n t times. The masked values are set to zero and the location of the masks are sampled randomly. These transformations compensate for the faster learning speed of audio vs. video [64] and induce more robust representations from the audio encoder Φ a .
Modality selection adds signal. One simple yet effective form of transformation for inputs with multiple modalities is to select a single one. While it is more difficult to identify an action e.g. cutting wood without the RGB input, it should be enough to use the auditory stream alone for this task and vice versa. Incorporating this information makes the overall signal the network receives noisier, but forces the network to detect subtler differences in inputs and learn the higher level correlations.
Furthermore, when considering multi-modal tasks, the transformation space is further increased as the visual and the auditory input can be sampled at different times. There are two main ways these two signals can be temporally sampled: a) in sync: they contain the same temporal start and end points b) independent: the temporal start points are sampled independently. Notably, synchronization provides the network with additional prior knowledge that is free from the construction of the data, namely that two samples necessarily contain same semantics when they are temporally aligned.
Generalized Data Transformations
For training our network in a self-supervised manner, we combine the above semantic video transformations and utlize a noise contrastive loss for training.
Loss. Given a datapoint x, the contrastive task is defined by augmenting it with stochastic transformations t i and detecting the correct pair of the resulting embeddings amid other samples x , i.e. maximizing p(x|x , t i ). More formally, given a network Φ, the positive pair for datapoint x is given by pos(j) = {(Φ(t i (x)), Φ(t j (x)))} i,j∈{1,..,T } , where T are the number of transformations applied. This formulation ensures that the method learns invariances implicit in the transformations supplied.
For computing the similarities of two samples, we keep a bank of slowly evolving features of data previously seen, following the approach of [19] . We denote Φ ix = Φ(t i (x)) and use Φ ix for the negative pairs. Step 1: Modality slicing
Step 2: Augment within modality Random time masking Figure 2 : GDT augmentation space for videos. For visual clips, we apply cropping, flipping and temporal jittering. For auditory clips, we use SpecAugment [44] along with temporal jittering. In addition, both clips can be independently sampled yielding asynchronization.
With this, the loss between two positive examples is given by
where ·,· τ is the dot product of the L2-normalized embeddings divided by τ , a temperature parameter for the cross entropy loss. The final loss is computed across all positive pairs with all N noise samples in the history for each datapoint x in the batch.
Learning invariance gradually. By writing the negative gradient of this loss with regards to the sample Φ ix , i.e. the direction of a step of SGD, as done in [8] ,
we find that the gradient automatically reweights examples by assigning a smaller gradient to easy pairs (i.e., Φ ix , Φ jx ≈ 1) and a larger gradient to more difficult pairs. Because we use a large augmentation space that subsumes both weaker as well as stronger transformations, our method generates a curriculum implicitly: it will first learn to associate the easy pairs and then it will learn the more difficult pairs (i.e. heavily augmented). We confirm this hypothesis in Section 4.4.
Implementation for Audio-Visual Representation Learning
We use T = 2, i.e. work with two distinct transformations. The transformations t 0 , t 1 , are applied to a pair of auditory and visual inputs (a, v) and are of the form
where t a and t v are auditory and visual transformations and ∅ stands for the non-computation of a subspace due to slicing. Thus, dot-product similarities ·,· are only computed across modalities. Our loss thus reduces to
For t a , we use one second clips using log mel bank features with 40 MEL filters and 99 audio frames and apply SpecAugment [44] .
The visual augmentations t v are borrowed from [28] and consist of first sampling one second of video at the original frame rate, applying a resizing to (128 × 171), random cropping to (112 × 112) and random horizontal flipping. For both modalities, we explore the effect of sampling clips from the source videos at different times each epoch, which we refer to as temporal jittering. In addition, we analyze the effect of sampling the starting times independently, leading to potentially non-synchronized streams. We show examples of how these transformations affect the input in Figure 2 .
As shown in [41, 57] , the negative noise contrastive loss represents a lower bound on the mutual information between the two inputs Φ ij and Φ i+1,j . With our modality-slicing transformations, minimizing the loss thus leads to increasing (a lower bound on) the mutual information between the individually augmented modalities -i.e. capturing the common semantics. However, optimizing an estimate of the mutual information is not a necessary condition for good representations [59] .
Experiments
In this section, we provide details on our experiments. We first describe the training details and analyze our sources of gain in an ablation study. We then detail what role augmentations play in the gradual learning of invariances. Finally, we evaluate the quality of our learned representations on standardized downstream benchmark tasks.
Training
We pretrain our model on the GDT task on the Kinetics-400 dataset [25] . The videos in Kinetics are about 10-seconds long, each depicting one of 400 different actions. We use the training split of this dataset for pretraining (≈ 230K videos). After removing samples without audio, as in [2] , we are left with around 210K videos which we use for pretraining.
We use R(2+1)-D-18 [58] as the visual encoder and ResNet-18 [18] as the audio encoder; both encoders produce a fixed-dimensional output (512-D) after global average pooling. Both vectors are then passed through a Multilayer Perceptron (MLP) head with a hidden layer size of 512 to produce 512-D embeddings which are normalized by their L2-norm [63] . The MLP embedding is used for computing the contrastive loss, while for downstream tasks, a linear layer after the global average pooling is used. For contrastive learning, the temperature τ is set as 0.07, memory bank size as 15000, momentum update parameter as 0.999 and we use shuffling of the batchnorm statistics, closely following the parameters of [19] . For optimizing these networks, we use SGD. The SGD weight decay is 10 −5 and the SGD momentum is 0.9. We use a mini-batch size of 16 on each of our 64 GPUs giving an effective batch size of 1024 for distributed training. The initial learning rate is set to 0.01 which we linearly scale with the number of GPUs, after following a gradual warm-up schedule for the first 10 epochs [15] . We train for 200 epochs overall except in our ablations, where we train for 100 epochs.
Evaluation on Downstream Tasks
Action Recognition. We evaluate our learned video representations on the medium-sized action recognition benchmark datasets UCF101 [53] and HMDB51 [29] . UCF101 contains about 13K videos from 101 human action classes, and HMDB51 consists of 7K clips spanning 51 different human activities.
To evaluate the learned video representations, we finetune our pretrained network. During training, we take 10 random clips of length 30 frames from each video. For video clip augmentations, we follow a standard protocol as in [28] , see Appendix for details. During evaluation, we uniformly sample 10 clips from each video, average softmax scores, and predict the class having the highest mean softmax score. We then measure the mean video top-1 accuracy across all videos and all official folds.
Audio Event Classification. We evaluate our learned audio representations on ESC-50 [47] and DCASE2014 [54] . ESC-50 is an environmental sound classification dataset which has 2K clips of (a) Temporal jittering (TJ). For audio feature evaluation, we follow the protocol of [28] and do not finetune the audio network. We extract 10 equally spaced 2-second sub-clips from each full audio sample of ESC-50 [47] and train a L2 regularized linear layer on the audio network's max-pooled conv5 features, see Appendix for details. For DCASE2014 [54] , we extract 60 1-second sub-clips from each full sample and directly train a multiclass one-vs-all linear SVM to classify the audio events. The classification score for each audio sample is computed by averaging the sub-clip scores in the sample, and then predicting the class with the highest score. The mean top-1 accuracy is then taken across all audio clips and averaged across all official folds.
Analysis of Transformations
From Table 1 (a), we find that temporal jittering (TJ) is essential when training neural networks in a self-supervised fashion. While the self-supervision losses keep decreasing, we find that the downstream task performance quickly saturates at around epoch 100 when not using TJ. This overfitting phenomenon is somewhat surprising as the space of possible random-cropped locations is still very large and indeed is the standard for image level self-supervision. This shows that increasing the amount of data points, even if they come from the same source video, is a clear way to enhance performance. In particular, here we increase downstream task performance by more than 8% on both datasets. This result presents a complementary insight to the recent gains in video representation learning that show large gains from using 10× to 150× more data [28, 2, 4] .
From Table 1 (b), we find that injecting prior information into the network training helps learn more generalizable representations. This insight is drawn firstly from the fact that we increase the performance by more than 3% by using synchronized temporal jittering. In contrast to setting positive pairs as non-synchronized subclips, synchronization facilitates the learning of representations that are distinct in the temporal dimension due to the contrastive loss. Furthermore, we find that adding simple audio augmentations that do not change the semantics, via SpecAugment (SA), can further increase the performance. Here, we explore the effect of a mild set of augmentation parameteres (n f = 1, f = 2, n t = 1 and t = 5.) and a stronger one (n f = 2, f = 3, n t = 2 and t = 6.) and find that we can increase performance by another 1.7% for HMDB51 and 0.4% for UCF101 compared to not augmenting. The augmentations aid the downstream task performance as they require learning more stable representations in the audio space which in turn increase the performance of the visual embedding due to our modality slicing transformations.
Analysis of a Natural Curriculum
We analyze the times at which the networks learn to become invariant to which type of augmentations. For this, in Figure 3 , we plot the contrastive re-identification top-1 accuracies for various strengths of augmentations against network training time. We find that the network's accuracy rises sharpest for the samples that are only randomly cropped. For samples with stronger augmentations, we see that its learning speed lags behind, and thus yielding a natural curriculum-type learning when combined with the contrastive loss. Table 2 : State-of-the-art on video action recognition. Self-supervised and fully-supervised trained methods on UCF101 and HMDB51 benchmarks. We report the average top-1 accuracy over the official splits. We report results for finetuning the whole network. Methods with † indicate the additional use of video titles and ASR generated text as supervision. See Table A .1 in the Appendix for a full version of this table including models trained with much larger datasets.
Comparison to state of the art
Video Action Recognition. Table 2 compares GDT pretrained on Kinetics-400 against state-of-theart self-supervised methods, after finetuning on the UCF101 and HMDB51 benchmarks. We also compare against two fully-supervised methods pretrained on ImageNet and Kinetics and then finetuned on UCF101 and HMDB51. When constrained to pretraining on the Kinetics datasets, we find that our model with the GDT framework achieves state-of-the-art results among all self-supervised approaches on both downstream action recognition datasets. As the next best method, AudioVisual SlowFast networks [64] , reaches close performance only by applying a more advanced architecture and combining two losses. We expect our method to yield even better results when combined with stronger architectures, as combining tasks has been shown to improve feature learning performance in multiple other papers [10, 67, 13] . Finally, we observe that our GDT trained model also surpasses Table 3 : Audio event classification. Downstream task top-1 accuracies on standard audio classification benchmarks after finetuning. Methods with * use full-finetuning of their encoder network.
the CPD [33] method on HMDB which uses ASR generated text scripts along with weak supervision of video titles for pretraining a network.
Audio Event Classification. Table 3 compares GDT pretrained on Kinetics-400 against other methods for the downstream tasks of audio classification on the DCASE2014 and ESC-50 datasets. For DCASE2014, we reach state-of-the-art performance that only one other method (AVTS) reaches with an almost 10× larger dataset. Using the same pretraining, AVTS reports 91% accuracy, showing that a larger part of the gain is due to dataset size. Similarly, on ESC-50, our method outperforms AVTS pretrained on the Kinetics-400 by almost 2% and even surpasses the performance of XDC with finetuning of the whole encoder network, as well as SoundNet which was trained on a much larger and more diverse dataset [4] .
Conclusion
In this work, we have introduced a framework for data transformations in a multi-modal setting that encompasses recent advances in self-supervised learning of images and videos. We argue that transformations, often only mentioned in the appendices of papers, deserve a more prominent place in the field of video representation learning because they are key to constructing strong content preserving augmentations of the data that induce valuable invariances. By means of ablations, we validate that our Generalized Data Transformation framework is well suited for training representations in a selfsupervised manner when combined with a contrastive training loss and report state-of-the-art results as pretraining for standard downstream tasks.
