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vABSTRACT
Sampling theory is the study of spaces of functions which are reconstructible from their
values at certain sets of points, which gives rise to a sampling formula for the underlying space.
For this, it is necessary to consider spaces of functions whose values at a set of points are
well-defined. In this work we consider the sampling and interpolation problems in reproducing
kernel Hilbert space of entire functions, called de Branges space. Functions in such space are
square integrable on the real line with respect to some weight function, and satisfying some
growth conditions. Some sampling and interpolation results in the Paley-Wiener spaces, which
are a primary example of de Branges spaces, are reviewed. We develop necessary conditions for
sampling and interpolating sequences which generalize some well-known sampling and interpo-
lation results in the Paley-Wiener space. The proofs of the necessary conditions rely very much
on the Homogeneous Approximation Property and the Comparison Theorem that we prove
in de Branges space. We also give necessary and sufficient conditions for Plancherel-Po´lya
sequences, and sufficient conditions for interpolation in some de Branges spaces of exponential
type.
1CHAPTER 1. Introduction
The theory of Hilbert spaces of entire functions was first introduced by L. de Branges in the
series of papers [15; 16; 17; 18]. These spaces, which are now called de Branges spaces, generalize
the classical Paley-Wiener space which consists of the entire functions of exponential type which
are square integrable on the real line. L. de Branges used his construction most notably in his
famous proof of the Bieberbach conjecture in 1984. In the theory of dfferential operators, de
Branges used certain properties of these spaces to resolve an important uniqueness problem
which is connected with the reconstruction of a canonical system of two differential equations
from its monodromy matrix, a problem which defied solution for a long time. Recently, Ortega-
Cerda` and K. Seip provided a description of the exponential frames for the Paley-Wiener space,
and a related study of sampling and interpolation, by connecting the problem to the de Branges
spaces theory of entire functions [40].
A de Branges space consists of entire functions which are square integrable on the real
line with respect to some weight function, and which satisfy some growth conditions also with
respect to the weight function. A de Branges space is determined by a weight function E(z)
which is entire and satisfies the condition
|E(z¯)| < |E(z)|, Im z > 0.
Such a function is usually called a de Branges function, which coincides with the Hermite-
Biehler class of functions. For the Paley-Wiener space, the weight function E(z) has the form
e−iaz, a > 0.
In chapter two, we review basic knowledge of complex and functional analysis. We give basic
definitions and theorems that are necessary in this work, including frames and reproducing
kernel Hilbert spaces, which will be the framework of our sampling theory. We also give a brief
2introduction to the sampling and interpolation theory in reproducing kernel Hilbert spaces.
In chapter three, we introduce the Paley-Wiener spaces of entire functions and their prop-
erties, which are the primary example of a de Branges space. The duality between sampling
sequences for Paley-Wiener spaces and frames of complex exponential functions for a corre-
sponding L2-space is especially emphasized. We also present the most basic results and a
collection of already known facts about sampling and interpolation in the Paley-Wiener spaces,
in particular, the necessary and sufficient conditions for sampling and interpolating sequences
in terms of Beurling densities. We then give a brief review of the theory of de Branges Hilbert
spaces of entire functions, with their relation to entire functions of Hermite-Biehler class. We
recall some basic definitions and collect some results and properties of such spaces which are
essential for what follows. This includes some equivalent characterizations of de Branges spaces,
and a discussion on orthogonal sets in the space.
In chapter four, we answer the questions on sampling and interpolating in de Branges spaces.
Given a sequence of real numbers {µn}, we consider the question of what properties must {µn}
have in order to be sampling, i.e. that any function in the space can be reconstructed from
the values it takes at the points of the sequence {µn}. We also consider the question of when
{µn} is interpolating, i.e. when does there exist a function which attains specified values at the
points {µn}. In order to answer these questions, the main tool used is the Beurling density,
and the main results will be similar to known results in the Paley-Wiener spaces.
The chapter begins with simple proofs of basic results about Plancherel-Po´lya sequences.
The proof of the necessary conditions for sampling and interpolating sequences relies on apply-
ing our new result on the homogeneous approximation property and the comparison theorem
in de Branges spaces which are proved in section 4.2. We then state the theorem describing
interpolation in de Branges spaces, more specifically in some de Branges spaces of exponential
type. The chapter ends with connecting some of our results to the Feichtinger conjecture about
Bessel sequences.
3CHAPTER 2. Preliminaries and Overview
In this chapter we introduce the concept of frames in a general Hilbert spaces, then we will
focus our attention on a spacial class of frames in reproducing kernel Hilbert spaces, which will
play a significant role in sampling theory.
2.1 Frames for Hilbert Spaces
Frame theory arises in applied mathematics, and this appearance is due to the flexibility
and redundancy of frames. The concept of frames was introduced by Duffin and Schaeffer
[19] in 1952 while working on some problems in nonharmonic Fourier Series, and was greatly
popularized by the work of Daubechies and her coauthors [10; 11; 12]. Besides traditional and
relevant applications of frames in signal processing, image processing, data compression, sam-
pling theory, recently, frames have been used in numerical analysis in the solution of operator
equations, see [9; 44].
Given a Banach space, it is advantageous to find a basis for the space, i.e., a fixed set of
vectors {fn} such that any vector f in the space can be written as f =
∑
n cnfn for some
unique choice of scalars cn. For most of the spaces encountered in ordinary analysis we know
that bases exist, but usually we need more than existence. For example, we may want the fn
to be easily generated in some way or to satisfy some special properties and the cn be easy to
generate and compute, etc. These conditions can be difficult to satisfy simultaneously.
LetH be a Hilbert space, and denote by 〈f, g〉H the inner product, and let ‖f‖H =
√〈f, f〉H
be the norm in H, for f, g ∈ H. Recall that a set {fn}n∈I in a Hilbert space H is said to be
an orthonormal set if 〈fn, fm〉 = 0 whenever n 6= m, and 〈fn, fn〉 = 1 for all n,m ∈ I. An
orthonormal basis of a Hilbert space is an orthonormal set such that every element in the space
4can be expanded in terms of the basis, in a way that we make precise in the following theorem
[20].
Theorem. Suppose H is a Hilbert space and {fn}n∈I is an orthonormal basis in H. Then
f =
∑
n∈I
〈f, fn〉fn, for all f ∈ H, (2.1.1)
and Parseval’s identity holds
‖f‖2H =
∑
n∈I
|〈f, fn〉H|2, for all f ∈ H. (2.1.2)
It is well known that for any separable Hilbert space H, we can construct a (countable)
orthonormal basis [27]. Much effort has been expended in finding orthonormal bases for various
Hilbert spaces which satisfy additional properties to suit some problem. However, the require-
ment of orthogonality is very stringent, making it difficult as to find a good orthonormal basis
in many situations.
Frames are an alternative to and a generalization of the orthonormal bases, by giving up
the requirements of orthogonality and uniqueness of decomposition, we get more freedom in
the choice of the {fn} which appear in the expansion (2.1.1), but we still retain good control
on the behavior of the coefficients cn’s and the ability to decompose the space [46].
The coefficients cn are not unique in general, but there is a canonical choice. In all cases, the
expansions converge unconditionally (regardless of ordering). A frame for which the coefficients
are unique for each f is called a Riesz basis, and is the image of an orthonormal basis under a
continuous bijection of H onto itself. We will briefly recall the definition and basic properties
of frames in Hilbert spaces. For more information we refer to [19].
The finite linear span of a sequence of elements F = {fn}n∈I of H, denoted by span(F), is
the set of all finite linear combinations of the fn’s. We say that F is complete if the only vector
f satisfying 〈f, fn〉 = 0 for all n ∈ I is f ≡ 0.
Definition 2.1.1. ([19]). Let H be a Hilbert space. A set of vectors {fn;n ∈ I} ⊆ H is a
frame in H if there exists constants 0 < A ≤ B <∞ such that
A‖f‖2 ≤
∑
n∈I
|〈f, fn〉|2 ≤ B‖f‖2, (2.1.3)
5for all f ∈ H. The constants A and B are called lower and upper frame bounds, respectively.
The optimal lower frame bound is the supremum over all lower frame bounds, and the optimal
upper frame bound is the infimum over all upper frame bounds. If A = B, then {fn}n∈I is
called a tight frame.
Clearly, every orthonormal basis of H is a tight frame with frame bounds A = B = 1. This
can be noted from the Parseval’s identity . Moreover, it is easily seen from the lower bound
that frames are complete in H.
The frame operator Sf =
∑
n∈I〈f, fn〉fn is a bounded, positive, and invertible mapping of
H onto itself. The canonical dual frame is {f˜n}n∈I where f˜n = S−1fn. If {fn}n∈I has frame
bounds A,B, then the canonical dual frame is a frame with frame bounds 1B ,
1
A . Furthermore,
for each f ∈ H we have the frame expansions
f =
∑
n∈I
〈f, fn〉f˜n =
∑
n∈I
〈f, f˜n〉fn, (2.1.4)
with unconditional convergence of these series.
A family {fn}n∈I is a Riesz basis for H if it is the image of an orthonormal basis for H
under a continuous, invertible mapping of H onto itself. By [5], {fn}n∈I is a Riesz basis in H
if and only if it is complete and there exist constants A,B > 0 such that
A
∑
n
|an|2 ≤
∥∥∑
n
anfn
∥∥2 ≤ B∑
n
|an|2, (2.1.5)
for all sequences of scalars {an} ∈ l2. where l2 is the Hilbert space of square summable
sequences. More generally, one defines a Riesz sequence to be a set that satisfies (2.1.5) but is
not necessarily complete in H, i.e., it will form a Riesz basis for its closed linear span, which
might be only a subspace of H.
We now give a necessary and sufficient condition for a frame to be a Riesz basis, we refer
to chapter 6 of [5] for proof.
Theorem 2.1.1. Let {fn}n∈I be a frame for H. The the following are equivalent.
(i) {fn}n∈I is a Riesz basis for H.
(ii) If
∑
n∈I cnfn = 0 for some sequence of scalars {cn}n∈I ∈ l2, then cn = 0 for all n ∈ I.
6A sequence {fn}n∈I ⊂ H is called Riesz-Fischer sequence if the problem
〈f, fn〉H = an, for all n, (2.1.6)
admits at least one solution f ∈ H whenever {an} ∈ l2. The following characterization of
Riesz-Fischer sequences will play a role in the proofs, see [47] page 154.
Theorem 2.1.2. Let {fn} be a sequence in a Hilbert space H. Then
(i) If {fn} is a Riesz-Fischer sequence in H, then there exists a constant c > 0 such that
(2.1.6) has at least one solution f ∈ H satisfying
‖f‖2 ≤ 1
c
∑
n
|an|2, (2.1.7)
provided {an} ∈ l2.
(ii) The sequence {fn} is a Riesz-Fischer sequence in H if and only if there exists C > 0 such
that the inequality
C
∑
n
|an|2 ≤
∥∥∑
n
anfn
∥∥2, (2.1.8)
holds for every sequence {an} ∈ l2.
A sequence which satisfies the upper frame bound estimate in (2.1.3), but not necessarily
the lower estimate, is called a Bessel sequence, and B is called a Bessel bound, i.e.,
∑
n∈I
|〈f, fn〉|2 ≤ B‖f‖2, for all f ∈ H. (2.1.9)
In applications, a sequence which is a frame is often easily shown to be a Bessel sequence,
while the lower frame bound is often more difficult to establish. We will now prove a useful
characterization of Bessel sequences, see [5].
Theorem 2.1.3. Let {fn} be a sequence in H and B > 0 be given. Then {fn}∞n=1 is a Bessel
sequence with Bessel bound B if and only if
T : l2 → H, T{an}∞n=1 :=
∞∑
n=1
anfn,
defines a bounded linear operator and ‖T‖ ≤ √B.
7In other words, this theorem says that a sequence {fn}∞n=1 is a Bessel sequence with Bessel
bound B if and only if for any {an} ∈ l2, the following inequality holds∥∥∥∥∑
n
anfn
∥∥∥∥2 ≤ B∑
n
|an|2. (2.1.10)
The proof of this theorem requires the following lemma.
Lemma 2.1.4. Let {fn}∞n=1 be a sequence in a Hilbert space H, and suppose that
T : l2 → H, T{an}∞n=1 :=
∞∑
n=1
anfn
defines a bounded linear operator. Then the adjoint operator is given by
T ∗ : H → l2, T ∗(f) = {〈f, fn〉H}∞n=1. (2.1.11)
Furhermore,
∞∑
n=1
|〈f, fn〉H|2 ≤ ‖T‖2 ‖f‖2H, for all f ∈ H.
Proof. Assume that the operator T defined above is bounded and linear. Let f ∈ H, and
{an}∞n=1 ∈ l2. Then
〈f, T ({an}∞n=1)〉H = 〈f,
∞∑
n=1
anfn〉H =
∞∑
n=1
a¯n〈f, fn〉H. (2.1.12)
Since T is bounded operator, then its adjoint T ∗ is also bounded linear operator from H to
l2, and ‖T ∗‖ = ‖T‖, see Lemma 4.5.2 of [6]. Since T ∗f ∈ l2 for any f ∈ H, then we can write
T ∗f as
T ∗f = {(T ∗f)n}∞n=1,
where (T ∗f)n is the n-th term of the sequence T ∗f . Moreover, since T ∗ is bounded we have( ∞∑
n=1
|(T ∗f)n|2
)1/2
= ‖T ∗f‖l2 ≤ ‖T ∗‖ ‖f‖H,
hence, for any n ∈ N we have
|(T ∗f)n| ≤ ‖T ∗‖ ‖f‖H,
i.e., the map f 7→ (T ∗f)n is a bounded map from H to C. Therefore, by Riesz representation
theorem, for each n ∈ N, there exists gn ∈ H such that
(T ∗f)n = 〈f, gn〉H, f ∈ H
8Henec,
T ∗f = {〈f, gn〉H}∞n=1 (2.1.13)
for some fixed sequence {gn}∞n=1 in H.
By the definition of the adjoint operator, we have
〈f, T{an}∞n=1〉 = 〈T ∗f, {an}∞n=1〉l2
= 〈{〈f, gn〉H}∞n=1, {an}∞n=1〉l2
=
∞∑
n=1
a¯n〈f, gn〉H,
for all {an}∞n=1 ∈ l2, and f ∈ H. But, by (2.1.12) we also have
〈f, T{an}∞n=1〉 =
∞∑
n=1
a¯n〈f, fn〉H
therefore,
∞∑
n=1
a¯n〈f, gn〉H =
∞∑
n=1
a¯n〈f, fn〉H,
for all {an}∞n=1 ∈ l2 and all f ∈ H. Hence, fn = gn for all n ∈ N. Thus, this observation
together with (2.1.13) implies that T ∗ has the form in (2.1.11).
Since T ∗ is bounded, ‖T ∗‖ = ‖T‖, and T ∗ has the expansion in (2.1.11) we have
∞∑
n=1
|〈f, fn〉H|2 = ‖{〈f, fn〉H}∞n=1‖2l2 = ‖T ∗f‖2 ≤ ‖T ∗‖2 ‖f‖2 = ‖T‖2 ‖f‖2,
completing the proof.
Proof of Theorem 2.1.3: Let {fn}∞n=1 be a Bessel sequence with Bessel bound B > 0. Let
{an}∞n=1 ∈ l2, i.e.,
∑∞
n=1 |an|2 < ∞. In order to prove that the operator T is well defined we
need to show that
∑∞
n=1 anfn is convergent. Consider n,m ∈ N, with n > m, then
∥∥ n∑
k=1
akfk −
m∑
k=1
akfk
∥∥ = ∥∥ n∑
k=m+1
akfk
∥∥
= sup
‖f‖=1
∣∣∣∣〈 n∑
k=m+1
akfk, f〉
∣∣∣∣
≤ sup
‖f‖=1
n∑
k=m+1
|ak〈fk, f〉|
9≤
( n∑
k=m+1
|ak|2
)1/2
sup
‖f‖=1
( n∑
k=m+1
|〈fk, f〉|2
)1/2
≤
√
B
( n∑
k=m+1
|ak|2
)1/2
Now, since {an}∞n=1 ∈ l2, then the sequence of partial sums {
∑n
k=1 |ak|2}∞n=1 is a Cauchy
sequence in R. Therefore, the sequence {∑nk=1 akfk }∞n=1 is a Cauchy sequence in H, hence
convergent. Thus, T ({an}∞n=1) is well-defined. On the other hand, note that
‖T ({an}∞n=1)‖ = sup
‖f‖=1
|〈T ({an}∞n=1), f〉|
= sup
‖f‖=1
∣∣∣∣〈 ∞∑
n=1
anfn, f〉
∣∣∣∣
≤ sup
‖f‖=1
∞∑
n=1
|an| |〈fn, f〉|
≤
( ∞∑
n=1
|an|2
)1/2
sup
‖f‖=1
( ∞∑
n=1
|〈fn, f〉|2
)1/2
≤
√
B
( ∞∑
n=1
|an|2
)1/2
hence, T is bounded and ‖T‖ ≤ √B. Moreover, by the definition, it is clear that T is linear.
Conversely, suppose that T defines a bounded linear operator with ‖T‖ ≤ √B, then by
Lemma 2.1.4
∞∑
n=1
|〈f, fn〉H|2 ≤ ‖T‖2 ‖f‖2H ≤ B ‖f‖2H,
for all f ∈ H. That is, {fn}∞n=1 is a Bessel sequence with Bessel bound B. 
Recall that two sequences {fn}, {gn} are called biorthogonal if 〈fn, gm〉 = δnm. It is known
that for any Riesz basis there is a unique biorthogonal sequence, which also is a basis, moreover;
we have the following lemma, see [5], page 54.
Lemma 2.1.5. Let {fn} be a Riesz basis of a Hilbert space H, and {f˜n} be its unique biorthog-
onal sequence. Then, for all f, g ∈ H
〈f, g〉 =
∑
n
〈f, fn〉〈f˜n, g〉 (2.1.14)
10
Given that {fn}n∈I is a frame for a Hilbert space H, the following version of Paley-Wiener
theorem for frames gives conditions on a perturbed sequence {gn}n∈I which implies that it is
a frame, see [5], chapter 15.
Paley-Wiener Theorem for Frames. Let {fn}n∈I be a frame for a Hilbert space H, with
bounds A, B, and let {gn}n∈I be a sequence in H. If there exists a constant R < A such that
∑
n∈I
|〈f, fn − gn〉|2 ≤ R‖f‖2, ∀f ∈ H,
then {gn} is a frame for H with bounds
A
(
1−
√
R
A
)2
, B
(
1 +
√
R
B
)2
.
If {fn} is a Riesz basis, then {gn} is a Riesz basis.
Lemma 2.1.6. Given a separable Hilbert space H, and an operator T on H. Let {gn}∞n=1 be a
Riesz basis in H and {g˜n}∞n=1 is its biorthogonal sequence. If H is a finite dimensional space,
then
trace(T ) =
∑
n
〈Tgn, g˜n〉. (2.1.15)
Proof. Since H is a separable Hilbert space it possesses an orthonormal basis, say {fn}, hence,
the trace is given by
trace(T ) =
∑
n
〈Tfn, fn〉.
Given that {gn} is a Riesz basis in H, then each element of the orthonormal basis can be
expanded as
fn =
∑
m
〈fn, g˜m〉gm =
∑
k
〈fn, gk〉g˜k.
Moreover, by (2.1.14) we have
∑
n
〈g˜m, fn〉〈fn, gk〉 = 〈g˜m, gk〉 = δmk.
Therefore,
∑
n
〈Tfn, fn〉 =
∑
n
〈
T
(∑
m
〈fn, g˜m〉gm
)
,
∑
k
〈fn, gk〉g˜k
〉
11
=
∑
n
∑
m
∑
k
〈〈fn, g˜m〉Tgm, 〈fn, gk〉g˜k〉
=
∑
n
∑
m
∑
k
〈fn, g˜m〉〈gk, fn〉〈Tgm, g˜k〉
=
∑
m
∑
k
(∑
n
〈fn, g˜m〉〈gk, fn〉
)
〈Tgm, g˜k〉
=
∑
m
∑
k
δmk 〈Tgm, g˜k〉
=
∑
m
〈Tgm, g˜m〉
as desired.
2.2 Function Theory
In this section, we give a brief overview of some basic concepts about analytic and entire
functions from complex function theory that will be useful throughout this work. Further
information can be found in Boas [4], Ya. Levin [33] and [34], amongst others. We denote
the set of real numbers by R, the field of complex numbers by C, and the upper half-plane
C+ = {z ∈ C, Im(z) > 0}.
Definition. The Hardy space in the upper half-plane Hp := Hp(C+), for 0 < p < ∞, is the
set of all analytic functions in the upper half-plane C+ that satisfy
‖f‖pHp := sup
y>0
∫
R
|f(x+ iy)|pdx <∞. (2.2.1)
If p =∞, then we write H∞(C+) for the bounded analytic functions in the upper half-plane.
The norm of each f ∈ H∞(C+) is defined by ‖f‖∞ = supz∈C+ |f(z)|.
A function is said to be meromorphic on an open set U of the complex plane if it has no
singularities, other than possible poles. An inner function in the upper half-plane is a function
Θ(z) ∈ H∞(C+) such that |Θ(x)| = 1 for almost all x ∈ R, with respect to the Lebesgue
measure. We say that an inner function Θ(z) in C+ is a meromorphic inner function if it
admits a meromorphic extension to the whole complex plane. It is known (see [24], Lemma 13)
that such a function has the form
Θ(z) = γ exp(−iτz)B(z), (2.2.2)
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where τ ≤ 0, γ ∈ C with |γ| = 1, and B is a Blaschke product with zeros {zk} of Θ(z) in the
upper half-plane, tending to infinity, given by
B(z) =
∏
k
(
1− z
zk
)(
1− z
z¯k
)−1
(2.2.3)
where the infinite product converges uniformly and absolutely in any compact set of the plane
that does not contain points z¯k (see lemma 4 in chapter 5 of [34]). If Θ(z) has no zeros in the
upper half-plane, the product B is taken equal to 1. Moreover, by Theorem 8 of [14], the zero
sequence Z = {zk} (where zk = xk + iyk, yk > 0) must satisfy the Blaschke condition
∑
zk∈Z
∣∣Im 1
zk
∣∣ = ∑
zk∈Z
yk
x2k + y
2
k
< +∞ (2.2.4)
Given a meromorphic inner function Θ(z), there is a well-defined branch of the argument
of Θ on the real line, that is, a real analytic and strictly increasing function ψ such that
Θ(x) = exp(iψ(x)), x ∈ R. Indeed, the function ψ(x) = arg Θ(x) is real analytic because
log Θ(z) = log |Θ(z)|+i arg Θ(z) is analytic in a neighborhood of the real line and log |Θ(z)| = 0
on the line, since Θ(z) is inner.
To see that ψ is strictly increasing first notice that the argument of a Blaschke factor
(z − zk)/(z − z¯k) is strictly increasing (since it is equal to an arc-tangent). Since for the
function exp(−iτz), τ < 0 we have arg exp(−iτx) = −τx, it is also strictly increasing. Finally,
since any meromorphic inner function is a product of Blaschke factors and such an exponential
function by (2.2.2), it is argument is a sum of strictly increasing functions and therefore is also
strictly increasing.
On the other hand, since Θ(x) = exp(iψ(x)), x ∈ R, the function ψ(x) is unique up to
an additive constant 2pik, k ∈ Z, thus its derivative is defined uniquely. Moreover, Θ′(x) =
iψ′(x)Θ(x), and
ψ′(x) =
1
i
Θ′(x)
Θ(x)
= −τ + 1
i
B′(x)
B(x)
= −τ + 2
∑
k
Im zk
|x− zk|2 , x ∈ R. (2.2.5)
Definition. Let f be an analytic function in the upper half-plane C+, then
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(i) f is said to be of bounded type in the upper half-plane C+ if it can be written as a ratio
of two analytic bounded functions in C+, i.e., f(z) = p(z)q(z) .
(ii) The mean type of f in C+ is defined by
mt+(f) := lim sup
y→+∞
log |f(iy)|
y
(2.2.6)
The mean type in the lower half-plane can be defined analogously.
The mean type is a generalization of exponential type of functions analytic in the upper
half-plane, and not necessary entire. The mean type of a function which is identically zero is
taken to be −∞. Another useful formula for the mean type of functions of bounded type in
the upper half-plane, which describe the mean type as an average radial limit in the upper
half-plane, is given by
mt+(f) = lim
r→∞
2
pir
∫ pi
0
log |f(reiθ)| sin θ dθ
Clearly, any bounded analytic function in the upper half-plane is of bounded type in C+.
The sum and product of two functions which are of bounded type in the upper half-plane
are functions of bounded type in the half-plane. In particular, a polynomial is a function of
bounded type in the upper half-plane. Moreover, using formula (2.2.6), we can see that any
nonzero polynomial p(z) = anz
n + · · ·+ a1z + a0 is of zero mean type. Indeed,
lim sup
y→∞
log |p(iy)|
y
= lim sup
y→∞
log |an(iy)n + · · ·+ a1(iy) + a0|
y
≤ lim sup
y→∞
log(|an|yn + · · ·+ |a1|y + |a0|)
y
= 0
The following theorem, which gives a sufficient condition for an analytic function to be of
bounded type in the upper half-plane, will be useful in the proofs, see Theorem 11 of [14].
Theorem 2.2.1. Let f(z) be an analytic function in the upper half plane, such that |f(z)| has
a continuous extension to the closed upper half plane. Then f(z) is of bounded type in the upper
half-plane if ∫ +∞
−∞
log+ |f(t)|
1 + t2
dt <∞, (2.2.7)
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if
lim inf
r→∞
1
r2
∫ pi
0
log+ |f(reiθ)| sin θ dθ = 0, (2.2.8)
and if
lim sup
y→∞
log |f(iy)|
y
<∞, (2.2.9)
where log+ |f(t)| = max(0, log |f(t)|).
Recall that a function f : C→ C analytic in the whole complex plane C is called an entire
function. Such function can be represented by a power series
f(z) =
∞∑
n=0
anz
n, (2.2.10)
that converges everywhere, i.e., limn→∞ n
√|an| = 0, where an = f (n)(0)/n!.
Since the only bounded entire functions are the constants, it is of interest to consider entire
functions with different growth properties. For any entire function f(z) and any r > 0, let
Mf (r) := max|z|=r
|f(z)|. The order of an entire function f(z), denoted by ρ, is defined by
ρ = lim sup
r→∞
log logMf (r)
log r
, 0 ≤ ρ ≤ ∞
The entire function f(z) of positive order ρ is said to be of type σ if
σ = lim sup
r→∞
logMf (r)
rρ
, 0 ≤ σ ≤ ∞.
An entire function f is said to be of normal type if 0 < σ <∞, of maximal type if σ =∞,
and of minimal type if σ = 0.
Following Ya. Levine [34], an entire function is said to be of exponential type τ if it is of
order less than 1 or it is of order 1 and type less than or equal to τ . An entire function of order
1 and minimal type or of order less than 1 is called an entire function of minimal exponential
type. For example, f(z) = sin az, a > 0 is of order 1 and type a. Indeed,
Mf (r) = max|z|=r
| sin az| = max
|z|=r
|(eiaz − e−iaz)/2i| = Cea|Imz| = Cear,
for some positive constant C. Hence, the order can be computed as
ρ = lim sup
r→∞
log logMf (r)
log r
= lim sup
r→∞
log(logC + ar)
log r
= 1,
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and the type is given by
σ = lim sup
r→∞
logMf (r)
rρ
= lim sup
r→∞
logC + ar
r
= a,
so f(z) = sin az is of exponential type a. Other examples including eτz, sin τz, cos τz and
sin τz/z, all are of exponential type τ . Polynomials are of exponential type zero. The following
definition of the exponential type will be used in the proofs.
Definition. An entire function f(z) is said to be of exponential type if the inequality
|f(z)| ≤ AeB|z|
holds for some positive constants A and B and all values of z. The infimum of such B is
called the type of f . More specifically, an entire function f is said to be of exponential type τ
(0 ≤ τ <∞) if for every  > 0, there exists a constant A > 0 such that
|f(z)| < Ae(τ+)|z|, for all z ∈ C.
By [14] the exponential type of an entire function f can be computed using the formula
τ := lim sup
|z|→∞
log |f(z)|
|z| <∞. (2.2.11)
Using properties of the logarithmic function one can show that the sum and the product
of two entire functions of exponential type are again such functions. Less trivial result is the
following, see [34] page 24.
Lemma 2.2.2. If f1 and f2 are entire functions of exponential type, then the quotient f1/f2
is also an entire function of exponential type provided it is entire.
In general, we write τf for the exponential type of f when it is necessary to call attention
to the particular function that is being considered. By a theorem of M. G. Krein [31], an entire
function f(z) is of exponential type if it is of bounded type in the upper and lower half of the
complex plane. In that case, the exponential type of the function is equal to the maximum of
its mean types in the upper and lower half planes
τf = max{mt+(f),mt−(f)}.
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In the study of the growth of an analytic function f of finite order, Phragme´n and Lindelo¨f
introduced the notation of the indicator function of f , see [33], page 51.
Definition 2.2.1. The indicator function of a function f(z) of finite order ρ in an angle
θ1 ≤ arg z ≤ θ2 on the direction in which z tends to infinity, is defined as
hf (θ) = lim sup
r→∞
log |f(reiθ)|
rρ
, θ1 ≤ θ ≤ θ2
For functions of normal type the indicator function is bounded above, and for entire func-
tions of normal type it is bounded below. For enire functions of exponential type ρ is taken
to be one, see [4], chapter 5. Moreover, from Definition 2.2.11 of the exponential type τ of an
entire function f and that of its indicator function it readily follows that,
hf (θ) ≤ τ, for θ1 ≤ θ ≤ θ2. (2.2.12)
In case of entire functions we take θ1 = −pi and θ2 = pi.
The following theorem characterize the indicator function of a quotient of two entire func-
tions of exponential type, see [33] lecture 27.
Theorem 2.2.3. Let f1(z) and f2(z) be two entire functions of exponential type, with f2(z)
has no zeros in the upper half plane, and also
|f1(x)| ≤ |f2(x)|, for all x ∈ R.
Then f(z) = f1(z)f2(z) is analytic function of exponential type in the upper half plane. Further,
hf (θ) = hf1(θ)− hf2(θ), for all θ ∈ [0, pi]
Given an analytic function f(z) in |z| < R, R > 0, let n(t) denote the number of zeros of
f in the closed disk |z| ≤ t, counted according to multiplicity, and
N(r) =
∫ r
0
n(t)
t
dt,
for all r > 0, provided that n(0) = 0 (i.e. f(0) 6= 0). Jensen’s theorem can be used to relate
the distribution of zeros of an entire function to its growth [4].
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Jensen’s Theorem. If f(z) is analytic in {z : |z| ≤ r}, r < R, and f(0) 6= 0, then for r < R
we have
N(r) =
1
2pi
∫ 2pi
0
log |f(reiθ)|dθ − log |f(0)| (2.2.13)
If f(0) = 0, then we can consider the function f(z)zm , where m is the order of the zero at 0.
Then Jensen’s formula (2.2.13) gives
N(r) =
1
2pi
∫ 2pi
0
log |f(reiθ)|dθ −m log r − log |f
(m)(0)|
m!
. (2.2.14)
2.3 Representation of Hermite-Biehler Class Functions
As is known, a polynomial p(z) of degree n has exactly n zeros {zk}nk=1 ⊂ C and can be
factored in the form
p(z) = c
n∏
k=1
(z − zk) (2.3.1)
for some constant c ∈ C. But unlike polynomials, an entire function may not have zeros at
all, unless its order is not an integer, and in such case it must have infinitely many zeros,
see [4], page 24. If an entire function has zeros, it can be factored out in terms of it is zeros
as in (2.3.1); this can be seen from the following theorem, which is know as the Hadamard
factorization theorem for entire functions, see Theorem 13 in chapter 1 of [34], [33].
Hadamard Factorization Theorem. An entire function f(z) of finite order ρ may be rep-
resented in the form
f(z) = γ zmePq(z)
ω∏
n=1
G
( z
zn
, p
)
, ω ≤ ∞ (2.3.2)
where z1, z2, . . . , are all nonzero roots of the function f(z), γ ∈ C, p ≤ ρ, Pq(z) is a polynomial
in z of degree q ≤ ρ, m is the multiplicity of the root at the origin, and the function G is defined
by
G(u, p) =
 1− u , p = 0(1− u) exp [u+ u22 + · · ·+ up2 ] , p > 0
where p is the smallest integer for which the series
∑∞
n=1 |zn|−p−1 converges.
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As an example, we have
sinpiz = piz
∞∏
n=1
(
1− z
2
n2
)
.
Given an entire function f we define the function f∗ as
f∗(z) := f(z¯), z ∈ C.
On other words, f∗(z) is the entire function obtained from f(z) by replacing all the coefficients
in its Taylor series (2.2.10) by their conjugates. An entire function f(z) is said to be real for
real z if all the coefficients in its Taylor series are real, this implies that f∗(z) = f(z) for all
z ∈ C, and consequently, f(z) = f(z) for all z ∈ C.
Lemma 2.3.1. Let f(z) be an entire function which is real for real z, then f(z) = f(z) for all
z ∈ C.
Proof. Let f(z) be an entire function which is real for real z. Then, f(z) =
∞∑
n=1
anz
n, an ∈ R.
Note that
f(z¯) =
∞∑
n=1
anzn =
∞∑
n=1
anz
n =
∞∑
n=1
anz
n = f(z),
i.e., f∗(z) = f(z) for all z ∈ C. Taking complex conjugate for both sides yields f(z) = f(z),
z ∈ C.
An entire function E(z) is said to be a function of Hermite-Biehler class HB if it satisfies
|E(z¯)| < |E(z)|, whenever Im(z) > 0.
We write E ∈ HB if E(z) has no zeros in the upper half plane Im(z) > 0, and |E(z¯)| ≤ |E(z)|
whenever Im(z) > 0. Any polynomial with zeros in the lower half plane is of Hermite-Biehler
class. More examples of functions in this space will be given in section 3.2, where they will be
called de Branges functions, see for example chapter VII of [34] for an extensive and detailed
discussion of such class.
It is known that functions of this class can be characterized in terms of the location of their
zeros. More precisely, it is shown that entire functions in the Hermite-Biehler class HB have a
special form, see [3] and [34] for more details.
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Theorem 2.3.2. In order that the entire function E(z) belong to the class HB, it is necessary
and sufficient that it can be represented as
E(z) = γ S(z)e−iaz
∏
n
(
1− z
zn
)
e(Pn(z)+P
∗
n(z))/2, (2.3.3)
where γ ∈ C, with |γ| = 1, S(z) is an entire function that is real on the real line and has only
real zeros, Pn(z) =
∑n
k=1
zk
kzkn
, and zn = xn− iyn, yn > 0, for all n, are the zeros of the function
E(z), which are lying in the open lower half plane and satisfying the Blaschke condition
∑
n
∣∣Im 1
zn
∣∣ <∞,
and the number a ≥ 0 is determined by the mean type of E∗/E:
a = −1
2
mt
E∗(z)
E(z)
.
The following theorem will play a significant role in characterizing entire functions in
Hermite-Biehler class that are of exponential type, see [4], page 128-129.
Theorem 2.3.3. Let E(z) be an entire function of exponential type with zeros in the lower
half-plane. If h(θ) ≥ h(−θ) for some 0 < θ < pi, then |E(z¯)| ≤ |E(z)| whenever Im(z) > 0.
The next theorem shows that the choice of θ = pi/2 will satisfy the condition of Theorem
2.3.3 for functions of exponential type in the class HB, see Theorem 7.7.2 of [4].
Theorem 2.3.4. If E(z) is an entire function of exponential type such that the series
∑
n |Im(1/zn)| <
∞, then the indicator function of E satisfies hE(θ)− hE(−θ) = 2a sin θ, for some a and all θ.
Combining these two results we have the following useful theorem, see Theorem 7.8.3 in [4],
and Lecture 27 of [33].
Theorem 2.3.5. An entire function E(z) has the form
E(z) = γ zmebze−iaz
∏
n
(
1− z
z¯n
)
ezRe(
1
zn
), (2.3.4)
with zeros {zn}n∈Z, and a = 12
[
hE(
pi
2 )−hE(−pi2 )
] ≥ 0, if and only if E(z) is of exponential type
having no zeros in the upper half-plane and satisfying one of the conditions hE(θ) ≥ hE(−θ)
for some θ ∈ (0, pi), or |E(z¯)| ≤ |E(z)| for z ∈ C+.
20
Note that the conditions hE(θ) − hE(−θ) ≥ 0 for some θ ∈ (0, pi), and |E(z¯)| ≤ |E(z)| for
z ∈ C+ are equivalent by Theorem 2.3.3 and Theorem 2.3.2, by noting that a = −12 mt E
∗(z)
E(z) =
1
2
[
hE(
pi
2 )− hE(−pi2 )
] ≥ 0.
In what follows we state two theorems which will be used in characterizing analytic functions
of bounded type in the upper half-plane, see [43].
Theorem 2.3.6. Let f(z) be a nonzero analytic function of bounded type in the upper half
plane C+. Then there exists functions B(z) Blaschke product, G(z) outer function, and a real
number τ such that
f(z) = e−iτzB(z)G(z)
S+(z)
S−(z)
where the functions S± have the form
S± = exp
(
− 1
pii
∫
R
( 1
t− z −
t
1 + t2
)
dµ±(t)
)
,
where µ± are singular and mutually singular non-negative Borel measures on the real line
satisfying ∫
R
1
1 + t2
dµ±(t) <∞.
The functions S± are inner and e−iτz is inner for τ nonpositive. If f is an inner function the
factors G(z) and S±(z) are constants of modulus one and τ is nonpositive.
Cauchy’s Formula. Let f(z) be a function which is analytic and of bounded type and non-
positive mean type in the upper half-plane, and which has a continuous extension to the closed
half-plane. If
∫∞
−∞ |f(t)|2dt <∞, then Cauchy’s formula holds:
1
2pii
∫ ∞
−∞
f(t)
(t− z)dt =
 f(z) : Im(z) > 00 : Im(z) < 0
2.4 Reproducing Kernel Hilbert Spaces
The notion of a reproducing kernel Hilbert space of functions was first introduced by Aron-
szajn [1] in 1950, and since then it has become an important technique in mathematical analysis.
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These spaces possess additional structure that other Hilbert spaces do not have. This gives,
as we will see later, a supplementary point of view that allows one to state and solve new
problems.
Let H be a nonzero Hilbert space of analytic functions on a plane domain Ω such that, for
each point w ∈ Ω, the linear functional of evaluation at w:
f 7−→ f(w), f ∈ H
is bounded on H, i.e., for any w ∈ Ω there exists a positive constant Cw such that
|f(w)| ≤ Cw‖f‖, f ∈ H.
By continuity of point evaluations and by the Riesz representation theorem, there exists for
each w ∈ Ω a unique function Kw ∈ H such that
f(w) = 〈f,Kw〉H
for all f ∈ H. The function Kw is called the reproducing kernel at the point w, and its norm
is the same as that of the corresponding evaluation functional.
In particular, given a Hilbert space of entire functions H, then H is called a reproducing
kernel Hilbert space (RKHS) if there exists a function K(w, z), w, z ∈ C, with the following
properties:
(i) For every w ∈ C, the function z 7−→ K(w, z) belongs to H, and
(ii) For every f ∈ H:
f(w) = 〈f(t),K(w, t)〉H , for every w ∈ C. (2.4.1)
The function K(w, z) is uniquely defined and is called the reproducing kernel of H. Applying
property (ii) to the function K(w, z) we get
K(w, z) = 〈K(w, t),K(z, t)〉H , for all w, z ∈ C,
moreover,
‖K(w, .)‖2H = K(w,w) = 〈K(w, t),K(w, t)〉H , for all w ∈ C. (2.4.2)
22
Theorem. Let H be a reproducing kernel Hilbert space, then the reproducing kernel is uniquely
determined by the space H.
Proof. Let K1(w, z), K2(w, z) be two reproducing kernels of H. Then applying (2.4.1) for K1
and K2 , and using the fact that ‖f‖2 = 〈f, f〉 for all f ∈ H, we get, for all w ∈ C
‖K1(w, .)−K2(w, .)‖2 = 〈K1(w, t)−K2(w, t),K1(w, t)−K2(w, t)〉
= 〈K1(w, t)−K2(w, t),K1(w, t)〉 − 〈K1(w, t)−K2(w, t),K2(w, t)〉
= (K1(w,w)−K2(w,w))− (K1(w,w)−K2(w,w))
= 0
Therefore, K1(w, z) = K2(w, z) for all w, z ∈ C.
Some well-known examples of reproducing kernel Hilbert spaces are given below, see [35].
Example.
(1) The Paley-Wiener space PWpi, which consists of entire functions of exponential type at
most pi, and are square integrable on the real line, is a RKHS with reproducing kernel
K(w, z) = sinpi(z−w¯)pi(z−w¯) , w, z ∈ C. More details about Paley-Wiener spaces will be discussed
in section 3.1.
(2) The Hardy space H2(C+) on the upper half plane C+ is a RKHS with reproducing kernel
K(w, z) =
1
2pi
i
z − w¯ , w, z ∈ C
+.
(3) The Hardy space H2(D) on the unit disc D = {z ∈ C : |z| < 1}, which is defined as the
space of analytic functions f : D→ C such that
‖f‖2H2(D) := sup
0<r<1
1
2pi
∫ pi
−pi
|f(reiθ)|2dθ <∞,
is a RKHS with reproducing kernel (called Cauchy kernel)
K(w, z) =
1
1− wz¯ , w, z ∈ D. (2.4.3)
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(4) The Sobolev space Hs(R) of functions f ∈ L2(R) ∩ C(R) such that∫
R
|fˆ(t)|(1 + |t|2)s dt <∞.
is a RKHS when s > 1/2, it is reproducing kernel is given by
K(x, y) =
1
2pi
∫
R
e−it(x−y)
(1 + |t|2)s dt, x, y ∈ R.
2.5 Sampling Theory
In many applications, such as mathematics, engineering, and data processing, a function f
needs to be reconstructed using its values at a discrete set of points {λn}n∈I , for a countable
set I, namely, from the set {f(λn)}n∈I which are called samples. In this section we give some
definitions, basic facts, and an introduction to the sampling theory that will be needed in the
study of the sampling theory in de Branges spaces, see [47].
Definition. Let I be a countable index set and Λ = {λn}n∈I be a sequence of real numbers.
Then:
(1) Λ is said to be separated (or δ-uniformly separated) if there exists δ > 0, such that
inf
n6=m
|λn − λm| ≥ δ > 0. The constant δ is called the separation constant of Λ.
(2) Λ is said to be relatively separated if it is a finite union of uniformly separated sequences.
In this case, I can be partitioned into disjoint sets I1, I2, . . . , IN , such that each sequence
Λk = {λn}n∈Ik is δk- uniformly separated, for some δk > 0, k = 1, 2, . . . , N .
(3) A separated sequence {λn}n∈I has uniform density d > 0 if there is a constant L such
that ∣∣∣∣λn − nd
∣∣∣∣ ≤ L, ∀n ∈ I
Throughout our work we will assume that a set Λ is separated, unless otherwise stated.
Any uniformly separated set can be linearly ordered such that λn < λn+1 for all n ∈ Z, this
fact will be used later in defining the density of such sequences.
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In sampling theory, we consider spaces of functions whose value at any point is well-defined,
so our framework will have a natural connection to reproducing kernel Hilbert spaces. In
particular, the reproducing kernel property (2.4.1) will play a significant role in the theory.
Definition 2.5.1. Let H be a reproducing kernel Hilbert space of entire functions with repro-
ducing kernel K(w, z), then:
(1) A sequence {λn}n∈Z is said to be a Plancherel-Po´lya sequence in H if there exist a positive
constant B, independent of f , such that
∑
n∈Z
|f(λn)|2
‖K(λn, .)‖2H
≤ B‖f‖2H
for all f ∈ H.
(2) A sequence Λ = {λn}n∈Z is said to be a sampling sequence for H if there exist positive
constants A and B such that
A‖f‖2H ≤
∑
n∈Z
|f(λn)|2
‖K(λn, .)‖2H
≤ B‖f‖2H
for all f ∈ H.
(3) A sequence Γ = {γn}n∈Z is said to be an interpolating sequence for H if for every sequence
of scalars {cn}
there exist f ∈ H such that
f(γn) = cn, for all n ∈ Z, whenever
∑
n∈Z
|cn|2
‖K(λn, .)‖2H
<∞
(4) A sequence Γ = {γn}n∈Z is said to be a complete interpolating sequence for H if for every
sequence of scalars {cn} there exist a unique f ∈ H such that
f(γn) = cn, whenever
∑
n∈Z
|cn|2
‖K(λn, .)‖2H
<∞
for all n ∈ Z.
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By the reproducing kernel property (2.4.1) these definitions can be seen from the frame
theory viewpoint, and the standard problems of sampling and interpolation in reproducing
kernel Hilbert spaces can be rephrased as follows: a sequence Λ is a Plancherel-Po´lya sequence
in H if and only if the corresponding sequence of normalized reproducing kernels is a Bessel
sequence. A sequence Λ = {λn}n∈Z is a sampling sequence in H if and only if the corresponding
sequence of normalized reproducing kernels
{ K(λn,.)
‖K(λn,.)‖
}
n∈Z is a frame for H, therefore, any
function f ∈ H can be reconstructed from its samples on the sequence Λ by the (sampling)
formula
f(z) =
∑
n∈Z
f(λn) k˜n(z)
where {k˜n}n∈Z is a dual frame of
{ K(λn,.)
‖K(λn,.)‖
}
.
Let l2(K) denote the space of sequences of scalars {cn}n∈Z that are square summable with
respect to the weights 1/K(γn, γn), where Γ = {γn}n∈Z, i.e.,∑
n∈Z
|cn|2
K(γn, γn)
<∞.
If a sequence Γ is an interpolating sequence in a reproducing kernel Hilbert space H, then
by Definition 2.5.1, for any sequence {cn} ∈ l2(K) there exists f ∈ H such that f(γn) = cn,
for all n ∈ Z. This in fact suggests that we can consider the (restriction) map from H to l2(K)
defined by T (f) = {f(γn)}n∈Z. This implies that the interpolation sequences are related to the
condition that the map T : H → l2(K) is onto, (or equivalently, the map f 7→ {〈f, fn〉} maps
H onto l2, by the reproducing kernel property (2.4.1)).
For positive quantities ν and ω, the notation ν  ω will mean that there exist constants
0 < C1, C2 < ∞ so that C1 ≤ ν/ω ≤ C2. Recall that a sequence {fn} in a Hilbert space H is
called independent if fn /∈ span{fk : k 6= n}, for all n. The following theorem is an application
of Ko¨the-Toeplitz Theorem in [39] in reproducing kernel Hilbert spaces.
Theorem 2.5.1. Let H be a RKHS, and {fn} be the sequence defined in (2.5.1). Let K be the
smallest closed subspace of H containing {fn}. Given that K(w, z) is the reproducing kernel of
a Hilbert space H, define
fn(z) :=
K(γn, z)
‖K(γn, γn)‖ , for all n ∈ Z (2.5.1)
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where Γ = {γn}n∈Z. Then the following statements are equivalent:
1. The sequence Γ is an interpolating sequence for H.
2. For all f ∈ K, ‖f‖2 ∑n |〈f, fn〉|2, and {fn} is independent.
3. ‖∑n anfn‖2 ∑n |an|2, for all sequences {an}.
Combining property (3) of Theorem 2.5.1 above and the definition of a Riesz sequence,
together with inequality (2.1.5), we see that a sequence Γ is an interpolating sequence in a
RKHS H if and only if the corresponding normalized reproducing kernels sequence {fn} defined
in (2.5.1) is a Riesz sequence in H. Keeping this conclusion in mind, we can see that any Riesz
sequence in a RKHS is a Riesz-Fischer sequence. For if {an}n∈Z is any sequence in l2, then
letting cn := an
√
K(γn, γn), for all n ∈ Z, we get∑
n∈Z
|cn|2
K(γn, γn)
=
∑
n∈Z
|an|2 <∞.
Hence, if Γ = {γn}n∈Z is an interpolating sequence in H, then there exist f ∈ H such that
f(γn) = cn, for all n ∈ Z. By the reproducing kernel property (2.4.1) we have
〈f(t),K(γn, t)〉 = f(γn) = cn,
hence,
〈f, fn〉 = 〈f(t), K(γn, t)√
K(γn, γn)
〉 = cn√
K(γn, γn)
= an.
That is, the sequence {fn} is a Riesz-Fischer sequence in H. It turns out that we can actually
do the interpolation with some norm control, i.e., the solution to the interpolation problem
f(γn) = cn can be chosen so that
‖f‖2 ≤ 1
c
∑
n∈Z
|cn|2
K(γn, γn)
(2.5.2)
for some constant c > 0 (independent of f and cn), this follows directly from Theorem 2.1.2.
On the other hand, since a Riesz basis is just a Riesz sequence which is a frame, then
it follows that a sequence Λ is a complete interpolating sequence in H if and only if the
corresponding sequence of normalized reproducing kernels {fn} defined in (2.5.1) is Riesz basis
in H. Hence, a complete interpolating sequence is an interpolating sequence which is sampling.
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Saying that a complete interpolating sequence is both a sampling and interpolating sequence
is a way of expressing that it exists as a compromise between two competing density conditions;
as we will see later, a sampling sequence should be uniformly “dense”, while an interpolating
sequence should be uniformly “sparse”.
From a signal processing point of view, sampling sequences allow us to reconstruct a signal
from its values on certain discrete set of points Λ. On the other hand, interpolating sequences
can be seen as a dual definition of sampling sequences; given a discrete (separated) sequence
Λ, we want to build a function (signal) carrying the desired information. While a complete
interpolating sequence is a minimal sampling sequence, that is, removing any point from the
sequence makes it non-sampling, and adding a point makes it non-interpolating.
For the description to be given of sets of sampling and interpolation, one can try to formulate
properties of the set {K(λ, .)/‖K(λ, .)‖}λ∈Λ in terms of the average number of points in the
sequence Λ per unit length, which is known as the density of Λ. In general, there is not a
canonical way to assign a density to an ordered sequence. In fact, different densities are useful
for characterizing different properties of sequences. In this work we will use the Beurling’s
density concept as generalized by Landau [32]. We consider then separated sets.
The notion of Beurling density is one of the main ingredients in sampling theory, it is a
measure of the average number of points of a sequence (set) that lie inside a unit interval. For
R > 0, denote by n+(R), n−(R) the maximum and minimum of the number of points of a
sequence Λ occurring in the interval [x−R, x+R)
n+(R) = sup
x∈R
](Λ ∩ [x−R, x+R)), (2.5.3)
and
n−(R) = inf
x∈R
](Λ ∩ [x−R, x+R)), (2.5.4)
where ]A denotes the cardinality of the set A.
Definition 2.5.2. Let Λ ⊂ R be a sequence. The upper Beurling density of Λ is defined by
D+(Λ) := lim sup
R→∞
n+(R)
2R
(2.5.5)
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and the lower Beurling density of Λ is defined by
D−(Λ) := lim inf
R→∞
n−(R)
2R
(2.5.6)
If D+(Λ) = D−(Λ) = D(Λ), then the sequence Λ is said to have uniform Beurling density
D(Λ).
If Λ is a disjoint union of the sequences Λ1,Λ2, . . . ,ΛN , Λ =
N⋃
k=1
Λk, then we always have
](Λ ∩ [x−R, x+R)) =
N∑
k=1
](Λk ∩ [x−R, x+R))
therefore,
D+(Λ) = lim
R→∞
supx∈R ](Λ ∩ [x−R, x+R))
2R
= lim
R→∞
supx∈R
(∑N
k=1 ](Λk ∩ [x−R, x+R))
)
2R
≤ lim
R→∞
∑N
k=1
(
supx∈R ](Λk ∩ [x−R, x+R))
)
2R
=
N∑
k=1
lim
R→∞
(
supx∈R ](Λk ∩ [x−R, x+R))
)
2R
=
N∑
k=1
lim
R→∞
n+k (R)
2R
=
N∑
k=1
D+(Λk)
where n+k (R) := supx∈R ](Λk ∩ [x−R, x+R)), for 1 ≤ k ≤ N . A similar computations for the
lower Beurling density shows that
N∑
k=1
D−(Λk) ≤ D−(Λ) ≤ D+(Λ) ≤
N∑
k=1
D+(Λk).
The above inequalities may be strict, for example, let Λ = Z, Λ1 = Z+ = {n ∈ Z;n ≥ 0},
and Λ2 = Z− = {n ∈ Z;n < 0}. Then Λ = Λ1 ∪ Λ2, and we have
D+(Λ) = 1 = D−(Λ)
and
D+(Λ1) = D
+(Λ2) = 1, D
−(Λ1) = D−(Λ2) = 0
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hence, we have
0 = D−(Λ1) +D−(Λ2) < D−(Λ) = D+(Λ) < D+(Λ1) +D+(Λ2) = 2
The next result shows that Beurling densities are robust against perturbations [26]. For
example, given  > 0, let Λ = {λn}n∈Z be a sequence such that |λn− an| <  for all n ∈ Z, i.e.,
Λ is perturbation of aZ, for any nonzero a ∈ R. Then the density is unchanged, that is, Λ has
uniform Beurling density D(Λ) = D(aZ) = 1/a.
Lemma 2.5.2. Let Λ = {λn}n∈Z be a sequence of real numbers. Let η > 0, then for each
∆ := {λn + n; n ∈ [−η, η], n ∈ Z}, we have
D+(∆) = D+(Λ) and D−(∆) = D−(Λ)
The following well known lemma, see Lemma 7.1.3 of [5]), shows that the assumption
that the density of a sequence Λ is finite already places a strong restriction on the separation
properties of the sequence Λ.
Lemma 2.5.3. Let Λ = {λn}n∈I be a sequence of real numbers. Then the following are
equivalent:
(a) D+(Λ) <∞.
(b) Λ is relatively separated.
(c) For every R > 0, there exists an integer NR > 0 such that
sup
n∈Z
]
(
Λ ∩ [(n− 1)R, (n+ 1)R)) = NR <∞
(d) For some R > 0, there exists an integer NR > 0 such that
sup
n∈Z
]
(
Λ ∩ [(n− 1)R, (n+ 1)R)) = NR <∞
We end this section by an example shows that a sequence with finite upper Beurling density
doesn’t need to be uniformly separated.
Example 2.1. Let Λ1 = Z, Λ2 = {n+ 1n : n > 1}, and Λ = Λ1 ∪Λ2. Then both of Λ1 and Λ2
are uniformly separated, hence Λ is relatively separated, i.e., D+(Λ) < ∞. However, Λ is not
uniformly separated.
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CHAPTER 3. Hilbert Spaces of Entire Functions
In the beginning of the 60s, de Branges developed a beautiful and formidable theory of
Hilbert spaces of entire functions, called de Branges spaces, where the Paley-Wiener spaces are
the primary example of such spaces. In this chapter we describe the theory of such Hilbert
spaces of entire functions in which the rest of this work is set, and record their most basic
properties. Most of this chapter is based on [14] and more details about such spaces can be
found there.
We begin by providing an overview of the Paley-Wiener space, and summarize some of the
previous work in the sampling theory for the space in order to illustrate how our results in
chapter 4 fits in the complete picture.
3.1 Paley-Wiener Spaces
The Paley-Wiener space, denoted by PWa, a > 0, consists of entire functions whose Fourier
transforms have supports in [−a, a], and whose restrictions to the real axis are square integrable.
The Fourier transform of f is the function φ ∈ L2(−a, a) defined by
φ(ξ) := (Ff)(ξ) = 1
2pi
∫ ∞
−∞
f(t)e−iξt dt,
where the integral is to be interpreted as a limit in the mean in the L2 sense. With this
definition, the Fourier transform is not an isometry, if φ ∈ L2(−a, a) is the Fourier transform
of f ∈ PWa then
f(z) =
∫ a
−a
φ(t)eizt dt, and ‖f‖2PWa = 2pi
∫ a
−a
|φ(t)|2 dt = 2pi‖φ‖2L2 .
The space PWa is a vector space under pointwise addition and scalar multiplication, with
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inner product defined by
〈f, g〉 =
∫ ∞
−∞
f(t)g(t) dt
and norm
‖f‖2PWa = 〈f, f〉 =
∫ ∞
−∞
|f(t)|2 dt <∞
for all f, g ∈ PWa.
We begin with the following fundamental result by Paley and Wiener on bandlimited func-
tions, which gives a nice characterization of the space PWa. It shows that every function
bandlimited by a > 0 is of exponential type at most a, and every entire function of exponential
type at most a that is square integrable on the real axis belongs to PWa, see e.g., [41] page
103.
Paley-Wiener Theorem. 0 Let f : C→ C be an entire function and f |R ∈ L2(R). Let a > 0,
then
(i) there exists C > 0 such that |f(z)| ≤ Cea|z| if and only if supp(f̂ |R) ⊂ [−a, a],
and
(ii) if one of the two conditions in (i) is fulfilled, then
f(z) =
∫ a
−a
(f̂ |R)(ξ) eiξz dξ. (3.1.1)
It follows that the space PWa can be defined as
PWa = {f |R ∈ L2(R) : supp(fˆ) ⊆ [−a, a]},
where ‘supp’ denotes the support of a function, and fˆ stands for the Fourier transform of f .
Given f ∈ PWa then by the Paley-Wiener’s theorem
f(w) =
∫ a
−a
φ(ξ)eiwξ dξ =
∫ a
−a
φ(−ξ) e−iwξ dξ =
∫ a
−a
φ(−ξ) eiw¯ξ dξ = 〈φ(−ξ), eiw¯ξ〉L2(−a,a)
(3.1.2)
for some φ ∈ L2(−a, a), and all w ∈ C. Since
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〈φ(−ξ), eiw¯ξ〉L2(−a,a) = 〈F(φ(−ξ)),
1
2pi
F(eiw¯ξ)〉PWa ,
F(φ(−ξ)) = 2pif(t),
and
F(eiw¯ξ) = 1
2pi
∫ a
−a
eiw¯ξ e−itξ dξ =
1
2pi
∫ a
−a
eiξ(w¯−t) dξ =
sin a(t− w¯)
pi(t− w¯) ,
then,
f(w) = 〈φ(−ξ), eiw¯ξ〉L2(−a,a) = 〈F(φ(−ξ)),
1
2pi
F(eiw¯ξ)〉PWa = 〈f(t),
sin a(t− w¯)
pi(t− w¯) 〉PWa .
Therefore, for all f ∈ PWa we have
f(w) = 〈f(t),K(w, t)〉PWa , for all w ∈ C,
Hence, PWa is a reproducing kernel Hilbert space with reproducing kernel K(w, z) =
sin a(z−w¯)
pi(z−w¯) .
An interesting property of PWa is that if Λ = {λn}n∈Z is any uniformly separated sequence,
then for any f ∈ PWa, the sequence of samples of f on the points of Λ, {f(λn)}n∈Z, is
a square summable sequence. This is in fact equivalent to Definition 2.5.1 of Plancherel-
Po´lya sequence in the space H = PWa, where the corresponding reproducing kernel has norm
‖K(x, .)‖2 = K(x, x) = a/pi for all x ∈ R, by (2.4.2). This classical result is known by
Plancherel-Po´lya theorem, see [47], page 97. More precisely, it states the following:
Plancherel-Po´lya Theorem. If {λn}n∈Z ⊂ R is a δ−uniformly separated sequence, then
there exist a positive constant B = B(δ, a), independent of f , such that∑
n∈Z
|f(λn)|2 ≤ B‖f‖22
for all f ∈ PWa.
Given a sequence Λ = {λn}n∈Z of real numbers, following Duffin and Schaeffer [19], we say
that a system of complex exponentials E = {eiλnt}n∈Z is a Fourier frame for L2(−a, a) if there
exist positive constants A and B such that
A‖φ‖2L2 ≤
∑
n∈Z
∣∣∣∣ ∫ a−a φ(t)e−iλntdt
∣∣∣∣2 ≤ B‖φ‖2L2 (3.1.3)
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for all φ ∈ L2(−a, a).
On the other hand, by Definition 2.5.1 a sequence {λn}n∈Z is sampling for PWa if and only
if there exists positive constants A′ and B′ such that
A′‖f‖2PWa ≤
∑
n∈Z
|f(λn)|2 ≤ B′‖f‖2PWa (3.1.4)
for all f ∈ PWa. We will show that inequalities (3.1.3) and (3.1.4) are equivalent. Given
any f ∈ PWa, then f∗ ∈ PWa, and the Paley-Wiener theorem guarantee the existence of the
function φ := f̂∗|R ∈ L2(−a, a). Hence, apply inequality (3.1.3) to the function φ, and using
the fact that f̂∗(t) = fˆ(t), we get
∑
n∈Z
∣∣∣∣ ∫ a−a φ(t)e−iλntdt
∣∣∣∣2 = ∑
n∈Z
∣∣∣∣ ∫ a−a f̂∗(t)e−iλntdt
∣∣∣∣2
=
∑
n∈Z
∣∣∣∣ ∫ a−a fˆ(t)e−iλntdt
∣∣∣∣2
=
∑
n∈Z
∣∣∣∣ ∫ a−a fˆ(t)eiλntdt
∣∣∣∣2
=
∑
n∈Z
|f(λn)|2, by (3.1.1)
Hence, the two inequalities (3.1.3) and (3.1.4) are equivalent. This implies that a sequence Λ is
sampling for PWa if and only if the system of complex exponentials E = {eiλnt}n∈Z is a Fourier
frame for L2(−a, a).
In 1952, Duffin & Schaeffer [19] gave a sufficient density condition for the system of expo-
nentials {eiλnx} to constitute a frame for L2(−a, a). They proved the following:
Theorem 3.1.1. If {λn} is a sequence of uniform density d, then the set of functions {eiλnx}
is a frame L2(−a, a) provided that 0 < a < pid.
The following theorem is fundamental in engineering and digital signal processing because
it gives a framework for converting analog signals into sequences of numbers. This theorem
was apparently discovered by Shannon and described in a manuscript by 1940, but it was not
published until 1949, see Lecture 20 of [33].
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Shannon Sampling Theorem. Any f ∈ PWpi can be represented as
f(z) =
∑
n∈Z
cn
sinpi(z − n)
pi(z − n) (3.1.5)
where cn = f(n), n ∈ Z, and the convergence is both in PWpi and uniform on R. Also we have∫ ∞
−∞
|f(t)|2 dt =
∑
n∈Z
|f(n)|2.
Conversely, given {cn}n∈Z ∈ l2, equation (3.1.5) defines the function f ∈ PWpi, which solves
the interpolation problem f(n) = cn for all n ∈ Z.
For the general a-bandlimited functions formula (3.1.5) is obtained by a change of variable.
For f ∈ PWa, we have
f(z) =
∑
n∈Z
f(tn)
sin a(z − tn)
a(z − tn) ,
where tn = npi/a.
This theorem makes it possible to recover a bandlimited function with bandlimit at most
a = pi from its values on the integers. It gives the best known simple example of a sampling
sequence. In fact, this theorem implies that the set Λ = Z of integers is a complete interpolating
sequence for PWpi. Moreover, the result remains valid for a set Λ = {λn}n∈Z whenever
sup
n∈Z
|λn − n| = δ, (3.1.6)
for δ > 0 small enough.
The problem of describing all complete interpolating sequences has been studied since the
classical book of Paley and Wiener in 1934, see chapter 7 of [41], where they proved that
(3.1.6) holds for δ < 1/pi2. In 1964, M. Kadec proved that δ < 1/4 is sufficient. Moreover, this
result is sharp in the sense that the constant 1/4 cannot be replaced by any larger number; a
counterexample due to A. Ingham for δ = 1/4 is given in [47], chapter 3.
In 1991, Jaffard [25] provided necessary conditions for sampling sequences in terms of union
of uniformly separated sequences and the lower Beurling density, as follows.
Theorem 3.1.2. If Λ is a set of sampling for PWa then Λ is relatively separated and D
−(Λ) ≥
a/pi. If Λ is relatively separated and D−(Λ) > a/pi, then Λ is a sampling sequence in PWa.
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Although Theorem 3.1.2 characterizes sets of sampling for PWa almost completely in terms
of a suitable notion of density, the lower Beurling density D−(Λ), this theorem makes no
conclusion about whether or not Λ is a set of sampling if Λ has the critical density D−(Λ) = a/pi.
However, K. Seip proved that the sequence Λ = {λn} = {n(1−|n|−1/2)}|n|>1 has density 1 and
is sampling for PWpi, see Lemma 6.3 of [45]. On the other hand, the example given by Kadec,
namely, the sequence Λ = {λn}n∈Z, where λn = n − 14 and λ−n = −λn for n = 1, 2, 3, . . .
(λ0 = 0), also has density 1, but doesn’t generate a sampling sequence for PWpi, see section
3.3 of [5].
On the other hand, the question of when Λ forms a sampling sequence for PWa was settled
by Ortega-Cerda` and Seip in 2002 [40]. They gave a complete characterization of sampling
sequences in the Paley-Wiener space PWpi by connecting the problem with the Hilbert spaces
of entire functions theory, denote by H(E), which will be presented in the next section. They
proved the following theorem
Theorem. A separated sequence Λ = {λn} of real numbers is sampling for PWa if and only if
there exists two entire functions E,F ∈ HB such that
(i) H(E) = PWa,
(ii) Λ constitutes the zero sequence of EF + E∗F ∗.
K. Seip [45] characterized interpolating sequences in PWa. More precisely, he proved the
following:
Theorem 3.1.3. If Γ = {γn} is an interpolating sequence in PWa, then Γ is uniformly sepa-
rated and D+(Γ) ≤ api . If Γ is uniformly separated and D+(Γ) < api , then Γ is an interpolating
sequence in PWa.
It follows that if Γ is a complete interpolating sequence for PWa, then D
−(Γ) = D+(Γ) = api .
The question of when the sequence Γ forms a complete interpolating sequence for PWa was
settled by B. S. Pavlov in 1979 [23] using the concept of sine-type functions.
A set Γ = {γn}n∈Z is said to be a uniqueness set for PWa if F (γn) = 0 for all n ∈ Z and
F ∈ PWa imply F ≡ 0. Note that the sampling (frame) inequality (2.1.3) implies that a set
36
of sampling is also a set of uniqueness in PWa, i.e., the corresponding sequence of normalized
reproducing kernels is complete in PWa. If a sequence Γ is an interpolating sequence which is
also a uniqueness set in PWa, then it is a complete interpolating sequence, hence, it must have
density D+(Γ) = api . This in fact shows that any separated sequence with density D
+(Γ) < a/pi
must be a nonuniqueness set in PWa by Theorem 3.1.3.
Theorem 3.1.4. Let Γ = {γn}n∈Z ⊂ R be a separated sequence, and a > 0. If D+(Γ) < api
then the set Γ is not a set of uniqueness in PWa.
3.2 Structure of de Branges Space
The foundation of de Branges spaces is the class of Hermite-Biehler functions. Let us recall
the definition of this class from chapter two.
Definition 3.2.1. An entire function E(z) is said to be of Hermite−Biehler class, denoted by
HB, if it satisfies the condition
|E(z¯)| < |E(z)|, (3.2.1)
for all z ∈ C+ = {z ∈ C : Im z > 0}.
It should be noted that such a function E is root-free in C+. When talking about de Branges
spaces these functions are called de Branges functions. A de Branges function E(z) is said to
be strict if it has no zeros on the real line, in this case the corresponding space H(E) is said to
be strict de Branges space.
Example 3.1. One can show that each of the following functions defines a de Branges function.
(1) E(z) = e−iaz, a > 0.
(2) Any polynomial with no zeros in the upper half plane. Indeed, let P (z) be a polynomial
of order n > 0 with no zeros in the upper half-plane, then we know that it has exactly n
zeros {zk}nk=1 where zk = xk − iyk, and yk ≥ 0 for all k = 1, 2, . . . , n. Moreover, we have
P (z) = c
n∏
k=1
pk(z), pk(z) = z − zk
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for some constant c ∈ C. Simple computations show that |pk(z¯)| = |z¯ − zk| < |z − zk| =
|pk(z)| for all z ∈ C+ and k = 1, 2, . . . , n. Hence, |P (z¯)| < |P (z)| for z ∈ C+. That is,
P (z) ∈ HB.
(3) Let E(z) be a de Branges function, and S(z) be an entire function which is real for real
z, then E(z)S(z) is a de Branges function.
(4) Any finite product of de Branges functions is a de Branges function.
Remark 3.2.1. Note that if z0 ∈ C−, then z − z0 is a de Branges function. Also e−iaz is a
de Branges function for any a > 0. Moreover, by the example above, any finite product of de
Branges functions, or of a de Branges function with any entire function S(z) which is real for
real z, and has only real zeroes, is again a de Branges function. It follows that, for γ ∈ C, the
function EN (z) = γS(z)e
−iaz∏N
n=1(z − zn), is a de Branges function. In fact, Theorem 2.3.2
generalizes these results to the case where the product is an infinite product.
With a function E ∈ HB, a space of entire functions can be associated.
Definition 3.2.2. Given an entire function E ∈ HB. A de Brange Space associated with E,
denoted by H(E), is a Hilbert space which consists of all entire functions f(z) such that
||f ||2
E
:=
∫
R
∣∣∣∣ f(t)E(t)
∣∣∣∣2dt <∞, (3.2.2)
and f(z)/E(z) and f∗(z)/E(z) are of bounded type and nonpositive mean type in the upper
half-plane. An inner product is defined by
〈f, g〉E =
∫
R
f(t)g(t)
|E(t)|2 dt,
for all f, g ∈ H(E).
The following theorem shows that the space H(E) always contains nonzero functions.
Theorem 3.2.1. Given a de Branges space H(E), the function
K(w, z) =
E¯(w)E(z)− E(w¯)E∗(z)
2pii(w¯ − z) (3.2.3)
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belongs to H(E) as a function of z for every w ∈ C, and
f(w) = 〈f(t),K(w, t)〉E , for all w ∈ C, (3.2.4)
for every f ∈ H(E).
Proof. First note that K(w, z) is an entire function of z. We will show that K(w, z)/E(z) and
K∗(w, z)/E(z) are of bounded type and nonpositive mean type in the upper half-plane. Let
w ∈ C, then since the ratio E∗(z)/E(z) is bounded by 1 in the upper half-plane, the function
(w¯ − z)K(w, z)
E(z)
=
1
2pii
(
E(w)− E
∗(z)
E(z)
E(w¯)
)
is bounded in the upper half-plane. Also, note that (w¯ − z) is a polynomial, hence it is of
bounded type in the upper half-plane, it follows that the quotient K(w, z)/E(z) is also of
bounded type in the upper half-plane. Moreover, since a nonzero polynomial has a zero mean
type and any bounded function has a nonpositive mean type, then the quotient K(w, z)/E(z)
has nonpositive mean type in the upper half-plane. For the same reason, K∗(w, z)/E(z) is of
bounded type and nonpositive mean type in the upper half-plane.
Now we show that K(w, z)/E(z) ∈ L2(R) for any w ∈ C. First note that since E(w) −
E(t)
E(t)E(w¯) is a continuous function of t ∈ R and has a zero at w¯ then
K(w, t)
E(t)
=
1
2pii(w¯ − t)
(
E(w)− E(t)
E(t)
E(w¯)
)
is a continuous function of t ∈ R. Therefore, the integral over bounded subsets of the real line
is finite, hence we have∫ ∞
−∞
∣∣∣∣K(w, t)E(t)
∣∣∣∣2dt = ∫
{t∈R:|t−w¯|≤1}
∣∣∣∣K(w, t)E(t)
∣∣∣∣2dt+ ∫
{t∈R:|t−w¯|>1}
∣∣∣∣K(w, t)E(t)
∣∣∣∣2dt
≤ C +
∫
{t∈R:|t−w¯|>1}
∣∣∣∣K(w, t)E(t)
∣∣∣∣2dt
= C +
∫
{t∈R:|t−w¯|>1}
∣∣∣∣E(w)− E(t)E(t)E(w¯)2pii(w¯ − t)
∣∣∣∣2 dt
≤ C +
∫
{t∈R:|t−w¯|>1}
(|E(w)|+ |E(w¯)|)2
4pi2|w¯ − t|2 dt
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= C +
(|E(w)|+ |E(w¯)|)2
4pi2
∫
{t∈R:|t−w¯|>1}
1
|w¯ − t|2 dt
< ∞.
Therefore, it follows that K(w, z) belongs to H(E) as a function of z for every w ∈ C, by
Definition 3.2.2.
To show that K(w, z) satisfy property (3.2.4), let f(z) ∈ H(E), then we know that the
ratio f(z)/E(z) is analytic in the upper half-plane, and continuous in the closed half-plane (see
Proposition 3.2.2 below). Hence, by Cauchy’s Formula in the upper half-plane,
f(z)
E(z)
=
1
2pii
∫ ∞
−∞
f(t)
E(t)
1
t− z dt,
0 =
1
2pii
∫ ∞
−∞
f(t)
E(t)
1
t− z¯ dt,
for z ∈ C+. The same formula hold also when f(z) is replaced by f∗(z), i.e.,
f∗(z)
E(z)
=
1
2pii
∫ ∞
−∞
f∗(t)
E(t)
1
t− z dt, 0 =
1
2pii
∫ ∞
−∞
f∗(t)
E(t)
1
t− z¯ dt,
for z ∈ C+, or equivalently,
f∗(z¯)
E(z¯)
=
1
2pii
∫ ∞
−∞
f∗(t)
E(t)
1
t− z¯ dt, 0 =
1
2pii
∫ ∞
−∞
f∗(t)
E(t)
1
t− z dt,
for z ∈ C−. Taking the conjugate for the last equations we have
f(z)
E¯(z¯)
= − 1
2pii
∫ ∞
−∞
f(t)
E¯(t)
1
t− z dt, 0 = −
1
2pii
∫ ∞
−∞
f(t)
E¯(t)
1
t− z¯ dt,
for z ∈ C−. It follows that for all nonreal z,
f(z) =
1
2pii
∫ ∞
−∞
f(t)
E(t)
E(z)
t− z −
f(t)
E∗(t)
E∗(z)
t− z dt
=
1
2pii
∫ ∞
−∞
f(t)E(z)
E(t)(t− z) −
f(t)E∗(z)
E∗(t)(t− z) dt
=
1
2pii
∫ ∞
−∞
f(t)
E∗(t)E(z)− E(t)E∗(z)
|E(t)|2(t− z) dt
= 〈f(t),K(z, t)〉E
If w is real, we choose a sequence {wn} of nonreal numbers such that w = lim
n→∞wn. Then,
K(w, x)/E(x) = lim
n→∞K(wn, x)/E(x)
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uniformly on every bounded subset of the real axis. If −∞ < a < b <∞, then∫ b
a
|K(w, t)−K(wn, t)|2|E(t)|−2dt = lim
k→∞
∫ b
a
|K(wk, t)−K(wn, t)|2|E(t)|−2dt.
On the other hand,∫ ∞
−∞
|K(wk, t)−K(wn, t)|2|E(t)|−2dt = 〈K(wk, t)−K(wn, t),K(wk, t)−K(wn, t)〉
= K(wk, wk)−K(wk, wn)−K(wn, wk) +K(wn, wn).
Hence,∫ b
a
|K(wk, t)−K(wn, t)|2|E(t)|−2dt ≤
∫ ∞
−∞
|K(wk, t)−K(wn, t)|2|E(t)|−2dt
≤ K(wk, wk)−K(wk, wn)−K(wn, wk) +K(wn, wn).
Since K(w,w) is a continuous function of w then∫ b
a
|K(w, t)−K(wn, t)|2|E(t)|−2dt ≤ K(w,w)−K(w,wn)−K(wn, w) +K(wn, wn).
Since a and b are arbitrary, then K(w, z) = lim
n→∞K(wn, z) in the metric of H(E). It follows
that
f(w) = lim
n→∞ f(wn) = limn→∞〈f(t),K(wn, t)〉E = 〈f(t),K(w, t)〉E
for every f ∈ H(E).
Lastly, let w, z ∈ C+, with w 6= z. Since |E(z¯)| < |E(z)| for all z ∈ C+, then
|K(w, z)| =
∣∣∣∣E¯(w)E(z)− E(w¯)E∗(z)2pii(w¯ − z)
∣∣∣∣ ≥
∣∣ |E(w)||E(z)| − |E(w¯)||E(z¯)| ∣∣
2pi|w¯ − z| > 0.
Thus, the function K(w, z) defined in (3.2.3) is the reproducing kernel of H(E), and the space
H(E) contains a nonzero functions.
Sometimes we will write KE(w, z) (instead of K(w, z)) if it is necessary to be more specific
about the space H(E) under consideration. Property 3.2.4 is known as the reproducing kernel
property of H(E). Using the fact that KE(w,w) = 〈KE(w, t),KE(w, t)〉 for all w ∈ C, and by
applying Cauchy’s inequality on the reproducing property we obtain
|f(w)|2 ≤ ||f ||2EKE(w,w) (3.2.5)
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for all f(z) in H(E), and all w ∈ C, which means that the point evaluation at any w ∈ C is
a bounded linear functional on H(E). If KE(w,w) > 0 for some w ∈ C then equality holds if
and only if f(z) = cKE(w, z) for some constant c ∈ C.
The canonical example of de Branges spaces is the Paley-Wiener space PWa, a > 0. Ac-
cording to Paley-Wiener theorem, the Paley-Wiener space PWa can be characterized as the
space of entire functions which have exponential type at most a and are square integrable on
the real line R. In this case we could write PWa = H(E), where E(z) = exp(−iaz), where the
two spaces are equal as sets, and have equivalent norms. So for any f ∈ PWa we have
||f ||2PWa =
∫
R
|f(t)|2
|E(t)|2dt =
∫
R
|f(t)|2dt = ||f ||2L2(R)
In fact, for a = pi, Yurri Lyubarskii and K. Seip [36] give a wide range of entire functions E
such that PWpi = H(Eσ) (other than exp(−ipiz)), where the norms ‖.‖PWpi and ‖.‖H(Eσ) are
equivalent:
Eσ(z) = (z + i)
∞∏
k=1
(
1− z
k − σ − ik−4σ
)(
1− z−k + σ − ik−4σ
)
for 0 ≤ σ < 1/4.
Using the definition of the reproducing kernel (3.2.3), a straightforward calculation shows
that the corresponding reproducing kernel of PWa is
Ka(w, z) =
sin a(z − w¯)
pi(z − w¯) (3.2.6)
for all w, z ∈ C, z 6= w¯. Moreover, by the reproducing kernel property (3.2.4) we have, for
x ∈ R
‖Ka(x, .)‖2 = 〈Ka(x, t),Ka(x, t)〉E = Ka(x, x) = lim
x→yKa(x, y) = limx→y
sin a(x− y)
pi(x− y) =
a
pi
We provide other examples for de Branges space.
Example 3.2.
(1). Any polynomial P (z) without zeros in C+ ∪ R is a de Branges function, the associated
(finite dimensional) de Branges space H(P ) contains precisely the polynomials whose degree
is smaller than that of P . For example, if P (z) = (z − z1)(z − z2) with z1, z2 ∈ C−, then the
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space H(P ) = span{1, z}.
(2). Let E(z) := sin
√
iz√
iz
. The zeros of E are zn = −in2, n ∈ N, and are all simple, and E has
a factorization
E(z) =
∏
n∈N
(
1 +
z
in2
) ∈ HB
Moreover, it was proved in [29] that the associated de Branges space is H(E) = C[z], where
C[z] is the linear space of all polynomials with coefficients in C.
The finite integral in (3.2.2) implies that the ratio f(z)/E(z) has no singularities on the
real axis, hence, the ratio is analytic on the closed upper half plane, for any f ∈ H(E). On
other words, if E(z) has a zero of order r > 0 at a real point xo, then every function in the
space H(E) has a zero of order at least r at xo.
Proposition 3.2.2. Let E(z) ∈ HB that has a zero of order r > 0 at a real point xo. If f(z)
is an entire function such that
∫∞
−∞ |f(t)/E(t)|2dt < ∞, then f(z) has a zero of order at least
r at xo.
Proof. We prove by contradiction. Suppose that E(z) has a zero of order r > 0 at some point
xo ∈ R, then E(z) = (z − xo)rEo(z) for some entire function Eo(z) which does not vanish at
xo. Let f(z) be an entire function, then f(z) = (z − xo)mfo(z), for some 0 ≤ m < r, and some
entire function fo(z) which does not vanish at xo. This implies that, give  > 0 there exists
δ > 0 such that |fo(t)/Eo(t)| >  for all t ∈ (xo − δ, xo + δ), so we have∫ +∞
−∞
∣∣∣∣ f(t)E(t)
∣∣∣∣2dt = ∫ +∞−∞
∣∣∣∣ f(t)(t− xo)rEo(t)
∣∣∣∣2dt
=
∫ +∞
−∞
1
(t− xo)2ro
∣∣∣∣ fo(t)Eo(t)
∣∣∣∣2dt, ro = (r −m)
> 2
∫ xo+δ
xo−δ
1
(t− xo)2ro dt
= ∞ (since ro > 0)
a contradiction, hence f has a zero at xo of order at least r.
In the context of growth properties of de Branges spaces, the growth of any function f ∈
H(E) is governed by the growth of the generating function E. The following proposition is a
special case of theorem 3.4 in [30].
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Proposition 3.2.3. Given an entire function E ∈ HB. If E(z) is of exponential type τ , then
all functions in the space H(E) are of exponential type less than or equal to τ .
3.3 Characterization of de Branges Spaces
De Branges original definition involved the notions of mean type and bounded type. One
useful alternative definition using the reproducing kernel K(w, z) is given in the following
theorem, see Theorem 20 of [14].
Theorem 3.3.1. A necessary and sufficient condition that an entire function f(z) belong to
H(E) is that
||f ||2E =
∫
R
|f(t)/E(t)|2dt <∞ (3.3.1)
and that
|f(z)|2 ≤ ||f ||2EK(z, z) (3.3.2)
for all complex z.
Proof. Let f ∈ H(E), then ||f ||2E < ∞ by (3.2.2). Applying the Schwarz inequality to the
reproducing kernel property (3.2.4) we get (3.3.2) above.
Conversely, let f be an entire function satisfying the two conditions in (3.3.1) and (3.3.2).
By Definition 3.2.2 it is sufficient to show that f(z)/E(z) and f∗(z)/E(z) are of bounded
type and nonpositive mean type in the upper half-plane C+. It is sufficient to show that the
functions f(z)/E(z) and f∗(z)/E(z) satisfying the hypothesis of Theorem 2.2.1, and therefore,
are of bounded type in C+.
To begin with, note that since E(z) has no zeros in the upper half-plane, then f(z)/E(z) is
analytic in C+. Moreover, Proposition 3.2.2 implies that f(z)/E(z) has a continuous extension
to the closed half-plane C+ ∪ R. Since
K(w, z) =
E¯(w)E(z)− E(w¯)E∗(z)
2pii(w¯ − z)
then, for Im(z) > 0 we have
K(z, z) =
|E(z)|2 − |E(z¯)|2
4piIm(z)
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≤ |E(z)|
2
4piIm(z)
hence,
|f(z)|2 ≤ ||f ||2EK(z, z) ≤ ||f ||2E
|E(z)|2
4piIm(z)
.
Therefore, ∣∣∣∣ f(z)E(z)
∣∣∣∣2 ≤ ||f ||2E 14piIm(z)
for Im(z) > 0. Now, given that Im(z) = y > 0, then for 0 < θ < pi∣∣∣∣ f(reiθ)E(reiθ)
∣∣∣∣2 ≤ ||f ||2E 14pir sin θ
and
lim inf
r→∞
1
r2
∫ pi
0
log+
∣∣∣∣ f(reiθ)E(reiθ)
∣∣∣∣2 sin θ dθ ≤ lim infr→∞ 1r2
∫ pi
0
log+
( ||f ||2E
4pir sin θ
)
sin θ dθ = 0
because
lim
r→∞
1
r2
∫ pi
0
log+
(||f ||2E) sin θ dθ = 0
and
lim
r→∞
1
r2
∫ pi
0
log+
(
4pir sin θ
)
sin θ dθ = 0
On the other hand, since f(t)/E(t) is square integrable on the real line, then Jensen’s
inequality implies that∫ +∞
−∞
log+ |f(t)/E(t)|2
1 + t2
dt ≤
∫ +∞
−∞
log+ |f(t)/E(t)|2 dt ≤ log+
∫ +∞
−∞
|f(t)/E(t)|2 dt <∞
Also, since
∣∣ f(z)
E(z)
∣∣2 ≤ ||f ||2E4piy for Im(z) = y > 0, then
lim
y→∞
log |f(iy)/E(iy)|2
y
≤ lim
y→∞
log
(||f ||2E/4piy)
y
= lim
y→∞
log ||f ||2E
y
− lim
y→∞
log(4piy)
y
= 0
Hence,
lim sup
y→∞
log |f(iy)/E(iy)|
y
≤ 0, (3.3.3)
Therefore, the function f/E satisfies the hypothesis of Theorem 2.2.1, hence it is of bounded
type in the upper half-plane.
Moreover, inequality (3.3.3) implies that f/E is of nonpositive mean type in C+. The same
argument applies for the function f∗(z)/E(z). The theorem is proved.
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Definition (3.2.2) is the original definition for de branges spaces. The following theorem
gives another characterization of de Branges spaces among all Hilbert spaces of entire functions.
Theorem 3.3.2. Let H be a nonzero Hilbert space, whose elements are entire functions, which
satisfying the following properties:
(H1) If f(z) ∈ H and w ∈ C \ R with f(w) = 0, then the function g(z) = f(z) z−w¯z−w belongs to
H, and ‖g‖ = ‖f‖.
(H2) For every nonreal number w, the linear functional defined on the space by f(z) 7−→ f(w)
is continuous.
(H3) If f(z) ∈ H, then f∗(z) ∈ H and ‖ f∗‖ = ‖ f‖.
Then H is a de Branges space; there is an entire function E ∈ HB such that H = H(E), and
‖f‖H = ‖f‖H(E) for all f ∈ H.
On the other hand, it is easy to show that any de Branges space H(E) satisfies the above
properties. Indeed, let f(z) ∈ H(E) and w ∈ C \R with f(w) = 0. Set g(z) := f(z) z−w¯z−w . Since
f(w) = 0 then g(z) is entire function (specifically, it can be extended to an entire function).
Note that fE and
f∗
E are of bounded type and nonpositive mean type in C
+. First assume that
w ∈ C+, then f(z)E(z)(z−w) is analytic, of bounded type, and of nonpositive mean type in C+
because any polynomial is of bounded type and nonpositive mean type in C+ and a quotient
and product of functions of bounded type is again such function. Hence f(z)(z−w¯)E(z)(z−w) is also of
bounded type and nonpositive mean type in C+. On the other hand, note that the function
z−w
z−w¯ is analytic in C
+. Further, since (z − w) is of bounded type and nonpositive mean type
in C+, it follows that z−wz−w¯ is also of bounded type and nonpositive mean type in C
+. Hence,
f(z)(z−w)
E(z)(z−w¯) is of bounded type and nonpositive mean type in C
+. That is, f(z)(z−w¯)E(z)(z−w) is of bounded
type and nonpositive mean type in C+ for all w ∈ C \ R such that f(w) = 0.
Let w ∈ C−. Note that since f∗E vanish at w¯, then f
∗(z)
E(z)(z−w¯) , and hence,
f∗(z)(z−w)
E(z)(z−w¯) is of
bounded type and nonpositive mean type in C+. Further, since (z− w¯) is of bounded type and
nonpositive mean type in C+, it follows that f
∗(z)(z−w)
E(z)(z−w¯) is also of bounded type and nonpositive
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mean type in C+. It follows that f
∗(z)(z−w¯)
E(z)(z−w) is of bounded type and nonpositive mean type in
C+ for all w ∈ C \ R with f(w) = 0.
On the other hand, note that∫
R
∣∣∣∣ g(t)E(t)
∣∣∣∣2 dt = ∫
R
∣∣∣∣ f(t)E(t)
∣∣∣∣2 ∣∣∣∣ t− w¯t− w
∣∣∣∣2 dt = ∫
R
∣∣∣∣ f(t)E(t)
∣∣∣∣2 dt <∞
hence, ‖g/E‖L2 = ‖f/E‖L2 = ‖f‖E . Therefore, the function g ∈ H(E).
Property (H2) is satisfied by the reproducing kernel property (3.2.4). Let f ∈ H(E), then
f
E and
f∗
E are of bounded type and nonpositive mean type in C
+. Note that (f
∗)∗
E =
f
E , and
|f∗(t)| = |f(t)| for all t ∈ R, hence∫
R
∣∣∣∣f∗(t)E(t)
∣∣∣∣2 dt = ∫
R
∣∣∣∣ f(t)E(t)
∣∣∣∣2 dt = ‖f‖2E
Therefore, any de Branges space H(E) satisfy the above axioms.
Remark 3.3.1.
(1) It should be noted that the function E(z) in Theorem 3.3.2 such that H = H(E) is not
uniquely determined. For example, the functions Er(z) := rA(z) − i1rB(z), ∀r ∈ R+,
Eθ(z) = e
iθE(z) := Aθ(z)− iBθ(z), for 0 ≤ θ < 2pi, and Eβ(z) := [A(z) +βB(z)]− iB(z),
for β ∈ R, all give the same reproducing kernel, and hence, generate the same space
H(E).
(2) By noting that
f(z)
z − w¯
z − w = f(z) + (w − w¯)
f(z)
(z − w) , (3.3.4)
axiom (H1) says that we can divide out zeros of the functions in H, i.e., f(z)(z−w) belongs
to the space H whenever f(z) belongs to H and vanishes at a nonreal w, while (H2) says
that H is a reproducing kernel Hilbert space on C\R. (H3) is related to the Schwarz
reflection principle, as applied to the real axis.
Another implication of axiom (H1) is, one sees that for a nonreal wo, we can always find
in H a function not vanishing at wo. So the evaluation K(wo, wo) can not be zero if wo is non
real. Analogue to Proposition 3.2.2, we have the following:
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Lemma 3.3.3. Given a strict de Branges space H(E). If α ∈ C with E(α) 6= 0, then there
exists some f ∈ H(E) such that f(α) 6= 0.
Proof. Suppose that every function f ∈ H(E) vanishes at α, then by formula (3.3.4) the
function f(z)z−α belongs to H(E) for all f ∈ H(E) and vanishes at α. It follows inductively that
f(z)
(z−α)n ∈ H(E) and vanishes at α, for all n ≥ 0. But since f(z) is an entire function, then it
must vanish identically, a contradiction since H(E) contains a nonzero element.
Following [14], any de Branges function E(z) can be written as E(z) = A(z)− iB(z) where
A(z) and B(z) are entire functions which are real for real z;
A(z) :=
1
2
[E(z) + E∗(z)], B(z) :=
i
2
[E(z)− E∗(z)] (3.3.5)
Using this notation and the definition of the reproducing kernel in (3.2.3) we can write
KE(w, z) =
B(z)A(w)−A(z)B(w)
pi(z − w¯) , for z 6= w¯ (3.3.6)
For z = w¯, we have
KE(z¯, z) =
1
pi
[B′(z)A(z)−A′(z)B(z)]
3.4 Orthonormal Basis in H(E)
Given a de Branges function E(z), the function Θ(z) := E∗(z)/E(z) is a meromorphic inner
function. Indeed, since E(z) has no zeros in the upper half-plane, the function Θ(z) is analytic
and bounded by 1 in C+ by (3.2.1). Moreover, Θ(z) is unimodular on R. It follows that the
function Θ(z) ∈ H∞(C+) , and meromorphic in C. The meromorphic extension to the lower
half-plane C− is by putting Θ(z) = 1/Θ∗(z), for z ∈ C−.
An important characteristic of the de Branges space H(E) is the phase function correspond-
ing to the generating function E:
Definition. For any entire function E ∈ HB, there exists a continuous and strictly increasing
function ϕ : R→ R such that E(x)eiϕ(x) ∈ R for all x ∈ R, and E(x) can be written as
E(x) = |E(x)|e−iϕ(x), x ∈ R (3.4.1)
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If a function ϕ has these proprieties then it is referred to as a phase function of E (sometimes
it is denoted by ϕE if it is necessary to be more specific). It follows that a phase function of E
is defined uniquely up to an additive constant, a multiple of 2pi. If ϕ(x) is any such function,
then using (3.2.3) and (3.4.1), easy computations gives
K(x, x) =
1
pi
ϕ′(x)|E(x)|2 (3.4.2)
for all x ∈ R.
Let Z = {zk} be the zeros set of E(z) in the upper half-plane, repeated according to
multiplicity, with zk = xk − iyk, yk ≥ 0.
Then the sequence Z satisfies the Blaschke condition
∑
zk 6=0
yk
x2k + y
2
k
< +∞
If E(z) ∈ HB is of exponential type and has no real zeros, then by Theorem 2.3.5, E(z) has
the following canonical representation
E(z) = γebze−iaz
∏
zk 6=0
(
1− z
zk
)
ezR(1/zk) (3.4.3)
where γ ∈ C and b ∈ R. Also note that the logarithmic derivative of E is given by
E′
E
(z) = b− ia+
∑
k
(
1
z − zk + Re
1
zk
)
, z 6= zk,
hence, (3.4.1) implies that
ϕ′(x) = −Im E
′(x)
E(x)
= a+
∑
k
Im zk
|x− zk|2 = a+
∑
k
yk
(x− xk)2 + y2k
(3.4.4)
for all x ∈ R, where a = −12mt(E∗/E) ≥ 0 corresponds to the presence of the exponential
factor e−iaz in the canonical factorization of E above.
One of the main characteristics of any de Branges space is that it is always has a basis
consisting of reproducing kernels corresponding to real points.
Theorem 3.4.1. Let H(E) be a de Branges space and ϕ(x) be a phase function associated with
E. If α ∈ R, and Λ = {λn}n∈Z is a sequence of real numbers, such that ϕ(λn) = α+pin, n ∈ Z,
then
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1. The functions {K(λn, z)}n∈Z forms an orthogonal set in H(E).
2. If eiαE(z) − e−iαE∗(z) /∈ H(E), then { K(λn,z)‖K(λn,.)‖}n∈Z is an orthonormal basis for H(E).
Moreover, for every F (z) ∈ H(E),
F (z) =
∑
n∈Z
F (λn)
K(λn, z)
‖K(λn, .)‖2 , (3.4.5)
and
‖F‖2 =
∑
n∈Z
∣∣∣∣F (λn)E(λn)
∣∣∣∣2 piϕ′(λn) . (3.4.6)
By a Lemma of [15], there is at most one real number α modulo pi such that the function
eiαE(z) − e−iαE∗(z) belongs to H(E). From this theorem, we see that the existence of a
sequence {λn}n∈Z such that the set of functions {K(λn, .)}n∈Z forms an orthogonal basis for
H(E) implies a sampling formula in the space. This means that any f ∈ H(E) can be recovered
from its samples {f(λn)}n∈Z by the formula (3.4.5).
The proof of Theorem 3.4.1 requires the following lemma of [14].
Lemma 3.4.2. Let f(z) be a function which is analytic in the complex plane except for isolated
singularities at points {tn} on the real line. Suppose that f∗(z) = f(z) and that Re(−if(z)) > 0
for Im(z) > 0. Then there exist positive numbers pn and a nonnegative number p such that
f(z)− f(w)
z − w¯ = p+
∑
n
pn
1
(tn − z)(tn − w¯)
for nonreal z and w. The numbers pn are given by
pn = lim
z→tn
(tn − z)f(z)
for every n.
Proof of Theorem 3.4.1: Let H(E) be a de Branges space and K(w, z) be the corresponding
reproducing kernel. First we will prove the orthogonality. By Theorem 3.2.1 the reproducing
kernel K(w, z) belongs to H(E) as a function of z for all w ∈ C, hence any constant multiple
of K(w, z) will belong to H(E). In particular, for any real number x, we have K(x,z)
E(x)
∈ H(E).
Moreover, since E(x) = e−iϕ(x)|E(x)|, then E(x)
E(x)
= e−2iϕ(x) for all x ∈ R. Hence,
K(x, z)
E(x)
=
1
E(x)
E¯(x)E(z)− E(x)E∗(z)
2pii(x− z)
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=
E(z)− E(x)
E(x)
E∗(z)
2pii(x− z)
=
E(z)− e−2iϕ(x)E∗(z)
2pii(x− z)
for all z ∈ C. Let a, b ∈ R, then since K(a, b) = 〈K(a, t),K(b, t)〉E , we get〈K(a, t)
E(a)
,
K(b, t)
E(b)
〉
E
=
1
E(b)
K(a, b)
E(a)
=
1
E(b)
E(b)− e−2iϕ(a)E∗(b)
2pii(a− b)
=
1− e−2iϕ(a)E(b)E(b)
2pii(a− b)
=
1− e−2iϕ(a) e2iϕ(b)
2pii(a− b)
=
1− e2i(ϕ(b)−ϕ(a))
2pii(a− b)
Let {λn}n∈Z be a sequence of real numbers such that ϕ(λn) = α + npi for all n ∈ Z, and
α ∈ [0, pi). Then by the computations above we have〈K(λn, t)
E(λn)
,
K(λm, t)
E(λm)
〉
E
=
1− e2i(ϕ(λm)−ϕ(λn))
2pii(λn − λm)
=
1− e2ipi(m−n)
2pii(λn − λm)
Hence,
〈K(λn,t)
E(λn)
, K(λm,t)
E(λm)
〉
E
= 0 whenever n 6= m. That is, the set {K(λn,z)
E(λn)
}
n∈Z is an orthogonal
set in H(E). Consequently, {K(λn, z)}n∈Z is an orthogonal set in H(E).
Now we will show that the set
{K(λn,z)
E(λn)
}
n∈Z is complete in H(E). To begin with, we can
assume, without loss of generality, that α = 0, otherwise the general case then follows by
considering the function eiαE(z) instead of E(z) without changing of the corresponding space.
Let E(z) = A(z)− iB(z) as in (3.3.5). Let f(z) = −A(z)/B(z). Since A(z) and B(z) are entire
functions which are real for real z, and have only real zeros, then f∗(z) = f(z). Moreover, the
singularities of f(z) are the real points where B(z) has a zero of higher multiplicity than A(z).
But since
E(x) = e−iϕ(x)|E(x)| = ( cosϕ(x)− i sinϕ(x))|E(x)|
and E(x) = A(x)− iB(x) then we have
A(x) = |E(x)| cosϕ(x),
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and
B(x) = |E(x)| sinϕ(x).
It follows that the singularities of f(z) = −A(z)/B(z) are the zeros of B(z), which are the
real points {λn} where ϕ(λn) = npi. On the other hand, since K(z, z) > 0 for nonreal z, then
Re(−if(z)) > 0 when Im(z) > 0. Indeed, note that by (3.3.6), the reproducing kernel K(w, z)
can be written as
K(w, z) =
A(w)B(z)−A(z)B(w)
pi(z − w¯)
therefore,
f(z)− f(w)
z − w¯ =
−A(z)/B(z) +A(w)/B(w)
z − w¯
=
1
B(w)B(z)
A(w)B(z)−A(z)B(w)
(z − w¯)
=
pi
B(w)B(z)
K(w, z)
and
f(z)− f(z)
z − z¯ =
1
|B(z)|2 K(z, z),
hence, Re(−if(z)) = Imf(z) > 0 when Im(z) > 0. Lemma 3.4.2 implies that there exist
positive numbers {pn} and a nonnegative number p such that
f(z)− f(w)
z − w¯ = p+
∑
n
pn
1
(λn − z)(λn − w¯) ,
for nonreal z and w. Moreover, the numbers pn are given by
pn = lim
z→λn
A(z)(z − λn)
B(z)
=
A(λn)
B′(λn)
.
So, it follows that we can rewrite the reproducing kernel as
K(w, z) =
p
pi
B(w)B(z) +
∑
n
pn
B(z)
(λn − z)
B(w)
(λn − w¯)
=
p
pi
B(w)B(z) +
∑
n
A(λn)
B′(λn)
B(z)
(z − λn)
B(w)
(w¯ − λn) (3.4.7)
for all z, w ∈ C, and the sum converges in the metric of H(E). Indeed, note that since
piK(λn,z)
E(λn)
= B(z)(z−λn) , then the set of functions {
B(z)
(z−λn)} is an orthogonal sequence in H(E).
52
Moreover,
‖B(t)/(t− λn)‖2E = 〈pi
K(λn, t)
E(λn)
, pi
K(λn, t)
E(λn)
〉E
= pi2
K(λn, λn)
|E(λn)|2
= pi
1
E(λn)
lim
t→λn
B(t)
(t− λn)
= pi
B′(λn)
A(λn)
where we used the fact A(λn) =
(
E(λn) + E(λn)
)
/2 = E(λn) whenever B(λn) = 0 = E(λn)−
E∗(λn), in the last equality.
Note that since ∑
n
A(λn)
B′(λn)
B(w)
(w − λn)
B(w)
(w¯ − λn) ≤ K(w,w)
then ∑
n
∥∥∥∥ A(λn)B′(λn) B(t)(t− λn) B(w)(w¯ − λn)
∥∥∥∥2 < ∞,
therefore, the orthogonal series in (3.4.7) converges in the metric of H(E), and the sum belongs
to H(E). Since K(w, z) ∈ H(E), it follows that ppiB(w)B(z) belongs to H(E).
Let F (z) ∈ H(E) be an element which is orthogonal to K(λn, z)/E(λn) for all n, i.e.,
〈F (t), K(λn,t)
E(λn)
〉E = 0, for all n, or equivalently, 〈F (t), B(t)(t−λn)〉E = 0, for all n. Then
F (w) = 〈F (t),K(λn, t)〉E
= 〈F (t), p
pi
B(w)B(t) +
∑
n
A(λn)
B′(λn)
B(t)
(t− λn)
B(w)
(w¯ − λn)〉E
= 〈F (t), p
pi
B(w)B(t)〉E
=
p
pi
B(w) 〈F (t), B(t)〉E
for all w ∈ C. It follows that F (z) is a constant multiple of B(z). But since by hypothesis
B(z) = E(z)−E∗(z) /∈ H(E), then F (z) vanishes identically, hence the set {K(λn, z)/E(λn)}n∈Z
is complete.
Since the set
{
K(λn, z)/E(λn)
}
n∈Z is a complete orthogonal set in H(E), then using the
fact that
‖K(λn, t)‖2 = K(λn, λn) = 1
pi
ϕ′(λn)|E(λn)|2
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we obtain
F (z) =
∑
n∈Z
〈F (t), K(λn, t)/E(λn)‖K(λn, t)/E(λn)‖
〉E K(λn, z)/E(λn)‖K(λn, t)/E(λn)‖
=
∑
n∈Z
F (λn)
K(λn, z)
‖K(λn, .)‖2
and
‖F‖2 =
∑
n∈Z
∣∣〈F (t), K(λn, t)/E(λn)‖K(λn, t)/E(λn)‖〉E∣∣2
=
∑
n∈Z
∣∣∣∣F (λn)E(λn)
∣∣∣∣2 piϕ′(λn)
for every F ∈ H(E), completing the proof.
3.5 Logarithmic Derivative of E(z)
One of the classical subjects in function theory is the estimation of the norm of the derivative
of functions in a given Hilbert space H in terms of the norm of the functions in the space, i.e.,
there exists a constant C > 0 such that
‖f ′‖H ≤ C‖f‖H,
for all f ∈ H. In case of de Branges space, this problem was first stated by A. D. Baranov [2].
For the Paley-Wiener space PWa, it is known that
‖f ′‖2 ≤ a‖f‖2 , for all f ∈ PWa. (3.5.1)
For general de Branges spaces, he proved the following theorem whisc gives a sufficient condition
for the boundedness of the differettiation operator in H(E).
Theorem 3.5.1. Let E(z) ∈ HB. If E′/E ∈ H∞(C+), then the differetiation operator D :
f 7→ f ′ is bounded operator from H(E) into H(E). Moreover, ‖D‖ ≤ C‖E′/E‖∞, where C is
some absolute constant.
As a corollary, he also proved the following result, which will play a significant role in the
proofs of chapter 4.
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Bernstein Inequality. Let E(z) ∈ HB. If E′E ∈ L∞(R), then∥∥∥∥f ′E
∥∥∥∥
2
≤ C
∥∥∥∥E′E
∥∥∥∥
∞
||f ||E (3.5.2)
for all f ∈ H(E), with C ≤ 4 +√6.
The following lemma is a direct application of Bernstein inequality.
Lemma 3.5.2. Let H(E) be a de Branges space. If E′/E ∈ L∞(R), then (f/E)′ ∈ L2(R) for
all f ∈ H(E).
Proof. Let f(z) ∈ H(E). First note that the ratio f(t)/E(t) is continuous for all t ∈ R by
Proposition 3.2.2. Using the identity |a+ b|2 ≤ 2(|a|2 + |b|2) for any a, b ∈ R we get∫ ∞
−∞
∣∣∣∣( f(t)E(t)
)′∣∣∣∣2 dt = ∫ ∞−∞
∣∣∣∣f ′(t)E(t) − E′(t)E(t) f(t)E(t)
∣∣∣∣2 dt
≤ 2
(∫ ∞
−∞
∣∣∣∣f ′(t)E(t)
∣∣∣∣2 dt+ ∥∥∥∥E′E
∥∥∥∥2
∞
∫ ∞
−∞
∣∣∣∣ f(t)E(t)
∣∣∣∣2 dt)
= 2
(∥∥∥∥f ′E
∥∥∥∥2
2
+
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E
)
≤ 2
(
C2
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E +
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E
)
= 2(C2 + 1)‖E′/E‖2∞ ‖f‖2E
where we used the Bernstein inequality with constant C ≤ 4 +√6. The right hand side of the
last inequality is finite by the assumptions.
Now we present some cases where the logarithmic derivative of a de Branges function E is
bounded on the real line, which will be a sufficient condition for the existence of the Bernestien
inequality in the space H(E). This fact will be of great importance in some of our results in
the next chapter.
Recall that if E(z) ∈ HB is of exponential type and has no real zeros, the canonical
representation of E given in (2.3.4) implies that the logarithmic derivative of E has the form
E′(z)
E(z)
= −ia+ b+
∑
n
(
1
z − zn + Re
1
zn
)
, z 6= zn (3.5.3)
The following result gives a sufficient and necessary conditions for the boundedness of the
function E′/E on the real line in case of de Branges spaces of exponential type, we refer to [3]
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for the proof. Some more general results are provided in [2] using the idea of the differential
operator.
Proposition 3.5.3. Let E(z) be an entire function of the form (2.3.4), then
(i) E
′
E ∈ L∞(R) if and only if
sup
x∈R
(
lim sup
r→∞
∣∣∣∣ ∑
|z¯n−x|<r
1
z¯n − x
∣∣∣∣ ) <∞ (3.5.4)
(ii) E
′
E ∈ H∞(C+) if and only if for any h > 0
sup
x∈R
(
lim sup
r→∞
∣∣∣∣ ∑
|z¯n−x|<r
1
z¯n + ih− x
∣∣∣∣ ) <∞ (3.5.5)
An important implication of the boundedness of the logarithmic derivative of E is the
boundedness of the derivative of it is phase function.
Lemma 3.5.4. Let E be a de Branges function with E
′
E ∈ L∞(R), and ϕ be a phase function
of E, then ϕ′ is bounded on R, moreover, ‖ϕ′‖∞ ≤ ‖E′/E‖∞.
Proof. By the definition of the phase function in (3.4.1), E(x) = |E(x)|e−iϕ(x), so for all x ∈ R
the logarithmic derivative of E
E′(x)
E(x)
= −iϕ′(x) + |E(x)|
′
|E(x)| ,
therefore, ϕ′(x) = −Im(E′(x)E(x) ). Hence,∣∣∣∣E′(x)E(x)
∣∣∣∣2 = |ϕ′(x)|2 + ∣∣∣∣ |E(x)|′|E(x)|
∣∣∣∣2,
for all x ∈ R, and ‖ϕ′‖∞ ≤ ‖E′/E‖∞.
However, the boundedness of the derivative of the phase function of E could be attained
without the need of Lemma 3.5.4. To begin with, note that if zn = xn− iyn is a zero of a given
E ∈ HB then, by (3.4.4), we have
ϕ′(xn) = a+
∑
k
yk
(xn − xk)2 − y2k
≥ 1
yn
,
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and this becomes large if yn is small. Therefore, the condition that infk yk > 0 cannot be
dropped if we want ϕ′(x) to be bounded. On the other hand, note that ϕ′(x) ≥ a for all x ∈ R,
hence, if a 6= 0 then ϕ′(x) is bounded away from zero. The following theorem gives necessary
and sufficient conditions for boundedness of ϕ′(x), see [22].
Theorem 3.5.5. Let E be a de Branges function, with zeros {zn}n∈Z, zn = xn− iyn, 0 < a1 ≤
yn ≤ a2 <∞. Let ϕ be a corresponding phase function of E. Then
(a). ϕ′(x) is uniformly bounded from above on R if and only if there exists a real number d > 0
and an integer N > 0 such that any rectangle
Rx,d := [x, x+ d]× [a1, a2], with x ∈ R
contains at most N points of z¯n.
(b). ϕ′(x) is uniformly bounded away from zero on R if there exists a real number d > 0 such
that any rectangle Rx,d contains at least one z¯n.
(c). ϕ′(x) is uniformly bounded from above and uniformly bounded away from zero on R if
and only if the set {z¯n} satisfy both conditions of (a) and (b) simultaneously.
Proof. (a). Let d > 0 and N > 0 such that the rectangle Rx,d contains at most N points of
z¯n. Note that the set {[kd, (k + 1)d]}k∈Z covers R. Set
Rk := Rkd,d = [kd, (k + 1)d]× [a1, a2], and R∗k := Rk−1 ∪Rk ∪Rk+1, for k ∈ Z
By (3.4.4), ϕ′ has the form
ϕ′(x) = a+
∑
z¯n
yn
(x− xn)2 + y2n
Now, given any x ∈ R, there exists k ∈ Z such that x ∈ [kd, (k + 1)d]. Since a1 ≤ yn we
have ∑
z¯n∈R∗k
yn
(x− xn)2 + y2n
≤
∑
z¯n∈R∗k
yn
y2n
=
∑
z¯n∈R∗k
1
yn
≤ 3N
a1
.
Moreover, since yn ≤ a2, then∑
z¯n /∈R∗k
yn
(x− xn)2 + y2n
≤
∑
z¯n /∈R∗k
a2
(x− xn)2 ≤
∞∑
m=1
2a2N
d2
1
m2
=
2a2N
d2
pi2
6
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Therefore, for all x ∈ R
ϕ′(x) = a+
∑
z¯n∈R∗k
yn
(x− xn)2 + y2n
+
∑
z¯n /∈R∗k
yn
(x− xn)2 + y2n
≤ a+ 3N
a1
+
a2Npi
2
3d2
<∞
Conversely, assume that ϕ′(x) is bounded above on R by some constant M > 0. Let
d = 1, and let Nk denote the number of points z¯n in Rk. Since for any x ∈ R, there exists
k ∈ Z such that x ∈ [k, k + 1], we have
ϕ′(x) ≥
∑
z¯n∈Rk
yn
(x− xn)2 + y2n
≥
∑
z¯n∈Rk
a1
1 + a22
≥ Nk a1
1 + a22
Hence,
Nk ≤ 1 + a
2
2
a1
ϕ′(x) ≤ 1 + a
2
2
a1
M
for all k ∈ Z. That is, the number of points in any rectangle Rx,d is at most N = 1+a
2
2
a1
M ,
for any x ∈ R.
(b). Let d > 0, then by assumption, number of points z¯n in any rectangle Rk is at least one.
Given any x ∈ R, there exists ko ∈ Z such that x ∈ [kod, (ko + 1)d]. Since a1 ≤ yn ≤ a2
for all n, we have
ϕ′(x) ≥
∑
n
yn
(x− xn)2 + y2n
≥ yko
(x− xko)2 + y2ko
≥ a1
d2 + a22
hence, ϕ′(x) ≥ a1
d2+a22
, for all x ∈ R.
(c). Suppose that ϕ′(x) is uniformly bounded from above and uniformly bounded away from
zero on R. Then the set {z¯n} have the property in (a), so we only have to check the
property stated in (b). Let d,N > 0 be the constants from part (a). Suppose that
property (b) is not satisfied by the set {z¯n}, then for any δ > 0 there is a rectangle
R = Rx,δ that has no points from {z¯n}. Take a big integer L and put δ = (2L + 1)d,
where d is the number from part (a). Let c be the center of [x, x+ δ]. Then, for all n we
have
|c− xn| ≥ δ
2
+md =
1
2
(2L+ 1)d+md ≥ (L+m)d,
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for some integer m ≥ 0. Also, since each rectangle of length d contains at most N points
of the set {z¯n}, we have
ϕ′(c) =
∑
z¯n /∈R
yn
(c− xn)2 + y2n
≤
∑
z¯n
a2
(c− xn)2
≤
∞∑
m=0
a2N
(δ/2 +md)2
≤
∞∑
m=0
a2N
(L+m)2d2
=
a2N
d2
∞∑
m≥L
1
m2
= O( 1
L
)
But since L is arbitrary large then this contradicts the assumption that ϕ′ bouunded
away from zero on R.
Conversely, if the set {z¯n} satisfy both conditions of (a) and (b) simultaneously, then
ϕ′(x) is bounded above by part (a), and bounded away from zero by part (b).
The condition stated in part (b) above is not necessary, for example, consider a function
E(z) ∈ HB with n2 repeated zeros at points ±n2 + i, n ≥ 1. First note that ϕ′(x) is an even
function. For 0 ≤ x < 1 we have
ϕ′(x) ≥
∑
n
yn
(x− xn)2 + y2n
≥ y1
(x− x1)2 + y21
=
1
(x− 1)2 + 1 >
1
2
.
On the other hand, if x ≥ 1, then for x ∈ [k2 − k − 1, k2 + k + 1], k ≥ 2, we have
ϕ′(x) ≥
∑
z¯n∈Rk
yn
(x− xn)2 + y2n
≥ yk
(x− xk)2 + y2k
= k2
1
(x− k2)2 + 1
=
1
2
2k2
k2 + 2k + 2
≥ 1
2
k2 + 2k
k2 + 2k + 2
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≥ 2
5
.
Therefore, ϕ′(x) is bounded away from zero on R. However, there is no d > 0 for which the
condition stated in part (b) is satisfied.
Functions E ∈ HB that satisfy E′/E ∈ L∞(R), as well as E′/E ∈ L∞(R) and 0 < δ ≤ ϕ′(x)
play a central role in chapter 4. We present here a large class of such functions.
Example 3.3. Let E have the form
E(z) = γ ebze−iaz
∏
n∈Z
(
1− z
zn
)
ezRe(
1
zn
), (3.5.6)
and let the zeros zn satisfy the following conditions:
(a). zn = βn+ wn, for all n ∈ Z, where β > 0, and the sequence {wn}n∈Z is bounded,
(b). Im(wn) ≤ η < 0.
Then E
′
E ∈ L∞(R).
Proof. Without loss of generality we may assume that β = 1 (by applying the change of variable
z → βz).
First we will assume that wn = −i, n ∈ Z. Then the corresponding de Branges function,
call it Eo, will have zeros at zn = n + wn = n − i, n ∈ Z. Moreover, we can assume, without
loss of generality, that Eo has the form
Eo(z) =
∏
n∈Z
(
1− z
n− i
)
ez(n/(n
2+1))
then, by (3.5.3) we have
E′o(x)
Eo(x)
=
∑
n∈Z
(
1
x− n+ i +
n
n2 + 1
)
Now, recall that the function cotpiz has the following expansion (see [13])
cotpiz =
1
piz
+
1
pi
∑
n∈Z,n6=0
(
1
z − n +
1
n
)
therefore,
cotpi(x+ i) =
1
pi(x+ i)
+
1
pi
∑
n∈Z,n 6=0
(
1
x− n+ i +
1
n
)
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Using the fact that cotpi(x + i) is uniformly bounded for all x ∈ R (note that 1z−n + 1n =
z
(z−n)n = O( 1n2 )), it follows that E
′
o
Eo
∈ L∞(R).
Now, let E be the de Branges function with zeros zn = n+wn, where wn = un+ ivn, n ∈ Z.
Since {wn} is bounded, then {un} and {vn} are bounded real sequences. So, we have
E′(x)
E(x)
− E
′
o(x)
Eo(x)
=
∑
n∈Z
(
1
x− n+ w¯n −
1
x− n+ i
)
+
∑
n∈Z
(
n+ un
(n+ un)2 + v2n
− n
n2 + 1
)
The modulus of the first sum equals∣∣∣∣∑
n∈Z
i+ w¯n
(x− n− w¯n)(x− n+ i)
∣∣∣∣ ≤ sup
n∈Z
(|wn|+ 1)
∑
n∈Z
1
|x− n+ i| · |x− n− w¯n|
≤ sup
n∈Z
(|wn|+ 1)
(∑
n∈Z
1
(x− n)2 + 1
)1/2
·
(∑
n∈Z
1
(x− n− un)2 + v2n
)1/2
where we used the Cauchy inequality in the last inequality. Since infn v
2
n > 0, then both of the
sums in the last inequality are bounded uniformly for each x ∈ R. Moreover, the sum
∑
n∈Z
(
n+ un
(n+ un)2 + v2n
− n
n2 + 1
)
does not depend on x, and it converges. Therefore, E′/E ∈ L∞(R).
The proof of the next corollary is a direct application of part (b) of Theorem 3.5.5.
Corollary 3.5.6. In Example 3.3, if wn = un + ivn where un ∈ [α1, α2] and vn ∈ [a1, a2],
a1 > 0 for all n ∈ Z, then E′/E ∈ L∞(R). and ϕ′(x) is bounded away from zero.
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CHAPTER 4. Sampling and Interpolation in de Branges space
The main results of this chapter is to give some Beurling density conditions for sampling
and interpolation in de Branges space, which have analogues in the setting of band-limited
functions discussed in section 3.1. A sequence which is sampling in H(E) is often easily shown
to be a Plancherel-Po´lya sequence, while the lower sampling bound, in Definition 2.5.1, is often
more difficult to establish. We first prove a useful characterization of Plancherel-Po´lya sequence
in the space H(E).
4.1 Plancherel-Po´lya Sequences in de Branges Spaces
In this section we solve the problem of characterizing those separated sequences of real
numbers {µn}n∈Z for which the corresponding system of normalized reproducing kernels forms
a Bessel sequence in the space H(E).
Recall that a sequence {µn}n∈Z of real numbers is a Plancherel-Po´lya sequence in H(E) if
there exists a positive constant B, independent of f , such that
∑
n∈Z
|f(λn)|2
‖K(λn, .)‖2H
≤ B‖f‖2H
for all f ∈ H(E), where K(w, z) is the reproducing kernel of H(E).
The following two lemmas will be useful in the proofs.
Lemma 4.1.1. Let H(E) be a de Brange space, and ϕ(x) be the corresponding phase function
of E(z). Let α ∈ [0, pi), and {λn}n∈Z be a sequence of real numbers such that ϕ(λn) = α+ npi,
n ∈ Z. If 0 < δ ≤ ϕ′(x) ≤M , for all x ∈ R, then
pi
M
≤ λn+1 − λn ≤ pi
δ
(4.1.1)
for all n ∈ Z.
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Proof. Let n ∈ Z, then by the Mean Value Theorem there exist a point νn between λn and
λn+1 such that
ϕ(λn+1)− ϕ(λn)
λn+1 − λn = ϕ
′(νn),
hence,
λn+1 − λn = ϕ(λn+1)− ϕ(λn)
ϕ′(νn)
.
Since ϕ(λn) = α + npi, then ϕ(λn+1) − ϕ(λn) = pi. Also, since δ ≤ ϕ′(x) ≤ M for all x ∈ R,
then
pi
M
≤ ϕ(λn+1)− ϕ(λn)
ϕ′(νn)
≤ pi
δ
.
Thus, piM ≤ λn+1 − λn ≤ piδ , as desired.
Lemma 4.1.2. Let H(E) be a de Brange space, and ϕ(x) be the corresponding phase function
of E(z), and K(w, z) be the corresponding reproducing kernel. Let α ∈ [0, pi), and {λn}n∈Z be a
sequence of real numbers such that ϕ(λn) = α+ npi, n ∈ Z. Let fn(z) = K(λn,z)E(λn) , n ∈ Z, z ∈ C.
If 0 < δ ≤ ϕ′(x) ≤M , for all x ∈ R, then
δ
pi
‖f‖2E ≤
∑
n
|〈f, fn〉|2 ≤ M
pi
‖f‖2E ,
for all f ∈ H(E), i.e., the sequence {fn}n∈Z is a frame for H(E).
Proof. Let f ∈ H(E). Since ϕ(λn) = α+ npi, n ∈ Z, then by Theorem 3.4.1 the corresponding
normalized reproducing kernels { K(λn,.)‖K(λn,.)‖} is an orthonormal basis in H(E), thus we have∑
n
|f(λn)|2
K(λn, λn)
=
∑
n
∣∣〈f, K(λn, .)‖K(λn, .)‖〉∣∣2 = ‖f‖2E .
Using the fact that K(x, x) = 1piϕ
′(x)|E(x)|2 for all x ∈ R, and that ϕ′(x) ≤M , we obtain
∑
n
|〈f, fn〉|2 =
∑
n
∣∣∣∣〈f(t), K(λn, t)E(λn) 〉
∣∣∣∣2
=
∑
n
|f(λn)|2
|E(λn)|2
=
∑
n
pi|f(λn)|2
ϕ′(λn)|E(λn)|2
ϕ′(λn)
pi
=
∑
n
|f(λn)|2
K(λn, λn)
ϕ′(λn)
pi
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≤ M
pi
∑
n
|f(λn)|2
K(λn, λn)
(4.1.2)
=
M
pi
‖f‖2E .
Similarly, since 0 < δ ≤ ϕ′(x), we also get∑
n
|〈f, fn〉|2 =
∑
n
|f(λn)|2
K(λn, λn)
ϕ′(λn)
pi
≥ δ
pi
∑
n
|f(λn)|2
K(λn, λn)
=
δ
pi
‖f‖2E .
Since f is arbitrary, then the sequence {fn}n∈Z is a frame for H(E), completing the proof.
We now state and proof some characterizations of Plancherel-Po´lya sequences in the space
H(E).
Theorem 4.1.3. Let H(E) be a de Branges space where E has no real zeros, E′E ∈ L∞(R),
and ϕ′(x) is bounded away from zero. Let {λn}n∈Z, {µn}n∈Z be two sequences of real numbers,
such that ϕ(λn) = α + npi for all n ∈ Z. If λn ≤ µn ≤ λn+1, for all n ∈ Z, then {µn}n∈Z is a
Plancherel-Po´lya sequence in H(E).
Proof. Since ϕ′ is bounded away from zero, then there exist δ > 0 such that ϕ′(x) ≥ δ, for
all x ∈ R. Also, since E′E ∈ L∞(R) then, by Lemma 3.5.4, ϕ′(x) ≤ M for all x ∈ R, for some
M > 0. Let λn ≤ µn ≤ λn+1, and ϕ(λn) = α + npi for all n ∈ Z. Then by Lemma (4.1.1) we
have λn+1 − λn ≤ piδ . Consequently, maxn |µn − λn| ≤ ρ ≤ piδ .
Set fn(z) =
K(λn,z)
E(λn)
, and gn(z) =
K(µn,z)
E(µn)
, n ∈ Z. We need to show that there exist a
constant Bµ > 0, such that ∑
n
∣∣∣∣〈f, K(µn, .)‖K(µn, .)‖〉
∣∣∣∣2 ≤ Bµ‖f‖2
for all f ∈ H(E).
To begin with, note that given f ∈ H(E), the function f(t)/E(t) is continuous and differ-
entiable for all t ∈ R. Hence, using Ho¨lder inequality we get
|〈f, gn − fn〉|2 =
∣∣∣∣〈f, K(µn, .)E(µn) − K(λn, .)E(λn) 〉
∣∣∣∣2
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=
∣∣∣∣〈f, K(µn, .)E(µn) 〉− 〈f, K(λn, .)E(λn) 〉
∣∣∣∣2
=
∣∣∣∣ f(µn)E(µn) − f(λn)E(λn)
∣∣∣∣2
=
∣∣∣∣ ∫ µn
λn
(
f(t)
E(t)
)′
dt
∣∣∣∣2
≤
∫ µn
λn
∣∣∣∣( f(t)E(t)
)′∣∣∣∣2 dt . ∫ µn
λn
1 dt
≤ max
n
|µn − λn|
∫ µn
λn
∣∣∣∣( f(t)E(t)
)′∣∣∣∣2 dt
≤ ρ
∫ λn+1
λn
∣∣∣∣( f(t)E(t)
)′∣∣∣∣2 dt
Hence, by Lemma 3.5.2 we get
∑
n
|〈f, gn − fn〉|2 ≤ ρ
∑
n
∫ λn+1
λn
∣∣∣∣( f(t)E(t)
)′∣∣∣∣2 dt
≤ ρ
∫ ∞
−∞
∣∣∣∣( f(t)E(t)
)′∣∣∣∣2 dt
≤ 2ρ
(
C2
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E +
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E
)
Therefore, ∑
n
|〈f, gn − fn〉|2 ≤ R ‖f‖2E (4.1.3)
where ρ ≤ pi/δ, and R = 2ρ(C2 + 1)‖E′/E‖2∞. Since ϕ(λn) = α + npi for all n ∈ Z, then by
Lemma 4.1.2, the sequence {fn}n∈Z is a frame with frame bounds δ/pi and M/pi. Therefore,
Minkowski inequality implies(∑
n
|〈f, gn〉|2
) 1
2
≤
(∑
n
|〈f, gn − fn〉|2
) 1
2
+
(∑
n
|〈f, fn〉|2
) 1
2
≤
√
R ||f ||+
√
M
pi
||f ||
=
(√
R+
√
M
pi
)
||f ||
for every f ∈ H(E). It follows that
∑
n
∣∣∣∣〈f, K(µn, .)‖K(µn, .)‖〉
∣∣∣∣2 = ∑
n
|f(µn)|2
K(µn, µn)
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=
∑
n
pi|f(µn)|2
ϕ′(µn)|E(µn)|2
≤ pi
δ
∑
n
|f(µn)|2
|E(µn)|2
=
pi
δ
∑
n
|〈f, gn〉|2 (4.1.4)
≤ pi
δ
(√
R+
√
M
pi
)2‖f‖2E
for all f ∈ H(E). That is, the sequence {µn}n∈Z is a Plancherel-Po´lya sequence in H(E), with
bound (at most) Bµ =
pi
δ
(√
R+
√
M
pi
)2
, completing the proof.
Proposition 4.1.4 (Perturbation of Plancherel-Po´lya Sequence in H(E)).
Let H(E) be a de Branges space where E has no real zeros, E′E ∈ L∞(R), and 0 < δ ≤ ϕ′(x)
for all x ∈ R. Let N = {νn}n∈Z ⊂ R be a δo-uniformly separated sequence. Let
M := {νn + n : n ∈ [−η, η], n ∈ Z},
where 0 < η < δo/2. If N is a Plancherel-Po´lya sequence in H(E) with bound Bν , then M is
also a Plancherel-Po´lya sequence in H(E) with bound Bµ = Bµ(Bν , η).
Proof. Let M = {µn}n∈Z, then |νn − µn| = |n| ≤ η, for all n ∈ Z. Let M1 = {µn ∈M : n ≥
0} and M2 = {µn ∈ M : n < 0}, then M =M1 ∪M2. Since the union of Plancherel-Po´lya
sequences is again such sequence, it is enough to show that M1 is Plancherel-Po´lya sequences
in H(E) (the same proof will apply for M2). Therefore, without loss of generality we may
assume that n ≥ 0 for all n.
First note that since E
′
E ∈ L∞(R), then ϕ′(x) ≤ M for all x ∈ R by Lemma 3.5.4. Set
fn(z) =
K(νn,z)
E(νn)
, and gn(z) =
K(µn,z)
E(µn)
, n ∈ Z. Let f ∈ H(E). Following the same computations
in the proof of Theorem 4.1.3 we get
∑
n
|〈f, gn − fn〉|2 ≤ 2 max |νn − µn|
(
C2
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E +
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E
)
≤ R‖f‖2E
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where R = 2η(C2 + 1)‖E′E ‖2∞.
Since N is a Plancherel-Po´lya sequence in H(E) with bound Bν , then
∑
n
|f(νn)|2
K(νn, νn)
=
∑
n
|〈f, K(νn, .)‖K(νn, .)‖〉|
2 ≤ Bν‖f‖2.
Hence, by inequality (4.1.2) we have
∑
n
|〈f, fn〉|2 ≤ M
pi
∑
n
|f(νn)|2
K(νn, νn)
≤ M
pi
Bν‖f‖2.
Therefore, (∑
n
|〈f, gn〉|2
) 1
2
≤
(∑
n
|〈f, gn − fn〉|2
) 1
2
+
(∑
n
|〈f, fn〉|2
) 1
2
≤
√
R ‖f‖+
√
M
pi
Bν ‖f‖
=
(√
R+
√
M
pi
Bν
)
‖f‖
Let B =
√
R+
√
M
pi Bν . Inequality (4.1.4) implies that
∑
n
∣∣∣∣〈f, K(µn, .)‖K(µn, .)‖〉
∣∣∣∣2 ≤ piδ ∑
n
|〈f, gn〉|2
≤ pi
δ
B2‖f‖2E .
Since f ∈ H(E) is arbitrary, this implies that the sequence {µn}n∈Z is a Plancherel-Po´lya
sequence in H(E), with bound (at most) Bµ = piδB2, completing the proof.
The next proposition, which relates the phase function ϕ of E(z) and the Beurling densities
of a given sequence, will be useful in the proofs:
Proposition 4.1.5. Let ϕ : R→ R be a phase function of E(z) satisfying 0 < δ ≤ ϕ′(x) ≤M ,
for all x ∈ R. Let M = {µn}n∈Z ⊆ R. Then
1
M
D−(M) ≤ D−(ϕ(M)) ≤ 1
δ
D−(M) (4.1.5)
and
1
M
D+(M) ≤ D+(ϕ(M)) ≤ 1
δ
D+(M) (4.1.6)
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Proof. Let r > 0, first we will show that
[ϕ(x− r), ϕ(x+ r)] ⊆ [ϕ(x)−Mr,ϕ(x) +Mr] (4.1.7)
for all x ∈ R, or equivalently, ϕ(x)−Mr ≤ ϕ(x− r) ≤ ϕ(x+ r) ≤ ϕ(x) +Mr for all x ∈ R. To
begin with, let x ∈ R, then since ϕ is continuously differentiable on R we have
ϕ(x+ r) = ϕ(x) +
∫ x+r
x
ϕ′(x)dx
≤ ϕ(x) +
∫ x+r
x
M dx
= ϕ(x) +Mr
hence, ϕ(x+ r) ≤ ϕ(x) +Mr. On the other hand, we have
ϕ(x) = ϕ(x− r + r)
= ϕ((x− r) + r)
≤ ϕ(x− r) +Mr, (by applying the result above for x− r),
and we get ϕ(x) − Mr ≤ ϕ(x − r). Since ϕ is a nondecreasing function and r > 0, then
ϕ(x− r) < ϕ(x+ r). Therefore, ϕ(x)−Mr ≤ ϕ(x− r) ≤ ϕ(x+ r) ≤ ϕ(x) +Mr for all x ∈ R.
Using the fact that ϕ is bijective and relation (4.1.7), we get
](M∩ [x− r, x+ r]) = ](ϕ(M) ∩ [ϕ(x− r), ϕ(x+ r)])
≤ ](ϕ(M) ∩ [ϕ(x)−Mr,ϕ(x) +Mr])
for all x ∈ R. Hence,
inf
x∈R
](M∩ [x− r, x+ r])
Mr
≤ inf
x∈R
](ϕ(M) ∩ [ϕ(x)−Mr,ϕ(x) +Mr])
Mr
= inf
y∈R
](ϕ(M) ∩ [y −Mr, y +Mr])
Mr
for all r > 0. Taking liminf as r →∞ yields
1
M
D−(M) = lim inf
r→∞ infx∈R
](M∩ [x− r, x+ r])
Mr
≤ lim inf
r→∞ infy∈R
](ϕ(M) ∩ [y −Mr, y +Mr])
Mr
= D−(ϕ(M)).
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Again, let r > 0, we will show that
[ϕ(x)− δr, ϕ(x) + δr] ⊆ [ϕ(x− r), ϕ(x+ r)] (4.1.8)
for all x ∈ R, or equivalently, ϕ(x− r) ≤ ϕ(x)− δr ≤ ϕ(x) + δr ≤ ϕ(x+ r) for all x ∈ R. Let
x ∈ R, then
ϕ(x+ r) = ϕ(x) +
∫ x+r
x
ϕ′(x)dx
≥ ϕ(x) +
∫ x+r
x
δ dx
= ϕ(x) + δr
hence, ϕ(x+ r) ≥ ϕ(x) + δr. On the other hand, we have
ϕ(x) = ϕ(x− r + r)
= ϕ((x− r) + r)
≥ ϕ(x− r) + δr,
and we get ϕ(x)− δr ≥ ϕ(x− r). Therefore, ϕ(x− r) ≤ ϕ(x)− δr ≤ ϕ(x) + δr ≤ ϕ(x+ r) for
all x ∈ R.
Again, using the fact that ϕ is bijective, and relation (4.1.8), we get
](M∩ [x− r, x+ r]) = ](ϕ(M) ∩ [ϕ(x− r), ϕ(x+ r)])
≥ ](ϕ(M) ∩ [ϕ(x)− δr, ϕ(x) + δr])
for all x ∈ R. Hence,
inf
x∈R
](M∩ [x− r, x+ r])
δr
≥ inf
x∈R
](ϕ(M) ∩ [ϕ(x)− δr, ϕ(x) + δr])
δr
≡ inf
y∈R
](ϕ(M) ∩ [y − δr, y + δr])
δr
for all r > 0. Taking liminf as r →∞ yields
1
δ
D−(M) = lim inf
r→∞ infx∈R
](M∩ [x− r, x+ r])
δr
≥ lim inf
r→∞ infy∈R
](ϕ(M) ∩ [y − δr, y + δr])
δr
= D−(ϕ(M))
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Similar computations show that
1
M
D+(M) ≤ D+(ϕ(M)) ≤ 1
δ
D+(M)
The next theorem gives sufficient conditions for a separated sequence to be a Plancherel-
Po´lya sequence in H(E) in terms of the upper Beurling density of the sequence.
Theorem 4.1.6. Given a de Brange space H(E) with E has no real zeros, E′E ∈ L∞(R),
and the derivative of the corresponding phase function of E is bounded away from zero. Let
M = {µn}n∈Z be a sequence of real numbers. If D+(M) < ∞, then M is a Plancherel-Po´lya
sequence in H(E).
Proof. Assume that E
′
E ∈ L∞(R), then by Lemma 3.5.4 there is a constant M > 0 such
that ϕ′(x) ≤ M < ∞, for all x ∈ R. Also, since ϕ′ is bounded away from zero on R, then
there exist δ > 0 such that δ ≤ ϕ′(x), for all x ∈ R. By Theorem 3.4.1 we can find a sequence
{λn}n∈Z ⊂ R, such that ϕ(λn) = α+npi for all n ∈ Z, for some α ∈ [0, pi) and the corresponding
normalized reproducing kernels is an orthonormal basis in H(E). Set kλn(z) = K(λn,z)||K(λn,.)|| , and
kµn(z) =
K(µn,z)
||K(µn,.)|| , n ∈ Z. We need to show that there is some constant Bµ > 0, such that∑
n∈Z
|〈f, kµn〉|2 ≤ Bµ||f ||2, for every f ∈ H(E).
Since D+(M) <∞, then D+(ϕ(M)) <∞ by Proposition 4.1.5. Lemma 2.5.3 implies that
the number of points of the sequence {ϕ(M)} in any interval of a given finite length is bounded,
that is, given R > 0 there exist an integer NR > 0 such that
sup
y∈R
]({ϕ(M)} ∩ [y, y +R)) ≤ sup
y∈R
]({ϕ(M)} ∩ [y −R, y +R)) ≤ NR <∞.
In particular, for R = pi, then there exist Npi ∈ N, such that
]
({ϕ(M)} ∩ [α+ kpi, α+ (k + 1)pi) ) ≤ Npi, for all k ∈ Z
or equivalently,
]
({ϕ(M)} ∩ [ϕ(λk), ϕ(λk+1)) ) ≤ Npi, for all k ∈ Z
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Since the function ϕ is bijective we can trace the points ϕ(µn) back to get
]
(M∩ [λk, λk+1) ) ≤ Npi, for all k ∈ Z.
This means that we can partition the sequence M = {µn}n∈Z into a finite number of
(disjoint) subsequences Mj in a way such that for each 1 ≤ j ≤ Npi there is at most one point
of the sequence Mj in [λk, λk+1], for all k ∈ Z:
M =
Npi⋃
j=1
Mj , Mj := {µ(j)i }i∈Z, j = 1, 2, . . . , Npi
For j ∈ {1, 2, . . . , Npi}, define the index set Ij := {ki ∈ Z : ](Mj ∩ [λki , λki+1)) = 1}. Then
the sequences Mj and Λj := {λki}ki∈Ij are interlaced. Since ϕ(λki) = α + kipi for all ki ∈ Ij ,
then ∑
ki∈Ij
|〈f, kλki 〉|
2 ≤
∑
n∈Z
|〈f, kλn〉|2 = ‖f‖2.
Therefore, applying Theorem 4.1.3 for the sequences Mj and Λj , j = 1, 2, . . . , Npi, implies
that the sequence Mj is a Plancherel-Po´lya sequence for H(E), with bound at most Bµ :=
pi
δ
(√
2pi
δ
√
C2 + 1
∥∥E′
E
∥∥
∞+
√
M
pi
)2
, for every j = 1, 2, . . . , Npi, where C is the Bernstein inequality
constant. Hence, the sequence {µn}n∈Z is a Plancherel-Po´lya sequence for H(E), with bound
at most NpiBµ.
The following lemmas show that in many cases we can restrict our considerations to spaces
H(E) with E(x) 6= 0 for all x ∈ R. For suppose that E(xo) = 0 for some xo ∈ R, then
Proposition 3.2.2 shows that every function f ∈ H(E) must have a zero at xo with multiplicity
greater than or equal to that of E. This implies that we can divide all functions in the space
by (z−xo) and get a new de Branges space H(E1) where E(z) = (z−xo)E1(z), and E1 ∈ HB.
The reproducing kernel for the new space, as we will show in the next lemma, is given by
KE1(w, z) =
KE(w,z)
(z−xo)(w¯−xo) . Continuing in this way we can assume that that E1(z) has no real
zeros. Moreover, we will show that the two spaces H(E) and H(E1) share the sampling and
interpolation properties.
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Lemma 4.1.7. Given two entire functions S,E1 with E1 ∈ HB , and S(z) real for real z, then
SE1 ∈ HB, and
H(SE1) = SH(E1) = {S(z)f(z) : f(z) ∈ H(E1)} (4.1.9)
with reproducing kernel
KSE1(w, z) = S¯(w)S(z)KE1(w, z), for all w, z ∈ C. (4.1.10)
Proof. First we note that S(z)E1(z) is an entire function. Since S(z) is real for real z, then
Lemma 2.3.1 implies that S∗(z) = S(z), or equivalently, S(z¯) = S¯(z) for all z ∈ C. Hence, for
all z ∈ C+
|(SE1)(z¯)| = |S(z¯)||E1(z¯)| = |S(z)||E1(z¯)| < |S(z)||E1(z)| = |(SE1)(z)|,
Thus, |(SE1)(z¯)| < |(SE1)(z)| for all z ∈ C+. Therefore, SE1 ∈ HB, and hence, the space
H(SE1) is de Branges space.
Let H(E1),H(SE1) denote the de Branges spaces associated with E1 and SE1, respectively,
and KE1(w, z),KSE1(w, z) the corresponding reproducing kernels of H(E1) and H(SE1), re-
spectively. Hence, using the definition of the reproducing kernel in (3.2.3), we have for all
z, w ∈ C
KSE1(w, z) =
S(w)E1(w)S(z)E1(z)− S(w¯)E1(w¯)S∗(z)E∗1(z)
2pii(w¯ − z)
=
S(w¯)E¯1(w)S(z)E1(z)− S(w¯)E1(w¯)S(z)E∗1(z)
2pii(w¯ − z)
= S(w¯)S(z)
E1(w)E1(z)− E1(w¯)E∗1(z)
2pii(w¯ − z) ,
therefore,
KSE1(w, z) = S¯(w)S(z)KE1(w, z), ∀w, z ∈ C. (4.1.11)
Given any g ∈ H(SE1), the function f(z) := g(z)/S(z) belongs to the space H(E1). Indeed,
note that∫
R
∣∣∣∣ f(t)E1(t)
∣∣∣∣2 dt = ∫
R
|g(t)|2
|S(t)|2|E1(t)|2 dt =
∫
R
∣∣∣∣ g(t)(SE1)(t)
∣∣∣∣2 dt = ‖g‖2SE1 <∞, (4.1.12)
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hence, ‖f‖E1 = ‖g‖SE1 . Moreover, using the fact that |g(z)|2 ≤ ‖g‖2SE1KSE1(z, z) for all z ∈ C,
and formula (4.1.11), then
|f(z)|2 =
∣∣∣∣ g(z)S(z)
∣∣∣∣2
≤ 1|S(z)|2 ‖g‖
2
SE1KSE1(z, z)
=
1
|S(z)|2 ‖g‖
2
SE1 |S(z)|2KE1(z, z)
= ‖g‖2SE1KE1(z, z)
= ‖f‖2E1KE1(z, z).
It follows that f ∈ H(E1) by Theorem 3.3.1. Let w ∈ C, using the reproducing kernel property
(3.2.4) we get
g(w) =
〈
g(t),KSE1(w, t)
〉
SE1
=
∫
g(t)KSE1(w, t)
|S(t)E1(t)|2 dt
=
∫
g(t)S(w)S(t)KE1(w, t)
|S(t)E1(t)|2 dt
= S(w)
∫ (
g(t)/S(t)
)
KE1(w, t)
|E1(t)|2 dt
= S(w)
〈 g(t)
S(t)
,KE1(w, t)
〉
E1
= S(w)
( g
S
)
(w)
= S(w)f(w).
Therefore, any g ∈ H(SE1) can be written as g(z) = S(z)f(z), for some f ∈ H(E1). Conversely,
for any f ∈ H(E1), the function Sf belongs to the space H(SE1). Indeed,
‖Sf‖2SE1 =
∫
R
|S(t)f(t)|2
|S(t)E1(t)|2 dt =
∫
R
∣∣∣∣ f(t)E1(t)
∣∣∣∣2 dt = ‖f‖2E1 <∞, (4.1.13)
also by (4.1.11) we get
|S(z)f(z)|2 ≤ |S(z)|2‖f‖2E1KE1(z, z)
= ‖f‖2E1KSE1(z, z)
= ‖Sf‖2SE1KSE1(z, z),
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for all z ∈ C. Thus, the space H(SE1) is well defined and given by (4.1.9), with reproducing
kernel defined in (4.1.10).
Conversely, any E ∈ HB can be factored out into a product of two entire functions E1(z) ∈
HB, has no real zeros, and S(z), real for real z and has only real zeros.
Lemma 4.1.8. Let H(E) be a de Branges space. Then E(z) = S(z)E1(z) where E1(z) ∈ HB,
has no real zeros, and S(z) is an entire function, which is real for real z, has only real zeros,
and the zeros of E1 are exactly the zeros of E in the lower half-plane. Moreover, the map
f(z) 7→ S(z)f(z) is an isometric transformation of H(E1) onto H(E)
Proof. Since E(z) ∈ HB then by Theorem 2.3.2 E has the following representation
E(z) = γ S(z)e−iaz
∏
n
(
1− z
zn
)
e(Pn(z)+P
∗
n(z))/2, (4.1.14)
where γ ∈ C, with |γ| = 1, S(z) is an entire function that is real on the real line and has only
real zeros, and {zn} is the zeros set of E in the open lower half-plane. Denote the product of
factors in (4.1.14) except S(z), by E1(z). Thus, E(z) = S(z)E1(z). Clearly, E1(z) is entire
function, and has no real zeros. Moreover, E1 ∈ HB. Indeed, let z ∈ C+, then we know that
|E(z¯)| < |E(z)|. Since S(z¯) = S(z) by Lemma 2.3.1, then for all z ∈ C+
|S(z)||E1(z¯)| = |S(z¯)E1(z¯)| = |E(z¯)| < |E(z)| = |S(z)E1(z)| = |S(z)||E1(z)|.
Therefor, |E1(z¯)| < |E(z)| for all z ∈ C+, that is, E1 ∈ HB, and hence, the space H(E1) is
defined.
To prove the second part, let the map T : H(E1)→ H(E) be such that T (f)(z) = S(z)f(z).
Then, T is well-define. For if f(z) ∈ H(E1), then S(z)f(z) is entire function, and∫
R
∣∣∣∣S(t)f(t)E(t)
∣∣∣∣2 dt = ∫
R
|S(t)|2|f(t)|2
|S(t)|2|E1(t)|2 dt =
∫
R
∣∣∣∣ f(t)E1(t)
∣∣∣∣2 dt = ‖f‖2E1 <∞.
Hence, ‖Sf‖E = ‖f‖E1 . Note also that T is linear. For all f, g ∈ H(E1)
〈Tf, Tg〉E = 〈Sf, Sg〉E =
∫
R
S(t)f(t)S(t)g(t)
|S(t)|2|E1(t)|2 dt =
∫
R
f(t)g(t)
|E1(t)|2 dt = 〈f, g〉E1 .
Same computations as in the proof of Lemma 4.1.7 show that
KE(w, z) = S¯(w)S(z)KE1(w, z), ∀w, z ∈ C,
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where KE(w, z), KE1(w, z) are the corresponding reproducing kernels of H(E) and H(E1),
respectively. Using the fact that |f(z)|2 ≤ ‖f‖2E1KE1(z, z) for all z ∈ C, and formula (4.1.11),
then
|(Sf)(z)|2 = |S(z)|2|f(z)|2
≤ |S(z)|2‖f‖2E1KE1(z, z)
= ‖Sf‖2E |S(z)|2KE1(z, z)
= ‖Sf‖2EKE(z, z).
Hence, Sf ∈ H(E) for all f ∈ H(E1) by Theorem 3.3.1. Again, similar computations as in the
proof of Lemma (4.1.7) show that any function g ∈ H(E) can be written as g(z) = S(z)f(z)
for (unique) f ∈ H(E1), completing the proof.
Lemma 4.1.9. Suppose that E1(z) ∈ HB, and S(z) is an entire fucntion which is real for real
z. Let {µn}n∈Z be a sequence of real numbers. Then {µn}n∈Z is a Plancherel-Po´lya sequence
in H(E1) if and only if {µn}n∈Z is a Plancherel-Po´lya sequence in H(SE1). Moreover, the two
bounds are equal.
Proof. First assume that {µn}n∈Z is a Plancherel-Po´lya sequence in H(E1). Then there exists
a constant B1 > 0 such that ∑
n
|〈f,KE1(µn, .)〉E1 |2
‖KE1(µn, .)‖2
≤ B1‖f‖2E1 (4.1.15)
for all f ∈ H(E1).
Given g ∈ H(SE1), then by Lemma 4.1.7 there is some f ∈ H(E1) such that g = Sf . Thus,
using (4.1.11) we obtain
∑
n
|g(µn)|2
‖KSE1(µn, .)‖2
=
∑
n
|〈g(t),KSE1(µn, t)〉SE1 |2
‖KSE1(µn, .)‖2
=
∑
n
|〈S(t)f(t), S¯(µn)S(t)KE1(µn, t)〉SE1 |2
|S(µn)|2KE1(µn, µn)
=
∑
n
|〈f(t), S¯(t)S(t)KE1(µn, t)〉SE1 |2
KE1(µn, µn)
=
∑
n
|〈f(t),KE1(µn, t)〉E1 |2
‖KE1(µn, .)‖2E1
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≤ B1‖f‖2E1
= B1‖g‖2E1S
where we used (4.1.12) in the last equality. Therefore, the sequence {µn}n∈Z is a Plancherel-
Po´lya sequence for H(SE1) with bound B1.
Conversely, suppose that {µn}n∈Z is a Plancherel-Po´lya sequence for H(SE1). Then there
exists B > 0 such that
∑
n
|〈g(t),KSE1(µn, t)〉SE1 |2
‖KSE1(µn, .)‖2
≤ B‖g‖2SE1 . (4.1.16)
for all g ∈ H(SE1). Let f ∈ H(E1), the function Sf ∈ H(SE1) by Lemma 4.1.7. Hence, by
(4.1.11), (4.1.13) and (4.1.16) we get
∑
n
|〈(Sf)(t),KSE1(µn, t)〉SE1 |2
‖KSE1(µn, .)‖2SE1
≤ B‖Sf‖2SE1 = B‖f‖2E1 , (4.1.17)
and
∑
n
|f(µn)|2
||KE1(µn, .)||2E1
=
∑
n
|〈f(t),KE1(µn, t)〉E1 |2
‖KE1(µn, .)‖2E1
=
∑
n
|〈f(t), S¯(t)S(t)KE1(µn, t)〉SE1 |2
KE1(µn, µn)
=
∑
n
|〈S(t)f(t), S¯(µn)S(t)KE1(µn, t)〉SE1 |2
|S(µn)|2KE1(µn, µn)
=
∑
n
|〈(Sf)(t),KSE1(µn, t)〉SE1 |2
‖KSE1(µn, .)‖2SE1
≤ B‖Sf‖2SE1 = B‖f‖2E1 .
Therefore, the sequence {µn}n∈Z is a Plancherel-Po´lya sequence for H(E1) with bound B,
completing the proof.
Remark 4.1.1. Note that if E(z) = S(z)E1(z), where E1(z) ∈ HB has no real zeros, and S(z)
is entire function which is real for real z, having only real zeros, then
E′
E
=
S′
S
+
E′1
E1
Hence, if S(z) has real zeros then E′/E /∈ L∞(R). However, the above two lemmas implies that
Theorem 4.1.3 and Theorem 4.1.6 still valid if we only require that E′1/E1 ∈ L∞(R) instead.
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Therefore, in Theorem 4.1.3 and Theorem 4.1.6 we can drop the assumption that E has to be
nonzero on the real line from the hypothesis.
Moreover, if ϕ1(x) is the corresponding phase function of E1(z), and ϕ(x) is the correspond-
ing phase function of E(z) = S(z)E1(z), then ϕ1(x) and ϕ(x) differs in a constant. Indeed,
since we know that
KSE1(x, x) = S
2(x)KE1(x, x), and KE1(x, x) =
1
pi
ϕ′1(x)|E1(x)|2,
and KSE1(x, x) =
1
piϕ
′(x)|S(x)E1(x)|2, for all x ∈ R, then ϕ′1(x) = ϕ′(x) for all x ∈ R.
Therefore, using the definition of the upper Beurling density it follows that D+(ϕ({µn})) =
D+(ϕ1({µn})).
Similar computations as in the proof of Lemma 4.1.9 for the lower bound shows that the
same is true in case of sampling (by replacing the “≤” signs by “≥” in the above proof).
Lemma 4.1.10. Given an entire functions E ∈ HB, with E(z) = S(z)E1(z) where S(z) is real
for real z and has only real zeros, and E1(z) has no real zeros. Let {µn}n∈Z be a sequence of
real numbers. Then {µn}n∈Z is a sampling sequence in H(E) if and only if {µn}n∈Z is sampling
sequence in H(E1).
Lemma 4.1.11. Given an entire functions E ∈ HB, with E(z) = S(z)E1(z) where S(z) is
real for real z and has only real zeros, and E1(z) has no real zeros. Let Γ = {γn}n∈Z be a
sequence of real numbers. Then Γ is an interpolating sequence in H(E) if and only if it is an
interpolating sequence in H(E1).
Proof. Assume first that Γ is an interpolating sequence in H(E1). Let {cn} be a sequence such
that ∑
n
|cn|2
KE(γn, γn)
<∞. (4.1.18)
We will find a function F (z) ∈ H(E) which solves the interpolation problem F (γn) = cn for
all n ∈ Z. Note that if KE(γn, γn) = 0 for some n, then cn must be zero in order that the
sum in (4.1.18) be finite. Therefore, if S(γn) = 0 for some n ∈ Z, then by (4.1.10) we have
KE(γn, γn) = 0, and hence, cn = 0.
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Define the sequence an :=
cn
S(γn)
for all n ∈ Z. By the discussion above, if S(γn) = 0 for
some n then we let an = 0. Using (4.1.10) we get
∑
n
|an|2
KE1(γn, γn)
=
∑
n
|cn|2
|S(γn)|2KE1(γn, γn)
=
∑
n
|cn|2
KE(γn, γn)
<∞.
Since Γ is an interpolating sequence in H(E1), there exist at least one function fo ∈ H(E1) such
that fo(γn) = an, for all n. Let F (z) := S(z)fo(z), then F ∈ H(E) by Lemma 4.1.7, moreover,
we have
F (γn) = S(γn)fo(γn) = S(γn)an = cn
for all n. That is, Γ is an interpolating sequence in H(E).
Conversely, assume that Γ is an interpolating sequence in H(E1). Let {cn} be any sequence
such that ∑
n
|cn|2
KE1(γn, γn)
<∞.
We will find a function fo(z) ∈ H(E1) such that fo(γn) = cn for all n ∈ Z. Define a sequence
an := cnS(γn) for all n ∈ Z. Then using (4.1.10)
∑
n
|an|2
KE(γn, γn)
=
∑
n
|cn|2|S(γn)|2
KE(γn, γn)
=
∑
n
|cn|2|S(γn)|2
|S(γn)|2KE1(γn, γn)
=
∑
n
|cn|2
KE1(γn, γn)
<∞
Therefore, since Γ is an interpolating sequence in H(E), there exist at least one function
F ∈ H(E) such that F (γn) = an, for all n. Since F ∈ H(E) then by Lemma 4.1.7, there exist
an entire function fo ∈ H(E1), such that F (z) = S(z)fo(z) for all z ∈ C, hence we have
fo(γn) =
F (γn)
S(γn)
=
an
S(γn)
= cn
for all n. That is, Γ is an interpolating sequence in H(E1).
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4.2 Homogeneous Approximation Property in H(E)
In this section we prove that the Homogeneous Approximation Property (HAP) holds for
the reproducing kernel in H(E), we then use this result to prove the Comparison Theorem
which will hold for frames formed by the reproducing kernels of the space. The Homogeneous
Approximation Property and the Comparison Theorem were introduced by Ramanathan and
Steger [42] in the context of Gabor frames. A version of the HAP for frames of translates of
band-limited functions was proved by Gro¨chenig and Razafinjatovo in [21].
Let Γ = {γn}n∈Z ⊂ R be a sequence such that the corresponding normalized reproducing
kernels kγn =
K(γn,.)
‖K(γn,.)‖ form a Riesz basis in H(E), and M = {µn}n∈Z ⊆ R be such that
the corresponding normalized reproducing kernels kµn =
K(µn,.)
‖K(µn,.)‖ form a frame in H(E). Let
r > 0, and y ∈ R, and define the index sets
Jr(y) = {n ∈ Z : |γn − y| ≤ r}, Ir(y) = {n ∈ Z : |µn − y| ≤ r}
Define the subspaces
Vr(y) := span{kγn : n ∈ Jr(y)}
and
Wr(y) := span{k˜µn : n ∈ Ir(y)}
where {k˜µn} is the canonical dual frame of {kµn}.
Denote the corresponding orthogonal projections by
Py,r : H(E) −→ Vr(y), Qy,r : H(E) −→Wr(y)
For all f ∈ H(E):
‖f −Qy,rf‖ = inf
cn
∥∥f − ∑
n∈Ir(y)
cnk˜µn
∥∥
The following simple lemma will be needed in the proof of the Homogeneous Approximation
Property in H(E).
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Lemma 4.2.1. Let H(E) be a de Branges space with reproducing kernel K(w, z). If {µn}n∈Z ⊂
R is a sequence such that {kµn(z)}n∈Z is a frame for H(E), then for each x ∈ R the sequence
{kµn(x)} ∈ l2.
Proof. Since {kµn(z)}n∈Z is a frame for H(E), then there exists A,B > such that
A‖f‖2 ≤
∑
n∈Z
|〈f(t), kµn(t)〉E |2 ≤ B‖f‖2, (4.2.1)
for all f(z) ∈ H(E). In particular, let x ∈ R, and set f(z) = K(x, z), then f ∈ H(E). Moreover,
f(x) = K(x, x) = ‖K(x, .)‖2E <∞.
Hence, applying (4.2.1) for the function f , and using the reproducing kernel property (3.2.4)
we get
A‖K(x, .)‖2E ≤
∑
n∈Z
|kµn(x)|2 ≤ B‖K(x, .)‖2E .
That is, the sequence {kµn(x)}n∈Z ∈ l2.
Theorem 4.2.2. (Homogeneous Approximation Property in H(E)).
Let H(E) be a de Branges space such that the phase function of E(z) satisfying 0 < δ ≤ ϕ′(x)
for all x ∈ R. Let {µn}n∈Z ⊂ R be a separated sequence such that {kµn(z)}n∈Z is a frame in
H(E). Then given  > 0 there exists R = R() > 0 such that for all y ∈ R and all r > 0
sup
|x−y|≤r
∥∥kx(.)−Qy,r+Rkx(.)∥∥ < , (4.2.2)
where kx(z) =
K(x,z)
‖K(x,.)‖ , x ∈ R.
Proof. Let {k˜µn(z)}n∈Z be the canonical dual frame of {kµn(z)}n∈Z in H(E). Let y ∈ R, r > 0,
and x ∈ R such that |x− y| ≤ r. First we will show that (4.2.2) holds when the function kx(z)
is replace by the function K(x,z)
E(x)
.
Since the function K(x,z)
E(x)
∈ H(E) (as a function of z) for all x ∈ R, then it can be expanded
as
K(x, z)
E(x)
=
∑
n∈Z
〈K(x, t)
E(x)
,
K(µn, t)
‖K(µn, .)‖〉 k˜µn(z) =
∑
n∈Z
K(µn, x)
E(x)‖K(µn, .)‖
k˜µn(z)
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Let R > 0 (to be determined). Since Qy,r+R is an orthogonal projection, then we have∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥ ≤ ∥∥∥∥∑
n∈Z
K(µn, x)
E(x)‖K(µn, .)‖
k˜µn(z)−
∑
n∈Ir+R(y)
K(µn, x)
E(x)‖K(µn, .)‖
k˜µn(z)
∥∥∥∥
=
∥∥∥∥ ∑
n/∈Ir+R(y)
K(µn, x)
E(x)‖K(µn, .)‖
k˜µn(z)
∥∥∥∥
But since { K(µn,z)‖K(µn,.)‖} is a frame then by inequality (2.1.10) there exists a constant C > 0
such that ∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥2 ≤ C|E(x)|2 ∑
n/∈Ir+R(y)
∣∣∣∣ K(µn, x)‖K(µn, .)‖
∣∣∣∣2 (4.2.3)
where the sum in the right hand side of the last inequality is finite by Lemma 4.2.1.
Let Lx(R) := {n ∈ Z : |x− µn| ≤ R}. By the assumption |x− y| ≤ r, if n /∈ Ir+R(y), then
|µn − y| > r+R, so we have |x− µn| > R, i.e., n /∈ Lx(R). This implies that Lx(R) ⊆ Ir+R(y)
whenever |x− y| ≤ r. Hence inequality (4.2.3) becomes∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥2 ≤ C|E(x)|2 ∑
n/∈Lx(R)
∣∣∣∣ K(µn, x)‖K(µn, .)‖
∣∣∣∣2 (4.2.4)
Since 0 < δ ≤ ϕ′(x) for all x ∈ R, and using the fact that K(x, x) = 1piϕ′(x)|E(x)|2 for all
x ∈ R, we have ∣∣∣∣ K(µn, x)‖K(µn, .)‖
∣∣∣∣2 = |K(µn, x)|2K(µn, µn) = pi |K(µn, x)
2
ϕ′(µn)|E(µn)|2 ≤
pi
δ
∣∣∣∣K(µn, x)E(µn)
∣∣∣∣2 (4.2.5)
On the other hand, by the definition of the phase function ϕ of E(z) in (3.4.1), we have
E(x)/E(x) = e−2iϕ(x), which implies that∣∣∣∣K(µn, x)E(µn)
∣∣∣∣2 = ∣∣∣∣E(x)E(µn)− E(x)E(µn)2ipi(x− µn)E(µn)
∣∣∣∣2
=
∣∣∣∣E(x)e−2iϕ(µn) − E(x)2ipi(x− µn)
∣∣∣∣2
=
|E(x)|2
4pi2
∣∣∣∣e−2iϕ(µn) − e−2iϕ(x)(x− µn)
∣∣∣∣2
≤ |E(x)|
2
4pi2
(∣∣e−2iϕ(µn)∣∣+ ∣∣e−2iϕ(x)∣∣
(x− µn)
)2
≤ |E(x)|
2
pi2
1
(x− µn)2
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Using the last inequality together with inequalities (4.2.4) and (4.2.5) we get∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥2 ≤ C|E(x)|2
(
pi
δ
∑
n/∈Lx(R)
∣∣∣∣K(µn, x)E(µn)
∣∣∣∣2)
≤ C
piδ
∑
n/∈Lx(R)
1
(x− µn)2 (4.2.6)
Note that since the sequence {µn}n∈Z is separated, then for each x ∈ R and for each finite
R > 0, the index set Lx(R) is finite. Hence, we may assume that Lx(R) = {n1, n2, . . . , nL}
with n1 < n2 < · · · < nL. Again, since the sequence {µn}n∈Z is separated then we can find
ρ > 0 such that |µn+1 − µn| ≥ ρ > 0, for all n ∈ Z. Let n > nL. Then |x − µn| > R and
µn > µnL . Note that since |x− µnL | ≤ R then we should have x < µn. Let j be a nonnegative
integer such that µn−j be the first element to the right of x, of the sequence {µn}n∈Z, such
that |x− µn−j | > R. Since the sequence {µn}n∈Z is (strictly) increasing, we also have
|x− µn−j+1| > R+ ρ, |x− µn−j+2| > R+ 2ρ, . . . , |x− µn−j+(j−1)| > R+ (j − 1)ρ,
|x− µn| > R+ jρ, |x− µn+1| > R+ (j + 1)ρ, . . . .
In general, |x− µn+k| > R+ (j + k)ρ, for all k ≥ −j, whenever n > nL.
On the other hand, if n < n1, then |x−µn| > R and µn < µn1 . Note that since |x−µn1 | ≤ R
then we should have µn < x. Let m be a nonnegative integer such that µn+m be the first element
to the left of x, of the sequence {µn}n∈Z, such that |x− µn+m| > R. We also have
|x− µn+m−1| > R+ ρ, |x− µn+m−2| > R+ 2ρ, . . . , |x− µn+m−(m−1)| > R+ (m− 1)ρ,
|x− µn| > R+mρ, |x− µn−1| > R+ (m+ 1)ρ, . . . .
In general, |x− µn+k| > R+ (m− k)ρ, for all k ≤ m, whenever n < n1.
Hence,
∑
n/∈Lx(R)
1
(x− µn)2 =
∑
n<n1
1
(x− µn)2 +
∑
n>nL
1
(x− µn)2
=
m∑
k=−∞
1
(x− µn+k)2 +
∞∑
k=−j
1
(x− µn+k)2
<
m∑
k=−∞
1
(R+ (m− k)ρ)2 +
∞∑
k=−j
1
(R+ (j + k)ρ)2
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=
∞∑
k=0
1
(R+ kρ)2
+
∞∑
k=0
1
(R+ kρ)2
= 2
∞∑
k=0
1
(R+ kρ)2
.
Inequality (4.2.6) implies that∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥2 < 2Cpiδ
∞∑
k=0
1
(R+ kρ)2
for all x ∈ R such that |x− y| ≤ r, therefore,
sup
|x−y|≤r
∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥2 < 2Cpiδ
∞∑
k=0
1
(R+ kρ)2
.
So, since the latter sum is finite then we can choose R = R() > 0 sufficiently large so that the
latter sum is less than piδ/2C. That is, the homogeneous approximation property holds for
the function K(x, z)/E(x), for all x ∈ R.
Now, note that∥∥∥∥ K(x, .)‖K(x, .)‖ −Qy,r+R K(x, .)‖K(x, .)‖
∥∥∥∥ = |E(x)|√K(x, x)
∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥
=
√
pi
ϕ′(x)
∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥
≤
√
pi
δ
∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥
Given  > 0, choose R = R() > 0, as above, such that
sup
|x−y|≤r
∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥ < 
√
δ
pi
we get
sup
|x−y|≤r
∥∥∥∥ K(x, .)‖K(x, .)‖ −Qy,r+R K(x, .)‖K(x, .)‖
∥∥∥∥ ≤ √piδ sup|x−y|≤r
∥∥∥∥K(x, .)E(x) −Qy,r+RK(x, .)E(x)
∥∥∥∥
<
√
pi
δ

√
δ
pi
= 
for all r > 0, and all y ∈ R, which proves the theorem.
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The Homogeneous Approximation Property has several implications on the geometry of the
sequence M, in particular, it shows a relationship between the Beurling densities of a frame
and the Beurling densities of any orthonormal basis or Riesz basis in H(E). This further yields
necessary conditions for the existence of sampling and interpolation sequences as we will see
later.
The following theorem is consistent with the fact that frames provide redundant non-
orthogonal expansions in Hilbert space, accordingly, they should be “denser” than orthonormal
bases (Riesz basis).
Theorem 4.2.3. (Comparison Theorem).
Let H(E) be a de Branges space, and the corresponding phase function of E satisfies 0 < δ ≤
ϕ′(x) for all x ∈ R. Suppose that M = {µn},Γ = {γn} ⊆ R are two separated sequences, such
that {kµn(z)}n∈Z is a frame in H(E), and {kγn(z)}n∈Z is a Riesz basis for a closed subspace of
H(E). Then for every  > 0, there exists R = R() > 0, such that for all r > 0 and y ∈ R, we
have
(1− ) ](Γ ∩ [y − r, y + r)) ≤ ](M∩ [y − r −R, y + r +R)).
Therefore,
D−(Γ) ≤ D−(M), and D+(Γ) ≤ D+(M)
Proof. Let kγn(z) =
K(γn,z)
‖K(γn,.)‖ , n ∈ Z, and k˜γn denote the biorthogonal basis of kγn , that is,
〈kγn , k˜γm〉 = δn,m. Since any Riesz basis is uniformly bounded and the biorthogonal sequence
of a Riesz basis is also a Riesz basis, then there exists a constant Co > 0 such that ‖k˜γn‖ ≤ Co,
for all n ∈ Z.
Given  > 0, choose R = R() > 0 such that the homogeneous approximation property
holds for the function kx(z), x ∈ R, with /Co, i.e., for all r > 0 and y ∈ R
sup
|x−y|≤r
∥∥kx(.)−Qy,r+Rkx(.)∥∥ < /Co.
Given r > 0 and y ∈ R we define the operators Ty,r : Vr(y)→ Vr(y) by
Ty,r = Py,rQy,r+R. (4.2.7)
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By definition, the sequence {kγn}n∈Jr(y) is a basis for Vr(y) (since {kγn} is Riesz sequence and
hence linearly independent). Moreover, the dual basis of {kγn}n∈Jr(y) in Vr(y) is the projection
of {k˜γn}n∈Jr(y) under Py,r, that is {Py,rk˜γn}n∈Jr(y). Indeed, for n,m ∈ Jr(y) we have
〈kγn , Py,rk˜γm〉 = 〈P ∗y,rkγn , k˜γm〉 = 〈Py,rkγn , k˜γm〉 = 〈kγn , k˜γm〉 = δnm.
Note that since dom(Ty,r) = Vr(y) then
Ty,r = Py,rQy,r+R = Py,rQy,r+RPy,r, (4.2.8)
hence, Ty,r is self-adjoint. Moreover, since Vr(y) is finite dimensional then the trace of Ty,r is
finite. By the biorthogonality of the sequences {kγn}n∈Jr(y) and {Py,rk˜γn}n∈Jr(y) and Lemma
2.1.6, the trace of Ty,r can be written as
tr(Ty,r) =
∑
n∈Jr(y)
〈Ty,rkγn , Py,rk˜γn〉
=
∑
n∈Jr(y)
〈Py,rTy,rkγn , k˜γn〉
=
∑
n∈Jr(y)
〈Ty,rkγn , k˜γn〉
Since Py,r is an orthogonal projection, it is self adjoint, i.e., P
∗
y,r = Py,r, so we have
〈Ty,rkγn , k˜γn〉 = 〈Py,rQy,r+Rkγn , k˜γn〉
= 〈Qy,r+Rkγn , Py,rk˜γn〉
= 〈Qy,r+Rkγn − kγn + kγn , Py,rk˜γn〉
= 〈kγn , Py,rk˜γn〉+ 〈Qy,r+Rkγn − kγn , Py,rk˜γn〉
= 〈Py,rkγn , k˜γn〉+ 〈Qy,r+Rkγn − kγn , Py,rk˜γn〉
= 〈kγn , k˜γn〉+ 〈Qy,r+Rkγn − kγn , Py,rk˜γn〉
= 1 + 〈Qy,r+Rkγn − kγn , Py,rk˜γn〉
where we used the fact that Py,rkγn = kγn , for all n ∈ Jr(y). So we have
〈Ty,rkγn , k˜γn〉 − 1 = 〈Qy,r+Rkγn − kγn , Py,rk˜γn〉 (4.2.9)
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Applying the Cauchy Schwarz inequality to the right hand side of the previous equation,
and using the fact that ‖Py,r‖ = 1 to get ‖Py,rk˜γn‖ ≤ ‖Py,r‖‖k˜γn‖ = ‖k˜γn‖ ≤ Co, we obtain
|〈Qy,r+Rkγn − kγn , Py,rk˜γn〉| ≤ ‖kγn(.)−Qy,r+Rkγn(.)‖ ‖Py,rk˜γn‖
≤ sup
|x−y|≤r
∥∥kx(.)−Qy,r+Rkx(.)∥∥ ‖Py,r‖‖k˜γn‖
< (/Co).Co
= 
whenever |γn − y| ≤ r. Therefore, by (4.2.9) we get
|〈Ty,rkγn , k˜γn〉 − 1| = |〈Qy,r+Rkγn − kγn , Py,rk˜γn〉| ≤  (4.2.10)
Now, note that
∣∣ ∑
n∈Jr(y)
1−
∑
n∈Jr(y)
〈Ty,rkγn , k˜γn〉
∣∣ = ∣∣ ∑
n∈Jr(y)
(
1− 〈Ty,rkγn , k˜γn〉
)∣∣
≤
∑
n∈Jr(y)
∣∣1− 〈Ty,rkγn , k˜γn〉∣∣
Hence, by the definition of the trace of Ty,r and (4.2.10) we have
∑
n∈Jr(y)
1 − tr(Ty,r) ≤
∣∣ ∑
n∈Jr(y)
1−
∑
n∈Jr(y)
〈Ty,rkγn , k˜γn〉
∣∣ ≤ ∑
n∈Jr(y)

Therefore, we can estimate a lower bound to the trace of Ty,r by
tr(Ty,r) ≥
∑
n∈Jr(y)
(1− ) = (1− )](Γ ∩ [y − r, y + r])
On the other hand, since the operator norm of Ty,r satisfies ‖Ty,r‖ = ‖Py,rQy,r+R‖ ≤
‖Py,r‖‖Qy,r+R‖ = 1, all the eigenvalues of Ty,r have modulus less than or equal to 1, this in
turn provides us with an upper bound for the trace of Ty,r. Indeed,
tr(Ty,r) =
∑
(non-zero eigenvalues of Ty,r) ≤ rank(Ty,r)
Also, since rank(Ty,r) = dim(range(Ty,r)) = dim(range(Py,rQy,r+R)) ≤ dim(Wr+R), then
tr(Ty,r) ≤ dim(Wr+R) ≤ ]{µn : |µn − y| ≤ r +R}
= ](M∩ [y − r −R, y + r +R])
86
Therefore, combining these two estimates of the trace of Ty,r we get
(1− )](Γ ∩ [y − r, y + r]) ≤ ](M∩ [y − r −R, y + r +R])
for all r > 0 and all y ∈ R. Moreover,
(1− )](Γ ∩ [y − r, y + r])
2r
≤ (2r + 2R)
2r
](M∩ [y − r −R, y + r +R])
(2r + 2R)
taking the infimum over all y ∈ R for both sides
(1− ) inf
y∈R
](Γ ∩ [y − r, y + r])
2r
≤ (2r + 2R)
2r
inf
y∈R
](M∩ [y − r −R, y + r +R])
(2r + 2R)
and by taking liminf as r →∞ yields the estimates
(1− )D−(Γ) ≤ D−(M)
Since  is arbitrary, we conclude that
D−(Γ) ≤ D−(M)
A similar calculations shows that
D+(Γ) ≤ D+(M)
It should be noted that if the phase function ϕ satisfying 0 < δ ≤ ϕ′ ≤ M , then by
Proposition 4.1.5, the result of the Comparison Theorem can be stated, equivalently, in terms
of the density of values of the phase function at the sequences Γ and M in the theorem. More
precisely, we have the following:
Corollary 4.2.4. Let H(E) be a de Branges space, and the corresponding phase function of
E satisfies 0 < δ ≤ ϕ′(x) ≤ M for all x ∈ R. Suppose that M = {µn},Γ = {γn} ⊆ R are two
separated sequences, such that {kµn(z)}n∈Z is a frame in H(E), and {kλn(z)}n∈Z is a Riesz
basis for a closed subspace of H(E). Then
D−(ϕ(Γ)) ≤ M
δ
D−(ϕ(M)),
and
D+(ϕ(Γ)) ≤ M
δ
D+(ϕ(M)).
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4.3 Necessary Density Conditions For Sampling and Interpolation in H(E)
Now that we have proved the Homogeneous Approximation Property and the Comparison
Theorem, we have all the powerful tools needed to prove one of our main results. Recall that a
sequenceM = {µn}n∈Z is said to be a sampling sequence for a de Branges space H(E) if there
exist positive constants A and B such that
A‖f‖2H ≤
∑
n∈Z
|f(µn)|2
‖K(µn, .)‖2H
≤ B‖f‖2H
for all f ∈ H(E), where K(w, z) is the reproducing kernel of H(E). Moreover, this is equivalent
to the corresponding sequence of normalized reproducing kernels {kµn(z)}n∈Z forming a frame
for H(E). Hence, any function f ∈ H(E) can be reconstructed from its samples on the sequence
M by the sampling formula
f(z) =
∑
n∈Z
f(µn) k˜µn(z)
where {k˜µn}n∈Z is any dual frame of {kµn(z)}n∈Z.
The following theorem gives a necessary density condition for a sequences to be sampling
in H(E).
Theorem 4.3.1. Let E ∈ HB, with phase function satisfying 0 < δ ≤ ϕ′(x), for all x ∈ R. If
M = {µn}n∈Z is a uniformly separated sampling sequence in H(E), then D−(M) ≥ δpi .
Proof. Let Λ = {λn}n∈Z ⊂ R be such that ϕ(λn) = α + npi, for all n ∈ Z, for some α ∈ [0, pi).
Thus, the corresponding normalized reproducing kernels {kλn(z)}n∈Z forms an orthonormal set
for H(E). Moreover, using the fact that D−(aZ) = 1a , for any a 6= 0, we have
D−({ϕ(λn)}) = D−({α+ npi}) = D−({npi}) = D−(piZ) = 1
pi
.
On the other hand, if 0 < δ ≤ ϕ′(x) for all x ∈ R, then by proposition (4.1.5) we have
D−({ϕ(λn)}) ≤ 1
δ
D−(Λ),
hence, D−(Λ) ≥ δpi . IfM = {µn}n∈Z is a sampling sequence in H(E), then by the Comparison
Theorem we have
D−(Λ) ≤ D−(M),
88
therefore, D−(M) ≥ δpi , as desired.
Theorem 4.3.2. Let E ∈ HB, with phase function satisfying 0 < δ ≤ ϕ′(x) ≤ M < ∞,
for all x ∈ R. If Γ = {γn}n∈Z is a uniformly separated interpolating sequence in H(E), then
D+(Γ) ≤ Mpi .
Proof. Let Γ = {γn}n∈Z be an interpolating sequence in H(E), then the corresponding nor-
malized reproducing kernels {kγn(z)}n∈Z is a Riesz basis for some subspace of H(E). Let
Λ = {λn}n∈Z ⊂ R be such that ϕ(λn) = α + npi, for all n ∈ Z, for some α ∈ [0, pi). Then
the corresponding normalized reproducing kernels of λn’s forms an orthonormal set for H(E),
hence a frame. Moreover,
D+({ϕ(λn)}) = D+({α+ npi}) = D+({npi}) = D+(piZ) = 1
pi
.
On the other hand, since ϕ′(x) ≤M for all x ∈ R, then by proposition (4.1.5) we have
1
M
D+(Λ) ≤ D+({ϕ(λn)}),
hence, D+(Λ) ≤ Mpi . The Comparison Theorem implies that
D+(Γ) ≤ D+(Λ) ≤ M
pi
.
Theorem 4.3.3. Let E ∈ HB, with phase function satisfying 0 < δ ≤ ϕ′(x) ≤ M , for all
x ∈ R. If Γ = {γn}n∈Z is a uniformly separated complete interpolating sequence in H(E), then
δ
pi ≤ D−(Γ) ≤ D+(Γ) ≤ Mpi .
Proof. If Γ is a complete interpolating sequence in H(E), then its both sampling and interpo-
lating sequence, hence, by Theorem 4.3.2 and Theorem 4.3.3 it follows that δpi ≤ D−(Γ) and
D+(Γ) ≤ Mpi , that is, δpi ≤ D−(Γ) ≤ D+(Γ) ≤ Mpi .
Remark 4.3.1. In case of the Paley-Wiener space PWa = H(E) where E(z) = e−iaz, a > 0, the
corresponding phase function is ϕ(x) = ax, so δ = M = a in this case. Theorem 4.3.1 says that
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if a separated sequence M = {µn}n∈Z is a sampling sequence in PWa then the lower Beurling
density D−(M) ≥ δpi = api , which is consistent with the result obtained by Jaffard in Theorem
3.1.2. Theorem 4.3.2 says that if a separated sequence M = {µn}n∈Z is an interpolating
sequence in PWa then the upper Beurling density D
+(M) ≤ Mpi = api , which is also consistent
with the result obtained by K. Seip in Theorem 3.1.3 for a = pi. Also, Theorem 4.3.3 says that
if a separated sequence M = {µn}n∈Z is a complete interpolating sequence in PWa then the
Beurling densities D+(M) = D+(M) = api , this is again consistent with the result obtained in
Theorem 3.1.3 for a = pi.
If {λn}n∈Z is a sequence of real numbers satisfying ϕ(λn) = α + npi, n ∈ Z, then Lemma
4.1.2 shows that the sequence {fn}n∈Z, where fn(z) = K(λn,z)E(λn) , is a frame in H(E) with frame
bounds A = δpi and B =
M
pi . Moreover, we have proved in the first part of Theorem 3.4.1 that
the sequence {fn}n∈Z is an orthogonal set in H(E). Therefore, Theorem 2.1.1 now implies that
the sequence {fn}n∈Z is a Riesz basis, by noting that {fn}n∈Z satisfies condition (ii) of that
theorem.
This observation together with the Paley-Wiener Theorem for frames, and inequality (4.1.3),
gives some conditions on a perturbed sequence {µn} to be complete interpolating sequence.
Corollary 4.3.4. Let H(E) be a de Branges space, with E′/E ∈ L∞(R) and ϕ(x) be the
corresponding phase function of E with 0 < δ ≤ ϕ′(x) for all x ∈ R. Let Λ = {λn}n∈Z be a
sequence of real numbers such that ϕ(λn) = α+ npi, n ∈ Z. If {µn} is a sequence such that
max
n
|µn − λn| ≤ ρ < δ
2pi(C2 + 1)‖E′/E‖2∞
(4.3.1)
where C is the Bernestein inequality constant, then {µn}n∈Z is a complete interpolating sequence
in H(E).
Any uniformly separated sequence is a relatively separated sequence. However, Example
2.1 shows that relatively separated sequence is not always uniformly separated. In the next
two lemmas we prove that in case of sampling and interpolating sequences we do not need to
assume that the sequence is separated.
90
Lemma 4.3.5. Let H(E) be a de Branges space with E′E ∈ H∞(C+) and 0 < δ ≤ ϕ′(x). Let
Γ = {γn}n∈Z ⊂ R be an interpolating sequence in H(E), then Γ is uniformly separated.
Proof. Let k ∈ Z, and define a sequence {cn}n∈Z by ck = E(γk)
√
ϕ′(γk), and cn = 0 for all
n 6= k. Then by (3.4.2) we get ∑
n∈Z
|cn|2
K(γn, γn)
= pi <∞.
Since Γ is an interpolating sequence in H(E) then, by (2.5.1) and (2.5.2), there exist f ∈
H(E) such that f(γn) = cn for all n ∈ Z, and
‖f‖2E ≤
1
c
∑
n∈Z
|cn|2
K(γn, γn)
=
pi
c
, (4.3.2)
for some constant c > 0. In particular, f(γk) = E(γk)
√
ϕ′(γk), and f(γn) = 0 for all n 6= k.
Then, by the Mean Value Theorem, we have for n 6= k
√
δ ≤
√
ϕ′(γk) =
∣∣∣∣ f(γk)E(γk)
∣∣∣∣ = ∣∣∣∣ f(γk)E(γk) − f(γn)E(γn)
∣∣∣∣ = |γk − γn| ∣∣∣∣( fE
)′
(t)
∣∣∣∣, (4.3.3)
for some point t between γn and γk.
Since E
′
E ∈ H∞(C+), then the differentiation operator is bounded on H(E), i.e. f ′ ∈ H(E)
for all f ∈ H(E). Moreover, Bernstein inequality (3.5.2) gives
‖f ′‖E ≤ C‖E′/E‖∞‖f‖E ,
for some constant C > 0. Therefore, for the above f and t, by (3.2.5) applying to f ′, and the
fact that ϕ′(t) ≤M (by Lemma 3.5.4) we get
|f ′(t)| ≤ ‖f ′‖E
√
K(t, t)
≤ C‖E′/E‖∞‖f‖E
√
K(t, t)
= C‖E′/E‖∞‖f‖E 1√
pi
√
ϕ′(t) |E(t)|
≤ C‖E′/E‖∞‖f‖E
√
M
pi
|E(t)|,
hence, ∣∣∣∣f ′E (t)
∣∣∣∣ ≤ C
√
M
pi
‖E′/E‖∞‖f‖E
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On the other hand, by (3.2.5) applying to f
|f(t)| ≤ ‖f‖E
√
K(t, t) =
1√
pi
‖f‖E
√
ϕ′(t) |E(t)| ≤
√
M
pi
‖f‖E |E(t)|,
hence, ∣∣∣∣ fE (t)
∣∣∣∣ ≤
√
M
pi
‖f‖E .
Therefore, ∣∣∣∣( fE
)′
(t)
∣∣∣∣ = ∣∣∣∣f ′E (t)− E′E (t) fE (t)
∣∣∣∣
≤
∣∣∣∣f ′E (t)
∣∣∣∣+ ∣∣∣∣E′E (t)
∣∣∣∣ ∣∣∣∣ fE (t)
∣∣∣∣
≤ C
√
M
pi
‖E′/E‖∞‖f‖E + ‖E′/E‖∞
√
M
pi
‖f‖E
= (C + 1)
√
M
pi
‖E′/E‖∞‖f‖E
So, by (4.3.3) and the last inequality we get
√
δ ≤ |γk − γn| (C + 1)
√
M
pi
‖E′/E‖∞‖f‖E .
Now using the fact that ‖f‖2 ≤ pi/c from (4.3.2), we get
√
δ ≤ |γk − γn|
√
M
c
(C + 1)
√
M
pi
‖E′/E‖∞.
Therefore,
|γk − γn| ≥ δo
where δo =
√
δ
(√
M/c
(
C+1)‖E′/E‖∞
)−1
. That is, the sequence Γ is uniformly separated.
Lemma 4.3.6. Let H(E) be a de Branges space with E′E ∈ H∞(C+) and 0 < δ ≤ ϕ′(x). Let
Λ = {λn}n∈Z ⊂ R be a sampling in H(E). Then there is a uniformly separated set Λ′ ⊂ Λ such
that Λ′ is sampling in H(E).
Proof. If Λ is uniformly separated then we are done, so assume it is not. Since Λ is sampling
in H(E) then it is a Plancherel-Polya sequence, hence it is relatively separated, by Theorem
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4.4.5. Thus, it can be written as a finite disjoint union of uniformly separated sequences
Λk = {λ(k)n }n∈Z each with separation constant δk > 0, i.e.
Λ =
N⋃
k=1
Λk, inf
λ
(k)
i ,λ
(k)
j ∈Λk
i 6=j
|λ(k)i − λ(k)j | ≥ δk > 0, k = 1, 2, . . . , N (4.3.4)
Let δo = min{δ1, δ2, . . . , δN}, and 0 <  < δo/4. We will construct an  -uniformly separated
subset Λ′ of Λ such that for every λ ∈ Λ there exists λ′ ∈ Λ′ with
|λ− λ′| ≤  (4.3.5)
First, let Λ′1 := Λ1, and define the sets Λ′k := Λ
′
k−1 ∪ Λk where
Λk = {λ(k)n ∈ Λk : |λ(k)n − λ′| > , ∀λ′ ∈ Λ′k−1} ⊆ Λk
for k = 2, 3, . . . , N .
Now, we claim that Λ′k is  -uniformly separated for all k = 1, 2, . . . , N . Indeed, Λ
′
1 := Λ1
which is δo - uniformly separated, hence it is  -uniformly separated. Let λ
′, µ′ ∈ Λ′2 = Λ′1 ∪Λ2,
then we have three cases:
case (1): If λ′, µ′ ∈ Λ′1, then |λ′ − µ′| >  since Λ′1 is  -uniformly separated.
case (2): If λ′, µ′ ∈ Λ2 ⊆ Λ2, then |λ′ − µ′| ≥ δo >  since Λ2 is δo -uniformly separated.
case (3): If λ′ ∈ Λ′1 and µ′ ∈ Λ2, then by the definition of Λ2 we have |µ′ − λ′| >  because
|µ′ − λ′′| >  for all λ′′ ∈ Λ′1.
It follows that Λ′2 is  -uniformly separated. Continuing in this way we have that Λ′k is 
-uniformly separated for k = 1, 2, 3, . . . , N . Let Λ′ := Λ′N , then Λ
′ ⊂ Λ and is  -uniformly
separated.
Now we will prove (4.3.5). Let λ ∈ Λ, then there exist a unique l ∈ {1, 2, . . . , N} and m ∈ Z
such that λ = λ
(l)
m ∈ Λl. If λ ∈ Λ′ then we are done. So, suppose that λ /∈ Λ′. Then λ /∈ Λ′k for
all k = 1, 2, 3, . . . , N . In particular, λ = λ
(l)
m /∈ Λ′l = Λ′l−1 ∪ Λl . Hence
λ = λ(l)m /∈ Λl = {λ(l)n ∈ Λl : |λ(l)n − λ′| > , ∀λ′ ∈ Λ′l−1}
it follows that |λ − λ′| ≤  for some λ′ ∈ Λ′l−1, this proves (4.3.5). Example 4.1 and Example
4.2 below illustrate this idea.
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On other words, given λ
(k)
n ∈ Λ, there exist λ′ := λ(k)
′
n ∈ Λ such that
|λ(k)n − λ(k)
′
n | ≤ 
for all k = 1, 2, . . . , N and n ∈ Z.
Let f ∈ H(E) be arbitrary. Since the ratio f(x)/E(x) is continuous on R then, for 0 <
|λ(k)n − λ(k)
′
n | < , the Mean value theorem gives∣∣∣∣ fE (λ(k)n )− fE (λ(k)′n )
∣∣∣∣ = ∣∣∣∣( fE
)′
(µ(k)n )
∣∣∣∣ |λ(k)n − λ(k)′n | ≤  ∣∣∣∣( fE
)′
(µ(k)n )
∣∣∣∣
for some point µ
(k)
n between λ
(k)
n and λ
(k)′
n . Note that since  < δo/4 then for a fixed k there
could be at most two points of the sequence {µ(k)n }n∈Z between any two points of Λk. It follows
that, for each k = 1, 2, . . . , N , the sequence {µ(k)n }n∈Z is uniformly separated with separation
constant at least δo/2, i.e., it is
δo
2 -uniformly separated.
Since Λ is sampling in H(E) then there exists AΛ, BΛ > 0 such that
AΛ‖f‖2E ≤
∑
n∈Z
|f(λn)|2
K(λn, λn)
≤ BΛ‖f‖2E
for all f ∈ H(E). Hence, the subsequence Λ′ satisfies the upper sampling inequality, i.e.,
∑
λ′∈Λ′
|f(λ′)|2
K(λ′, λ′)
≤ BΛ‖f‖2E
for all f ∈ H(E). We now show that there exist a constant A′ > 0 such that
A′‖f‖2E ≤
∑
λ′∈Λ′
|f(λ′)|2
K(λ′, λ′)
for all f ∈ H(E).
Using the inequality |a + b|2 ≤ 2(|a|2 + |b|2) for any any a, b ∈ R, the assumption (4.3.4),
and the fact that 0 < δ ≤ ϕ′(x) for all x ∈ R we get
AΛ‖f‖2E ≤
∑
n∈Z
|f(λn)|2
K(λn, λn)
=
∑
n∈Z
∣∣∣∣ f(λn)E(λn)
∣∣∣∣2 piϕ′(λn)
≤ pi
δ
∑
n∈Z
∣∣∣∣ f(λn)E(λn)
∣∣∣∣2
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=
pi
δ
N∑
k=1
∑
λ
(k)
n ∈Λk
∣∣∣∣ f(λ(k)n )
E(λ
(k)
n )
∣∣∣∣2
≤ 2pi
δ
[ N∑
k=1
∑
n
∣∣∣∣ f(λ(k)n )
E(λ
(k)
n )
− f(λ
(k)′
n )
E(λ
(k)′
n )
∣∣∣∣2 + N∑
k=1
∑
n
∣∣∣∣ f(λ(k)′n )
E(λ
(k)′
n )
∣∣∣∣2]
≤ 2pi
δ
[
2
N∑
k=1
∑
n
∣∣∣∣( fE
)′
(µ(k)n )
∣∣∣∣2 + N∑
k=1
∑
n
∣∣∣∣ f(λ(k)′n )
E(λ
(k)′
n )
∣∣∣∣2] (4.3.6)
Note that since  < δo/4 then for each fixed k the points λ
(k)′
n ’s are distinct. To prove this,
let λ
(k)
n , λ
(k)
m ∈ Λk for n 6= m, and let λ(k)
′
n = λ
(k)′
m = λ′ ∈ Λ′ such that |λ(k)n − λ′| ≤  and
|λ(k)m − λ′| ≤ , then since Λk is δo-uniformly separated we get
δo ≤ |λ(k)n − λ(k)m | ≤ |λ(k)n − λ′|+ |λ(k)n − λ′| ≤ 2
hence, δo ≤ 2, a contradiction. However, a repetition of the λ(k)
′
n ’s is possible for different k’s,
i.e., it is possible to have |λ(k)n − λ′| ≤  and |λ(l)m − λ′| ≤  for k 6= l and λ′ ∈ Λ′, see Example
4.2.
Now, in case of repetitions of some of the points λ
(k)′
n ’s, note that∑
λ′∈Λ′
∣∣∣∣ f(λ′)E(λ′)
∣∣∣∣2 ≤ N∑
k=1
∑
n∈Z
∣∣∣∣ f(λ(k)′n )
E(λ
(k)′
n )
∣∣∣∣2 ≤ N ∑
λ′∈Λ′
∣∣∣∣ f(λ′)E(λ′)
∣∣∣∣2
and the sum in the left has no repetitions of the λ
(k)′
n ’s. So, substituting the last inequality in
(4.3.6) we have
AΛ‖f‖2E ≤
2pi
δ
[
2
N∑
k=1
∑
n
∣∣∣∣( fE
)′
(µ(k)n )
∣∣∣∣2 +N ∑
λ′∈Λ′
∣∣∣∣ f(λ′)E(λ′)
∣∣∣∣2] (4.3.7)
Since Λ is a sampling sequence in H(E), and Λk = {λ(k)n }n∈Z ⊂ Λ, then Λk is a Plancherel-
Po´lya sequence in H(E), with bound BΛk ≤ BΛ, for all k = 1, 2, . . . , N . On the construc-
tion of the sequence {µ(k)n } above, we have |λ(k)n − µ(k)n | < , for all k = 1, 2, . . . , N , and
all n. Hence, it follows by Proposition 4.1.4 that the sequence {µ(k)n }n∈Z is a Plancherel-
Po´lya sequence in H(E), with bound B(k)µ , independent of the choice of , more precisely,
B
(k)
µ ≤ piδ
(√
δo
2
√
C2 + 1
∥∥E′
E
∥∥
∞ +
√
M
pi BΛk
)2
, for all k = 1, 2, . . . , N . Let Bµ :=
∑N
k=1B
(k)
µ .
Since E
′
E ∈ H∞(C+) then the differentiation operator is bounded on H(E), i.e., f ′ ∈ H(E)
whenever f ∈ H(E), by Theorem 3.5.1. Note that for all x ∈ R∣∣∣∣( fE
)′
(x)
∣∣∣∣ = ∣∣∣∣f ′E (x)− E′E (x) fE (x)
∣∣∣∣
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≤
∣∣∣∣f ′E (x)
∣∣∣∣+ ∣∣∣∣E′E (x)
∣∣∣∣ ∣∣∣∣ fE (x)
∣∣∣∣
≤
∣∣∣∣f ′E (x)
∣∣∣∣+ ‖E′/E‖∞ ∣∣∣∣ fE (x)
∣∣∣∣
Since {µ(k)n } is a Plancherel-Po´lya sequence in H(E), and f ′ ∈ H(E), then using Bernstein
inequality (3.5.2), and the fact that ϕ′(x) ≤M for all x ∈ R, we get
N∑
k=1
∑
n
∣∣∣∣( fE
)′
(µ(k)n )
∣∣∣∣2 ≤ 2 N∑
k=1
∑
n
∣∣∣∣f ′E (µ(k)n )
∣∣∣∣2 + 2∥∥∥∥E′E
∥∥∥∥2
∞
N∑
k=1
∑
n
∣∣∣∣ fE (µ(k)n )
∣∣∣∣2
≤ 2M
pi
N∑
k=1
∑
n
∣∣∣∣f ′E (µ(k)n )
∣∣∣∣2 pi
ϕ′(µ(k)n )
+
2M
pi
∥∥∥∥E′E
∥∥∥∥2
∞
N∑
k=1
∑
n
∣∣∣∣ fE (µ(k)n )
∣∣∣∣2 pi
ϕ′(µ(k)n )
≤ 2M
pi
Bµ‖f ′‖2E +
2M
pi
Bµ
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E
≤ 2M
pi
BµC
2
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E +
2M
pi
Bµ
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E
=
2M
pi
Bµ(C
2 + 1)
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E
Using the last inequality and (4.3.7) we get
AΛ‖f‖2E ≤
2pi
δ
[
2
N∑
k=1
∑
n
∣∣∣∣( fE
)′
(µ(k)n )
∣∣∣∣2 +N ∑
λ′∈Λ′
∣∣∣∣ f(λ′)E(λ′)
∣∣∣∣2]
≤ 2pi
δ
[
2
2M
pi
Bµ(C
2 + 1)
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E +N
∑
λ′∈Λ′
∣∣∣∣ f(λ′)E(λ′)
∣∣∣∣2]
=
4M
δ
2Bµ(C
2 + 1)
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E +
2pi
δ
N
∑
λ′∈Λ′
∣∣∣∣ f(λ′)E(λ′)
∣∣∣∣2
≤ 4M
δ
2Bµ(C
2 + 1)
∥∥∥∥E′E
∥∥∥∥2
∞
‖f‖2E +
2M
δ
N
∑
λ′∈Λ′
∣∣∣∣ f(λ′)E(λ′)
∣∣∣∣2 piϕ′(λ′)
Thus,
δ
2MN
(
AΛ − 4M
δ
2Bµ(C
2 + 1)‖E′/E‖2∞
)‖f‖2E ≤ ∑
λ′∈Λ′
|f(λ′)|2
K(λ′, λ′)
It follows that Λ′ is a sampling sequence if  <
(
AΛ/
4M
δ Bµ(C
2 + 1)‖E′/E‖2∞
)1/2
, with lower
frame bound A′ := δ2MN
(
AΛ − 4Mδ 2Bµ(C2 + 1)‖E′/E‖2∞
)
and upper frame bound BΛ.
Remark 4.3.2. Lemma 4.3.6 implies that if the sequence M in Theorem 4.3.1 is a sam-
pling sequence in H(E), which is not necessary uniformly separated, then the result that
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D−(M) ≥ δpi still holds, if the underlying de Branges function E satisfying E′/E ∈ H∞(C+)
with mt(E∗/E) 6= 0. Because, in this case, if M′ is a uniformly separated subset of M, which
is sampling then by Theorem 4.3.1 we have D−(M) ≥ D−(M′) ≥ δpi , as desired.
The following examples illustrate the method of constructing the subsequence Λ′ in Lemma
4.3.6.
Example 4.1. Let Λ be a sequence defined by
Λ =
{
n, n+
n+ 1
n+ 2
}∞
n=0
=
{
0,
1
2
, 1, 1
2
3
, 2, 2
3
4
, 3, 3
4
5
, . . .
}
.
Then it is clear that Λ is not uniformly separated, as the distance between n+ n+1n+2 and the next
element in the list going to 0 as n → ∞. Let Λ1 = {12 , 123 , 234 , . . . } and Λ2 = {0, 1, 2, 3, . . . },
then Λ1 is δ1-uniformly separated with δ1 = 1, and Λ2 is δ2-uniformly separated with δ2 = 1.
So, Λ = Λ1 ∪ Λ2, and Λ is relatively separated. Let δo = 1, and 0 <  < 1/4, then a subset Λ′
of Λ satisfying property (4.3.5) would be
Λ′ =
{
0,
1
2
, 1, 1
2
3
, 2, 2
3
4
, 3, 3
4
5
, 4
5
6
, 5
6
7
, 6
7
8
, 7
8
9
, . . .
}
= Λ′1 ∪ Λ2 = Λ′2
where Λ′1 = Λ1, and Λ2 = {0, 1, 2, 3}. Therefore, Λ′ is  -uniformly separated sequence, for any
0 <  < 14 . Thus, if Λ is sampling in some de Branges space H(E) satisfying the hypothesis of
Lemma 4.3.6, then Λ′ will be a uniformly separated sampling sequence in H(E).
Example 4.2. Let Λ be a sequence defined by
Λ =
{
n, n+ 2 +
1
n+ 3
, n+
n+ 1
n+ 2
}∞
n=0
Then Λ is not uniformly separated, for the same reason in the above example. Let Λ1 =
{n + n+1n+2}∞n=0, Λ2 = {n}∞n=0, and Λ3 = {n + 2 + 1n+3}∞n=0, then Λk is δk-uniformly separated
with δk = 1, for k = 1, 2, 3. So, for δo = 1, and 0 <  < 1/4, then a subset Λ
′ of Λ satisfying
property (4.3.5) would be
Λ′ =
{
0,
1
2
, 1, 1
2
3
, 2, 2
1
3
, 2
3
4
, 3, 3
1
4
, 3
4
5
, 4
5
6
, 5
6
7
, 6
7
8
, 7
8
9
, . . .
}
where
Λ′1 = Λ1 = {12 , 123 , 234 , 345 , 456 , 567 , 678 , 789 , . . . },
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Λ′2 = Λ′1 ∪ Λ2, Λ2 = {0, 1, 2, 3},
Λ′3 = Λ′2 ∪ Λ3, Λ3 = {213 , 314}.
Therefore, Λ′ is  -uniformly separated sequence for any 0 <  < 14 . Note that λ
′ = 789 ∈ Λ′
is within  of λ
(2)
8 = 8 and λ
(3)
6 = 8
1
9 .
4.4 De Branges Spaces of Exponential Type
Since the elements of a de Branges space are entire functions, it is a natural task to study
de Branges spaces from the viewpoint of growth properties of their elements. In this section we
consider such de Branges spaces whose elements possess a certain growth behaviour, specifically,
all are of exponential type. To begin with, we will set up some notations and prove a couple of
results concerning such spaces.
Recall that an entire function f is of exponential type if there exist constants A,B > 0 such
that |f(z)| ≤ AeB|z| for all z ∈ C, and that the exponential type is defined as the infimum of
all B’s above. The main reason for our interest in functions of exponential type is that if the
structure function of a de Branges space is of exponential type then any function in the space
is of exponential type, as Proposition 3.2.3 shows.
Proposition 4.4.1. Let H(E) be a de Branges space where E(z) is of exponential type τE. Let
M = {µn}n∈Z be a sequence of real numbers. If D−(M) > τE, then the sequence {kµn(z)}n∈Z
is complete.
Proof. Given a nonzero function f ∈ H(E), with f orthogonal to every element in the sequence
{kµn(z)}n∈Z, then
f(µn) = 〈f(t),K(µn, t)〉E = 0, for all n,
hence, f(µn) = 0 for all n.
Since f ∈ H(E), then by Proposition 3.2.3 f is of exponential type τf ≤ τE . So, given  > 0
there exist A > 0 such that
|f(z)| ≤ Ae(τf+)|z|,
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for all z ∈ C. First, if τf  τE then we can find ′ > 0 such that τf + ′ = τE . Hence, there
exist A′ > 0 such that
|f(z)| ≤ A′e(τf+′)|z| = A′eτE |z|, for all z ∈ C.
Next we will use Jensen’s Theorem, and for this we may assume, without loss of generality,
that |f(0)| 6= 0, otherwise, we just use the general Jensen’s formula (2.2.14) instead (by con-
sidering the function f(z)zm , where m is the order of the zero at 0). In fact we can assume that
|f(0)| = 1 (or we consider the function f(z)/|f(0)|). Therefore, by Jensen’s Theorem, we have
N(r) =
∫ r
0
n(t)
t
dt ≤ 1
2pi
∫ 2pi
0
log |f(reiθ)|dθ − log |f(0)|
≤ 1
2pi
∫ 2pi
0
log |f(reiθ)|dθ
≤ logA′ + τEr.
where n(t) denotes the number of zeros of f in the closed disk |z| ≤ t, counted according to
multiplicity. For any t > 0, recall that, by (2.5.4), n−(t) := infx∈R ]
({µn} ∩ [x − t, x + t)),
hence,
n−(t) = inf
x∈R
]
({µn} ∩ [x− t, x+ t))
≤ ]({µn} ∩ [−t, t)), (by taking x = 0)
≤ n(t)
So, for all r > 0 we have ∫ r
0
n−(t)
t
dt ≤
∫ r
0
n(t)
t
dt ≤ logA′ + τEr
Since D−({µn}) > τE , then there exists ro > 0 such that n
−(r)
r > τE , for all r ≥ ro.
Therefore,
∫ ro
0
n−(t)
t
dt+
∫ r
ro
n−(t)
t
dt =
∫ r
0
n−(t)
t
dt ≤ logA′ + τEr
hence,
c+ τE(r − r0) < logA′ + τEr
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where c =
∫ ro
0 n
−(t)/t dt < ∞. Dividing by r and taking the limit as r → ∞ we get τE < τE ,
a contradiction.
If τf = τE , then since D
−({µn}) > τE , we can find o > 0 small enough, such that
D−({µn})− τE > o. Hence, for any  with 0 <  < o there exists r > 0 such that
n−(r)
r
> τE + 
for all r ≥ r. Fix ′, ′′ with 0 < ′ < ′′ < o, then there exists r′′ > 0 such that n
−(r)
r > τE+
′′
for all r ≥ r′′ , and there exists A′ > 0 such that
|f(z)| ≤ A′e(τE+′)|z|
for all z ∈ C. It follows that
∫ r′′
0
n−(t)
t
dt+
∫ r
r′′
n−(t)
t
dt =
∫ r
0
n−(t)
t
dt ≤ logA′ + (τE + ′)r
hence,
C + (τE + 
′′)(r − r′′) < logA′ + (τE + ′)r
Dividing by r and taking the limit as r → ∞ we get τE + ′′ < τE + ′, which implies that
′′ < ′, a contradiction. So in both cases it follows that f ≡ 0. Thus, the sequence {kµn(z)}n∈Z
is complete.
Recall that if an entire function E ∈ HB is of exponential type and has no real zeros then
by (2.3.4), E(z) has the following representation
E(z) = γ ebze−iaz
∏
n
(
1− z
zn
)
ezRe(
1
zn
), a = − 1
2
mt
E∗
E
(4.4.1)
where γ ∈ C, b ∈ R, a ≥ 0, and {zn}n∈Z is the zeros set of E in the lower half-plane satisfying∑
n
∣∣Im 1
zn
∣∣ <∞ (4.4.2)
Definition 4.4.1. Denote the product of factors in (4.4.1) except e−iaz, by Eo(z), i.e.,
Eo(z) = γ e
bz
∏
n
(
1− z
zn
)
ezRe(
1
zn
). (4.4.3)
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Then Eo(z) =
E(z)
e−iaz is an entire function (since e
−iaz has no zeros), moreover, the zeros of Eo(z)
satisfy (4.4.2).
The next lemma shows that the function Eo(z) is a function of exponential type of Hermite-
Beihler class.
Lemma 4.4.2. Let E(z) ∈ HB be of exponential type that has the representation in (4.4.1),
and Eo(z) as defined in Definition 4.4.1. Then Eo(z) is entire function of exponential type, has
no zeros in the upper half-plane, and |Eo(z¯)| ≤ |Eo(z)| for all z ∈ C+.
Proof. Let E(z) be an entire function of exponential type τE . Note that e
−iaz is entire function
of exponential type a which has no zeros, and Eo(z) =
E(z)
e−iaz for all z ∈ C, thus, Eo(z) is entire
function which is a quotient of two entire functions of exponential type, and hence, it is of
exponential type τo by Lemma 2.2.2, with τE ≤ a + τo. Moreover, Eo(z) has no zeros in the
upper half-plane, since the zeros of E(z) and Eo(z) are the same.
To show that |Eo(z¯)| ≤ |Eo(z)| for all z ∈ C+, it is sufficient by Theorem 2.3.3 to find some
θ ∈ (0, pi) such that ho(θ) ≥ ho(−θ), where ho(θ) is the indicator function of Eo(z).
Let hE(θ) and ha(θ) be the indicator functions of E(z), e
−iaz, respectively. Since |E(z¯)| <
|E(z)| for all z ∈ C+, then it follows by Theorem 2.3.5 that a = 12
[
hE(
pi
2 )− hE(−pi2 )
] ≥ 0. On
the other hand, by Definition 2.2.1 of the indicator function we have
ha(θ) = lim sup
r→∞
log |f(reiθ)|
r
= lim sup
r→∞
log |e−ia(reiθ)|
r
= lim sup
r→∞
log |e−ia(r cos θ+ir sin θ)|
r
= lim sup
r→∞
log |ear sin θ)|
r
= lim sup
r→∞
ar sin θ
r
= a sin θ
for θ ∈ [−pi, pi]. Hence, ha(pi2 ) = a, and ha(−pi2 ) = −a. Since Eo(z) = E(z)e−iaz , then
|E(x)| = |e−iax| |Eo(x)| = |Eo(x)|, for all x ∈ R.
So, applying Theorem 2.2.3 (with f1(z) = E(z) and f2(z) = Eo(z)) we obtain
ho(θ) = hE(θ)− ha(θ), for all θ ∈ [0, pi].
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Therefore,
ho(
pi
2
)− ho(−pi
2
) =
(
hE(
pi
2
)− hE(−pi
2
)
)− (ha(pi
2
)− ha(−pi
2
)
)
= 2a− 2a = 0
Thus, by Theorem 2.3.3, |Eo(z¯)| ≤ |Eo(z)| for all z ∈ C+, completing the proof.
Lemma 4.4.3. Let E(z) = e−iazEo(z), where Eo(z) as defined in Definition 4.4.1 and a =
−12 mt E
∗
E 6= 0. Then for any F (z) ∈ H(e−iaz), the function f(z) = F (z)Eo(z) belongs to the
space H(E).
Proof. Let F ∈ H(e−iaz), and f(z) := F (z)Eo(z), then f(z) is entire function. To show that
f ∈ H(E) we need to verify the conditions of Definition 3.2.2. Note that since F ∈ H(e−iaz),
then F (z)
e−iaz , and
F ∗(z)
e−iaz are of bounded type and nonpositive mean type in the upper half-plane
by Definition 3.2.2. Moreover, F (t)
e−iat ∈ L2(R). Since |Eo(z¯)| ≤ |Eo(z)| for z ∈ C+ by Lemma
4.4.2, and Eo(z) has no zeros in the upper half-plane, then the ratio
E∗o (z)
Eo(z)
is analytic in C+.
Thus, ∣∣∣∣E∗o(z)Eo(z)
∣∣∣∣ ≤ 1, for all z ∈ C+, (4.4.4)
i.e., E
∗
o (z)
Eo(z)
is bounded in C+, hence of bounded type in C+. Now, we claim that the ratio E
∗
o (z)
Eo(z)
has a nonpositive mean type in C+. Indeed, by the definition of the mean type in (2.2.6), then
using (4.4.4), the mean type of E
∗
o (z)
Eo(z)
in the upper half plane is given by
mt(E∗o/Eo) = lim sup
y→+∞
log |E∗o(iy)/Eo(iy)|
y
≤ lim sup
y→+∞
log(1)
y
= 0
Now, since
f(z)
E(z)
=
F (z)
e−iazEo(z)
Eo(z) =
F (z)
e−iaz
and
f∗(z)
E(z)
=
F ∗(z)
e−iazEo(z)
E∗o(z) =
F ∗(z)
e−iaz
E∗o(z)
Eo(z)
then, using the fact that product of two functions of bounded type is of bounded type, and
the mean type of the product does not exceed the sum of the mean types of the two functions,
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then f(z)E(z) and
f∗(z)
E(z) are of bounded type and nonpositive mean type in C
+. Also,∫
R
∣∣∣∣ f(t)E(t)
∣∣∣∣2 dt = ∫
R
∣∣∣∣F (t)e−iat
∣∣∣∣2 dt <∞.
Thus, by Definition 3.2.2, f ∈ H(E), and ‖f‖E = ‖F‖L2(R).
Theorem 4.4.4. Let E ∈ HB be of exponential type with a = −12 mt E
∗
E 6= 0. Let M =
{µn}n∈Z ⊂ R. If D+(M) < api then the set {kµn(z)}n∈Z is incomplete.
Proof. Since E ∈ HB and is of exponential type then E(z) has the representation in (4.4.1),
i.e., E(z) = e−iazEo(z), where Eo(z) as defined in Definition 4.4.1 and a = −12 mtE
∗
E . Since
E(z) is of exponential type τE and e
−iaz is of exponential a, then Eo(z) is an entire function
of exponential type, say τo, such that τE ≤ a+ τo. It follows that |Eo(z¯)| ≤ |Eo(z)| for z ∈ C+
by Lemma 4.4.2.
Since D+(M) < api , then by Theorem 3.1.4 there exist F ∈ PWa = H(e−iaz) such that
F (µn) = 0 for all n ∈ Z, and F 6≡ 0. Define the entire function f(z) := F (z)Eo(z), then f 6≡ 0,
and f(µn) = 0 for all n ∈ Z, moreover, f ∈ H(E) by Lemma 4.4.3. Hence, the set {kµn(z)}n∈Z
is incomplete in H(E).
Theorem 4.4.5. Let E ∈ HB be of exponential type, with a = −12 mt E
∗
E 6= 0, and E
′
E ∈ L∞(R).
Let M = {µn}n∈Z ⊂ R. Then, M is a Plancherel-Po´lya sequence in H(E) if and only if
D+(M) <∞.
Proof. Since E(z) is of exponential type then E(z) = e−iazEo(z), where Eo(z) as defined in
Definition 4.4.1. Also, since a 6= 0 then ϕ′(x) ≥ a > 0. Therefore, by Theorem 4.1.6, if
D+(M) <∞ then M is a Plancherel-Po´lya sequence in H(E).
To prove the other direction, suppose that D+(M) = ∞, we will show that the sequence
M is not Plancherel-Po´lya sequence in H(E).
Note that the function F (z) := sin azpiz belongs to the Paley-Wiener space PWa, where a =
−12mtE
∗
E . Furthermore, the translation of this function also belongs to the same space, i.e.,
103
Fβ(z) :=
sin a(z−β)
pi(z−β) ∈ PWa for all β ∈ R, and in fact, Fβ(z) = Ka(β, z), the reproducing kernel
of PWa at w = β, see (3.2.6). For the given β, define the entire function fβ(z) := Fβ(z)Eo(z).
Then, fβ(z) ∈ H(E) by Lemma 4.4.3 for all β, and
‖fβ‖2E = ‖Fβ‖2PWa = ‖F‖2PWa = Ka(β, β) = a/pi, for all β ∈ R.
We will prove that given N , there exists β such that
∑
n∈Z
|fβ(µn)|2
KE(µn, µn)
≥ L.N ‖fβ‖2,
where L is a constant independent of N . Hence, since N > 0 is arbitrary, it will follows that
the sequence M is not a Plancherel-Po´lya sequence in H(E), by Definition 2.5.1.
First note that the function F (x) is continuous on R and nonzero at x = 0, so there exists
h > 0 such that
C := inf
x∈(−h,h)
|F (x)| > 0
Now, since we assume that D+(M) = ∞, then by part (d) of Lemma 2.5.3, for the given
h > 0 above, and any N ∈ N, we have
sup
n∈Z
]
(M∩ (nh− h, nh+ h)) ≥ N,
hence, there exists no = no(N) ∈ Z such that
]
(M∩ (β − h, β + h)) ≥ N,
where β = noh. Define the index set IN := {n ∈ Z : µn ∈ (−h+β, h+β)} = {n ∈ Z : µn−β ∈
(−h, h)}. Since E′E ∈ L∞(R) then by Lemma 3.5.4 there exist M > 0 such that ϕ′(x) ≤M for
all x ∈ R. Let KE(w, z) be the corresponding reproducing kernel of H(E), then∑
n∈Z
∣∣〈fβ(t), KE(µn, t)‖KE(µn, .)‖〉E∣∣2 = ∑
n∈Z
|fβ(µn)|2
KE(µn, µn)
, by property (3.2.4)
=
∑
n∈Z
∣∣∣∣fβ(µn)E(µn)
∣∣∣∣2 piϕ′(µn) , by (3.4.2)
≥ pi
M
∑
n∈Z
∣∣∣∣fβ(µn)E(µn)
∣∣∣∣2
=
pi
M
∑
n∈Z
∣∣∣∣Fβ(µn)Eo(µn)e−iaµnEo(µn)
∣∣∣∣2
104
=
pi
M
∑
n∈Z
|Fβ(µn)|2
=
pi
M
∑
n∈Z
|〈Fβ(t),Ka(µn, t)〉PWa |2, by property (3.2.4)
≥ pi
M
∑
n∈IN
|〈Fβ(t),Ka(µn, t)〉PWa |2
=
pi
M
∑
n∈IN
|Fβ(µn)|2
≥ pi
M
inf
n∈IN
|F (µn − β)|2
=
pi
M
N inf
x∈(−h,h)
|F (x)|2
≥ pi
M
N C2
pi
a
‖Fβ‖2
=
pi2C2N
aM
‖fβ‖2
Thus, ∑
n∈Z
∣∣〈fβ(t), KE(µn, t)‖KE(µn, .)‖〉E∣∣2 ≥ L.N ‖fβ‖2
where L = pi
2C2
aM and ‖fβ‖2 = a/pi.
Recall that a sequence Γ = {γn}n∈Z is an interpolating sequence in H(E) if for every
sequence of scalars {cn}n∈Z there exist f ∈ H(E) such that
f(γn) = cn, whenever
∑
n
|cn|2
K(γn, γn)
<∞
for all n ∈ Z. where K(w, z) is the corresponding reproducing kernel of H(E). We have already
proved a necessary conditions of interpolating sequences in the space H(E) in Theorem 4.3.2
using the Comparison Theorem approach. We now describe interpolating sequences for some
de Branges spaces of exponential type. The core of our approach is to turn our problem into
one about interpolating sequences in Paley-Wiener spaces PWa.
Theorem 4.4.6. Let E ∈ HB be of exponential type with a = −12 mt E
∗
E 6= 0 and E
′
E ∈
L∞(R). Let Γ = {γn}n∈Z ⊂ R be a uniformly separated sequence. If D+(Γ) < api then Γ is an
interpolating sequence in H(E).
Proof. Let {cn}n∈Z be any sequence of scalars such that∑
n
|cn|2
K(γn, γn)
<∞. (4.4.5)
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We will find a function f ∈ H(E) which solves the interpolation problem f(γn) = cn for
all n. Since E ∈ HB and of exponential type then E(z) has the representation in (4.4.1);
E(z) = e−iazEo(z), where Eo(z) as defined in Definition 4.4.1 and a = −12 mtE
∗
E . By Lemma
4.1.11 we may assume without loss of generality that E(z) has no real zeros. Define a sequence
an :=
cn
Eo(γn)
, for all n ∈ Z.
Then using the fact that ϕ′(x) ≤ M by Lemma 3.5.4, with |E(x)| = |e−iaxEo(x)| = |Eo(x)|,
and K(x, x) = 1piϕ
′(x)|E(x)|2 for all x ∈ R, we get
∑
n∈Z
|an|2 =
∑
n∈Z
|cn|2
|Eo(γn)|2
=
∑
n∈Z
|cn|2
|E(γn)|2
≤ M
pi
∑
n∈Z
pi |cn|2
|E(γn)|2ϕ′(γn)
=
M
pi
∑
n∈Z
|cn|2
K(γn, γn)
< ∞,
hence, {an}n∈Z ∈ l2. Since Γ is uniformly separated with D+(Γ) < api then, by Theorem
3.1.3, Γ is an interpolating sequence in H(e−iaz). Therefore, since {an}n∈Z ∈ l2 there exist
G ∈ H(e−iaz) such that
G(γn) = an, for all n ∈ Z.
Define the function f(z) := G(z)Eo(z), then f ∈ H(E) by Lemma 4.4.3. Moreover, note
that
f(γn) = G(γn)Eo(γn) = anEo(γn) = cn
for all n ∈ Z, where the sequence {cn} satisfying (4.4.5) above. Therefore, the sequence Γ is
an interpolating sequence in H(E).
We are now in a position to connect our results to the so called Feichtinger conjecture.
The Feichtinger conjecture originated in harmonic analysis and currently is a topic of high
interest as it has been shown to be equivalent to the celebrated Kadison-Singer problem [7].
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The Feichtinger conjecture asks whether every bounded Bessel sequence {fn}n∈I can be written
as the union of finitely many Riesz sequences [8]. Note that any Bessel sequence {fn}n∈I is
uniformly bounded above in norm by it’s Bessel bound, this follows directly from (2.1.10) . We
say that it is bounded if it is bounded away from zero, that is there exist a constant C > 0
such that ‖fn‖ ≥ C for every n ∈ I.
As we have seen, the sequences of interest are sequences of normalized reproducing kernels.
Given a reproducing kernel Hilbert spaceH with reproducing kernel functionK(x, y) on a setX,
the normalized reproducing kernel at x is the function K(x, .)/
√
K(x, x). So, given a sequence
of points {µn}n∈I we obtain a sequence of unit norm functions {K(µn, .)/
√
K(µn, µn)}n∈I in
H, and the Feichtinger conjecture is equivalent to the following statement:
Feichtinger Conjecture: Every Bessel sequence of unit functions in a Hilbert space can
be partitioned into finitely many Riesz sequences.
As an example, Nikolski [38] proved that the Hardy space H2(D) on the unit disc D, with
reproducing kernel given in (2.4.3) satisfies the Feichtinger Conjecture. Now, since de Branges
spaces are reproducing kernel Hilbert spaces it should be natural that we ask if this conjecture
is true in such spaces. We will show that the Feichtinger conjecture is true if the underlying
space is of exponential type where the structure function E(z) satisfies certain conditions.
Proposition 4.4.7. If E ∈ HB is of exponential type with a = −12 mt E
∗
E 6= 0 and E
′
E ∈ L∞(R),
then every Bessel sequence of normalized reproducing kernels in H(E) can be partitioned into
finitely many Riesz sequences.
Proof. Let M = {µn}n∈Z ⊂ R, and {kµn(z)}n∈Z be a Bessel sequence in H(E). Then by
Theorem 4.4.5 D+(M) < ∞. It follows by Lemma 2.5.3 that the sequence M can be par-
titioned into finitely many disjoint separated sequences Mk, k = 1, 2, . . . , N , each with den-
sity D+(Mk) < ∞. Without loss of generality, we may assume that D+(Mk) < api for all
k = 1, 2, . . . , N (for if D+(Mko) ≥ api for some ko ∈ {1, 2, . . . , N} we can partition the se-
quence Mko into Nko disjoint separated sequences each with density less than api , since the
density is finite we can do this finitely many times). Theorem 4.4.6 now implies that the se-
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quence of the corresponding normalized reproducing kernels of Mk is a Riesz sequence for all
k = 1, 2, . . . , N .
It should be noted that, in our context, Proposition 4.4.7 means that every Plancherel-
Po´lya sequence in H(E) can be written as a finite union of interpolating sequences. Similar
proof as above shows that in de Branges spaces with the same conditions in Proposition 4.4.7,
every Bessel sequence of normalized reproducing kernels can be partitioned into finitely many
incomplete sequences.
Proposition 4.4.8. If E ∈ HB is of exponential type with a = −12 mt E
∗
E 6= 0 and E
′
E ∈ L∞(R),
then every Bessel sequence of normalized reproducing kernels in H(E) can be partitioned into
finitely many incomplete sequences.
Proof. Let M = {µn}n∈Z ⊂ R, and {kµn(z)}n∈Z be a Bessel sequence in H(E), then by
Theorem 4.4.5 D+(M) < ∞. It follows by Lemma 2.5.3 that the sequence M can be par-
titioned into finitely many disjoint separated sequences Mk, k = 1, 2, . . . , N , each with den-
sity D+(Mk) < ∞. Without loss of generality, we may assume that D+(Mk) < api for all
k = 1, 2, . . . , N , for the same reason above. Theorem 4.4.4 now implies that the sequence
of the corresponding normalized reproducing kernels of Mk is an incomplete sequence for all
k = 1, 2, . . . , N .
Remark 4.4.1. It should be noted that in all results in this chapter where ϕ′(x) was required
to be bounded away from zero in the proofs, the constant δ where ϕ′(x) ≥ δ > 0, can be
replaced by the constant a where a = −12 mt(E∗/E) 6= 0 whenever the structure function E(z)
is of exponential type. This fact follows from the representation of ϕ′(x) in (3.4.4).
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