We only include random intercepts in both the outcome and reporting domains of the latent variable models (1) and (2), with L = 2. Suppose S contains m hospitals, and in hospital i there are n i patients. The observed data consist of {Y 
dependence in draws of reporting model parameters β R and {γ Ri }. Define subsets of subjects SC ab = {(i, j) : Y O1ij = a, Y O2ij = b}, a, b = 0, 1. As specified in Section 2.4, the sampling steps for the latent variables and parameters of the reporting model are only conducted in S 1 .
The detailed steps of the algorithm are as follows:
Step 
Step 2. Draw latent variables {Z R1ij , Z R2ij }. Similar to Step 1, Z R1ij and Z R2ij can be drawn jointly from a truncated bivariate normal distribution in SC 11 , while Z R1ij (Z R2ij ) is drawn from a truncated univariate normal distribution in SC 10 (SC 01 ). Neither is drawn in SC 00 .
Step 3. Assuming a flat prior for
Step 4. Assuming a flat prior, the posterior distribution of β (R) is proportional to the product of the bivariate normal density of {Z R1ij , Z R2ij } over SC 11 and the two univariate normal densities of {Z R1ij } and {Z R2ij } over SC 10 and SC 01 , respectively. Applying the technique of combining multiple normals, the posterior distribution of β R is shown to be
where
Step 5. Draw α from
where n SC 11 is the number of individuals in SC 11 at S 1 .
Step 6. Draw random effects γ i . The posterior density of γ i is proportional to the product of two bivariate normal densities of {Z O1ij , Z O2ij } and {Z R1ij , Z R2ij }, two univariate normal densities of {Z R1ij } and {Z R2ij }, and the normal prior for γ i , and is a normal with covariance matrix
, and mean
cluster i from S 1 , respectively. If we simplify the model assumption and only include the random effects γ Oi , as in our application, they can be drawn from the normals with mean and covariance as the corresponding subparts of µ γ i and Ω γ i , respectively.
Step form, they are sampled using the adaptive rejection Metropolis sampling.
Step 8. Draw Σ from
).
Step 9. Imputation of {Y 
When Y Rlij = 0 for one of both of l = 1, 2, the corresponding probability or joint probabilities of Y Olij = 1 can be calculated by straightforward application of Bayes rule using conditional probabilities that depend on univariate or bivariate normal cumulative distributions.
2 Tables Table 2: Estimates from the bivariate model 
