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Abstract
A graph is called set-sequential if its vertices can be labeled with distinct nonzero
vectors in Fn2 such that when each edge is labeled with the sum (mod 2) of its vertices,
every nonzero vector in Fn2 is the label for either a single vertex or a single edge. We
resolve certain cases of a conjecture of Balister, Gyo˝ri, and Schelp in order to show
many new classes of trees to be set-sequential. We show that all caterpillars T of
diameter k such that k ≤ 18 or |V (T )| ≥ 2k−1 are set-sequential, where T has only
odd-degree vertices and |T | = 2n−1 for some positive integer n. We also present a new
method of recursively constructing set-sequential trees.
1 Introduction
A labeling of a graph G with a set S of labels is any function from the vertices and edges
of G to S. A graph is called set-sequential if there exists a labeling of its vertices with
distinct nonzero vectors in Fn2 such that when each edge is labeled with the sum (mod 2)
of its vertices, every nonzero vector in Fn2 is used exactly once as a label for either a vertex
or for an edge; this definition is generally attributed to [1]. As a direct consequence of this
definition, a graph G can be set-sequential only if |V (G)|+ |E(G)| = 2n − 1 for some n.
Much work on the problem of classifying set-sequential graphs has been focused on trees.
Of particular interest are caterpillar trees, defined to be any tree containing some path,
called the center path, from which every vertex has distance at most 1. It is often useful to
classify caterpillars by the diameter, which is the largest distance between any two vertices
in a connected graph. In the case of caterpillars, the diameter gives the length of the center
path.
Abhishek and Agustine [2] showed that all caterpillars of diameter at most 4 with only
odd-degree vertices, and with 2n−1 vertices for some n, are set-sequential. Abhishek [3]
extended this result to caterpillars of diameter 5. Mehta and Vijayakumar [4] showed that all
paths of length 2n−1 are set-sequential if n ≥ 5. Hegde [5] showed that no graph with exactly
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Figure 1: An illustration of the method for generating set-sequential trees introduced in [6] that was
presented as motivation for Conjecture 1.2. The set-sequential labeling of the tree T with 23 vertices, shown
in blue, is used to generate a set-sequential labeling of the tree T ′ with 24 vertices by adding the 23 pendant
edges shown in red. By definition, the pi’s and qi’s together must cover all vectors in F
4
2, and must satisfy
pi + qi = vi for all i.
1 or 2 vertices of even degree is set-sequential. However, no similar restriction is known for
graphs with only odd-degree vertices, a fact motivating in the following conjecture. (This
conjecture appears to have been proposed before, but we were unable to find a citation, so
we restate it here.)
Conjecture 1.1. All trees with only odd-degree vertices and with 2n vertices for some integer
n are set-sequential.
Our results in this paper mark progress towards Conjecture 1.1, and thus we mostly focus
on trees with only odd-degree vertices.
Balister, Gyo˝ri, and Schelp [6] proposed a general method to generate set-sequential
trees by adding 2n−1 pendant edges to a set-sequential tree with 2n−1 vertices. Specifically,
consider a set-sequential tree T with 2n−1 vertices. Then define T ′ to be a tree with 2n
vertices that is obtained by adding 2n−1 pendant edges to T , and let the ith new pendant
edge for 1 ≤ i ≤ 2n−1 be attached to the vertex in T labeled vi. The following structure for
a set-sequential labeling of T ′ was proposed in [6], and is illustrated in Figure 1. Append 0
to the beginning of the label of every vertex and edge that was already in T (every vertex
and edge that is not from a new pendant edge), and let the ith new pendant edge consist of
a vertex labeled 1pi and an edge 1qi, where ab denotes the concatenation of a and b. Then
for T ′ to be set-sequential, the following two conditions must hold by definition:
• The set of all pi’s and qi’s for 1 ≤ i ≤ 2
n−1 consists of all vectors in Fn2 .
• For all 1 ≤ i ≤ 2n−1, it holds that 1pi + 0vi = 1qi, or equivalently, pi + qi = vi.
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It follows by these constraints that if n ≥ 2, then
2n−1∑
i=1
vi =
2n−1∑
i=1
pi +
2n−1∑
i=1
qi =
∑
v∈Fn
2
v = 0. (1)
It was conjectured in [6] that for any choice of the vi’s satisfying (1), there always exists a
choice of the pi’s and qi’s for which the two conditions above hold, as formalized below.
Conjecture 1.2 [6]. For any 2n−1 non-zero vectors v1, . . . , v2n−1 ∈ F
n
2 with n ≥ 2 and∑2n−1
i=1 vi = 0, there exists a partition of F
n
2 into pairs of vectors (pi, qi) for 1 ≤ i ≤ 2
n−1 such
that vi = pi + qi for all i.
Conjecture 1.2 was shown in [6] to hold if n ≤ 5 or if v1 = · · · = v2n−2 and v2i−1 = v2i for
all 1 ≤ i ≤ 2n−2.
In this paper, we resolve additional cases of Conjecture 1.2 in order to show the set-
sequentialness of new classes of trees. We resolve the conjecture in cases where either the
dimension of the span of the vectors v1, . . . , v2n−1 or the number of distinct vectors vi is
restricted. We then show that all caterpillars T with only odd-degree vertices of diameter
k such that k ≤ 18 or |V (T )| ≥ 2k−1 are set-sequential, assuming that T has 2n−1 vertices
for some positive integer n. We also present a new method of constructing a set-sequential
tree by connecting four copies of an existing set-sequential tree, which enables us to prove
the set-sequentialness of a broader class of trees that is not covered by the method presented
in [6].
The organization of this paper is as follows. In Section 2, we partially prove Conjecture 1.2
by placing additional restrictions on the dimension of the span of v1, . . . , v2n−1 , or on the
number of distinct vectors vi. In Section 3.1, we apply the results from Section 2 to showing
new classes of trees, and specifically caterpillars, to be set-sequential. In Section 3.2, we
present an alternative method of constructing set-sequential trees. We provide concluding
remarks in Section 4.
2 Progress towards Conjecture 1.2
We begin with the case where dim(span{v1, . . . , v2n−1}) ≤ 5, utilizing the fact that the
conjecture is already known to hold when n is at most 5. We first need the following lemma.
Lemma 2.1. Let n ≥ 3 be an integer. For any 2n−1 nonzero vectors v1, . . . , v2n−1 ∈ F
n
2
with sum 0 such that their span has dimension less than n, there exists a partition of
{v1, . . . , v2n−1} into two subsets of equal size such that the sum of the elements in each subset
is 0.
Proof. We provide an algorithm for partitioning v1, . . . , v2n−1 into subsets A and B, each
of size 2n−2. If n ≤ 5, let S be some (n − 1)-dimensional subspace of Fn2 such that
span{v1, . . . , v2n−1} is a subspace of S, and let S
∁ = Fn2 −S be the (n− 1)-dimensional affine
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subspace consisting of all vectors in Fn2 in the complement of S. Because Conjecture 1.2 is
known to hold, there exists a partition of Fn2 into pairs (pi, qi) such that pi + qi = vi for all
1 ≤ i ≤ 2n−1. Furthermore, by assumption, pi and qi must either both be in S or both be
in S∁ for all 1 ≤ i ≤ 2n−1; if this were not true, then vi = pi + qi could not belong to S, a
contradiction. Therefore it is sufficient to let A = {vi : pi, qi ∈ S} and B = {vi : pi, qi ∈ S
∁},
as then the sum of all elements in A and B is equal to the sum of all elements in S and S∁
respectively, which is 0 as S and S∁ are affine subspaces of dimension greater than 1.
Now assume n ≥ 6. Assume without loss of generality that v1, . . . , vl are the only distinct
vectors occurring an odd number of times over all vectors vi. Therefore
∑l
i=0 vi = 0, and l
must be even, so also assume that v2i−1 = v2i for all i > l/2. We first present a method of
partitioning v1, . . . , vl into A and B such that neither subset has more than 2
n−2 elements,
each subset has an even number of elements, and the sum of the elements in each subset is
0. If l ≤ 2n−2, simply place all v1, . . . , vl into A. Otherwise, note the following:
• For any n-vector subset V of {v1, . . . , vl}, there exists some nonempty subset of V
having sum 0, as dim(span{v1, . . . , vl}) < n.
• It holds that l ≤ 2n−1 − 2, as if l = 2n−1 then v1, . . . , vl form a complete (n − 1)-
dimensional subspace of Fn2 , implying that some vi is equal to 0, which is a contradic-
tion.
We use these observations to deal with the cases where n = 6 and n > 6 separately:
n > 6. If 2n−2 < l ≤ 2n−1 − 2n + 1, then begin by placing all vectors v1, . . . , vl in A. Then
while |A| > 2n−2, there must exist a nonempty subset V of at most n vectors in A with
a sum of zero; transfer all vectors in V from A to B, and repeat the process. If |A| is
odd at the end of this process, there must be a subset V of at most n vectors in A with
a sum of zero such that |V | is odd; transfer all vectors in V from A to B, completing
the partition.
If 2n−1−2n+1 < l ≤ 2n−1−2, then by the pigeonhole principle there must be at least
⌈n/2⌉ disjoint 4-vector subsets of {v1, . . . , vl} with sum 0; initially place these subsets
in B, and all other vi’s for 1 ≤ i ≤ l in A. Specifically, these 4-vector subsets with sum 0
can consist of all 4-vector subsets of {v1, . . . , vl} of the form {x00, x01, x10, x11}, where
x is any (n−2)-length prefix, and the basis is chosen such that the first component of all
vi’s is 0. Then carry out the procedure used for the case where 2
n−2 < l ≤ 2n−1−2n+1,
but transfer sufficiently many of the 4-element subsets back to A so that |A| = 2n−2−2
or 2n−2.
n = 6. If 26 ≤ l ≤ 30, simply apply the method used for the case where n > 6. If 18 ≤ l ≤ 22,
first place all vectors v1, . . . , vl in A. Then there must be some subset V of 6, 8, or
10 vectors in A with sum 0, so simply transfer the vectors in V from A to B (The
existence of V can be seen by repeatedly applying the first observation above in order
to partition v1, . . . , vl into subsets of 3, 4, 5, or 6 vectors, each with sum 0). Otherwise
l = 24 (as l is even), so again place v1, . . . , vl in A. It follows that there must be some
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subset V of 8, 10, or 12 vectors in A with sum 0, so transfer the vectors in V from A
to B.
Then the partition of all the vectors is easily completed by partitioning the remaining
vectors into A and B in any way such that |A| = |B| = 2n−2 and v2i−1 and v2i are either
both in A or both in B for all i > l/2.
Below, we resolve the case of Conjecture 1.2 for which dim(span{v1, . . . , v2n−1}) ≤ k if
Conjecture 1.2 is known to hold in Fk2.
Proposition 2.2. If Conjecture 1.2 holds in Fk2, then for any choice of 2
n−1 nonzero vectors
v1, . . . , v2n−1 ∈ F
n
2 where n ≥ k and
∑2n−1
i=1 vi = 0 such that dim(span{v1, . . . , v2n−1}) ≤ k,
there exists a partition of Fn2 into pairs (pi, qi) such that pi + qi = vi for all 1 ≤ i ≤ 2
n−1.
Proof. Let S be some k-dimensional subspace of Fn2 such that span{v1, . . . , v2n−1} is a sub-
space of S. Partition the 2n vectors in Fn2 into 2
n−k distinct affine subspaces S1, . . . , S2n−k
obtained by translating S by translation vectors t1, . . . , t2n−k respectively; Si consists of each
vector in S added to ti. Likewise, partition {v1, . . . , v2n−1} into 2
n−k subsets V1, . . . , V2n−k ,
each of size 2k−1 and with sum 0; such a partition can be constructed by recursively ap-
plying Lemma 2.1. Because Conjecture 1.2 holds in Fk2 by assumption, for each Vi =
{vi,1, . . . , vi,2k−1} there exists a partition of S into pairs of vectors (pi,j, qi,j) for 1 ≤ j ≤ 2
k−1
such that pi,j + qi,j = vi,j for all j. Then let (p
′
i,j, q
′
i,j) = (pi,j + ti, qi,j + ti). It follows that the
pairs (p′i,j, q
′
i,j) form a partition of the elements of Si, and p
′
i,j+q
′
i,j = vi,j for all j. Therefore,
as the set of all vectors vi,j is equivalent to the set of all vectors vi, and all Si are disjoint,
the pairs (p′i,j, q
′
i,j) give a desired partition of F
n
2 .
Because Conjecture 1.2 was shown in [6] to hold in F22, . . . ,F
5
2, the following corollary
directly follows from Proposition 2.2.
Corollary 2.2.1. For any 2n−1 nonzero vectors v1, . . . , v2n−1 ∈ F
n
2 such that
∑2n−1
i=1 vi = 0
and dim(span{v1, . . . , v2n−1}) ≤ 5, there exists a partition of F
n
2 into pairs (pi, qi) such that
pi + qi = vi for all 1 ≤ i ≤ 2
n−1.
As a result of Corollary 2.2.1, set-sequential trees can easily be constructed in the follow-
ing manner. For any given 2n−1-vertex set-sequential tree T , consider any tree T ′ obtained
by adding a total of 2n−1 pendant edges to at most 5 distinct vertices in T , such that each
vertex receives an even number of new pendant edges. Then T ′ must be a set-sequential
2n-vertex tree. By using stars and caterpillars of diameter 4 or 5, which are known to be
set-sequential, as base cases, this method already provides a way of inductively showing the
set-sequentialness of infinitely many trees. We explore this idea in more detail in Section 3.1.
In many cases, when partitioning the vi’s into the subsets Vj as in the proof of Propo-
sition 2.2, there exists a partition for which the span of the elements of each subset has
dimension less than the dimension of the span of all the vi’s. This idea is applied in the
result below, which proves another restricted case of Conjecture 1.2.
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Lemma 2.3. Let v1, . . . , v2n−1 ∈ F
n
2 satisfy v2i−1 = v2i for all 1 ≤ i ≤ 2
n−2 and let there be
at most l < n distinct vectors u1, . . . , ul among the vi’s, so that each vi is equal to some value
in u1, . . . , ul. Then there exists a partition of F
n
2 into pairs (pi, qi) such that pi + qi = vi for
all 1 ≤ i ≤ 2n−1.
Proof. We show the result through induction on n. For the base case, Conjecture 1.2 is true
for F22. For the inductive step, assume that the result holds for all choices of the vectors vi
in Fn−12 . Let v1, . . . , v2n−1 ∈ F
n
2 be any vectors such that v2i−1 = v2i and such that each vi
is equal to some u1, . . . , ul, where l < n. Let S be any (n − 1)-dimensional subspace of F
n
2
such that span{v1, . . . , v2n−1} is a subspace of S. If l ≤ 2, we are done by Corollary 2.2.1.
Otherwise, if l ≥ 3, assume without loss of generality that neither u1 nor u2 occur more
than 2n−2 times among the vi’s. Place all copies of u1 into V1 and all copies of u2 into V2,
then distribute the rest of the vi’s into V1 and V2 in any way such that each vector still
appears an even number of times in V1 and in V2, and such that |V1| = |V2| = 2
n−2. Then
let S1 = S and S2 be the unique affine subspace obtained by translating S1. Then by the
inductive hypothesis the elements of S1 and S2 can be partitioned into pairs summing to the
elements of V1 and V2 respectively, as both V1 and V2 contain at most n− 2 distinct vectors
by construction.
Although the condition of having an even number of copies of each vector may seem
arbitrary, it is in fact motivated by set-sequential trees. We mostly focus on trees with only
odd-degree vertices due to Conjecture 1.1, and therefore adding an odd number of pendant
edges to a vertex, which corresponds to having an odd number of copies of some vector vi,
is often not useful. Furthermore, as the sum of a vector and itself is 0 in Fn2 , the condition
that
∑2n−1
i=1 vi = 0 is automatically met, so we can use our progress on Conjecture 1.2 to
inductively produce set-sequential trees without having to keep track of the actual labels of
the vertices.
We now improve the result in Corollary 2.2.1 by showing that Conjecture 1.2 holds if
each vector occurs an even number of times and if dim(span{v1, . . . , v2n−1}) ≤ n/2, thereby
improving a constant bound on the dimension of the span of the vectors to a linear bound.
Proposition 2.4. For any set of 2n−1 nonzero vectors v1, . . . , v2n−1 ∈ F
n
2 such that v2i−1 = v2i
for all 1 ≤ i ≤ 2n−2 and dim(span{v1, . . . , v2n−1}) ≤ n/2, there exists a partition of F
n
2 into
pairs (pi, qi) such that pi + qi = vi for all 1 ≤ i ≤ 2
n−1.
Proof. Let S = span{v1, . . . , v2n−1} and k = dim(S). We now present an algorithm to
partition v1, . . . , v2n−1 into 2
k subsets of size 2n−1−k, each containing at most 3 distinct
values, and with an even number of copies of each value. At the beginning, there is a single
subset, consisting of all vectors {v1, . . . , v2n−1}. The algorithm consists of k steps, during each
of which every existing subset is partitioned into two subsets of equal size in the following
manner.
Let S0 be some subset at some point in the algorithm, and assume it is partitioned into
S1 and S2. Let the distinct values in S0 be u1, . . . , ul, and assume without loss of generality
that they are sorted in increasing order of occurrence, so that if ui occurs fewer times than
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uj in S0, then i < j. Then let S1 contain all copies of ui in S0 for odd i and let S2 contain
all copies of ui in S0 for even i. If |S1| > |S2|, then transfer (|S1| − |S2|)/2 copies of ul from
S1 back to S2; perform the opposite operation if |S1| < |S2|.
It follows by construction that for any S0 with l distinct values, both S1 and S2 contain
at most l/2+1 distinct vectors. Then, by induction, as there are at most 2k distinct vectors
in {v1, . . . , v2n−1}, the number of distinct elements of some subset S0 after t steps of the
algorithm is at most
2k
2t
+
t−1∑
x=0
1
2x
,
so after all k steps, the final number of distinct elements in each subset is at most
2k
2k
+
k−1∑
x=0
1
2x
≤ 1 + 2 = 3.
By assumption dim(S) = k ≤ n − k, so there exists a partition of Fn2 into 2
k affine
subspaces obtained by translating some (n − k)-dimensional subspace containing S. These
affine subspaces can then be paired with the subsets of {v1, . . . , v2n−1} so the problem is
reduced to showing that Conjecture 1.2 is true where there are at most 3 distinct vectors vi.
This result follows by Corollary 2.2.1.
Now we prove a relatively restricted case of Conjecture 1.2, which can be used to prove
the set-sequentialness of many small trees. We also generalize our proof in additional results
below.
Proposition 2.5. If Conjecture 1.2 holds in Fn−12 , then for any v1, . . . , v2n−1 ∈ F
n
2 such that
v2i−1 = v2i for all 1 ≤ i ≤ 2
n−1, there exists a partition of Fn2 into pairs (pi, qi) such that
pi + qi = vi for all 1 ≤ i ≤ 2
n−1.
Proof. Assume without loss of generality that v1 = v2 = 10 · · ·0; we can change the basis to
make v1 = v2 have this value. Also assume that
∑2n−2
i=2 v2i−1 6= 0; if it were 0 simply exchange
v1 and v2 with any different pair. Define v
′
i to be vi with the first component switched to 0
if it was 1. Let V ′ be the set containing v′2i−1 for 2 ≤ i ≤ 2
n−2, and the value
∑2n−2
i=2 v
′
2i−1.
By assumption V ′ contains 2n−2 nonzero elements in Fn−12 summing to 0 (the vectors are
technically in Fn2 , but all have first component 0). Therefore, by assumption there exists
a partition of Fn−12 into pairs (p
′
i, q
′
i) such that p
′
i + q
′
i gives the ith element of V
′, that is,
p′i + q
′
i = v
′
2i−1 for 2 ≤ i ≤ 2
n−2 and p′1 + q
′
1 =
∑2n−2
i=2 v
′
2i−1.
We then construct a partition of Fn2 into pairs (pi, qi) as follows. Let p1 = p
′
1 and p2 = q
′
1.
If v2i−1 has a 1 in the first component, let p2i−1 = p
′
i and p2i = q
′
i. Otherwise, let p2i−1 = p
′
i
and p2i = p
′
i + v1. Then, for all 1 ≤ i ≤ 2
n−1, let qi = pi + vi. It is easy to see that the
four values p2i−1, p2i, q2i−1, q2i are always equal to the four values p
′
i, p
′
i+v1, q
′
i, q
′
i+v1 in some
order, so the pairs (pi, qi) are a partition of F
n
2 .
The following corollary directly follows from Proposition 2.5, as Conjecture 1.2 was ver-
ified to hold in F52 in [6].
7
Corollary 2.5.1. For any 25 vectors v1, . . . , v25 ∈ F
6
2 such that v2i−1 = v2i for all 1 ≤ i ≤ 2
4,
there exists a partition of F62 into pairs (pi, qi) such that pi + qi = vi for all 1 ≤ i ≤ 2
5.
Below, we extend Lemma 2.3 to the case where there are exactly n different values
among the vi’s, which is difficult in that we cannot use our original induction because
span{v1, . . . , v2n−1} can have dimension n. We use induction similar to that in Proposi-
tion 2.5, except that we maintain the property of each vi occurring an even number of times
in the inductive step.
Lemma 2.6. Let v1, . . . , v2n−1 ∈ F
n
2 satisfy v2i−1 = v2i for all 1 ≤ i ≤ 2
n−2 and let there
be exactly n distinct vectors u1, . . . , un among the vi’s; each vi is equal to some value in
u1, . . . , un. Then there exists a partition of F
n
2 into pairs (pi, qi) such that pi + qi = vi for all
1 ≤ i ≤ 2n−1.
Proof. We show the result by induction, using the results shown in Corollary 2.5.1 and in
Lemma 2.3 as base cases; the result holds for n ≤ 6. For the inductive step, assume the
result holds in Fn−12 . If u1, . . . , un are not all linearly independent, then we induct exactly
as in Lemma 2.3. Otherwise, assume that u1, . . . , un are all linearly independent. Assume
without loss of generality that for 1 ≤ i ≤ n, the vector ui has 1 at the ith component and
0 at all other components. This assumption is valid because {u1, . . . un} is a basis for F
n
2 , so
we can simply switch to this basis. We now consider the following two cases, although the
inductive step is nearly identical in each one:
n ≥ 8. It is easy to verify that one of u1, . . . , un must occur at least 2(n − 1) times among
v1, . . . v2n−1 by the pigeonhole principle. Therefore assume without loss of generality
that this value is u1. Now construct the set V
′ = {v′1, . . . , v
′
2n−2} as follows. First let
I1, I2, I3 be initialized as empty sets. For each i such that v2i−1 is not equal to u1, let
v′i = v2i−1, and place i in I1. Then for 2 ≤ j ≤ n, if the number of copies of uj among
v1, . . . , v2n−1 is congruent to 2 (mod 4), choose some i not in I1, let v
′
i = uj, and place
i in I2 (such an i always exists, as by assumption |I1| ≤ 2
n−1 − (n − 1)). Finally, for
any i not in I1 or I2, let v
′
i = u2 and place i in I3 (this decision is arbitrary; any value
of ui for i ≥ 2 would work).
By construction, each of u2, . . . , un must occur an even number of times in V
′, and
every element of V ′ has a 0 at the first component, as V ′ only consists of the values
u2, . . . , un. Therefore we can ignore the first component of the vectors in V
′, and it
follows by the inductive hypothesis there exists a partition of Fn−12 into pairs (p
′
i, q
′
i)
such that p′i + q
′
i = v
′
i for 1 ≤ i ≤ 2
n−2.
We then construct a partition of Fn2 into pairs (pi, qi) as follows. For each 1 ≤ i ≤ 2
n−2,
if i ∈ I1, let p2i−1 = p
′
i and p2i = p
′
i+u1. Otherwise, i ∈ I2 or I ∈ I3, so v2i−1 = v2i = u1;
in this case, let p2i−1 = p
′
i and p2i = q
′
i. Then let qi = pi + vi for all 1 ≤ i ≤ 2
n−1.
It is easy to verify that the four values p2i−1, p2i, q2i−1, q2i are always equal to the four
values p′i, p
′
i + u1, q
′
i, q
′
i + u1 in some order, so the pairs (pi, qi) are a partition of F
n
2 .
n = 7. In this case, note that at least one of u1, . . . , u7 occurs at least 10 times among
v1, . . . , v26 , so we can assume without loss of generality that there at 10 copies of u1.
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To use the same induction as above, note that if all of u2, . . . , u7 occured 2 (mod 4)
times among the vi’s, then the total number of vectors vi would be congruent to
10 + 6 · 2 ≡ 2 (mod 4), which is a contradiction. Therefore at most 5 of the vectors
u2, . . . , u7 occur 2 (mod 4) times among the vi’s, so the induction used for n ≥ 8 still
applies.
The inductive step of the proof above is easily generalizable to any choice of the vectors
v1, . . . , v2n−1 with at most 2
(n−2)/2 distinct values, assuming that
∑2n−1
i=1 vi = 0 and v2i−1 = v2i
for all 1 ≤ i ≤ 2n−1 This is because it follows by the pigeonhole principle that some value
must occur at least 2(x−1) times among the vectors vi, where there are a total of x distinct
vectors among the vi’s. However, it is very difficult to generalize Lemma 2.6 using this
observation because the base case become much larger, as repeatedly applying the induction
only reduces the number of distinct vectors among the vi’s by 1 at each step. Therefore,
for choices of v1, . . . , v2n−1 with large n and with approximately 2
(n−2)/2 distinct values, the
induction can only be applied a small number of times before the number of distinct values
becomes too large to continue inducting.
Finally, we show below that Conjecture 1.2 holds for any choice of v1, . . . , v2n−1 ∈ F
n
2 such
that there are at most n different values among the vi’s. This result uses Lemmas 2.3 and
2.6, but extends to the case where vectors do not necessarily occur an even number of times.
Proposition 2.7. For any 2n−1 vectors v1, . . . , v2n−1 ∈ F
n
2 satisfying
∑2n−1
i=1 vi = 0 and such
that there are l ≤ n distinct vectors u1, . . . , ul among the vi’s, there exists a partition of F
n
2
into pairs (pi, qi) such that pi + qi = vi for all 1 ≤ i ≤ 2
n−1.
Proof. We show the result by induction, using the fact that Conjecture 1.2 holds in F12, . . . ,F
5
2
as well as Lemmas 2.3 and 2.6 and Corollary 2.5.1 as base cases. For the inductive step,
assume the result holds in Fk2 for 2 ≤ k ≤ n− 1, with n ≥ 6. Furthermore, assume without
loss of generality that m is defined such that u1, . . . , um occur an odd number of times
among v1, . . . , v2n−1 , and um+1, . . . , ul occur an even number of times. We can then assume
that m ≥ 4, as m must be even, our base cases take care of m = 0, and m cannot equal
2 because
∑m
i=1 ui = 0 and all ui are distinct. Note that these assumptions imply that
dim(span{u1, . . . , ul}) ≤ l − 1 ≤ n − 1, as u1, . . . , ul cannot be linearly independent. We
consider the following cases independently, where each case assumes none of the previous
ones were true.
l < n. Partition v1, . . . , v2n−1 into subsets V1 and V2 in the following manner. First place one
copy of each vector u1, . . . , ul into V1. Then partition the remaining vectors among
V1 and V2 in any way such that |V1| = |V2| = 2
n−2 and each vector occurs an even
number of times in V2. Then the result follows by applying the inductive hypothesis
analogously to the way it is done in the proof of Lemma 2.3.
m ≤ n− 2. We divide v1, . . . , v2n−1 into subsets V1 and V2 as follows. First, place one copy
of each vector u1, . . . , um in V1. By the pigeonhole principle, there are at most 2
n−2
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copies of either un−1 or un among v1, . . . , v2n−1 ; assume without loss of generality that
there at at most 2n−2 copies of un, and place all copies of un in V2. Then find the value
1 ≤ i ≤ n − 1 for which ui has the fewest copies among v1, . . . , v2n−1 , and place all
copies of ui in V1. Then partition the remaining vectors among V1 and V2 in any way
such that |V1| = |V2| = 2
n−2 and each vector occurs an even number of times in V2.
Then the result follows by applying the inductive hypothesis analogously to the way
it is done in the proof of Lemma 2.3.
There exists a nonempty proper subset U of {u1, . . . , um} with sum 0. Partition
v1, . . . , v2n−1 into subsets V1 and V2 as follows, noting that |U | ≥ 3 and
|{u1, . . . , um} − U | = m− |U | ≥ 3.
If |U | is even, place one copy of each element of U in V1, place one copy of each element
of {u1, . . . , um} − U in V2, then distribute the remaining vectors vi among V1 and V2
such that each subset receives an even number of additional copies of each vector, each
subset has at most n − 1 distinct vectors, and |V1| = |V2| = 2
n−2. It is easy to see
such a partition exists; the distinctness condition is easily met using the pigeonhole
principle to place all copies of some vector vi1 in V1 and all copies of another vector vi2
in V2.
Otherwise, if there exists no nonempty proper subset U of {u1, . . . , um} with even size,
then let U1 = U and U2 = {u1, . . . , um} − U . By assumption, U1 and U2 both have
odd size and sum 0, but no nonempty proper subset of U1 or of U2 has sum 0; if
there were such a subset, then there would exist a subset of {u1, . . . , um} of even size
with sum 0. Furthermore, if there is some nonempty proper subset U3 of {u1, . . . , um}
and of odd size containing some elements of U1 and some elements of U2 with sum
0, then the symmetric difference U1 ⊕ U3 would have sum 0 and even size, which is
a contradiction. Therefore dim(span(U1)) = |U1| − 1, dim(span(U2)) = |U2| − 1, and
dim(span({u1, . . . , um})) = m − 2. It follows by the pigeonhole principle that there
exists a basis for Fn2 for which some two vectors ui and uj with i, j ≤ m are prefixed
with 01 and all other vectors are prefixed with 00, and such that the total number
of copies of ui and uj combined is at most 2
n−2 + 2. Then assume without loss of
generality that i = 1 and j = 2, and proceed according to the case below, where no
such set U exists.
No such set U exists. We give the proof for the case where m = n; the case where m =
n − 1 is nearly identical. Assume without loss of generality that u1 = 0100 . . . 0,
u2 = 0111 . . . 1, all other ui are prefixed with 00, and the number of copies of u1 and u2
combined is at most 2n−2 + 2. Let the sets V1, V2, V3 be constructed as follows. Define
c =
{
m/2 + 1 if m ≡ 0 (mod 4)
m/2 if m ≡ 2 (mod 4).
Begin by placing a single copy of u3, . . . , uc in V1 and a single copy of uc+1, . . . , um
in V2. After this step, V1 and V2 both have an odd number of elements. Then place
the value u′1 =
∑c
i=3 ui in V1, and the value u
′
2 =
∑m
i=c+1 ui in V2, so that V1 and V2
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both have sum 0. Finally, distribute all vectors in {v1, . . . , v2n−1}−{u1, . . . , um} among
V1, V2, V3 such that
• |V1| = |V2| = 2
n−3 and |V3| = 2
n−2,
• All copies of u1 and u2 are in V3,
• There are at most n − 2 distinct values in each V1 and V2 and at most n − 1
distinct values in V3,
• Only u3, . . . , uc occur an odd number of times in V1, only uc+1, . . . , um occur an
odd number of times in V2, and no vector occurs an odd number of times in V3.
By the pigeonhole principle, it must be possible to partition the vectors in this way.
Note that all vectors in V1 and V2 are prefixed with 00, and all vectors in V3 are
prefixed with 00 or 01. Then partition Fn2 into the affine subspaces S1 consisting
of all vectors prefixed with 10, S2 consisting of all vectors prefixed with 11, and S3
consisting of all vectors prefixed with 00 or 01. By the inductive hypothesis, for each
1 ≤ i ≤ 3 there exists a partition of Si into pairs (p
′
i,j, q
′
i,j) such that p
′
i,j + q
′
i,j = v
′
i,j
for 1 ≤ j ≤ |Vi|, where v
′
i,j denotes the jth element of Vi. Assume without loss of
generality that v′1,1 = u
′
1 and v
′
2,1 = u
′
2. Then define the pairs (pi,j , qi,j) as follows. Let
t = p′1,1 + p
′
2,1 + u1,
so that t is prefixed with 00, and let p1,1 = p
′
1,1, q1,1 = p
′
2,1 + t, p2,1 = q
′
1,1, and
q2,1 = q
′
2,1 + t. Then let
(p1,j, q1,j) = (p
′
1,j, q
′
1,j) for 2 ≤ j ≤ 2
n−3
(p2,j, q2,j) = (p
′
2,j + t, q
′
2,j + t) for 2 ≤ j ≤ 2
n−3
(p3,j, q3,j) = (p
′
3,j, q
′
3,j) for 1 ≤ j ≤ 2
n−2.
By this construction, the set of all sums {pi,j+qi,j} for all possible i and j is equivalent
to the set of all sums {p′i,j + q
′
i,j} with u1 = p1,1 + q1,1 replacing u
′
1 = p
′
1,1 + q
′
1,1 and
u2 = p2,1 + q2,1 replacing u
′
2 = p
′
2,1 + q
′
2,1. Therefore the set of all sums {pi,j + qi,j} is
equal to {v1, . . . , v2n−1}, so the (pi,j, qi,j) form a valid partition of F
n−1
2 , completing the
inductive step.
The following theorem summarizes our progress on Conjecture 1.2. In Section 3, we
apply the theorem to provide a method for inductively showing large classes of graphs to be
set-sequential.
Theorem 2.8. For any 2n−1 vectors v1, . . . , v2n−1 ∈ F
n
2 such that
∑2n−1
i=1 vi = 0, if any of the
following conditions is true, then there exists a partition of Fn2 into pairs (pi, qi) such that
pi + qi = vi for all 1 ≤ i ≤ 2
n−1.
1. dim(span{v1, . . . , v2n−1}) ≤ 5.
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2. dim(span{v1, . . . , v2n−1}) = 6 and each vector vi occurs an even number of times.
3. There are at most n distinct vectors in {v1, . . . , v2n−1}.
4. dim(span{v1, . . . , v2n−1}) ≤ n/2 and each vector vi occurs an even number of times.
Proof. We cover the cases independently below.
1. This case is covered by Corollary 2.2.1.
2. This case is covered by Corollary 2.5.1 and Proposition 2.2, which also holds for the
case where each vector occurs an even number of times.
3. This case is covered by Proposition 2.7.
4. This case is covered by Proposition 2.4.
3 New classes of set-sequential trees
In this section, we apply Theorem 2.8 to show the set-sequentialness of many new classes of
caterpillars. We then present a new inductive method for generating set-sequential trees.
To begin, we present the following lemma, which provides an application of the cases
of Theorem 2.8 for which vectors can occur an odd number of times among v1, . . . , v2n−1 .
Specifically, it provides a way of choosing such vectors v1, . . . , v2n−1 from a set-sequential
labeling of a graph G such that
∑2n−1
i=1 vi = 0, where the choice of labels is based solely on
the structure of G, and not based on the values of the labels. The lemma is very similar to
results found in [5], but we present the proof as it is relevant to future results in this paper.
Lemma 3.1. The sum of the labels of the even-degree vertices in any set-sequential labeling
of a graph with at least two vertices is 0.
Proof. For any set-sequential graph G, let X = {x1, . . . , x|V (G)|} be the set of labels of the
vertices and let Y = {y1, . . . , y|E(G)|} be the set of labels of the edges for some set-sequential
labeling of G, and let n = log2(|V (G)|+ |E(G)|+1). Then X∩Y = ∅ and X∪Y = F
n
2−{0}.
Let d1, . . . , d|V (G)| be the degrees (mod 2) of the vertices of G. Then
0 =
∑
v∈Fn
2
−{0}
v =
∑
v∈X∪Y
v =
|V (G)|∑
i=1
xi+
|E(G)|∑
i=1
yi =
|V (G)|∑
i=1
xi+
|V (G)|∑
i=1
dixi =
|V (G)|∑
i=1
(di+1)xi =
∑
i|di=0
xi.
The following result applies Theorem 2.8 and Lemma 3.1, in order to present a general
method for inductively generating set-sequential trees.
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Theorem 3.2. For any 2n−1-vertex set-sequential graph G, let W = {w1, . . . , wk} denote
some k-element subset of the vertices of G. For any sequence c1, . . . , ck such that
∑k
i=1 ci =
2n−1, let G′ be the 2n-vertex graph obtained from G by adding ci pendant edges to wi for all
1 ≤ i ≤ k. Suppose that G′ has no even-degree vertices and one of the following conditions
hold:
1. dim(span(W )) ≤ 5.
2. dim(span(W )) = 6 and all ci are even.
3. |W | = k ≤ n.
4. dim(span(W )) ≤ n/2 and all ci are even.
Then the graph G′ is set-sequential. Furthermore, if W ′ gives the vertices in G′ corresponding
to W from G, then dim(span(W ′)) = dim(span(W )).
Proof. Let v1, . . . , v2n−1 consist of ci copies of wi for 1 ≤ i ≤ k, so that the ith new pendant
edge in G′ is attached to a vertex labeled vi for 1 ≤ i ≤ 2
n−1. Let di be the degree of wi in
G. By Lemma 3.1 and because G′ has no even-degree vertices,
2n−1∑
i=1
vi =
k∑
i=1
ciwi =
k∑
i=1
(di + 1)wi =
∑
i|di=0
wi =
∑
v∈V (G) of even degree
v = 0.
Therefore, by the definition of the vectors vi, Theorem 2.8 implies that there exists a partition
of Fn2 into pairs (pi, qi) such that pi + qi = vi for all 1 ≤ i ≤ 2
n−1. Then append 0 to the
labels of all original vertices and edges in G′, or those that were also in G, and label each new
pendant vertex and edge in G′ with 1pi and 1qi respectively, where xy denotes x concatenated
with y. Then the labeling of G′ is set-sequential, and dim(span(W ′)) = dim(span(W )).
Note that in Theorem 3.2, the graph G can have even-degree vertices, although G′ cannot.
This property is useful in the next section, where large classes of caterpillars with only odd-
degree vertices are shown to be set-sequential based on the fact that a few caterpillars having
even-degree vertices are set-sequential.
3.1 Caterpillars with only odd-degree vertices
In this section, we show that any caterpillar T of diameter k with only odd-degree vertices
such that k ≤ 18 or 2k−1 ≤ |V (T )| is set-sequential.
Here, we only discuss trees with 2n−1 vertices for some positive integer n, unless explicitly
stated otherwise. Abhishek and Agustine [2] showed that a caterpillar with diameter 4 is
set-sequential if and only if each vertex has odd degree. Abhishek [3] extended this result
by showing the same characterization holds for set-sequential caterpillars of diameter 5.
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The motivation behind Conjecture 1.2 presented in [6] is easily applied to show that
the conjecture, if true, would imply the existence of a finite set of caterpillars of some
given diameter k for which if these caterpillars are set-sequential, then all caterpillars of
diameter k with only odd-degree vertices are set-sequential. This statement is not extended
to caterpillars with even-degree vertices because infinite classes of such caterpillars that are
not set-sequential are shown to exist in [5]. The cases of the conjecture that we prove
above are sufficient to show that such a finite set exists, although this finite set would be
significantly smaller if the entire conjecture were known to be true. However, for sufficiently
small n, we verify below that all graphs in this finite set are set-sequential.
Following the notation of Abhishek and Agustine [2], let T [d1, . . . , dk] denote the cater-
pillar with a k-vertex center path such that the ith center path vertex has degree di. This
notation gives some freedom in expressing caterpillars; we typically use the unique form such
that di ≥ 2 for all 1 ≤ i ≤ k, so that the caterpillar has diameter k + 1. As a necessary
exception, we use T [1] to denote the graph consisting of a single edge. In the result below, we
apply the first two cases in Theorem 3.2 in order to show that all caterpillars with diameter
at most 18 are set-sequential.
Theorem 3.3. All caterpillars with only odd-degree vertices and diameter k ≤ 18 are set-
sequential.
Proof. We show the result by induction. For the base case, all of the caterpillars below are
set-sequential. This is easily verified with a randomized greedy computer search.
1. T [1]
2. T [5, 3, 3, 3, 3, 3], T [3, 5, 3, 3, 3, 3], T [3, 3, 5, 3, 3, 3]
3. T [3, 3, 3, 3, 3, 3, 3]
4. T [3, 3, 3, 2, 2, 2, 2, 2, 2, 3]
5. T [3, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2]
6. T [2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2]
For the inductive step, we repeatedly apply Theorem 3.2 starting from the base cases
above following the order below, where G1 ⇒ G2 means that the set-sequentialness of G1
implies the set-sequentialness of G2 under Theorem 3.2. Note that because dim(span(W
′)) =
dim(span(W )) in Theorem 3.2, the dimension of the span of the labels of the center path
vertices, which represent the set W in Theorem 3.2, remains at most 6 under the induction
below, even though the number of vertices in the caterpillars grows arbitrarily large.
• T [1]⇒ All caterpillars with no even-degree vertices of diameter at most 2; includes T [2].
• T [2]⇒ All caterpillars with no even-degree vertices of diameter 3 or 4; includes T [3, 3, 3].
• T [3, 3, 3]⇒ All caterpillars with no even-degree vertices of diameter 5 or 6.
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• T [5, 3, 3, 3, 3, 3] ⇒ All caterpillars with no even-degree vertices of diameter 7 of the
form T [d1, d2, d3, d4, d5, d6] such that d1 > 3 or d6 > 3. Note that the second condition
follows by symmetry.
• T [3, 5, 3, 3, 3, 3] ⇒ All caterpillars with no even-degree vertices of diameter 7 of the
form T [d1, d2, d3, d4, d5, d6] such that d2 > 3 or d5 > 3. Note that the second condition
follows by symmetry.
• T [3, 3, 5, 3, 3, 3] ⇒ All caterpillars with no even-degree vertices of diameter 7 of the
form T [d1, d2, d3, d4, d5, d6] such that d3 > 3 or d4 > 3. Note that the second condition
follows by symmetry.
• T [3, 3, 3, 3, 3, 3, 3] ⇒ All caterpillars with no even-degree vertices of diameter 8, 9,
or 10.
• T [3, 3, 3, 2, 2, 2, 2, 2, 2, 3]⇒ All caterpillars with no even-degree vertices of diameter 11,
12, or 13.
• T [3, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2]⇒ All caterpillars with no even-degree vertices of diam-
eter 14.
• T [2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2] ⇒ All caterpillars with no even-degree vertices of
diameter 15, 16, or 17; includes T [3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3].
• T [3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3, 3] ⇒ All caterpillars with no even-degree vertices of
diameter 18.
To illustrate the validity of the assertions above, we explain how the set-sequentialness of
T [3, 3, 3, 2, 2, 2, 2, 2, 2, 3] implies the set-sequentialness of all caterpillars with no even-degree
vertices of diameter 11, 12, or 13; an analagous argument applies to the other statements.
Let T0 = T [3, 3, 3, 2, 2, 2, 2, 2, 2, 3], and let F denote the family of caterpillars of diameter 11,
12, or 13 with no even-degree vertices. Because |V (T0)| = 16, the set-sequential labeling of
T0 consists of vectors in F
5
2, so by Theorem 3.2, any 32-vertex tree T
′ with no even-degree
vertices consisting of T0 with 16 added pendant edges is set-sequential. Therefore, all 32-
vertex caterpillars in F are set-sequential. Furthermore, as all of these 32-vertex caterpillars
can be constructed by adding pendant edges to only the 12 center path vertices of T0, where
T0 is considered in the equivalent form T [1, 3, 3, 3, 2, 2, 2, 2, 2, 2, 3, 1], so that the center path
has 12 vertices as opposed to 10, it follows that if W ′ denotes the set of labels of center path
vertices in some 32-vertex caterpillar in F , then dim(span(W ′)) ≤ 5 by Theorem 3.2.
From here, we proceed through induction. For some n ≥ 6, assume that all 2n−1-vertex
caterpillars in F are set-sequential, and the dimension of the span of the center path vertices
is at most 5 in all of the set-sequential labelings. Then for any 2n-vertex caterpillar T ′ in
F , there exists a 2n−1-vertex subgraph T of T ′ in F such that T and T ′ share the same
center path; T ′ consists of T with 2n−1 pendant edges added to its center path. Therefore,
by Theorem 3.2, there exists a set-sequential labeling of T ′ such that the dimension of the
span of the labels of the center path vertices is at most 5, completing the inductive step.
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Because the result above is ultimately dependent on the fact that Conjecture 1.2 has
been verified for n ≤ 5, in order to extend the upper bound of 18 on the caterpillar diameter,
it would be necessary to either verify that the conjecture holds for larger n, or to verify that
many more caterpillars serving as base cases are set-sequential. However, by applying Case
3 of Theorem 3.2, we show below that all caterpillars with sufficiently many vertices, and no
even-degree vertices, of any given diameter are set-sequential.
Theorem 3.4. For all k ≥ 0, all caterpillars of diameter k + 1 that have only odd-degree
vertices and have at least 2k vertices, with 2n total vertices for some n, are set-sequential.
Proof. We show the result by induction. For the base case, note that the result holds for
k ≤ 1 by Theorem 3.3. For the inductive step, let k ≥ 2, and assume that the result holds for
all caterpillars of diameter at most k. We now show that any caterpillar T ′ = T [d1, . . . , dk]
of diameter k + 1 with 2n vertices is set-sequential if 2n ≥ 2k. First note that T ′ has
2n − k ≥ 2n−1 + (k − 2) pendant edges, so it is possible to remove 2n−1 pendant edges from
T ′ while maintaining the property that each vertex has odd degree. By assuming without
loss of generality that d1 ≤ dk, then because (d1 − 1) + (dk − 1) < |E(T
′)| = 2n − 1, it
follows that d1 − 1 < 2
n−1. Therefore, there exists a graph T obtained by removing all
d1 − 1 pendant edges stemming from the first vertex in the path of T
′, and some additional
pendant edges, such that T has 2n−1 vertices, all with odd degree. Because vertices in
the path have odd degree before and after the removal, each of these vertices lost an even
number of pendant edges. Furthermore, by construction T has diameter either k or k−1, and
|V (T )| = 2n−1 ≥ 2k−1 ≥ 2k−2, so therefore T is set-sequential by the inductive hypothesis.
It follows that T ′ is set-sequential by Case 3 of Theorem 3.2.
The argument used to show Theorem 3.4 can be extended to other general classes of
trees. Intuitively, it can be used to show the set-sequentialness of trees with sufficiently
many pendant edges, or vertices with degree 1.
3.2 Attaching copies of set-sequential trees
Although Theorem 3.2 provides a powerful way to inductively produce set-sequential trees,
it is most useful for showing that trees with many vertices for a fixed diameter are set-
sequential. Likewise, this method is not very useful for finding trees with relatively large
diameters and few vertices, such as trees consisting of a long path with a few small offshoots.
However, these types of trees containing long paths can serve as base cases in induction using
Theorem 3.2, and are therefore of interest. Mehta and Vijayakumar [4] show that all paths
with at least 16 vertices are set-sequential. Below, we use a similar method of proof as in
[4], but we show a much more general result, which applies to all trees as opposed to only
paths.
Let Z be a set-sequential path with vertices u and v of degree 1, and let k be defined so
that Z has (k + 1)/2 vertices. Let z1, z3, z5, . . . , zk−2, zk ∈ F
n
2 be the labels of the vertices of
Z in order from u to v, and let z2, z4, z6, . . . , zk−3, zk−1 ∈ F
n
2 be the labels of the edges of Z
in the same order, so that z1 = u, zk = v, and z2i−1 + z2i+1 = z2i for all 1 ≤ i ≤ (k − 1)/2.
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Value w1 . . . wk wk+1 wk+2 . . . w2k−1 w2k w2k+1
Prefix ak . . . a1 10 b1 . . . bk−2 bk bk−1
Suffix zk . . . z1 0n z1 . . . zk−2 zk zk−1
Value w2k+2 w2k+3 w2k+4 w2k+5 . . . w3k w3k+1 w3k+2 w3k+3
Prefix 11 ck−1 ck ck−2 . . . c3 c1 c2 01
Suffix 0n zk−1 zk zk−2 . . . z3 z1 z2 0n
Value w3k+4 w3k+5 w3k+6 . . . w4k+3
Prefix d2 d1 d3 . . . dk
Suffix z2 z1 z3 . . . zk
Table 1: The definition of the sequence w1, . . . , w4k+3 given in [4], where each value wi consists of the prefix
concatenated with the suffix. Above, 0n denotes the zero vector in F
n
2 , and the notation xi1 . . . xi2 denotes
the sequence containing xi for all i between i1 and i2, in increasing order if i1 ≤ i2 and in decreasing order
if i1 > i2.
In [4], it was shown that there exist sequences ai, bi, ci, and di of vectors in F
2
2 defined over
all integer i such that the sequence wi ∈ F
n+2
2 for 1 ≤ i ≤ 4k + 3 given by Table 1 satisfies
w2i−1 + w2i+1 = w2i for all 1 ≤ i ≤ 2k + 1, and all wi are distinct. Using this construction,
we show the following result.
Theorem 3.5. For any set-sequential tree T with at least 3 vertices, let u and v be any
distinct vertices in T with degree 1. Let u1, . . . , u4 and v1, . . . , v4 be the vertices corresponding
to u and v respectively in 4 distinct copies T1, . . . , T4 of T . Then the tree T
′ obtained by adding
(u1, u2), (v2, v3), and (u3, u4) as edges to the union of T1, T2, T3, and T4 is set-sequential.
Proof. Let Z be the unique path in T connecting u and v, so that when the vectors zi ∈ F
n
2
are defined as above, z1 = u and zk = v. We observe that most of the properties of the
sequence wi constructed from the path Z are not dependent on the length of Z. Specifically,
for any odd k ≥ 5, so that |V (Z)| ≥ 3, the sequence wi maintains the properties that
w2i−1 + w2i+1 = w2i for all 1 ≤ i ≤ 2k + 1, and all wi are distinct. Therefore, the sequence
wi serves as a partial set-sequential labeling for the tree T
′, where the vertices of the path
W connecting v1 and v4 in T
′ are labeled with w1, w3, w5, . . . , w4k+1, w4k+3 in order from v1
to v4, and the edges of W are labeled w2, w4, w6, . . . , w4k, w4k+2.
It remains to complete the set-sequential labeling of T ′ by providing labels for all vertices
not in W . Note that in the sequence wi for 1 ≤ i ≤ 4k+3, each vector zi for 1 ≤ i ≤ k occurs
exactly 4 times as an n-dimensional suffix, once with each of the 4 possible 2-dimensional
prefixes. The remaining 3 vectors among the wi consist of the n-dimensional 0 vector as a
suffix, concatenated with each of the 3 possible nonzero 2-dimensional prefixes. Therefore,
for each label x of a vertex or edge in T but not in Z, if the labels of the 4 copies of that
vertex or edge in T ′ are 00x, 01x, 10x, and 11x in some order, then all 2n+2 − 1 labels in
the labeling of T ′ are guaranteed to be distinct. Using this idea, we present the following
method of labeling the remaining vertices and edges in T ′.
Let q and r be any two connected vertices in T with distances d− 1 and d from the path
Z respectively. Let q1, . . . , q4 and r1, . . . , r4 be the copies of q and r in T1, . . . , T4 respectively.
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We inductively provide labels for r1, . . . , r4 given that q1, . . . , q4 are labeled with 00q, 01q,
10q, 11q in some order, using the existing labels of W , which correspond to a distance 0 from
the path, as base cases. The base cases rely on the property of the sequence wi that for any
vertex label zi other than u or v, the 4 corresponding copies of the vertex in T
′ are labeled
with all 4 possible 2-dimensional prefixes concatenated to zi. For the inductive step, if pi is
the 2-dimensional prefix of the label of qi, then label ri with f(pi) concatenated to r, where
f is defined by
f(00) = 00
f(01) = 10
f(10) = 11
f(11) = 01.
Therefore, the edge ei connecting qi and ri (corresponding to the edge e in T , connecting q
and r), is labeled with
piq + f(pi)r = (pi + f(pi))(q + r) = (pi + f(pi))e.
Because both the functions f(p) and p+f(p) are one-to-one in F22, it follows that the labels of
the 4 copies of both r and e in T ′ consist of all 4 2-dimensional prefixes concatenated with r
and e respectively. Therefore all labels in T ′ are distinct, so the labeling is set-sequential.
For a set-sequential tree T with x odd-degree vertices and y even-degree vertices, Theo-
rem 3.5 shows the set-sequentialness of at least one tree T ′ with 4x− 6 odd-degree vertices
and 4y + 6 even-degree vertices. However, if y = 0, Case 1 of Theorem 3.2 is easily used to
create a tree T ′′ with twice the number of vertices as T ′ containing no even-degree vertices.
Furthermore, Case 3 of the corollary can be used to create such a tree T ′′ even if T ′ has
more than 6 even-degree vertices, as long as T ′ has sufficiently many vertices. Using this
idea, it is easy to see that Theorem 3.5 can be used to construct sequences of trees, which
may be caterpillars, such that the diameter grows nearly linearly with the number of ver-
tices. Specifically, such sequences would be constructed by repeatedly applying Theorem 3.5
t times and Theorem 3.2 one time for some integer t, beginning from some base tree.
Another motivation for Theorem 3.5 was to find a caterpillar Tk of diameter k with at most
2k vertices such that T is set-sequential for as many positive integers k as possible. Each such
set-sequential caterpillar Tk could serve as a base case for showing the set-sequentialness of
all caterpillars of diameter k with no even-degree vertices through induction if Conjecture 1.2
were known to be true, or if a sufficiently strong subset of the conjecture were known to hold.
Theorem 3.5 succeeds in showing the existence of infinitely many such caterpillars Tk other
than paths, which were shown to be set-sequential in [4]. For example, the theorem can be
repeatedly applied beginning with the star with 3 leaves in order to show that there exists
a set-sequential caterpillar Tk of diameter k with at most 2k vertices for all integers k that
can be written in the form k = 3 · 4c − 1 for some nonnegative integer c.
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4 Concluding Remarks
In this paper, we investigate the problem of classifying set-sequential trees. We resolve
many restricted cases of Conjecture 1.2, which Balister, Gyo˝ri, and Schelp [6] introduced as
a potential general method for showing trees to be set-sequential. We then apply our progress
on Conjecture 1.2 to show the set-sequentialness of many new classes of caterpillars. We also
introduce a new method for constructing set-sequential trees that can be applied to many
classes of trees for which the method of [6] is not useful.
Many of our results are motivated by Conjecture 1.1, which states that all trees with only
odd-degree vertices, and with 2n vertices for some nonnegative integer n, are set-sequential.
In Section 3.1, we resolve certain cases of this conjecture by applying the idea introduced
in [6] of generating set-sequential trees by adding 2n−1 pendant edges to a 2n−1-vertex tree.
However, this method cannot prove a tree to be set-sequential for which fewer than half
of the vertices have degree 1. With respect to this limitation, Theorem 3.5 is particularly
interesting, as it shows the set-sequentialness of classes of trees with arbitrarily few vertices
of degree 1. We suggest that additional similar results could help approach the problem of
showing the set-sequentialness of all trees with only odd-degree vertices.
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