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Abstract: In this paper we will propose some extrapolation methods for sequences (S,) for which we know an 
asymptotic expansion of the inverse of the error. These methods are based on the E-algorithm and will be applied to 
the acceleration of certain classes of continued fractions. Some numerical examples are given. 
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1. Introduction 
Let (S,,) be a sequence converging to S for which we know a convergent asymptotic expansion 
of the inverse of the error, that is, we know a family of sequences { ( gi( n)),, i > l} such that 
i.e., 
Let us suppose that ( gi( n)),, i 2 1, satisfy the following properties: 
lim g,(n) = 00, 
n-too 
g;+l(n> = o(g,(n)), n + 00, &+1(n) = o(Ag,(n)), n -+ 00, Vial. 
We can write (1) in the following equivalent form: 
Qk>l l=b;g,(n)+b,h,(n)+ 0.. +b~gk(n)+b,h,(n)+o(g,(n)), 
with 
bl= -Sbi, i=l,..., k, hi(n)=Sng,(n), i=l,..., k, HEN, 
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which gives 
Vk>l b;Ag,(n)+b,Ah,(n)+ --. +GAg&) + hAh&) = o(Agh)). 
Dividing it by b,Ag,( n) and setting 
&,+1(n) 
u&@(n) = Ag,(n) 3 
&+h) gi+l(n) 
Ag,+,cnj i=l,...,k-1, (2) 
%%(n) = &(n) = “PI Agl(n) + ‘rz+l 
4%(n) ’ 
and 
G(o) = Ahl(n) 
n Ad4 
=Sn+ASngi;;;), IZEN, 
n 
we easily obtain: 
Vk > 1 G,(O) - S = c~U;~‘(FZ) + c2U2(‘)( n) + . * . +~~~_~U$(ko:~( n) 
+CZk-*U:kOLZ(n) +o(v,',"',(4), 
with 
(3) 
(4) 
bi+l bl+ 1 
Czi-1 = - b ) c2i = - b ) i& 1. 
1 1 
This equation suggests to apply the E-algorithm [2] to accelerate the convergence of (Gn”),,. But 
in general the sequences (U,())(n)),, i 2 1, neither satisfy the conditions of the acceleration 
theorem of the E-algorithm [2] nor belong to an E-accelerable set [7]. Moreover we usually have 
u$‘(n) = Kiu$!l(n), n + co, K, # 0, 
which implies that (4) is not an asymptotic expansion of (G,“’ - S). 
We are going to propose an extrapolation algorithm which produces acceleration at each step 
when applied to sequences (Gi’O)). such that the (Q”‘(n)),, i 2 1, satisfy some properties. We 
will consider then two classes of sequences ( gi( n)), for which the (CJ(‘)(n)), given by (2) and 
corresponding to a sequence (S,,) of the form (1) satisfy these acceleration conditions, and for 
which this algorithm is equivalent to a rearrangement of the (iY$“( n)), i 2 1, followed by the 
application of the E-algorithm. 
This method will be applied to the acceleration of some classes of continued fractions. 
2. Construction of the extrapolation method 
In order to simplify notations let us give some definitions. 
Definition 1. Let {(uj(n)),, j=j,,..., i, } be a family of sequences and let us define the 
sequences ( uJF( n)),, j =j, + 1,. . . , i,, in the following way: 
(1) 
Auj(n) 
uj(n)=Uj(n)-mUjO( nEN, j=jo+l,...,iO, 
JO 
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(2) choose j, the first index such that 
uj(n> 
A% u,l(n) ~ < 00 vj=j,+1,...,i,, 
i 
'j,Cn), j=j,+1, 
(3) U,‘(n)= uj_l(n)> j(J+2<jGj,> 
'jCn)T j=j, + l,..., i,. 
Then {(u;(n)),, j=j,+ l,..., i,} is the 0*-f amily associated with {(vi(n)),, j=j,,...,i,}. 
Definition 2. Let (9) be a set of properties defined over a family of sequences and 
Y(P)= ((uj(n)),, j=j,,...,i,) satisfying (9) and 
i 
"jCn> 
Jif vjo(n) -<co Qj=j,,...,i, . 
1 
Y(P) is O*-invariant iff 
((u,(n))n, j=jO,...,iO ) ES@(g) = ((oy(n))n, j=j,+ l,...,i,} ES@(P). 
Definition 3. 9’(9’) is f3*-accelerable iff V{( u,(n)),, j = j,, . . . , i,} E 9’(P) we have: 
uj(n) 
(4 - ,‘i-f”, Uj(n) <a, j=&+l,...,i,, ( uj (n)) n given in Definition 1, 
(b) lim 
u;+1(n> = 0. 
n-m 'joCn) 
Definition 4. Let V= {(uj(n)),, j=j,,..., i, } be a family of sequences converging to 0 such 
that 
uj(n> 
Jif ujo(n) 
---<a Vj>j,, 
and let (r,,) be a sequence also converging to 0. The (r,)-bounded family for V is the set V’ of 
sequences defined in the following way: 
'joCn> 
if lim 7 =O, then V’=O, 
n-CC n 
otherwise 
(~~(n))~, j>j,: ujo(n)=uJn), nEN(; ujo+k(n)=~iCk)(n), nEN, where 
i(k) is such that i( k - 1) < i(k) < i,, i(0) = 0, lim 
Jit uW’[n) p#OVm: i(k-l)<m<i(k) ) i 
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that is, we eliminate from V the sequences which converge to 
order as (r,). 
We can then state the following acceleration result. 
Theorem 5. Let (G,“‘). be a sequence converging to S satisfying 
0 faster than or with the same 
G,“’ - S = c;Vy’( n) + c;V;‘)( n) + * . . +c;l/k(o)( n) + r,“‘, 
where cp, i >, 1, constants, 
((~‘“‘(n))~, i>, 1; (ri”‘)n) EY(.P)a B*-’ mvariant and 8 *-accelerable set, 
nlimm 
r” 
v(O) ( n ) 
=O, i=l,..., k. 
We define the following algorithm. 
Stepj(untiZj=korcard(~_,)=,Q 
G(J) = G(i-1) _ 
n n n E IV, 
v; = {(v”(n)),, i 2 j + l} is the (r,(O)),,-bounded family for the 8 *-family associated with F$1 = 
{(KC-‘-‘j(n)),,, i=j,..., j+a(j-1)). Then 
Vj>l G,(J)-S=o(G(iP*)-S), n-+oo. ” 
Proof. The proof is done by induction. Let us suppose that 
G(i-1) 
n - S = c!-‘kJ(i-r)( n) + . . . +  c,‘+~ci_l,~~~~‘l’,( n) +  r:j-l) J 
with 
(a) ((l+-“(n)),, i>,j; (rijP’))n) EY(P), 
(b) 
,(j-1) 
Jimm Y&_Ij(n) =O, i=j ,..., j+a(j-l), 
,(i-1) 
lim -<cc y 69 n+cz n 
(by the hypothesis of the theorem these conditions are true for j = 1). Then we know that 
G(j) - S = cj;iL$$(n) + . . . +~,‘Tal~~_~,Ui(:‘~~~_~,(n) + r,*(/), n 
where 
q(.O( n) = K(i-I)( n) _ AVi-1)(n) 
AJy ‘)( n) V(j-l)(n), i=j+l,..., j+a(j-1), nEN, J 
r*(i) = ,(i-1) _ n ” A;z!i;:) l$(j-“(n), n EN, 
and by the definition of the (r,(O))-bounded family for the 8 *-family associated with Tel = 
{(J?“(4)n, i >j} we can write: 
G(j)- S = c/+rkJ$(n) + cJJ’+~%;.!J~(Iz) + . . . +c,i+acj,V$&j,(n) + r,“‘, n 
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where 
(a) ((q”‘(n)),, i>,j+ 1; (r,?).) ~9’(.9’) because Y(P) is 0*-invariant, 
(b) ’ 
y(i) 
,tt py&) 
=o, i=j+1,..., j+a(j), 
,(A 
lim n < 00 
n-a r,“’ 
as Y( 9) is 8 *-accelerable. 
So the expansion of (G,j’ - S) satisfies the same properties as the one of (G,“-” - S). 
Moreover, since Y( 9) is 6’ *-accelerable, we have 
and the result follows. 0 
Let us return to the problem of accelerating a sequence (S,) satisfying (1). From the expansion 
of (GL’O’ - S) given in (4) we obtain 
Vk 2 1 G,“) - S = cyU:‘)( n) + . . . + c~$l~~~( n) + r$( n), cp constants, 
U)“‘(n) 
,‘Fm qyn) < O”, 
r2Yn) 
Jimrn p(n) = O. 
So, if we apply to (G,“)) the algorithm of Theorem 5, we will obtain acceleration at each step if 
{(vl’“‘(n)),9 i 2 l} belongs to a 8 *-accelerable and 19 *-invariant set. 
We are going to consider now two general families ( gi( n)) n of logarithmic sequences for which 
we can show that these conditions are satisfied for sequences (S,) of the form (1). The case of 
linearly convergent sequences has been treated in [7]. 
(A) g;(n) = na,, n E N, fxi > ai+r, Vi 2 1, q > 0. (5) 
Let sP(Pr) be the set of families {( uj( n)),, j > l} satisfying 
(i) Vj>l uj(n)=K,n-‘~(l+u:(n)), withO<a,<aj, I 
B. 
q(n) = --&> n+ co, bj>O, Kj#O, 
(ii) if3 i,j>l 
"j(n) 
Jiit m # 0, then: 
(2) u.(n) I =M,j[L +m,jn-‘(l +r,,(n))], 
uj(n) 
with P>O, MI/, ~,~#0, 
c 
I;jCn> =z n--+cQ, Cjj>O, nclJ ’ 
(3) aj+/3#a, Vk. 
Pl) 
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By simple but rather long calculations [7] we can show that 9’(9,) is 0 *-invariant and 
0 *-accelerable. 
It is easy to show that for sequences ( S,) satisfying (1) with (g,(n)),, i 2 1, given by (5) we 
have: 
(4 U$yn) = ~n”:+~-*‘(l + Q(n)), if olj+i # 0, 
(ii) 
with z@j( n) = 2, n~oo, pj>O, 
= 0, if aj+i = 0, 
U,(,O),(n)=SU~~‘(n)[l-_jn-“‘(l+~j(n))], if aj+lfO, 
with m, = 
a1 - Or,+1 Bj 
Sa*aj+l 
+ 0, sj(n) zny/, n+CO, Yj>OT 
if ol/+i = 0, 
1 
= --n -2a1 1 + u(o! 
a1 ( 2,-*b$ 
with ufJ_1(n) = 5, n-+03, Yj>O, 
and so, if the ( ai) satisfy 
(a) if 3j > 1 aj = 0, then Vi 2 1 ai # -aI, (6) 
04 Vj>laj--al#ak, (7) 
the family {(C$l’)( n)),, j > l} defined by (2) belongs to 9’( 9,) and we obtain acceleration at 
each step by applying the algorithm given in Theorem 5 to (Gi’O)). 
Let us now try to simplify the algorithm. In fact, the construction of (K(j)(n)), requires two 
steps: 
(1) construction of U”‘(n)) * 1 ?I’ 
q(j)(n) = v(j-l)(n) - 
AK(jhl’( n) 
Av,cj-‘,(n) q(jel)(n), i 2 j + 1, 
(2) rearrangement and elimination: 
- choose j, >j + 1 such that 
Qj)( n) 
- set I$$!;( n) = U(j)(n) n E N 
J$~+l(n) = &c)(i) where i(m - 1) <i(m), i(O) = 0, 
Vk: i(m - 1) <k < i(m) 
lim W’W < o. 
r, 
3 
n-m 
(8) 
This second step is not easy to program and can be avoided if we classify the initial sequences 
(U’O’( n)) I n in a certain “good” order. From the hypothesis (6) and (7) we know that we can 
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classify the numbers ( aj, j 2 2, cyi - al, j > 2, - 24 in a strictly decreasing way. Let us 
associate to each of these numbers a sequence ( U1(‘)( n)), in the following way: 
for j 2 2, aj+ 0 + (U$yL,(n))n, 
o(Imal + (“i$)L2(n)),, (9) 
-2fxr + (~C$?r(n))~ if aifl =O. 
This defines a new order i(j), j 2 1, of the sequences (@“(n)),,, i 2 1, and if we set 
F$@‘(n) = $)+I), j > 1, 
then we can show that in the algorithm of Theorem 5 the sequences (@j)(n)), given by (8) are 
in the good order at each step, which means 
qjy n) 
?!! L@](n) 
(00 Vi>j+l, 
and we can omit step 2 in the construction of the (y(j)( II)),, i >, j + 1. 
We have then the following acceleration result. 
Theorem 6. Let (S,) be a sequence which has the following convergent asymptotic expansion: 
& = a,g&) + azg,(n) + - - - +a,g,(n) + **. , 
n 
with g,(n) = rP, nEN, al>O, cyl>az> I.. >fxi> 0.e. 
Let us suppose that 
(HI) if 3j>l: aj=Oo, then Vial: q# --al, 
@w ~JEN GLEN Qj<.Jcuj-a,Za,Vk: j<k<L and CX~+,--(Y~<(Y~. 
We classify the numbers ( aj, j = 2,. . . , L, aj - al, j = 2,. . . , J, - 2a,) in a strictly decreasing 
order and we associate to each one a sequence (I$“( n)), as in (9) ((U”‘(n)),, i >, 1, defined by I 
(2)) rearranging these sequences: 
q(O)(n) = U{;\(n), n E N, j> 1. 
If ( G,!?),, j 2 1, are the result of applying the E-algorithm to 
with auxiliary sequences (yJ”)( n)),, j = 1,. . . , L + J - 2, then 
G”’ - s = o( G,H) - s) n , n+oo, j=l,..., L-t-J-3. 
Remark. We can show that this theorem is still true when the ( gi( n)),, i 2 1, are rational 
functions of n: 
gitn) = 
aio + ailn + ai,n2 + - - - +aik nkJ 
b,, + b,,n + bi2n2 + * - - + bim,rP ’ 
i>, 1, 
with (Y~ = ki - mi a strictly decreasing sequence. 
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Let us consider now another family of sequences ( g,(n)),, i >, 1: 
gJn) = (log ny> P > 0, 
(B) g*(n) = 1, (10) 
gi+*(n) = KU, (log n)” Vi>,l,with(Y,)Oand\dj>,l, CX~SGLY/+~. 
Let us study the behavior of the (V,‘o’(n)),, i 2 1, corresponding to a sequence (S,,) of the form 
(1) with (g,(n)>,> i 2 1, given by (10). As Uj”(n) = 0 Vn, if we set: 
<‘O’(n) = 
[ 
U{‘)(n), i = 1, 
q!f)l(n), i > 1, 
then 
G,“’ - S = c;V/@( n) + c;V$‘)( rz) + + * * , 
and we can show that 
Q@‘(n) = -a,‘(log n)-2B, n + co, 
Q&) z - ~~-5+I(log QJ+l-fi+-l, n+ccJ, 
v,:“‘(n) = W,?‘-,(n), n + 00, 
G(O) _ S n = - $(log n)-2P= o(S, - S), n+co. 
Let us eliminate V,‘“)(n) by the 0 procedure [3]: 
G(1) = ($0’ _ 
n n 
A<(“( n) 
v(‘)(n) = q’“‘(n) - Avco,(n) V~“‘(n), i >, 2. 
1 
By simple calculations we can show that 
6) ?Zz’,‘ll(n) = Cin-a~+Z(lOg n)p.+2-p+2(l -I- u:\,(n)) Vi >, 1, 
with Ci Z 0, r~$$~(n) = n --, 00, ai1 > 0, 
(11) 
(12) 
(ii) Vi:)(n) = SV,ci’!,(n)(l + &j(n)), &j(n) = --&(log n)-P, n+ co, Vial. (13) 
so 
GJ1) - S =: C,lnua3(log n)‘3-8+2, n + cc~ 9 G,“) - ,S’ = o( GJ”’ - s), n --) 00. 
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Let 9’( PI) be the set of families of sequences satisfying 
(i) z+z) = Cin-“(log n)b’(l + u?(n)), 
with Cj # 0, aj > 0, bjE R, Ui*(?z) = 
C,* 
(log n)“’ ’ n - 
co, Cj>O, 
(ii) vj>, 1 Uj+*(n) = o(uj(n)), n -+ 00, 
(iii) 3/3>0 Vjal if lim 
u,+An) 
# 0, then 
n+cc uj(n) 
uj+,(n)=Kjuj(n)(l+uj(n)), Kj#O and uj(n)= KJ 
(log n>a ’ 
n-+ oo, K,*#O, 
Vj>l aj<aJ.+l and if aj = aj+l, then bj >, bj+l, 
'j+2 "j+l 
if aj = aj+l and b, = bj+l, then Or 
'j+2 = aj+l and bj+l- bJ+2 > P. 
By simple but rather long calculations we can show that Y( P2) is 8 *-invariant and 0 *-acceler- 
able. Moreover 
which means that to construct the t?*-family we only have to apply the 19 procedure and we do 
not need to rearrange the terms. 
By (12) and (13) we can see that {(y{“(n)),, j >, 2) E 9’(P2) if (pi) satisfy the following 
condition: 
if aj = olj+r, then Pj-P>Pj+r, (14) 
and so in this case the application of the algorithm of Theorem 5 accelerates (G,“‘),‘s 
convergence. 
These results can be summarised in the following theorem. 
Theorem 7. Let (S,,) be a sequence which has the following convergent asymptotic expansion: 
&=a,g,(n)+a,g,(n)+ -*- +a,g,(n)+ em-, nEN, 
n 
with (g,(n)>,, i 2 1, given by (10) and (14). Then if we apply the E-algorithm to (S,,) with 
auxiliary sequences goi( n) = v’o’(n), i > 1, defined by (11) we obtain the sequences (GL’)),,, i >, 0, 
satisfying 
G(‘)-S=O(G,(‘-~)--S), n+oo, Vial, n G,‘O’-S=o(S,-S), n+cc. 
These methods have been programmed and applied to the acceleration of some classes of 
continued fractions. 
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3. Application to continued fractions; numerical examples 
The construction of extrapolation methods based on the asymptotic expansion of the inverse 
of the error was motivated by the 
continued fraction 
acceleration of continued f&t&s. In fact, let us consider the 
cf=l+ 
a0 
a1 ’ 
1+ 1+ . . . 
05) 
where (Q) is a rational function of k: 
uo + ? + 2 + . . . 
k2 
, k > 0, LJ integer, (16) 
and let us suppose that it converges to a finite value. 
We know that 
cf, = cf + 
Xi2’ 1 
bX,“’ + aXC2) 
= cf + 
k a + bXj”/X,‘2’ ’ 
where cf, is the k th convergent of the continued fraction and Xk , (I) Xf’ are the solutions of the 
recurrence relation associated to (cf) : 
-&kxk+l +X,+X,-,=0, k>l, 
(Xi’) being the dominant one). 
From the analysis of the asymptotic behavior of the solutions of a PoincarC’s type recurrence 
relation given in [1,6,8], Hautot obtained the asymptotic expansion of (cfk - cf) in the following 
form [4,5 1: 
cfk-cf= X,+hlgl(n)+1A2g2(n)+ -** ’ gj+l(n)=O(gi(n)), n + 00, Vi> 1. 
We can show that the cases where the convergence of the approximants (cfk) is very slow (and 
so it is interesting to accelerate) are those corresponding to the following values of u and of the 
coefficients ( ai) of ( ak)‘s expansion [4]: 
u=o, 
(Cl) 1+ 4a, = 0, 
a, =o, 
= cf, - cf = 
1 
A, + k’(h, + X,k-’ + X,k-2 + . . . ) ’ 
1 + 16~2 > 0, 7 = (1 + 16a2)1’2, 
(C2) u = 0, 
1+ 4a, = 0, 
a, =o, 
3 cf, - cf 
1 
= 
ho+pO log k+A,k-‘+p.,k-’ log k+ a-. * 
1 + 16u, = 0, 1 
If (cf,), is the convergents sequence of a continued fraction 
(a) if parameters u, ui, i = 0, 1, 2, satisfy conditions (Cl), 
conditions, 
satisfying (15) and (16) and 
then (cf,), satisfy Theorem 6’s 
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(b) if parameters 
conditions. 
So we can apply 
u, ai, i = 0, 1, 2, satisfy conditions (C2), then (cf,), satisfy Theorem 7’s 
the algorithms given in these theorems to accelerate (cf,)‘s convergence. 
These algorithms have been programmed and their acceleration properties are very well il- 
lustrated in the following numerical examples. 
Numerical examples 
Let (S,) be the sequence of convergents of the continued fraction 
cf=l+ a0 
a1 ' 
1+ 1+ . . . 
and we consider the following choices of (a,): 
(a) 
1 0.009 
a/c= --- 
4 (k+l)2’ 
k E N , cf = 0.469192286382208 
j u=O, a,= -$, a, =O, a2= -0.009. 
Then, by (Cl), we can show that (Sk), satisfy Theorem 6’s conditions with ( gi( n)) “, i > 1, given 
by 
g,(n) = nW5W~, g2(n) = 1, g,(n) = n(“.856)“2-i+2, i >, 3, rlEr+l. 
The results of applying the algorithm defined there to (S,,) are summarised in Table 1. 
04 
1 (2k+5)2 
CQ= -16 (k+2)(k+3), kEN, cf=O.375. 
Then 
1 
4k2 + 20k + 24 
j u=O, a,= -:, a,=Oand a2= -&, 
Table 1 Table 2 
no=20 no=20 
n S, GE n 1 G("-"o-1) no 
21 1.220 2.625 2.625 
22 1.238 2.665 3.053 
23 1.255 2.702 3.720 
24 1.272 2.739 5.043 
25 1.288 2.773 6.287 
26 1.303 2.807 7.680 
27 1.318 2.839 7.814 
28 1.332 2.870 7.833 
29 1.346 2.900 8.320 
n S” 
G(“-“0) 
Rn 
20 0.570 1.054 
21 0.577 1.236 
22 0.583 1.442 
23 0.590 1.700 
24 0.596 1.925 
25 0.602 2.785 
26 0.607 3.279 
27 0.612 4.046 
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and so, by (C2), the conditions of Theorem 7 are satisfied with ( gi( n)),, i >, 1, given by 
g,(n) = log n, gz(n> = 1, g2i+l(n) = Ki log n, i = 1, 2 ,..., 
g,;+*(n) = n-‘, i = 1, 2 ,..., 
Applying the algorithm defined there we obtain the results of Table 2. 
As the limit S of (S,) is known in both cases, in these tables we compare the number of exact 
figures of quantities computed with the same number of terms of the initial sequence. The results 
show that the number of exact figures increases at each step of the algorithm, which confirms the 
theorical acceleration results of Theorems 6 and 7. 
Other methods to accelerate this type of continued fractions can be found in [4]. The 
preceding examples are only given for illustrating our theoretical results. 
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