A.1. Liposome photooxidation experiments
In the experiments, different combinations of phosphatidylcholine (PC) liposomes (Table A1) were incubated under natural sunlight to simulate the heterogeneous distribution of lipids found in natural membranes.
A.1.1. Preparation of liposomes
Liposomes are frequently used as structural analogs for membrane lipids (Wagner et al., 1994) in studies of lipid function and oxidation in both plant (e.g., Zhou et al., 2009 ) and human (e.g., Thomas et al., 2010) cells. For this study, an Avanti Mini-Extruder and seven species of synthetic phosphatidylcholine containing fatty acid moieties of varying unsaturation and chain length (full list, Table A1 ; molecular structures, Fig. A2 ) were obtained from Avanti Polar Lipids, Inc. (Alabaster, AL, USA). To improve the yield during the extruding process, the liposome suspensions used in the experiments were prepared from lipid films rather than from the simple dry lipid mixture recommended by the manufacturer. Detailed protocols for preparation of both films and liposomes have been published online and may be cited by DOI at https://doi.org/10.17504/protocols.io.haub2ew.
To prepare the films, known quantities of each lipid dissolved in chloroform (approx. 200 µL) were dispensed into 20 mL precombusted, round-bottomed, screw-top glass vials using a solvent-washed glass syringe. The chloroform was then evaporated under a constant stream of nitrogen gas while the vial was revolved continuously by hand around its major axis. By gradual evaporation of the chloroform in this manner, the lipid was deposited as a thin film along the inside wall of each vial. Residual chloroform was removed via vacuum centrifugation (30 minutes), the vials flushed with argon, and screw-top threads sealed with Teflon (PTFE) film. The vials were then capped and stored until needed (in all instances, < 2 months) at -20°C. The final quantity of lipid in each tube ranged from 500-2000 µg, depending on the species. Fresh liposomes were extruded from these films 1-2 hours before the start of each experiment according to a modified version of the manufacturer protocol. Briefly, for each lipid to be evaluated, a film was retrieved from cold storage and hydrated with 500 µL of a buffer solution containing 260 mM NaCl and 50 mM Tris (both reagent grade, Fisher Scientific, USA). The tube was then incubated for one hour at 60°C while subjected to gentle agitation. Using the Avanti Mini-Extruder, liposomes were then extruded from the lipid suspension by forcing the suspension multiple times through a 0.2 µm polycarbonate membrane. The extruder was maintained at 60-70°C by means of a hot plate. The protocol was repeated for as many lipids as required. Extruder components and syringes were rinsed between preparation of each batch of liposomes and a new membrane was used for each lipid. Based on concentrations of PC 22:6, 22:6 observed in t = 0 samples from the experiment for which we present results in Fig. 4 and Table 1 , we recovered 80.5 % of our starting lipid film as liposomes (t = 0 concentration, 1108 ± 125 pmol mL -1 ; calculated concentration based on known mass of lipid film, 1376.1 pmol mL -1 ).
A.1.2. Design and conduct of experiments
For each of the five experiments, a different combination of these liposomes (Table A1) was dispensed into a precombusted glass beaker fresh natural seawater filtered to either 0.2 or 0.7 µm ("-het.
bact." and "+ het. bact." treatments respectively). Raw seawater used for both experimental matrixes was collected from the nearby harbor within an hour of the start of each experiment using tubing was flushed with 5 % hydrochloric acid. By filtering to 0.2 µm, we endeavored to exclude phytoplankton and heterotrophic bacteria while retaining dissolved organic matter. By contrast, the 0.7 µm-filtered matrix allowed us to evaluate the interaction between heterotrophic bacteria and UVR exposure in the presence of the liposomes; in these samples, we sought to retain a large fraction of the heterotrophic bacterial community but exclude the majority of large-celled eukaryotic phytoplankton.
A sufficient number of fused quartz glass incubation vessels (34.5 mL; Technical Glass Products, Painesville Twp., Ohio, USA) were then filled with the liposome-seawater suspension(s) to permit evaluation in triplicate at several time points of the light-exposed, + UVR treatment and, in the case of the 20 Nov. and 14 Dec. experiments, the -and + het. bact. treatments. Parallel incubations were conducted in vials of standard borosilicate laboratory glass (40 mL EPA vials of usable vol. 42 mL; Fisher Scientific, USA). The transmission spectrum of the borosilicate glass was nearly indistinguishable from the fused quartz at wavelengths > 320 nm (Fig. A1) . To eliminate headspace when liposome suspensions were dispensed into the treatment vials, all vials were filled to slightly overflowing. The mouths of the vials were then covered with PTFE film prior to stoppering (quartz vials) or securing with screw caps (borosilicate vials). Black electrical tape was used to further seal the outsides of the stoppers or screw caps to ensure vials did not inadvertently open during incubation in the aquarium.
To simulate surface-layer conditions in the adjacent coastal ocean, incubations were conducted in a large, outdoor, green-bottomed aquarium at a water depth of 0.6 m. The aquarium was left open to the sky for the duration of each experiment. The Palmer Station seawater intake system was used to circulate fresh seawater through the aquarium at a rate sufficient to gently agitate the incubation vessels; the rate of circulation also served to maintain the water at a constant temperature. Total exposure times in the experiments ranged from 8.2 to 12.4 hours. Although we kept the incubation vessels as close to the center of the aquarium as possible, some minor shading of the samples might have occurred during the early mornings when the zenith angle was low and incoming radiation fluxes were small. Vials were placed in the aquarium at least one vial length away from each other (15 cm) to minimize interactions between samples.
A.1.3. Treatment of samples from liposome experiments
Samples were transferred at predesignated timepoints during each experiment to precombusted., 200 mL glass separatory funnels. 30 µL of a synthetic IP-DAG (dinitrophenylphosphatidylethanolamine, or DNP-PE; Avanti Polar Lipids, Inc., Alabaster, AL, USA) was immediately added at known concentration as an internal standard. 20 mL dichloromethane (HPLC grade; Sigma-Aldrich) was then added, followed by 50 µL of 45.4 mM butylated hydroxytoluene (BHT; 99.8 %, Acros Organics) in HPLC-grade methanol (CHROMASOLV for HPLC; Sigma-Aldrich), thereby achieving an antioxidant concentration of 0.0025% (w/v) in the organic phase (Yao et al., 2008) .
The funnel was then stoppered and mixed vigorously three times; phases were allowed to separate briefly between mixing. The organic phase (ca. 20 mL) was then collected into a precombusted glass vial and reduced in volume to approx. 1.5 mL using a nitrogen blowdown system. The final extract was transferred to a precombusted HPLC vial, topped with argon, and then stored at -80°C until ready for analysis.
A.1.4. Malondialdehyde assay kit
The assay for malondialdehyde (MDA) was carried out according to the manufacturer protocol for tissue/cell samples using 400 µL sample, 300 µL of the provided lysis buffer, and 6 µL BHT (Lipid Peroxidation/MDA Assay Kit ab118970; Abcam Inc., Cambridge, UK). A 510/535 nm excitation/emission filter pair was used for fluorometric detection and quantification of the MDAthiobarbituric acid (TBA) adduct.
A.1.5. Enzyme assay protocol and interactive script for rate determination
Assays for the bacterial exoenzymes lipase, alkaline phosphatase, a-D-glucosidase, and LLeucine-4-methylcoumaryl-7-amide, or leu-MCA, were conducted as described in Edwards et al. (2011) .
Briefly, pre-prepared 96-well plates containing the substrates were inoculated with aliquots of sample from each treatment; the plates were incubated in darkness at the same temperature as the water in the aquarium. The hydrolysis of these substrates and the attendant release of the free fluorophores 4-methylumbelliferone and 7-amino-4-methylcoumarin was monitored over time using a Tecan Infinite F200 Pro plate reader. External standard curves were used to convert fluorescence values to concentration units; enzyme hydrolysis rates were then calculated by linear regression from the observed changes in concentration. A more detailed protocol and interactive MATLAB script for calculation of hydrolysis rates from raw fluorescence data are available at https://github.com/jamesrco/ExoenzymeHydroCalc
A.2. Acquisition and analysis of irradiance data

A.2.1. Data collected with the Jaz spectrometer
A.2.1.1. Time-series measurements during the liposome photooxidation experiments
During the experiments, in situ measurements with the Jaz instrument were made in the on-deck aquarium at the same 0.6 m depth as the incubation vessels using an upward-facing plane irradiance cosine corrector (180° field of view) and 5 or 10 m fiber optic cables that had been factory calibrated for absolute irradiance measurements from 210-850 nm. Irradiances were recorded at 1 min. intervals.
A.2.1.2. Depth profiles in Arthur Harbor
Profiles were made at Station B, a 75 m deep sampling location about 1 km offshore, occupied twice weekly during the austral summer as part the Palmer Long Term Ecological Research (PAL-LTER) study (Fig. 1b) . Surface-corrected irradiances from depths immediately below the sea surface to 8 m were used to calculate a series of Napierian wavelength-dependent downwelling attenuation coefficients, ! " ($), for wavelengths from 320-700 nm, according to:
where & ' ($) is the spectral irradiance at depth / and & )* ($) is the spectral irradiance just below the sea surface. Due the low signal-to-noise ratio in our in situ irradiance observations at wavelengths < 320 nm, we estimated ! " ($) for these wavelengths from an exponential model fit to the adjacent data (Fig. A3 ).
To achieve minimum boat shadow while making the profile measurements, the light sensor (cosine corrector) and 10 m fiber optic cable were streamed away from the small boat using a counterweighted lowering frame in a direction that was both to windward and toward the sun. The frame was designed to maintain the sensor's vertical orientation toward the sea surface. During data acquisition, the boat was allowed to drift downwind from the measurement location to a suitable stand-off distance.
Depth was monitored using an attached LAT 1000 Series pressure and temperature sensor (Lotek Wireless Inc., Newmarket, ON, Canada). Spectra were obtained at 16 depths from 0 to 8 m on days when few or no clouds were present. The profile data presented in Fig. A3 (from which we made the estimates of ! " ($) used in the lipid photooxidation calculations) were collected between 11:07 and 11:11 a.m. local time (GMT-3) on 15 December 2015 at PAL-LTER Station B; the solar zenith angle was 46.1°. While the Jaz sensor was deployed at depth, we made series of concurrent surface irradiance measurements with a LI-COR PAR sensor (model LI-193SA; LI-COR Biosciences, Lincoln, NE, USA); these were used to correct the depth profile spectra for changes in incident light intensity (due, e.g., to variations in cloud cover) that occurred between measurements. Eq. A.1 was solved 14 times at each wavelength to estimate ! " ($); we used the mean value for each wavelength in our subsequent calculations ( Fig. A3 ; Table A3 ). The associated uncertainties were assimilated in the Monte Carlo error analysis. Because these ! " ($) are based on irradiance data collected only within the mixed layer, they should be used with caution if applied to the rest of the water column. Subsequent measurements with a more advanced profiling instrument, described below, were used to confirm the accuracy of the ! " ($) at select wavelengths.
A.2.2. Depth profiles with the C-OPS instrument
Recognizing that we could not precisely monitor the attitude of the light sensor during the Jaz deployments, we reoccupied PAL-LTER Station B during a subsequent field season with a more advanced C-OPS profiling instrument (Biospherical Instruments Inc., San Diego, CA, USA). Irradiance data were acquired on 16 November 2017 at 18 wavelengths from 0 to 65 m at an effective vertical resolution of 4 mm. Data were subsequently controlled for pitch, roll, and upcasting according to Brosnan (2015) and Morrow et al. (2010) . Eq. A.1 was then solved 1,052 times at each wavelength to estimate ! " ($). While we were unable to directly compare the Jaz and C-OPS in simultaneous deployments, the ! " ($) we estimated from the 2017 C-OPS profile agreed generally with those we estimated from the Jaz data collected at the same location two years earlier (Fig. A3) .
A.2.3. Mathematical conversion of irradiance data
Where necessary for apparent quantum yield (AQY) calculations (main text, Section 2.6), we ? ' were computed using the R package RAtmosphere (Biavati, 2014).
A.2.4. Confirmation of calculated irradiances using chemical actinometry
A.2.4.1. Methodological details
Because it can be difficult to determine the optical pathlength in a curved vessel (Vähätalo et al., 2000) , we conducted a follow-up experiment in 2017 to compare irradiances calculated from the in situ spectrophotometer data (Eq. 2, term under integral sign) to those measured directly in quartz glass vials using nitrite and nitrate-based chemical actinometers (Jankowski et al., 1999; D. J. Kieber et al., 2007) .
The response bandwidths of the two actinometers were 330-380 and 311-333 nm, respectively. In the experiment, which was conducted on 14 November 2017, vials containing the actinometer solutions were incubated in triplicate for 2.6 h in the same outdoor aquarium used for the liposome experiments. The solar zenith angle at the experiment midpoint (local noon) was 47.2°. The tank temperature was maintained at -1°C; as a precaution against freezing, the actinometer solutions were made up in 0.7 M sodium chloride, as described in D. J. Kieber et al. (2007) . The quartz vials containing the nitrite actinometer solution were sheathed in 4 mil Mylar D (polyethylene terephthalate) film; the mean transmissivity of the film over the response bandwidth (330-380 nm) and the transmissivity at the nitrite absorbance maximum (355 nm) were both 0.69.
A.2.4.2. Results
The irradiance we measured using the Mylar D-wrapped nitrite actinometer (20.5 ± 0.8 µmol photons cm -2
; mean ± SD of n = 3) was not significantly different from the integrated irradiance we estimated from the in situ Jaz data for the 330-380 nm spectral band (19.9 µmol photons cm -2
). By comparison, the irradiance we measured using the nitrate actinometer (2.6 ± 0.2 µmol photons cm
) was less than the irradiance we estimated for the 311-333 nm band (4.6 µmol photons cm -2
). These results suggest the in situ spectrophotometer provided accurate estimates of irradiance across a wide swath of the UVA spectrum despite underestimating fluxes in the narrower 311-333 nm band, which was less relevant to our work. This pattern was consistent with previous findings for a similar incubation system in which curved glass vials were used (D. J. Kieber et al., 2007) .
A.3. Benchtop lipid and seawater absorbance measurements
A.3.1. Methodological details
Wavelength-specific absorbances of various PC lipid standards ( 
Transmission spectra of the glass incubation vessels (Z($); Fig. A1 ) were recorded using the same instrument on which the liposome and seawater absorbance spectra were acquired; these Z($) were recorded as fractions.
A.3.2. Results
The capacity of PC 22:6, 22:6 to absorb light in both the UVB and UVA spectral bands exceeded by more than an order of magnitude those of direct molecular analogs containing fully saturated (PC 22:0, 22:0) and monounsaturated (PC 22:1, 22:1) fatty acids of the same chain length (Fig. A4c) ; the large difference we observed between the molar absorptivity of the hexa-unsaturated compound and its more saturated analogs was corroborated by similar results previously reported for other sequences of related phospholipids (McHowat et al., 1996; Spector et al., 1996) . In addition, UV-visible absorbance measurements of docosahexaenoic acid, the constituent fatty acid of PC 22:6, 22:6, indicated that the parent molecule's light-absorbing capacity was due primarily to the presence of the highly unsaturated acyl moiety and not the polar headgroup (Fig. A4b, c) . Absorbance measurements of the lipid standards were repeated for verification in three independent experiments over the course of two months. While no molar absorptivity data have been published for PC 22:6, 22:6 or other individual IP-DAG, the we calculated for DHA agreed generally with values found in the literature (Whitcutt, 1957) .
A.4. Collection of water column lipid samples
A.4.1. Methodological details
In addition 
A.5.3. Procedures used for weekly and real-time calibration of the Exactive
The mass spectrometer was calibrated as required in both positive and negative ion modes by infusing calibration mixes available from ThermoFisher Scientific. Deliberate lock masses were also used for real-time recalibration; C16:0 (m/z 255.23295) and C18:0 (m/z 283.26425) fatty acids were used in negative ion mode, while ammonium adducts of a series of polysiloxanes (m/z 536.16537, 610.1842, and 684.2035) were used in positive ion mode. At least one of the lock masses was found during each positive and negative full scan event.
A.5.4. Identification and quantification of lipids & oxidized lipids
All HPLC-ESI-MS data were analyzed in R (R Core Team, 2016) using open-source tools according to the lipidomics workflow described in Collins et al. (2016) . MS data were first converted from vendor format using msConvert (Kessner et al., 2008) ; xcms (Benton et al., 2010; Smith et al., 2006; Tautenhahn et al., 2008) and CAMERA (Kuhl et al., 2012) were then used for peak-picking, retention time alignment, and identification of secondary isotope peaks. The LOBSTAHS lipidomics discovery software (Collins et al., 2016 ) was used to putatively identify the processed, high-quality MS features based on exact mass, retention time, and diagnostic adduct hierarchy. For intact PC species and their constituent fatty acids in the liposome experiment data, we confirmed each putative identification from the LOBSTAHS software using two additional means: (1) via comparison of data-dependent MS 2 spectra with those from authentic standards or published reference spectra and (2) We were unable to definitively identify the structures of these oxidized and lyso species in all cases because (1) our MS method did not yield fragmentation spectra at levels > MS 2 and (2) commercial standards do not exist for the vast majority of ox-PC species. However, using exact mass, headgroup fragments, and retention time, we identified nearly all of these compounds with a confidence falling somewhere between levels 2 and 3 in the Sumner et al. (2007) scheme. Finally, for the water column lipid data, we required the presence of each putatively identified compound in both HPLC-ESI-MS ionization modes. In these instances, we confirmed all LOBSTAHS identities using a new, experimental LOBSTAHS feature which automatically detects diagnostic product ion fragments and constant neutral losses for each lipid class (as given in Popendorf et al., 2013) in the available data-dependent MS Table A1 ). `I($) in Eq. 2 was calculated after Miller (1998) as the ratio of the Napierian absorptivity of lipid i to the total absorptivity:
A.6.2. Monte Carlo method for determination of uncertainty in AQY
First, where possible, we determined uncertainties for all individual parameters in Eqs. 2, A.7, and A.8 from experimental replication or, in the case of data obtained from single samples using the benchtop spectrophotometer, repeated analytical measurements. We then conducted a series of 10,000
simulations in which a new value for each parameter was chosen at random from a normal distribution constructed from the parameter's mean value and analytical or observational uncertainty as its standard deviation. (In the case of / eff , to which we assigned an additional uncertainty of + 100 %, we used a halfnormal distribution such that 1.8 cm was always the minimum possible value chosen.) In each simulation, the randomly chosen values from these distributions were used to obtain a different estimate of the AQY from Eqs. 2, A.7, and A.8; the uncertainties in our estimates of ! " ($) (Fig. A3) were included in analysis. The final uncertainty in each AQY estimate was determined from the set of 10,000 estimates generated during the simulation using the method of Desharnais et al. (2015) for bootstrap estimation of confidence intervals in non-normal data. We expected that the asymmetrical uncertainty associated with the / eff term would introduce some skewness into the distribution of estimates generated during the Monte Carlo simulation, preculding the use of the standard deviation of the set of simulation estimates as a simple estimator of the final uncertainty. The R code we used to conduct the simulation is available online; a link is provided below. Although we assumed normal distributions for each parameter in the simulations other than / eff , we could not be absolutely certain the underlying populations were normally distributed because of the small sample sizes.
A.6.3. Additional possible bias in method used to estimate AQY
The use of Eq. 2 to calculate an AQY requires that samples be optically thin (i.e., that ) estimated at depth / (from application of the appropriate ! " ($) to the incident SUV-100 time-series data, as described in Section A.2.1); and `i IjI" ($) is the ratio of the Napierian absorptivity of lipids in the indicated fraction to the total absorptivity.
We approximated `i IjI" ($) in Eq. A.9 as ; mixed layer depth data, Table A2 ). Uncertainities in lipid photooxidation rates calculated from Eq. A.9
were estimated using the same Monte Carlo approach described in Section A.6.2.
A.8. Conversion factors
A.8.1. Conversion factors for bacterial production rates
For the PAL-LTER bacterial production data, rates of leucine incorporation in pmol L 
A.8.2. Conversion factors applied to photooxidation rate estimates, and associated assumptions
We converted the photooxidation rate estimates presented in Section 4.2 and ) fit to the data from the 320-370 nm interval (dashed section). Superimposed are independent estimates of ! " ($) calculated from data collected with a C-OPS profiling instrument (Biospherical) at the same location on 16 November 2017 (mean ± standard deviation of n = 1,052 observations at each wavelength). Acquisition and analysis of the C-OPS data are described in Section A.2.2. All ! " ($) were calculated in Napierian mode. The Jaz-derived ! " ($) for wavelengths 290-700 nm are given in Table A3 . December. The MLD was defined according to Levitus (1982) as the depth at which the temperature difference from the surface was 0.5°C. The data from which these figures were constructed were retrieved from http://oceaninformatics.ucsd.edu/datazoo/data/pallter/datasets?action=summary&id=228 on 1 November 2016; additional mixed layer depth estimates are presented in Table A2 . The location of Station B in Arthur Harbor is shown in Fig. 1 . correspond to those used in Fig. 5 and Fig. 6 in the main text. Insets show the relative intensities of ions ≥ 300 or 100 m/z units (positive and negative ionization modes, respectively). Although we were unable to identify the precise structures of the three ox-PC species without further fragmentation (i.e., MS n ; see discussion in main text), we offer five lines of evidence for identities of these species as +2O and +4O products of the parent molecule, with the additional conviction that the oxidation in each case occurred at a specific position on one of the two attached acyl chains: (1) the knowledge that, by virtue of the experimental design, the observed species must be degradation products of one of the five lipids we added as liposomes, (2) agreement at ≤ 0.3 ppm of the exact masses of the parent ion adducts in both ionization modes with calculated theoretical masses, (3) systematic shifts in retention time consistent with the progressive addition of oxygen atoms, (4) the unique fragmentation spectra observed, each containing ions not present in those obtained for the parent molecule, and (5) the presence in all three of the negative ion mode MS Fig. 7 and Fig. 8 , and which is described in Table A5 . HPLC-ESI-MS analysis and subsequent identification and screening of lipids were performed as described in the main text. Fig. A9 . Relative molar distribution of seven classes of intact polar diacylglycerol (IP-DAG) in cultures of four diatoms isolated from waters of the West Antarctic Peninsula. Cultures were grown in nutrient replete medium and biomass was harvested in exponential growth phase. Lipids were identified using the LOBSTAHS software and several additional criteria described in the main text; the data in this figure represent 316 different IP-DAG identified in the four isolates. Quantification of lipids was performed using authentic standards as described in the main text. We also identified several species of diacylglyceryl carboxyhydroxymethylcholine (DGCC) in the isolates; these were excluded from the dataset used to generate the figure because we did not have a suitable authentic standard available at the time of analysis. DGCC accounted for < 1 % of the total raw IP-DAG peak area in A. actinochilus and F. cylindrus, < 3 % in Chaetoceros sp., and ~ 20 % of the total IP-DAG peak area in T. antarctica. The diatom cultures were kindly provided by C. Moreno and A. Marchetti, University of North Carolina. The full, annotated list of the lipids identified in each culture is available online at https://github.com/jamesrco/LipidPhotoOxBox/blob/master/data/nice/LOBSTAHS_lipid_identities/U NC_Marchetti_diatom_cultures_IP-DAG_pmol_totals.final.csv or https://doi.org/10.1594/PANGAEA.879582. Fig. A10 . Fatty acid composition of (a) all identifiable IP-DAG and (b) phosphatidylcholine (PC) species in the four Antarctic diatom isolates for which distributions of IP-DAG are presented in Fig. A9 . Because the current version of the LOBSTAHS software resolves the identities of IP-DAG only to the level of bulk fatty acid composition (i.e., the sum of the properties of the substituents at both the sn-1 and sn-2 positions), we were unable to determine which fatty acids were present in each molecule without additional inspection of fragmentation spectra or saponification for analysis fatty acid methyl esters (FAMES). We were able to categorize the saturation state of the IP-DAG according to the simplified scheme we present here after verifying (by inspection of fragmentation spectra) that the maximum degree of unsaturation of any single fatty acid present in these species was six (present in the form of docosahexaenoic acid, or DHA). Reported only where mean final concentration in at least one treatment was significantly different from mean initial concentration according to Tukey's "Honest Significant Difference" method with a = 0.05: p ≤ 0.05 (bold), p ≤ 0.01 (*); rates are reported as mean ± SE of n ≥ 3 replicates. The mixed layer depth was defined according to Levitus (1982) as the depth at which the temperature difference from the surface was 0.5°C; full profiles of temperature and salinity measured at Station B on 12 and 24 December are presented in Fig. A6 . Due the low signal-to-noise ratio of the Jaz irradiance data in the UVB band, ! " ($) for 290-320 nm (values in italics) were estimated using an exponential model (! " = ' ().)+,-./0.1) ) fit to values from the 320-370 nm interval. 187 ± 6 176 ± 21 3.7 ± 0.5 3.1 ± 0.4 1750 140 ± 10 217 ± 25 4.3 ± 0.8 3.1 ± 1.1 Activities reported as mean ± SE (n = 3). Hydrolysis of the two other added substrates (4-MUF-alpha-Dglucopyranoside and 4-MUF-PO4) could not be detected. a 4-methylumbelliferone-butyrate-heptanoate-palmitate; hydrolysis monitored as proxy for lipase activity b L-Leucine-4-methylcoumaryl-7-amide; hydrolysis monitored as proxy for aminopeptidase activity Fig. 7 and Fig. 8 ; the corresponding chromatogram is presented in Fig. A8 . HPLC-ESI-MS analysis and subsequent identification and screening of lipids were performed as described in the main text. a Equivalent to number of xcms peakgroups. b See Section 2.5.1 in the main text. A full list of the LOBSTAHS compound assignments applied to the data can be downloaded from https://github.com/jamesrco/LipidPhotoOxBox/blob/master/data/nice/LOBSTAHS_lipid_identities/P AL1314_LMG1401_particulate_all_LOBSTAHS_IDs_pos.csv (sample "QE003120"). Includes oxidized lipids, oxylipins, lyso lipids, and low-confidence compound assignments of unoxidized species.
