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Abstract
Here we present a sequential Monte Carlo (SMC) algorithm that can be used for any one-at-a-
time Bayesian sequential design problem in the presence of model uncertainty where discrete
data are encountered. Our focus is on adaptive design for model discrimination but the
methodology is applicable if one has a different design objective such as parameter estimation
or prediction. An SMC algorithm is run in parallel for each model and the algorithm relies
on a convenient estimator of the evidence of each model which is essentially a function of
importance sampling weights. Methods that rely on quadrature for this task suffer from
the curse of dimensionality. Approximating posterior model probabilities in this way allows
us to use model discrimination utility functions derived from information theory that were
previously difficult to compute except for conjugate models. A major benefit of the algorithm
is that it requires very little problem specific tuning. We demonstrate the methodology
on three applications, including discriminating between models for decline in motor neuron
numbers in patients suffering from motor neuron disease.
Keywords: Entropy, Model discrimination, Mutual information, Optimal design, Particle
filter, Sequential Monte Carlo
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1 Introduction
The problem of model selection is ubiquitous in the literature. There are many applications
in finance, medicine and biology that require a selection between regression models (Raftery,
1995), mixture models (Richardson and Green, 1997) or dose-response relationships (Dette
et al., 2008). Additionally, data may be costly to collect. It is important in the context of
design to account for model uncertainty (La¨uter, 1974; Dette, 1990), since designs are model-
dependent, and implement appropriate utility functions to achieve the design goals whilst
minimising overall cost.
In this paper we present a novel sequential Monte Carlo (SMC) algorithm for one-at-a-time
sequential design in the presence of model uncertainty for discrete data. A sequential Monte
Carlo (SMC) algorithm is run for each model in parallel and results are combined to compute
utility functions in the presence of model uncertainty. The algorithm is substantially less
computationally intensive than other approaches that rely on Markov chain Monte Carlo
(MCMC) for posterior simulation in sequential design contexts (see, for example, McGree et al.
(2012)). Furthermore, the algorithm does not necessitate between-model or cross dimensional
moves so it requires very little problem specific tuning. Besides computational advantages,
it is widely known that SMC provides an estimate of the evidence, which we use to compute
design utilities in the presence of model uncertainty. We also use the evidence to compute
posterior model probabilities. This convenient estimate of the evidence allows us to avoid
computationally intensive numerical integration, such as quadrature (e.g. Bornkamp et al.
(2011)), which suffers greatly from the curse of dimensionality.
Optimal experimental designs are often criticised for their general reliance on the assumption
of a particular model being true. Consequently, approaches to derive designs robust to model
uncertainty have been proposed, as an example, Woods et al. (2006). Unfortunately, designs
that offer efficient and precise estimates of parameters generally have poor ability to dis-
criminate between rival models, see Atkinson (2008), Waterhouse et al. (2009) and Tommasi
(2009). Hence, model discrimination is an important consideration when deriving a design.
The problem of model discrimination has prompted a substantial amount of research over
many years (see, for example, Stigler (1971) and Dette (1995) with application to polyno-
mial regression models). For static designs, Atkinson and Fedorov (1975a,b) introduced T-
optimality to select design points to discriminate between rival models. A recent contribution
to the theory of T-optimal designs is Dette and Titoff (2009), which gives some interesting
properties. For example, for discriminating between nested non-linear models, the T-optimal
design is shown to maximize the power of likelihood ratio tests for local alternatives. For
two nested linear models the design has support on at most m points where m − 1 is the
additional number of parameters in the larger of the two models. Sometimes these designs do
not have a sufficient number of support points to allow estimation of the parameters of the
larger model. Some explicit designs are found for simpler sets of models. Other contributions
include, for example, Ponce de Leon and Atkinson (1991) and Ucin´ski and Bogacka (2005).
Applications of T-optimal designs are limited, possibly due to their inadequacy for estima-
tion and the need to assume a true model, when little information may be available. Robust
T-optimality has been considered to relax the assumption of a true model (see Pavan Kumar
and Duffull (2011b)), but suffers from further computational requirements. An alternative
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to T-optimality for non-normal models with heteroskedastic errors is based on the Kullback-
Leibler distance between density functions for the models (see Lo´pez-Fidalgo et al. (2007)),
but again relies on the assumption of a particular model being true. Unfortunately, in most
of these approaches, the parameter of the model assumed to be true is fixed, otherwise the
computational burden becomes too heavy.
In this paper we use a design criterion based on the mutual information between random
variables for the model indicator and a future observation. The mutual information as a utility
function (Lindley, 1956) is popular generally, particularly in Bayesian experimental design.
For example it can be used in designing for efficient parameter estimation (Ryan, 2003) or
minimizing prediction uncertainty (Liepe et al., 2012). It is even used in dynamical models to
reduce the uncertainty in the filtering distribution (Doucet et al., 2002). Our objective is to
apply the utility for model discrimination. The form of this utility can be traced back to Box
and Hill (1967). Borth (1975) extends this entropy approach to include unknown parameters,
and hence designs can be derived for the dual goals of model discrimination and parameter
estimation (Dette and Franke, 2001; Tsai and Zen, 2004). For more recent applications of this
model discrimination utility function, see Cavagnaro et al. (2010) and Ng and Chick (2004).
This utility function is well known (Borth, 1975) but computational power and Monte Carlo
simulation algorithms have only recently become available. In most applications where this
utility function has been applied, conjugate priors have been used to give analytic results
(Borth, 1975; Ng and Chick, 2004) or numerical quadrature has been used (Cavagnaro et al.,
2010). Here we use SMC to approximate the necessary quantities in order to use the entropy-
based utility function for sequential design.
In this paper we first present a new SMC algorithm for Bayesian sequential design under
model uncertainty. To illustrate the algorithm we consider several applications involving
model discrimination. The motivation for this is to demonstrate our second purpose of the
paper that SMC offers convenient estimation of a model discrimination utility function that
can be applied generally, but its computation is not straightforward for non-linear or non-
exponential family models. The algorithm can be used for any design where a set of candidate
models is proposed that could possibly explain the observed data.
In Section 2 the framework and notation is set up. Section 3 provides an introduction to
sequential Monte Carlo as well as presenting our new algorithm for design in the presence
of model uncertainty. An explanation of the utility function that we use is given in Section
4, which involves ideas from information theory. We demonstrate the algorithm in Section
5 with three applications, including discriminating between models for memory retention,
dose-response curves and decline in neuron numbers in patients suffering from Motor Neuron
disease. The paper is concluded with a discussion in Section 6.
2 Framework
Consider the problem where a design is required to discriminate among a finite number, K, of
models, described by the random variable M ∈ {1, . . . ,K}. We assume one of the K models
is responsible for data generation. That is, the M−closed perspective of Bernardo and Smith
(2000, chap. 6). Each model contains a parameter, θm, with a likelihood function, f(yt|M =
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m,θm,dt), where yt represents the data collected up to current t based on the selected
design points, dt. The likelihood is constructed as follows from conditionally independent
components f(yt|M = m,θm,yt−1,dt) for t = 2, . . . , T and f(y1|M = m,θm, d1). We write
the joint distribution as f(yt|M = m,θm,dt). We note that dt depends on yt−1 in general.
We assume that the conditionally independent components are such that yt is independent
of yt−1 and dt−1 given the value of dt. It is not necessary for these components to be
independent of yt−1 given dt though. We assume that we can collect up to T observations in
total, indexed via t = 1, . . . , T . We place a prior distribution over θm for each model, denoted
by pi(θm|M = m).
We perform model choice via the posterior model probabilities, pi(M = m|yt,dt) for m =
1, . . . ,K. The Bayes factor is given by the ratio of the evidences between models i and j,
Bi,j = f(yt|M = i,dt)/f(yt|M = j,dt). For the remainder of the article we abbreviate
M = m with just m. The evidence for model m is given by the prior predictive distribution
f(yt|m,dt) = Zm,t =
∫
θm
f(yt|m,θm,dt)pi(θm|m)dθm.
The evidence, based upon the principle of Occam’s razor, provides an inbuilt penalty for
complex models where the complexity of a model is defined as the range of different datasets
the model is able to generate a priori (MacKay, 2003). Under the assumption of a discrete
uniform prior over M , the posterior model probability, pi(m|yt,dt), is proportional to Zm,t.
3 Sequential Monte Carlo and Design Under Model Uncer-
tainty
3.1 Sequential Monte Carlo
SMC algorithms are useful for sampling from a sequence of target distributions that evolve in
a smooth fashion. Originally designed for sampling from the sequence of filtering distributions
for dynamic state space models (Gordon et al., 1993), and known as particle filters in this
context, the methodology is also applicable to static parameter models using a sequence of
artificial distributions (Chopin, 2002; Del Moral et al., 2006). In this application, the sequence
of targets is built naturally through data annealing. In particular, our SMC algorithm is based
upon that of Chopin (2002), who presented an SMC algorithm for static parameter models.
Given a particular model, m, the sequence of targets is given by
pit(θm|m,yt,dt) ∝ f(yt|m,θm,dt)pi(θm|m), for t = 1, . . . , T. (1)
We now only consider a single model in the remainder of this section and drop m from
the notation. SMC consists of a series of re-weighting, resampling and mutation steps. It
generates a set of N weighted particles distributed according to each target in the sequence.
In the algorithm we continually re-weight the particles as new data are recruited until the
effective sample size (ESS) of the importance sampling approximation of the current target
distribution falls below a threshold. At this stage resampling is performed, which tends to
replicate particles with high weight whilst eliminating those with negligible weight. Following
this, we use an MCMC kernel that maintains invariance for the current target to diversify the
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particle set. Assuming we have the particle approximation {W it ,θ
i
t}
N
i=1 for the target pit, the
re-weighting step required to incorporate the next observation, yt+1, is given by
W it+1 ∝W
i
t f(yt+1|θ
i
t, dt+1),
which is a straightforward importance sampling step. The above formula arises due to data
conditional independence and also the selection of an MCMC kernel. The term, f(yt+1|θ
i
t, dt+1),
on the right hand side of the above equation is referred to as the incremental weight, which,
for an MCMC kernel choice, is given generally by the next target divided by the current target
(Chopin, 2002). Following a re-normalisation of the weights, W it+1, the particle population
{W it+1,θ
i
t}
N
i=1 approximates the target at t+1 and thus we simply set θ
i
t+1 = θ
i
t to move the
particle values to the next target.
The adequacy of this particle approximation can be assessed via the ESS, which can be esti-
mated simply using 1/
∑N
i=1(W
i
t+1)
2. When this ESS falls below a pre-determined threshold,
say E, the ESS can be boosted back to N via resampling the particles with probability pro-
portional to the weights. In this part we use systematic resampling (Kitagawa, 1996), which
generally performs better than multinomial resampling for particle filters. Resampling tends
to replicate the larger weighted particles. Following resampling, the particle set is diversified
by applying R MCMC iterations to each particle in order to achieve acceptance of a new
value with a probability close to one. The proposal distribution in the MCMC, qt+1(·|·), can
be extremely efficient if it is based upon the set of particles which are already distributed
according to the target pit+1 (Chopin, 2002). This avoids the need for re-tuning the MCMC
proposal as more data are introduced or having to implement an adaptive MCMC scheme.
The SMC algorithm to sample from the sequence of distributions given by Equation (1) for a
particular model is provided in Algorithm 1.
Algorithm 1 SMC Algorithm with an MCMC kernel.
1: Draw θi
0
∼ pi(·) and set W i0 = 1/N for i = 1, . . . , N
2: for t = 0 to T − 1 do
3: Re-weight wit+1 =W
i
t f(yt+1|θ
i
t, dt+1) for i = 1, . . . , N
4: Normalise the weights W it+1 = w
i
t+1/
∑N
j=1w
j
t+1 for i = 1, . . . , N
5: Calculate ESS = 1/
∑N
i=1(W
i
t+1)
2
6: if ESS < E then
7: Resample particle set producing {θit+1, 1/N}
N
i=1
8: Compute the parameters of the MCMC proposal qt+1(·|·) using the particles
{θit+1, 1/N}
N
i=1
9: for i = 1 to N do
10: Move particle θit+1 with an MCMC kernel of invariant distribution
pit+1(θ|yt+1,dt+1) iterated R times
11: end for
12: else
13: Set θit+1 = θ
i
t for i = 1, . . . , N
14: end if
15: end for
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3.2 Estimating the Evidence
Besides computational benefits, SMC algorithms have the major advantage that the evidence
can be approximated as a by-product of the algorithm (Del Moral et al., 2006). Again we
condition on a single model m and hence drop this index for notational simplicity. It is
not difficult to show that the ratio of normalising constants, Zt+1/Zt, is equivalent to the
predictive distribution of the next observation, yt+1, given current data yt
Zt+1/Zt =
∫
θ
f(yt+1|θ, dt+1)pi(θ|yt,dt)dθ.
Therefore we can approximate the above quantity as well as the predictive probability f(yt+1|yt, dt+1)
using the following Monte Carlo estimate
Zt+1/Zt ≈
N∑
i=1
W it f(yt+1|θ
i
t, dt+1).
Using logZt+1 =
∑t
i=0 log(Zt+1−i/Zt−i) with Z0 = 1, we approximate logZt+1 sequentially
in the algorithm.
3.3 The Algorithm
The above algorithm and results are presented for a single model m. Here we extend this
to accommodate K models, so we re-introduce the index m. To achieve this extension we
essentially run K SMC algorithms in parallel using Algorithm 1, one for each model. Each
model has its own set of N particles that approximate the posterior distribution of the pa-
rameter of that model. Therefore, each approximation has its own ESSm that highlights the
quality of the particle approximation for a particular model m. We denote the particle set at
target t for the mth model as {W im,t,θ
i
m,t}
N
i=1. Hence after each data value is introduced to
each model, we check the condition ESSm < E for each m. If the condition is satisfied then
we resample the set of particles for model m and perform within-model MCMC updates to
diversify that particle set. Secondly when we perform the MCMC update for the parameter
of model m we repeat the step Rm times to accommodate the dimension of the model as well
as the efficiency of the MCMC proposal qm,t(·|·).
Additionally, we approximate the log evidence, logZm,t, for modelm using the particle weights
for each model m based on the above approximation. Following this, the posterior probabili-
ties, pi(m|yt,dt), may be approximated by renormalising the evidences.
This extended algorithm is fully specified in Algorithm 2. At line 4 of Algorithm 2 we introduce
the sequential design aspect and note that any design can be incorporated here. We describe
how to find the next design point to discriminate between models in the next section.
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Algorithm 2 A parallel SMC algorithm in the presence of model uncertainty.
1: Draw θim,0 ∼ pi(θm|m) and set W
i
m,0 = 1/N for m = 1, . . . ,K and for i = 1, . . . , N
2: Set log Zˆm,0 = 0 for m = 1, . . . ,K
3: for t = 0 to T − 1 do
4: Select design point dt+1 and collect yt+1 at the design point
5: for m = 1 to K do
6: Re-weight wim,t+1 =W
i
m,tf(yt+1|m,θ
i
m,t, dt+1) for i = 1, . . . , N
7: Update log evidence log Zˆm,t+1 = log Zˆm,t + log
∑N
j=1w
j
m,t+1
8: Normalise the weights W im,t+1 = w
i
m,t+1/
∑N
j=1w
j
m,t+1 for i = 1, . . . , N
9: Calculate ESSm = 1/
∑N
i=1(W
i
m,t+1)
2
10: if ESSm < E then
11: Resample particle set m producing {θim,t+1, 1/N}
N
i=1
12: Compute the parameters of the MCMC proposal qm,t+1(·|·) using the particles
{θim,t+1, 1/N}
N
i=1
13: for i = 1 to N do
14: Move particle θim,t+1 with an MCMC kernel of invariant distribution
pit+1(θm|m,yt+1,dt+1) iterated Rm times
15: end for
16: else
17: Set θim,t+1 = θ
i
m,t for i = 1, . . . , N
18: end if
19: end for
20: end for
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4 Utility for Model Discrimination
4.1 Entropy
Here we present the necessary principles of information theory that are required to understand
this paper. For a more comprehensive treatment of information theory, see MacKay (2003).
The model indicator and data are both discrete, and we use the appropriate definition of
entropy. A discrete variable X with support X has entropy
H(X) = −
∑
x∈X
f(x) log f(x),
where f(x) is the probability mass function of X. The conditional entropy of X given another
random variable Y with support Y, H(X|Y ), is the entropy of X given the knowledge of Y .
This is defined as
H(X|Y ) = −
∑
y∈Y
f(y)
∑
x∈X
f(x|y) log f(x|y).
Clearly if X and Y are independent then Y provides no information about X and we obtain
H(X|Y ) = H(X). Conversely, if Y predicts X with probability one then the conditional
entropy is zero. I(X;Y ) is called the mutual information between X and Y and is defined by
I(X;Y ) = H(X)−H(X|Y ).
I(X;Y ) has a maximum of H(X) and a minimum of 0. Mathematically, the mutual infor-
mation is the Kullback-Leibler divergence (Kullback and Leibler, 1951) between the joint and
product of marginal distributions of X and Y .
4.2 Mutual Information Utility
We denote the utility function for a proposed design point, d, given current data (yt,dt) as
U(d|yt,dt) and assume a finite set of design points, D. The data are discrete so yt ∈ S where
S is the sample space for yt. Here the utility we use is based upon the mutual information
between the model indicator, M , and the predicted observation, which we denote by the
random variable Z, given data (yt,dt). For a choice of design point d, this can be expressed
as
I(M ;Z|yt,dt, d) = H(M |yt,dt)−H(M |Z;yt,dt, d).
The design d that we choose is the one that maximises the mutual information. This is the
utility for model discrimination suggested by Cavagnaro et al. (2010) for example. Clearly,
the current model indicator entropy, H(M |yt,dt), is independent of design d and so the utility
is
U(d|yt,dt) = −H(M |Z;yt,dt, d).
Therefore our choice of the next design point, dt+1, is given by
dt+1 = argmax
d∈D
U(d|yt,dt).
In the following result we present a formula for the model discrimination utility.
8
Result 1 (Mutual Information Utility). The utility based on mutual information is given by
U(d|yt,dt) =
K∑
m=1
pi(m|yt,dt)
∑
z∈S
f(z|m,yt,dt, d) log pi(m|yt,dt, z, d). (2)
Proof. H(M |Z;yt,dt, d) is given by
H(M |Z;yt,dt, d) = EZ|yt,dt,d[H(M |Z = z;yt,dt, d)]
= −
∑
z∈S
f(z|yt,dt, d)
K∑
m=1
pi(m|yt,dt, z, d) log pi(m|yt,dt, z, d)
= −
K∑
m=1
∑
z∈S
f(z|yt,dt, d)pi(m|yt,dt, z, d) log pi(m|yt,dt, z, d).
Now from Bayes theorem, f(z|yt,dt, d)pi(m|yt,dt, z, d) = f(z|m,yt,dt, d)pi(m|yt,dt). There-
fore
H(M |Z;yt,dt, d) = −
K∑
m=1
∑
z∈S
f(z|m,yt,dt, d)pi(m|yt,dt) log pi(m|yt,dt, z, d)
= −
K∑
m=1
pi(m|yt,dt)
∑
z∈S
f(z|m,yt,dt, d) log pi(m|yt,dt, z, d).
Therefore
U(d|yt,dt) =
K∑
m=1
pi(m|yt,dt)
∑
z∈S
f(z|m,yt,dt, d) log pi(m|yt,dt, z, d).
The following result provides a slightly different formulation of the utility in terms of the
posterior given yt, dt, z, d model probabilities.
Result 2 (Logarithmic Formulation of Mutual Information Utility). We can consider that
the utility is computed for each combination of m, z and d, i.e. U(d, z,m|yt,dt). We have
then
U(d|yt,dt) = EM,Z|yt,dt,d[U(d, z,m|yt,dt)],
where U(d, z,m|yt,dt) = log pi(m|yt,dt, z, d).
Proof. The utility for d, U(d|yt,dt), is the expected utility over model and observation
U(d|yt,dt) = EM,Z|yt,dt,d[U(d, z,m|yt,dt)]
=
K∑
m=1
pi(m|yt,dt)
∑
z∈S
f(z|m,yt,dt, d)U(d, z,m|yt,dt), (3)
therefore we see that U(d, z,m|yt,dt) = log pi(m|yt,dt, z, d) comparing (2) with (3). If we
consider the original mutual information which includes H(M |yt,dt) then U(d, z,m|yt,dt) =
log pi(m|yt,dt, z, d) − log pi(m|yt,dt) (Cavagnaro et al., 2010).
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This utility had already been proposed by Box and Hill (1967). Borth (1975) provides an
alternative representation, which is effectively
U(d|yt,dt) = H(Z|yt,dt, d)−
K∑
m=1
pi(m|yt,dt)H(Z|m,yt,dt, d).
It can be shown that this representation is mathematically equivalent to the mutual informa-
tion, and is referred to as the model entropy criterion in Borth (1975).
4.3 Estimating the Utility
We now demonstrate how we approximate the quantities U(d, z,m|yt,dt) and U(d|yt,dt) of
Result 2. At the current target at time t we assume data, (yt,dt), and we propose a design
point d, where z is a possible value for yt+1 and m denotes the model. It is clear from the
expression in Equation (2) that we have to approximate the posterior probability of model
m conditional on the current data and the proposed design point, d, to use for the predicted
observation, z. We also require an estimate of the posterior predictive probability of z under
model m.
For the current target at time t we have the set of weighted particles {W im,t,θ
i
m,t}
N
i=1 for
m = 1, . . . ,K. Furthermore we have current estimates of the evidence for each model based
on the SMC approximation, Zˆm,t (and therefore estimates of the current posterior model
probabilities, pˆi(m|yt,dt)). We denote the evidence that includes the potential observation z
using design point d as Zm,t(d, z). Clearly we can approximate this evidence in the same way
as before by assuming this is a new observation. We re-weight the current particles for each
model by
wim,t(d, z) =W
i
m,tf(z|m,θ
i
m,t, d),
where wim,t(d, z) are the unnormalised importance weights that include the observation and
W im,t(d, z) are the corresponding normalised weights. Based on Section 3.2 we can obtain the
approximate predictive probability of z using
fˆ(z|m,yt,dt, d) =
N∑
i=1
wim,t(d, z).
Now using the approximation described in Section 3.2 we obtain
log Zˆm,t(d, z) = log Zˆm,t + log fˆ(z|m,yt,dt, d).
This is computed for each model. Following this, these approximate evidences can be re-
normalised to obtain estimates of the posterior model probabilities, pˆi(m|yt,dt, d, z), implying
we now have an approximation to U(d, z,m|yt,dt). Substituting these approximations into
Equation (2) we derive the approximate utility of using design point d
Uˆ(d|yt,dt) =
K∑
m=1
pˆi(m|yt,dt)
∑
z∈S
fˆ(z|m,yt,dt, d) log pˆi(m|yt,dt, z, d).
The optimal design point for t+ 1 is chosen to maximise Uˆ(d|yt,dt).
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5 Examples
Throughout all examples we use N = 10000 particles and a resampling threshold of 75%
of the original particle size, that is, E = 7500. A multivariate normal random walk with
the covariance matrix estimated from resampled particles is used in the MCMC part of the
algorithm. To demonstrate the performance of the algorithm and mutual information utility,
we consider three examples. We consider scenarios where subjects or participants in studies
or trials are allocated treatments, in a general sense. In each case the response is discrete and
the design, the choice of treatment, can be chosen from a finite set of values.
We use the algorithm in Section 3.3 to compare two designs in the examples below. We
compare a random design (select a design point randomly from D for each participant) against
a design where we choose the next design point via the mutual information utility. For both
designs we simulate the full experiment 500 times to take into account the variability from
simulated data and from Monte Carlo sampling in the SMC. The (approximate) posterior
probability of each model was recorded for each observation over the 500 runs. Note that as
long as the design selects a wide variety of design points that covers most plausible responses,
the posterior probability of the true model should converge to one as the sample size increases.
Hence model discrimination designs should aim to discover the true model as quickly as
possible.
In absolute terms the ability to discriminate between models will depend upon how precise
the priors are and how different the true model is from the other possible models. Any conflict
between the true model parameters and priors would also affect model discrimination.
5.1 Memory Retention Models
Introduction
For the first application we borrow aspects from Cavagnaro et al. (2010). The example consists
of two different models of memory retention. In our hypothetical experiment each participant
is given a set of words to memorise. After a certain lag time, the participant is required
to recall the list of words and we observe a binary outcome of whether or not a participant
correctly recalls a particular key word out of the initial set of words.
Settings
We follow similar model and prior settings as in Cavagnaro et al. (2010). The two models of
interest are the power model (pt = θ0(dt + 1)
−θ1) and the exponential model (pt = η0e
−η1dt)
where pt is the probability that the tth subject recalls the word at lag time dt. There is
prior information about the parameters, θ0 ∼ beta(2, 1), θ1 ∼ beta(1, 4), η0 ∼ beta(2, 1) and
η1 ∼ beta(1, 4) (Cavagnaro et al. (2010) use a prior for η1 that is beta(1, 80), however we
note that the true parameter value we use below, also used in Cavagnaro et al. (2010), is very
unlikely under their prior). The objective is to adaptively design the experiment to choose
lag times to best discriminate between the two models.
We consider the two scenarios of Cavagnaro et al. (2010) where each of the two models is chosen
as the data generating process. The true parameters are provided by maximum likelihood
estimates by fitting the models to a memory retention dataset analysed by Rubin et al. (1999).
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In the first scenario the power model is true with parameter (θ0, θ1) = (0.9025, 0.4861). In the
second scenario we have (η0, η1) = (0.7103, 0.0833) for the exponential model. We assume that
the observation for each participant is independently drawn from the same model. There are
100 participants in the study. The set of design points to choose from is D = {0, 2, . . . , 100}
seconds.
In the MCMC step for each model we iterate the proposal R = 5 times to achieve an almost
fully diversified sample for each model throughout all runs of the SMC algorithm.
Results
The results are presented in Figure 1. Each graph consists of a boxplot of the distribution of
posterior model probabilities of the true model over the 500 runs after each participant has
been enumerated. Note that the circles on the boxplots in Figure 1 denote the median, as
is the case with Figure 2. It is clear that the mutual information utility results in a faster
convergence of the posterior probability towards the true model in both cases, although the
discrimination problem seems easier when the exponential model is true.
5.2 Dose-response Models
Introduction
Early clinical trials are generally first-in-man studies of a developmental drug. Typically doses
are administered sequentially to subjects or cohorts, with all information from previous doses
available when selecting the next dose. From a design perspective, the aim of such studies is to
choose the next dose to precisely estimate a target dose such as the maximum tolerated dose,
see Whitehead and Brunier (1995) for example. The characterization of the dose-response
relationship under substantial model uncertainty has been of more recent interest, see Dette
et al. (2008), who note that this characterization is fundamental in clinical drug development.
As discussed next, we consider three rival models for the dose-response relationship and doses
were selected via the mutual information utility leading to a relatively efficient and precise
choice of characterization. The rival models chosen were motivated by those considered in
Dette et al. (2008), and Pavan Kumar and Duffull (2011a). Dette et al. (2008) consider a range
of dose-response relationships including linear, log-linear, logistic and Emax within a dose-
finding study for an anti-anxiety drug to estimate the minimum effective dose. Pavan Kumar
and Duffull (2011a) motivate their problem of model choice through data which could arise
from overdoses of an antidepressant. Although this was not presented as a design problem,
the research centered around determining whether the true dose-response relationship was
either linear or Emax in the predictor of a logistic generalised linear model. The rival models
in both cases motivate this example.
Settings
Like the memory retention example, the models to discriminate are binary. However the
models here are constructed through the generalised linear model framework (McCullagh and
Nelder, 1989) (although the Emax predictor is non-linear). All models here use the logistic
12
0 25 50 75 100
0
0.25
0.5
0.75
1
Subject
P
os
t P
ro
b 
T
ru
e 
M
od
el
(a) power, random
0 25 50 75 100
0
0.25
0.5
0.75
1
Subject
P
os
t P
ro
b 
T
ru
e 
M
od
el
(b) power, mutual info
0 25 50 75 100
0
0.25
0.5
0.75
1
Subject
P
os
t P
ro
b 
T
ru
e 
M
od
el
(c) exp, random
0 25 50 75 100
0
0.25
0.5
0.75
1
Subject
P
os
t P
ro
b 
T
ru
e 
M
od
el
(d) exp, mutual info
Figure 1: Results for the memory retention example. Presented are boxplots of the distri-
bution of posterior model probabilities of the true model over 500 runs for 100 subjects. In
(a) and (b) the power model is true and (a) is the random design and (b) is the mutual
information design. In (c) and (d) the exponential model is true and (c) is the random design
and (d) is the mutual information design.
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link function but differ in the form of the linear predictor as specified below
logit(pt) = θ0 + θ1dt, (linear model).
logit(pt) = η0 + η1 log(dt), (log model).
logit(pt) = β0 + β1
dt
β2 + dt
, (Emax model).
Here pt could be the probability that the tth subject experiences an adverse reaction to a drug
at dosage dt. We place relatively uninformative prior distributions on the parameters. On
the intercept parameter, θ0, η0 and β0, we use a normal prior with mean 0 and variance 100.
For the other parameters, a half-normal prior is specified with the same hyper-parameters.
We consider three scenarios, where each model in turn generates the observed data. Firstly the
linear model with (θ0, θ1) = (−4, 2), secondly the log model with (η0, η1) = (1, 2) and finally
the Emax model with (β0, β1, β2) = (−5, 7, 0.15). In all cases there were 150 participants. The
design points available for selection are D = {0.1, 0.2, . . . , 5} except where the Emax model
was true and we provide more details in the section below. We use R = 5 for the linear and
log models, and R = 30 for the Emax model in terms of repetition of the MCMC step when
necessary.
Results
From Figure 2 it is evident that the mutual information utility outperforms the random
design. This is especially the case for when the Emax model is true based on this parameter
configuration. However for this model the set of design points is D = {0.1, 0.2, . . . , 5, 20}. We
find that without the large design point of 20 we are unable to obtain the true model due
to the ability of the log model to mimic the behaviour of the Emax model. Furthermore,
the log model contains one less parameter. We are able to discriminate between the log and
Emax models quite straightforwardly by introducing a very large design point, since the Emax
model asymptotes (under this parameter configuration, the asymptote is at a probability of
0.85) whereas the linear and log models do not theoretically provide this, especially the linear
model.
5.3 Neuronal Degeneration
Introduction
Motor Neuron disease, for example amyotrophic lateral sclerosis (ALS), is an illness that
progressively destroys motor units, which are responsible for muscle movement. It is of critical
importance to be able to estimate the number of motor units, referred to as motor unit number
estimation (MUNE), in order to assess the progression of patients suffering with this disease.
Various MUNE methods exist, however the most statistically and biologically sound approach
is the one developed in Ridall et al. (2007). While MUNE is important in its own right, another
research area of interest is to determine a model that accurately captures the rate at which
neurons degenerate in general (Clarke et al., 2000) and in particular the rate at which the
motor units die subsequent to disease diagnosis (Baumann et al., 2012). Models for neuronal
degeneration are useful for understanding the disease such as subgroup analysis. In particular,
such a model of decline would be useful as an additional prognosis tool that could predict the
number of motor units at a future time.
14
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Figure 2: Results for the dose-response example. Presented are boxplots of the distribution
of posterior model probabilities of the true model over 500 runs for 150 subjects. In (a) and
(b) the linear model is true and (a) is the random design and (b) is the mutual information
design. In (c) and (d) the log model is true and (c) is the random design and (d) is the mutual
information design. In (e) and (f) the Emax model is true and (e) is the random design and
(f) is the mutual information design.
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Therefore it is of interest to determine the optimal times to sample a patient (obtaining an
estimate of the current number of motor units at each time) in order to discriminate between
the various hypothesised models for motor unit decline.
Design Settings
Instead of having independent subjects as in the previous examples, repeated observations
are taken on a particular patient. A hypothetical situation that is realistic in a clinical setting
is as follows. The patient has an initial estimate of the number of motor units, N0, taken at
t = 0. The patient could be followed up approximately every two months, with some degree
of flexibility as to when the patient is sampled during that particular month. Hence the first
follow up could occur between months 2 and 3 after the initial observation, the next between
4 and 5 months, and so forth. A 5 year study would result in 30 observations from the patient.
The goal of the study is to select times within follow up periods in which to observe the
patient in order to discriminate between hypothesised models of motor unit decline. The
first design is to randomly select a proportion of time in D = {0, 0.1, . . . , 1} to wait after the
beginning of the next follow up period (referred to hereafter as the random design). That is,
if dt = 0 then the patient is observed at the start of the tth follow up period while if dt = 1
it is at the end. The second design maximises the mutual information utility to choose a
design point in D. Finally we consider designs that provide an upper bound on utility based
on unrealistic settings. Here there are 30 different patients that start with N0 motor units
and the rate of loss of their motor units are assumed to follow the same model. We compare
the random and mutual information designs to choose between D = {1, 3, . . . , 61} months to
observe the next patient. Each observation is available before selecting the design for the next
observation, implying the worst case scenario would be a 150 year study period. Using these
designs we can determine the best that can be achieved to compare with results under the
repeated measures setting. We refer to the repeated measures and independent observations
scenarios as the restricted and unrestricted designs respectively. Within each restricted and
unrestricted scenarios is a random and mutual information design.
We note that the unrestricted designs are impractical here, but provide a gauge on the ef-
ficiency lost by having to perform a restricted design. It also provides another example for
assessing the gain of the mutual information utility over the random design.
Model Settings
In our example for this paper we consider an ALS patient with an estimated mean number
of 80 units, denoted by N0. To model the variability of the MUNE method, we consider a
discretized gamma distribution for the random variable N(t), which is the number of motor
units at time t after the initial estimate, of the form
P (N(t) = n) = cnα(t)−1e−β(t)n, for 1 ≤ n ≤ Nmax,
where α(t) and β(t) are the parameters of the distribution. Here c is a normalising constant,
which is given by 1/c =
∑Nmax
x=1 x
α(t)−1e−β(t)x where Nmax is the maximum number of units
for the patient, which is assumed to be empirically difficult to reach. Here we set Nmax = 120.
We make the assumption that the coefficient of variation of the distribution is 0.1 regardless
of the value of N(t). This gives α(t) = 100. In general the coefficient of variation would
depend upon the accuracy of the MUNE method being used. Using the mean of a gamma
distribution we find that β(t) = 100/E[N(t)]. We consider three plausible models (see Clarke
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et al. (2000) and Baumann et al. (2012)) to describe the mean number of motor units in a
particular muscle of a subject
E[N(t)] = (N0 − 1) + θt+ 1, (linear model).
E[N(t)] = (N0 − 1)e
−ηt + 1, (exponential model).
E[N(t)] = (N0 − 1)e
−(ηt)γ + 1, (Weibull model).
The addition of a one to the above models ensures that the mean always remains above one.
We use uniform priors on (0,0.5) and (0.5,1.5) for parameters η and γ respectively. The prior
for η allows for slow or fast decay while the prior for γ allows for substantial flexibility over
the exponential model. We use a data-dependent prior for θ. Here we use a study period
of (potentially) 61 months, so to ensure the mean number of motor units remains above one
under the linear model, the lowest possible value for θ is −79/61. Since a priori we assume that
all models predict a decline in the number of units, we apply a uniform prior over (-79/61,0)
for θ.
In the results below we have two scenarios: (1) the true model is the exponential model with
η = 0.03 and (2) the Weibull model is true with η = 0.03 and γ = 1.3. For the SMC algorithm
the number of repeats, R, of the MCMC kernel was 5 for all models.
Results
For the mutual information designs we are required to sum over the predicted value of z ∈ S
where S = {1, 2 . . . , 120}. At various stages of the experiment, there are some values of z
that are extremely unlikely. To save on computation, we therefore take zmin to be the 0.001
quantile of the distribution of N(t) where the mean is taken as the lowest mean out of all the
particles for all three models. We obtain zmax using a similar approach with a 0.999 quantile.
Then we sum over the restricted range, S = {zmin, . . . , zmax}, following a re-normalisation of
the predictive probabilities to ensure they sum to one (clearly the sum will be very close to
one).
The posterior model probabilities of the exponential model based on 500 independent runs
for the four designs are illustrated in Figures 3(a) and 3(b). Shown in the figure are the
2.5%, 50% and 97.5% quantiles for each design: restricted random (dashed, left), restricted
mutual information (solid, left), unrestricted random (dashed, right) and unrestricted mutual
information (solid, right). We find that very few data points are required to ascertain that
the posterior model probability for the linear model is very low (results not shown). However,
Figure 3(a) demonstrates the difficulty of attempting to distinguish between the exponential
and Weibull models in the restricted setting. We find the ability to determine the true model
is similar for the two restricted designs. The unrestricted design (Figure 3(b)) offers a great
deal of benefit, especially when the mutual information utility is used.
The results for when the Weibull model is true are shown in Figures 3(c) and 3(d). It
is evident that it is substantially easier to discriminate the models under this parameter
configuration. The unrestricted mutual information utility design (solid, right) effectively
identifies the correct model with probability 1 after 15 observations. The results for the
two follow up designs, random design (dashed, left) and mutual information (solid, left), are
mostly similar. However the restricted mutual information design offers some benefit over its
random counterpart as it is quicker at eliminating the exponential model as demonstrated by
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the 2.5% quantile of the 500 runs for both designs. However from the two examples it seems
that unfortunately there is very little to gain from using the mutual information utility in the
restricted scenario. This would mostly be due to the lack of flexibility in choosing a design
under the repeated measures scenario. This is highlighted by the stark differences with the
discriminative power achieved in the unrestricted setting.
Now we investigate the design points selected by the restricted design (Figure 4) and the
unrestricted design (Figure 5) with the mutual information utility in both scenarios. For the
follow up design, in the majority of cases, the end of the follow up period was chosen. The
start of the follow up period was chosen otherwise. Figure 4 shows the proportion of time the
first and last design points of each follow up period was chosen for the exponential (Figure
4(a)) and Weibull (Figure 4(b)) scenarios.
Figure 5 shows the proportion of time each design point is chosen under the unrestricted design
for the exponential (Figure 5(a)) and Weibull (Figure 5(b)) scenarios. There is a tendency
in both examples to select the final design point (61 months) or a design point around 20
months.
6 Discussion
In this paper we have presented a novel algorithm based on sequential Monte Carlo in order to
design in the presence of model uncertainty. An advantage of the algorithm is that investigat-
ing design utilities is much faster than approaches that use an MCMC implementation. The
SMC approach has the additional benefit that posterior model probabilities and the mutual
information utility for model discrimination can be conveniently approximated.
To demonstrate the algorithm we simply selected a discrete set of points that the design is
able to choose from. Clearly such a discrete grid does not scale well if the dimension of the
design space is increased. However, the discrete grid of design points could be replaced by an
optimiser such as simulated annealing (see Mu¨ller (1999) for instance) or SMC (see Amzal et al.
(2006) for an example). In this part, the SMC creates an artificial sequence of targets where
the utility function is annealed starting with a high temperature with subsequent decreases
in the temperature until one is convinced they have obtained something close to the global
maximum.
In our algorithm we ran a separate SMC algorithm in parallel for each model, combining them
when the mutual information utility was required and to compute posterior model probabilities
from evidences. An alternative algorithm could use a single SMC algorithm with the model
indicator added to the particle. In this way, the posterior probability of a model, m, can be
estimated via the weights of particles whose value for the model indicator is m (see Toni and
Stumpf (2010) for example). However such a method would require the development of an
iteration that allows the particle to change its model indicator, either through the approach of
Toni and Stumpf (2010) or using reversible jump within the MCMC iteration of the algorithm.
Such an approach is not generic as it would require problem specific tuning.
Borth (1975) notes that looking ahead to only the next observation is not optimal; in fact one
should look ahead to all future observations in the experiment. We implemented a two-step
ahead dynamic programming algorithm (see, for example, Mu¨ller et al. (2007)) but found it
18
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Figure 3: Results for the motor unit decline model discrimination problem. Four designs
are considered: restricted random design (dashed, left), restricted mutual information design
(solid, left), unrestricted random design (dashed, right) and unrestricted mutual information
design (solid, right). Shown are the 2.5%, 50% and 97.5% quantiles of the posterior probability
of the true model based on 500 repetitions of each design. In (a) and (b) the exponential model
is true while in (c) and (d) the Weibull model is true.
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Figure 4: Restricted design for the motor unit decline example. Shown are the probabilities
of selecting the end design point of the follow up period (cross) and the first design point of
the follow up period (circle) for each observation. (a) exponential model is true (b) Weibull
model is true.
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Figure 5: Unrestricted design for the motor unit decline example. Shown are the probabilities
of selecting each of the possible design points. (a) exponential model is true (b) Weibull model
is true.
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had negligible impact on the memory retention model discrimination problem. However, in
general the gain of a fully optimal sequential experiment would be problem-dependent.
In this paper, the application of our algorithm was to model discrimination only. However
it may be of interest to design simultaneously for model discrimination and parameter esti-
mation (Dette and Franke, 2001; Tsai and Zen, 2004). Borth (1975) suggests a total entropy
criterion, which can be computed using our algorithm with only minor modifications to the
mutual information utility. Alternatively compound designs could be used (see, for example,
Clyde and Chaloner (1996)), and these could combine the mutual information utility with
the plethora of parameter estimation utilities in the literature. It may also be of interest to
develop robust designs for quantiles in dose-response curves such as the maximum tolerated
dose (Drovandi et al., 2013) or the minimum effective dose (Bornkamp et al., 2011) and the
algorithm here can be used to obtain robust designs in the presence of model and parame-
ter uncertainty. For example, Yin and Yuan (2009) utilise Bayesian model averaging in the
sequential design of phase I clinical trials.
It was convenient to demonstrate the algorithm for discrete models with finite support since
all possible values of a future observation can be considered via a summation. However we
do not obtain the same luxury for continuous data. Assuming non-conjugate models, we
conjecture that we can accommodate continuous model uncertainty via an extra integration
step to approximate the integral over the future continuous observation. We are currently
investigating this. We are also exploring the method for higher dimensional models.
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