Based on the well-known characterization of proximity operators by Moreau, we give a short proof that the frame shrinkage operator T † S λ (T ·), where T ∈ R n×d with n ≥ d has full rank, is a proximity operator.
Introduction
Wavelet and frame shrinkage operators became very popular in recent years. A certain starting point was the ISTA algorithm in [6] which was interpreted as a special case of the forwardbackward algorithm in [5] . For relations with other algorithms see also [12] . Let T ∈ R n×d , n ≥ d have full column rank. Then, the setting argmin y∈R d 1 2
x − y 2 2 + λ T x 1 , λ > 0 is known as analysis point of view, while the ,,opposite" case T ∈ R d×n can be seen as synthesis approach, see [7] . For orthogonal T ∈ R d×d , the frame soft shrinkage operator F = T † S λ (T ·) is the solution of the above problem, but for arbitrary T ∈ R n×d with n ≥ d this is not longer the case.
Recently, the question if the frame soft shrinkage operator can itself be seen as a proximal operator was considered by some authors of this paper in [8] . They showed that the set-valued operator F −1 − Id, where F −1 denotes the pre-image of F , is maximally cyclically monotone, which implies that F is a proximal operator with respect to some norm in R d . In this short paper, we directly approach the question by using a classical result of Moreau [10] together with a correct handling of gradients in R d equipped with another norm than the Euclidean one. Note that different norms within the proximal operator were successfully used in variable metric algorithms, see [4] or [3] and the references therein.
Preliminaries
Let H be a finite dimensional real Hilbert space with inner product ·, · and norm · . By Γ 0 (H) we denote the set of proper, convex, lower semi-continuous functions on H mapping into (−∞, ∞]. For f ∈ Γ 0 (H), consider the well defined proximal operator and its Moreau envelope
Clearly, the proximal operator and its Moreau envelope depend on the underlying space H, in particular on the chosen inner product. Recall that an operator G : H → H is called firmly nonexpansive if for all x, y ∈ H the following relation is fulfilled
Obviously, firmly nonexpansive operators are nonexpansive. The following result can be found, e.g., in [1, 2, 11] .
is Lipschitz-continuous.
Clearly, ii) implies that
where Φ is convex since prox λf is firmly nonexpansive. Further, it was shown by Moreau that also the following statement holds true [10] . Thanks to (1), we conclude that F : H → H is a proximity operator if and only if F is nonexpansive and the gradient of a convex, differentiable potential Φ : H → R. Note that recently, the characterization of Bregman proximal operators in a more general setting was discussed in [9] .
In the following example, we recall the Moreau envelope and the proximity operator related to the soft thresholding operator. 
For H = R d and f (x) := x 1 , we can just use a componentwise approach. Then S λ is defined
Main result
In the following, we give a short proof that the frame shrinkage operator is a proximity operator on R d with a suitably chosen inner product. Let T ∈ R n×d , n ≥ d have full column rank, and
Obviously, T † is the Moore-Penrose inverse of T , T † T = I d and T T † is an orthogonal projector on R n . Further, A := T T T ∈ R d×d is a symmetric, positive definite matrix which gives rise to an inner product in R d via x, y A = x T Ay. In the following, let H A denote the space R d equipped with the inner product ·, · A and corresponding norm · A . The usual Euclidean inner product and norm are denoted by ·, · 2 and · 2 , respectively. For smooth functions Φ : H A → R, the gradient ∇Φ(x) at x ∈ H is defined as the vector satisfying
Using the definition of the inner product, this directly implies ∇Φ = A −1 (DΦ) T . Note that only the gradient depends on the chosen scalar product and not the Fréchet derivative itself.
Theorem 3.1. The frame shrinkage operator F : H A → H A given by F = T † S λ (T ·) is a proximity operator.
Proof. In view of Theorems 2.1 and 2.2, it suffices to show that F is nonexpansive and that there exists a convex potential Φ : H A → R with F = ∇Φ. 1. First, we show that F is firmly nonexpansive, and thus nonexpansive. Using that T T † is an orthogonal projector with respect to the Euclidean inner product, it follows
Since S λ is firmly nonexpansive with respect to the usual Euclidean inner product in R d , we obtain
Thus, F is firmly nonexpansive. 2. It remains to prove that F has a convex potential Φ : H A → R. Let e i ∈ R n denote the i-th unit vector. We choose Φ = n i=1 ϕ(e T i T ·), where ϕ : R → R is the potential from Example 2.3. Then, using the definition of the gradient together with the chain rule, it holds
Dϕ(e T i T ·)
T T e i S λ (e T i T ·) = T † S λ (T ·).
The convexity of Φ follows directly since Φ is the sum of concatenations of a convex function with linear functions.
