Appendix B
Rubric for Theory Selection Table B1 . Rubric for Theory Selection
Step Description Gather qualitative and/or quantitative data for diagnostic purposes As part of the normal process of conducting statistical action research, the researcher should enter the field to collect qualitative and/or quantitative data to both subjectively (as provided by the organization and its employees) and objectively (as framed by the researcher using existing theory) describe the problem at hand. Identify patterns in the data As the data are collected, the researcher should identify patterns that emerge. As this pattern identification process unfolds, more data can be collected if needed. Leverage the patterns to identify any applicable existing theories
The patterns in the data should be used to identify candidate theories. This can be done by aligning the variables and relationships among them that emerge as patterns from the data.
Validate theory selection in the field
Candidate theory/ies should be shared with the client organization in order to assess their validity. If the client organization agrees that the theory/ies fit, then move forward. If the client organization questions the fit, then the researcher should go back to the literature to seek out additional theories -essentially repeating this step until the client organization agrees. An option is to simply formulate a new theory, in case no existing theory is a good fit for the situation. Include multiple organizational constituents, explain theory in lay terms and ask participants to describe organizational events using their understanding of the theory. In this way, the researcher can make sure that the organizational constituents understand the theory. Finally, ask the participants if the theory helps to explain the problem. Multiple theories can be validated for use in diagnosis and intervention stages of statistical AR. Develop intervention based on theory Once the candidate theories are validated in the organization, the researcher can then develop the appropriate theory-based intervention. Validate theory selection based on intervention Once the intervention has been performed, the researcher should gather additional data in order to further evaluate the appropriateness of the theories that guided the diagnosis and intervention for this particular setting. An intervention's being successful is consistent with the selection of appropriate theories. Step Description Gather qualitative and/or quantitative data for diagnostic purposes Data collection started with collecting qualitative data through interviews with individuals that had a wide variety of job descriptions. Quantitative data was collected that showed the number of submissions and the lengths of the validation of submitted knowledge via KMS.
Identify patterns in the data
The following patterns emerged from the interviews: (1) the coach was the most important driver of agents' behavior; and (2) there was much confusion regarding how, where, and by whom the newly submitted knowledge was validated; (3) the knowledge validation process was very long (around 30 days) and quite restrictive. Leverage the patterns to identify any applicable existing theories Two theories were identified that provided a good match for the patterns identified above: (1) attribution theory and (2) knowledge validation theory.
Validate theory selection in the field These two theories were introduced to the project manager (PM) and the team that lead the intervention regarding KMS usage. The researcher who was part of the KMS project team explained the theories to the team and asked the team to provide feedback to support the theories. The KMS project team unanimously agreed that these two theories provided a good explanation for currently observed behaviors regarding limited knowledge submission to the KMS and knowledge reuse. In addition, the researcher collected quantitative data (using survey methodology) to find further support for attribution theory that showed the significant role of the coach in the decision to submit knowledge to the KMS.
Develop intervention based on theory
The KMS project team asked the researcher for suggestions regarding intervention that would persuade the agents to submit knowledge to the KMS and to reuse knowledge that was already in the KMS. The researcher offered a persuasion-based strategy and provided a sample intervention based on this theory. The KMS project team reviewed the suggestion and made changes to some parts of the suggested intervention. This updated intervention was then used to communicate the goal of knowledge submission, knowledge validation, and knowledge reuse from the KMS. Validate theory selection based on intervention Three months after the intervention the researcher collected quantitative data using the same survey as during evaluation stage. The results of the data analysis showed the role of the coach was no longer significant in agent's decision to submit knowledge to the KMS but rather it was the knowledge validation process itself that predicted behavior. In addition, the number of new knowledge submissions doubled. The KMS project team voted unanimously that the intervention was a success and suggested to the leadership of DBL Software Company to utilize the same intervention for the rest of the agents as was used in the pilot group. With management deeming the intervention successful, the KMS project team was dismissed. 
Appendix C Description of Interviews
Each interview lasted approximately 30 minutes. These interviews were done during the evaluation stage of the Statistical AR. 
Appendix D Survey Development and Data Analysis
The survey was developed following DeVellis's (2003) guidelines. Measures for usefulness and ease of use were adapted from Davis (1989) . Professional respect was adapted from Liden and Maslyn (1998) . The remaining items for submission frequency, restrictiveness, transparency, and duration of validation were adapted from Durcikova and Gray (2009) . All items except items 3 and 4 under professional respect (i.e., PR3 and PR4) were measured on a 7-point Likert scale where 1 = strongly disagree and 7 = strongly agree. PR3 and PR4 were measured using a percent scale, 0% to 100% in 10% increments.
The instrument was first reviewed by colleagues, after which minor edits were made. We pre-tested the survey with three agents at the research site to insure readability and appropriateness of terminology. The final set of items is shown in Table B1 . Note: All items measured on a 7-point Likert scale where 1 = strongly disagree and 7 = strongly disagree, unless otherwise indicated.
We sampled the 80 employees involved in the pilot testing of the intervention. We received 56 usable responses in pre-intervention and 64 in post-intervention, resulting in response rates of 70% and 80% respectively. The data were analyzed using SmartPLS 3 (Ringle et al. 2015) . PLS is a structural equation modeling technique that allows us to simultaneously evaluate the data and the theory. It is particularly well-suited for our purposes as it is good for the analysis of small data sets (Chin 1998) and is more suited for predictive applications and theory building than covariance-based structural equation modeling (Gefen et al. 2000) . We employed bootstrapping (500 samples) to test the significance of the path coefficients in the model. Following Podsakoff and Dalton (1987) , common method bias was tested via factor analysis. The procedure extracted 7 factors explaining 90% of the variance in the underlying data. No single factor had significant loadings for all items. We also utilized the marker-variable technique (Lindell and Whitney 2001) , which offers two alternative approaches for assessing common method bias. First, a marker variable that is theoretically unrelated to at least one variable in the study can be identified and incorporated into the instrument. The correlation between the marker variable and the dependent variable is a reliable estimate of common method bias. Second, the second-smallest positive correlation among the manifest variables provides a conservative estimate for common method bias. Given our study design, we employed the second method. After adjustment for the second smallest positive correlation, all significant correlations remained significant. Thus, common method bias was not deemed a problem for our analysis.
We then conducted confirmatory factor analysis to identify items that loaded poorly on their respective constructs. As a result, we dropped three items: items one and four for perceived rejection rate and item one from transparency. We examined the reliability of the remaining measures using three techniques in PLS. We first examined the item loadings to be sure that they were all above .7. Except for one item (the second item in perceived rejection rate at time 2), the loadings met this criteria. Due to the fact that the remaining reliability analysis demonstrates good reliability (ICR = .75), we retained the items. Second, we examined the internal consistency by evaluating the composite reliability. For all items at both time periods, the values exceeded Nunnally's (1978) suggested cutoff of .7. Finally, we calculated the Average Variance Extracted (AVE) for all items. The lowest value was .60, which exceeds Chin's (1998) recommended cutoff of .50. Following Ringle et al (2012) , this provides ample evidence of the reliability of the constructs.
Discriminant validity was assessed using two techniques. First, an examination of the correlation of items with their respective constructs revealed that the items correlated most strongly with their intended constructs. Second, the square root of the AVE exceeded all interconstruct correlations. Together, these measures demonstrate that the items discriminated adequately across constructs. To assess potential multicollinearity, we calculated the variance inflation factors (VIF). VIF values for all variables for both pre-intervention and post-intervention ranged from 1.0 to 1.97, below the suggested threshold value of 3.3 (Kock and Lynn 2012) . This provides evidence that multicollinearity was not a potential confound. Tables D2, D3 , and D4 provide the detailed analysis for the reliability and validity of constructs. Tables D4 and D5 shows the item-total correlations for pre-intervention and post-intervention. Note: Our literature review resulted in three categories that can influence knowledge submission, namely, operating procedures, the organizational environment, and the KMS itself. We discuss the role of the first two in Stage One of Statistical AR. Here, we discuss the role of the third category given that it is a part of the nomological network and this is how we presented the results to DBL Software Company.
As for the third category, there is an extensive literature on technology acceptance (e.g., Davis 1989; Davis et al. 1989; Venkatesh et al. 2003) that addresses, among other things, an individual's perceived usefulness, perceived ease of use, and resultant usage of a system. We note that, based on our interviews, there were no technical problems with the KMS as installed and implemented, including its knowledge submission component. We also observed nothing indicating that DBL Software Company agents blamed features of the KMS for their not making knowledge submissions. However, as part of our diagnosis, we measure certain technology-acceptance relationships, in order to control for any impact they have on making knowledge submissions. We measure perceived ease of use and perceived usefulness using instruments already available from technology acceptance research (e.g., Davis 1989; Davis et al. 1989; Venkatesh et al. 2003) and include them in our hypothesis testing as control variables. Identify theory/ies for problem diagnosis and a potential intervention.
Leverage the rubric for theory selection (Appendix B). Collect data to evaluate the theory prior to the action such that the data can be used in subsequent statistical analyses.
Understand the client organization and the process the authors went through to diagnose the problem. Evaluate the process that the authors have undertaken to identify the theory/ies. More than one set of appropriate theories can exist to diagnose and prescribe for the situation. Ensure that the client has been engaged in this process. Evaluate the data that the authors have collected and its appropriateness for further statistical analyses.
Action Planning Describe the derivation of the intervention from the appropriate theory/ies.
Evaluate the fit of the selected theories to the problem. Consult the rubric for theory selection (Appendix B). The evaluation at this point is how well the theory/ies are being followed.
Action Taking Describe how the intervention was carried out and how the identified theory/ies were used.
Evaluate the degree to which the implementation of the intervention derives from the theory/ies.
Evaluating
Carefully describe the data collection that was conducted to test the effectiveness of the intervention. For statistical action research, this should include quantitative data (e.g., data to compare to the preintervention data), and/or qualitative data to provide insights into how and why the intervention did (or did not) work as expected.
Evaluate the data collection in terms of its ability to provide insights into the problem and its intervention. Traditional validation techniques might be applied to the quantitative/qualitative data, as appropriate.
Specifying Learning
Integrate the qualitative and quantitative data in order to provide insights for the organization, the problem, and the theories used in the research.
Consistent with other research, this section should be assessed for the degree to which it derives from the data and the theories.
