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RÉSUMÉ. Pour la vérification formelle des systèmes dynamiques concurrents ou coopérants modé-
lisés à l’aide des réseaux de Petri, la méthode du dépliage est utilisée pour endiguer le phénomène
bien connu de l’explosion combinatoire. Une extension de la méthode aux réseaux de Petri temporels
à modèle sous-jacent non sauf est présentée. Le dépliage obtenu est simplement un préfixe de celui
du réseau de Petri ordinaire sous-jacent au réseau temporel. Pour une certaine classe de réseaux
temporels, un préfixe fini capturant l’espace d’état et le langage temporisé découle du calcul d’un
ensemble fini de processus finis réalisables. Les contraintes temporelles quantitatives associées à
ces processus peuvent servir à valider plus efficacement les spécifications temporelles d’un système
temps réel dur.
ABSTRACT. For the formal verification of the concurrent or communicating dynamic systems mod-
eled with Petri nets, the method of the unfolding is used to cope with the well-known problem of the
state explosion. An extension of the method to the non safe time Petri nets is presented. The ob-
tained unfolding is simply a prefix of that from the underlying ordinary Petri net to the time Petri net.
For a certain class of time Petri nets, a finite prefix capturing the state space and the timed language
ensues from the calculation of a finite set of finite processes with valid timings. The quantitative tem-
poral constraints associated with these processes can serve to validate more effectively the temporal
specifications of a hard real-time system.
MOTS-CLÉS : réseaux de Petri temporels, caractère non sauf, dépliage temporel, préfixe complet
fini, processus temporisés, systèmes temps réel durs
KEYWORDS : time Petri nets, non safeness, timed unfolding, finite complete prefix, time processes,
hard real-time systems
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1. Introduction
Les réseaux de Petri sont un outil de modélisation de la dynamique de systèmes des-
criptibles sous forme d’enchaînements d’états et d’événements. Il permet d’exprimer ai-
sément le parallélisme vrai, les mécanismes de synchronisation et de communication in-
hérents au fonctionnement des systèmes concurrents. Les réseaux de Petri temporels (ou
réseaux temporels) [13, 2] en constituent une extension temporisée tel qu’un intervalle
statique représente un délai variable associé à chaque événement potentiel du système.
Les systèmes temps réel dur [6] impliquent des échéances temporelles strictes à res-
pecter, et intègrent souvent des actions contrôlées par une alarme (chien de garde). Les
réseaux temporels peuvent modéliser ce type de système, mais se restreignent aux sys-
tèmes sous un ordonnancement non préemptif des tâches. La vérification et la validation
d’une application temps réel portent essentiellement sur l’aspect temporel, c.-à-d. sur le
respect des échéances temporelles définies pour ses tâches. Des techniques analytiques
[6], qui considèrent chaque tâche suivant un modèle canonique simple, sont souvent uti-
lisées pour vérifier l’ordonnançabilité des tâches. Mais elles impliquent souvent des ap-
proximations qui conduisent à des résultats pessimistes et à un surdimensionnement de
l’architecture matérielle du système. De plus, ces techniques ne prennent pas en compte
l’aspect fonctionnel du système qui est analysable à partir de ses comportements. Enfin,
elles ne permettent pas de vérifier des contraintes temporelles concernant les événements
internes aux tâches : les seuls événements observables sont le réveil et la fin d’exécution
d’une tâche. Les méthodes de vérification basées sur des modèles comportementaux tels
que les réseaux temporels permettent de dépasser toutes ces limitations. Malheureuse-
ment, leur mise en œuvre à l’aide des techniques courantes de vérification, basées sur la
construction d’un graphe d’états [2, 20, 3], pose le problème de l’explosion combinatoire.
L’explosion combinatoire est causée par la sémantique d’entrelacement qui est une
technique coûteuse de représentation de la notion de parallélisme. En effet, cette séman-
tique impose une mise à plat combinatoire sous forme de séquences alternatives de tous
les événements concurrents afin d’obtenir, par énumération, l’espace d’état. La taille de
cet espace d’état varie alors de façon exponentielle avec le nombre d’événements.
Pour y remédier, plusieurs techniques dites d’ordre partiel ont été proposées. Une pre-
mière catégorie de techniques alternatives sont les réductions d’ordre partiel [18, 21, 19] :
elles visent à générer un espace d’états réduit, en permettant d’économiser en entrela-
cements des événements concurrents au prix d’une énumération non totale des états ac-
cessibles. Une seconde catégorie est donnée par la technique du dépliage qui décrit des
comportements (sous forme d’une succession d’événements), appelés processus, sans en-
trelacer les événements concurrents [8]. Le calcul d’un préfixe fini du dépliage permet
de capturer l’espace d’état (ce préfixe est alors dit complet), notamment pour les réseaux
de Petri ordinaires saufs [11] et non saufs bornés [9]. La technique du dépliage a prouvé
sa meilleure efficacité pour la réduction de l’explosion combinatoire, comparativement
aux réductions d’ordre partiel, par exemple pour la vérification des circuits asynchrones
[11, 12].
Comparativement au dépliage des réseaux ordinaires, la difficulté du dépliage des ré-
seaux temporels concerne l’impossibilité d’évaluer de manière locale la faisabilité d’un
événement sans tenir compte des concurrences et des conflits, un conflit pouvant notam-
ment empêcher une occurrence du fait de restrictions temporelles trop contraignantes.
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Ceci oblige à considérer des états globaux à l’instar de la construction d’un graphe d’état.
L’extension de la technique aux réseaux temporels s’est limitée aux modèles sous-jacents
saufs [16, 5, 17]. Aura et Lilius [1] formalisent la notion de processus temporisé pour
les réseaux temporels saufs (le modèle sous-jacent pouvant être non sauf), sans définir
une méthode de calcul d’un préfixe complet. Dans [17], la méthode de dépliage temporel
proposée consiste à calculer les processus du réseau sous-jacent qui sont réalisables dans
le modèle temporisé, en associant une caractérisation temporelle quantitative à chaque
processus identifié. Elle peut toutefois nécessiter de réintroduire des entrelacements pour
certains événements concurrents dans la représentation des processus.
La contribution de ce papier est l’extension de la technique de dépliage aux réseaux
temporels à modèle sous-jacents non saufs. Le pouvoir d’expression des réseaux non saufs
est utile pour modéliser, par exemple, les systèmes producteurs-consommateurs.
Après quelques rappels sur les réseaux de Petri à la section 2, la technique du dépliage
est résumée à la section 3 ; le résultat d’un dépliage est notamment considéré comme une
union de processus alternatifs. La section 4 présente le principe de calcul des processus
d’un réseau temporel et définit l’algorithme pour obtenir un préfixe complet du dépliage
temporel, la finitude d’un dépliage complet étant conditionnée par une restriction sur le
modèle. Une illustration de la méthode est exposée à la section 5. La conclusion à la
section 6 présente quelques perspectives pour ces travaux.
2. Réseaux de Petri
2.1. Réseaux de Petri ordinaires
Définition 1. Un réseau de Petri ordinaire est un triplet N def=< P , T ,W > tel que :
– P est un ensemble de places ;
– T est un ensemble de transitions (avec P ∩ T = ∅) ;
– W ⊆ P × T ∪ T × P est la relation de flux.
Dans le contexte d’une construction finie de l’espace d’état d’un réseau de Petri,P∪T
est fini. L’ensemble des nœuds précédents (resp. suivants) d’un nœud x ∈ P ∪ T est noté
•x
def
= {y ∈ P ∪ T | (y, x) ∈ W} (resp. x• def= {y ∈ P ∪ T | (x, y) ∈ W}).
Un marquage est une application m : P → N. Dans le réseau marqué < N ,m0 >,
m0 désigne le marquage initial. Une transition t est sensibilisée par m si •t ⊆ m (en
considérant m comme un multi-ensemble de places). Le tir de t conduit au marquage
m′ = m\•t ∪ t•, ce qui est noté m t→ m′. Soit m0
σ
→ m t.q. σ = t1t2...tn ∈ T ∗ : σ
désigne une séquence de tirs (éventuellement vide) à partir de m0. < N ,m0 > est non
sauf si ∃(m, p, σ) t.q. m0 σ→ m∧m(p) > 1 (avec p ∈ P) ; le marquage m est également
dit non sauf.
2.2. Réseaux temporels
Les réseaux temporels sont une extension des réseaux de Petri telle qu’un intervalle
de délais est associé à chaque transition.
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=< P , T ,W > est le réseau de Petri ordinaire sous-jacent à N ,
– Efd : T −→ Q+ est l’application délais de tir au plus tôt,
– Lfd : T −→ Q+ ∪ {∞} est l’application délais de tir au plus tard.
Ainsi, à chaque transition t ∈ T est associée un intervalle statique [Efd(t), Lfd(t)]
de bornes rationnelles positives ou nulles tel que Efd(t) ≤ Lfd(t).
Dans la suite, un réseau temporel N est considéré comme sauf (NU pouvant être non
sauf ou non borné). Une horloge (dite locale) est associée à chaque instance de transition
t sensibilisée : elle indique le temps écoulé depuis l’instant où la sensibilisation de t a eu
lieue pour la dernière fois ; la transition t ne peut être franchie qu’instantanément et après
un délai compris dans l’intervalle [Efd(t), Lfd(t)]. Le cas particulier Efd(t) = 0 et
Lfd(t) = ∞ pour tout t ∈ T correspond à la sémantique des réseaux de Petri ordinaires :
un tir s’effectue sans contrainte de délai.
L’ensemble des horloges actives (c.-à-d. celles des transitions sensibilisées) fonc-
tionnent à la même vitesse et sans interruption. L’écoulement du temps est considéré
comme continu et donc à valeurs dans R+ (réels non négatifs). Dans un réseau tempo-
rel, un état est non seulement défini par un marquage, mais également par l’ensemble
des valeurs courantes des horloges actives des transitions sensibilisées puisqu’elles dé-
terminent les tirs possibles à un instant. Soient m, un marquage atteint par < N ,m0 >
et Tm
def
= {t ∈ T | •t ⊆ m} (ensemble des transitions sensibilisées par m). L’applica-
tion ϑ : Tm −→ R+ représente les valeurs des horloges actives à un instant donné. Un
état S du réseau temporel est ainsi défini par le couple (m,ϑ). A l’instant initial, l’état
est S0
def
= (m0, ϑ0) tel que ∀t ∈ Tm0, ϑ0(t) = 0 (toute transition t est nouvellement
sensibilisée).
A l’instant où l’horloge associée à une transition t atteint la borne maximale Lfd(t), t
doit impérativement être tirée, sauf si le tir immédiat d’une autre transition t′ franchissable
désensibilise t (cas de conflit structurel : •t∩ •t′ 6= ∅). Ce principe de fonctionnement est
connu sous l’appellation de sémantique forte [4].
Dans un réseau ordinaire, un changement d’état est simplement déterminé par le tir
d’une transition sensibilisée. L’adjonction du temps implique une seconde forme de chan-
gement d’état : l’écoulement d’un quantum de temps sans transition discrète (c.-à-d. avec
uniquement la mise à jour des horloges actives) et réglementé par la sémantique forte. Le
principe de l’écoulement dense du temps peut occasionner une infinité d’états possibles.
Pour définir la sémantique formelle d’un réseau temporel, une règle pourrait être ex-
primée pour une transition discrète (tir instantané de transition) et une autre pour une
transition continue (écoulement de temps sans tir). En ne s’intéressant qu’aux possibilités
des transitions discrètes, S (θ,t)−→ S′ signifie que θ ∈ R+ unités de temps s’écoulent depuis
l’état S def= (m,ϑ) pour effectuer un tir t ∈ Tm conduisant à l’état S′
def
= (m′, ϑ′).
Définition 3. S (θ,t)−→ S′ si et seulement si :
–
•t ⊆ m,
– ϑ(t) + θ ≥ Efd(t),
– ∀t′ ∈ Tm, ϑ(t′) + θ ≤ Lfd(t′).
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L’état S′ est défini par :
– m′
def
= m\•t ∪ t•,
– ϑ′ : Tm′ −→ R+ tel que ∀t′ ∈ Tm′ :
- si •t′ ⊆ m\•t, alors ϑ′(t′) = ϑ(t′) + θ (t′ est dite persistante),
- sinon ϑ′(t′) = 0 (t′ est nouvellement sensibilisée).
Une séquence temporisée τ = (θ1, t1), (θ2, t2), .., (θn, tn) (de supportσ = t1t2...tn ∈
T ∗) est réalisable si Si−1 (θi,ti)−→ Si, avec 0 < i ≤ n.
2.3. Calcul de l’espace d’état
Le calcul de l’espace d’état des réseaux de Petri (et de leurs extensions en général),
sous forme d’un graphe d’état, repose sur la sémantique séquentielle : les états accessibles
sont énumérés en calculant les séquences de transitions possibles à partir de l’état initial.
Plusieurs constructions pour couvrir l’espace d’état ont été définies pour les réseaux
temporels [2, 3], notamment celle préservant les marquages accessibles et les séquences
temporisées (pour vérifier les propriétés LTL de la logique temporelle) et celle préservant
en plus la structure de branchement (pour vérifier les propriétés CTL). Les résultats des
travaux sur les vérifications basées sur le dépliage d’un réseau ordinaire se limitent aux
propriétés LTL [7]. Pour la première construction, appelée par la suite graphe des classes,
une classe d’états Cσ est associée à chaque séquence σ de tirs depuis l’état initial S0 et
regroupe l’ensemble des états atteints par toutes les séquences temporisées de support σ.
Cσ est définie par le marquage m atteint par σ et par un domaine de tirs D qui est une
conjonction de contraintes de délais entre deux instances dans l’ensemble constitué par
les transitions sensibilisées par m et le dernier tir de la séquence σ. Un réseau temporel
est borné si et seulement si son graphe des classes est fini [2].
3. Dépliage d’un réseau de Petri
Un dépliage est une structure qui représente des comportements d’un système en mon-
trant explicitement les relations de concurrence ou de causalité entre ses événements.
Deux comportements s’y différencient par des choix distincts d’événements en relation
de conflit. Parce qu’un dépliage n’entrelace pas les événements concurrents, il peut contri-
buer à un gain exponentiel en nombre de nœuds comparativement à un graphe d’état.
3.1. Réseau d’occurrence, dépliage et processus
La structure de branchement d’un dépliage prend la forme d’un réseau de Petri dé-
nommé réseau d’occurrence.
Un réseau d’occurrence est un réseau de Petri O def=< B, E ,F > tel que :
– F+ (la fermeture transitive deF ) est une relation irréflexive (relation d’ordre strict),
– ∀b ∈ B, |•b| ≤ 1,
– ∀e ∈ E , •e 6= ∅ et e• 6= ∅.
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B (resp. E) constitue l’ensemble des conditions (resp. l’ensemble des événements).
Pour un événement e ∈ E , •e (resp. e•) forme les pré-conditions (resp. post-conditions)
de e. Min(O) def= {b ∈ B | •b = ∅} désigne les conditions minimales et Max(O) def= {b ∈
B | b• = ∅} désigne les conditions maximales.
Trois types de relations, mutuellement exclusives, sont définis entre deux nœuds quel-
conques de O :
– la relation de causalité notée ≺ : ∀x, y ∈ B ∪ E , x ≺ y ssi (x, y) ∈ F+ ; par
extension, x  y est équivalent à x ≺ y ∨ x = y ;
– la relation de conflit notée ♯ : ∀e1, e2 ∈ E (e1 6= e2), e1 ♯ e2 si •e1 ∩ •e2 6= ∅. De
plus, si e1 ♯ e2, alors ∀x, y ∈ B ∪ E , e1 ≺ x ∧ e2 ≺ y ⇒ x ♯ y ∧ x ♯ e2 ∧ e1 ♯ y ;
– la relation de concurrence notée ≀ : ∀x, y ∈ B∪E (x 6= y), x ≀y ssi ¬((x ≺ y)∨(y ≺
x) ∨ (x ♯ y)).
Soit B ⊆ B tel que ∀b, b′ ∈ B, b 6= b′ ⇒ b ≀ b′ : B est appelé une coupe. Soit une
coupe B telle que ∀b ∈ B,∄b′ ∈ B\B, b ≀ b′ : la coupe B est dite maximale.
Définition 4. Le dépliage UnfF def=< OF , λF > du réseau marqué < N ,m0 >, avec
le réseau d’occurrence OF
def
=< BF , EF ,FF > et la fonction d’étiquetage λF : BF ∪
EF → P ∪ T tel que λ(BF ) ⊆ P et λ(EF ) ⊆ T , est donné par :
1) ∀p ∈ P , si m0(p) 6= ∅, alors Bp def= {b ∈ BF | λF (b) = p∧•b = ∅} et m0(p) = |Bp| ;
2) ∀Bt ⊆ BF t.q. Bt est une coupe, si ∃t ∈ T , λF (Bt) = •t ∧ |Bt| = |•t|, alors :
a) ∃!e ∈ EF t.q. •e = Bt ∧ λF (e) = t ;
b) si t• 6= ∅, alors B′t def= {b ∈ BF | •b = {e}} est tel que λF (B′t) = t• ∧ |B′t| =
|t•| ;
c) si t• = ∅, alors B′t def= {b ∈ BF | •b = {e}} est tel que λF (B′t) = ∅ ∧ |B′t| = 1 ;
3) ∀Bt ⊆ BF , si Bt n’est pas une coupe, alors ∄e ∈ EF t.q. •e = Bt.
La définition 4 exprime l’algorithme d’un dépliage exhaustif de < N ,m0 > : l’item
1 décrit la création des conditions minimales et l’item 2 décrit la création des événements
successifs et de leurs post-conditions. L’item 3 impose que tout événement soit une action
possible : il n’existe pas de nœud supplémentaire à ceux créés par les items 1 et 2. Bien
entendu, le dépliage est infini lorsque < N ,m0 > admet un comportement infini. Les
transitions puits (c.-à-d. t ∈ T , t• = ∅), souvent utilisées pour modéliser une action sans
suite dans un système temps réel, sont spécifiquement prises en compte par l’item 2.c).
Soit E ⊂ EF . Le réseau d’occurrenceO
def
=< B, E ,F > associé à E tel que B def= {b ∈
BF | ∃e ∈ E , b ∈ •e ∪ e•} et F
def
= {(x, y) ∈ FF | x ∈ E ∨ y ∈ E} est un préfixe de OF
si Min(O) = Min(OF ). Par extension, Unf
def
=< O, λ > (avec λ, la restriction de λF à
B ∪ E) est un préfixe du dépliage UnfF .
Il faut noter que les noms (les éléments dans E et B) donnés aux nœuds d’un même dé-
pliage peuvent être différents d’une implémentation à une autre. Lorsque m0 est sauf, un
nom peut être choisi de manière indépendante d’une implémentation en utilisant l’arbo-
rescence formée par ses prédécesseurs causaux ainsi que le nom du nœud correspondant
dans N [8].
Définition 5. Soit Ei ⊆ EF . Ei est un processus de < N ,m0 > ssi : ∀e ∈ Ei, ∀e′ ∈ EF
si e′ ≺ e alors e′ ∈ Ei (Ei est une fermeture causale), et ∀(e, e′) ∈ Ei × Ei,¬(e ♯ e′).
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Le réseau Ci
def
=< Bi, Ei,Fi > associé à un processus fini Ei est appelé réseau causal.
Il vérifie : ∀b ∈ Bi, |b•| ≤ 1. Max(Ci) est l’état de Ci. Min(Ci) et Max(Ci) sont des
coupes maximales. De manière générale, une coupe maximale B ⊆ Bi correspond à un
marquage accessible m de < N ,m0 > tel que ∀p ∈ P ,m(p) = |Bp| avec Bp = {b ∈
B | λ(b) = p}.
La configuration locale d’un événement e est définie par l’ensemble [e] def= {e′ | e′ 
e} et constitue un processus.
Les conflits dans un dépliage découlent de ce qu’il existe un marquage accessible
(une coupe dans un dépliage) tel que deux ou plusieurs transitions du réseau marqué
< N ,m0 > soient sensibilisées et que le tir de l’une désactive une autre. D’où la propo-
sition :
Proposition 1. Soient e1, e2 ∈ EF . Si e1 ♯ e2, alors il existe (e′1, e′2) ∈ [e1]× [e2] tel que
•e′1 ∩
•e′2 6= ∅ et
•e′1 ∪
•e′2 constitue une coupe.
Définition 6. Un préfixe Unf def=<< B, E ,F >, λ > de UnfF est complet lorsque, pour
tout marquage accessible m de < N ,m0 >, il existe un processus Ei ⊆ E tel que :
1) Max(Ci) correspond à m,
2) si ∃t ∈ T t.q. •t ⊆ m, alors ∃e ∈ E t.q. •e ⊆Max(Ci) ∧ λ(e) = t.
Une extension de la définition pourra être aisément faite pour prendre en compte la
représentation dans E d’une multiplicité d’instances t sensibilisées.
A l’instar d’un graphe d’état, un préfixe complet du dépliage d’un réseau ordinaire
contient l’espace d’état et représente l’ensemble des séquences possibles de tirs.
3.2. Un préfixe de dépliage est une union de processus alternatifs
Soient : UnfF le dépliage exhaustif du réseau marqué < N ,m0 >, C
def
= < B, E ,F >
un réseau causal préfixe de OF , et un processus Ei ⊆ E . L’ensemble des extensions
potentielles de Ei est donné par : PE(Ei)
def
= {e ∈ EF | •e ⊆ Max(Ci)}. Il correspond
aux instances sensibilisées par le marquage atteint en réalisant le processus Ei.
Le processus Ei est maximal pour le préfixe E si PE(Ei)∩E = ∅ : il n’admet pas d’ex-
tension potentielle dans le préfixe E . Un préfixe de dépliage peut être considéré comme
une union des processus maximaux le composant. Soit P(E), l’ensemble des parties de E .
Définition 7. Les processus maximaux alternatifs1 du préfixe E sont donnés par l’en-
semble E ⊆ P(E) tel que : E =
⋃
Ej∈E
Ej et tout Ei ∈ E est un processus maximal.
Proposition 2. Pour Ei ∈ E , ∀e ∈ E\Ei, il existe ei ∈ Ei tel que e ♯ ei.
Démonstration. Les relations possibles entre e ∈ E\Ei et ei ∈ Ei sont la causalité, le
conflit et la concurrence. Raisonnons par l’absurde :
– e ≺ ei : D’après la définition d’un processus, e ferait partie de Ei, ce qui n’est pas
le cas.
1. Deux processus Ej , Ek ⊂ E sont alternatifs s’ils ne contiennent pas les mêmes événements ; plus
précisément : Ej , Ek ⊂ Ej ∪ Ek.
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– ei ≺ e : Puisque e /∈ Ei, e ne peut être que successeur d’une (ou plusieurs) post-
condition bi ∈Max(Ci) tel que ei ≺ bi ≺ e. Les post-conditions de l’état final Max(Ci)
n’admettant pas d’événement successeur dans E , ei ≺ e est donc impossible.
– e ≀ ei : L’ensemble [e] ∪ [ei] constitue alors un processus : en effet, par définition,
[e] et [ei] ne peuvent pas contenir de conflit ; s’il existe un conflit, il ne peut opposer que
des événements ancêtres appartenant respectivement à [e]\{e} et [ei]\{ei}, ce qui impli-
querait par fermeture transitive de la causalité que e ♯ ei. Ceci est contraire à l’hypothèse
ei ≀ e. Par extension, si e n’est en conflit avec aucun événement dans Ei, alors Ei ∪ [e]
constitue également un processus, ce qui est absurde sachant que Ei est maximal dans E .
La seule autre relation possible est le conflit e ♯ ei. Le processus Ei contient donc
nécessairement un événement en conflit avec e.
Deux événements e1, e2 ∈ EF tels que e1 ♯ e2 sont des choix potentiels lorsque l’en-
semble •e1 ∪ •e2 forme une coupe dans BF . Ceci signifie que < N ,m0 > admet un
marquage accessible tel que les deux événements en conflit sont activés simultanément.
Un seul choix d’événement parmi plusieurs mutuellement en conflit peut figurer dans un
processus donné. Pour un choix e réalisé dans un processus Ei (c.-à-d. e ∈ Ei), l’en-
semble Confi(e)
def
= {e′ ∈ EF | •e ∩ •e′ 6= ∅ ∧ •e′ ⊆ Bi} constitue les choix alternatifs
à e. Un événement est un choix dans un processus s’il admet au moins une alternative
(Confi(e) 6= ∅). Les choix alternatifs à e sont irrémédiablement désactivés en produisant
cet événement.
Un événement e ∈ EF est identifié dans le processus Ei si la coupe •e est conte-
nue dans Bi. L’identification des choix alternatifs désactivés par un processus permet de
connaître les processus qui se différencient de lui en réalisant ces choix.
Considérons deux processus E1, E2 ⊆ E (E1 6= E2) ; l’intersection E1 ∩ E2 constitue
un processus inclus dans E . En effet, d’après la définition 5 :
– E1 et E2 ne contenant pas de couple d’événements en conflit, il en est de même pour
tout sous-ensemble tel que E1 ∩ E2 ;
– tout prédécesseur e dans E1 ∩E2 figure dans E1 et dans E2, et donc figure également
dans l’intersection E1 ∩ E2.
Théorème 1. Si E1 et E2 (E1 6= E2) sont deux processus maximaux inclus dans E , alors
tout événement dans l’ensemble PE(E1 ∩ E2) ∩ E est un choix potentiel admettant une
alternative dans l’un des processus E1 ou E2.
Démonstration. Soit E3
def
= E1 ∩ E2. D’après la proposition 2, ∀e ∈ PE(E3) ∩ (E\E1), il
existe e1 ∈ E1 tel que e1 ♯ e. e1 /∈ E3 : en effet, si e1 ∈ E3 et e′ ∈ E3 tel que e′• ∩ •e 6= ∅,
alors e1 ♯ e′, ce qui est absurde sachant que E3 contenant e′ et e1 est un processus. D’après
la proposition 1, il existe e′1 ∈ [e1] tel que •e′1 ∩ •e 6= ∅ et •e′1 ∪ •e soit une coupe (pour
la même raison que e1, e′1 ∈ E1\E3). Ainsi, e′1 et e sont des choix alternatifs. Le cas
particulier e ∈ PE(E3) ∩ (E2\E1) est implicitement pris en compte.
A l’inverse, tout e ∈ PE(E3) ∩ (E\E2) possède un choix alternatif e′2 ∈ PE(E3)
produit dans E2.
En somme, deux processus maximaux d’un préfixe de dépliage ne se distinguent que
par des choix différents. Par la suite, un dépliage sera obtenu en calculant un ensemble
de processus maximaux. Etant calculé un premier processus maximal, tous les processus
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alternatifs peuvent être obtenus à partir d’une racine commune et en réalisant un sous-
ensemble des choix alternatifs identifiés dans le premier. De proche en proche, l’ensemble
des processus alternatifs couvrant l’espace d’état pourra être calculé.
3.3. Dépliage temporel
Soient < N ,m0 > un réseau temporel marqué tel que N
def
=< NU , Efd, Lfd >, et
UnfF
def
= << BF , EF ,FF >, λF > le dépliage du modèle sous-jacent < NU ,m0 >.
Pour un processus En ⊆ EF tel que En = {e1, . . . , en}, ρ
def
= e1e2 . . . en est un
entrelacement valide de En si cette séquence respecte la causalité entre les événements :
∀(ei, ej) ∈ En × En tel que 1 ≤ i < j ≤ n, ¬(ej ≺ ei) est vérifié. La séquence de tirs
correspondante de < NU ,m0 > est σ
def
= λF (e1)λF (e2) . . . λF (en).
< En, d > est un processus temporisé si d : En −→ R+ (fonction de temporisa-
tion). Pour ei ∈ En, d(ei) ∈ R+ est l’instant d’occurrence associé à ei. Un instant d(ei)
est donné en unités de temps absolu, c-à-d. en temps relatif à l’instant 0 de l’état initial
de < N ,m0 >. Un processus temporisé est l’équivalent en sémantique d’ordre partiel
d’une ou plusieurs séquences temporisées, deux événements concurrents de même date
d’occurrence n’étant pas entrelacés.
Un processus temporisé< En, d > est réalisable dans le modèle temporisé< N ,m0 >
s’il existe un entrelacement valide ρ def= e1e2 . . . en de En tel que la séquence temporisée
τ
def
= (d(e1), λF (e1)), (d(e2) − d(e1), λF (e2)), . . . , (d(en) − d(en−1), λF (en)), de sup-
port correspondant à ρ, est réalisable dans < N ,m0 >. Plus généralement, un processus
En est réalisable s’il admet un processus temporisé réalisable. Tout processus du modèle
sous-jacent NU n’est pas toujours réalisable dans le modèle temporisé N à cause de la
sémantique forte.
Définition 8. Soit TUnf def= << B, E ,F >, λ >, un préfixe de UnfF . TUnf est un
dépliage temporel de < E ,m0 > si pour tout e ∈ E , il existe un processus réalisable
Ei ∈ E tel que e ∈ Ei.
Bien entendu, pour caractériser entièrement un dépliage temporel, il faut lui asso-
cier des contraintes temporelles quantitatives reliant ses événements. Aura et Lilius [1]
définissent comment obtenir une caractérisation temporelle quantitative d’un processus
support En par un ensemble de contraintes linéaires alternatives entre ses événements. La
procédure permet également de vérifier qu’un processus support quelconque admet une
temporisation valide. Cette caractérisation, de type ordre partiel, est moins coûteuse (en
cas de concurrence) qu’une évaluation séquentielle obtenue sur plusieurs entrelacements
des événements du processus support.
L’aspect quantitatif d’un dépliage temporel peut être donné par les caractérisations
temporelles associées aux processus maximaux réalisables dans E . Un dépliage temporel
est complet si ses processus maximaux réalisables décrivent l’espace d’état et l’ensemble
des séquences temporisées du réseau temporelN .
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4. Calcul des processus réalisables d’un dépliage complet
Dans la suite, l’objectif est d’obtenir un préfixe de dépliage de réseau temporel en
calculant un ensemble de processus maximaux réalisables rendant ce préfixe complet.
Dans le graphe des classes d’un réseau temporel borné admettant un comportement
infini, un ensemble fini de séquences finies représente l’espace d’état : la procédure de
calcul termine le développement d’une séquence potentiellement infinie lorsqu’une classe
d’état atteinte par une séquence précédemment obtenue est à nouveau atteinte. Dans un
dépliage temporel, un concept similaire appliqué aux calculs des processus permettra de
couvrir l’espace d’état.
4.1. Spécificités du calcul d’un processus de réseau temporel
Le calcul d’un processus quelconque de réseau temporel peut s’effectuer itérative-
ment : si Ei est le processus courant réalisable (i = 0 à l’état initial, avec E0 = ∅),
l’ajout d’une extension potentielle ei+1 ∈ PE(Ei) est tel que le processus étendu Ei+1 def=
Ei ∪{ei+1} admet une temporisation valide ; dans ce contexte temporisé, ei+1 ∈ PE(Ei)
est alors une extension possible pour Ei. La faisabilité d’un processus s’évalue à partir de
ses événements (internes), de ses choix alternatifs et de ses extensions potentielles, en uti-
lisant les contraintes Efd/Lfd des transitions correspondantes. Selon Aura et Lilius [1],
une évaluation ordre partiel quantitative s’effectue généralement en temps exponentiel
avec la taille du processus, contrairement à la faisabilité d’une temporisation de processus
qui peut toujours s’évaluer en temps polynomial.
Il faut remarquer que deux choix potentiels en conflit dans un dépliage ne sont pas
nécessairement dus à un conflit structurel dans N , comme le montre la figure 1 : dans
le dépliage du réseau sous-jacent (b), les choix potentiels e3 et e4 en conflit portent sur
la même transition t3. Il est évident que e3 est impossible d’après les spécifications tem-
porelles en (a). Un tel conflit est dû au caractère non sauf de < NU ,m0 > : la coupe
•e3 ∪ •e4 (figure 1(b)) n’est pas un marquage sauf. Ainsi, un choix désactivé par un pro-
cessus donné (ici, e3 est désactivé par le processus {e1, e2, e4}) peut ne pas constituer
un choix réalisable dans un processus alternatif (ici, le processus {e1, e2, e3} n’est pas
réalisable).
Figure 1. Dépliage du modèle sous-jacent non sauf d’un réseau temporel sauf
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4.2. Etat charnière
L’événement fictif e0 créant m0 (e0• def= Min(OF )) constitue l’origine temporelle de
date d’occurrence d0 supposée nulle. Soient un processus E ⊆ EF et ei ∈ E : la variable
di représente une date d’occurrence de ei. Pour ej ∈ E , di,j
def
= dj−di (délai d’occurrence
de ej relativement à ei). Soit C, le réseau causal associé à E .
Définition 9. Max(C) est un état charnière ssi ∃ej ∈ E ∪{e0} t.q. : ∀ek ∈ PE(E), ej•∩
•ek 6= ∅ et ∀ei ∈ E\{ej}, si ei ≀ ej alors di,j > 0 dans toute temporisation valide de E .
di,j > 0 signifie que l’événement concurrent ei précède ej dans le processus E . Dans
un état charnière, l’événement ej est toujours le dernier à se produire dans le processus E
et constitue un parent2 de toute extension potentielle de E . En particulier, Min(C) est un
état charnière.
Un dépliage peut être obtenu sans entrelacer des événements concurrents. La consé-
quence est que les états accessibles ne sont généralement pas tous visités. Soit ρi
def
=
e1e2...ei, la séquence adoptée pour le calcul du processus Ei. Un état charnière est tou-
jours emprunté quelque soit la séquence adoptée :
Proposition 3. Soit une coupe maximaleB ⊆ Bi. SiB est un état charnière, alors il existe
ρj , un préfixe de ρi (j ≤ i), tel que le réseau causal Cj associé vérifie Max(Cj) = B.
Démonstration. Le cas B = Max(Ci) est trivial puisque i = j ⇒ ρi = ρj ∧ Ci = Cj .
Considérons le cas B 6= Max(Ci). Soit E
def
= {e ∈ Ei | e• ⊆ B}, l’ensemble des
événements pour un processus dans l’état B tel que pour tout ex ∈ Ei\E ∧ ex• ∩B 6= ∅,
∃ey ∈ E, ex ≺ ey . Les événements de E sont évidemment deux à deux concurrents.
Cas |E| = 1 :
L’unique événement e ∈ E n’admet pas d’événement concurrent dans le processus
Ei : puisqu’un processus ne contient pas de conflit, tout événement e′ ∈ Ei\{e} est tel
que e′ ≺ e ∨ e ≺ e′.
Soit le processus Ej−1
def
= {e′ ∈ Ei | e′ ≺ e} de réseau causal associé Cj−1. Cj−1
n’admet que l’extension potentielle ej = e puisque tout autre événement e′′ /∈ Ej−1
vérifie e ≺ e′′.
Soit ρj−1, la séquence adoptée pour produire les événements dans Ej−1. Toute sé-
quence ρi est telle que ρi = ρj−1 · ej · ρk, avec ρk constitué des événements descendant
de ej ( avec j + k = i). La séquence ρj dont le dernier événement est sans concurrent est
toujours préfixe de ρi et Max(Cj) = B (avec Ej def= Ej−1 ∪ {ej}).
Cas général où |E| > 1 :
B étant un état charnière, ∃ej ∈ E tel que ∀ek ∈ E\{ej}, on a dk,j > 0 dans toute
temporisation valide du processus Ej
def
= {e ∈ Ei | ∃b ∈ B, e ≺ b}. Les événements dans
Ej\{ej} précèdent toujours ej (définition 9) ; tout autre événement ek ∈ Ei\Ej vérifie
ej ≺ ek. Toute séquence ρi a donc la forme ρi = ρj−1 · ej · ρk, avec : ρj−1 la séquence
empruntée pour produire les événements dans Ej\{ej} et ρk constitué des événements
descendant de ej (j+k = i). Un préfixe ρj def= ρj−1 · ej définit le réseau causal Cj associé
à Ej tel que Max(Cj) = B.
2. Un événement e est parent d’un événement e′ si e• ∩ •e′ 6= ∅ avec e ∈ {e0} ∪ [e′]\{e′}.
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Un état charnière constitue un état où les horloges des extensions potentielles du pro-
cessus sont initialisées en même temps (transitions toutes nouvellement sensibilisées). De
plus, tout entrelacement réalisable sur l’ensemble des événements du processus se termine
par ce même état du réseau temporel.
Proposition 4. Soit Ek, un processus constituant une alternative pour un processus réa-
lisable Ei dans un état charnière, et soient ej ∈ Ei et el ∈ Ek des choix en conflit. Si el
n’est pas identifié dans Ci, alors le processus alternatif Ek n’est pas réalisable.
Démonstration. Autrement dit, est-ce possible qu’une pré-condition d’un choix alternatif
à un événement ej ∈ Ei\{ei} soit produite tardivement après le dernier événement ei
du processus Ei ? D’après la définition 9, ej ne peut se produire après ei. Au moment
où ei est produit, tout choix alternatif à ej et non encore identifié possède au moins une
pré-condition créée par un certain événement concurrent avec ei et réalisable après ei.
Comme un tel événement n’existe pas pour le processus Ei dans un état charnière, une
telle pré-condition et un tel choix alternatif n’existent pas non plus.
De plus, comme tout événement produit après ei en constitue un descendant causal,
un choix alternatif à ei n’admet pas de pré-condition créée par un événement concurrent
produit après ei.
En conclusion, un choix non identifié par un processus dans un état charnière n’est
pas réalisable dans un processus qui lui est alternatif.
4.3. Obtention des processus alternatifs
Deux états charnières équivalents correspondent à un même état du réseau tempo-
rel. Le dépliage étant obtenu par calcul de différents processus, le développement d’un
processus se termine (processus maximal) soit lorsque ce processus est dans un état char-
nière équivalent à un autre précédemment atteint (par un préfixe de ce même processus ou
d’un processus alternatif), soit lorsque l’état atteint est sans extension possible (marquage
mort). Cette restriction, qui impose que les processus maximaux d’un dépliage complet
soit dans un état charnière, est justifiée par deux raisons :
– d’une part, l’identification des choix alternatifs permettant de produire les processus
alternatifs en dépend (proposition 4). En effet, pour rendre complet un dépliage (définition
6), tout événement sensibilisé par un état intermédiaire d’un processus mais réalisable
dans un processus alternatif doit être pris en compte, à l’instar du calcul des séquences
composant un graphe d’état ;
– d’autre part, un état non charnière n’a pas une représentation simple ni économique
dans une sémantique non séquentielle : tout comme la caractérisation d’un processus (cf.
sous-sections 3.3 et 4.1), un système qui exprime l’ensemble des contraintes temporelles
entre des événements, à savoir les extensions potentielles et leurs événements parents, est
de nature disjonctive, et la mémorisation des différentes classes d’états visitées lors du
développement des processus peut alors être explosive.
Un premier processus réalisable maximal (E1) peut être obtenu arbitrairement en pro-






Confi(ek) est l’ensemble des choix alternatifs désactivés en
réalisant Ei. Si Ei est un processus maximal, tout processus alternatif Ej se distingue de
Ei en réalisant des choix propres (cf. proposition 2) incluses dans Conf(Ei). D’après le
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théorème 1, ses choix sont activés par leur préfixe commun Ei ∩ Ej et sont contenus dans
l’ensemble PE(Ei ∩ Ej). Comme un processus alternatif Ej n’est pas connu a priori, il
devra être généré à partir d’un sous-ensemble Xj de choix identifiés dans Conf(Ei). Ce
sous-ensembleXj ⊆ Ej constitue la racine de choix à partir de laquelle le processus Ej se
spécialise vis-à-vis de Ei : ∀ej ∈ Ej\Ei, ∃xj ∈ Xj t.q. xj  ej . Ainsi, tout nouveau pro-
cessus alternatif d’un dépliage sera calculé à partir d’un ancien processus Ei en réalisant
précisément un sous-ensemble Xj de choix non encore expérimentés précédemment.
Soit Xj ∈ P(Conf(Ei)) tel que pour tout xa, xb ∈ Xj (avec xa 6= xb), ¬(xa ♯ xb) est
vérifié : [Xj ] est un processus. Si Xj n’est pas un sous-ensemble de choix d’un processus
maximal obtenu précédemment au cours du dépliage, alors il peut déterminer un nou-
veau processus Ej . Un nouveau processus maximal Ej est réalisable si tous les choix Xj
peuvent être produits au cours du développement de ce processus. Pour forcer les choix





•xj ne soit consommée
par un événement non inclus dans Xj au cours de l’extension du processus Ej . Bien en-
tendu, pour le premier processus E1 développé au cours d’un dépliage, cet ensemble de
choix à forcer est vide.
Définition 10. Soient un préfixe de dépliage TUnf = << B, E ,F >, λ > et Ei ∈ E .
Alt(Ei)
def
= {Xj ∈ P(Conf(Ei)) | (∄Ek ∈ E t.q. Xj ⊆ Ek) ∧ ([Xj ] est un processus)}.
Un nouveau processus alternatif Ej à Ei ∈ E est déterminé par la réalisation d’un sous-
ensemble de choix Xj ∈ Alt(Ei).
La fonction Proessus_maximalpermet de produire un nouveau processus maximal
alternatif à Ei en ne produisant que deux catégories d’événements : soit les événements
déjà contenus dans Ei s’ils ne sont pas en conflit avec les choix Xj , soit les événements
Xj et leurs descendants causaux. Ainsi, en rejetant les choix alternatifs Conf(Ei)\Xj ,
une conclusion déterministe pourra être tirée sur la faisabilité d’un processus alternatif
contenant Xj . Lorsque le processus alternatif n’est pas réalisable sous ces contraintes, la
fonction retourne un ensemble vide.
Dans la fonction Proessus_maximal, H désigne l’ensemble des états charnières
identifiés au cours du calcul des différents processus ; H et Min(O) sont des variables
globales. Le cas particulier du premier processus réalisable E1 est pris en compte si les
extensions potentielles sont produites librement, c.-à-d. lorsque le paramètre Ei = ∅.
Proposition 5. La fonction Proessus_maximal retourne un ensemble non vide si et
seulement si cet ensemble est un processus maximal réalisable contenant Xj .
Démonstration. La fonction Proessus_maximal ne peut retourner un ensemble non
vide que si l’une des conditions des lignes 5 ou 7 est vérifiée.
Les pré-conditions •[Xj ] (incluses dans Bi) sont préservées pour ne produire que les
événements [Xj ]. Par conséquent, un événement dans [Xj ] restera toujours sensibilisé
tant que tous les événements [Xj ] ne seront pas produits.
Quand le retour s’effectue par la ligne 5, le processus Ej obtenu n’admet plus d’exten-
sion potentielle (Ej est maximal), et donc, tous les événements Xj sont nécessairement
produits dans Ej .
Le retour s’effectue par la ligne 7 lorsque Ej est dans un état charnière équivalent : Ej
est maximal. Admettons qu’il existe xj ∈ [Xj ] sensibilisé et non produit dans Ej . Selon la
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début1
Ej := ∅ ; Bj := Min(O);2
tant que ∃ej ∈ PE(Ej) t.q.3
(Ei = ∅ ∨ (ej ∈ Ei,
•ej ∩
•Xj = ∅)∨ (∃x ∈ Xj , x  ej))∧ (Ej ∪ {ej} est réalisable)
faire
Ej := Ej ∪ {ej};4
si PE(Ej) = ∅ alors retourner Ej ;5
sinon si Max(Cj) est un état charnière alors6
si Max(Cj) admet un équivalent dans H alors retourner Ej ;7





Fonction Proessus_maximal(événementsXj , processus Ei)
définition 9 d’un état charnière, il existe un parent ej ∈ Ej qui est commun à tout élément
de PE(Ej) tel que tout événement concurrent avec ej le précède obligatoirement dans
le temps. Or, évidemment ej ≀ xj , et donc xj précède obligatoirement ej dans le temps.
L’événement xj n’étant pas encore produit, il s’agit d’une contradiction. En conclusion,
tout xj ∈ [Xj ] est nécessairement produit avant d’atteindre un état charnière.
En pratique, au lieu d’obtenir Ej à partir de Min(O), le calcul pourra se faire plus
rapidement en partant du plus grand préfixe réalisable de Ei tel qu’aucune pré-condition
dans •Xj ne soit encore consommée.
La procédure Prefixe_omplet permet d’obtenir le préfixe complet du dépliage
temporel. Elle commence d’abord par calculer E1 après création de l’état initial Min(O).
Ensuite, à partir des ensembles de choix alternatifs Alt(E1), tous les processus alternatifs
maximaux de E1 sont produits. Il en est de même pour chaque processus maximal ajouté
au dépliage E jusqu’à ce qu’il n’y en ait plus de nouveau.
Théorème 2. Si la procédure Prefixe_omplet se termine, alors elle fournit un résultat
E qui couvre l’espace d’état du réseau temporel.
Démonstration. Si tout processus réalisable du réseau temporel peut être décrit par les
processus dans E , alors le préfixe de dépliage correspondant à E est complet. Soit E , un
processus réalisable quelconque du réseau temporel (en considérant que les événements
sont nommés indépendamment d’une implémentation). Il existe trois possibilités en com-
parant E avec un processus maximal quelconque Ei ∈ E :
1) E ⊆ Ei : E est donc décrit par un processus dans E ;
2) Ei ⊂ E : un préfixe de E est décrit par Ei. Les événements du suffixe E\Ei sont
produits à partir d’un état charnière équivalent à un état charnière intermédiaireMax(C′j)
d’un processus Ej ∈ E . Puisque ces états sont identiques dans le réseau temporel, les com-
portements qui en dérivent sont également identiques. Par extrapolation, les événements
E\Ei peuvent être assimilés totalement ou partiellement à Ej\E ′j , ce qui ramène aux items
1 à 3 ;
3) E et Ei ne sont pas en relation d’inclusion : E constitue alors un processus al-
ternatif à Ei. Puisque la procédure Prefixe_omplet identifie toute partie intiale de
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processus alternatif à Ei, il existe donc un processus Ej ∈ E tel que E ⊆ Ei (item 1) ou
Ei ⊂ E (item 2).
Ainsi, tout processus réalisable du réseau temporel décrit des états empruntés par les
processus E .
début1
Etablir Min(O) à partir de m0 ; H := {Min(O)};2
E1 := Processus_maximal(∅, ∅);3
E := {E1} ; i := 1 ; n := 1;4
répéter5
pour chaque Xj ∈ Alt(Ei) faire6
Ej := Processus_maximal(Xj , Ei);7
si Ej 6= ∅ alors8
n := n + 1;9
E := E ∪ {Ej};10
fin11
fin12
i := i + 1;13
jusqu’à i > n ;14
fin15
Procédure Prefixe_omplet
Un processus réalisable du réseau temporel peut contenir une infinité d’événements
sans pour autant qu’un état intermédiaire soit charnière. La procédure Prefixe_omplet
s’exécutera alors indéfiniment dans ce cas.
Théorème 3. Pour un réseau temporel borné, la procédure Prefixe_omplet se ter-
mine en produisant un préfixe complet fini si un nombre fini d’événements est toujours
produit entre deux états charnières consécutifs 3 dans toute exécution infinie.
Démonstration. Un réseau temporel borné admet un nombre fini de classes d’état. Il
existe donc un nombre fini de classes d’équivalence d’états charnières et d’états sans
extension potentielle.
Puisqu’un nombre fini d’événements séparent deux états charnières consécutifs et
qu’il existe un nombre fini de classes d’états charnières possibles, toute exécution infi-
nie du réseau admet un préfixe fini (c.-à-d. composé d’un nombre fini d’événements) de
processus dans un état charnière équivalent à un état précédemment emprunté ; tout état
charnière est obligatoirement emprunté d’après la proposition 3. Ainsi, tout processus
maximal dans E qui est préfixe d’une exécution infinie est fini.
Toute exécution infinie du réseau admettant un préfixe de processus dans un état char-
nière, le nombre de préfixes de processus terminés dans un état charnière est borné par le
nombre fini de classes d’équivalence d’état possibles. De même, il existe un nombre fini
d’états sans extension potentielle qui borne le nombre possible de processus terminés par
un marquage mort.
3. consécutif signifie que tout état intermédiaire entre deux états charnières est non charnière.
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En somme, E est composé d’un nombre fini de processus maximaux, chaque processus
étant fini. La procédure Prefixe_omplet se termine donc en fournissant un résultat E
couvrant l’espace d’état.
Une implémentation de l’algorithme de dépliage pourrait intégrer un test pour détecter
tout marquage non sauf, pour un réseau temporel supposé normalement sauf. Ce test
devra exploiter la structure de réseau d’occurrence obtenu parallèlement aux calculs des
processus afin d’établir les relations de concurrence, ainsi que les contraintes temporelles
entre les événements du processus en cours de développement.
5. Un exemple de dépliage
Figure 2. Exemple de réseau temporel
Le réseau temporel de la figure 2 modélise un système temps réel constitué de trois
parties : une tâche périodique de réveil (tâche 1) et deux tâches d’application (tâches 2
et 3). Les deux tâches d’application, qui sont de durée d’exécution variable, ont la même
période de réveil. La fin de la tâche 2 dépend de celle de la tâche 3.
Bien que le réseau temporel soit sauf, son modèle sous-jacent est non sauf : sans la
contrainte de délais [10, 10] associée à la transition t1, la tâche 1 (tâche productrice) peut
s’exécuter indéfiniment avant les autres, rendant les places p2 et p6 non bornées.
Le dépliage temporel est donné à la figure 3. L’ensemble E est composé des six pro-
cessus maximaux réalisables obtenus dans cet ordre (selon la mise en œuvre spécifique) :
– E1 = {e1, e2, e3, e4, e6, e8} avec : Max(C1) = {b10, b11, b12, b13} et Conf(E1) =
{e5, e7}. Alt(E1) = {{e5}, {e7}, {e5, e7}} détermine E2 par X2 = {e7} et E3 par X3 =
{e5, e7} ; {e5} ne détermine pas de processus réalisable ;
– E2 = {e1, e2, e3, e4, e7, e9, e11} avec : Max(C2) = {b16, b11, b12, b13} et
Conf(E2) = {e5, e6, e10}. Alt(E2) = {{e5}} ; {e5} ne détermine pas de processus
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Figure 3. Préfixe complet de dépliage temporel du réseau de la figure 2
réalisable ;
– E3 = {e1, e2, e3, e4, e5, e7, e10, e13, e16, e17} avec : Max(C3) =
{b21, b11, b12, b13} et Conf(E3) = {e6, e9, e12, e14, e15}. Alt(E3) =
{{e14}, {e12}, {e15}} détermine E4 par X4 = {e14}, E5 par X5 = {e12}, et E6
par X6 = {e15} ;
– E4 = {e1, e2, e3, e4, e5, e7, e10, e14, e18} avec : Max(C4) = {b23, b11, b12, b13} et
Conf(E4) = {e6, e9, e13}. Alt(E4) = ∅ ;
– E5 = {e1, e2, e3, e4, e7, e10, e12, e19} avec : Max(C5) = {b25, b11, b12, b13} et
Conf(E5) = {e5, e6, e9, e13}. Alt(E5) = ∅ ;
– E6 = {e1, e2, e3, e4, e7, e10, e13, e15, e20} avec : Max(C6) = {b27, b11, b12, b13} et
Conf(E6) = {e5, e6, e9, e12}. Alt(E6) = ∅.
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Chacun des états de ces processus est charnière et équivalent à l’état charnière inter-
médiaire {b2, b3, b4, b5} généré par le préfixe de processus {e1}.
La validation des spécifications temporelles d’un système temps réel se basera sur
les contraintes temporelles canoniques [1] obtenues pour chaque processus maximal, en
utilisant les délais possibles entre les événements.
6. Conclusion
Un dépliage est constitué d’un ensemble de processus alternatifs qui se distinguent
en réalisant des choix différents d’événéments en conflit. Chaque processus maximal du
dépliage peut être calculé suivant une approche ordre partiel qui évite l’énumération ex-
haustive des classes d’état accessibles. La représentation d’un préfixe fini couvrant l’es-
pace d’état du réseau temporel repose sur une énumération d’états charnières, un état
charnière pouvant être interprété comme un point de synchronisation au niveau global
des processus concurrents qui composent le système modélisé.
Bien que la finitude d’un dépliage complet soit conditionnée par une occurrence mul-
tiple des états charnières dans toute exécution infinie, cette restriction pourrait ne pas jouer
pour certaines applications où la condition de terminaison est autrement spécifiée par le
contexte ; par exemple, si le délai ou la taille minimale d’un processus, avant de vérifier
une propriété, sont connus. C’est également le cas des systèmes concurrents centralisés
où un seul ordonnanceur régit les exécutions des processus.
La sémantique d’ordre partiel des réseaux temporels a été formalisée uniquement pour
les modèles saufs [1].Toutefois, la méthode proposée s’applique sans difficulté particu-
lière aux réseaux temporels non saufs lorsque la multi-sensibilisation d’une transition est
interprétée suivant la sémantique non déterministe d’un dépliage ordinaire [9] : les ins-
tances multiples d’une transition sont considérées indépendantes, et non ordonnées les
unes par rapport aux autres. En revanche, la prise en compte d’autres sémantiques (telles
que la sémantique dite standard et la stratégie première sensibilisée, première tirée) est
moins évidente et est envisageable dans des travaux futurs.
Les contraintes temporelles quantitatives associées aux processus du préfixe obtenu
peuvent servir à produire une analyse d’ordonnançabilité d’un système temps réel. De
plus, une extension de la méthode aux politiques préemptives d’ordonnancement, très
utilisées, constituerait aussi une autre perspective. Ceci pourrait reposer sur une extension
sémantique des réseaux temporels prenant en compte ce type de système [14, 15].
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