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AB S T RAC T
It is expected that wireless communication systems demand data rates up to 1Gb/s
in the near future. This technological challenge can be met by the further increase
of the spectral efciency or by the exploitation of previously unused frequency
bands in the micro- or millimeterwave range. For that purpose multiple antenna
techniques with array antennas at the transmitting and receiving side (MIMO
systems) are the key technology. These techniques enable the additional use of
spatial diversity and the implementation of spatial multiple access respectively of
spatial multiplexing: The utilization of spatial diversity increases the transmission
quality and hence the coverage for given bandwidth and transmission power. On
the other hand the spatial multiplexing enables the use of higher data rates for
xed bandwidth and power. Both, the investigation of the information theory for
multiple antenna and the development of signal processing algorithms, require
the knowledge and modeling of the radio channel, which is inuenced by the used
antenna arrangements and is affected by transceiver impairments in real systems.
In this dissertation the description of antenna congurations with respect to
antenna polarization and antenna coupling is elaborated at rst. Furthermore dif-
ferent antenna congurations are evaluated in terms of the obtainable channel
capacity. It is gured out that the application of dual-polarized antennas is ad-
vantageous in particular for compact antenna arrangements. Whereas the use of
small antenna arrays consisting of equal elements can decrease channel capacity
strongly.
In the next step, the description of the radio channel is extended by modeling
the linear impairments of the transceiver frontends like matching and unequal
gains. The resulting entire system model allows the implementation of realistic
link level simulations for different wireless transmission techniques. Here only
linear receive and transmit lters are analyzed. The suggested transmit lters re-
quire perfect channel knowledge at the transmitter, which is obtained in a TDD
system by the utilization of the assumed reciprocity of the radio channel: For a
reciprocal system the transmit and the receive channel are the same.
To achieve reciprocity for the entire channel, including antennas and transcei-
vers, a calibration of the system is necessary. Therefore different calibration me-
thods are developed and evaluated. At least the calibration of that side, which
uses the transmit lter, is required. It is shown, that on realistic conditions the ca-
libration can be performed only for systems applying more transmit than receive
antennas.
The work concludes with the presentation of high frequency circuits implemen-
ting the proposed calibration methods.
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KURZ FA S SUNG
Der erwartete Bandbreitenbedarf von bis zu einem Gigabit pro Sekunde für künf-
tige drahtlose Kommunikationssysteme stellt eine große technische Herausforde-
rung dar, der nur durch die Steigerung der spektralen Efzienz oder durch die Er-
schließung bisher für die Mobilkommunikation ungenutzter Frequenzressourcen
imMikro- und Millimeterwellenbereich entgegen getreten werden kann. Für bei-
de Lösungsvorschläge stellen die Mehrantennenverfahren mit Antennengruppen
sowohl auf Sende- als auch auf Empfangsseite die gemeinsame Schlüsseltechnolo-
gie dar. Diese Techniken ermöglichen dabei die zusätzliche Nutzung von räumli-
cher Diversität und die Realisierung von räumlichemMehrfachzugriff bzw. räum-
lichemMultiplexbetrieb: Durch die Ausnutzung der räumlichenDiversität erhöht
sich die Sicherheit der Übertragung und damit die Reichweite bei gleicher Sende-
leistung und Bandbreite, wohingegen der räumliche Mehrfachzugriff eine höhe-
re Datenrate bei konstanter Sendeleistung und Bandbreite gestattet.Die Untersu-
chungen zur Informationstheorie vonMehrantennensystemen sowie die Entwick-
lung von Signalverarbeitungsverfahren erfordern jedoch eine genaue Kenntnis
der tatsächlich vorhandenen Funkkanäle, die in der Realität den Einüssen der
verwendeten Antennenkongurationen sowie der analogen Sender und Empfän-
ger (Transceiver) unterworfen sind.
In dieser Arbeit werden daher zunächst die exakte Modellierung von Anten-
nenkongurationen unter Berücksichtigung von Polarisationsrichtungen undVer-
kopplungen behandelt und die verschiedenenAnordnungen imHinblick auf die er-
reichbare Kanalkapazität bewertet. Dabei stellt sich heraus, dass die Verwendung
unterschiedlich polarisierter Antennen denAufbau kompakter Antennengruppen
ermöglicht, wohingegen bei Gruppen aus identischen Antennenelementen ein er-
heblicher Abfall der Kanalkapazität bei geringen Elementabständen beobachtet
werden kann.
Der nächste Schritt stellt die Erweiterung des an den Antennenklemmen ab-
greifbaren Funkkanals auf den effektiven Kanal dar, der zusätzlich die Beeinus-
sungen durch Fehlanpassungen und ungleiche Verstärkungen der analogen Tran-
sceiver enthält. Dieses erweiterte Systemmodell gestattet damit Systemsimula-
tionen von Übertragungsverfahren unter realistischen Randbedingungen. Es wer-
den dabei lineare Verfahren zur empfängerseitigen Signalverarbeitung und linea-
re Verfahren zur sendeseitigen Signallterung, die eine Kanalkenntnis am Sen-
der voraussetzen, betrachtet. Für Systeme, die im Zeitduplex arbeiten, wird die
Kanalkenntnis wird dabei unter Ausnutzung der Reziprozität des Funkkanals ge-
wonnen: In einem reziproken System sind der Kanal des Sendebetriebs und der
des Empfangsbetriebs identisch.
Da in den erweiterten Funkkanälen die Reziprozität i. a. nicht erfüllt ist, wer-
den verschiedene Kalibrierungsverfahren, die eine annähernde Reziprozität des
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Funkkanals herstellen, entwickelt und im Hinblick auf die erforderlichen Genau-
igkeiten untersucht. Dabei ergibt sich, dass zumindest eine Kalibrierung der Seite,
die die sendeseitige Signallterung anwendet, notwendig ist. Unter realistischen
Bedingungen ist die Kalibrierung jedoch nur fürMehrantennensystememitmehr
Sendeantennen als Empfangsantennen praktisch umsetzbar.
Die Arbeit schließt mit konkreten Schaltungsvorschlägen zur Realisierung der
vorgestellten Kalibrierungsverfahren.
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E I N L E I T UNG
1.1 Mehrantennensysteme
In künftigen Mobilfunksystemen ist mit einer starken Zunahme der zu übertra-
genden Datenraten zu rechnen. Dieser Anstieg hat seine Ursachen zum einem
in der breiten Akzeptanz mobiler Endgeräte und zum anderen in der wachsen-
den Nachfrage nach breitbandigen Anwendungen und Diensten. Im Gegensatz
zur drahtgebundenen Datenübertragung über Glasfasern, bei der auf lange Sicht
keine technologischen Engpässe abzusehen sind, sind die bisherigen Mobilfunk-
systeme auf Datenraten von einigen zehn MBit/sec beschränkt1. Der vorherge-
sagte Bandbreitenbedarf vonmehreren hundertMBit/sec fürMobilfunksysteme
stellt damit eine große technische Herausforderung dar, der nur durch die Steige-
rung der spektralen Efzienz, d.h. der pro Frequenzband übertragbaren Datenra-
te, oder durch die Erschließung bisher für die Mobilkommunikation ungenutzter
Frequenzressourcen im Mikro- und Millimeterwellenbereich entgegen getreten
werden kann. Die Verwendbarkeit dieser Ansätze richtet sich nach dem Einsatzge-
biet desMobilfunksystems und hängt damit von der Ausbreitungsumgebung, der
geforderten Reichweite und der zu erwartenden Mobilität, d.h. zusammengefasst
von den Eigenschaften des Funkkanals ab.
Für beide Lösungsvorschläge stellen die Mehrantennenverfahren mit Anten-
nengruppen sowohl auf Sende- als auch auf Empfangsseite, sogenannte MIMO-
Verfahren2, die gemeinsame Schlüsseltechnologie dar [25]. DurchMehrantennen-
systeme lässt sich auf die zusätzliche Ressource „Raum“ neben den bisher vorwie-
gend genutzten Dimensionen „Frequenz“, „Zeit“ und „Kodierung“ zugreifen.
Diese Technik ermöglicht, in Analogie zu den bekannten Verfahren, die zusätz-
liche Nutzung von räumlicher Diversität und die Realisierung von räumlichem
Mehrfachzugriff bzw. von räumlichem Multiplex. Durch die Ausnutzung von
räumlicher Diversität erhöht sich die Sicherheit der Übertragung und damit die
Reichweite bei gleicher Sendeleistung und Bandbreite, wohingegen der räumliche
Mehrfachzugriff eine höhere Datenrate bei konstanter Sendeleistung und Band-
breite ermöglicht. Zwischen diesen beiden Gewinnen kann durch entsprechende
Dimensionierung des Systems ein Abtausch getroffen werden [6].
DieMöglichkeit der Nutzung von räumlicher Diversität durch den Einsatzmeh-
rerer Empfangsantennen ist schon lange erforscht und wird in zahlreichen Syste-
men genutzt [37]. Problemstellungen, bei denen mehrere Sender und mehrere
Empfänger auf ein gemeinsamesMedium zugreifen, sind ebenfalls schon lange im
Zusammenhang mit verkoppelten Telefonleitungen bekannt, wurden jedoch erst
1 Zum Beispiel der aktuelle WLAN-Standard IEEE 802.11a: 54MBit/sec
2 MIMO: Multiple Input Multiple Output
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1987 von Winters [38] auf Funkkanäle angewendet. Die Arbeiten von Telatar
[32] und Foschini [9] haben sehr große Erwartungen an die Leistungsfähigkeit
von Mehrantennensystemen in Schwundkanälen geweckt, so dass eine intensive
Weiterentwicklung der zugehörigen Informations- und Systemtheorie in Gang
gesetzt wurde. Nicht zuletzt durch die großen Fortschritte im Bereich der digita-
len Signalverarbeitung konnte die praktische Anwendbarkeit bereits anhand von
Demonstrationssystemen gezeigt werden.
Abb. 1.1: Darstellung eines Mehrantennensystems aus physikalischer und systemtechni-
scher Sicht
Die prinzipielle Struktur eines Mehrantennensystems mitNT Sendeantennen
undNR Empfangsantennen ist in Abb. 1.1 für den Fall einer Punkt zu Punkt Ver-
bindung zwischen einer Sende- und einer Empfangsstation gezeigt. Dabei ist in
der oberen Hälfte der Abbildung die physikalische Realisierung und in der unte-
ren Hälfte das Systemmodell dargestellt. Dieses Bild lässt sich sinngemäß auf ein
System mit mehreren Empfängern oder Sendern, die jeweils eine oder mehrere
Antennen aufweisen, erweitern. In dem dargestellten Fall werden die digitalen
Eingangsdaten auf eine Anzahl vonN parallelen Datenströmen aufgeteilt und ei-
ner gemeinsamen räumlichen Filterung unterworfen. Die maximale Anzahl der
parallel übertragbaren Datenströme entspricht dabei der minimalen Anzahl der
Antennen auf Sende- und Empfangsseite (N ≤ min (NT , NR)). Durch Pulsfor-
mung und digitale Modulation werden aus den binären Datensignalen komplex-
wertige digitale Basisbandsignale, die auf die NT Sender gegeben werden. Inner-
halb der Sender ndet eine Digital-Analog Wandlung sowie die Umsetzung auf
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den Frequenzbereich der eigentlichen Hochfrequenzsignale statt. Die Hochfre-
quenzsignale gelangen auf die Sendeantennen, in denen eine Umwandlung der
zuvor leitungsgeführten Wellen in ein Freiraum-Wellenfeld durchgeführt wird.
Das abgestrahlte Wellenfeld breitet sich durch den Funkkanal aus und wird durch
die spezischen Eigenschaften des Kanals wie z.B. Reexionen und Streuungen be-
einusst. Das am Ort der Empfangsantennen eintreffende Wellenfeld wird dann
durch die Empfangsantennen wieder in eine Leitungswelle umgewandelt und in
den Empfängern wieder ins digitale Basisband umgesetzt. Das Empfangssignal
wird dabei durch das Rauschen des Kanals und das Eigenrauschen der Empfän-
ger gestört. In dem räumlichen Empfangslter ndet dann die Rekonstruktion
der empfangenen Daten und das Zusammenfassen zu einem einzigen Datenstrom
statt.
Bei Betrachtung des korrespondierenden Systemmodells3 im unteren Teil der
Abb. 1.1 erkennt man, dass die Eigenschaften der Sender, der Sendeantennen, der
elektromagnetischen Wellenausbreitung sowie der Empfangsantennen und Emp-
fänger in der Kanalmatrix H und dem Rauschvektor n zusammengefasst sind.
Wenngleich die Verfahren zur räumlichen Signalverarbeitung und zur Informati-
onstheorie der Mehrantennensysteme sehr intensiv untersucht wurden, so hän-
gen die Ergebnisse dennoch von den genauen Eigenschaften vonH und n ab. In
dieser Tatsache liegt die Motivation für diese Arbeit begründet:
Bei der Modellierung vonH werden in den bisherigen Arbeiten die Einüsse
der Sender und Empfänger vollständig vernachlässigt und bei der Beschreibung
des Funkkanals werden die Antennen zumeist nicht berücksichtigt. Stattdessen be-
schränkt sich die Modellbildung in den meisten Fällen auf die Beschreibung von
Wellenausbreitungsvorgängen zwischen den Raumpunkten, an denen sich die An-
tennenelemente benden. Die Antennen werden dabei zumeist als ideale Feldsen-
soren aufgefasst und die Wellenfelder nach den Gesetzen der Strahlenoptik unter
Vernachlässigung der Polarisationsrichtungen modelliert. Tatsächlich bilden die
Antennen selbst jedoch einen essentiellen Bestandteil des Funkkanals, da jeder
Zugriff auf den Funkkanal nur über die Antennen erfolgen kann. Die Trennung
der elektromagnetischen Wellenfelder im Funkkanal von den Antennen setzt an-
dererseits eine exakte Berücksichtigung der Antennenverkopplungen und der Po-
larisationsrichtungen voraus. Die daraus resultierende Fragestellung nach einer
für einen gegebenen Funkkanal besonders gut geeignetenAntennenkonguration
kann demzufolge auch nur unter präziser Berücksichtigung der Antenneneigen-
schaften beantwortet werden. In dieser Arbeit wird daher die exakteModellierung
der Antennenkongurationen, die eine Berechnung des tatsächlich zugreifbaren
äußeren (extrinsischen) Funkkanals in Abhängigkeit der Wellenfelder, d.h. des in-
neren (intrinsischen) Funkkanal ermöglicht, behandelt und für die Untersuchung
von Schwundkanälen eingesetzt. Im Gegensatz zu Kanalmessungen kann durch
diese analytische Berechnung eine getrennte Betrachtung der einzelnen Effekte
3 Multiplex und Demultiplex des Datenstroms sind nicht dargestellt
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wie z.B. der Antennenverkopplung oder der Einüsse des Antennendiagramms
erfolgen.
Der nächste Schritt stellt die Erweiterung des an den Antennenklemmen zu-
gänglichen extrinsischen Funkkanals auf den tatsächlichen (erweiterten) KanalH
dar, der neben den Einüssen derWellenausbreitung und der Antennenkongura-
tionen auch die Beeinussungen durch die Sende- Empfangsmodule (Frontends)
enthält. Die Auswirkungen der nicht-idealen Eigenschaften der Frontends auf die
Leistungsfähigkeit des Funksystems fallen mit der Weiterentwicklung der Über-
tragungsverfahren immer stärker ins Gewicht und können in den meisten Fällen
nicht mehr vernachlässigt werden. Die Untersuchung dieser Einüsse und damit
letztendlich die Bestimmung eines möglichst guten Kompromisses zwischen dem
Aufwand für die analoge Schaltungstechnik und dem Aufwand für die digitale
Signalverarbeitung setzt jedoch zunächst die Modellierung der verschiedenen Ef-
fekte voraus. Aus diesem Grund wird im Rahmen dieser Arbeit eine physikali-
scheModellbildung der linearen EinüssemitHilfe von Streumatrizen vorgenom-
men und daraus ein erweitertes Systemmodell für den KanalH abgeleitet. Das
Kanalmodell gestattet dann die Systemuntersuchung konkreter Übertragungsver-
fahren, wobei der Schwerpunkt auf der Untersuchung der Auswirkungen nicht-
idealer Frontends auf Verfahren zur sendeseitigen Signallterung liegt.
Der Fall der sendeseitigen Signalverarbeitung ist für zukünftige Mobilfunksy-
steme sehr wichtig, da sich damit der gesamte Signalverarbeitungsaufwand in die
Basisstation verlegen lässt, was zu kostengünstigen Teilnehmerstationen führt.
Wie sich bei den Systemuntersuchungen herausgestellt hat, wird bei der sen-
deseitigen Signalverarbeitung eine Kalibrierung des Systems notwendig. Der dar-
aus resultierende Bedarf an Kalibrierungsverfahren stellt die Motivation für den
letzten Teil der Arbeit dar, in dem Kalibrierungsmethoden entwickelt werden und
Realisierungsmöglichkeiten der Kalibrierung vorgestellt werden. Ohne eine er-
folgreiche Kalibrierung sind die Vorteile der sendeseitigen Signalverarbeitung in
der Praxis nicht nutzbar.
1.2 Übersicht
Die Arbeit gliedert sich wie folgt:
Kapitel 2 In diesem Kapitel wird die Kanalkapazität des Mehrantennenfunk-
kanals unter der Berücksichtigung von Signal- undRauschkovarianzen abgeleitet.
Kapitel 3 Im Rahmen dieses Kapitels wird eine Modellierung des Mehranten-
nenfunkkanals unter besonderer Berücksichtigung der Antenneneigenschaften
vorgestellt. Dazu wird eine einheitliche Beschreibung der elektrischen Kenngrö-
ßen von Gruppenantennen eingeführt und eine Formulierung des statistischen
Schwundkanals mit Hilfe eines pfadbasierten Kanalmodells hergeleitet. Dabei er-
laubt die feldtheoretisch exakte Behandlung der Antennen die Untersuchung der
Einüsse von Polarisationsrichtungen und Richtdiagrammen auf den Funkkanal.
Kapitel 4 Das vierte Kapitel widmet sich der Untersuchung grundlegender
Antennenkongurationen imHinblick auf die Kanalkapazität in Schwundkanälen.
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Schwerpunkt ist dabei die Betrachtung von kompaktenAntennenkongurationen,
die beide Polarisationsrichtungen ausnutzen, und die Bewertung des Einusses
von Antennenverkopplungen bei Antennengruppen, die geringe Elementabstän-
de aufweisen.
Kapitel 5 Im fünften Kapitel wird das Kanalmodell des dritten Kapitels um
die linearen Einüsse der Frontends erweitert, so dass der letztlich für die Signal-
verarbeitung vorliegende, effektive Funkkanal modelliert werden kann.
Kapitel 6 In diesem Kapitel werden die Ergebnisse von Systemsimulationen
für lineare Sende- und Empfangslter mit Hilfe der erweiterten Kanalbeschrei-
bung vorgestellt. Die Untersuchungen werden dabei im Hinblick auf die besonde-
ren Eigenschaften des erweiterten Funkkanals, wie Antennenverkopplungen, un-
gleiche Verstärkungsfaktoren der Sende- und Empfangszüge und Fehlanpassun-
gen zwischen Frontends und Antennen durchgeführt.
Kapitel 7 Da die Reziprozität des erweiterten Funkkanals eine Grundvoraus-
setzung für die Anwendbarkeit der sendeseitigen Signalverarbeitung ist, werden
in diesem Kapitel Möglichkeiten zur Kalibrierung von Frontends dargestellt. Die
verschiedenen Kalibrierungsverfahren unterscheiden sich dabei in dem zusätzli-
chen Schaltungsaufwand und den Anforderungen an die verwendeten Komponen-
ten. Zum Abschluss werden die Ergebnisse von Systemsimulationen zur Ermitt-
lung der erforderlichen Kalibrierungsgenauigkeit präsentiert.
Kapitel 8 In diesem Kapitel werden Schaltungen und konkrete Realisierungs-
vorschläge für die im vorherigen Kapitel gezeigten Kalibrierungsverfahren vorge-
stellt. Die Realisierbarkeit der Kalibrierung entscheidet letztlich darüber, ob die
Vorteile der sendeseitigen Signalverarbeitung in realen Systemen ausgeschöpft
werden können.
Kapitel 9 Die Arbeit schließt mit einer Zusammenfassung der wichtigsten Er-
gebnisse.
1.3 Notation
In dieser Arbeit bezeichnen kursive Kleinbuchstaben (z.B. a) komplexwertige Grö-
ßen, fette Kleinbuchstaben (z.B.a) komplexwertige Vektoren und fette Großbuch-
staben (z.B.A) komplexwertige Matrizen. Große kursive Buchstaben, (z.B Z) ste-
hen im besonderen für komplexe Konstanten und Zufallsvariablen. Skalare, elek-
trische Feldgrößenwerden durch serifenlose Buchstaben (z.B.U für Spannung) ge-
kennzeichnet und vektorielle, elektrische Feldgrößen durch fette serifenlose Buch-
staben (z.B. E für die elektrische Feldstärke).
E {X} ist der Erwartungswert von X . U(a, b) steht für die Gleichverteilung
zwischen a und b und N (µ, σ) für die Normalverteilung mit dem Mittelwert µ
und der Varianz σ2. Re {z} bzw. Im {z} bezeichnen Real- und Imaginärteil von
z. Konjugiert komplexe Skalare, Vektoren und Matrizen lauten a∗, a∗ undA∗.
Die Transponierte und Hermitesche einer MatrixAwerden durchAT undAH
symbolisiert. Die Determinante vonA ist det(A) und die Spur ist tr(A). Die Ab-
kürzungenA−1 undA+ stehen für Inverse undMoore-Penrose Pseudoinverse.
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Das innere Produkt (Skalarprodukt) zwischen den Vektoren a und b wird durch
die Schreibweise 〈a, b〉 gekennzeichnet.
Das i-te Element des Vektors a wird durch [a]i referenziert, [A]ik ist das Ele-
ment der i-ten Zeile und k-ten Spalte der Matrix A. Auf das i-te Element einer
Menge von Skalaren, Vektoren oder Matrizen wird durch (·)(i) zugegriffen.
DieN ×N Einheitsmatrix ist IN und 0N dieN ×N-Nullmatrix. Eine Diago-
nalmatrix mit den Werten des Vektors a auf der Diagonalen wird durch diag(a)
erzeugt. Die Operation vec(A) = [[A]1k . . . [A]Nk]
T mit k = [1 . . .K] erzeugt
einen Spaltenvektor aus den Zeilen der N ×K MatrixA.
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KAPAZ I TÄT VON MEHRANT ENNEN S Y S T EMEN
In diesem Kapitel wird die informationstheoretische Kanalkapazität des Mehran-
tennensystems abgeleitet und aufmögliche Fehlerquellen durchVernachlässigung
der Rauschkovarianz und durch eine „Normierung“ der Funkkanäle hingewie-
sen.
2.1 Grundlagen zur Shannon-Kapazität
Die heutige Informationstheorie wurde von Claude Shannon begründet. In sei-
ner 1948 erschienenen Veröffentlichung [29] wird die Kanalkapazität C als die
obere Schranke für die maximal erreichbare Datenrate R beim Senden der Infor-
mation x und dem Empfang des Signals y deniert:
C = max R = max H(x)−Hy(x) = max H(y)−Hx(y)
»
Bit
Hz s
–
. (2.1)
H(x) ist dabei der Informationsgehalt oder die Entropie von x und Hy(x) die
bedingte Entropie von x unter der Kenntnis von y. Das Konzept der Entropie wird
in [39] ausführlich erläutert. Die Entropie und die bedingte Entropie lauten für
ein digitales Übertragungssystem und für eine kontinuierliche Verteilung von x
und y mit den Verteilungsdichten p(x) und p(y):
H(x) =
∞Z
−∞
p(x)log2p(x)dx, (2.2)
Hy(x) =
∞Z
−∞
∞Z
−∞
p(x, y)log2
p(x, y)
p(y)
dy dx. (2.3)
Die Entropie einer Gauß-verteilten Zufallsvariablen1 x kann damit zu
H(x) = log2(
√
2pieσx) mit x ∼ N (0, σx) (2.4)
berechnet werden. Die Entropie einer komplex Gauß-verteilten Zufallsvariablen
x = u + jv mit statistisch unabhängigem Real- und Imaginärteil lautet demzu-
folge:
H(x) = H(u) + H(v) = log2(2pieσ
2
x) mit u, v ∼ 1√2N (0, σx). (2.5)
1
Gauß-Verteilung: px(x) = 1√2piσ exp
„
− (x−µ)2
2σ2
«
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Die Rate bei der Übertragung von x über einen durch additives komplex normal-
verteiltes Rauschen n gestörten Kanal2 mit y = x+ n kann dann zu
R = H(y)−Hx(y) = H(y)−H(n) (2.6)
berechnet werden. Dabei gilt Hx(y) = H(n), da bei Kenntnis von gesendetem
und empfangenemSymbol der verbleibende Informationsgehalt nur noch imRau-
schen stecken kann. Für Sendesignale x die unabhängig vom Rauschen n sind,
wird die maximale Rate für komplex normalverteilte Sendesymbole mit x mit
x ∼ 1√
2
(N (0, σx) + jN (0, σx)) erreicht. Mit
H(y) = H(x+ n) = log2(2pie(σ
2
x + σ
2
n)), (2.7)
H(n) = log2(2pieσ
2
n) (2.8)
ist dann die Kanalkapazität
C = max R = log2(1 +
σ2x
σ2n
). (2.9)
2.2 Kanalkapazität des Mehrantennen-Funkkanals
Nun soll ein frequenzaches Übertragungssystem (siehe Anhang A) mitNT Ein-
gängen undNR Ausgängen, beschrieben durch die KanalmatrixH0 ∈ CNR×NT ,
betrachtet werden. Das Signalmodell für die durch denRauschvektorn0 ∈ CNR×1
gestörte Übertragung von x0 ∈ CNT×1 nach y0 ∈ CNR×1 lautet:
y0 =H0 x0 + n0. (2.10)
Da sich die weiteren Betrachtungen immer auf frequenzache Kanäle im Tief-
passbereich beziehen, wird die explizite Kennzeichnung durch (·)0 im Folgenden
weggelassen.
ImGegensatz zum oben betrachtetenAWGN-Kanal, muss jetzt noch zusätzlich
der Einuss der SystemmatrixH berücksichtigt werden. Die Rate berechnet sich
dann zu
R = HH(y)−Hx,H(y). (2.11)
Dabei ist HH(y) die Entropie des Empfangssignal bei Kenntnis des Kanals und
Hx,H(y) die Entropie bei Kenntnis des Kanals und der gesendeten Symbole. Mit
der gleichen Argumentation wie für den AWGN-Kanal gilt:
Hx,H(y) = H(n). (2.12)
Im Folgenden wird der Rauschvektor n als komplex-normalverteilt modelliert,
was für die meisten physikalischen Störprozesse eine gültige Annahme ist. Um
2 AWGN-Channel: Arbitrary White Gaussian Noise-Channel
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die maximale Rate zu erreichen, wird der Sendevektor x ebenfalls als komplex-
normalverteilt angenommen. Damit ist y ebenfalls komplex-normalverteilt. Die
Entropie eines Zufallsvektors x = [x(1) . . . x(N)] mit komplex-normalverteilten
Einträgen und der Kovarianzmatrix Rx (siehe Anhang A) kann aus der multiva-
riaten Gauß-Verteilung berechnet werden:
H(x) = N log2(2pie) + log2 det(Rx). (2.13)
Damit ist die Rate R
R = HH(y)−H(n) = log2(det(Ry))− log2(det(Rn)) (2.14)
mit der Kovarianzmatrix der Empfangssignale Ry und der Kovarianzmatrix der
RauschsignaleRn. Die Berechnung vonRy erfolgt unter der Voraussetzung, dass
Rauschen und Sendesymbole statistisch unabhängig sind:
Ry = E
n
y yH
o
= E
n
(Hx+ n) (H x+ n)H
o
= E
n
HxxHHH
o
+ E
n
nnH
o
=HRxH
H +Rn.
(2.15)
Damit lautet die Rate:
R = log2
“
det
“
Rn +HRxH
H
””
− log2 (det (Rn)) . (2.16)
Im Falle des unkorrelierten Rauschens auf der Empfängerseite ist die Rauschko-
varianzmatrix eine Diagonalmatrix
Rn = σ
2
n INR mit Pn = NRσ
2
n. (2.17)
Pn bezeichnet dabei die Gesamt-Rauschleistung. Die Rate vereinfacht sich damit
zu [32]
R = log2
„
det
„
INR +
1
σ2n
HRxH
H
««
. (2.18)
Die verbleibende Aufgabe besteht nun in der Bestimmung des optimalen Sende-
vektors d.h. in der Bestimmung von Rx. Da die Verteilung der Sendesignale als
komplex-normalverteilt vorgegeben wurden und außerdem davon ausgegangen
wird, dass die Sendesignale statistisch unabhängig sind, stellt die Kovarianzmatrix
der SendesignaleRx eine Diagonalmatrix mit
Rx = diag([σ
(1)
x . . . σ
(NT )
x ])
2 mit PT =
X
i
σ(i)x
2
= tr(Rx) (2.19)
dar, wobei PT die Gesamt-Sendeleistung ist. Nun beschränkt sich die Maximie-
rungsaufgabe nur noch auf die Verteilung der Gesamt-Sendeleistung auf die ein-
zelnen Sendesignale [x]k. Die optimale Strategie zur Maximierung der Rate ist
9
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in diesem Fall die Anwendung des „Waterlling Algorithmus“ [8] zur Verteilung
der Gesamt-Sendeleistung PT auf die einzelnen Sendeströme. Diese Leistungsal-
lokation ist jedoch nurmöglich, falls der Sender Kenntnis über denMehrantennen-
Funkkanal besitzt. Ist dies nicht der Fall, besteht keine andere sinnvolle Möglich-
keit, als die Leistung gleichmäßig auf alle Sendesignale zu verteilen. Dann gilt für
die Kovarianzmatrix
Rx = σ
2
x INT mit PT = NTσ
2
x (2.20)
und es ist [9]:
C ≥ R = log2
„
det
„
INR +
PT
NT σ2n
HHH
««
. (2.21)
Da keine Maximierung durchgeführt wurde, stellt diese Rate eine untere Schran-
ke für die Kanalkapazität C dar.
2.3 Ergodische Kanalkapazität
Bei stochastischen Übertragungskanälen H (siehe Abschnitt A.3.4) kann unter
Annahme der Ergodizität der Erwartungswert über verschiedene Musterprozes-
se von H gebildet werden und man erhält die ergodische Kanalkapazität C¯ =
E {C}.
2.4 Korreliertes Rauschen am Empfänger – Noise White-
ning
Die Berechnungen der Kanalkapazität nach Gl. (2.18) bzw. nach Gl. (2.21) setzen
unkorrelierte Rauschsignale am Empfänger voraus. Diese Voraussetzung muss
auch für die optimale Wirkungsweise der meisten Sender- und Empfängerstruk-
turen erfüllt sein. Im Falle korrelierter Rauschsignale, d.h. im Falle einer Rausch-
kovarianzmatrix Rn 6= INR kann jedoch eine Dekorrelation der Rauschgrößen
durch ein „Noise - Whitening“- Filter erreicht werden [21]. Mit der Normierung
vonRn auf die mittlere Rauschleistung PnNR pro Antenne
Rˆn =
1
σ2n
Rn =
NR
Pn
Rn (2.22)
und der Cholesky Zerlegung von Rˆn
LLH = Rˆn, (2.23)
wobei L eine untere Dreiecksmatrix ist, kann das Noise-Whitening-Filter T zu
T = L−1 (2.24)
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bestimmt werden. Die Anwendung des Filters T auf der Empfängerseite liefert
y˜ = Ty = TH|{z}
H˜
x+ Tn|{z}
n˜
. (2.25)
Wie sich leicht zeigen lässt, gilt dann für die KovarianzmatrixRn˜:
Rn˜ = σ
2
nINR , (2.26)
so dass für das äquivalente System H˜ die Bedingung für unkorreliertes Rauschen
erfüllt ist. Für die Rate gilt dann nach Gl. (2.18):
R = log2
„
det
„
INR +
1
σ2n
H˜RxH˜
H
««
. (2.27)
2.5 Einf_luss der Kanaldämpfung
Bei gleichmäßiger Sendeleistungsallokation ergibt sich eine Kanalkapazität nach
Gl. (2.21). Bei der Untersuchung der Kanalkapazität ergibt sich häug derWunsch,
die (ergodische) Kanalkapazität nicht in Abhängigkeit des Signal-zu-Störabstands
pro Sendeantenne PT
NT σ
2
n
=
σ2x
σ2n
, sondern als Funktion des Signal-zu-Störabstands
am Empfänger
σ2y
σ2n
aufzutragen. Zu diesem Zweck wird in der Literatur vielfach ei-
ne Normierung der gemessenen oder berechneten Kanäle durchgeführt [31], [35],
[34], [14], so dass die Summenleistung der Koefzienten von H , d.h. tr(RH),
der Anzahl der Koefzienten NTNR entspricht (Hˆ bezeichnet den normierten
Kanal):
Hˆ =
NTNR
tr(RH)
H.
Da durch diese Normierung die Information über die tatsächlich aufgebrachte
Sendeleistung verloren geht, führt sie in vielen Fällen zu verfälschten Ergebnissen,
wie anhand zweier Beispiele gezeigt wird.
2.5.1 Gegenbeispiel: Einuss der Polarisation
Betrachtet werde ein Mehrantennensystem mit je zwei elektrischen Dipolanten-
nen auf Sende- und Empfangsseite. Die Dipolantennen sind parallel zueinander
ausgerichtet (siehe Abb. 2.1, links). Bei genügend großem Abstand der Antennen
und bei vielen Reexionsstellen innerhalb des Ausbreitungskanals sind die einzel-
nen Koefzienten der Kanalmatrix statistisch unabhängig und es ergibt sich eine
Kovarianzmatrix RH des Kanals (zur Berechnung der Kovarianz von Funkkanä-
len sieh Anhang A) von:
RH = GAGCI4.
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Der Faktor GC =
“
λ
4pir0
”2
ist der Kehrwert der Freiraumdämpfung bei einer
mittleren Weglänge r0 und wird als Kanalgewinn bezeichnet. GA ist der Anten-
nengewinn der elektrischen Dipole. Die Normierung der Kanäle würde dann mitq
1
GAGC
erfolgen und man erhielte die Kovarianzmatrix des normierten Kanals:
RHˆ = I4.
Nun wird die zweite Antenne auf beiden Seiten durch eine orthogonal polarisier-
te Antenne, d.h. durch einen magnetischen Dipol ersetzt (siehe Abb. 2.1, rechts,
vergleiche [31], [34], [35]). Der AntennengewinnGA des magnetischen Dipols ist
identisch zu dem des elektrischenDipols und der KanalgewinnGC bleibt konstant,
da an der Position der Antennen nichts geändert wurde. Die Kovarianzmatrix be-
rechnet sich dann zu:
RH = GAGC
0B@1 0 0 00 α 0 00 0 α 0
0 0 0 1
1CA .
Der Faktor α < 1 ist der Kreuzpolarisationskoefzient des Funkkanals (siehe Ka-
pitel 3) und beschreibt die Übertragung zwischen zwei orthogonal polarisierten
Antennen. Wie durch Messungen herausgefunden wurde, ist dieser Faktor bei
kurzen Weglängen in der Größenordnung von −10 dB [4]. Im Folgenden wird
der Faktor nun ohne Beschränkung der Allgemeinheit zu Null gesetzt. Dann wür-
de die Normierung mit
q
2
GAGC
durchgeführt, und man bekäme die normierte
Kovarianzmatrix
RHˆ =
0B@2 0 0 00 0 0 00 0 0 0
0 0 0 2
1CA .
Dieses Ergebnis steht in Widerspruch zu dem Resultat für die zuerst betrachte-
te Antennenkonguration, da der erste Eintrag in der normierten Kovarianzma-
trix in beiden Fällen identisch sein muss. An der Übertragung zwischen den bei-
den elektrischenDipolen wurde in der zweiten Antennenkonguration überhaupt
nichts geändert! Durch die Normierung wird hier im Vergleich zum ersten Fall
die Sendeleistung verdoppelt.
2.5.2 Gegenbeispiel: Einuss der Antennenanpassung
In diesem Beispiel wird wieder eine Anordnung von je zwei elektrischen Dipolen
mit der Kovarianzmatrix RH = GAGCI4 betrachtet (Abb. 2.2, links). Bei einer
Verringerung des Abstandes (Abb. 2.2, rechts, vergleiche [14], [35]) werden die
12
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Abb. 2.1: Gegenbeispiel: Einfluss der Polarisation
einzelnen Funkkanäle miteinander korreliert und die Kovarianzmatrix ist:
RH = GAGC
0B@α · · ·· α · ·· · α ·
· · · α
1CA .
Die Elemente der Nebendiagonale sind größer als 0, gehen jedoch nicht in die
Normierung ein. Für die Elemente der Hauptdiagonalen gilt aufgrund der durch
die Verschiebung verursachten Fehlanpassung der Antennenelemente:α ≤ 1. Die
Normierung würde dann mit
q
α
GAGC
erfolgen und damit wäre:
RHˆ =
0B@1 · · ·· 1 · ·· · 1 ·
· · · 1
1CA .
Dies bedeutet wiederum, dass im normierten Fall die Empfangsleistung jedes ein-
zelnen Antennenelements unabhängig vomAbstand gleichgehalten wird, was für
die realen, unnormierten Kanäle nicht zutrifft. Damit würde durch die Normie-
rung die Sendeleistung um 1
α
angehoben! Analog zu diesem Fall würde bei dem
Ersatz der Antennenelemente durch Antennen höheren Gewinns und unter der
Annahme, dass sich an der Mehrwegeausbreitung prinzipiell nur wenig ändert,
der Faktor GA im unnormierten Fall ansteigen, was der höheren Empfangslei-
stung Rechnung trägt. Durch eine Normierung würde dieser real erzielte Gewinn
jedoch wieder kompensiert.
Somit ist nach dem ersten Gegenbeispiel die Normierung nur für Kanäle mit
identischer Leistung jedes Koefzienten uneingeschränkt anwendbar. Bei naturge-
mäß ungleich verteilten Leistungen, die z.B. bei der Anwendung von unterschied-
lich polarisierten Antennen auftreten, führt diese Methode zu falschen Ergebnis-
sen. Wie in dem zweiten Gegenbeispiel gezeigt wurde, geht selbst bei identischer
Leistung aller Koefzienten der Kanalmatrix die Information über die tatsächlich
benötigte Sendeleistung verloren. Bei der vergleichenden Bewertung unterschied-
licher Antennenkongurationen können so ebenfalls verfälschte Ergebnisse auf-
treten. Dies ist der Fall, wenn sich die Antennenanordnungen in ihrem Gewinn
13
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Abb. 2.2: Gegenbeispiel: Einfluss der Antennenanpassungen
oder ihrer Anpassung unterscheiden, so dass eine bestimmte Konguration im
Mittel immer eine geringere Empfangsleistung als eine andere liefert. Wenn über-
haupt eine Normierung durchgeführt werden soll, dann liefert alleine die Kom-
pensation des mittleren Kanalgewinns GC =
“
λ
4pir0
”2
ein korrektes Ergebnis.
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DER MEHRANT ENNEN – FUNKKANAL
Dieses Kapitel hat die Beschreibung und Modellierung des schwundbehafteten
Mehrantennen-Funkkanals zum Inhalt. Ausgehend von einer einheitlichen De-
nition der Kenngrößen von Gruppenantennen wird eine Formulierung des stati-
stischen Mehrwege-Schwundkanals mit Hilfe eines pfadbasierten Kanalmodells
hergeleitet. Dabei erlaubt die feldtheoretisch exakte Behandlung der Antennen
erstmalig die Untersuchung der Einüsse von Polarisationsrichtungen und Richt-
diagrammen der Antennen. Durch die zusätzliche Berücksichtigung der Anten-
nenrauschprozesse kann somit ein nachrichtentechnisches Systemmodell für die
Signalübertragung bezüglich der Antennentore auf Sende- und Empfangsseite ab-
geleitet und eine Verbindung zwischen den skalaren, statistischen Kanalmodellen
und den deterministischen Feldsimulationen hergestellt werden.
3.1 Antennenkenngrößen
Zur Modellierung der Einüsse der physikalischen Antennenparameter auf den
Funkübertragungskanal soll im Folgenden eine einheitliche, systemtheoretische
Beschreibung von Antennen hergeleitet werden. Damit wird eine konsistente Be-
schreibung des Sende- und Empfangsfalls in Abhängigkeit der Signale bzw. Lei-
stungswellen a und b (siehe Abschnitt A.2) an den Antennentoren möglich. Alle
Betrachtungen gehen dabei vom Fernfeld der Antennenanordnungen aus, d.h. die
betrachteten Wellenfelder besitzen vernachlässigbar kleine Feldkomponenten in
Ausbreitungsrichtung.
3.1.1 Ersatzschaltbilder der Sende- und Empfangsantenne
Die Abbildung 3.1 zeigt das allgemeingültige Ersatzschaltbild einer Antenne für
den Sendefall. Die Antenne wird durch eine Reihenschaltung der Wirkwiderstän-
de RL und RR und der Reaktanz XA modelliert. Dabei wird in dem Widerstand
RL die elektrische Verlustleistung der Antenne und im Widerstand RR die von
der Antenne tatsächlich abgestrahlte Leistung Prad umgesetzt. Die Antenne wird
von einem angepassten Generator mit dem Innenwiderstand ZL über eine Lei-
tung der Impedanz ZL gespeist. Die verfügbare Leistung des Generators ist Pav,
die von der Antenne aufgenommen Leistung ist Pin. Der Eingangsreexionsfak-
tor der Antenne wird mit ΓT 1 bezeichnet.
Eine Empfangsantenne (siehe Abb. 3.2) kann durch einen Generator mit der
Leerlaufspannung Usrc und der Quellenimpedanz RS + RL + jXA modelliert
1 ΓT =
RR+RL+jXA−ZL
RR+RL+jXA+ZL
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werden. Die aus dem Wellenfeld am Ort der Empfangsantenne entnommen Lei-
stung ist Pacc, die verfügbare Leistung der Antenne ist Pout. Die Empfangsan-
tenne wird mit ZL belastet, die in ZL umgesetzte Empfangsleistung ist Prec. Der
Eingangsexionsfaktor ist ΓR.
Abb. 3.1: Ersatzschaltbild einer beliebigen Sendeantenne
Abb. 3.2: Ersatzschaltbild einer beliebigen Empfangsantenne
3.1.2 Das Strahlungsfeld einer Antenne im Sendefall
Das elektromagnetische Strahlungsfeld einer Antenne im Ursprung des Koordi-
natensystems besitzt in ausreichend großer Entfernung (Fernfeldannahme) kei-
ne Radialkomponenten. Das elektrische Feld E = [Eϑ,Eϕ]T an dem Aufpunkt
[r, ϑ, ϕ]T bei Speisung mit dem Strom I lautet dann [28]:
E(r, ϑ, ϕ) =
1
r
exp(−jkr)
r
Z0
4pi
CT (ϑ, ϕ)
√
ZL I
»
V
m
–
. (3.1)
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Dabei ist k = 2pi
λ
die Wellenzahl und Z0 = 120piΩ der Wellenwiderstand des
freien Raums. Mit der Lichtgeschwindigkeit c0 ist k = 2pic0 (fLP + f0), wobei fLP
der Frequenz des Tiefpass-Signals ist (zu Tiefpass-Signalen siehe Anhang A).
Der VektorCT (ϑ, ϕ) = [CT,ϑ(ϑ, ϕ),CT,ϕ(ϑ, ϕ)]T wird im Folgenden als kom-
plexe, vektorielle Richtcharakteristik, die die räumlichen Abstrahlungs- und die
Polarisationseigenschaften im Fernfeld der Antenne beschreibt, deniert. Die Ver-
wendung des Begriffs der Richtcharakteristik erfolgt in der Literatur nicht einheit-
lich. In dem IEEE Standard 145 wird daher der engl. Begriff „antenna pattern“
vergleichsweise allgemein deniert [1]:
The spatial distribution of a quantity that characterizes the electromagnetic
eld generated by an antenna.(Die räumliche Verteilung einer Größe, die das
elektromagnetische Strahlungsfeld einer Antenne beschreibt)
In der Abb. 3.3 ist das hierfür zugrunde gelegte Koordinatensystem dargestellt.
Die Einheitsvektoren eϑ und eϕ bezeichnen die Orientierungen der sphärischen
Komponenten von C und E, der Vektor k die Ausbreitungsrichtung der abge-
strahlten Wellenfelder. Die Richtcharakteristik soll im weiteren Verlauf als
Abb. 3.3: Koordinatensystem zur Antennenbeschreibung
C = Cˆ
r
RR
ZL
(3.2)
geschriebenwerden, wobei Cˆ die bei Anpassung „verfügbare“ Richtcharakteristik
ist. Die implizite Frequenzabhängigkeit vonCwird im Folgenden nicht berücksich-
tigt, solange die Bandbreite des Tiefpass-Signals sehr viel kleiner als die Trägerfre-
quenz ist. Weiterhin wird die Abhängigkeit der Feldgrößen von den Ortskoordi-
naten nicht mehr explizit aufgeführt. Mit der auf den Leitungswellenwiderstand
normierten Größe i
i =
√
ZL I (3.3)
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und dem Zusammenhang (siehe Anhang A)
i = (1− ΓT ) a, (3.4)
kann Gl. Gl. (3.1) in Abhängigkeit der speisendenWellenamplitude a ausgedrückt
werden:
E =
1
r
exp(−jkr)
r
Z0
4pi
CT (1− ΓT ) a. (3.5)
Das abgestrahlte Feld ist damit nur noch von den normierten Wellengrößen und
der Richtcharakteristik abhängig, und man erhält eine allgemeingültige Beschrei-
bung, die sich auf jede Art von Antennen anwenden lässt.
3.1.3 Die Beschreibung von Antennengruppen im Sendefall
Die Beschreibung einer einzelnen Antenne im Sendefall kann auf die Beschrei-
bung von Antennengruppen – bestehend aus NT Antennen – erweitert werden.
Dazumuss jedoch die Verkopplung, d.h. die gegenseitige strahlungsmäßige Beein-
ussung der Antennenelemente untereinander berücksichtigt werden. Im Zusam-
menhang mit Antennenverkopplungen müssen zwei Fälle unterschieden werden:
1. Änderung der Stromdichte auf der Antenne. Die Verkopplungen führen
zu einer Verzerrung der Stromverteilung auf der Antenne und damit zu
einer Änderung der Richtcharakteristik im Vergleich zur unverkoppelten
Antenne. Die Verzerrungen und damit auch die Verkopplungen sind dann
richtungsabhängig und eine analytische Modellierung ist nicht mehr ohne
weiteres möglich.
2. Änderung der Anregung. In diesem Fall wird die Stromverteilung auf der
Antenne durch die Verkopplungen skalar gewichtet, jedoch nicht räumlich
verzerrt. Diese Annahme ist i.A. für kurze oder resonante Antennen, deren
Strombelegung nur einen einzigen Wellentyp annehmen kann, erfüllt. Da-
mit kann der Einuss der Verkopplung von den physikalischen Antennen-
elementen separiert werden und kann unter der Voraussetzung, dass die
Verkopplungen nur im Strahlungsfeld der Antennen und nicht zwischen
den Zuführungsleitungen geschehen, durch eine Koppelmatrix B model-
liert werden. Die Koppelmatrix beschreibt zum einen die Änderung der An-
passung an den Antennentoren, sowie zum anderen das Übersprechen im
Strahlungsfeld der Antennenelemente.
Im Folgenden wird von dem zweiten Fall ausgegangen. Zunächst werden die
von den NT Einzelantennen abgestrahlten Wellenfelder in dem Vektor eT
eT =
h
E(1)T . . .E
(NT )
T
iT
(3.6)
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zusammengefasst sowie die jeweiligen Fernfeld-Richtcharakteristiken in der Dia-
gonalmatrix CT angeordnet:
CT = diag
“h
C(1)T . . .C
(NT )
T
i”
. (3.7)
Eine Verschiebung der Antennenelemente aus dem Ursprung muss dabei in den
betreffenden Einzel-Richtcharakteristiken berücksichtigt werden. Mit der Matrix
ZL der Leitungswellenwiderstände
ZL = diag
“h
Z
(1)
L . . . Z
(NT )
L
i”
(3.8)
und dem Vektor i der normierten Ströme
i = Z
1
2
L
h
I(1) . . . I(NT )
iT
(3.9)
sowie mit der für Streumatrizen gültigen Beziehung (siehe Anhang A):
i = (INT − SAA)a (3.10)
folgt dann für das gesamte abgestrahlte Wellenfeld analog zu Gl. (3.5)
eT =
1
r
exp(−jkr)
r
Z0
4pi
CT (INT − SAA)a. (3.11)
Die StreumatrixSAA wird dabei an den Antennenfußpunkten gemessen und ent-
hält in ihren Diagonalelementen die Eigenreexionsfaktoren ΓT und in den Ele-
menten der Nebendiagonale die Transmissionskoefzienten zwischen den einzel-
nen Antennenelementen. Mit der Festlegung der Konstanten A zu
A =
1
r
exp(−jkr)
r
Z0
4pi
(3.12)
und der Denition der KoppelmatrixBT zu
BT = (INT − SAA) (3.13)
kann dann das Signalmodell für eine Antennengruppe im Sendefall zu
eT = ACT BT a (3.14)
bestimmt werden (siehe Abb. 3.4). Im unverkoppelten Fall wird die Streumatrix
zu einer Diagonalmatrix der Eigenreexionsfaktoren ΓT und damit ist
BT = diag
“h
1− Γ (1)T . . . 1− Γ (NT )T
i”
.
Ein Vergleich mit Gl. (3.5) zeigt, dass es sich in dem Fall um eine einfache Paral-
lelschaltung von Einzelantennen handelt.
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Abb. 3.4: Signalmodell für verkoppelte Sendeantennen
Nach dem Zusammenhang zwischen System- und Streumatrizen (siehe An-
hang A.2.4) setzt dieses Signalmodell eine Anpassung der Signalquelle an die
Speiseleitungen voraus. Es gilt weiterhin zu beachten, dass die abgestrahltenWel-
lenfelder des Vektors eT keine Leistungssignale im systemtechnischen Sinne sind.
Sollen die Wellenfelder als Eingangsgrößen für ein nachgeschaltetes System die-
nen, muss zunächst eine Zerlegung in die einzelnen Wellentypen d.h. Wellenmo-
den erfolgen, da nach der Denition der Streumatrix an jedem Tor nur ein Wel-
lentyp vorhanden sein darf. Die Dimension des Ausgangsvektors wäre abgesehen
von dem Fall, dass jede Antenne nur einen Wellentyp abstrahlt, damit sehr viel
größer als NT .
Wie man anhand von Gl.Gl. (3.14) erkennt, ist – unter der Randbedingung der
Anpassung der Signalquelle – eine Kompensation der Koppelmatrix BT durch
eine Vorlterung mitB−1T möglich. Da nach Gl. (A.93) dieses Vorlter i.A. nicht
verlustlos ist, muss eine Normierung auf eine konstante Sendeleistung erfolgen.
Diese Normierung wird in Kapitel 6 im Zusammenhang mit der sendeseitigen
Signallterung erläutert.
3.1.4 Das Verhalten der Antenne im Empfangsfall
Im Empfangsfall lautet die Leerlaufspannung Usrc einer Antenne bei Einfall ei-
ner ebenen Welle E = [Eϑ,Eϕ]T mit den bezüglich des Koordinatenursprungs
denierten Komponenten Eϑ, Eϕ und der bezüglich des Koordinatenursprungs
bestimmten Einfallsrichtung [ϑin, ϕin]T [30] (siehe auch Abb. 3.3):
Usrc(ϑin, ϕin) =
−j2λ√ZL√
4piZ0
〈CR(ϑin, ϕin),E〉. (3.15)
〈C,E〉 bezeichnet dabei das innere Produkt zwischen C und E. λ ist die Freiraum-
wellenlänge, für die gilt: λ = c0
fLP+f0
. Der Vektor CR = [CR,ϑ CR,ϕ]T beschreibt
die Transformation des elektrischen Wellenfeldes am Ort der Antenne in die Fuß-
punktspannung hinsichtlich der Einfallsrichtung und der Polarisation.
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Aufgrund der Fernfeldannahme, ist die Bedingung des ebenenWellenfeldes für
jede einfallende Welle erfüllt. Bei dem Einfall mehrerer ebener Wellenfelder aus
verschiedenen Richtungen ergibt sich damit die Leerlaufspannung durch die Über-
lagerung der Einzelspannungen, bzw. aus der Empfangsspannung der überlager-
ten Felder. Aus dem Reziprozitätstheorem [11] folgt:
CT = CR. (3.16)
Damit ist die Richtcharakteristik CR einer Empfangsantenne identisch mit der
Richtcharakteristik CT der selben Antenne im Sendefall.
Im Folgenden wird aus Gründen der Übersichtlichkeit die Winkelabhängigkeit
nicht mehr eigens aufgeführt. Nach dem Ersatzschaltbild (Abb. 3.2) stellt die Emp-
fangsantenne eine Signalquelle dar, die im Streumatrixmodell durch ein einge-
prägtes Ausgangssignal bsrc beschrieben wird (siehe Anhang A.2). Mit der Nor-
mierung der Leerlaufspannung
usrc =
Usrc√
ZL
(3.17)
und der für Wellenquellen gültigen Beziehung
bsrc = (1− ΓR) usrc
2
(3.18)
gilt für das Quell-Signal
bsrc =
−jλ√
4piZ0
(1− ΓR) 〈CR,E〉
hp
Leistung
i
. (3.19)
Da die Anschlussleitung der Antenne am Ende reexionsfrei mit ZL abgeschlos-
sen ist, ist ΓL = 0 und es gilt für die gesamte auslaufende Wellenamplitude
b = ΓL a + bsrc = bsrc. Das oben beschriebene Modell gilt aufgrund der Ver-
wendung normierter Leistungssignale wieder für sämtliche Empfangsantennen,
unabhängig von der Art ihrer Speisung.
3.1.5 Die Beschreibung von Antennengruppen im Empfangsfall
Die Behandlung des Empfangsfalls für Antennengruppen, bestehend ausNR An-
tennen, erfolgt analog zur Betrachtung von Antennengruppen im Sendefall. Die
Empfangsfeldstärken an den Orten der einzelnen Antennenelemente werden da-
zu in dem Feldstärkevektor
eR =
h
E(1)R . . .E
(NR)
R
iT
(3.20)
zusammengefasst und die Richtcharakteristiken der Antennenelemente unter Be-
rücksichtigung einer Verschiebung aus dem Ursprung in die Matrix CR eingetra-
gen:
CR = diag
“h
C(1)R . . .C
(NR)
R
i”
. (3.21)
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Mit der Diagonalmatrix ZL = diag([Z
(1)
L . . . Z
(NT )
L ]) der Leitungswellenwider-
stände lauten die normierten Leerlaufspannungen
usrc = Z
− 1
2
L
h
U(1)src . . .U
(NT )
src
iT
. (3.22)
Aus (siehe A.2)
bsrc =
1
2
(INR − SAA)usrc (3.23)
folgt dann für den Empfangs-Signalvektor (vergl. Gl. (3.19))
bsrc =
−jλ√
4piZ0
(INR − SAA)CR eR, (3.24)
wobei bei der Auswertung von CR eR die inneren Produkte berechnet werden
müssen. Bei Denition einer Koppelmatrix BR = INT − SAA analog zu Gl.
(3.13) und mit der Konstanten
B =
−jλ√
4piZ0
(3.25)
lautet das Signalmodell (siehe Abb. 3.5) für eine Antennengruppe im Empfangs-
fall:
b = BBR CReR. (3.26)
Dabei wurde wieder eine Anpassung der Lasten, d.h. R(i)L = Z
(i)
L und damit
bsrc = b vorausgesetzt. Es ist zu beachten, dass es sich bei den Empfangsfeld-
stärken in eR nicht um Leistungssignale handelt. Auch hier kann wieder eine
Entkopplung der Empfangssignale durch Filterung mitB−1R erfolgen.
Abb. 3.5: Signalmodell für verkoppelte Empfangsantennen
3.1.6 Leistungsbetrachtung im Sende- und Empfangsfall
Sendefall Die pro Raumwinkelelement dΩ = sinϑdϑdϕ abgestrahlte Sende-
leistung ist als Strahlstärke Φ deniert:
Φ =
dP
dΩ
= r2
dP
dA
(3.27)
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wobei dA das zum Raumwinkel dΩ im Abstand r zugehörige Flächenelement ist.
Für die Leistungsussdichte dP
dA
gilt (S ist der Poynting’sche Vektor):
dP
dA
= |S| = |E|
2
2Z0
. (3.28)
Mit Gl. (3.5) kann Φ dann als
Φ(ϑ, ϕ) = r2
|E|2
2Z0
=
1
8pi
|1− ΓT |2 |CT |2 |a|2 (3.29)
geschrieben werden.
Die Strahlungsleistung Prad der Sendeantenne ergibt sich durch Integration
von Φ über alle Raumwinkel:
Prad =
1
2
RR |i|2 =
Z
Ω
Φ dΩ. (3.30)
Das Verhältnis von Strahlungsleistung Prad zu aufgenommener Leistung Pin ist
der Antennenwirkungsgrad ηL:
ηL =
Prad
Pin
=
RR
RR +RL
. (3.31)
Das Verhältnis von aufgenommener Leistung Pin zur verfügbaren Leistung Pav
berechnet sich zu:
Pin
Pav
= 1
2
|a|2 − 1
2
|b|2 = 1− |ΓT |2. (3.32)
Empfangsfall Die in dem Lastwiderstand ZL der Empfangsantenne umgesetzte
Wirkleistung Prec wird als Empfangsleistung deniert und lautet mit Gl. (3.18)
und mit |1− ΓR|2 = |1− ΓT |2 nach Gl. (3.32) :
Prec =
1
2
|bsrc|2 = 18 |1− ΓR|2|usrc|2. (3.33)
Bei Anpassung der Last an die Speiseleitung d.h. mit ZL = RL kann die obige
Gleichung zu
Prec =
λ2
8piZ0
`
1− |ΓR|2
´
ηL |CR|2 |E|2 ηP (3.34)
umgeformt werden. Dabei ist
ηL =
RR
RR +RL
=
Pout
Pacc
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der aus dem Sendefall bereits bekannte Antennenwirkungsgrad. Pacc ist die von
der Antenne aus dem Wellenfeld entnommene Wirkleistung. Das Verhältnis
ηP =
〈CR,E〉2
|CR|2 |E|2
(3.35)
mit 0 ≤ ηP ≤ 1 ist der Polarisationswirkungsgrad. Der Polarisationswirkungs-
grad wird maximal, falls Antennenpolarisation und Polarisation des angebotenen
Feldes identisch sind.
Das Verhältnis von aufgenommener Leistung Prec zur verfügbaren Leistung
Pout ist (vergleiche Gl. Gl. (3.32)):
1− |ΓR|2 = Prec
Pout
. (3.36)
3.1.7 Richtfunktion und Richtfaktor
Sendefall Die Richtfunktion dT (ϑ, ϕ) ist das Verhältnis der von einer Antenne
in einer bestimmten Richtung erzeugten StrahlstärkeΦ, zur über alle Richtungen
gemittelten Strahlstärke Prad
4pi
eines isotropen Kugelstrahlers mit gleicher Sende-
leistung Prad. Das Maximum der Richtfunktion wird Richtfaktor DT genannt:
DT = max
ϑ,ϕ
4pi Φ(ϑ, ϕ)
Prad
= max
ϑ,ϕ
ZL |CT (ϑ, ϕ)|2
RR |1− ΓT |2
. (3.37)
Empfangsfall Der Richtfaktor DR entspricht dem Verhältnis der verfügbaren
Empfangsleistung Pout bei angenommener Verlustfreiheit der Antenne (Pacc =
Pout), zur Empfangsleistung des verlustlosen, isotropen Strahlers gleicher Pola-
risation im gleichen Wellenfeld. Es gilt wegen der Reziprozität:DR = DT .
3.1.8 Gewinnfunktion und Antennengewinn
Sendefall Die Gewinnfunktion gT (ϕ, ϑ) ist das Verhältnis der von einer Anten-
ne in einer bestimmten Richtung erzeugten Strahlstärke zur Strahlstärke, die er-
reicht würde, wenn die in die Antenne eingespeiste Leistung Pin isotrop abge-
strahlt würde. Das Maximum der Gewinnfunktion wird als AntennengewinnGT
bezeichnet:
GT = max
ϑ,ϕ
4pi Φ(ϑ, ϕ)
Pin
= max
ϑ,ϕ
|CT (ϑ, ϕ)|2
1− |ΓS |2
. (3.38)
Mit Gl. (3.31) folgt:
GT = ηLDT . (3.39)
Empfangsfall Der GewinnGR entspricht dem Verhältnis der verfügbaren Emp-
fangsleistungPout derAntenne, zur Empfangsleistung des verlustlosen, isotropen
Strahlers identischer Polarisation im gleichen Wellenfeld.
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3.1.9 Angepasste und verlustlose Antennen
Durch das Einfügen eines verlustlosen Anpassungsnetzwerks zwischen Antenne
und Anschlussleitung kann der Eigenreexionsfaktor Γ zu Null gesetzt werden.
Die Anpassung bewirkt dabei für ein isoliertes d.h. unverkoppeltes Antennenele-
ment eine Kompensation der ReaktanzXA und eine Transformation von ZL auf
RR +RV , so dass für die Antennenkenngrößen der angepassten Antenne gilt:
XA = 0
ZL = RR +RL
)
für Γ = 0. (3.40)
Damit gilt für die Leistungsbilanzen in Sende- und Empfangsfall:
1
2
|a|2 = Pav = Pin = 1
ηL
Prad
1
2
|b|2 = Prec = Pout = 1
ηL
Pacc
9>=>; für Γ = 0 (3.41)
sowie für die Richtfaktoren und Antennengewinne mit Gl. (3.2)
D = max
ϑ,ϕ
RR +RL
RR
|C(ϑ, ϕ)|2
= max
ϑ,ϕ
1
ηL
|C(ϑ, ϕ)|2 = max
ϑ,ϕ
|Cˆ(ϑ, ϕ)|2,
(3.42)
G = max
ϑ,ϕ
|C(ϑ, ϕ)|2
= max
ϑ,ϕ
RR +RL
RR
|Cˆ(ϑ, ϕ)|2 = max
ϑ,ϕ
1
ηL
|Cˆ(ϑ, ϕ)|2.
(3.43)
Bei zusätzlich angenommener Verlustlosigkeit der Antennen ist RL = 0 und
damit ηL = 1:
√
D =
√
G = max
ϑ,ϕ
|Cˆ(ϑ, ϕ)| = max
ϑ,ϕ
|C(ϑ, ϕ)|. (3.44)
Diese Gleichung gibt eine anschauliche Interpretation der in dieser Arbeit getrof-
fenen Denition der Richtcharakteristik.
Bei dem Übergang zu Antennengruppen mit nicht zu vernachlässigenden Ver-
kopplungen gelten für eine Anpassung der Einzelelemente nicht mehr die Gln.
(3.40). Je nach Stärke der Verkopplungen können sich daher Gewinne nach Gl.
(3.38) ergeben, die sich deutlich von denGewinnen der Einzelelemente unterschei-
den.
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3.2 Antennenrauschen auf der Empfangsseite
Die in jedem Funksystem am Ausgang des Empfängers auftretenden, additiven
Rauschgrößen werden über die Antennen aus dem Funkkanal aufgenommen bzw.
werden in den Empfängern selbst erzeugt. Bei der nun betrachteten Aufnahme
von Rauschen aus dem Funkkanal werden zusätzlich zu den erwünschten Feldern
eR die Stör-Felder eN am Ort der Empfangsantennen erzeugt, so dass sich bei An-
passung der Empfänger ein Signalmodell nach Abb. 3.6 ergibt. Die Entstehung
Abb. 3.6: Signalmodell für das Antennerauschen bei verkoppelten Empfangsantennen
der Rauschgrößen eN kann dabei auf Interferenz und thermisches Rauschen zu-
rückgeführt werden:
3.2.1 Störung durch Interferenzen
Bei der Störung durch Interferenz gelangen die Signale einiger weniger uner-
wünschter Sender bzw. Rauschquellen auf die Empfangsantenne (siehe Abb.3.7).
Die Störgrößen eN weisen dann prinzipiell eine ähnliche Struktur wie die Signa-
le eR auf. Die Übertragung der Störer kann daher in einer um die Störer, die als
zusätzliche Sender wirken, erweiterten Kanalmatrix erfasst werden. Nutz- und
Störsignal am Empfänger unterscheiden sich dann prinzipiell nur noch durch die
Struktur der zugehörigen Sendesignale.
3.2.2 Störungen durch thermisches Rauschen
Bei Systemen, die hauptsächlich durch thermisches Rauschen gestört werden, wer-
den die Störfeldstärken eN nicht durch diskrete Rauschquellen, sondern durch
eine kontinuierliche Verteilung von Rauschquellen erzeugt. Die Rauschquellen
benden sich dabei auf der Oberäche aller Körper in dem betrachteten Szenario
(sieheAbb.3.8). Ihre Intensitäten hängen von der Temperatur und demReexions-
faktor der Oberäche ab. Die Verteilung der Rauschquellen ist damit eine Funkti-
on der Geometrie des betrachteten Szenarios. In typischen Innenraum-Szenarien
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Abb. 3.7: Antennenrauschen verursacht durch Interferenzen
ndet man eine über den Raumwinkel Ω kontinuierliche Verteilung der Rausch-
quellen vor, und es kann aufgrund der großen Anzahl der sich überlagernden Fel-
der von unkorrelierten Feldstärken eN an den Antennen und von unkorrelierten
Rauschprozessen nA an den Fußpunkten der Antennen ausgegangen werden.
Abb. 3.8: Antennenrauschen verursacht durch thermisches Rauschen des Funkkanals
3.3 Physikalische Übertragungsmodelle
3.3.1 Allgemeines Signalmodell für die Übertragung zwischen zwei Antennen-
gruppen
Mit dem Signalmodell für eine Gruppe von Sendeantennen sowie mit dem Si-
gnalmodell für Empfangsantennen inklusive Antennenrauschen kann ein Modell
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für die gesamte Übertragung eines Mehrantennensystems nach Abb. 3.9 aufge-
stellt werden. Da dieses Signalmodell aus Streumatrizen entwickelt wurde, ist sei-
ne Gültigkeit auf am Eingang und Ausgang reexionsfrei abgeschlossene (ange-
passte) Systeme beschränkt.
Abb. 3.9: Signalmodell für die gesamte Übertragungsstrecke im Mehrantennen-
Funkkanal
Mit dem Sendevektor x ≡ a und dem Empfangsvektor y ≡ bsrc+n lautet die
gesamte Übertragung:
y = BR B CRHCTA| {z }
HA
BT
| {z }
H
x+BR B CR eN| {z }
nA| {z }
n
⇔ y =H x+ n.
(3.45)
Die Matrix H beschreibt dabei formal die Übertragung der Sendefelder eT zu
den Empfangsfeldern eR2.HA ist die Übertragungsmatrix zwischen den Signalen
bezüglich der Antennentore und nA beschreibt die Rauschsignale an den Toren
der Empfangsantennen jeweils für den unverkoppelten Fall.
In dem oben beschriebenen Signalmodell wird die Rauschkovarianz bei unkor-
relierten Rauschsignalen eN des Funkkanals alleine durch die Antennenverkopp-
lungen hervorgerufen. Mit
RnA = σ
2
nAINR (3.46)
gilt für die Kovarianz des Rauschens n mit Gl. (A.97):
Rn = σ
2
nABRB
H
R. (3.47)
2 Eine Beschreibung der Felder in der Form von Signalen würde eine Entwicklung der Felder in
eindeutige Wellenmoden voraussetzen
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Das zur Erzielung unkorrelierten Rauschens notwendige Noise-Whitening Filter
T berechnet sich dann nach Gl. (2.22 - 2.24) zu:
LLH = BRB
H
R,
T = L−1.
(3.48)
Damit ergibt sich ein äquivalentes Übertragungsmodell nach Abb.3.10.
Abb. 3.10: Noise-Whitening Filter bei verkoppelten Empfangsantennen
Zur Bestimmung der für die Systemuntersuchungen relevanten Matrix H˜ =
TH genügt damit die Kenntnis der Kanäle HA und der Koppelmatrizen BT
und BR, die sich messtechnisch oder analytisch bestimmen lassen. Die folgen-
den Betrachtungen beziehen sich daher ausschließlich auf die Modellierung des
„Antennenkanals“HA.
3.3.2 Feldbasierte Übertragungsmodelle
Die feldbasierten Übertragungsmodelle gehen von einer physikalischen Streupa-
rameterbeschreibung der Antennen aus [22],[10]. Eine einzelne Antenne wird als
Mehrtormit einem Leitungs-Tor undmehreren Strahlungstoren beschrieben. An
den Strahlungstoren können die verschiedenen Wellentypen bzw. Wellenmoden,
die im Freiraum ausbreitungsfähig sind, abgegriffen oder eingespeist werden. Un-
ter der Annahme, dass dieWellentore im Fernfeld der Antenne liegen, können die
Tore eindeutig den abzählbar-unendlich vielen Freiraummoden zugeordnet wer-
den. Eine Erweiterung dieses Modells auf ein Mehrantennensystem ist nach Abb.
3.11 denkbar. Die Antennengruppenwerden durch die beiden reziproken Streuma-
trizen SA und S′A beschrieben, die Strahlungstore sind mit den nummerierten
transversal-elektrischen (TE) und transversal-magnetischen (TM) Wellenmoden
belegt. Für SA bzw. S′A gilt dann:
SA =
„
SAA SAC
SCA SCC
«
, S′A =
„
S′AA S
′
AC
S′CA S
′
CC
«
. (3.49)
Die Matrizen SAA und S′AA beschreiben dann die Anpassung und Verkopp-
lung bezüglich der Leitungstore und entsprechen damit den Streumatrizen in
29
3 Der Mehrantennen – Funkkanal
Abb. 3.11: Feldbasiertes Übertragungsmodell
der Darstellung von Gruppenantennen nach Gl. (3.11) und Gl. (3.24). Die Ma-
trix SCC erfasst die Anpassung d.h. Rückstreuung und Verkopplung bezüglich
der Strahlungstore, SAC die Übertragung von den Wellentoren zu den Leitungs-
toren im Empfangsfall und SCA = STAC die umgekehrte Übertragung im Sen-
defall. Jede Antennenkonguration kann damit vollständig und unabhängig von
der Umgebung, in die sie eingebracht wird, beschrieben werden. An die Strah-
lungstore der Antennen können dann Funkkanäle angeschlossen werden, deren
Übertragungsfunktion vollständig durch die Matrix SC charakterisiert wird. Die-
se Übertragungsfunktion ist unabhängig von den verwendeten Antennen und
soll intrinsischer Funkkanal genannt werden. Auf den intrinsischen Kanal kann
nicht unmittelbar zugegriffen werden, nach außen sichtbar sind nur die Leitungs-
tore des gesamten, extrinsischenKanals. Durch den Anschluss der Antennen wird
dabei offensichtlich eine starke Reduktion der Anzahl der Wellentore des intrin-
sischen Funkkanals durchgeführt.
Damit setzt sich jeder Funkkanal aus einem intrinsischen Funkkanal, der die
Übertragungsfunktion der Wellenfelder zwischen den Raumpunkten, an denen
sich die Antennenanordnungen benden, beschreibt sowie den räumlichen Über-
tragungsfunktionen der Antennen zusammen. Die Antennen müssen dabei die
Fernfeldbedingung erfüllen. An den Leitungstoren der Antennen erscheint dann
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der gesamte extrinsische Funkkanal. Dabei ist für ein Übertragungssystem nur
der gesamte extrinsische Funkkanal zugänglich.
Entwicklung in sphärische Moden Sphärische Wellenmoden [11] sind sehr gut
zur Beschreibung von Antennen geeignet, die sich im Ursprung des Koordinaten-
systems benden, da die vektorielle Richtcharakteristik C(ϑ, ϕ) Gl. (3.1) bereits
eine Überlagerung von sphärischen Moden C(n) darstellt. Von der Antenne weg-
und zulaufende Wellen werden dann durch Wellenlösungen
E(n) ≈ 1
r
exp(−jkr)C(n)(ϑ, ϕ); E(n) ≈ 1
r
exp(+jkr)C(n)(ϑ, ϕ),
beschrieben. Die Darstellung des Funkkanals in sphärischen Moden erweist sich
jedoch als schwierig, da die Moden der Tore an Sende- und Empfangsseite des
Funkkanals bezüglich verschobener, parallel ausgerichteter Koordinatensysteme
deniert sind. Somit ist selbst im einfachen Freiraumkanal die Matrix SC voll
besetzt, da bei Anregung nur eines Wellentors auf der Sendeseite auf der Emp-
fangsseite alle Wellentypen miteinander verkoppelt sind.
Entwicklung in ebene Wellen Eine Entwicklung in planareWellen kann in karte-
sischen Koordinaten erfolgen und eine Verschiebung der (parallel ausgerichteten)
Koordinatensysteme der Sende- und Empfangsantennengruppen spielt keine Rol-
le. Die ebenen Wellen werden durch Lösungen in der Form
E(n) ≈ exp(+j〈k, r〉) eˆp, E(n) ≈ exp(−j〈k,r〉) eˆp
für die hin- und rücklaufenden Wellen bezüglich der Koordinatenursprünge be-
schrieben. Der Wellenzahlvektor k
k =
2pi
λ
[kx ky kz]
T
=
2pi
λ
[(sinϑ cosϕ) (sinϑ sinϕ) (cosϑ)]T
(3.50)
beschreibt die Ausbreitungsrichtung, r = [x y z]T ist der Ortsvektor und eˆp die
Polarisationsrichtung d.h. die Orientierung des elektrischen Feldvektors. DieWel-
len können in TM- und TE- Moden bezüglich der z-Richtung unterteilt werden
und nach ihren Richtungen k sortiert werden. Diese Beschreibung eignet sich
sehr gut für die Modellierung des Funkkanals. Im Freiraumkanal besteht SC aus
einem einzigen Eintrag der Größe λ
4pir
= 1/
√
GC . Zur Beschreibung der Anten-
nenfelder ist jedoch im Allgemeinen eine Transformation der sphärischen Anten-
nenmoden in ein ebenes Wellenspektrum notwendig.
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3.3.3 Pfadbasiertes Übertragungsmodell
Das pfadbasierte Übertragungsmodell (siehe Abb. 3.12) stellt eine Vereinfachung
des feldbasierten Übertragungsmodells für ebene Wellen dar. Dabei werden nur
die Moden, d.h. Ausbreitungsrichtungen oder Ausbreitungspfade berücksichtigt,
die tatsächlich an beiden Enden des Kanals vorhanden sind. Unter der Fernfeld-
annahme, wird dann die Richtcharakteristik punktuell bezüglich der Einfallsrich-
tungen kR bzw. der Senderichtungen kT ausgewertet. Durch diese Vorgehens-
weise muss die Berechnung der Antennenkonguration allerdings für jeden in-
trinsischen Funkkanal erneut erfolgen. Bei einer willkürlichen aber eindeutigen
Denition einer z-Richtung für Kanal und Antenne entspricht die Unterteilung
in TM- und TE-Wellen einer Unterscheidung zwischenWellen, die in Richtung
des sphärischen Winkels ϑ (Eϑ) bzw. in Richtung des Winkels ϕ (Eϕ) polarisiert
sind.
Abb. 3.12: Pfadbasiertes Übertragungsmodell
Damit existieren am Ein- und Ausgang jedes (intrinsischen) Funkkanals genau
zwei orthogonale Polarisationsrichtungen, gemessen in den lokalen Koordinaten-
systemen und bezüglich einer willkürlich gewählten Raumrichtung z.
Im pfadbasierten Übertragungsmodell wird dann der intrinsische Funkkanal
zwischen den Antennenpositionen von Sende- und Empfangsantenne durch die
Übertragungsfunktion von l Pfaden, die durch Senderichtungen k(l)T , Empfangs-
richtungen k(l)R , Weglängen r
(l) und die Übertragungsmatrix P (l) der beiden or-
thogonalen Polarisationsrichtungen bezüglich der z-Richtung beschrieben. Die
Positionen der einzelnen Antennenelemente werden durch die Ortsvektoren x(i)R
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für die Elemente der Empfangsantennenkonguration und durch x(k)T für die Ele-
mente der Sendeantennenkonguration festgelegt.
3.4 Diskussion des pfadbasierten Übertragungsmodells
3.4.1 Freiraumübertragung eines einzelnen Pfades
Die Signalamplitude am Ausgang einer Empfangsantenne ist unter der für den
KanalHA Gl. (3.45) gültigen Voraussetzung der Anpassung Gl. (3.19):
b = bsrc =
−jλ√
4piZ0
〈CR,E〉.
Unter der Annahme, dass das elektrische Feld E am Ort der Empfangsantenne
durch eine verlustlose und angepasste Sendeantenne in der Entfernung r erzeugt
wird, gilt mit Gl. (3.5):
b =
−jλ√
4piZ0
〈CR, exp(−jkr)
r
r
Z0
4pi
CT a〉
=
−jλ
4pir
exp(−jkr)〈CR,CT 〉a.
(3.51)
Der Übertragungskoefzient β = b
a
lautet damit:
β =
−jλ
4pir
exp(−jkr)〈CR CT 〉. (3.52)
Das Verhältnis von Empfangsleistung Prec = 12 |b|2 zur Sendeleistung Prad =
1
2
|a|2 kennzeichnet die Leistungsübertragung
Prec
Prad
= |β|2 =
„
λ
4pir
«2
|〈CR,CT 〉|2 . (3.53)
Für polarisationsangepasste, verlustfreie und optimal ausgerichtete Antennen
gilt
˛˛〈CTR,CT 〉˛˛ = √GRGT und die obenstehende Gleichung ist die bekannte
Friis’sche Übertragungsgleichung.
Bei Betrachtung des Fernfelds einer Sendeantenne unter demRaumwinkel [ϑϕ]
erscheint das abgestrahlte Wellenfeld als lokal ebene Welle mit der Ausbreitungs-
richtungkT Gl. (3.50). DasWellenfeld einer umxT = [xT yT zT ]T verschobenen
Antenne eilt dann der Welle einer Antenne im Ursprung um∆ϕT voraus. Wie in
im linken Teil der Abb. 3.13 dargestellt ist, gilt für den Phasenunterschied:
∆ϕT = 〈kT ,xT 〉 = |xT | cosϕT
2pi
λ
. (3.54)
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Analog zur Sendeantenne erfährt eine ebene Wellenfront mit der Ausbreitungs-
richtung kR, die auf ein um x
(i)
R verschobenes Empfangsantennenelement trifft,
eine Phasenverschiebung von∆ϕR (siehe rechter Teil der Abb. 3.13):
∆ϕR = −〈kR,xR〉 = − |xR| cosϕR
2pi
λ
. (3.55)
Die allgemeine Freiraumübertragungsfunktion zwischen zwei Antennenelemen-
Abb. 3.13: Einfluss der Verschiebung von Sendeantenne (links) und Empfangsantenne
(rechts) um xT bzw. xR
ten k und i lautet dann Gl. (3.52):
βik =
−jλ
4pir
exp(−jkr) exp(j〈kT ,xT,k〉)
exp(−j〈kRxR,i〉) 〈CR,i,CT,k〉. (3.56)
Diese Gleichung setzt voraus, dass für die gesamte Sendeantennen- und Emp-
fangsantennengruppe jeweils die Fernfeldbedingung erfüllt ist, d.h. die Richtun-
gen kT und kR der gesendeten bzw. empfangenen Wellenfelder sind jeweils für
alle Elemente k der Antennengruppe auf Senderseite bzw. für alle Elemente i der
Antennengruppe auf der Empfängerseite identisch.
3.4.2 Mehrwegeausbreitung
Mehrwegeausbreitung wird durch Reexion, Beugung und Streuung der abge-
strahlten Wellenfelder im Funkkanal hervorgerufen. An der Empfangsantenne
treffen dann unterschiedlich stark gedämpfte und verzögerte, ebene Wellen mit
den Polarisationsrichtungen Eϑ und Eϕ unter den Richtungen kR ein. Bei allei-
niger Berücksichtigung von Reexionen, die in realen Funkkanälen den stärksten
Einuss darstellen, gehört zu jeder ankommenden Wellenfront eindeutig eine ab-
gestrahlte Sendefront, charakterisiert durch die SenderichtungkT und zwei ortho-
gonale Polarisationen (vergleiche Abb. 3.12). Somit kann für jeden reektierten
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Ausbreitungspfad l vonAntenne k zurAntenne i analog zur Freiraumausbreitung
Gl. (3.56) ein Übertragungsfaktor der Form
β
(l)
ik =
−jλ
4pir
exp(−jkr(l)) exp(j〈k(l)T ,xT,k〉)
exp(−j〈k(l)R ,xR,i〉)〈C(l)R,i,P (l)C(l)T,k〉. (3.57)
angegeben werden. In der Abb. 3.12 sind die reektierten Pfade mit den Indizes 1
und 2 und der direkte Pfad mit dem Index 0 gekennzeichnet. Im Folgenden wird
ausschließlich der Einuss der reektierten Pfade nach Gl. (3.57) berücksichtigt,
d.h. es wird immer davon ausgegangen, dass der direkte Pfad durch ein Hindernis
unterbrochen ist.
Der Einuss der Reexionen, die i.A. eine Drehung der Polarisationsrichtungen
und eine zusätzliche Dämpfung hervorrufen, ist in der Transformationsmatrix
P (l) berücksichtigt.P (l) kann damit als intrinsischeÜbertragung des Pfades l im
Funkkanal, losgelöst von den Antenneneinüssen, aufgefasst werden (siehe Abb.
3.12). Es gilt:
P =
„
pϑϑ pϑϕ
pϕϑ pϕϕ
«
=
ˆ
pϑ pϕ
˜
. (3.58)
Die erste Spalte pϑ steht für die Übertragung des Pfades in Bezug auf die elek-
trischen Feldkomponenten Eϑ,R und Eϕ,R am Ort der Empfangsantenne bei An-
regung des Pfades mit einer ϑ-polarisierten Welle Eϑ,T . Analog beschreibt pϕ
die Übertragung ϕ-polarisierter Wellen. Die Koefzienten pϑϑ und pϕϕ stehen
dabei für die kopolare Übertragung des Pfades, d.h. für die Übertragung mit ei-
ner identischen Polarisationsrichtung und dem entsprechend pϕϑ und pϑϕ für die
kreuzpolare Übertragung.
Die Empfangsleistung aus ko- und kreuzpolarer Übertragung kann dabei nicht
größer als die Leistung des gesendeten Wellenfeldes sein. Es gilt für jeden Pfad:
|pϑϑ|2 + |pϕϑ|2 ≤ 1, (3.59)
|pϑϕ|2 + |pϕϕ|2 ≤ 1. (3.60)
Die beiden Übertragungsvektoren pϑ und pϕ können auch als Drehung um ψϑ,
ψϕ und Stauchung bzw. Dämpfung um αϑ, αϕ der Eingangswellenfelder aufge-
fasst werden. Die Einträge in der intrinsischen Polarisationsmatrix P Gl. (3.58)
können dann in Polarform dargestellt werden:
P =
„
cosψϑ αϑ sinψϕ αϕ
sinψϑ αϑ cosψϕ αϕ
«
mit
0 ≤ |αϑ,ϕ| ≤ 1
0 ≤ ψϑ,ϕ ≤ pi2
. (3.61)
Mit der Linearität von Kanal und Antennen, ergibt sich dann der komplexe Kanal-
koefzient hik am Leitungstor der Empfangsantenne k durch die Überlagerung
der L Pfade, ausgehend von der Sendeantenne i:
hik =
LX
l=1
β
(l)
ik . (3.62)
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3.4.3 Statistische Beschreibung der Mehrwegeausbreitung
Zur Untersuchung der statistischen Eigenschaften von hik werden die einzelnen
Pfade bezüglich ihrer Lauänge r gruppiert, so dass für jede Gruppe mit der mitt-
leren Lauänge r0 gilt:
r = r0 ±∆r mit∆r ¿ r0. (3.63)
Dadurch wird eine nahezu identische Freiraumdämpfung≈ (4pir0)2/λ2 aller Pfa-
de erzielt. Für eine einfache Reexion pro Pfad liegen die Reexionsstellen einer
Weglängengruppe auf einem Ellipsoiden wobei die Mittelpunkte der beiden An-
tennenanordnungen in den Brennpunkten liegen. Im weiteren Verlauf wird von
einem einzigen Entfernungsintervall ausgegangen.
Die Übertragungsfunktion eines einzelnen Pfades lautet dann nach Gl. (3.57):
β
(l)
ik =
−jλ
4pi (r0 ±∆r(l)) exp(−jkr0) exp(±jk∆r
(l)) 〈C(l)R,i,P (l)C(l)T,k〉. (3.64)
Dabei wurde aus Gründen der Übersichtlichkeit die Verschiebung der Antennen
um xR und xT in die Richtcharakteristiken CR,i CT,k mit aufgenommen. In der
oben stehenden Gleichung ist der erste Term mit 1
f
frequenzabhängig. Es wird
aber angenommen, dass die Systembandbreite ∆f viel kleiner als die Trägerfre-
quenz f0 ist, so dass immer, unabhängig von der Systembandbreite, gilt:
−jλ
4pi (r0 ±∆r(l)) =
−jc0`
f0 ± ∆f2
´
4pi
“
r0 ± ∆r(l)2
” ≈ −jc0
f04pir0
=
−j√
GC
. (3.65)
Im Folgendenwird derAusdruck nur bei der Trägerfrequenz f0 ausgewertet:β
(l)
ik,0 =
β
(l)
i|f=f0 , was in der Systemsicht der Beschreibung eines frequenzachen Systems
entspricht. Damit ist
β
(l)
ik,0 =
−j√
GC
exp
„−j2pif0r0
c0
«
exp
„±j2pif0∆r(l)
c0
«
〈C(l)R,i,P (l)C(l)T,k〉
=
−j√
GC
exp(−jφ0) exp(−jξ(l)) 〈C(l)R,i,P (l) C(l)T,k〉.
(3.66)
Damit ist die Phase φ0 ist für alle Pfade l konstant, die Phase ξ(l) jedoch von
der Pfadlänge abhängig. Zur Ermittlung einer im Frequenzbereich diskretisierten
Übertragungsfunktion des Pfades l kann β(l)ki,0 vollkommen analog für andere Fre-
quenzpunkte f bestimmtwerden. Die Richtcharakteristiken sowie die intrinsische
Kanalmatrix können dabei als frequenzunabhängig angenommen werden. Im Fol-
genden entfällt aus Gründen der Übersichtlichkeit die explizite Bezeichnung der
Trägerfrequenz durch den Index (·)0.
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Statistische Beschreibung der Übertragungskoefzienten Die statistische Model-
lierung des Übertragungskoefzienten β(l)ik des Pfades l zwischen der Sendeanten-
ne k und der Empfangsantenne i erfolgt über die Varianz und Kovarianz. Mit der
Aufteilung von β(l)ik in Real- und Imaginärteil gemäß
β
(l)
ik
′
= Re
n
β
(l)
ki
o
, β
(l)
ki
′′
= Im
n
β
(l)
ik
o
(3.67)
können Varianz und Kovarinz der einzelnen Übertragungskoefzienten ermittelt
werden. Da in realen Funkkanälen die Phase ξ(l) Element einer Einheitsverteilung
U(0, 2pi) ist, sind β′ik und β′′ik mittelwertfreie Größen. Die Varianz des Realteils
β′ki ist
Var
˘
β′ik
¯
= σ2β′
ik
= E
n
β′ik
2
o
=
Z
X
β′ik
2
p(X) dX, (3.68)
wobeiX alle Zufallsgrößen inβ′ki und p(X) dieWahrscheinlichkeit derGrößenX
bezeichnet. Nach Gl. (3.57) sind die Zufallsgrößen die Sende- und Empfangswin-
kel und die Verteilung der intrinsischen Übertragungskoefzienten in P . Damit
gilt für die Varianz:
E
n
β′ki
2
o
=
Z
ξ
Z
ΩT
Z
ΩR
Z
Π
β′ik
2
p(ξ) p(ΩR) p(ΩT ) p(Π) dΠdΩT dΩR dξ (3.69)
mit den Sendewinkeln ΩT , den Empfangswinkeln ΩR und den Einträgen Π der
intrinsischen PolarisationsmatrixP . Die differentiellen Elemente dΩT , dΩR und
dΠ lauten
dΩ{T,R} = sinϑ{T,R} dϑ{T,R} dϕ{T,R}, (3.70)
dΠ = dpϑϑ dpϑϕ dpϕϑ dpϕϕ. (3.71)
Da β′ki mittelwertfrei ist, gilt für die Kovarianz zwischen dem Realteil β
′
ki des
Übertragungsfaktors, der die Transmission zwischen Sendeantenne i und Emp-
fangsantenne k beschreibt, und dem Realteil β′κι, der die Übertragung zwischen
Sendeantenne ι und Empfangsantenne κ ausdrückt:
cov
˘
β′ikβ
′
ικ
¯
= σ2β′
ik
β′ικ = E
˘
β′ikβ
′
ικ
¯
=
Z
X
β′ikβ
′
ικ p(X) dX
=
Z
ξ
Z
ΩT
Z
ΩR
Z
Π
β′ikβ
′
ικ p(ξ) p(ΩR) p(ΩT ) p(Π) dΠdΩT dΩR dξ
.
(3.72)
Bei dieser Gleichung wurde die Tatsache ausgenutzt, dass aufgrund der Fernfeld-
annahme für alle Elemente k bzw. κ der Antennengruppe auf Sendeseite, bzw. für
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alle Elemente i, ι auf der Empfangsseite identische Zufallsgrößen X anzusetzen
sind.
Die Berechnung von Varianz σ2β′′
ik
und Kovarianz σ2β′′
ik
β′′ικ
der Imaginärteile β′′ik
und β′′ικ erfolgt vollkommen analog.
Statistische Beschreibung der Kanalkoefzienten Mit der Aufspaltung des Kanal-
koefzienten hik in Real und Imaginärteil
h′ik = Re {hικ} , h′′ik = Im {hik} (3.73)
folgt nach der Denition von h Gl. (3.62):
h′ik =
LX
l=1
β
(l)
ik
′
, h′′ik =
LX
l=1
β
(l)
ik
′′
. (3.74)
Nach dem zentralen Grenzwertsatz und unter der Bedingung, dass alle l Pfadko-
efzienten β′ik (bzw. β
′′
ik) eine identischen Verteilungsfunktion besitzen und von-
einander unabhängig sind, gilt für für eine genügend große Anzahl L der Pfade:
h′ik ∼ N
“
0, L σ2β′
ik
”
, h′′ik ∼ N
“
0, L σ2β′′
ik
”
, (3.75)
wobeiN (µ, σ2) die Normalverteilung mit Mittelwert µ und Streuung σ2 symbo-
lisiert.
Für die Kovarianz zwischen dem Realteil h′ik des Koefzienten der Mehrwege-
Übertragung zwischen Antenne k und Antenne i und dem Realteil h′ικ des Koef-
zienten der Übertragung zwischen Antenne κ und Antenne ι gilt
cov
˘
h′ik, h
′
ικ
¯
= E
˘
h′ik, h
′
ικ
¯
=
Z
X
h′ikh
′
ικp(X)dX (3.76)
=
Z
X
LX
l=1
β
(l)
ik β
(l)
ικ p(X)dX (3.77)
=
LX
l=1
Z
X
β
(l)
ik β
(l)
ικ p(X)dX = Lσ
2
β′
ik
β′ικ . (3.78)
Dabei wurde ausgenutzt, dass die Pfade statistisch unabhängig sind und damit
die Zufallsgrößen X der einzelnen Pfade unverändert auch für die Koefzienten
gelten und dass in h′ik und h
′
ικ die gleichen Pfade l enthalten sind und damit eine
einfache Summation über alle Pfade anzuwenden ist. Es gilt dann auch
cov
˘
h′′ik, h
′′
ικ
¯
= E
˘
h′′ik, h
′′
ικ
¯
= Lσ2β′′
ik
β′′ικ . (3.79)
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Bei der Annahme identischer Varianzen σ2β′
ik
= σ2β′′
ik
= σ2βik und Kovarianzen
σ2β′
ik
β′ικ
= σ2β′′
ik
β′′ικ
= σ2βikβικ in Real- und Imaginärteil ist dann zusammenfas-
send
hik ∼
√
L
˘N `0, σ2βik´+ jN `0, σ2βik´¯ , (3.80)
σ2hik = Lσ
2
βik , (3.81)
σ2hikhικ = Lσ
2
βikβικ . (3.82)
Mit hik = [H]ik ist der Mehrwege-Funkkanal – ausgehend von einer feldtheore-
tischen Betrachtung – in Abhängigkeit der Zufallsgrößen ΩT , ΩR, ξ und P voll-
ständig beschrieben. In der Praxis kann die analytische Berechnung von Varianz
und Kovarianz jedoch nur für sehr einfache Szenarien und Antennenkongura-
tionen erfolgen, in denen die zu berücksichtigenden Zufallsgrößen identisch oder
statistisch unabhängig sind.
Modellierung der Zufallsgrößen ΩT , ΩR, ξ und P Die Phase ξ jedes Pfades, so-
wie die Abstrahlungs-Raumwinkel ΩT der Sendeantenne können als gleichver-
teilt angenommen werden:
ξ ∼ U(0, 2pi), (3.83)
ΩT ∼ U(0, 4pi). (3.84)
Die Empfangs-Raumwinkel ΩR sind über die Geometrie des Ausbreitungsszena-
rios mit den Sende-Raumwinkeln ΩT verbunden und demzufolge statistisch ab-
hängig von den ΩT .
Da die KanalmatrixP den intrinsischen Kanal beschreibt, ist die Verteilung der
Einträge spezisch für das untersuchte Szenario. Unter der Annahme, dass jeder
einzelne Pfad nur durch Reexionen beeinusst wird, stehen die Einträge inP in
engem Zusammenhang mit den Reexionsgesetzen für ebene Wellen [11],[26].
Prinzipiell muss bei der Berechnung des von einer ebenen Grenzäche reek-
tierten Feldes der Feldvektor des einfallenden (ebenen) Wellenfeldes zunächst in
zwei orthogonale Polarisationsrichtungen Es und Ep, senkrecht und parallel zur
Reexionsebene3 zerlegt werden. Der Feldvektor Es, der parallel zur Grenzäche
ist, sowie der zur Grenzäche parallele Anteil von Ep müssen dann zusammen
mit den reektierten Anteilen die Grenzbedingungen erfüllen. Durch diesen Zu-
sammenhang kann es je nach Material und Einfallswinkel zu einer Polarisations-
drehung des reektierten Feldes kommen. Es gilt dabei phänomenologisch für die
Matrix P nach Gl. (3.61):
a. Bei der Reexion an verlustfreien Medien sind die Koefzienten α{ϑ,ϕ}
reellwertige Größen.
3 Die Reexionsebene ist die Ebene, die durch Einfalls und Ausfallsrichtung aufgespannt wird
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b. Bei Reexionen an metallenen Grenzächen4 ist α{ϑ,ϕ} = 1.
c. Bei senkrechtem Einfall bleiben die linearen Polarisationrichtungen ϑ, ϕ
erhalten und es gilt für die Polarisationsmatrix nach Gl. (3.61): ψ{ϑ,ϕ} = 0,
bei zirkularer Polarisation dreht sich die Polarisationsrichtung von links-
nach rechtszirkular und umgekehrt. Bei verlustlosem Dielektrikummit der
relativen Dielektrizitätskonstanten εr gilt: α{ϑ,ϕ} =
1−√εr
1+
√
εr
.
d. Falls sich die Polarisation des einfallenden Feldes bei schrägem Einfall nur
durch Es oder Ep darstellen lässt, bleibt die Polarisationsrichtung im reek-
tierten Feld erhalten (ψ{ϑ,ϕ} = 0). Bei einfachen Geometrien des Funkka-
nals (z.B. kubische Räume) tritt dieser Fall häug auf.
e. In allen anderen Fällen kommt es zu einer Polarisationsdrehung des reek-
tierten Feldes.
Zur statistischen Beschreibung der Einträge in P kann die intrinsische Kreuzpo-
larisationsunterdrückungXPDi deniert werden. Es seiXPDi,ϑ die Kreuzpolari-
sationsunterdrückung bezüglich ϑ-Polarisation
XPDi,ϑ =
E {pϑϑ p∗ϑϑ}
E
n
pϕϑ p∗ϕϑ
o (3.85)
und
XPDi,ϕ =
E
˘
pϕϕ p
∗
ϕϕ
¯
E
n
pϑϕ p∗ϑϕ
o (3.86)
die Kreuzpolarisationsunterdrückung bezogen auf die ϕ-Polarisation. Ein hoher
Wert von XPDi,{ϑ,ϕ} bedeutet dabei, dass der Kanal polarisationserhaltend ist,
ein kleinerWert hingegen, dass eine starke Verkopplung zwischen den Polarisatio-
nen vorliegt. Man kann einen derartigen Kanal als polarisationsselektiv bezeich-
nen. Ein Wert von XPDi,{ϑ,ϕ} kleiner als 1 würde bedeuten, dass eine kopolare
Übertragung pϑϑ, pϕϕ unwahrscheinlicher als eine Übertragung auf den ortho-
gonal polarisierten Kanälen pϕϑ, pϑϕ ist, was für die meisten realen Funkkanäle
nicht zutrifft. Damit ist i.A.
1 < XPDi,{ϑϕ} <∞.
Die intrinsische Kreuzpolarisationsunterdrückung korrespondiert mit der ex-
trinsischen Kreuzpolarisationsunterdrückung [23] XPDϑϕ, die über die Kanal-
koefzienten hϑϑ, hϕϑ, hϑϕ und hϕϕ eines Funkkanals mit isotropen ϑ- und
ϕ-polarisierten isotropen Kugelstrahlern auf Sende- und Empfangsseite deniert
werden kann.
4 positives Vorzeichen wegen neuem Bezugskoordinatensystem des reektierten Pfades
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3.4.4 Bewertung des pfadbasierten Übertragungsmodells
Gültigkeitsbereich Die Anwendung des pfadbasierten Übertragungsmodells ist
unter Berücksichtigung folgender Randbedingungen möglich:
a. Die Fernfeldbedingung ist für die Antennenanordnungen auf Sende- und
Empfangsseite erfüllt. Dies bedeutet anschaulich, dass sich alle Störungen
imFernfeld derAntennen benden und dass Sende- und Empfangsfall durch
hin- und weglaufende, ebene Wellenfronten beschrieben werden können,
die sich an den Antennenelementen der Antennengruppen auf Sende- und
Empfangsseite nur durch Laufzeitdifferenzen unterscheiden.
b. Bei der analytischen Berechnung der Übertragungsfunktionen der Anten-
nenkongurationen müssen Verkopplungen berücksichtigt werden.
c. Es besteht ein eineindeutiger Zusammenhang zwischen Sende- und Emp-
fangsrichtung eines Pfades. Dies ist bei Reexionen der Fall. Die Erzeugung
neuer Pfade durch Streuungen kann durch ein Büschel von Pfaden model-
liert werden.
Bedingungen für komplex-normalverteilte Kanalkoefzienten Die mit Hilfe des
Übertragungsmodells durch Überlagerung der Pfade ermittelten Übertragungs-
funktionen sind unter folgenden Bedingungen komplex-normalverteilt:
a. Es ist eine ausreichend große Anzahl (mehr als 10) Pfade pro Empfangsan-
tenne vorhanden. Dies ist nur bei Funkkanälen mit sehr vielen Störungen,
wie z.B. in Innenräumen, der Fall.
b. Es muss eine Gruppierung der Weglängen in Entfernungsbereiche mit un-
gefähr identischer Freiraumdämpfung möglich sein. Wenn in jedem Ent-
fernungsbereich eine ausreichende Anzahl von Pfaden enthalten ist, lassen
sich die komplex-normalverteilten Kanalkoefzienten jedes Entfernungsbe-
reichs, zu einem gesamten, ebenfalls komplex-normalverteilten Kanalkoef-
zienten überlagern.
c. Eine direkte Sichtverbindung, die einem deterministischen Pfad entspricht,
darf nicht vorhanden sein, oder sie muss einen sehr geringen Anteil an der
Empfangsleistung besitzen.
d. Die einzelnen Pfade müssen voneinander unabhängig sein, dies bedeutet,
dass jeder Pfad eigene Reexionsstellen besitzen muss. Diese Bedingung ist
wieder nur bei störungsreichen Funkkanälen erfüllt.
e. Real- und Imaginärteil aller Pfade müssen eine identische Verteilungsfunk-
tion besitzen, was in störungsreichen Funkkanälen der Fall ist.
41

4
B EWERTUNG VON ANT ENNENKONF I GURAT I ONEN
Im weiteren Verlauf der Arbeit sollen grundlegende Antennenkongurationen
im Hinblick auf ihre Kanalkapazität in Schwundkanälen bewertet werden. Dabei
wird das im vorherigenKapitel abgeleitete Kanalmodell verwendet. Schwerpunkte
der Betrachtungen sind die Analyse der Einüsse des vektoriellen Antennendia-
gramms sowie der Antennenverkopplungen, was mit den bisherigen systemtech-
nischenModellen für Schwundkanäle nicht möglich ist. Bereits in [2] wurde ohne
schlüssige Begründung darauf hingewiesen, dass durch die Ausnutzung von Pola-
risationseffekten eine Steigerung der Kanalkapazität in Schwundkanälen möglich
ist.
Beginnend bei grundsätzlichen Überlegungen zur Bewertung von Funkkanälen
bezüglich der erreichbaren Kanalkapazität und zur Klassizierung von Antennen-
kongurationen werden im zweiten Abschnitt grundlegende Antennentypen so-
wie die verwendete Kanalgeometrie beschrieben. Im dritten und vierten Abschnitt
werden schließlich Ergebnisse zu den Einüssen vonAntennendiagrammundVer-
kopplungen auf die Kanalkapazität vorgestellt.
4.1 Vorüberlegungen zur Bewertung von Antennenanord-
nungen
4.1.1 Intrinsische Kanalkapazität
Die Kanalkapazität ist bezüglich der Leitungstore der Antennen und damit be-
züglich des extrinsischen Kanals deniert. Der naheliegende Gedanke einer int-
rinsischen Kanalkapazität als obere Schranke der Kanalkapazität unabhängig von
der genauen Realisierung der Antennen, also der Kanalkapazität, die man mit ei-
ner beliebig komplizierten, optimalen Antennenkongurationen erreichen könn-
te, führt leider nicht zum Ziel. Da diese intrinsische Kanalkapazität ohne Anten-
nen auskäme, müsste sie auf ein Feldvolumen bezogen sein. Diese differentielle
Kanalkapazität pro Feldvolumen kann jedoch nicht ermittelt werden, da damit die
Wirkung der optimalen Antennenkonguration über das Feldvolumen hinaus ver-
nachlässigt werden würde. Sobald eine reale Antenne in ein differentielles Volu-
menelement eingesetzt würde, würde sich die Größe des Volumenelements durch
die Rückwirkung der Antenne auf das elektromagnetische Feld verändern, und ei-
ne Integration über alle Volumenelemente zu einer resultierenden Kanalkapazität
wäre nicht mehr möglich.
Dieser Effekt wird durch die Denition der Antennenwirkäche [3] veranschau-
licht, die sich deutlich von der geometrischen Fläche unterscheidet. Die Antennen-
wirkäche ist jedoch ebenfalls nicht als Bezugsgröße an Stelle des Feldvolumens
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geeignet, da es sich um eine skalare Rechengröße ohne Berücksichtigung der Pola-
risation handelt. Die Denition einer intrinsischen Kanalkapazität ist damit nicht
möglich.
Zur Verdeutlichung der nicht auf ein Volumenelement beziehbaren „Größe“
einer Antenne ist in Abb. 4.1 das Feldlinienbild (siehe Anhang C) eines angepas-
sten, kurzen elektrischen Dipols der Länge λ
5
[28] als Empfangsantenne in einem
ebenen Wellenfeld gezeigt. Der Dipol ist entlang der z-Achse ausgerichtet. Das
einfallende Wellenfeld bereitet sich in x-Richtung aus, die Polarisation ist paral-
lel zur z-Richtung. Die Feldlinienbilder wurden für die Zeitpunkte t = 0, t = T
4
,
t = T
2
und t = 3T
4
berechnet, wobei T die Periodendauer des harmonischen Wel-
lenfeldes ist. Das elektrische Feld berechnet sich aus der Überlagerung des einfal-
lenden Feldes und des abgestrahlten Feldes der Antenne, das durch den induzier-
ten Antennenstrom hervorgerufen wird. In Abb. 4.2 sind die Feldlinien des Poyn-
tingschen Leistungsussvektors für die Dipolantenne dargestellt. Diemagentafar-
bigen Feldlinien kennzeichnen den Leistungsuss, der in die Empfangsantenne
hineinströmt. Der Querschnitt dieser Linienschar, gemessen im Fernfeld der An-
tenne, entspricht der Antennenwirkäche.
Man erkennt deutlich den großen Einussbereich der Antenne auf das Wellen-
feld, der deutlich über die geometrische Größe des Dipols hinausgeht. Dies be-
deutet weiterhin, dass eine Modellierung von Antennen als ideale Feldsensoren,
mit denen eine räumliche Abtastung desWellenfeldes durchgeführt werden kann,
in den meisten Fällen falsch ist. Sobald die Antenne dem Wellenfeld eine signi-
kante Leistung entnimmt, d.h. sobald die Empfangsantenne an ihren Abschluss
angepasst ist, tritt eine starke Rückwirkung auf das umgebende Feld auf.
Eine vergleichende Bewertung der Kanalkapazität verschiedener Antennenkon-
gurationen bezüglich ihrer geometrischen Größe (Apertur) ist zwar möglich, die
Kanalkapazität hängt aber dann immer von den verwendeten Antennen ab.
4.1.2 Räumliche Selektivität und Polarisationselektivität des Funkkanals
Ein intrinsischer Funkkanal wird als räumlich selektiv bezeichnet, wenn die An-
kunftswinkel der Pfade an der Empfangsantenne aus einem großen Raumwinkel-
bereichΩR stammen. Die mittlere Verteilung der Empfangsleistungen bezüglich
der Einfallsrichtungen k = [kx ky kz] (siehe Gl. (3.50)) bildet das sogenannte
Raumfrequenzspektrum. Zur qualitativen Kennzeichnung der räumlichen Selek-
tivität hat sich in der Literatur der Begriff der Winkelspreizung eingebürgert.
Dem gegenüber steht die Polarisationsselektivität des Funkkanals als Maß für
die Verkopplungen der beiden orthogonalen Polarisationsrichtungen des intrinsi-
schen Funkkanals. Ein polarisationsselektiver Funkkanal zeichnet sich durch eine
starke Verkopplung der beiden orthogonalen Polarisationsrichtungen aus. Der po-
larisationserhaltende Kanal besitzt hingegen nur eine geringe Verkopplung. Ein
qualitativesMaß ist die intrinsischeKreuzpolarisationsunterdrückungXPDi nach
Gl. (3.85) und Gl. (3.86).
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Abb. 4.1: Feldlinienbild eines kurzen elektrischen Dipols der Länge λ
5
in einem ebenen
Wellenfeld
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Abb. 4.2: Verlauf der Leistungsflussdichte eines Empfangsdipols der Länge λ
5
in einem
vertikal polarisierten Wellenfeld
Räumliche Selektivität und Polarisationsselektivität sind als Kenngrößen des
intrinsischen Kanals nur von der Geometrie und den Materialien der Ausbrei-
tungsumgebung abhängig. Ein unmittelbarer Zusammenhang zwischen den bei-
den Größen besteht jedoch nicht.
Durch das Einbringen von Antennen in den intrinsischen Funkkanal wird ei-
ne Raum-Polarisations-Filterung vorgenommen und über die Leitungstore der
Antennen kann auf den extrinsischen Kanal zugegriffen werden. Ein Maß für
die Unterschiede der verschiedenen extrinsischen Kanalkoefzienten bei einem
Mehrantennensystem ist die Diversität dieser Koefzienten, die sich in der Ka-
nalkovarianzmatrix ausdrückt. Dabei soll die Diversität der Empfangssignale, die
durch die Raum-Polarisationslterung von mehreren Antennen an einem geome-
trischen Ort hervorgerufen wird, als Antennendiversität deniert werden. Durch
die räumliche Trennung der Antennenelemente kann ein von der Antennendiver-
sität unabhängiger Beitrag zur Diversität realisiert werden. Die gesamte Diver-
sität wird im Folgenden als Raum-Antennendiversität oder kurz Raumdiversität
bezeichnet. Ursachen für beide Diversitäten sind jeweils die Polarisationsselektivi-
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tät und die räumliche Selektivität des intrinsischen Kanals. Eine Unterscheidung
zwischen dem rein räumlichen Einuss der Richtcharakteristik und dem Einuss
der Antennenpolarisation in Diagramm- und Polarisationsdiversität, die in der
Literatur zuweilen vorgenommen wird, erscheint nicht sinnvoll, da aus feldtheo-
retischer Sicht beide Größen untrennbar miteinander verbunden sind.
4.1.3 Größe der Antennenkongurationen
Die Antennenkongurationen lassen sich bezüglich ihrer geometrischen Ausdeh-
nung im Verhältnis zu den räumlichen Eigenschaften des intrinsischen Funkka-
nals in Piko-, Mikro- und Makrokongurationen unterscheiden.
a. Bei Pikokongurationen sind die Abstände zwischen den einzelnen Anten-
nenelementen einer Konguration sehr gering mit d¿ λ (siehe Abb. 4.3).
Aufgrund der geringen Verschiebung der Antennenelemente bestehen zwi-
schen den Wellenfeldern an den einzelnen Antennen nur minimale Lauf-
zeitunterschiede. Die Eigenschaften des extrinsischen Funkkanals werden
daher fast ausschließlich durch die Polarisations-Raum-Filterung der An-
tennenelemente bestimmt (Antennendiversität). Bei der Synthese derarti-
ger Kongurationen müssen die Verkopplungen auf jeden Fall berücksich-
tigt werden.
Abb. 4.3: Zwei Antennen in Pikokonfiguration
b. BeiMikrokongurationen (siehe Abb. 4.4) sind die einzelnen Antennen der
Antennengruppe signikant voneinander getrennt (d ≈ λ), so dass einer-
seits Raumdiversität bezüglich der einzelnen Antennenelemente realisiert
wird, andererseits jedoch jedes Antennenelement jeder Gruppe noch dem
selben Wellenfeld unterliegt (Fernfeldannahme).
c. Makrokongurationen besitzen hingegen eine so große Ausdehnung, dass
sich die Störstellen des Funkkanals im Nahfeld der Antennenkonguration
benden. Der Antennenabstand ist dann in derselben Größenordnung wie
die Entfernung zwischen Antennen und Störstellen des Funkkanals (siehe
Abb. 4.5). Dieser Fall ist typisch für Mehrnutzer-Mehrantennensysteme.
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Abb. 4.4: Zwei Antennen in Mikrokonfiguration
Zur Erfüllung der Fernfeldbedingungen müssen die Antennenanordnun-
gen in einzelne Antennengruppen aufgeteilt werden. Diese einzelnen Grup-
pen können dannwiederum als Piko- oderMikrokongurationen aufgefasst
werden. Der gesamte extrinsischen Funkkanal besteht dann aus der Kombi-
nation aller möglichen Funkkanäle zwischen den einzelnen Piko- und Mi-
krokongurationen. Daher ist die Untersuchung von Piko- und Mikrokon-
gurationen zunächst vollkommen ausreichend.
Abb. 4.5: Zwei Antennen in Makrokonfiguration
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4.2 Beschreibung der verwendeten Antennen
Bei der Analyse der Pikokongurationen werden Hertz’sche Dipole (elektrische
Dipole) und kleine Rahmenantennen (magnetische Dipole) als Antennenelemen-
te verwendet. Beide Antennenmodelle zeichnen sich durch eine konstante Strom-
belegung aus. Aufgrund ihrer geringen Ausdehnung besitzen sie einen verschwin-
dend geringen Strahlungswiderstand und die konstante Strombelegung setzt für
die ReaktanzXA im Antennenersatzschaltbild einen großen Kapazitätswert beim
Hertz’schen Dipol, bzw. einen großen Induktvitätswert beimmagnetischen Dipol
voraus.
Für beide Antennen können jeweils drei zueinander orthogonale Richtcharak-
teristiken, die sich aus den drei möglichen orthogonalen Orientierungen – im
Folgenden eˆx, eˆy und eˆz – der elektrischen und magnetischen Quellenströme
ergeben, angegeben werden, so dass man einen Satz von insgesamt sechs zueinan-
der orthogonalen Antennenelementen erhält. Sofern sich alle Elemente an einem
Ort benden, was dem Grenzfall einer Pikokonguration entspricht, führt die or-
thogonale Ausrichtung der Quellenströme zur Verkopplungsfreiheit dieser sechs
Antennen. Unter der Voraussetzung, dass die Antennen angepasst sind, können
sich die Untersuchungen dann alleine auf die Strahlungseigenschaften beziehen.
Der Vorteil dieser Antennenmodelle besteht in der einfachen, analytischen Be-
rechenbarkeit der Richtcharakteristik und in der idealen Orthogonalität der elek-
trischen Felder der Antennen, so dass sich die Polarisationseigenschaften des Ka-
nals gut untersuchen lassen. Außerdem können diese theoretischen Antennen
vielfach als geeignete Modelle für reale Antennen dienen. So lässt sich zum Bei-
spiel das Feld eines kurzen Dipols in guter Näherung durch das Strahlungsfeld des
Hertz’schen Dipols sowie das Feld eines Schlitzes in einer leitenden Ebene durch
das Strahlungsfeld desmagnetischen Dipols beschreiben. Durch die Überlagerung
von elektrischen und magnetischen Dipolen zu Huygens’schen Strahlern lassen
sich weiterhin linear polarisierte Patch-Antennen modellieren.
Bei derUntersuchung derMikrokongurationen, bestehend aus zueinander par-
allel ausgerichteten Antennenelementen, können die Verkopplungen nicht mehr
zu Null gesetzt werden, und es müssen für die jeweiligen Antennengruppen die
Streumatrizen SAA berechnet werden. Zur Erzielung realistischer Ergebnisse für
SAA werden dieUntersuchungen zuMikrokongurationen dahermit elektrischen
Dipolen der Länge λ
2
durchgeführt.
4.2.1 Hertz’scher Dipol
Das Feld eines Hertz’sche Dipols [3] ist das Strahlungsfeld eines innitesimalen
Stromelements der Länge dl mit konstanter Strombelegung J dl = I.
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Die konstante Strombelegung kann näherungsweise durch eine kapazitive Be-
lastung der Enden des Dipols erreicht werden1. Die erreichbare Fernfeld-Richtcha-
rakteristik lautet bei Ausrichtung des Stromelements in z-Richtung:
CˆH,z = j
q
3
2
sinϑ eˆϑ, (4.1)
wobei eˆϑ der Einheitsvektor in ϑ-Richtung ist. Die Richtcharakteristik folgt dann
aus Gl. (3.2) zu:
CH,z =
r
RR
ZL
CˆH,z.
Im verlustlosen und angepassten Fall ist C = Cˆ und GA = max
ϑ,ϕ
Cˆ = 3
2
, d.h. es
gilt:
CH,z = j
√
GA sinϑ eˆϑ. (4.2)
Die Richtcharakteristiken für Hertz’sche Dipole mit in x- und y- Richtung
orientierten Stromelementen berechnen sich zu 2
CH,x = j
√
GA [− cosϑ cosϕ eˆϑ + sinϕ eˆϕ] , (4.3)
CH,y = j
√
GA [− cosϑ sinϕ eˆϑ − cosϕ eˆϕ] . (4.4)
4.2.2 Magnetischer Dipol
Der magnetische Dipol ist eine innitesimale Leiterschleife mit konstanter Strom-
belegung, die durch vier Hertz’sche Dipole approximiert werden kann3
Die erreichbare Richtcharakteristik des in z-Richtung4 orientierten magneti-
schen Dipols kann zu
CˆM,z = −j
q
3
2
sinϑ eˆϕ (4.5)
berechnet werden (eˆϕ: Einheitsvektor in ϕ-Richtung). Bei Verlustlosigkeit und
Anpassung ist damit GA = 32 und es gilt:
CM,z = −j
√
GA sinϑ eˆϕ. (4.6)
Schließlich lauten die Richtcharakteristiken bei Ausrichtung inx- bzw. y-Richtung5
CM,x =
√
GA [sinϕ eˆϑ + cosϕ cosϕ eˆϕ] , (4.7)
CM,y =
√
GA [− cosϕ eˆϑ + cosϑ sinϕ eˆϕ] . (4.8)
Das Betragsdiagramm der Richtcharakteristik des magnetischen Dipols ist damit
identisch mit dem des in gleicher Richtung orientierten Hertz’schen Dipols.
1 Durch die innitesimale Länge wird der Strahlungswiderstand mitZR = Z0 2pi3
` dl
λ
´2 ebenfalls
innitesimal.
2 Die allgemeine Darstellung für beliebige Orientierungen lautet in kartesischen Koordinaten:
CH = j
√
GAr × (r × eD) mit dem Ortsvektor r des Aufpunkts und dem Vektor eD in Richtung
der Dipolachse
3 Der Strahlungswiderstand ist dann:RR = Z0 8pi
3
3
` dl
λ
´4.
4 Orientierung des Normalenvektors em der durch die Leiterschleife aufgespannten Fläche
5 für beliebige Orientierungen gilt: CM = j
√
GAr × eM .
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4.2.3 Der Halbwellendipol
Der Halbwellendipol besitzt im Gegensatz zum Hertz’schen Dipol eine sinusför-
mige Strombelegung. Der Strahlungwiderstand dieser Antenne ist [3]
RR =
Z0
4pi
A = 73.13Ω (4.9)
mit der Konstanten A = log(2pi) − Ci(2pi) + C = 2.4377 wobei Ci(x) der
Integralkosinus undC die Euler-Konstante 6 sind. Die AntennenreaktanzXA ist
induktiv mit
XA =
Z0
4pi
Si(2pi) = 42.54Ω. (4.10)
Die erreichbare Richtcharakteristik des in z-Richtung orientierten Halbwellendi-
pols lautet:
CˆD,z = j
2√
A
cos
`
pi
2
cosϑ
´
sinϑ
eˆϑ. (4.11)
Im verlustlosen und angepassten Fall ist der Gewinn GA = 4A = 1.6409 und
damit gilt für die Richtcharakteristik:
CD,z = j
√
GA
cos
`
pi
2
cosϑ
´
sinϑ
eˆϑ. (4.12)
Diese Richtcharakteristik unterscheidet sich nur unwesentlich von der des in glei-
cher Richtung orientierten Hertz’schen Dipols.
Die Koppelimpedanzen zwischen zwei im Abstand d parallel ausgerichteten Di-
polen lauten mit dem Integralsinus Si(x) [17]:
R21 =
Z0
4pi
[2Ci(u0)− Ci(u1)− Ci(u2)] , (4.13)
X21 = −Z0
4pi
[2Si(u0)− Si(u1)− Si(u2)] , (4.14)
wobei d in Freiraumwellenlängen gemessen wird. Die Größen u0, u1 und u2 sind
Konstanten, für die gilt:
u0 = 2pid, (4.15)
u1 = 2pi
„q
d2 + 1
4
+ 1
2
«
, (4.16)
u2 = 2pi
„q
d2 + 1
4
− 1
2
«
. (4.17)
6 C =
∞R
−∞
exp(−t)log(t)dt = 0.57722
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Für eine Gruppe mehrerer Halbwellendipole berechnet sich die Koppelimpe-
danz Zik = Zki zwischen den Antennenelementen i und k gemäß Zik = Rik +
jXik jeweils ausgewertet für den Abstand dik zwischen den beiden Antennen-
elementen. Diese Denition der Koppelmatrizen bildet die Grundlage zur Berech-
nung von Drahtantennen mit Hilfe der Momentenmethode [12]. Mit der Zusam-
menfassung der Koppelimpedanzen Zik und der Antennenimpedanzen Zii =
RR,i + jXA,i in der Matrix Z kann mit Hilfe des Bezugwiderstandes ZL – dem
Widerstand der Speiseleitung – die Antennenstreumatrix SAA einer Gruppe von
N Antennen bestimmt werden (siehe Anhang A):
Z =
Z
ZL
, (4.18)
SAA = (Z + IN )
−1(Z − IN ). (4.19)
In Abb. 4.6 und 4.7 sind die Eigenreexionsfaktoren S11 und S22 sowie die Trans-
missionsfaktoren S12, S13 und S14 einer linearen Gruppe von vier Halbwellendi-
polen in Abhängigkeit des Abstandes d (in λ) für einen Bezugswellenwiderstand
von ZL = 75Ω aufgetragen7.
Man erkennt deutlich, dass Eigenreexionsfaktoren und Transmissionsfakto-
ren mit steigender Entfernung der Elemente abnehmen und ab einem Abstand
d > λ praktisch vernachlässigt werden können. Durch geeignete Anpassungs-
schaltungen ist es möglich, die in Abb. 4.6 gezeigten Eigenreexionsfaktoren auch
für geringeAbstände zuNull zu setzen. In diesemFall könnten dieVerkopplungen
durch die inverse Koppelmatrix B−1 (siehe Abschnitt 3.1) kompensiert werden.
Diese Art der rechnerischen Entkopplung setzt jedoch auch eine Anpassung aller
übrigen Komponenten, wie z.B. der Sende- und Empfangsverstärker, voraus.
4.2.4 Huygens’scher Strahler
Eine im Maximum der Richtcharakteristik vertikal, d.h. in Richtung von eˆϕ po-
larisierte Patch-Antenne [3], [5], die ihr Strahlungsmaximum in x-Richtung be-
sitzt, kann als sogenannter Huyghens’scher Strahler, der die Überlagerung eines
Hertz’schen und eines magnetischen Dipols darstellt, modelliert werden:
CHuy,v = CH,z − j CM,y. (4.20)
Dem entsprechend kann eine horizontal (in Richtung von eˆϑ) polarisierte Patch-
Antenne durch
CHuy,h = CH,y + j CM,z (4.21)
modelliert werden. Für den Gewinn der Huygens’schen Strahler gilt im verlust-
losen und angepassten Fall GA = 3. Abb. 4.8 zeigt das Betragsdiagramm der
Richtcharakteristik der beiden dargestellten Huygens’schen Strahler.
7 aus Symmetriegründen istZ =
0B@Z11 Z12 Z13 Z14Z12 Z22 Z12 Z13Z13 Z12 Z22 Z12
Z14 Z13 Z12 Z11
1CA
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Abb. 4.6: Eigenreflexionsfaktoren S11 (magenta) und S22 (blau) einer linearen Gruppe
von vier Halbwellendipolen in Abhängigkeit des Elementabstandes d für 0.01λ ≤ d ≤
1.5λ
4.3 Beschreibung des verwendeten Kanalmodells
Die Anwendung des pfadbasierten Kanalmodells (Abschnitt 3.3) setzt eine Grup-
pierung der Pfade innerhalb verschiedener Weglängenbereiche r0 voraus. Bei der
Beschränkung auf einen Entfernungsbereich und der ausschließlichen Berücksich-
tigung von einfachen Reexionen, liegen die Reexionsstellen in der Nähe eines
Ellipsoids mit den Sende- und Empfangsantennenkongurationen in den Brenn-
punkten. Dieses Modell stellt eine dreidimensionale Erweiterung des „Elliptic
Single Bounced Model“ [19] dar. Die Abb. 4.9 zeigt eine Aufsicht auf diesen
Funkkanal für drei mögliche Ausbreitungspfade. Der deterministische direkte Ver-
bindungspfad ist in diesem Modell blockiert so dass die Bedingung für komplex-
normalverteilte Koefzienten erfüllt wird. Dieses einfache Rechenmodell ermög-
licht bei Erfüllung der Fernfeldbedingung die analytische Berechnung der Über-
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Abb. 4.7: Transmissionsfaktoren S12 (blau), S13 (magenta) und S14 (rot) einer linearen
Gruppe von vier Halbwellendipolen in Abhängigkeit des Elementabstands d für 0.01λ ≤
d ≤ 1.5λ
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Abb. 4.8: Betrag der Richtcharakteristik eines Huyghens-Strahlers mit Strahlungsmaxi-
mum in x-Richtung
tragung der einzelnen Pfade zwischen den beiden Antennengruppen. Durch die
Annahme lokal ebener Reexionsstellen können die Rechnungen feldtheoretisch
exakt durchgeführt werden.
Im Folgenden wird das Modell eines langgestreckten Ellipsoids verwendet, des-
sen Orientierung so gewählt wurde, dass die beiden kürzeren Halbachsen der Län-
ge b parallel zur z- und y- Achse des Koordinatensystems und die längere Halb-
achse a in Richtung der x-Achse ausgerichtet sind (siehe Abb. 4.10). Damit lautet
die Bestimmungsgleichung des Ellipsoiden:
u2
a2
+
v2 + w2
b2
= 1
und die Lage der Brennpunkte auf der u (x)-Achse ist:
c =
p
a2 − b2.
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Abb. 4.9: Modell für den intrinsischen Funkkanal
Abb. 4.10: Langgestreckter Rotationsellipsoid (e = 0.8)
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Die mittlere Länge der Ausbreitungspfade ist dann r0 = 2a. Die Form des Ellip-
soiden wird durch die Exzentrizität e mit
e =
c
a
, mit 0 ≤ e ≤ 1
beschrieben.
Die räumliche Selektivität, d.h. die Verteilung der möglichen Empfangswinkel
ΩR ist von e abhängig. Der analytische Zusammenhang zwischen dem Azimut-
winkel ϕT des Senders und dem Einfallswinkel ϕR am Empfängers lautet8:
ϕR = atan
„
(e2 − 1) sinϕt
e2 + 2e cosϕT + 1
,
e2 cosϕT + 2e+ cosϕT
e2 + 2e cosφT + 1
«
.
Für die Abhängigkeit des Elevationswinkels ϑR von ϑT ergibt sich ein identischer
Zusammenhang. Bei dieser Berechnung ist zu beachten, dass die Winkel abwei-
chend von der Darstellung in Abb. 4.10 jeweils in den parallel ausgerichteten, lo-
kalen Koordinatensystemen der Antennengruppen, die sich in den Brennpunkten
benden, deniert sind. Für e = 0 wird der Ellipsoid zur Kugel, und damit gilt
ΩR = ΩT , d.h. Sende- und Empfangswinkel sind identisch. Daraus folgt unmit-
telbar, dass Sender und Empfänger einen sehr geringen Abstand, im Vergleich
zu den Reexionsstellen aufweisen. Die statistischen Eigenschaften dieses Kanals,
der im Folgenden „Einheitskanal“ genannt wird, lassen sich analytisch exakt be-
rechnen.
4.4 Untersuchung der Polarisationsselektivität des ver-
wendeten Kanalmodells
In diesem Abschnitt sollen die statistischen Eigenschaften der intrinsischen Ka-
nalmatrix P , die in Abschnitt 3.4.2 abgeleitet wurden, für das im vorherigen Ab-
schnitt beschriebene Kanalmodell untersucht werden.
4.4.1 Polarisationsselektivität des Einheitskanals
Im Einheitskanal liegt an allen Reexionsstellen ein senkrechter Einfall vor. Nach
Abschnitt 3.4.3 gilt dannψ{ϑ,ϕ} = 0. Der Koefzientα entspricht dann dem nega-
tiven Reexionsfaktor und man erhält für Metall α{ϑ,ϕ} = α = 1 und für dielek-
trische Grenzschichten mit identischen Werten von εr an jeder Reexionsstelle:
α{ϑ,ϕ} = α = − 1−
√
εr
1+
√
εr
. Die intrinsische Polarisationsmatrix P ist demzufolge
eine deterministische Größe mit
P =
„
α 0
0 α
«
.
Nach den getroffenen Denitionen ist der Kanal nicht polarisationsselektiv und
für die intrinsische Kreuzpolarisationsunterdrückung gilt XPDi,{ϑ,ϕ} =∞.
8 P = atan(x, y), P ∈ [−pi, pi] ist die Erweiterung von atan ` yx ´ auf alle vier Quadranten. Für
komplexe Zahlen ist ∠(x+ jy) = atan(y, x).
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4.4.2 Polarisationsselektivität des Ellipsoidkanals
Bei einer von Null verschiedenen Exzentrizität des Ellipsoids liegt i.A. kein senk-
rechter Einfall mehr vor und für dieWinkelψ{ϑ,ϕ} gilt: 0 ≥ ψ{ϑ,ϕ} ≥ pi2 . Die Ver-
teilungsfunktionen der Winkel ψ{ϑ,ϕ} und der Dämpfungskoefzienten α hän-
gen dann von dem Material der Grenzächen sowie der Exzentrizität e des Ellip-
soids ab.
Für Reexionen an metallenen Grenzächen gelten α{ϑ,ϕ} = α = 1 und
ψϑ = ψϕ = ψ und damit XPDi,ϑ = XPDi,ϕ = XPDi. Die Abbildung 4.11
zeigt die numerisch ermittelte Verteilungsdichte von ψ in Abhängigkeit von der
Exzentrizität des Ellipsoiden für diesen Fall. Man erkennt, dass mit zunehmender
Exzentrizität e, bedingt durch den immer schrägeren Einfall der Wellen auf die
Grenzschicht, die Verteilungsfunktion breiter wird und demzufolge die Kreuzpo-
larisationsunterdrückung sinkt. Für eine im Folgenden angesetzte Exzentrizität
des Ellipsoiden von 0.8 ergibt sich dann eine intrinsische Kreuzpolarisationsun-
terdrückung von XPDi = 2.414 ≡ 3.8 dB.
Abb. 4.11: Logarithmisch aufgetragene Verteilungsdichte von ψ in Abhängigkeit von der
Exzentrizität e Reflexionen an Metallen
Im Falle dielektrischer Grenzschichten ergeben sich bei zunehmendem schrä-
gen Einfall, d.h. für hohe Exzentrizitäten aufgrund der starken Winkelabhängig-
keit der Reexionsfaktoren sehr komplizierte Verläufe der Verteilungsdichtefunk-
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tionen von ψ{ϑ,ϕ} und α{ϑ,ϕ}. Die Werte von ψ und α sind weiterhin noch von
der betrachteten Polarisationsrichtung abhängig, so dass im Allgemeinen, entge-
gen von häug getroffenen Annahmen, ψϑ 6= ψϕ und αϑ 6= αϕ gilt. Da die
Ergebnisse außerdem noch sehr stark von den zugrunde gelegten Dielektrizitäts-
konstanten abhängen, lassen sich kaum allgemeingültige Aussagen treffen, zumal
das Ellipsoid-Modell selbst bereits eine starke Vereinfachung der Ausbreitungs-
szenarien darstellt. Daher beschränken sich die Untersuchungen im Folgenden
auf Funkkanäle in denen ausschließlich Reexionen an metallenen Grenzächen
vorherrschen.
4.5 Untersuchung von Pikokonf_igurationen
In diesem Abschnitt soll die Anwendbarkeit von kompakten Mehrantennenkon-
gurationen in Bezug auf die erreichbare Kanalkapazität untersucht werden. Die
Fragestellung ist dabei, ob sich durch die Ausnutzung orthogonal polarisierter und
orthogonal orientierter Antennenelemente eine hohe Kanalkapazität selbst für Pi-
kokongurationen erreichen lässt. Im Hinblick auf eine Integrierbarkeit in mobi-
le Endgeräte sind kleine Antennenkongurationen von großem Interesse. Bei den
betrachteten Antennenanordnungen handelt es sich umGruppenantennen, deren
einzelne Antennenelemente sich an einem Raumpunkt benden. Es sei jedoch
noch einmal darauf hingewiesen, dass dies nichts über die „elektrische“ Größe
der Antennen, und damit über das Feldvolumen, das die Antennen ausschöpfen,
aussagt. Daher ist eine Erweiterung auf Gruppen von Pikokongurationen, oder
eine Umrechnung auf eine pro Volumenelement erzielbare Kanalkapazität nicht
zulässig.
Bei der Untersuchung werden gleiche Antennenkongurationen auf Sende-
und Empfangsseite angenommen. Es wird also der Fall eines Einnutzer-Mehr-
antennensystems betrachtet. Die untersuchten Anordnungen sind im Einzelnen
(vergleiche Abb. 4.12):
a Eine Kombination aus einem elektrischen Dipol und einem magnetischen
Dipol, die beide in z-Richtung orientiert sind. Diese Antennen sind ideal
orthogonal polarisiert und werden imweiteren Verlauf dual-polarisierte Di-
pole genannt (2× 2 System, d.h. NR = NT = 2).
b Zwei gekreuzte elektrische Dipole, die in y- und z- Richtung orientiert sind.
Diese Antennen sind nur entlang der Hauptachsen orthogonal polarisiert,
lassen sich aber einfach realisieren (2× 2 System).
c Eine Überlagerung aus vertikal und horizontal polarisiertem Huyghens-
Strahler, die jeweils in x-Richtung abstrahlen. Diese Antennen stellen eine
Modellierung für dual-polarisierte Patchantennen dar, die eine hohe prakti-
sche Bedeutung besitzen (2× 2 System). Die Abb. 4.14 zeigt eine mögliche
Realisierungsform. Durch die zurückgesetzten Zuführungsleitungen wird
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Anpassung erreicht, durch die gegenüberliegenden Einschnitte eine Verbes-
serung der Symmetrie der abgestrahlten Felder.
d Drei gekreuzte elektrische Dipole mit jeweils einer Orientierung in x-, y-
und z-Richtung. Diese Antennenkonguration lässt sich wieder relativ ein-
fach aufbauen (3× 3 System).
e Zwei gekreuzte dual-polarisierte Dipole mit Ausrichtung in y- und z- Rich-
tung (4× 4 System).
f Drei gekreuzte dual-polarisierte Dipole mit Ausrichtung in x-, y- und z-
Richtung (6× 6 System).
Abb. 4.12: Untersuchte Pikokonfigurationen a - f
Abb. 4.13: Gekreuzte dual-polarisierte Antennen
Um den Einuss einer abweichenden Orientierung der Empfangsantenne in Be-
zug auf die Sendeantenne zu untersuchen, wird weiterhin eine Übertragung zwi-
schen zwei verdrehten dual-polarisierten Dipolen betrachtet. Dabei ist der Dipol
auf der Sendeseite in z Richtung und der Dipol auf der Empfängerseite in y Rich-
tung orientiert (siehe Abb. 4.13). Dieser Fall ist besonders für mobile Anwendun-
gen von Interesse, bei denen die Teilnehmerstation keine denierte Orientierung
bezüglich der Basisstation einnimmt.
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Abb. 4.14: Aufbau einer linear-dualpolarisierten Patchantenne
Die Kapazität einer Kanalrealisierung nach Gl. (2.21) wird im Rahmen dieser
Untersuchungen in Abhängigkeit des Faktors ρ berechnet, wobei ρ zu
ρ =
σ2y
σ2n
=
PT
NTσ2n
1
GCL
(4.22)
deniert wird. Dadurch werden die ermittelten Kapazitätswerte unabhängig von
der Anzahl L der Pfade pro Kanalrealisierung und unabhängig vom mittleren
Kanalgewinn GC :
GC =
„
λ
4pir0
«2
. (4.23)
Zu Vergleichszwecken wird zusätzlich die Kapazität für statistisch unabhängige,
komplex-normalverteile Pfadkoefzienten berechnet, für die gilt:
βik ∼
r
1
2
(N (0, 1) + jN (0, 1)). (4.24)
Dieser Kanal wird im Folgenden Rayleigh-Kanal genannt. Durch die Wahl der
Sendeleistung nach Gl. (4.22) entspricht der Rayleigh-Kanal der Übertragung
zwischen zwei isotropen Kugelstrahlern im Einheitskanal (siehe Kapitel 4.4.1).
4.5.1 Ergebnisse für Pikokongurationen im Einheitskanal
Varianz und Kovarianz nach Gl. (3.69), Gl. (3.72) der Pfadkoefzienten βik für
die oben beschriebenen Antennenanordnungen lassen sich für den Einheitskanal
(e = 0) unter Verwendung der Bestimmungsgleichungen für die Richtcharak-
teristiken analytisch berechnen. Damit sind die statistischen Eigenschaften der
Kanalkovarianzmatrix des Einheitskanals vollständig bestimmt.
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In Abb. 4.15 sind die ergodische Kanalkapazitäten für alle 2× 2 Systeme darge-
stellt. Die gekreuzten Dipole (rot) und die dual-polarisierten Dipole (blau) errei-
chen ungefähr gleiche Kapazitätswerte, die leicht unter den Werten für den Ray-
leighkanal (gestrichelt) liegen. Die verdrehten dual-polarisierten Dipole (magen-
ta) sowie die dual-polarisierten Huyghens-Strahler (grün) besitzen noch etwas
geringere Kapazitätswerte. Eine Verdrehung der dual-polarisierten Dipole auf der
Empfängerseite führt somit nur zu einem geringen Kapazitätsverlust, was diese
Antennen für mobile Anwendungen geeignet erscheinen lässt. Die geringere Ka-
pazität der Huyghens-Strahler lässt sich durch die im Vergleich zu den anderen
Elementen stärker ausgeprägte Richtwirkung erklären, die in dem Einheitskanal,
der absolut keine Vorzugsrichtung besitzt, zu einem Verlust an Kanalkapazität
führt.
Das asymptotische Verhalten für hohes ρ gibt Auskunft für den prinzipiellen
Kapazitätsgewinn pro Antennenpaar und wird als Diversitätsordnung bezeichnet.
Man erkennt, dass für alle betrachteten Antennenkongurationen die Diversitäts-
ordnung gleich groß ist, und die Unterschiede nur durch eine Verschiebung in ρ
und damit durchÄnderungen desmittleren Signal zu Störabstands amEmpfänger
zustande kommen. Durch eine irrtümliche Normierung auf konstante Empfangs-
leistung würden diese Effekte nicht erkennbar werden.
Abb. 4.15: Ergodische Kanalkapazität von 2× 2 Pikokonfigurationen im Einheitskanal
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Die Abb. 4.16 zeigt die ergodische Kanalkapazität für die 3 × 3 (blau), 4 × 4
(magenta) und 6 × 6 (rot) Antennenkongurationen im Vergleich zu den Ray-
leighkanälen gleicher Antennenanzahl. Auch hier erreichen alle Kongurationen
die volle Diversitätsordnung, wobei jedoch im Vergleich zu den Rayleighkanälen
bereits ein Verlust in ρ von mehreren dB zu verzeichnen ist, der durch die gerin-
gere Gesamtleistung der Kanalkoefzienten zustande kommt.
Abb. 4.16: Ergodische Kanalkapazität von 3 × 3, 4 × 4 und 6 × 6 Pikokonfigurationen
im Einheitskanal
Damit wird ein analytischer Nachweis erbracht, dass in dem vollkommen rich-
tungsunabhängigen Einheitskanal durch die 6 möglichen elementaren Dipolan-
tennen tatsächlich die Diversitätsordnung eines 6× 6 Rayleighkanals erzielt wer-
den kann!
4.5.2 Ergebnisse für Pikokongurationen im Ellipsoidkanal
Da für alle Kanalgeometrien mit e 6= 0 (Ellipsoidkanal, siehe Kapitel 4.4.2) einer-
seits die Empfangswinkel eine komplizierte Funktion der Sendewinkel und ande-
rerseits dieWinkelψ{ϑ,ϕ} statistisch abhängig von den Sende- und Empfangsrich-
tungen sind, können die Varianzen und Kovarianzen der einzelnen Pfade nicht
mehr ohne weiteres analytisch berechnet werden. Daher werden im Folgenden
für eine Exzentrizität des Ellipsoids von e = 0.8 und metallische Reexionen die
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einzelnen Ausbreitungspfade analytisch berechnet und L = 20 Pfade zu einem
Kanalkoefzienten überlagert. Die Exzentrizität führt zu einem polarisationsse-
lektiven Kanal und innerhalb des Kanals bilden sich Vorzugsrichtungen aus, so
dass die Orientierung der Antennenanordnungen bezüglich des Kanals eine Rolle
spielt.
In Abb. 4.17 sind die Ergebnisse zur ergodischen Kanalkapazität der 2× 2 An-
ordnungen für diesen Kanal dargestellt. Die dual-polarisierten Dipole (blau) die
verdrehten dual-polarisierten Dipole (magenta) und die gekreuzten Dipole (rot)
erreichen nun identische Kapazitätswerte. Da der intrinsische Funkkanal nun je-
doch eine gewisse Vorzugsrichtung aufweist, die mit der Hauptstrahlrichtung der
Huyghens-Strahler übereinstimmt, können diese Antennen ihren höheren An-
tennengewinn zur deutlichen Verbesserung von ρ nutzen (grün). Des weiteren
besitzen alle Kongurationen wieder die gleiche Diversitätsordnung. Der Einuss
der höhere Polarisationsselektivität des Ellipsoidkanals ist jedoch nicht unmittel-
bar erkennbar.
Abb. 4.17: Ergodische Kanalkapazität von 2× 2 Pikokonfigurationen für e = 0.8
Die Ergebnisse für die verbliebenenAntennenkongurationen sind inAbb. 4.18
dargestellt. Aufgrund der veränderten räumlichen Eigenschaften des intrinsischen
Funkkanals ist die Diversitätsordnung der 4× 4 und 6× 6 Systeme entscheidend
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zurückgegangen. Daraus wird einerseits ersichtlich, dass der Einuss der Raum-
Polarisationslterung der Antennen selbst in so einfachen Szenarien äußert kom-
plex ist und dass andererseits die theoretische Kanalkapazität bei Verwendung
gekreuzter dual-polarisierter Dipole (4 × 4 und 6 × 6 Systeme) in realistischen
Funkkanälen nicht erreichbar ist. Dagegen erscheint die Verwendung einfacher
dual-polarisierter Dipole, bzw. von gekreuzten elektrischen Dipolen als sehr sinn-
voll, zumal diese Antennenanordnungen im Vergleich zu einfach polarisierten
Antennengruppen neben ihrer geringeren Größe den Vorteil aufweisen, unemp-
ndlich gegenüber Ausrichtungsfehlern zu sein.
Abb. 4.18: Ergodische Kanalkapazität von 3 × 3, 4 × 4 und 6 × 6 Pikokonfigurationen
für e = 0.8
4.6 Untersuchung von Mikrokonf_igurationen
Der Schwerpunkt dieses Abschnitts ist die Untersuchung des Einusses von An-
tennenabstand sowie von Verkopplungen und den daraus resultierenden Rausch-
kovarianzen auf die Kanalkapazität sein. Obwohl der Einuss des Antennenab-
stands bei linearen Gruppen bereits Gegenstand zahlreicher Veröffentlichungen
war, wurden Verkopplungen und der Einuss von korreliertem Rauschen in der
Regel vernachlässigt.
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Die Untersuchungen werden anhand einer linearen Gruppe von äquidistant an-
geordneten Halbwellendipolen durchgeführt. Die Abstarhlung dieser Antennen
unterscheidet sich nur unwesentlich von denen der Hertz’schen Dipole des vor-
herigen Abschnitts. Für den intrinsischen Funkkanal wird eine Exzentrizität von
e = 0.8 angesetzt. Die Pfadkoefzienten werden unter Berücksichtigung von
Verschiebung und Verkopplung analytisch berechnet und zu Kanalkoefzienten
überlagert. Dabei werden Gruppen von 2 und 4Halbwellendipolen betrachtet, die
einen jeweiligen Elementabstand von d besitzen. Die Antennenelemente sind da-
bei entlang der y-Achse angeordnet. Der Bezugswellenwiderstand ist ZL = 75Ω.
Die Abb. 4.19 und 4.20 zeigen die ergodische Kanalkapazität für die 2× 2 und
4 × 4 Anordnungen in Abhängigkeit von ρ und dem Elementabstand d, gemes-
sen in Wellenlängen. Es zeigt sich im Vergleich mit Abb. 4.15 und Abb. 4.16, dass
für Antennenabstände größer als zwei Wellenlängen die Kanalkapazität der un-
korrelierten Rayleighkanäle erreicht wird. Für einen Abstand d, der unterhalb
einer Wellenlänge liegt, ist jedoch ein dramatischer Verlust des Kapazitätswerts
zu verzeichnen, der zeigt, dass kompakte Antennenkongurationen nur schlecht
mit parallel ausgerichteten Dipolantennen zu realisieren sind. Der Grund für die-
se Einbußen liegt einerseits in der durch die Abstandsverminderung verringerten
Raumdiversität und dem für kleine Abstände nicht mehr zu vernachlässigenden
Einuss der Verkopplungen und Fehlanpassungen der Antennensignale.
Zur genaueren Analyse sind in Abb. 4.21 und 4.22 die Kapazitätswerte für
ρ = 10dB jeweils für die 2 × 2 und 4 × 4 Anordnungen aufgezeichnet. In die-
sen Bildern sind ebenfalls die Werte für den Fall, dass die Verkopplungen in der
Kanalmodellierung nicht berücksichtigt werden und das Antennenrauschen als
unkorreliert angenommen wird, sowie für den Fall, dass die Verkopplungen zwar
berücksichtigt werden, die Beiträge zum Antennenrauschen aber weiterhin als
unkorreliert angenommen werden, eingezeichnet. Man erkennt, dass durch die
Vernachlässigung der Verkopplungen die tatsächliche Kanalkapazität überschätzt
und durch die Vernachlässigung der Rauschkovarianzmatrix bei Berücksichtigung
von Verkopplungen die Kanalkapazität in der Regel unterschätzt wird.
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Abb. 4.19: Ergodische Kanalkapazität für eine Gruppe von zwei Halbwellendipolen in
Abhängigkeit des Antennenabstandes für e = 0.8
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Abb. 4.20: Ergodische Kanalkapazität für eine Gruppe von vier Halbwellendipolen in Ab-
hängigkeit des Antennenabstandes für e = 0.8
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Abb. 4.21: Ergodische Kanalkapazität für eine Gruppe von zwei Halbwellendipolen für
ρ = 10dB in Abhängigkeit des Antennenabstandes
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Abb. 4.22: Ergodische Kanalkapazität für eine Gruppe von vier Halbwellendipolen für
ρ = 10dB in Abhängigkeit des Antennenabstandes
70
5
E RWE I T E RT E KANAL B E S CHR E I B UNG
Nachdem in den vorherigen Kapiteln die Eigenschaften des extrinsischen Funkka-
nals untersucht worden sind, soll nun ein erweitertes Signalmodell für ein Mehr-
antennensystem unter Berücksichtigung der analogen Schaltungskomponenten
abgeleitet werden. Dieses Signalmodell charakterisiert den Funkkanal, der aus Sy-
stemsicht effektiv vorliegt und letztendlich die Güte der Signalübertragung be-
stimmt. Im Rahmen dieser Arbeit werden dabei ausschließlich lineare Effekte be-
rücksichtigt.
Die durch reale Schaltungskomponenten auf die Funkübertragung ausgeübten
Beeinussungen sind in Abb. 5.1 und 5.2 verdeutlicht:
Abb. 5.1: Einflüsse realer Sender auf die Funkübertragung
Im Sendefall kommt es neben der Gewichtung der ursprünglichen Sendesignale
xmit den Verstärkungsfaktoren αT der Sendeverstärker zuMehrfachreexionen
zwischen Antennen und Verstärkern und damit zu einer zusätzlichen Verkopp-
lung zwischen den ausgestrahlten Sendesignalen. Die Mehrfachreexionen wer-
den dabei durch die Eigenreexionsfaktoren ΓT der Senderausgänge und durch
die Eigenreexionsfaktoren der Antennengruppe (Diagonalelemente von SAA)
verursacht.
ImVergleich dazu werden im Empfangsfall durch dieMehrfachreexionen und
Verkopplungen zusätzliche, miteinander korrelierte Signalbeiträge innerhalb der
Empfangssignale y erzeugt. Durch die Fehlanpassungen der Empfängereingänge
kommt es weiterhin zu einer unerwünschten Abstrahlung über die Empfangsan-
tennen. Wie im Sendefall werden die Empfangssignale außerdemmit den Verstär-
kungsfaktoren αR gewichtet.
Genauso wie die Empfangssignale werden auch die aus dem Funkanal aufge-
nommenen Antennenrauschsignale beeinusst, so dass sich die Kovarianzmatrix
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des Rauschens am Empfänger ändert. In realen Empfängern kommt noch das Ei-
genrauschen der Empfänger hinzu, das durch einen weiteren additiven Rauschbei-
trag am Ausgang der Empfänger beschrieben werden kann.
Abb. 5.2: Einflüsse realer Empfänger auf die Funkübertragung
5.1 Systemmodell für Mehrantennensysteme
5.1.1 Streumatrixdarstellung des extrinsischen Funkkanals
Die Streumatrixdarstellung (siehe Kapitel A) eines extrinsischen Funkkanals mit
NB Antennenelementen an der Basisstation und NM Antennen auf der Teilneh-
merseite, wie in Abb. 5.3 dargestellt, lautet:„
bB
bM
«
=
„
SBB SBM
SMB SMM
«„
aB
aM
«
, (5.1)
mit dem Sendevektor aB der Basisstationsantennen:
aB =
h
a
(1)
B . . . a
(NB)
B
iT
, (5.2)
dem Sendevektor aM der Teilnehmer- oder Mobilstationsantennen:
aM =
h
a
(1)
M . . . a
(NM )
M
iT
(5.3)
und den entsprechenden Empfangsvektoren bB und bM von Basisstations- und
Mobilstationsantennen:
bB =
h
b
(1)
B , . . . , a
(NB)
B
iT
, (5.4)
bM =
h
b
(1)
M , . . . , b
(NM )
M
iT
. (5.5)
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Abb. 5.3: Extrinsischer Mehrantennen-Funkanal
Die Matrix SBB ist die Streumatrix der Basisstationsantenne und enthält be-
kanntermaßen auf der Hauptdiagonalen die Eigen-Reexionskoefzienten und
auf den Nebendiagonalen die Koppelkoefzienten der NB Antennenelemente an
der Basisstation (siehe Antennenstreumatrix SAA in Kapitel 3. Analog dazu ist
die Matrix SMM die Streumatrix der NM Antennen auf der Teilnehmerseite.
In der Aufwärtsstrecke sendet die Basisstation nicht, d.h. aB = 0. Damit ent-
spricht SBM dem extrinsischen Kanal HUL der Aufwärtsstrecke bei allseitiger
Anpassung und die Übertragung wird durch Gl. (5.6) beschrieben. Umgekehrt ist
in der Abwärtsstrecke aM = 0 und SMB ist der KanalHDL der Abwärtstrecke
bei Anpassung nach Gl. (5.7):
bB = SBM aM ≡HULaM , (5.6)
bM = SMB aB ≡HDLaN . (5.7)
Wie in Kapitel 3 gezeigt wurde, ist bei Anpassung der Quellen und Senken der Ein-
uss der Antennenstreumatrizen bereits in den extrinsischen Funkkanälen enthal-
ten.
Bei isotroper, linearer Ausbreitungsumgebung ist der extrinsische Funkkanal
reziprok (siehe Kapitel A). Damit gilt:
SBB = SBB
T, (5.8)
SMB = SBM
T ≡HDL =HTUL, (5.9)
SMM = SMM
T. (5.10)
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5.1.2 Streumatrixdarstellung des erweiterten Funkkanals
Das reale System besteht neben dem extrinsischen Übertragungskanal noch aus
den Sende- und Empfangszügen der Basisstation und der Teilnehmerstationen.
Das Verhalten der Sender und Empfänger kann ebenfalls durch Streumatrizen be-
schrieben werden, so dass sich das Gesamtsystem aus der Streumatrix des Funk-
kanals und den Einüssen der Streumatrizen T der Sender undR der Empfänger
zusammensetzt, wie in Abb. 5.4 dargestellt. Das Gesamtsystem besitzt dann die
Ausgangssignale b˜ und ist aufgrund der unterschiedlichen Signalpfade in Auf-
und Abwärtsstrecke nicht reziprok.
Abb. 5.4: Realer Mehrantennen-Funkanal
Da die Anpassungsbedingung für den extrinsischen Funkkanal im Allgemei-
nen nicht mehr erfüllt ist, muss daher ein neues Signalmodell entwickelt werden.
Dazu wird im Folgenden das System getrennt nach Auf- und Abwärtsstrecke un-
tersucht [16].
Modell für die Aufwärtsstrecke Das Modell für die Aufwärtsstrecke besteht aus
dem Funkkanal SBM , den Sendern auf Teilnehmerseite und den Empfängern der
Basisstation. Die Sender der Teilnehmerstationen besitzen die Ausgangsreexi-
onsfaktoren ΓTM und Verstärkungsfaktoren αTM und können durch die Streu-
matrizen TM modelliert werden. Dabei werden die Sender als rückwirkungsfrei
und am Eingang angepasst angenommen. Entsprechend können die Empfänger
der Basisstation mit ihren Eingangsreexionsfaktoren ΓRB und Verstärkungsfak-
toren αRB unter den Bedingungen der Rückwirkungsfreiheit und perfekter An-
passung am Ausgang durch die StreumatrizenRB dargestellt werden:
T
(k)
M =
„
Γ
(k)
TM α
(k)
TM
0 0
«
, (5.11)
R
(i)
B =
 
0 α
(i)
RB
0 Γ
(i)
RB
!
. (5.12)
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Bei Zusammenfassung der Reexionsfaktoren ΓTM und ΓRB in den Diagonalma-
trizen ΓTM und ΓRB mit:
ΓTM = diag
“h
Γ
(1)
TM . . . Γ
(NM )
TM
i”
, (5.13)
ΓRB = diag
“h
Γ
(1)
RB . . . Γ
(NB)
RB
i”
(5.14)
sowie der Verstärkungen αTM und αRB in den Diagonalmatrizen ATM und
ARB :
ATM = diag
“h
α
(1)
TM . . . α
(NM )
TM
i”
, (5.15)
ARB = diag
“h
α
(1)
RB . . . α
(NB)
RB
i”
, (5.16)
kann die Übertragung des gesamten Systems in der Aufwärtsstrecke Gl. (5.6) zu
b˜B = S˜BM aM (5.17)
berechnet werden. Die resultierende Streumatrix S˜BM des gesamten Systems ist
dann unter Vernachlässigung der Rückwirkung der Empfangsantennen auf die
Sendeantennen (siehe Anhang B)
S˜BM = ARBV SBMUATM , (5.18)
mit
U = (INM − ΓTMSMM )−1 , (5.19)
V = (INB − SBBΓRB)−1 . (5.20)
Modell für die Abwärtsstrecke Das äquivalente Modell für die Abwärtsstrecke
wird völlig analog hergeleitet: Die Streumatrizen der Sender der Basisstation sind
TB mit denAusgangsreexionsfaktorenΓTB und denVerstärkungsfaktorenαTB .
Ebenso sind die Streumatrizen der Empfänger der TeilnehmerantennenRM mit
den Einträgen ΓRM , αRM :
T
(i)
B =
„
0 0
α
(i)
TB Γ
(i)
TB
«
. (5.21)
R
(k)
M =
 
Γ
(k)
RM 0
α
(k)
RM 0
!
, (5.22)
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Die Reexionsfaktoren undVerstärkungenwerden in denDiagonalmatrizenΓTB ,
ATB , ΓRM andARM zusammengefasst:
ΓTB = diag
“h
Γ
(1)
TB . . . Γ
(NB)
TB
i”
, (5.23)
ATB = diag
“h
α
(1)
TB . . . α
(NB)
TB
i”
, (5.24)
ΓRM = diag
“h
Γ
(1)
RM . . . Γ
(NM )
RM
i”
, (5.25)
ARM = diag
“h
α
(1)
RM . . . α
(NM )
RM
i”
. (5.26)
Die resultierende Übertragung der Abwärtsstrecke ist (siehe Anhang B):
b˜M = S˜MB aB , (5.27)
mit der äquivalenten Systemmatrix:
S˜MB = ARMWSMBXATB , (5.28)
wobei
W = (INM − SMMΓRM )−1 , (5.29)
X = (INB − ΓTBSBB)−1 (5.30)
sind. Dabei wurde ebenfalls die Rückwirkung der Empfangsantennen auf die Sen-
deantennen vernachlässigt.
5.2 Signalmodell des erweiterten Funkkanals
Aus den Streumatrizen Gl. (5.18) und Gl. (5.28) für Auf- und Abwärtsstrecke
ergeben sich unter der Voraussetzung der eingangsseitigen Anpassung der Sende-
verstärker und der ausgangsseitigen Anpassung1 der Empfangsverstärker unmit-
telbar die entsprechenden Systemmatrizen für Auf- und Abwärtsstrecke (siehe
Kapitel A.2.4). Die vollständigen Signalmodelle für Auf- und Abwärtsstrecke sind
dann in Abb. 5.5 und Abb. 5.6 dargestellt.
Der Kanal HUL ist der extrinsische Funkkanal der Abwärtsstrecke nach Abb.
3.9. Aufgrund der Reziprozität ist dannHDL =HTUL der extrinsische Kanal der
Aufwärtsstrecke. Die Größen nA,M und nA,B sind die unkorrelierten Antennen-
rauschsignale, nR,M und nR,B das unkorrelierte Eigenrauschen der Empfänger.
Dabei ist zu beachten, dass bei einer konstanten Zusatzrauschzahl des Empfängers
das Eigenrauschen linear von der Verstärkung abhängt, da es additiv am Ausgang
hinzugefügt wird. Die Rauschkovarianz der Antennenrauschsignale, die durch die
Filterung mitARBV BB in der Aufwärtsstrecke, bzw. durchARMWBM in der
1 Die Anpassung der äußeren Tore des Systems wurde bereits in den Streumatrizen nach Gln. (5.11),
(5.12), (5.21) und (5.22) für die Sende- und Empfangsverstärker explizit vorausgesetzt
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Abb. 5.5: Signalmodell für den Kanal der Aufwärtsstrecke
Abb. 5.6: Signalmodell für den Kanal der Abwärtsstrecke
Abwärtsstrecke hervorgerufen wird, kann durch ein Noise-Whitening Filter be-
seitigt werden, wie bereits bei den extrinsischen Kanälen gezeigt wurde (Kapitel
3.3.1). Für das Noise-Whitening Filter der Aufwärtsstrecke, das in der Basisstati-
on eingesetzt wird, gilt dann:
LULL
H
UL = (ARBV BB)(ARBV BB)
H, (5.31)
TUL = L
−1
UL (5.32)
und entsprechend für das Filter in der Abwärtsstrecke:
LDLL
H
DL = (ARMWBM )(ARMWBM )
H, (5.33)
TDL = L
−1
DL. (5.34)
Damit sind die effektiven Funkkanäle der Auf- und Abwärtsstrecke vollständig
beschrieben:
H˜UL ≡ TULS˜BM = TULARBV SBMUATM , (5.35)
H˜DL ≡ TDLS˜MB = TDLARMW SMBXATB . (5.36)
Für das unkorrelierte Empfängerrauschen an Basis- und Teilnehmerstation gilt
dann:
n˜B = TULnA,B + nR,B , (5.37)
n˜M = TDLnA,M + nR,M . (5.38)
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Die durch die Anwendung derNoise-Whitening Filter vereinfachten Signalmodel-
le sind in Abb. 5.7 und Abb. 5.8 dargestellt.
Abb. 5.7: Vereinfachtes Signalmodell für den Kanal der Aufwärtsstrecke
Abb. 5.8: Vereinfachtes Signalmodell für den Kanal der Abwärtsstrecke
5.3 Reziprozität des erweiterten Mehrantennen-Funkkanals
Für die praktische Anwendung einer sendeseitigen Signalverarbeitung spielt die
Reziprozität von Auf- und Abwärtsstrecke eine große Rolle (siehe Kap. 6). Dabei
wird im Rahmen dieser Arbeit zwischen vollständiger, schwacher und Pseudo-
Reziprozität unterschieden, die folgendermaßen deniert sind:
In einem vollständig reziproken System sind dieÜbertragungsfaktoren inHin-
und Rückrichtung identisch.
In einem schwach reziproken System unterscheiden sich die Übertragungs-
faktoren in Hin- und Rückrichtung durch einen gemeinsamen komplexen Faktor
sowie durch einen gemeinsamen Laufzeitunterschied. Ist das System verzöge-
rungsfrei und ist der komplexe Faktor 1, so ist das System vollständig reziprok.
In einem pseudo-reziproken System unterscheiden sich die Übertragungsfak-
toren in Hin- und Rückrichtung durch komplexen Faktoren sowie durch Lauf-
zeitunterschiede. Sind die komplexen Faktoren und Laufzeitunterschiede für alle
Übertragungsfaktoren identisch, so ist das System schwach reziprok.
Damit verhält sich ein Mehrantennensystem vollständig reziprok, wenn für
den Kanal der AufwärtsstreckeHUL und den Kanal der AbwärtsstreckeHDL gilt:
HTUL =HDL. (5.39)
Die vollständige Reziprozität wurde bisher immer für die extrinsischen Funkkanä-
le angenommen.
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Im Gegensatz dazu ist ein Mehrantennensystem schwach reziprok wenn:
HTUL = Z|τHDL. (5.40)
erfüllt ist. Hierbei ist Z|τ eine linearphasige Allpassfunktion, die auf alle Kanal-
koefzienten gleichermaßen wirkt. Im verzögerungsfreien System mit τ = 0 ist
die Phase konstant und damit ist Z nichts weiter als eine komplexe Konstante.
Unterscheiden sich die Kanäle in Auf- und Abwärtsstrecke jedoch um eine li-
nearphasige Allpassfunktion, die für jede Empfangsantenne der Abwärtstrecke
unterschiedlich ist, ist das System pseudo-reziprok mit
HTUL = ZHDL. (5.41)
Dabei ist Z eine Diagonalmatrix aus den für jede Empfangsantenne spezischen,
linearphasigen Allpassfunktionen Z(k)|τ :
Z = diag
“h
Z
(1)
|τ . . . Z
(NM )
|τ
i”
. (5.42)
Im Fall einer konstante Phase von Z(k)|τ , d.h. für ein verzögerungsfreies System,
vereinfacht sich diese Filterfunktion zu einem komplexen Faktor Z(k) pro Emp-
fangsantenne.
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6
S Y S T EMUNT E R SUCHUNGEN
Mit dem im vorherigen Kapitel abgeleiteten Systemmodell ist nun eine vollstän-
dige, lineare Basisbandbeschreibung für den Mehrantennen-Funkkanal vorhan-
den, die die Bewertung von Übertragungsverfahren unter der realistischen Mo-
dellierung der Wellenausbreitung, der Antenneneinüsse und der linearen Effek-
te der analogen Frontends ermöglicht. Im Gegensatz zu der informationstheore-
tischen Bewertung der extrinsischen Funkkanäle im Kapitel 4 sollen nun die be-
sonderen Eigenschaften des erweiterten Funkkanals anhand von Systemsimulatio-
nen untersucht werden. Dabei kann durch diese Untersuchungen die Güte prak-
tischer Systemimplementierungen beurteilt werden, wohingegen die Informati-
onstheorie zwar allgemeingültige Grenzen liefert, ohne jedoch Auskunft zu ertei-
len, wie diese erreicht werden können. Da im Folgenden die prinzipiellen Effekte
des Mehrantennen-Funkkanals gezeigt werden sollen, werden die Simulationen
ausschließlich in Abhängigkeit der Parameter der erweiterten Kanalbeschreibung
durchgeführt. Alle andereren Einüsse, wie z.B. Kanalschätzung werden ideali-
siert betrachtet. Es werden ausschließlich lineare Signalverarbeitungsverfahren
untersucht.
Das vollständige Signalmodell bei Anwendung linearer Entzerrer lautet:
dˆ = GHFd+Gn.
Dabei istH der erweiterte Funkkanal der Auf- bzw. Abwärtsstrecke (H˜UL bzw.
H˜DL). Die gesendeten Datensymbole werden mit d, die am Empfänger rekon-
struierten Datensymbole mit dˆ bezeichnet. Der Vektor n steht für die additiven
Rauschgrößen auf der Empfängerseite. G ist das lineare Empfangslter und F
das lineare Sendelter. Die Funkkanäle werden als frequenzach angenommen,
so dass die Berechnungen ausschließlich bei der Frequenz f = f0 durchgeführt
werden. Die Elemente der Kanalmatrix und der Filtermatrizen sind damit im Ba-
sisband skalare Größen.
6.1 Sender- und Empfängerstrukturen für Mehrantennen-
systeme
Im weiteren Verlauf der Arbeit werden nun Verfahren betrachtet, die eine Signal-
verarbeitung ausschließlich am Empfänger oder am Sender durchführen.
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6.1.1 Lineare Signalverarbeitung am Empfänger
Bei der Signalverarbeitung auf der Empfängerseite ist der Funkkanal am Emp-
fänger vollständig bekannt und es wird eine gemeinsame Teilnehmerdatenrekon-
struktion mit Hilfe des FiltersG durchgeführt. Für das Sendelter gilt:F = INT
und damit lautet das Signalmodell:
dˆ = GHd+Gn, für NR ≥ NT . (6.1)
In Abb. 6.1 ist der resultierende Signaluss der empfangsseitigen Signalverarbei-
tung für den erweiterten Kanal der Aufwärtsstrecke H˜UL Gl. (5.35) dargestellt.
Die im weiteren Verlauf untersuchten Filter sind das „Empfangs Zero-Forcing
Abb. 6.1: Lineare Signalverarbeitung am Empfänger in der Aufwärtsstrecke
Filter“und das „EmpfangsWiener Filter“.
Empfangs Zero-Forcing Filter Das Zero-Forcing Filter ist nach demGauss -Mar-
kov Theorem die Implementierung gZF des besten linearen erwartungstreuen
Schätzers1 [15],[21]. Das Fehlerkriterium ist dabei die Minimierung der Varianz
des Schätzfehlers. Angewendet auf das Mehrantennen-Signalmodell lautet das
Empfangs Zero-Forcing Filter (abgekürzt RxZF) [24]
GZF = gZF(H) = (H
HR−1n H)
−1HHR−1n , für NR ≥ NT , (6.2)
wobei Rn die Rauschkovarianzmatrix ist. Die Anwendung des Empfangs Zero-
Forcing Filters entfernt die gesamte Mehrfachzugriffs-Interferenz der Empfangs-
symbole. Beim Einsatz eines Noise-Whitening Filters ist das Empfängerauschen
am Ausgang des Filters unkorreliert und damit gilt:R−1n =
1
σ2n
INR und es ist:
GZF = gZF(H) = (H
HH)−1HH =H+, für NR ≥ NT , (6.3)
wobei (·)+ die Moore-Penrose Pseudo-Inverse bezeichnet. Die Rauschkovari-
anzmatrix muss in diesem Fall für die Berechnung des RxZF-Filters nicht bekannt
sein.
Die rekonstruierten Datensymbole lauten dann:
dˆZF = d+H
+n. (6.4)
1 BLUE: Best Linear Unbiased Estimator
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Man erkennt, dass die Sendedaten vollkommen interferenzfrei rekonstruiert wer-
den. Allerdings kann es durch die Multiplikation des Rauschvektors mit der Pseu-
doinversenH+ bei schlecht konditionierten KanalmatrizenH zu einer beträcht-
lichen Rauschüberhöhung kommen.
Empfangs Wiener Filter Das Wiener Filter gWF ist die Implementierung des
MMSE Schätzers2, wobei der mittlere quadratische Schätzfehler minimiert wird
[15]. DasWiener Filter zur Entzerrung der Empfangssignale (abgekürzt: RxWF)
lautet für das verwendete Signalmodell:
GWF = gWF(H) = (H
HR−1n H +R
−1
x )
−1HHR−1n , für NR ≥ NT . (6.5)
Im Gegensatz zum Zero-Forcing Filter wird durch dasWiener Filter nicht die ge-
samte Mehrfachzugriffs-Interferenz3 entfernt. Für statistisch unabhängige Sen-
desymbole identischer Leistung istR−1x =
1
σ2x
INT . Bei zusätzlich statistisch un-
abhängigem Rauschen gilt dann:
GWF = gWF(H) = (H
HH +
σ2n
σ2x
INT )
−1HH
= (HHH + ξINT )
−1HH, für NR ≥ NT
(6.6)
Offensichtlich konvergiert dasWiener-Filter für einen kleinen Faktor ξ und damit
für einen großen Signal-Zu-Störabstand am Empfänger gegen das Zero-Forcing
Filter.
Die Empfangsdaten berechnen sich bei Anwendung desWiener Filters zu:
dˆWF = (INT + ξ(H
HH)−1)−1| {z }
MAI
d+ (HHH + ξINT )
−1n. (6.7)
Damit wird durch das Wiener Filter die Mehrfachzugriffsinterferenz nicht voll-
ständig entfernt. Das Problem der Rauschüberhöhung bei schlecht konditionier-
ten Kanälen wird jedoch imVergleich zum Zero-Forcing Filter deutlich entschärft,
was sich im niedrigen und mittleren Signal-Zu-Störleistungsbereich in einer ge-
ringeren Bitfehlerhäugkeit ausdrückt.
6.1.2 Lineare Signalverarbeitung am Sender
Für die senderseitige Signalverarbeitung muss der Funkkanal am Sender vollstän-
dig bekannt sein. Die gemeinsame Teilnehmerdaten-Vorlterung geschieht durch
das Sendelter F . Am Empfänger werden keine weiteren Verarbeitungsschritte
durchgeführt, damit istG = INR und das Signalmodell lautet:
dˆ =HFd+ n, für NT ≥ NR. (6.8)
In Abb. 6.2 ist das Signalussdiagramm amBeispiel der Abwärtstrecke dargestellt.
2 MMSE: Minimum Mean Square Error
3 MAI: Multiple Access Interference
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Abb. 6.2: Lineare Signalverarbeitung am Empfänger in der Abwärtsstrecke
Sende Zero-Forcing Filter Die Anwendung des Zero-Forcing Kriteriums auf der
Sendeseite (abgekürzt: TxZF) ergibt [13]:
F ZF =
√
GZFfZF(H)
=
√
GZFH
H(HHH)−1, für NT ≥ NR.
(6.9)
Dabei wird das Antennenrauschen als unkorreliert angenommen. Durch den zu-
sätzlichen Faktor GZF wird die gesamte Sendeleistung PT konstant gehalten. Es
ist
GZF =
PT
PZF
, (6.10)
wobei PZF die Leistung am Ausgang des Filters ist. Für unkorrelierte Sendesym-
bole gilt mit Gl. (A.97) und Gl. (A.88):
PZF = tr
“
fZF(H)RdfZF(H)
H
”
. (6.11)
Für zusätzlich gleichverteilte Sendeleistungen, d.h. fürRd = σ2dINT gilt
PZF = Pd tr
“
fZF(H)fZF(H)
H
”
, (6.12)
wobei Pd die Leistung des Symbolvektors d vor der Filterung ist.
Durch die Anwendung des Sende Zero-Forcing Filters wird die kompletteMehr-
fachzugriffsinterferenz am Ort der Empfangsantennen unterdrückt. Die Daten-
symbole, die unmittelbar an den Empfangsantennen abgegriffen werden können,
sind
dˆZF =
√
GZFd+ n. (6.13)
Durch die Gewichtung der Sendedaten mit dem Faktor
√
GZF, der für schlecht
konditionierte Funkkanäle sehr klein werden kann, tritt hier, vergleichbar zum
Empfangs Zero-Forcing Filter, eine indirekte Rauschüberhöhung auf.
Sende Wiener Filter Das SendeWiener Filter setzt neben der vollständigen Ka-
nalkenntnis zusätzlich die Kenntnis der Rauschkovarianzmatrix bzw. des Faktors
ξ am Sender voraus. Dabei ist zu beachten, dass die Rauschkovarianzmatrix nur
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am Empfänger gemessen werden kann. Das Filter bestimmt sich bei unkorrelier-
tem Antennenrauschen auf der Empfängerseite zu
FWF =
√
GWFfWF(H)
=
√
GWFH
H(HHH + ξINT )
−1, für NT ≥ NR.
(6.14)
Dabei ist fWF(H) die Filterfunktion nach Gl. (6.5) und
√
GWF der Normierungs-
faktor für konstante Sendeleistung mit
GWF =
PT
PWF
. (6.15)
Für unkorrelierte Sendesignale und gleichverteilte Leistungen gilt
PWF = tr
“
fWF(H)RdfWF(H)
H
”
(6.16)
= Pd tr
“
fWF(H)fWF(H)
H
”
, fürRd = σ
2
dINT . (6.17)
Nach dem Durchlaufen des Kanals erscheinen an den Empfangsantennen die Da-
ten
dˆWF =
√
GWF (INR + ξ(HH
H)−1)−1| {z }
MAI
d+ n, (6.18)
die eine geringere indirekte Rauschüberhöhung auf Kosten einer verbleibenden
Mehrfachzugriffsinterferenz (MAI) aufweisen.
6.2 Systemuntersuchungen – Empfangssignalverarbeitung
Mit Hilfe des extrinsischen bzw. des erweiterten Kanalmodells nach Kap. 3 und
Kap. 5 sollen nun Systemsimulationen zur Empfangssignalverarbeitung durchge-
führt werden. Es werden dabei Gruppen vonHalbwellendipolen in dem „Ellipsoid-
Kanal“ mit einer Exzentrizität von 0.8 untersucht. Der Bezugswiderstand zur
Ermittlung der Antennenstreumatrizen ist 75Ω. Als Ergebnis der Simulationen
wird jeweils die unkodierte Bitfehlerhäugkeit für QPSK-Modulation in Abhän-
gigkeit des Parameters ρ Gl. (4.22) betrachtet. Der Parameter ρ entspricht dem
mittleren Signal-Zu-Störabstand am Empfänger. Das Eigenrauschen der Empfän-
ger wird vernachlässigt, das Antennenrauschen wird durch ein Noise-Whitening
Filter dekorreliert. Am Empfänger wird fehlerfreie Kenntnis des Kanals H˜UL vor-
ausgesetzt.
Als Funkkanal wird der Kanal der Aufwärtsstrecke nach Gl. (5.35) verwendet.
Zunächst werden die Eigenreexionsfaktoren der Empfänger und Sender zu Null
gesetzt, so dass für die Faktoren V und U gilt: V = INB und U = INM . Die
Verstärkungsfaktoren werden zu Eins gesetzt, so dass ATM und ARB ebenfalls
Einheitsmatrizen sind.
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6.2.1 2× 2 Systeme
In Abb. 6.3 ist die Bitfehlerhäugkeit für ein System mit je zwei Halbwellendi-
polen im Abstand von zwei Wellenlängen für das Empfangs Zero-Forcing Filter
(blaue Kurve) und das EmpfangsWiener-Filter (rote Kurve) dargestellt. ZumVer-
gleich wurde die Simulation ebenfalls mit unkorrelierten Rayleigh-Kanälen (ge-
strichelte Kurven) durchgeführt. Man erkennt, dass zwischen den Simulationen
mit dem physikalischen Funkkanal und den komplex-normalverteilten Rayleigh-
Kanälen praktisch kein Unterschied besteht. Des Weiteren wird die um ca. 2 dB
verbesserte Leistungsfähigkeit des Wiener-Filter gegenüber dem Zero-Forcing
Filter deutlich. Bei QPSK-Modulation beträgt die spektrale Efzienz für ein 2×2
System 4Bit/s/Hz. Wie man aus Abb. 4.19 für einen Antennenabstand von 2λ
entnehmen kann, ist dafür aus informationstheoretischer Sicht ein Störabstand ρ
von 7 dB notwendig.
Abb. 6.3: Bitfehlerhäufigkeit für 2× 2 Systeme für RxZF (blau) und RxWF (rot)
6.2.2 4× 4 Systeme
In Abb. 6.4 sind die Ergebnisse für vier Halbwellendipole im Abstand von 2λ zu-
sammen mit Rayleigh-Kanälen gezeigt. Die Unterschiede zwischen ZF- und WF-
Filter sind im Vergleich zu den 2 × 2 Systemen größer geworden und betragen
86
Systemuntersuchungen – Empfangssignalverarbeitung 6.2
etwa 6 dB. Die spektrale Efzienz beträgt mit vier Sende- und Empfangsantennen
8Bit/s/Hz, die Informationstheorie verlangt dafür nach Abb. 4.20 ein minimales
ρ von 7 dB. Der Rayleigh-Kanal stellt auch hier eine gute Näherung für Halbwel-
lendipole im Abstand von 2λ dar.
Abb. 6.4: Bitfehlerhäufigkeit für 4× 4 Systeme für RxZF (blau) und RxWF (rot)
6.2.3 Abhängigkeit vom Antennenabstand
Die Abhängigkeit der Bitfehlerhäugkeit vom Antennenabstand für 4× 4 Syste-
me wird anhand von Abb. 6.5 deutlich. In dieser Abbildung sind die Ergebnis-
se für einen Antennenabstand von 2λ (durchgezogene Linien), denen für einen
Abstand von 1
2
λ gegenübergestellt (gestrichelte Linien). Obwohl nach der Infor-
mationstheorie für die Kanäle mit dem geringeren Antennenabstand ein Anstieg
des benötigten ρ um 3 dB (Abb. 4.20) gegenüber den Kanälen mit größeren Ab-
stand vorhergesagt wird, beträgt die Verschlechterung der Leistungsfähigkeit des
Systems hier ca. 15 dB. Aus diesem Grund sind Systeme aus eng benachbarten
Halbwellendipolen in der Praxis unbrauchbar undwerden im Folgenden nicht wei-
ter untersucht.
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Abb. 6.5: Bitfehlerhäufigkeit für jeweils vier Halbwellendipole im Abstand von 2λ und
1
2
λ
6.2.4 Einuss von Fehlanpassungen
Im Folgendenwird der Einuss von Fehlanpassungen amAusgang der Sender bzw.
am Eingang der Empfänger untersucht. Damit sind nach Gl. (5.20) und Gl. (5.19)
V 6= INB und U 6= INM . Es wird angenommen, dass die Verstärkungsfakto-
ren αTB und αRB weiterhin 1 sind. In Abb. 6.6 sind die Ergebnisse für Eigenre-
exionsfaktoren |ΓTB | = −6 dB und |ΓRB | = −6 dB gezeigt (durchgezogene
Linie). Die Phasen wurden jeweils zu Null gesetzt. Ein Vergleich mit Abb. 6.4
in der die Eigenreexionsfaktoren Null waren, zeigt nur minimale Unterschiede.
Dies erscheint im ersten Moment erstaunlich, da durch die hohen Eigenreexi-
onsfaktoren ein beträchtlicher Teil der Leistung reektiert wird. Da aber deni-
tionsgemäß die Verstärkungen α weiterhin 1 sind, wirkt sich dies nicht auf die
gesamte übertragene Leistung aus. Durch die Eigenreexionsfaktoren wird damit
ausschließlich eine zusätzliche Verkopplung der Signale und eine Korrelation des
Antennenrauschens hervorgerufen. Aufgrund der relativ niedrigen Antennenver-
kopplungen (siehe Abbildungen 4.6 und 4.7 für d = 2λ ) sind diese Effekte je-
doch sehr gering, so dass selbst Eigenreexionsfaktoren in der Größenordnung
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von−3 dB keinen deutlichen Einuss besitzen, solange die Transmissionenα kon-
stant bleiben.
Die gestrichelten Linien in Abb. 6.6 stellen die Leistungsfähigkeit des Systems
bei Vernachlässigung desNoise-Whitening Filters dar. Aufgrund der relativ schwa-
chen Korrelationen ergibt sich hier nur eine sehr geringe Degradation. Mit stei-
gender Antennenverkopplung wären die Effekte natürlich größer. Im Falle per-
fekt angepasster Antennenelemente kommt die Rauschkorrelation alleine durch
die Antennenverkopplung zustande, und der Einuss auf die Bitfehlerhäugkeit
ist minimal. In diesem Fall kann auf ein Noise-Whitening Filter ohne weiteres
verzichtet werden.
Damit wurde gezeigt, dass sich ausschließlich hohe Antennenverkopplungen
zusammen mit hohen Eigenreexionsfaktoren negativ auf die Leistungsfähigkeit
auswirken, solange die gesamte Systemverstärkung konstant geblieben ist. Da
hohe Antennenverkopplungen nur bei Antennenkongurationen, die aufgrund
ihrer geringen Raumdiversität ohnehin nicht geeignet sind, auftreten, können
damit im Allgemeinen die Effekte von Verkopplung und Fehlanpassung bei Emp-
fangssignalverarbeitung vernachlässigt werden.Wie im Kapitel 7 gezeigt wird, ist
dies bei Sendesignalverarbeitung unter der Annahme der Reziprozität des Funk-
kanals nicht der Fall.
Abb. 6.6: Bitfehlerhäufigkeit für |Γ | = −6dB mit (durchgezogene Linien) und ohne
(gestrichelte Linien) Noise-Whitening Filter für RxZF (blau) und RxWF (rot)
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6.2.5 Einuss der Verstärkungsfaktoren α
Der Einuss der empfängerseitigen Verstärkungsfaktoren αRB und αRM muss
nicht separat untersucht werden, da sich diese Größen nicht auf den Signal-Zu-
Störabstand am Empfänger auswirken. In dem Signalmodell muss dann das Zu-
satzrauschennR,B undnR,m (Abb. 5.5 undAbb. 5.6) amAusgang der Empfänger
in Abhängigkeit der Verstärkungsfaktoren so bestimmt werden, dass die Rausch-
zahl der Empfänger konstant bleibt.
Die sendeseitigen Verstärkungsfaktoren wirken sich unmittelbar auf die Sende-
leistung aus, was zu einer linearen Verschiebung bezüglich des Signal-Zu-Störab-
standes ρ am Empfänger führt. Dieser Fall ist für diese Untersuchungen ebenfalls
nicht von Interesse.
6.3 Systemuntersuchungen – Sendesignalverarbeitung
Die Anwendung der sendeseitigen Signalverarbeitung setzt vollständige Kanal-
kenntnis am Sender voraus. Bei Verwendung desWiener-Filters muss zusätzlich
das Signal-zu-Rauschverhältnis, d.h. der Faktor ξ, das am Empfänger vorliegt, am
Sender bekannt sein.
Unter der Voraussetzung, dass die Trägerfrequenzen in der Auf- und Abwärts-
strecke gleich sind4 und dass sich der Kanal zwischen dem Zeitpunkt der Übertra-
gung der Aufwärtsstrecke und dem Zeitpunkt der Abwärtsstrecke nicht geändert
hat, ist für den extrinsischen Kanal i.A. die Reziprozität erfüllt und die sendesei-
tige Signalverarbeitung kann unter der Verwendung der aus der Aufwärtsstrecke
bereits bekannten KanäleHUL erfolgen. Für die sendeseitigen Zero-Forcing und
Wiener Filter gelten dann:
F ZF =
√
GZFfZF(H
T
UL),
GZF =
PT
Pd tr
`
fZF(H
T
UL)fZF(H
T
UL)
H
´ ,
FWF =
√
GWFfWF(H
T
UL),
GWF =
PT
Pd tr
`
fWF(H
T
UL)fWF(H
T
UL)
H
´ .
Dabei werden unkorrelierte Sendesignale gleicher Leistung vorausgesetzt. Dieses
Verfahren besitzt den großen Vorteil, dass die Teilnehmerstationen nicht über
Mehrantennen-Signalverarbeitung verfügen müssen, was besonders für mobile
Anwendungen interessant ist. Auf diese Weise kann die kosten- und leistungsin-
tensive digitale Signalverarbeitung nahezu komplett in die Basisstation verlagert
werden. Die Schwierigkeit dieses Verfahrens besteht jedoch darin, dass die Rezi-
prozität nicht nur für den extrinsischen Funkkanal, sondern auch für den erwei-
terten Funkkanal erfüllt sein muss. In realen Systemen muss die Reziprozität für
4 TDD-Betrieb: Time Divison Duplex
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den erweiterten Funkkanal daher durch Kalibrierungsverfahren hergestellt wer-
den, wobei im Allgemeinen nur eine Pseudo-Reziprozität erreicht werden kann.
Die Kalibrierungsverfahren sind dabei Gegenstand des Kap. 7.
Die Kenntnis des Faktors ξ kann durch eine Rückkopplungsschleife vom Emp-
fänger an den Sender übermittelt werden. Auf diese Weise könnten prinzipiell
auch die tatsächlichen Kanäle der Abwärtstrecke zurückgekoppelt werden, aller-
dings würde dies eine noch geringere zeitliche Varianz des Funkkanals vorausset-
zen und das in der Aufwärtsstrecke übertragbare Nutzdaten-Volumen reduzieren.
In diesem Fall wäre außerdem eine Kanalschätzung am Empfänger notwendig, die
zusätzlichen Signalverarbeitungsaufwand bedeuten würde.
Aus diesen Gründen wird dieser Fall nicht weiter betrachtet, sondern die Un-
tersuchungen auf die Möglichkeiten zur Verwendung der Kanäle der Aufwärts-
strecke unter den Randbedingungen der vollständigen, schwachen oder Pseudo-
Reziprozität beschränkt. Bei der Analyse wird stets eine perfekte Kenntnis über
den Kanal der Aufwärtsstrecke sowie eine perfekte Kenntnis von ξ am Sender
vorausgesetzt. Die Sender und Empfänger sind perfekt angepasst und alle Verstär-
kungen sind 1. Das Rauschen am Empfänger wird durch ein Noise-Whitening
Filter dekorreliert. Wie in den Untersuchungen zur Empfangssignalverarbeitung,
werden identische Antennenkongurationen aus Halbwellendipolen im Abstand
von 2λ betrachtet.
6.3.1 Vollständige Reziprozität
Bei vollständiger Reziprozität gilt HTUL = HDL und die Empfangsdaten erge-
ben sich nach Gl. (6.13) und Gl. (6.18). Die Abb. 6.7 zeigt die Bitfehlerhäugkeit
für beide Sendelter (durchgezogene Linien) im Vergleich zur Empfangssignal-
verarbeitung (gestrichelte Linie). Das Wiener-Filter besitzt ebenso wie bei der
Empfangssignalverarbeitung eine um ca. 5 dB bessere Leistungsfähigkeit als das
ZF-Filter. Wie man im Vergleich mit den Empfangsltern erkennen kann, wird
durch die sendeseitige Signalverarbeitung bei gleichem Funkkanal jedoch ein um
ca. 7 dB höheres ρ benötigt.
Die geringere Leistungsfähigkeit der Sendesignalverarbeitung imVergleich zur
Empfangssignalverarbeitungwird durch die notwendige Leistungsnormierung der
Sendesignale verursacht und stellt einen prinzipiellen Nachteil der Sendesignal-
verarbeitung dar: Im Fall der Sendesignalverarbeitung führen schlecht konditio-
nierte Kanäle zu einer Sendeleistungsüberhöhung einzelner Datenströme, so dass
die Leistung aller anderen Datenströme entsprechend abgesenkt werden muss,
um die Summenleistung konstant zu halten. Die Sendeleistung richtet sich dem-
zufolge nach dem schlechtesten Kanalkoefzienten. Demgegenüber verursachen
schlecht konditionierte Kanäle bei der Empfangsignalverarbeitung nur eine Rau-
schüberhöhung bestimmter Datenströme, die sich weniger gravierend auswirkt.
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Abb. 6.7: Bitfehlerhäufigkeit bei Anwendung von Sendefiltern (durchgezogene Linien)
im Vergleich mit Empfangsfiltern (gestrichelte Linien)
6.3.2 Schwache Reziprozität
Im frequenzachen Kanal gilt bei schwacher Reziprozität HTUL = ZHDL. Die
Berechnung des Sendelters fZF und des Faktors G˜ZF erfolgt damit unter Ver-
wendung von ZHDL. Die Empfangssymbole bei Übertragung über den Kanal
der Abwärtstrecke (HDL) ergeben sich damit zu
dˆZF =
q
G˜ZF
Z∗
|Z|2 d+ n =
√
GZF
Z∗
|Z|d+ n, (6.19)
wobei GZF der Normierungsfaktor des vollständig reziproken Kanals ist. Durch
den Faktor Z∗ wird jedoch im Vergleich zum vollständig reziproken Kanal ein
Laufzeit bzw. Phasenfehler in dˆ hervorgerufen, der am Empfänger synchronisiert
werden muss. Analog dazu, führt die Anwendung eines mit ZHDL berechneten
Wiener-Filters zu den Empfangssymbolen:
dˆWF =
q
G˜WF
Z∗
|Z|2 (INR +
ξ
|Z|2 (HDLH
H
DL)
−1)−1d+ n
=
p
GWF(ξ′)
Z∗
|Z| (INR + ξ
′(HDLH
H
DL)
−1)−1d+ n,
(6.20)
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mit dem modizierten Störabstand
ξ′ =
ξ
|Z|2 (6.21)
und mit GWF(ξ′) dem Normierungsfaktor des vollständig reziproken Kanals, be-
rechnet für den modizierten Störabstand ξ′.
Aufgrund der Größe Z∗ ist am Empfänger wiederum eine Phasesynchronisa-
tion notwendig. Andererseits ändern sich beim Wiener-Filter für |Z| 6= 1 der
Störabstand ξ und der Faktor GWF gegenüber dem vollständig reziproken Kanal,
wodurch ein Einuss auf die Bitfehlerhäugkeit zu erwarten ist.
DieAbb. 6.8 zeigt die Simulationsergebnisse für das Zero-Forcing (blaueKurve)
und dasWiener-Filter (rote Kurve) inAbhängigkeit des FaktorsZ. Der Betrag von
Z wurde als log-normal verteilt angenommen, die Phase von Z als gleichverteilt.
Mit der Varianz σ2 von Z gemessen in dB ist dann
Z = 10
a
20 exp(jφ)
(
a ∼ 10σ
2
20N (0, 1)
φ ∼ U(0, 2pi)
. (6.22)
Da eine perfekte Phasensynchronisation am Empfänger angenommen wurde, ist
das Ergebnis für das Zero-Forcing Filter unabhängig von Z und entspricht damit
dem vollständig reziproken Fall. Für dasWiener-Filter erkennt man mit steigen-
der Varianz σ2 eine schwache Degradation, die bei σ2 = 18dB ungefähr 2 dB
beträgt.
6.3.3 Pseudo-Reziprozität
Für frequenzache, pseudo-reziproke Kanäle gilt HTUL = ZHDL, wobei Z ei-
ne Diagonalmatrix aus den teilnehmerspezischen Faktoren Z(k) ist. Bei Vorlte-
rung mit dem Zero-Forcing Filter unter Verwendung vonHTUL können die Emp-
fangssignale nach Übertragung überHDL zu
dˆZF =
q
G˜ZFZ
−1d+ n (6.23)
berechnet werden. Dabei ist zu beachten, dass abgesehen von |Z(k)| = 1∀ k der
Faktor G˜ZF nicht mehr dem Wert des vollständig reziproken Kanals entspricht.
Zusätzlich kommt es durch die Multiplikation mit Z−1 zu einer Phasendrehung
der Empfangsymbole, die eine Phasensynchronisation erfordert, sowie zu einer
weiteren Skalierung der Amplituden von dˆZF. Für dasWiener-Filter erhält man
in diesem Fall:
dˆWF =
q
G˜WFZ
−1(INR + ξ(ZHDLH
H
DLZ
H)−1)−1d+ n. (6.24)
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Abb. 6.8: Bitfehlerhäufigkeit bei Verwendung schwach reziproker Kanäle in der Abwärts-
strecke
Wie zu erwarten, kommt es auch hier zu einer Beeinussung von der Laufzeit
bzw. Phase und der Amplitude der Empfangssymbole, sowie zu einer Änderung
der Mehrfachzugriffsinterferenz.
Die Abb. 6.9 zeigt die Simulationsergebnisse für pseudo-reziproke Kanäle. Die
Einträge der DiagonalmatrixZ wurden als statistisch unabhängig mit log-normal
verteilter Amplitude mit den Varianzen σ = [−∞, 0, 6, 12, 18] dB und gleichver-
teilter Phase angenommen Gl. (6.22). Man erkennt eine deutliche Degradation
für Varianzen σ die größer als 6 dB sind.
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Abb. 6.9: Bitfehlerhäufigkeit bei Verwendung pseudo-reziproker Kanäle in der Abwärts-
strecke
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7
KAL I B R I E RUNG SKONZE P T E
In diesemKapitel sollenKonzepte zur Kalibrierung vonMehrantennen-Systemen
vorgestellt werden. Hinsichtlich der Eigenschaften der erweiterten Funkkanäle
der Auf- und Abwärtsstrecke verfolgt die Kalibrierung zwei Ziele: Zum einen die
Korrektur der Frequenzgänge der Analogkomponenten, so dass sie einen konstan-
ten Amplitudenverlauf und einen linearen Phasenverlauf aufweisen1 – im Folgen-
den Pulsformkalibrierung genannt – und zum anderen die Herstellung von Rezi-
prozität – im Folgenden Reziprozierung genannt. Der Begriff Kalibrierung wird
dabei als Oberbegriff für Pulsformkalibrierung und Reziprozierung gebraucht.
Die Reziprozierung besteht ihrerseits wieder aus einer Entkopplung und einer
Kalibrierung der Sende- Empfangsmodule, die im FolgendenModulkalibrierung
genannt wird.
Der Schwerpunkt der Untersuchungen liegt auf den Verfahren zur Reziprozie-
rung, die nach den Erläuterungen des Kap. 6 die Grundvoraussetzung für eine ef-
fektive Anwendung der sendeseitigen Signalverarbeitung darstellt. Die Pulsform-
kalibrierung kann zwar bei der Verwendung vonMehrträgerverfahren und solan-
ge ausschließlich empfangsseitige Signalverarbeitung verwendet wird, entfallen,
wird aber an dieser Stelle als Voraussetzung für eine praktikable Implementierung
der Reziprozierung benötigt.
Das Kapitel gliedert sich wie folgt: Nach der Darstellung der grundlegenden
Möglichkeiten zur Kalibrierung, wird unter der Voraussetzung der Anpassung
ein realistisches Signalmodell für ein Sende- Empfangsmodul vorgestellt, anhand
dessen praktische Realisierungen zur Pulsformkalibrierung und Reziprozierung
erläutert werden. Das Kapitel schließt mit einer Systemuntersuchung zur erfor-
derlichen Genauigkeit von Reziprozierung und Entkopplung imHinblick auf eine
sendeseitige Signalverarbeitung.
7.1 Grundlagen zur Kalibrierung
Im Folgenden werden Übertragungsfunktionen mit Großbuchstaben bezeichnet,
z.B.H(f), frequenzache Systeme mit der Laufzeit τ (linearphasige Allpassfunk-
tionen), durch den Index |τ , z.B. H|τ . Sämtliche Berechnungen nden im äqui-
valenten Tiefpassbereich statt. Auf eine explizite Kennzeichnung wird daher ver-
zichtet. Die Kalibrierkonzepte beziehen sich dabei auf das erweiterte Kanalmodell
nach Gl. (5.35) und Gl. (5.36)2:
HUL = ARBV SBMUATM ,
HDL = ARMW SMBXATB .
1 Die Komponenten wirken dann wie ein frequenzacher Übertragungskanal
2 Die Anwendung des Noise-Whitening Filters wird implizit vorausgesetzt
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7.1.1 Pulsformkalibrierung
Durch die Pulsformkalibrierung wird erreicht, dass die Übertragungsfunktionen
der einzelnen Sende- und Empfangszügen frequenzach sind. Da in realen Syste-
men davon ausgegangen werden kann, dass die Antennen und die Eigenreexions-
faktoren der Empfängereingänge bzw. die Eigenreexionsfaktoren der Senderaus-
gänge und damit die Matrizen V , U ,W undX von vorneherein innerhalb der
Systembandbreite frequenzach sind, besteht eine Pulsformkalibrierung in der
Kompensation der in den MatrizenAAB(f)AATM (f)AARM (f) undAAB(f)
enthaltenen Frequenzgänge durch geeignet gewählte Korrekturlter C(f). Die
Frequenzabhängigkeit der Verstärkungsfaktoren, wird dabei hauptsächlich durch
die in jedem Sende-Empfangsmodell enthaltenen Filter verursacht. Bei erfolgrei-
cher Pulsformkalibrierung müssen die kalibrierten Übertragungsfunktionen (ge-
kennzeichnet durch (ˆ·)) der Sende- Empfangsmodule linearphasige Allpassfunk-
tionen sein:
αˆ
(i)
RB = Z
(i)
RB|τ ∀ i, (7.1)
αˆ
(i)
TB = Z
(i)
TB|τ ∀ i, (7.2)
αˆ
(k)
TM = Z
(k)
TM|τ ∀ k, (7.3)
αˆ
(k)
RM = Z
(k)
RM|τ ∀ k. (7.4)
In der Praxis ist eine explizite Pulsformkalibrierung vielfach nicht notwendig, da
entweder die beteiligten Komponenten ausreichend eng toleriert sind, oder das
Funksystem ohnehin eine Entzerrung des Frequenzgangs nicht frequenzacher
Übertragungskanäle vornehmen kann. Dies ist zum Beispiel bei OFDM3 Syste-
men der Fall.
7.1.2 Entkopplung
Durch die Entkopplung des Mehrantennensystems wird erreicht, dass die Matri-
zen V ,U ,W undX Einheitsmatrizen sind. Diese Bedingung stellt eine notwen-
dige Voraussetzung für die Reziprozierung dar:
Vˆ = INB , (7.5)
Uˆ = INM , (7.6)
Wˆ = INM , (7.7)
Xˆ = INB , (7.8)
3 Orthogonal Frequency Division Multiplex
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wobei (ˆ·), die entkoppelten Streumatrizen bezeichnet. Für die Kanäle der Auf-
und Abwärtstrecke des Systems gilt dann:
HUL = ARB SBM ATM , (7.9)
HDL = ARM SMBATB . (7.10)
Damit sind die erweiterten Funkkanäle des entkoppelten Systems die extrinsi-
schen Funkkanäle, gewichtet mit den Verstärkungsfaktoren der jeweils beteiligten
Sender und Empfänger.
Nach den Bestimmungsgleichungen Gln. (5.20), (5.19), (5.29), (5.30) derMatri-
zen V , U ,W undX lässt sich die Entkopplung für geringe Eigenreexionsfak-
toren der Sender- und Empfängerverstärker oder für gut angepasste und schwach
verkoppelte Antennenelemente erfüllen. Im ersten Fall gilt fürΓ TM ,ΓRB ,ΓRM ,
Γ TB (Gln. (5.13), (5.14), (5.25), (5.23)):
Γ uv ≈ 0 mit u ∈ [T,R], v ∈ [B,M ]. (7.11)
Im zweiten Fall muss für SBB , SMM in Gl. (5.1)
SBB ≈ 0, SMM ≈ 0 (7.12)
erfüllt sein. Eine Anpassung der Antennenelemente lässt sich in der Regel im-
mer erreichen. Starke Verkopplungen zwischen den Antennenelementen treten
üblicherweise nur bei Antennenanordnungen aus eng benachbarten Elementen
gleicher Polarisation auf, die aufgrund ihrer geringen Raumdiversität ohnehin un-
geeignet für Mehrantennensysteme sind, zumal in den verkopplungsfreien dual-
polarisierten Pikokongurationen sehr gute Alternativen zur Verfügung stehen
(vergl. Kapitel 4 und 6). Aus diesem Grund ist die Entkopplung in realen Mehran-
tennensystemen normalerweise erfüllt.
7.1.3 Modulkalibrierung
Ziel der Modulkalibrierung ist die Bestimmung geeigneter Korrekturlter für die
Sende- Empfangsmodule zur Erfüllung der Reziprozitätsbedingung. Unter der
Voraussetzung, dass die extrinsischen Funkkanäle selbst reziprok sind, lautet die
Bedingung für Pseudo-Reziprozität Gl. (5.41), angewendet auf die Beschreibung
von entkoppelten Systemen Gln. (7.9), (7.10)
α
(i)
RB α
(k)
TM
α
(i)
TB α
(k)
RM
= Z
(k)
|τ ∀ i, k (7.13)
mit den teilnehmerspezischen, linearphasigen Allpässen Z(k)|τ und den Übertra-
gungsfunktionen α der Sende-Empfangsmodule.
Bei erfolgter Pulsformkalibrierung der Basisstation Gln. (7.1), (7.2) kann eine
Lösung der Gl. (7.13) durch denAbgleich jeweils aller Empfänger und aller Sender
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der Basisstation untereinander gefunden werden. Durch diesen Abgleich werden
die Übertragungsfunktion jedes Senders und jedes Empfängers der Basisstation
unabhängig vom betrachteten Sende-Empfangsmodul (Index i). Es gilt damit für
die Empfänger:
αˆ
(i)
RB = αˆRB ∀ i, (7.14)
bzw. für die Sender:
αˆ
(i)
TB = αˆTB ∀ i (7.15)
Dabei bedeutet (ˆ·) die erfolgreiche Anwendung der Reziprozierung. Zusammen
mit einer Pulsformkalibrierung der Teilnehmerstationen ist die Gl. (7.13) dann
erfüllt:
α
(i)
RB α
(k)
TM
α
(i)
TB α
(k)
RM
=
αˆRB α
(k)
TM
αˆTB α
(k)
RM
= ZB|τ Z
(k)
M|τ = Z
(k)
|τ .
Eine weitere Möglichkeit zur Lösung von Gl. (7.13) besteht im Abgleich der Sen-
der und Empfänger jedes Sende- Empfangsmoduls der Basisstation untereinander.
Damit gilt für die Basisstation:
αˆ
(i)
RB
αˆ
(i)
TB
= ZB|τ ∀ i. (7.16)
Mit einer erfolgten Pulsformkalibrierung der Teilnehmerstationen ist die Rezipro-
zitätsbedingung ebenfalls erfüllt:
αˆ
(i)
RB α
(k)
TM
αˆ
(i)
TB α
(k)
RM
= ZB|τ
α
(k)
TM
α
(k)
RM
= ZB|τZ
(k)
M|τ = Z
(k)
|τ .
Bei gleichzeitiger Durchführung der Kalibrierung an den Teilnehmerstation, was
bei einem Einnutzer-Mehrantennensystemmöglich wäre, ließe sich in beiden Fäl-
len auch die schwache Reziprozität erreichen:
α
(i)
RB α
(k)
TM
α
(i)
TB α
(k)
RM
= Z|τ ∀ i, k.
7.1.4 Schaltungen zur Modulkalibrierung — Übersicht
Bei der Anwendung der vorgestellten Kalibrierungsstrategien auf reale Sende-
Empfangsmodule lassen sich folgende prinzipiellen Schaltungsmöglichkeiten un-
terscheiden:
a. Bei der Gruppenkalibrierung einer Gruppe von Sende-Empfangsmodulen
handelt es sich um einen relativen Abgleich der Sende-Empfangsmodule
dieser Gruppe untereinander. Der Abgleich erfolgt mit Hilfe eines Referenz-
empfängers für den Senderabgleich bzw. mit Hilfe eines Referenzsenders
für den Empfängerabgleich. Dabei können Referenzsender und Referenz-
empfänger auch durch ein ausgewähltes Sende-Empfangsmodul dargestellt
werden.
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b. Im Gegensatz zum relativen Abgleich der Gruppenkalibrierung erfolgt die
Einzelkalibrierung durch die absolute Vermessung eines Senders bzw. eines
Empfängers über den Anschluss an Kalibrierempfänger bzw. Kalibriersen-
der. Eine Bestimmung von Laufzeit bzw. Phase ist dabei nicht möglich. Eine
Variante der Einzelkalibrierung ist die Vermessung der Übertragungsfunk-
tion eines Zweitors mit Hilfe eines Netzwerkanalysators.
c. Bei der Selbstkalibrierung wird ein Abgleich der Sender und Empfänger
eines Receivers auf eine identische Übertragungsfunktion mit Hilfe eines
reziproken Kalibrierkanals durchgeführt.
Der Abgleich der nicht zeitveränderlichen Komponenten muss dabei nur einmal
bei der Inbetriebnahme des Systems erfolgen (Ofine-Kalibrierung), hingegen
muss der Abgleich der zeitlich veränderlichenKomponenten im laufenden Betrieb
des Systems möglich sein (Online-Kalibrierung).
7.2 Signalmodell
Die Umsetzung der im vorherigen Abschnitt vorgestellten Kalibrierungskonzepte
wird im Folgenden anhand eines realistischen Signalmodells für ein Sende- Emp-
fangsmodul erläutert.
InAbb. 7.1 ist das allgemeine Systemmodell eines Sende- und Empfangsmoduls
der Basisstation bzw. der Teilnehmerstationen dargestellt. In diesem Signalmodell
werden die Übertragungsfunktionen αTB(f) und αTM (f) der Sender, die Über-
tragungsfunktionen αRB(f) und αRM (f) der Empfänger sowie der antennen-
seitige Sende- Empfangsumschalter nachgebildet. Da keine Reexionen berück-
sichtigt werden, besitzt das Modell nur Gültigkeit für angepasste und damit auch
entkoppelte Systeme.
Abb. 7.1: Systemmodell eines angepassten Sende-Empfangsmoduls
In dem Modell bezeichnen die Übertragungsfunktionen HX|τ und HY |τ die
Basisband- bzw. Zwischenfrequenzkomponenten der Sender und Empfänger. Bei
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Direktumsetzung sind dies die Digital-Analog bzw. Analog-Digital Wandler, die
Tiefpasslter für die Inphase- und Quadraturkomponenten sowie die Quadratur-
modulatoren, bei einer Zwischenfrequenzabtastung die Wandler sowie die analo-
gen Zwischenfrequenzbandpässe.
Die nachfolgende Baugruppe v enthält Umschalter, die für die Kalibrierung be-
nötigt werden. In v sind die Übertragungsfunktionen VTX|τ , VY R|τ , VCY |τ und
VXC|τ enthalten, wobei Vmn|τ die Übertragung vomAnschluss n zumAnschluss
m kennzeichnet. Die KomponentenHT undHR stehen für die eigentlichenHoch-
frequenzbaugruppen der Sender und Empfänger. Diese Komponenten enthalten
die Sende-, und Empfangsverstärker sowie Frequenzumsetzer. Der Block u mit
denÜbertragungsfunktionenUAT |τ ,URA|τ ,UCT |τ ,URC|τ undURT |τ modelliert
den Sende-Empfangsumschalter auf der Antennenseite sowie Schaltelemente für
die Kalibrierung.
Für die weiteren Betrachtungen werden folgende, realistische Voraussetzungen
bezüglich Frequenzgang und Stabilität der oben genannten Übertragungsfunktio-
nen getroffen:
a. Die Komponenten HX(f) und HY (f) enthalten schmalbandige, analoge
Filter und sind daher nicht frequenzach.
b. Die Baugruppen v und u enthalten passive Schaltfunktionen und werden
daher als frequenzach und zeitlich nicht veränderlich angenommen.
c. Die Komponenten HT |τ und HR|τ enthalten die Hochfrequenzkomponen-
ten der Sender und Empfänger sowie die Frequenzumsetzer. Da die Band-
breite dieser Bauteile sehr viel größer als die Signalbandbreite ist, sind sie
als frequenzach anzunehmen. Aufgrund der in den Sendern und Emp-
fängern implementierten analogen Leistungsregelung sowie aufgrund von
Temperaturdrift und Alterung sind diese Komponenten jedoch zeitlich ver-
änderlich und müssen auf jeden Fall online kalibriert werden.
7.3 Praktische Umsetzung der Pulsformkalibrierung
Die Pulsformkalibrierung kann nur durch eine Einzelkalibrierung der Sender und
Empfänger von Basis- und Teilnehmerstationen erfolgen. Die Kalibrierung wird
bezüglich der frequenzabhängigen Komponenten HX(f) und HY (f) des Signal-
modells durchgeführt. Durch die Verwendung externer Kalibrierempfänger und
Kalibriersender lässt sich diese Kalibrierung nur Ofine anwenden. Kalibriersen-
der und Kalibrierempfänger müssen einen linearen Frequenzgang besitzen.
Durch die breitbandige Vermessung jeder SenderkomponenteHX(f)mit dem
Signal sX(f) erhält man die Übertragungsfunktion
m
(n)
X (f)
s
(n)
X (f)
= H
(n)
X (f)Z
(n)
M|τ ∀n ∈ [i, k] (7.17)
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mit ZM|τ der unbekannten Phase, Laufzeit und Amplitude des Messempfängers
(siehe Abb. 7.2). Das Korrektur-Filter im Sender CX(f) ergibt sich dann aus dem
gemessenen Frequenzgang
1
C
(n)
X (f)
=
m
(n)
X (f)
s
(n)
X (f)
∀n ∈ [i, k]. (7.18)
Die äquivalenteÜbertragungsfunktion HˆX|τ aus Korrekturlter undHX(f) lau-
tet damit
x(n)
′
(f)
x(n)(f)
=
1
Z
(n)
M|τ
= Z
(n)
X|τ ≡ Hˆ(n)X|τ ∀n ∈ [i, k]. (7.19)
Die Kalibrierung des Empfangslters verläuft vollkommen analog (sieheAbb. 7.3).
Mit ZM|τ der linearphasigen Allpassfunktion des Mess-Senders erhält man aus
der KalibrierungsmessungmY (f) das EmpfangslterCY (f) und damit die äqui-
valente Übertragungsfunktion des Empfängers HˆY |τ , bestehend aus CY (f) und
HY (f):
m
(n)
Y (f)
s
(n)
X (f)
= Z
(n)
M|τ H
(n)
Y (f) ∀n ∈ [i, k], (7.20)
1
C
(n)
Y (f)
=
m
(n)
Y (f)
s
(n)
Y (f)
∀n ∈ [i, k], (7.21)
y(n)(f)
y(n)
′
(f)
=
1
Z
(n)
M|τ
= Z
(n)
Y |τ ≡ Hˆ(n)Y |τ ∀n ∈ [i, k]. (7.22)
Abb. 7.2: Pulsformkalibrierung der Sender
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Abb. 7.3: Pulsformkalibrierung der Empfänger
7.4 Umsetzung der Reziprozierung
Die vorgestelltenVerfahren zurReziprozierung beruhen auf schmalbandigenMes-
sungen bei der Frequenz f = f0. Daher wird im Folgenden immer angenommen,
dass sich alle Übertragungsfunktionen durch linearphasige Allpässe darstellen las-
sen. Dies bedeutet, dass für die frequenzabhängigen Komponenten HX(f) und
HY (f) aller Sende- Empfangsmodule zuvor eine Pulsform-Kalibrierung durch-
geführt worden ist, so dass gilt:HX(f) ≡ HˆX|τ undHY (f) ≡ HˆY |τ .
Der bei der Frequenz f = f0 durchgeführte Abgleich führt zu einem komple-
xen Korrekturfaktor C0 zur Erzielung der Reziprozität bei der Frequenz f = f0.
Der Abgleich wird durch die Einspeisung des bekannten Signals s und der Mes-
sung des Signals m erreicht. Unter der zusätzlichen Voraussetzung, dass die je-
weils miteinander abzugleichenden Komponenten ungefähr gleiche Laufzeiten
besitzen, wird durch den Kalibrierungsfaktor C0 auch gleichzeitig ein Abgleich
über die gesamte Systembandbreite erreicht. Falls die Laufzeiten jedoch nicht
gleich sind, muss die Reziprozierung noch mindestens für einen weiteren Fre-
quenzpunkt durchgeführt werden, so dass eine Approximation durch ein linear-
phasiges Korrekturlter C|τ durchgeführt werden kann.
Aus Gründen der Übersichtlichkeit wird im weiteren Verlauf auf eine explizite
Kennzeichnung der linearphasigen Allpassfunktionen durch (·|τ ) verzichtet.
7.4.1 Reziprozierung — Gruppenkalibrierung der Basisstation I
Bei den Verfahren zur Gruppenkalibrierung der Basisstation wird die Komponen-
te v nicht benötigt. Bei der im Folgenden beschriebenen Methode werden die An-
schlüsse C aller Umschalter u der Basisstation über ein Netzwerk dmiteinander
verbunden. DasNetzwerkd besitzt dabeiNB Tore zumAnschluss der Umschalter
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u aller Sende-Empfangsmodule sowie ein Tor Σ, das mit einem Kalibrierempfän-
ger bzw. Kalibriersender verbunden ist (siehe Abb. 7.4 und 7.5). Der Einuss der
notwendigen Verbindungskabel zwischen d und u wird dabei in dem Netzwerk d
berücksichtigt. Für eine erfolgreiche Kalibrierung müssen die Netzwerke u und
d dabei a-priori aus einer Ofine-Vermessung bekannt sein, oder sie müssen be-
stimmten Symmetrieanforderungen genügen.
Abb. 7.4: Gruppenkalibrierung der Sender durch Kalibrierempfänger
Abb. 7.5: Gruppenkalibrierung der Empfänger durch Kalibriersender
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A-Priori Kenntnisse über u und d In diesem Fall sind die Übertragungsfaktoren
UCT ,URC , UAT , URA und DΣi a-priori, d.h. aus einer Ofine Kalibrierung be-
kannt. Dies bedeutet, dass das Netzwerk d inklusive der Verbindungskabel und
die Antennenumschalteru zeitinvariant sind und bei ihrer Fertigstellung vermes-
sen worden sind. Weiterhin gelte aufgrund der angenommenen Reziprozität des
(passiven) Netzwerkes d:DΣi = DiΣ. Bei der Kalibrierung der Sender (Abb. 7.4)
wird durch eine schmalbandige Messung der Übertragungsfaktor
m
(i)
T
s
(i)
T
= H
(i)
X H
(i)
T U
(i)
CT D
(i)
Σi ZMR ∀ i (7.23)
für alle Sender i ermittelt, wobei ZMR die unbekannte Phase, Amplitude und
Laufzeit des Messempfängers ist. Der Kalibrierungsfaktor bzw. das linearphasige
Kalibrierungslter CT für den Sender i lautet dann
1
C
(i)
T
=
m
(i)
T
s
(i)
T
U
(i)
AT
U
(i)
CT D
(i)
Σi
∀ i. (7.24)
Durch Gewichtung bzw. Filterung jedes Sendesignals xmit dem zugehörigen Vor-
lter CT erhält man im Betrieb den äquivalenten Übertragungsfaktor αˆTB zwi-
schen dem Sendesignal x und dem über die Antenne abgestrahlten Signal t:
t(i)
x(i)
=
1
ZMR
≡ αˆTB ∀ i. (7.25)
Dabei kennzeichnet (ˆ·) die Anwendung der Reziprozierung. Analog wird bei der
Kalibrierung der Empfänger die Übertragungsfunktion
m
(i)
R
s
(i)
R
= ZMT D
(i)
iΣ U
(i)
RC H
(i)
R H
(i)
Y ∀ i (7.26)
für alle Empfänger i mit dem Kalibriersender ZMT vermessen (siehe Abb. 7.5)
und anschließend der Korrekturfaktor im Empfänger bzw. das Empfangslter CR
zu
1
C
(i)
R
=
m
(i)
R
s
(i)
R
U
(i)
RA
U
(i)
RC U
(i)
iΣ
∀ i (7.27)
bestimmt. Die äquivalente Übertragungsfunktion jedes Empfängers zwischen der
Antenne (Antennensignal r) und dem Ausgang des Empfanglters (Signal y) lau-
tet dann:
y(i)
r(i)
=
1
ZMT
≡ αˆRB . (7.28)
Wie gewünscht, sind die äquivalenten Übertragungsfunktionen αˆTB und αˆRB
nicht mehr von dem spezischen Sende-Empfangsmodul i abhängig. Die Kalibrie-
rungsbedingung Gl. (7.13)
α
(i)
RB α
(k)
TM
α
(i)
TB α
(k)
RM
=
αˆRB α
(k)
TM
αˆTB α
(k)
RM
= ZB Z
(k)
M = Z
(k)
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ist damit erfüllt.
Keine A-Priori Kenntnisse überu und d Für den Fall eines symmetrischen Netz-
werkes d, sowie eines symmetrischen Antennenumschalters u mit
DΣi = DiΣ = DΣ, (7.29)
U
(i)
CT = U
(i)
RC , (7.30)
U
(i)
AT = U
(i)
RA, (7.31)
werden für die Kalibrierung keine a-priori Kenntnisse überu undd vorausgesetzt.
Die Sende- und Empfangslter lauten dann mit denMessungen Gl. (7.23) und Gl.
(7.26) für die Sender bzw. Empfänger:
1
C
(i)
T
=
m
(i)
T
s
(i)
T
, (7.32)
1
C
(i)
R
=
m
(i)
R
s
(i)
R
. (7.33)
Die äquivalenten Übertragungsfaktoren für die Sende- und Empfangszüge erge-
ben sich dann zu:
t(i)
x(i)
=
U
(i)
AT
U
(i)
CT DΣ ZMR
= Z
(i)
TB ≡ αˆ(i)TB , (7.34)
y(i)
r(i)
=
U
(i)
RA
U
(i)
RC DΣ ZMT
= Z
(i)
RB ≡ αˆ(i)RB . (7.35)
Die Kalibrierungsbedingung Gl. (7.13) ist damit ebenfalls zu erfüllen:
α
(i)
RB α
(k)
TM
α
(i)
TB α
(k)
RM
=
αˆ
(i)
RB α
(k)
TM
αˆ
(i)
TB α
(k)
RM
=
ZMB
ZMT
α
(k)
TM
α
(k)
RM
= Z(k).
Anmerkung zur Gruppenkalibrierung Mit dem oben beschriebenen Verfahren
zur Gruppenkalibrierung der Basisstation kann bei einer breitbandigen Vermes-
sung (Gl. (7.23) und Gl. (7.26)) gleichzeitig die Pulsformkalibrierungen an der
Basisstation durchgeführt werden. Man erhält dann die frequenzabhängigen Kor-
rekturlter C(i)R (f) bzw.C
(i)
T (f)
7.4.2 Reziprozierung — Gruppenkalibrierung der Basisstation II
Vergleichbar zur vorherigen Methode werden bei diesem Verfahren die Kalibrier-
tore C aller Antennenumschalter u der Basisstation über ein Netzwerk nmitein-
ander verbunden (siehe Abb. 7.6 und 7.7). Die Verbindungsleitungen zwischen
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demNetzwerkn und denAntennenumschalternu seien dabei inn berücksichtigt.
Die Übertragungsfaktoren URC , UCT , UAT , URA, die ÜbertragungsfaktorenNIi
zwischen den Anschlüssen i und I mit i, I ∈ [1 . . . NB ] sowie der Faktor URT für
ein willkürlich gewähltes Sende-Empfangsmodul I , müssen a-priori bekannt sein.
Unter der Voraussetzung dass n und u zeitinvariant sind, kann die Vermessung
der Faktoren ofine mit einem Netzwerkanalysator durchgeführt werden. Es gel-
te außerdem aufgrund der Reziprozität des (passiven) Netzwerks n: NIi = NiI .
Abb. 7.6: Gruppenkalibrierung der Sender mit Hilfe eines Referenzempfängers
Zur Kalibrierung der Sender (Abb. 7.6) werden dann mit Hilfe des frei gewähl-
ten Empfängers I die Messungen
m
(I)
T
s
(i)
T
= H
(i)
X H
(i)
T U
(i)
CTNIiU
(I)
RCH
(I)
R H
(I)
Y ∀ i 6= I (7.36)
und
m
(I)
T
s
(I)
T
= H
(I)
X H
(I)
T U
(I)
RTH
(I)
R H
(I)
Y ∀ i = I (7.37)
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Abb. 7.7: Gruppenkalibrierung der Empfänger mit Hilfe eines Referenzsenders
durchgeführt. Die Sendelter bestimmen sich damit zu:
1
c
(i)
T
=
m
(I)
T
s
(i)
T
U
(i)
AT
U
(i)
CT U
(i)
RC NIi
∀ i 6= I, (7.38)
1
c
(I)
T
=
m
(I)
T
s
(I)
T
U
(I)
AT
U
(I)
RT
∀ i = I. (7.39)
Die äquivalenten Übertragungsfaktoren zwischen Eingang des Sendelters und
der Antenne berechnen sich dann zu:
t(i)
x(i)
=
1
H
(I)
R H
(I)
Y
≡ ZTB = αˆTB ∀ i, (7.40)
wobei (ˆ·) die erfolgte Reziprozierung kennzeichnet. Nach demselben Prinzip kön-
nen auch die Empfänger kalibriert werden (sieheAbb. 7.7). Die unter Verwendung
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des willkürlich gewählten Senders I durchzuführenden Messungen sind:
m
(i)
R
s
(I)
R
= H
(I)
X H
(I)
T U
(I)
CT NiI U
(i)
RC H
(i)
R H
(i)
Y ∀ i 6= I, (7.41)
m
(I)
R
s
(I)
R
= H
(I)
X H
(I)
T U
(I)
RT H
(I)
R H
(I)
Y ∀ i = I. (7.42)
Die Messung für i = I entspricht dabei der Messung nach Gl. (7.37). Die Emp-
fangslter bestimmen sich dabei zu:
1
c
(i)
R
=
m
(i)
R
s
(I)
R
U
(i)
RA
U
(I)
CT U
(i)
RC NIi
∀ i 6= I, (7.43)
1
c
(I)
R
=
m
(I)
R
s
(I)
R
U
(I)
RA
U
(I)
RT
∀ i = I. (7.44)
und die äquivalenten Übertragungsfaktoren zwischen Antenne und Ausgang des
Empfangslters sind
y(i)
r(i)
=
1
H
(I)
X H
(I)
T
≡ ZRB = αˆRB ∀ i, (7.45)
womit die Bedingungen für Pseudo-Reziprozität wieder erfüllt sind.
Anmerkung Die Kalibrierung nach der oben beschriebenen Methode setzt im-
mer a-priori Kenntnisse über u und n voraus. Selbst bei Ausnutzung der Sym-
metrie von Schalter und Netzwerk und unter der Annahme, dass alle Schalter der
Basisstation identisch sind, können nicht genügend linear unabhängige Gleichun-
gen zur Bestimmung der unbekannten Größen ermittelt werden.
7.4.3 Reziprozierung — Selbstkalibrierung der Sende- und Empfangsmodule
Im Gegensatz zu den bisher beschriebenen Verfahren die ausschließlich der Ka-
librierung der Basisstation dienen, wird die Selbstkalibrierung für jedes Sende-
Empfangsmodul des Übertragungssystems durchgeführt. Die Selbstkalibrierung
benötigt dabei zusätzlich das Netzwerk v im Signalmodell nach Abb. 7.1. Zwi-
schen dem Kalibrierungsanschluss C des Antennenumschalters u und dem An-
schluss C des Netzwerks v wird dann für jedes Sende- und Empfangsmodul das
Zweitorm eingeschaltet. Dabei muss für das Elementm die Reziprozität erfüllt
sein:
M
(n)
12 =M
(n)
21 . (7.46)
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Abb. 7.8: Selbstkalibrierung eines Senders
Abb. 7.9: Selbstkalibrierung eines Empfängers
A-priori Wissen über v und u Bei der im Folgenden beschriebenen Kalibrie-
rungsmethode müssen die Netzwerke u und v d.h. VTX , VY C , VCX , VY R, UTC ,
URC ,UAT undURA a-priori für jedes Sende-Empfangsmodul bekannt sein. Durch
die zwei Messungen nach Abb. 7.8 und Abb. 7.9 können dann die Übertragungs-
funktionen
m
(n)
T
s
(n)
T
= H
(n)
X V
(n)
TX H
(n)
T U
(n)
TC M
(n)
12 V
(n)
Y C H
(n)
Y ∀n ∈ [i, k] (7.47)
und
m
(n)
R
s
(n)
R
= H
(n)
X V
(n)
CX M
(n)
12 U
(n)
RC H
(n)
R V
(n)
Y R H
(n)
Y ∀n ∈ [i, k] (7.48)
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bestimmt werden. Eine mögliche Konstruktion eines Empfangslters cR für das
Sende-Empfangsmodul n lautet dann:
C
(n)
R =
m
(n)
R
s
(n)
T
s
(n)
R
m
(n)
R
V
(n)
CX
U
(n)
RA V
(n)
TX U
(n)
TC V
(n)
Y C
∀n ∈ [i, k]. (7.49)
Bei Anwendung dieses Empfangslters ist die äquivalente Übertragungsfunktion
des Empfängers n zwischen Antenne und Ausgang des Empfangslters:
x(n)
r(n)
= H
(n)
Y H
(n)
T ≡ αˆ(n){RB,RM} ∀n ∈ [i, k]. (7.50)
Das zu diesem Empfangslter zugehörige Sendelter cT ist
c
(n)
T =
1
V
(n)
TX U
(n)
AT
∀n ∈ [i, k] (7.51)
und die Übertragungsfunktion zur Antenne bei Anwendung des Sendelters
t(n)
y(n)
= H
(n)
X H
(n)
T ≡ αˆ(n){TB,TM} ∀n ∈ [i, k]. (7.52)
Eine alternative Filterkonstruktion kann durch Vertauschung von Sende- und
Empfangszug in den Gl.(7.50) und Gl. (7.52) gefunden werden.
Ausnutzung der Symmetrie von u und v Bei Ausnutzung der Symmetrie der
beiden Netzwerke u und v gelten für jedes Sende-Empfangsmodul:
V
(n)
TX = V
(n)
Y R ∀n ∈ [i, k], (7.53)
V
(n)
CX = V
(n)
Y C ∀n ∈ [i, k], (7.54)
U
(n)
TC = U
(n)
RC ∀n ∈ [i, k], (7.55)
U
(n)
AT = U
(n)
RA ∀n ∈ [i, k]. (7.56)
Die beiden Messungen nach Gl. (7.47) und Gl. (7.48) können damit als:
m
(n)
T
s
(n)
T
= H
(n)
X V
(n)
Y RH
(n)
T U
(n)
RCM
(n)
12 V
(n)
Y CH
(n)
Y ∀n ∈ [i, k] (7.57)
und
m
(n)
R
s
(n)
R
= H
(n)
X V
(n)
Y CM
(n)
12 U
(n)
RCH
(n)
R V
(n)
Y RH
(n)
Y ∀n ∈ [i, k] (7.58)
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geschrieben werden. Die Empfangs- und Sendelter CR und CT werden danach
ohne a-priori Wissen zu
c
(n)
R =
m
(n)
R
s
(n)
T
s
(n)
R
m
(n)
R
∀n ∈ [i, k], (7.59)
c
(n)
T = 1 ∀n ∈ [i, k] (7.60)
ermittelt. Die Anwendung von Sende- und Empfangslter führt dann zu denÜber-
tragungsfunktionen in Empfangs- und Sendefall:
y(n)
r(n)
= U
(n)
RA V
(n)
Y R H
(n)
Y H
(n)
T ≡ αˆ(n){RB,RM} ∀n ∈ [i, k] (7.61)
und
t(n)
x(n)
= H
(n)
X V
(n)
Y R H
(n)
T U
(n)
RA ≡ αˆ(n){TB,TM} ∀n ∈ [i, k]. (7.62)
Anwendung der Selbstkalibrierung Nach der Selbstkalibrierung reduziert sich
die Bedingung für Pseudo-Reziprozität Gl. (7.13) in den beiden oben beschriebe-
nen Fällen auf:
H
(i)
Y H
(k)
X
H
(k)
X H
(k)
Y
= Z
(k)
|τ ∀ i, k. (7.63)
In den Übertragungsfunktionen HX und HY sind nach dem Signalmodell alle
Komponenten zwischen demUmschalter v und den Signalquellen und Senken zu-
sammengefasst, die bei vorausgesetzter Pulsformkalibrierung frequenzach sind.
Zur Erfüllung der obenstehenden Reziprozitätsbedingung muss dann noch eine
Ofine-Gruppenkalibrierung der Komponenten HX und HY an der Basisstati-
on vergleichbar zur Gruppenkalibrierung mit dem Verbindungsnetzwerk n nach
Abb. 7.6 und 7.7, vorgenommen werden, wobei bei sequentieller Durchführung
der einzelnen Messungen das Netzwerk durch eine entsprechende Kabelverbin-
dung ersetzt werden kann. Man erreicht damit, dass für die kalibrierten Übertra-
gungsfunktionen gilt:
Hˆ
(i)
X = HX , Hˆ
(i)
Y = HY
und damit die Bedingung für schwache Reziprozität erfüllt wird.
Bei einer Integration der Komponenten HX , HY und v auf einem einzigen
Chip könnte die Ofine- Gruppenkalibrierung aufgrund der geringen Fertigungs-
toleranzen entfallen. Weiterhin wäre die Symmetriebedingung für das Netzwerk
v ebenfalls fertigungstechnisch zu erfüllen. In diesem Fall stellt die Selbstkalibrie-
rung eine elegante Lösung dar, da im Gegensatz zu den anderen Verfahren keine
gemeinsamen Schaltungskomponenten zwischen den einzelnen Sende-Empfangs-
modulen benötigt werden, sondern sich jedes Modul autonom kalibrieren kann.
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7.4.4 Vergleich der einzelnen Kalibrierungsverfahren
Die vorgestellten Kalibrierungsverfahren unterscheiden sich in dem zusätzlichen
Schaltungsaufwand und in dem a-priori Wissen, d.h. in dem Umfang der offline
(bei der Fertigung) durchzuführenden Vermessungen der Bauteile bzw. in den An-
forderungen an die Symmetrie einzelner Komponenten, d.h an die Fertigungsto-
leranzen. Dabei ist stets vorausgesetzt, dass die ofine-kalibrierten Bauteile ihre
Eigenschaften über die Zeit oder über wechselnde Betriebsbedingungen beibehal-
ten. Die eigentliche Kalibrierung, bezieht sich dann auf die online-Vermessung
der durch Temperaturdrift, Alterung oder eine analoge Leistungsregelung verän-
derlichen Komponenten. Die Vor- und Nachteile der einzelnen Kalibrierungsver-
fahren sind dann zusammengefasst:
Gruppenkalibrierung I:
+ geringes a-priori Wissen
+ a-priori Wissen gegen Symmetrieanforderungen austauschbar
− hoher zusätzlicher Schaltungsaufwand
− Verbindung der einzelnen Sende-Empfangsmodule der Basisstation unter-
einander notwendig
Gruppenkalibrierung II:
+ geringes a-priori Wissen
+ geringer zusätzlicher Schaltungsaufwand
− Verbindung der einzelnen Sende-Empfangsmodule der Basisstation unter-
einander
Selbstkalibrierung
+ vollkommen getrennte Sende-Empfangsmodule
+ autonome Kalibrierung jedes Sende-Empfangsmoduls
+ durch Kalibrierung der Teilnehmer schwach reziproke Kanäle möglich
− zusätzlicher Schaltungsaufwand
− Kalibrierung vonHX undHY notwendig
− hohes a-priori Wissen bzw. hohe Symmetrieanforderungen
114
Simulative Untersuchung zur Reziprozierung 7.5
Für Experimentalsysteme bietet sich vor allem die Gruppenkalibrierung II an,
da sie relativ einfach zu realisieren ist, während die Selbstkalibrierung die inter-
essanteste Lösung für hochintegrierte Transceiver darstellt, da überhaupt keine
externe Beschaltung zwischen den einzelnen Modulen notwendig ist. Damit kön-
nen sowohl die Basisstation als auch die Teilnehmerstationen mit einem einzigen
Chipsatz ausgerüstet werden.
Einige grundsätzliche Realisierungskonzepte für die vorgeschlagenen Kalibrie-
rungsschaltungen werden in Kapitel 8 skizziert.
7.5 Simulative Untersuchung zur Reziprozierung
Mit Hilfe der vorgeschlagenen Kalibrierungsschaltungen lassen sich die Pseudo-
Reziprozität bzw. die schwache Reziprozität des erweiterten Funkkanals herstel-
len. Die Verfahren setzen dabei die Entkopplung des Systems voraus. Bei der
praktischen Durchführung ist jedoch mit systematischen und statistischen Feh-
lern bei der Kalibrierung und mit einer nicht perfekten Entkopplung des Systems
zu rechnen. Im Folgenden sollen die Einüsse statistischer Kalibrierungsfehler an-
hand einer Systemsimulation untersucht werden. Dabei werden die in Kapitel 6
untersuchten prinzipiellen Einüsse der schwachen Reziprozität und der Pseudo-
Reziprozität nicht berücksichtigt. Während dort von einer fehlerfreien Kalibrie-
rung ausgegangenwurde, werden hier vollständig reziprokeKanäle vorausgesetzt,
die durch Kalibrierungsfehler gestört werden. In der Praxis überlagern sich diese
beiden Fehlereinüsse.
7.5.1 Fehler durch nicht-perfekte Kalibrierung
Wie bei den Simulationen im Kapitel 6 wird ein extrinsischer Mehrantennen-
Funkkanal (Exzentrizität des Ellipsoids von 0.8) mit je vier Halbwellendipolen im
Abstand von 2λ betrachtet. Die Kalibrierungsfehler werden durch einen komplex
normalverteilten Fehler für jede Sendeantenne beschrieben. Mit der Bedingung
für vollständige Reziprozität:
HTUL =HDL
kann der Kalibrierungsfehler durch
HTUL =HDLE (7.64)
modelliert werden, wobei für E
E = diag
“h
E(1) . . . E(NB)
i”
(7.65)
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gilt und die Faktoren E(i) die Fehler pro Basisstations-Antenne sind. Die Matrix
E wird dabei als frequenzach angenommen. Die Fehler der einzelnen Antennen
werden als statistisch unabhängig modelliert mit:
E(i) =
σ√
2
(N (0, 1) + jN (0, 1)) + 1. (7.66)
Die Entkopplung der Antennen wird als ideal angenommen. Die Anwendung des
sendeseitigen Zero-Forcing Filters Gl. (6.9) unter Verwendung des Kanals liefert
die geschätzten Empfangssymbole
dˆ =
q
G˜ZFHDLE
−1H+DLd+ n (7.67)
sowie die Anwendung desWiener-Filters die Empfangssymbole
dˆ =
q
G˜ZFHDLE
HHHDL(HDLEE
HHHDL + ξINR)
−1d+ n. (7.68)
Wie man erkennen kann, wird durch die Fehlermatrix E 6= I eine starke Interfe-
renz zwischen den Datenströmen hervorgerufen.
Die Abb. 7.10 zeigt die Simulationsergebnisse der Bitfehlerhäugkeit für ver-
schiedene Varianzen σ2 des Kalibrierungsfehlers4, jeweils für das Sende Zero-
Forcing Filter und das Sende Wiener Filter (Gl. (6.9) und Gl. (6.14)). Man er-
kennt einen sehr großen Einuss des statistischen Kalibrierungsfehlers, der sich
in einem konstanten Niveau der Bitfehlerhäugkeit für einen großen Signal-zu-
Störabstand äußert. Nach diesen Ergebnissen darf der Kalibrierungsfehler für prak-
tische Anwendungen eine maximale Varianz von −30 dB aufweisen. Diese Vari-
anz kann numerisch in eine Varianz derRice-verteilten Amplitude σ2r bzw. in eine
Varianz der Phase σ2φ umgerechnet werden. Man ndet für σ
2 = −30 dB:
σ2r ≈ σ2φ ≈ 5 · 10−4
Eine Abschätzung der Verteilung von r und φ durch eine Gleichverteilung der
Breite bmit r ∼ br U(0, 1) und φ ∼ bφ U(0, 1) liefert mit b =
q
12σ2{r,φ} für die
Amplitudenschwankungen
∆r = 20log10(1± b2 ) ≈ ±0.34 dB
und für die Phasenschwankungen
∆φ = ±180
pi
b
2
≈ ±2.2◦.
Damit ergeben sich sehr hohe Anforderungen an die Kalibrierungsgenauigkeit,
die sich in der Praxis nur sehr schwer erfüllen lassen.
4 angegeben in dB
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Abb. 7.10: Einfluss der Kalibrierungsfehler bei sendeseitiger Signalverarbeitung
Durch die Verwendung von mehr Sendeantennen als Empfangsantennen lässt
sich neben demMultiplexgewinn ein zusätzlicher Diversitätsgewinn erzielen, der
das System deutlich robuster gegenüber Kalibrierungsfehlern macht. In der Abb.
7.11 sind die Simulationsergebnisse für die Kalibrierungsfehler für eine Kongu-
ration von vier Sende- und zwei Empfangsantennen dargestellt (4 × 2 System,
durchgezogene Linien). Durch die Verringerung der Empfangsantennenzahl kön-
nen jetzt nur noch zwei unabhängige Datenströme im Multiplexbetrieb übertra-
gen werden, die zwei „überschüssigen“ Sendeantennen werden zur Realisierung
von sendeseitiger, räumlicher Diversität in der Abwärtsstrecke verwendet. Wie
man in der Abbildung erkennen kann, ist eine Varianz σ2 des Kalibrierungsfeh-
lers bei dieser Konguration von bis zu−15 dB zulässig, was einem Amplituden-
fehler von ca.±2 dB und einem Phasenfehler von bis zu±12◦ entspricht. Damit
hat dieses System gegenüber dem 4 × 4 System deutlich an Robustheit gewon-
nen, allerdings zum Preis des verringerten Multiplexgewinns, bzw. des erhöhten
Aufwands auf der Sendeseite.
Im umgekehrten Fall der Signalübertragung der Aufwärtsstrecke geht die An-
tennenanordnung in ein System mit vier Empfangsantennen und zwei Sendean-
tennen. Durch die Verwendung zusätzlicher Empfangsantennen wird hierbei Di-
versität auf der Empfangsseite erzielt (2× 4 System). Zur Verdeutlichung dieses
Anwendungsfalls sind in der Abb. 7.11 ebenfalls die Simulationsergebnisse für
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lineare Empfangslterung bei einem 2 × 4 System als gestrichelte Linien einge-
zeichnet. Ein Vergleich mit dem 2 × 2 System mit empfangsseitiger Signalverar-
beitung (Abb. 6.3) zeigt einen Gewinn von ca. 15 dB.
Eine Gegenüberstellung der sendeseitigen Signalverarbeitung bei einem 4× 2
System im Vergleich zu einem 2× 2 System würden auch hier einen deutlichen
Diversitätsgewinn ergeben worauf jedoch nicht näher eingegangen werden soll.
Abb. 7.11: System mit vier Antennen an der Basisstation und zwei Antennen an der
Teilnehmerstation: Einfluss der Kalibrierungsfehler bei sendeseitiger Signalverarbeitung
(Abwärtstrecke) an der Basisstation und Bitfehlerhäufigkeit bei empfangsseitiger Signal-
verarbeitung an der Basisstation in der Aufwärtsstrecke
7.5.2 Fehler durch nicht-ideale Entkopplung
Zum Abschluss soll der Einuss einer nicht-idealen Entkopplung untersucht wer-
den (siehe Abschnitt 7.1.2). Diese Fehler sind i.A. deterministisch und lassen sich
daher nur schwermodellieren. Um eine Abschätzung von der Größenordnung der
Effekte zu erhalten, werden die Fehler im Folgenden durch antennenseitige Ree-
xionsfaktoren mit bekannter Amplitude |Γ | und zufälliger, gleichverteilter Phase
modelliert. Wie eine Betrachtung der Entkopplungsbedingungen zeigt, würden
jeweils identische Reexionsfaktoren an der Basisstation und den Teilnehmersta-
tionen zu einem ideal entkoppelten System führen. Da in realen Anwendungen
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die Phase der Reexionsfaktoren in Bezug auf eine Referenzebene durch Toleran-
zen im Aufbau der Schaltung schwierig zu kontrollieren ist, wohingegen die Am-
plitude bei Verwendung identischer Bauteile nur wenig schwankt, wurde dieses
Fehlermodell gewählt.
Die zugrunde gelegten Antennenreexionsfaktoren und Verkopplungen erge-
ben sich aus der gewählten Antennenkonguration. Die Kalibrierung wird als feh-
lerfrei angenommen. Da nach dem vorhergehenden Abschnitt die Kalibrierung
eines symmetrischen Systems ohne zusätzliche Antennen auf der Senderseite un-
ter realistischen Bedingungen nur schwer möglich ist, wird hier ein 4×2 System
untersucht.
Die Ergebnisse sind in der Abb. 7.12 dargestellt. Man erkennt, dass sich Eigen-
reexionsfaktoren Γ mit einem Betrag unterhalb von −12 dB nur sehr wenig
auswirken. Ab einem Betrag von −6 dB ist jedoch eine starke Degradation zu
verzeichnen. Für die Reziprozierung realer Mehrantennensysteme spielen die Ei-
genreexionsfaktoren daher eine merkliche Rolle und müssen beim Entwurf der
Sender und Empfänger berücksichtigt werden, da die Beträge der Eigenreexions-
faktoren von Verstärkungsschaltungen, bedingt durch Rauschanpassung der Emp-
fänger und Optimierung der Sender, vielfach größer als −10 dB sind.
Abb. 7.12: Einfluss von Entkopplungsfehlern bei sendeseitiger Signalverarbeitung; Eigen-
reflexionsfaktoren mit konstanter Amplitude |Γ | und gleichverteilter Phase
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8
S CHALTUNGEN ZUR KAL I B R I E RUNG
In diesemKapitel werden Schaltungen zur Umsetzung der Kalibrierungskonzepte
nach Kapitel 7 skizziert. Im Anschluss werden beispielhaft einige Umsetzungen
in planarer Mikrostreifentechnik vorgestellt.
8.1 Antennenschalter
Das Netzwerk u ist die zentrale Komponente für alle vorgestellten Kalibrierungs-
verfahren. Diese Baugruppe dient einerseits der Umschaltung zwischen Sende-
und Empfangsbetrieb und andererseits dem Einspeisen bzw. Auskoppeln der Kali-
briersignale. Die Abb. 8.1 zeigt den prinzipiellen Aufbau von u. Durch die Schal-
ter S1, S2 und S3 werden die vier möglichen Signalwege des Sendebetriebs, des
Empfangsbetriebs, der Kalibrierung des Senders und der Kalibrierung des Empfän-
gers eingestellt. Da die Empfängerempndlichkeit aufgrund der möglichen Ent-
fernungsschwankungen zwischen Sendern und Empfängern über einen großen
Bereich einstellbar sein muss, und andererseits in allen Betriebszuständen eine
Online-Kalibrierung möglich sein muss, wird das Dämpfungsglied a2 für eine Pe-
gelanpassung der Kalibriersignale der Empfänger benötigt. Umgekehrt wird das
Dämpfungsglied a1 zur Anpassung der ausgekoppelten Signale bei der Kalibrie-
rung der Sender benötigt. Da im Allgemeinen auch eine analoge Leistungsrege-
lung auf der Sendeseite erfolgt, muss dieses Dämpfungsglied ebenfalls einstellbar
sein.
Abb. 8.1: Kombinierter Schalter zur Sende-Empfangsumschaltung und Kalibrierung (u)
Bei der Gruppenkalibrierung II (Abschnitt 7.4.2) wird zur Kalibrierung des Re-
ferenztransceivers (Index I) ein unmittelbarer Kurzschluss von Sende- und Emp-
fangszug benötigt. Für diesen Fall müssen die Dämpfungsglieder a1 und a2 ausrei-
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chend hohe Einfügeverluste besitzen und das Übersprechen über die geöffneten
Schalter muss entsprechend gering sein. Da der Antennenschalter für alle Kali-
brierungsverfahren entweder ofine kalibriert worden sein muss bzw. dauerhaft
über eine hohe Symmetrie verfügen muss, müssen die Schalter und Dämpfungs-
glieder ein hohe zeitliche Stabilität aufweisen. Aus diesem Grund kommen für
den Aufbau des Antennenschalters hauptsächlich passive Bauteile wie z.B. PIN-
Dioden in Betracht.
8.2 Eingangsschalter
Das Netzwerk v wird bei der Selbstkalibrierung zum Einschalten des reziproken
Kalibrierkanalsm benötigt. Die Funktionalität kann nach Abb. 8.2 durch die bei-
den Schalter S1 und S2 realisiert werden. Genau wie der Antennenschalter u
muss auch diese Komponente eine hohe Stabilität besitzen, damit die Ofine-
Kalibrierung bzw. die Symmetrieeigenschaften des Schalters auf Dauer ihre Gül-
tigkeit behalten. Da der Eingangsschalter im Gegensatz zum Antennenschalter
bei einer niedrigen Zwischenfrequenz bzw. im Tiefpassbereich arbeitet, sind die
Anforderungen an Phasen- und Amplitudenstabilität jedoch deutlich einfacher zu
erfüllen.
Abb. 8.2: Eingangsschalters (v) für die Selbstkalibrierung
8.3 Verbindungsnetzwerk für die Gruppenkalibrierung
Das Verbindungsnetzwerk n für die Gruppenkalibrierung II stellt eine künstli-
che Verkopplung zwischen den Antennen her. Es kann nach Abb 8.3 sehr einfach
durch ein Widerstandsnetzwerk realisiert werden. Aufgrund des rein passiven
Aufbaus stellt die Stabilität von n kein Problem dar.
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Abb. 8.3: Schaltung des Verbindungsnetzwerks (n) für die Gruppenkalibrierung II
8.4 Leistungsteiler
Das Netzwerk dwird bei der Gruppenkalibrierung I der Basisstation benötigt und
lässt sich in Form eines Leistungsteilers nach Abb. 8.4 aufbauen. Durch die Ver-
wendung vonWilkinson Teilern ist das Netzwerk allseitig angepasst. Ebenso wie
bei dem Netzwerk n besteht der Hauptnachteil des Leistungsteilers darin, dass
er eine externe Verbindung zwischen den einzelnen Antennenschaltern an der
Basisstation darstellt und dadurch den Aufbau der Gruppenantenne erheblich er-
schwert.
Abb. 8.4: Leistungsteiler für die Gruppenkalibrierung I
8.5 Kalibrierempfänger und Kalibriersender
Die für die Gruppenkalibrierung I benötigten Kalibriersender und Kalibrieremp-
fänger lasen sich durch einen Hilfsoszillator und einen Leistungsmesser, wie in
Abb. 8.5 gezeigt, realisieren.
Aufgrund der nur schmalbandig vorzunehmenden Online-Kalibrierung wird
bei der Kalibrierung der Empfänger das Testsignal sR bei der Trägerfrequenz f0
eingespeist. Das Dämpfungsglied a dient der zusätzlichen Pegelanpassung für un-
terschiedliche Empfängerempndlichkeiten. Phase und Amplitude des Oszillator-
signals werden in dem Faktor ZMT berücksichtigt.
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Abb. 8.5: Vereinfachte Schaltung eines Kalibrierempfängers und Kalibriersenders zur
Gruppenkalibrierung I
Die Kalibrierung der Sender muss über einen Referenzempfänger erfolgen. Da
die Kalibrierung jedoch nur bezüglich der einzelnen Sendekanäle durchgeführt
werden muss, kann sie alternativ auch durch Vergleichsmessungen bezüglich ei-
nes willkürlichen Referenzsenders (gekennzeichnet durch den Index I) realisiert
werden. Für die Vergleichsmessung wird dann lediglich eine Detektordiode zur
Leistungsmessung benötigt, die eine lineare Kennlinie bezüglich der Eingangslei-
stung aufweisen muss. Das zu vermessende Signal wird mit einem Richtkoppler
ausgekoppelt und auf den Detektor, der eine Betragsbildung und Quadratur der
Einhüllenden durchführt, gegeben, so dass das durch die Diode zeitlich gemittelte
Ausgangssignal m proportional zur Leistung am Tor Σ des Leistungsteilers ist.
Die Messung wird auch hier mit harmonischen, monofrequenten Signalen durch-
geführt.
Aus Gründen der Übersichtlichkeit werden die Übertragungsfaktoren der Kom-
ponenten, die bei der Messung durchlaufen werden zuH(i) zusammengefasst:
H(i) ≡ H(i)X H(i)T U (i)CT d(i)Σi . (8.1)
Zur Gruppenkalibrierung der Sender wird zunächst eine Referenzmessung m0
des Senders I mit dem Eingangssignal sT durchgeführt:
m0 = |sT |2
˛˛˛
H(I)
˛˛˛2
. (8.2)
Zur Bestimmung des Sendelters C(i)T der Sender i 6= I werden drei weitere
Messungen benötigt. Die erste Vermessung des Senders i liefert:
m1 = |sT |2
˛˛˛
H(i)
˛˛˛2
. (8.3)
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Da für die Vermessung ebenfalls das Signal sT verwendet wurde, kann der Betrag
des Filters bestimmt werden:˛˛˛
C
(i)
T
˛˛˛
=
r
m1
m0
=
s
|H(i)|2
|H(I)|2 . (8.4)
Die zweite Messung wird bei gleichzeitiger Speisung des Referenzsenders mit sT
und des Sender i mit sT|CT | durchgeführt. Damit ist
m2 =
˛˛˛˛
˛sTH(I) + 1C(i)T sTH(i)
˛˛˛˛
˛
2
(8.5)
= 2
˛˛˛
sTH
(I)
˛˛˛2 “
1 + cos∆
(i)
φ
”
(8.6)
= 2m0(1 + cos∆
(i)
φ ), (8.7)
wobei
∆
(i)
φ = ∠H
(I) − ∠H(i) mit −pi ≤ ∆φ ≤ pi (8.8)
ist. ∠H(i) bezeichnet den Phasenwinkel vonH(i). Für den Phasenwinkel des Kor-
rekturlters C(i)T gilt damit: ∠C
(i)
T = −∆(i)φ . Die Gl. 8.7 kann zu
cos∆
(i)
φ =
m2
2m0
− 1 (8.9)
umgestellt werden. Die Fälle ∆φ = 0 und ∆φ = ±pi ergeben sich unmittelbar
aus m2
2m0
= 2 bzw. m2
2m0
= 0. Für alle anderen Fälle kann nur der Betrag von ∆φ
bestimmt werden: ˛˛˛
∆
(i)
φ
˛˛˛
= acos
„
m2
2m0
− 1
«
. (8.10)
Zur Bestimmung des Vorzeichens wird eine weitere Messung benötigt, mit
m3 =
˛˛˛˛
˛sT H(I) + 1C(i)T exp(−j∆(i)φ )sT H(i)
˛˛˛˛
˛
2
, (8.11)
= m0
˛˛˛
1− exp
“
j
h
∆
(i)
φ −
˛˛˛
∆
(i)
φ
˛˛˛i”˛˛˛2
(8.12)
und mit
m3 =
8><>:
0 : ∆
(i)
φ ≥ 0
0 : ∆
(i)
φ = ±pi
> 0 : ∆
(i)
φ < 0
.
Da die Fälle ∆φ = 0 und ∆φ = ±pi schon bei der Messung m2 ermittelt wor-
den sind, ist damit das Vorzeichen von∆φ bekannt und damit das Korrekturlter
für den Sender i vollständig zu
˛˛˛
C
(i)
T
˛˛˛
exp(−j∆φ) bestimmt. Das Sendelter des
Referenzsenders muss dann zu 1 gesetzt werden: C(I)T = 1.
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8.6 Reziproker Kalibrierkanal
Die Schlüsselkomponente für die Selbstkalibrierung ist der reziproke Kalibrierka-
nal m. Da zwischen dem Eingangsumschalter v und dem Antennenschalter u
(siehe Abb. 7.1) eine Frequenzumsetzung zwischen Basisband und der Sendefre-
quenz, bzw. zwischen einer Zwischenfrequenz und der Sendefrequenz stattndet,
mussm ebenfalls eine reziproke Frequenzumsetzung ermöglichen. Die Abb. 8.6
zeigt die Realisierung des Kalibrierkanals unter Verwendung eines Hilfsmischers
für die Umsetzung von der Sendefrequenz in eine Zwischenfrequenz und um-
gekehrt. Ebenfalls dargestellt sind die Mischer des Senders und des Empfängers.
Diese Mischer wurden bisher nicht explizit erwähnt sondern waren Bestandteile
der ÜbertragungsfaktorenHT undHR. Die Schaltung lässt sich sinngemäß auch
auf den Fall der direkten Umsetzung der Quadraturkomponenten des Basisbands
in die Sendefrequenz erweitern.
Abb. 8.6: Schaltung des reziproken Kalibrierkanals mit Hilfsmischer
Zur Überprüfung der notwendigen Reziprozität des Kalibrierkanals soll im Fol-
genden kurz das Signalmodell eines Mischers erläutert werden. EinMischer stellt
zunächst ein Drei-Tor mit Abschlüssen für das Sendesignal (RF) das Zwischenfre-
quenzsignal (IF) und den Lokaloszillator (LO) dar. Die nichtlinearen Eigenschaf-
ten eines Mischers werden durch Konversionsgleichungen zwischen den Klem-
menspannungen und Klemmenströmen an den drei Toren beschrieben [33], [40],
die aufgrund der großen Anzahl der Oberschwingungen nicht unmittelbar im
Tiefpassbereich und damit in der herkömmlichen Systembeschreibung darstellbar
sind. Bei der Beschränkung auf nur eine Zwischenfrequenz und eine einzige Sen-
defrequenz kann jedoch ein vereinfachtes Systemmodell für ein Zwei-Tor nach
Abb.8.7 abgeleitet werden [36].
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Die für dieses Ersatzschaltbild getroffenen Annahmen sind in realen Systemen
aufgrund der Verwendung von Bandpassltern in der Regel erfüllt. Im Folgenden
wird ohne Beschränkung der Allgemeinheit von einem Mischer in Regellage aus-
gegangen, d.h. es wird immer das obere Seitenband betrachtet. Die Beschreibung
eines Mischers in Kehrlage verläuft vollkommen analog. Die Übertragung zwi-
schen dem Zwischenfrequenztor und dem Sendefrequenztor lässt sich dann nach
dem vereinfachten Systemmodell durch eine Streumatrix im Tiefpassbereich mo-
dellieren. Durch die implizite Filterung am RF-Tor und IF-Tor wird sichergestellt,
dass pro Tor nur einWellentyp ausbreitungsfähig ist. Im allgemeinen Fall müsste
für jede Oberschwingung ein eigenes Tor deniert werden Die Streumatrixdar-
stellung lautet für alle passivenMischer1:„
bIF
bRF
«
=
„
ΓIF α
∗
LO
αLO ΓRF
«„
aIF
aRF
«
. (8.13)
Abb. 8.7: Zweitor- Streumatrixdarstellung eines Mischers in Regellage
Der Unterschied zu den bisherigen Streumatrixdarstellungen im Tiefpassbe-
reich beseht darin, dass die zugehörigen Bandpass-Signale bezüglich zweier ver-
schiedener Trägerfrequenzen fRF und fIF deniert sind. Je nach betrachtetem
Tor des Mischers ergeben sich die Bandpass-Signale dann, wie in Abb. 8.7 für die
Aufwärtsmischung gezeigt. Das Signal des Lokaloszillators wird durch den Faktor
αLO ausgedrückt. Die Phase von αLO ist dabei unmittelbar von der Phasenlage
des Lokaloszillatorsignals abhängig, die Amplitude von αLO von der konkreten
Bauform des Mischers soweit von der Leistung des Lokaloszillatorsignals. Es ist
zu beachten, dass in Gl. (8.13) S21 = S∗12 gilt und damit die Streumatrix des
Mischers nicht reziprok ist.
Bei vorausgesetzter Anpassung der äußeren Beschaltung desMischers kann die
Streumatrix als Systemmatrix aufgefasst werden und die Signalübertragung kann
durch einfache Multiplikation mit den Transmissionsfaktoren modelliert werden.
1 Diodenmischer ohne integrierte Verstärker
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Da die Signalphase also unmittelbar von der Phase des Lokaloszillators abhängt,
ist es für eine funktionierende Signalübertragung notwendig, dass wie in der Abb.
8.1 dargestellt, alleMischer eines Transceivers von einem kohärenten Lokaloszilla-
torsignal gespeist werden. Die Transmissionsfaktoren αLO können dann im Basis-
band als komplexe Konstanten aufgefasst werden. Aus diesemGrund ist in den bis-
herigen Systembeschreibungen die ausdrückliche Berücksichtigung der Mischer
nicht notwendig gewesen.
Bei einer kohärenten Speisung des Hilfsmischers können die zur Selbstkalibrie-
rung notwendigen Messungen Gl. (7.47) und Gl. (7.48) unter expliziter Berück-
sichtigung der Mischereinüsse zu
m
(n)
T
s
(n)
T
= H
(n)
X V
(n)
TX H
(n)
T (M
(n)
12 αLO,HT α
∗
LO,M )U
(n)
TC V
(n)
Y C H
(n)
Y (8.14)
und zu
m
(n)
R
s
(n)
R
= H
(n)
X V
(n)
CX (M
(n)
21 αLO,M α
∗
LO,HR)U
(n)
RC H
(n)
R V
(n)
Y R H
(n)
Y (8.15)
aufgeschrieben werden. Bei den bisherigen Betrachtungen waren die Faktoren
αLO,M , αLO,HT und αLO,HR explizit in den Systemübertragungen M21, M12,
HT undHR enthalten.Wie ein Vergleichmit den Voraussetzungen der Selbstkali-
brierung zeigt, ist eine erfolgreiche Kalibrierung nur möglich falls die Bedingung
M
(n)
12 αLO,HT α
∗
LO,M =M
(n)
21 αLO,M α
∗
LO,HR (8.16)
erfüllt ist. Daraus folgt unmittelbar, dass die Gleichungen
αLO,HT = αLO,HR = αLO,M , (8.17)
M
(n)
12 =M
(n)
21 (8.18)
gelten müssen.
Die Erfüllung der Reziprozität setzt damit die Verwendung gleichartiger Mi-
scher im Sende- und Empfangsfall sowie die Verwendung gleichlanger Zuleitun-
gen zwischen dem gemeinsamen Lokaloszillator und den drei Mischern voraus
(siehe Abb. 8.6).
Da die Selbstkalibrierung vor allem für den Einsatz in hochintegrierten Sende-
Empfangsmodulen geeignet ist, ist dieses Problem durch die Verwendung eines
einzigen Halbleiterchips für die drei Mischer zu lösen. Sofern das Netzwerkm
neben den Mischern nur passive reziproke Komponenten enthält, ist die zweite
Bedingung automatisch erfüllt.
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8.7 Realisierungen in Mikrostreifentechnik
Zum Abschluss soll noch eine mögliche Realisierungsform des für alle Kalibrie-
rungsverfahren benötigten Antennenumschalters u vorgestellt werden, die den
kritischen Anforderungen der Stabilität und der hohen Entkopplung genügt. Der
Umschalter nach Abb. 8.8 ist in planarer Streifenleitungstechnik aufgebaut und
besteht aus jeweils vier hintereinandergeschalteten 90◦ Hybriden zwischen den
Anschlüssen für den Sende- bzw. Empfangszug und dem gemeinsamen Anten-
nenanschluss. Die Schaltfunktionen S1, S2 und S3 des Blockschaltbilds nach Abb.
8.1 werden durch vier PIN-Dioden Paare realisiert. Die PIN-Dioden sind gegen
Masse geschaltet und haben die Funktion von schaltbaren Kurzschlüssen.
Abb. 8.8: Kombinierter Sende-Empfangs und Kalibrierungsschalter in Mikrostreifentech-
nik
Die Streumatrix eines einzelnen 90◦ Hybrids nach Abb. 8.9 lautet:
S = − 1√
2
0B@0 j 1 0j 0 0 11 0 0 j
0 1 j 0
1CA .
Bei Speisung an Tor 1 erscheinen an den Toren 2 und 3 zwei um 90◦ verscho-
bene Signale halber Leistung, das Tor vier ist entkoppelt. Umgekehrt addieren
sich die rücklaufendenWellen der Tore 2 und 3 bei einem Phasenunterschied von
90◦ an Tor 4, während das Tor 1 entkoppelt ist. Falls die an den Toren 2 und 3
angeschlossenen Komponenten gleiche Reexionsfaktoren besitzen, ist die Pha-
senbedingung erfüllt und die reektierten Signale gelangen bei der Speisung von
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Abb. 8.9: 90◦-Hybrid in Mikrostreifentechnik
Tor 1 auf das Tor 4. Wenn das Tor 4 selber reexionsfrei abgeschlossen ist, ist der
Eigenreexionsfaktor des Tors 1 immer 0 solange die Reexionsfaktoren der Tore
2 und 3 gleich groß sind. Im Extremfall, wenn die Eigenreexionsfaktoren an die-
sen Toren einen Betrag von 1 besitzen, gelangt das eingespeist Signal vollständig
auf Tor 4.
Bei einer unmittelbaren Hintereinanderschaltung von zwei Hybriden ergibt
sich eine gesamte Streumatrix mit den Toren 1 und 4 des linken Hybrids und
den Toren 2 und 3 des rechten Hybrids von:
S = − 1√
2
0B@0 0 1 00 0 0 11 0 0 0
0 1 0 0
1CA
Damit wirken zwei hintereinandergeschaltete 90◦ Hybride wie eine ideale Lei-
terbahnkreuzung zwischen den Toren 1 und 3 und den Toren 4 und 2. Vier hin-
tereinandergeschaltete Hybride sind demzufolge nichts anderes als zwei parallele
Leitungen zwischen den Toren 1 und dem Tor 2 bzw. den Toren 3 und 4 der Ge-
samtanordnung.
Aus diesen Eigenschaften des 90◦-Hybrids ergibt sich unmittelbar die Funk-
tionsweise des Antennenumschalters: Im Sendefall werden die zwei linken PIN-
Dioden Paare als Kurzschlüsse und die zwei rechten als Leerläufe geschaltet. Das
Sendesignal gelangt damit unmittelbar von dem Tor T auf das Antennentor A.
Das kurzgeschlossene PIN-Dioden Paar links neben demAntennenanschluss trans-
formiert sich in der Ebene des Antennenschlusses in einen Leerlauf und ist da-
mit für das Sendesignal unsichtbar. Andererseits ist der Empfänger durch die vier
kurzgeschlossenen PIN-Dioden der linken Seite sehr gut entkoppelt. Der andere
Anschluss auf der Sendeseite, der mit dem Dämpfungsglied a2 verbunden ist, ist
ebenfalls komplett entkoppelt.
Umgekehrt sind im Empfangsfall alle PIN-Dioden der rechten Seite kurzge-
schlossen und alle der linken Seite geöffnet, so dass das Antennensignal vollstän-
dig auf das Tor R gelangt, während das Tor auf auf der linken Seite, das mit a1
verbunden ist, ebenfalls entkoppelt ist.
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Im Kalibriermodus sind hingegen alle PIN-Dioden kurzgeschlossen, so dass das
Tor T unmittelbar mit dem Dämpfungsglied a2 und das Tor R unmittelbar mit
dem Dämpfungsglied a1 verbunden ist. Bei Speisung des Tors C kann das Signal
damit über a1 auf den Empfänger gelangen. Der Signalanteil, der durch a2 auf den
Sender gelangt, kann dabei vernachlässigt werden, da der am Sender reektierte
Anteil nochmals mit a2 gedämpft wird. Durch die zusätzliche Entkopplung des
Leistungsteilers am Tor C ist der Störanteil der letztendlich auf den Empfänger
gelangt verschwindend gering. Umgekehrt gelangt bei der Kalibrierung der Sen-
der das Sendesignal über das Dämpfungsglied a2 auf das Kalibriertor C, während
der Empfänger durch den Leistungsteiler und das Dämpfungsglied a1 entkoppelt
ist. Durch entsprechende Schaltung von a1 und a2 lässt sich dann auch die für die
Gruppenkalibrierung II benötigte Übertragungsfunktion URT zwischen T undR
realisieren.
Die Dämpfungsglieder a1 und a2 können ebenfalls mit Hilfe von PIN-Dioden
in planarer Streifenleitungstechnik realisiert werden, wie in Abb. 8.10 dargestellt
ist. Das Dämpfungsglied besteht aus zwei Wilkinson-Teilern und zwei Paaren
von PIN-Dioden, gebildet jeweils aus den beiden linken und den beiden rechten
Dioden. Falls alle PIN-Dioden geöffnet sind, wird das Eingangssignal durch den
Wilkinson-Teiler auf die beiden Signalzweige aufgeteilt, und bei gleicher Länge
der beiden Zweige durch den zweiten Teiler wieder addiert. Bei Kurzschluss eines
oder beider PIN-Dioden Paare wird ein Großteil der Leistung an den Kurzschlüs-
sen reektiert. Aufgrund der um 2 · λ
4
unterschiedlichen Weglängen erscheinen
die reektierten Signale als Gegentaktwellen an den beiden Toren der Leistungs-
teiler und werden in dem Querwiderstand absorbiert, so dass der Eingang des
Dämpfungsglieds immer angepasst ist. Durch den Kurzschluss eines oder beider
PIN-Dioden Paare lässt sich die Höhe der Dämpfung einstellen; üblicherweise las-
sen sich für ein Diodenpaar 20 dB und für zwei Paare 40 dB erreichen. Damit
Abb. 8.10: Schaltung eines angepassten Dämpfungsglieds in Mikrostreifentechnik
wurde eine Realisierung des Antennenumschalters vorgestellt, die den hohen An-
forderungen an Entkopplung und Stabilität gerecht wird. Der Nachteil der Schal-
tung besteht in der langen Bauform, von zwei Wellenlängen, die den Einsatz auf
Mikrowellensysteme beschränkt.
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Mehrantennensystememit Antennengruppen auf Sende- und Empfangsseite stel-
len die Schlüsseltechnologie für zukünftige, breitbandige Mobilkommunikations-
systeme dar. Die Anwendung räumlicher Diversitäts- und Multiplextechniken er-
möglicht bei konstanter Sendeleistung eine Steigerung der Reichweite und Zuver-
lässigkeit der Übertragung bzw. eine Steigerung der spektralen Efzienz. Diese
Vorteile können gewinnbringend bei der Erschließung neuer Frequenzressourcen
oder bei der besseren Ausnutzung bestehender Frequenzbänder ausgenutzt wer-
den.
RealitätsnaheUntersuchungen zurKanalkapazität vonMehrantennensystemen
sowie zu räumlichen Signalverarbeitungsverfahren erfordern jedoch eine genaue
Kenntnis der tatsächlich vorhandenen Funkkanäle, die den Einüssen der verwen-
deten Antennenkongurationen sowie der analogen Sender und Empfänger un-
terworfen sind. Ziel dieser Arbeit ist daher die Modellierung der tatsächlich vor-
handenen Funkkanäle unter Berücksichtigung der physikalischenAntenneneigen-
schaften und der realen Sende-Empfangsmodule sowie die vergleichende Bewer-
tung der Funkkanäle hinsichtlich der Kanalkapazität und der Leistungsfähigkeit
linearer Signalverarbeitungsverfahren.
Nach einer Einleitung beginnt die Arbeit mit der Herleitung der Kanalkapazität
des Mehrantennen-Funkkanals unter Berücksichtigung von Signal- und Rausch-
kovarianzeigenschaften. Anhand von Gegenbeispielen, die Polarisationsrichtun-
gen und Reexionsfaktoren der Antennen berücksichtigen, wird weiterhin ver-
deutlicht, dass die in der Literatur anzutreffende Leistungsnormierung vonMehr-
antennen-Funkkanälen zu verfälschten Ergebnissen für die Kanalkapazität führen
kann.
Anschließend wird eine einheitliche Denition der elektrischen Kenngrößen
vonGruppenantennen eingeführt, die aufgrund einer feldtheoretisch exakten Dar-
stellung die Untersuchung der Einüsse der Polarisationsrichtungen, Antennen-
verkopplungen und Richtdiagramme ermöglicht. Damit wird eine Brücke zwi-
schen der Hochfrequenztechnik und der Systemtheorie geschlagen. Durch die
realistische Modellierung der Antennenrauschprozesse und die Entwicklung ei-
nes polarisationsaufgelösten Ausbreitungsmodells werden die Grundlagen für die
folgenden Kapazitäts- und Systemsimulationen geschaffen.
Daraufhin werden verschiedene Antennenkongurationen im Hinblick auf die
erreichbare Kanalkapazität in Schwundkanälen untersucht. Wie am Beispiel des
Empfangsfeldes einer Dipolantenne gezeigt wird, ist die häug anzutreffende, sy-
stemtechnische Vorstellung von einer Antenne als idealem Feldsensor irrefüh-
rend, da dieses Modell nicht nur die Verkopplungen der Antennen untereinan-
der sondern auch die Rückwirkungen der Antennen auf die elektromagnetischen
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Wellenfelder vernachlässigt. Für die Untersuchung zur Kapazität wird eine Ka-
nalgeometrie vorgeschlagen, die in Spezialfällen eine analytische Berechnung der
Kanalkoefzienten ermöglicht. Es kann damit gezeigt werden, dass durch die Ver-
wendung von bis zu sechs orthogonal ausgerichteten, dualpolarisierten Antennen-
elementen in einem Raumpunkt noch die volle Diversitätsordnung erreicht wer-
den kann. Diese Antennen eignen sich daher sehr gut zum Aufbau kompakter
Mehrantennensysteme. Am Beispiel von Dipolantennen wird weiterhin demon-
striert, dass sich die Antennenverkopplungen auf die Kanalkapazität sowohl im
Hinblick auf die Signalkovarianz als auch die Rauschkovarianz auswirken und bei
der Analyse berücksichtigt werden müssen. Für Elementabstände kleiner als ei-
ne halbe Wellenlänge kann ein deutlicher Abfall der Kanalkapazität beobachtet
werden.
Das anschließende Kapitel behandelt die Erweiterung des an den Antennen-
klemmen zugreifbaren Funkkanals um die linearen Effekte der analogen Sende-
Empfangsmodule, die durch Fehlanpassungen und ungleiche Verstärkungen her-
vorgerufen werden. Dieses erweiterte Systemmodell gestattet Systemsimulatio-
nen von Übertragungsverfahren unter realistischen Randbedingungen. Die Si-
gnalverarbeitungsverfahren, die Kanalkenntnis am Sender für eine sendeseitige
Signalverarbeitung benötigen, beruhen i.A. auf der Reziprozität der Funkkanäle.
Da die Reziprozität der erweiterten Funkkanäle nur zu einem gewissen Teil er-
reicht werden kann, werden zur Beschreibung dieser Tatsache die Begriffe der der
schwachen und der Pseudo-Reziprozität von Funkkanälen deniert.
Danach wird der Einsatz des erweiterten Kanalmodells in Systemsimulationen
für lineare Sende- und Empfangslter gezeigt. Damit wird eine Bewertung des
Einusses realer Antennenkongurationen und realistischer Sende-Empfangsmo-
dule auf die Leistungsfähigkeit von Signalverarbeitungverfahren ermöglicht. Die
Untersuchungen werden dabei am Beispiel linearer Gruppenantennen aus Dipol-
elementen durchgeführt. Es wird gezeigt, dass sich ein geringer Elementabstand
stärker auf die Leistungsfähigkeit der betrachteten Signalverarbeitungsverfahren
auswirkt, als es die Ergebnisse für die Kanalkapazität vermuten lassen. Erst bei
Antennenabständen von zwei Wellenlängen wird keine starke Degradation beob-
achtet. Der Einuss der durch Antennenverkopplungen hervorgerufenen Rausch-
kovarianz stellt sich als sehr gering heraus, so dass in der Praxis i.A. auf ein Noise-
Whitening Filter verzichtet werden kann. Die Degradation durch schwach rezi-
proke Kanäle bei sendeseitiger Signalverarbeitung ist ebenfalls vernachlässigbar,
wohingegen der Einuss pseudo-reziproker Kanäle im Falle gleicher Antennenan-
zahl auf Sende- und Empfangsseite deutlich ist. Wie im siebten Kapitel gezeigt
wird, ist dieser Fall jedoch praktisch nur schwer realisierbar.
Da in den realen, erweiterten Funkkanälen die Reziprozität durchKalibrierungs-
verfahren hergestellt werden muss, werden die grundlegenden Kalibrierungskon-
zepte der Pulsformkalibrierung, Entkopplung und Reziprozierung vorgestellt so-
wie verschiedene Verfahren zur Reziprozierung entwickelt. Die Verfahren arbei-
ten auf der Basis eines Kalibrierungsnetzwerks zwischen den Antennen der Basis-
station bzw. unter der Verwendung eines reziproken Eichkanals. Bei den durchge-
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führten Systemsimulationen zur Reziprozierung stellt sich heraus, dass die erfor-
derlichenGenauigkeiten für ein Systemmit gleicher Anzahl von Sende- und Emp-
fangsantennen in der Realität kaum zu erreichen sind, so dass in der Praxis eine
größere Anzahl von Sendeantennen als Empfangsantennen vorgesehen werden
muss. Die am Beispiel eines 4 × 2 Systems ermittelten Anforderungen betragen
etwa 2 dB Genauigkeit der Amplituden- und ca. 10◦ Genauigkeit der Phasenkali-
brierung. Die Untersuchungen zur nicht-idealen Entkopplung zeigen nur geringe
Einbußen der Leistungsfähigkeit, solange die Beträge der Eigenreexionsfaktors
der Sender und Empfänger geringer als −10 dB sind.
Die Arbeit schließt mit konkreten Schaltungsvorschlägen zur Realisierung der
vorgestellten Verfahren zur Reziprozierung. Dabei wird besonders wichtig ist die
Realisierung des reziproken Eichkanals durch die Verwendung einesMischers ein-
gegangen.
Durch die ausführlichen Analysen und die konkreten Realisierungsvorschläge
kann damit die prinzipielle Machbarkeit der Kalibrierung und damit die Anwend-
barkeit von Verfahren, die Kanalkenntnis am Sender voraussetzen, gezeigt wer-
den. Die Untersuchungen zum Einuss der Antennenkongurationen leisten au-
ßerdem einen Beitrag zur physikalischen Umsetzung informationstheoretischer
Konzepte.
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A
GRUNDLAGEN
In diesemKapitel werden die Grundlagen zur Beschreibung deterministischer und
statistischer elektrischer Signale und Systeme vorgestellt. Über den hergeleite-
ten Zusammenhang zwischen System- und Streumatrizen wird weiterhin eine
Brücke zwischen Hochfrequenztechnik und Systemtheorie geschlagen.
A.1 Tiefpass-Darstellung von Signalen und Systemen
Im Folgenden wird die komplexe Tiefpassdarstellung von Bandpass-Signalen mit
dem Spezialfall der harmonischen Funktionen und die komplexe Tiefpassdarstel-
lung von Bandpass-Systemen mit dem Spezialfall der frequenzachen Systeme
erläutert.
A.1.1 Denitionen
Fourier-Transformation Der Zusammenhangs zwischen der Beschreibung von
Signalen oder Systemen im Zeitbereich und der Darstellung im Frequenzbereich
wird durch die Fourier-Transformation hergestellt. Es gilt [20]:
F{x(t)} = X(f) =
Z ∞
−∞
x(t) exp(−j2pift)dt. (A.1)
Die inverse Fourier-Transformation ist zu
F−1{X(f)} = x(t) =
Z ∞
−∞
X(f) exp(j2pift)df (A.2)
deniert. Die symbolischen Schreibweisen für Fourier-Transformation und in-
verse Fourier-Transformation lauten:
x(t) ◦−•X(f), X(f) •−◦ x(t).
Hilbert-Transformation DieHilbert-Transformation ist eine Integraltransforma-
tion [20], die für die Darstellung von Bandpass-Signalen im Tiefpassbereich benö-
tigt wird 1:
H{x(t)} = xˆ(t) = 1
pi
Z ∞
−∞
x(τ)
t− τ dτ (A.3)
=
1
pit
∗ x(t). (A.4)
1 ∗ bezeichnet das Faltungsprodukt
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Die inverse Hilbert-Transformation lautet:
H−1{x(t)} = −H{x(t)}. (A.5)
Die Hilbert-Transformation kann ebenfalls auf Signale im Frequenzbereich an-
gewendet werden2:
H{F{x(t)}} = H{X(f)} = Xˆ(f) = −jsgn(X(f)). (A.6)
Analytisches Signal Das analytische Signal ist die Erweiterung eines reellen
Zeitsignals zu einem komplexwertigen Signal. Der Imaginärteil wird dabei durch
die Hilbert-Transformierte des Signals gebildet:
x+(t) = x(t) + jxˆ(t). (A.7)
Jedes reelle Signal lässt sich damit durch den Realteil des analytischen Signals
ausdrücken:
x(t) = Re{x+(t)}. (A.8)
A.1.2 Tiefpassdarstellung von Bandpass-Signalen
In der System- und Nachrichtentechnik werden reelle und bandbegrenzte Zeit-
signale im Allgemeinen in der komplexen Tiefpass- bzw. Basisbanddarstellung
betrachtet. Ein bandbegrenztes Signal besitzt dabei keine spektralen Anteile bei
f = 0 und bei f > fg , wobei fg die endliche, obere Grenzfrequenz ist. Durch
die Darstellung im Basisband und die damit verbundene komplexe Signalbeschrei-
bung ergeben sich zumeist übersichtlichere Formulierungen.Weiterhin ndet die
Beschreibung und Implementierung der Signalverarbeitung in heutigen digitalen
Kommunikationssystemen ebenfalls fast ausschließlich im Tiefpassbereich statt.
Im Folgenden sei die komplexe Tiefpassdarstellung xLP(t) des Signals xBP(t) zu
xBP(t) = Re{xLP(t) exp (j2pif0t)| {z }
x+BP(t)
} (A.9)
deniert [20], [27]. Aus der Denition des analytischen Signals folgt dann unmit-
telbar:
xLP(t) = x
+
BP(t) exp (−j2pif0t) (A.10)
Die Frequenz f0 ist dabei eine beliebig gewählte Träger- bzw.Mittenfrequenz in-
nerhalb der Bandbreite von xBP(t). Wegen der freien Wahl von f0 gibt es keine
2 sgn(x) bezeichnet die Vorzeichenfunktion: sgn(x) =
8><>:
1 für x > 0
0 für x = 0
−1 für x < 0
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eineindeutige Basisbanddarstellung xLP(t) von xBP(t). Mit der Zerlegung von
xLP(t) in Real- und Imaginärteil:
u(t) = Re {xLP(t)} , v(t) = Im {xLP(t)} (A.11)
kann xBP(t) als
xBP(t) = u(t) cos(2pif0t)− v(t) sin(2pif0t) (A.12)
geschrieben werden. Die reelle Größe u(t) wird dabei als Inphase-Komponente
und die reelle Größe v(t) als Quadratur-Komponente bezeichnet. Der Betrag von
xLP(t) wird komplexe Einhüllende genannt.
Das analytische Signal lautet im Frequenzbereich:
x+BP(t) ◦−•X+BP(f) = XLP(f − f0) = 2XBP(f) ε(f), (A.13)
wobei ε(f) die Sprungfunktion bezeichnet3. Dieser Ausdruck kann durch Anwen-
dung der Hilbert-Transformation und der inversen Fourier-Transformation der
Sprungfunktion berechnet werden (δ(t) ist der Dirac-Stoß):
x+BP(t) = xBP(t) + jxˆBP(t)
= xBP(t) + j
1
pit
∗ xBP(t)
= xBP(t) ∗
„
δ(t) +
j
pit
«
◦−•X+BP(f) = XBP(f) · 2ε(f).
Für die Fourier-Transformierte des Bandpass-Signals gilt:
xBP(t) ◦−•XBP(f) = 12 (XLP(f − f0) +X∗LP(f − f0)) . (A.14)
Diese Formel kann durch Anwendung der Sätze zur Frequenzverschiebung und
zu konjugiert komplexen Zeitfunktionen bewiesen werden:
1
2
(XLP(f − f0) +X∗LP(−f − f0))
•−◦ 1
2
xLP(t) exp(j2pif0t) +
1
2
(xLP(t) exp(j2pif0t))
∗
=Re{xLP(t) exp (j2pif0t)}.
Schließlich ergibt sich die Fourier-Transformierte des Tiefpass-Signals eben-
falls durch Anwendung des Satzes zur Frequenzverschiebung:
xLP(t) = x
+
BP(t) exp (−j2pif0t) ◦−•XLP(f) = X+BP(f + f0). (A.15)
3 Die Sprungfunktion ist deniert als : ε(f) =
8><>:
1 für f > 0
1
2 für f = 0
0 für f < 0
143
A Grundlagen
Harmonische Signale Die Denition von xLP(t) in Gl. (A.10) bzw. vonXLP(f)
in Gl. (A.15) erfolgt in der Literatur nicht einheitlich. Die hier verwendete De-
nition wurde dabei so gewählt, dass eine Übereinstimmung mit der komplexen
Zeigerdarstellung erzielt wird:
Bei einem harmonischen, d.h monofrequenten Signal xBP(t) der Frequenz fx
gilt für die Tiefpassdarstellung xLP(t)mit der Wahl der Trägerfrequenz f0 zu fx:
xLP(t) = x0, (A.16)
XLP(f)|f=f0 = x0 (A.17)
mit der komplexen Konstanten x0. Zusammen mit Gl. (A.10) ergibt sich dann die
bekannte komplexe Zeigerdarstellung von xBP(t):
xBP(t) = Re {x0 exp (j2pif0t)} . (A.18)
A.1.3 Tiefpass-Darstellung von Bandpass-Systemen
Die äquivalente TiefpassdarstellungHLP(f) eines bandbegrenzten Übertragungs-
systems mit der komplexwertigen ÜbertragungsfunktionHBP(f) ergibt sich for-
mal aus derVerschiebung der auf positive Frequenzen beschränktenÜbertragungs-
funktion um die Frequenz f0 in Richtung der negativen Frequenzen (siehe Abb.
A.1):
HLP(f) = HBP(f + f0) ε(f + f0). (A.19)
Die Sprungfunktion ε(f) bewirkt dabei die Begrenzung auf positive Frequenzen.
Abb. A.1: Tiefpassdarstellung von Bandpass-Systemen
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Durch die Verschiebung gehen die Symmetrieeigenschaften der Bandpassübertra-
gungsfunktion verloren. Für die Bandpassdarstellung gilt dann umgekehrt:
HBP(f) = HLP(f − f0) +H∗LP(−f − f0). (A.20)
Da f0 frei gewählt werden kann, besteht auch hier kein eineindeutiger Zusam-
menhang zwischenHLP undHBP. Mit den inversen Fourier-Transformationen
erhält man dann:
HLP(f) •−◦ hLP(t) = 12 [hBP(t) + jhˆBP(t)] exp(−2jpif0t), (A.21)
HBP(f) •−◦ hBP(t) = 2Re {hLP(t) exp (j2pif0t)} . (A.22)
Die Denition des äquivalenten Tiefpass-Systems ist ebenfalls nicht einheitlich
in die Literatur eingeführt. Durch die hier gewählte Darstellung von HLP bzw.
hLP [20], [27] ergibt sich die Übertragung des Signals xLP(t) über ein System
hLP(t) in bekannter Weise zu:
yLP(t) = hLP(t) ∗ xLP(t), (A.23)
YLP(f) = HLP(f) ·XLP(f). (A.24)
Die Bestimmung der ÜbertragungsfunktionenHLP(f) bzwHBP(f) erfolgt dann
durch die Verwendung harmonischer Testfunktionen der Frequenz f = f0
YBP(f)|f=f0 = HBP(f)|f=f0 XBP(f)|f=f0
⇔ y0 = HLP(0)x0. (A.25)
Frequenzache Systeme Als ideales frequenzaches System habeHBP(f) inner-
halb der betrachteten Bandbreite einen konstanten Übertragungsfaktor und sei
sonst Null. HBP(f) beschreibt damit ein ideales Bandpass-System. Für die Tief-
passdarstellung gilt dann innerhalb der BandbreiteHLP(f) = H0.
Damit ndet im idealen frequenzachen System eine Gewichtung der Signa-
le im Frequenz- und Zeitbereich durch den komplexen FaktorH0 statt. Damit ist
das ideale frequenzache System verzögerungsfrei. Ein reales, frequenzaches Sy-
stem besitzt jedoch eine endliche Laufzeit τ0. Die ÜbertragungsfunktionHLP(f)
geht dann in eine linearphasige Allpassfunktion über:
HLP(f) = H0 exp(−j2pifτ0) = H0|τ0 . (A.26)
Allgemein gilt, dass jedes Übertragungssystem durch die Überlagerung von fre-
quenzachen Übertragungssystemen mit genügend schmaler Bandbreite approxi-
miert werden kann.
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A.2 Beschreibung elektrischer Signale und Systeme
Die im vorhergehenden Abschnitt betrachteten Signale sollen im Folgenden als
physikalische Repräsentation von elektrischen Feldgrößen aufgefasst werden. Ein
zugehöriges elektrisches System mit N Toren ist in Abb.A.2 dargestellt. Dabei
wird für jeden Mode (Wellentyp), der in den angeschlossenen Wellenleitern aus-
breitungsfähig ist, ein eigenes Tor deniert. Die Anzahl der Tore entspricht da-
her nicht unbedingt der Anzahl der verwendetenWellenleiter. Der Extremfall der
Freiraumausbreitungmit seinen unendlich vielen ausbreitungsfähigenModen n-
det dann auch seine Entsprechung in unendlich vielen Toren des zugehörigen Sy-
stems.
Abb. A.2: Elektrisches System mit N Wellentoren
Die physikalischen Signale an jedem Tor lassen sich allgemein durch die „Mo-
denspannungen“ d.h.WellenamplitudenU+(t) undU−(t) der transversalen elek-
trischen Felder bzw. durch die „Modenströme“ d.h. Wellenamplituden I+(t) und
I−(t) der transversalen magnetischen Felder an den Toren beschreiben. Der Index
(·)+ kennzeichnet dabei in das System hineinlaufendeWellen, der Index (·)− aus
dem System hinauslaufende Wellen. Es gilt dabei für die resultierenden, zeitab-
hängigen Wellenamplituden an den Anschlusstoren:
U(n)(t) = U
(n)
+ (t) + U
(n)
− (t) [Volt], (A.27)
I(n)(t) = I
(n)
+ (t) − I(n)− (t) [Ampere]. (A.28)
Im Fall von TEM-Wellen (transversal elektromagnetischen Wellen) entsprechen
dieWellenamplituden dabei den integralen Feldgrößen Stromund Spannung, und
jedes Tor kann unmittelbar einem Anschlussklemmenpaar zugeordnet werden.
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A.2.1 Normierte Signale – Streumatrix
Bei einer Normierung der Wellenamplituden U(t) und I(t) auf die Modenimpe-
danzen ZL der entsprechenden Feldtypen gilt:
u(n)(t) =
U(n)(t)q
Z
(n)
L
=
U
(n)
+ (t)q
Z
(n)
L
+
U
(n)
− (t)q
Z
(n)
L
≡ a(n)(t) + b(n)(t),
(A.29)
i(n)(t) =
q
Z
(n)
L I
(n)(t) =
q
Z
(n)
L I
(n)
+ (t)−
q
Z
(n)
L I
(n)
− (t)
=
U
(n)
+ (t)q
Z
(n)
L
− U
(n)
− (t)q
Z
(n)
L
≡ a(n)(t)− b(n)(t).
(A.30)
Die normierten Größen a(t) und b(t) werden Leistungswellen genannt. In das
System hineinlaufende Leistungswellen werden dabei durch die Signale a(t) re-
präsentiert, aus dem System hinauslaufende Leistungswellen durch die Signale
b(t). Mit der Zusammenfassung der N Signale a(t) und b(t) in den Vektoren
a(t) =
h
a(1)(t) . . . a(N)(t)
iT
[
p
Leistung], (A.31)
b(t) =
h
b(1)(t) . . . b(N)(t)
iT
[
p
Leistung] (A.32)
kann mit der elementweisen Fouriertransformation von a(t) und b(t)
a(t) ◦−• a(f), (A.33)
b(t) ◦−• b(f) (A.34)
das gesamte Verhalten des Systems in Matrixschreibweise durch
b(f) = S(f)a(f) (A.35)
charakterisiert werden. Dabei wird die Matrix S(f) Streumatrix genannt [22].
Die Übertragungsfunktion [S]ik bezeichnet dabei die Übertragungsfunktion zwi-
schen dem Signal [a]k, das in Tor k eingespeist wird und dem Signal [b]i, das an
Tor i entnommen werden kann (siehe Abb. A.3).
A.2.2 Impedanz- und Admittanzmatrizen
Alternativ zu der Systembeschreibung im Frequenzbereich mit Hilfe von Streu-
matrizen ist ebenfalls eine Darstellung mit Hilfe von Impedanz- und Admittanz-
matrizen möglich. Als Ein- und Ausgangsgrößen, werden dabei unmittelbar die
Wellenamplituden U und I verwendet.
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Abb. A.3: Beschreibung eines N-Tors durch eine Streumatrix
Mit der Zusammenfassung der Fourier-transformierten Wellenamplituden in
den Vektoren
u(f) =
h
U(1)(f) . . .U(N)(f)
iT
, (A.36)
i(f) =
h
I(1)(f) . . . I(N)(f)
iT
(A.37)
sowie der Modenimpedanzen in der Matrix ZL
ZL = diag
“h
Z
(1)
L . . . Z
(NT )
L
i”
(A.38)
können die normiertenWellenamplituden berechnet werden:
u(f) = u(f)Z
− 1
2
L [
p
Leistung], (A.39)
i(f) = i(f)Z
1
2
L [
p
Leistung]. (A.40)
Aus den Gln. (A.29) und (A.30) folgt unmittelbar für den Zusammenhang zwi-
schen den normierten Wellenamplituden und den Leistungswellen:
u(f) = a(f) + b(f), (A.41)
i(f) = a(f)− b(f), (A.42)
sowie mit der Denition der Streumatrix Gl. (A.35):
u(f) = (I + S(f))a(f), (A.43)
i(f) = (I − S(f))a(f). (A.44)
Der Zusammenhang zwischen den Größen u(f) und i(f) kann durch normierte
Impedanz- und Admittanzmatrizen Z(f) und Y (f) ausgedrückt werden4(siehe
4 Die Normierung der Impedanz- und Admittanzmatrizen Z und Y erfolgt durch Z(f) =
Z(f)Z−1L und Y (f) = Y(f)ZL
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auch Abb. A.4):
u(f) = Z(f)i, (A.45)
i(f) = Y (f)u, (A.46)
Y (f) = Z−1(f). (A.47)
Aus Gl. (A.35) folgt dann der Zusammenhang zwischen Impedanz-, Admittanz-
und Streumatrizen:
S(f) = (Z(f) + I)−1 (Z(f)− I) = (I + Y (f))−1 (I − Y (f)) (A.48)
Abb. A.4: Systembeschreibung durch Impedanz,- Admittanz- und Streumatrizen
A.2.3 Beschreibung von Quellen
Die bisherigen Darstellungen haben sich immer auf rein passive Systeme bezo-
gen, im Folgenden soll jedoch eine Erweiterung der Matrixschreibweisen auf ein-
geprägte Quellengrößen durchgeführt werden.
Die Beschreibung von Systemen mit normierten Spannungsquellen der Span-
nungenusrc(f) (vergleiche Abb. A.5 links) bzw. Stromquellen der Ströme isrc(f)
(Abb. A.5 Mitte) lautet:
u(f) = Z(f)i(f) + usrc(f), (A.49)
i(f) = Y (f)u(f) + isrc(f). (A.50)
In der Streumatrixdarstellung (Abb. A.5 rechts) erhält man:
b(f) = S(f)a(f) + bsrc(f) (A.51)
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wobei sich die Quellengröße bsrc(f) aus den eingeprägten Spannungen zu
bsrc(f) = (I +Z(f))
−1 usrc(f) (A.52)
= 1
2
(I − S(f))usrc(f) (A.53)
und aus den eingeprägten Strömen zu
bsrc(f) = (I + Y (f))
−1 isrc(f) (A.54)
= 1
2
(I + S(f)) isrc(f) (A.55)
berechnen lässt. Umgekehrt ist die Bestimmung äquivalenter Spannungs- und
Stromquellen aus bsrc über
usrc(f) = 2(I − S(f))−1bsrc(f), (A.56)
isrc(f) = 2(I + S(f))
−1bsrc(f) (A.57)
möglich.
Abb. A.5: Beschreibung von Systemen, die Quellen enthalten
A.2.4 Systemmatrix – Signalmodell
Ein wesentlicher Unterschied der Streumatrixdarstellung im Vergleich zu den bis-
her betrachteten Übertragungsfunktionen besteht darin, dass an einem einzigen
Anschlusspunkt des Systems jeweils zwei unterschiedlich gerichtete Signale an-
liegen. Wie im Folgenden gezeigt wird, ist unter bestimmten Umständen eine
Dekomposition in zwei getrennte Übertragungssysteme möglich.
Jedes lineare, elektrische Übertragungssystem zwischen den Punkten A undB
mit NA Anschlüssen bzw. Kanälen am Punkt A und NB Anschlüssen am Punkt
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B lässt sich durch eine Streumatrix mitN = NA ·NB Toren beschreiben. Da die
Reihenfolge der Tore beliebig ist, kann das System immer in der Form
b(f) = S(f)a(f)
⇔
0@bA(f)
bB(f)
1A =
0@SAA(f) SAB(f)
SBA(f) SBB(f)
1A0@aA(f)
aB(f)
1A (A.58)
aufgeschrieben werden. Dabei sind bA(f) die aus dem System hinauslaufenden
Signale und aA(f) die in das System hineinlaufenden Signale am Punkt A und
dementsprechend bB(f) und aB(f) die Signale am Punkt B. Unter der Bedin-
gung angepasster d.h. reexionsfreierQuellen bzw. reexionsfreier Senken kann
diese Streumatrix in zwei Übertragungsmatrizen zerlegt werden:
Bei der Übertragung von A nach B sendet nur Punkt A und es gilt für die
hinauslaufenden Signale am Punkt B:
bB(f) = SAB(f)aA(f) + SBB(f)aB(f).
Unter der Voraussetzung dass die Senken am Punkt B reexionsfrei sind, gibt es
keine hinlaufende Welle aB am Punkt B:
bB(f) = SAB(f)aA(f).
Da die Quelle A ebenfalls angepasst ist, wird das am System reektierte Signal
bA(f) = SAA(f)aA(f),
das wieder auf die Quelle zuläuft in dieser vollständig absorbiert und hat demzu-
folge keine Rückwirkung mit dem Signal aA(f). Damit ist das am PunktA in das
System hineinlaufende Signal tatsächlich das von der Quelle abgegebene Sende-
signal und das in die Senke am Punkt B hineinlaufende Signal bB(f) tatsächlich
das Ausgangs bzw. Empfangssignal der Systems. Damit lautet das Signalmodell
für die Übertragung von A nach B
bB(f) = SBA(f)aA(f) ≡ yB(f) =HBA(f)xA(f) (A.59)
und analog für die Übertragung vonB nachA unter derAnnahme reexionsfreier
Quellen und Senken (siehe auch Abb.A.6):
bA(f) = SAB(f)aB(f) ≡ yA(f) =HAB(f)xB(f). (A.60)
Damit entsprechen die Teilmatrizen SBA(f) und SAB(f) den aus der System-
technik bekannten Übertragungsmatrizen; die modizierte Streumatrix S′(f)
S′(f) =
0@0NA(f) SAB(f)
SBA(f) 0NB (f)
1A (A.61)
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kann als auf beide Übertragungsrichtungen erweiterte Systemmatrix aufgefasst
werden. Bei der Rechnung mit Streumatrizen ist zu beachten, dass sich die gesam-
te Übertragung bei der Hintereinanderschaltung mehrerer Streumatrizen, abge-
sehen von dem zuvor beschriebenen Fall nicht durch Matrixmultiplikation ergibt.
Abb. A.6: Zusammenhang zwischen Streu- und Systemmatrix im angepassten Fall
A.2.5 Reziprozität
In einem reziproken System ist für die Streumatrix S(f)
S(f) = ST(f) (A.62)
erfüllt. Damit gilt ebenfalls für die Teilmatrizen in Gl. (A.58)
SBA(f) = S
T
AB(f) (A.63)
sowie im reexionsfrei abgeschlossenen System
HBA(f) =H
T
AB(f). (A.64)
A.3 Leistungssignale
Sowohl die deterministischen, harmonischen Trägersignale als auch die statisti-
schen Informations- bzw. Datensignale und Rauschprozesse gehören zur Klasse
der Leistungssignale, die sich durch eine unendliche Signalenergie auszeichnen.
Für diese Leistungssignale ist die Autokorrelationsfunktion ϕxx des Signals x(t)
zu
ϕxx(τ) = lim
T→∞
1
2T
TZ
−T
x(t)x(t+ τ)dt (A.65)
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deniert und die Kreuzkorrelation zwischen den Signalen x(t) und y(t) zu
ϕxy(τ) = lim
T→∞
1
2T
TZ
−T
x(t)y(t+ τ)dt. (A.66)
In der Tiefpassdarstellung für xLP(t) lautet die Autokorrelationsfunktion:
ϕxx(τ) = lim
T→∞
1
2T
TZ
−T
[u(t) cos(2pif0t)− v(t) cos(2pif0t)]×
[u(t+ τ) cos(2pif0(t+ τ))− v(t+ τ) cos(2pif0(t+ τ))] dt. (A.67)
Für die Leistung P normierter, elektrischer Signale (siehe Abschnitt A.2) gilt:
Px = ϕxx(0). (A.68)
Damit berechnet sich die Leistung für Signale in der Tiefpassdarstellung:
Px = ϕxx(0) = lim
T→∞
1
2T
TZ
−T
u2(t) cos2(2pif0t) + v
2(t) sin2(2pif0t)dt. (A.69)
Nach demWiener-KhintchineTheorem entspricht die Fouriertransformierte der
Autokorrelationsfunktion dem Leistungsdichtespektrum: ϕxx(t) ◦−• φxx(f),
[20] und es ist
Px = ϕxx(0) =
∞Z
−∞
φxx(f)df =
Z
P
dP. (A.70)
Die Gesamtleistung des Signals x(t) ergibt sich somit anschaulich durch Summa-
tion der Teilleistungen dP innerhalb der Frequenzbänder df .
A.3.1 Deterministische Leistungssignale
Für die spektrale Teilleistung dPx|f=f0 von x(t) bei f = f0 gilt mit der Tief-
passdarstellung xLP(t) = x0 = u0 + jv0 des Signals bezüglichf0:
dPx|f=f0 = ϕxx(0) =
1
2
`
u20 + v
2
0
´
= 1
2
|x0|2 = 12 (x∗0 x0) . (A.71)
Bei vektoriellen Signalen mit xLP(t) = [x
(1)
LP(t) . . . x
(2)
LP(t)]
T ergibt sich für die
Teilleistungen bei f = f0 mit x0 = [x
(1)
0 . . . x
(2)
0 ]
T
dPx|f=f0 =
1
2
(xH0 x0). (A.72)
Für die Leistungmonofrequenter d.h. harmonischer Signale, die nur die Frequenz
f0 enthalten, gilt dann dPx|f=f0 = Px.
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A.3.2 Stochastische Leistungssignale
Im Folgenden wird nun ein bandbegrenzter Zufallsprozess x(k)BP(t) im Bandpassbe-
reich betrachtet. Der Zufallsprozess wird durch verschiedene Realisierungen k re-
präsentiert. Im Falle eines ergodischen Zufallsprozesses gilt, dass das Zeitmittel
für eine feste Musterfunktion k1 dem Scharmittel bzw. Erwartungswert über die
Realisierungen zu einem festen Zeitpunkt t1 entspricht. Die Anwendung der Er-
godizität auf die Denition der Autokorrelationsfunktion Gl. (A.65) ergibt dann:
ϕxx(τ) = lim
T→∞
1
2T
TZ
−T
x
(k1)
BP (t)x
(k1)
BP (t+ τ)dt (A.73)
= lim
N→∞
1
N
NX
k=1
x
(k)
BP(t1)x
(k)
BP(t1 + τ) (A.74)
= E {xBP(t1)xBP(t1 + τ)} . (A.75)
Für einen Zufallsprozess in äquivalenter Tiefpassdarstellung gilt dann für die Bil-
dung des Scharmittels [21] mit xLP(t) = u(t) + jv(t):
ϕxx(τ) = E {x∗LP(t1)xLP(t1 + τ)} (A.76)
= 2ϕuu(τ) + 2jϕuv(τ) (A.77)
Für die Auto- und Kreuzkorrelationsfunktionen der Inphase- undQuadraturkom-
ponente gelten die Beziehungen
ϕuu(τ) = ϕvv(τ), ϕuv(τ) = −ϕvu(τ), (A.78)
wobei die Komponenten u und v selber ebenfalls ergodische und stationäre Zu-
fallsprozesse sind. Für die Leistung des Zufallsprozesses xLP ergibt sich nach Gl.
(A.68) und wegen ϕuv(0) = 0:
Px = ϕxx(0) = E {x∗LP(t1)xLP(t1)} (A.79)
= 2ϕuu(0) = 2ϕvv(0) (A.80)
= 2E
˘
u2(t1)
¯
= 2E
˘
v2(t1)
¯
. (A.81)
Wird weiterhin noch die Stationarität des Prozesses angenommen, ist die Bildung
des Erwartungswertes unabhängig vom Beobachtungszeitpunkt t1:
E {x∗LP(t1)xLP(t1)} ≡ E {X∗LPXLP} (A.82)
E
˘
u2(t1)
¯ ≡ E˘U2¯ , E˘v2(t1)¯ ≡ E˘V 2¯ , (A.83)
wobei die Zufallsvariablen XLP, U und V jeweils Realisierungen des Zufallspro-
zesses sind.
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Für mittelwertfreie Prozesse entspricht die Autokorrelation der Autokovarianz
und damit sind
E {X∗LPXLP} = σ2X = PX ,
E
˘
U2
¯
= E
˘
V 2
¯
= 1
2
σ2X .
(A.84)
Es hat sich gezeigt, dass sich die meisten physikalischen Rauschprozesse durch
komplex normalverteilte Zufallsgrößen beschreiben lassen. Die komplexe Zufalls-
größeX wird dabei durch die statistisch unabhängigen und identisch normalver-
teilten Real- und Imaginärteile U und V beschrieben:
X = U + j V ∼ 1√
2
(N (0, σX) + jN (0, σX)) , (A.85)
mitN (0, 1) der Standard Gauß-Verteilung. Die ZufallsgrößeX besitzt dann die
Leistung σ2X .
Bei Betrachtung eines Vektors xLP = [X
(1)
LP . . .X
(N)
LP ]
T mittelwertfreier Pro-
zesse werden alle Auto- und Kreuzkorrelationen in der Kovarianzmatrix Rx zu-
sammengefasst:
Rx = E
n
xLP x
H
LP
o
. (A.86)
Im Allgemeinen ergibt sich die Gesamtleistung von xLP durch Summation über
alle Elemente vonRx
Px =
NX
i=1
NX
k=1
[Rx]ik . (A.87)
Im Falle statistisch unabhängiger Zufallsprozesse ist die Kovarianzmatrix eine
Diagonalmatrix und nur dann ergibt sich die Gesamtleistung Px aus der Sum-
mation über die Diagonalelemente:
Px = tr (Rx) = E
n
xHLP xLP
o
. (A.88)
A.3.3 Übertragung von Leistungssignalen
Nach derWiener-Lee Beziehung
φxx = F{ϕxx} (A.89)
gilt für die Übertragung von Leistungssignalen über ein SystemH(f):
φyy(f) = |H(f)|2 φxx(f). (A.90)
Im Folgenden sollen die Spezialfälle der Übertragung deterministischer bzw. har-
monischer Signale und der Übertragung von Zufallssignalen über frequenzache
Systeme betrachtet werden:
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Übertragung deterministischer Leistungssignale Mit derWiener-LeeBeziehung
gilt für die spektrale Teilleistung dPy|f=f0 d.h. die Leistung bei der Frequenz f =
f0 des Ausgangssignals y(t) bei der Übertragung über ein System HBP(f) mit
HBP(f)f=f0 = HLP(0) = h0
dPy|f=f0 =
1
2
(y∗0y0) =
1
2
(h0 h
∗
0 x0 x
∗
0), (A.91)
wobei für monofrequente Signale der Frequenz f0 wieder dPy|f=f0 = dPy ge-
setzt werden kann.
Analog gilt für die spektralen Teilleistungen bei der Übertragung des Signal-
vektors xLP(t) = [x
(1)
LP(t) . . . x
(N)
LP (t)]
T über eine SystemmatrixH0:
dPy|f=f0 =
1
2
(yH0 y0) =
1
2
(xH0 H
H
0 H0 x0) (A.92)
Die Differenz dP∆|f=f0 der spektralen Teilleistungen zwischen Eingang und Aus-
gang des Systems berechnet sich zu
dP∆|f=f0 = dPx|f=f0 − dPy|f=f0 = 12 (xH0 x0 − xH0 HH0 H0 x0)
= 1
2
xH0 (IN −HH0 H0)x0.
(A.93)
Ein System mit der Differenzleistung Null ist verlustlos, ein verlustbehaftetes
d.h. dämpfendes System besitzt eine positive Differenzleistung und demzufolge
hat ein verstärkendes System eine negative Differenzleistung. Diese Bedingung
kann als
det(IN −HH0 H0) =
8><>:
> 0 für das verlustbehaftete System
0 für das verlustlose System
< 0 für das verstärkende System
(A.94)
formuliert werden [22]. Die Bedingung für VerlustlosigkeitHH0 H0 = IN wird
für unitäre SystemmatrizenH0 erfüllt.
Übertragung stochastischer Leistungssignale Im frequenzachen System ist die
Übertragungsfunktion HBP(f)|f=f0 = HLP(0) = h0 für alle Frequenzen inner-
halb der betrachteten Bandbreite. Damit gilt
φyy(f) = |h0|2 φxx(f) (A.95)
und mit der Denition der Leistung Gl. (A.84) für ergodische und stationäre Zu-
fallsprozesse
E {Y Y ∗} = |h0|2 E {XX∗}
⇔ Py = |h0|2 Px.
(A.96)
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Die Kovarianzmatrix Ry Gl. (A.86) des Ausgangsvektors y = [Y (1) . . . Y (N)]T
bei der Übertragung des Signalvektors x = [X(1) . . .X(N)]T über eine frequenz-
ache SystemmatrixH0 mit y =H0 x berechnet sich dann analog zu:
Ry = E
n
y yH
o
= E
n
H0 xx
HHH0
o
=H0RxH
H
0 , (A.97)
wobeiRx die Kovarianzmatrix des Eingangsvektors x ist.
A.3.4 Stochastische Übertragungssysteme
Ein stochastisches, frequenzaches Übertragungssystem mit NT Eingängen und
NR Ausgängen, beschrieben durch die Systemmatrix H0 ∈ CNR×NT , ist ein
System, bei dem die einzelnen Koefzienten [H0]ik der Systemmatrix selber Zu-
fallsprozesse sind. Neben der Angabe der Verteilungsfunktion der Elemente von
H0 kann ein derartiges System unter der Voraussetzung der Stationarität und
Ergodizität ebenfalls durch eine KovarianzmatrixRH mit
RH = E
n
vec(H0) (vec(H0))
H
o
(A.98)
beschrieben werden. Aufgrund der Ergodizität kann die Mittelung dabei zeitlich
oder über verschiedene Realisierungen d.h. Musterfunktionen vonH0 erfolgen.
Bei einer Leistung des Eingangsvektors x von eins ergibt sich die Ausgangslei-
stung durch eine Summation über die Beträge aller Elemente von RH . Im Falle
statistisch unabhängiger Einträge in H0 ist die Kovarianzmatrix eine Diagonal-
matrix und die Ausgangsleistung ist tr(RH).
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S Y S T EMMODE L L FÜR MEHRANT ENNEN S Y S T EME
B.1 Modell für die Aufwärtsstrecke
Die Sender der Teilnehmerstationen mit den Ausgangsreexionsfaktoren r(k)TM
und den Verstärkungsfaktoren α(k)TM werden durch die Streumatrix T
(k)
M sowie
die Empfänger der Basisstation mit den Eingangsreexionsfaktoren r(i)RB und Ver-
stärkungen α(i)RB durch die StreumatrixR
(i)
B modelliert:
T
(k)
M =
„
r
(k)
TM α
(k)
TM
0 0
«
, (B.1)
R
(i)
B =
 
0 α
(i)
RB
0 r
(i)
RB
!
(B.2)
. Bei Zusammenfassung der Reexionsfaktoren r(k)TM und r
(i)
RB in den Diagonal-
matrizenRTM undRRB mit:
RTM = diag
“h
r
(1)
TM , . . . , r
(NM )
TM
i”
, (B.3)
RRB = diag
“h
r
(1)
RB , . . . , r
(NB)
RB
i”
(B.4)
sowie der Verstärkungen α(k)TM und α
(i)
RB in den Diagonalmatrizen ATM und
ARB :
ATM = diag
“h
α
(1)
TM , . . . , α
(NM )
TM
i”
, (B.5)
ARB = diag
“h
α
(1)
RB , . . . , α
(NB)
RB
i”
(B.6)
kann das System durch folgende Gleichungen beschrieben werden:
bM = SMB aB + SMM aM , (B.7)
bB = SBB aB + SBM aM , (B.8)
aM = RTM bM +ATM a˜M , (B.9)
aB = RRB bB , (B.10)
b˜B = ARB bB . (B.11)
Die Übertragung des gesamten Systems in der Aufwärtsstrecke kann damit zu
b˜B = S˜BM aM (B.12)
159
B Systemmodell für Mehrantennensysteme
berechnet werden. Die resultierende Systemmatrix S˜BM ist
S˜BM = ARB
`
I(NB) − V SBM RTM U ′ SMBRRB
´−1
V SBM
`
RTM U
′ SMM + I(NM )
´
ATM , (B.13)
mit
U ′ = (INM − SMM RTM )−1 , (B.14)
V = (INB − SBBRRB)−1 . (B.15)
Der Ausdruck SMB aB in Gleichung Gl. (B.7) beschreibt die Rückwirkung der
Basisstationsantenne auf die Abstrahlung der Teilnehmerstationen, die auf jeden
Fall vernachlässigt werden kann, da dieser Beitrag zweimal durch den Kanal sowie
durch den Reexionsfaktor der Empfänger der Basisstation gedämpft wird. Gl.
(B.13) vereinfacht sich dann zu:
S˜BM = ARB V SBM U ATM , (B.16)
wobei
U =
`
I(NM ) −RTM SMM
´−1
(B.17)
ist.
B.2 Modell für die Abwärtsstrecke
Das äquivalente Modell für die Abwärtsstrecke wird völlig analog hergeleitet: Die
Streumatrizen der Sender der Basisstation sind T (i)B mit den Ausgangsreexions-
faktoren r(i)TB und den Verstärkungsfaktoren α
(i)
TB . Ebenso sind die Streumatrizen
der Empfänger der TeilnehmerantennenR(k)M mit den Einträgen r
(k)
RM , α(k)RM :
T
(i)
B =
„
0 0
α
(i)
TB r
(i)
TB
«
, (B.18)
R
(k)
M =
 
r
(k)
RM 0
α
(k)
RM 0
!
. (B.19)
Die Reexionsfaktoren undVerstärkungenwerden in denDiagonalmatrizenRTB ,
ATB ,ARM andARM zusammengefasst:
RTB = diag
“h
r
(1)
TB , . . . , r
(NB)
TB
i”
, (B.20)
ATB = diag
“h
α
(1)
TB , . . . , α
(NB)
TB
i”
, (B.21)
RRM = diag
“h
r
(1)
RM , . . . , r
(NM )
RM
i”
, (B.22)
ARM = diag
“h
α
(1)
RM , . . . , α
(NM )
RM
i”
. (B.23)
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Die Systemgleichungen lauten dann:
bM = SMB aB + SMM aM , (B.24)
bB = SBB aB + SBM aM , (B.25)
aM = RRM bM , (B.26)
aB = RTB bB +ATB a˜B , (B.27)
b˜T = ARM bM . (B.28)
Die resultierende Übertragung der Abwärtsstrecke ist dann:
b˜M = S˜MB aB , (B.29)
mit der äquivalenten Systemmatrix:
S˜MB = ARM
`
I(NB) −W SMBRTBX ′ SBM RRM
´−1
W SMB
`
RTBX
′ SBB + I(NM )
´
ATB , (B.30)
mit
W =
`
I(NM ) − SMM RRM
´−1
, (B.31)
X ′ =
`
I(NB) − SBBRTB
´−1
. (B.32)
Unter Vernachlässigung der Rückwirkung SBM aM in Gl. (B.25) der Teilnehme-
rantennen auf die Basisstation reduziert sich Gl. (B.30) zu:
S˜MB = ARMW SMBXATB , (B.33)
mit
X =
`
I(NB) −RTB SBB
´−1
. (B.34)
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NUMER I S CHE B E R ECHNUNG VON F E LD L I N I EN
Die Kurve c(t), beschrieben als Vektorfunktion in Abhängigkeit des Parameters t,
ist eine Feldlinie des Vektorfeldes F(r), wenn an jedem Punkt r der Feldlinie der
Vektor F(r) Tangentenvektor ist. Durch jeden Punkt eines Vektorfeldes verläuft
eine Feldlinie. Es gilt damit:
dc(t)
dt
= αF(c(t)), α ∈ R. (C.1)
Mit der Wahl der Konstante α zu:
α =
1
|F(c(t))| (C.2)
lautet die Bestimmungsgleichung für eine Feldlinie C.1:
dc(t)
dt
= Fˆ(c(t)). (C.3)
Fˆ ist die normierten Feldstärke. Die Taylor-Reihenentwicklung [7] der Feldlinie
c(t) um den Punkt t0 berechnet sich zu [18]:
c(t0 + t) = c(t0) + t
d
dt
c(t)
˛˛˛
t0
+
1
2
t2
d
dt2
c(t)
˛˛˛
t0
+ . . . (C.4)
Das Einsetzen der Denitionsgleichung C.3 liefert dann:
c(t0 + t) = c(t0) + tFˆ(c(t0)) +
1
2
t2
d
dt
Fˆ(c(t))
˛˛˛
t0
+ . . . (C.5)
Das dritte Glied enthält die Ableitung des normierten Feldes nach dem Parameter
t, die nun komponentenweise berechnet wird. Für die x-Komponente gilt dann
mit Gl. (C.3):
d
dt
Fˆx =
dFˆx
dx
· dcx
dt
+
dFˆx
dy
· dcy
dt
+
dFˆz
dz
· dcz
dt
(C.6)
= grad Fˆx · d
dt
c (C.7)
= grad Fˆx · Fˆ(c). (C.8)
Der Ausdruck grad Fˆx · Fˆ(c) ist die Richtungsableitung der x-Komponente des
Vektorfeldes in Richtung des Vektorfeldes Fˆ [7]:
grad Fˆx(c) · Fˆ(c) = ∂Fˆx(c)
∂Fˆ(c)
= lim
h→0
Fˆx(c+ hFˆ(c))− hFˆx(c)
h
. (C.9)
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Damit lautet die x-Komponente der Reihenentwicklung Gl. (C.5) bis zum zweiten
Glied um den Punkt 0 (t0 = 0) und mit c(0) = c0:
cx(t) ≈ cx,0 + t Fˆx(c0) + 1
2
t2 lim
h→0
Fˆx(c0 + hFˆ(c0))− hFˆx(c0)
h
. (C.10)
Die Berechnung der anderen Komponenten erfolgt vollkommen analog. Damit
lässt sich eine iterative Berechnungsformel zur numerischen Bestimmung von
Feldlinienpunkten angeben. Mit dem Startpunkt r0 der Feldlinie
c(0) = r0 (C.11)
berechnen sich alle darauffolgenden Punkte durch
c(n+1) = c(n) + Fˆ
“
c(n)
”
s+
1
2
Fˆ
“
c(n) + hFˆ
“
c(n)
””
− Fˆ
“
c(n)
”
h
s2 (C.12)
für alle F(c(n)) 6= 0. Die Größe s ist die Schrittweite der Diskretisierung der
Feldlinie, die an die Krümmung der Feldlinie angepasst werden muss, um einen
glatten Verlauf zu erhalten. Der Faktor h zur numerischen Bestimmung des Dif-
ferenzenquotienten sollte möglichst klein gewählt werden, wobei die numerische
Genauigkeit des Rechners berücksichtigt werden muss.
Die Funktionsfähigkeit der vorgeschlagenen Methode soll an zwei Beispielen
veranschaulicht werden: Die Abb. C.1 zeigt das abgestrahlte elektrische Nahfeld
[28] eines Dipols der Länge 0.2λ zu den Zeiten t = 0, t = T
4
, t = T
2
und t = 3T
4
,
wobei T die Periodendauer ist. In Abb. C.2 ist das Feld eines Dipols der Länge
1.25λ dargestellt. Beide Antennen sind in z-Richtung orientiert.
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Abb. C.1: Feldlinienbild eines elektrischen Dipols der Länge 0.2λ
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Abb. C.2: Feldlinienbild eines elektrischen Dipols der Länge 1.25λ
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