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ABSTRACT
Because the same massive stars that reionized the intergalactic medium (IGM) in-
evitably exploded as supernovae that polluted the Universe with metals, the history
of cosmic reionization and enrichment are intimately intertwined. While the overly
sensitive Lyα transition completely saturates in a neutral IGM, strong low-ionization
metal lines like the Mg ii λ2796, λ2804 doublet will give rise to a detectable ‘metal-line
forest’ if the metals produced during reionization (Z ∼ 10−3Z) permeate the neutral
IGM. We simulate the Mg ii forest for the first time by combining a large hydrody-
namical simulation with a semi-numerical reionization topology, assuming a simple
enrichment model where the IGM is uniformly suffused with metals. In contrast to
the traditional approach of identifying discrete absorbers, we treat the absorption as
a continuous random field and measure its two-point correlation function, leveraging
techniques from precision cosmology. We show that a realistic mock dataset of 10
JWST spectra can simultaneously determine the Mg abundance, [Mg/H], with a 1σ
precision of 0.02 dex and measure the global neutral fraction 〈xH i〉 to 5% for a Uni-
verse with 〈xH i〉 = 0.74 and [Mg/H] = −3.7. Alternatively, if the IGM is pristine, a
null-detection of the Mg ii forest would set a stringent upper limit on the IGM metal-
licity of [Mg/H] < −4.4 at 95% credibility, assuming 〈xH i〉 > 0.5 from another probe.
Concentrations of metals in the circumgalactic environs of galaxies can significantly
contaminate the IGM signal, but we demonstrate how these discrete absorbers can
be easily identified and masked such that their impact on the correlation function is
negligible. The Mg ii forest thus has tremendous potential to precisely constrain the
reionization and enrichment history of the Universe.
Key words: cosmology: theory - dark ages - reionization - first stars - galaxies:
high-redshift - intergalactic medium - quasars: absorption lines - methods: numerical.
1 INTRODUCTION
The process of converting primordial hydrogen and helium
into heavier elements underlies the entire history of star
and galaxy formation in the Universe. During the Epoch of
Reionization (EoR) primeval galaxies and accreting black
holes ionized the hydrogen in the intergalactic medium
(IGM) ending the preceding cosmic ‘dark ages’. Current
Planck constraints suggest reionization took place in the
range zreion ' 5.9 − 8.0 (2σ; Planck et al. 2018), consis-
tent with other astrophysical constraints from IGM damping
? E-mail: joe@physics.ucsb.edu (JFH)
wings towards the highest redshift quasars (Mortlock et al.
2011; Greig et al. 2017; Ban˜ados et al. 2018; Davies et al.
2018b; Greig et al. 2019; Wang et al. 2020; Yang et al. 2020)
and the disappearance of strong Lyα emission from galaxies
(Mason et al. 2018, 2019; Hoag et al. 2019). In the same way
that the reionization history provides a global census of ion-
izing photons emitted by all galaxies and quasars, the metal
content of the IGM provides a fossil record of the Universe’s
integrated star-formation history. Indeed, the production of
ionizing photons and metals go hand-in-hand because the
same massive stars emitting the ionizing photons explode as
supernovae ejecting metals into their surroundings. Consid-
erations based solely on the lifetimes and yields of massive
© 2020 The Authors
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stars generically predict that in the process of producing the
' 3 photons per hydrogen atom required to reionize the Uni-
verse the average metallicity will reach Z ∼ 10−3Z (Madau
& Shull 1996; Miralda-Escude´ & Rees 1997; Gnedin & Os-
triker 1997; Ferrara 2016), largely insensitive to the shape
of the stellar IMF.
While the inevitable production of these metals at early
times is uncontroversial, their abundance, distribution, and
ionization state are far less clear. Models can be found where
the pre-reionization IGM is polluted to Z ∼ 10−3Z already
at z ∼ 8−9 (Madau et al. 2001; Pallottini et al. 2014; Jaacks
et al. 2018, 2019; Doughty & Finlator 2019; Kirihara et al.
2020), possibly explaining the background metallicity of the
IGM measured at z ' 3 (Schaye et al. 2003); whereas in
other studies metals remain highly concentrated around the
galaxies producing them (Oppenheimer et al. 2009; Paw-
lik et al. 2017) while the IGM remains pristine. There is
even less consensus about whether these enriched regions
are necessarily simultaneously reionized, either by ioniza-
tion fronts from the galaxies responsible for the pollution, or
the ‘enrichment-front’ powered by galactic outflows, which
can shock heat and collisionally ionize the gas (Madau et al.
2001; Ferrara 2016). Alternatively, neutral enriched material
could exist in the pre-reionization IGM if it recombines due
to the stochasticity of reionization (Oh 2002), or if galactic
outflows were not fast enough to collisionally ionize it, or
if these outflows do not open up the necessary channels for
ionizing photons to penetrate outflowing enriched gas.
Metal absorption lines at the highest redshifts provide
an additional window into the physics of reionization. At
z . 5 after reionization is complete, heavy elements are ubiq-
uitously detected in the IGM as extremely weak absorption
in high-ionization states like C iv and Ovi (e.g. Ellison et al.
2000; Bergeron et al. 2002; Simcoe 2011; D’Odorico et al.
2016), owing to low IGM densities nH ∼ 10−5 − 10−4 cm−3
and the relatively hard UV background. The smoking gun
of reionization as probed by metal absorbers would be a
transition from these weak high-ionization lines to a forest
of low-ionization absorbers from transitions like O i λ1302 A˚,
Si ii λ1260 A˚, C ii λ1334 A˚, and Mg ii λ2796 A˚,λ2804 A˚ as
the IGM becomes progressively more neutral (Oh 2002), pro-
vided the pre-reionization IGM is sufficiently enriched.
To date all of our knowledge of the so-called background
metallicity of the IGM comes from z ∼ 2 − 4, where the sen-
sitive high-resolution and high S/N ratio (∼ 50−200) echelle
absorption line spectra required to measure this quantity
are easiest to obtain. This work has revealed that the IGM
is enriched to a level Z ' 10−3Z at z ∼ 2 − 4 (Ellison
et al. 2000; Bergeron et al. 2002; Schaye et al. 2003; Aguirre
et al. 2004, 2008; Simcoe 2011) down to as low as the cos-
mic mean density, indicating that > 50% of the baryonic
mass in the universe has been polluted with metals (Booth
et al. 2012; D’Odorico et al. 2016). Interestingly, Schaye
et al. (2003) found no evidence for evolution over the redshift
range 1.8 < z < 4.1, during which the cosmic star-formation
decreases by ∼ 0.5 dex, suggesting that a significant amount
of the IGM enrichment could have occurred at early times.
The highest redshift IGM metallicity measurement comes
from Simcoe (2011) who measured C/H ' −3.55 at z ∼ 4.3,
and argued for a mild (0.3 − 0.5 dex) decrease from z ∼ 2.4.
Whether this decrease is at odds with the lack of evolution
observed by Schaye et al. (2003) is unclear, and as empha-
sized by Simcoe (2011) could partly result from methodolog-
ical differences between the Schaye et al. (2003) pixel optical
depth technique and Simcoe (2011)’s traditional Voigt pro-
file fitting approach.
Notwithstanding significant observational efforts, it has
proven too difficult to detect the extremely weak absorption
lines that would herald the transition to a neutral IGM at
5 . z . 7 because the relevant transitions are redshifted into
the near-IR. Due to the higher sky background, increased
detector noise, lower resolution spectrographs, and exac-
erbated by the paucity of sufficiently bright high-redshift
quasars, the resulting spectra lack the required sensitivity
to probe the diffuse IGM. For example, the vast majority
of z > 5 C iv detections published in the literature to date
have NC iv > 14 cm−2 – a direct result of the limiting column
densities (i.e. 50% completeness) of the respective surveys
(Ryan-Weber et al. 2009; Becker et al. 2009; Simcoe et al.
2011; D’Odorico et al. 2013). For comparison, at z ' 6 if
the IGM has a metallicity of Z = 10−3.5 Z a CIV absorber
arising from gas at the cosmic mean density would have1
NC iv = 1011.8 cm−2. This implies current z & 5 C iv searches
are probing overdense (ρ/〈ρ〉 ∼ 100) gas in the circumgalac-
tic medium (CGM) of galaxies which is at much higher
metallicity than the background IGM. Similarly, the major-
ity of the O i absorbers published by recent surveys (Becker
et al. 2006, 2011, 2019) have NO i > 1014 cm−2 correspond-
ing to rest-frame equivalent widths of Wλ & 0.1A˚, whereas
the hydrodynamical simulations performed by Keating et al.
(2014) demonstrate that such absorbers arise from CGM gas
at overdensities of ρ/〈ρ〉 & 80 characteristic of so-called sub-
damped Lyα systems. This is in line with the conclusions of
Simcoe et al. (2012)’s search for a forest of Mg ii absorbers
in the neutral region surrounding a quasar at z ' 7 — with
current sensitivity only significantly overdense or chemically
enriched absorbers would be detectable as discrete lines, but
the diffuse IGM at metallicity [Mg/H] < −3 is presently be-
yond reach. Thus, for both high and low-ions, current metal
absorption line searches probing into the EoR can only indi-
vidually identify the strongest absorbers arising from dense
gas in the CGM of galaxies.
It has been observed that the cosmic mass density of
C iv absorbers ΩC iv drops by a factor of ∼ 2 at z > 5.3
(Ryan-Weber et al. 2009; Becker et al. 2009; Simcoe et al.
2011; D’Odorico et al. 2013), at around the same redshift
that an upturn in the abundance of O i absorbers is ob-
served (Becker et al. 2006, 2011, 2019), which Becker et al.
(2019) attributes to the ‘reionization of the CGM’. This be-
havior is not unexpected given the strong redshift evolution
of the UVB towards z & 6 (Calverley et al. 2011; Wyithe
& Bolton 2011; Davies et al. 2018a; D’Aloisio et al. 2018),
possibly augmented by the presence of strong UVB fluctu-
ations (Davies & Furlanetto 2016) or a later than expected
end to reionization (Kulkarni et al. 2019; Nasir & D’Aloisio
2020; Keating et al. 2020), and offers a preview of the transi-
tion from high high-ions to low-ions that one might observe
in the IGM writ large. But unfortunately, if one adheres to
1 This estimate is determined from a CLOUDY photoionization
model for an absorber at z = 6 at the cosmic mean density with
a stopping column density of log10 NH i = 15.3 derived using the
scaling relations from (Schaye et al. 2003).
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the traditional approach of detecting individual lines, prob-
ing IGM absorbers into the reionization epoch is currently
beyond current sensitivity limits. As emphasized by Simcoe
et al. (2012) and D’Odorico et al. (2013), progress would
require either a major observational effort or waiting for the
extremely large telescopes.
In this paper we propose a novel statistical approach
leveraging methods from precision cosmological studies of
the Lyα forest which overcomes this limitation. Whereas
early studies of the Lyα forest first treated it as a collection
of discrete absorption lines, what precipitated the break-
through in our understanding of the IGM — that the for-
est naturally results from hierarchical structure formation
in a cold dark matter (CDM) Universe — was the insight
that it can instead be analyzed as a continuous cosmologi-
cal random field. Adopting tools from large-scale structure
analysis, cosmologists measured statistics like the transmis-
sion probability distribution function (PDF) (e.g. McDonald
et al. 2001; Lee et al. 2015), and the power spectrum (e.g.
McDonald et al. 2006; Walther et al. 2018, 2019) enabling
quantitative analysis and statistical inference that make the
Lyα forest a precision probe of cosmological parameters and
the nature of dark matter (Seljak et al. 2003; McDonald
et al. 2005b; Viel et al. 2013; Palanque-Delabrouille et al.
2015; Irsˇicˇ et al. 2017).
As opposed to the traditional approach of identifying
discrete metal lines in high-redshift quasar spectra, we will
treat metal line forests during the EoR analogously, as a
continuous field. Actually, measurements along these lines
have already been carried out in the context of z ∼ 2 baryon
acoustic oscillation (BAO) measurements using the Lyα for-
est as a density tracer. Whereas the first such measurements
identified the BAO peak at z ∼ 2 in the 3D Lyα forest corre-
lation function (Busca et al. 2013; Slosar et al. 2013), it was
quickly realized (Pieri 2014) that complementary BAO con-
straints can be obtained by measuring the correlation func-
tions of low-redshift metal-line forests, which has already
led to competitive BAO measurements using the C iv forest
(Blomqvist et al. 2018) at z ' 2 and the Mg ii forest (du Mas
des Bourboux et al. 2019) at z ' 0.6.
To illustrate the power of this new approach, we fo-
cus our attention on the Mg ii forest (see also Simcoe et al.
2012) during the EoR2. There are several reasons to pre-
fer Mg ii over the other low-ions that have been discussed
(Oh 2002). First and foremost, Mg ii is a doublet absorb-
ing at λ2796A˚ and λ2804A˚ in an approximate 2 : 1 ratio
dictated by the ratio of oscillator strengths. This gives rise
to a strong correlated absorption feature at a velocity lag
∆vMg ii = 768 km s−1 set by the doublet separation, which
provides definitive confirmation that one is actually detect-
ing the Mg ii forest and not noise or systematics. Second,
the bluer aforementioned ions probe less pathlength because
Lyα Gunn-Peterson absorption from the IGM wipes out
rest-frame wavelengths blueward of 1216A˚, whereas the red-
der Mg ii transition can probe a much longer line-of-sight
2 Although Mg ii is singly ionized, because the Mg i ionization
edge (0.56 Rydberg) lies below 1 Rydberg, low IGM densities
and the star-formation powered UVB imply Mg will entirely pop-
ulate the Mg ii state in a neutral IGM. See the next section for
additional details.
pathlength extending from the quasar redshift down to the
redshift at which reionization is complete. Finally, the red-
der Mg ii forest region is expected to be completely uncon-
taminated by foreground absorption3, whereas for e.g. O i
λ1302, lower-z absorbers from redder ionic transitions must
be identified and masked. 4
This paper explores the detectability of the Mg ii forest
during the EoR. Our method for simulating the Mg ii for-
est is described in § 2. The dependence of the Mg ii forest
correlation function on our model parameters and spectral
resolution is studied in § 3, and a method for statistical in-
ference is presented in § 4, along with sensitivity estimates
that would result from a hypothetical observing program
with the James Webb Space Telescope (JWST). CGM ab-
sorption associated with galactic metal reservoirs can con-
taminate the IGM Mg ii forest. A model for CGM absorbers
is implemented in § 5, we show how this CGM absorption
alters the flux PDF of the Mg ii forest in § 6, and implement
a procedure for identifying and masking CGM absorbers in
§ 7. We summarize and conclude in § 8.
Throughout this work we adopt a ΛCDM cosmology
with the following parameters: Ωm = 0.3192, ΩΛ = 0.6808,
Ωb = 0.04964, h = 0.67038, which agree with latest cosmolog-
ical constrains from the CMB (Planck et al. 2018) within one
sigma. All distances are quoted in comoving units denoted
as cMpc or ckpc. In this cosmology, a line-of-sight velocity
of v‖ = 100 km s−1 corresponds to r‖ =
v‖
aH(z) = 0.90 cMpc in
the Hubble flow at z = 7.5. All equivalent widths are in the
rest-frame in units of A˚ and are denoted by the symbol Wλ.
For doublet transitions the equivalent width of the stronger
transition in the doublet are quoted.
2 SIMULATING THE MG ii FOREST
2.1 General Considerations
To simulate the Mg ii forest we need to model the distri-
bution of metals in the IGM during the reionization phase
transition. This is clearly an extreme challenge to simulate,
as one must capture not only the physical state of the reion-
izing IGM, but also the production and dispersal of metals,
and their ionization state. While progress on simulating all
of this complex physics has been made in recent years (e.g.
Oppenheimer et al. 2009; Pallottini et al. 2014; Pawlik et al.
2017; Jaacks et al. 2018, 2019; Doughty & Finlator 2019; Kir-
ihara et al. 2020), our goal here is to investigate detectability
and perform a sensitivity analysis. To this end we adopt a
3 The only strong resonant lines that could potentially contami-
nate the Mg ii forest are the Ca ii H+K doublet λ3969, λ3934 and
Na iλ5897. But these absorbers are extremely weak (Zhu & Me´-
nard 2013), because they are not the dominant ionization state
of either element in the presence of a radiation field that cuts off
at energies exceeding the Lyman limit, as is the case in the neu-
tral IGM. These lines are thus only observable in rare extremely
strong absorbers where dust can attenuate the ionizing continuum
redward of the Lyman limit.
4 For example for a quasar at zQSO = 7.5 there would be contam-
ination from Mg ii at z ∼ 2.9, Al ii λ1670 at z ∼ 5.5, C ivλ1548 and
Si ii λ1526 at z = 6.1, etc.
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highly simplistic toy model whereby the entire IGM is suf-
fused with metals at a fixed metallicity Z with solar relative
abundances.
While in principle ionization corrections would be re-
quired to determine the fraction of Mg in the Mg ii state, this
can be trivially simplified. Note that ionization edge of Mg i
is at 0.56 Rydberg which lies below the 1 Rydberg ionizing
edge for hydrogen, whereas the Mg ii edge is at 1.11 Rydberg
blueward of the Lyman edge. The IGM is thus essentially
completely transparent at the energies that ionize neutral
Mg, and it is expected that even prior to reionization, the
ultraviolet radiation field sourced by cosmic star-formation
will produce a metagalactic UV background sufficiently in-
tense at the Mg i edge to ionize all Mg into the Mg ii state.
We explicitly checked this by running a CLOUDY (Ferland
et al. 2017) model with gas at the mean density of the IGM
at z = 7.5 subjected to a Haardt & Madau (2012) UV back-
ground truncated at energies greater than 1 Rydberg. We
find negligible . 10−8 abundance of Mg in any ionization
state besides Mg ii irrespective of the total NH used to set
the so-called stopping criterion. Thus for the purposes of
the present study it is an excellent approximation to assume
that the ionization state of Mg is simply tied to that of hy-
drogen, and neutral regions of the Universe are in the Mg ii
state.
Having described our model of the metallicity and ion-
ization state of Mg, we now turn to modeling the IGM during
reionization. It is well known that reionization photoheat-
ing modifies the small-scale structure of the IGM. Although
baryons trace dark matter fluctuations on large scales, on
smaller scales gas is supported against gravitational col-
lapse by thermal pressure. Analogous to the classic Jeans
argument, baryonic fluctuations are suppressed relative to
the pressureless dark matter, and gas is ‘pressure smoothed’
or ‘filtered’ on small scales (Gnedin & Hui 1998; Kulkarni
et al. 2015; Rorai et al. 2017). As a result, the small-scale
structure or clumpiness of the pre-reionization IGM is inti-
mately related to its thermal evolution. It is currently un-
known whether the IGM adiabatically cooled to extremely
low temperatures T . 1 K just before reionization at z ∼ 7−8,
or if a metagalactic X-ray background, sourced by faint AGN
(Madau et al. 2004; Ricotti & Ostriker 2004), X-ray binaries
(Madau & Fragos 2017), or PopIII stellar remnants (Xu et al.
2016), photoelectrically heated it to much higher tempera-
tures T ∼ 1000 K (e.g. Furlanetto 2006b, but see Fialkov et al.
(2014)). During reionization ionization fronts propagate su-
personically through the IGM, impulsively heating reionized
gas to ∼ 104 K. This rapid temperature increase drives the
Jeans scale from ∼ 1 ckpc (for T . 1 K) up to ∼ 100 ckpc,
dissipating pre-reionization IGM small-scale structure on a
timescale of ∼ 1 Gyr (D’Aloisio et al. 2020; Davies & Hen-
nawi 2020).
Since the Mg ii forest absorption arises from neutral
regions of the IGM, in principle predicting its clustering
strength depends on the small-scale structure of the IGM,
and hence on the pre-reionization IGM temperature evolu-
tion. Accurately simulating the pre-reionization IGM is a
daunting numerical problem (D’Aloisio et al. 2020; Davies
& Hennawi 2020). Ideally, the simulation domain would be
sufficiently large (& 10 cMpc) to remain linear in its funda-
mental mode, and encompass the 768 km s−1 (6.9 cMpc) dou-
blet separation of Mg ii and typical size (∼ 10 cMpc) of ion-
ized bubbles, while simultaneously resolving the extremely
small ∼ 1 ckpc Jeans scale corresponding to the poten-
tially very low temperatures T . 1 K prevailing in the pre-
reionization IGM. Naively, this would require a ∼ 20, 0003
grid or comparable number of SPH particles, unattainable
even with the world’s largest supercomputers. Given our lack
of knowledge of pre-reionization IGM temperature evolu-
tion, and the numerical challenge, we will utilize a snapshot
of a hydrodynamical simulation at z = 7.5 prior to reioniza-
tion photoheating. This simulation, of a Lbox = 40 h−1 cMpc
(vbox ≡ aH(z)Lbox = 6600 km s−1 at z = 7.5) domain on a
20483 grid, has a grid scale of 29 ckpc (3.2 km s−1), which
would fail to resolve the ∼ 1 ckpc Jeans scale for pre-
reionization IGM temperatures T . 1 K, but marginally
resolve the ∼ 30 ckpc Jeans scale if an X-ray background
preheated the IGM to T ∼ 1000 K.
As this paper focuses on the clustering of the Mg ii for-
est which is tied to the clustering of the IGM via our sim-
ple enrichment model, a discussion of the impact of this
unresolved structure on our results is in order. Unlike the
Gunn-Peterson optical depth for H i Lyα absorption, which
probes neutral gas in an ionized medium and hence scales
τLyα ∝ nH i ∝ n2H quadratically with density, the analogous
optical depth for the Mg ii forest τMg ii ∝ nMg ii ∝ nH i ∝ nH
scales only linearly with density, because the medium is pre-
dominantly neutral. Thus if F = e−τMg ii , δf ≡ (F − 〈F〉)/
〈F〉 ≈ τMg ii ∝ nH is always a good approximation for the
small optical depths we consider, the Mg ii forest flux corre-
lation function, ξMg ii ≡ 〈δ f δf 〉 ∝ ξρ,1D, is simply propor-
tional to the correlation function of the overdensity pro-
jected along skewers, which can in turn be written as the
Fourier transform
ξρ,1D(r) =
∫ ∞
0
∆2ρ,1D(k) cos(kr)d ln k . (1)
of the analogous 1D density dimensionless power spectrum
∆2
ρ,1D(k) ≡ kPρ,1D(k)/pi. The dimensionless power ∆2ρ,1D(k) is
a smoothly rising function that traces the underlying clus-
tering of the CDM, but is truncated by a sharp cutoff at the
Jeans scale of the pre-reionization IGM. Failure to resolve
this Jeans scale would then effectively truncate ∆2
ρ,1D(k) at
the simulation grid scale ktrunc ' 2pi/rgrid. Note that the
cos(kr) factor in eqn. (1) implies that only wavenumbers with
kr . 1 for which cos(kr) ∼ 1 contribute significantly to the
integral, whereas wavenumbers kr  1 contribute negligi-
bly because of cancellations induced by the highly oscilla-
tory cos(kr) term. In other words, only Fourier modes with
wavelengths λ & r (k . 2pi/λ) larger than the scale of inter-
est contribute to the correlation function. Since the velocity
separations (length scales) that we would realistically probe
with real data (& 30 km s−1) correspond to spatial scales a
least an order of magnitude larger than the pre-reionization
IGM Jeans scale (∼ 1−30 ckpc or ∼ 0.1−3 km s−1), we do not
expect this missing small-scale power to have a significant
impact on our results.
2.2 Hydrodynamical Simulations of the
Pre-Reionization IGM
We simulate the Mg ii forest using Nyx, a massively parallel
N-body gravity + grid hydrodynamics code specifically de-
signed for simulating the IGM (Almgren et al. 2013; Lukic´
MNRAS 000, 1–22 (2020)
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et al. 2015). Initial conditions were generated using the mu-
sic code (Hahn & Abel 2011) using a transfer function gen-
erated by camb (Lewis et al. 2000; Howlett et al. 2012).
We assumed a ΛCDM cosmology with the following param-
eters: Ωm = 0.3192, ΩΛ = 0.6808, Ωb = 0.04964, h = 0.6704,
σ8 = 0.826 and ns = 0.9655 which agree with latest cosmolog-
ical constrains from the CMB (Planck et al. 2018) within one
sigma. We adopted hydrogen and helium mass abundances
(Xp = 0.76 and Yp = 0.24) in agreement with the recent CMB
observations and Big Bang nucleosynthesis (Coc et al. 2014).
We simulated a domain with a box size of 40 cMpc h−1 using
a 20483 grid, and the simulation was started at zini = 159.
We analyze a snapshot at z = 7.5, which is prior to
the redshift of reionization in this simulation. Specifically,
hydrodynamical simulations like Nyx which do not attempt
to model reionization (but see On˜orbe et al. 2017, 2019)
typically treat reionization by assuming a spatially uniform,
time-varying metagalactic UVB radiation field, input to the
code as a list of photoionization and photoheating rates that
vary with redshift. The simulation we analyze reionizes at
z = 6.0, which is to say that the UVB is turned on at this
redshift, which occurs at a later time than the snapshot we
analyze at z = 7.5. For additional details about the numer-
ical approach see On˜orbe et al. (2019). The simulation an-
alyzed here is similar to the ‘flash’ reionization simulations
in that paper, where flash refers to the fact that the UVB
is abruptly turned on at z = 6.0 causing the simulation to
instantaneously reionize.
2.3 Semi-Numerical Reionization Topology
Our Nyx hydrodynamical simulation yields the baryon den-
sity, peculiar velocity, and temperature at each grid cell.
The only other quantity required to simulate the Mg ii for-
est is the hydrogen neutral fraction xH i. For this we must
create a model of the global reionization topology in the
simulation domain. To generate the H i neutral fraction xH i
throughout the simulation we use a modified version of the
semi-numerical reionization code 21cmFAST5 (Mesinger et al.
2011), to be presented in further detail in Davies & Furlan-
etto (in prep.). The semi-numerical approach computes the
fraction of material that has collapsed into dark matter
halos, fcoll, following conditional Press-Schechter (Lacey &
Cole 1993) applied to an approximate non-linear density
field computed by applying the Zel’dovich approximation
(Zel’Dovich 1970) to the initial conditions of the Nyx sim-
ulation, and evolving it to z = 7.5. A region is considered
ionized if fcoll > ζ−1 on any scale, where ζ is the “ionizing
efficiency,”which combines several parameters governing the
efficiency of star formation and the production and escape of
ionizing photons from galaxies into a single parameter that
corresponds to the total number of ionizing photons emit-
ted per collapsed baryon. An ionizing mean free path λmfp
is implemented by suppressing the contribution of ionizing
photons with a smooth exponential decline rather than the
traditional hard cutoff (Rmax). The neutral fraction xH i is
computed on a 2563 grid encompassing the Nyx simulation
domain, which is chosen to be sufficiently fine to sample
the ionization topology but also coarse enough to guarantee
5 https://github.com/andreimesinger/21cmFAST
sufficient numbers of dark matter halos (which source the
ionizing photons) in each cell.
We generated a sequence of 51 different reionization
topologies, parameterized by the volume filling fraction of
neutral hydrogen 〈xH i〉 at z = 7.5, spanning the range 〈xH i〉
= 0.0 to 1.0 in steps of 0.02. The models used here adopted
an ionizing photon mean free path λmfp = 20 cMpc, and
the ionizing efficiency was then adjusted to get the full
range of 〈xH i〉 required. For additional details about the
semi-numerical reionization model see Davies et al. (2018b),
On˜orbe et al. (2019), and Davies & Furlanetto, in prep.
2.4 Creating Mg ii Forest Skewers
To simulate the Mg ii forest we generate skewers by draw-
ing random locations along one face of the simulation cube,
and record the baryon density, the line-of-sight component
of the peculiar velocity field, the temperature, and neu-
tral fraction at each line-of-sight location in the grid, where
the latter comes from the semi-numerical reionization topol-
ogy just described. The doublet nature of the Mg ii ion re-
quires that we deal with resonant absorption at two wave-
lengths λ2796, λ2804A˚ , which corresponds to a velocity dif-
ference of ∆v = 768 km s−1. In practice we compute the
optical depth τ2796 for the stronger λ2796 transition, and
then rescale this array by the oscillator strength ratio of
f2804/ f2796 = 0.497 to obtain τ2804, which we shift by the
doublet separation ∆v, allowing us to compute the total op-
tical depth τMg ii = τ2796 + τ2804. Below we describe our ap-
proach for generating skewers of τ2796, the optical depth in
the λ2796A˚ resonance.
The optical depth for resonant absorption for an ionic
transition Xn+ of an element X in its nth ionization state is
τν =
∫
nX xn+σνdr, (2)
where ν is the frequency, nX is the number density of the
element X, xn+ is the fraction of this element populating the
nth ionization state, and
σν =
pie2
mec
f`uφν (3)
is the frequency specific cross-section. Here e and me are
the electron charge and mass, respectively, c is the speed of
light, f`u is the oscillator strength for the resonant transition
` → u at rest-frame frequency ν`u , and φν is the line profile.
Whereas in general φν is described by the Voigt profile, for
the extremely low optical depths characterizing metal-line
forests it is a very good approximation to represent φν with
a Gaussian form
φν =
1√
pi
∆νD exp
[
−
(
ν − ν`u
∆νD
)2]
, (4)
where ∆νD = (b/c) ν`u is the Doppler frequency width of
the Gaussian profile determined by the Doppler parameter
b =
√
2kBT/mX characterizing thermal broadening of the ab-
sorption lines, where kB is Boltzmann’s constant and mX is
the mass of element X.
If we assume, as we will throughout this work, that the
metal line species X is uniformly mixed with the baryons
in the IGM, then we can write nX = 〈nX〉∆, where ∆ ≡ ρB/
〈ρB〉, ρB is baryon mass density, angle brackets represent
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an average over the volume of the Universe, and 〈nX〉 =
Z/Z (nX/nH) 〈nH〉, where Z/Z is the metallicity in solar
units, and (nX/nH) is the abundance of element X in the
sun.
Combining eqns. 2-4, and transforming to velocity coor-
dinates using the Doppler formula ν ′ = ν`u[1−(v′−v)/c] and
the Hubble relation dr = dv/H(z), where H(z) is the Hubble
expansion rate at redshift z, we finally arrive at
τv = τX,0
∫
xn+∆√
pi
exp
[
−
(
v′ − v
b
)2] dv′
b
, (5)
where we have defined τX,0 the metal-line forest analog of
the Gunn-Peterson optical depth (Oh 2002),
τX,0 =
pie2 f`uλ`u 〈nX〉
mecH(z) (6)
or plugging in numbers for the Mg ii forest
τX,0 = 0.06
(
Z/Z
10−3
) ( (nX/nH)
3.4 × 10−5
) (
f`u
0.62
) (
λ`u
2796 A˚
) (
1 + z
8.5
)3/2
,
(7)
where we used the Mg abundance
(
nMg/nH
)
 = 3.4×10−5 de-
termined from the solar photosphere (Asplund et al. 2009),
and the oscillator strength f2796 and wavelength λ`u of the
stronger Mg ii λ2796 A˚ transition.
Special attention must be paid to the construction of
metal-line forest skewers because of the extremely small
Doppler parameters b. This results from both cold pre-
reionization IGM temperatures and the fact that metals are
much heavier than hydrogen. The temperature of the pre-
reionization IGM is currently unknown and could be any-
where in the range T ∼ 1 − 1000 K, as discussed in § 2.1.
Plugging in numbers for the Doppler parameter for an ion
X
b = 0.26 km s−1
(
T
100 K
)−1/2 (mX/mH
24
)−1/2
, (8)
where we normalized using the atomic weight of Mg. The
Nyx hydrodynamical simulations employed in this work have
a grid scale of dv = 3.2 km s−1 at z = 7.5, thus the thermal
broadening of Mg ii forest absorption lines are far from be-
ing resolved by our native velocity grid. One option would be
to interpolate the simulated density and temperature fields
onto a much finer grid before performing the convolution in
eqn. (5) required to construct simulated Mg ii forest skew-
ers, but this is computationally intensive given the small b
parameters one would need to resolve. Instead, we adopt
the clever approach described in Appendix B of Lukic´ et al.
(2015), which is far faster because it enables one to work on
the native grid, but nevertheless explicitly conserves opti-
cal depth. Specifically, we discretize the integral in eqn. (5),
taking the overdensity and temperature as constant across
each grid cell. For the kth pixel at velocity vk = kdv in the
Hubble expansion, the optical depth is
τv j = τX,0
∑
i
xn+
i
∆i
2
[
erf(yi−1/2) − erf(yi+1/2)
]
, (9)
where the error function6 results from the integral of the
6 Note that equivalent eqn. B5 in Lukic´ et al. (2015) is missing a
factor of 1/2
Gaussian profile across the ith pixel (from vi−1/2 to vi+1/2),
and yi−1/2 = (vj−v‖,i−vi−1/2)/b, where v‖,i is the component
of the gas peculiar velocity parallel to the sightline, vi−1/2 =
(i − 1/2)dv, and an analogous expression holds for yi+1/2.
2.5 Generating the Model Parameter Grid
Our goal is to construct a large set of Mg ii forest skewers
for a model grid governed by two parameters, [Mg/H] and
〈xH i〉. We start with 10,000 skewers of ∆, v‖ , and T , ex-
tracted from the Nyx simulation at random locations along
one face of the cube. For the xH i field, we use the set of 51
reionization topologies in the range 〈xH i〉 = 0.0 to 1.0. Given
that the Mg ii forest optical depth τMg ii is linear in Z (see
eqn. 6), which we define as Z/Z ≡ 10[Mg/H], we perform the
convolutions in eqn. (9) for each value of 〈xH i〉, but a single
metallicity, and scale the resulting optical depth to the de-
sired metallicity. For the metallicity grid we use 201 models
spanning the range [Mg/H] = [−6.0,−2.0]. The result of this
procedure is a set of 10,000 Mg ii forest skewers generated
for a grid of 51 × 201 = 10, 251 models.
2.6 Forward Modeling Observed Data
For the purpose of visualizing real observational data and
performing statistical inference we create mock spectra with
smearing induced by finite spectral resolution and add noise
consistent with a realistic S/N ratio. We parameterize the
data quality with the FWHM of the spectral resolution as-
suming a Gaussian line spread function, and the S/N per
pixel, where the spectral sampling is assumed to be nsamp = 3
pixels per spectral resolution element of width the FWHM.
Our simulated spectra are convolved with a Gaussian consis-
tent with the spectral resolution, interpolated onto a velocity
grid set by the spectral sampling, and then Gaussian random
noise is added with a standard deviation σS/N = (S/N)−1.
For a quasar at z = 7.5, and considering a redshift inter-
val of ∆z = 0.6 from z = 6.9−7.5 where we expect the Universe
to be significantly neutral, the Mg ii forest is redshifted to
observed frame wavelengths of λ = 2.21 − 2.38µm in the K-
band. In this work we model spectra from JWST/NIRSpec
for which the sky background at the relevant wavelengths
comes from zodiacal light and is relatively smooth. For this
case, assuming spectral noise that is constant with wave-
length is a reasonable approximation. On the other hand,
ground-based observations of this spectral region would have
heteroscedastic noise owing to the forest of atmospheric OH
airglow lines. As we will aim to measure the two-point cor-
relation function of the Mg ii forest (see § 3), formally the
noise in the estimated correlation function averages to zero
at all non-zero velocity lags irrespective of whether or not it
is heteroscedastic. As such, even for ground-based observa-
tions, we do not expect the heteroscedasticity of the noise to
be a significant issue7, provided that one take our assumed
S/N ratio to be a suitable average over the spectral region
in question.
We primarily focus on mock data with FWHM =
100 km s−1 and S/N = 100, representative of what can be
7 This assumes that correlated noise resulting from sky subtrac-
tion systematics are insignificant, which we expect to be the case.
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Figure 1. The topology of Mg ii absorbing gas. The image is
a single pixel wide (29 ckpc) slice through our simulation of the
distribution of Mg ii for a universe with a volume averaged neu-
tral fraction 〈xH i 〉 = 0.50 at z = 7.5. The quantity plotted is xH i∆
where ∆ = ρ/〈ρB 〉 which is equivalent to nMg ii/〈nMg 〉 given our
assumption of a uniform metallicity distribution and xH i = xMg ii
(see § 2.1). The color scale is logarithmic, as indicated by the col-
orbar at right. Black regions have been reionized, whereas colored
regions are still neutral. The vertical yellow line shows a skewer
through the volume for which Mg ii forest absorption spectra are
shown in Fig. 2
achieved with JWST/NIRSpec in a 10hr integration for a
typical z & 7 quasar with an AB apparent magnitude of
m1450 = 20.5, chosen to correspond to the observed frame J-
band. This estimate is based on calculations performed with
the JWST/NIRSpec exposure time calculator8.
2.7 Results
The topology of Mg ii absorbing gas predicted by our model
is shown in Fig. 1 for a universe with a volume averaged neu-
tral fraction 〈xH i〉 = 0.50 at z = 7.5. The figure shows a sin-
gle pixel (29 ckpc) slice through xH i∆, which is equivalent to
nMg ii/〈nMg〉 given our assumption of a uniform metallicity
distribution and xH i = xMg ii (see § 2.1). The vertical yellow
line shows a skewer through this volume taken to be the line-
of-sight direction towards the observer. Fig. 2 shows our pre-
dictions for the Mg ii forest spectra along this sightline. The
top panel shows the baryon overdensity, which traces the
clumpy structure of the pre-reionization IGM determined by
the underlying CDM as discussed in § 2.1. The second panel
from the top shows the IGM neutral fraction, xH i, from
our semi-numerical reionization topology. The lower panels
show the simulated Mg ii forest for various values of [Mg/
H], where the red curves are perfect spectra and black his-
tograms show realistic mock JWST/NIRSpec spectra with
8 https://jwst.etc.stsci.edu/
a resolution FWHM = 100 km s−1 and S/N = 100 per pixel
(see § 2.6 for details).
3 THE CORRELATION FUNCTION OF THE
MG ii FOREST
It is clear from the mock observations in Fig. 2 that even
with the exquisite spectra delivered by JWST, the tradi-
tional approach of detecting individual Mg ii absorption sys-
tems appears hopeless. Nevertheless, the Mg ii forest is still
detectable by statistically averaging down the noise to reveal
the correlated structure present. To this end, we compute the
two-point correlation function of the transmission, which has
two important advantages. First, since the spectrograph and
background noise are white, the noise covariance averages
down to be consistent with zero at all non-zero lags ∆v > 0.
Second, the weak absorption field is highly correlated at the
doublet separation ∆vMg ii = 768 km s−1, which will give rise
to a pronounced peak in the correlation function at this ve-
locity lag.
Specifically, if F is the continuum normalized flux, we
define the relative flux fluctuation
δ f ≡ F − 〈F〉〈F〉 , (10)
where 〈F〉 is the mean flux. We then compute the correlation
function
ξ(∆v) = 〈δ f (v)δ f (v + ∆v)〉 (11)
by averaging over all pairs of pixels separated by velocity
lag ∆v.
3.1 Dependence on Model Parameters
The correlation function ξ(∆v) is shown in Fig. 3 for several
different combinations of metallicity, [Mg/H], and volume
averaged neutral fraction, 〈xH i〉. For this computation we
have assumed noiseless data, and a resolution of FWHM =
30 km s−1 typical of a ground based echelle spectrograph.
There are several important features of the correlation
function shown in Fig. 3 which we now describe. First, be-
cause pre-reionization IGM baryons trace the clumpy small-
scale structure set by the underlying CDM, there is signifi-
cant variance on small scales and as a result the Mg ii forest
correlation function exhibits a precipitous rise towards small
velocity lags. Second, there is a strong peak at the doublet
separation ∆vMg ii = 768 km s−1, indicated by the red ver-
tical dashed line, which arises from the doublet nature of
the Mg ii transition. The height of this peak is a result of
the significant small-scale power, since pixels separated by
around ∆vMg ii = 768 km s−1 are in reality probing correlated
fluctuations in the gas at much smaller velocity lags. Finally,
at intermediate to large velocity lags ξ(∆v) exhibits an over-
all power-law dependence on ∆vMg ii, which appears to be
highly sensitive to the value of 〈xH i〉. This occurs because
line-of-sight fluctuations in neutral fraction xH i (see Fig. 2
second panel from top) modulate the Mg ii forest sourcing
fluctuations on a hierarchy of scales set by the topology of
the neutral regions during reionization (see Fig. 1).
Naively one might expect a perfect degeneracy between
the global neutral fraction 〈xH i〉 and Mg abundance [Mg/H],
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Figure 2. Simulations of the Mg ii forest for a skewer indicated by the yellow vertical line in Fig. 1. Top: Baryon overdensity along the
skewer obtained from a hydrodynamical simulation of the z = 7.5 pre-reionization IGM. Second from Top: The IGM neutral fraction
xH i along the skewer determined from a semi-numerical reionization model with 〈xH i 〉 = 0.5. Lower Panels: Simulated Mg ii forests for
various values of [Mg/H] (relative to solar), for perfect spectra (red curves) and realistic mock JWST/NIRSpec spectra (black histograms;
FWHM=100 km s−1, S/N = 100 per pixel) for ∼ 10 hr of exposure per source for quasars comparably bright as the two known at z = 7.5.
since the optical depth for the Mg ii forest in eqn. (5) de-
pends on the degenerate product of xH i and [Mg/H]. How-
ever, this naive intuition proves incorrect, as is clear by com-
paring the solid, 〈xH i〉 = 0.9, and dotted, 〈xH i〉 = 0.2, curves
in Fig. 3. At fixed 〈xH i〉, the amplitude of the correlation
function scales as the square of the Mg abundance [Mg/H],
as expected from eqn. (5) and eqn. (11) — when F is small
|δf | ≈ |τ− 〈τ〉|, and thus ξ ∝ δ2f ∝ τ2Mg ii. But the dependence
of ξ(∆v) on xH i is more complex, which probes large-scale
∼ 1 − 30 cMpc fluctuations arising from the global topology
of reionization.
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Figure 3. Predicted Mg ii forest correlation function. Curves
show the correlation function ξ(∆v) of the relative flux fluc-
tuation δ f (see eqn. 10) where colors show different IGM en-
richment [Mg/H], whereas solid and dotted curves show average
IGM neutral fractions of 〈xH i 〉 = 0.9 and 〈xH i 〉 = 0.2, respec-
tively. The correlation function exhibits a conspicuous peak at
∆v = 768 km s−1 corresponding to the Mg ii doublet separation,
indicated by the vertical red dashed line. Because the correlation
function shape has a distinct dependence on each of these pa-
rameters they can both be independently measured. A spectral
resolution of FWHM = 30 km s−1 typical of a ground based echelle
spectrograph has been assumed.
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Figure 4. Impact of spectral resolution on the Mg ii forest corre-
lation function. Curves show the correlation function ξ(∆v) of the
transmission observed at different spectral resolutions. Whereas
the black curve represents perfect resolution (i.e. the highest res-
olution we can model with our current simulations), the magenta
(FWHM = 100 km s−1; e.g. JWST) and blue (FWHM = 30 km s−1;
ground-based) curves illustrate what can be achieved at moderate
and echelle spectral resolution, respectively. The impact of finite
spectral resolution is to smooth out the rise in the small-scale
power at velocity lags smaller and comparable to the FWHM,
and to broaden the peak in the correlation function at the dou-
blet separation.
3.2 Dependence on Resolution
In Fig. 4 we illustrate the impact of spectral resolution on
ξ(∆v) for a model with [Mg/H] = −3.4 and 〈xH i〉 = 0.2.
Finite spectral resolution smears out the small-scale struc-
ture in the Mg ii forest reducing the amount of variance at
velocity lags smaller than the FWHM of the spectrograph.
This is readily apparent from the curves in Fig. 4, where
one sees that the rise in the correlation function has been
smoothed out at velocity lags comparable to the spectral
resolution. Because the peak in the correlation function at
the doublet separation ∆v = 768 km s−1 also results from
small-scale correlations (see discussion in § 3.1), we observe
that this peak is broadened by the spectral smearing and its
resulting width is effectively determined by the spectral res-
olution. The black curves (labeled Perfect Spectrum) have
not been explicitly smoothed to model spectral resolution,
however the small-scale power is nevertheless be smoothed
by the finite spatial resolution of our simulation, which has a
grid scale of 29 ckpc corresponding to 3.2km s−1 in the Hub-
ble flow. As discussed in § 2.1, our simulations will not re-
solve the small-scale structure of the IGM if pre-reionization
baryons are at temperature T . 1000 K resulting in a Jeans
scale smaller than our grid scale. However, we expect this
smoothing to only impact the correlation function at veloc-
ity lags smaller than the grid scale 3.2 km s−1 (see eqn. 1).
But measuring lags this small would require high-resolution
near-IR spectra which we do not consider here.
4 STATISTICAL INFERENCE
To assess the precision with which model parameters can be
measured from real observational data we construct mock
observations and perform statistical inference.
4.1 The Mock Dataset
We consider a realistic mock dataset of nQSO = 10 quasar
spectra, each covering a pathlength of ∆z = 0.6 of the Mg ii
forest, resulting in a total pathlength of ∆ztot = nQSO × ∆z =
6.0. Our forward modeled spectra have a velocity extent
of 6567 km s−1 set by how our simulation box fits onto
the spectral velocity grid, which is far smaller than the
21, 936 km s−1 corresponding to 9 ∆z = 0.6. We thus create a
mock dataset with the same effective pathlength by aggre-
gating the equivalent integer number of shorter 6567 km s−1
skewers. In other words, we model our mock dataset com-
prising of nQSO = 10 quasars with ∆z = 0.6 and desired path-
length of ∆ztot = 6.0, with an integer number of npath = 33
skewers, corresponding to a slightly shorter pathlength of
∆ztot = 5.93. As described in § 2.6, we parameterize the data
quality with the spectral resolution FWHM and the S/N
ratio, and here consider observations with JWST/NIRSpec
and assume FWHM=100 km s−1 and S/N = 100.
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Figure 5. Correlation matrix of the Mg ii forest correlation func-
tion. Correlation matrix for a model with 〈xH i 〉 = 0.74 and
[Mg/H] = −3.7. The diagonal band structure and the high level
of correlations along the ‘base’ of the ‘trident’ extending diago-
nally across the correlation matrix at small velocity lags result
from correlations induced by the doublet nature of Mg ii, which
preferentially correlates velocity bins which probe the same un-
derlying structures (see text for more details).
4.2 The Likelihood
Following standard practice for correlation function mea-
surements, we adopt a multivariate Gaussian likelihood for
the Mg ii forest correlation function
L(ξˆ(∆v)|[Mg/H], 〈xH i〉) = 1√(2pi)k detC exp
(
−1
2
dᵀC−1d
)
,
(12)
where C is the covariance matrix and d ≡ ξˆ(∆v) −
ξ(∆v |[Mg/H], 〈xH i〉), where ξˆ(∆v) is the correlation function
estimated from the data and ξ(∆v |[Mg/H], 〈xH i〉) is the pa-
rameter dependent model correlation function, which we will
henceforth simply denote by ξ(∆v). We compute the correla-
tion function in k = 31 linearly spaced velocity bins of equal
width, which determines the dimensionality of d and C. We
choose the bin width to match our resolution of 100 km s−1,
and the bin centers extend from velocity lags 80 km s−1 to
3080 km s−1. From our ensemble of 10,000 skewers we com-
pute the average value of ξ(∆v) at each location on our 2D
grid (51 × 201) of 〈xH i〉 and [Mg/H] models.
Typically the covariance matrix is either determined
from the data itself, via i.e. a bootstrap procedure, or synthe-
sized from forward models. Given the relatively small mock
dataset that we consider nQSO = 10 or ∆ztot = 6.0, the co-
variance estimated from the data would be too noisy so we
adopt the latter approach. The covariance matrix is defined
9 For ∆z = 0.6 and z = 7.5, we assume spectra covering the range
z = 6.9 − 7.5 centered at zeff = 7.2, such that velocity interval
covered is c∆z/(1 + zeff ) = 21, 936 km s−1
via
Ci j ≡ 〈[ξˆ(∆v) − ξ(∆v)]i[ξˆ(∆v) − ξ(∆v)]j〉 (13)
where the indices i and j denote bins of velocity lag ∆v, and
the angle brackets denote the average over an ensemble of
mock realizations of the dataset in question, which in this
case is a correlation function ξˆ(∆v) computed from a set of
npath = 33 skewers. Note that this covariance matrix depends
on the model parameters (〈xH i〉, [Mg/H]). For each model in
our 51 × 201 grid, we generate 106 mock datasets by grab-
bing npath = 33 random skewers from our sample of 10,000
without replacement, and computing their average correla-
tion function ξˆ(∆v), allowing us to estimate the covariance
from eqn. (13).
A useful tool for visualizing the covariance structure is
the correlation matrix defined by
Corri j ≡
Ci j√
CiiCj j
. (14)
Fig. 5 shows an example correlation matrix for a model
with 〈xH i〉 = 0.74 and [Mg/H] = −3.7. The diagonal band
structure of the correlation matrix can be easily under-
stood. By definition the correlation matrix is unity along
the diagonal. The other two prominent sidebands result
from correlations induced by the doublet nature of Mg ii,
i.e. a fluctuation in ξ(∆v) in a bin at ∆v = 1200 km s−1 will
preferentially correlate with fluctuations in velocity bins at
∆v = 1200 ± 768 km s−1. Finally, the steep rise of the cor-
relation function towards zero-lag and its ‘mirror image’
at ∆v = 768 km s−1 (see Fig. 3), implies correlation func-
tion estimates at small velocity lags correlate more strongly
with each other. For example the correlation function bin
at ∆v = 500 km s−1, which is 268 km s−1 away from the
doublet peak at ∆v = 768 km s−1, actually contains contri-
butions from the same structures producing the small-scale
rise of the correlation function towards zero lag at velocity
∆v = 268 km s−1, resulting in a high value for the correla-
tion matrix ' 0.6. These effects conspire to produce the high
level of correlations along the ‘base’ of the ‘trident’ extend-
ing diagonally across the correlation matrix at small velocity
lags.
Finally, we note that the ‘zero-lag’ ξ(∆v) bin is com-
pletely omitted from our inference calculations. Although in
principle this bin contains information, utilizing it would
require that one subtract off the noise variance. Our 1σ
noise level per spectral pixel is 1%, whereas the standard
deviation of the Mg ii forest per spectral pixel is 0.5% for a
model with 〈xH i〉 = 0.74 and [Mg/H] = −3.7, and scales as
roughly metallicity squared (see discussion in § 3.1). Thus
using the ‘zero-lag’ bin would presume that one can deter-
mine the absolute noise level to exquisite accuracy, whereas
using non-zero lags assumes that the noise correlations are
much smaller than the signal correlations, which is a far
weaker assumption given that the noise is expected to be
white.
4.3 Results
Given our mock JWST dataset of nQSO = 10 quasars
(FWHM=100 km s−1 and S/N = 100, see § 2.6 and Fig. 2) we
can use the likelihood in eqn. (12) to perform Markov Chain
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Figure 6. Simulated correlation function measurement and inference for a mock Mg ii forest dataset. Left: Points with error bars show
the measured correlation function for a mock JWST dataset of nQSO = 10 quasars (FWHM=100 km s−1 and S/N = 100, see § 2.6 and
Fig. 2) covering a total pathlength of ∆ztot = 6.0. The thin blue lines are random draws from the posterior sampled via MCMC (shown in
the right panel), and the red curve is the mean inferred IGM model. Right : Corner plot determined via MCMC sampling of the posterior
distribution. The true model had [Mg/H] = −3.7 and 〈xH i 〉 = 0.74 as indicated by the dark green square and lines, whereas we recover
values of [Mg/H] = −3.73 ± 0.02 and 〈xH i 〉 = 0.73+0.04−0.05, which are the median and 68% credible intervals of the marginalized posterior
distributions for each parameter. At this location in parameter space we jointly determine the Mg abundance [Mg/H] with a 1σ precision
of 0.02 dex and measure the volume averaged neutral fraction 〈xH i 〉 to 5%.
Monte Carlo (MCMC) parameter inference. We assume a
flat linear prior on the volume averaged neutral fraction ex-
tending from xH i = [0.0, 1.0], and a flat prior in the log10
of the Mg abundance from [Mg/H] = [−6.0,−2.0], i.e. our
prior is uninformative and spans the parameter space cov-
ered by our model grid. For the fiducial model, we choose
[Mg/H] = −3.7 and xH i = 0.74, where the former is mo-
tivated by IGM metallicity measurements at lower-z, and
the latter by current reionization constraints from the CMB
(e.g. Planck et al. 2018), IGM damping wings towards z & 7
quasars (Mortlock et al. 2011; Greig et al. 2017; Ban˜ados
et al. 2018; Davies et al. 2018b; Greig et al. 2019; Wang et al.
2020; Yang et al. 2020) and the disappearance of strong Lyα
emission from galaxies (Mason et al. 2018, 2019; Hoag et al.
2019). The resulting mock correlation function and param-
eter constraints are shown in Fig. 6. Our analysis indicates
that for this combination of model parameters one can si-
multaneously determine the Mg abundance [Mg/H], with a
1σ precision of 0.02 dex, and measure the global neutral
fraction 〈xH i〉 to 5%.
The constraining power of the Mg ii correlation func-
tion, or more precisely the width and orientation of the con-
tours in the 〈xH i〉-[Mg/H] plane in the right panel of Fig. 6,
are a strong function of the true value of the parameters.
We illustrate this dependence in Fig. 7, which shows the re-
sulting 68% and 95% confidence intervals (colored lines) at
a grid of values for the true model (indicated by filled cir-
cles) in the 〈xH i〉-[Mg/H] plane. For intermediate values of
the neutral fraction 〈xH i〉 ' 0.5 and Mg abundances [Mg/
H] & −4, there is no significant degeneracy between the two
parameters. At low 〈xH i〉 . 0.1 and high 〈xH i〉 & 0.9 neu-
tral fractions a degeneracy between the parameters starts to
emerge. This degenerate behavior can be qualitatively un-
derstood as follows. For 〈xH i〉 . 0.1, the steepening power
law shape of the correlation function washes out the peaks
arising from small-scale structure toward both zero-lag and
the doublet separation (see Fig. 3), particularly at JWST
resolution (FWHM = 100 km s−1) where these peaks are
smeared (see Fig. 4). In this regime the additional constrain-
ing power provided by these peaks is washed out, and the
[Mg/H] increases the roughly power-law correlation function
amplitude, whereas 〈xH i〉 alters its amplitude and slope, re-
sulting in a degeneracy. The degeneracy at 〈xH i〉 & 0.9 oc-
curs for similar reasons. For these largely neutral models, the
power-law behavior of the correlation (left panel of Fig. 3)
due to the topology of reionization is suppressed, and all
the signal is concentrated at small velocity lags and at the
doublet separation. In this regime the naive degeneracy ex-
pected from the optical depth (see eqn. 5 and the discussion
at the end of § 3.1) sets in, since the degenerate product
of metallicity and neutral fraction determine the amplitude
of fluctuations and hence the correlation function. This de-
generacy is exacerbated by the fact that reionization occurs
from the inside out, and at high values of 〈xH i〉 the rare ion-
ized patches will be co-spatial with the highest density gas.
As a fully neutral Universe is approached 〈xH i〉 → 1 these
dense regions become neutral, and the amplitude of the cor-
relation function will become hyper-sensitive to 〈xH i〉 due to
the outsize contribution of these dense regions to the fluctu-
ations. Together we expect some degeneracy between [Mg/
H] and 〈xH i〉 to emerge at high values 〈xH i〉 & 0.9, and that
a small change in 〈xH i〉 can compensate for a relatively large
change in [Mg/H], which is exactly the behavior observed in
Fig. 7.
It is conceivable that the neutral IGM is actually to-
tally pristine, as would be the case if the metals produced
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by the star-formation that drives reionization remain highly
concentrated around the galaxies producing them. In this
scenario, we would obtain a null detection of the Mg ii forest
correlation function even if the IGM were significantly neu-
tral. Such a null detection would nevertheless provide an up-
per limit on the enrichment of the IGM during the EoR, pro-
viding an extremely interesting constraint on the enrichment
history of the Universe. To quantify this, we assume that
an independent constraint on the reionization history ex-
ists from other probes (e.g. CMB, IGM damping wings, Lyα
disappearance in galaxies, or 21cm observations) such that
〈xH i〉 > 0.5 at z = 7.5. For our fiducial model we choose [Mg/
H] = −6.0 (the lowest metallicity in our grid) and xH i = 0.74,
which results in a correlation function effectively consistent
with zero. We perform statistical inference via MCMC as
before, but now adjust the prior to have 〈xH i〉 > 0.5, and
importantly, we adopt a linear prior on the Mg abundance
to be in the range 10[Mg/H] = [0.0, 1.0]. The reasoning behind
changing the abundance prior to be linear, as opposed to the
log10 prior adopted above, is that for a logarithmic prior, the
resulting upper limit on [Mg/H] would depend on the prior
range adopted, whereas this is not the case with a linear
prior. Marginalizing over the unknown neutral fraction with
the MCMC samples, we find that a null correlation func-
tion detection from our mock dataset would place an upper
limit on the Mg abundance of [Mg/H] < −4.4 at 95% confi-
dence. This stringent limit is nearly 0.5 dex more sensitive
than the most metal-poor Lyman Limit Systems (LLSs) and
Damped Lyα Systems (DLAs) known (Fumagalli et al. 2011;
Crighton et al. 2016; Cooke et al. 2017; Robert et al. 2019)
and is in the realm of the alpha element abundances of the
most metal-poor stars known (Frebel & Norris 2015). But
whereas these metal-poor absorbers and stars constitute the
rarest outliers from their respective parent populations, the
sensitive Mg ii forest abundance constraint one would obtain
is the average for the IGM as a whole.
5 MODELING CIRCUMGALACTIC MG ii
ABSORBERS
Up to this point our analysis has ignored the impact of Mg ii
absorption line systems associated with galaxies. Specifi-
cally, our toy enrichment model assumes that all the gas in
the Universe is suffused with Mg parameterized by a uniform
abundance [Mg/H]. In reality, there will be a high concen-
tration of Mg in the circumgalactic environs of galaxies, and
it is important to understand how contamination from these
CGM absorbers impacts the Mg ii forest correlation function
and our resulting parameter constraints.
We now expand our toy enrichment model to have two
components, the uniform metallicity IGM that we consid-
ered previously plus additional CGM absorbers arising from
galaxies. To model the latter, we must consider two quan-
tities: their line density as a function of absorption line
strength and the spatial distribution distribution of metal
absorbers.
5.1 The Abundance of CGM Absorbers
To populate our simulated skewers with CGM absorbers
we require the distribution function d
2N
dzdWλ
of rest-frame
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Figure 7. Constraining power of a mock Mg ii forest dataset
at different locations in parameter space. Contours indicate the
68% and 95% confidence regions resulting from a mock JWST
dataset of nQSO = 10 quasars (FWHM=100 km s−1 and S/N = 100,
see § 2.6 and Fig. 2) covering a total pathlength of ∆ztot = 6.0.
The filled circles indicate the true value of the model from which
the mock dataset was drawn, which were chosen on a grid of
locations in the 2D parameter space at [Mg/H] = [−3.2, −3.6, −4.0]
and 〈xH i 〉 = [0.1, 0.5, 0.9].
equivalent width. Whereas studies sensitive to the strongest
absorbers typically adopt an exponential form (e.g. Nestor
et al. 2005; Chen et al. 2017) for this distribution function,
echelle based searches sensitive enough to detect weak Mg ii
absorbers Wλ . 0.1 A˚ find that a Schechter-like (Schechter
1976) function provides a better fit to the data (Kacprzak
& Churchill 2011; Mathes et al. 2017),
d2N
dzdWλ
=
N∗
W∗
(
Wλ
W∗
)α
exp
(
−Wλ
W∗
)
, (15)
which we will adopt here since, as we will see, only the weak-
est CGM absorbers are expected to significantly contami-
nate the Mg ii forest signal arising from the neutral IGM.
The abundance of weak absorbers at z > 6 is currently
not well constrained by observations. Chen et al. (2017) mea-
sured d
2N
dzdWλ
from the redshift range z = 6.0 − 7.08 from a
sample of high-redshift quasars, and Bosman et al. (2017)
surveyed absorbers over nearly the same interval using a sin-
gle high-quality spectrum of the ULAS J1120+0641 (zem =
7.08) quasar sightline. These measurements are shown in
Fig. 8. Note that they are not independent since the ULAS
J1120+0641 quasar is also in the Chen et al. (2017) sample,
although their spectrum is not as sensitive. Clearly current
data are too noisy to independently constrain the three pa-
rameters (α,W∗, N∗) governing the equivalent width distri-
bution in eqn. (15), as also emphasized by Bosman et al.
(2017). We thus adopt the following approach to set their
values. The most important parameter is the slope α, since it
has the largest impact on the abundance of weak absorbers
that dominate the contamination of the Mg ii forest. Mathes
et al. (2017) used a large archival echelle dataset to measure
d2N
dzdWλ
for (0.01 A˚ < Wλ < 10 A˚) over the redshift range
0.14 < z < 2.64, and found slopes in the range α = −1.1 to
−0.8. We thus adopt the value to α = −0.8 consistent with
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their measurement of α = −0.81 ± 0.12 in the highest red-
shift bin (1.53 < z < 2.64) that they studied. To set the
other parameters, we simply fix W∗ = 1.0 A˚, and then we
determine N∗ by requiring that our equivalent width distri-
bution reproduce the abundance of absorbers dN/dz in the
range 0.6 A˚ < Wλ < 1.0 A˚ at z = 7.5. Specifically, Chen et al.
(2017) fit the dN/dz with a functional form dN/dz = A(1+z)β
with A = 0.09 and β = 0.82 (see their Table 7 and Figure 10)
implying dN/dz = 0.52 at z = 7.5. This procedure finally
yields (α,W∗, N∗) = (−0.80, 1.0 A˚, 2.34) which gives the equiv-
alent width distribution shown as the red curve in Fig. 8. We
assume that CGM Mg ii absorbers follow this distribution,
but we truncate it at the low and high equivalent widths of
Wλ,min = 0.01 A˚ and Wλ,max = 10 A˚, respectively, where these
values correspond to roughly the weakest and strongest ab-
sorbers that have been observed to date (e.g. Mathes et al.
2017).
5.2 The Clustering of CGM Absorbers
Because of their higher abundance, most of what we know
about the spatial distribution of metals in the IGM comes
from C iv absorbers. Significant effort has been dedicated
to understanding how strong C iv (i.e. NC iv & 1013 cm−2
or Wλ & 0.20 A˚) systems cluster, including both auto-
correlation studies (Quashnock & Stein 1999; Coppolani
et al. 2006; Martin et al. 2010), as well as cross-correlation
analyses with both Lyman Break Galaxies (Adelberger et al.
2003, 2005) and quasars (Vikas et al. 2013; Prochaska et al.
2013). Similarly, the auto-correlation of strong Mg ii ab-
sorbers (i.e. Wλ & 1.0 A˚) has been measured (Steidel & Sar-
gent 1992; Quashnock & Vanden Berk 1998; Tytler et al.
2009) as well as the cross-correlation with so-called luminous
red galaxies (LRGs; e.g. Bouche´ et al. 2006; Lundgren et al.
2009; Gauthier et al. 2014). The qualtiative picture that
emerges from these studies is that these strong absorbers
are clustered similar to co-eval galaxies and reside in dark
matter halos of ∼ 1012 M. But as we will see, the strong
absorbers that contaminate a Mg ii forest measurement will
be easy to identify and mask in the JWST spectra that we
envision obtaining, and it is the weak absorption line sys-
tems that cannot be individually detected which will be our
dominant contaminant.
Much less is known about the clustering of weak ab-
sorption systems, as these can only be identified in high S/N
ratio echelle resolution spectra (e.g. Churchill et al. 1999;
Songaila 2005; Narayanan et al. 2007; D’Odorico et al. 2010;
Mathes et al. 2017; Mas-Ribas et al. 2018), and the rel-
ative paucity of such data inhibits the compilation of the
large absorber samples required to measure weak cluster-
ing signals. The most comprehensive and sensitive study is
the work by Boksenberg & Sargent (2015), who measured
the clustering of weak C iv absorbers (N & 1012 cm−2 or
Wλ & 0.02 A˚) from a sample of ∼ 200 systems over the red-
shift range 1.6 . z . 4.4. They found significant clustering
for ∆v . 300 km s−1 (r‖ = 2.7 cMpc if it were in the Hubble
flow), but clustering is not detected on larger scales. Further-
more, they argue rather convincingly that this small-scale
clustering signal likely arises from the complex kinematics of
individual C iv components, which can be grouped together
into aggregate absorption ‘systems’, and that this signal
arises primarily from the stronger absorbers in their sample.
Furthermore, after grouping these systems into aggregate
systems the clustering signal measured is consistent with
zero. These results are in qualitative agreement with previ-
ous work on weak C iv based on smaller samples (Sargent
et al. 1980, 1988; Petitjean & Bergeron 1994; Rauch et al.
1996; Pichon et al. 2003, but see Scannapieco et al. (2006))
as well as an analogous analyses of weak Mg ii absorbers
(Wλ & 0.3 A˚; Petitjean & Bergeron 1990; Churchill et al.
2003). Given the lack of convincing evidence for & 1 cMpc
clustering of weak absorption line systems, we therefore ne-
glect absorber clustering in our CGM model. This is a rea-
sonable assumption because the clustering of the Mg ii forest
on large scales (∆v & 1000 km s−1 or r‖ & 9 cMpc) results
from large coherent fluctuations in the IGM neutral faction,
which should dominate over any weak large scale clustering
of CGM absorbers.
5.3 The Final CGM Model
We populate our simulated Mg ii forest spectra with CGM
contaminants by drawing a number of absorbers from the
equivalent width distribution shown in Fig. 8 commensurate
with the pathlength ∆z probed by the skewer. Each absorber
is randomly assigned a velocity along the skewer, consistent
with our assumption of no absorber clustering. The optical
depth of each absorber is added to the skewer using the full
Voigt profile for an assumed Gaussian velocity distribution.
This requires a recipe for choosing a NMg ii and b-value that
gives the desired rest-frame equivalent width Wλ. On the
linear part of the curve-of-growth (COG) the relationship
between NMg ii and Wλ is
Wλ = 0.43 A˚
(
NMg ii
1013 cm−2
)
, (16)
and the optical depth at line center for the Gaussian core of
the Voigt profile is
τ0 = 1.3
(
NMg ii
1013 cm−2
) (
b
20 km s−1
)−1
, (17)
For weak Mg ii absorbers Wλ . 0.1 A˚ the optical depth
weighted second moments are typically ∼ 20 km s−1, whereas
strong absorbers with Wλ > 1 A˚ are significantly broader
∼ 100 km s−1 (Churchill & Vogt 2001; Mathes et al. 2017).
According to eqns. (16) and (17), the COG saturates around
NMg ii = 1013 cm−2 or a Wλ ' 0.4 A˚ for b = 20 km s−1. Thus,
it will be impossible to generate the strongest absorbers
Wλ > 1 A˚ with such a low b-value. To model changes in
b for stronger absorbers, we adopt
b = bweak +
(
bstrong − bweak
) ×[
1 + exp
(
− log10 NMg ii − log10 Nstrong
∆ log10 N
)]−1
, (18)
where the second term is the ‘logistic sigmoid’ function that
guarantees a smooth transition with column density between
the value of bweak and bstrong around the transition column
density log10 Nstrong, over a column density interval set by
∆ log10 N. We adopt bweak = 20 km s−1, bstrong = 200 km s−1,
log10 Nstrong = 16 and ∆ log10 N = 0.25, where all column den-
sities are in units of cm−2. We will see that the contamination
of the IGMs Mg ii forest signal is insensitive to the strongest
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Figure 8. Rest-frame equivalent width distribution for CGM
Mg ii Absorbers. The red curve shows the Schechter function
model (see eqn. (15)) used for the distribution of CGM equivalent
widths. The black and blue points are measurements probing the
redshift range 6.0 . z . 7.08 from Chen et al. (2017) and Bosman
et al. (2017), respectively.
absorbers, which are easily identified and masked, and is in-
stead dominated by the weaker absorbers below the detec-
tion limit of our simulated spectra, which is Wλ ' 0.04 A˚ or
NMg ii ' 1012 cm−2 for the mock JWST spectra. These weak
absorbers have b ≈ 20 km s−1 much smaller than the reso-
lution of the JWST spectra (FWHM=100 km s−1) that we
simulate. For these reasons our results are insensitive to the
details of the b values assumed: the weak absorbers are not
resolved by our spectra and the strong absorbers are masked.
6 THE FLUX PROBABILITY DISTRIBUTION
FUNCTION OF THE MG ii FOREST
The goal of this section is to understand the contamination
of the IGM Mg ii forest absorption by CGM absorption aris-
ing from the enriched halos of galaxies. To do so we must
quantify, for a given absorption level, the likelihood that it
arises from the IGM versus the CGM. Our modeling of CGM
absorbers focused on the distribution of rest-frame equiva-
lent widths, Wλ, which is the obvious choice for measure-
ments of discrete Mg ii absorbers, particularly in the regime
where they are not spectrally resolved. But the notion of
equivalent width loses its utility for a continuous absorption
field, analogous to the situation for the Lyα forest at lower
redshift. In this regime, choosing the spectral regions for the
equivalent width integral would be arbitrary – it is impossi-
ble to decide where the absorption starts and ends. Indeed,
the more appropriate description of a continuous random
field is the flux PDF, which will be the focus of this section.
The equivalent width distribution and the flux proba-
bility distribution are however related to each other. Recall
the definition of equivalent width
Wλ =
∫
(1 − F)dλ. (19)
Defining the limits of integration to simply be the bound-
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Figure 9. Flux PDF resulting from CGM absorbers compared
to that of the IGM. The black histogram shows the PDF re-
sulting from the entire population of CGM absorbers that we
add to our spectra, whereas the red, yellow, and blue histograms
show the contributions from each decade of Wλ to the total CGM
PDF. For comparison, the green histogram shows the PDF re-
sulting from pure IGM Mg ii forest absorption for our fiducial
model (〈xH i 〉, [Mg/H]) = (0.74, −3.7). Noise has not been added
to the spectra used to construct these PDFs, but for compar-
ison, the magenta histogram shows the PDF for pure Gaussian
noise (S/N = 100). The counterintuitive appearance of these PDFs
arises from the logarithmic scale and because we show only the
positive fluctuations.
aries of a pixel in our spectrum gives rise to the concept of
a pixel equivalent width Wλ,pix ≡ (1 − F)∆λ, where ∆λ is the
rest-frame width of a spectral pixel, which is 0.31A˚ for the
JWST spectra that we model here. Note that unlike the con-
ventional definition of equivalent width, the pixel equivalent
width does depend on the spectral resolution if the ‘pixel’
size is chosen to be smaller than the resolution element of
the spectrograph.
Consequently, we want to study the probability distri-
bution of 1 − F, which is linearly related to the distribution
of Wλ,pix. Given the large dynamic range of approximately
three decades in Wλ (see Fig. 8) that we model and the high
S/N = 100 of the mock spectra, it is preferable to work with
log10(1 − F). We thus define our PDF as∫ b
a
dP
d log10 (1 − F)
d log10 (1 − F) = frac(a, b) (20)
where frac(a, b) is the fraction of the total pixels lying in the
interval {a, b}.
In Fig. 9 we compare the flux PDF resulting from CGM
absorbers with that arising from the IGM and noise. These
PDFs are computed from our simulated IGM (see § 2) and
CGM skewers (see § 5), respectively. Specifically, the green
histogram shows pure IGM Mg ii forest absorption for our
fiducial model (〈xH i〉, [Mg/H]) = (0.74,−3.7) with no CGM
contamination, whereas the black histogram shows the same
skewer pathlength populated only by CGM absorbers. Noise
has not been added to the spectra used to construct these
PDFs, but for comparison, the magenta histogram in Fig. 9
shows the PDF for pure Gaussian noise (S/N = 100). The
counterintuitive appearance of these PDFs arises from the
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Figure 10. Dependence of IGM flux PDF on model parameters compared to that of the CGM. Left: Red, green, and blue histograms
show the effect of changing [Mg/H] at fixed 〈xH i 〉 = 0.74. For comparison the black histogram shows the PDF resulting from CGM
absorbers. Noise has not been added to the spectra used to construct these PDFs, but the magenta histogram shows the PDF for pure
Gaussian noise (S/N = 100). Right: Red, blue, green, and orange histograms show the effect of changing 〈xH i 〉 at fixed [Mg/H] = −3.7.
Black and magenta histograms are the same as in the left panel.
logarithmic scale and because we show only the positive fluc-
tuations. The other colored histograms illustrate the contri-
bution of CGM absorbers within a given decade of Wλ to
the total CGM PDF (shown in black). The cutoffs at large
values of 1 − F (Wλ) in these decade-specific PDFs can be
easily understood. For example, the strongest absorbers in
the range (Wmin,Wmax) = (0.01 A˚, 0.1 A˚) will be at the upper
edge of the bin Wλ ' 0.1 A˚. For such an absorber the highest
value of 1−F ' 0.1 (Wλ,pix ' (1−F)∆λ = 0.1×0.31 A˚ = 0.03 A˚).
In other words, the most absorbed pixel contributes about
one third of the total Wλ, which is the integral over the
full absorption profile in eqn. (19). The flat PDF shape at
smaller values of 1 − F results from both the range of Wλ
considered in each decadal bin, as well as very weak absorp-
tion imprinted on a large number of pixels by the Gaussian
wings of the spectrograph line spread function. Finally, the
contribution from each decade of Wλ to the final CGM PDF
(black), that is the relative normalization of each histogram,
results from the shape of the equivalent width distribution,
d2N
dzdWλ
(see Fig. 8).
The shape and amplitude of the IGM PDF, and thus rel-
ative importance of noise and CGM contamination, depend
on the structure of the Mg ii forest as parameterized by 〈xH i〉
and [Mg/H]. The left panel of Fig. 10 shows that increasing
the Mg abundance at a fixed volume averaged neutral frac-
tion (〈xH i〉 = 0.74) simply shifts the PDF to the right. This
is intuitive – because the Mg ii forest optical depth depends
linearly on metallicity (see eqn. (6)), and in the low optical
depth limit 1 − F ≈ τ ∝ Z, and thus a change in metallicity
amounts to a simple rescaling of 1− F, as is apparent in the
left panel of Fig. 10. Changing 〈xH i〉 at fixed [Mg/H] pro-
duces more complex changes in PDF shape, as illustrated
in the right panel of Fig. 10. As compared to a model with
(〈xH i〉, [Mg/H]) = (1.0,−3.7) (orange), a lower 〈xH i〉 = 0.1
(red) reduces the abundance of percent level 1 − F fluctu-
ations by about an order of magnitude, which is the naive
expectation given the order of magnitude change in volume
filling factor. But low values of 〈xH i〉 . 0.3 also flatten out
the peak in the PDF and shift it to lower 1 − F values, as is
apparent for the 〈xH i〉 = 0.1 (red) and 〈xH i〉 = 0.24 (blue)
histograms in Fig. 10.
In summary, for our fiducial IGM model
(〈xH i〉, [Mg/H]) = (0.74,−3.7) (green histograms in Figs. 9
and 10), the Mg ii forest produces a distribution of 1 − F
fluctuations peaking around a percent, which are a factor
of about four more abundant than noise fluctuations at
our assumed S/N = 100. CGM absorbers produce a flat
distribution of 1 − F fluctuations, which are almost two
orders of magnitude less abundant than IGM fluctuations
for 1 − F ' 0.01, but which overwhelmingly dominate at
1 − F & 0.03, where both IGM fluctuations and noise fluc-
tuations are exponentially suppressed. As the parameters
governing the IGM are varied (see Fig. 10), the 1 − F value
at which the IGM PDF peaks shifts, as does the location of
the exponential cutoff at high 1 − F. However, qualitatively
the picture is unchanged. At the 1 − F values where the
IGM PDF peaks, it exceeds the flat CGM PDF by at least
an order of magnitude for the majority of IGM parameter
space. This indicates that CGM absorbers can simply be
identified and masked without significantly modifying the
distribution of IGM fluctuations, and hence preserving the
information about enrichment and reionization encoded in
the Mg ii forest.
7 IDENTIFYING AND MASKING CGM
ABSORPTION
We now present a procedure for filtering out the CGM con-
tamination by identifying and masking pixels impacted by
CGM absorption. We first focus attention on our fiducial
IGM model (〈xH i〉, [Mg/H]) = (0.74,−3.7), and later describe
how our results generalize to other Mg ii forest models. To
identify the location of CGM absorbers, we follow standard
practice (e.g. Zhu & Me´nard 2013; Chen et al. 2017) and
convolve our noisy mock spectra with a matched filter, W(v)
corresponding to the transmission profile of a Mg ii doublet.
MNRAS 000, 1–22 (2020)
16 J. F. Hennawi et al.
0 1000 2000 3000 4000 5000 6000
v(km/s)
0
10
20
30
40
0.6
0.7
0.8
0.9
1.0
Tr
an
sm
iss
io
n
Tr
an
sm
iss
io
n
0.6
0.7
0.8
0.9
1.0
W = 0.146Å
MgII doublet
separation
0
10
20
30
40
0.6
0.7
0.8
0.9
1.0
0.6
0.7
0.8
0.9
1.0
W = 0.047ÅW = 0.235Å
0 10 20 30 40 50
R (cMpc)
Figure 11. Illustration of our procedure for masking CGM absorbers. The two sets of three panel figures (top and bottom) show
simulated Mg ii forest spectra of the IGM contaminated by CGM absorbers for two absorption skewers. Top Panels: The perfect input
spectra (IGM in red, CGM in blue), with the individual CGM absorbers labeled by their rest-frame equivalent width Wλ. Middle Panels:
Forward modeled JWST spectra with resolution FWHM = 100 km s−1 and S/N = 100. Vertical rectangles indicate pixels that have been
masked by our ‘flux-filtering’ (green), ‘χ-filtering’ (magenta), or are masked by both ‘flux + χ-filtering’ (gray). The horizontal green
dashed line at F = 0.94 (1 − F = 0.06) indicates the ‘flux-filtering’ threshold (see left panel of Fig. 12, and the green shaded region
indicates spectral regions below the threshold (above the 1−F threshold) that are masked. Lower Panels: Spectrum of χ(v) (see eqn. 21)
computed from the JWST mock spectra in the middle panels. Note the triple-peak structure, which naturally arises from convolving an
absorption doublet with a doublet matched-filter due to aliasing when the data/filter overlap with the opposite member of the doublet.
The magenta dashed line at χ = 10 indicates the ‘χ-filtering’ threshold (see right panel of Fig. 12. Pixels above this threshold are all
masked, and we also mask a ±300 km s−1 window around any peak identified that has χ > 10, as well as at locations +vMg ii away to
account for the redder member of the doublet. We conservatively do not attempt to distinguish between real and aliased peaks. The
magenta shaded regions indicate the regions that are masked by this ‘χ-filtering’.
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Figure 12. Impact of filtering on the flux and significance PDFs. Left: The black histogram shows the PDF of 1 − F for spectra
which include the IGM Mg ii forest and CGM contamination with noise now added. The colored histograms show the PDFs for various
combinations of subcomponents: IGM + noise (green), CGM + noise (red), and pure noise (magenta). The impact of ‘flux-filtering’ on
the PDF, whereby all pixels with 1 − F > 0.06 (vertical orange dashed line) are masked is illustrated by the orange histogram. The blue
histogram shows the combination of this ‘flux-filtering’ and ‘χ-filtering’, whereby pixels with χ > 10 are also masked (see right). Right:
Same as left panel but now showing the PDF of the significance field χ (see eqn. (21) and Fig. 11). The orange histogram now shows
the impact of ‘flux-filtering’ on the χ PDF, whereas blue shows the combination of ‘flux + χ-filtering’ with χ > 10 (vertical blue dashed
line).
Extrema in this filtered field are identified as potential ab-
sorber locations. We define the significance field
χ(v) ≡
∫
[1 − F(v′)]W(|v − v′ |)dv′√∫
σ2
F
(v′)W2(|v − v′ |)dv′
, (21)
where σ2F is the variance of 1 − F resulting from the spec-
trograph noise. As defined, χ is essentially a S/N ratio,
with the signal being the matched filtered field, and the
noise the one sigma fluctuation of the filtered field that
would arise from noise fluctuations alone. For W(v) we use
1 − e−τ(v), where τ(v) is the Voigt profile describing a Mg ii
doublet with a Gaussian velocity distribution, assuming a
column density of NMg ii = 1013.5 cm−2 and Doppler param-
eter b =
√
2 × FWHM/2.35 = 60.2 km s−1, where FWHM =
100 km s−1 is the resolution of our mock JWST spectra.
This choice for b is sensible because the Doppler parameters
of weak absorbers b = 20 km s−1 (see § 5) are not resolved
by our spectral resolution. Since this combination of b and
NMg ii puts us on the linear part of the COG (see eqn. 16)
W(v) = 1−e−τ(v) ∝ NMg ii and thus this normalization simply
cancels out of our definition of χ in eqn. (21).
Fig. 11 shows simulated Mg ii forest spectra of the IGM
contaminated by CGM absorbers for two absorption skewers
(i.e. top three and bottom three panels). The upper panel of
each plot shows the perfect input spectra (IGM in red, CGM
in blue), whereas the middle panels show forward modeled
JWST spectra with finite resolution and S/N. The lower pan-
els show χ(v) computed from these JWST spectra. Notice
that because W(v) has a double Gaussian shape with the two
peaks separated by the Mg ii doublet separation vMg ii, the
χ spectrum of an absorber exhibits a triple-peak structure
with one peak at the true location of the absorber and two
‘aliased’ peaks at ±vMg ii. This aliasing is unavoidable and
results when the λ 2796 or λ 2804 part of the filter overlaps
with the opposite member of the doublet in the data.
We implement two distinct filtering procedures by sim-
ply masking spectral regions that are likely to be contam-
inated by the CGM. The left panel of Fig. 12 shows the
PDF of 1 − F, analogous to those shown Figs. 9 and 10,
but where we have now added noise to the skewers, as illus-
trated in the middle panels of Fig. 11. The black histogram
in Fig. 12 shows the full PDF of the Mg ii forest plus CGM
contamination, whereas the colored histograms show PDFs
of combinations of subcomponents. In particular, the green
histogram shows that, for our fiducial IGM model plus noise,
fluctuations with 1 − F > 0.06 (orange dashed vertical line)
lie beyond the exponential cutoff of the IGM PDF. All of
these large fluctuations are caused by CGM absorption (red
histogram). This motivates our ‘flux-filtering’ masking pro-
cedure, whereby pixels with 1−F > 0.06 are simply masked,
corresponding to the shaded green regions in Fig. 11.
An effective filtering procedure should result in a flux
PDF as close to the pure IGM (green histogram) in the
left panel of Fig. 12 as possible. There it is seen that
‘flux-filtering’ simply truncates the PDF (orange histogram)
above the 1 − F = 0.06 threshold (orange vertical dashed
line), but still leaves an appreciable number of CGM con-
taminating pixels just below it. The middle panels of Fig. 11
show that these pixels can be identified with the wings of
CGM absorbers lying just above the F = 0.94 (below the
1 − F = 0.06) threshold (green horizontal dashed line). Set-
ting the threshold to a lower value of 1−F would mask them,
but at the expense of suppressing real IGM signal at 1 − F
values where the IGM and CGM PDFs overlap. Instead, we
need to identify the CGM absorbers and ‘grow’ our mask,
which motivates a second masking procedure, which we refer
to as ‘flux +χ-filtering’. The right panel of Fig. 12 shows the
PDF of the χ field (see e.g. middle panels of Fig. 11) for the
same combinations of subcomponents as the left panel. Anal-
ogous to 1 − F, one observes that IGM fluctuations (green
histogram) with χ & 10 are exponentially suppressed, and
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that all of these high-χ pixels are due to CGM contamina-
tion (red histogram). We thus search for extrema in the χ
field with χ > 10, and mask a ±300 km s−1 region around
each of these peaks at the peak location, as well as at lo-
cations +vMg ii away. Our peak finding is thus conservative:
we mask a 600 km s−1 wide window to ensure we completely
mask all the CGM absorption and we do not attempt to
distinguish between real and aliased peaks.
What we will refer to as ‘χ-filtering’ is the OR of three
distinct boolean bad-pixel masks, i.e. where True corre-
sponds to a pixel that will be masked in the correlation
function computation. That is
CHI_MASK = χ > 10 OR PEAK2796 OR PEAK2804, (22)
where PEAK2796 and PEAK2804 are the masked regions as-
sociated with each peak, and the location +vMg ii away, re-
spectively. This mask is illustrated by the magenta shaded
regions in the lower panels of Fig. 11. The final bad-pixel
mask for ‘flux +χ-filtering’ is then
FLUX_CHI_MASK = 1 − F > 0.06 OR CHI_MASK, (23)
which is depicted by the vertical bars on the spectra in the
middle panels of Fig. 11. After applying our total flux +χ-
filtering masks to the entire ensemble of 10,000 skewers for
our fiducial model, we are left with 77% of the pixels being
unmasked, indicating that while our conservative masking
does reduce the total pathlength, the reduction is not severe.
The PDFs of 1 − F and χ for the ‘flux +χ-filtered’ spectra
are shown as the blue histograms in the left and right panels
of Fig. 12, respectively. That these PDFs very closely match
those for pure IGM plus noise (green histograms) strongly
suggests that we have achieved of our goal of masking the
majority of the CGM contaminated pixels.
The ultimate validation of this hypothesis comes from
the clustering properties, which formed the basis for our
parameter constraints on reionization and IGM enrichment
(see Figs. 6 and 7). The impact of CGM contamination and
masking on the correlation function is shown in Fig. 13.
The black curve shows the correlation function ξ(∆v) of
the CGM contaminated Mg ii forest without masking, which
overwhelms the pure IGM signal by over two orders of mag-
nitude (note the black curve is scaled down by a factor of
100). Nevertheless, our ‘flux +χ-filtering’ procedure success-
fully masks nearly all of the CGM absorption, and Fig. 13
shows that the resulting clustering signal (blue curve) is vir-
tually indistinguishable from that of the pure IGM (green
curve), especially in relation to the expected measurement
errors for our fiducial JWST dataset (blue shaded bands).
The outsize influence of CGM absorbers on the Mg ii
forest may seem counterintuitive given one’s experience with
the H i Lyα forest, where CGM absorbers, i.e. Lyman limit
systems and damped Lyα absorbers, have a small impact
on the correlation function and power spectrum (McDonald
et al. 2005a; Rogers et al. 2018). There are two explanations
for this difference. First, metals are far more abundant in the
CGM than they are in the IGM, enhancing the impact of
CGM contamination on their clustering signal compared to
hydrogen. For example, our fiducial model assumes the IGM
is enriched to [Mg/H] = −3.7, whereas we know that CGM
absorbers at z ∼ 2− 4 have metallicities orders of magnitude
higher spanning the range −2 . log10 Z . −1 (Fumagalli
et al. 2016). This large relative enhancement of metals in the
CGM vs IGM also likely holds at z ∼ 7. Second, IGM ab-
sorbers in the z ∼ 2−4 H i Lyα forest (NH i ∼ 1012−1014 cm−2)
are on the linear part of the COG, whereas the most abun-
dant CGM absorbers have NH i ∼ 1015−1018 cm−2. Thus they
lie on the saturated part of the COG limiting their spectral
imprint. This is however not the case for Mg ii where a large
population of CGM contaminants with Wλ . 0.4 lie on the
linear part of the COG (see eqn. 16). These absorbers com-
pletely dominate the PDF of 1 − F for fluctuations greater
than a few percent (see left panel of Fig. 10) and, if left
unmasked, swamp the IGM clustering signal. To build fur-
ther intuition about why the CGM absorber matter so much
it helps to compare their mean flux decrement to that re-
sulting from IGM metals. For the CGM model implemented
here, we find that for simulated skewers populated only with
CGM absorbers 1−〈F〉 = 0.0115, which is slightly larger than
the value for pure IGM skewers of 1 − 〈F〉 = 0.00969 with
(〈xH i〉, [Mg/H]) = (1.0,−3.7). This can be contrasted with the
H i Lyα forest at z ' 3 where optically thick absorbers with
NH i > 1017.2 cm−2 contribute a negligible amount of trans-
mission 1−〈F〉 ' 0.01 when compared to the mean transmis-
sion of 1−〈F〉 = 0.67 from the lower column density Lyα for-
est (Becker et al. 2013). But it still not immediately obvious
why CGM absorbers yield a correlation function more than
two orders of magnitude larger than the IGM Mg ii forest
(see Fig. 13) given that they contribute comparably to the
IGM in the flux decrement. This outsize effect results from
the fact that the strongest CGM absorbers, although rare,
contribute 1−F & 0.5 nearly two orders of magnitude larger
than the typical decrement 1 − F ' 0.01 of IGM absorbers
(see e.g. Fig. 10), and the correlation function is sensitive to
the square of this enhanced absorption (see eqn. 11).
While we have shown that we can effectively suppress
the impact of CGM absorbers on the correlation function for
our fiducial model, our masking procedure involves choosing
two thresholds: one for 1 − F which we took to be 0.06 and
another for χ chosen to be 10. These thresholds were cho-
sen to be just beyond the exponential cutoffs in the pure
IGM + noise PDFs in Fig. 12, which prevents overly ag-
gressive masking that could suppress some of the real IGM
Mg ii forest signal and yield biased parameter estimates. At
face value, given that the choice of these thresholds depends
on the expected fluctuations for a given model, our masking
procedure appears to be model dependent. However, we ar-
gue that this actually is not the case, since the location of
these thresholds can be determined by simply inspecting the
PDFs in Fig. 12 for the real data. The gray shaded regions
in the left and right panels show the expected 1σ measure-
ment error on the 1−F and χ PDFs respectively, for a mock
JWST dataset. Guided by the generic expectation, eluci-
dated in Figs. 9, 10 and 12, that the IGM PDF will peak
at a characteristic value and sharply cutoff towards higher
1 − F (or χ), whereas the CGM PDF will be flat at these
large 1 − F (χ), the masking thresholds can be chosen by
simply inspecting the 1− F and χ PDFs estimated from the
data, and the relative size of the shaded error bars indicate
that one would have ample signal-to-noise on these PDFs to
do so.
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Figure 13. Impact of CGM absorbers on Mg ii Forest correla-
tion function before and after filtering. The black curve shows
the correlation function divided by 100 for skewers where CGM
absorber contamination has been added to the IGM Mg ii for-
est. For comparison, the green curve shows the Mg ii forest cor-
relation function for the uncontaminated IGM alone. The Mg ii
forest model shown here has (〈xH i 〉, [Mg/H]) = (0.74, −3.7). The
orange line shows that ‘flux-filtering’ greatly suppresses CGM
contamination resulting in a correlation function very close to
the IGM alone (green). Even better is the combination of ‘flux +
χ-filtering’ shown as the blue curve, which results in a correlation
function that is virtually indistinguishable from the pure IGM
signal (green) relative to the expected 1σ errors (blue shaded re-
gions) on the correlation function for our fiducial JWST dataset.
8 SUMMARY AND CONCLUSIONS
We proposed a novel experiment to detect the weak forest
of low-ionization Mg ii absorbers in quasar spectra that will
be present if the IGM is both significantly neutral and suf-
ficiently enriched with metals. In contrast to the traditional
approach of searching for discrete absorption systems, we ad-
vocated treating this forest of metal absorption as a contin-
uous cosmological random field and measuring its two-point
correlation function and PDF, leveraging techniques from
precision cosmology. To quantify the efficacy of approach
method, we simulated the Mg ii forest for the first time by
combining a large cosmological hydrodynamical simulation
of the pre-reionization IGM with a semi-numerical compu-
tation of the global reionization topology, assuming a sim-
ple enrichment model where the IGM is uniformly suffused
with metals. We studied the behavior of the Mg ii forest
correlation function, ξ(∆v), and find that it exhibits the fol-
lowing properties: 1) a steep rise towards small velocity lags
(small-scales) resulting from the clumpy small-scale struc-
ture of the pre-reionization IGM, 2) a conspicuous peak at
a ∆vMg ii = 768 km s−1 arising from the doublet nature of
the Mg ii transition, 3) a power-law shape at intermediate
to large velocity lags induced by the topology of neutral re-
gions during reionization, which is highly sensitive to their
volume averaged filling fraction 〈xH i〉, 4) an overall ampli-
tude which scales as the square of the Mg abundance [Mg/
H].
We perform statistical inference for a correlation mea-
surement based on a realistic mock dataset of 10 JWST
spectra and find that one can simultaneously determine the
Mg abundance [Mg/H], with a 1σ precision of 0.02 dex and
measure the global neutral fraction 〈xH i〉 to 5%, for a fidu-
cial model with 〈xH i〉 = 0.74, and [Mg/H] = −3.7. Contrary
to the naive expectation that this enrichment level, [Mg/H],
should be degenerate with the global neutral fraction, 〈xH i〉,
we find that they can be uniquely constrained owing to the
distinct dependence of the correlation function shape on
each parameter. Alternatively, if the IGM is pristine, then
a null-detection of the Mg ii forest would place a stringent
upper limit on the metallicity of the pre-reionization IGM of
[Mg/H] < −4.4 at 95% credibility, assuming an independent
constraints on 〈xH i〉 > 0.5 from another reionization probe.
We investigated the degree to which concentrations of
metals in the CGM around galaxies could potentially con-
taminate a Mg ii forest signal arising from the IGM. CGM
absorbers with a line density and equivalent width distribu-
tion consistent with current observational constraints were
injected into our mock spectra. We analyzed the flux PDF
for the models of interest, and find that the PDF for IGM
absorption exhibits a broad peak around 1 − F ' 0.01, and
a sharp exponential cutoff for 1 − F fluctuations a factor of
a few larger. In contrast, CGM absorbers give rise to a flat
flux PDF producing one to two orders of magnitude lower
probability at the 1 − F where the IGM flux PDF peaks,
but overwhelmingly dominates the absorption statistics at
the larger 1 − F where IGM fluctuations are exponentially
suppressed. Exploiting the distinct shapes of the flux PDF
for IGM and CGM absorption, we present a strategy for
masking the CGM contamination, and show that the differ-
ence between the correlation function ξ(∆v) recovered from
masked data and the uncontaminated IGM correlation func-
tion is negligible compared to the statistical errors.
Low frequency radio observations of the 21cm line have
been touted as the premier probe of reionization because of
their potential to measure xH i(z) and characterize the topol-
ogy of reionization (see e.g. Pritchard & Loeb 2012). Our
analysis illustrates that the Mg ii forest has tremendous po-
tential to constrain reionization if the pre-reionization IGM
is significantly enriched, so it is interesting to compare and
contrast the two probes of the EoR. A rapidly developing
area of 21cm cosmology are interferometric measurements
with arrays like HERA (DeBoer et al. 2017) and LOFAR
(van Haarlem et al. 2013) which hope to map fluctuations
in 21cm emission during the EoR. These studies aim to
constrain reionization by measuring the 3D 21cm emission
power spectrum, whose amplitude and shape depends on
the timing and topology of reionization (Madau et al. 1997;
Furlanetto et al. 2006; Barkana 2009). Our approach to the
Mg ii forest is very similar in spirit to these 21cm studies.
We can also constrain the timing and topology of reion-
ization by measuring a clustering signal, in our case the 1D
correlation function of Mg ii absorption toward quasar sight-
lines. The primary disadvantage of the Mg ii forest is that
it probes a metal line, not a primordial transition, and it is
unknown whether the pre-reionization IGM is enriched. Of
course given the major challenge facing all 21cm experiments
– that of teasing out a miniscule signal buried beneath fore-
grounds and instrumental systematics that are five orders of
magnitude larger (Cheng et al. 2018) – they have yet to de-
liver competitive constraints on the Universe’s reionization
history (Mertens et al. 2020; Trott et al. 2020). In contrast,
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detecting the Mg ii forest in absorption is far simpler from
a technical perspective, since the noise arising from the sky
background and detector read noise is white, and systemat-
ics are expected to be negligible.
Of course, the most direct 21cm analog of the Mg ii
forest is the so-called 21cm forest, which is the prospect
of observing neutral hydrogen in 21cm absorption toward
a bright background radio source (Furlanetto 2006a; Carilli
et al. 2002; Ciardi et al. 2013). This technique has not yet
yielded any constraints owing to both the limited sensitivity
of current instrumentation and the lack of sufficiently bright
radio sources residing in the EoR. A significant concern is
the extremely low expected 21cm optical depth,
τ21cm = 0.002
( xH i
1.0
) ( TS
100 K
)−1 ( 1 + z
8.5
)3/2
, (24)
which can be directly compared to that for Mg ii in eqn. (7).
While the enrichment level of the pre-reionization IGM is
unknown and could be extremely small, the 21cm spin tem-
perature TS, determined by the temperature of the pre-
reionization IGM, is also highly uncertain. Indeed, the vast
majority of models of early IGM thermal evolution pre-
dict that a metagalactic X-ray background sourced by early
black holes photoelectrically heated the IGM to TS ∼ 1000 K
(e.g. Furlanetto 2006b, but see Fialkov et al. (2014)). It
is thus most likely that the 21cm forest optical depth is
τ21cm ' 2×10−4 which will be exceedingly difficult to detect.
This comparison highlights the identical dependencies of the
21cm forest and Mg ii forest optical depths. The metallicity
Z can be simply substituted with inverse spin temperature
T−1S , and hence a spin temperature of TS ' 1000 K gives the
same optical depth in hydrogen as Z/' 10−5Z would for
Mg . This analogy between the 21cm forest and the Mg ii
forest is essentially perfect10, and the formalism, modeling,
and inference procedure we have developed here can be di-
rectly applied to the 21cm forest, which will be a subject of
a future paper (see also Thyagarajan 2020).
The foregoing discussion further highlights that the
Achilles’ heel of the Mg ii forest technique is the unknown en-
richment level of the pre-reionization IGM. Theory has yet to
provide much guidance on this question because cosmolog-
ical hydrodynamical simulations that track enrichment and
properly model reionization via radiative transfer are ex-
tremely challenging, and thus only a handful of studies have
addressed this question to date (Oppenheimer et al. 2009;
Pallottini et al. 2014; Jaacks et al. 2018, 2019; Doughty &
Finlator 2019). We opted for an extremely simplistic model
of a uniformly enriched IGM for the sensitivity analyses per-
formed here, but our correlation function approach can be
easily generalized to accommodate more complex distribu-
tions of metals and/or or applied directly to hydrodynamical
simulations.
Indeed, empirical constraints are likely to provide the
first answers to the question of early IGM enrichment. Most
obvious would be a lack of detection of the Mg ii forest to-
wards quasars at sufficiently high-redshift that the IGM is
known to be highly neutral, which we argued would yield
10 The only differences arise from the different amounts of ther-
mal broadening because the atomic weight of Mg is 24 times that
of hydrogen (see eqn. 8)
a 95% upper limit of [Mg/H] < −4.4 for our fiducial JWST
dataset. A complementary approach would be to measure
the enrichment level of the ionized IGM as a function of
redshift approaching the EoR, using ions like C iv or Si iv.
To date the highest redshift IGM metallicity measurement
comes from Simcoe (2011) who measured C/H ' −3.55 at
z ∼ 4.3 via Voigt profile fitting of C iv absorbers. As pre-
viously discussed, at higher redshifts 4.5 < z < 7, both
the reduction in sensitivity as transitions redshift into the
near-IR, as well as the rapidly increasing Lyα forest opac-
ity render the line-fitting of individual absorbers hopeless.
But a fruitful direction for progress would be to apply the
correlation function techniques presented here to these in-
termediate redshift forests of absorbers in the ionized IGM,
both for metal-metal auto-correlations and metal-hydrogen
cross-correlations. Such auto and cross correlation measure-
ments would enable IGM metallicity measurements in the
critical z ∼ 5 − 6 window after reionization. By comparing
the clustering of high-ionization lines (e.g. C iv and Si iv) to
low-ionization lines (e.g. Mg ii, O i, Si ii, C ii) through the
EoR, one could observe the high-ionization lines disappear
as the low-ionization lines appear, providing the smoking-
gun for the phase transition. Interpreting these metal-line
forests for bluer transitions than Mg ii will be more com-
plicated, because of foreground metal-line contamination,
which is why we have initially focused on Mg ii. But similar
to the approach adopted for the Lyα forest (McDonald et al.
2006; Palanque-Delabrouille et al. 2015) foreground metal-
line contamination can be quantified using lower redshift
quasars (Blomqvist et al. 2018) and statistically subtracted.
This would open up the possibility of characterizing the clus-
tering of a host of different metal absorption lines, and might
even enable a measurement of relative abundance patterns
in the high-redshift IGM prior to reionization, which could
shed light on PopIII enrichment (Kulkarni et al. 2013, 2014).
In this study we assumed a mock dataset of 10 JWST
spectra with FWHM = 100 km s−1 and S/N = 100 probing
the the redshift range z = 6.9 − 7.5. At present, there are
five z > 7 quasars known bright enough m1450 ∼ 20.5 for this
experiment, including two at z > 7.5 (Mortlock et al. 2011;
Wang et al. 2018; Yang et al. 2019; Ban˜ados et al. 2018; Yang
et al. 2020). Four11 of them exhibit compelling evidence for
an IGM damping wing indicating that a significantly neutral
IGM lies in the foreground of these quasars (Mortlock et al.
2011; Greig et al. 2017; Ban˜ados et al. 2018; Davies et al.
2018b; Greig et al. 2019; Wang et al. 2020; Yang et al. 2020).
While the full set of 10 z > 7.5 quasars does not yet exist,
Euclid will discover over 100 quasars with 7.0 < z < 7.5, and
∼ 25 quasars beyond the current record of z = 7.5, including
∼ 8 beyond z = 8.0 (Euclid et al. 2019). The brightest of
these will provide the ideal targets for searching for the Mg ii
forest with JWST, enabling a new powerful probe of the the
reionization and enrichment history of the Universe.
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