INTRODUCTION
Since the appearance of the celebrated article "The Classical Groups" of Weyl [7] , numerous influences have occurred in the representation theory of the classical groups. Especially it has become folklore that the facts in this field should be expressed only in terms of Young diagrams. The aim of this paper is one of the realizations of this principle.
A classical model of our approach is the results for GL(n) which are known as Littlewood-Richardson coefficients and the Kostka coefficients. These two coefficients can be stated in the combinatorial manner using only Young diagrams independently of the rank n of GL(n). We generalize these results to the other classical groups over C. Namely we give explicit formulas to decompose the tensor product of two irreducible representations into irreducible constituents. Also we have obtained an interesting relationship linking the irreducible characters of Sp and SO, which we call "duality relation" between the representations of Sp and SO. As for explicit formulas for the multiplicities of weights in the form of polynomials in the rank n, we refer to [3] .
Our strategy is the following.
It is known (see Sect. 1) that the irreducible representations of SO(2n + l), Sp(2n) (c GL(2n)) and SO(2n) are, roughly speaking, parametrized concretely by the Young diagrams of depths at most n. In case of GL(n), I. G. Macdonald defined the "universal character" xGL(L) of GL (for each Young diagram A) in the ring n of symmetric functions in countably many variables (we call this ,4 the Universal Character Ring). Motivated by these X&L),
we introduce the universal characters x0(J), ~~~(1) of the groups SO and Sp in the same ring /1. Each of these bd~)l, MA)>, {x,(~)> b ecomes a Z-linear basis of/i and the transformation rules between these bases are given by the Character Interrelation Theorem (see Theorem 2.3.1). An interesting fact we have noticed in this paper is the existence of the ring homomorphisms ~~~~~~ and z.~,,(~~, from /1 to the character ring R(SO(n)) of SO(n) and to the character ring R(Sp(2n)) of Sp(2n) such that Z,,&,(A)) and ~c~~~~)(x~JL)) are either zero or ) {irreducible character} and that these images can be calculated easily in a concrete manner using only Young diagrams (see Sect. 2.4). We call these homomorphisms the specialization homomorphisms.
Under these formulations we show the following.
(I) Duality between Sp and SO. We prove that the well-known involutive ring automorphism w of /i defined by o(xcL(I))=xGL('Iz) (see Sect. 1.4) transforms the ~~(2)'s onto the xsp(i)'s simultaneously, transposing Young diagrams, i.e., w(xJ;l)) = xs,, ('l) . This is what we call the duality between Sp and SO. Since o is an algebra automorphism, the decomposition rules of products of universal characters of SO and Sp totally coincide via the transpose of Young diagrams.
(II) Symmetry with respect to transpose. We prove that the involutive L-module homomorphism lsp (resp. zO) of n defined by ~,(xsp(~)) = ~~~(~2)) (rev. kh(~)) = ~~('1)) is an algebra automorphism.
(See the last part of Sect. 2.1 and Theorem 2.3.2.) rsp (resp. to) plays the same role for {x,(A)} (resp. {x0(L)}) as o does for iahw (III) Expression in terms of fundamental characters. We give a formula expressing xSptZn)(lZ) (resp. xsocn,(A)) as a determinant of the characters of the fundamental representations of Sp(2n) (resp. SO(n)) (see (IV) Branching rules. If we apply the specialization homomorphism to the Character Interrelation Theorem, we have the "branching rule" describing how an irreducible representation of the general linear group decomposes into irreducible constituents when it is restricted to the symplectic group (resp. the orthogonal group) under the natural embedding (see Proposition 2.5.1).
(V) The generalization of the Littlewood-Richardson rules to B,, C,, D,-case. We can decompose the products x,(n) . xsp(p) (resp. x0(n). x&L)) into sums of the xJv)'s (resp. the x&v)'s) if we combine the Character Interrelation
Theorem with the Littlewood-Richardson rules. Thus applying the specialization homomorphism to the resulting formula, we get explicitly the decomposition of the tensor product of two given irreducible representations of each classical group into irreducible constituents (cf. Sect. 2.5 for explicit formulas.) (VI) If n is greater than depth(A) + depth(p), then the decomposition rules of the product ~~~(2) x&p) coincide completely for G, = Sp(2n), SO(2n + l), SO(2n) under the parametrization of Section 1. Also they do not depend on the rank n (see Corollary 2.5.3).
Finally let us mention the relation between this paper and the work of D. E. Littlewood and R. C. King. Littlewood had shown the key lemma of this paper as we state it in Section 1.5 of this paper (see [S] ), and for classical groups of sufficiently large ranks, he had illustrated with examples the algorithm to calculate the decompositions of tensor products. Reading our first version of this paper, R. P. Stanley suggested to us the existence of King's papers [ 1, 23. King has presented algorithms similar to ours concerning the specialization homomorphisms which are stated in Section 2.4, and he also has given similar results to ours. However it seems that these papers of King have several points to be clarified in the formulations and proofs. This is an additional motivation for us to write this paper in the present style.
We would like to express our gratitude to R. P. Stanley for his kind suggestions mentioned above, and also to N. Iwahori and Y. Tanaka for their helpful discussions. where Jo E M(n, C) and J, E M(2n, C) are given by the matrices t-nn -n-, J, = . . where for each Lie algebra g, the above ei is considered as the linear map restricted to h, i.e., F,: h -+ IZ. Let h*, be the real part of b* and let I7= (a,, cz2 ,,.., a,,} (cd) be a simple root system of A, then I7 is a base of hz. For example we can take 17 as follows:
TypeA. Now we refer to the following theorem. THEOREM 1.1.1 (E. Cartan-H. Weyl). Let G be a connected, complex semi-simple Lie group. Then the equivalence classes of the irreducible representations of G correspond bijectively to the elements of P, , i.e., the dominant integral weights of G. The correspondence is afforded by taking the highest weight of each irreducible representation of G.
Therefore for each m=fiE, +f>Q+ ..' +f,,%, let xc(o) or xc(f,, f2,..., f,,) denote the character of the irreducible representation corresponding to w.
In general any (finite or infinite) sequence a= (a,, R,, a, )...) a, )...)
of nonnegative integers in decreasing order (,I,3 ;1,> ... 3 ,I,,> ...) and containing only finitely many nonzero terms is called a partition. For a partition A, the depth of ,I (denoted by d(A)) is defined to be the number of nonzero terms in 1, that is, Adcj,) #O and Ld(j,)+, = 0. Also the size of A (denoted by [A() is defined to be the sum of all terms in 2, i.e., (;I\ =a,+a,+ ... +a,+ .'.. From the above theorem, the irreducible representations of G = Sp(Zn, C) are parametrized bijectively by the partitions whose depths are less than or equal to n.
In order to deal with the representations of SO(n, C) uniformly, whether n is even or odd, we prepare the following consideration. First we shall consider the case G = SO(2n, C), i.e., type D,. Let ~7 be the involutive outer automorphism of SO(2n, C), namely 0 is induced from the automorphism of the Dynkin diagram of type D, given in Fig. 1 .
Let (p,,, V,,) be the irreducible representation of SO(2n) corresponding to OEP,, and let x;(w) denote the character of the representation pw 0 cr: G -+ GL( V,,). Then for P, 3 w =fi E, +f2s2 + ... +f,e, it holds that X~O(*,l)(fi~l +.f;EZ+ .'. +f,,%)=XS0,2n)(fiEl + ..' +fn-I&,,-I -f&7).
We shall denote the character ring of SO(2n, C) by R(SO(2n)) and define the element x o(2,1)(.fi 3 f2Y.3 fn) (f, >f2 3 . . 3.f,, 2 0) of NSWn)) by Remark. x0 (2,,) is not a symbol denoting an irreducible representation of O(2n).
As is well known (see Weyl [7] ) x OC2nj(fi, f2,..., f,) is the character of the represenation of SO(2n) which is obtained by restricting an irreducible representation of O(2n) to SO(2n) . Similarly, in the case G = SO(2n + l), i.e., type B,, we shall define 1 0(2n+ IO,, .f2>-,f,,) by x0(2,,+ II(.fl? f2YY fn) = XS0(2n+ I,(fi 3 f2Y> fn).
Namely ~ool~(~.) is the character of the representation which is obtained by restricting an irreducible representation of O(n) to SO(n). Let R(O(n)) be the subring of R(SO(n)) spanned by x0(,,,(n), where 3, runs over all the partitions whose depths are less than or equal to the rank of SO(n). In other words, R(O(2n)) = R(SO(2n))" and R(O(2n + 1)) = R(SO(2n + 1)). We shall "parametrize" representations of SO(n) using these x0(,,(1), that is, for a fixed n E N, the parametrization is given by
partitions whose depths are less than or equal to the rank of So(n) inj ) R(O(n)) c R(SO(n)).
UJ UJ /I I , xocti,(~)
It should be noticed that in the case of SO(2n + 1) the above correspondence gives a complete parametrization of the irreducible representations of SG(2n + I), but in the case of S0(2n), for a partition i of depth n, xoczn,(l) is no longer an irreducible character of SG(2n) and the above correspondence cannot give a complete parametrization of the irreducible characters of SG(2n).
Finally we shall consider the case G = GL(n,C) or G = SL(n,C). As for the reductive group G = GL(n, C), it is well known that the irreducible representations of G are parametrized by P, completely (see [7, , and the weights of p,,, added to S(E, + a2 + ... +F,) amount exactly to the weights of p,,, @ (det)". Moreover the multiplicity of a weight q in (p,,, V,,,) is equal to that of the weight q +s(E, + c2 + ... +a,) in (p,@ (det)", I',). Hence when we consider the representation theory of GL(n, C), we have only to consider the polynomial-representation of GL(n, C). The irreducible polynomial-representations of GL(n) are parametrized by the partitions whose depths are less than or equal to n, that is, partitions whose depths are less than or equal to n -R+(GW))
where R+(GL(n)) is the subring of R(GL(n)) spanned by the characters of the polynomial-representations. The characters of the rational representations of GL(n) are considered as functions defined on a maximal torus T= {diag(t,, t, ,..., t,)I ti#O (1 <i<n)}.
Because of the reductivity of G, Ugt G gTg-' is dense in G, hence a character is uniquely determined by the values on T. Therefore we can consider R(GL(n)) as a subring of Z[t,, t; ' ,..., t,,, t; '1 and from now on we proceed with our argument under the above embedding R(GL(n)) c Z [ t , , t ; I ,..., t,, t; l 1. Since the values of a character are invariant under the conjugation of the elements of G, a character is an invariant polynomial of Z[r,, t, I( . . . . t,,, t,; '1 under the action of the Weyl group NJT)/TN 6,, where 6,, acts on Z[t,, t ' , ,..., t,, t,; '1 naturally by the permutations of the variables ti. Let pi be the character of the ith symmetric power of the natural representation (p,,, V,,) of CL(n), and let ei be the character of i-th alternating power of (p,,, V,:,). That is, pi is the character of the representation of CL(n) on the ith symmetric power Si( V,,) of V,,, and e, is the character of the representation of CL(n) on the ith alternating power A'v,, of V,,,. The pi and e, are both irreducible characters and the generating functions for the pi and for the ei are given respectively by fj (1 + t,x) = i e,x', r=, i=o In the case of type D,,, i.e., G = SO(2n), we shall study R(O(n)) (=R(SO(n))') instead of R(SO(M)).
We fix an involutive outer automorphism (T of SO (2n) rings, it is sufficient to prove that there exists a generator system of Z[r,, rr',..., r,;'lWn consisting of elements of each character ring. From now on, as common notations for all classical groups, we denote the character of the ith alternating power of the natural representation (p,,,, V,,) by e, and the character of the ith symmetric power of (p,,, V,,) by pi. Also for convention, we put pI = ei = 0 for any negative integer i and for brevity we write V for V,,. First, we shall consider the type B,. Let us state the following proposition together with the proof for the sake of convenience of the readers. (1) [f i # n, ei is an irreducible character and e, = e2n ~, = ~~o,~,~)( 1').
(2) en = ~~~(2~dl") + x"soczn,(l") =x0,2,,)(1'7.
(3) If i> 2, the character p, is not irreducible and if we put p,'= pi-pip2, then p,O is an irreducible character of S0(2n, C) and PS = xSO~2n~(i).
Proof The proof of (1) and (3) are the same as in the type B, and (2) is also clear. m
Finally we consider the type C,.
PROPOSITION 1.2.5. In the case of G = Sp(2n, C) we have o (1) rf i32, th e character e, is not irreducible and if we put ei = ej -ei_ 2 (i = 0, l,... ), then we have ep = -e& + 2 _ ,, especially ei + , = 0. Moreover if 0 < i < n, e,: is an irreducible character and e,: = xSpCZn,( 1 j). (2) pi is an irreducible character and p, = xspCz,,(i).
Proof
To prove (2) we have only to check the degrees of the representations pi and xSpCZn)(i) and we leave it to the reader. We shall prove (1). Let f, = '(1, 0 ,..., 0), f, = '(0, 1, 0 ,..., 0) ,..., f,, = '(0, 0 ,..., 1) be the natural base of V (i.e., the base which gives the matrix expression of Sp(2n) in Sect. 1.1) and let p: /1'V+Hom(/l 2n-iV, C) be the G-equivariant isomorphism defined by
Since each representation of G = Sp(2n) is self-contragredient, it follows that e, = e,,, ,. From the definition of ei we have, for any k, ek = ei + ei 2 + . + ei 2Ck,21. Hence rewriting the relation ei = eInPi (i = 0, l,...) using the e,?, we obtain e,' = -e& + z _ i (i = 0, l,... ). Finally we must show that e,' = x.~,,,~~) (1') for 0 6 i < n. Let F be the 2-form defined by the skew symmetric matrix J,, i.e., F = f, A f,, + f, A f,, ~ 1 + . . . + f,, A f,, + I t By definition F is invariant under the action of G = Sp(24 C). The crucial point of the proof is in the following lemma.
LEMMA.
For O<k<n-2, F: AkV-+Akt2V, where F':vEV+V A FE Ah + ' V, is a G-equivariant injective homomorphism and the G-invariant complementary space of Im(F) in A&+' V is irreducible and its character is given b e,+2=X,,,(2,r,(lk+2).
Proof of the Lemma. It is clear that F is G-equivariant and also if we consider the highest weight of Ak+2V, we have Ak+2Vx ~.+(~~)(l~+') and Im(B) $ x S,,C2,,)( lk+'). According to Weyl's degree formula, we have dim ~k+2V=degXSpc2,,,(lk+2)+dim AkV. Th ere ore f it is sufficient to show that P is injective. We shall use the induction on k.
If k = 0, calculating the degree of ~~~~~~~~ 12) we have A2V= WOW + 1)) = ZCe,, e2,..., enI = ZCpT, p20,..., pi1
(both are polynomial rings).
(2) Type C, (G = W2n)) R(W2n)) = ZCeY, eg,..., e,"l = UIp,, p2,..., p,,l (both are polynomial rings). This implies that ek(c) can be expressed as a polynomial in { e;}F=, . Hence (ei}:= r is also a generator system of R, i.e.,
For the other systems {pi}, (elf>, and {p,'}, the argument is the same, so we omit the proof. m
The Characters of the Classical Groups
In this section we review some fundamental theorems which give the formulas expressing the characters of the classical groups as polynomials in the symmetric characters pi. We refer to [7, As before, pi denotes the character of the ith symmetric power of the natural representation of each classical group and for convention we put pO= 1 and pi= 0 for i< 0. For a fixed nonnegative integer n and a partition i satisfying d(i) d n, we regard ;1 as an n-dimensional vector (L, , 3., ,..., I.,,) and we define A*"') as the following vector of Z", jb*(")= (A,, A2 -l,..., L,, -(n -1)).
In each of the following theorems, n denotes the rank of G and for abbreviation we write 1* for A*@'. (1) In terms oft,, t, ,..., t,,,
. . . t& n n t;-2 t;y2 (2) In terms qf the p;s:
XGL(n)tA) = I Pi.*, PA* + (l")? Pr* +2(1")7".3 PA* +(np 1)(1") I P;., Pit + 1 Pi . . .
Pi.l+(n-2) . . : 9 .
.
where (1") = (1, l,..., 1) E 77" and A* + i( 1") denotes the sum in 77". Furthermore for P= (P,, Pi,..., p,,) E Z", we use the convention that pr denotes the column vector which is obtained by transposing (p,, , P,,~,..., p,,) andfor i E Z, t' denotes the column vector which is obtained by transposing (t;, ti ,..., tf).
We state the theorem for the types B,, and D,, simultaneously. THEOREM 1.3.2. In the case of G = SO(2n + 1) and SO(2n) each character x0(2n + lj(i) and x ,,,,,(A) corresponding to the partition 3, = (A, ,..., L,,) can be expressed by the same ,formula in the symmetric characters p, of each group as follows: ...7 Pi* + (n I )(I") -Pi.* ,,7+ l,,l", . The next remark is crucial in Section 2 to define x,(I) and ~~(1~) in A. Remark 1.3.4. In the above three theorems, if we note the form of each determinant, we see that each determinant is equal to its minor consisting of the first k rows and the first k columns, where k is the depth of A. That is, for example, in the case of G = GL(n) and d(A) = k it follows that P;.,
.'
:
Pii In other words, if H 3 d(A), then the expression above shows that x~~(,~,(A) can be expressed as the polynomial in p's which depends only on the partition i and is independent of n. The same is true for the other classical groups, hence it is sufficient to consider the determinant of size k, where k is the depth of A and the polynomials of pi's are independent of n.
The Universal Character Ring, Young Diagrams, and Schur Functions
In this section we review various notions needed later, following Macdonald's book [6] . As for the proofs and details see Chap. 1 of [6] .
The definition of the Universal Character Ring = fi if 1 < i < n and fi,,,(t;) = 0 if n < i. p,,, induces a homomorphism P,,~,,! : A,,, -+ A,,. Then (A,,, P,, ,.,,) becomes a projective system and the projective limit of this system in the category of graded algebras is denoted by A, i.e., A = tin,,.
We call A the Universal Character Ring. By definition II is also a graded algebra: /1 = CkZO Ak where A' =bAf;.
(~1: is the homogeneous part of degree k of A,.) Note that A can be considered as the ring consisting of symmetric functions in countably many variables t, , t2 ,..., t ,,,.... Let rr,,: A + A,, be the natural projection.
In Section 1.2 we defined pi in each A, = R + (CL(n)). In order to avoid confusion, let us denote pie A, by JI,,~~(~,. JI;,~~(,,) is the sum of all monomials with coefficient 1 in t, ,..., t,, of degree i. Since P~,~(P~,~~(~)) = P;,(;~ -,,,, whenever m > n, we can define a p, E A such that 7c,(p,) =P*,~~,,,) for all n. On the other hand, we also defined e, in each A,, such that n 3 i (we denote this e, by ei,GL(,I)). er.GL(n) is the ith elementary symmetric polynomial in t, ,..., t,.
Again since Pm.n(ei,GL(mI) = er,GL(nJ whenever m3n >i, we can define e,E A by n,,(e,)=ei,GL(,II for all n>i. To each partition corresponds a Young diagram (see [6, p. l-21 ). This correspondence is illustrated as follows.
EXAMPLE.
For the partition i = (5, 3, 2), the corresponding Young diagram is illustrated in Fig. 2 .
From now on we identify a partition with the corresponding Young diagram and also denote the Young diagram corresponding to 2 by the same symbol 1". For a Young diagram I = (A,, A2 ,..., A,,), the transpose 'I = (A;, 2; ,..., 2:) is defined by A( = # {k; ;Ik 3 i}, where # denotes the cardinality of the set. In terms of Young diagrams, '1 is the diagram obtained by reflecting 2 with respect to the main diagonal. For example, if A= (5, 3, 2), then '1.=(3, 3, 2, 1, 1) (see Fig. 3 ). As is well known, Let T be a Young tableau and let vi be the times of occurences of the number i in the tableau T. Then we get a sequence (v,, v2 ,..., v, ,...) and call this sequence the weight of T. In the above example (1) the weight of T is (3, 4, 1, 0 ,..., 0 ,... ) . From a Young tableau T we derive a "word" or sequence w(T) by reading the numbers in T from right to left in succesive rows, starting with the top row. In the case of example (1) the word of T is given by w(T) = 2, 2, 1) 1) 2, 2, 3, 1 DEFINITION.
The word w(T) = u, , a1 ,..., u,, is said to be a lattice permutation if for any r (1 < r ,< n) and any is N, the number of times of occurrences of the number i in the sequence a,, a,,..., a, is not less than that of the number i + 1. 
.) and such that \v( T) is a lattice permutation ).
By the definition of LR:,., it is clear that LR;,. = LR:,, and consequently from Theorem 1.4.4, LR:,, = 0 unless i 3 ~1 and 1.1 v. LR;,, depends only on the pair of skew diagrams (1. -p, v) or (A -v, 11). If we apply o E Aut(/i) to xG&) xGL(v) = Cj, LRj,,xcL(A), then we get LR$, = LR:,, namely if we take the simultaneous transpose of 1, p, and v, the Littlewood-Richardson coefficient LR;, does not change. Moreover for partitions p, v whose depths are not greater than n, if we apply z,, to xc&) x&v) = xj. LRi,xcL(i), we obtain This is the decomposition of the tensor product of two irreducible representations of GL(n) into irreducible constituents.
D. E. Littlewood's Lemma
In this section, we state Littlewood's lemmas, i.e., Lemmas 15.1 and 1.52 and Proposition 15.3. Since they play the crucial roles in this paper and we would like to clarify the situation in which the equalities hold, we give the proof of Lemma 1.5.1 for the sake of completeness. As for the proof of Lemma 1.5.2, see [4] .
Let R=@[t,, t;', t,, t;',..., t;'] be the Laurent polynomial ring in variables t,, t, ,..., t, and let R[[z,, z2 ,..., zn]] be the formal power series ring of z,, z2 ,..., z,, over the coefficient ring R. In this section, all the equalities are considered in the algebra R[[zI, z~,..., z,,]]. Moreover we consider the character functions XGLC,Ij(J.)( t, , t, ,..., t,,), )I~(~,,+ l,(i)(tt 3 t2,..., t,,h xspc2,,,(~)(tl, f2,..., t,,) and xo,2,1J(~Nt,T t2,..., t,J simply as polynomials in t,, t,-', t, ,..., t,,, t,; '. In the following lemmas, as the variables of xGL&Ib) we use z,, z2 ,..., z,? instead of t,, t, ,..., t,,. Comparing this with Eq. (lS.l), we obtain (1). (2) Let dS0t2n+lj (z)=(l-z)n;=, {(l-t,z)(l--,:'z)} be the polynomial corresponding to the characteristic polynomial of the element t=diag(t ,,..., t,, 1, t;',..., t,-' ) of SO( 2n + 1). The same calculation as in the proof of (1) gives the result that In this equality, if we put t2,1 + , = t,-', t2,, = tz ' ,..., t,, + 2 = t,; ', t,, + , = 1 and zn+l=" 1,1+2 = ... =z2,,+ I --0 and compare this with the formula (1.5.2), we obtain the formula (2) .
The proof of (3) is almost the same as that of (2). The only different point is that we must use dSOCZn, (z) = n:=, (1 -t,z)( 1 -t,'z) instead of 4 S0C2n+ ,,(z). So we omit it. 1
We shall consider the rational functions in z appearing on the left-hand side of Littlewood's Lemma 1.5.1. They are
I<i</S??
and their inverses (3) n (l -zizj)9 C4) n (1 -zizj). ,<I</<!1 I<l<jCf1
The rational functions (1) (2), (3), and (4) are all 6,-invariant (where 6,, acts by the permutations of variables {ziJ;= ,). Therefore if we embed the rational functions (1 ), (2), (3) and (4) Th us, if we know the expansion of functions (1 ), (2), (3), and (4) into sums of xGLCn, (A)(z)%, then Littlewood's lemma gives us the formulas linking the characters of GL(n) and the characters of the other classical groups. We must prepare a few notations first.
For a partition K = (k,, k2,..., k,), 2rc denotes the even partition 2~ = (2k,, 2k,,..., 2k,) . where we put 'A= (A',, 1; ,..., 2;). In terms of Young diagrams, (a,, CI~ ,..., x,1 /j'i ,..., /3,) is the diagram illustrated in Fig. 6a . For example, r(3, 2) is the one in Fig. 6b . The following fundamental Lemma 1.5.2(l)- (4) was also found by Littlewood. As for the proof of these formulas under the setting of modern terminology, see Macdonald [6, p. 451 and also [4] .
a% 013-, FIGURE 6 Now let us combine the above Lemma 15.2 with Lemma 1.51. According to Section 1.4, the product x GLcnj(~-L) xGLcndv) is decomposed into the following sum:
Moreover if we note that LR;, =0 unless 2 3~ and J. 2 v, we obtain the following proposition. PROPOSITION 1.53 (Littlewood) .
Let 1 he a partition whose depth is less than or equal to n. Then we have (2) denotes the restriction of the representation of GL(2n) to Sp(2n) under the embedding Sp(2n) c GL(2n) of Section 1.1. In other words let rsP denote the homomorphism rsP : R + (GL(2n)) -R(%W)) or Z[t,, t2 )...) t2Jz~+z[t], t, )...) t,, t, ' ,..., t,-'1 wn defined by rsP( ti) = ti for 1 < i < n and rsP( t, + i) = t;i I ~ i for 1 < i < n. Then 1 g$Y$) is given by xGL~2n~(~)(~)lSp~2n~ GL(2n) = rSp(~GL~2n~(A)(t)) if we recall the maximal torus of each group given in Section 1.2. The other notations 1 Y%f;lE Z t 1 and 1%1::/ convey similar meanings.
ON THE RELATIONS BETWEEN THE CHARACTERS OF THE CLASSICAL GROUPS
In this section, first we establish a duality linking the characters of symplectic groups and those of orthogonal groups. Next we give the "restriction rules" describing how an irreducible representation of the general linear group decomposes when it is restricted to the symplectic group or to the orthogonal group. Finally we give a formula to decompose the tensor product of two irreducible representations of a classical group G into irreducible constituents. We use the same notations as in Section 1. We arrange the partitions in the nondecreasing order of their sizes. (As for the partitions of the same size, we can arrange them arbitrarily.) According to the formula (2.1.1), the (infinite size) matrix (cpJHIZpartitions is upper triangular. Also, its diagonal components cj.j, are all equal to 1. Therefore the inverse matrix of (C,,) exists and xGL(n) can be expressed by a linear combination of xs#)'s. Hence {x,(L)> is also a Z-basis of /1. Similarly, by means of the formula (2.1.2) we can show that {x0(l)} is a Z-basis of/t. 1
In the algebra /1 we shall define two more generator systems {p,: },E i and {e,~},~, , other than {pl} and (e,}, based on Propositions 1.2.3, 1.2.4, and 1.25 DEFINITION. We put p,? :=p, -pi z and e,? := e, -eip z for i E Z.
In the above definition we should note that if i<O respectively. If we recall the generating functions of {pi} and (e,}:
and E(x) = fi (1 + t;x), i=l i= 1
we have P"(x) E( -x) = P(x) E"( -x) = 1 -x2. Therefore we have the following relations. Since the equalities (2.1.3) are symmetric with respect to the e, and the P0 solving the system of equations (2.1.3) recursively, we see that there e;fsts a polynomial f, in n variables for each n such that both e,=f,,(py, pi ,..., p,") and p,"=fJe,, e2 ,..., e,) hold. Let r0 be the endomorphism of n defined by lo(pF)=er, r = 1,2,..., then rO(e,) = b(f,(~F, PZ",..., P,")) = f,(e,, e2,..., e,) =p,". Therefore ri = id, and z0 becomes an involutive automorphism of /1 (not as a graded algebra but only as an algebra).
Also let zs,, be the endomorphism of ii defined by ls,,(e,")=p,. The similar argument shows that I:~ = id and I,~,, becomes an involutive automorphism of A.
Remark. The reason why we note pi and e,' in the case of Sp and p,' and e, in the case of SO is that we take into consideration the irreducible decompositions of symmetric and alternating characters of each group (Propositions 1.2.3-l .2.5 ).
Later we shall show that r. and zs,, are the operators corresponding to transposing Young diagrams when we parametrize the representations of SO and Sp respectively by Young diagrams as in Section 1.1. Moreover w, zO, and isp have the following relation:
The Specialization Homomorphisms
In this section we shall define a homomorphism from /i to the character ring of each classical group G. In the case of G = GL(n), we have already defined the homomorphism rc,: n -+ A, = R, (GL(n)), that is, the natural projection from n to A,,.
In the case of G= Sp(2n), let xLy,,p(2nj: A + R(Sp(2n)) be the homomorphism defined by 71 Sp(2n) = rsp 0 x2". . A * AZn = R+(GWn)) ,Lzr, ' NW2n)). mar, map
In the case of G = SO(n), let 7~~~~): A -R(O(n)) (cR(SO(n))) be the homomorphism defined by 7c O(n) = ro o nr2. .A+$+ A=R+(GW))++ NO(n)). map map (Since GL(n)zO(n)~S0(n), the characters of SO(n) which are obtained by restricting the representations of GL(n) to SO(n) belong to R (O(n) ). See Sect. 1.1. These three algebra homomorphisms rc,, rc,,(,,,), and rtOCn) are called the specialization homomorphisms.
Then Theorems 1. (3) ~oc*n,(Xo(~)) = X0(*,)(~)(t).
Especially due to Propositions 1.2.3, 1.2.4, and 1.2.5, the images of the generators of A under nsp(2,,) and rtO(n) are given by ~o(,,,(PP)=~ocn)(Pi-Pi~2)= Pxt)ER(an))> ~odei) = e,(t)E NO(n)), ~sp,2,,j(~i) = p,(t) E NSp(2n)h nLypc2,,(erF) = 7c.yp(2,t) (ei-e,-,)=e,'(t)ER(Sp(2n)).
We shall determine the kernel of each specialization homomorphism.
proposition 22.2. Let zGLcn)= (e,l+i),,O, 1Spt2,1j= (e,"+ek+2-,),.z and ZOfnj = (e,-,-e,jiEZ he the ideals of A. Then we have the following exact sequences.
(1) o-ZGL(n) -A "n R+(GL(n))-0 (exact) (2) 0 -ISp,Zn) -A "SOI > R(Sp(2n)) --+ 0 (exact)
Proof.
(1) The surjectivity of rr,, follows immediately from Proposition 2.2.1( 1). We shall prove the exactness at A. It is clear that Ker rc, includes Z GL,n,. Therefore a homomorphism 71,: A/Z,,(,, + R + (GL(n)) is induced by rc,. It is sufficient to prove that 71, is injective. But this is clear, since
Z[e,, e2,..., e,] is a polynomial ring. Proofs of (2) and (3) are the same as above, so we omit them. 1
Although it is against the order of the statements in the Introduction, we shall stop describing the specialization homomorphisms for the moment and resume it later in Section 2.4, since we have to use the Character Interrelation Theorem 2.3.1 to describe the specialization images Twn,(XSp(4)~ Q~~~,(x~(J-)) and n 0(2n + , ,(x0(n)) for a partition 1 such that d( 1.) > n.
The Character
Interrelation Theorem and a Duality
In Section 2.1, we have defined two Z-bases of A, that is {x,(1)}, and hJ4L.
In th' is section, first we are describing the transition matrices from the basis {XGL(~)}j. to the bases {x,(n)>, and {x,(n)},, as well as their inverse matrices. Namely let (C~,,)~,~:partitions and (b~l)~,l:partltlons be the transition matrices from the basis {xGL(n)} ;, to the bases {x,(n)} ;. and {X.~p(A)lJ.7 respectively, i.e., We shall determine the remaining coefficients cAri,, b,,, clj,, and bl, explicitly. In the algebra A the following equalities hold for any partition A:
(Restriction rules)
(1) xcA2) = C, C, LR;I,,,,,x&L), (1) For a partition ;1 we fix a positive integer n such that n 2 IAl and apply x,,,(,,) to the formula (2) and (4) 4x,(n)) = xo('n).
Remark. We use the word "duality" here because this theorem implies the following contents. 
Remark.
The reason why we use the pi and eY as the main variables and the ei as supplementary variables in the case of Sp, while we use the p,? and ej as the main variables and the pi as supplementary variables in the case of SO is that we take into consideration the irreducibilities of pi and e; of each group.
Proof. The formulas (1) and (4) are exactly the definitions of x,(n) and x0(L). If we apply w to the formula (l), in view of the duality theorem we have = leAat ej,* + (lq + e,* ~ (l+., ej.~+(k~l)(l~)+e~*~(~~l~(l ).
kl If we replace II by 'E, in the above formula, we obtain the formula (6) . Similarly if we apply o to the formula (4) and replace 2 by 'A, we have the formula (2) . Each column vector appearing in the determinant of the formula (4) can be expressed as follows.
Pi* +j(lk) -Pi* ~ (jt 2)( lk) =PY*+j(l")+Pi*+(j-2)(lk)+ "' +Piq*-j(lk).
We replace each column vector by the formula (2.3.2). And, using elementary transformations, we start from the last column and subtract SUC-cessively the (k -2)th column from the kth column, the (k -3)th column from the (k -1)th column, and so on. Then we have the formula (5). The formula (3) follows from the formula (2) through similar arguments. 1
Let {ciY} and {Z$,} be the structure constants of /1 with respect to the bases {x,(A)} and {x,(A)}, respectively. That is, Xsp(P") . XSJV) = c c;"xsJu x&L). x0(v) = 1 b;,Xow 1
Then the next theorem follows immediately from the above proposition. Comparing this with the formula (3) in the above theorem, we have ~sp(xsp(~)) = x.&n).
Moreover if we apply lsp to x&L). xsp(v) = CA c;,x,(A), we have c$ = c:;~,,.
The proof of (2) is the same as above. We apply lsp to G&L). xsp(v) = CA qhp(~). Since ~sp4~sp(J)) = x0(A), (3) follows. x0(a) = le(9,,*, e(9)* + (I~) + e(tAj8 ~ (l+..., e(fl)*+(l-1)(19 + e(9)*-(l-1j(191. (6) We shall rewrite its image under rcOC2,,+ 1, in terms of e,, e2,..., e, using the fundamental relations: Ker rcOCzn + ,) = ZoCzn + 1 ) = ( e2,, + , ; -e,), E L.
If d(A) <n, that is 2; <n, then we have x0(n) = sgn (I':, f:-11:: i) x0(p) mod ZOcZn+ ,).
In Example 1, t,= -1, t2=2, t3=3, and t,=O. Hence t3>t2>t4>t, and p', =3, &= 3, ,uL;=2, and $,=2. In other words, CL= (4,4,2). The signature is computed from the inversion number: ( -1)' + 3 = 1. Therefore, XO(2n+ ,)(Xo(43> 33> 12N = XO(2n+ 1)(xo(42, 2)) = XSO(2n+ I,(49 4, 2). In the last determinant we replace e," + i by 0 and e," + ; (i 2 2) by -e,: + z ,.
Thus we obtain the expression of xsPczn,(il) as a polynomial in er, ei,..., ei, i.e., the characters of the fundamental representations of Sp(2n). In terms of Young diagrams, the indices (k,, k2,..., k,) c Z' are obtained as follows: Fold back the ith column at the depth n + 1 + (i-1) and remove the overlapping squares. Then ki is the length of the remaining column (possibly negative). EXAMPLE 2. 'A= (8, 6, 4, l), n= 3. (See Fig. 8 .)
The only remaining thing to do is to reorder the rows in the nonincreasingorder.Putti=ki-(i-1)(1Qi~I).Sincen+1-(i-1)#~j,wehave n + 1 + (i-1) > ki. Hence n 3 ti. The rest goes in the same way as type B. For Example 2, t, = 0, t, = 3, t, = 2, and t, = -2, therefore t2 > t, > t, > t4. 
Case. G=S0(2n) (type D).
The procedure is exactly the same as that for type B, except one point. That is, the ith column must be folded back at the depth n + (i-1). We simply illustrate the procedure with an example here. EXAMPLE 3. 'A = (7, 6, 4, 1 ), n = 3. (See Fig. 9.) Since t, = -1, t,= 1, t3=2, and t,= -2, we have t,> t,> t,> t,, therefore 1; = 2, & = 2, PU; = 1, and p> = 1. Hence p = (4,2) and 7bc2,,(xo(4, 33y 2*, 1)) = ( -1)" x0&4, 2) = XSO(6)(49 2).
We assemble the above results into 
Representations of the Classical Groups
In this section we bring the results holding in A to the character ring of each classical group through the specialization homomorphism. We give restriction rules from GL to SO and Sp and decomposition rules of tensor products. Let us recall the situations. In Section 1.1 we have the natural embeddings SO(2n + 1) c GL(2n + l), Sp(2n) c GL(2n), SO(2n) c GL(2n). Then the restriction rules in the Character Interrelation Theorem imply that PROPOSITION 2.5.1 (The restriction rules from GL to SO and Sp).
Especially if d(%) <n, the restriction rules are independent of the rank n qf the classical groups.
Furthermore
we would like to calculate the decomposition of tensor products x~~~~&L)~ xSpcZn) ( 
