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Introduction
It is now widely accepted that financial development constitutes a potentially important mechanism for long run growth (Levine, 2003 ; Demetriades and Andrianova 2004; Goodhart, 2004) . The frontier of the literature in this field is, therefore, shifting towards providing answers to the question of why some countries are more financially developed than others. Four influential hypotheses have emerged in recent literature, which directly or indirectly are able to provide plausible answers to this question. These are (i) the endowment hypothesis; (ii) the law and finance hypothesis; (iii) the simultaneous openness hypothesis; (iv) the economic institutions hypothesis. Briefly, the essential ingredients of each of the three hypotheses are as follows: 1 (i) The endowment hypothesis introduced by Acemoglu et al (2001) acknowledges the importance of strong institutions for financial development and argues that institutional quality varies across countries because of varying initial endowments. In simple terms, this hypothesis suggests that the disease environment encountered by European colonising powers in past centuries -proxied in empirical studies by settler mortality -was a major retarding factor for the establishment of institutions that would promote long run prosperity. Thus, it is argued that European colonial powers established extractive institutions that are unsuitable for long-term growth where the environment was unfavourable and institutions that were better suited for growth where they encountered favourable environments.
(ii) The law and finance hypothesis due to La Porta et al (1997) puts forward the idea that common law based systems, originating from English law, are better suited than civil law based systems for the development of capital markets. This is because English law evolved to protect private property from the crown while French law was developed with the aim of addressing corruption of the judiciary and enhancing the powers of the state. Over time this meant that English law protected small investors a lot better than French law, which is thought to have been conducive to the development of capital markets. 2 1 These hypotheses may contain some common elements. We introduce them separately to clarify the exposition.
(iii) The simultaneous openness hypothesis put forward by Rajan and Zingales (2003) , postulates that interest groups, specifically industrial and financial incumbents, frequently stand to lose from financial development, because it usually breeds competition, which erodes their rents. They argue that incumbents' opposition will be weaker when an economy is open to both trade and capital flows, hence the simultaneous opening of both the trade and capital accounts holds the key to successful financial development. This is not only because trade and financial openness limit the ability of incumbents to block the development of financial markets but also because the new opportunities created by openness may generate sufficient new profits for them that outweigh the negative effects of increased competition.
(iv) The economic institutions hypothesis recently put forward by Acemoglu et al (2004) , which builds on the endowment hypothesis, proposes a dynamic political economy framework in which economic differences in economic institutions are the fundamental cause of differences in economic development. Economic institutions, which determine the incentives and constraints of economic agents, are social decisions that are chosen for their consequences. Political institutions and income distribution are the dynamic forces that combine to shape economic institutions and outcomes. It is argued that growth promoting economic institutions emerge when political institutions (a) allocate power to groups with interests in broad based property rights enforcement, (b) create effective constraints on power holders and when there are few rents to be captured by power holders.
The first two hypotheses, by emphasising historical factors that are time invariant can, at best, only explain some of the cross-country variation in financial development. 3 The third and fourth hypotheses could go some way in explaining both the cross-country and the time series variation in financial development, since they are both dynamical in nature, in that they emphasize factors that may be changing over time. Even though both these hypotheses acknowledge the importance of political elites, they nevertheless emphasize different mechanisms of financial development. The third hypothesis emphasizes the importance of simultaneous current account and capital account openness and as such also has clear contemporary policy implications. 4 The fourth hypothesis suggests that even though complex political mechanisms may be at work (including social conflict emanating from changing political forces such as the rise of mass democracy and the changes in the distribution of income), economic institutions provide a useful summary statistic that helps to shape economic development at any point in time.
The importance of understanding the factors behind the time series variation in financial development, alongside those that shape the cross-country variation, cannot be overemphasised. Consider, for example, the case of South Korea, a well known success story in terms of financial and economic development. During 1960 During -2004 Korea's spectacular financial development is exceptional, examining the norm suggests that the time series variation in financial development over the same period has been quite substantial: the worldwide average of private credit to GDP increased by 54% during the same period. This figure masks wide regional variation from 435% in South Asia to 165%
in North Africa-Middle East and 37% in the Latin American-Caribbean region.
Given the importance of the time-series variation in financial development in modern times, an empirical investigation into its determinants must be able to account for its variation both across countries and over time. We therefore utilise panel data techniques to shed light on the determinants of financial development in these two dimensions. The specification of our empirical model is informed by the third and fourth hypotheses, both of which acknowledge the role of political economy factors but emphasize different mechanisms of (financial and economic) development.
While it is highly plausible -indeed almost tautological -that political economy factors have a key influence in shaping policies and institutions that affect the development of financial markets, providing empirical evidence that tests the two hypotheses directly is not straightforward. For a start, appropriate political economy measures of the interests and power of elites are not directly observable. 7 Observable political variables, such as political system or political orientation, are too crude to capture the intrigues that help to shape policies and institutions that affect financial development. 8 Thus, the best that can be established empirically is whether the evidence is consistent with the economic implications of the two hypotheses by using the (reduced form) mechanisms suggested by Rajan and Zingales (2003) and Acemoglu et al (2004 of course a much stronger requirement. Importantly, RZ stipulates that trade openness without financial openness may result in greater financial repression of new firms as well as loan subsidies, so that industrial incumbents have sufficient cheap finance to face competition. It also suggests that financial openness alone will allow the largest domestic firms to tap foreign funds -which they may not actually need -but will not allow small or potential domestic firms access to funds. The domestic financial sector may see its profits threatened since industrial incumbents have access to international finance and may therefore push for liberalising access. However, it will face opposition by industrial 7 Kauffman and Vicente (2005) have recently produced an indicator of 'corporate legal corruption' for 2004, which would have been well suited for our purpose had it been available longitudinally. 8 Abiad and Mody (2005) find that political factors are not statistically significant determinants of the probability of financial reforms.
incumbents who will continue to oppose financial development in order to prevent competition. Thus, "…cross border capital flows alone are unlikely to convince both our interest groups to push for financial development." (Rajan and Zingales 2003, p.22) .
Hypothesis I (a) may therefore be thought as a necessary condition for RZ to be true while I (b) could be interpreted, albeit somewhat stringently given the loose language used by RZ, as a sufficient condition.
The second hypothesis, while not inconsistent with RZ, is much closer to the core of the Acemoglu et al (2004) thesis which postulates that economic institutions are the fundamental cause of long run growth. 9 Indeed, Rajan and Zingales recognise the importance of economic institutions, such as respect for property rights, accounting and disclosure standards, contract enforcement and regulation. However, they see these institutions as a mechanism driven by political economy factors, which are ultimately shaped by trade and financial openness. Since trade and financial openness variables are the ultimate determinants of financial development in RZ, including institutions alongside openness in the same equation is like including the same variable twice (i.e. double counting). This may lead to multicollinearity which may take away from the statistical significance of the openness variables. Thus, the econometric formulation of the second hypothesis needs to take this possibility into account in order to shed as much light as is possible on each of the two hypotheses. 10
The empirical evidence on the influence of either openness or institutions, or indeed both, on financial development remains thin. The sample of countries and the period used by Rajan and Zingales was dictated by their desire to explain reversals in financial development through a historical perspective, covering the period 1913-1999.
Notwithstanding the importance and contribution of their empirical exercise, their crosscountry snapshots at specific points in time do not utilise the time dimension to explain the 9 Many other authors of course have emphasised the importance of institutions for economic growth and the development of financial markets (e.g. North and Weingast, 1989 ; Arestis and Demetriades, 1997 ; Demetriades and Andrianova, 2004) . 10 Even if economic institutions are found to be important for financial development (and economic growth) it does not necessarily follow that elites have a decisive influence on whether such institutions are adopted. The political economy factors at play may reflect much wider considerations than the interests of industrial and financial incumbents. For example, they may include the ability of the Breton Woods institutions to instigate institutional reform or introduce policy reform. Importantly, they may also reflect the political desire of a country to be admitted in prestigious 'clubs' like the OECD or the European Union, such as Korea in the 1990s. variation of financial development over time. Other authors have examined related questions 11 but have not examined the openness or institutions hypothesis directly. 12
The paper is organised as follows. Section 2 explains the empirical model and econometric methodology. Section 3 explains the data employed in the analysis and Section 4 reports and discusses the econometric results. Finally, Section 5 summarises and concludes.
The Empirical Model
We specify the following dynamic log-linear equation for financial development:
where FD is an indicator of financial development, Y is income, which acts as a control variable for the demand for financial services, TO is trade openness, FO is financial openness and INS is institutional quality. A lagged dependent variable is included to allow for the partial adjustment of FD to its long run equilibrium value. 13 Thus, all the beta coefficients represent short-run effects; the long-run effects can be derived by dividing each of the betas by 1-γ.
11 Beck (2003) shows that countries with better-developed financial systems have higher shares of manufactured exports in GDP and in total merchandise exports. Svaleryd and Vlachos (2002) find that there is a positive interdependence between financial development and liberal trade policies. Levine (2001) finds that liberalising restrictions on international portfolio flows tends to enhance stock market liquidity, and allowing greater foreign bank presence tends to enhance the efficiency of the domestic banking system. Chinn and Ito (2002) show that there is a strong relationship between capital account liberalisation and financial development. Klein and Olivei (1999) show that capital account liberalisation has a substantial impact on growth via the deepening of a country's financial system in highly industrialised countries, but find little evidence of financial liberalisation promoting financial development outside the OECD. 12 A recent exception is Huang and Temple (2005) , which, however, focuses on the relationship between financial development and trade openness, but does not take into account capital account openness and institutions. 13 Indicators that are asset based such as liquid liabilities, which measures the size of the banking system relative to GDP, are likely to display persistence: the size of the banking system this year has much to do with the size of the banking system in previous years. A similar argument can also be made for flow variables, such as bank credit. Even though it may be argued that the flow of credit can adjust more quickly to its equilibrium value than the stock of assets, the former also depends on its own history. A bank's customer base largely determines the demand for loans in a given year and that is not expected to fluctuate much from year to year. The same is true of bank loan supply, because the latter depends on the bank's scale of operations, proxied by the size of its balance sheet. It is therefore plausible to argue that on a year to year basis, all financial development indicators exhibit persistence, and adjust in accordance to a partial adjustment mechanism, captured by the lagged dependent variable in both equations. This is verified empirically in Section 4 below.
Equation
(1) provides a test of Hypotheses I (a) and II, as formulated in the previous section. Starting from the second, if β 4 is positive and significant then improvements in economic institutions will influence financial development directly, over and above the effects of openness. Hypothesis I (a) requires both β 2 and β 3 to be positive and significant.
If both these coefficients are significant and positive, then a simultaneous opening of the trade and capital accounts will have positive effects on financial development. This is a necessary but not a sufficient condition for the hypothesis to hold. 14 Even if both coefficients are positive and significant, financial development can still occur without the simultaneous opening of both trade and capital accounts. Simultaneous opening of both will, however, have larger effects on financial development than opening of either on its own.
Testing Hypothesis I (b) -the simultaneity hypothesis -requires a somewhat stronger test.
This can be conducted if trade and financial openness are interacted and the interaction term is entered separately in the regression. The resulting specification is as follows:
In this case, the (short-run) effects of trade and financial openness depend on the extent of financial and trade openness, respectively, as shown by the partial derivatives of financial development with respect to each of the openness variables: 
The simultaneity hypothesis suggests that both derivatives given in (3) and (4) 
Data and Methods
We utilise four data sets to estimate the two models, corresponding to two different measures of financial openness and two sets of financial development indicators. This section outlines the data and estimation methods.
The first measure of financial openness is the financial globalisation indicator constructed by Lane and Milesi-Feretti (2006) , which we collect for 42 developing countries during 1980-2003. This indicator is defined as the volume of a country's foreign assets and liabilities (% of GDP). At any given point in time, this measure provides a useful summary of a country's history of financial openness, which for our purposes is an advantage over flow-based measures like the WDI measure of gross private capital flows, which place all the emphasis on the current observation. 15 This is because the political economy factors which we are trying to capture with this measure, such as the power of financial incumbents, are unlikely to display as much variability as private capital flows.
The second measure of financial openness is the financial liberalisation measure constructed by Abiad and Mody (2005) , which is available annually for a group of 34 (developed and developing) countries for the period 1980-1996. This is an excellent measure of financial liberalisation, in that it captures six different aspects of liberalisation, comprising credit controls, interest rate controls, entry barriers, regulations, privatisation, and international transactions. It has a much wider range than most other indicators of financial liberalisation -from 0 to 18 -which is extremely useful for estimation purposes.
Its main disadvantage is that it may be too broad for our specific purpose: 'international transactions' is just one of the six aspects of financial liberalisation. However, it could be argued that even domestic financial liberalisation contributes to financial openness; for example, removing entry barriers and regulations may create more competition for financial incumbents, even if it is from within. Moreover, the broadness of the indicator needs to be counter-balanced against its wide range: capital account liberalisation indicators are usually little more than 0-1 dummies, which are not very useful for estimation purposes. . 16 The sources are the World Development Indicators and Beck et al. (2003b) .
Clearly, each of these indicators captures a different aspect of financial development and 15 In an earlier version of the paper we did use the WDI measure of gross capital flows. The results were qualitatively not dissimilar even though, were somewhat less satisfactory in terms of diagnostics and significance of the interaction term. 16 The sample period of the number of companies listed is 1988-2003. has its own strengths and weaknesses. Among the banking indicators, private credit is probably the most relevant to measure opportunities for new firms, or as Rajan and Zingales put it "the ease with which any entrepreneur or company with a sound project can obtain finance" (p. 9). Liquid liabilities measures the ability of banks to mobilise funds or the size of the banking system relative to the economy, but the funds are not always used to finance new entrepreneurs, so this is not as good an indicator of financial development in the RZ sense. Domestic credit comprises private credit as well as credit to government, thus it is probably the least well suited to capture financial development in the RZ sense. Among the stock market indicators, the number of companies listed is probably the one that is closest to the RZ hypothesis, in that it reflects the degree of access to the capital market by new companies. Stock value traded -defined as the value of shares traded over GDPvaries with stock prices and the number of shares traded; as an indicator of market liquidity, it may capture the willingness of investors to participate in the stock market and, consequently could proxy the ability of firms to issue equity. This indicator, however, is susceptible to possible 'excess volatility' in stock prices; thus, its movement may have little to do with finance opportunities for new firms. It is also more susceptible to measurement error due to different international definitions of stock market transactions. We therefore also utilise stock market turnover, which is defined as stock value traded over stock market capitalisation -the latter defined as the value of listed companies over GDP. Since stock prices appear in both the numerator and denominator of this indicator, it is less susceptible to excess volatility and measurement error than stock value traded. However, even this indicator is unlikely to capture opportunities for new firms very well since stock market transactions frequently reflect trading of large stocks -those of long established listed companies.
Annual data on real GDP per capita, converted to US dollars based on 2000 constant prices,
is also from the World Development Indicators. Trade openness is measured by the ratio of total trade to GDP, also from World Development Indicators. Institutional quality data is from the International Country Risk Guide (ICRG) -a monthly publication of Political Risk Services (PRS). Following Knack and Keefer (1995) , five PRS indicators are used to measure economic institutions, namely:
Quality (iv) Government Repudiation of Contracts and (v) Risk of Expropriation; higher values of these indicators -the first three of which are scaled from 0 to 6 and the other two from 0 to 10 -imply better institutional quality. Since all these aspects of the institutional environment are likely to be relevant for the security of property rights, we bundle them into a single summary measure by summing them up (after appropriate re-scaling). 17
The four data sets are summarised in Tables 1a-1d , each of which corresponds to the data set used in each of the four subsequent tables. Each of these tables provides the definition and source of each variable, its unit of measurement and summary statistics (mean, standard deviation, minimum and maximum values), the sample period and countries for which these variables are collected.
Dynamic Panel GMM Estimation
Equations (1) and (2) are estimated on the entire sample using the GMM estimator proposed by Arellano and Bond (1991) . Given that the data are annual, a dynamic panel estimator is appropriate allowing the financial development indicators to partially adjust to their long run equilibrium values within one year.
Dynamic panel data estimation of equations (1) and (2) with country fixed effects suffers from the Nickell (1981) bias which disappears only if T tends to infinity. The preferred estimator in this case is GMM suggested by Arellano and Bond (1991) which basically differences the model to get rid of country specific effects or any time invariant country specific variable. This also gets rid of any endogeneity that may be due to the correlation of these country specific effects and the right hand side regressors. The moment conditions utilize the orthogonality conditions between the differenced errors and lagged values of the dependent variable. This assumes that the original disturbances in (1) and (2) are serially uncorrelated and that the differenced error is MA(1) with unit root. In fact, two diagnostics are computed using the Arellano and Bond GMM procedure to test for first order and second order serial correlation in the disturbances. One should reject the null of the absence of first order serial correlation and not reject the absence of second order serial correlation.
A special feature of dynamic panel data GMM estimation is that the number of moment conditions increase with T. Therefore, a Sargan test is performed to test the overidentification restrictions. There is convincing evidence that too many moment conditions introduce bias while increasing efficiency. It is even suggested that a subset of these moment conditions be used to take advantage of the trade-off between the reduction in bias and the loss in efficiency, see Baltagi (2005, Ch .8) and the references cited there. For example, for the data set used in Table 2 with N=42 countries and T=22, we restrict the moment conditions to a maximum of two lags on the dependent variable. This yields a Sargan statistic that is asymptotically distributed as Chi-squared with 42 degrees of freedom, i.e., 42 over-identification restrictions. On the other hand for the data set underlying Table 5 with N=31 countries and T=7, using all the moment conditions implied by the Arellano and Bond GMM procedure yields 13 over-identification restrictions.
Empirical Results
The empirical results are presented in Tables 2-5. Each of the four tables corresponds to each of the four data sets summarised in Table 1 . we utilise statistical significance at the 10% level of (i) the interaction term and (ii) institutional quality as a criterion for deciding which specification to focus on. Hence, we focus most of our attention on the specification that contains both these terms only if both are statistically significant at the 10% level or lower. Otherwise, if neither of these terms is significant we focus on the specification that excludes both of them; if one of them is significant we focus on the specification that excludes the insignificant one. Thus, we focus on three specifications per table, but make comments on the other specifications whenever the results provide additional insights.
The first set of results are presented in Turning our attention to private credit in Table 2 , we first focus on Model 4(a), since both the interaction term and institutional quality are statistically significant. The lagged dependent variable has an estimated coefficient of 0.856, with a standard error of 0.036, suggesting considerable persistence, albeit with a confidence interval that does not contain the unit root. GDP per capita appears with a negative coefficient that is statistically significant. Trade openness is positive and significant at the 1% level, as is institutional quality. However, financial openness is not statistically significant. The estimate of the interaction term (β 5 ) in equation (2) is negative and significant at the 5% level, but with a much smaller coefficient in absolute value than the estimate of β 2 . Interestingly, if the institutional quality variable is excluded -specification 4b -the financial openness variable becomes significant at the 5% level and enters with a higher coefficient of 0.118. The diagnostics of the equation remain satisfactory and the size of the interaction term increases somewhat. This seems to suggest that some of the effects of financial openness on private credit may be working through institutional quality; however, the correlation coefficient between these two variables is 0.24. A final remark with the results for private credit relates to the importance of the interaction term. If this is excluded -as in specifications 1(a) and 1(b) -the coefficient of the financial globalisation indicator turns negative and significant. These models -which are clearly mis-specified -would suggest that financial openness has negative effects on private credit.
For liquid liabilities, we focus on Model 5b, since the interaction term is significant but institutional quality is not. The diagnostics are satisfactory, and the lagged dependent variable has an estimated coefficient of 0.315, with a standard error of 0.076, suggesting much faster adjustment than private credit. Both financial and trade openness appear with negative coefficients of -0.321 and -0.201, respectively, that are significant at the 1% level.
The interaction term is positive and significant, albeit with a much smaller coefficient of 0.086. These coefficients do however provide the basis of support for RZ, as will be seen in the next section. If the interaction term is excluded -models 2(a) and 2(b) -it would appear that financial openness has no statistically significant effect on financial development, which would be an erroneous conclusion due to mis-specification of the model.
For domestic credit we focus on model 6b, since the interaction term is significant at the 5% level, but institutional quality is not. The lagged dependent variable has an estimated coefficient of 0.528, with a very small standard error. Both trade and financial openness are positive and significant, the former at the 1% level while the latter at the 10% level.
The interaction term, which has an estimated coefficient of -0.095, is significant at the 5% level. Once again if it is excluded -specifications 3(a) and 3(b) -it could be erroneously concluded that financial openness has negative effects on financial development.
In Table 3 all the diagnostics are once again satisfactory. The two sets of stock market liquidity equations do not however provide much support to the openness thesis, while there is somewhat stronger support from the equations that explain the number of listed companies. Starting with the stock value traded equations, in specification 10a the interaction term is significant at the 10% level, as are also financial and trade openness.
The coefficients of the openness terms are positive and fairly large while the interaction term is negative, providing no support to RZ. When institutional quality, which is not significant, is dropped all the openness variables also lose significance. Thus, if anything, the presence of institutional quality in the equations helps boost the significance of the openness terms. In the specifications in which the interaction term is excluded, the openness terms are not significant, except in 7a where trade openness enters with a negative coefficient and is significant at the 10% level.
The stock market turnover equations are even more disappointing in that all the openness terms, as well as GDP per capita, are not significant. Specification 8a, on which we focus, is satisfactory in all other respects. It has a reasonable coefficient of the lagged dependent variable of 0.145 that is precisely estimated and suggests that institutional quality is the only statistically significant determinant of stock market liquidity. Its effect is evidently independent of the openness terms; even if institutional quality is excluded, the openness terms remain insignificant. Thus, neither trade nor financial openness appears to promote liquid stock markets, while improvements in institutional quality appear to do so.
The equations explaining the number of listed companies provide a refreshing contrast to those explaining stock market liquidity. Besides satisfactory diagnostics, the lagged dependent variable enters with reasonable coefficients that are precisely estimated and all the openness terms, including the interaction term, are significant. Institutional quality is not significant so we focus on specification 12b. Interestingly, GDP per capita enters with a positive coefficient of 0.320 and is significant, suggesting that the number of listed companies increases with economic prosperity, as expected. Trade and financial openness enter with positive coefficients of 1.786 and 1.631 that are significant at the 10% and 5% levels, respectively. The interaction term is negative and significant, albeit with a smaller coefficient of 0.383, suggesting diminishing returns to openness, in so far as this indicator is concerned.
Tables 4 and 5 present the results using the financial liberalization measure of Abiad and Mody (2005) to proxy financial openness/policies. Once again, given the large number of specifications, we focus on specifications with significant interaction term and institutional quality. Thus, in Table 4 we focus on the models that contain the interaction term, which is significant throughout. For private credit we focus on specification 16a, since institutional quality is also significant. All three diagnostics are satisfactory, and the lagged dependent variable is significant and well below unity. Real GDP is positive and significant at the 1% level. Both trade and financial openness are positive and significant at the 1% level with sizeable coefficients. The interaction term is negative and significant, but with a much smaller coefficient, suggesting that the marginal effects of trade and financial openness are likely to be positive. Institutional quality has a positive coefficient and is significant at the 1% level. For liquid liabilities, we focus on specification 17b, since institutional quality is not significant in 17a. All three diagnostics are satisfactory, as is the lagged dependent variable, which enters with a coefficient of 0.605 with a standard error of 0.083. GDP per capita is positive but not significant. Both trade and financial openness are positive and significant at the 1% level. The interaction term has a negative and small coefficient, which is significant at the 1% level. In the case of the domestic credit indicator we focus on 18b since institutional quality is not significant. All the diagnostics are again satisfactory and the lagged dependent variable is positive and significant at the 1% level, with a coefficient of 0.672. GDP per capita appears with a positive but insignificant coefficient. Both trade and financial openness terms enter with positive and highly significant coefficient of just below and just above 0.30, respectively. The interaction term enters with a smaller negative coefficient of 0.102, which is also significant at the 1% level. Overall, the results presented in Table 4 suggest that both trade and financial openness are conducive to banking sector development. Institutional quality appears important for the development of private credit, but not as important for the expansion of the banking sector as a whole. This latter result may hint at the importance of creditor protection for the development of bank lending.
Turning now to Table 5 , we focus on specifications 19b, 20a and 24b. The stock value traded equation 19b has satisfactory diagnostics. The lagged dependent variable has a coefficient of 0.757 that is significant at the 1% level. GDP enters with a negative but insignificant coefficient. Trade openness enters with a positive but also insignificant coefficient while financial liberalization is positive and significant at the 1% level.
Specification 20a, which refers to stock market turnover is even more problematic for RZ in that neither trade nor financial openness are significant. All three diagnostics are satisfactory and the lagged dependent term enters with a coefficient of 0.551, suggesting that the equation is well specified. GDP per capita is negative and institutional quality is positive and significant. Specification 24b offers little support to RZ. Even though both trade and financial openness have positive and sizeable coefficients that are highly significant, there is a negative and significant interaction term, which suggests that the benefits of trade (financial) openness diminish with financial (trade) openness. The equation is well behaved as suggested by the satisfactory diagnostics. In addition, GDP per capita appears with a positive and highly significant coefficient.
To sum up, the results presented in Table 5 , suggest that financial openness, if proxied by financial liberalisation, may be conducive to the development of liquid stock markets, if market liquidity is measured relative to the size of the real economy. If however it is measured in relation to the stock market size, this effect disappears, suggesting that financial liberalization helps also to boost the value of listed companies to a similar degree as it does the value of shares traded. Importantly, both trade and financial openness are found to have positive effects on the number of companies listed, thereby stimulating competition. In these specifications, trade openness has a beneficial effect on the number of companies listed as was indeed the case with the results presented in Table 3 .
Marginal Effects of Openness
In order to shed additional light on the quantitative importance of trade and financial openness for financial development, we calculate the partial derivatives of both types of openness (equations 3 and 4) using the preferred empirical specifications. Given that most of the preferred specifications contain the interaction term, these derivatives typically vary depending on the level of financial or trade openness. To gauge the range of variation, we therefore calculate the derivatives of trade (financial) openness at the mean, minimum and maximum values of financial (trade) openness. These are presented respectively in Tables   6a and 6b . Table 6a suggests that at the mean of financial openness, the marginal effects of trade openness are on the whole positive. At the minimum level of financial openness, the effects of trade openness are typically much larger than at the mean, with the exception of specification 5b (liquid liabilities). At the opposite end of the spectrum, the marginal effects of trade openness are typically either negative or much smaller than at the mean of financial openness. There is of course the exception of specification 5b for liquid liabilities, which is the only one that provides support to RZ. At the maximum values of trade openness, the marginal effects of financial openness are typically smaller (more negative) than at the mean. It is only at the minimal values of trade openness, that financial openness appears to have mostly positive effects on financial development.
To sum up, Table 6 suggests that at low levels of trade and financial openness, opening up the trade and capital accounts can have a positive influence on financial development.
However, this may not be true at high levels of openness, at which further openness may achieve the opposite effect. What is particularly striking is that at mean values of trade openness, the marginal effects of financial openness may be negative. Out of the twelve different empirical specifications, only one -namely liquid liabilities estimated using the financial globalization variable -provides support to the simultaneous openness hypothesis of Rajan and Zingales.
Additional Robustness Checks
Dynamic GMM addresses endogeneity to the extent that it arises from the correlation of country specific effects with the right hand side regressors. However, it does not address endogeneity that is due to the correlation between shocks to financial development and shocks to openness or other regressors. We therefore examine the sensitivity of our results to the possibility of such correlation by treating the right hand side regressors as predetermined. In the interests of brevity, we report results using the financial development indicators that are most relevant to financing opportunities for new firms i.e. private credit and number of listed companies. 18
The results of these estimations are presented in Table 7 . Additional estimations were carried out to check whether there is overlap between openness and economic institutions as mechanisms of financial development. Briefly, these results suggest the following: 18 The trade off that we face here is that when regressors are treated as predetermined the number of moment conditions increases substantially. 
5.

Concluding Remarks
The results presented in this paper suggest that openness, as well as economic institutions, can explain a large part of the variation in financial development across countries and over time since the 1980s. However, there is little evidence to suggest that a simultaneous opening of both trade and capital accounts has been necessary for financial development to take place. If anything, the balance of the evidence suggests the opposite: the marginal effects of trade (financial) openness have the highest values when the capital (trade) account has been least open. Moreover, the balance of the evidence also suggests that trade openness may have been considerably more effective in promoting financial development than financial openness.
Our findings, which are obtained utilising four different data sets, are robust to the measurement of financial development and the indicator of financial openness utilised.
Moreover, they are not driven by unaccounted endogeneity, as is shown by our robustness checks that utilise the two main indicators of financial development (private credit and number of listed companies) and treat regressors as predetermined. Additional robustness checks suggest that openness and institutions may have operated as separate channels of banking sector development but this may not be true for capital market development, where we find that there may have been an overlap between the two.
Our findings may be good news for policy makers, since the simultaneous opening of both trade and capital accounts is likely to be harder to accomplish politically than the opening of either. 20 This is because they clearly suggest that trade and financial openness may be substitute mechanisms of promoting financial development, not complements as suggested by RZ. An added bonus for policy makers is that economic institutions appear to have an independent influence on banking sector development -but not capital market development All models are estimated using the Arellano and Bond dynamic panel GMM estimations (Stata xtabond command) . N = 31, T = 7.
2.
The variables are defined as follows: CD = Capital Market Development; RGDPC = real GDP per capita (in US dollars, 2000 prices); TO = trade openness defined as total exports plus imports/GDP; INS = institutions (sum of corruption, rule of law, bureaucratic quality, government repudiation of contract and risk of expropriation indices); FL = Financial liberalisation index from Abiad and Mody (2005) .
3.
Figures in the parentheses are standard errors.
4.
***, ** and * indicate statistical significance at the 1%, 5% and 10% levels, respectively.
5.
Significant time dummies were retained. 
