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Some ‘converses’ to intrinsic linking theorems ∗
R. Karasev†and A. Skopenkov‡
Abstract
A low-dimensional version of our main result is the following ‘converse’ of the Conway–
Gordon–Sachs Theorem on intrinsic linking of the graph K6 in 3-space:
For any integer z there are 6 points 1, 2, 3, 4, 5, 6 in 3-space, of which every two i, j are joint
by a polygonal line ij, the interior of one polygonal line is disjoint with any other polygonal
line, the linking coefficient of any pair disjoint 3-cycles except for {123, 456} is zero, and for
the exceptional pair {123, 456} is 2z + 1.
We prove a higher-dimensional analogue, which is a ‘converse’ of a lemma by Segal–Spiez˙.
1 Introduction and main results
This paper is motivated by finding a gap [Sk20e] in the proof that embeddability is undecidable
in codimension > 1 [FWZ], see Remark 1.7.c.
Disjoint closed polygonal lines L1, L2 in R
3 are linked modulo 2 if a general position singular
cone over L1 intersects L2 at an odd number of points [ST80, §77], [Sk, §4].
Theorem 1.1 (Conway–Gordon–Sachs; [CG83, Sa81], see the exposition in [Sk14]). For any
piecewise linear (PL) embedding K6 → R
3 the number of linked modulo 2 unordered pairs of
images of two disjoint cycles in K6 is odd.
A low-dimensional version of our main result (Theorem 1.6) is the following ‘converse’ (Propo-
sition 1.2) of Theorem 1.1.
The linking coefficient lk ∈ Z of disjoint closed polygonal lines L1, L2 in R
3 is defined in [ST80,
§77], [Sk, §4].
Proposition 1.2 (proved in §2). For any integer z there is a PL embedding K6 → R
3 such that
the image of any 3-cycle is unknotted, the linking coefficient of any pair of disjoint cycles in K6
except for {123, 456} is zero, and for the exceptional pair {123, 456} is 2z + 1.
The following Lemma 1.3 generalizes (a weaker version of) Theorem 1.1, cf. Remark 1.4.b.
The property of being linked modulo 2 for disjoint self-intersecting k-sphere and ℓ-sphere in
R
k+ℓ+1 is defined analogously to the case k = ℓ = 1 given before Theorem 1.1.
A complex is a collection of closed simplices (=faces) of some simplex. (We abbreviate ‘finite
simplicial complex’ to ‘complex’.) A k-complex is a complex containing at most k-dimensional
simplices. The body (or geometric realization) |K| of a complex K is the union of simplices of K.
Thus continuous or piecewise-linear (PL) maps |K| → Rd and continuous maps |K| → Sm are
defined. Below we abbreviate |K| to K; no confusion should arise.
A map g : K → Rd of a complex K is called an almost embedding if gα ∩ gβ = ∅ for any
two disjoint simplices α, β ⊂ K.
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Lemma 1.3. For any integers 0 ≤ ℓ < k there is a k-complex F− containing subcomplexes
Σk ∼= Sk and Σℓ ∼= Sℓ, PL embeddable into Rk+ℓ+1 and such that for any PL almost embedding
f : F− → R
k+ℓ+1 the images fΣk and fΣℓ are linked modulo 2.
Lemma 1.3 is a stronger version of [SS92, Lemma 1.4] (in [SS92] it was assumed that f |Σℓ is
an embedding). This stronger version is essentially proved in [ST17, §3], see a sketch of a proof
in §2. (The proof of the stronger version uses a simpler argument: application of Lemma 2.4
instead of the cohomological Smith index as in [SS92, §1].)
Let us define F−,Σ
k, and Σℓ of Lemma 1.3. For this, define a complex F = Fk,ℓ (this is P (k, ℓ)
of [SS92]). Let [n] := {1, 2, . . . , n}. The vertex set is [k + ℓ+ 3] ∪ {0}. The simplices are formed
by all the simplices of dimension at most k of [k + ℓ + 3], and all the simplices of dimension at
most ℓ+ 1 that contain 0. In other words,
Fk,ℓ :=
(
[k + ℓ+ 3] ∪ {0} ,
(
[k + ℓ+ 3]
≤ k + 1
)
∪
{
{0} ∪ σ : σ ∈
(
[k + ℓ+ 3]
≤ ℓ+ 1
)} )
.
Here
( [n]
≤m
)
is the set of all subsets of [n] having at most m elements.
Remark 1.4. (a) Observe that F1,0 is the non-planar graph K5. More-generally, Fk,k−1 is the
k-skeleton of the (2k +2)-simplex, which is not embeddable into R2k. By Lemma 1.3, Fk,ℓ is not
embeddable into Rk+ℓ+1 for 0 ≤ ℓ < k.
(b) We have F1,1 = ConK5, so Lemma 1.3 for k = ℓ = 1 is a corollary of Theorem 1.1.
Let ∆ℓ+1 ⊂ F be the (ℓ+1)-simplex with the vertex set {0, 1, 2, . . . , ℓ+1} and Σℓ = ∂∆ℓ+1. Let
Σk ⊂ F be the boundary sphere of the (k+1)-simplex with the vertex set {ℓ+2, ℓ+3, . . . , k+ℓ+3}.
Finally, define
F− = Fk,ℓ,− := F − Int∆
ℓ+1.
Remark 1.5. The following version of Lemma 1.3 generalizes Theorem 1.1. For any integers
0 ≤ ℓ ≤ k there is a k-complex F ′ containing subcomplexes Σkj
∼= Sk and Σℓj
∼= Sℓ, j ∈
([k+ℓ+3]
k+1
)
,
PL embeddable into Rk+ℓ+1 and such that for any PL almost embedding f : F ′ → Rk+ℓ+1 the
number of linked modulo 2 unordered pairs of the images fΣkj and fΣ
ℓ
j is odd.
We can take F ′ = F ′k,ℓ to be the complex whose vertex set is [k + ℓ + 3] ∪ {0}, and whose
simplices are formed by all the simplices of dimension at most k of [k+ℓ+3], and all the simplices
of dimension at most ℓ that contain 0. For j ∈
([k+ℓ+3]
k+1
)
let
• Σkj ⊂ F
′ be the boundary sphere of the (k + 1)-simplex with the vertex set j.
• Σℓj ⊂ F
′ be the boundary sphere of the (ℓ+1)-simplex with the vertex set {0}∪([k+ℓ+3]−j).
The proof is analogous to the proof of Lemma 1.3.
For a PL almost embedding f : F− → R
k+ℓ+1 we have fΣk ∩ fΣℓ = ∅, so denote
lk f := lk(fΣk, fΣℓ) ∈ Z.
Theorem 1.6 (proved in §2). For any integers 1 ≤ ℓ ≤ k and z there is a PL almost embedding
f : F− → R
k+ℓ+1 such that lk f = 2z + 1.
Remark 1.7. (a) It would be interesting to know if the analogue for ℓ = 0 of Theorem 1.6 is
correct.
(b) We conjecture that for any integers 1 ≤ ℓ < k and z there is a PL embedding f : F− →
R
k+ℓ+1 such that lk f = 2z + 1.
For k < 2ℓ this follows by Theorem 1.6 and [We67], see the survey [Sk06, §5]. For k ≥ 2ℓ this
can perhaps be proved analogously to Theorem 1.6, using Lemma 2.3.b and the method of [Sk98,
§2], see the survey [RS99, §10].
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(c) We conjecture that for every fixed d, k such that 8 ≤ d ≤ 3k+12 there is no algorithm
recognizing PL almost embeddability of k-complexes in Rd.
Theorem 1.6 allows to deduce this for the ‘extreme’ case 2d = 3k + 1 = 6ℓ+ 4, ℓ even, from
[Sk20e, Conjecture 4.8.b], see details in [Sk20e, end of §4]. Analogously one deduces the full
conjecture above from [Sk20e, Conjecture 4.8.a]. Analogously one deduces the undecidability
result of [FWZ] from a version of the conjecture in (b) and [Sk20e, Conjecture 4.8.a].
The following Proposition 1.8 in some sense generalizes Theorem 1.6, see §3.
The simplicial deleted product of a complex K is
K×2∆ := ∪{σ × τ : σ, τ ∈ K,σ ∩ τ = ∅}.
For a complex K, a map g : K → Rd and an equivariant subset G ⊂ K2 such that g(x) 6= g(y)
for each (x, y) ∈ G define an equivariant map
g×2∆ : G→ S
d−1 by g×2∆ (x, y) :=
g(x) − g(y)
|g(x) − g(y)|
.
If g is an embedding, we assume that G = K×2∆ .
Proposition 1.8 (proved in §2). Let d be an integer and K a k-complex such that d ≥ k + 2
and 2d − k − 3 ≥ dimα + dimβ for any disjoint simplices α, β ⊂ K. For any equivariant map
Φ : K×2∆ → S
d−1 there is a PL almost embedding f : K → Rd such that f×2∆ is equivariantly
homotopic to Φ.
2 Proofs
For any disjoint oriented cycles σ, τ in K6, put lkf (σ, τ) := lk(fσ, fτ) ∈ Z. Observe that
lkf (σ, τ) = lkf (τ, σ), so assume that the argument of lkf is an unordered pair.
For an oriented edge c of K6 issuing out of vertex A and going to vertex B, and a vertex
C 6∈ c denote by cC the oriented cycle CA ∪ c ∪BC in K6.
Lemma 2.1. Let a, b be disjoint oriented edges of K6 and f : K6 → R
3 a PL embedding such
that any 3-cycle in f(K6) is unknotted. Then there is a PL embedding g : K6 → R
3 such that
any 3-cycle in g(K6) is unknotted, for the remaining vertices P,Q of K6 we have
lk f (aP, bQ)− lk g(aP, bQ) = lk f (aQ, bP )− lk g(aQ, bP ) = +1
and lkf (σ, τ) = lkg(σ, τ) for any other unordered pair σ, τ .
Proof. Informally, we obtain g by turning f(a) around f(b) once. Let us present an accurate
construction. Take a point O ∈ R3 and general position arcs Of(V ) joining O to the images of
the vertices of K6. For an oriented edge c of K6 issuing out of vertex A and going to vertex B
denote by Of(c) the oriented cycle Of(A) ∪ f(c) ∪ f(B)O. Take an embedded oriented 2-disk
δ ⊂ R3 such that δ ∩ f(K6) is the inion of
• an arc f(a) ∩ ∂δ at which the orientations from f(a) and from ∂δ are the opposite, and
• a point f(b) ∩ δ ⊂ Int δ of sign +1.
Define g : K6 → R
3 by ‘pushing a finger along δ’, i.e. so that
• g(f−1(∂δ)) = Cl(∂δ − f(a)),
• g = f outside f−1(∂δ),
• lk(Of(a), Of(b))− lk(Og(a), Of(b)) = +1, and
• lk(Of(a), Of(c)) = lk(Og(a), Of(c)) for any oriented edge c 6∈ {a, b}.
Since any 3-cycle in f(K6) is unknotted, f(K6)∩ δ ⊂ f(a∪ b) and no 3-cycle in K6 containing
a contains b, any 3-cycle in g(K6) is unknotted.
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Observe that lkf (σ, τ) equals to the sum of 9 summands of the form lk(Of(d), Of(e)), where
d and e are oriented edges of σ and τ . Hence
lk f (aP, bQ) − lk g(aP, bQ) = lk(Of(a), Of(b)) − lk(Og(a), Of(b)) = δ ∩ f(b) = +1.
The relation lkf (aQ, bP ) − lkg(aQ, bP ) = +1 follows by exchanging P and Q. Analogously
lkf (σ, τ) = lkg(σ, τ) for any other unordered pair {σ, τ}.
Proof of Proposition 1.2. Denote the vertices of K6 by 1, 2, . . . , 6. It is known that there is a PL
embedding f : K6 → R
3 such that any 3-cycle in f(K6) is unknotted, lkf (123, 456) = +1 and
lkf (σ, τ) = 0 for any other unordered pair σ, τ of disjoint oriented cycles in K6. Make the mod-
ification of Lemma 2.1 for (aP, bQ) = (123, 456), (162, 435), (234, 561). We have lkf (ijk, pqr) =
lkf (jki, pqr) = − lkf (jik, pqr) whenever [6] = {i, j, k, p, q, r}. Hence the resulting change of the
symmetric matrix lkf is
({123, 456} + {126, 453}) + ({162, 345} + {165, 342}) + ({561, 234} + {564, 231}) = 2{123, 456}.
Thus making the same modification z times we obtain the required PL embedding.
Remark 2.2. (a) The Conway–Gordon–Sachs Theorem 1.1 is implied by the following assertion
and the known fact stated at the beginning of the proof of Proposition 1.2 (this is essentially the
standard argument).
For any two PL embeddings f, g : K6 → R
3 the symmetric matrix lkf can be obtained from
the symmetric matrix lkg by several transformations described in Lemma 2.1.
Proof. We may assume that g = f outside the interior of an edge a. Then analogously to the
calculations in the proof of Lemma 2.1 we see that lkf is obtained from lkg by the transformations
described in Lemma 2.1 for all the 6 edges of K6 disjoint from a.
(b) Proposition 1.2 shows that there are no linear relations or congruences on numbers lkf (σ, τ)
except Theorem 1.1. The following is a combinatorial illustration of this fact.
There is no map ξ : X → {+1,−1} from the set X of unordered pairs of disjoint oriented
cycles σ, τ of length 3 in [6] such that ξ(ijk, pqr) = −ξ(ijr, pqk) whenever [6] = {i, j, k, p, q, r}.
This follows because otherwise
ξ(123, 456) = ξ(231, 564) = −ξ(234, 561) = −ξ(342, 615) = ξ(345, 612) = ξ(126, 453) = −ξ(123, 456).
Sketch of a proof of Lemma 1.3. For a complex K, a general position PL map f : K → Rd and
dimK < d define the van Kampen number v(f) ∈ Z2 to be the parity of the number of points
x ∈ Rd such that x ∈ f(σ) ∩ f(τ) for some disjoint simplices σ, τ ∈ K with dimσ + dim τ = d.
The lemma follows because v(f) = 1 for any general position PL map f : F → Rk+ℓ+1. For some
f this is Lemma 2.3.a below. Then for any f this holds by Lemma 2.4 below; verification of its
assumptions is analogous to [ST17, Lemma 7].
Let ∆k ⊂ Σk be the k-simplex with the vertex set {ℓ + 3, ℓ + 4, . . . , k + ℓ + 3}. (So that
∆k 6= ∆ℓ+1 even when k = ℓ+ 1.)
Lemma 2.3. For any integers 0 ≤ ℓ < k there is
(a) a PL map g : F → Rk+ℓ+1 whose self-intersection set consists of two points, one in
Int∆ℓ+1 and the other in Int∆k, so that the images of these interiors intersect transversally.
[SS92, Lemma 1.1]
(b) a PL embedding f : F− → R
k+ℓ+1 such that lk f = ±1.
Part (b) follows from (a).
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Lemma 2.4 ([ST17, Lemma 6]). Let d be an integer and K a finite complex such that for every
pair σ, τ of disjoint s- and t-simplices in K with s + t = d − 1 the following two numbers have
the same parity:
• the number of (s+ 1)-simplices ν containing σ and disjoint with τ ;
• the number of (t+ 1)-simplices µ containing τ and disjoint with σ.
Then v(f) is independent of a general position PL map f : |K| → Rd.
Proof of Theorem 1.6. 1 If two closed polygonal lines in R3 have zero linking coefficient and the
second of them is unknotted, then the first of them spans a 2-disk disjoint from the first one.
Hence the inductive base k = ℓ = 1 follows by Proposition 1.2. Let us prove the inductive step.
If k > 1, then either k > ℓ or ℓ > 1.
If k > ℓ, observe that
Fk,ℓ = Fk−1,ℓ ∪ Con (Fk−1,ℓ ∩ Fk,ℓ−1) ∪
(
k + ℓ+ 2
k + 1
)
,
where the vertex of the cone is k + ℓ+ 3. The same formula is correct with Fk,ℓ, Fk−1,ℓ replaced
by Fk,ℓ,−, Fk−1,ℓ,−. Since k > ℓ, by the inductive hypothesis there is a PL almost embedding
f : Fk−1,ℓ,− → R
k+ℓ such that lk f = 2z + 1. Extend it to a map f ′ : Fk,ℓ,− → R
k+ℓ+1 as
follows. Extend f conically over the cone, with the vertex in the upper half-space of Rk+ℓ+1 w.r.t
R
k+ℓ. Map the k-faces of
(
k+ℓ+2
k+1
)
to the lower half-space of Rk+ℓ+1 w.r.t Rk+ℓ. Since k > ℓ,
we have 2(k + 1) > k + ℓ + 2, so any two such k-faces intersect. Thus the extension f ′ is a
PL almost embedding. Since f ′Σk is the ‘suspension’ over fΣk−1 and f ′ = f on Σℓ, we have
lk f ′ = lk f = 2z + 1.
If ℓ > 1, observe that
Fk,ℓ = Fk,ℓ−1 ∪Con (Fk,ℓ−1 ∩ Fk−1,ℓ) ∪ 0 ∗
(
k + ℓ+ 2
ℓ+ 1
)
,
where the vertex of the cone is k + ℓ+ 3. The complex Fk,ℓ,− is obtained from the above union
by deleting the (ℓ + 1)-simplex 0 ∗ [ℓ + 1] and adding the ℓ-simplex 0 ∗ [ℓ]. Since ℓ > 1, by the
inductive hypothesis there is a PL almost embedding f : Fk,ℓ−1,− → R
k+ℓ such that lk f = 2z+1.
Extend it to a map f ′ : Fk,ℓ,− → R
k+ℓ+1 as follows. Extend f conically over the cone, with the
vertex in the upper half-space of Rk+ℓ+1 w.r.t Rk+ℓ. Map the (ℓ+ 1)-faces of 0 ∗
(
k+ℓ+2
ℓ+1
)
(except
0 ∗ [ℓ + 1]) and the ℓ-face to the lower half-space of Rk+ℓ+1 w.r.t Rk+ℓ. Any two such (ℓ + 1)-
or ℓ-faces intersect at 0. Thus the extension f ′ is a PL almost embedding. Since f ′Σℓ is the
‘suspension’ over fΣℓ−1 and f ′ = f on Σk, we have lk f ′ = lk f = 2z + 1.
Proof of Proposition 1.8. Apply [Sk02, Disjunction Theorem 3.1] to N = |K|, T = F−, A = ∅,
E1 = K
×2
∆ , E0 = ∅, h0 any PL map and the given map Φ. Let f be the obtained map h1. Then
by [Sk02, (3.1.1)] f is an almost embedding. By [Sk02, (3.1.2)] f×2∆ is equivariantly homotopic to
Φ.
3 Appendix: an alternative proof of Theorem 1.6
Lemma 3.1. For any integers 0 < ℓ < k and z there is an equivariant map Φ : (F−)
×2
∆ → S
k+ℓ
such that degΦ|Σk×Σℓ = 2z + 1.
Proof of Theorem 1.6 for 1 < ℓ < k modulo Lemma 3.1. Theorem 1.6 for 1 < ℓ < k follows from
Proposition 1.8 and Lemma 3.1 because f×2∆ is homotopic to Φ on Σ
k × Σℓ, so lk f = 2z + 1
[Sk16h].
1We are grateful to F. Frick for allowing us to present this proof based on an idea he suggested. Alternative
(earlier) proofs are presented in appendices.
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Let us give a direct proof without reference to Proposition 1.8. Apply [Sk02, Disjunction
Theorem 3.1]2 to N = |F−|, T = F−, A = ∅, E1 = (F−)
×2
∆ , E0 = ∅, h0 = g and the map Φ given
by Lemma 3.1. Observe that for disjoint simplices α, β ⊂ F− we have dimα+ dimβ ≤ k+ ℓ+1.
Since l ≥ 2, we have
k + ℓ+ 1 + dimF− = 2k + ℓ+ 1 ≤ 2(k + ℓ+ 1)− 3 and dimF− = k ≤ (k + ℓ+ 1)− 2.
Thus the assumptions of [Sk02, Disjunction Theorem 3.1] are fulfilled. Let f be the obtained
map h1. Then by [Sk02, (3.1.1)] f is an almost embedding. By [Sk02, (3.1.2)] f
×2
∆ is homotopic
to Φ on Σk × Σℓ. So lk f = 2z + 1 [Sk16h].
The simplicial deleted join of a complex K is
K∗2∆ := ∪{σ ∗ τ : σ, τ ∈ K,σ ∩ τ = ∅}.
Lemma 3.2. For any integers 0 ≤ ℓ < k we have F ∗2∆
∼=Z2 S
k+ℓ+2.
Proof. A subset σ ⊂ {0, 1, . . . , k + ℓ+ 3} is a face of F if and only if the complement σ is not a
face of F . Indeed,
• if 0 ∈ σ, then both claims are equivalent to |σ| ≤ ℓ+ 2;
• if 0 6∈ σ, then both claims are equivalent to |σ| ≤ k + 1.
This property (F is Alexander dual to itself) implies that F ∗2∆
∼=Z2 S
k+ℓ+2 by a result of Bier
[Ma03, Definition 5.6.1 and Theorem 5.6.2].
Lemma 3.3. (a) Any two (k+ ℓ+1)-cells of F×2∆ can be joined by a sequence of (k+ ℓ+1)-cells
of F×2∆ in which any two consecutive (k + ℓ+ 1)-cells have a common (k + ℓ)-cell.
(b) Any (k + ℓ)-cell of F×2∆ belongs to precisely two (k + ℓ+ 1)-cells of F
×2
∆ .
(c) There is a collection of orientations on (k + ℓ+1)-cells of F×2∆ such that for any (k + ℓ)-
cell of F×2∆ the orientations on the two adjacent (k + ℓ + 1)-cells of F
×2
∆ induce the opposite
orientations on the (k + ℓ)-cell.
(d) For the orientations on (k+ ℓ+1)-cells of F×2∆ given by (b) the exchange π(x, y) := (y, x)
of the factors acts on the orientations as multiplication by (−1)k+ℓ.
Proof. This follows by Lemma 3.2 because the formula σ×τ 7→ σ∗τ defines a 1–1 correspondence
between (p+ 1)-cells of F ∗2∆ and p-cells of F
×2
∆ , p > 0, which respects adjacency and orientation.
For part (d) we also need that the antipodal involution of Sk+ℓ+2 multiplies the orientation by
(−1)k+ℓ+1.
Proof of Lemma 3.1. Denote by F
×2,(k+ℓ)
∆ the (k + ℓ)-skeleton of F
×2
∆ . Take a map g given by
Lemma 2.3.a. Then g×2∆ : F
×2,(k+ℓ)
∆ → S
k+ℓ is defined. We have deg g×2∆ |Σk×Σℓ = lk g|F− = ±1.
Informally, the lemma now follows because (F−)
×2
∆ is obtained from the connected pseudo-
manifold F×2∆ by deleting two codimension 0 submanifolds ∆
ℓ+1 × Σk and Σk ×∆ℓ+1, which go
one to the other under the exchange of factors.
Formally, we shall modify the map g×2∆ as follows.
For an integer a, an equivariant map Ψ : F
×2,(k+ℓ)
∆ → S
k+ℓ and oriented (k + ℓ)-cell V of F
denote by ΨV,a : F
×2,(k+ℓ)
∆ → S
k+ℓ any equivariant map obtained by the following construction
(in fact, this construction produces a map ΨV,a well-defined up to homotopy). Define ΨV,a|V to be
the connected sum of Ψ|V and a map S
k+ℓ → Sk+ℓ of degree a. (In other words, define ΨV,a|V to
be the composition V
c
→ V ∨Sk+ℓ
Ψ∨â
→ Sk+ℓ, where c is the contraction of certain (k+ℓ−1)-sphere
2The required particular case of this result can easily be recovered by ‘turning some simplices around another
simplices’ and Whitney trick, see the survey [Sk06, beginning of §8].
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in the interior of V and â is a map of degree a.) Define ΨV,a(x, y) := −ΨV,a|V (y, x) for (y, x) ∈ V .
Define ΨV,a = Ψ elsewhere. We write that ΨV,a is obtained from Ψ by the modification (V, a).
For oriented manifolds A and B of the same dimension denote [A : B] = +1 if B ⊂ A and
their orientations coincide, [A : B] = −1 if B ⊂ A and their orientations are the opposite, and
[A : B] = 0 otherwise (i.e. if B 6⊂ A).
Clearly, degΨV,a|∂A = degΨ|∂A for any (k + ℓ + 1)-cell A disjoint from V ∪ πV . For a
(k + ℓ+ 1)-cell U ⊃ V we have
degΨV,a|∂U − degΨ|∂U = [∂U : V ]a.
By Lemma 3.3.d and since the antipodal involution of Sk+ℓ multiplies the orientation by (−1)k+ℓ+1,
we have
degΨV,a|π∂U − degΨ|π∂U = −[∂U : V ]a.
By Lemma 3.3.a there is a sequence ∆k × ∆ℓ+1 = U0, U1, . . . , Um = ∆
ℓ+1 × ∆k of (k + ℓ + 1)-
cells of F×2∆ such that Vi := Ui−1 ∩ Ui is a (k + ℓ)-cell for each i = 1, 2, . . . ,m. Take the
above orientations on the Ui and orient the Vi so that [∂Ui : Vi] = 1 for each i = 1, 2, . . . ,m.
Denote by Φ : F
×2,(k+ℓ)
∆ → S
k+ℓ any equivariant map obtained from g×2∆ by the modifications
(V1,−z), . . . , (Vm,−z). Clearly, deg Φ|∂A = deg g
×2
∆ |∂A for any (k + ℓ + 1)-cell A 6∈ {U0, Um}.
Then degΦ|∂U0−deg g
×2
∆ |∂U0 = 2z. We have deg g
×2
∆ |Σk×Σℓ = ± lk g|F− . If this degree is +1, then
we are done. If this degree is −1, then we make additionally the same construction replacing −z
by −1.
Remark 3.4. Analogously to the above one proves the following. Assume that c is an assignment
of integers to (ℓ+ k + 1)-cells U ⊂ F×2∆ oriented as above (i.e. for any c ∈ Z
ℓ+k+1(F×2∆ ;Z)) such
that
∑
U |c(U)| ≡ 2 mod 4 and c(π(U)) = −c(U) for any U . Then there is an equivariant map
Φ : F
×2,(k+ℓ)
∆ → S
k+ℓ such that deg Φ|∂U = c(U) for any (ℓ+ k + 1)-cell U ⊂ F
×2
∆ .
4 Appendix: a direct proof of Lemma 3.3
Direct proof of Lemma 3.3.a. Any (k + ℓ+ 1)-cell α× β ⊂
([k+ℓ+3]
≤k+1
)×2
∆
has a common (k + ℓ)-cell
with another (k + ℓ + 1)-cell α′ × β′ whenever α′ ⊃ α, β′ ⊂ β and |α′ − α| = |β − β′| = 1. In
several such steps we join any two (k + ℓ+ 1)-cells in
([k+ℓ+3]
≤k+1
)×2
∆
.
For any (k + ℓ+ 1)-cell (0, α)× β we have dimα = ℓ and dimβ = k. This cell has a common
(k + ℓ)-cell with (v, α)× β ⊂
([k+ℓ+3]
≤k+1
)×2
∆
, where {v} = [k + ℓ+ 3]− α− β. The case when 0 is in
the second factor is analogous. Hence any cell involving 0 is also joined to any other cell.
Definition of orientations on (ℓ + k + 1)-cells of F×2∆ . If (a0, . . . , ad) is a sequence of
distinct elements of {0, 1, . . . , ℓ+k+3} then (a0, . . . , ad) is understood as a simplex of F with the
orientation induced by this order. We assign the orientations to (ℓ+k+1)-cells of F˜ by modifying
the product orientations as follows. In the following formulas sgn is the sign of a permutation of
[ℓ + k + 3]. For α = (a0, . . . , am) and β = (b0, . . . , bn) let (α, β) := (a0, . . . , am, b0, . . . , bn). The
notation (v, α, β) and (α, v, β) has analogous meaning.
(1) for α× β, where α ⊔ β = [ℓ+ k + 3], we modify by sgn(α, β);
(2) for (0, α)×β, where dimα = ℓ, we modify by − sgn(v, α, β), where {v} = [ℓ+k+3]−α−β.
(2’) for α×(0, β), where dimβ = ℓ, we modify by − sgn(α, v, β), where {v} = [ℓ+k+3]−α−β.
The orientations are well defined because permuting the elements of α we obtain the same
change in the product orientation and in the sign of the total permutation; the same applies to
β.
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Direct proof of Lemma 3.3.bc. We need to check that any (ℓ + k)-cell σ × τ of F×2∆ belongs to
precisely two (ℓ + k + 1)-cells A,B of F×2∆ , and that [∂A : σ × τ ] + [∂B : σ × τ ] = 0 for the
above orientations on A,B. Denote [X] := [X : σ × τ ] for brevity. In the following formulas the
products are oriented as the products, so the above orientation is indicated by the sign. Recall
that for (ℓ+ k + 1)-cell α× β oriented as the product we have
[∂(α× β)] = [∂α : σ][β : τ ] + (−1)dimα[α : σ][∂β : τ ].
Case σ× τ ⊂
([ℓ+k+3]
≤k+1
)×2
∆
, where ℓ < dimσ,dim τ < k. Let v := [k+ ℓ+3]−σ− τ . The cell σ× τ
is in the boundary of only
A := sgn(v, σ, τ)(v, σ) × τ and B := sgn(σ, v, τ)σ × (v, τ), so
[∂A] + [∂B] = sgn(v, σ, τ) + sgn(σ, v, τ)(−1)dim σ = 0.
Case σ × τ ⊂
([ℓ+k+3]
≤k+1
)×2
∆
, where dimσ = ℓ and dim τ = k. Let v := [k + ℓ+ 3]− σ − τ . The cell
σ × τ is in the boundary of only
A := sgn(v, σ, τ)(v, σ) × τ and B := sgn(v, σ, τ)(0, σ) × τ, so
[∂A] + [∂B] = sgn(v, σ, τ) − sgn(v, σ, τ) = 0.
Case σ × τ ⊂
([ℓ+k+3]
≤k+1
)×2
∆
, where dimσ = k and dim τ = ℓ. Let v := [k + ℓ+ 3]− σ − τ . The cell
σ × τ is in the boundary of only
A := sgn(σ, v, τ)σ × (v, τ) and B := − sgn(σ, v, τ)σ × (0, τ), so
[∂A] + [∂B] = sgn(σ, v, τ)(−1)k − sgn(σ, v, τ)(−1)k = 0.
Case σ × τ = (0, σ′)× τ , where dimσ′ = ℓ− 1 and dim τ = k. Let {v,w} := [k + ℓ+ 3]− σ′ − τ ,
v < w. The cell σ × τ is in the boundary of only
A := − sgn(w, v, σ′, τ)(0, v, σ′)× τ and B := − sgn(v,w, σ′, τ)(0, w, σ′)× τ, so
[∂A] + [∂B] = sgn(w, v, σ′, τ) + sgn(v,w, σ′, τ) = 0.
Case σ × τ = σ × (0, τ ′), where dimσ = k and dim τ ′ = ℓ− 1. Let {v,w} := [k + ℓ+ 3]− σ − τ ′,
v < w. The cell σ × τ is in the boundary of only
A := − sgn(σ,w, v, τ ′)σ × (0, v, τ ′) and B := − sgn(σ, v, w, τ ′)σ × (0, w, τ ′), so
[∂A] + [∂B] = − sgn(σ,w, v, τ ′)(−1)k+1 − sgn(σ, v, w, τ ′)(−1)k+1 = 0.
Direct proof of Lemma 3.3.d. By Lemma 3.3.a it suffices to consider only one (k + ℓ+ 1)-cell of
our choice. Choose a cell σ × τ ⊂
([ℓ+k+3]
k+1
)×2
∆
. It is oriented as a product with the sign sgn(σ, τ).
The cell τ × σ is oriented as the product with the sign
sgn(τ, σ) = (−1)(k+1)(ℓ+2) sgn(σ, τ) = (−1)kℓ+ℓ sgn(σ, τ).
The exchange of the factors acts on the product orientations as multiplication by (−1)ℓk+k. Hence
(d) follows.
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5 Appendix: an explicit proof of Lemma 3.1
Here we present an explicit construction for the proof of Lemma 3.1 for k odd and ℓ even. This
is nothing but giving explicit U0, U1, . . . , Um from the proof in §2. However, not constructing the
orientations makes this proof shorter than the proof via §4.
Proof: construction of Φ′ for k odd and ℓ even. Since ℓ is even, it suffices to prove the lemma for
Σk ×Σℓ replaced by Σℓ×Σk. Take an embedding f given by Lemma 2.3.b. Take the equivariant
map f×2∆ : (F−)
×2
∆ → S
k+ℓ. We have deg f×2∆ |Σℓ×Σk = lk f = ±1. We may assume that the degree
is +1, otherwise we make the construction below replacing z by z + 1. We shall modify the map
f×2∆ on the (k + ℓ)-skeleton of (F−)
×2
∆ as follows.
For an integer a, an equivariant map Ψ : (F−)
×2,(k+ℓ)
∆ → S
k+ℓ and oriented simplices σ, τ of
F− the sum of whose dimensions is k + ℓ denote by Ψσ,τ,a : (F−)
×2,(k+ℓ)
∆ → S
k+ℓ any equivariant
map obtained by the following construction (in fact, this construction produces a map Ψσ,τ,a
well-defined up to homotopy). Define Ψσ,τ,a|σ×τ to be the connected sum of Ψ|σ×τ and a map
Sk+ℓ → Sk+ℓ of degree a. (In other words, define Ψσ,τ,a|σ×τ to be the composition σ × τ
c
→
σ × τ ∨ Sk+ℓ
Ψ∨a
→ Sk+ℓ, where c is the contraction of certain (k + ℓ− 1)-sphere in the interior of
σ× τ and a is a map of degree a.) Define Ψσ,τ,a|τ×σ(x, y) := −Ψσ,τ,a|σ×τ (y, x). Define Ψσ,τ,a = Ψ
elsewhere. We write that Ψσ,τ,a is obtained from Ψ by the modification (σ, τ, a).
For a sequence (a0, . . . , as) of distinct elements of {0, 1, . . . , k + ℓ+ 3} denote by (a0, . . . , as)
the oriented s-simplex of F with vertices a0, . . . , as and the orientation induced by this order.
For m = ℓ, . . . , k and j = 0, . . . , ℓ let
σm = (1, . . . ,m+ 1), τm = (m+ 3, . . . , k + ℓ+ 3),
φ2j+1 = (0, . . . , j, k + j + 3, . . . , k + ℓ+ 3), ψ2j+1 = (−1)
j(j+1)(j + 2, j + 3, . . . , k + 1 + j),
φ2j+2 = (0, . . . , j, k + j + 4, . . . , k + ℓ+ 3), ψ2j+2 = (−1)
(j+1)2(j + 2, j + 3, . . . , k + 2 + j).
Let Φ′ be a map obtained from f×2∆ |(F−)×2,(k+ℓ)∆
by the modifications
• (σℓ, τℓ, z),
• (σm, τm, (−1)
mz) for m = ℓ+ 1, . . . , k,
• (φ2j+1, ψ2j+1, (−1)
j+1z) for j = 0, . . . , ℓ and
• (φ2j+2, ψ2j+2, (−1)
jz) for j = 0, . . . , ℓ.
It suffices to prove that Φ′ equivariantly extends to (F−)
×2
∆ and degΦ
′|Σℓ×Σk = 2z + 1.
Proof that degΦ′|Σℓ×Σk = 2z + 1. Clearly,
degΨσ,τ,a|Σℓ×Σk − degΨ|Σℓ×Σk = a[Σ
ℓ × Σk : σ × τ ] = a[Σℓ : σ][Σk : τ ].
Of the above bullet points modifications this is non-zero only for (σℓ, τℓ, z) and (φ2ℓ+2, ψ2ℓ+2, (−1)
ℓz),
when this is z and z respectively. Hence deg Φ′|Σℓ×Σk = z + z + deg f
×2
∆ |Σℓ×Σk = 2z + 1.
Proof that Φ′ equivariantly extends to (F−)
×2
∆ . In the rest of this proof α, β are disjoint simplices
of F− the sum of whose dimensions is k + ℓ+ 1. Then either
• α, β ⊂ [k + ℓ+ 3] and α ⊔ β = [k + ℓ+ 3], or
• dimα = ℓ+ 1, 0 ∈ α, β ∈
([k+ℓ+3]
k+1
)
, and (k + ℓ+ 3)− |α| − |β| = 1.
Hence in the above bullet points modifications
• σℓ × τℓ ⊂ α× β only if α× β = σℓ+1 × τℓ;
• for m = ℓ+ 1, . . . , k− 1 we have σm × τm ⊂ α× β only if α× β ∈ {σm × τm−1, σm+1 × τm};
• σk × τk ⊂ α× β only if α× β ∈ {σk × τk−1, φ1 × ψ0};
• for j = 0, 1, . . . , ℓ we have φ2j+1 × ψ2j+1 ⊂ α× β only if α = ϕ2j+1, β ∈ {ψ2j , ψ2j+2};
• for j = 0, 1, . . . , ℓ− 1 we have φ2j+2 ×ψ2j+2 ⊂ α× β only if α ∈ {ϕ2j+1, ϕ2j+3}, β = ψ2j+2;
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• φ2ℓ+2 × ψ2ℓ+2 ⊂ α× β only if α× β = ϕ2ℓ+1 × ψ2ℓ+2.
Now assume that α, β are oriented. We consider the product orientations on cells of (F−)
×2
∆ .
It suffices to prove that for each cell α×β appearing in the above list deg Φ′|∂(α×β) = 0. Observe
that deg f×2∆ |∂(α×β) = 0. We define boundary so that [∂(a0, a1, . . . , am) : (a1, . . . , am)] = +1.
Then for α ⊃ σ, β ⊃ τ we have
degΨσ,τ,a|∂(α×β)−degΨ|∂(α×β) = a[∂(α×β) : σ×τ ] = a
(
[∂α : σ][β : τ ] + (−1)dimα[α : σ][∂β : τ ]
)
.
The restriction to ∂(σm×τm−1), form = ℓ+1, . . . , k, receives two modifications in the construction
of Φ′: on σm−1 × τm−1 and on σm × τm. Hence
deg Φ′|∂(σm×τm−1) − deg f
×2
∆ |∂(σm×τm−1) =
= (−1)m−1z[∂σm : σm−1][τm−1 : τm−1] + (−1)
mz(−1)m[σm : σm][∂τm−1 : τm] =
= (−1)m−1+mz + (−1)m+mz = 0.
In order to work with the signs in the sequel, it is convenient to rewrite the definitions of ψ∗ with
different order of vertices and no signs in front:
ψ2j+1 = (k + 2, . . . , k + 1 + j, j + 2, . . . , k + 1), ψ2j+2 = (k + 2, . . . , k + 2 + j, j + 2, . . . , k + 1).
Observe that ψ0 = σk. Hence the restriction to ∂(φ1 × ψ0) receives two modifications in the
construction of Φ′: on σk × τk and on φ1 × ψ1. Hence
degΦ′|∂(φ1×ψ0) − deg f
×2
∆ |∂(φ1×ψ0) =
= −z(−1)ℓ+1(−1)ℓ+1[∂φ1 : τk][ψ0 : σk]− z(−1)
ℓ+1[φ1 : φ1][∂ψ0 : ψ1] = −z + z = 0.
The restriction to ∂(φ2j+1×ψ2j+2), for j = 0, . . . , l, receives two modifications in the construction
of Φ′: on φ2j+1 × ψ2j+1 and on φ2j+2 × ψ2j+2. Hence
deg Φ′|∂(φ2j+1×ψ2j+2) − deg f
×2
∆ |∂(φ2j+1×ψ2j+2) =
= (−1)j+1z(−1)ℓ+1[φ2j+1 : φ2j+1][∂ψ2j+2 : ψ2j+1] + (−1)
jz[∂φ2j+1 : φ2j+2][ψ2j+2 : ψ2j+2] =
= (−1)j+1+ℓ+1+jz + (−1)j+1+jz = 0.
The restriction to ∂(φ2j+1 × ψ2j), for j = 1, . . . , l, receives two modifications in the construction
of Φ′: on φ2j × ψ2j and on φ2j+1 × ψ2j+1. Hence
deg Φ′|∂(φ2j+1×ψ2j) − deg f
×2
∆ |∂(φ2j+1×ψ2j) =
= (−1)j+1z[∂φ2j+1 : φ2j ][ψ2j : ψ2j ] + (−1)
j+1z(−1)ℓ+1[φ2j+1 : φ2j+1][∂ψ2j : ψ2j+1] =
= (−1)j+1+jz + (−1)j+1+ℓ+1+jz = 0.
Thus indeed for each cell α× β appearing in the above list degΦ′|∂(α×β) = 0.
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