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1 Introduction
Storage of  data is no longer a prob-lem, due to technical advancements in computing power and bandwidth, 
the problem is instead how we should use all 
the data we collect (Shoan & Woolf  2008). 
One drawback from this is that data analysis 
requires more time to complete than before 
(Chen et al. 2004; Liang & Austin 2005) as 
the data volume grows exponentially over 
time (Rajagopalan & Isken 2001). In addi-
tion to the growing data volume, another 
challenge is to correctly analyze complex 
data, as it is often difficult to interpret (Nath 
2006). Data mining is one field, linked with 
artificial intelligence (AI) (Williams 1983), 
that strives to address these challenges (Li-
ang & Austin 2005), saving time for the 
analyst (Charles 1998; Chen et al. 2004). 
However, mining complex data is difficult 
and often requires a skilled data miner and 
an analyst with good domain knowledge in 
the area of  analysis (Nath 2006) to ensure a 
low rate of  human errors (Chen et al. 2004; 
Charles 1998).
This highlights an opportunity in program-
matically reducing the data volume to only 
include data that is relevant to the analysis. 
Completion of  such procedures also be-
comes less time consuming when the raw 
data has been pre-processed. Additionally, 
software may be used to replicate repetitive 
existing human analysis steps in order to 
provide human analysts with higher quality 
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data to work with, e.g. showing data trends, 
narrowing the frame of  analysis, and mak-
ing decisions easier through suggesting like-
ly beneficial answers. Examples of  similar 
software already exist today. The Coplink 
project (Chet et al. 2004) uses data mining 
techniques to map criminal networks and 
assist the police by providing an overview 
of  a criminal’s connection to other peo-
ple, while ReCAP (Charles 1998) analyzed 
crimes and showed at which times of  day 
they occurred to guide police efforts. Re-
search extends beyond the public safety and 
the police, also, including for medical data 
analysis and business forecasting (Liang & 
Austin 2005). An example of  such use in 
the medicine field is presented by Mantzaris 
& Anastassopoulos (2008), where they look 
to help clinicians identify individuals with 
increased risk for osteoporosis that need to 
undergo further testing and treatment. 
The intention of  this paper is to explore 
the potential for volume and complexity of  
large data sets to be negotiated and lever-
aged for additional benefits through soft-
ware implementation using AI techniques. 
Specifically, this is done by investigating 
the research question how can artificial intelli-
gence techniques be used to assist in identifying data 
trends that are likely to be of  relevance for further 
investigation by human agents?  To address this, 
the study uses the increasingly recognized 
design research approach (cf. Hevner et al. 
2004; Chatterjee & Hevner 2010) which is 
rooted in a desire to address practice and 
research interests through design artifacts. 
This strategy also allows us to iteratively as-
sess and revise our design to better fit with 
the specific needs of  our industrial partners. 
Thus, learning-by-doing (Jeffries et al. 1981) 
and reflection-in-action (Schön 1983) are 
important guiding principles for our emerg-
ing design and the contributions made by 
this study.
Since this paper follows a design research 
strategy, one research outcome is a software 
prototype. The prototype developed in this 
study uses a set of  AI techniques to assist 
human agents in data analysis. In the back-
ground section of  this paper we illustrate 
a matrix model that explains the relations 
between complexity and volume in a data 
set, and shows which considerable paths ex-
ist in the process of  making data more easy 
to analyze. This paper starts by explaining 
why volume and complexity play a vital 
role in data analysis and illustrates it in the 
Complexity Volume matrix model (CVma-
trix). In the subsequent section the method 
is introduced and justified, and the research 
setting explained fully. The paper concludes 
by covering the research outcomes, which 




For the purposes of  this paper, two attributes for data analysis are of  particular interest: volume and 
complexity. Volume is the raw amount of  
data being analyzed, while complexity is 
a definition of  how difficult the data is to 
interpret. The following two subsections 
define these two attributes, and establish 
why they both play a vital role in perform-
ing data analysis. In the final subsection, a 
matrix model based on the definitions of  
volume and complexity is built to provide 
the theoretical framework of  this paper.
Data Volume
In the past decades the world has entered 
into the information age, resulting in ex-
ponential increases in computing power 
and communication bandwidth (Shoan & 
Woolf  2008). In turn, this has resulted in 
a rise of  the amount of  data that can be 
accessed (Rajagopalan & Isken 2001), and 
also increasing the time it takes to perform 
data analysis. Organizations involved in 
data analysis, such as intelligence-gathering 
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and medical data analysis, have to face the 
challenge of  accurately and efficiently ana-
lyzing the growing data volume (Chen et al. 
2004; Liang & Austin 2005). One reason for 
the challenges is that the relevant data is of-
ten hidden in a larger set of  irrelevant data, 
making it difficult to find. For example, im-
agine analyzing network traffic with its fre-
quent and busy online transactions, where 
only a small portion of  the data is related to 
the analysis (Chen et al. 2004).
Data mining is one field that strives to ad-
dress the challenges of  the growing data 
volume. Data mining is a procedure that 
efficiently extracts information from large 
data sets, linked (Liang & Austin 2005) with 
artificial intelligence (Williams 1983). AI 
techniques are capable of  analyzing vast 
amounts of  information, with a low error 
rate, and can process this in seconds, saving 
time for the analyst (Charles 1998; Chen et 
al. 2004).
Data Complexity
Complex data may be differently ex-
pressed and structured in different data 
sets, changed periodically, generally diffuse, 
and/or span long periods of  time (Tanas-
escu, Boussaid & Bentayeb 2005; Chen et 
al. 2004). For example, data that is collected 
for reasons other than analysis limit the an-
alyst’s ability to extract meaningful output 
(McCue 2006). The definition of  complex 
data implies that complexity have different 
meanings depending on the data itself.
The challenge deriving from complexity 
in data is to correctly analyze it, given that 
complex data is more difficult to interpret 
(Nath 2006). Humans are more likely to see 
complex patterns in data sets than through 
the use of  AI. However, the more complex 
the data is, the more time the analysis will 
take and the risk of  suffering from human 
error increases (Chen et al. 2004; Charles 
1998).
Mining complex data is a demanding pro-
cess, and often requires not only a skilled 
data miner, but also an analyst with good 
domain knowledge in the area of  analysis 
(Nath 2006). Before the actual data mining 
can begin the data has to be prepared. This 
includes collecting, cleaning and transform-
ing the data to fit the purpose of  the usage 
(Rajagopalan & Isken 2001). The challenge 
of  mining complex data becomes evident 
when approximately 80% of  the data min-
ing process is spent on preparing the data 
for the actual mining (Helberg 2002; Mc-
Cue 2006).
Illustrating the relationship be-
tween complexity and volume
Based on the definitions made of  the two 
data attributes, volume and complexity, it 
is possible to represent the relationship be-
tween them and their data sets in a Com-
plexity Volume matrix (CVmatrix (step 
one), figure 1). 
The CVmatrix consist of  four states (repre-
sented as vectors) of  volume and complexi-
ty that a data set may exist in. The suitability 
for one particular agent (human or AI) to 
analyze a data set depends on what state it 
is in. A human is good at analyzing complex 
data in smaller volumes, while an AI can 
handle large volumes of  less complex data 
more efficiently (Charles 1998). This rela-
tionship is represented in figure 2. When 
the data set is both complex and contains a 
large volume of  data the risk of  errors are 
Figure 1: CVmatrix (step one)
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highest (Chen et al. 2004). Thus, the ideal 
state for either actor is when the volume 
and complexity of  the data set is low. Find-
ing a method for reducing either or both 
attributes would thus make 
the analysis of  the data set 
more efficient and more 
correct. Returning to our re-
search objective, it appears 
that AI has potential to han-
dle large data volumes to 
assist human agents, while 
humans are better at reduc-
ing complexity. Step two of  the CVmatrix 
(figure 3) illustrates the possible paths for 
simplification of  a data set.
Each path (1, 2, 3a and 3b) in the CVma-
trix is assigned an agent that has the highest 
potential in reducing the specific attribute. 
The illustration visualizes a human reducing 
the data complexity (2 and 3b), and an AI 
reducing the data volume (1 and 3a). Tra-
versing path 1, an AI is assigned to reduce 
the volume of  a complex and large data set. 
The objective is to reduce the risk of  er-
rors and increase the efficiency of  a human 
agent. From a complex, but small, data set a 
human can either choose to start the analy-
sis or attempt to reduce the complexity to 
move to the ideal state of  the data set (path 
3b). Following the opposite way (path 2 and 
3a) a human agent is assigned to reduce the 
complexity in a large and complex data set 
in order to assist an AI and make it easier 
for the AI to reduce the volume. However, 
this way is not optimal as the more volume, 
the more time it takes for a human 
and the risk of  errors increases 
(Chen et al. 2004).
Arriving at the ideal state is a two-
step process in which the human 
and AI collaborates. By arriving at 
the ideal state fewer errors are made, 
and results in more efficient analysis. 
Naturally, it is possible for the data set to 
initially be in any of  the states, and from 
there one can apply the specific path to 
make the data set easier to analyze. For ex-
ample, a data set might be low on complex-
ity by default but have high volume. Thus 
it is preferable to take step 3a to reach the 
ideal state. However, this scenario does not 
satisfy the purpose of  the study, instead the 
focus will be set on moving from the state 
where most errors are made (indicated by 
the cloud in figure 3), because if  it is pos-
sible to move from this state, the possibility 
of  moving from other states increases. We 
want to show all the steps we have identi-
fied through related literature, but focus on 
exploring an approach to traverse path 1.
The CVmatrix shows which agent should 
be assigned to reduce a specific attribute in 
a data set. Relating to our research objective, 
the CVmatrix illustrates the assisting roles 
an artificial intelligence may have in aiding 
manual data analysis, by manipulating the 
data set, specifically in trying to move the 
attributes of  the data set towards a point 
where the risk of  errors is low. While the 
CVmatrix is a contribution in itself, this 
paper will focus on exploring how AI can 
reduce volume in a complex data set, visual-
ized in path 1 of  the CVmatrix.
Figure 3: CVmatrix (step two)
Figure 2: Agent 
relationships
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3 Method
Research Setting
Settings dealing with complex data sets in 
large volumes are intelligence units of  the 
police. Specifically, this study collaborates 
with the intelligence unit of  Gothenburg, 
Sweden. Intelligence units deal with grow-
ing volume and complexity of  data, which 
is typical for organizations involved in 
crime analysis (Chen et al. 2004). Nowhere 
are the data volume issues more evident 
than in the amount of  police reports that 
were added each day in 2009. An average 
of  607 police reports were filed each day, 
totaling in 221 708 for the whole year, in the 
Västra Götaland region of  Sweden alone1. 
The Swedish police have a clear directive 
to work against ‘crimes of  quantity’, such 
as burglary, physical abuse, vandalism and 
more. Lately, the Gothenburg police have 
acknowledged a particular issue with ‘roam-
ing burglary’. Roaming burglary describes 
crime in which the criminals rapidly travel 
around the country striking around their 
path. One of  the fundamental difficul-
ties with such crimes is that the criminals 
are constantly in motion, and the police 
detect it too late. The criminals have most 
likely traveled to another location and this 
impedes the preliminary investigation, and 
some inquiries might even have been aban-
doned altogether. For example, statistics in 
Sweden show that only 4% of  burglaries 
were resolved in 20091. This is a low num-
ber, which media is also reporting as a prob-
lem from a societal perspective.
Many burglaries are part of  organized crime. 
One example of  organized crime within 
burglary is criminal organizations that get 
special orders on specific items to burgle. 
Often, organized crime moves around the 
country and eventually the offenders leave 
to sell the goods in another country. This 
makes it difficult for the police to track 
down and apprehend the offenders before 
they are gone. Part of  the problem is that 
the intelligence analysis takes days, and 
sometimes weeks, before patterns in burgla-
ries may be observed. This is mostly caused 
by the volume and complexity of  the data, 
often spanning several years back, being 
analyzed manually to draw conclusions and 
make analysis reports.
In response to this, the intelligence unit 
in Gothenburg is interested in exploring 
the development of  a software prototype 
(Sundhage & Lindgren, 2010). The proto-
type (Sherlock) developed during the study 
is intended as an analysis tool using AI tech-
niques to analyze and identify patterns in 
police reports. Relating back to the research 
objective, Sherlock follows path 1 in the 
CVmatrix (figure 3, theoretical background 
section), by reducing the volume in a highly 
complex and large data set. Sherlock, and 
its development, is further discussed and 
elaborated on in the next section (4).
Research Design
This paper takes a qualitative strategy 
(Creswell 2003), using interpretation of  
data along with an iterative design research 
(Hevner et al. 2004) strategy to the research 
and design of  Sherlock. The analysis pro-
cess investigated is used by an organization 
in which the data analysts serves as this 
study’s unit of  analysis (Sundhage & Lind-
gren 2010), explained in the research setting 
section.
Design research is characterized by its inten-
tion of  improving the state-of-the-world, 
by for example improving the efficiency 
of  an organization (Hevner et al. 2004). As 
our knowledge within the criminology do-
main is low, it is valuable to use the itera-
tive nature of  design research (Kuechler & 
Vaishnavi 2007). Thus, learning-by-doing 
(Jeffries et al. 1981), and reflection-in-action 
(Schön 1983) principles are allowed that en-
able iterative assessment and revision of  
our design as the study matures. This strate-
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gy makes it possible to develop a prototype 
for our industrial partner, giving not only 
an academic contribution but an industrial 
contribution as well.
This study combines design research and 
qualitative strategies. Design research and 
qualitative strategies are suitable strategies 
for research in novel areas, due to the itera-
tive and exploratory nature of  both strat-
egies where knowledge may be gradually 
and collaboratively developed through the 
design process (Kuechler & Vaishnavi 2007; 
Creswell 2003).
Qualitative research is characterized by 
its interpretive and iterative nature, taking 
place in practice with participant involve-
ment encouraged through open-ended in-
terviews (Creswell 2003; Wolcott 1994). 
As our knowledge in the criminology area 
is low, it is possible, by using qualitative re-
search, to adapt the data collection methods 
while new knowledge is gained. Interaction 
in the industrial setting gives us the benefit 
of  frequent face-to-face meetings and in-
terviews at the convenience of  the indus-
trial partners. Open-ended interviews, with 
some general questions prepared, is used to 
gather data on people’s reflections, experi-
ence, local knowledge and practices (My-
ers & Newman 2007). This affords under-
standing of  the industrial challenge and the 
domain of  analysis.
Our research objective focuses on explor-
ing the role an AI can have in assisting hu-
man agents, it is an area which is difficult 
to find in related literature or case studies. 
The qualitative strategy allows us to learn as 
we advance, while the study matures, and to 
learn from the process itself.
Data Collection
In order to facilitate an understanding of  
the industrial challenge and to gain domain 
knowledge, the interviews are open-ended 
as it’s important that the interviewees are 
able to guide the discussions. The inter-
views are semi-structured, and follow a 
theme so that the discussions are relevant 
to the study. For example, one theme was 
on how to establish a modus operandi (the 
method of  a crime), which data to look at 
and how to analyze it. We conducted six 
one hour interviews, involving a total of  
four intelligence analysts, two present at 
each interview. In addition we had a two 
hour interview with a system administrator 
to gain technical understanding of  the in-
dustrial setting. The interviews are used in 
this paper throughout the design iteration, 
and are presented and discussed in section 
4 as they become relevant. Each interview is 
transcribed to make the analysis of  the col-
lected data easier. In addition to the inter-
views we kept field notes on observations 
made during our time at the intelligence de-
partment, as we did the implementation of  
Sherlock on site.
Myers and Newman (2007) note that quali-
tative interviews come with a series of  
problems and pitfalls. Thus we prepare an 
interviewing strategy to deal with them. 
The interviews are conducted in the inter-
viewee’s office together with another col-
league in order to make the interviewee 
feel more confident and comfortable in the 
interview environment. To deal with time 
pressure we make sure to have follow-up 
interviews in which the interviewees are 
able to add or deduct to the previous in-
terview. By involving multiple analysts we 
make sure to gather a shared view of  their 
analysis processes, and since they share the 
same status within the organization there is 
no risk of  elite bias. Since we and the in-
terviewees stem from different domains 
(software engineering and criminology re-
spectively) the interview questions will not 
involve any technical software terms, and 
any criminology terms brought up will be 
thoroughly explained.
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We use a literature review to facilitate theory 
development and collect data in areas that 
are found through both the design process 
and interviews that we need to elaborate 
on (Webster & Watson 2002). We focus the 
literature search within top-rated journals, 
as it is more likely major contributions are 
made there (Webster & Watson, 2002), and 
then search the reference list in interesting 
articles for more literature.
4 Discussion of 
research process 
and outcomes
This section combines the results and the discussion of  this study. The research approach taken is 
influenced by an iterative design research 
strategy. Thus, to make this easy to follow, 
we organize the following subsections into 
each iteration of  the design process the 
study explores. We include the diagram (fig-
ure 4) of  the design research cycle, adopted 
from Kuechler and Vaishnavi (2007), where 
it is illustrated which steps are taken, and 
what flows the iterations can take.
As illustrated in the diagram, the design re-
search process is based on iterations, and 
our research process consists of  three itera-
tions. In the following subsections, named 
after each iteration, the research outcomes 
are explained and discussed. The last sub-
section, reflections on the iteration out-
comes, summarizes the discussion and gives 
an overview of  the paper’s contributions.
Iteration 1: Preperation
In the first iteration we interviewed the in-
telligence analysts at the intelligence unit of  
the Gothenburg police. These interviews 
were used to gain an understanding of  the 
industrial challenge and to learn what data 
is used in crime analysis. We discovered that 
the modus operandi (a criminal’s method of  
operating) of  a crime has a major impact 
on identifying crime series. For a burglary, 
the modus operandi reveals the entry method 
and crime scene behavior of  the offender. 
The literature review was focused on ex-
ploring related literature within the fields of  
criminology to understand how the analy-
sis process works in theory. We also inves-
tigated artificial neural networks as it be-
came evident in previous research that this 
technique could be used for crime analysis 
(Charles 1998; Chau et al. 2002; Chen et al. 
2004).
After investigating artificial intelligence 
techniques, we established that neural net-
works have potential to assist the intelligence 
analysts, as this technique offers complex 
pattern recognition (Heaton 2008). Thus, 
we decided that the foundation of  Sherlock 
should be based on neural networks. We fo-
cused the initial development on preparing 
the data for neural network analysis, as the 
preparation process plays an extensive role 
of  the whole analysis procedure (Helberg 
2002).
Throughout the development step we de-
signed and implemented a way of  normal-
izing all crime data to be suitable as input 
for the neural network. We created a pro-
tocol that addressed each of  the relevant 
crime attributes which made it possible to 
Figure 4: Design Cycle
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normalize the report data. The normalizing 
process’ primarily objective is to translate 
the relevant data from police reports to be 
suitable as input for the neural network. Be-
cause the details of  the protocol are confi-
dential, we will only give one example of  it. 
Each attribute can be assigned a predefined 
amount of  values. In turn, each of  these 
values has a unique meaning, for example: 
The attribute ‘Gender’ can be assigned 
value ‘0’, ‘1’ and ‘2’ which is translated to 
‘unknown’, ‘man’ and ‘woman’. Looking 
at table 1, it is illustrated that the two first 
crimes were made by women, and the last 
two were made by men. After normalizing 
the data the intention was to compare two 
normalized crimes using them as input for 
the neural network.
Iteration 2: Development
Through the second iteration, interviews 
were held to understand how to look at the 
data the analysts presented in the first itera-
tion. This includes the analysts’ explanation 
of  how to establish a modus operandi, what 
to look for, and what impact it has com-
pared to other crime factors. We discovered 
that extracting meaningful data from the 
police reports is a complex and highly de-
manding task. As emphasized by Chau et al. 
(2002), Nath (2006) and Bache et al. (2007), 
the open-entry field (also called free text 
or narrative) of  the police report contains 
much valuable information, but is difficult 
to interpret because the data may be differ-
ently expressed and structured depending 
on who writes it. As already mentioned in 
the theoretical background section, this is 
one definition of  complex data (Tanasescu, 
Boussaid & Bentayeb 2005). We decided 
that interpretation of  the open-entry field 
is important for the purposes of  the soft-
ware prototype as it may provide additional 
data for the analysis and further increase the 
accuracy of  the analysis. Thus, during the 
second iteration we broadened our knowl-
edge of  data mining to discover an efficient 
way of  retrieving the relevant data from a 
complex data set.
We decided to rely on a neural network 
architecture called Self-Organizing Map 
(SOM), which is commonly used for clas-
sifying patterns. This architecture is based 
on unsupervised training, meaning that it 
trains itself  in order to indicate what kind 
of  pattern was introduced (Heaton 2008). 
Thus we set out to explore its potential of  
analyzing police reports to find crime pat-
terns. Subsequently, we realized that neural 
networks could not fulfill the entire inten-
tion of  the prototype. The data from the 
police reports had to be pre-processed and 
filtered (Goodwill & Alison 2006) by Sher-
lock. The neural network should then ana-
lyze the pre-processed and filtered data to 
suggest to the intelligence analysts whether 
they should look into the police reports 
more thoroughly or not. Thus, we decided 
that Sherlock required a way to extract data 
from the open-entry fields of  the police 
reports, which was vital for the network to 
produce relevant output. 
As mentioned earlier, a major challenge 
in using AI for analysis of  police reports 
is to interpret the open-entry field. An 
open-entry field is where the police officer 
freely writes the details of  a crime. Unfor-
tunately, as discovered through the inter-
views and literature (Chau et al. 2002; Nath 
2006; Bache et al. 2007), the most relevant 
data is hidden within the open-entry field 
and is difficult to find as the report can be 
differently structured and expressed. The 
relevant data may in the worst case be im-
plicitly expressed, making the interpretation 
more challenging to perform with software 
(Nonaka & Takeuchi 1995). For example, if  
the open-entry field contains “The plaintiff  
was asleep when the burglary took place”, 
a human would assume that the crime was 
Table 1: Normalized Crimes
9Amadeus Hein & Fredrik Bengtsson, 2011
performed during the night. However, 
these tacit meanings are difficult for soft-
ware based systems to understand (Nonaka 
& Takeuchi 1995). Interpreting tacit mean-
ings is not within the scope of  this study 
and would suit better in its own research 
report. We decided that for the purposes 
of  this paper enough information about a 
crime is gained without interpreting tacit in-
formation, and still illustrates the potential 
of  Sherlock.
To address the challenge of  interpret-
ing open-entry fields, we implemented an 
open-entry interpreter, based on a lexical-
lookup (Chau et al. 2002) extraction ap-
proach, adapted to establish a modus oper-
andi. The lexical-lookup approach matches 
and extracts keywords in open-entry fields 
(Chau et al. 2002), these keywords were de-
fined in collaboration with the intelligence 
analysts. We implemented the open-entry 
interpreter to softly match keywords, using 
an algorithm called Q-gram (Younghoon 
et al. 2010), to match bending of  words 
and misspelled words. In order to estab-
lish a modus operandi, the algorithm initially 
searches for a keyword, for example ‘door’ 
or ‘window’, then it tries to find additional 
keywords in the vicinity of  that word, for 
example, ‘brake’ or ‘drill’. The more match-
es the interpreter finds in the vicinity of  a 
keyword, the more that group “scores”, and 
the group with the highest score is deter-
mined as the winner, and thus becomes the 
crime’s modus operandi.
The neural network input structure, devel-
oped in iteration 1, consisted of  two nor-
malized crimes that the network compared. 
This resulted in an unlimited amount of  
different patterns, as if  you change the po-
sitions of  two crimes a new pattern would 
be generated even though that is not in-
tended. We realized that there was a need of  
modifying this input structure in order for 
the neural network to find crime patterns. 
The proposal was to create an algorithm 
that merged two normalized crimes and 
generated a pattern that would always look 
similar when two relatively homogeneous 
crimes were compared. Additionally, when 
two relatively heterogeneous crimes were 
compared, the generated pattern should 
be differentiating from the one represent-
ing the similar crimes. This would make it 
easier for the neural network to recognize 
whether the crimes are related or not. Fig-
ure 5 shows the different patterns that can 
be generated by comparing each crime 
(‘Crime2’, ‘Crime3’ and ‘Crime4’), from table 
1, to the first crime (‘Crime1’).
Illustrated in figure 5 is when comparing 
the two first crimes (‘Crime1’ and ‘Crime2’) 
the pattern has a flat overall structure, with 
a major amount of  ‘10’s (the chosen ideal 
Figure 5: Merged Crimes (Comparing to Crime1)
Figure 6: Merged Crimes (Comparing to Crime3)
Figure 7: The Merged Crime Problem
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value). This indicates that the chance of  the 
two crimes belonging to the same series is 
high. Comparing the first crime (‘Crime1’) 
with the rest of  the crimes (‘Crime
3
’ and 
‘Crime4’) generates patterns that differenti-
ate, meaning that they are most likely not 
related to the first crime (‘Crime1’). Howev-
er, notice that the last two crimes (‘Crime
3
’ 
and ‘Crime4’) have a relatively identical 
structure. Comparing them with each other 
would generate the pattern shown in figure 
6.
The pattern illustrated in figure 6 indicates 
that the two crimes (‘Crime
3
’ and ‘Crime4’) 
are likely to belong to the same crime series. 
However, even if  the patterns generated by 
the merge algorithm can look flat, it does 
not immediately imply that the two crimes 
belong to the same series. The advantage of  
using neural networks for recognizing and 
classifying complex patterns is that the net-
work can be taught over time. This means 
that the neural network’s analysis ability 
should increase as it is used. Training a neu-
ral network involves gathering both training 
and evaluation data (Heaton 2008). Sher-
lock’s neural network will be trained and 
evaluated through data retrieved by the in-
telligence analysts on previous crime series 
in order to decide what patterns should be 
regarded as a series. Throughout the devel-
opment of  Sherlock it was important that 
the intelligence analysts contributed with 
their perspective of  how to analyze and 
classify crimes. Their role as human agents 
is to teach the neural network to “think” 
like they do when they use it in their daily 
work.
We evaluated the implementations of  the 
SOM neural network and open-entry in-
terpreter and discovered that the SOM net-
work did not function as expected. The net-
work had difficulty mapping crimes due to 
the input structure we required, and caused 
random output. This meant that we had to 
find a more suitable neural network model 
in the next iteration. We evaluated the open-
entry interpreter by running it through 60 
pre-analyzed police reports. The results 
showed that all modus operandi’s were cor-
rectly structured. Sometimes the informa-
tion extracted through it was sparse, how-
ever, when manually going through those 
reports it was evident that the report itself  
lacked all the information expected. When 
evaluating the merge algorithm it became 
evident that the patterns generated could 
contribute with deficient results, as they 
were constructed partly based on prioritiza-
tion. This means that when comparing two 
patterns, some values in one pattern could 
be very high while in the other pattern 
relatively low, but still over the ideal value, 
thus implying that the latter pattern is more 
likely to be a crime series. This issue is il-
lustrated in figure 7. All values that are not 
‘10’ imply that the merge algorithm found 
attributes in the police reports that were not 
matching. When the difference from ‘10’ is 
relatively low, a neural network interprets 
the attributes of  the two crimes as similar, 
even though in reality they are not. Thus, 
the neural network might interpret the two 
patterns differently, meaning that one pat-
tern is identified as a crime series while the 
other one is not, even though both should 
be in the same crime series. However, this 
drawback is not critical for the objective of  
this study, because it is still possible to show 
the potential of  using Sherlock, as further 
explained when evaluating in the next itera-
tion.
Iteration 3: Improvement of 
the neural network model
We discovered during the second iteration 
that the output of  the SOM was difficult 
to manipulate and interpret, which is also 
hinted towards in literature (Heaton, 2008). 
Therefore, we decided that it was important 
to investigate what other neural network al-
ternatives existed that had potential for the 
purpose of  Sherlock.
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The investigation of  another neural net-
work model, the feedforward backpropaga-
tion network (FB), showed more potential 
for crime analysis. Feedforward is a method 
for recalling patterns, and backpropagation 
is a supervised training method that re-
quires sample inputs and anticipated output 
(Heaton 2008). By using a supervised train-
ing method we can manipulate the neural 
network during the training session. This 
means that it is possible to introduce two 
crimes and tell the FB whether it should in-
terpret it as a belonging to the same crime 
series or not. Thus, we are able to train it to 
recognize specific patterns.
The intelligence analysts presented us with 
a crime series they identified in 2009, con-
taining a total of  58 linked crimes in the 
same crime series. We evaluated the FB net-
work analysis capabilities by using a training 
set consisting of  a subset (10 crimes) of  the 
crime series presented by the intelligence 
analysts (58 crimes). The FB network was 
trained with this subset, and the hypothesis 
was that it should be able to recognize the 
rest of  the 48 crimes in the series. Subse-
quently we let it analyze the police report 
database of  burglaries in the Swedish re-
gion of  Skaraborg 2009 (containing a total 
of  318 crimes, with the 48 linked crimes in-
cluded), and the network found 41 crimes 
that were matching each other. This indi-
cates that there still exists an error rate (17 
of  58 crimes) that has to be tuned by fur-
ther training, but showed that the network 
model is more suitable than the SOM. The 
human agent has an important role to play 
for the reliability of  the neural network. 
As the intelligence analysts train the net-
work with more crime series the network 
may learn to better determine whether the 
crimes belong to a crime series, making the 
error rate decrease. Thus, the reliability of  
the neural network analysis should improve.
Reflections on the 
iteration outcomes
From the evaluation of  the FB network 
we have demonstrated that it is possible to 
reduce the volume of  a complex data set 
through combining a set of  AI techniques. 
Sherlock uses open entry interpretation, a 
crime merge algorithm and a FB neural net-
work to make it possible to traverse path 1 
of  the CVmatrix (the circle in figure 8).
While further tweaking of  Sherlock is sug-
gested, the objective of  this study is accom-
plished. This paper set out to show that 
an AI can identify a data trend that needs 
further investigation by a human agent, and 
in doing so reduce the volume of  data that 
needs to be manually analyzed.
Due to the police reports containing confi-
dential data and the diffuse structure of  in-
formation available it was difficult to collect 
proper amounts of  training and evaluation 
sets for Sherlock. Heaton (2008) emphasiz-
es that a lot of  training data is ideal for neu-
ral networks. Thus, if  the neural network 
was trained with more sets of  crime series it 
would likely increase the accuracy of  the re-
sults. Additionally, there exist features that 
may further support the neural network 
analysis. We suggest that exploring how to 
extract more of  the relevant data would 
have positive effect on the assisting role of  
the neural network, as the higher quality of  
the input, the higher quality of  the analysis.
Figure 8: CVmatrix (focus of the paper)
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While the crime merge algorithm produced 
patterns that were easy for a neural network 
to analyze, it had an issue with constructing 
the patterns by unintended prioritization. 
For example, if  an attribute in one pattern 
differed by ‘20’, and the other by ‘50’, the 
neural network assumed that the closer to 
‘10’ the more likelihood of  a pattern, which 
was not always the case. We suggest that a 
solution to this would be to sort all values 
that each crime attribute can have by pri-
ority such that all values that are close to 
the ideal value (‘10’) actually, in reality, are 
similar while values that are highly differing 
from the ideal value indicates a big differ-
ence. For example, prioritization could be 
made by assigning similar values to similar 
modus operandi values, making ‘3.1’ and ‘3.4’ 
represent ‘break’ and ‘crush’ respectively. 
Thus, the merge algorithm would generate 
similar and more flattened patterns.
The open-entry interpreter used by Sher-
lock is a technique that could be used sepa-
rately from the neural network to reduce 
the volume of  complex data sets. The in-
terpreter would allow the human analysts to 
run more specific search queries, for exam-
ple matching the modus operandi of  a crime, 
and by doing so get more precise data to an-
alyze. We suggest that open-entry interpre-
tation is one area that should be researched 
further, perhaps covering tacit meanings.
Through the iterations we have implement-
ed several AI techniques as a foundation of  
Sherlock. The final prototype’s analysis be-
haviour can be illustrated as a set of  phases 
that utilize different techniques, as shown in 
figure 9. To clarify how Sherlock functions 
a detailed description of  each phase is pro-
vided in table 2.
Figure 9: Sherlock System Overview
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Element Description
Crime Database The crime database is the official database used by the police which 
includes all crime reports and will continuously be appended with 
new reports as they get reported by police officers. This database con-
tains high volumes of complex data.
Retreive Crimes In this phase all new crimes are collected that have been reported 
since the last analysis. This is done within a predefined frame, including 
only attributes that are likely to be relevant for the particular analysis. 
The predefined frame is structured based on the intelligence analysts’ 
knowledge and experience in the crime analysis area, meaning that it 
includes only factors that may be of interest for crime series analysis.
Interpret Open-
Entry Fields
Interpreting open-entry fields of police reports is important for the 
quality of the result of the analysis. By help of lexical lookup, and soft 
matching with the Q-gram algorithm it is possible to interpret the 
open-entry field and thus include more data from the police reports, 
making the analysis more specific and precise. This is elaborated in 
section 4 – iteration 2.
Filter Crimes We have implemented a filter based on input from the intelligence 
analysts, and existing filter models for dividing a crime scene into 
several aspects such as geo-spatial and temporal aspects (Goodwill 
& Alison 2006). Each analysis is utilizing a specific filter depending on 
what type of crime is being analyzed e.g. this study focuses on dwell-
ing burglaries along with additional related aspects as crime scene be-
havior. In this phase all crimes that do not match the specified filter are 
ignored while the rest are used in the next phase (Normalize Crimes).
Normalize Crimes A neural network is limited to only numeric input, thus making it im-
portant to convert non-numeric data of the crime reports. This is done 
by following a predefined protocol, elaborated in section 4 – iteration 
1, and shown in table 1, that was developed in cooperation with the 
intelligence analysts.
Merge Crimes The neural network architecture used in this study requires a pattern 
as input. To address this an algorithm was developed with influences 
of the protocol and was used for performing comparisons between 
the different attributes of two normalized crimes, generating a pat-
tern that shows how the two compared crimes differ from each other. 
This is further elaborated in section 4 – iteration 2, and shown in figure 
5, 6 and 7.
Table 2: Sherlock Analysis Phase Description
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5 Conclusion
This study set out to explore the as-sisting role artificial intelligence (AI) may have in identifying data 
trends that are likely to be of  relevance for 
additional investigation by human agents. 
In order to investigate our research objec-
tive we used a qualitative design research 
strategy, as it is a suitable strategy for re-
search in novel areas. A setting which deals 
with large volumes of  complex data is the 
police. Specifically, this study collaborates 
with the intelligence unit police department 
of  Gothenburg to develop an analysis tool 
prototype using AI techniques.
To understand the challenge of  reducing 
volume and complexity we created a ma-
trix model (the CVmatrix, figure 8) based 
on related literature. The CVmatrix illus-
trates the roles human and AI agents may 
have in reducing volume and complexity. 
Subsequently we decided to solely focus 
on reducing the volume of  a complex data 
set, following path 1 of  the CVmatrix (fig-
ure 8), as that path can be seen as the most 
challenging. Following this path, we devel-
oped an analysis tool prototype (Sherlock), 
which showed that it was possible for an AI 
to reduce volume in a complex data set to 
assist human agents. Sherlock uses a series 





In this phase the generated pattern is analyzed with the chosen neural 
network architecture, Feedforward Backpropagation Neural Network, 
to produce an output that may help the intelligence analysts in fur-
ther investigation of crime series analysis. Additionally, how the pat-
terns are interpreted by the neural network is dependent on the input 
given by the intelligence analysts during the training phase (see sec-





The result will be presented to the intelligence analyst as a number 
representing the percentage of how likely the neural network believes 
it is that the compared crimes belong to the same crime series. Simi-
lar approaches exist within the medicine field today, where it is used 
for helping clinicians identify which people are at increased risk for 
osteoporosis and should therefore undergo further testing with bone 
densitometry (cf. Mantzaris et al.  2008).
Intelligence 
Analyst
The intelligence analysts choose if they are to look deeper into the 
crime reports or not based on the neural network output given and 
decides what outputs are accurate or not.
Train Neural 
Network
Based on the decisions made by the intelligence analyst the neural 
network will be trained to produce more accurate results. For exam-
ple, if the neural network indicated that the crimes compared did not 
belong to the same crime series while the intelligence analysts did, 
then the neural network will be trained to, for future analysis, indicate 
that these crimes should be interpreted as belonging to the same se-
ries.
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of  different techniques to assist a human 
agent. By using the implemented open-en-
try interpreter, it is possible for Sherlock to 
extract the relevant information from the 
open-entry field of  police reports. Sherlock 
can then normalize the extracted informa-
tion and apply the crime merge algorithm 
to generate a suitable input for its neural 
network. Sherlock uses a feedforward back-
propagation neural network to analyze po-
lice reports and see what crimes may belong 
to each other.
While Sherlock showed a potential in find-
ing crime patterns, our evaluation showed 
that there exists an error rate of  approxi-
mately 29,3%. Thus, Sherlock’s neural net-
work requires further training and evalu-
ation to gain more accurate results. For 
future research it would be interesting to 
delve deeper into interpreting tacit knowl-
edge and extracting more information from 
police reports in order to gain more data for 
the neural network, which in turn should 
reduce the error rate.
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