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If X is a point random field on md then convergence in distribution of the renor- 
malization C,lX, - a,] as d + co to generalized random fields is examined, where 
C, > 0, a, are real numbers for 1 > 0, and X,(f) = L -dX(Jk) forxr(x) =f(x/L). If 
such a scaling limit exists then C, = n”gQ), where g is a slowly varying function, 
and the scaling limit is self-similar with exponent 8. The classical case occurs when 
0 = d/2 and the limit process is a Gaussian white noise. Scaling limits of subor- 
dinated Poisson (doubly stochastic) point random fields are calculated in terms of 
the scaling limit of the environment (driving random field). If the exponent of the 
scaling limit is B = d/2 then the limit is an independent sum of the scaling limit of 
the environment and a Gaussian white noise. If 0 < d/2 the scaling limit coincides 
with that of the environment while if 19 > d/2 the limit is Gaussian white noise. 
Analogous results are derived for cluster processes as well. e 1984 Academic 
Press. Inc. 
1. INTRODUCTION 
Scaling limits for random fields is a topic in probability theory which 
owes much of its present popularity to connections with statistical 
mechanics; see Newman [7], Taqqu [91, and Major [5 1 for background in 
this connection. Apart from this, it is typically very difficult to calculate the 
exact distribution of the number of occurrences for point random fields of 
the type considered here, so limit theorems describing the distribution in 
large regions are very important from a practical point of view. 
Section 2 contains the necessary preliminaries of the mathematical 
framework. In Section 3 we study scaling limits for the subordinated Poisson 
random field in Rd, also referred to as the doubly-stochastic Poisson random 
field or a Cox point process. Our objective is to study the scaling limit of the 
subordinated Poisson random field from knowledge of how the environment 
scales. This problem seems natural from a mathematical point of view since 
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the subordinated Poisson random field inherits its correlation structure from 
the environment. 
In Section 4 we study the scaling limits of cluster random fields. Here we 
imagine the occurrence of random clusters I’ of points distributed around the 
point occurrences of an underlying random field U. Again it is U that essen- 
tially determines the correlation structure of the cluster field. 
Three cases of special interest (branching evolution, jiggling of points, and 
evaporation) can be obtained by appropriate conditions on I’. These are 
given in the examples of Section 4. Our objective is to study the scaling limit 
of the cluster field from knowledge of how the underlying random field U 
scales. However, in addition to describing such large scale distributions in 
terms of the component structure, the results may also be interpreted in 
terms of a measure of the sensitivity of mass scale descriptions to certain 
microscale random perturbations. 
2. MATHEMATICAL FRAMEWORK AND PRELIMINARIES 
Let 52, represent the collection of all denumerable sequences of points in 
IR“ which are without limit points. Also let 29, denote the sigma field of 
subsets of Q,, generated by the finite dimensional events. Let X(4, w) = 
card(n: x, E A }, cu = (x,} E .R,. The condition that sequences be free from 
limit points makes each X( a, o), u E Q, , a Radon measure on the Bore1 sets 
of IRd. 
Let J“ be the space of such non-negative integer valued Radon measures. 
Then ,H is a Polish space for the weak* topology, The sigma field 9,, 
coincides with the Bore1 sigma field &~“) of ,&” for this topology under the 
bijection defined by X(4, w); see Matthes, Kerstan, and Mecke 161. A point 
random field (point process) on IRd is a probability measure P on (Q, , so). 
We will take the liberty of regarding P as a probability measure on 
(-.p, 9(X)) without further comment whenever it is convenient to do so. 
Due to the nature of the limits which we wish to study, it will be 
convenient to represent point random fields within the more general 
framework of generalized random fields (see Dobrushin, 131). For this we let 
K denote the space of infinitely differentiable test functions on IRd having 
bounded supports with the induced Schwartz topology (see Gel’fand and 
Vilenkin, [4]). The space 52 = K’ is the (dual) space of real-valued 
(continuous) linear functionals on K (commonly referred to as a space of 
generalized functions on IRd). fl is equipped with the sigma field 9 
generated by finite dimensional events. A generalized random field is a 
probability P on @2,&Y). 
Notice that point random fields as defined above are subsumed under the 
framework of generalized random fields. We employ the same symbol to 
represent both the measure and the linear functional. 
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Let X be a generalized random field. We state here some definitions that 
will be used throughout the remainder of this paper. X is non-degenerate if it 
is not a.s. a constant (i.e., P is not supported by a singleton o E Q). X is 
called translation invariant (or stationary) if for each x E IRd and eachfE K 
W-1 = XVxf) w ere h TX is the translation operator given by TJ(y) = 
f( y - x) for y E IRd. (Recall equality of the random variables X(S) and 
X(T,f) is equality of distributions.) A translation invariant X is called 
ergodic if the sigma field of translation invariant events is a 0 - 1 sigma 
field. 
A sequence of (generalized) random fields X,, n > 1 (or P,, n > 1) will be 
said to converge to a generalized random field X (or P) whenever (X,,(fr),..., 
X,df,)) converge weakly to the random vector (X(fi),..., X&)), for 
f, ,...,fk E K. In fact it is enough to check that X,,(J) converges in 
distribution to X(f) because X is linear and the joint distribution is deter- 
mined by the family of marginal distributions (i.e., a Cramer-Wold 
device-see Billingsley 12, p. 481). The notion of convergence given here 
coincides with the pointwise convergence of the respective characteristic 
functionals (see Gel’fand and Vilenkin, 141). 
For OL E IR the random field X- a is defined by (X - a)(f) =X(f) - 
a If(x) dx. If c E iR then cX is likewise defined by cX(f) = c . X(J) = X(cf). 
Finally if 1 E IR, I > 0, the random field X, is defined by X, (~)zJ.-~X(J~) 
where fA(x) =f(x/n) for fE K. A random field X is said to lie in the domain 
of attraction (or universality class) of a random field d if there are constants 
C, > 0, aA E IR such that 
if= lit C,(X, - an). (2.1) 
X is referred to as a scaling limit of X with scaling parameters 
(C,, a,: A > 0). In the case when X is in the domain of attraction of 
Gaussian white noise we will say the scaling limit is of classical type. 
If d and ?.are both non-degenerate scaling limits of X with respective 
scaling parameters {A,,a,:A > 0} and (B,,IJ,: A> 0}, then 
lim,,,(A,/B,) = C # 0 and lim,,, A,(a, - Pn) = y (exist) and 
d = C(Y - y). Moreover there is a real number 0, called the scaling 
exponent, such that A, = Leg(A) for all 1 > 0 where g(A) is slowly varying at 
infinity; see Newman [ 7 1. Moreover, if X has scaling limit 2 then there are 
real numbers y* and 8 such that X =d n”(X, - yJ for each ,J > 0. A non- 
degenerate random field 2 with this property is said to be self-similar with 
exponent 8. In terms of characteristic functionals 2 is self-similar with 
exponent 8 and centering constants y* if and only if for C, = LB 
(2.2) 
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3. SUBORDINATED POISSON 
The characteristic functional of the d-dimensional Poisson point random 
field with intensity measure A is given by 
Y(f) = exp ii,, (eifcx’ - 1) A(&)/, fE K. (3.1) 
If the positive measure A is replaced by a positive generalized random field 
on Rd then the characteristic functional @ of the resulting point random field 
is the (convex) mixture of Poisson characteristic functionals given by 
@(.f)=EexP )j,,(evcx' - l)A(dx)[, f~ K. (3.2) 
The corresponding random field will be denoted by Z, and is defined by 
Z*(f> =j f(x) dYA(X) (3.3) 
where Y, is a Poisson measure with random intensity A. Z, is referred to as 
the subordinated Poisson random field with environment A; Z, is sometimes 
called a Cox or doubly-stochastic random field. 
It is well known that Z, inherits structure from A. For example Z, is 
translation invariant, ergodic, and/or mixing if and only if A possesses the 
corresponding structure; see Westcott [ 101. Moreover the moment structure 
of Z, is explicitly linked to that of A. In particular the following equations 
hold if the indicated moments exist. 
EZ,, U-1 = E/i U-h j-E K. 
Cov(Z,(f), Z,,(g)) = EA(f. g) + cov@(f), A(g)), AgEK. 
The latter equation is easily checked for indicator functions and the 
general case follows from the Lebesgue dominated convergence theorem. 
The problem studied in this section is that of determining the scaling limit 
of Z, given that of the environment. We assume that A is a translation 
invariant ergodic positive generalized random field with scaling limit /i and 
scaling exponent p. The scaling limit of Z, will be seen to depend on the 
three cases p < d/2, p = d/2, and p > d/2. We say that the environment is 
strong, balanced, and weak, respectively, in each of the corresponding cases. 
THEOREM 3.4. Suppose that A is an ergodic translation invariant 
positive generalized random field on R d with non-degenerate scaling limit 2 
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for the scaling Parameters (C,, aA, 1 > 0). Let p denote the scaling exponent 
of 2. Assume that A(I), where I is the unit cube centered at the origin in iRd, 
has a moment generating function which is analytic on (-46) for some 
6 > 0. There are scaling parameters (DA, pn: I > 0) for X = Z, such that X 
has scaling limit d with exponent 8 given for the following cases. 
(i) Strong Environment. If p < d/2 then D, = C,, /?,, = aA, 0 = p, 
and 2 =d A. 
(ii) Balanced Environment. If p = d/2 k2 = lim,,, a,L-dCi < 03 
then D,=C,, Pn=a,, e=p=d/2, and g=‘A+k. W, where W is a 
Gaussian white noise independent of 2. 
(iii) Weak Environment. If p > d/2 and k2 = lim a, then D, = Ad/‘, 
Pn=aA, 0 = d/2, and 2 =d k . W where W is a standard white noise. 
Proof Notice that (i) is a special case of (ii) with k = 0 so we shall show 
(ii) first. This is accomplished by establishing the appropriate convergence of 
characteristic functionals. Namely, we will show that 
lim EbpW,(X, - an)(f )1)1= @p(f) . exp [-(k2/2)jf ‘(x) dx) (3.5) 1-m 
for each test function f E K. 
For notational simplicity we shall give the proof in the case d = 2, but it 
will be clear that the very same method works for arbitrary d > 1. For f E K 
we assume that the support off is contained within some rectangle R without 
loss of generality. Also let 
M = SUP If(x)l+ 
x&d 
Then, in view of (3.2) we may write 
@ C,(X,-a,j(f) = @&,J!lJ . exp (-i&a* If(x) dx) 
=E[expfl(eiCA’-zfA- l)] . exp (-iC,a,jf(x)dx) 
exp[i(C,J-‘A(f,))] exp 
-CiA -4 
2 4.f:) 
c O” ikCiA-2k . exp C k=3 k! A(f9) . exp j-iC,a, jfb)~) ( 
=EiuAdf) v,(f) W,(f)1 1 exp ( c”22an If’(x) dxj 1 7 
683/15/2-l 
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Since A scales to /i’ with scaling exponents C,, aA it follows that the random 
variable U,(f) converges in distribution to exp(ij?df)). Moreover the 
product VA(f) J+‘AU) converges to one in probability so that the product 
~A(.!-) V*(f) ~A(.!-> converges in distribution to exp(iz(f)). To establish 
(3.5) we need to show that the expected value of this last product converges 
to @x(f) and for this it suffkes to show uniform integrability of the product 
(see Billingsley 12, p. 321). We will show that there is a Lo > 0 such that 
given any E > 0 there is a number a > 0 such that 
(3.6) 
where IA, denotes the indicator function of the event 
The proof of Theorem 3.4 will follow from the next few estimates, 
-C&-” 
2 
since CiA-‘aA is convergent as /z --) co. Note that for k > 4, C:1-2k+3 = 
(C,R-‘)k, L3-k = o(i) as 1+ 03. So 
for positive constants K, , K,. 
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For each A let n2, m, denote the dimensions of the smallest rectangle 
gA 2 AR and composed of open lattice squares. Then 
lim 
A2 
-= IRI. 
a-00 n,m, 
Now let JA denote the set of (i,j) which are lower left hand corners of the 
lattice squares of zA and define a stationary process 
Z,i,j, =A([i, i + 1) X [j,j + 1)). 
Then 
Since E[eK4Z(o-o)] < co (for 1, selected suffkiently large) 
EIK, evK4Z~,,,,1 < 03. 
Choose 6 so that if P(A) < 6 then 
EW, exd&Z,,,,,NJ < &. 
Now observe that if A, = iI ~,(.I7 vl(f> ~,(f>l > a 1 then by 
Chebyshev’s inequality 
independent of 1. So for a suffkiently large we have 
%,) < 6 for all I. > Lo. 
It now follows that (3.6) is valid and consequently so is (3.5). More 
specifically, 
1 
-C exP(Z(i,j,) 
nAm, JA 
“,4, 
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where T is the translation operator. By stationarity 
p(~-(i.j)~ .>=JY4J < fJ 
so that 
The proof of part (iii) is similar. 
- exp 
[ 
- y (A, - a,,(f)] 
Now (DA/C,)+ 0 and D:Ap2cz, + k2 so that, arguing as above, the expected 
values will converge to 1 and consequently 
Q.E.D. 
4. TRANSLATION INVARIANT CLUSTER FIELDS 
Let U be a translation invariant point random field on Rd and let 
v, 3 v,,... be independent point random fields on Rd identically distributed as 
a random field I/ and independent of U. Define the random field X, when it 
exists, to be the superposition of points obtained by replacing (indepen- 
dently) each occurrence xi of U by the points of xi + Vi, i = 1,2,... . Such a 
random field X is called a cluster field. X is defined by 
-W-1 = j W'xf) Wx). (4.1) 
The existence problem may be viewed as the problem of determining 
conditions on U and V under which the functional 
Q(f) = E exp 1% @,V’xf) Wx) (4.2) 
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is the characteristic functional of a point random field on Rd where Qr, is the 
characteristic functional of V. The following version of an existence theorem 
is adequate for our purposes (see Westcott [ 101). 
THEOREM 4.3. Suppose that U is translation invariant with finite first 
moment functional. If P(lRd V(dx) < a) = 1 then there is a translation 
invariant point random field with characteristic functional given by (4.2). 
The random field X so constructed will be denoted as X - [U, VI. The 
random field U is referred to as the field of centers and V is referred to as the 
field of members. 
It is well known that X - [U, V1 inherits structure directly from U (see 
Matthes, Kerstan, and Mecke 161). In particular, X is translation invariant, 
ergodic, and/or mixing if and only if U possesses the corresponding property. 
Moreover the moment structure of X may be expressed in terms of that of U 
and V as follows (provided the indicated moments exist). 
(4.4) 
CovGfU-)~ X(g)) = 1 Cov(VVxf), W’x g)) EWx) Rd 
+ s( EV(~,J-) ET’, g) Q,(dx dy) (4.5) Rd Rd 
where Q2 is the second cumulant measure of U defined by 
Q2@ x B) = Cov@J(A 1, U(B)), A, B Bore1 subsets of Rd. (4.6) 
Let pk = the probability that V(Rd) = k, k = 0, 1,2,..., and assume that 
XOPk = 1. ~PklLl is referred to as a cluster size distribution. Also let 
z(z) = ,YJkm,O z”p, and y(t) = rr(e”) denote the probability generating function 
and characteristic function, respectively, of the cluster size distribution. 
Our first result is for the case when V is replaced by v= V(lRd) - 6, where 
6, is the point mass at the origin. The random field X - [U, v\ represents 
independent stacking of points at the occurrences of U. In this case 
(4.7) 
Qx+) = E exp log .(&fCx)) U(dx) 
Rd t 
=Eexp log v4f(x)) Vx) . 
Rd 
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EXAMPLE 4.8 (Subordinated Poisson). Suppose that the cluster size 
distribution is Poisson with parameter 1 given by 
1 
Pk=ze -1 ? k = 0, 1, 2 ,... . 
Then for the stacked field x we have 
So 2~ [U, v] is subordinated Poisson with environment U. Of course this 
does not exhaust the class of subordinated Poisson random fields since U is 
a point random field in the cluster representation. 
EXAMPLE 4.9 (Evaporation (Thinning)). Suppose that the cluster size 
distribution is a Bernoulli distribution p,, =p, p, = q, p + q = 1. Then in this 
case we have for the stacked field x, 
Wf> = E exp 
Rd 
log(p + qeifcx’) U(dx)/ . 
In this case the occurrences of U are independently removed with probability 
P* 
THEOREM 4.10. Suppose that 2~ /U, v] represents the stacked random 
field. Assume that U is translation invariant and ergodic and that U(I) has a 
moment generating function which is analytic on (-6,6) for some 6 > 0. 
Assume that the cluster (stack) size distribution has finite second moment 
and let 
x1 = ? kpk > 0 
k=O 
x2 = 2 +X&2Pk. 
k=O 
If U has a non-degenerate scaling limit 0 with scaling exponent p for scaling 
parameters (C, , a,: Iz > 0) then x has scaling limit 2 with scaling exponent 
0 for scaling parameters {DA ,pn: A > 0} given by the following cases. 
,(i) Strong Centers. If p<d/2 then D,=C,, j3,,=x1.aA, 8=p, 
and X=x, . 0. 
SCALING LIMITS 247 
(ii) Balanced Centers. Zf p = d/2 und if” k2 = lim x2a,A-“C~ then 
DA=Ccl,fiA=x,a,, e=p=d/2, and 
k=x,.o+k.W 
where W is standard Gaussian white noise independent of 0. 
(iii) Weak Centers. Zf p > d/2 and k2 = lim x2aA, then D, = Ad12, 
j3A=xl,8=d/2,andk=kS W h w ere W is standard Gaussian white noise. 
Proof In view of the second moment condition on v((IRd) the charac- 
teristic function v(t) for the cluster size distribution has a cumulant 
expansion (see Bhattacharya and Rao [ 1, p. 461 given by 
log W(t) = itx, - +t’x, + o(jtj2) as t-+0. 
So, from (4.7) we get 
@DALrA-D,l(f) =E exp /j log w(D.J%W) Wx) - WL If(x) dxl 
=E [exp /ixID,ld [, .L(x) Vx)-P, .x;‘jM+x 11 1 
. exp 
1 
-FD:l-2d f:(x) U(dx) 
I I 
. exp 
I 
o(C~A-‘~~~(X)) U(dx) 
I 
as A-+co. 
So the problem is reduced to an application of the techniques used in the 
proof of Theorem 3.4. Q.E.D. 
Before extending Theorem 4.10 to more general cluster fields we want to 
single out an important special case as an example and then give an example 
which suggests another interpretation of cluster fields. For the former, 
imagine each point of U as being independently “jiggled” by means of a 
random translation. 
EXAMPLE 4.11 (Random Jiggling). Let F denote a probability 
distribution on md and suppose that I’= 6, where Y is distributed as F. 
Then the random field X- IV, VI represents independent translations 
according to F of the points of U. In this case the characteristic functional of 
X- [U, Vl is given by 
%(f> = E exp log vm,yj (4 u(dx) 1 (4.12) 
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where vfc,,,,(t) = EeitfCTxY) is the characteristic function of the random 
variable f(7’, Y) =f(x + Y), x E Rd. 
If the cluster field X- IV, VI is not a jiggling example (i.e., 
P(V(lRd) = 1) < 1) then there is an interesting dynamical interpretation of 
clustering of the point random field U given by the next example. 
EXAMPLE 4.13 (Branching Fields). The cluster field X N [U, V] may be 
interpreted as a branching field in discrete time in which V represents the 
spatial distribution of the first generation descendents of a single point. Then 
X- [U, V] represents the spatial distribution of the first generation offspring 
of u. 
In order to extend the results to more general cluster fields X- IV, V] we 
will use the model of Theorem 4.9, namely 2~ [U, VI, in a comparison 
technique. However, it will be seen in the statement of Theorem 4.14 below 
that we are able to make the comparison completely only in the case d = 1. 
The remark 4.23 which follows the proof gives partial results in the cases 
d> 2. 
THEOREM 4.14. Let X- IV, V1 with U translation invariant ergodic and 
such that U(I) has a moment generating function which is analytic on (-6,6) 
for some 6 > 0. Assume that the cluster size distribution has a finite second 
moment and that V has finite range; i.e., V(rI’) = 0 for some r > 0. Then the 
results of Theorem 4.9 hold for d = 1 with x- [U, vl replaced by 
x- [U, VI. 
Remark 4.15. In the random jiggling example (4.11) let Vt = BtY, where 
Y is distributed as F, and let X, - [U, Vtl, with U subject to previous 
conditions of the theorems. If U has a non-classical scaling limit with 
exponent d/2, then, since the cluster size distribution is deterministic 
k2 = 0), it follows that X, has the same scaling limit as U. On the other 
hand if F is absolutely continuous with respect to Lebesgue measure on Rd 
then it is well known (see Stone 181) that X, converges to a Poisson random 
field as t--t co (which of course has classical Gaussian white noise as the 
scaling limit). 
Proof For f E K let S denote the support and let 
kf= ;fd If(x 
Also let x- [U, vl and define 
Rn(f) = X*(j) -x,(J). 
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Then 
R*(f) may be expressed in terms of three types of contributions; namely, a 
contribution of particles inside LS which come from particles of U inside AS, 
a contribution of particles inside X3 which come from particles outside X3, 
and a contribution of particles outside LS which come from particles inside 
AS. Particles outside IES which come from particles outside IS do not 
contribute to the error R*(j). More specifically, 
where 
xii(fA) = C C [f*(xi + Yji’) -fn(xi)l ’ IASCxi) ‘AStxi + Yji’> 
XiEU y!i),yi 
I 
(4.17) 
x$“t(fA) = C 1 f*Cxi + Yj”) z(AS)dxi) zAS(xi + Yj”) (4.18) 
xjeU y!i)Evi 
xY~t(.L> = C ‘x .LCxi> z(,lS)(xi) z(*.S)4xi + Yj”). (4.19) 
XjpU y!i),yi I 
An application of the mean value theorem produces a positive number B 
such that 
If(x) -f(v)1 GB Ix -YI, x,y E Rd. 
It follows that 
= BrXl 
E U(M) 
3, . 
From the ergodicity of U it now follows that 
D,,A-‘E IXj;(fA)l = o(l) as l-+co. 
(4.20) 
(4.21) 
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On the other hand the contributions from the other two terms satisfy 
E K”‘UJ G ~4. or (4.22) 
and 
E IP%t(.L)l G MP, (4.23) 
where 
,a, = EU(rZ). 
In particular both D,E IXFUt(j) and D,E IX~~l,“‘(f)l are o(n) as A+ co. It 
follows that 
D,E lR,~(f>l = 41) as 14~0. 
The rest of the proof now follows from (4.16) and Theorem 4.9. 
Remark 4.24. The reason that the above proof is limited to d = 1 for the 
complete statement is based on the estimate made at (4.20). However, if 
p < 1 then regardless of the dimension d the result holds in the strong center 
case. So in the case d = 2, for example, the result is 
this observe that in higher dimensions d we have 
condition that 
Therefore 
= By&-’ . JSI. 
D,.~-dEIXi~~~)l~Dn)l-lBr~,ISI=o(l) 
in the case p < 1. Also, (4.22) and (4.23) become 
E IX;;t(j-A)l GM. p,. . Ad-’ 
and 
so that 
true up to d/2. To see 
under the finite range 
as L-co 
D,~-dWW)l = o(l) as A-co 
forp< 1. 
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