Abstract. In this paper we completely characterize all possible pairs of Jordan canonical forms for mutually annihilating nilpotent pairs, i.e. pairs (A, B) of nilpotent matrices such that AB = BA = 0.
Introduction
We consider pairs of n × n commuting matrices over an algebraically closed field F . For n, a, b (all at least 2) let V(n, a, b) be the variety of all pairs (A, B) of commuting nilpotent matrices such that AB = BA = A a = B b = 0. In [14] Schröer classified the irreducible components of V(n, a, b) and thus answered a question stated by Kraft [9, p. 201 ] (see also [3] and [10] ). If µ = (µ 1 , µ 2 , . . . , µ t ) is a partition of n then we denote by O µ the conjugacy class of all nilpotent matrices such that the sizes of Jordan blocks in its Jordan canonical form are equal to µ 1 , µ 2 , . . . , µ t . Let µ = (µ 1 , µ 2 , . . . , µ t ) and ν = (ν 1 , ν 2 , . . . , ν s ) be partitions of n such that µ 1 ≤ a and ν 1 ≤ b and let π 1 (A, B) = A and π 2 (A, B) = B for (A, B) ∈ V(n, a, b) be the projection maps. Schröer [14, p. 398] noted that the intersection of the fibers π
is not very well-behaved for different reasons. It might be empty or reducible and the closure of the intersection of fibers is in general not a union of such intersections. In this paper we answer the question for which pairs of partitions (µ, ν) the intersection π where (λ 1 , λ 2 , . . . , λ l ) is a partition of m and ε i ∈ {0, 1, 2}. The precise constraints for ε i , c and d are given in Theorem 9.
The structure of varieties of commuting pairs of matrices and of commuting pairs of nilpotent matrices is not yet well understood. A motivation for our study is also to contribute to better understanding of the structure of the latter variety and to help in understanding the (ir)reducibility of the variety of triples of commuting matrices (see also [4] , [5] , [6] , [7] , [8] , [11] , [13] ). It was proved by Motzkin and Taussky [11] (see also Gerstenhaber [4] and Guralnick [5] ), that the variety of pairs of commuting matrices was irreducible. Guralnick [5] was the first to show that this is no longer the case for the variety of triples of commuting matrices. Recently, it was proved that the variety of commuting pairs of nilpotent matrices was irreducible (Baranovsky [1] , Basili [2] ). Some of our results on Jordan canonical forms for commuting nilpotent pairs appear in [12] .
Let us briefly describe the setup of the paper. The second section is of preparatory nature. In Section 3, we consider V(n; n, n) and we fix the partition µ corresponding to B. Then we describe a sequence of conjugations of matrix A, which puts A to a nicer pattern, called the reduced form of A. For A in reduced form, we compute its Jordan canonical form in Section 4. As a corollary, we give for general V(n, a, b) all pairs of partitions (µ, ν) such that the intersection π
Notation and first observations
Let us denote by N = N (n, F ) the variety of all n × n nilpotent matrices over an algebraically closed field F and write N 2 = {(A, B) ∈ N × N ; AB = BA}. We call a pair (A, B) ∈ N 2 a mutually annihilating nilpotent pair if AB = BA = 0 and we denote the set of all mutually annihilating nilpotent pairs by V(n) = {(A, B) ∈ N 2 ; AB = BA = 0}. Additionally, we write
Suppose that µ 1 ≥ µ 2 ≥ . . . ≥ µ t > 0 are the sizes of Jordan blocks in the Jordan canonical form for B. We call the partition µ = (µ 1 , µ 2 , . . . , µ t ) the shape of the matrix B and denote it by sh(B). We also write sh(B) = (µ 1 , µ 2 , . . . , µ t ) = (m
, where r i > 0 and l i=1 r i = t. For a partition µ = (µ 1 , µ 2 , . . . , µ t ) we write |µ| = t i=1 µ i and for a sequence (a 1 , a 2 , . . . , a k ), a i ∈ N, we write ord(a 1 , a 2 , . . . , a k ) = (a π(1) , a π(2) , . . . , a π(k) ), where a π(1) ≥ a π(2) ≥ . . . ≥ a π(k) and π is a permutation of {1, 2, . . . , k}. By J µ = J (µ 1 ,µ 2 ,...,µt) = J µ 1 ⊕ J µ 2 ⊕ . . . ⊕ J µt we denote the upper triangular matrix in its Jordan canonical form with blocks of sizes µ 1 ≥ µ 2 ≥ . . . ≥ µ t .
Let P(n) denote the set of all partitions of n ∈ N and for subsets S 1 ⊆ N and S 2 ⊆ N 2 we write P(S 1 ) = {sh(A); A ∈ S 1 } and P(S 2 ) = {(sh(A), sh(B)); (A, B) ∈ S 2 } .
Note that (ν, µ) ∈ P(N 2 ) (resp. in P(V(n))) if and only if (µ, ν) ∈ P(N 2 ) (resp. in P(V(n))), i.e. P(N 2 ) and P(V(n)) are symmetric.
Let (A, B) ∈ V(n) and sh((A, B)) = (ν, µ). Then there exists P ∈ GL n (F ) such that sh((P AP −1 , J µ )) = (ν, µ) and (P AP −1 , J µ ) ∈ V(n). Therefore we can assume that B is already in its upper triangular Jordan canonical form.
Suppose that B = J (µ 1 ,µ 2 ,...,µt) and write A = [A ij ] where A ij ∈ M µ i ×µ j . It is well known that if AB = BA, then A ij are all upper triangular Toeplitz matrices, i.e. for 1 ≤ i ≤ j ≤ t we have
If µ i = µ j then we omit the rows or columns of zeros in A ij or A ji above.
Proof. Since A and J µ commute, A = [A ij ] is of the form (1). Since they are mutually annihilating, we have A ij J µ j = 0 and J µ i A ij = 0 for all 1 ≤ i, j ≤ t and thus a s ij = 0 for all 0 ≤ s ≤ min{µ i , µ j } − 2.
Let us write
Theorem 2. Let (A, B) be a mutually annihilating nilpotent pair.
1. If sh(B) = (1 n ), i.e. B = 0, then P(V B (n)) = P(n).
If sh(B
Proof.
1. If sh(B) = (1 n ), then B = 0 and (A, B) is a mutually annihilating nilpotent pair for every nilpotent matrix A. Thus P(V B (n)) = P(N ) = P(n).
2. Suppose that B = J µ , where µ = (µ 1 , µ 2 , . . . , µ k ) and µ k ≥ 2. Then A has a form of Lemma 1, with µ i ≥ 2 for all i and thus A 2 = 0. Since rk (A) can be 0, 1, ..., or k, it follows that sh(A) = (2 i , 1 n−2i ) for some 0
3 Reduced form for A under similarity
We denote by B(µ; ν) the set of all |µ| × |ν| matrices, which are block upper triangular Toeplitz when partitioned according to row partition µ and column partition ν. By S(µ; ν) we denote all the matrices from B(µ; ν) with at most one nonzero entry in each block. In order to find a matrix that is similar to A and has nicer pattern, let us consider the conjugate action of GL n (F ) on S(µ; µ). According to Basilli [2, Lemma 2.3], A 22 is nilpotent and thus there exists P ∈ GL m (F )
Observe that A 12 P ∈ S(µ; 1 m ) and P −1 A 21 ∈ S(1 m ; µ). To describe P(V B (n)) it suffices to describe all possible partitions for nilpotent matrices A 11
we assume that A is already in this form.
We denote by E i,r i ;j,r j (ξ) the n × n matrix, partitioned according to ν × ν, which has the diagonal entries equal to 1 and the entry in the (ν 1 + ν 2 + . . . + ν i−1 + r i )-th row and (ν 1 + ν 2 + . . . + ν j−1 + r j )-th column equals to ξ. All other entries of E i,r i ;j,r j (ξ) are equal to 0. The conjugation of A by the matrix E i,r i ;j,r j (ξ) corresponds to the following operations on rows and columns of A: we add the r th i row in the i th block of rows, multiplied by ξ, to the r th j th row in the j th block of rows of matrix A and at the same time we add the r th j column of the j th block of columns, multiplied by −ξ, to the r th i column in the i th block of columns of A. Now, let us consider some special conjugations of A by matrices E i,r i ;j,r j (ξ).
Conjugation by
with at most k + 1 nonzero elements (and and least one 1) to the first row in some block of rows. Since all the entries of the corresponding first column of a block of columns are equal to 0, the conjugation by E k+j,i,t,1 (ξ) affects the matrix A only by its row operation. Thus A 21 and A 22 do not change. The entries of A 11 ∈ B(µ; µ) may change, but A 11 remains in S(µ; µ) after the conjugation.
Hence, it is possible to choose ξ such that the conjugated matrix A has A(µ 1 + µ 2 + . . .
It means that we may assume that the only nonzero entries of A 12 ∈ B(µ; λ) are the ones in the top left corner of each block according to partition (µ, λ).
2. Similarly as in 1., conjugation of A by E t,µt,k+j,i (ξ), where 1 ≤ t ≤ k, 1 ≤ j ≤ l and 2 ≤ i ≤ λ j affects matrix A only by its column operation and thus A 11 (note that i ≥ 2), A 12 and A 22 do not change.
Hence, it is possible to choose ξ such that the conjugated matrix A has A(n − m +
It means that we may assume that the only nonzero entries of A 21 ∈ B(λ; µ) are the ones in the lower right corner of each block according to partition (λ, µ).
From now on, we assume that the only possible nonzero entries of block A 12 ∈ B(µ; λ) of matrix A are the ones in the top left corner of each block according to partition (µ, λ) and the only possible nonzero entries of A 21 ∈ B(λ; µ) are the ones in the lower right corner of each block according to partition (λ, µ).
3. Suppose that there exist 1 ≤ t ≤ k and 1 ≤ s ≤ l such that A(µ 1 + µ 2 + . . . + µ t−1 + 1; n−m+λ 1 +λ 2 +. . .+λ s−1 +1) = 0. The only entries of matrix A that are changed after the conjugation by E t,1,j,1 (ξ), t < j ≤ k, are the entries in the first row of the jth block of rows. (Note that the column operation of conjugation E t,1,j,1 (ξ) does not change the matrix). Observe that A 11 ∈ B(µ; µ) and the only nonzero entries of A 12 lie in the top left corners of blocks according to partition (µ, λ). Also, it is possible to choose ξ such that A(µ 1 + µ 2 + . . . + µ j−1 + 1; n − m + λ 1 + λ 2 + . . . + λ s−1 + 1) = 0 for j = t + 1, t + 2, . . . , k. From the description of conjugations 3., 4., 5. and 6. we see that they correspond to row and column operations on A 12 in the Gaussian elimination with a possible exchange of rows (but not columns). Therefore, it is possible to choose some sequence of conjugations, such that at the end the are exactly rk(A 12 ) nonzero entries in A 12 , lying in first rk(A 12 ) blocks of rows and they are all equal to 1. Denote the first column in each block of columns of submatrix A 12 by X 1 , X 2 , . . . , X l . For each t and s such that λ t−1 > λ t = λ t+1 = . . . = λ t+s−1 > λ t+s and 1 ≤ t ≤ t+s−1 ≤ l. It is possible to choose a sequence of swaps, described in 7., such that the conjugated matrix has the property that there exists an i, 0 ≤ i ≤ s − 1, such that rk[X 1 , X 2 , . . . , X t ] = rk[X 1 , X 2 , . . . , X t+i ] − i and rk[X 1 , X 2 , . . . , X t+i ] = rk[X 1 , X 2 , . . . , X t+s−1 ]. I.e., the first i columns of X t , X t+1 ,... X t+s−1 are linearly independent and the other columns are equal to 0. From now on, we will assume that matrix A is already in the described form.
Similarly as in 3. and 5., it is possible to transform A 21 into its column echelon form without changing A 12 and A 22 . Note that it would be also possible to make the row Gaussian elimination on A 21 , but with these conjugations we would change the form of A 12 .
Using the above described conjugations, we transform the matrix A = A 11 A 12 A 21 J λ , so that it has the following properties:
1. A 11 ∈ S(µ; µ),
2.
A 12 ∈ S(µ; 1 m ) and A 12 has rk X 1 , X 2 , . . . , X l nonzero entries, all equal to 1. Moreover, rk[X 1 , X 2 , . . . , X t ] = rk[X 1 , X 2 , . . . , X t+i ] − i and rk[X 1 , X 2 , . . . , X t+i ] = rk[X 1 , X 2 , . . . , X t+s−1 ] for all t and s such that λ t−1 > λ t = λ t+1 = . . . = λ t+s−1 > λ t+s and for an i, 0 ≤ i ≤ s.
3.
A 21 ∈ S(1 m ; µ) is in a column echelon form with A 21 (i, j) = 0 only if i = n − m + λ 1 + λ 2 + . . . + λ t and j = µ 1 + µ 2 + . . . + µ s for some 1 ≤ t ≤ l and 1 ≤ s ≤ k.
In this way we obtain a matrix A that we shall call a matrix in the reduced form.
Example 3. Take µ = (3, 3, 2) and λ = (3, 2, 2, 1). Then A ∈ S(µ; 1 m ),where A 22 = J (λ 1 ,λ 2 ,...,λ l ) , has the following pattern: 
Suppose that rk 
By the algorithm above, A is first transformed to
Depending on the values of z ′ i 's, one of the possibilities for A in the reduced form is for example 
where z ′′ i = 0 for i = 1, 3, 4.
4 The Jordan canonical form of A Lemma 4. For a matrix A ∈ V B (n) in the reduced form we have
Proof. By the properties of matrix A it is clear that A 2 11 = A 11 A 12 = A 21 A 11 = A 21 A 12 = 0. Now the expression for A s+1 easily follows by induction on s.
Note that A 12 has at most one nonzero entry (that is equal to 1) in every row, therefore all the entries of a matrix A n are the entries of A 21 .
Recall that the conjugated partition of a partition λ is the partition
), where λ T i = |{j; λ j ≥ i}| (and consequently λ i = |{j; λ T j ≥ i}|). It easily follows that For i = 1, 2, . . . , l define e 1 (i) = rk X 1 X 2 . . . X i and e 2 (i) = rk
. . .
. From the patterns of A 12 and A 21 , it follows that dim im
Lemma 5. The only possible lengths of Jordan chains of matrix A are 1, 2, λ t , λ t + 1 and λ t + 2 for some t.
Proof. Without loss of generality suppose that A is in its reduced form and let {v 1 , v 2 , . . . , v n } be the basis corresponding to matrix A. Denote
β j v n−m+λ 1 +λ 2 +...+λ j and β t(i) = 0. It follows that A 2 x(i) =
From the pattern of the submatrix A 12 , it follows that A λ t(i) +1 x(i) = 0 if e 1 (t(i) − 1) = e 1 (t(i)) and otherwise
Denote the set of all nonzero vectors A j x(i), i = 1, 2, . . . , k, j ≥ 0 by A. The vectors in A are linearly independent and they form Jordan chains of length λ t (i) + 2, λ t (i) + 1, 2 and 1. Write y(j) = v n−m+λ 1 +λ 2 +...+λ j for j = t(i), 1 ≤ j ≤ l. Denote by B the set of all nonzero vectors of the form y(j), Ay(j), A 2 y(j), . . . , A λ j y(j). It is clear that the vectors in B are linearly independent and form Jordan chains of length λ j + 1 and λ j . From the pattern of the matrix A it is easy to see that A ∪ B is a Jordan basis for A and the only possible lengths of the Jordan chains of A are 1, 2, λ t , λ t + 1 and λ t + 2 for some t.
We say that Jordan chains of matrix A of lengths λ t , λ t + 1 and λ t + 2 arise from Jordan chain of J λ of length λ t . By the proof of the Lemma 5 this is well defined.
Lemma 6. Let s = λ t for some 1 ≤ t ≤ l. Then the number of Jordan chains of length s + 2 of matrix A that arise from Jordan chains of J λ of length s is equal to the f (s + 1).
Proof. For s = λ t , 1 ≤ t ≤ l, let c s be the number of Jordan chains of length s + 2 that arise from Jordan chains of length s. From Lemma 5 it follows that there exist indices 1 ≤ t 1 < t 2 < . . . < t cs ≤ l such that λ t i = s and
• A(n − m + λ 1 + λ 2 + . . . + λ t i , µ 1 + µ 2 + . . . µ w i ) = 0 for some e 2 (λ T s+1 ) + 1 ≤ w 1 < w 2 < . . . < w cs ≤ k and i = 1, 2, . . . , c s . Lemma 7. Let s = λ t for some 1 ≤ t ≤ l. Then the number of Jordan chains of length s + 1 of matrix A that arise from Jordan chains of J λ of length s is equal to e 1 (λ T s ) − e 1 (λ T s+1 ) + e 2 (λ T s ) − e 2 (λ T s+1 ) − 2f (s + 1).
Proof. From Lemmas 5 and 6 it follows that the number of Jordan chains of length s + 1, that arise from a Jordan chain of length s and a nonzero element in A 21 , is equal to e 2 (λ T s ) − e 2 (λ T s+1 ) − f (s + 1). Similarly, the number of Jordan chains of length s + 1, that arise from a Jordan chain of length s and a nonzero element in A 12 , is equal to e 1 (λ T s ) − e 1 (λ T s+1 ) − f (s + 1). Again, by Lemma 5, there are no other Jordan chains of length s + 1 and this proves the Lemma.
Example 8. Let us recall the case sh(B) = (3, 3, 2, 1 8 ) and λ = (3, 2, 2, 1) as in Example 3 and take a matrix A ∈ V B (n) in the reduced form as in (2) . Write g(s + 1) = e 1 (λ T s ) − e 1 (λ T s+1 )+e 2 (λ T s )−e 2 (λ T s+1 )−2f (s+1). It can be easily computed that f (2) = 1, g(2) = 0, f (3) = 0, g(3) = 2, f (4) = 1 and g(4) = 0. Therefore sh(A) = (5, 3 3 , 1 2 ). Theorem 9. If sh(B) = (µ 1 , µ 2 , . . . , µ k , 1 m ) ∈ P(n), then P(V B (n)) = ord(λ 1 + ε 1 , λ 2 + ε 2 , . . . , λ l + ε l , 2 c , 1 d ); λ ∈ P(m), ε i ∈ {0, 1, 2},
Proof. For an arbitrary matrix A ∈ V B (n) it is clear from Lemmas 5, 6 and 7 that sh(A) = λ 1 + ε 1 , λ 2 + ε 2 , . . . , λ l + ε l , 2 c , 1 d , where ε i ∈ {0, 1, 2}. By Lemmas 6 and 7, l i=1 ε i = e 1 (λ T 1 ) + e 2 (λ T 1 ) − λ l s=1 f (s + 1). Denote by A i 11 the i-th column of submatrix A 11 . Since c = A It was proved by Schröer [14, Theorem 1.1] that the irreducible components of V(n) are C j = {(A, B) ∈ V(n); rk(A) ≤ n − j, rk(B) ≤ j} for 1 ≤ j ≤ n − 1. Using Theorem 9 it is now easy to characterize the set P(C j ).
Corollary 11.
P(C j ) = (µ, ν) ∈ P(n) × P(n); µ = (µ 1 , µ 2 , . . . , µ k , 1 m ), µ k ≥ 2, λ ∈ P(m), ν = ord(λ 1 + ε 1 , λ 2 + ε 2 , . . . , λ l + ε l , 2 c , 1 d ), ε i ∈ {0, 1, 2},
