Introduction
In many marine modelling applications, a reliable representation of the turbulent fluxes is required, which implies the implementation of an appropriate turbulence closure model. The latter must be accurate, efficient, and robust. In other words, the turbulence closure must produce a satisfactory evaluation of the turbulent fluxes while keeping the computational effort within reasonable limits. In addition, the "robustness"
demands that the turbulence model be capable of generating acceptable results in a wide range of situations, for instance, rapidly growing turbulence, strongly stratified flows, and fully developed turbulence.
One might even think that, because of the shortcomings inherent in every marine model, the turbulence model to be selected should be able to handle flow configurations that are more extreme than those likely to be encountered in the real world.
Mellor and Yamada (hereafter MY) have designed a hierarchy of turbulence models,'%2 ranging from the level 4 to the level 1 model. From a geophysical fluid flow standpoint, the MY hierarchy of models has the significant advantage that the influence of the stratification has been included in all the parameterizations since the genesis of the models. Yamada introduced the so-called level 2.5 model as a good compromise between accuracy and efficiency. As a result this model has been used frequently in atmospheric and oceanic problems. [2] [3] [4] [5] [6] [7] [8] Because of the smallness of the aspect ratio of most marine problems, it is generally convenient to make the boundary layer approximation.
In the framework of this approximation, only the vertical turbulent fluxes are of interest. In the level 2.5 model, on which the present study focuses, the vertical turbulent flux of a given variable a is parameterized with the help of the relevant eddy diffusivity K,, which is computed by
where 1 and q are, respectively, an appropriate length scale, termed the turbulence macroscale, and a velocity scale, obtained from the turbulent kinetic energy q2/2.
The stability function S, is a dimensionless function of horizontal diffusion. The wall proximity function W is G, and G,, which are defined as defined as
where M and N are the Prandtl and the Brunt-Vgisglti frequency, i.e., au = db (M2, N=) = z > z
In the expression above, z is the vertical coordinate-pointing upward-u represents the horizontal velocity, and b = -g(p -po)/po denotes the buoyancywhere g, p, and pO, respectively, denote the gravitational acceleration, the density of the water, and a reference value of the density.
As can be seen below, the level 2.5 model should be praised for taking into account the effect on q and I of advection, production by shear, inhibition by stratifica- 
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where K,, K,, and K,, respectively, denote the eddy viscosity, the eddy diffusivity of the turbulence model variables, and the eddy diffusivity used to compute the buoyancy flux, which is also likely to be appropriate to parameterize the fluxes of heat, salt, and many passive tracers. The operator F represents the effect of advection and horizontal diffusion, i.e., F = u. V + wa/az + V. AV, with V, w, and A standing for the horizontal The stability functions S, and S,, which are needed to evaluate K, and K,, satisfy the following system of algebraic equations:
To compute the eddy diffusivity K, use is made of the stability function
so that K, is simply given by 0.2 lq, in accordance with definition (1).
Inappropriate behavior of the stability functions and quasi-equilibrium closure
As illustrated in Figure 1 , S, and S, are decreasing functions of N2. Thus, if all other variations are kept fixed, any increase of N2 will lead to a decrease of K, and K,, which reflects in a quite natural way the effect of the stratification.
On the other hand, the influence of M2 on S, and S, is completely counterintuitive.
Indeed, increasing M2 leads to a decrease of S, and S,, which is inappropriate.',' 3 Imagine that for some reason M2 is increasing at a given location in the flow. This would lead to a decrease of K,, which might allow a further increase of the shear. This positive feedback might eventually lead to a discontinuity in the velocity,2 which would obviously be an artifact. It is then possible that oscillations in the velocity field will arise, leading to unphysical shear production terms and to a Gibbs-type phenomenon. To prevent regions of exceedingly high shear from developing, it has been suggested that realizability conditions be imposed on some variables.2*9 For example, the following redefinition of G, has been introduced:' which amounts to constraining the growth of G, and, hence, the subsequent reduction K,. The physical basis for this constraint stems from the need to prevent the model's variables from entering a region where the vertical velocity variance, i.e., the ratio of the vertical turbulent kinetic energy to the total turbulent kinetic energy, is below 0.12. In this region, it seems that Rotta's energy redistribution hypothesis-which is one of the cornerstones of the Mellor and Yamada hierarchy of turbulence models-is no longer verified.2 The reasoning put forward above is not nove1.2.9*13 However, it did not seem clear that the realizability conditions do not provide an acceptable remedy to the shortcomings of the MY level 2.5 model-at least for a general-purpose marine model. Instead of trying to constrain the evolution of some variables of the turbulence model, it seems much more desirable to review some of the physical assumptions underlying the parameterizations used in the model. This has led to the quasi-equilibrium version of the MY level 2.5 model," which is similar to the original model, except that S, and S, are derived in such a manner that they are free of G,, i.e.,
-3C, -6A,/B, -3A,G,[(B,
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These alternative expressions are referred to as quasiequilibrium parameterizations because they can be obtained from the original ones by assuming-only in the stability functions-that the sources and sinks of turbulent kinetic energy balance each other. In the modified model, S, and S, are decreasing functions of N2 and do not depend on M2 (see Figure 1 of Galperin et al.' '). It is however necessary to impose the following minor constraining conditions" I2 I 0.28q2 and thus the magnitude of 1. This implies that G, must satisfy (16a)." Condition (16b) expresses the need for G, to be positive when the phenomena producing turbulent kinetic energy balance the dissipative effects."
When the stratification is unstable, i.e., when N2 is negative, condition (15) places an upper limit on the turbulence macroscale that is infinite. This allows the mixing length-and, hence, the eddy diffusivities-to become arbitrarily large, permitting a quick mixing of the unstable region. Whether or not this has to be supplemented by a convective mixing algorithm, as is the case in many large-scale ocean models, remains unclear.
In the quasi-equilibrium model, because 4 and 1 are computed by means of the same evolution equations as those of the classical 2.5 model, the main advantages of the original model are preserved, whereas its shortcomings are likely to be overcome. This will be shown in a series of numerical experiments relevant to marine modelling.
Numerical experiments setup
The stress-driven penetration of a turbulent layer into stratified fluid initially at rest14-19 is probably one of the most common test cases for a turbulence closure model that is considered for use in marine modelling. Here the attention will be concentrated on the well known Kato-Phillips experiment. l4 The governing equations of the problem are where Ni is constant. The fluid is set into motion by a constant stress z applied at the sea surface, z = 0, This mechanical forcing causes the development and the deepening of a turbulent layer adjacent to the top of the fluid column. In the turbulent region, the fluid is almost homogeneous, because a zero buoyancy flux is imposed at z = 0, i.e., 
with u* = (Izl/p)"". The water column is considered sufficiently deep that the only source of turbulence is the wind stress. Thus, the seabed has no influence on the flow under study. Accordingly, the distance to the sea bottom d, may be viewed as infinite, so that (7) simplifies to L = d, = 1~1. Hence, in the present simulations, the wall proximity function, defined in (6), may be written as W = 1 + E, l'/(icz)2.
Upon setting F(q2) = 0 = F(q21), the evolution equations (4), (5) The source terms in (4) and (5) are calculated in an explicit manner whereas, for the sink terms, use is made of the pseudo-implicit discretization of Patankar," in order to avoid generating negative values of q2 and q21. In the experiments where f # 0, fe, x u is evaluated by Crank-Nicholson's method. It was found that using constraint (15) for the standard MY model, as must be done in the modified version, led to "less unacceptable" results. To investigate the supposedly harmful influence of M2 on S,, four types of model runs have been defined. The first type, referred to as run (a), corresponds to the standard MY level 2.5 model, where, in addition to condition (12), the constraint (15) is also implemented. The experiments (b) and (c) are similar to (a), with two noticeable exceptions. In (b), K, M2 = qlS, M2, appearing in the production terms of (4) and (5), is computed with the help of the quasi-equilibrium version of S,. In (c), it is K,au/dz = qlS, au/dz that is evaluated by resorting to the modified stability function S,, as defined in (13). The quasi-equilibrium closure is used in the runs of kind (d). The features of the various types of numerical experiments are summarized in Table 1 .
Numerical results and discussion
When f = 0, on the basis of laboratory dataI and physical reasoning, several expressions for the height of 
Because expression (23~) ensued from constructive criticism of earlier approaches, it is here deemed that it is the most reliable.
Simple order of magnitude analysis shows that the laboratory results of Kato and Phillips'4s16 can be transposed to the scales of marine problems. Accordingly, we chose 
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dimensionless time layer. The best agreement between the numerical results and expression (23~) is found for simulation (d), but this is not a decisive argument in favor of the quasiequilibrium model. The bottom of the mixed layer is located by searching, downward from the surface, for the grid point where the turbulent kinetic energy is as small as 1% of the surface value. One might object that this definition is somewhat arbitrary. However, as the transition from the turbulent layer to the nonturbulent region is fairly sharp, there is hardly any ambiguity as to the depth of the turbulent layer. Thus, any reasonable definition of the mixed layer depth would yield almost the same results as those obtained with ours.
In experiment (a), the profiles of velocity ( Figure 3~ ) and buoyancy (Figure #a) predicted by the standard model exhibit a level of noise that is certainly unphysical. The variability of u and b is associated with the large amplitude oscillations of the eddy viscosity and the eddy diffusivity source terms proportional to K,M2. Given that (25) it might be argued that any increase of M2 would lead to a growth of ql that could compensate for the possible reduction of S,. In the present experiments, this is clearly not the case, even if K,M2 is computed according to the quasi-equilibrium formulation of S, (Figures 3b, 4b, and   56 ).
Appl.
model: E. Deleersnijder and P. Luyten remained blocked at too high a value (Figure 6 ), preventing K, and K, from growing as is the case in simulation (d) ( Figure 6 ).
It must also be stressed that the noise present in the standard level 2.5 model is not a transient feature that would eventually disappear if one could wait for a sufficiently long time. Regions of exceedingly high shear tend to persist, despite the unsteady nature of the flow. This is illustrated in Figure 6 , showing time series extracted from simulations (a) and (d) at a point where M2 is overestimated.
Before the bottom of the turbulent layer reached this point, M2 and other turbulent quantities were zero. Then, M2 suddenly increased, which produced turbulence. As time progressed, the region of high shear-associated with the turbulent layer-moved away, implying a quick decrease in M2. Unlike the quasi-equilibrium model, the standard model was not able to properly simulate the decay of M2, which In view of (25), taking into account the boundary conditions, it is not surprising that the order of magnitude of q and IuI are similar in all variants of the MY model (Figures 3-6) .
It is worth pointing out that the pathological behavior of the standard closure does not seem to be directly related to the mesh size. Indeed, with AZ = 2 m ( Figure  7) and AZ = 0.5 m (Figure 8) , the level 2.5 model exhibited unacceptable oscillations, whereas the quasi-equilibrium version produced results free of unphysical noise. With nonzero Coriolis factor, the rate of deepening of the turbulent layer was predicted to be slower," but the level 2.5 model's results were still significantly less acceptable than those of the quasi-equilibrium model ( Figure 9 ). Quasi-equilibrium turbulence model: E. Deleersnijder and P. Luyten
Conclusion
The numerical experiments described here clearly point to the advantages of the quasi-equilibrium version of the MY level 2.5 closure as regards the simulation of the stress-driven deepening of the mixed layer. It is therefore tempting to conclude that the standard MY level 2.5 model is not sufficiently robust and that the modified version of Galperin et al. l1 is a much better candidate for introduction in a general-purpose marine model, where various flow configurations are to be dealt with. This conclusion remains valid as long as the numerical method used is similar to that implemented in the present study. One may not however exclude the possibility that another type of numerical scheme would greatly improve the results of the standard level 2.5 model. Nonetheless, it is deemed that the theoretical reasoning-largely borrowed from other works2'9,13-and the numerical experiments presented in this article provide sufficient evidence to suggest that the stability functions of the standard level 2.5 model are ill-conditioned and that the quasi-equilibrium version 1 ' is much more appropriate. This is not entirely new, but a striking illustration thereof has been provided.
