Abstract-This paper presents a comprehensive and modular modeling framework for stochastic signal integrity analysis of complex high-speed links. Such systems are typically composed of passive linear networks and nonlinear, usually active, devices. The key idea of the proposed contribution is to express the signals at the ports of each of such system elements or subnetworks as a polynomial chaos expansion. This allows one to compute, for each block, equivalent deterministic models describing the stochastic variations of the network voltages and currents. Such models are synthesized into SPICE-compatible circuit equivalents, which are readily connected together and simulated in standard circuit simulators. Only a single circuit simulation of such an equivalent network is required to compute the pertinent statistical information of the entire system, without the need of running a large number of time-consuming electromagnetic circuit cosimulations. The accuracy and efficiency of the proposed approach, which is applicable to a large class of complex circuits, are verified by performing signal integrity investigations of two interconnect examples.
I. INTRODUCTION

I
N RECENT years, a great deal of attention has been devoted to study the effects of geometrical and/or electrical parameter variations on the performance of various electronic circuits. Indeed, circuit performance is nowadays largely affected by the tolerances of the manufacturing process, due to the increasing integration and miniaturization. In this context, uncertainty quantification methods become a critical resource for the signal integrity (SI) assessment of high-speed designs. The Monte Carlo (MC) method is robust, accurate, and easy to implement, and it is considered as the standard approach for variability analysis. However, its high computational cost often prohibits its application to the analysis of complex designs.
Therefore, more efficient techniques for stochastic simulations are needed.
Many techniques based on the polynomial chaos (PC) method [1] , [2] have been recently developed to tackle this problem [3] - [14] , and are able to perform variability analysis with high accuracy and efficiency compared to MC-based approaches. Each method is tailored for a specific class of circuits, such as lumped-element circuits [3] , transmission-line circuits [4] , [5] , arbitrary passive linear systems [6] - [8] , or nonlinear circuits [9] - [14] . However, a general and comprehensive modeling framework, capable of including heterogeneous stochastic components appears yet to be missing. Indeed, modern interconnect designs consist of a combination of circuit-level components, behavioral macromodels, and three-dimensional structures. This paper aims at covering the aforementioned gap by proposing a comprehensive and modular approach that allows the inclusion of any linear passive structure (possibly characterized by means of full-wave electromagnetic (EM) simulations) or nonlinear component (either at physical or behavioral level). The point of departure is the technique presented in [8] , which was recently proposed to compute a stable and passive PC-based macromodel of a generic linear, passive, and frequency-dependent stochastic system. It is a flexible and reliable modeling approach, but it is limited to passive linear systems.
In order to overcome this limitation, we integrate the technique proposed in [13] , which can create a deterministic equivalent circuit model of any stochastic nonlinear component at both the physical or behavioral level, thus yielding a novel and powerful framework for the variability-aware SI analysis of complex high-speed circuit designs. The models for each linear and nonlinear subpart are computed separately, with the desired (or most convenient) level of modularity, and then connected together in a SPICE-type environment. Within the novel modeling framework, only a single time-domain simulation of the entire system is required to perform the variability analysis, thus avoiding expensive repeated (EM-)circuit (co)simulations. As will be shown in Section III, complete interconnect links can as such be analyzed very efficiently. This paper is organized as follows. Section II describes the novel proposed approach, while its validation is carried out in Section III by means of two pertinent numerical examples. Conclusions are drawn in Section IV. 
II. STOCHASTIC MODELING OF COMPLEX LINKS
Modern high-speed links consist of a combination of nonlinear, possibly active components (e.g., diodes, drivers, and receivers) and passive linear structures (e.g., transmission lines, power distribution networks, vias, packages, etc.). While the former are defined by nonlinear relations between their port signals, which can be defined in different ways (for example, analytical formulas or behavioral models), the latter are completely defined by their transfer function, which can be expressed in several forms (i.e., impedance, admittance or scattering representations) and may require time-consuming EM simulations to be determined.
In the following, we assume that the linear parts of the system under study depend on some geometrical or electrical random parameters collected in the vector ξ, while the nonlinear elements are influenced by the vector of random variablesξ. As a result of this variability, the voltages and currents at each port of such linear and nonlinear components depend on both the random variablesξ and ξ, as illustrated in Fig. 1 .
According to the PC theory, such port signals are represented as a truncated summation of basis functions with suitable coefficients as follows:
where v(ξ, ξ, t) denotes a generic voltage within the system (currents are treated in a similar fashion), the basis functions ϕ i (ξ, ξ) are orthogonal polynomials depending on the joint distribution of the random variables ξ andξ, and v i (t) are the corresponding M + 1 coefficients to be determined. The main feature of the PC expansion (1) is its efficient representation of the variability of the quantity under study. For example, stochastic moments, such as mean and variance, are readily obtained from the coefficients of (1) [1] , [2] . Other statistical functions, such as the probability density function (PDF) or the cumulative distribution function (CDF), can be calculated via the (inexpensive) sampling of (1). The key idea of the proposed approach is to describe the stochastic variations of both the linear and nonlinear system subnetworks via suitable PC models, which will simultaneously account for all the random variables ξ andξ. Specifically, the procedure foresees the computation of equivalent and deterministic circuit models describing the time-domain behavior of the PC coefficients of the port voltages and currents, starting from the original stochastic system, which are then connected together according to the original circuit topology. In the PC jargon, such models are usually referred to as "augmented" [8] , since their number of ports are higher with respect to the corresponding stochastic elements. However, as the model is deterministic, a single transient circuit simulation (e.g., in SPICE) allows determining all the PC expansion coefficients in (1) and hence the desired statistical information.
At this point, it is important to stress two important features offered by the advocated modeling strategy to circuit designers.
1) The equivalent models can be constructed with the desired level of modularity. For example, subparts that have already a circuit-level description can still be modeled using the approaches for lumped and distributed elements in [10] and [4] , respectively. However, if the stochastic behavior of their inner voltages and currents is not of interest, they can be encompassed in a larger macromodel. 2) Circuit-EM cosimulations are avoided, as every block is synthesized into a SPICE-compatible equivalent circuit network. The method adopted for the modeling of linear networks is detailed in Section II-A, while Section II-B addresses the modeling of the nonlinear components. For the sake of simplicity, in the remainder of this paper, we will describe only the case of independent random variables, even though it is possible to extend the proposed method to the case of correlated random variables [1] , [2] . Furthermore, only orthonormal PC basis functions will be considered. Please note that discussing the properties of the PC expansion is outside the scope of this contribution. The interested reader may consult [1] - [13] for an extensive reference to PC theory.
A. Stochastic Modeling of General Passive Linear Systems
When a generic linear system is subjected to stochastic effects caused by random variations of geometric or electrical parameters, here denoted by ξ, the pertinent scattering matrix will be ξ dependent. If such a system is embedded in a network that is also affected by the random variablesξ, the incident and reflected waves will in general depend on both ξ andξ (see Fig. 1 ). The scattering relations can, therefore, be expressed as
where S is the scattering parameter matrix of the stochastic linear system, s is the Laplace variable, and a ∈ C N ×1 and b ∈ C N ×1 are the incident and reflected waves, respectively, with N as the number of ports of the system.
The starting point of the proposed method is the computation of a PC model of the system scattering parameters over a discrete set of frequency values f l for l = 1, . . . , L (or the Laplace variable s l = j2πf l ) as
where M S + 1 is the number of basis functions depending only on ξ. Any nonintrusive PC-based approach can be used for this purpose: the PC coefficients in (3) can be obtained via linear regression-, numerical integration- [2] , or stochastic testing (ST)-based techniques [14] , for example. Now, it is easy to express (3) with respect to all the random variables considered ξ , ξ as
since ϕ i (ξ) for i = 0, . . . , M S are a subset of ϕ i (ξ, ξ) for i = 0, . . . , M, thanks to the property that for independent random variables, the PC basis functions in (4) are the product combination of the basis functions for each random variable considered [1] , [2] . Hence, all the PC coefficients in (4) for basis functions depending onξ are zero. Nevertheless, a full expression of the PC expansion in the form (4) is required to properly account for the additional variability introduced by the rest of the network. Now, by following the approach presented in [8] , it is possible to apply Galerkin projections (GP) [1] to (2) and describe the relationship between the PC coefficients of the incident and reflected waves as
where the vectors a PC , b PC ∈ C (M +1)N ×1 collect the (deterministic) PC coefficients of the corresponding incident and reflected wave, respectively, with M + 1 the total number of the PC basis functions, whereas S PC ∈ C (M +1)N ×(M +1)N is a deterministic matrix, obtained by suitable combination of the PC coefficients of the scattering matrix in (4). Equation (5) describes a new system, whose port voltages and currents are the PC coefficients of those of the original stochastic system. Note that S PC is M + 1 times larger than the original system in terms of number of ports. Furthermore, the matrices S PC (s l ) for l = 1, . . . , L are sparse by construction [8] , since in (4) some PC coefficients are zero, as discussed above. Finally, in [8] , it is proven that S PC can still be regarded as a scattering parameter matrix, now relating the PC coefficients of the incident and reflected waves: its passivity conditions are, therefore, the same as for deterministic scattering parameters.
At this point, a rational model of S PC is built by means of the vector fitting (VF) technique [15] , where a pole-flipping scheme is used to enforce stability, while passivity assessment and enforcement are accomplished by using standard and robust techniques [16] . Then, it is straightforward to convert such a rational model into a corresponding state-space representation [15] , which can be converted into an equivalent circuit via a suitable synthesis technique [17] .
A key step in any modeling process is adopting a suitable error measure and error threshold. The maximum absolute model error (MER) between the elements of the scattering parameter augmented matrix S i,j PC and the corresponding VF model response H i,j PC in the entire frequency range is chosen in [8] to compute the desired rational model of S PC as
for i, j = 1, . . . , (M + 1) N and l = 1, . . . , L. Note that in [8] , the choice of the MER error threshold was left to the designer's expertise, by considering that modeling S PC is similar to modeling a deterministic scattering parameter matrix. Here, a new criterion is provided based on the unique characteristics of the S PC augmented system. Indeed, thanks to the properties of the GP method, it is easy to prove that all the nonnull elements of the first N × (M + 1) N or (M + 1) N × N block of S PC are, by construction, formed by the PC coefficients of the scattering parameter matrix in (4) . Since the first two stochastic moments, i.e., the mean μ and the standard deviation σ, can be analytically computed from these coefficients [1] , [2] in the following, the MER error threshold in (6) is chosen such that the differences
are minimized, where μ H and σ H are the mean and standard deviation computed by the VF model of S PC for all the frequency samples considered l = 1, . . . , L. Hence, the MER error threshold in (6) is chosen based on the model capability of accurately estimating the stochastic moments (7). Finally, in [8] , it is proven that the PC coefficients of the incident and reflected waves at the kth port of the system depend only on the corresponding voltage and current PC coefficients at the same port, as for the original deterministic system. This property allows one to easily connect the model of S PC to the models of the other system subparts, as will be discussed in details in the following.
It is important to point out that the modeling approach outlined in this section readily applies to any general electrical (e.g., circuit or EM) system supporting a scattering representation such as (2).
B. Stochastic Modeling of Nonlinear Components
Nonlinear components affected by random variablesξ are described by suitable and possible dynamic relationships between the time-domain counterparts of the port voltages and currents, here denoted as
where vectors v(ξ,ξ, t) and i(ξ,ξ, t) collect all port voltages and currents, whereas F is understood to be a vectorized operator whose kth row, i k = F k (v, t,ξ), describes the nonlinear relationship between the kth port current and (all) port voltages. This can be either an explicit nonlinear function or an implicit characteristic imposed by a generic nonlinear component or subcircuit (e.g., diode, transistor, or behavioral model). As already mentioned for the linear components, the port voltages and currents are stochastic as a result of the variability in both the linear and nonlinear parts of the network, and F is subjected to stochastic effects, but only due toξ. Replacing the port voltages and currents in (8) 
where a m i are mere scalar coefficients obtained by evaluating the ith PC basis function at the mth ST point
It is important to note that while the nonlinear characteristic F k in (9) itself depends solely on the ST pointsξ m , its inputs depend also on the points ξ m . In general, even for deterministic nonlinear elements, the voltage and current PC coefficients are coupled, as opposed to the case of deterministic linear components [10] , [13] . From (9) , an explicit relation for the coefficients of the port current is obtained by inverting the system (9) in the matrix form as follows:
. . .
(11) The system (11) has a SPICE-compatible circuit interpretation, as described in [13] . It can be inferred from the vector term in the right-hand side of (11) that such an equivalent circuit requires M + 1 deterministic replicas of the nonlinear component, for which the stochastic parameters are evaluated as defined by the corresponding ST points. The general topology of the circuit model is, however, independent of the specific type of nonlinear element, as long as it has a description of the form (8).
C. Overall Network Model
The augmented deterministic models described in Sections II-A and II-B must be suitably connected together to produce the complete model of the stochastic network under study. This is done in accordance with the original network topology. For example, Fig. 2(a) shows the connection of a twoport nonlinear device to a two-port linear network. The two components are subjected to stochastic effects due to two random variablesξ and ξ, respectively. For the sake of illustration, we consider a first-order PC expansion, leading to a total of three basis functions. The extension to systems with a higher number of ports and/or of PC basis functions is straightforward.
The SPICE-compatible circuit model for the nonlinear part is shown in Fig. 2(b) . It includes three instances F (ξ 0 ), F (ξ 1 ), F (ξ 2 ) of the original stochastic nonlinear component, in which the random parameterξ is set to valuesξ 0 ,ξ 1 , andξ 2 , respectively. The required voltages at the ports of these instances are produced by means of controlled voltage sources, with coefficients as in (10) . Analogously, the correct expression of the currents in the main circuit (11) .
The interested readers may consult [13] for more detailed information about this model. The model for the linear system in Fig. 2(c) is synthesized into an equivalent SPICE netlist consisting of lumped elements, which suitably describes the augmented system S PC that is obtained as described in Section II-A. It is clear that each port of the original systems is now described by three corresponding ports in the augmented models, one for each PC coefficient of the port voltages and currents. The connectivity between the ports remains consistent for the augmented models, as shown in Fig. 2 .
The resulting netlist can be readily simulated in a SPICE-type circuit simulator. A single time-domain simulation simultaneously yields all the PC coefficients of the port voltages and currents, which in turn provide comprehensive statistical information. The outlined modeling strategy offers circuit designers a modular and powerful tool allowing for the stochastic analysis of a system consisting of an arbitrary combination of passive linear systems and nonlinear components, each possibly affected by variability. The flowchart of the proposed modeling framework is shown in Fig. 3 .
III. APPLICATIONS AND NUMERICAL RESULTS
This section discusses two application examples, concerning the SI analysis of 1) an interconnect tree and 2) a nonuniform differential link. All the time-domain simulations are carried out with HSPICE on a computer with an Intel(R) Core(TM) I3 Processor running at 2.93 GHz and 8 GB of RAM.
A. Interconnect Tree
The first application example concerns the interconnect tree depicted in Fig. 4 , consisting of both lumped interconnections and microstrip segments, whose cross section is also indicated in the figure. The tree is driven at the input port by a behavioral macromodel of an I/O transceiver of a 512-Mb flash memory chip, which produces a pulse with a rise time of 1 ns. The behavioral macromodel is obtained with the techniques in [18] - [20] . Each of the four output ports is terminated by a pair of diodes with saturation current I S = 50 pA, series resistance R S = 5 Ω, and junction capacitance C J O = 3 pF. Not shown in Fig. 4 is the RL power supply network for the driver, with supply voltage V D D = 1.8 V, R = 10 mΩ, and L = 2 nH.
The thickness and relative permittivity of the microstrip substrate are assumed to be affected by process variations and, therefore, to vary according to a Gaussian distribution with a relative standard deviation of 5% of their nominal values. Moreover, the operating temperature at the receiver side is considered as an additional Gaussian random variable with nominal value 60
• C and a standard deviation of 3 • C. This temperature fluctuation affects the operation of the diodes. Hence, there are three independent random parameters in the entire network, and a second-order PC expansion is used to describe the variations of the port signals, leading to a total of ten PC basis functions. Now, in order to stress the versatility of the advocated modeling strategy, we consider the following alternative approaches to model the linear part of the network, based on the procedure outlined in Section II-A:
1) the transmission-line elements are modeled as stochastic two-port devices, the modeling of the remaining deterministic RLC elements being trivial, as discussed later; 2) the entire linear part is modeled as a five-port stochastic network. In either cases, the linear models are complemented with the pertinent models of the nonlinear (deterministic) driver and (stochastic) diodes to obtain the equivalent PC-based model of the overall network. These two scenarios allow us not only to highlight the modularity of the proposed technique, but also to assess its performance for different modeling choices.
The scattering parameters of both the five-port linear subnetwork and the two-port transmission-line elements are evaluated at 561 frequency points in the range [0-3.5] GHz, 188 of which are used to build the corresponding S PC models. The remaining samples are used for validation, thus verifying the model accuracy at frequencies that were not used to create the model.
Note that as a result of the multiplication of the original port numbers by the number of PC basis functions, the model for the entire interconnection has 50 ports, while the model of each transmission-line segment has only 20 ports (see Section II-A). However, in the latter case, the models for each transmission line need to be properly connected between each other in order to describe the variation of the entire interconnection. Therefore, an equivalent model of the lumped RLC elements must be generated as well. Yet, since these lumped elements are deterministic in this case, the corresponding model matrix is block diagonal, which means the transmission line models are interconnected by suitable replicas of the original RLC elements in Fig. 4 [4] .
At this point, two alternative deterministic equivalent models describing the statistical variations of the interconnect in Fig. 4 have been computed, one starting from the scattering parameters of the entire interconnection and one from the scattering parameters of the single transmission-line elements. In the following, the results obtained using these two models, synthesized into SPICE-compatible networks, are denoted with "Simu I " and "Simu T L ", respectively. Now, the performance of the proposed models is compared not only against the results of an MC analysis, but also with the technique in [4] . Indeed, Manfredi et al. [4] offers an accurate and efficient reference approach, which can however be used only as long as the transmission lines are uniform, as is the case for the network of Fig. 4 . On the contrary, the new proposed modeling strategy is applicable to any arbitrary line layout, as will be shown in the second application example. Fig. 5 shows the statistical behavior of the voltage v out at any (due to the structure symmetry) of the output ports P2-P5 of the interconnect tree of Fig. 4 . The thin gray curves are a superposition of 10000 random voltages from the MC analysis, which give a qualitative overview of the spread due to the variability. The dashed red lines and markers •, * indicate the 0.05% and 99.95% quantiles estimated with the technique in [4] , Simu I and Simu T L , respectively.
The PDF and CDF can also be obtained from the PC results. For example, Fig. 6 shows the PDF and CDF of the output voltage at the time instant t = 23.08 ns, obtained by means of the MC method, as well as with Simu I and Simu T L . The good agreement between these techniques demonstrates the accuracy and flexibility of the proposed approach. It is interesting to note that these results are obtained by using PC models of the same order as for the technique in [4] , which relies, however, on a PC expansion of the transmission-line RLGC parameters rather than of the scattering parameters.
The simulation of 10000 MC samples for the circuit under study required 41248 s, while Simu I , Simu T L , and the technique in [4] required 139 s, 91 s, and 45 s, respectively. Hence, the new technique offers a great efficiency with respect to the MC analysis, achieving a speed-up factor of 297 × (Simu I ) and 453 × (Simu T L ). This not only demonstrates the flexibility of the proposed technique, but also shows an alternative and more efficient way to deal with complex systems by modeling their stochastic subnetworks.
On the other hand, it should be noted that the technique in [4] offers an even superior efficiency because it directly models the RLGC parameters of the transmission lines. It is well known that VF is not very efficient for modeling electrically long interconnects, which may lead to an increase of the model complexity with consequent reduction of simulation efficiency as the interconnect length and/or port number is increased. Hence, a lower computational efficiency is to be expected when simulating a network that consists of circuit components only. Nevertheless, as already mentioned, the proposed approach has the considerable advantage of being more general and applicable to any passive linear system, since it is based on a scattering representation.
B. Nonuniform Differential Line
Coupled microstrip lines are widely used in modern highspeed digital circuits to transmit differential signals across boards, with higher EM immunity against conducted and radiated noise, lower interference, and lower crosstalk. When using such differential line circuits, it is important to minimize the risk of differential-to-common mode conversion. However, layout constraints due to large-scale integration and miniaturization often make line bends unavoidable, which gives rise to such a mode conversion, and lead to a reduction in the spacing between the lines, which can exacerbate the impact of manufacturing tolerances, possibly leading to severe signal degradation. Therefore, it is important to quantify the effects of geometrical parameter variations on the SI in the early-stage design of the system.
As an example, the differential microstrip interconnect illustrated in Fig. 7 is analyzed in this section. The line exhibits a larger spacing between the traces at the terminal sections, which is reduced in the central part to achieve lower area occupation and lower mode conversion [21] , and a 90
• bend in the middle. As shown in Fig. 8 , this nonuniform coupled line is differentially driven at the input ports, and it is terminated with clamp diodes to limit voltage over-and undershoots at the receiver side. The driver is implemented using behavioral macromodels of a Texas Instruments transceiver (model name SN74ALVCH16973, power supply voltage V D D = 2.5 V). It produces a pseudorandom sequence of 1000 bits, with a bit time of 3 ns and a Gaussian jitter having a standard deviation of 0.15 ns. The diodes have saturation current I S = 50 pA, series resistance R S = 1 Ω, and junction capacitance
The values of the geometrical and electrical parameters of the microstrip line are shown in Fig. 7 . In addition, the trace widths w 1 and w 2 are assumed to be independent Gaussian random variables, having a nominal value 0.625 mm and a relative standard deviation of 5%. It is important to note that since this interconnection must be studied by means of fullwave EM simulators and is terminated with nonlinear devices, its stochastic analysis cannot be addressed by previously proposed techniques.
The scattering matrices of the differential microstrip line are evaluated in ADS 1 at 152 frequency points in the frequency range [0-5] GHz: half of them are used to build the desired model, the rest is used for validation. By following the procedure described in Section II-A, the augmented S PC matrix is computed for each frequency sample starting from a PC expansion of order two, leading to six PC basis functions. Next, the equivalent state-space model is computed by means of the VF algorithm and then synthesized into a SPICE-compatible equivalent circuit. This equivalent circuit is complemented with the models for the driver and terminations, which are properly interconnected as discussed in Section II.
At this point, one transient SPICE simulation allows the designer to estimate the PC coefficients of the port signals, from which stochastic information pertaining the common and differential mode (DM) voltages are readily calculated.
A similar strategy is also adopted to run the comparative MC analysis. The scattering parameters of the stochastic system are evaluated for 10000 samples of the two random parameters w 1 , w 2 . For each sample, a stable and passive model is obtained by means of VF and then, via the same synthesis technique [17] , converted into an equivalent circuit that is simulated in SPICE. Fig. 9 shows the probability of the common mode (CM) voltage levels, arising from both the mismatch in line length 1 Advanced design system, Keysight Technologies, Santa Rosa, CA, USA. between the two traces [21] and the asymmetry introduced by the stochastic variations of the cross-sectional geometry [22] , over a two-bit span resulting from the superposition of 10000 MC simulations for the entire 1000-bit input stream. The results from MC and PC-based analysis, the latter obtained by inexpensive sampling of the PC expansion (1), are compared side by side showing again excellent agreement.
Another important analysis for SI investigation is the prediction of the eye diagram. Fig. 10 shows the eye diagram of the output DM voltage for 10000 MC simulations of the bitstream transmission. In addition, markers ×, • indicate the profile of the eye opening calculated with a 99% confidence level, which means there is a 1% probability that the stochastic DM response lies inside this mask.
Finally, Fig. 11 shows the probability distribution of the DM voltage obtained from both the MC (left panel) and PC (right panel) results, whereas Fig. 12 compares the PDF and CDF of the eye height calculated with the two methods. An excellent 
IV. CONCLUSION
The efficient stochastic SI analysis of complex circuits including both passive linear subnetworks and nonlinear components is addressed in this paper. The proposed framework is based on representing the stochastic port voltages and currents of each component or subsystem as PC expansions. Deterministic augmented models are computed that describe the relationship between the pertinent PC coefficients. Such augmented models are synthesized into equivalent circuits, which are properly interconnected and solved with a single SPICE simulation to retrieve the time-domain behavior of the PC coefficients. From these PC coefficients, relevant statistical information about SI is obtained. The proposed method is modular and applicable to a broad range of systems composed by different elements (lumped, distributed, passive, and active ones), thereby significantly expanding the scope of applicability of existing PC-based techniques. The accuracy, efficiency, and flexibility of the modeling framework are illustrated by means of relevant numerical examples concerning SI investigations of digital interconnects.
