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Abstract—In an effort to reduce aircraft fuel consumption and
emissions in airports, electric driving systems are being studied
by several stakeholders. When assessing the overall benefit at
mission level in the design of those systems, it is necessary to
determine the optimal control strategy of the system on ground
for a given architecture in order to compare the performances of
different designs. This paper deals with optimal path-following
of taxi trajectories with an aircraft equipped with a specific
architecture of electric driving system. The problem is formulated
in convex form to ensure that a global optimum is found. While
different objectives may be pursued, the most important one for
this application is the minimization of the fuel consumption of
the Auxiliary Power Unit (APU) that supplies the electric driving
system. Critical system constraints such as the thermal behavior
of the electric motors are considered. Finally, results of several
optimization setups with different objectives and constraints are
presented and compared.
I. INTRODUCTION
Several recent research projects have been studying low- or
zero-emission ground propulsion technologies with the aim of
decreasing the fuel consumption and emissions of commercial
flights during taxi phases in airports [1]–[5]. Conventional
aircraft move on ground by means of the idle thrust of the main
jet engines, which are extremely inefficient in this operating
condition. Moreover, the emissions contain a high amount of
polluting agents like carbon monoxide (CO) due to incomplete
fuel combustion [6]. Idling jet engines also generate a large
amount of the noise in airport areas. Finally, the idle thrust
is often too large and makes it necessary to pulse the brakes
periodically to maintain a steady speed, which results in unnec-
essary heat generation and wear on the braking system. While
these drawbacks have been considered somewhat unavoidable
throughout the history of aviation, an interest has grown in
the last years in exploiting the saving potential of the taxi
phases. Efforts are particularly concentrated on fitting electric
motors into the main landing gear, which appears to be the
most viable layout for a low-emission system [7]. The power
source would be the Auxiliary Power Unit (APU). This is the
on-board jet engine generator that, on today’s conventional
aircraft, provides power for starting up the main jet engines as
well as electric, hydraulic, and pneumatic power to the aircraft
systems when the main engines are off. Being designed for
a maximum power of some hundred kilowatts on a narrow-
body aircraft, its efficiency can be expected to be much higher
than the main engines running at idle. Moreover, if taxi is
performed without main engines, the APU needs to be running
to supply power to the avionic systems, hence it would also
be available as power supply for the electric driving system
at little additional cost. Designing such an electric taxi system
presents two main challenges. First, integration of the electric
drivetrain in the landing gear assembly is an issue, as there
is very limited available room in current landing gear designs
and the environmental conditions are very harsh, needing a
high degree of protection and mechanical robustness. Second,
a new system adds additional weight to the aircraft, resulting
in a lower efficiency in flight and possibly even worsening
the overall balance of a whole gate-to-gate mission. Trade-
offs are needed on different aspects. The system must be as
lightweight as possible to minimize the performance loss in
flight, while being still powerful enough to offer a sufficient
performance for taxi operation. The best design for a given
aircraft architecture will strongly depend on the profile and
length of the missions typically flown with that aircraft. Also, it
is necessary to push the electric system to its operational limits
to maximize the benefit. Most notably, the thermal behavior
of the electric motors is key: the operational envelope must be
exploited fully, which in turn influences the motor design and
its control along the taxi path.
In the framework of the design of an electric aircraft taxi
system, this work presents an optimization strategy for the
path-following of assigned taxi trajectories with a mid-size,
narrow-body aircraft equipped with two electric motors on
the main landing gears. Particular attention will be given to
the convexification of this optimization problem [12], which
allows us to obtain globally optimal solutions for a given
taxi system, trajectory and aircraft type. The result of this
optimization can be used in the performance assessment of
selected architectures during the design process. Starting from
the convex formulations of minimum-time path following
problems studied in robotics and vehicle dynamics [10], [11],
we adapt those formulations to the present problem. To keep
the problem tractable, a simple dynamic model will be used.
While time optimality and performance maximization are
common goals in robotics and vehicle dynamics problems,
the most important optimization objective in this case is the
energy minimization in order to maximize the benefit of the
taxi system. Other constraints such as thermal behaviour and
speed and power limits along the trajectory are also considered.
Fig. 1. Model of an aircraft on ground
II. VEHICLE DYNAMIC MODEL
The equations of motion of the aircraft on ground are
derived from the vehicle illustrated in Fig. 1. The model
features one wheel per landing gear. Each main gear wheel
is assumed to be connected to one electric motor capable of
providing both a driving and a braking moment. The nose gear
wheel is steerable and spins freely, i.e. its axial moment is
assumed zero. Vertical dynamics, roll and pitch, and the main
jet engines are neglected. In addition, pure rolling is assumed
for all wheels since moderate driving and braking forces are
considered compared to the vehicle mass.
The equations of motion in the local (vehicle’s) reference
frame are:
m
(
v˙x − ψ˙vy
)
= Fx = −Fcf sin δ + (Tl + Tr)
RR
− Fr(1)
m
(
v˙y + ψ˙vx
)
= Fy = Fyl + Fyr + Fcf cos δ (2)
Jzψ¨ = Mz = bfFcf cos δ +
+
a (−Tl + Tr)
RR
− bh (Fyl + Fyr) (3)
where vx is the longitudinal speed; vy is the lateral speed;
ψ˙ is the yaw angle, m is the vehicle mass; Jz is the vehicle
moment of inertia around the yaw axis; δ is the nose gear
steering angle; Fcf = f(vx, ψ˙, δ) is the cornering force of the
nose gear wheel; RR is the effective radius of the main gear
wheels; Tl and Tr are the torques applied on the wheel of the
left and right main gear respectively; Fr is a term subsuming
all the resistances; a, bf , and bh are geometric parameters that
characterize the position of the centre of gravity as shown in
Fig. 1. In the present problem, the resistance Fr is considered
constant as the only considerable resistance is the tire rolling
friction, which can be modeled as a function of the mass scaled
by a constant rolling friction coefficient µR.
The cornering forces of the tires Fcf , Fyl, Fyr are functions
of their sideslip angles αf , αl, αr, which in turn depend on the
vehicle kinematics as follows:
αf = δ − arctan vy + bvψ˙
vx
(4)
αl = − arctan vy − bhψ˙
vx − aψ˙
αr = − arctan vy − bhψ˙
vx + aψ˙
(5)
We assume the tire lateral forces to be a linear function
of the sideslip multiplied by the cornering stiffness cf , cr (for
front and rear tires respectively) until reaching the saturation
forces Fyf,max, Fyl,max, Fyr,max which are modeled as con-
stants. For the rear tires:
Fyi =
{
Fyi,max · sign (crαi) ifcrαi ≥ Fyi,max
crαi otherwise
(6)
with i = {l, r}. The same holds for the front tire by consider-
ing the index cf .
The vehicle trajectory is described through the time func-
tions of the X-position, Y-position and course (i.e. yaw angle)
in the global coordinate system fixed with the ground surface
as follows:
p (t) = [pX(t) pY (t) pψ(t)] (7)
In defining the trajectory, the sideslip angle β =
arctan (vy/vx) is set to zero at all times. This is done by
requiring that the course be tangent to the trajectory arc at
all times. The zero sideslip angle condition directly results in
vy = 0 ∀ vx 6= 0.
We now introduce the transformation matrix T(p) from
the global to the local coordinate system as function of the
trajectory presented in (7):
T(p) =
[
cos pψ sin pψ 0
sin pψ − cos pψ 0
0 0 1
]
(8)
The vehicle dynamic equations (1), (2), and (3) can be tran-
scribed into global coordinates:
Mp¨ = T(p) (F−R) (9)
where the matrix M is composed as follows:
M =
[
m 0 0
0 m 0
0 0 Jz
]
and the vectors F and R summarize the forces and the
resistances of the dynamic equations in the local frame:
F =
[
Fx
Fy
Mz
]
R =
[
Fr
0
0
]
(10)
The electric motors fitted on each main landing gears can
produce a positive (driving) or a negative (braking) torque Tr
resp. Tl. We consider ideal motor models with bounded torque
and power as follows:
−Tmax ≤ Ti(t) ≤ Tmax (11)
Pmax ≤ Ti(t)ωi ≤ Pmax (12)
with the index i = {l, r} standing respectively for left (Tl, ωl)
and right motor (Tr, ωr).
In addition, a simplified thermal behavior of the motors is
considered. While a detailed modeling of the temperature field
and cooling behavior of the electric motors is clearly necessary
when designing the new driving technology, its incorpora-
tion into the optimization problem becomes cumbersome. To
address this issue, we assume that for a given motor, the
most critical point with regard to temperature is known in
advance. This point is subject to a heating power proportional
to the square of the motor current, which is taken equal
to the square of the motor torque neglecting any secondary
effects such as inductance or saturation, and a cooling power
dependent on the temperature. The nature of the cooling is not
further investigated here, although it will be a combination of
conduction and convection in reality. The temperature obeys a
basic differential equation of the following type:
θ˙i(t) = khT
2
i (t)− kc (θi(t)− θamb) with i = l, r (13)
with θi(t) critic temperature, i.e. the temperature at the critical
point of one motor; θamb ambient temperature; kh and kc
appropriate heating resp. cooling coefficients.
Regarding the energy consumption of the vehicle, the
following assumptions are made. First, there is no energy
storage device allowing regenerative braking; therefore the
power generated when braking is not stored and considered
lost (i.e. converted into heat as in rheostatic braking). The
added benefit of those devices will be investigated in future
works. Second, the driving power is drawn from the APU.
Based on the data in [9], its fuel consumption can be modeled
as a linear function of the total driving power demand. Any
losses in the inverters controlling the motors are neglected,
thus it is assumed that the total power equals the sum of the
driving powers of the two motors. The APU fuel flow c is
then:
c = c0 + c1 [max(0, Tl(t))ωl(t) + max(0, Tr(t))ωr(t)] (14)
with c0 fuel flow at idle, c1 additional fuel flow per unit of
generated power, ωl and ωr rotational speeds of the motors.
III. SETUP OF THE CONVEX OPTIMIZATION PROBLEM
A. Equations of Motion
This section presents the formulation of the path-following
optimization problem for the aircraft during the taxi phase.
Toward that goal, we will follow closely the convex optimiza-
tion methodology introduced in [10] in a robotic context and
applied in [11] in a vehicle dynamics problem. The starting
point consists in using the path s along the trajectory as
independent variable instead of the time. The travel time t
at any point s along the trajectory is as follows:
s˙ =
ds
dt
⇒ t =
∫
s
dt =
∫ s
0
1
s˙
ds (15)
This allows us to describe p(s) and its first and second
time derivative as
p˙ (s) = p′ (s) s˙
p¨ (s) = p′′ (s) s˙2 + p′ (s) s¨ (16)
Next, introducing the following change of variables:
a (s) = s¨, b (s) = s˙2, b > 0 (17)
enables us to rewrite (9) as an affine relationship of a(s), b(s),
Tl(s), Tr(s), Fyf (s) and a linear differential equation coupling
a and b:
a(s) =
ds˙
dt
= s˙
ds˙
ds
=
1
2
ds˙2
ds
=
1
2
db(s)
ds
(18)
m(s)a(s) + r(s)b(s) = F(s)−R (19)
m(s) = T−1(p(s)) M p′(s)
r(s) = T−1(p(s)) M p′′(s)
representing linear (and convex) constraints.
B. Center of Gravity Forces
In order to tackle the tire lateral forces, it is necessary to
deal with the tire sideslips. Inspecting (5), one can find that
the sideslip angles of the main gear wheels are dependent on
the local speed vector v, which is a function of the path s and
its first time derivative s˙:
v =
 vxvy
ψ˙
 = T−1(p(s)) p′(s)s˙ =
 Lx(s)Ly(s)
Lψ˙(s)
 s˙ (20)
where we introduced Lx(s), Ly(s), Lψ˙(s) as the components
of the product T−1(p(s)) p′(s). Substituting the speeds in (5),
we obtain:
αl = arctan
Ly − bhLψ˙
Lx − aLψ˙
s˙
s˙
αr = arctan
Ly − bhLψ˙
Lx + aLψ˙
s˙
s˙
and canceling the occurrences of s˙:
αl = arctan
Ly(s)− bhLψ˙(s)
Lx(s)− aLψ˙(s)
(21)
αr = arctan
Ly(s)− bhLψ˙(s)
Lx(s) + aLψ˙(s)
(22)
This shows that the sideslip angles of the main gear (rear
axle) are only dependent on the position s along the path.
This function is known in advance once the trajectory is fixed.
When defining the trajectory and calculating the main gear tire
forces, the tire saturation limits can be taken into account by
bounds Fyl,max, Fyr,max on the latter.
Considering the vehicle dynamic equations (1), (2), and
(3), we rename the y-component of the nose gear wheel force
(i.e., lateral force of the front axle) as:
Fyf = Fcf cos δ
Furthermore, we assume the contribution of the nose gear
wheel to the longitudinal motion in (1) as negligible.
The components of the dynamic vector F can be then
written as functions of the path:
Fx(s) =
1
RR
(Tl + Tr)− Fr (23)
Fy(s) = Fyf + Fyl(s) + Fyr(s) (24)
Mz(s) = bfFyf +
a (−Tl + Tr)
RR
− bh (Fyl + Fyr)(25)
In this way, Fx(s), Fy(s), and Mz(s) are affine functions
of Fyl(s), Fyr(s) as well as Tl(s), Tr(s) and Fyf (s) which
are the effects of the three vehicle actuators controlling the
motion: two electric motors and nose gear steering system.
In the following, we will treat the actuator effects as the
three control variables of the problem. In reality however, the
controlled variables are some electric quantities (e.g. current)
for the motors and the steering angle for the nose gear lateral
force. By exploiting knowledge of the system properties, these
quantities can be mapped easily to the three dynamic variables
used in this problem. In particular for the nose gear, an inverse
tire model can be used to calculate the needed steering angle
as a function of the required lateral force in dependence of
the aircraft speeds. The variable Fyf is bounded by a Fyf,max
corresponding to the maximum tire lateral force. Since safety is
of uttermost importance in our application, Fyf,max is chosen
sensibly lower than the maximum tire lateral force.
C. Power and Thermal Constraints
Reminding that the lateral speed vy of the vehicle is always
assumed to be zero, it follows that vx = s˙ =
√
b. We neglect
the effect of the yaw motion on the rotational speed of the
main gear wheels, which therefore becomes:
ωl ≈ ωr ≈ vx
RR
=
√
b(s)
RR
(26)
The power bound on each motor in (12) becomes:∣∣∣∣∣Ti(s)
√
b(s)
RR
∣∣∣∣∣ ≤ Pmax with i = {l, r} (27)
This function is not convex on Ti and b. The power limitation is
therefore approximated through the following linear inequality
in Ti and b(s):
Ti(s) <= Tmax − kP (b(s)− bP ) with i = {l, r} (28)
where bP and kP are constants determining the position of the
power peak and its decrease with growing speed.
The thermal equation (13) can also be rewritten as a
function of the independent variable s:
dθ
ds
1√
b
=
1√
b
[
khT
2
i (s)− kc (θi(s)− θamb)
]
Integrating this expression leads to a function that is not convex
in the cooling part. For this reason, a temperature limit cannot
be set in the convex problem. Instead, a limit on the heating
energy over the whole trajectory is set in the following form:∫ s¯
0
T 2i (s)√
b(s)
ds ≤ Eh,max with i = {l, r} (29)
with Eh,max maximum allowed heating energy level for each
motor over the whole trajectory. Note that Eh,max is not
an explicit energy, but rather a parameter proportional to
the heating energy since no heating coefficients appear in
(29). Setting this limit properly for a real application requires
knowledge of the real system. (29) is convex as the argument of
the integral is convex in Ti and b and the integral preserves the
convexity property [12]. This formulation is more conservative
than a temperature limit as it neglects the motor cooling.
D. Cost Function and Final Formulation
We consider two different cost functions of the opti-
mization problem depending on the optimization goal. Time
minimization is based on the following cost function (using
(15)):
CT =
∫ t(s¯)
0
t dt =
∫ s¯
0
1
s˙
ds =
∫ s¯
0
1√
b(s)
ds (30)
which is convex in b.
The second cost function for fuel consumption minimiza-
tion is the overall fuel consumption C from s = 0 to the end
point s¯:
CF =
∫ t(s¯)
0
c(t)dt (31)
Using (15), observing that s˙ =
√
b(s) and reminding the as-
sumptions on the motor speeds in eq. 26, the fuel consumption
can be rewritten as a function of s:
CF =
∫ s¯
0
[
c0 +
c1
RR
(
T+l (s) + T
+
r (s)
)√
b(s)
]
1√
b(s)
ds
CF = c0CT +
∫ s¯
0
[
c1
RR
(
T+l (s) + T
+
r (s)
)]
ds (32)
where the shorthand notation T+i = max(0, Ti) with i ={l, r} was used. Note that (32) is convex in b, Tl and Tr.
Also, note that the part pertaining to the idle consumption is
ultimately CT weighted by the idle fuel consumption c0. This
suggests that minimizing CF will result in a trade-off between
time minimization (which requires higher average speeds) and
energy minimization (which determines lower average speeds).
In summary, the convex optimal path-following problem is:
minimize
a,b,Tl,Tr,Fyf
 CT + (1− )CF
s.t. m(s)a(s) + r(s)b(s) = F(s)−R
− Tmax ≤ Ti ≤ Tmax
|Ti(s)| <= Tmax − kP (b(s)− bP ) i = {l, r}∫ s¯
0
T 2i (s)√
b(s)
ds ≤ Eh,max i = l, r
− Fyf,max ≤ Fyf ≤ Fyf,max
a(s) =
1
2
db(s)
ds
b(s) > 0, b(0) = b0, b(s¯) = bs¯
(33)
where the factor  allows us to weigh the relative contribution
of each cost function.
Speed limits along the trajectory (e.g. maximum allowed
speeds on certain corners) can be included by adding the
following constraint to the optimization problem:
b(s) <= v¯2x(s) (34)
where v¯x(s) is the speed limit along the trajectory.
Fig. 2. Trajectory chosen for optimization
IV. OPTIMIZATION RESULTS
Upon implementation, the optimization problem was trans-
formed into a discrete problem following the collocation
method [13], in which the dynamic equations are discretized
by the trapezoidal rule. The discretized problem was coded
with the convex optimization tool CVX [14] and solved by
the SDPT3 numerical solver for semidefinite-quadratic-linear
programming [15]. To improve the numeric efficiency of
the tool, the optimization variables b, Tl, Tr, and Fyv were
normalized by appropriate coefficients so that all problem
variables are in a similar order of magnitude.
The trajectory illustrated in Fig. 2 has been chosen for
our investigations. It features five straights and four turns with
different radiuses. Straights and turns are connected to each
other through clothoid transitions, which ensures a continuous
yaw rate curve. The trajectory is described in discrete form
through a vector of pX and pY coordinates and vehicle course
pψ for each trajectory point. The distance between subsequent
points is 20 m in straights and 2 m in curved sections. This
ensures a balance between computational effort and precision
of the solution. In addition, a speed limit vector defines the
maximum admissible speed for each trajectory point. The start
and end speed are set at 0.1 m/s.
The tire force limits Fyf,max and Fyr,max are calculated
by assuming a friction coefficient µ = 0.5 at saturation.
Furthermore, the nose gear maximum force is limited at 20 %
of the saturation value in order to remain in linear conditions.
The limits for each wheel result from the weight distribution
according to the distances to the center of gravity:
Fyf,max = 0.2
bh
bv + bh
· µmg
Fyl,max = Fyr,max =
1
2
bv
bv + bh
· µmg
TABLE I. PARAMETERS OF AIRCRAFT CONSIDERED
Parameter Symbol Value
Mass m 67,250 kg
Inertia coeff. Jz 3.75 · 106 kg ·m2
Main gear y-distance a 3.795 m
Main gear x-distance bh 2.51 m
Nose gear x-distance bf 10.19 m
Maximum nose gear
lateral force Fyv 3298.6 N
APU idle fuel flow c0 0.02 kg/s
APU fuel flow/power c1 6.95 · 10-8 kg/(s ·W)
Cornering stiffness
of nose gear cf 1.49 · 105 N/rad
Cornering stiffness
of main gear cr 6.16 · 105 N/rad
where g is the gravity acceleration.
The optimization problem of (33) is solved for a mid-
size narrow-body aircraft whose parameters are summarized
in Table I. The optimizations results are shown in Fig. 3 and
4. Note that while the optimization algorithm uses Tl and Tr
as explained in the previous section, the two linear combi-
nations average torque Tavg = (Tl + Tr) /2 and differential
torque Tdiff = Tr − Tl are shown in the plots for a better
understanding of the results. Tavg influences the longitudinal
dynamics whereas Tdiff influences the yaw dynamics.
The results show that because the cost function penalizes
positive motor torques, differential moments are only applied
when the nose gear lateral force limit is reached. This was
never the case for this particular trajectory. Due to the sim-
plification made and unlike the behavior of a real vehicle, the
nose gear steering does not cause any additional resistance
in the longitudinal motion, thus no additional driving force is
needed to keep the same speed while cornering.
By inverting (4), it is possible to check if the resulting
steering angle commands δ are realistic. Fig. 5 shows that for
the considered case, the steering angle δ is never greater than
approximately 0.1 radians = 5.7 degrees in modulus. Also, the
steering rate δ˙ is always lower than 0.015 rad/s in modulus,
which is known to be compatible with the capabilities of
real nose gear steering systems. This result is not surprising
since the transitions between straights and corners have been
designed smoothly in the trajectory definition.
Additional optimizations have been performed to compare
different problem setups. To show the effect of the thermal
aspects, two different systems are considered: one without
thermal limits and one with limits on the total heating energy
in the form of (29). For each system, two optimizations are
performed: one for minimum time with the cost function (30)
and one for mininum fuel consumption with the cost function
(32).
Table II summarizes the fuel consumption and travel time
for the four optimizations. It can be seen that for each system
considered, the difference between the fuel minimizing and
the time minimizing optimization is not large. The difference
is even smaller if heat energy limits are used. This is due
to the relatively high APU idle consumption, which accounts
for most of the fuel consumption and makes the trade-off
Fig. 3. Optimization results for HC setup, kinematic variables
TABLE II. SUMMARY OF PERFORMED OPTIMIZATIONS WITH MAIN
RESULTS
Opt. Fuel
Name  Eh,max Time [s] Cons. [kg]
T 1 ∞ 621.3 17.9
C 0 ∞ 626.1 17.8
HT 1 13 654.3 18.3
HC 0 13 655.9 18.2
between time and fuel consumption notably skewed towards
the time minimization. In Fig. 6, the optimizations C and T
are compared for the total fuel consumption as well as the two
components: idle and driving power. It can be seen that the idle
fuel consumption part is much higher than the part pertaining
to the driving power in both setups, thus greatly affecting the
cost function CF .
Fig. 7 shows the longitudinal speed profiles of the four
optimization setups; for reasons of clarity, only the second
half of the trajectory is shown, including the last three corners
(nearly constant-speed phases) and the last three straights
(accelerating-decelerating peaks). As expected, the time mini-
mizing optimization without thermal limits (optimization T in
Fig. 7) commands the highest speeds; the system capabilities
are exploited in the straights, with full power either in ac-
celeration or deceleration. In the fuel minimizing optimization
without thermal limits (optimization C in Fig. 7), the maximum
Fig. 4. Optimization results for HC setup, dynamic variables
speeds in straights are lower as driving torques are decreased
earlier to save fuel and some kinetic energy is wasted in the
rolling phases due to the resistances. The two optimizations
with thermal limits (called HT resp. HC in Fig. 7) show a
similar pattern. However, the speeds are lower over the whole
trajectory compared to the two previous cases because the
motor torques are generally kept lower to limit the overall
heat energy.
Fig. 8 concentrates on an even smaller part of the trajectory.
It shows the nose gear lateral force and the differential torques
applied to negotiate the second and the third corner of the
trajectory. Here, the time minimizing optimization without
thermal limits (T) behaves much differently from the other
setups. Since no penalty is imposed on motor torque in the
T optimization setup, some differential torques and a lower
nose gear lateral force are commanded when cornering. In the
other setups, differential torque is penalized either by the cost
function itself or indirectly through the heat energy limits,
therefore a higher nose gear lateral force is preferred over
differential torques.
V. SUMMARY AND OUTLOOK
In the framework of designing electric aircraft taxi systems
that allow ground movements without jet engines, this work
presented a convex path-following optimization algorithm of
Fig. 5. Optimization results for HC setup, steering angle and steering rate
taxi trajectories with a mid-size, narrow-body aircraft equipped
with two electric motors on the main landing gears. The convex
optimization theory ensure that the solutions are globally
optimal for a given system and trajectory. Speed limits and
system constraints such as power and heat energy limits have
been considered. While different optimization objectives have
been tested and compared, the most interesting one is the
minimization of the APU fuel consumption during the taxi
phase. The results show that the APU idle consumption is a
primary driver for this objective.
Future work on this topic will include sensitivity studies to
assess the performance variation in dependence of the system
parameters. Another interesting development will be to include
an energy storage system in the convex problem formulation to
allow regenerative braking and evaluate the performance gain
in terms of fuel savings and travel time.
Fig. 6. Comparison between overall fuel consumption as well as idle part
and driving power part for the T and C optimization setups
Fig. 7. Comparison between speeds for the four optimization setups in the
second part of the test trajectory
Fig. 8. Comparison between nose gear lateral forces (above) and differential
motor torques (below) for the four optimization setups during the second and
third corner of the test trajectory
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