phylogeny reconstruction and temporal calibration are becoming stronger, and the reliability of results is quantifi able. In contrast, there is still a desperate lack of fundamental data on organismal distribution and on fossil history of lineages. When theories of taxonomic delimitation change, there are subsequent changes in organismal names. Th is creates diffi culty for name-based data retrieval, but techniques are being developed to reduce this problem. Improvements in theory, associated tools and data availability will broaden the applicability of phyloclimatic modelling .
Background
Modelling the impact of climate change on the world's biota is an aspirational goal dependent on the availability of both large amounts of data and substantial computing resources. Th ese models can be used to help us understand evolutionary relationships and ecological requirements of species, and to estimate their past, present and future distributions. Th e impacts of climate change on plant life are of major concern to humans because plants, apart from their intrinsic interest, play a vital role in ecosystem function and in food production and security (Heywood, 2009 ) . Th e data required for modelling include species' occurrence locations, climatic variables, edaphic information and characters for phylogenetic reconstructions, while computing resources are required to build climatic and niche models and to analyse the data. Th e integration of these wide-ranging variables is known as 'phyloclimatic modelling ' (Yesson and Culham, 2006a ) . Th ere are now vast repositories of data available through distributed systems that off er the potential to allow modelling of biotic distribution patterns, phylogenies, ecological niches and the impacts of climate change without researchers having to leave their desks. However, these data should not be approached naively. Caution, and awareness of their weaknesses as well as their strengths, is needed. Before modelling can take place it is essential to consider what is being modelled. Th e relationships between an organism and its environment are complex, encompassing biotic and abiotic factors, functioning from microscales of a few millimetres through to macroscales of continental expanses.
One popular approach, which can be used to help understand the ecological requirements of species and estimate their distribution, is ecological niche modelling (Rödder et al., Chapter 11 ). Current niche modelling techniques necessarily focus on abiotic factors that show continuous variation, such as climatic conditions, and are usually referred to as models of the 'fundamental niche ' (Hutchinson , 1957 ) . Soberón ( 2007 ) reviewed niche defi nitions in this context, referring to these macroscale models as the 'Grinnellian niche ' and explicitly excluding biotic interactions from such models. Th is defi nition is appropriate to much of the current niche modelling activity (Elith et al., 2006 ) . However, in order to understand fully the interactions of species with climate, it is desirable to combine knowledge of present distribution and climate with evolutionary history (Yesson and Culham, 2006a ) , and hence to identify patterns for phylogenetic lineages as well as extant individual species. Such phyloclimatic modelling work requires access to substantial amounts of distributed data (Graham et al., 2004 ; Peterson, 2006 ; Yesson et al., 2007 ; Guralnick and Hill, 2009 ) and combination of these using appropriate analytical techniques (Pahwa et al., 2006 ) . Figure 10 .1 shows an example workfl ow for such an approach. Data on current climatic, distributional and edaphic factors are brought together to model the current bioclimatic niche of a series of species (or populations, or higher taxa). Th e physical data defi ning the niches are coded as characters on a chronogram for the same group of species (ideally based on DNA sequence data calibrated against fossil data). Reconstructions of character states at internal nodes parameterise ancestral niche models for those hypothetical taxa. Th e ancestral niche models are then fi tted to palaeoclimate models to establish areas of potential palaeodistribution of species. Part of the process can also be worked forward in time to estimate the possible impact of climate change on monophyla in the future. Th is chapter reviews some of the available data, some services that draw on those data, and quality-control issues with distributed data sources. It also highlights challenges for the future.
Biodiversity informatic data sources

Climate model data
Without doubt the single most focused research investment in this fi eld is in the production of future climate models . Source climate data on which these models are based are gathered from weather stations and atmospheric probes around the world. A range of models are used (Caballero and Lynch, Chapter 2 ) but the predominant ones for use in predictions of global climate change are coupled atmosphereocean models such as HadCM3 (resolution 2.5 × 3.75 degrees latitude × longitude and 19 levels of atmosphere) and GFDL CM2.X (resolution 2.5 × 2 degrees and 25 levels of atmosphere) as adopted by the Intergovernmental Panel on Climate Change (IPCC, 2007 ) . Such models are extremely complex and demand high-performance computing resources (Slingo et al., 2009 ; Washington et al., 2009 ) that are now at the petafl op level (a thousand trillion fl oating point operations per second). A new generation of massive parallel computers is allowing a bridge between climate and weather models (Slingo et al., 2009 ). In contrast, there is relatively little work on palaeoclimate modelling (Sellwood and Valdes, 2006 ; Williams et al., 2007 ) , but this is essential if biotic evolution is to be understood in relation to climate change over evolutionary time Culham, 2006a , 2006b ).
Distributional data
Perhaps the best place to look for distributional data is the Global Biodiversity Information Facility (GBIF -www.gbif.org ), the largest data portal to herbarium , museum and other specimen data; in April 2009 it included c . 8000 data sets from c . 300 data providers comprising c . 175 000 000 occurrence records. Large fi gures such as this look impressive and off er a mean of nearly 100 records per named species for the roughly 1.8 million species currently recognised (Bisby et al., 2009 ). If we assume a minimum data requirement of between 5 and 50 independent observations (Hernandez et al., 2006 ; Wisz et al., 2008 ) , and if these distributional records were spread evenly for both taxonomy and geography, then we already have the geographic data needed to attempt ecological niche modelling for almost all of the world's biota. Th e reality is that coverage is uneven for both taxonomic and geographic reporting (Graham et al., 2004 ; Yesson et al., 2007 ; Collen et al., 2008 ) . Some major taxonomic groups, and many species, are completely lacking data ( Table 10 .1 ). For example, no georeferenced data are available for the viruses, and the entire kingdom Archaea is represented by one data point, while others, such as the class Aves (birds ) represent almost half the total georeferenced data (60 261 221 records in April 2009) for only about 10 000 species ( http://avibase.bsc-eoc.org/ avibase.jsp ), giving an impressive average in excess of 6000 records per species! Geographic coverage shows similar patchiness. A glance at the data density maps for Plantae (plants) and Animalia (animals) suggests that Europe and North America are areas of highest biodiversity, while the rainforests of Brazil are shown as biodiversity-poor areas ( Fig 10.2 ) . It should be noted that many Brazilian data are available through the species link portal ( http://splink.cria.org.br ), which includes many data not currently accessible via the GBIF portal. A detailed investigation using the Fabaceae (= Leguminosae ; pea and bean family) as an exemplar group shows this pattern to scale through all levels of geography and taxonomy within GBIF data (Yesson et al., 2007 ) . Patchy coverage is combined with inconsistent data quality, something that is not surprising considering that data sources range from modern global positioning system (GPS) data accurate to a few millimetres through to museum specimens collected long before most of the world was mapped accurately and for which data have had to be interpreted and digitised manually. a Species numbers from www.environment.gov.au/biodiversity/abrs/publications/other/speciesnumbers. b GBIF species downloaded using the 'species from results' link from the kingdom occurrence summary pages. Note that this download is capped at 250 000 -this limit was reached for Animalia and Plantae. c GBIF occurrences from the kingdom overview page.
Taxonomic data
On top of issues with distribution data are taxonomic errors, caused by problems such as ambiguous synonyms (Page, 2005 ) . Although organisations such as GBIF are integrating taxonomic lists into their data, there are still problems. For example, of the 21 000 data points for the tropical tree family Ebenaceae some 11 000 are in the north Atlantic Ocean, not because of problems with georeferencing, but because the family includes in its synonymy the genus Paralia , a name also used for a genus of phytoplankton ! Blind use of such data in this case would lead to more than 53% of the distribution data being attributed wrongly. Other cases may be less obvious. However, new developments such as the Life Science Identifi er (LSID) (Clark et al., 2004 ) and taxonomically intelligent network services (Patterson et al., 2006 ) may help to reduce these diffi culties.
DNA sequence data
Phylogenetic studies are allowing patterns of change in lineages, rather than just species, to be investigated. Such research is based on phylogenetic trees predominantly built using DNA sequence data . Not only is DNA sequencing commonly used to establish the relationships among morphological species, it is also now widely used to assess species-and populational-level boundaries that might be invisible using purely morphological data (e.g. Hartmann et al., 2006 ; Leliaert et al., 2009 ; Bateman, Chapter 3 ; Bernardo, Chapter 18 ) . DNA sequence data are accessed via the three data portals for molecular data: Genbank ( www.ncbi.nlm.nih.gov/genbank ), EMBL-BANK (www.ebi.ac.uk/embl) and the DNA Data Bank of Japan (DDBJ) ( www.ddbj.nig.ac.jp ). Th ese data portals share data, so each of the three underlying databases is largely similar in content. Th ese databases were established during the early days of DNA sequencing and were in place for subsequent large-scale sequencing work. Many scientifi c journals adopted a requirement for authors to deposit data in these databases before publication of their results, and that obligation has ensured a comprehensive record of DNA sequencing activity. Quality control of data is primarily dependent on the data provider, although submissions are reviewed by specialist teams for the receiving database to ensure appropriate attempts at annotation of sequence data. Th ere remains the problem that explanation of the sequencing method, data reliability and species/sample authentication is reported in the source publication rather than recorded in the database. Th is century, at least, the opportunity to cite voucher specimens that allow independent authentication of identifi cation has become more common. Data quality, assessed through DNA sequencing electronic trace fi les, is an ongoing issue because of the large storage size of trace fi les versus text-based DNA sequence fi les. Trace fi les show the quality of the DNA read and not just the sequence of bases in the recorded DNA sequence. Trace fi les are now being stored for several specialist projects, such as whole genome studies and expressed sequence tag (EST) studies (e.g. www.ncbi. nlm.nih.gov/Traces and http://trace.ensembl.org ), but the number of records is still trivial in comparison with the number of text-based sequence depositions.
Fossil data
Th e least complete source of data for phyloclimatic modelling studies, by far, is that for the fossil record . Th ere are two main online databases for macrofossil data: the Paleobiology Database ( http://paleodb.org ), which off ers a form-based search, and the Fossil Record ( www.fossilrecord.net ), which off ers a series of downloadable fi les organised by taxonomic groups. In addition, there are other specialist databases such as the Fossil Pollen Database ( http://pollen .cerege.fr/fpd-epd), the Palaeofl ora database ( www.palaeofl ora.de ), which specifi cally includes climate preference data for the closest living relatives of fossil species, and Chronos ( www. chronos.org ), a data portal for data sets covering geological timescales. However, data are still scattered over a range of websites and in a broad variety of formats.
Tools
Niche modelling
Th ere is a range of competing algorithms for ecological niche modelling . One of the earliest developed and most straightforward is BIOCLIM (Busby, 1991 ) , but others have developed the approach using genetic algorithms (Stockwell and Peters, 1999 ) , maximum entropy (Phillips et al., 2006 ) and many others (Elith et al., 2006 ) . Some of these approaches have dedicated software such as DesktopGarp (www.nhm. ku.edu/desktopgarp) and Maxent ( www.cs.princeton.edu/ ~schapire/maxent), but there are also modelling packages that off er a range of algorithms such as OpenModeller ( http://openmodeller.sourceforge.net ) within one desktop interface. A strength of these packages is that they are off ered free of charge for research use, and in the case of OpenModeller as an open source project with a team of contributors around the world.
Online systems
Several online facilities are available that give an idea of the potential for future web-based biodiversity services. Th ere have been two contrasting approaches to providing the computing power for niche modelling using distributed data. One is the provision of an application on a dedicated server via a web interface: for example, the model used for WhyWhere ( http://landshape.org/enm/whywhere-20-server ). Th e other is the use of distributed computing via a web interface and through a managing server that distributes jobs to desktop PCs: for example, the system for Lifemapper ( www.lifemapper.org ). Both systems allow use of GBIF distribution data, but both are limited in their niche modelling approaches when compared with desktop software such as OpenModeller . Th ese systems begin to show the opportunities given by large distributed data sets. However, they continue to be reliant on trust in the quality and consistency of those data and still require substantial human input for large modelling projects.
Conclusions: present uses and future needs
Phyloclimatic modelling approaches have already been used to investigate climaterelated evolution and distribution in several genera. In the Mediterranean basin, speciation in Anthemis has been linked to aridifi cation 9 million years ago (mya) and to climatic oscillation in the past 3.5 million years (Lo Presti and Oberprieler, 2009 ) , while Cyclamen appears to have been infl uenced more by geographic separation caused by fl uctuating sea level over a similar period (Yesson et al., 2009 ) . Th e Pacifi c Northwest mesic forest organisms of North America have been studied through palaeo-niche modelling to better understand current biogeography in the light of putative palaeogeographical distributions during cycles of glaciation (Carstens and Richards, 2007 ) . Niche evolution over phylogenetic time has been applied to a range of terrestrial species and genera including Icteridae (American blackbirds - Eaton et al., 2008 ) , Oenothera (evening primroses -Evans et al., 2009 ), Drosera (sundews - Yesson and Culham, 2006a ) and Poaceae (grasses -Jakob et al., 2009 ) as well as marine algae . Th ese papers highlight the potential of a phyloclimatic approach to gain insights into, and deeper understanding of, biogeography and evolutionary history. Th ey provide examples of the high explanatory power of past distributions on present ones over long (Yesson and Culham, 2006a ) and intermediate (Carstens and Richards, 2007 ) timescales. Yesson and Culham ( Chapter 12 ) outline how phyloclimatic modelling approaches have been applied to study genera in the Mediterranean-type climatic zones of Australia and the Mediterranean basin. Knowledge of the past informs plans for the future.
For the future, several developments are under way. For example, integrated data pipelines that allow experimental modelling systems to be automated over large numbers of species are in development. Th e Kepler project ( https://kepler-project. org/users/projects-using-kepler ) is an example using workfl ow management tools. Th e success of developments in such integrative science bringing together taxonomy, ecology, climatology and computer science will ultimately rest on the security of research funding in this area and on the development of open source tools that can be built collaboratively on an international scale.
