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Thermodynamic properties of the Hubbard model on the anisotropic triangular lattice at half filling are
calculated by the finite-temperature Lanczos method. The charge susceptibility exhibits clear signatures of
a Mott metal-insulator transition. The metallic phase is characterized by a small charge susceptibility, large
entropy, large renormalized quasiparticle mass, and large spin susceptibility. The fluctuating local magnetic
moment in the metallic phase is large and comparable to that in the insulating phase. These bad metallic
characteristics occur above a relatively low coherence temperature, as seen in organic charge transfer salts.
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Remarkable observations of a possible spin liquid phase
[1] and a new universality class of the metal-insulator
transition [2] in organic charge transfer salts, which, in
addition, show unconventional superconductivity [3], have
increased interest in these materials. It has been argued that
a proper microscopic description of these materials can be
given with a Hubbard model on the anisotropic triangular
lattice at half filling [4]. Parameters of the model for the
description of organic charge transfer salts fall into the
regime of strong correlations and significant frustration of
antiferromagnetic spin interactions. This is the most chal-
lenging parameter regime, where analytical approaches
become unreliable, and one needs to resort to numerical
techniques.
In this Letter, we study a range of thermodynamic
properties (charge susceptibility, specific heat, entropy,
and spin susceptibility) of the Hubbard model on the
anisotropic triangular lattice at half filling. The model
exhibits a Mott metal-insulator transition (MIT), which
can be driven either by interaction strength or by frustra-
tion. We argue that the metallic phase has a strongly
reduced coherence temperature Tcoh, below which a
Fermi liquid metal with coherent quasiparticle excitations
may exist. Above Tcoh, the model is in a bad metallic
regime with large local magnetic moments. We show
how frustration increases the low temperature specific
heat, entropy, and spin susceptibility in the insulating
phase. Although the charge susceptibility shows definitive
signatures of the metal-insulator transition, the specific
heat and spin susceptibility do not. Indeed, above Tcoh,
there appears to be little difference between the bad metal
and the Mott insulator. This is similar to the dynamical
mean-field theory (DMFT) picture of the transition [5,6].
Model.—The Hubbard model on the anisotropic trian-
gular lattice has the Hamiltonian
H ¼ X
i;j;
tijc
y
i;cj; þU
X
i
ni"ni# 
X
i;
ni;: (1)
The hopping parameters tij ¼ t for nearest neighbors in
two directions of the triangular lattice, while tij ¼ t0 for
nearest neighbors in the third direction. ci; (c
y
i;) is a
fermionic annihilation (creation) operator for an electron
on site iwith spin  (either " or # ). ni; ¼ cyi;ci;, U is the
on-site Coulomb repulsion, and  is the chemical poten-
tial. Most of our results are presented in units of t, and we
use @ ¼ kB ¼ 1. We only consider the case of half filling
since this is relevant to several important families of
organic charge transfer salts [4].
Numerical method.—To calculate thermodynamic prop-
erties for the model we use the finite-temperature Lanczos
method (FTLM) [7–9]. Within FTLM, the Hamiltonian is
effectively diagonalized on a small cluster. We use 16 site
clusters with twisted boundary conditions. More details on
the calculation of thermodynamic properties with FTLM
can be found in the Supplemental Material [10] and
Refs. [8,11]. Recently, it was shown that for the t-J model,
the FTLM gives results in agreement with those obtained
by a numerical linked-cluster algorithm [12] suggesting
that FTLM on small lattices can give results comparable to
the thermodynamic limit for strongly correlated metallic
phases.
Charge susceptibility.—In Fig. 1, we show the tempera-
ture dependence of the charge susceptibility c  @n=@,
which is strongly suppressed with increasing U from its
noninteracting electron value (calculated for an infinite sys-
tem). This is primarily due to broadening of the density of
states over a larger energy range (W þU) or due to reduced
quasiparticleweight [10]. In addition to this overall decrease
of c with increasing U, c becomes further suppressed at
low T for higher U >Uc due to the MIT and opening of a
charge gapc (see Fig. 2). In the insulating phase,c shows
an activated behavior ðiÞc ¼ aec=T , which allows us to
extract c from the T dependence of c. The Supplemental
Material [10] shows a plot of lnðcÞ vs 1=T. The simulta-
neous strong decrease of the low-T c and the opening of
c with increasing U allows us to extract the critical value
of the interaction Uc at which the MIT appears.
In Fig. 2, we see that c does not exhibit any sign of
divergence for U ! Uc in the metallic regime (U <Uc).
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This is in contrast to what was observed for a filling-
controlled MIT within DMFT [13] and a path-integral
renormalization group approach on the square lattice
with next-nearest-neighbor hopping [14,15]. On the other
hand, no sign of divergence was observed for the filling
controlled MIT in an exact diagonalization study on the
triangular lattice [16]. This suggests that upon changing
from a filling- to bandwidth-controlled transition,
dimensionality or frustration can affect the type of Mott
MIT. The possibility of different characters of filling- and
bandwidth-controlled MIT was pointed out in Ref. [14].
Although our results at finite T do not allow precise
determination of the order of the MIT, the linear depen-
dence of c on U (Fig. 2), which persists down to U quite
close to Uc, is in agreement with a V- or -shaped metal-
insulator boundary in the -U plane and therefore also in
agreement with the suggested [14,17] first order transition.
However, our results cannot rule out a second order phase
transition, as proposed by Senthil [18]. In the critical
regime, one expects c / T and close to the critical regime
cðT ¼ 0Þ / ðUc UÞ and c / ðUUcÞ with  ¼
0:67 [18]. Our results in Figs. 1 and 2 do not show sig-
natures of such behavior, suggesting that the critical region
is quite narrow in T and U.
Phase diagram.—In Fig. 3 we show our estimate of the
critical interaction strength Uc (for various t
0=t) at which
the system undergoes a Mott metal-insulator transition. Uc
decreases with decreasing frustration t0=t and the MIT can,
therefore, be driven either with increasing interaction
strength U or decreasing frustration (t0=t). At t0 ¼ 0 the
model is a nearest-neighbor square lattice Hubbard model
with perfect nesting for which Uc ¼ 0 [10,19–21] and
going away from perfect nesting with increasing t0=t
results within a Hartree-Fock approximation in a super-
linear increase of Uc (see Fig. 3).
Our phase diagram is consistent with previous findings
by several numerical and analytical techniques (see
Supplemental Material [10] and Table I therein for more
details).
The calculated T dependence of thermodynamic quan-
tities does not show strong signatures of possible different
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FIG. 2 (color online). Signatures of the Mott transition in the
charge susceptibility c at T ¼ 0:1t and charge gap c. Figure
shows the reduction in cðT ¼ 0:1tÞ with increasing U for
several frustrations t0=t and the charge gap c vs U for t0 ¼ t.
cðT ¼ 0:1tÞ is finite and slowly decreasing with increasing U at
smaller values of U (<Uc), which corresponds to metallic
behavior. At some larger value of UUc, cðT ¼ 0:1tÞ
becomes strongly suppressed exhibiting a MIT and is close to
zero for larger U (>Uc), corresponding to Mott insulating
behavior. In this regime a charge gap opens, which increases
with increasing U. The figure also shows that the MIT appears at
smaller Uc for less frustrated systems (smaller t
0=t). This is
observed also with the move of c curves to the left with
decreasing t0=t (not shown).
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FIG. 3 (color online). Zero-temperature phase diagram in the
U-t0 plane. Red points with error bars show our estimate of the
Mott metal-insulator transition (Uc) for various values of frus-
tration t0. Above Uc is a Mott insulating phase and below Uc is a
metallic phase. Transition at t0=t ¼ 0 corresponds to a square
lattice with perfect nesting and appears at Uc ¼ 0 [19,20]. For
small t0=t, a superlinear increase of Ucðt0Þ is predicted by the
Hartree-Fock approximation (shown with black dotted line). The
error bars shown were estimated from the range of U values in
which cðT ¼ 0:1tÞ< 0:06t and c < 0:2t.
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FIG. 1 (color online). Signatures of the Mott transition in the
temperature dependence of the charge susceptibility c. The
figure shows c vs temperature T for several interaction
strengths U and t0 ¼ t. c decreases with increasing U and is
almost independent of temperature in the metallic phase
(U  7t). In contrast, in the insulating phase (U  8t) it is
strongly suppressed at low T, with an activated behavior ðiÞc ¼
aec=T (fits shown with thin red lines).
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Mott insulator spin states (antiferromagnetic order for
small t0=t [22–25], 120 degree Ne´el order at higher U
[23,26,27] for t0=t 1, and a possible spin liquid at
U * Uc for t
0=t 1 [24–27]). The spin structure factor
or discontinuities in the double occupancy [10,27] would
be better indicators [28]. Hence, we don’t show possible
spin ground states in the phase diagram.
Specific heat and entropy.—In Fig. 4, we show how the T
dependence of the specific heat CV and entropy per site
s change with increasing U. In the metallic regime
(U <Uc), the low-T slope of CV vs T and s increases
with U. In a Fermi liquid picture, this slope increase
corresponds to the increased renormalized quasiparticle
mass, and we estimate it reaches m=mb  2:5 for U close
to Uc. m
 is the renormalized quasiparticle mass and mb is
the bare band mass. Comparable enhancements are seen in
organic charge transfer salts [29]. Simultaneously with
increasing slope, the low-T peak in CV moves to lower
T, resulting in a decreased coherence temperature Tcoh with
increasing U.
We estimate the coherence temperature Tcoh as the tem-
perature at which CV starts to deviate substantially from
linearity in T and obtain Tcoh < 0:1t for t
0 ¼ t in the
vicinity of the MIT (UUc). This shows the importance
of strong correlations, since Tcoh is much smaller than the
estimate of Tcoh  0:4t for U ¼ 0. Electronic structure
calculations based on density-functional theory give values
of t in the range 50–70 meV for the -ðBEDT-TTFÞ2X
family [30–32] and 40–50 meV for the ’-X½PdðdmitÞ22
family [33]. The ratio of t0=t varies between about 0.4 and
1.3 depending on the counterion X. Taking t 40 meV we
estimate Tcoh < 50 K, which is in good agreement with
experiments [4]. This temperature corresponds to the van-
ishing of the Drude peak in the optical conductivity [6],
maximum in the thermopower vs temperature [34], or the
resistivity becoming comparable to the Mott-Ioffe-Regel
limit [35].
At T > Tcoh, we expect bad metallic behavior with well
formed local moments. This is supported by the entropy
showing already in the metallic regime an increase towards
the large U result, and furthermore, by the large spin
susceptibility close to the result for a Heisenberg model
(see Fig. 5). With further increase of U and entering into
the insulating regime (U >Uc), both CV and s are strongly
increased at low T due to well formed local moments and a
large density of low lying spin excitations. This is a hall-
mark of magnetic frustration [36]. Closer examination of
CV reveals that the low-T peak (at T < 0:1t) is strongly
increased for U ¼ 10t and 12t, which might be a signature
of a transition from a spin liquid state into a Ne´el order
state, in agreement with the findings in Ref. [27]. High-T
properties of CV and its two peak structure at large U (the
low-T peak is due to spin excitations and the high-T peak
due to charge excitations) are shown in Fig. S7 of the
Supplemental Material [10], and for t0 ¼ 0were previously
discussed in Ref. [11].
Spin susceptibility.—In Fig. 5, we show that the spin
susceptibility s is close to the Curie-Weiss (CW) result
[36] even in the metallic phase. This gives strong support
that already for UUc the local moment is well formed,
resulting in increased s and a bad metal behavior for
U & Uc.
Agreement with the CW behavior supports the picture of
a bad metal with short range antiferromagnetic correla-
tions, while longer range correlations may suppress s
below CW at quite low T. Correlations start to develop
 0
 0.2
 0.4
 0  0.1  0.2  0.3  0.4  0.5
C V
T/t
U= 0
5t
6t
7t
8t
9t
10t
12t
 0
 0.2
 0.4
 0.6
 0.8
 0  0.1  0.2  0.3  0.4  0.5
s
T/t
ln(2)
FIG. 4 (color online). Temperature dependence of the specific
heat CV (top) and entropy s (bottom) for several values of the
interaction U and for t0 ¼ t. Top: With increasing U, CV
increases at low temperatures. For U <Uc this increase is due
to an increased quasiparticle renormalized mass manifested also
in an increased slope of CV at low T and a decreased coherence
temperature Tcoh. For U >Uc, CV starts to develop a peak at low
T due to well-defined low energy spin excitations, while charge
excitations are gapped with a large charge gap c, resulting in a
high T peak (not shown here, see Fig. S7 in the Supplemental
Material [10]). Bottom: A similar increase is seen in the entropy,
which for U >Uc starts to approach the value of lnð2Þ. This is
characteristic of the development of S ¼ 1=2 local moments. In
particular, the strong increase of the entropy at low Tð’ 0:1tÞ and
plateauing below lnð2Þ for T > 0:3t is in contrast to what is
observed for U ¼ 0: the entropy steadily increases with T and
only tends towards lnð2Þ at much higher temperatures. Entropy is
increased at low T even for U & Uc, signaling the development
of local moments already in the metallic regime for UUc, and
therefore, the bad metallic behavior.
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below 0:5t and become stronger for T < 0:1t.
Alternatively, the suppression of s for T < 0:1t might
occur due to a spin gap to triplet excitations. Such sup-
pression of longer range spin correlations is due to mag-
netic frustration [36].
Even in the metallic phase we observe a suppressed s at
low T (see Fig. S10 in the Supplemental Material [10]). A
similar suppression has been observed in the T dependence
of the NMR Knight shift in some organic charge transfer
salts [37]. It has been argued that this suppression together
with a similar suppression in the NMR relaxation time
1=T1T [37–39] is a signature of a pseudogap. We further
discuss this issue in the Supplemental Material [10].
A related subtle and important question concerns the
fate of the local moments when T is lowered from the bad
metallic to the Fermi liquid regime. From the point of view
of DMFT, when the T is lowered below Tcoh, the quasi-
particles form and begin to screen the local moments in the
sense of Kondo [5]. However, in the actual system, this
Kondo screening is competing with the nearest-neighbor
antiferromagnetic interactions between the local moments.
In the metallic phase, the Kondo screening must be domi-
nant. Hence, at the lowest T, s is dominated by the
quasiparticle contribution and shows Pauli paramagnetic
behavior.
Frustration strongly increases the density of low-lying
spin excitations, which results in a significant increase of
CV and s at lowT (see Fig. S1 in [10]).s is also increased at
low T due to suppression of longer range correlations [10].
Such an increase is a hallmark of magnetic frustration [36].
In conclusion, we have considered the thermodynamic
properties of a Mott MIT, which can be driven either by
interactions (U=t) or geometric frustration (t0=t). We have
shown that the metallic phase near the MIT is characterized
by a small charge susceptibility, large quasiparticle renor-
malization, a reduced coherence temperature Tcoh  0:1t,
large entropy, and large spin susceptibility. This is in
agreement with experiments on organic charge transfer
salts [4]. We have argued that the large entropy is due to
a large local fluctuating magnetic moment, which leads to
bad metallic behavior above Tcoh. Furthermore, we have
shown how frustration increases the density of low energy
spin excitations and reduces the range of antiferromagnetic
spin correlations in the insulating phase.
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