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Résumé 
La résolution numérique de problèmes d'écoulements de fluides viscoélastiques 
est habituellement difficile et demande beaucoup de ressources informatiques. Les 
méthodes d'éléments finis adaptatives sont alors intéressantes pour ce type de pro- 
blème, car elles permettent d'obtenir une solution précise à moindre coût. Bien que 
les méthodes adaptatives soient de plus en plus populaires pour les écoulements 
de fluides incompressibles, elles semblent encore très peu utilisées dans le cadre de 
probiemes d'ecouiements de fluides viscodastiques. Conséquemment, le but de ce 
mémoire est d'élaborer une méthode d'éléments finis adaptative appropriée pour ce 
type de problème. 
Dans ce travail, nous traitons le problème par la méthode EVSS modifiée, qui est 
une formulation à quatre champs (ü, p, r, d). La résolution numérique se fait par une 
approche découplée. On résout le problème de Stokes par l'algorithme d7Uzawa et on 
utilise la méthode de Lesaint-Raviart pour la résolution de la loi de comportement. 
Quant à la variable d,  il s'agit d'une projection du tenseur du taux de déformation 
dans le sous-espace discret des extra-contraintes. Nous traitons la non-linéarité du 
problème par la méthode GMRES. 
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La procédure adaptative développée dans ce mémoire est basée sur une stratégie 
de remaillage sur des maillages triangulaires non stmcturés. Étant donnée une pré- 
cision fixée au départ, le processus adaptatif génère un maillage sur lequel l'erreur 
est équirépartie; le maillage est donc raff'ié seulement où cela est nécessaire. L'es- 
timation d'erreur tient compte uniquement du tenseur des extra-contraintes. Cet 
estimateur est obtenu par la résolution d'une équation aux dérivées partielles pour 
l'erreur, ressemblant ainsi à un estimateur de type problèmes locaux. Ce problème 
pour l'erreur est résolu élément par élément avec la méthode de Lesaint-Raviart. 
Quant au remaillage, il se fait en deux étapes: on génère d'abord le maillage suivant 
une &stribution de taiiies cionnèe, puis on utiiise une technique d'aiignemem cies 
arêtes du maillage dans le sens de l'écoulement. 
Afin d'évaluer les performances de la stratégie adaptative proposée, nous traitons 
trois problèmes tests. Nous mettons aussi en évidence le phénomène d'oscillations 
causées par la méthode de Lesaint-Raviart sur des maillages non structurés. Par 
les résultats obtenus pour les problèmes tests considérés, on remarque que notre 
méthode adaptative semble être assez efficace. 
Abstract 
The numerical resclution of viscoelastic fluid flow problems is dXicult and 
requires important computer resources. For this reason, adaptive finite element 
methods axe promising, because they give accurate solutions at reasonable cost. 
Adaptive finite element methods are already used for incompressible Newtonian 
fluid flow problems, but not very often for viscoelastic fluid flow problems. 
Consequently, the aim of this work is to develop an adaptive finite element method 
for viscoeiastic fiuid fiow pro'biems. 
In this work, the modified EVSS method is used, where a formulation with 
four variables (Gyp ,  r ,  d) is considered. For the numerical resolution, a decoupled 
approch is used. The Stokes problem is solved by the Uzawa's algorithm and the 
Lesaint-Raviart method is used for the resolution of the constitutive equation. The 
variable d is a local projection of the rate of deformation tensor into the extra-stress 
discrete subspace. The GMRES method is employed to treat the non-linearity of 
the problem, 
Our adaptive process is based on an adaptive remeshing strategy with triangular 
unstructured meshes. For a given fixed accuracy, the adaptive strategy provides a 
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mesh where the principle of error equidistribution is imposed. The mesh is then 
refied only where necessary. The enor estimate takes into consideration only 
the contribution of the extra-stress tensor and is obtained by solving a partial 
differential equation. This equation for the error is solved on an element by element 
basis using the Lesaint-Raviart method. The rerneshing part of the process is done 
in two steps. Given a map of element size, a new mesh is generated. Then a 
technique is used to alîgn at  least one side of each triangle in the direction of the 
flow to reduce oscillation. 
Three tests problems are presented to evaiuate the performance of our adaptive 
method. The oscillations due to the Lesaint-Raviart method on unstructured meshes 
is also shown. The numerical results obtained show that our adaptive procedure is 
quite effective. 
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Introduction 
L'étude du comportement des fluides viscoélastiques est un domaine de recherche 
très actif, étant donné le grand nombre d'applications des polymères dans l'indus- 
trie. Un des outils utilisés pour analyser les écoulements de fluides viscoélastiques 
est la simulation numérique- 
Cependant, la résolution numérique de problèmes d'écoulements de fluides tisco- 
élastiques est assez délicate. En fait, plus le nombre de Weissenberg est élevé, plus le 
problème devient difficile à résoudre numériquement. Ces dernières années, plusieurs 
formulations pour ce problème ont été mises au point. Parmi elles, la formulation 
EVSS modifiée, proposée par Guénette-Fortin [12], s'est avéré efficace. Celle-ci est 
basée sur l'introduction d'un quatrième champ, ce qui implique que les inconnues du 
problème sont alors (C, p, s7 d) .  De plus, le système d'équations à résoudre est non 
linéaire. La résolution d'un tel problème requiert donc énormément de ressources 
informatiques. 
De plus, on observe généralement lors des simulations numériques la présence, 
dans certaines régions du domaine, de fortes variations des extra-contraintes. Ceci 
nécessite donc un maillage bien adapté au problème traité afin d'obtenir une solu- 
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tion satisfaisante par la méthode des éléments finis. En pratique, l'utilisation d'un 
maillage trop grossier nous donne habituellement une solution imprécise, alors que 
la résolution sur un maillage uniforme très fin demande de trop grandes ressources 
rendant le problème quasiment impossible à résoudre. 
Ainsi, l'utilisation de méthodes adaptatives s'impose. Celles-ci permettent d'ob- 
tenir une solution ayant la précision désirée tout en minimisant les coûts de calculs. 
Les méthodes d'éléments finis adaptatives sont de plus en plus employées pour 
la résolution des équations de Navier-Stokes. Par contre, on retrouve très peu de 
travaux sur les stratégies adaptatives pour les problèmes d'écoulements de fluides 
viscoélastiques. En effet, nous n'avons trouvé que trois d'articles traitant de ce su- 
jet [23, 34, 331. 
Dans ce mémoire, nous proposons une méthode d'éléments finis adaptative de 
type h spécialement développée pour les problèmes d'écoulements de fluides visco- 
élastiques. Cette méthode est basée sur une stratégie de remaillage adaptatif sur 
des maillages triangulaires non structurés. Cette stratégie adaptative consiste donc 
à calculer d'abord une solution par éléments finis sur un maillage initial quelconque. 
On calcule ensuite une estimation d'erreur qui nous permettra, par la suite, d'éva- 
luer les tailles élémentaires que devraient avoir le prochain maillage afin d'atteindre 
une précision fixée au départ. Une fois que la nouvelle distribution de tailles est 
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calculée, nous sommes en mesure de générer un nouveau maillage respectant cette 
distribution de tailles et ensuite de calculer une solution sur ce maillage. Ce proces- 
sus est répété jusqu78 ce que la précision voulue soit atteinte. 
L'estimateur d'erreur que nous utilisons ne tient compte que de l'erreur commise 
sur le tenseur des extra-contraintes puisque cette vaxiable joue un rôle majeur dans 
les simulations d'écoulements de fluides viscoélastiques. Nous obtenons cet te  estima- 
tion d'erreur par la résolution d'une équation aux dérivées partielles pour la fonction 
d'erreur, ressemblant à une estimation de type résolution de problèmes locaux. Ce 
type d'estimateur d'erreur a d'abord été introduit par StrouboulisOden (251, puis a 
été utilisé par Zaki [35] dans le cadre de problèmes de convection. Le problème pour 
l'erreur est résolu par la méthode de Lesaint-Raviart [17]. 
Le premier chapitre est consacré à la modélisation, par la méthode des éléments 
finis, des écoulements de fluides viscoélastiques. Nous y présentons les équations re- 
liées au modèle physique du problème, la formulation mixte utilisée, ainsi que la dé- 
marche pour la résolution numérique. Au deuxième chapitre, nous faisons une revue 
des stratégies adaptatives le plus souvent rencontrées dans la littérature. C'est dans 
ce chapitre que nous introduirons la terminologie relative aux méthodes d'éléments 
finis adaptatives. Au troisième chapitre, nous exposons notre stratégie adaptative 
pour les problèmes d'écoulements de fluides viscoélastiques. Finalement, au qua- 
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trième chapitre, nous présentons et analysons les résultats numériques obtenus pour 
trois problèmes tests: un problème de couche limite, le problème de la contraction 
4 : 1 et le problème d'écoulement périodique autour d'un cylindre. De plus, nous 
montrons l'effet de la méthode de Lesaint-Raviart sur des maillages non structurés. 
Chapitre 1 
Modélisation des écoulements de 
fluides viscoélast iques 
Dans ce chapitre, nous présentons en premier lieu les équations qui modélisent 
les écoulements de fluides viscoélastiques. Nous introduisons ensuite la formuf ation 
mixte utilisée, puis nous traitons de la discrétisation par la méthode des éléments 
finis. En particulier, nous présentons La méthode de résolution utilisée dans ce travail. 
1.1 Les équations du modèle physique 
Le système qui gouverne les écoulements de fluides viscoélastiques est constitué 
de trois équations: les équations de conservation de la quantité de mouvement et 
de la masse qui forment le système de Stokes, puis l'équation de la loi de compor- 
tement du fluide vïscoélastique, qui décrit la relation entre le tenseur des extra- 
contraintes r et le champ de vitesse ü, ou plus particulièrement le taux de déforma- 
tion q(ü) = vü+(Vü)' 2 - 
Le système de Stokes est le suivant: 
où - .Li' est le champ de vitesse; 
- p est la pression hydrostatique; 
- 7 est le tenseur des extra-contraintes; 
- f est un terme de force. 
Dans ce travail, nous traitons uniquement le cas stationnaire, c'est-à-dire que les 
équations (1.1) et (1.2) ne dépendent pas du temps. Nous ne tenons pas compte d u  
terme de convection présent dans les équations de Navier-Stokes puisque les fluides 
viscoélastiques sont très visqueux et les procédés de mise en forme sont générde- 
ment a faible vitesse d'écoulement, donc a faible nombre de Reynolds. De plus, les 
fluides considérés sont incompressibles, donc à divergence nulle tel que décrit par 
l'équation (1 -2). 
Pour la loi de comportement du fluide, nous utilisons le modèle de Phan-Thien- 
Tanner (PTT) [20] dont l'équation est donnée comme suit: 
où: 
est la dérivée contravariante. De plus, A, % et E sont respectivement le temps de 
relaxation du fluide, sa viscosité et un paramètre adimensionnel du modèle qui 
dépend du fluide. 
1.2 Formulation mixte 
Les équations (1.1) ,(1.2) et (1.3) présentées à la section précédente forment donc 
un système que l'on cherchera éventuellement à résoudre sur un domaine ouvert et 
borné R C R*, ayant comme frontière I'ensemble r. Ainsi, le problème à considérer 
est le suivant: 
4 trouver (ü, p, r )  tel que: 
Ce système est non linéaire et comprend six inconnues: deux en vitesse, une pour la 
pression et trois pour le tenseur symétrique 7. En pratique, la résoIution de ce pro- 
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blème implique une matrice globale de très grande taille, ce qui demande beaucoup 
de ressources informatiques. 
Pour des raisons de stabilité, nous utilisons la formulation mixte EVSS modifiée 
proposée par Guénette et Fortin [121, aussi appelée DEVSS (Discrete Elastic Viscous 
Stress Splitting) [41. Cette formulation consiste à introduire comme nouvelle variable 
du système le tenseur d = +(û), puis d'ajouter dans l'équation de mouvement (1.1) 
le terme diffusif -2nV- j(ü) (où a est un paramètre positif) de chaque côté de 
l'égalité et de substituer j ( Z )  dans le membre de droite de l'équation (1.1) par la 
variable d. Le terme -2aV- +(Ü) introduit dans l'équation de mouvement a pour 
effet de renforcer le caractère elliptique du système de Stokes et, par conséquent, de 
faciliter la vérification de la condition de Babiiska-Brezzi dans le cas où X = O (cas 
newtonien). Ainsi, la formulation DEVSS est la suivante: 
Il est clair que pour le problème continu, l'ajout des termes -2aV- d et -2rrV- i(Ü) 
dans l'équation de mouvement est sans effet sur la solution. Cependant, ce n'est pas 
le cas pour le probkme discret. Dans la discrétisation du problème, la variable d 
à un effet stabilisateur pour le problème de Stokes, pourvu que l'espace discret de 
cette variable soit bien choisi. Bien que le paramètre a! puisse prendre une valeur 
quelconque, des expériences numériques montre que a, = % semble être un choix 
optimal 16, 121. 
Afin d'obtenir la formulation vanationnelle correspondante au système (l.5), on 
multiplie chaque équation par la fonction test qui lui est associée et on intègre sur le 
domaine R. Après avoir appliqué le théorème de la divergence au  système de Stokes, 
on a le problème variationnel suivant: 
+ trouver (ü, p, r ,  d )  E V x Q x C x C tel que: 
où V = [Hi (il)]*, Q = L2 (R) e t  C = [ L ~  (Q)]:~~. 
/ / f / / element P2 element Pl 
Figure 1.1 Éléments P: et Pl discontinu. 
1.3 Discrétisation des équations 
Soit une triangulation du domaine R. Pour résoudre le problème variationnel 
(1.6) par la méthode des éléments finis, on choisit les sous-espaces discrets suivants: 
où P:(K) est l'ensemble des polynômes quadratiques définis sur l'élément K, 
enrichi d'une fonction «bulle» cubique associée au noeud situé au barycentre de 
l'élément, et Pl(K) est l'ensemble des polynômes linéaires (discontinus) définis sur 
l'élément K. Notons que nous avons choisi de prendre des espaces identiques pour 
la discrétisation de r et d, bien qu'il soit possible de prendre un autre espace discret 
pour la variable d. Par exemple, Baaijens 141 utilise une approximation discontinue 
pour r et une approximation continue pour d. Les espaces définis par les expres- 
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sions (1.7),  (1.8) et (1.9) sont choisis de façon à respecter la condition de Babüska- 
Brezzi pour le problème de Stokes en formulation à deux champs u' et p 1211. La 
condition supplémentaire V V h  C Ch n'est cependant pas respectée ici [18], mais 
ceci est compensé par l'effet stabilisateur du terme -2crV- j(üh) dans l'équation 
de mouvement. Notons qu'aucune condition de continuité n'est imposée à l'interface 
des éléments pour les variables qh E Sh et lCth E Ch.  
Ainsi, en remplaçant les espaces V, Q et C par leurs sous-espaces respectifs Vh7 
Qh et Ch dans le problème vanationnel continu (1.6)' on obtient par la méthode de 
Galerkin classique Le problème variationnel discret suivant: 
+ trouver (Ch, ph, Th, dh) E Vh x Qh x Ch x Ch tels que: 
On peut remarquer que la variable dh est tout simplement une projection de 
*(Ch) dans le sous-espace discret C h  et, tel que mentionné à la section précédente, 
l'égalité entre j(&) et dh n'est plus respectée dans le problème discret, a moins que 
vvh c Ch. 
1.4 Résolution numérique du problème 
Puisque le système global (1.10) est de très grande taille, sa résolution par une 
approche couplée nécessite énormément d'espace mémoire. C'est pourquoi nous o p  
tons pour une résolution de manière découplée en trois parties. On résout donc 
distinctement les sous-systèmes suivants: 
- le problème de Stokes pour ~h et dh fixés; 
- la loi de comportement pour Üh fixé; 
- la projection dh = +(ch) pour üh f i é .  
Le couplage de ces sous-systèmes, de même que le traitement de la non-linéarité, 
se fera ensuite par l'application de la méthode GMRES 16, 8, 121, qui est un algo- 
rithme de Newton-Krylov. Dans les sous-sections qui suivent, nous faisons un survol 
des méthodes de résolution des différents sous-systèmes découplés et nous finissons 
par la présentation de la résolution du système global par la méthode GMRES. 
1.4.1 Problème de Stokes 
Étant donnés ~h et cih, le problème de Stokes discrétisé à résoudre est le suivant: 
+ trouver (Ch,%) E Vh x Qh 
Ce problème discret peut être représenté par le système matriciel suivant: 
Pour résoudre ce système, nous utilisons I'algorithme d7Uzawa [IO], permettant 
ainsi de réduire la taille de la matrice globale. De plus, quatre degrés de liberté par 
élément, deux en vitesse et deux en pression, sont éliminées grâce à la technique 
de condensation proposée par Fortin et Fortin [III. La résolution du système se fait 
finalement de façon directe avec une factorisation LU. 
1.4.2 Loi de comportement 
Étant donnée la nature hyperbolique de la loi de comportement, on ne peut ré- 
soudre celle-ci par une méthode de Gderkin classique, car elle s'avère instable pour 
des problèmes où la solution exacte est irrégulière sur une partie du domaine Q. 
Il faut donc faire appel à une technique de type «upwïnding» pour résoudre cette 
équation. La méthode de Lesaint-Raviart [17] est utilisée à cette fin. Dans cette 
section, nous décrivons brièvement cette méthode dans le cadre de la résolution de 
la loi de comportement d'un fluide viscoélastique. 
Rappelons que la formulation discrète de la loi de comportement par une ap- 
proche Galerkin classique est la suivante: 
En décomposant cette formulation en sous-systèmes élémentaires, on obtient 
alors la formulation variationnelle suivante sur chaque élément K: 
Figure 1.2 Méthode de Lesaint-Raviart: illustration du saut à l'interface de deux 
éléments- 
Rappelons que, par le choix de l'espace Ch, aucune condition de continuité n'est 
imposée sur la variable T h  à l'interface des éléments* Les dérivées de rh sont donc 
prises au sens des distributions et font apparaître un terme de saut à l'interface des 
éléments, tel qu'illustré à la figure 1.2. Ainsi, le terme convectif dans l'expression 
(1.12) doit être remplacé par: 
où 5 est Ia normale extérieure à K, aK- = {Z E aK 1 ü - A  < O) est la frontière 
entrante de l'élément K et  Irh] est le saut de la variable r h  défini par: 
[rh] (2)  7; (5) - 7: (Z) = iim Th (Z + &) - lim Th (Z + EÜ) 
€+O- €+O+ 
Lorsqu'on remplace l'expression (1.13) dans la formulation variationnelle (1.12), 
nous obtenons une nouvelle formulation: 
En considérant rhf comme étant égd à T h  sur les côtés entrants de l'élément K ,  
on peut réécrire l'expression précédente comme suit: 
Ceci est la formulation discrète sous la forme proposée par Lesaint-Raviart [17]. Ce 
dernier système peut être représenté sous la forme matricielle suivante: 
Notons que le système (1.16) est non linéaire par rapport à r h  (si r # 0). On doit 
donc linéariser ce système par la méthode de Newton. Sur un élément, on considère 
seulement le saut [rh] sur les côtés entrants. Ainsi, pour un élément K donné, si l'on 
connait la valeur de r h  sur les éléments en amont, on peut résoudre le système (1.15) 
par rapport à rh. Cette démarche nous permet de faire une résolution élément par 
élément, ce qui réduit de beaucoup l'espace mémoire nécessaire en évitant le stockage 
d'une matrice globale. Pour un problème où il n'y a pas de zone de recirculation, 
on peut montrer qu'il existe une numérotation optimale des éléments, c'est-à-dire 
une numérotation pour laquelle, lors de la résolution sur un élément quelconque du 
maillage, la solution sur les éléments adjacents à la frontière entrante a déjà été 
calculée. Pour les problèmes comprenant des zones de recirculation, en utilisant une 
bonne renumérotation, on balaye de façon itérative le domaine de calcul jusqu'à 
convergence. Ceci revient à appliquer une méthode de type Gauss-Seidel par blocs. 
Afin d'éviter de faire plusieurs balayage du domaine, on peut aussi évaluer le terme 
de bord ri en utilisant la solution rh obtenue à l'itération de Newton précédente [3]. 
1.4.3 Projection du taux de déformation 
On peut calculer la projection du tenseur +(Ch) dans l'espace discret Ch en consi- 
dérant le problème suivant: 
+ trouver dh E Ch tel que: 
Cette projection de +(&) se fait en réalité de façon élémentaire puisqu'aucune 
continuité n'est requise à l'interface des éléments pour les variables di, et 7,bh. On 
considère donc les systèmes élémentaires suivants: 
Ce système peut se réécrire sous la forme matricielle suivante: 
Étant donné la petite taille de ces systèmes élémentaires, on résout ceux-ci par une 
méthode directe avec une factorisation LU. 
1.4.4 Résolution globale 
Dans les sous-sections précédentes, nous avons explicité la forme des sous-systèmes 
qui composent le problème (1.10). Nous sommes donc en mesure d'écrire le système 
global a résoudre sous la forme suivante: 
Ce système étant non linéaire, on doit donc utiliser une méthode itérative a p  
propriée pour le résoudre. Une méthode de point F i e  s'avère être inefficace pour la 
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résolution de ce système, pour des raisons de perte de convergence. La méthode de 
Newton est une méthode plus convenable pour résoudre ce problème. De façon gé- 
nérale, la méthode de Newton est conçue pour résoudre des problèmes non linéaires 
sous la forme: 
+ trouver r? tel que R(K) = O 
L'algorithme de la méthode de Newton se présente alors de la façon suivante: 
1. Étant donné fo un estimé initial; 
2. Pour n 2 0: 
Jn6X = -R(Z~) 
où J, est la matrice jacobienne de ~ ( 2 )  évaluée en Zn; 
3. Zn+, =X', + 6X; 
4. Si IldXII < E e t  11 R(%) 11 < E ,  arrêter. 
Sinon, retourner à l'étape 2. 
Dans le cas particulier qui nous intéresse, le problème peut se formuler de la 
façon suivante: 
où R(Üh ph, dh) est d é f i  par: 
La difficulté de ce problème est de résoudre le système (1.19) sans calculer J,, 
explicitement. En effet, le calcul de la matrice jacobienne à chaque itération demande 
avoir à construire cette matrice globale explicitement à chaque itération, on prend 
une approximation de type différences finies, c'est-à-dire: 
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où X = (Ch, ph7 TA, dh)t et h est petit (de l'ordre de 10-~ en pratique). 
Le système à résoudre est cependant fortement non linéaire, ce qui cause des 
problèmes de convergence. Pour obtenir un meilleur conditionnement du système, 
nous utilisons plutôt le résidu préconditionné ph, T h ,  dh) [g7  121 défini de la 
manière suivante: 
+ Èl(üh, phi r h ,  dh) = (bü7 bp, 67, bd)', où 6ü, 6p7 6 7  et 6d sont définis 
comme suit: 
1. On résout le problème de Stokes suivant: 
et on obtient une solution corrigée en vitesse, 21 = Ch + 6iï 
2. On résout la loi de comportement iinéarisée par la méthode de New- 
ton pour i lK  fixé, pour chaque élément K E %: 
où JK est la matrice jacobienne provenant de la linéarisation par 
la méthode de Newton, uh étant fixé. Le résidu 6 7  est constitué de 
tous les résidus élémentaires 6 ~ ~ .  
3. On calcule les projections locales du tenseur +(il) : 
Le résidu 6d est constitué de tous les résidus élémentaires ddK. 
La définition de ce nouveau résidu R revient tout simplement à préconditionner le 
résidu R avec l'inverse d'une matrice j, qui est une matrice bloc-diagonale construite 
avec les matrices jacobiennes des sous-problèmes découplés. Pour la résolution du 
système (l.N), on utilise la méthode itérative GMRES (Generalized minimal resi- 
dual) [24, 91. Cette méthode a été développée pour résoudre des systèmes linéaires 
non symétriques. Dans l'algorithme GMRES, la matrice jacobienne n'est présente 
que dans des produits matrice-vecteur. Ceci nous évite donc de construire explici- 
tement la matrice jacobienne globale en utilisant l'expression (1.20), ce qui réduit 
considérablement l'espace mémoire nécessaire. 
Lors de la résolution de certains problèmes d'écoulements viscoélastiques, on 
observe de fortes variations du tenseur des ext ra-contraint es sur certaines parties du 
domaine. On doit alors raffiner le maillage dans ces régions critiques pour s'assurer 
d'avoir une solution suffisamment précise, ce qui peut augmenter considérablement le 
nombre d'éléments, et par conséquent, augmenter les coûts en temps de calculs et en 
mémoire informatique. Il est donc avantageux d'utiliser une méthode adaptative qui 
permette de raffiner le maillage uniquement dans les régions où cela est nécessaire. 
Dans le prochain chapitre, nous discutons de stratégies adaptatives en éléments finis. 
Nous présentons ensuite au troisième chapitre la stratégie adaptative que nous avons 
développée pour les problèmes d'écoulements de fluides viscoélastiques. 
Chapitre 2 
Stratégies adaptatives 
Généralement, pour un problème donné, on cherche à obtenir une solution qui 
soit la plus précise possible. Lors de la discrétisation du problème, l'utilisation d'un 
nombre restreint de degrés de liberté ne permet pas toujours d'avoir la précision sou- 
haitée, alors qu'un nombre trop grand de degrés de liberté peut rendre le problème 
iiiipùssibit: i; rt2soudre avec les ressources informatiques àisponibies. Les méthodes 
d'éléments finis adaptatives peuvent donc devenir une alternat ive intéressante, per- 
mettant ainsi d'obtenir une solution suffisamment précise tout en minimisant les 
coûts de calculs. 
Dans ce chapitre, nous faisons une revue des concepts généraux que l'on retrouve 
dans les méthodes adaptatives en éléments finis. Nous présentons brièvement les dif- 
férents types de stratégies adaptatives. Nous exposons ensuite la méthodologie gé- 
nérale d'une méthode adaptative, puis nous e-xpliquons plus en détails les différentes 
composantes du processus adaptatif, telle que l'estimation d'erreur, l'opérateur de 
transition et le remaillage. L'ensemble de cette revue est inspirée de celle faite par 
Hétu [13]. De même, la section consacrée à l'estimation d'erreur a posteriori est ins- 
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puée d'une partie de l'article de Ainsworth-Oden [II, qui font une analyse théorique 
complète de différents types d'estimation d'erreur en éléments finis. Dans ce qui 
suit, nous utilisons la même terminologie que celle employée par Hétu [13]. 
2.1 Types de méthodes adaptatives 
La discrétisation d'un problème par Ia méthode d'éléments finis est caractérisée 
par le maillage et l'ensemble des fonctions d'interpolation utilisés. Une méthode 
d'éléments finis adaptative peut alors être vue comme un processus itératif par lequel 
on modifie une discrétisation initiale dans le but d'atteindre une précision f i é e  au 
départ. Pour cela, il existe phsieurs stratégies adaptatives possible. Par exemple, 
on peut modifier le maillage ou enrichir les fonctions de base afin d'obtenir une 
meilleure solution. Les principales techniques adaptatives sont les suivantes: 
- les méthodes p; 
- les méthodes h; 
- les méthodes r; 
- les méthodes combinées- 
Nous faisons ici une brève description de ces méthodes adaptatives. Pour une revue 
plus complète sur ces différents types de stratégies adaptatives, le lecteur peut se 
référer à Hétu [131 et Zaki 1351. 
Tout d'abord, les méthodes de type p consiste à varier le degré des polynômes 
d'interpolation sur un maillage fixé pour obtenir la précision voulue. Ainsi, on aug- 
mente le degré des polynômes d'interpolation sur les éléments situés dans les régions 
critiques du domaine. Cette stratégie adaptative est difficile à implémenter dans un 
résoluteur d'éléments finis déjà existant dû au fait que le nombre de degré de libertés 
et l'espace des fonctions de base élémentaires varient d'un élément à l'autre. 
Les méthodes de type h modifie plutôt le maillage pour obtenir la précision dé- 
sirée. On raffine donc le maillage dans les régions critiques et on grossit la taille 
des éléments dans les régions où la solution est sujette à peu de variations. Il existe 
deux types de méthodes h: la méthode de rainement local et la méthode de re- 
maillage. La première cherche à améliorer le maillage déjà existant, en subdivisant 
les éléments dans les régions critiques du domaine et en regroupant ceux-ci dans les 
régions où l'erreur estimée est faible. Dans la deuxième méthode, on génère à chaque 
cycle adaptatif un nouveau maillage à l'aide d'une distribut ion de tailles estimées. 
Cette dernière méthode à comme avantage d'être plus flexible et de permettre une 
adaptation plus rapide du maillage. C'est d'ailleurs cette methode que nous adop- 
tons dans la stratégie adaptative présentée au chapitre 3. 
Les méthodes de type r consiste à améliorer la précision de la solution en dépla- 
çant les noeuds du maillage actuel. Ces méthodes ont l'avantage de ne pas augmenter 
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le nombre de degrés de liberté du maillage, mais elles sont limitées par le fait que 
l'on ne peut pas déplacer les noeuds de façon tout à fait arbitraire car cela pourrait 
générer des éléments trop étirés, ce qui affecterait la qualité du maillage [131. C'est 
pourquoi cette méthode est habituellement combinée avec un méthode de type h 
afin d'améliorer la qualité du nouveau maillage. 
Il est aussi possible de faire une combinaison de ces méthodes afin d'avoir une 
méthode qui soit plus performante. Les méthodes combinées fréquemment utilisées 
sont les méthodes de t-vpe h-p, qui permettent généralement d'obtenir un tawc de 
convergence exponentiel [13, 351. On peut aussi considérer des méthodes de types 
h-r et h-p-r. 
Dans ce travail, seules les techniques de type h et r sont utilisées puisqu'elles 
sont facilement compatibles avec un code d'éléments finis déjà existant. Ainsi, dans 
les sections qui suivent, nous traitons seulement les aspects concernant l'adaptation 
de maillage. 
2.2 Méthodologie générale 
Les principales étapes d'une méthode d'éléments finis adaptative sont les sui- 
vantes: la résolution numérique du problème vaziationnel, l'estimation d'erreur a 
posteriori et la génération d'un nouveau maillage. L'estimation d'erreur nous donne 
une mesure de la précision de la solution obtenue, dors que la génération d'un 
nouveau maillage nous permet d'obtenir une discrétisation qui soit miew adaptée 
au problème à résoudre. Ce processus adaptatif peut être défini par l'algorithme 
suivant : 
1. Générer un maillage initial; 
2. Calculer une solution numérique sur le maillage actuel; 
3. Obtenir une estimation d'erreur; 
4. Si l'erreur relative estimée est plus petite que la borne fixée, arrêter; 
Sinon. passer à l'étape 5: 
5. Opérateur de transition; 
6 .  Générer un nouveau maillage; 
7. Retourner à l'étape 2; 
En se référant à cet algorithme, on définit un cycle adaptatif comme étant l'en- 
semble des étapes 2 à 6. Notons que la résolution numérique du problème (étape 2) a 
déjà été traitée au chapitre 1. À l'étape 5 ,  l'opérateur de transition permet de faire 
le lien entre l'erreur estimée et la distribution de tailles élémentaires que devrait 
avoir le prochain maillage afin d'atteindre la précision désirée. Xous donnons une 
définition plus précise de l'opérateur de transition à la section 2.4. Dans les sections 
2.3 et 2 -5, nous discutons respectivement des aspects reliés a l'estimation d'erreur 
et au remaillage. 
2.3 Estimation d'erreur a postenon 
En pratique, on ne connaît pas l'erreur exacte commise lors de la discrétisa- 
tion. La constmction d'une approximation de cette erreur nous donne une idée de 
la précision de la solution calculée. De plus, dans le cadre des méthodes adapta- 
tives, 1 'estimation d'erreur est une composante essentielle du processus, permet tant 
de calculer la distribution de tailles des éléments du maillage pour le cycle a d a p  
tatif suivant. C'est pourquoi l'estimateur d'erreur a posteriori doit être en mesure 
d'approcher correctement non seulement l'erreur totale sur le domaine 0, mais aussi 
l'erreur commise sur chaque élément. Un bon estimateur d'erreur doit donc posséder 
les propriétés suivantes: 
- L'estimateur d'erreur doit tendre vers l'erreur exacte lorsque la taille élémen- 
taire tend vers zéro; 
- L'estimateur d'erreur doit prendre en compte la physique du problème et les 
variations de l'ensemble des variables calculées; 
- L'estimateur d'erreur doit être peu coûteux à construire relativement aux coûts 
de la résolution du problème global. 
Jusqu'à maintenant: plusieurs techniques d'estimation d'erreur ont été develop- 
pées pour des problèmes elliptiques. Dans la littérature, les trois types d'estimation 
d'erreur que l'on retrouve le plus souvent sont les suivantes: 
- les méthodes de projection; 
- les méthodes de résidus élémentaires; 
- les méthodes de résolution de problèmes locaux. 
-4fin d'illustrer ces trois types d'estimation d'erreur de façon simple et concise, 
nous présentons à la sous-section suivante un problème elliptique type. Nous discu- 
tons ensuite du choix d'une norme dans l'espace discret Vh, afin de pouvoir évaluer 
l'erreur élémentaire et l'erreur globale. Dans les sous-sections 2.3.3, 2.3 -4 et 2-35? 
nous faisons une brève description de chacun de ces trois types d'estimation d'erreur 
dans le cadre de la résolution du problème type. Finalement, à la sous-section 2.3.6, 
nous présentons une définition de l'indice d'ettïcacité. 
2.3.1 Problême type 
On considére le problème elliptique type suivant: 
+ trouver u E C2(Q) tel que: 
-v- (a(?)Vu)  = f(5) d m s R  c R~ 
u = O  sur î = di2 
où a est une fonction continûment différentiable sur 0, positive et bornée, c'est-à- 
dire qu'il existe deux constantes al et a2 telles que O < ai < a(?) 6 a2. De plus, on 
suppose que f est suffisamment régulière pour que le problème (2.1) soit bien posé. 
La formulation variationnelle associée à ce problème est donnée par: 
+ trouver u E V = H,'(R) tel que: 
De même, en choisissant un sous-espace discret approprié Vh c V, le problème (2.2) 
est approché par le problème discret suivant: 
Notre but est de pouvoir évaluer l'erreur commise lorsqu'on estime la solution u par 
uh, c'est-à-dire e = u - uh. 
2.3.2 Norme de l'erreur 
Pour les méthodes adaptatives, il est généralement plus utile d'avoir une mesure 
de l'erreur sur chaque élément, plutôt que de connaître cette erreur de façon ponc- 
tuelle à travers tout le domaine. C'est pourquoi la norme de l'erreur est prise en 
considération, tant au niveau élémentaire que global. Ainsi, en pratique' on évalue 
la norme de l'erreur au niveau élémentaire, c'est-à-dire: 
llell K V K  E 7h 
et on obtient la norme de l'erreur globale de la façon suivante: 
Dépendamment de l'espace discret Vh, il peut exister plusieurs choix de normes. 
Ce choix dépend généralement du type de problème à résoudre. Pour le problème (2.2), 
on pourrait par exemple choisir l'une des normes suivantes: 
la norme H1(R), II Ili,n: 
la semi-norme H,'(Q), 1 - 1 1,-: 
la norme énergie, 1 II Il ln: 
Bien que les normes II Il l,RI 1 - et II 1 1 1 ln ne mesurent pas exactement les mêmes 
quantités, il est possible de montrer que ces normes sont équivalentes. 
2.3.3 Méthode de projection 
Cette méthode d'estimation d'erreur consiste à estimer l'erreur commise sur les 
dérivées de a. On cherche alors a calculer l'erreur suivant la norme 1 - I l V n  ou la norme 
énergie II 1 - 1 1 ln Étant donné que I'on ne cornait pas les valeurs exactes des dérivées 
de u, on remplace Vu par une fonction Vii qui sera plus précise que le gradient de la 
solution éléments finis Vuh. Ainsi, en cdculant la différence V(G - U& on devrait 
avoir une bonne indication de l'erreur commise sur Vu, et par conséquant sur u: 
pourvu que Vü est suffissamment près de Vu. 
La fonction Vü est construite de la façon suivante. Dans la formulation forte du 
problème, on suppose que la solution exacte u E C2(R), alors que dans la formu- 
lation faible u E H1(n) .  Donc la solution éléments finis uh est seulement une fois 
différentiable et, par conséquent, Vuh est discontinu aux interfaces des éléments. 
On construit Vü en projetant les dérivées de uh dans Vh, l'espace discret de U& On 
obtient ainsi une approximation continue des dérivées de u, ce qui devrait donner 
une approximation de Vu plus précise que Vuh. 
Cette projection peut être faite de diverses façons. Par exemple, la méthode la 
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plus simple est de faire une moyenne a u  noeuds pondérée par l'aire des éléments 
adjacents. Dans la littérature, les estimateurs les plus populaires sont les méthodes 
de projection globale L2 et de projection locale par moindres carrés développées par 
Zienkiemicz et Zhu [37, 39, 401. De façon générale, ce type d'estimateur d'erreur à 
l'avantage d'être facile à implémenter et peu coûteux en termes de calculs, tout en 
approximant bien l'erreur [II. Cependant, la méthode de projection n'utilise que la 
solution u h  et ne tient pas compte de la physique du problème, comme les conditions 
aux limites et la fonction f dans l'expression (2.1) [14, 11. Pour une description et 
une analyse complète de ce type d'estimateur, le lecteur peut consulter les références 
suivantes [l, 2, 41, 37, 38, 39, 401. 
2 -3 -4 Méthode des résidus élémentaires 
Cette méthode d'estimation consiste à évaluer l'erreur en utilisant les résidus 
élémentaires, que nous définissons plus loin dans cette sous-section. Comparative- 
ment à la méthode de projection, cette méthode prend en compte les conditions aux 
limites et le terme de droite f . 
Soit x, une triangulation de R. Étant donnée une solution uh provenant de la 
résolution par éléments finis, on peut écrire la solution exacte du problème (2.2) 
comme étant la somme de u h  et de l'erreur exacte e- Donc, en remplaçant u = uh t e  
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dans l'expression (2.2)' on obtient une formulation Mnationnelle pour I'erreur: 
L'expression (2.3) peut être réécrite sous la forme suivante: 
En appliquant le théorème de la divergence sur chaque éléments, on obtient: 
Ceci peut se réécrire sous la forme 
où r = f + V -  ( a V u h )  est le résidu élémentaire interne et R = -a % est le résidu 
élémentaire au bord. En fait , le résidu au bord R représente le saut du  flux à 
l'interface élémentaire. Donc, sur un côté y commun à deux éléments K et J ,  on 
réécrit R comme étant: 
11 est possible de montrer que [II: 
-4insi, on choisit l'estimateur d'erreur élémentaire comme étant: 
Donc, pour construire l'estimateur d'erreur vouIu, il suffit d'évaluer sur chaque é1é- 
ment la norme des résidus élémentaires r et R. La solution uh étant déjà calculée, 
cet estimateur d'erreur est peu coûteux en termes de temps de calculs- Cepen- 
dant, cette méthode ne fournit qu'une borne supérieure de l'erreur. De plus, on ne 
connaît pas a priori la valeur de la constante C dans l'inégalité (2.4). Pour une 
analyse d'erreur plus détaillée sur cet estimateur d ' e~eur ,  le lecteur peut consulter 
Ainsworth-Oden [II et Verfürth (30, 311. De plus, pour avoir des applications de ce 
type d'estimation d'erreur pour résoudre les équations de Navier-S tokes, on peut 
regarder les références [î, 321. 
2.3.5 Méthode de résolution de problèmes locaux 
La méthode de résolution de problèmes locaux part de l'idée que l'on veut ré- 
soudre le problème associé à la formulation (2.3)' c'est-à-dire: 
trouver e E V tel que: 
Ainsi, on peut obtenir un estimateur d'erreur eh de la résolution de ce problème par 
la méthode des éléments finis. Cependant, résoudre ce problème global pour l'erreur 
demande autant de ressources que celles utilisées pour le problème (2.2). 
Afin d'obtenir une estimation d'erreur à faible coût, on envisage plutôt la résolu- 
tion de p ] l l ç & ~ ~  yr h!emer h + p - ~ d e t r -  R.qm-!~h = - f ~ ~ l ~ ~ & ~  
variationnelle (2.2) peut s'écrire sous la forme: 
Donc, la formulation élémentaire associée à (2.6) est donnée par: 
En remplaçant u par uh + e dans le terme de gauche de (2.7), on a une formulation 
variationnelle élémentaire pour l'erreur: 
Il suffit donc de résoudre les problèmes locaux associés avec cette dernière formu- 
lation élémentaire afin d'obtenir un estimateur d'erreur sur chaque élément. Pour 
cela, il est important de choisir un bon espace de discrétisation. Si on utilise les 
mêmes fonctions de base que pour uh, on voit facilement par l'expression (2.3) que 
l'estimateur d'erreur eh sera identiquement nul. II est donc nécessaire de choisir 
un espace élémentaire P ( K )  de degré plus élevé que P ( K ) ,  I'espace dans lequel se 
trouve uh. Par exemple, si la solution uh est un polynôme de degré p, on peut choisir 
P ( K )  de degré p + 1. De plus, ne connaissant pas la valeur de g, on ne peut pas 
calculer de terme de flux de façon exacte. Pour remédier à cela, sur chaque côte d'un 
élément K, on évalue le flux par: 
ce qui est en fait la valeur moyenne du flux sur ce coté commun aux éléments K et 
J .  Ainsi, la formulation discrète du problème local est: 
+ trouver eh E P ( K )  tel que: 
Contrairement à la méthode des résidus élémentaires, la méthode de résolution de 
problèmes locaux nous permet d'évaluer l'erreur de façon ponctuelle sur un éIément. 
Cet estimateur d'erreur a été utilisé par Pelletier et al. 114, 151 pour la résolution 
des équations de Navier-Stokes. Selon eux, cet estimateur d'erreur semble être plus 
approprié au problème de Navier-Stokes que celui obtenu par la méthode de pro- 
jection, puisqu'il tient compte de la physique du problème. Bank-Welfert 1st ont 
également développé un estimateur de ce type pour le problème de Stokes. 
2.3.6 Indice d'efficacité 
Une des caratéristiques d'un bon estimateur d'erreur est sa convergence vers 
l'erreur exacte lorsque la taille élémentaire du maillage est très petite. Une mesure 
de cette propriété est donnée par l'indice d'efficacité global que l'on définit comme 
suit: 
De même, on peut définir l'indice d'efficacité locale ou élémentaire sur un élément 
h' comme suit: 
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Ainsi, plus 0 est près de 1, meilleure est I'approximation eh de l'erreur exacte e. On 
dit que I'estimateur est asymptotiquement exact si: 
0 + 1 lorsque h + O 
De plus, dans le cadre d'une méthode adaptative, on considère Oz, l'indice d'efficacité 
-. 
au ileme cycle adaptatif. Si le processus adaptatif est efficace, on peut s'attendre à 
ce que O' -t 1 lorsque i + m. 
Une fois qu'une estimation d'erreur est calculée, on doit pouvoir utiliser cette 
information pour générer un nouveau maillage pour lequel la solution éléments finis 
sera plus précise. Nous introduisons pour cela l'opérateur de transition, dont le but 
est d'estimer la distribution de tailles que devrait avoir le maillage du prochain 
cycle adaptatif. L'opérateur de transition est donc fonction de la norme de l'erreur 
élémentaire estimée et nous donne la taille élémentaire que devrait avoir le nouveau 
maillage dans cette région, afin qu'il soit mieux adapté au problème traité. Il existe 
plusieurs types d'opérateur de transition, dépendamment de la méthode adaptative 
utilisée et de l'objectif d'erreur visé. Nous présentons dans cette section trois types 
d'opérateur de transition, correspondant aux trois objectifs cibles suivants: l'erreur 
absolue cible, l'erreur relative cible et la réduction d'erreur. Ces opérateurs sont basés 
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sur ceux développés par Zienkiewicz [36]. Nous introduisons d'abord le concept de 
maillage optimal, qui est une notion clé pour ces opérateurs de transition. 
Maillage optimal 
Pour une erreur cible donnée, on définit le maillage optimal comme étant le 
maillage sur lequel le principe d'équirépartion de l'erreur est respecté, a savoir que 
la norme élémentaire de l'erreur soit la même à travers tout le domaine; c'est-à-dire: 
Cependant, en pratique, on n'obtient plutôt des maillages quasi-optimaux. Une autre 
mesure de 170ptimalité d'un maillage est la variance de la norme de l'erreur élémen- 
taire à travers le domaine. Ainsi, pour un maillage optimal, cette variance devrait 
être nulle. Idéalement, a chaque nouveau cycle adaptatif, on souhaite obtenir un 
maillage se rapprochant de plus en plus du maillage optimal. 
Erreur absolue cible 
Nous considérons premièrement l'objectif d'erreur absolue cible. Cet objectif vise 
à obtenir un maillage optimal ayant comme erreur globale une valeur prédéterminée. 
Soient Eo et EoVn, l'erreur cible globale et élémentaire respectivement. Par le principe 
d'équirépartition de l'erreur; on a que: 
Ainsi, en isolant EOVK dans l'expression précédente, on peut écrire l'erreur élémen- 
taire cible sous la forme suivante: 
où N est le nombre d'élément sur le maillage courant. On cherche à générer un 
nouveau maillage qui soit optimal et dont l'erreur élémentaire soit égale à E0.c 
Par des résultats théoriques sur I'estimation d'erreur a p r i o n  on a que: 
où C est une constante, h est la taille élémentaire et p est l'ordre de convergence 
qui dépend du choix de l'espace de discrétisation de la variable concernée et de la 
solution. Pour un élément K du maillage actuel, on considère donc que: 
et par le principe d'équirépartition de l'erreur, on veut que: 
EO,K 
où hK est la taille que devrait avoir les éléments du prochain maillage dans La région 
du domaine déterminée par l'élément K. Donc, par (2.14) et (2.15)' on a: 
et, en isolant h, dans l'expression précédente, on trouve la taille élémentaire estimée 
pour le prochain maillage: 
Erreur relative cible 
En pratique, il n'est pas nécessairement évident de déterminer la valeur de l'er- 
reur cible qui devrait être choisie pour que la solution soit suffisamment précise; cela 
depend de l'échelle des variables prises en compte. Pour remédier à cette difficulté, 
on adopte plutôt comme stratégie un objectif d'erreur relative cible, qui ne dépend 
pas de l'ordre de grandeur des variables calculées. 
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Soit c, l'erreur relative globale que l'on vise. On a aiors que est défini comme: 
où Eo est l'erreur globale que l'on souhaiterait avoir au prochain cycle adaptatif. En 
d'autres termes, on considère que l'erreur cible globale est donnée par: 
Par conséquent, par (2.12)' on a que: 
En remplaçant Eo,x dans l'expression (2.16), on a que la taille estimée pour le 
prochain maillage est donnée par: 
Réduction d'erreur 
Un autre objectif possible est de réduire l'erreur à chaque cycle adaptatif par 
un facteur donné. Dans ce cas-ci, on ne cherche pas à atteindre une précision fixée 
d'avance, mais plutôt à obtenir la solution la plus précise suivant un nombre de 
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cycles fixé ou selon les ressources informatiques dont l'on dispose. D'autre part, cet 
objectif cible permet généralement une transition plus douce d'un cycle à un autre, 
ce qui donne parfois des maillages mieux adaptés. 
Soit Cl le facteur de réduction d'erreur choisi et défini par: 
En substituant l'expression précédente dans (2.12)' I'erreur élémentaire visée est 
&nn& p-r: 
Ainsi, en remplaçant EOtK dans l'expression (2.16), on obtient la taille estimée pour 
le prochain maillage, c'est-à-dire: 
2.5 Remaillage 
Après avoir estimé la nouvelle distribution de tailles, nous sommes en mesure 
d'obtenir un maillage qui soit mieux adapté au problème à résoudre, c'est-à-dire qui 
soit le plus près possible du maillage optimal. Il existe deux approches pour créer ce 
nouveau maillage. La première consiste à modifier le maillage actuel en le raffinant 
là où l'erreur est jugé trop grande et en regroupant des éléments ensemble dans les 
régions où l'erreur est très faible; c'est ce qu'on appelle l'adaptation de maillage ou 
raffinement local. La deuxième approche est le remaillage, où l'on génère un nouveau 
maillage en tenant compte uniquement de la distribution de tailles estimée, et non 
du maillage actuel. Bien que cette deuxième approche nécessite plus de temps de 
calcul à chaque cycle, elle est plus flexible que le raff*iement local puisqu'elle per- 
met des transitions d'éléments plus douces et plus régulières pour une même région 
du domaine, et par conséquent une convergence plus rapide, en termes de cycles 
adaptatifs, vers un maillage quasi-optimal. C'est pour cette raison que nous optons 
dans ce travail pour une stratégie de remaillage adaptatif plutôt que de raffinement 
local. 
Pour générer un nouveau maillage, un générateur de maillage non structurés est 
généralement utilisé. Il existe plusieurs types de générateur de maillage, dont les plus 
utilisés sont Ies mailleurs de type frontal et les mailleurs de type Delaunay. Dans le 
cadre de ce travail, nous utilisons plutôt un mailleur de type incrémenta1 [281. Nous 
donnons plus de détails au chapitre suivant sur la stratégie de remaillage que nous 
utilisons pour notre méthode adaptative. 
Chapitre 3 
Méthode adaptative pour les fluides 
viscoélast iques 
Ces dernières années, les méthodes d'éléments finis adaptatives ont été de plus 
en plus utilisées pour la résolution des équations de Navier-Stokes (voir Hétu [131 
pour une revue de ces méthodes). Cependant, peu de stratégies adaptatives ont été 
d&~&pptk p u r  les prùLl&iiie~ Û'Sc"LUeuieiiis de fluides v i ~ u 6 L m i i ~ ü ~ ~ ,  ûù üii re- 
trouve le couplage d'un système de Stokes de caractère elliptique avec une loi de 
comportement du fluide, qui est non linéaire et de type hyperbolique. Pour cela: le 
choix d'une stratégie adaptative pour ces types de problème n'est pas nécessairement 
une chose évidente. En fait, à notre connaissance, les seuls auteurs ayant développé 
des méthodes adaptatives appliquées a u  problèmes d'écoulements de fluides vis- 
coélastiques sont Rao-Finlayson [23] et Warichet-Legat [33, 341. Rao-Finlayson ont 
développé une méthode de type h avec un estimateur d'erreur de type résiduel, alors 
que Warichet-Legat ont plutôt élaboré une méthode de type h-p avec un estimateur 
d'erreur de type problèmes locaux. 
Dans ce chapitre, nous proposons une méthode adaptative s'appliquant spé- 
cifiquement aux problèmes d'écoulements de fluides viscoélastiques. Plus particu- 
lièrement, nous discuterons de l'estimateur d'erreur, la stratégie adaptative et la 
technique de remaillage que nous utilisons. 
3.1 Estimateur d'erreur 
Dans Ia plupart des simulations d'écoulements de fluides viscoélastiques, on ob- 
serve que le tenseur des extra-contraintes r est sujet à de plus fortes variations que 
les autres vaxiables du système. Par conséquent, l'erreur de discrétisation commise 
sur r dans la résolution numérique est généralement dominante par rapport à celles 
des autres variables. Four cette raison, notre estimateur d'erreur tient compte uni- 
quement de l'erreur sur le tenseur r, bien que l'on puisse aisément y introduire la 
variable d. Cet estimateur d'erreur est obtenu par la résolution d'une équation aux 
dérivées partielles en terme de T. Cette méthode d'estimation d'erreur a d'abord été 
proposée par Oden-Strouboulis [25], puis reprise par Zaki 1351 pour des problèmes de 
convection. Nous en faisons ici une description précise dans le cadre des problèmes 
d'écoulements de fluides viscoélastiques. 
Tout d'abord, rappelons que l'équation caractérisant le tenseur r est la loi de 
comportement du fluide, donnée par: 
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Comme nous l'avons vu à la section 1.1, la formulation variationneDe associée à 
L'équation (3.1) est: 
L'idée de base de l'estimation d'erreur est la suivante: étant donnée une solution 
élément fini (ühih<phi T h h i  dh) obtenue sur une triangulation '& on remplace dans la 
formulation variationnelle précédente r et S par rh + e et üh respectivement, où e 
un problème variationne1 en fonction de l'erreur e. Ce problème est discrétisé par la 
méthode de Lesaint-Raviart (présentée à la section 1.4.2) afin d'obtenir l'estimateur 
d'erreur eh. On a donc la formulation discrète suivante: 
Cette dernière formulation est linéarisée, ce qui revient à négliger les termes de 
deuxième ordre en eh. -4insi, le problème discret à résoudre sur chaque élément K 
est: 
+ trouver eh E [ P ( K ) ] ~  X* tel que: 
Il suffit donc de résoudre ce dernier système de façon élémentaire pour obtenir 
une estimation d'erreur sur chaque élément. Pour que cette estimation d'erreur soit 
non-nulle, on doit choisir l'espace discret P ( K )  tel que les fonctions de bases soient 
de degré plus élevé que ceux de l'espace de rh- Par exemple, dans le cadre de ce 
travail, nous utilisons des fonctions de bases linéaires pour rh et quadratiques pour 
Cet te méthode d'estimation d'erreur ressemble a l'estimation par la résolution 
de problèmes locaux décrite au chapitre précédent. Cependant, I'estimateur d'er- 
reur eh est obtenu par la résolution du problème (3.4) sur tout le domaine R. En 
fait, dans la résolution élémentaire par la méthode de Lesaint-Raviart, un terme de 
bord contenant de l'information des éléments en amont est introduit. Donc, ces pro- 
blèmes élémentaires ne sont pas entièrement indépendants entre eux, contrairement 
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à la méthode par problèmes locaux. La résolution du problème (3.4) étant exécutée 
de façon élémentaire, ceci nous permet tout de même d'obtenir un estimateur d'er- 
reur à faible coût. 
Notons que l'estimateur e h  est un tenseur symétrique dont les composantes enil, 
eh12 et eh22 sont des fonctions définies sur chaque élément. -4fin d'avoir une mesure 
de l'erreur élémentaire, on définit respectivement les normes élémentaire et globale 
suivant es: 
La norme de l'erreur globale servira de critère pour déterminer si l'objectif fixé a 
été atteint. Si cet objectif n'est pas satisfait, les erreurs élémentaires sont utilisées 
pour estimer les tailles élémentaires pour le prochain maillage. 
3.2 Stratégie adaptative 
Après avoir estimé l'erreur de r, on doit être en mesure d'évaluer l a  distribution 
de tailles que devrait avoir le maillage amélioré suivant l'objectif visé. Dans les 
exemples numériques du chapitre suivant, nous optons pour un objectif d'erreur 
relative cible. Afin d'estimer les tailles nouvelles nous devons connaître l'ordre de 
convergence du type de discrétisation utilisée (c'est-à-dire p). Généralement, l'ordre 
de convergence de la méthode de Lesaint-Raviart sur des maillages non structurés 
est O(hkf '12), où k est le degré des polynômes utilisés comme fonctions de bases. 
Par exemple, dans ce travail, nous utilisons des fonctions de bases linéaires pour la 
discrétisation de r (k = 1) et il a été démontré [22] que l'ordre de convergence est 
0(h312). Ainsi, pour une erreur relative cible E donnée, la nouvelle taille élémentaire 
dans la région contenue dans l'élément K du maillage actuel sera (voir la section 2.4): 
Notons que dans notre procédure adaptative, h, est défini comme étant la longueur 
du plus long côté de l'élément K. Ainsi, cette nouvelle distribution de tailles nous 
permettra par la suite de regénérer un maillage pour le prochain cycle adaptatif. 
3.3 Remaillage 
Comme nous l'avons mentionné au chapitre 2, nous adoptons une stratégie de 
remaillage. La routine de remaillage que nous utilisons est de type incrémental et 
est conçue avec la librairie -4DX (281. Le générateur de maillages a besoin de deux 
types d'informations: la distribution de taille et la valeur du champ de vitesse au 
barycentre sur chaque élément. 
Le processus de remaillage se fait en deux étapes. Dans un premier temps, on 
génère un nouveau maillage suivant une distribution de tailles donnée- Par la suite, 
les noeuds du maillage sont déplacés de façon a mieux orienter le maillage dans 
le sens du courant. Cette technique est semblable à celle utilisée dans [29, 191. Ce 
traitement a été introduit suite à une observation faite lors d'essais numériques 
effectués sur des maillages non stmcturés. En fait, nous avons remarqué la présence 
d'oscillations sur le tenseur des extra-contraintes qui semblent être causées par une 
«mauvaise orientation)) du maillage et l'utilisation de la méthode de Lesaint-Raviart. 
Ces oscillations apparaissent lorsque des éléments ont plus d'un côté entrant ou 
sortant. En alignant un des côtés de chaque élément dans la direction du champ de 
vitesse, de manière à avoir un côté entrant aK- et un côté sortant dKf , on espère 
éliminer ces oscillations. Dans le chapitre suivant, nous illustrons ce phénomène à 
l'aide d'un exemple numérique. 
Chapitre 4 
Résultats numériques 
Dans ce chapitre, nous présentons trois problèmes tests nous permettant d'éva- 
luer les performances de la méthode adaptative développée au chapitre précédent. 
Dans ce travail, nous avons résolu ces problèmes pour des nombres de Weissenberg 
assez faibles de façon à diminuer les problèmes de convergence. Pour tous les tests 
+. fiùus xVun; fG.& &.. Ca CI-âpiifa, :a visCùsii& du TLuidr ~i i7, - 1- 
Nous considérons dans un premier temps un problème de couche limite afin de va- 
lider notre estimation d'erreur. Puis, nous traitons les problèmes de la contraction 
4:  1 et d'un écoulement périodique autour d'une rangée de cylindres. Pour chaque 
problème, nous présentons et  analysons les résultats numériques obtenus. 
4.1 Problème de couche limite 
Afin de valider notre stratégie adaptative, nous avons résolu des problèmes de 
couche limite pour lequels on connaît la solution exacte. Cela nous permet d'éva- 
luer l'efficacité de notre estimateur d'erreur en le comparant avec l'erreur exacte. 
On considère un domaine rectangulaire de dimension 1 x 5 ,  tel qu'illustré par la 
figure 4.1. On suppose que la loi de comportement du fluide suit le modèle de 
Maxwell, c'est-à-dire que E = O dans l'équation (1.3). 
Figure 4.1 Domaine de calcul pour le problème de couche limite. 
On impose un champ de vitesse de la forme: 
et une pression: 
Dans ce cas-ci, les composantes du tenseur des extra-contraintes r sont données par 
les expressions suivantes: 
Pour que les variables Cl p et r (définies respectivement par les expressions ( 4 4 ,  
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(4.2) et (4.3)) respectent l'équation de mouvement du problème de Stokes, le terme 
de droite fdoit  être de la forme: 
Pour la résolution du problème par la méthode des éléments finis, les conditions aux 
b i t e s  imposées sont les suivantes (voir la figure 4.1): 
- 1: ü= (0'0); 
- 2 : profil de vitesse donnée par l'expression (4.1) en entrée; 
- 3 : profil de vitesse donnée par l'expression (4.1) en sortie; 
- 4 : axe de symétrie. 
La discrétisation de ce problème (et de tous les autres problèmes dans ce cha- 
pitre) est celle décrite à la section 1.2. Notons que pour n assez grand, les variables i& 
p et T ne sont pas contenues dans les espaces discrets Vh, Qh et Ch respectivement. 
Donc, une erreur de discrétisation est commise pour chacune de ces variables lors de 
la résolution numérique. Par ce choix du champ de vitesse, on observe la formation 
d'une couche limite près de la paroi supérieure lorsque n est grand. Ainsi, pour bien 
approcher la solution exacte par la méthode des éléments finis, le maillage doit être 
suffisamment fin dans la région de la couche limite. Ce problème est donc un bon 
test pour valider notre procédure adaptative. 
Dans les sous-sections 4.1.2 et 4.1.3, nous avons testé notre stratégie adaptative 
pour les cas où n = 10 et n = 20 respectivement. De plus, à la sous-section 4.1.1, 
nous montrons l'effet que peut avoir le maillage sur la qualité de la solution. Dans 
les résultats numériques qui suivent, on a fié E = O et X = 1. 
4.1.1 Effet du maillage 
Lors d'essais numériques pour des problèmes d'écoulements de fluides viscoélas- 
tiques sur des maillages non structurés, nous avons observé l'apparition d'oscilla- 
tions sur le tenseur des extra-contraintes r h -  À notre connaissance, ce phénomène, 
qui semblait être inconnu jusqu'à maintenant, est dû à la résolution de la loi de 
comportement par la méthode de Lesaint-Raviart. On a observé que jusqu'ici, dans 
Ia littérature, les simulations d'écoulements de fluides viscoélastiques résolues avec 
la méthode de Lesaint-Raviart ont été faites sur des maillages de quadrilatères ou 
sur des maillages de triangles, mais assez structurés. Les solutions obtenues dans ces 
cas-là ne contiennent pas d'oscillations apparentes, ce qui n'est pas le cas pour les 
simulations faites sur des maillages triangulaires non structurés. 
En fait, ces oscillations semblent être causées par une mauvaise orientation du 
maillage. Plus particulièrement, lorsque certains éléments du maillage ont plus d'un 
coté entrant ou sortant, on remarque une perturbation dans Ia solution. Le fait 
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d'orienter le maillage dans le sens du courant, de maniére à ce que chaque élément 
n'ait qu'un côté entrant et qu'un côté sortant, semble diminuer de beaucoup ces 
oscillations, 
Afin d'illustrer ce phénomène, nous résolvons le problème décrit plus haut pour 
n = 4. Les figures 4.2 et 4.3 montrent les courbes de niveau de T~~ et 712 respec- 
tivement sur un maillage non structuré, «mal orienté», et sur un maillage ayant le 
même nombre de noeuds, mais mieux orienté dans le sens du courant- On observe 
une amélioration de rL1 et  TL^ sur le maillage de la figure 4.3, comparativement à la 
solution sur le maillage non orienté. Notons que la déviation des courbes de niveau 
sur le côté entrant du domaine est causée par le fait que la condition limite sur le 
coin supérieure gauche n'est pas bien approchée sur ce maillage trop grossier. 
Ainsi, pour atténuer les oscillations, le générateur de maillage utilisé déplace les 
noeuds du nouveau maillage de manière à orienter le plus possible un côté de chaque 
élément dans le sens du courant. Ce processus a déjà été décrit à la section 3.3. Dans 
tous les résultats que nous présentons ultérieurement, ce processus d'orientation du 
maillage est utilisé. 
Figure 4.2 Effet de la méthode de Lesaint-Raviart sur un maillage non-structuré: 
a) maillage et courbes de niveau de b) ql et c) r12. 
Figure 4.3 Effet de La méthode de Lesaint-Raviart sur un maillage orienté dans le 
sens de l'écoulement: a) maillage et courbes de niveau de b) 711 e t  c) TI?. 
Dans cette sous-section, on considère le problème de couche limite pour n = 10. 
Nous avons résolu ce problème avec notre méthode adaptative en fixant 17erreur 
relative cible à 1%. Le maillage initial est structuré et est constitué de 88 éléments. 
À la figure 4.4, on remarque qu'à chaque cycle adaptatif, le maillage devient de 
plus en plus fin près de la paroi supérieure du domaine, c'est-à-dire au niveau de 
la couche limite. Des coupes en sortie des variables u l ,  ql et  ~~z sur le premier et 
demier maillage, ainsi que la solution exacte sont présentées à la figure 4.5. On peut 
voir par celles-ci que la couche limite est bien approchée au demier cycle adaptatif. 
En effet, sur le maillage initial, on voit que la différence entre la solution numérique 
et la solution exacte est remarquable, alors que sur le dernier maillage, la solution 
numérique est confondue avec la solution exacte. Les courbes de niveau de rll au 
premier et dernier cycle adaptatif sont présentées à la figure 4.7. Elles nous montrent 
également que le premier maillage est trop grossier pour capter la couche limite, alors 
que le demier maillage est bien adapté au problème. 
Tableau 4.1 Problème de couche limite (n = 10): résultats de l'estimation d'erreur 
à chaque cycle adaptatif. 
Cycle 
4 
- - - - - -  
# éléments 1 Erreur exacte 1 Erreur estimée 1 Efficacité Erreur 
relative 
Figure 4.4 Problème de couche limite (n = 10): maillages de chaque cycle adaptatif. 
Figure 4.5 Problème de couche limite (n = 10): coupe en sortie de la variable ul 
sur le premier ( 0  -) et le dernier maillage (-) et la solution exacte (trait plein). 
Figure 4.6 Problème de couche limite (n = 10): coupes en sortie des variables a) rll 
et b) ~ 1 2  sur le premier ( 0  - -) et le dernier maillage (-) et la solution exacte (trait 
plein) . 
Figure 4.7 Problème de couche limite (n = 10): courbes de niveau de rll sur a) le 
premier et b) le dernier maillage. 
Quant à l'efficacité du processus adaptatif, nous nous référons au tableau 4.1, où 
sont présentés pour chaque cycle, l'erreur exacte, l'erreur estimée, l'indice d'efficacité 
et l'erreur relative estimée. Nous remarquons que l'indice d'efficacité au dernier 
cycle est environ 0,76, ce qui est comparable aux résultats précédemment obtenus 
par d'autres auteurs dans la littérature [14, 15, 411. Donc, on peut supposer que 
ce résultat est raisonnable, bien qu'aucun résultat d'estimation d'erreur dans un 
cadre de problèmes d'écoulements d'un fluide viscoélastique ne soit disponible pour 
des fins de comparaison. De plus, l'erreur relative au quatrième cycle est très près 
de 1%. Notons qu'à partir du deuxième cycle, I'erreur relative est plus petite que 
l%, mais nous avons poursuivi ie processus jusqu'a ce qu'eue soit presque égaie à 
l'erreur relative cible. Cette approche permet ainsi d'atteindre la précision visée tout 
en minimisant le nombre d'éléments du maillage final. 
4.1.3 Cas n =  20 
Nous avons aussi traité le problème de couche limite pour le cas où n = 20. 
Ce problème est similaire à celui de sous-section précédente, mais fa couche limite 
est cependant plus mince, et donc plus difficile à capturer. En prenant le même 
maillage initial que dans le cas n = 10, neuf cycles adaptatifs ont été exécutés afin 
d'atteindre une erreur relative cible de 1%. Cependant, cet objectif n'a pas été fixé 
directement dès le premier cycle. Nous avons plutôt fixé l'objectif à 10% pour deux 
premiers cycles, 5% au cycle suivant et 1% pour les derniers cycles. Cette approche 
Figure 4.8 Problème de couche limite (n = 20): maillages #1, #2, #3, #4 et #IO. 
Figure 4.9 Problème de couche limite (n = 20): coupe en sortie de la variable ul 
sur le premier (. .) et le dernier maillage (-) et la solution exacte (trait plein). 
Figure 4.10 Problème de couche limite (n = 20): coupes en sortie des variables 
a) et b) r12 SUT le premier ( 0  --) et le dernier maillage (-) et la solution exacte 
(trait plein). 
Figure 4.11 Problème de couche limite (n = 20): courbes de niveau de rll sur a) le 
premier et b) le dernier maillage. 
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Tableau 4.2 Problème de couche limite (n = 20): résultats de I'estimation d'erreur 
à chaque cycle adaptatif. 
Cycle Erreur exacte 















































conséquaat, d'avoir un maillage final mieux adapté. Cette façon de faire a d'ailleurs 
été conseillée par Dannelongue-Tanguy 171 et Hétu [13]. De même que dans le cas 
n = 10, l'objectif cible à été atteint a partir du sixième cycle. Par contre, on peut 
voir que le maillage du dixième cycle contient d e  éléments de moins que ceux du 
sixième cycle. Le processus adaptatif semble encore une fois être assez fiable. Par le 
tableau 4.2, on remarque que l'indice d'efficacité des cinq derniers cycles est autour 
de 0,85. De plus, tout comme pour le cas où n = 10, les coupes en sortie (figure 4.9) 
et les courbes de niveau de rll (figure 4.11) démontrent bien que la solution obtenue 
sur le dernier maillage est une bonne approximation de la solution exacte. On peut 
constater que pour une même erreur relative visée, le dernier maillage obtenu ici 
contient trois fois plus d'éléments que celui obtenu pour le cas oii n = 10. 
4.2 Problème de la contraction 4: 1 
Dans cette section, nous étudions le problème de la contraction 4 : 1. La géométrie 
du domaine de calcul est représentée à la figure 4.12. Ce type de problème a été 
choisi pour évaluer les performances de notre stratégie adaptative car il possède une 
caratéristique intéressante. La solution a une singularité au point (O, 1) du domaine, 
ce qui rend la résolution numérique de ce problème plus difficile. Le nombre de 
Weissenberg est défini ici par: 
où +, est le taux de cisaillement a la paroi dans le canal de sortie. Les conditions 
aux limites qui sont imposées sont les suivantes (voir la figure 4.12): 
- 1 : 2; = (O, 0); 
- 2 : profil de vitesse en entrée; 
- 3 : profi de vitesse en sortie; 
- 4: axe de symétrie. 
Dans un premier temps, nous considérons à la sous-section 4.2.1 le cas new- 
tonien, c'est-à-dire lorsque X = O. Puis, nous traitons le cas viscoélastique à la 
sous-section 4.2.2, avec X = 1 et E = 0,2 dans le modèle de Phan-Thien-Tanner. 
Figure 4.12 Domaine de calcul pour le problème de la contraction 4: 1. 
4.2.1 Cas newtonien 
Bien que notre estimateur d'erreur ait été developpé principalement pour la réso- 
lution de problèmes d'écoulements de fluides viscoélastiques, nous avons voulu voir 
s'iI était aussi valable pour le traitement de problèmes avec un fluide newtonien, à 
savoir lorsque X = O. Le problème de la contraction 4 :  1 nous semble être un bon 
test pour valider notre estimation d'erreur dans ce cas. 
Rappelons que lorsque X = O, la loi de comportement du fluide est réduite à la 
forme suivante: 
La formulation variat io~elle  discrète associée a cette équation, au niveau élémen- 
taire, est donnée par: 
où Pl(K) est l'ensemble des polynômes linéaires définis sur l'élément K. En fait, on 
peut voir par l'expression (4.4) que r h  est une projection de 2qWj(C)  dans l'espace 
discret Ch. L'estimateur d'erreur eh sur l'élément K est alors obtenu par la résolution 
du problème suivant: 
+ trouver e h  E P2 (K) tel que: 
où P2(K) est l'ensemble des polynômes quadratiques définis sur l'élément K. On 
remarque que le gradient du tenseur des extra-contraintes n'est pas présent dans 
la formulation (4.5)' ce qui implique que la méthode de Lesaint-Raviart n'est pas 
utilisée dans la résolution de ce problème. Ainsi, l'estimation d'erreur dans ce cas-ci 
est de type problèmes locaux, puisque ces problèmes élémentaires ne sont pas liés 
entre eux par les termes de bord. 
Le problème est résolu pour un objectif de O, 1% d'erreur relative. Cette cible 
est atteinte en sept cycles adaptatifs. Encore une fois, l'erreur relative cible n'a 
pas été fixée à 0,1% directement, mais plutôt de façon progressive, c'est-à-dire à 






























1% pour le premier cycle, 0,5% pour le deuxième cycle, 0,25% pour le troisième 
cycle et O, 1% pour les cycles suivants. Au tableau 4.3, on observe que le processus 
adaptatif réussit bien à atteindre l'objectif de 1% d'erreur relative. On présente à 
la figure 4.13 le premier et le dernier maillage. Notons que nous avons fixé des 
tailles élémentaires minimum et maximum à 0,001 et 1 respectivement, afin de ne 
pas raffiner le maillage indéfiniment près de la singularité. On remarque que sur le 
dernier maillage, les éléments sont très petits près du coin de la singularité, et que 
partout ailleurs dans le domaine, les tailles élémentaires sont plus grandes. Pour ce 
qui est des courbes de niveau des champs Ch et rh (voir les figures 4.14 et 4-15), on 
peut voir que la solution ressemble aux résultats classiques déjà obtenus [6] .  Notons 
cependant que les oscillations apparentes sur Ies courbes de niveau du champs de 
vitesse Üh sont seulement un effet du visualisateur que nous avons utilisé. Sur les 
coupes de Üh et ~h le long de l'axe de symétrie (en y = O) et de l'axe de la singulaxité 
(en y = l ) ,  présentées aux figures 4.16 et 4.18, on ne remarque aucune oscillation. 
Figure 4.13 Problème de la contraction 4 : 1 (cas newtonien): a) premier et b) c) 
dernier maillage. 
Figure 4.14 Problème de la contraction 4: 1 (cas newtonien): courbes de niveau de 
a) 211 et b) 212 sur le dernier maillage. 
Figure 4.15 Problème de la contraction 4: 1 (cas newtonien): courbes de niveau de 
a) T~~ et b)  TI^ sur l e  dernier maillage. 
Figure 4.16 Problème de la contraction 4: 1 (cas newtonien): coupe de ul en y = O 
sur le dernier maillage. 
Figure 4.17 Problème de la contraction 4: 1 (cas newtonien): coupes de a) rll et 
b) 722 en y = O sur le dernier maillage. 
Figure 4.18 Problème de la contraction 4:  1 (cas newtonien): coupes de a) ul et 
b) u2 en y = 1 sur le dernier maillage. 
Figure 4.19 Problème de la contraction 4: 1 (cas newtonien): coupes de a) rll et 
b) TI* en y = 1 sur le dernier maillage. 
Figure 4.20 Problème de la contraction 4: 1 (cas newtonien): coupe de ~ 2 2  en y = 1 
sur le dernier maillage. 
4.2.2 Cas viscoélastique 
Nous considérons maintenant le problème de la contraction 4: 1 avec un fluide 
viscoélastique où X = 1 et E = 0,2 .  Dans les résultats qui suivent, le nombre de 
Weissenberg est de 3,84. Pour avoir une erreur relative de 1%' nous avons effectué 
quatre cycles adaptatifs. On remarque que l'erreur relative estimée est autour 0,74% 
pour les derniers cycles adaptatifs, ce qui est un peu en-dessous de l'objectif de 1%. 
Nous avons fixé les tailles d'éléments minimale et maximale à O, 01 et 1 respec- 
tivement. La taille minimale est plus grande que dans le cas newtonien afin d'éviter 
les problèmes de convergence au  niveau de la résolution numérique, caus6s par des 
éléments trop petits près du coin de la singularité. A la figure 4.21, on présente le 
maillage initial et le maillage du dernier cycle. Tout comme dans le cas newtonien, 
le maillage final est r a f h é  près du coin de la singularité. On remarque de plus que 
le maillage est plus fin dans le canal de sortie que dans le cas newtonien. Ceci est 
dû au fait que 711, T ~ Z  et r . 2  ne sont plus Ilnéaires dans cette région. Donc, il doit y 
avoir plus que deux couches d'éléments pour bien approcher la solution. Mais lorsque 
X = 0, TI* est linéaire, rll et -2 sont nuls dans le canal de sortie; la solution exacte 
peut donc être captée avec seulement deux couches d'éléments. 
Les courbes de niveau des variables Üh et rh sont présentées aux figures 4.22 
et 4.23. La solution obtenue est semblable aux résultats classiques connues pour 
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Tableau 4.4 Problème de la contraction 4 : 1 (A = 1, e = 0,2) : erreur relative estimée. 
ce problème [6, 121. Toutefois, les coupes de Ch et T h  le long de l'axe de symétrie 
(en y = O) et de l'axe de la singularité (en y = 1) (voir :es figures 4.24 et 4.26), 
nous montre que de petites oscillations sont présentes dans le canal de sortie. Les 
oscillations sur sont dues à la résolution par la méthode de Lesaint-Raviart sur 
un maillage mal orienté, tel que nous l'avons expliqué à Ia section 4.1.1. En fait, en 
regardant le maillage final, on constate que, malgré le traitement fait pour orienter le 
maillage, les éléments dans le canal de sortie ne sont pas tous alignés dans le sens de 
l'écoulement. De plus, on observe également des oscillations sur le champ ilh (voir la 
figure 4.24) dûes au couplage avec le tenseur .rh qui est oscillant. Rappelons que dans 
le cas newtonien, il n'y a pas d'oscillations puisque la méthode de Lesaint-Raviart 



























Figure 4.21 Problème de la contraction 4 : 1 (A = 1, E = 0,2) : a) premier et b) c )  
dernier maillage. 
Figure 4.22 Problème de la contraction 4: 1 (A = 1, E = 0,2): courbes de niveau de 
a) ul e t  b) 24 SUT le dernier maillage. 
Figure 4.23 Problème de la contraction 4 : 1 (A = 1, E = 0,2): courbes de niveau 
de a) 7-11 et b) T~~ SUT le dernier maillage. 
Figure 4.24 Problème de la contraction 4 : 1 (A = 1, E = 0,2) : coupe de w, 711 et ~ 2 2  
en y = O sur le dernier maillage. 
Figure 4.25 Problème de la contraction 4: 1 (A = 1, e = 0,2): coupes de a) rll et 







Figure 4.26 Problème de la contraction 4:  1 (A = 1, E = 0,2): coupes de a) u1 et  
b) 212 en y = 1 sur le dernier maillage. 
Figure 4.27 Problème de la contraction 4: 1 (A = 1, E = 0,2): coupes de a) rll e t  
b) 712 en y = 1 sur le dernier maillage. 
Figure 4.28 Problème de la contraction 4 : 1 (A = 1, E = 0,2): coupe de ~ 2 2  en y = 1 
sur le dernier maillage. 
Figure 4.29 Géométrie du problème 
de cylindres. 
d'écoulement périodique autour d'une rangée 
4.3 Écoulement périodique autour d'un cylindre 
Le dernier test que nous faisons passer à notre procédure adaptative est un 
problème d'écoulement autour une rangée inf i ie  de cylindres, représentée par la 
figure 4.29. Afin de résoudre ce problème, nous considérons seulement la partie 
restreinte de la géométrie présentée à la figure 4.30, où l'on impose des conditions 
de périodicité à l'entrée et à la sortie du domaine de calcul. Ainsi, les conditions aux 
limites imposées sont les suivantes (voir la figure 4.30): 
- 1 : ü = (0, O) 
- 2 : condition de périodicité 
- 3 : axe de symétrie 
Pour plus de détails sur ce problème, voir les références [16, 26, 271. 
Figure 4.30 Domaine de calcul pour le problème d'écoulement périodique autour 
d'un cylindre. 
À l'entrée, on ne connaît pas a pnon' la valeur du champ de vitesse û. Un débit 
y est donc imposé, c'est-à-dire: 
De même, puisqu'on ne connaît pas la valeur du tenseur r à l'entrée, on doit exécuter 
plusieurs balayages avec la méthode de Lesaint-Raviart afin d'obtenir une solution 
convergée pour rb Ceci a pour conséquence de rendre le traitement numérique plus 
difficile. Pour ce problème, le nombre de Weissenberg est défini par: 
où d est la distance entre le cylindre et la frontière périodique (ici d = 0,2). De plus, 
nous fixons X = 0'1, E = O et Q = 1. Donc, le nombre de Weissenberg est We = 2,s. 
Tableau 4.5 Problème d'écoulement périodique autour d'un cylindre: erreur relative 
estimée. 
Nous avons effectué trois cycles adaptatih pour atteindre une erreur relative 
d'environ 5%. L'objectif d'erreur relative est de 10% pour le premier cycle et de 
5% pour les cycles suivants. A la figure 4.31, nous présentons le maillage initial et 
le rnaillge dg rllzier cycle- peM V Q ~  q o  =&loge fhd cezh!e e+r- hien 
adapté au problème. En effet, près de la partie supérieure de la paroi du cylindre, 
les éléments sont de très petites tailles, alors que partout ailleurs dans le domaine les 
tailles élémentaires sont du même ordre de grandeur que celles du maillage initial. On 
observe sur les courbes de niveau des champs ilh et r h ,  présentées aux figures 4.32 
et 4.33, que la solution obtenue au dernier cycle paraît raisonnable, mais semble 
toutefois manquer un peu de précision (voir la figure 4.32). Ceci peut s'expliquer 
par le fait que l'erreur relative est autour de 5%, ce qui n'est peut être pas suffisant 
comme précision pour ce problème. De plus, au dernier cycle adaptatif, nous avons eu 
des problèmes de convergence avec la méthode GMRES, que nous avons contournés 
en relaxant un peu le critère d'arrêt. En observant de plus près le dernier maillage, 
nous avons remarqué que certains éléments prés de la partie supérieure du cylindre 























dans la résolution numérique. Malgré cela, les résultats obtenus sont comparables à 
ceux présentés dans [26] pour un maillage de quadrilatères composé d'environ 1200 
éléments. 
Figure 4.31 Problème d'écoulement périodique autour d'un cylindre: a) premier et 
b) dernier maillage. 
Figure 4.32 Problème d'écoulement périodique autour d'un cylindre: courbes de 
niveau de a) ul et  b) u2 sur le dernier maillage. 
Figure 4.33 Problème d'écoulement périodique autour d'un cylindre: courbes de 
niveau de a) rll, b) r12 et c) 722 SUT le dernier maillage. 
Conclusion 
La principale contribution apportée par ce mémoire est l'élaboration d'une mé- 
thode d'éléments finis adaptative appropriée pour la résolution de problèmes d'écou- 
lements de fluides viscoélastiques. Cette méthode semble être assez efficace puis- 
qu'elle a fourni de bons résultats pour un certain nombre de problèmes tests. En 
effet, pour chaque problème test traité, notre stratégie adaptative nous a permis 
d'obtenir une solution ayant Ia précision désirée, et ce sur un maillage qui semble 
être quasi-optimal. Quant à l'estimateur d'erreur proposé dans ce travail, nous avons 
montré qu'il approche l'erreur exacte de façon satisfaisante. De plus, cet estimateur 
d'erreur est peu coîiteux en terme de temps de calcul et d'espace mémoire nécessaire. 
Notons également qu'un tel estimateur d'erreur peut être implémenté facilement 
dans un code d'éléments finis déjà existant, même si la méthode de Lesaint-Raviart 
n'est pas utilisée pour la résolution de la loi de comportement. On peut très bien 
obtenir la solution du tenseur des extra-contraintes par une méthode SUPG ou SU, 
et calculer l'estimateur d'erreur avec la méthode de Lesaint-Raviart. 
Ce travail apporte une autre contribution; c'est l'observation faite de l'effet de la 
méthode de Lesaint-Raviart sur des maillages triangulaires non structurés. Cet effet 
a été vérifié seulement pour des simulations d'écoulements de fluides viscoélaçtiques. 
A notre connaissance, ce phénomène n'est mentionné nul part dans la littérature. 
Rappelons que ce phénomène semble être causé par une mauvaise orientation des 
éléments par rapport au sens de l'écoulement. Cependant, nous n'avons pas jusqu'à 
maintenant d'explication théorique de cet effet. Afin d'atténuer les oscillations sur 
les solutions obtenues, nous avons implémenté, dans le générateur de maillage utilisé, 
un algorithme permettant d'aligner autant que possible un côté de chaque élément 
du maillage avec le champ de vitesse. 
Malgré cette stratégie d'orientation du maillage dans le sens de l'écoulement, 
piusleurs éiéments restent mai orientes par rapport au champ de vitesse. De pius 
cette approche génère parfois des éléments trop étirés dans des endroits critiques du 
domaine, ce qui peut causer des difFicultés lors de la résolution numérique. Dans de 
futurs travaux, il serait intéressant d'utiliser un autre générateur de maillage peut 
être mieux adapté pour ce traitement, afin de voir s'il est possible d'éliminer les 
oscillations observées sur la solution. 
Une autre constatation que nous avons faite est l'effet de l'adaptativité sur la 
convergence du schéma numérique pour les grands nombres de Weissenberg. Bien 
que notre procédure adaptative nous permette de capter la solution de manière pré- 
cise dans les zones de fortes variations du tenseur des extra-contraintes, il reste que 
le nombre critique de Weissenberg n'est pas augmenté pour autant. De plus, comme 
cela fut observé auparavant, plus le maillage est fin dans les zones de fortes varia- 
tions des extra-contraintes, plus la résolution numérique est difficile. 
Finalement, ce travail soulève des questions pouvant donner lieu à de futurs 
recherches sur les méthodes adaptatives pour les simulations d'écoulements de fluides 
viscoélastiques, comme par exemple l'utilisation d'un autre type estimateur d'erreur 
pour des fins de comparaisons. 
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