ABSTRACT: Species distribution models (SDMs) were applied to predict the distribution of benthic species in the North Sea. An understanding of species distribution patterns is essential to gain insight into ecological processes in marine ecosystems and to guide ecosystem management strategies. Therefore, we compared 9 different SDM methods, including GLM, GBM, FDA, SVM, RF, MAXENT, BIOCLIM, GARP and MARS, by using 10 environmental variables to model the distribution of 20 marine benthic species. Most of the models showed good or very good performance in terms of predictive power and accuracy, with highest mean area under the curve (AUC) values of 0.845 and 0.840, obtained for the MAXENT and GBM models, respectively. The poorest performance was shown by the BIOCLIM model, which had a mean AUC of 0.708. Nevertheless, the mapped distribution patterns varied remarkably depending on the model used, with up to 32.5% differences in predictions between models. For species with a narrow distribution range, the models showed a better performance based on the AUC than for species with a broad distribution range, which can most likely be attributed to the restricted spatial scale and the model evaluation procedure. Of the environmental variables, bottom water temperature and depth had the greatest effect on the distribution of 14 benthic species, based on MAXENT results. We examine the potential utility of this strategy for predicting future distribution of benthic species in response to climate change.
INTRODUCTION
Knowledge of the spatial distribution of species and communities in ecosystems is an essential prerequisite for the understanding of ecosystem functioning and processes as well as conservation and spatial planning issues. Especially in the marine environment, where fauna is more difficult to access and monitor than in terrestrial systems, these requirements are often addressed with fragmentary information about the species and habitats. Therefore, predictive methods became important to overcome these problems (Guisan & Zimmermann 2000 , Guisan & Thuiller 2005 . Species distribution models (SDMs), also known as habitat suitability models, ecological niche models or bioclimatic envelopes, are correlative approaches that use full spatial coverage data of environmental variables to explain patterns of species distribution (Elith & Graham 2009 ). Terrestrial ecology uses these statistical and machine-learning methods to predict species distribution not only for conservation and management purposes, but also for forecasting the effects of environmental or climate change (Guisan & Thuiller 2005 , Heikkinen et al. 2006 , Pompe et al. 2008 , Elith & Leathwick 2009 , Kharouba et al. 2009 ).
The application of SDMs in the marine environment is recent (Robinson et al. 2011) , stimulated by increasing availability of large-scale environmental data, better understanding of the relationship be tween environmental variables and species distribution, and the need for prognostic tools to predict changes in species distribution in response to environmental or climatic changes (Degraer et al. 2008 , Glockzin et al. 2009 . Given the need for ecosystem-based fisheries management, most recent studies using SDMs in marine ecosystems have focussed on the distribution of commercial fish species (Venables & Dichmont 2004 , Maxwell et al. 2009 , Moore et al. 2010 , Lenoir et al. 2011 ). In contrast, few studies have applied SDMs to the distribution of marine invertebrate benthos. Ysebaert et al. (2002) used logistic regression to model benthic species distribution in the Westerschelde estuary in the Netherlands, and Thrush et al. (2003) and Ellis et al. (2006) modelled the distribution of macrobenthic species in New Zealand estuaries with a similar ap proach. In the North Sea, most studies applying SDMs were carried out on a local scale, such as polychaete distribution in the German Bight using multivariate adaptive regression splines (MARS; Meißner et al. 2008) , as well as community type and polychaete distribution in Belgium waters using discriminant function analysis, and artificial neural networks plus generalized linear models (GLMs), respectively (Degraer et al. 2008 . and also modelled macrobenthic patterns in the Baltic Sea using GLMs.
The North Sea is one of the most intensively exploited and studied marine ecosystems in the world. The shelf sea area is characterised by high (seasonal) fluctuations of environmental variables in the shallower southern parts and less variable conditions in deeper waters towards the north. The increasing anthropogenic pressures on the entire North Sea, such as commercial fisheries, aquaculture, wind farms and transport routes, result in an urgent need for effective spatial marine planning and management to minimise adverse effects on the ecosystem. The benthic fauna is an important ecosystem component, playing a vital role in nutrient cycling and detrital decomposition. As a food source for higher trophic levels and a consumer of primary producers and other first order consumers, it is affected by bottomup and top-down processes. Intensive studies in the last decades on the importance of different environmental factors in structuring benthic communities and species distribution in the North Sea show that food availability, sediment structure, and hydrodynamic regime influence distribution on various spatial scales (e.g. Callaway et al. 2002 , Wieking & Kröncke 2003 , Reiss et al. 2010 . Nevertheless, full coverage predictions of species and community distribution for the entire North Sea area are lacking.
Therefore, the objectives of this study are (1) to apply and compare several species distribution modelling methods on marine benthos and (2) to predict the distribution of selected characteristic and dominant macrobenthic species of the North Sea. This is the first study of modelling benthic species distribution for the entire North Sea area.
MATERIALS AND METHODS

Benthic data
The benthic species data were extracted from the benthic data sets of the ICES North Sea Benthos Project 2000 (NSBP 2000) and the EU Project Managing Fisheries to Conserve Groundfish and Benthic Invertebrate Species Diversity (MAFCONS). Only infaunal samples with grabs or corers were used in this study, representing 1820 stations for the entire North Sea area for the period 2000 to 2004. Details of sampling and sample processing are given by Rees et al. (2007) and Callaway et al. (2007) . Based on previous studies of North Sea benthic communities (e.g. Rees et al. 2007 , Reiss et al. 2010 , Kröncke et al. 2011 , we selected 20 characteristic or dominant benthic species that represented rare species as well as widely and narrowly distributed species.
Environmental data
A set of environmental data were selected and further resampled by bilinear interpolation to a resolution of 0.6 arc-minutes with ArcGIS 9.3 (ESRI), R (R Development Core Team 2009) and ERDAS Imagine 9.1 (ERDAS).
Sediment data were collected during the sampling campaigns of the NSBP 2000 and the MAFCONS projects. As sampling processing was not standardised for NSBP 2000, the datasets for which fractional data were available were reprocessed to yield uniformly calculated means, sorting coefficients and descriptive assessments, which we then analysed in GRADI-STAT, Version 4.0 (Blott & Pye 2001) . The granulometry of the MAFCONS samples was determined with a Laser Particle Sizer ('Analysette 22 Economy', Fritsch) for mud content and median grain size (for details see Callaway et al. 2007 ). All sediment data were compiled and interpolated to the entire area by inverse distance weighting.
Depth data were derived from the General Bathymetric Charts of the Oceans (GEBCO) global bathymetry data set from the British Oceanographic Data Centre with a spatial resolution of a 1 arc-minute grid (GEBCO 2003) .
Data on temperature, salinity and primary production were provided by the Institute of Oceanography (Hamburg, Germany). Bottom temperature and salinity were derived from the hydrodynamic Hamburg Shelf Ocean Model (HAMSOM), a 3-dimensional, baro clinic primitive equation model for simulations of oceanic and coastal and shelf sea dynamics (Backhaus 1985) . The model's horizontal resolution is 12' of latitude and 20' of longitude with a maximum vertical resolution of 19 layers. For details on the specific HAMSOM application see Pohlmann (1996) . Instead of using annual mean values, data from the months of February and June 2000 were used for the distribution modelling to reflect the general seasonal patterns of temperature and salinity in the North Sea.
Annual primary production data of the water column for the year 2000 were based on the ECOlogical North Sea Model HAMburg (ECOHAM1). The ECO-HAM1 model can calculate annual and long-term phytoplankton dynamics, nutrient transport and primary productivity for shelf seas in a 3-dimensional physical environment (Skogen & Moll 2005) . The horizontal grid size of the numerical model is 20 × 20 km and the vertical resolution is 5 m for the upper 50 m with increasing layer thickness below 50 m up to a maximum of 19 layers. The ECOHAM1 model was validated using observed chlorophyll (Moll 1998) , phosphate concentrations (Moll 2000) and primary production values (Skogen & Moll 2000) .
Chlorophyll a pigment concentrations were provided by the Marine and Coastal Information Services (MarCoast) project, based on remote sensing images derived from the Medium Resolution Imaging Spectrometer (MERIS). The concentration of chlorophyll a was derived from the sea surface between 2 to 15 m water depth, depending on the turbidity of the water (for details see ESA 2006) . Mean values for the period February to April 2008 and 2009 were used in this study to cover the spatial extent of the characteristic spring phytoplankton bloom in this region.
Data on peak wave stress and stratification were provided by the Proudman Oceanographic Laboratory (Liverpool, UK) and generated using a 3-dimensional hydrodynamic model (Davies & Aldridge 1993 (Osuna & Wolf 2005) . The stratification parameter 'S' was derived from the formulation presented by Pingree & Griffiths (1978) , using modelled M2 tidal velocities and measured depths.
SDMs
The different models were trained using the Maxent v3.3.3a software for the maximum entropy model (MAXENT) (Phillips et al. 2006) , the R environment software with the BIOMOD package 1.1-5 for GLMs, generalised boosting models (GBM), MARS, random forests (RF) and mixture discriminant analysis (MDA = FDA) (Thuiller 2003 , R Development Core Team 2009 , and the openModeller 1.0.9 framework for the Bioclimatic Envelope (BIOCLIM), the genetic algorithm for rule-set prediction (GARP) and the Support Vector Machines (SVM) (Muñoz et al. 2011 ). The models were trained using 1000 and 10 000 pseudoabsence points in BIOMOD/openModeller and MAX-ENT, respectively.
MAXENT. MAXENT estimates a target probability distribution by finding the probability distribution of maximum entropy (i.e. that is most spread out, or closest to uniform) and constraining the expected value of each environmental variable to match its empirical average (Phillips et al. 2006) . For presenceonly species distribution modelling, MAXENT fits an unknown probability distribution within the environmental space defined by the input variable to the pixel values of known species occurrence records. The unknown probability distribution is proportional to the probability of occurrence .
GLM. GLMs are regression-type models closely related to the statistical methods used in linear modelling and analysis of variance. GLM not only uses linear relationships be tween response and predictor variables, it also uses parametric functions such as a combination of linear, quadratic or cubic terms. An automatic stepwise procedure generates the best model by minimizing the Akaike information criterion (AIC). This stepwise procedure removes redundancy in variables and reduces multicollinearity (Thuiller 2003 ).
GBM. GBM fits a large number of 'simple' models and combines the prediction to generate a robust response estimate. In GBM, each individual model consists of classification or regression trees, also called boosted regression trees (BRT). In an iterative process a final model develops by progressively adding trees, while re-weighting the data poorly predicted by the previous tree (for more details see Ridgeway 2007 . Prior to modelling, we defined 3000 trees as a basis for fitting.
MARS. Compared to other methods based on linear relationships, where the coefficients remain constant across different levels of environmental variables, the MARS approach identifies and estimates a model whose coefficients differ depending on the level of the predictor variable. It combines linear regression, mathematical construction of splines and binary re cursive partitioning to model linear or nonlinear relationships between environmental variables and species occurrence (Friedman 1991) .
RF. RF is a classification and re gression model that generates multiple classification trees with a randomised subset of predictors. The number of predictors used for the best split at each tree branch is a random subset of predictors, and trees are aggregated by averaging (Prasad et al. 2006) . In this study we used 500 trees.
BIOCLIM. BIOCLIM is an envelope model that uses mean and standard deviation for each environmental variable to calculate bioclimatic envelopes (Busby 1986 , Nix 1986 ). Only species presence data are required. Points are classified as suitable if all associated environmental values fall within the calculated envelopes, marginal if one or more associated environmental value falls outside the calculated envelope, but still within the upper and lower limits, and unsuitable if one or more associated environmental value falls outside the upper and lower limits. The categorical output of BIOCLIM is given as probabilities of 1.0, 0.5 and 0.0, respectively.
GARP. GARP is a machine-learning approach using a ge netic algorithm to select a set of rules (e.g. logistic regression, bioclimatic rules) that best predict the species distribution (Stockwell & Peters 1999) . We have applied the 'best subset' procedure implemented in openModeller, which selects the best models based on omission and commission error statistics (Peterson et al. 2007) . A general description and technical details of the GARP modelling approach have been provided by Stockwell & Peters (1999) .
SVM. SVM is a machine-learning method that belongs to a family of generalised linear classifiers. To estimate the potential distribution of a species subject to the environmental conditions, the eco-space (spanned by the en vironmental variables) is separated by a hyperplane into 2 target classes (Guo et al. 2005) : suitable and unsuitable environmental conditions. The optimality criterion used to find the separating hyperplane is maximised distance to the (nearest) training data points (large margin separation). With the help of a kernel function, the data points (representing known presence and absence records in the ecospace) can be mapped in a higher dimensional space in which complicated patterns can be more simply represented (Drake et al. 2006) .
FDA. FDA is an extension of linear discriminant analysis. Linear discriminant analysis assumes that the distribution of each class (presence and absence) follows a Gaussian distribution. This restriction is extended in FDA by allowing a mixture of Gaussian distributions (Mar mion et al. 2009 ).
Evaluation measures
In general, model accuracy was evaluated by datasplitting using 70% of the data to train the model and the remaining 30% to test the performance. The results were evaluated by using the area under the receiver operating characteristic curve (AUC) and Cohen's kappa (κ) as evaluation measures. Both measures were calculated by using the ROC-AUC v 1.3 software (Schröder 2006) . The AUC is a thresholdindependent measure representing the relationship between sensitivity and the corresponding proportion of false positives (1-specificity). The AUC varies between 0 and 1, with values above 0.9 indicating excellent prediction, between 0.7 and 0.9 indicating good prediction, below 0.7 indicating poor predictions, and below 0.5 indicating a prediction no better than random (Hosmer & Lemeshow 2000) . For the AUC calculation we used 10 000 randomly chosen pseudo-absence points. We tested AUC values for significant differences to a critical AUC of 0.7 following the method of Beck & Shultz (1986) . The AUC is considered a highly effective measure for the performance of SDMs, because it does not require a specific threshold and is independent from prevalence (the proportion of sites in which the species was predicted as present) (McPherson et al. 2004 ).
Cohen's kappa is another commonly used evaluation measure in ecological SDM studies with presence− absence data and is often applied when a specific threshold level is required. Kappa is based on a confusion matrix with a threshold at which κ is maximised (Fielding & Bell 1997) . It ranges from −1 to 1, with κ values below 0 indicating a prediction no better than random (Cohen 1960) . Values above 0.75 indicate excellent prediction, between 0.4 and 0.75 indicate good prediction and below 0.4 indicate poor predictions (Landis & Koch 1977) . In contrast to the AUC, κ is dependent on prevalence (McPherson et al. 2004) . For the calculation of κ, we randomly generated pseudo-absence data in a 1:1 ratio with the number of presence records.
We identified collinearity among the environmental parameters, using Pearson's correlation with r > 0.7 as a threshold level for collinearity (Booth et al. 1994) . Only summer and winter salinity were highly correlated (r = 0.905), thus we omitted winter salinity prior to further analyses and modelling.
For further evaluation of the model predictions, we performed pairwise comparison of the output of any 2 models. For each model and species, we determined the number of grid cells for which the predicted occurrence was likely as well as unlikely. The probability that maximised κ was used as a threshold for each model and species. We then calculated the percentage of the area with differences in the predictions. Thus, the percentage of area disagreement gives the proportion of the area where the probability of occurrence of one model is above its threshold value whereas the probability of the compared model is below its threshold. We calculated the mean percentage across all species for each pair of models.
The relative contribution of the environmental variables was quantified exemptively for the MAXENT model by using a jackknife cross-evaluation procedure. Here the model is calculated with 1 environmental variable and then without that variable but with all remaining variables. This procedure therefore quantifies the explanatory information in each variable when used in isolation and determines the individual effect of each environmental variable (Phillips 2005) .
RESULTS
The 20 benthic species used for the application and comparison of the different SDMs were chosen inter alia because of their differences in geographical distribution patterns and widespread occurrence. Nonetheless, AUC values, as one measure of model performance, significantly exceeded the threshold of 0.7 indicating good or very good performances for most species and models (Table 1) . Only the GARP and BIOCLIM models produced results that were not significantly above an AUC value of 0.7 for more than 5 species (GARP: 9 species; BIOCLIM: 13 species), whereas the other models revealed fewer nonsignificant results (Table 1) . Fig. 1 shows mean AUC plotted against mean κ for all models, reflecting a linear gradient in model performance. In general, BIOCLIM performed poorly with the lowest AUC value of 0.708 ± 0.076 (mean ± SD), followed by GARP and GLM with intermediate performance and AUC values of 0.780 ± 0.081 and 0.808 ± 0.088, respectively (Fig. 1, Table 1 ). All other models clustered together in the upper part of the graph indicating similar good performance, with the best performance for GBM and MAXENT. For the latter models, the mean AUC value was 0.840 ± 0.068 and 0.845 ± 0.068, respectively (Table 1) .
In general, the lowest AUC values were obtained for species widely distributed across the North Sea area, such as the polychaetes Owenia fusiformis, Spio phanes bombyx, Nephtys hombergii and Myrioche le spp., and the echinoderms Amphiura filiformis and Echino cardium cordatum. In contrast, the highest AUC values were obtained for species with distributions restricted to a specific area of the North Sea, such as the echinoderm Acrocnida brachiata, the amphi pod Urothoe poseidonis and the bivalves Cor bu la gibba and Tellina fabula (Table 1) .
Despite the overall high AUC and κ values, the maps from the different models showed remarkable differences in predicted distribution patterns. Fig. 2 shows the predictive maps of 4 selected species with contrasting distribution patterns, i.e. Acrocnida brachi ata with a narrow southern distribution in the North Sea, Amphiura filiformis with a wide distribution, Paramphinome jeffreysii with a northern distribution and the rare species Arctica islandica. Although the models produced different predictions for the potential distribution patterns to some extent, most models ascertained core distribution areas. For example, all models indicated the main distribution area of Acrocnida brachiata as the German Bight (southeastern North Sea) and the Dogger Bank (southern central North Sea), and the unsuitability of the northern North Sea (Fig. 2) .
The largest differences in the percentage of area disagreement was found between BIOCLIM and any of the other models tested, with more than 28% differences in predictions in most cases ( Table 2 ). The lowest percentage of area disagreement was between GBM and MAXENT (8.4%), GBM and SVM (12.1%), and MAXENT and SVM (12.2%) ( Table 2 ). These models predicted similar patterns as confirmed by visual comparison of predictive maps (Fig. 2 ). As with model performance, the highest disagreement was for species with a wide distribution range compared to geographically restricted species (results not shown).
The MAXENT model quantified the relative contribution of the environmental variables quite well (for predictive maps see Fig. 3 ). For 14 species, depth and bottom water temperature (summer and winter) were the most important determinants of distribution (Fig. 4) . Species response to depth peaked mainly between 20 and 50 m for species with a southern distribution, which are consequently more broadly distributed than species in the deeper northern parts of the North Sea (Fig. 5) . In contrast, summer bottom water temperature response showed more gradual progression (Fig. 5) .
DISCUSSION
Few previous studies have modelled distributions of marine species, although the information is highly relevant for understanding marine benthic systems, for their protection, and for predicting future changes in marine ecosystems , Elith & Leathwick 2009 ). Thus, the objectives of this study were to apply and compare multiple species distribution modelling methods by generating distribution predictions for 20 characteristic North Sea benthic species.
The results of our comparison of the different modelling approaches parallel recent extensive comparisons for terrestrial systems (Elith et al. 2006, Mey- performed best, followed by MARS, GLM, generalised additive models (GAM) and GARP. Methods such as BIOCLIM and Domain performed poorly. Our study also found that MAXENT and GBM performed best, based on AUC and κ scores. Most of the other modelling algorithms such as SVM, MARS, FDA and RF, as well as GLM and GARP, were largely indistinguishable from each other, but also performed well. In contrast, BIOCLIM performed poorly based on AUC and κ values (Fig. 1) . Most previous species dis- Table 1) tribution modelling in the marine environment has focused on regression-based models such as GLMs (e.g. Venables & Dichmont 2004 , Chatfield et al. 2010 ), but our results show that machine-learning and other methods were successful in predicting North Sea benthic species distributions (see also Willems et al. 2008) . Nevertheless, visual assessment of the mapped predictions revealed remarkable differences between the methods. Models such as GARP overpredicted habitat suitability for different species, whereas RF, FDA and MARS underpredicted habitat suitability (Fig. 2) . Elith & Graham (2009) showed that GARP could not identify the true relationship between simulated plant species and environmental data, and output maps overpredicted distributions. In contrast, methods such as MAXENT and BRT (similar to GBM) recreated the distribution patterns more precisely (Elith & Graham 2009 ). Both methods also generated very similar predictions of potential species distribution across all species in our study (Table 2) . However, the choice of modelling method depends on the specific application. Methods which tend to underpredict distribution patterns might be useful for species protection applications (e.g. Marine Protected Areas), whereas overprediction can be more useful for other precautionary management strategies (e.g. to limit the spread of invasive species). The model evaluation in this study was primarily based on the AUC, since it neither requires a specific threshold nor depends on prevalence (e.g. Cohen's kappa; McPherson et al. 2004) . Nevertheless, recent studies on the drawbacks of using the AUC (Austin 2007, Lobo et al. 2008) showed that the influences on the AUC scores of the total extent to which models are carried out are highly problematic ). Despite differences in performance between models, our results agree with previous studies of terrestrial ecosystems that show higher accuracy for species with a narrow ecological niche compared to species with a broad niche (see Tsoar et al. 2007 and references therein). A possible ecological explana- Environmental variables Environmental variables Fig. 4 . Results of the jackknife test of variable importance of MAXENT indicating the explanatory power in terms of training gain when only a single environmental variable is included in the MAXENT model. Environmental variables are given as follows: chl = chlorophyll of the surface water; depth = water depth; mud = mud content of the sediment; peak = peak stress; pp = primary production; sal = bottom water salinity; sed = median grain size; strat = stratification index; temW = bottom water temperature in winter; temS = bottom water temperature in summer tion for this pattern is that the species inhabiting most parts of the area for which the model was trained might not be limited by any of the environmental variables at this spatial scale (Brotons et al. 2004 , McPherson & Jetz 2007 . Intraspecific genetic differences may also lead to differences in local adaptations and small-scale population differentiation within the spatial range of the species, which are not accounted for by modelling the potential distribution of the species as an entity (Stockwell & Peterson 2002 , Rissler & Apodaca 2007 . The pattern may just be an artificial function of the spatial extent of the analyses. Lobo et al. (2008) pointed out that different species have distinct ratios between the extent of occurrence and the extent of the area under study, which is smaller for species with a narrow ecological niche (based on the limited spatial extent). The smaller this ratio, the higher the number of (pseudo-)absence points that are more environmentally distant from the presence points, which leads to higher AUC scores , Jiménez-Valverde et al. 2008 . Thus, the comparison of model performances for different species within the same spatial extent must be interpreted with caution when applying and evaluating species distribution models. In contrast, the consistent relationship between number of occurrence records and model performance indicated by previous studies (e.g. Stockwell & Peterson 2002 , Kadmon et al. 2003 , but see Elith et al. 2006) , was not obvious in our study, in that species occurrences ranged from 26 to 568 records. Although our results indicate that most of the SDM methods generate sufficient predictions of potential distribution for most of the selected benthic species, there were some remarkable differences in performance. Autecological characteristics of the species can significantly affect model accuracy. Species range (see above), mobility and migratory behaviour, endemism and even body size can influence predictive models (Pearce et al. 2001 , Kadmon et al. 2003 , McPherson & Jetz 2007 , Marmion et al. 2009 ). The mobility and dispersal range might be of specific importance in marine ecosystems, where most species have either mobile adult stages (e.g. epibenthos, fish) or highly mobile early life stages (e.g. pelagic larvae). Furthermore, dispersal barriers are less distinct in marine than in terrestrial systems (Carr et al. 2003) . Dispersal of pelagic larvae or secondary dispersal of juvenile invertebrates can facilitate recruitment to suboptimal habitats where species can persist for longer time periods as sink populations (Pulliam 2000) . The possible effect of sink populations and dispersal ability have to be considered when applying and interpreting species distribution models (McPherson et al. 2004 , Tsoar et al. 2007 ). In order to account for mobility and dispersal abilities of individual species, some approaches incorporate dispersal into distribution modelling approaches (e.g. by coupling SDM to dispersal simulations; Bahn et al. 2008 , Václavík & Meentemeyer 2009 ). However, our understanding of dispersal pathways and species interactions is often limited for marine benthic ecosystems and their inclusion into prognostic SDM approaches remain a challenging but important need (Pearson & Dawson 2003 , Elith & Leathwick 2009 , Van der Putten et al. 2010 . Environmental measurements on relevant spatial scales provide the fundamental basis of species distribution modelling. Especially for marine ecosystems, the availability of large-scale environmental data has significantly improved in the last decade, through increased research in habitat mapping and remote sensing techniques, and regular monitoring of the seafloor environment.
To be useful in a distribution modelling context, environmental variables should ideally represent limiting factors, resources or disturbances (natural or anthropogenic) causally linked to the species of interest and its habitat (Guisan & Zimmermann 2000 , Guisan & Thuiller 2005 , Elith & Leathwick 2009 ). For our predictors, we chose 10 environmental variables thought to influence benthic habitat and species (e.g. Pearson & Rosenberg 1987 , Heip & Craeymeersch 1995 , Callaway et al. 2002 , Wieking & Kröncke 2005 . However, in many cases we used modelled environmental data (e.g. bottom water temperature and salinity, tidal stress, annual primary production), which might have added to uncertainty of the SDM outputs. Nevertheless, variables acting near the sea bottom are particularly influential for benthic ecosystems. Thus, sea surface data, which are often more readily available, may not reflect seafloor conditions sufficiently. The differences in the spatial resolution of the original environmental variables and the interpolation to a standardised grid size needed for the application of the models may also have impacted the predictive output of the SDM (e.g. Guisan & Zimmer mann 2000 , Austin & Van Niel 2011 . Environmental variables with a distinct small-scale patchiness (e.g. sediment composition) will be more affected by differences in resolution than variables with less intrinsic variability (e.g. temperature). Thus, the sediment composition variables used in this study might only partly represent the fine-scale resolution necessary for a predictor variable over such a large scale. Indeed, the contributions of single environmental variables to the MAXENT results in our study showed that sediment composition was of minor importance for the distribution predictions of most species, with the exception of the echinoderm Brissopsis lyrifera (Fig. 4) . Sediment characteristics have often been found to affect benthic infaunal community patterns (e.g. Rees et al. 1999 , Callaway et al. 2002 , van Hoey et al. 2004 , Schratzberger et al. 2006 and were primarily used to develop a SDM for polychaete distribution in the southern North Sea (Meiß -ner et al. 2008) . Besides the methodological problems mentioned above, we assume that the relative importance of the influencing factors may vary with the spatial scale and the autecological characteristics of the species. Thus, on a smaller spatial scale, the distribution of benthic species might be more closely linked to sediment characteristics and small-scale bottom topography, whereas on larger scales, hydrologic and climatic variables might be more important (Reiss et al. 2010) . This possible scale dependency should also be considered when transferring models developed for one region to another (e.g. , Elith & Leathwick 2009 ).
Bottom temperature and depth influenced distributions of many benthic species in our study. While depth is an indirect proxy for several environmental variables, many studies assume temperature to be an important variable for benthic species and community distributions (e.g. Callaway et al. 2002 , Neumann et al. 2009 , Reiss et al. 2010 . For example, the amphipod Megaluropus agilis and the echinoderm Acrocnida brachiata are sensitive to changes in water temperature in the North Sea (Wieking & Kröncke 2003) , which was also evident in the MAX-ENT results. Temperature also influenced the distribution of other characteristic species, such as Corbula gibba, Magelona johnstoni, Tellina fabula or Urothoe poseidonis. It is important to recognise that correla-tive approaches such as SDMs do not reveal cause-effect relationships between environmental variables and benthic fauna. Surrogate variables, such as water depth, might be especially useful in a correlative approach to predict actual distribution, but cause-effect relationships must be better understood to enable reliable predictions of distribution shifts in changing environments.
One main objective of applying distribution modelling methods to marine benthic species is to predict changes of distribution patterns in response to climate change. Our results demonstrate the utility of the different models for predicting potential distributions of North Sea benthic species and the importance of climatic variables such as bottom temperature. We do not suggest equal applicability of these models for the prediction of future distributions under different climates (Pearson & Dawson 2003 , Hampe 2004 , Thuiller 2004 , Araújo et al. 2005 . The main problem for prognostic species distribution modelling is that processes such as species interactions, habitat change, rapid evolutionary changes, and dispersal range and barriers are not included in most of the modelling approaches. Changes in species interactions (predation, competition, symbiosis) can significantly affect species distributions (e.g. Mouritsen et al. 2005 , Traill et al. 2010 , which might be further altered by invasions of non-native species facilitated by climate change, resulting in novel combinations of species (Walther et al. 2009 ). As the modelled species distribution is based on present-day conditions, future changes in species interactions are not considered and this can lead to erroneous model predictions. Although species interactions are expected to be less important on a global or regional scale (e.g. North Sea) than on a local scale, Araújo & Luoto (2007) have demonstrated effects of species interactions on these macro-scales.
This study focused on predicting the probability of species occurrences, but quantitative predictions (e.g. abundance or biomass) of marine benthic species are also needed in order to understand largescale ecosystem processes. Estimating abundance simply by using the probability of occurrence as a proxy is not possible (at least for the benthic species analysed in this study), because these 2 parameters are not significantly correlated (H. Reiss unpubl. data). Thus, Bayesian and other modelling approaches will be necessary tools in future prediction of quantitative characteristics of species distribution (Pearce & Boyce 2006 , Potts & Elith 2006 , Anadón et al. 2010 , Chakraborty et al. 2010 . These approaches will be especially valuable for the marine benthic environment, where sampling and observation depend on point data records. 
