We study the applicability of partially supervised text classification to junk mail filtering, where a given set of junk messages serve as positive examples while the messages received by a user are unlabeled examples, but there are no negative examples. Supplying a junk mail filter with a large set of junk mails could result in an algorithm that learns to filter junk mail without user intervention and thus would significantly improve the usability of an e-mail client. We study several learning algorithms that take care of the unlabeled examples in different ways and present experimental results.
Introduction
Junk mail filtering is the problem of detecting junk messages (spam, UCE, unrequested mass emailings of commercial, pornographic or otherwise inappropriate content) in a stream of e-mails received by a user. Under the assumption that junk mail can be distinguished from legitimate (non junk) mail in terms of style and vocabulary, the problem can be rephrased as a text classification problem, and machine learning techniques can be employed to learn a classifier from examples (Sahami et al., 1998; Drucker et al., 1999) .
A supervised learning algorithm needs examples of junk mail and legitimate mail to learn the difference in the distribution of words between the two classes. It cannot be pretrained by a software vendor, because legitimate mail depends very much on the individual user. Rather, examples of legitimate and junk mail must be given to the learner by the user.
From a user's perspective it would be preferable to have a junk filter that requires as little intervention from the user as possible, in order to learn to filter junk mail. It is long known that unlabeled data can reduce the amount of labeled data that is required to learn a classifier (Dempster et al., 1977) , and recently it has been shown how unlabeled data can be exploited in text classification (Nigam et al., 2000) . Moreover, one can even learn text classifiers from labeled examples of one class alone, when these are augmented with unlabeled examples. This type of learning to classify text is called partially supervised text classification (Denis et al., 2002; Liu et al., 2002) .
The class for which a partially supervised learner has access to labeled examples is called the positive class. In the context of junk mail filtering, junk mails constitute the positive class, while the e-mails received by the user are unlabeled examples. Since junk e-mail can be collected automatically quite easily in large quantities and with high purity, it can be given to the learner as positive examples by the vendor of a junk filter instead by the user.
In this paper we study the applicability of learning from positive and unlabeled examples for junk mail filtering. An algorithm that learns to filter junk mail from the user's incoming e-mail when supplied with a large collection of junk mail, without user intervention, could significantly improve the usability of an e-mail client.
In typical applications of partially supervised text classification, e.g. the identification of interesting websites for a user, the positive examples usually depend on the user, while there is a large set of unlabeled examples. In contrast, in junk mail filtering, unlabeled examples (e-mails received by a user) are not available instantly in large quantities but must be accumulated over time, while positive examples (junk e-mails) do not depend on a particular user and are readily available in large quantities.
In this paper, we study the situation where a learner is initially given a sufficiently large set of positive examples (junk e-mails), and receives unlabeled examples from a stream (messages received by the user). The learner's task is to label each unlabeled example as positive (junk) or negative (legitimate) when it is received from the stream. At the same time, the learner must employ some strategy to exploit the information about the negative class contained in the examples from the stream, as the stream is the only source of negative examples. We study several learner architectures with different strategies and compare their learning success rates.
The paper proceeds as follows. In Sect. 2 we discuss related work, especially in the framework of partially supervised text classification. In Sect. 3 we define the statistical framework used in this paper. In Sect. 4 we describe the different learner architectures studied in this paper. Sect. 5 describes some experiments and discusses the results. Finally, in Sect. 6 we draw some conclusions.
Related Work
That learning from positive examples alone with the help of unlabled examples is possible was shown by Denis (1998) in a theoretical study in the context of PAC learning. Liu et al. (2002) proved an upper bound on the expected error of a classifier that is selected such that all positive examples are classified correctly, and the number of unlabeled examples classified as positive is minimized. In the case where the class labels are noisy or the hypotheses space is not powerful enough to learn the true classification, the expected error can still be bounded by choosing a classifier that correctly classifies a fraction r of the positive examples.
Unfortunately the number of unlabeled examples required to obtain a good classifier is quite large. A junk mail filter must collect unlabeled examples during operation and has no unlabeled examples at all when it gets operational for the first time. Standard methods for incorporating unlabeled examples, like the EM algorithm (Dempster et al., 1977; Nigam et al., 2000) may not work well in this situation. The question addressed in this paper is thus how good a learner can be when it has many positive examples but few unlabeled examples, and how fast it can improve as it collects more unlabeled examples.
The key problem in partially supervised classification is to identify negative examples in the unlabeled data to train a classifier. Li and Liu (2003) use the Rochio algorithm to find reliable negative examples among the unlabeled examples, and then apply a support vector machine (SVM) iteratively to find more negative examples, and to select a classifier. remove positive examples from the unlabeled data by identifying strong positive features, and use the remaining data as negative examples to train an SVM.
A different method to obtain a classifier from positive and unlabeled examples was proposed by Denis et al. (2002) . Instead of finding negative examples, the positive Naive Bayes algorithm estimates the distribution of words in the negative class from the distributions in the positive and unlabeled examples. We present this algorithm in Sect. 3.2.
Another problem closely related to partially supervised text classification is the problem of describing a class of objects when only examples of that class are given. This is sometimes called oneclass classification or novelty detection (Manevitz and Yousef, 2001 ). The one-class SVM is a variant of the traditional two-class SVM that identifies outliers in the set of examples and then uses traditional SVM to estimate the support of the target class. One-class classification does not require unlabeled examples.
The problem of learning during operation is also related to online learning, where the parameters of a classifier are constantly updated as new labeled examples are received (Chai et al., 2002) . To the best of our knowledge, online classifiers have not been applied to the situation where only positive labeled examples are available. In addition, whereas an online classifier is first trained from an initial training set and then updated during operation, this paper studies learning that begins when the first input message is received, with no prior training.
Bayesian Framework

Naive Bayes
We use a Naive Bayesian classifier to classify messages as junk or legitimate. The Naive Bayes classifier is based on a probabilistic model of text generation. It assumes that a message is generated by a mixture model by first choosing the category c j ∈ C = {junk, legit} of the message according to a prior probability P (c j |θ), where θ denotes the mixture parameters, and then generating the message according to some probabilistic model whose parameters depend on c j . We use a multinomial model of text generation (McCallum and Nigam, 1998) . In this model, a document d i is generated by choosing its length |d i | according to some distribution P (|d i |) and then drawing |d i | words independently from a fixed vocabulary V according to the distribution P (w t |c j ; θ). The probability of d i in c j is given by the multinomial distribution:
Using Bayes' rule, we can compute the posterior probability that d i belongs to c j :
For a given document d i the Naive Bayes classifier selects the category c * that maximizes (3). Let D = {d 1 , . . . , d m } be a set of labeled training documents. The learning algorithm must estimate the parameters P (c j |θ) and P (w t |c j ; θ) from D. When D contains examples of both classes, this can be done using maximum likelihood estimates with Laplacean priors:
and P (w t |c j ;θ) = 1 + N (w t , c j )
where |c j | is the number of documents in c j and N (w t , c j ) is the number of occurrences of w t in c j .
Positive Naive Bayes
When the learner has only labeled examples of one class, but has access to unlabeled examples, it must estimate the parameters for the other class from the combination of labeled and unlabeled examples. Let 0 and 1 denote the negative and positive class, respectively. Denis et al. (2002) have shown how P (0|θ) and P (w t |0; θ) can be estimated from positive and unlabeled examples when P (1|θ) is known. 1 We set P (0|θ) = 1 − P (1|θ). Let P and U denote the sets of positive and unlabeled examples, respectively. P (w t |0; θ) will be estimated by projecting U to a set P ∪ N of positive and negative documents such that the positive and negative documents are distributed according to P (c j |θ), and the distribution of words in P ∪ N is most similar to U. Then P (w t |0; θ) can be estimated by estimating the number of occurrences of w t in N . The estimated number of negative documents is
Let N (X ), N (w) and N (w, X ) denote the number of word occurrences in X , the number of occurrences of w in P ∪ N and the number of occurrences of w in X , respectively. Assuming that documents in U are generated according to the distribution given by θ, the estimated number of 1 Our presentation differs slightly from Denis et al. (2002). word occurrences in P ∪ N iŝ
. (7) The second term is used as a lower bound to avoid documents of zero or negative length, especially when U is small (Denis et al., 2002) . The estimated number of word occurrences in N iŝ
Similarly, the estimated number of occurrences of w in P ∪ N iŝ
, N (w, P) .
(10) is the estimated number of occurrences of w in N .
Learner Architectures
We study the following scenario: A learner receives messages from a stream (called input messages), one at a time. Its task is to build a classifier and classify each input message when it is received. The category of the input message (junk or legitimate) is not known to the learner. The learner can build a new classifier for each new input message. To this end, it can memorize the input messages it has received. In addition, it has access to a fixed set of junk messages.
We study four different learner architectures. Each learner memorizes all the input messages it receives and employs a particular strategy to use the junk messages (positive examples) and the input messages (unlabeled examples) to build a Naive Bayes classifier. The static NB learner (SNB) simply considers each input message as a negative example (i.e. legitimate message) and uses the standard Naive Bayes parameter estimation as described in Sect. 3.1. The static PNB learner (SPNB) considers the stored input messages as mixed messages (i.e. junk and legitimate) and uses the positive Naive Bayes parameter estimation as described in Sect. 3.2. The static EM learner (SEM) uses the EM algorithm (Dempster et al., 1977; Nigam et al., 2000) to build a classifier. It builds an initial model by considering the stored input messages as negative examples, and then uses this model to assign probabilistic labels to the stored messages and iterates until the model converges or a maximum number of iterations is reached. The static PEM learner (SPEM) is like the static EM learner except that for the initial model, it considers the stored input messages as mixed examples and uses the positive Naive Bayes parameter estimation. We expect the model built by the static learners to improve over time as the number of negative examples in the memory increases. 2
Experiments
We performed experiments with the four learners described in Sect. 4 on two different e-mail corpora. The first corpus consists of 1397 junk messages and 500 mixed messages from the SpamAssassin public mail corpus. 3 We varied the amount of spam messages among the mixed messages between 15% and 50%. For the second corpus we used 2000 junk messages received by the author between January 22, 1998 and August 22, 2002, and 500 mixed e-mails received between October 16 and October 20, 2003 as input messages. 43% of the mixed messages were spam messages. We extracted the text of each message and removed everything else, including all e-mail headers. The text was then tokenized, counting alphabetic sequences, numbers and all other characters as tokens. We did not perform stemming, case normalization, removal of stop words or other preprocessing.
Each input message was fed to the learner, and the predicted label (junk or legitimate) was recorded. In order to reduce the size of the model and to avoid overfitting, we performed feature selection using mutual information (McCallum and Nigam, 1998) . We used 5000 features for all learners except SNB, for which we found that varying the number of features linearly from 500 for the first input message to 5000 for the 500th input message increased the classification accuracy slightly.
For SEM and SPEM, the number of EM iterations was limited to 5. We found that allowing more iterations had no effect on the classification. For SPNB and SPEM, the prior probability of the positive examples was fixed in each experiment and was given to the learner.
Precision is the percentage of true legitimate messages among the predicted legitimate messages, and recall is the percentage of true legitimate messages that are classified as legitimate:
Figures. 1 and 2 show legitimate recall and spam recall (the fraction of legitimate/spam messages that are classified as legitimate/spam) for the SpamAssassin messages with a spam proportion (spam prior) of 40%, accumulated over the number of messages received, i.e. at any number of messages, the recall value for the messages received up to that point is shown. SNB and SEM have higher legitimate recall but much lower spam recall than SPNB and SPEM which consider the input messages as mixed messages for training.
In the next experiment, we investigated the effect of the spam proportion on the behaviour of the learners. Table 1 shows classification results for four different versions of the SpamAssassin (SA) corpus, where the spam proportion varies from 15% to 50%. In addition, the results for the private E-mail corpus is shown. In general, the learners that use the positive Naive Bayes parameter estimation have lower legitimate recall but higher spam recall, for all spam proportions, but the effect gets more pronounced for higher spam rates.
In another experiment, we varied the number of junk messages given to the learner. We show results for SNB and SPNB on the SpamAssassin corpus with 40% spam in Table 2 . Both SNB and SPNB loose spam recall when provided with less junk messages, but for SNB the effect is much more pronounced.
Conclusions
We have defined the setting of learning to filter junk mail from the e-mails received by a user, without intervention of the user, by providing the learner with a large set of junk mails as positive examples. We have described several learner architectures for this setting. In particular, we compared two strategies to exploit the unlabeled messages. The first one considers all messages received by the user as legitimate (i.e. non junk) messages, while the second one uses the positive Naive Bayes algorithm of Denis et al. (2002) to estimate the distribution of the negative class from the positive and unlabeled examples.
Our experiments show that the positive Naive Bayes (PNB) algorithm achieves considerably higher spam recall, but at the cost of lower le- 
