A most important property of biochemical systems is robustness. Static robustness, e.g., homeostasis, is the insensitivity of a state against perturbations, whereas dynamics robustness, e.g., homeorhesis, is the insensitivity of a dynamic process. In contrast to the extensively studied static robustness, dynamics robustness, i.e., how a system creates an invariant temporal profile against perturbations, is little explored despite transient dynamics being crucial for cellular fates and are reported to be robust experimentally. For example, the duration of a stimulus elicits different phenotypic responses, and signaling networks process and encode temporal information. Hence, robustness in time courses will be necessary for functional biochemical networks. Based on dynamical systems theory, we uncovered a general mechanism to achieve dynamics robustness. Using a three-stage linear signaling cascade as an example, we found that the temporal profiles and response duration post-stimulus is robust to perturbations against certain parameters. Then analyzing the linearized model, we elucidated the criteria of how such dynamics robustness emerges in signaling networks. We found that changes in the upstream modules are masked in the cascade, and that the response duration is mainly controlled by the rate-limiting module and organization of the cascade's kinetics. Specifically, we found two necessary conditions for dynamics robustness in signaling cascades: 1) Constraint on the rate-limiting process: The phosphatase activity in the perturbed module is not the slowest. 2) Constraints on the initial conditions: The kinase activity needs to be fast enough such that each module is saturated even with fast phosphatase activity and upstream information is attenuated. We discussed the relevance of such robustness to several biological examples and the validity of the above conditions therein. Given the applicability of dynamics robustness to a variety of systems, it will provide a general basis for how biological systems function dynamically.
Our results are organized as follows : We study a simple model of basic linear signaling 66 cascade and see how perturbing the parameters in the model affect the relaxation time 67 courses. We first focus on perturbing the phosphatase parameters as they are known to 68 tend to control the duration in a signaling cascade. We then show how perturbing the 69 kinase activities affect the results. Next, we analyze the linearized and normalized model 70 of the aforementioned basic linear cascade to determine what underlying features of the 71 cascade architecture causes dynamics robustness. From this analysis, we derive the 72 conditions under which dynamics robustness is expected to emerge. Finally, we examine 73 a more complicated mass-action model of a MAPK cascade to verify whether the results 74 observed in the simple model are indeed features of a more biologically inspired model. 75 Dynamics Robustness in the Heinrich Model 76 We first examined the Heinrich model of a general, linear signaling cascade (a detailed 77 description can be found in the Methods Section). The basic idea is that a stimulus, the 78 concentration of E 0 , activates a kinase, i.e., converts M 0 to M p 0 , which goes on to 79 activate a kinase downstream. This process occurs in three steps, and the concentration 80 of the final activated kinase, M p 2 , is considered the output response. is set equal to zero and the system begins to relax into a deactivated state. Because it 84 has been reported that phosphatase activity controls the duration more than the kinase 85 activity [19, 22] , we individually perturbed the total phosphatase activity at each layer 86 and computed the new temporal profile to see if it remains robust. The parameters were 87 chosen to reflect the same organization as the biologically relevant MAPK cascade 88 parameters reported in [18] (see Supporting Information); the kinase activities are 89 relatively fast, and the phosphatase rate constants are organized relatively as 90 fast-slow-fast in the three stage setup. The specific values from this parameter set 91 Table 1 .
93
The results for the Heinrich model are plotted in Fig. 1 . There is an interesting 94 parameter region where the temporal profiles are close together despite 0 decreasing 95 from 10 2 to 10 2 (Fig. 1A) . There is a similar parameter region for 2 (Fig. 1C) . In a 96 certain range of 0 and 2 , the temporal profiles do not change based on the 97 phosphatase activity. See Fig S2 for the difference of the temporal profiles against 98 changes in the phosphatase activity. However, there is no such parameter region in 99 which the temporal profiles are not changed when 1 is perturbed (Fig. 1B) . The 100 temporal profiles of the output, M p 2 , show dynamics robustness against changes in the 101 phosphatase activity in the first and third layers, i.e., the time course profiles are robust 102 to perturbations in 0 and 2 .
103
As a simpler, analytically tractable measure for the robustness of the temporal 104 profiles, we numerically computed the half-life, #, which, as in [19] , is defined to be the 105 duration of the response. We plotted # as a function of i on a log-log scale in 106 Figs. 1D-F. In this paper, we focus our discussion on the relaxation process of strongly 107 activated cascades because the dynamics of a weakly activated signaling cascade are 108 fundamentally different, and do not involve a significant relaxation time course. To 109 clearly describe the criterion of activation, we introduce the parameter
which is the ratio of the phosphorylated substrate to the total substrate in i th module. 111 As we are interested in the response dynamics of the cascade, the initial activation g 2 112 should be sufficiently high. Henceforth, we use the criterion that the cascade is activated 113 if g 2 > 0.5 (although the value 0.5 itself is not essential). We color the inactivated region 114 in gray in Figs. 1D-F and focus on the dynamics in the region of strong activation.
115
As an indicator of robustness of # against perturbations in i , we use the notion of 116 logarithmic gain (see Methods section). In a typical case, such as in a single layered 117 cascade, the logarithmic gain of the duration versus phosphatase activity would be 1, 118 i.e., the duration is inversely proportional to the phosphatase activity, as expected by 119 the relaxation form exp( t). The regions between the dashed vertical lines in 120 Figs. 1D and F represent where the magnitude of the logarithmic gain is less than 0.3, 121 which is distinctly smaller than 1. These flatter slopes indicate that the duration is 122 robust against changes in 0 and 2 .
123
In Figs. 1D and F, the black circle, which represents the i value from Table S2 and 124 the corresponding # value, is in the region of duration robustness, which means that 125 with this parameter set reflecting actual kinetics in signaling cascades, the duration is 126 robust to perturbations in the phosphatase activity in the first and last layer of the 127 cascade ( 0 and 2 respectively). However, the second module is sensitive to 128 perturbations in the phosphatase activity.
129
In all three cases, there are common features in the plots of the duration. As 130 mentioned earlier, if the phosphatase activity in any layer is too high, then the system is 131 4/15 (E), and 2 (F). # is plotted for the left y-axis. The initial phosphorylation level of M 2 (i.e., g 2 ) as a function of i corresponds to the right y-axis. When g 2 < 0.5, we consider the system to be in a deactivated state and color this region in gray. In between the vertical dashed lines, the system is in an activated state and the magnitude of the logarithmic gain of # with respect to i is less than 0.3. A magenta triangle indicates where i becomes the minimum value. A black dot indicates the # with the parameters from Table S2 . Although linear signaling cascades can show duration robustness against perturbations 141 in the phosphatase concentrations, it is still unclear what effects the kinase activity has. 142 Therefore, we computed the duration versus phosphatase activity (# vs. i ) for different 143 values of ↵ i (Fig. 2 ).
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144
Increasing ↵ 0 expands the interval of duration robustness for 0 , since the upper 145 limit is increased while the lower limit remains fixed ( Fig. 2A ). This increase of ↵ 0 , 146 however, does not expand the duration for varied 1 (Fig. 2B ). On the other hand, 147 increasing ↵ 1 expands the interval of duration robustness both for 0 and for 1 : the 148 slope of # against 1 is flatter, resulting in the appearance of the region for duration 149 robustness for 1 .
150
Here, the upper limit of duration robustness is roughly given by the largest value of i , which we call max i , at which the system is activated. The max i values are marked in Figs. 2A, B , D, and E. By using the criterion of g 2 , max i is given by the maximal value of i that satisfies g 2 ( i ) > 0.5. max i is then used as an indicator for the upper limit of the interval of duration robustness. To derive an expression for max i , we see that g i ,
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the phosphorylation level at each stage, can be written as a sequence of iterations:
If changes in the kinase activity cause changes in max i , then the region of duration 151 robustness will change as seen in Fig. 2 and hence, has a negligible effect on the interval of duration robustness for i . This is 155 somewhat counterintuitive because one usually considers alterations propagating Fig. S3 ). This strongly suggests that the nonlinear kinetics are 172 not important for duration robustness, although we will show that the nonlinearity of g 2 173 as a function of i does play a crucial role.
is just a linear combination of exponentials:
The duration (the time # such that m p 2 (#) = 0.5) can be approximated by:
The pertinent question is how # is made robust to changes in i . If i is the minimum 175 value, then the duration according to Eq. 2 is roughly inversely proportional to i , 176 which means that the logarithmic gain is going to be around 1. In fact, in the limit as 177 i goes to 0, the logarithmic gain converges to 1. In this case, accordingly, there is no 178 7/15 duration robustness. Hence, to have duration robustness against i , the first constraint 179 is
which we refer to as the constraint on the rate-limiting process.
181
The lower limit of the i interval in which duration robustness emerges is 182 determined by this rate-limiting condition; however, this condition is not sufficient to 183 determine the upper limit of the interval of i . As already discussed, the initial 184 phosphorylation level g 2 at the output layer has to be sufficiently activated, and as 185 shown in Fig. 3 , the upper limit is strongly related to this initial phosphorylation level 186 g 2 . Indeed, we can use Eq. 2 to understand this behavior analytically. Suppose that k 187 is the minimum value and that i 6 = k. Then the logarithmic gain is given by:
Therefore, if the logarithmic gain of c k with respect to i is small, then duration 189 robustness will emerge. As shown in the Supporting Information, @ log(c k ) @ log( i ) is strongly
If g 2 has a sigmoidal nature as seen in Fig. 3 , then it has two regions where it is 192 relatively constant with respect to i and a transition state between the two relatively 193 constant regions. If this transition occurs before the module becomes rate limiting, then 194 duration robustness will emerge because g 2 will have a weak dependence on i . As 195 mentioned previously in relationship with Eq. 1, changes in upstream kinase activity 196 have a negligible effect on g 2 , i.e., upstream information is shielded. Hence to increase 197 the transition point and expand the region of duration robustness in the i th module, it 198 is necessary that there exists some j i such that j ⌧ ↵ j . In other words, it is 199 necessary that in a module downstream, the kinase activity relative to the phosphatase 200 activity needs to be very fast. We refer to this constraint regarding g 2 as the constraint 201 on initial conditions.
202
The arguments based on Eqs. 1 and 2 can be extended to an N-stage cascade, and the conditions needed to generate duration robustness in the i th module can be summarized as
where the first condition represents the constraint on the rate-limiting process, and the 203 latter two conditions give the constraint on the initial conditions.
204
The arguments made for the linearization can also be extended to general linear 205 signaling cascades. The rate-limiting condition can easily be understood using slow 206 manifold theory. The eigenmodes of a linear signaling cascade are proportional to the 207 phosphatase activity. Likewise, the phosphorylation levels at each stage do display a 208 switch-like nature. Because the kinase activity controls the phosphorylation levels, both 209 constraints, i.e., the rate-limiting condition and the constraint on the initial conditions, 210 will also be necessary in any model of a linear signaling cascade.
211
Note that while both the original and linearized Heinrich models display duration 212 robustness, the original Heinrich model displays a stronger type of dynamics robustness 213 in the sense that the time-course profiles themselves are robust to changes in i under 214 certain conditions (see Fig. 1 and Fig. S3 ). This is mainly because in the linear model, 215 the response is unsaturated and can vary, whereas the response in the nonlinear model 216 is saturated, bounded, and decreasing for all relevant parameter regimes. 
Dynamics Robustness in the Huang Ferrell Model
218
To verify the general results on a more biologically inspired system, we next examined 219 the Huang Ferrell (HF) model [18] of a linear signaling cascade (for a detailed 220 description, see Supporting Information). This model is a complete mass action 221 description of a MAPK signaling pathway, which is a linear cascade with three layers.
222
The middle and last layers represent double phosphorylation events, which lead to 223 ultrasensitivity [18] . The HF model also explicitly assumes that a phosphatase at each 224 layer removes the active phosphate groups, and thus, the phosphatase activity is directly 225 proportional to the total phosphatase concentration, P tot i , in each layer. The results in 226 Fig. 4 demonstrate that duration robustness is also a property of the HF model. There 227 are parameter regimes where the duration of the relaxation is insensitive to In the present paper, we have demonstrated that dynamics robustness, i.e., the 235 insensitivity of the time courses against changes in certain parameters, is observed in 236 the relaxation process of signaling cascades. By using a general linear cascading system, 237 the time course of the output layer downstream is shown to be almost insensitive to 238 changes in upstream parameters. As a consequence of dynamics robustness, the 239 duration in which activated state lasts is also robust to parameter changes, a property 240 we termed duration robustness. By analyzing the cascading process, the conditions for 241 duration robustness are given by the constraint on the rate-limiting process and on the 242 initial conditions. Since multiple layers are needed to generate duration robustness, this 243 suggests that this property is a byproduct of how temporal information is processed 244 downstream. Conditions for duration robustness 246 We have shown that linear signaling cascades of varying complexity display duration 247 robustness against perturbations in the phosphatase activity in the i th stage, and that 248 two main conditions are responsible for this phenomenon: 249 1) The constraint on the rate-limiting process. The phosphatase activity in the 250 i th stage, i , should not be the minimum value. This unfortunately means that the 251 slowest module in a linear cascade will not display duration robustness. This constraint 252 determines the lower limit for the range of duration robustness, i.e., < i . If i is the 253 minimum value in the cascade, then the duration time is inversely proportional to i 254 as described by usual relaxation processes. In general linear signaling cascades, this 255 means that the phosphatase activity in module i should not be the slowest. For certain 256 parameter regions, our results are contrary to the idea that upstream phosphatase 257 activity controls the duration of the system more than downstream in a strongly 258 activated cascade [19] . 259 2) The constraint on the initial conditions. To achieve duration robustness, the 260 initial phosphorylation level of the output layer also has to be robust. For the Heinrich 261 model, the initial phosphorylation level, g i , is given as a sequence of iterations as Eq. 1, 262 and if the kinase activity in some layer is sufficiently high, g i will be robust against 263 changes in the upstream phosphatase activity. In other words, information at upstream 264 layers is shielded by the strong kinase activity. This constraint determines the upper 265 limit for duration robustness. effect, due to the saturation of the phosphorylation. This determines the upper limit of 272 i for the region of duration robustness.
273
In general, linear signaling cascades do display such saturation, as a result of conservation of the substrate at each layer, and as for the Heinrich model, the steady-state phosphorylation level in i th layer could be given as
, concentration of linear cascades as retroactivity [23] , whereas our upstream propagation 280 in the duration robustness is a different type of retroactivity since it concerns with the 281 initial condition for shielding the information.
282
Biological Relevance
283
Our results showed that within the range of a biologically relevant parameter set of a
284
MAPK signaling pathway reported in [18] , the duration and temporal profile of a 285 strongly activated response are robust against perturbations in the phosphatase 286 activities in the first and last modules. Past research has shown that temporal profiles 287 of signaling cascades upon different inputs can lead to drastically different behaviors in 288 cells. As mentioned earlier, transient versus sustained activation leads to different 289 developmental responses [12, 13] , and the behavior of transients in the p53 pathway is 290 important to understanding certain types of cancer [15] . Our theory of dynamics 291 robustness suggests that the transients involved in such decision processes can be robust 292 to internal fluctuations in the concentrations of enzymes. We claim that stronger kinase 293 activities are important for generating robust temporal profiles and that such a 294 relationship will be verified experimentally.
295
The fast-slow-fast organization of the kinetics in the three-stage cascade is not 296 necessary for dynamics robustness since it is observed in two-stage cascades as well. We 297 looked at other kinetic organizations and their results intuitively agreed with the results 298 in this paper; the rate-limiting module tends to control the duration and the other 299 modules display robustness under the constraints discussed. Whether the fast-slow-fast 300 organization is a byproduct of another selected property or is selected for a beneficial 301 trait regarding dynamics robustness is unknown. However, one possible benefit is the 302 emergence of a plateauing response as observed in Fig. 4(A) and Fig. 1(A) . In this 303 plateauing behavior, the response remains in a quasi-steady state before decaying 304 exponentially. It is possible that a three-stage linear cascade may be used to store 305 information in one of these reliably timed plateaus. Dynamics robustness may explain 306 the reliability of the response, but future work is needed to explain the mechanism of 307 the plateauing response and its relationship with dynamics robustness. This type of 308 plateauing response has been discussed before as kinetic memory in other biochemical 309 systems [24, 25] and such memory will also emerge in a linear cascade with a 310 fast-slow-fast organization.
311
As a design principle, a signaling cascade with the conditions discussed previously 312 are ideal for robust transients and this parameter organization is reflected in [18] . Since 313 reliably timed transients are useful in signal processing, robustness would make such 314 properties evolutionarily feasible. Indeed, a repetitive cascade structure would be easily 315
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evolvable by gene duplication [26, 27] , wherein the function of the original cascade is 316 safeguarded by robust parameters. 317 We focused on linear signaling cascades because of the recent interest in their 318 temporal dynamics, but our idea of dynamics robustness can be generalized to any 319 biochemical network. Two common properties of the cascade architectures we examined 320 were mass conservation and an active molecule working as a kinase downstream. This
321
suggests that such robustness can be achieved by similar designs such as the chromosome segregation during mitosis [28, 29] , and these reliably-timed processes might 326 be considered as a demonstration of dynamics robustness. Such robustness should be an 327 essential property to many biological systems, and the expansion of the present 328 formulation will provide a future fruitful area of research.
329
The concept and explicit results of dynamics robustness we have presented here 330 should be timely and of importance. In many biological phenomena, the time course, 331 such as the response against external stimuli or the developmental process, is crucially 332 important, and must be sufficiently robust to perturbations. This point has been noted 333 before, but so far there is no theory for such dynamics robustness. For example, the 334 scale invariance of time course has gathered much attention as 335 fold-change-detection [30] . Dynamics robustness concerns with the insensitivity to 336 external changes rather than the scale invariance of time courses, and does not require 337 strong constraints as imposed in the fold-change-detection. Dynamics robustness can 338 appear in a cascading system in general, by shielding upstream parameter changes.
339
Thus it will have broader impacts and applications. 340 We demonstrated this dynamics robustness in standard models of signal 341 transduction. As these models are based on experimental data, and agree rather well 342 with them, our dynamics robustness can be straightforwardly confirmed in cell-signaling 343 experiments. Also considering the generality of our results, many other experimental 344 topics will benefit from dynamics robustness.
345
Models and Methods
346
We looked at different models of varying complexity. Although we use the nomenclature 347 of kinases and phosphatases to represent the activating enzymes and deactivating 348 enzymes, our model can be applied generally to any linear signaling cascade. We used 349 mass action kinetics to simulate the chemical reactions, and all of our equations were 350 solved using MATLAB's (version R2009a) built-in numerical integrator ode15s. 351 Heinrich Model In the Heinrich model described in [19] and diagrammed in Fig. 5 activated is↵ i , and the first order deactivation rate for M p i is i . We assume that after 355 an initial, constant stimulus and equilibration of the system, the receptor is immediately 356 shut off and the system relaxes.
357
There are a few major simplifying assumptions in this model that make it useful for examining the qualitative behavior of linear cascades. The assumptions are that the intermediate complexes formed by each kinase-substrate pair is negligible, that the backward reaction from the complexes is insignificant, and that the active phosphatase concentration is nearly constant. This means that the phosphatases and the intermediate complexes can be ignored, the desphosphorylation rate can be expressed as a first-order reaction rate, and that the sum of the inactive and active forms of each 12/15 .
The concentration of M p 2 is considered the output response. After the system reaches a steady-state, at time t = 0, the stimulus is immediately removed, and the system then settles into a deactivated state.
represents the total amount of substrate M i . Although these assumptions ignore some details, they enable us to analyze the models mathematically while still capturing the overall behavior of a signaling cascade. The corresponding set of equations post-stimulus is:
We note that Eqs. 6 is equivalent to Heinrich's model, albeit with a slightly different form. An equivalent normalized model, i.e., where m p i (0) = 1, has the form:
where ↵ 0 =↵ 0 E init 0 and ↵ i =↵ i M tot i 1 are the effective kinase activities.
358
Logarithmic Gain How robust a system is to a perturbation in a parameter is 359 quantitatively measured by logarithmic gain. If one plots the dependent variable (say y) 360 against a parameter (say x) on a log-log scale, then the logarithmic gain at a point is 361 the slope of the tangent at that point. In other words, the logarithmic gain at a point 362
Output P 2 Figure S1 : Diagram of the Huang and Ferrell Model. Unlike the Heinrich model, the HF model assumes double phosphorylation events, i.e., two phosphate groups are needed to fully activate M 1 and M 2 . Once the system reaches an equilibrium state, the stimulus at the top layer is removed at a rate of .
In the original Huang and Ferrell (HF) model, an input stimuli, E 0 , activates a MAP-kinase at the top layer. We labeled this substrate, M 0 . We note that our labels are di↵erent from the labels Huang and Ferrell used so we could be consistent with other models in this paper. The activated form, M p 0 , can be deactivated by P 0 , or it can go on to activate a MAP-kinase downstream, M 1 . Using Xenopus oocyte extracts as a model, Huang and Ferrell assumed that two phosphorylation events are needed to activate M 1 and the next MAP-kinase downstream, M 2 . Likewise, the activated form, M pp 1 , is deactivated by the phosphatase P 1 in a two step process, and M pp 2 is dephosphorylated by P 2 in a two step process. The M pp 2 concentration is regarded as the response. The rate equations are derived by mass action assumptions. The kinetic parameters that Huang and Ferrell used, which reflect actual parameters experimentally derived, are listed in Table S1 . To best illustrate the concept of dynamics robustness, the basal phosphatase concentrations we used are slightly di↵erent from the original Huang and Ferrell parameters.
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As in the Heinrich model, we gave the system an initial input with strength E init 0 . We allowed the system to reach an equilibrium state, and then removed the stimulus at a rate of . Because the HF model assumes complex formation, it was necessary to specifically remove the stimulus instead of simply setting it equal to zero as was done in the Heinrich model.
The stoichiometry of the Huang-Ferrell model [1] with enzyme destruction is given by:
and the corresponding mass-action system is given by:
where the last six equations represent the conserved quantities. Table S1 : Parameters used for the Huang and Ferrell model. The original parameters from [1] are displayed in the third column. The parameters used for our results are within a reasonable range of the original parameter set, but are slightly di↵erent to better exemplify dynamics robustness. 
Heinrich and HF Model Parameters
Parameter Value Parameter Value
Model
Here we display the time-course profiles, the L 2 norm between consecutive temporal profiles, the duration, and the logarithmic gain of the duration with respect to changes in the phosphatase activity for the Heinrich, Linearized
Heinrich, and the HF models.
Heinrich Model. In Fig. S2(A) , we set 1 and 2 equal to their base values from Table S2 . We then integrated the Heinrich model for each of the 0 values taken from the set { 0 0 , 1 0 , . . . , 37 0 , 38 0 } = {10 4.0 , 10 3.8 , . . . , 10 3.4 , 10 3.6 }. There is an interesting point where changing 0 does not alter the temporal profiles by very much. To measure how close the time-course profiles are, in Fig. S2(B) , we computed the L 2 norm between consecutive temporal profiles from Fig. S2(A) . In other words, we computed
where ⌧ = log 10 (t) and the integral is approximated using Matlab's trapz method over the interval [ 2, 4 + log 10 (6)]. In Fig. S2(C) , we computed the half-life for the Heinrich model for each of the 0 values taken from the set { 0 0 , 1 0 , . . . , 151 0 , 152 0 } = {10 4.0 , 10 3.95 , . . . , 10 3.55 , 10 3.6 }. In Fig. S2(D) , we numerically approximated the logarithmic gain of the duration versus changes in 0 using Matlab's di↵ method on the results in Fig. S2(C) . In Fig. S2(E-H) , we repeated the experiment except setting 0 and 2 to their base values from Table S2 and varied 1 . In Fig. S2 (I-L), 0 and 1 are set to their base values from Table S2 and 2 is varied. The results show that there is an interval of 0 where the system is in an activated state and the temporal profiles and their duration are very robust against perturbations in 0 . Likewise for 2 , albeit with a weaker robustness compared to 0 . However, no such interval exists for 1 .
Linearized Heinrich Model. The same experiment as for the Heinrich model was performed for its linearization about the origin and the results are displayed in Fig. S3 . Unlike in the Heinrich model, the temporal profiles are not very robust to changes in i when the system is in an activated state. However, the results for the duration in Fig. S3 (C,G,K) are remarkably similar to the results for the nonlinear model in Fig. S2(C,G,K) .
This suggests that while the nonlinear kinetics are important for achieving dynamics robustness in the Heinrich model, the nonlinear kinetics are not important for achieving duration robustness.
HF Model. The same experiment as for the Heinrich model was performed for the HF model and the results are displayed in Fig. S4 . In Fig. S4(A) , we set P tot 1 and P tot 2 equal to their base values from Table S1. We Fig. S4(B) , we computed the L 2 norm in the di↵erence between consecutive temporal profiles. We integrated over the log of time and over the interval [ 2, 4] . In Fig. S4(C Fig. S4(D) , we numerically approximated the logarithmic gain of the duration versus changes in P tot 0 . We then repeated the experiment in the same manner as in the Heinrich results to generate the other plots. The results are qualitatively similar as the Heinrich results in Fig. S2 , which suggests that dynamics robustness and duration robustness are intrinsic properties of linear signaling cascades. 
Logarithmic Gains
In the main text it was shown that @ log(#) @ log( i )
, where i and k are such that k is the minimum value and i 6 = k. Our goal is to determine under what conditions is @ log(#) @ log( i ) ⌧ 1.
Case I: 0 is minimum value, and duration robustness with respect to 1 . First, let us consider the case when 0 is the minimum value, and under what conditions will the duration be robust to changes in 1 . We have that
.
Hence,
. Therefore, @ log(#) @ log( 1 ) = 1 log(2) + log(c 0 )
Thus, to minimize @ log(#) @ log( 1 ) when 1 is su ciently larger than 0 , it is necessary to maximize c 0 and to minimize @ log(g2) @ log( 1 ) . Now, @ log(g 2 ) @ log( 1 )
Hence, if
then @ log(#) @ log( 1 ) will be minimized.
Case II: 0 is minimum value, and duration robustness with respect to 2 . A similar argument as above shows that the condition needed is
Case III: 1 is minimum value, and duration robustness with respect to 0 . In this case, we have that
◆ .
Hence, @ log(c 1 ) @ log( 0 ) = @ log(g 2 ) @ log( 0 )
It can be shown that the second term is equal to
The terms in the parentheses are all less than 1. Hence, |log(2) + log(c 1 )| can be maximized and @ log(c k ) @ log( i ) can be minimized if
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Case IV:
1 is minimum value, and duration robustness with respect to 2 . We have that @ log(c 1 ) @ log( 2 ) = @ log( 2 1 ) @ log( 2 ) @ log(g 2 ) @ log( 2 )
, and the same argument as Case I can be used to show the condition needed is
Case V and VI: 2 is minimum value, and duration robustness with respect to 0 , 1 . We have that
A similar analysis as above shows that the condition needed is that
Summary In all, given the constraint that the cascade is considered activated, the constraint on the initial conditions can be grouped together as:
