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ITERATES OF GENERIC POLYNOMIALS AND GENERIC
RATIONAL FUNCTIONS
J. JUUL
Dedicated to R.W.K. Odoni
Abstract. In 1985, Odoni showed that in characteristic 0 the Galois group of
the n-th iterate of the generic polynomial with degree d is as large as possible.
That is, he showed that this Galois group is the n-th wreath power of the
symmetric group Sd. We generalize this result to positive characteristic, as
well as to the generic rational function. These results can be applied to prove
certain density results in number theory, two of which are presented here. This
work was partially completed by the late R.W.K. Odoni in an unpublished
paper.
Several of the results proven in this paper were stated and proven by R.W.K.
Odoni in an unpublished preprint, including the polynomial versions of the Galois
theoretic results and the application presented in Section 6.2. Although the re-
sults and arguments given by Odoni in that manuscript are presented somewhat
differently here, his work on this project was invaluable in the completion of this
paper.
1. Introduction
Given a field K and a rational function ϕ ∈ K(x), we can form a sequence
of fields by adjoining the roots of successive iterates of ϕ. The Galois groups of
these field extensions have been studied since the 1980’s beginning with the work
of R.W.K. Odoni [18]. The area has seen a recent surge of interest due to its many
applications to density questions in number theory [22][12][10][13][14].
In his original paper [18], Odoni showed that if K is a number field, or more
generally a Hilbertian field with characteristic 0, then for any n, most polyno-
mials will have the property that the Galois group of the field extension formed
by adjoining the roots of the n-th iterate is as large as possible. This follows
directly from his result that the generic polynomial over any field of characteris-
tic 0 has this property. We generalize this result to rational functions defined over
Hilbertian fields with arbitrary characteristic and polynomial functions defined over
Hilbertian fields when the degree of the polynomial and the characteristic of the
field are not both 2. A Hilbertian field is a field K in which for any irreducible
polynomial f(t1, . . . , tr, x) ∈ K[t1, . . . , tr, x] there exists a1, . . . , ar ∈ K such that
f(a1, . . . , ar, x) is irreducible in K[x]. Examples of Hilbertian fields include Q,
number fields, and finite extensions of k(t) for any field k [7].
If ϕ(x) is any rational function in K(x), where K is a field, Gal(ϕ(x)/K) will
denote the Galois group of the splitting field of ϕ(x) over K. Let k be any field
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and let s0, s1, . . . , sd−1, u0, u1, . . . , ud, x be independent indeterminants over k. The
polynomial
G(x) = xd + sd−1x
d−1 + · · ·+ s0
is the generic monic polynomial of degree d over k. The rational function
Φ(x) =
xd + sd−1x
d−1 + . . .+ s0
udxd + ud−1xk−1 + . . .+ u0
is the generic rational function of degree d over k.
Define the field k(s) by k(s) := k(s0, s1, . . . , sd−1) and similarly define k(s,u) :=
k(s0, s1, . . . , sd−1, u0, u1, . . . , ud). In [18], Odoni shows that if chark = 0, then
Gal(Gn(x)/k(s)) is isomorphic to [Sd]
n, the n-th wreath power of the symmetric
group Sd. This group can be thought of as the group of automorphisms of the d-ary
rooted tree up to the n-th level. Wreath products are defined in Section 2.1.
Some of the arguments used in [18] do not extend to positive characteristic,
such as those dealing with the theory of monodromy groups on compact Riemann
surfaces and branch points of algebraic functions over C. Here, we instead use
algebraic and Galois theoretic arguments to show the following.
Theorem 1.1. For any field k, d > 1, and n ∈ N, Gal(Φn(x)/k(s,u)) ∼= [Sd]
n and
if (d, p) 6= (2, 2), then Gal(Gn(x)/k(s)) ∼= [Sd]
n.
It can be easily shown that, Gal(Gn(x)/k(s)) and Gal(Φn(x)/k(s,u)) must be
contained in [Sd]
n. The majority of the work in this paper involves showing that
these Galois groups contain [Sd]
n as well.
First, note that by passing to an algebraic closure of k these Galois groups can
only decrease in size. So we may replace k with an algebraic closure of k and prove
the result in this case. Let f(x) ∈ k[x] be any polynomial with degree d, and let t
be transcendental over k. If we define g(x) := f(x+t)−t, then gn(x) = fn(x+t)−t
for any n ∈ N. So it follows that Gal(gn(x)/k(t)) ∼= Gal(fn(x) − t/k(t)) for any
n ∈ N. Then, since gn(x) is a specialization of both Gn(x) and Φn(x), for any n,
and Galois groups cannot increase under specializations, it will suffice to show that
there exists some f(x) ∈ k[x] such that Gal(fn(x) − t/k(t)) ∼= [Sd]
n.
In Theorem 3.1, we give sufficient conditions on rational functions ϕ(x) ∈ k(x)
to ensure Gal(ϕn(x)− t/k(t)) ∼= [Sd]
n. Then in Theorem 3.7, we show that in fact
“most” polynomials in k[x] satisfy these conditions.
The proof of Theorem 3.1 is by induction on n. The main tool used in the
inductive step is “disjoint ramification” of primes, that is, we show that in each
subextension of the splitting field of ϕn(x) − t formed by adjoining α and ϕ−1(α)
where α ∈ ϕ−(n−1)(t), there is a prime that ramifies which ramifies in no other such
subextension. The arguments here are similar to the arguments given in [14].
We give some preliminary results in Section 2. We prove Theorem 1.1 in Section
4. In Section 5, we handle the case char k = d = 2. In this case it is worth
noting that rational functions behave as in all the other cases whereas the results
for polynomials are markedly different. The difference follows from the fact that
these polynomials are always post-critically finite.
Finally, in Section 6 we give two applications using these results along with
appropriate versions of the Chebotarev Density Theorem. We first use Theorem
1.1 to extend Odoni’s application on primes dividing orbits ([18], Lemma 9.1) to
global fields in any characteristic, where by global field we mean a number field or
a function field of an algebraic curve over a finite field.
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In the second application, we consider factorizations of iterates of polynomials.
Let π = (1)r1 . . . (m)rm be a cycle pattern in Sm. We say that a squarefree polyno-
mial f(x) of degree m has cycle pattern π if f(x) has exactly ri irreducible factors
of degree i for all 1 ≤ i ≤ m. If π is a cycle pattern in Sdn , let A(q, b, d, n, π) be the
set of all f(x) ∈ Fq[x] such that deg f(x) = d, f(x) has leading coefficient b, f
n(x)
is squarefree, and fn(x) has cycle pattern π. We show there is anM =M(d, n) > 0
in R and q0(d, n) ≥ 2 in N such that
|#A(q, b, d, n, π)− qdρ(π)| ≤Mqd−
1
2
whenever (d, charFq) 6= (2, 2), d ≥ 2, n ≥ 1, b ∈ F
∗
q, and q ≥ q0. Here ρ(π) is the
proportion of elements of [Sd]
n with cycle pattern π.
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project and many others that led to the development of a rich subject area. The
author would also like to thank Thomas J. Tucker for suggesting this project and
for many useful conversations, and Michael Zieve for finding and providing her
with the preprint containing R.W.K. Odoni’s unpublished work. Thanks are due
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2. Preliminaries
2.1. Wreath Products. We first define the wreath product of groups acting on
finite sets. For a more detailed description see [17].
Definition 2.1. Let G and H be groups acting on the finite sets {α1, . . . , αd} and
{β1, . . . , βℓ} respectively. The set {(π, τ1, . . . , τd)|π ∈ G, τ1, . . . , τd ∈ H} forms a
group called the wreath product of G by H , denoted G[H ]. G[H ] acts on the set
{α1, . . . , αd} × {β1, . . . , βℓ} by (αi, βr) 7→ (απ(i), βτi(r)).
Lemma 2.2 ([18], Lemma 4.1). Let ϕ(x), ψ(x) be rational functions with coef-
ficients in a field K with deg(ϕ) = d and deg(ψ) = ℓ, and d, ℓ ≥ 1, such that
ϕ(ψ(x)) has dℓ distinct roots in K¯. Let G = Gal(ϕ(x)/K). Then Gal(ϕ(ψ(x))/K)
is isomorphic to a subgroup of G[Sℓ].
Proof. Let {α1, . . . , αd} be the roots of ϕ(x) then the roots of ϕ(ψ(x)) are the
roots of (ψ(x) − αi) for i = 1, . . . , d. So we can write the set of roots of ϕ(ψ(x))
as {βi,r|i = 1, . . . , d, r = 1, . . . , ℓ} where {βi,r|r = 1, . . . , ℓ} is the set of zeros of
ψ(x) − αi. Let σ ∈ Gal(ϕ(ψ(x))/K). Let F be the splitting field of ϕ(x) over K,
then σ induces a permutation π := σ|F on {α1, . . . , αd}, that is, π ∈ G. We can
think of π as a permutation on the indicies {1, . . . , d} defined by απ(i) := π(αi). Now
fix i, and note that since ψ(σ(βi,r)) = σ(ψ(βi,r)) = σ(αi) = π(αi) = απ(i), we must
have σ(βi,r) = βπ(i),s for some s. This defines a map r 7→ s which is a permutation
of {1, . . . , ℓ}, we call this map τi. Hence, the map σ is given by σ(βi,r) = βπ(i),τi(r)
for π ∈ G and τi ∈ Sℓ. Thus, we can define a map Gal(ϕ(ψ(x))/K) −→ G[Sℓ] by
σ 7→ (π, τ1, . . . , τd) which is easily shown to be an injective homomorphism. 
We define the n-th wreath power of a group G recursively by [G]1 = G and
[G]n = [G]n−1[G].
Corollary 2.3. If ϕ(x) is a rational function in K(x) with degree d and α ∈ K
such that ϕn(x) − α has dn distinct zeros in K¯, then Gal(ϕn(x) − α/K) can be
embedded in [Sd]
n.
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α
• • . . . • roots of ϕ(x)
• • . . . • • • . . . • . . . • • . . . • roots of ϕ2(x)
••. . .•••. . .• . . . ••. . .• ••. . .•••. . .• . . . ••. . .• roots of ϕ3(x)
...
. . . ••. . .•••. . .• . . . ••. . .•
Figure 1. Tree diagram for the roots of ϕn(x).
The group [Sd]
n has a nice interpretation as the automorphism group of the
d-ary rooted tree up to the n-th level [17], [1]. Suppose ϕn(x) − α has dn distinct
roots for each n ≥ 1. Since the image of any root of ϕn(x)−α under ϕ is a root of
ϕn−1(x)−α, we can define a tree structure on the roots of ϕn(x)−α as follows. If
β ∈ ϕ−n(α) then β lies in the n-th level of the tree. If ϕ(β) = γ, then β lies above
γ in the tree, that is, there is a branch connecting β to γ. The diagram is shown
in Figure 1.
The group Gal(ϕn(x)−α/K) acts on the tree up to the n-th level by permuting
the branches so Gal(ϕn(x) − α/K) is isomorphic to a subgroup of Aut(Td,n), the
automorphism group of the tree up to the n-th level.
2.2. Discriminants and Ramification. Let M/K be a finite Galois extension.
If p is a prime of K and q is any prime of M extending p, we define e(q|p) to be
the inertia degree of q over p and f(q|p) to be the residue degree of q over p. The
next result is useful in determining the structure of inertia groups, similar results
can be found in [9], [24].
Lemma 2.4. Let M/K be a finite Galois extension with Galois group G. Let H
be a subgroup of G and L = MH be the corresponding intermediate field. Let q
be a prime of M and p := q ∩ K. Let X be the transitive G-set G/H. Then
there is a bijection between the set of orbits of X under the action of D(q|p), the
decomposition group of q over p, and the set of extensions P of p to L with the
property: If P corresponds to Y then the length of Y is e(P|p)f(P|p) and Y is
the disjoint union of f(P|p) orbits of length e(P|p) under the action of I(q|p), the
inertia group of q over p.
Proof. For τ ∈ G we will show that the length of the orbit of the coset Hτ under
the action of D(q|p) is e(P|p)f(P|p), where P = τ(q) ∩ L. Let Y be the orbit of
Hτ and StabD(q|p)(Hτ) be the stabilizer of Hτ under the action of D(q|p). Then,
StabD(q|p)(Hτ) = {γ ∈ D(q|p)|Hτγ = Hτ} = {γ ∈ D(q|p)|τγτ
−1 ∈ H}
= H ∩ τD(q|p)τ−1 = H ∩D(τ(q)|p) = D(τ(q)|P),
whereD(τ(q)|P) is the decomposition group of τ(q) overP. So, the Orbit/Stabilizer
Theorem implies
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#Y =
#D(q|p)
#StabD(q|p)(Hτ)
=
#D(q|p)
#D(τ(q)|P)
=
#D(q|p)
#D(q|P)
= e(P|p)f(P|p).
Now, we must show that this correspondence is well-defined and bijective. Sup-
pose Hτ and Hσ are in the same orbit under the action of D(q|p), then ∃γ ∈ D(q|p)
such that Hτγ = Hσ which implies τγσ−1 ∈ H . So σ(q)∩L = τγσ−1(σ(q)∩L) =
τ(q) ∩ L and the map Y 7→ τ(q) ∩ L is well-defined. Clearly the map is surjective,
since G permutes the primes of M lying above p transitively. To see that this map
is one-to-one suppose τ(q) ∩ L = σ(q) ∩ L = P. Then τ(q), σ(q) both lie above P,
and since H acts transitively on the primes of M lying above P, ∃γ ∈ H such that
γτ(q) = σ(q). Then, σ−1γτ(q) = q so σ−1γτ ∈ D(q|p). Since Hσ(σ−1γτ) = Hτ ,
this shows that Hσ and Hτ are in the same orbit under the action of D(q|p).
It remains to show that Y is the disjoint union of f(P|p) orbits of length e(P|p)
under the action of I(q|p). Let Z be the orbit ofHτ under I(q|p), it suffices to show
that #Z is e(P|p). Let StabI(q|p)(Hτ) be the stabilizer of Hτ under the action of
I(q|p). Then, arguing as before we see,
StabI(q|p)(Hτ) = {γ ∈ I(q|p)|Hτγ = Hτ} = I(τ(q)|P)
where I(τ(q)|P) is the inertia group of τ(q) over P. Using the Orbit/Stabilizer
Theorem again,
#Z =
#I(q|p)
#StabI(q|p)(Hτ)
= e(P|p).

Remark 2.5. The set G/H is the set of K homomorphisms of L into M . In the
case L ∼= K(θ) where θ is a root of some f ∈ K[x], this corresponds to the set of
zeros of f in M , so there is a one-to-one correspondence between the set of orbits
of the roots of f(x) under the action of the decomposition group D(q|p) and the
set of extension of p to L with the property from Lemma 2.4.
Let A be a Dedekind domain, K the field of fractions of A, L a separable exten-
sion of K, and B the integral closure of A in L. It is a standard result that any
prime of A that ramifies in B must contain ∆(B/A), the discriminant ideal of the
extension B/A. The following two results on discriminants are standard, see [11]
or [16], for example.
Lemma 2.6. Let p ⊆ A be a prime, pB =
∏
qeii , and fi = f(qi|p) the residue
degree, then the power of p in ∆(B/A) is greater than or equal to
∑
(ei − 1)fi with
equality if and only if charK does not divide ei for any i.
For computational purposes it is often easier to work with polynomial discrimi-
nants which we will do here.
Lemma 2.7. Let P (x) be an irreducible polynomial in A[x], let θ be a root of
P (x), and let L = K(θ), if B = A[θ], that is, if A[θ] integrally closed in L, then
∆(B/A) = (∆(P (x))), where ∆(P (x)) is the usual polynomial discriminant of P (x)
and (∆(P (x))) is the ideal generated by ∆(P (x)).
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Thus, if B = A[θ] then the only primes of A ramifying in B must divide ∆(P (x)),
and furthermore, if p ramifies in B then vp(∆(P (x)) = vp(∆(B/A)). In the next
two corollaries we assume this is the case and let M be the splitting field of P (x)
over K.
Corollary 2.8. If p||∆(P (x)) in A, then for any prime q of M lying over p,
the action of the inertia group I(q|p) on the roots of P (x) consists of a single
transposition.
Proof. Let {α1, . . . , αd} be the roots of P (x) inM and L = K(αi) for some i. Since
p||∆(P (x)), Lemma 2.7 implies p||∆(B/A), where B is the integral closure of A in
L. Then by Lemma 2.6, pB = P21P2 . . .Pm where f(P1|p) = 1 for some primes
P1, . . . ,Pm in B. If q is a prime of M lying over p, then by Lemma 2.4, the action
of I(q|p) on {α1, . . . , αd} consists of a single transposition. 
Corollary 2.9. If char(K) = 2 and p2||∆(P (x)) in A, then for any prime q of M
lying over p, the action of I(q|p) on the roots of P (x) consists of a single transpo-
sition or a single three cycle.
Proof. With notation as in the proof of Corollary 2.8, Lemma 2.6 implies pB =
P21P2 . . .Pm where f(P1|p) = 1, or pB = P
3
1P2 . . .Pm where
f(P1|p) = 1, for some primes P1, . . . ,Pm in B. Then, if q is a prime of M lying
over p, by Lemma 2.4, the action of I(q|p) on {α1, . . . , αd} consists of a single
transposition, or a single three cycle, respectively. 
We often work with splitting fields of rational functions, in this case we need
the following useful result of Cullinan and Hajir [5]. Let t be transcendental over a
field k and ψ(x) = p(x)/q(x) be a rational function with coefficients in k and p(x),
q(x) ∈ k[x], then the splitting field of ψ(x)− t over k(t) is the splitting field of the
polynomial p(x)− tq(x) over k(t).
Lemma 2.10 ([5], Proposition 1). We have
∆(p(x) − tq(x)) = C Res(p′(x)q(x) − p(x)q′(x), p(x) − tq(x))
= C′
∏
a∈ψc
(ψ(a) − t)e(a|ψ(a))−1
where C,C′ ∈ k are constants, ψc = {a ∈ k¯ : ψ
′(a) = 0}, and e(a|ψ(a)) is the
ramification index of a over ψ(a).
Thus, we see that any prime p of k[t] that ramifies in a splitting field for p(x)−
tq(x) must divide
∏
a∈ψc
(ψ(a)− t)e(a|ψ(a))−1. We will use the notation
∆(ψ(x) − t) :=
∏
a∈ψc
(ψ(a)− t)e(a|ψ(a))−1.
The following result is a standard consequence of the Riemman Hurwitz formula
(see [21], for example).
Lemma 2.11. For any field k, k(t) has no finite separable extensions with constant
field k of degree d ≥ 2 which are unramified over all p ∈ Pk(t) \ {p∞} and tamely
ramified at p∞, here Pk(t) denotes the set of primes of k(t).
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Proof. Let F be any finite extension of k(t) with field of constants k and let d =
[F : k(t)]. For the prime p∞ of k(t),
∑
q|p∞
(e(q|p∞) − 1) deg q ≤ d − 1 where the
sum ranges over all q extending p∞. Let g be the genus of F . From the Riemann
Hurwitz formula we have
2g − 2 = −2d+
∑
p∈Pk(t)
∑
p′|p
(e(p′|p)− 1) deg p′
2g − 2 ≤ −2d+
∑
p∈Pk(t)
p 6=p∞
∑
p′|p
(e(p′|p)− 1) deg p′ + d− 1,
where the second sum is taken over all p′ extending p in F . Then since g ≥ 0,
d− 1 ≤
∑
p∈Pk(t)
p 6=p∞
∑
p′|p
(e(p′|p)− 1) deg p′.
Since d ≥ 2, some prime in Pk(t) \ {p∞} must ramify in F . 
2.3. Results on subgroups of Sd. Let F be any field, we say a polynomial
f(x) ∈ F [x] is indecomposable if f(x) cannot be written as f(x) = g(h(x)) for
g, h ∈ F [x] with deg g, deg h > 1. A group G acting on a set S is said to be
primitive if it acts transitively and preserves no nontrivial partition of S. The
following is a result of Fried [6] as referenced in [3].
Lemma 2.12 ([3], Lemma 3.1). A separable polynomial f(x) over a field F is
indecomposable if and only if the Galois group G of f(x)− t over F (t) is primitive
on the roots of f(x)− t.
Proof. Let {a1, . . . , ad} be the roots of f(x) − t. Since f(x) − t is irreducible over
F (t), Gmust be transitive. SupposeG is imprimitive. Then there is some nontrivial
partition of {a1, . . . , ad} into disjoint subsets S1, . . . , Sn preserved by G. Let S = Si
be one of these subsets with #Si > 1. If a ∈ S then StabG(a) ( {σ ∈ G|σ(S) = S}.
So StabG(a) is not a maximal subgroup of G. Hence, there is a field strictly between
F (t) and F (a), which by Luroth’s Theorem, must be of the form F (u). Thus,
u = h(a) and t = g(u) for (non-linear) rational functions g, h with coefficients in
F . Then since f(a) = g(h(a)), we can find (non-linear) polynomials g1, h1 with
coefficients in F such that f(x) = g1(h1(x)). Thus, f is decomposable over F .
Conversely, if f is decomposable then we can write f(x) = g(h(x)) for non-linear
g(x), h(x) ∈ F [x]. Then the relation a ∼ b if h(a) = h(b) gives a nontrivial partition
of {a1, . . . , ad} preserved by G. 
The next two results are standard and are provided here for completeness.
Lemma 2.13. If G is a primitive subgroup of Sd that contains a transposition then
G = Sd.
Proof. Define a relation on {1, . . . , d} by i ∼ j if either i = j or G contains the
transposition (ij). This is clearly a G-invariant equivalence relation. Since G
contains a transposition, there are fewer than d equivalence classes. Then since
G is primitive, there must be only one equivalence class. So G contains all the
transpositions which implies G = Sd. 
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Lemma 2.14. If G is a transitive subgroup of Sd that is generated by transpositions
then G = Sd.
Proof. Let S be the set of all k such that there exists some subgroupH of G isomor-
phic to Sk. S is nonempty since there are subgroups of G which are isomorphic to
S1 and S2. Let m ∈ S be maximal. Suppose m 6= d, after renumbering elements of
{1, 2, . . . , d} we can assume that H acts on {1, 2, . . . ,m}. Now, since G is transitive
and generated by transpositions, there is some (ij) ∈ G such that i ∈ {1, . . . ,m}
and j > m. But then the subgroup of G generated by H ∪ {(ij)} is isomorphic to
Sm+1, contradicting the maximality of m. 
2.4. The Zariski Topology on Pd(k) and Ratd(k). Let k be an algebraically
closed field. Given a point (a0, . . . , ad) in A
d+1(k) with ad 6= 0, adx
d + · · · + a0
is a polynomial of degree d in k[x]. We denote the set of all such (a0, . . . , ad) by
Pd(k) and give Pd(k) the subspace topology inherited from the Zariski toplogy on
Ad+1(k).
Similarly, given a point (a0, . . . , ad, b0, . . . , bd) in A
2d+2(k), we set p = adx
d +
· · · + a0, q = bdx
d + · · · + b0, and ϕ = p/q. If the resultant of p and q is nonzero
and either ad or bd is nonzero, then ϕ is a rational function of degree d in k(x).
We denote the set of such (a0, . . . , ad, b0, . . . , bd) by Ratd(k) and give Ratd(k) the
subspace topology inherited from the Zariski topology on A2d+2(k).
3. Galois Groups of ϕn(x) − t
In this section, let k be a field with characteristic p (where p is allowed to be
0), let x, t be algebraically independent variables over k, and let ϕ(x) ∈ k(x) be a
rational function with degree d > 1. Then, for n ∈ N, ϕn(x)− t is irreducible, and
if ddxϕ(x) 6= 0 then ϕ
n(x) − t is x-separable, since ddx(ϕ
n(x) − t) = ddxϕ
n(x) 6= 0
by induction on n. For fixed N ∈ N, we give conditions on ϕ(x) that ensure
Gal(ϕN (x) − t/k(t)) ∼= [Sd]
N . Then we show that these conditions are not too
restrictive as long as (d, p) 6= (2, 2) by showing that when k is algebraically closed
the set of all f(x) ∈ k[x] of degree d with the property Gal(fN (x)− t/k(t)) ∼= [Sd]
N
contains a nonempty Zariski-open subset of Pd(k).
Theorem 3.1. Let ϕ(x) ∈ k(x) with Gal(ϕ(x) − t/k(t)) ∼= Sd. If chark 6= 2,
suppose ϕ has some critical point a ∈ k with multiplicity one such that ϕn(a) 6=
ϕm(b) for all m ≤ n ≤ N , unless m = n and b = a, and if chark = 2, suppose
ϕ has some critical point a such that ϕn(a) 6= ϕm(b) for all m ≤ n ≤ N , unless
m = n and b = a and I(q|p) consists of a single transposition for any prime q
lying above p = k(t) ∩ (ϕ(a) − t) in the splitting field of ϕ(x) − t over k(t). Then
Gal(ϕN (x)− t/k(t)) ∼= [Sd]
N .
The following proposition follows almost immediately from Theorem 3.1.
Proposition 3.2. Suppose char k 6= 2 and d ∤ char k. Then if ϕ(x) is any rational
function with degree d such that each of the critical points in k have multiplicity one
and there is some critical point a such that ϕn(a) 6= ϕm(b) for any critical point
b 6= a and any m ≤ n, we have Gal(ϕN (x)− t/k(t)) ∼= [Sd]
N for all N .
Proof. By Theorem 3.1 we only need to show that G = Gal(ϕ(x) − t/k(t)) ∼= Sd.
Let K1 be the splitting field of ϕ(x)− t over k(t). By Lemma 2.10 the discriminant
of ϕ(x)− t is squarefree so Corollary 2.8 implies that for any ramified prime q lying
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over a prime p, I(q|p) consists of a single transposition. Let I ⊆ G be the subgroup
generated by {I(q|p) : q|p, q ∈ PK1 , and p ∈ Pk(t) \ {p∞}}. Then K
I
1 is unramified
over all primes of k[t], and by Lemma 2.11, KI1 = k(t). Thus, G = I. So G is
a transitive subgroup of Sd generated by transpositions and Lemma 2.14 implies
G ∼= Sd. 
Before we prove Theorem 3.1, which gives conditions ensuring Gal(ϕN (x) −
t/k(t)) is isomorphic to [Sd]
N , we fix some notation and prove a lemma. For n < N ,
let Kn be the splitting field of ϕ
n(x)−t over k(t), α1, . . . , αdn the roots of ϕ
n(x)−t,
Mi the splitting field of ϕ(x) − αi over k(αi) = k(αi, t), and M̂i := Kn
∏
j 6=iMj .
In order to work with discriminants as in Lemma 2.10 we need to make a few
reductions. First note that for any extension k′ of k, we have Gal(KN · k
′/k′(t)) ⊆
Gal(KN/k(t)), so it suffices to show that Gal(KN · k
′/k′(t)) ∼= [Sd]
N for some
extension k′ of k. Hence, we may assume that k is algebraically closed. Since k is
then infinite, and a change of variables on ϕ does not affect Gal(KN/k(t)), we may
assume that if m ≤ N , then ϕm(a) is not the point at infinity. Furthermore, we
may assume that every prime in k[t] is of the form (z − t) for some z ∈ k.
Lemma 3.3. For n < N , the prime (ϕ(a) − αi) of k[αi] does not ramify in M̂i.
Proof. We will show that (ϕ(a) − αi) does not ramify in Kn and that the primes
extending (ϕ(a) − αi) in Kn do not ramify in MjKn if i 6= j.
We have assumed that ϕn+1(a)− t 6= ϕm(b) − t for any m ≤ n and any critical
point b 6= a of ϕ. Thus, we see that (ϕn+1(a)− t) does not ramify in Kn since the
only primes of k(t) that ramify in Kn must divide
∆(ϕn(x)− t) =
∏
b∈ϕc
(
(ϕ(b)− t)d
n−1
(ϕ2(b)− t)d
n−2
. . . (ϕn(b)− t)
)e(b|ϕ(b))−1
.
Since (ϕ(a)−αi) extends (ϕ
n+1(a)− t) in k(αi)/k(t), it follows that (ϕ(a)−αi)
does not ramify in Kn.
We can also see that that (ϕ(a) − αi) does not ramify in MjKn for j 6= i since
the primes of Kn ramifying in MjKn are those dividing
∆(ϕ(x) − αj) =
∏
b∈ϕc
(ϕ(b)− αj)
e(b|ϕ(b))−1.
Suppose a prime p of Kn extending (ϕ(a) − αi) in Kn/k(αi) ramifies in MjKn.
Then p divides ∆(ϕ(x) − αj), so p divides (ϕ(b) − αj) for some critical point b of
ϕ. Hence, p divides (ϕ(a)−αi) and (ϕ(b)−αj). Thus, p divides (ϕ
n+1(a)− t) and
(ϕn+1(b)− t), so we must have ϕn+1(a) = ϕn+1(b) (since p can extend exactly one
prime in Kn/k(t)). This means that b = a, since we assumed ϕ
n+1(a) 6= ϕn+1(b)
if b 6= a. Thus, p divides both (ϕ(a) − αi) and (ϕ(a) − αj). Then p
2 divides
ϕn+1(a)− t =
∏dn
i=1(ϕ(a)− αi). So the prime p of Kn ramifies over (ϕ
n+1(a)− t),
which is a contradiction. 
Proof of Theorem 3.1. We use induction on n to prove Gal(ϕn(x)− t/k(t)) ∼= [Sd]
n
for all n ≤ N . The result holds in the case n = 1 by hypothesis.
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Let n < N , and suppose Gal(ϕm(x) − t/k(t)) ∼= [Sd]
n, for all m ≤ n. Let
α1, . . . , αdn be the distinct roots of ϕ
n(x)− t as before. Then since αi is transcen-
dental over k, Gal(Mi/k(αi)) ∼= Gal(ϕ(x) − t/k(t)) ∼= Sd where Mi is the splitting
field of ϕ(x) − αi over k(αi) = k(αi, t).
Let Kn+1 be the splitting field of ϕ
n+1(x) − t over k(t), so Kn+1 =
∏
Mj . To
complete the proof it is enough to show that Gal(Mi/Mi ∩ M̂i) ∼= Sd for each i,
as then, Gal(Kn+1/M̂i) ∼= Sd for each i, and this implies that Kn+1 has degree
(d!)d
n
over Kn and [Kn+1 : Kn][Kn : k(t)] = (d!)
dn |[Sd]
n| = |[Sd]
n+1|. Since
Gal(Kn+1/k(t)) must be isomorphic to a subgroup of [Sd]
n+1, we have equality.
Note, the extension Mi ∩ M̂i/k(αi) is Galois, so Γ := Gal(Mi/Mi ∩ M̂i) is a
normal subgroup of Gal(Mi/k(αi)) ∼= Sd. So either Γ ∼= Sd, or Γ is isomorphic
to a subgroup of Ad. Let p be the prime (ϕ(a) − αi) of k[αi]. If p 6= 2, then
p||∆(ϕ(x) − αi) =
∏
b∈ϕc
(ϕ(b) − αi)
e(b|ϕ(b))−1. Thus, if q is any prime of Mi lying
over p, then by Lemma 2.8, I(q|p) consists of a single transposition. If p = 2, then
by hypothesis, I(q|p) consists of a single transposition. Now fix a prime q of Mi
lying over p, and let p′ := q ∩ (Mi ∩ M̂i). By Lemma 3.3, we see that p does not
ramify in M̂i which implies p
′ is unramified over p. Hence, e(q|p′) = e(q|p) = 2,
which implies I(q|p′) also consists of a single transposition. Thus, Γ contains a
transposition, so Γ 6⊆ Ad and we have Γ ∼= Sd as desired. 
Next, we show that as long as (d, p) 6= (2, 2), the conditions in Theorem 3.1
are not too restrictive and in fact “most” polynomials satisfy the more restrictive
conditions listed below. For the rest of this section let k be algebraically closed.
Definition 3.4. Define H(d,N, k) to be the set of all f(x) ∈ k[x] such that
(1) f ′(x) is separable if p 6= 2 and f ′(x) is the square of a separable polynomial
if p = 2,
(2) if w1, . . . , wr are the distinct critical points of f(x) then f
n(wi) 6= f
m(wj)
for all 1 ≤ i, j,≤ r and m,n ≤ N , unless m = n and i = j.
If p = 2 or p|d, we impose further conditions;
(3) if p = 2, whenever b, c ∈ k, (x− b)3 does not divide f(x)− c in k[x], and
(4) if p|d, f(x) is indecomposable in k(x) and deg f ′(x) = d− 2.
Remark 3.5. We could impose condition (3) and the indecomposability condition
in any characteristic to get an appropriate Zariski-open set. However, they are
unnecessary in the cases not listed above so we choose not to do so.
Lemma 3.6. H(d,N, k) is a nonempty Zariski-open subset of Pd(k).
Proof. Let HN be the set of all f(x) ∈ Pd(k) satisfying (1) and (2) above and if p|d
satisfying deg f ′(x) = d − 2. Let x, y1, y2, . . . , yr, u0, u1, . . . , ud, v be algebraically
independent variables over k, where r = d− 1 if p 6= 2 and p ∤ d, r = d− 2 if p 6= 2
and p|d, r = d−12 if p = 2 and p ∤ d, and r =
d−2
2 if p = 2 and p|d. Define
F (x, u0, . . . , ud) =
d∑
i=0
uix
i,
G(x, v, y1, . . . , yr) = v
r∏
i=1
(x− yi).
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If σ0, σ1, . . . , σr are the elementary symmetric polynomials in y1, . . . , yr and we set
vi = vσi, then u0, u1, . . . , ud, v0, v1, . . . , vr are algebraically independent over k. Let
Fm(x) = Fm(x, u0, . . . ., ud) be the m-th x-iterate of F (x, u0, . . . , ud), and let
D =
∏ ∏
1≤i<j≤r
∏ ∏
0≤ℓ,m≤N
[F ℓ(yi)− F
m(yj)].
Then D is expressible as a polynomial in u0, . . . , ud, v0, . . . , vr. If p 6= 2, we special-
ize G(x) to F ′(x), that is, specialize the vi so that
∑
j jujx
j−1 =
∑
i vr−ix
i. If p =
2, then we let D as above but specialize the vj so that
∑
j jujx
j−1 = (
∑
vr−ix
i)2 =∑
v2r−ix
2i. In either case, D specializes to a polynomial h(u0, . . . , ud) in the ring
k[u1, . . . , ud]. It is clear that if h(a0, . . . , ad) 6= 0 then f(x) =
∑
i aix
i ∈ HN so HN
is a Zariski-open set in Pd(k).
We now show that HN is nonempty. Let H1 be the set of all f(x) ∈ Pd(k)
satisfying
• if p|d, deg f ′(x) = d− 2,
• f ′(x) is separable if p 6= 2 and f ′(x) is the square of a separable polynomial
if p = 2, and
• if w1, . . . , wr are the distinct critical points of f(x) then f(wi) 6= f(wj)
unless i = j.
We first show that H1 is nonempty, to do so we consider many different cases.
If p = 0, p ∤ d(d − 1), or p = 2 and d ≡ 3 mod 4, then any f(x) of the form
f(x) = adx
d + a1x + a0 with a0a1ad 6= 0, belongs to H1. In the case, p > 2 and
p|d, we have, d ≥ p ≥ 3 and p ∤ d− 2. If f(x) = adx
d + ad−1x
d−1 + a1x+ a0 with
a0a1ad−1ad 6= 0, then f(x) ∈ H1. If p > 2 and p|d− 1, then d ≥ p+1 ≥ 4, and any
f(x) = adx
d + a2x
2 + a0 with a0a2ad 6= 0, belongs to H1.
Finally, we consider the cases where p = 2 and d 6≡ 3 mod 4. If d ≡ 0 mod 4
and f(x) = adx
d + ad−1x
d−1 + a1x+ a0 with a0a1ad−1ad 6= 0, then f(x) ∈ H1. If
d ≡ 1 mod 4 then f(x) = adx
d+ a3x
3+ a0 with a0a3ad 6= 0 will lie in H1. If d ≡ 2
mod 4, f(x) ∈ H1 if f(x) = adx
d + ad−1x
d−1 + a3x
3 + a0 with a0a3ad−1ad 6= 0.
Now we will show that HN is nonempty by showing there is some f(x) ∈ H1
such that f(x) satisfies condition (2). Let f(x) ∈ H1, and let λ, µ ∈ k with
µ 6= 0. It is easy to see that f∗(x) = f(µx + λ) also lies in H1, since if wi is a
critical point of f then wi−λµ is a critical point of f
∗ and f∗
(
wi−λ
µ
)
= f(wi). Now
note, for each i, j, n,m with i 6= j and m 6= n the set of (λ, µ) ∈ A2 such that
(f∗)n
(
wi−λ
µ
)
= (f∗)m
(
wj−λ
µ
)
is a dimension one subvariety of A2. Thus, since k
is infinite, we may choose (λ, µ) ∈ A2(k) so that (f∗)n
(
wi−λ
µ
)
6= (f∗)m
(
wj−λ
µ
)
, for
all 1 ≤ i, j ≤ r and m,n ≤ N , unless m = n and i = j, which implies f∗(x) ∈ HN ,
and HN is nonempty.
Now, if p = 2, consider the set of f(x) ∈ Pd(k) satisfying condition (3). Let
s, v, u0, . . . , ud−3, y0, . . . , yd, x be algebraically independent variables over k, and
define π0, . . . , πd ∈ k[s, v, u0, . . . , ud−3] so that
d∑
j=1
πjx
j = s+ (x− v)3(u0 + . . .+ ud−3x
d−3).
Working in the ring R := k[s, v, u0, . . . ud−3, y0, . . . , yd], let P be the ideal gen-
erated by y0−π0, . . . , yd−πd. Clearly, R/P ∼= k[s, v, u0, . . . , ud−3], so P is a prime
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ideal. Then p = P ∩ k[y0, . . . , yd] is prime in k[y0, . . . , yd]. Moreover, the transcen-
dence degree of k[y0, . . . , yd]/p over k does not exceed d since k[y0, . . . , yd]/p ⊆ R/P.
Let V be the variety in Ad+1k corresponding to p. Then V is Zariski closed and not
equal to Ad+1k . It is clear that if f(x) = adx
d + . . . + a0 fails to satisfy the third
property then (a0, . . . , ad) ∈ V . Thus, the set V
c is a nonempty Zariski-open set on
which condition (3) holds.
Finally, suppose p|d, it remains to show that the set of indecomposable polyno-
mials with degree d contains a nonempty Zariski-open set. It suffices to show that
for each ordered pair (e, f) ∈ N2 with e, f ≥ 2 and ef = d, the set of polynomials
in Pd(k) that can be expressed as g(h(x)) in k[x] with deg g = e and deg h = f is
contained in a proper Zariski closed set. If d is prime the result is trivial.
First, we assume d ≥ 6 leaving the case d = 4 until later. Note that when-
ever f(x) = g(h(x)) we can adjust g(x) and h(x) so that h(x) is monic. Let
x, y0, . . . , yd, s0, . . . , se, t0, . . . , tf−1 be algebraically independent variables over k
and define π0, . . . , πd ∈ k[s0, . . . , se, t0, . . . , tf−1] so that
d∑
j=0
πjx
j =
e∑
i=0
si
(
xf +
e−1∑
ℓ=0
tℓx
ℓ
)i
.
Let P be the ideal in R := k[yo, . . . , yd, s0, . . . , se, t0, . . . , tf−1] generated by
y0 − π0, . . . , yd − πd. Then R/P ∼= k[s0, . . . , se, t0, . . . , tf−1], so P is a prime ideal.
Then p = P∩k[y0, . . . , yd] is prime in k[y0, . . . , yd] and the transcendence degree of
k[y0, . . . , yd]/p over k is less that or equal to e+f+1. LetW be the variety in A
d+1
k
corresponding to p. Then dimW ≤ e + f + 1 < ef + 1 = d+ 1 since d > 4. Thus,
W is a proper, Zariski closed subset of Ad+1k and clearly, if f(x) = adx
d + . . .+ a0
is decomposable as g(h(x)) with deg g = e and deg h = f , then (a0, . . . , ad) ∈ W .
Now consider the case d = 4 and e = f = 2. Note, if char k = 2 and a4a3 6= 0,
then it is easy to see that f(x) = a4x
4+. . .+a0 is indecomposable. If char k 6= 2 and
f is decomposable, then by completing the square we can write f(x) = g((x− c)2)
with c ∈ k and deg g = 2. Then f(c + x) = f(c − x). So if we write f(x) =
a4x
4 + a3x
3 + a2x
2 + a1x + a0, expand f(c + x) − f(c − x) = 0, and examine the
coefficients we see that
4a4c+ a3 = 0 = 4a4c
3 + 3a3c
2 + 2a2c+ a1.
Then since a4 6= 0, we must have c = −a3/4a4, so that
16a1a
2
4 − 8a2a3a4 + 3a
3
3a4 − a
3
3 = 0.
Clearly this does not hold for all f(x) ∈ P4(k), and this completes the proof.

Theorem 3.7. If f(x) ∈ H(d,N, k), then Gal(fN (x)− t/k(t)) ∼= [Sd]
N .
Proof. We will show that f(x) satisfies the hypotheses of Theorem 3.1 which gives
the desired result. First note that for any critical point a of f(x), fn(a) 6= fn(b)
for all m ≤ n ≤ N , unless m = n and b = a by definition. Also, if p 6= 2 then each
critical point has multiplicity one.
If p = 2, then ∆(f(x)−t) =
∏r
i=1(f(wi)−t)
2. So Corollary 2.9 implies that I(q|p)
consists of a transposition or a three cycle for any ramified prime p = (f(wi) − t)
and any prime q of K1 lying over p. Recall, K1 is defined to be the splitting field
of f(x)− t over k(t). Now, condition (3) in the definition of H(d,N, k) implies that
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the reduction of f(x) − t mod p is cube free. Which, by Kummer’s Theorem (see
[11, Theorem 7.4], for example), implies that we cannot have pk[α] = P31P2 . . .Pm,
where α is a root of f(x)− t. So I(q|p) cannot consist of a three cycle and we must
have I(q|p) consists of a single transposition.
It remains to show Gal(f(x) − t/k(t)) ∼= Sd. Note, for any ramified prime p
we now have I(q|p) consists of a single transposition. First, we consider the case
p ∤ d. Let I ⊆ G be the subgroup generated by {I(q|p) : q|p, q ∈ PK1 , and p ∈
Pk(t) \ {p∞}}. Then K
I
1 is unramified over all primes of k[t], so by Lemma 2.11,
KI1 = k[t]. Thus, G = I. So G is a transitive subgroup of Sd generated by
transpositions and Lemma 2.14 implies G ∼= Sd.
If p|d, then property (4) in the definition of H(d,N, k) guarantees that f(x), and
hence f(x) − t is indecomposable. Then since G contains a transposition, Lemma
2.12 and Lemma 2.13 imply G ∼= Sd, as desired. 
4. Generic Polynomials and Generic Rational Functions
In this section we prove Theorem 1.1 for (d, p) 6= (2, 2); we handle the case
d = p = 2 in Section 5. First we give a lemma, which can be found in [18].
Lemma 4.1 ([18], Lemma 2.4). Let A be an integrally closed domain with field of
fractions K, let K ′ be any field, and let ψ : A −→ K ′ be a ring homomorphism.
Define ψ˜ : A[x] −→ K ′[x] by adx
d+ad−1x
d−1+ · · ·+a0 7→ ψ(ad)x
d+ψ(ad−1)x
d−1+
· · ·+ ψ(a0). If f(x) = adx
d + · · ·+ a0 is a polynomial in A[x] with d ≥ 1, ad 6= 0,
and ad /∈ ker(ψ), such that ψ˜(f(x)) is separable over K
′ then f(x) is separable over
K and Gal(ψ˜(f(x))/K ′) is isomorphic to a subgroup of Gal(f(x)/K).
Proof of Theorem 1.1. We now prove Theorem 1.1 in the case (d, p) 6= (2, 2). The
case (d, p) = (2, 2) is handled in Section 5, Corollary 5.2.
The result follows almost immediately from Theorem 3.7. Let k be any field
(not necessarily algebraically closed). Let f(x) ∈ H(d, n, k). If b ∈ k then it is
easy to see that f∗(x) = b−1f(bx) ∈ H(d, n, k) so without loss of generality we
can assume f(x) is monic. By Lemma 3.7, Gal(fn(x) − t/k(t)) ∼= [Sd]
n. Now
define g(x) := f(x + t) − t. Then, gn(x) = fn(x + t) − t, so Gal(gn(x)/k(t)) ∼=
Gal(fn(x) − t/k(t)) ∼= [Sd]
n.
Now consider the maps ψ1 : k[s] −→ k(t) and ψ2 : k[s,u] −→ k(t), given
by mapping si to the i-th coefficient of g(x) and mapping u0 to 1 and ui to
0 for i 6= 0. We can extend ψ1 and ψ2 to ψ˜1 : k[s][x] −→ k(t)[x] and ψ˜2 :
k[s,u][x] −→ k(t)[x] in the natural way. Let Pn(x) be the numerator of Φ
n(x)
then ψ˜1(G
n(x)) = ψ˜2(Pn(x)) = g
n(x), so Lemma 4.1 implies Gal(Gn(x)/k(s)) ⊇
[Sd]
n and Gal(Φn(x)/k(s,u)) ⊇ [Sd]
n. On the other hand, by Corollary 2.3,
Gal(Gn(x)/k(s)) ⊆ [Sd]
n and Gal(Φn(x)/k(s,u)) ⊆ [Sd]
n. Thus, we have [Sd]
n ⊆
Gal(Gn(x)/k(s)) ⊆ Gal(Gn(x)/k(s)) ⊆ [Sd]
n and [Sd]
n ⊆ Gal(Φn(x)/k(s,u)) ⊆
Gal(Φn(x)/k(s,u)) ⊆ [Sd]
n. Hence, it follows that Gal(Gn(x)/k(s)) ∼= [Sd]
n and
Gal(Φn(x)/k(s,u)) ∼= [Sd]
n as desired. 
Let k be any field, let t1, . . . tr, x1, . . . , xn be independent indeterminants over
k, let f1(x, t), . . . fm(x, t) be irreducible polynomials in x with coefficients in k(t),
and let g(t) ∈ k[t] be a nonzero polynomial. We define the subset Hk(f1, ..., fm; g)
of kr to be the set of all a = (a1, . . . , ar) ∈ k
r such that fi(a,x) is irreducible for
all i and g(a) 6= 0. A Hilbert subset of kr is any subset of this form.
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If every Hilbert subset of kr is nonempty for every integer r ≥ 1, then we say
that k is a Hilbertian field. In a Hilbertian field any Hilbert subset of kr is Zariski
dense in kr (see [7], for example).
The following is a generalization of [18, Lemma 6.1].
Lemma 4.2. Let k be a Hilbertian field, and let t1, . . . , tr, x be independent in-
determinants over k. Suppose that in k[t, x], f(t, x) is x-monic, irreducible, and
separable. Then, there is a Hilbert subset H of kr such that for all t’ ∈ H, f(t’, x)
is monic, irreducible, and separable in k[x] and Gal(f(t’, x)/k) ∼= Gal(f(t, x)/k(t)).
Corollary 4.3. Let k be a Hilbertian field and d > 1 an integer with (d, char k) 6=
(2, 2). Then there are a Hilbert subsets H1 and H2 of k
d and k2d−1 respectively,
such that Gal(fn(x)/k) ∼= [Sd]
n for any f(x) = xd + ad−1x
d−1 + . . . + a0 with
(ad−1, . . . , a0) ∈ H1, and Gal(ϕ
n(x)/k) ∼= [Sd]
n for any ϕ(x) = x
d+ad−1x
d−1+...+a0
bdxd+bd−1xd−1...+b0
with (ad−1, . . . , a0, bd, . . . , b0) ∈ H2.
5. The Case (d, p) = (2, 2)
In the case d = p = 2, we get different results for polynomials and rational
functions so we examine these cases separately. First we look at rational functions
since this case is much like the cases we have already examined.
5.1. Rational Functions.
Theorem 5.1. Let k be an algebraically closed field with characteristic 2. For any
N ∈ N, there is a nonempty Zariski-open subset, H, of Rat2(k) such that for any
ϕ(x) ∈ H, Gal(ϕN (x)− t/k(t)) ∼= [S2]
N .
Proof. Let H be the set of degree two rational functions with coefficients in k such
that
• ϕ(x) has a finite critical point w, and
• ϕm(w) 6= ϕn(w), for 0 ≤ n,m ≤ N , unless n = m.
If ϕ(x) = a2x
2+a1x+a0
b2x2+b1x+b0
then ϕ′(x) = (a1b2−a2b1)x
2+(a1b0−a0b1)
(b2x2+b1x+b0)2
, so ϕ has a finite
critical point if a1b2 − a2b1 6= 0. Using similar arguments to those in the proof of
Lemma 3.6, we see that H is Zariski-open. To see that H is nonempty, note that
if ϕ(x) = x
2+a1x+a0
b1x
where
(
a1
b1
)2
6= a0, then the second property holds up to the
first iterate. To see that there exists ϕ(x) such that this property holds for any N ,
we again refer to the arguments from Lemma 3.6.
Let ϕ(x) ∈ H . Since ϕ(w)−t ramifies in the splitting field of ϕ(x)−t, the inertia
subgroup I(q|ϕ(w)− t) is nontrivial, where q is the prime extending ϕ(w)− t. Also,
I(q|ϕ(w) − t) is clearly contained in S2. Thus, Theorem 3.1 implies Gal(ϕ
N (x) −
t/k(t)) ∼= [S2]
N . 
Now, let k be any field of characteristic 2 and let Φ(x) be the generic rational
function of degree 2 over k as defined in Section 4.
Corollary 5.2. In the case (d, p) = (2, 2). Gal(Φn(x)− t/k(t)) ∼= [S2]
n.
Proof. It suffices to show that the result holds in the case k is algebraically closed,
this follows from specializing the coefficients of Φn(x) to the coefficients of ϕn(x+
t)− t for any ϕ ∈ H , as in the proof of the other cases of Theorem 1.1. 
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5.2. Polynomial Functions. The above arguments for rational functions depend
on the fact that we can find rational functions ϕ for which the critical point of ϕ
has an infinite orbit. However, for polynomials of degree 2 in characteristic 2, the
situation is much different. In characteristic 2 any separable polynomial of degree
2 is ramified only at infinity which is a fixed point, thus, the polynomial is post-
critically finite. Thus, we can expect the result to be much different in this case.
The extensions obtained in this section, particularly those discussed in Theorem 5.5
are Artin-Schreier type extensions, which are a characteristic p analog to Kummer
extensions, see [8][16].
Let k be any field of characteristic 2, let G(x) be the generic monic polynomial of
degree 2 defined over k. Then G(x) = x2 + sx+ t for s, t algebraically independent
over k.
Theorem 5.3. Gal(Gn(x)/k(s, t)) ∼= Rn⋊R
∗
n where Rn = F2[Y ]/(Y
n) and Rn⋊R
∗
n
is the group of invertible affine linear transformations of Rn.
Proof. Let E be an algebraic closure of k(s, t) and letK ⊂ E be an algebraic closure
of k(s). Consider the surjective, F2-linear map L : E −→ E by L(ξ) = ξ
2 + sξ.
Note, every η ∈ E, has exactly two distinct preimages under L in E, if L(ξ) = η,
then the other preimage of η is ξ + s. It follows that dimF2(ker(L
n)) = n for all
n ∈ N. Let v1 = s and define a sequence {vn}n∈N via L(vn+1) = vn for all n ∈ N.
Then it is easy to see that v1, v2, . . . , vn forms a basis for ker(L
n) ⊆ K over F2.
Define Fn = k(s, ker(L
n)) = k(s, vn). If σ is any k(s)-automorphism of K, then
σ(ker(Ln)) = ker(Ln) so Fn/k(s) is a normal extension. Furthermore, for n ≥ 2,
we have Ln−1(vn) = v1 = s, so Fn/k(s) is finite Galois, for all n.
For n ≥ 2, define gn(x) = L
n−1(x) − s, then g(vn) = 0 where g(x) ∈ k[s, x] is
an s-Eisenstein polynomial of x-degree 2n−1. In particular, gn(x) is irreducible in
k(s)[x] of x-degree 2n−1, so that #Gal(Fn/k(s)) = [Fn : k(s)] = 2
n−1.
Now, suppose α and β are zeros of Gn(x) in the algebraic closure of k(s, t). Then
α + β ∈ ker(Ln). Conversely, if λ ∈ ker(Ln) then Gn(α + λ) = 0. Hence, the set
of x-zeros of Gn(x) is precisely α + ker(Ln), and Kn = Fn(α), for any root α of
Gn(x).
Consider the specialization of G(x) to G˜(x) ∈ k[t][x] given by s 7→ 0. Then
G˜n(x) is t-Eisentein in k[t][x] , so it is irreducible. Thus, by Lemma 4.1, Gn(x)
is irreducible over K(t), and hence over Fn(t). Fix some root α of G
n(x), then
Kn = Fn(α). So we have [Kn : k(s, t)] = [Fn(t, α) : Fn(t)][Fn(t) : k(s, t)] =
2n2n−1 = #(Rn ⋊R
∗
n).
For σ ∈ Gal(Gn(x)/k(s, t)), if σ(α) = α+ vσ for some vσ ∈ kerL
n, then for any
v ∈ kerLn, we have
σ(α + v) = σ(α) + σ(v) = α+ vσ + σ(v),
where σ = σ|Fn is the restriction of σ to Fn.
Thus, Gal(Gn(x)/k(s, t)) ∼= B, where B is the group of all maps of the form v 7→
v′+τ(v), where τ ∈ Gal(Fn/k(s)), and v
′ is arbitrary in ker(Ln). We will show that
B ∼= Rn⋊R
∗
n. Since ker(L
n) and Rn are isomorphic as additive groups it suffices to
show that Gal(Fn/k(s)) ∼= R
∗
n. Note that Gal(Fn/k(s)) is uniquely determined by
its action on ker(Ln), and since any τ ∈ Gal(Fn/k(s)) must commute with L, it is
uniquely determined by its action on vn. We will define a map ψ from Gal(Fn/k(s))
toRn. If τ(vn) = anvn+an−1vn−1+. . .+a1v1 = anvn+an−1L(vn)+. . .+a1L
n−1(vn)
then we must have τ(v) = anv + an−1L(v) + . . . + a1L
n−1(v) for all v ∈ ker(Ln).
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We define ψ(τ) = an + an−1y + . . . + a1y
n−1. The map ψ is clearly well-defined
and injective, and is easily checked to be a homomorphism. Further, since any
τ ∈ Gal(Fn/k(s)) is invertible, we must have ψ(τ) = an+an−1y+. . .+a1y
n−1 where
an = 1. So, ψ(Gal(Fn/k(s))) ⊆ R
∗
n, and since #Gal(Fn/k(s)) = 2
n−1 = #R∗n, ψ
maps Gal(Fn/k(s)) onto R
∗
n and Gal(Fn/k(s))
∼= R∗n as desired.

In many applications we wish to study the proportion of elements in a Galois
group G which fix some root of the polynomial, which we call the fixed point
proportion of G, and denote it by FPP(G). One application which involves studying
the fixed point proportions of Galois groups of generic iterates, is detailed in Section
6.1. In that section we will consider the fixed point proportion of the Galois groups
of iterates of generic monic polynomials in the cases where (d, p) 6= (2, 2). We
consider the case (d, p) = (2, 2) here for completeness.
Theorem 5.4. We have
lim
n→∞
FPP(Gal(Gn(x)/k(s, t))) =
1
3
.
Proof. We have seen that Gal(Gn(x)/k(s, t)) ∼= B ∼= Rn ⋊ R
∗
n. Moreover, if we
identify elements of Gal(Gn(x)/k(s, t)) with elements of B of the form v′ + τ for
v′ ∈ ker(Ln) and τ ∈ Gal(Fn/k(s)) and identify the elements of ker(L
n) with
elements of Rn by anvn+ an−1vn−1+ . . .+ a1v1 ↔ an+ an−1y+ . . .+ a1y
n−1, then
it is easy to check that v 7→ v′ + τ(v) corresponds to v 7→ v′ + ψ(τ) · v where ψ
is defined as in the previous proof and · is multiplication in Rn. Thus, v
′ + τ has
a fixed point if and only if v′ + ψ(τ) · v = v for some v. That is, if and only if
v′ = v(1− ψ(τ)) for some v, which holds if and only if 1− ψ(τ) divides v′ in Rn.
If ψ(τ) − 1 = 0, then the only possible choice for v′ is 0. If ψ(τ) − 1 = yi +
higher order terms, then ψ(τ) − 1 divides v′ if and only if yi divides v′. There are
2n−i−1 choices for ψ(τ) which have this form and 2n−i such v′. Thus, the total
number of elements of Gal(Gn(x)/k(s, t)) which have fixed points is
1 +
n∑
i=1
2n−i2n−i−1 = 1 +
22n−1
3
(
1−
(
1
4
)n)
.
So the fixed point proportion is
1
22n−1
+
1
3
(
1−
(
1
4
)n)
,
which approaches 13 as n approaches ∞. 
We can see that unlike in the other cases Gal(Gn(x)/k(s, t)) cannot be obtained
as the Galois group of fn(x) − t over k[t] for a polynomial f(x) ∈ k[x] as in the
other cases. In other words, there are no specializations of s to k preserving the
Galois group such that the resulting extension of k[t] is geometric.
Theorem 5.5. Let k be an algebraically closed field with characteristic 2 and let
f(x) = a2x
2 + a1x+ a0 ∈ k[x], with a2a1 6= 0 then Gal(f
n(x)− t/k(t)) = (C2)
n for
all n ∈ N, where C2 is the cyclic group of order 2.
Proof. Clearly fn(x) − t is irreducible in k(t)[x], also, since a1 6= 0, f
n(x) − t is
separable. Let E be an algebraically closed extension of k(t). We can make a
change of variables so that f(x) is monic, thus we may assume it has the form
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f(x) = x2 + ax + b. Consider the F2-linear map L : E −→ E defined by L(ξ) =
ξ2+aξ. Using similar arguments to those at the beginning of the proof of Theorem
5.3, we see that dimF2(ker(L
n)) = n. Further, if α is any x-zero of fn(x) − t
the set of x-zeros of fn(x) − t is precisely α + ker(Ln). Since k is algebraically
closed, ker(Ln) ⊂ k. Thus, the splitting field of fn(x) − t over k(t) is k(t, α), and
Gal(fn(x) − t/k(t)) has order [k(t, α) : k(t)] = 2n.
Since the splitting field of fn(x) − t is k(t, α), the group Gal(fn(x) − t/k(t)) is
determined by its action on α. Let σ ∈ Gal(fn(x) − t/k(t)). Then σ(α) = α + vσ
for some vσ ∈ ker(L
n) ⊆ k ⊆ k(t). The map from Gal(fn(x) − t/k(t)) to the
additive group ker(Ln) defined by σ 7→ vσ is easily seen to be an isomorphism.
Thus, Gal(fn(x)− t/k(t)) ∼= ker(Ln) ∼= (C2)
n. 
6. Applications
6.1. Primes Dividing Orbits. Define a global field to be a number field or a finite
extension of Fq(t) for some finite field Fq. Let k be a global field, let f(x) ∈ k[x],
and let a0 ∈ k. We define the sequence {f
n(a0)}n∈N and let Pf (a0) denote the set
of primes of k such that vp(f
n(a0)) 6= 0 for some n. Following the work in [18], we
show that for any ǫ > 0, “most” polynomials f(x) ∈ k(x) satisfy δN (Pf (a0)) < ǫ,
for any a0 ∈ k, where δN (Pf (a0)) is the natural density of Pf (a0).
Definition 6.1. For a global field K, denote the set of prime ideals of oK by P (K),
let A be a subset of P (K), then the Dirichlet density, δD(A) is defined by
δD(A) := lim
s→1+
∑
p∈A(N(p))
−s∑
p∈P (K)(N(p))
−s
and the natural density, δN (A) is defined by
δN (A) := lim
x→∞
#{p ∈ A|N(p) < x}
#{p ∈ P1(k)|N(p) < x}
.
where N(p) denotes the size of the residue field at p.
Theorem 6.2 (The Chebotarev Density Theorem, see [7][20][15]). Let F be a
global field, let K be a finite Galois extension of F , and let G = Gal(K/F ). For
any conjugacy class C of G, the Dirichlet density of the set of primes p of F for
which Frob
(
K/F
p
)
= C exists and is equal to #C/#G. Furthermore, if F is a
number field or F is a function field whose constant field is algebraically closed in
K, then the natural density of this set also exists and is equal to #C/#G.
We will use the following easy lemma from [18].
Lemma 6.3 ([18], Lemma 4.3). Let FPP([Sd]
n) denote the proportion of elements
of [Sd]
n with a fixed point. Then
lim
n→∞
FPP([Sd]
n) = 0.
Since we assume k is a global field, k is Hilbertian and we can apply Lemma 4.2.
We will make use of the following lemma in the proof of Theorem 6.5 to argue that
if k is a function field then for any n there exists a Hilbert set H in kd such that for
all f(x) = xd + cd−1x
d−1 + . . .+ c0 with (cd−1, . . . , c0) ∈ H, Gal(f
n(x)/k) ∼= [Sd]
n
and the splitting field of fn(x) over k is a geometric extension.
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Lemma 6.4 ([7], Corollary 12.2.3). Let L be a finite separable extension of a field
K. Then every Hilbert subset of Lr contains a Hilbert subset of Kr.
Theorem 6.5. If k is a global field d ≥ 2, with (d, char k) 6= (2, 2) then for all ǫ > 0,
there is a Hilbert subset H of kd, such that for all f(x) = xd + cd−1x
d−1 + . . .+ c0
with (cd−1, . . . , c0) ∈ H, δD(Pf (a0)) = δN (Pf (a0)) < ǫ, for any a0 ∈ k.
The arguments provided here are essentially the same as those given in [18] and
[12].
Proof. By Lemma 6.3, we can choose n0 so that FPP([Sd]
n0) < ǫ. First suppose k
is a number field, by Theorem 1.1, Gal(Gn0(x)/k(s)) ∼= [Sd]
n0 . Then, by Lemma
4.2, there is a Hilbert subset of kd such that for all f(x) = xd + cd−1x
d−1 + . . .+ c0
with (cd−1, . . . , c0) in this set, Gal(f
n0(x)/k) ∼= [Sd]
n0 . Define H to be this subset.
On the other hand, if k is a global function field with full field of constants Fq,
consider the constant field extension k′ = Fqdn0 ! · k of k, we chose k
′ in this way so
that any extension of Fq contained in the splitting field of a specialization of G
n0(x)
to k[x] must be contained in k′. By Theorem 1.1, Gal(Gn0(x)/k′(s)) ∼= [Sd]
n0 .
So by Lemma 4.2, there is a Hilbert subset H′ of (k′)d such that for all f(x) =
xd + cd−1x
d−1 + . . .+ c0 with (cd−1, . . . , c0) in this set, Gal(f
n0(x)/k′) ∼= [Sd]
n0 .
Now, by Lemma 6.4 there is a Hilbert subset H of kd such that H ⊂ H′. So
for all f(x) = xd + cd−1x
d−1 + . . .+ c0 with (cd−1, . . . , c0) ∈ H ⊂ H
′ we have
Gal(fn0(x)/k) ∼= Gal(fn0(x)/k′) ∼= [Sd]
n0 . Also, if L is the splitting field of fn0(x)
over k then L ∩ k = k, as otherwise L∩ k′ ) k which would imply [L : k] > [L : k′]
and Gal(fn0(x)/k) ) Gal(fn0(x)/k′) ∼= [Sd]
n which is a contradiction.
With H as above, let f(x) = xd + cd−1x
d−1 + . . .+ c0 for (cd−1, . . . , c0) ∈ H and
let a0 ∈ k. Now, let Pf (a0) denote the set of primes of k such that vp(f
n(a0)) 6= 0
for some n. We split Pf (a0) into three sets,
P1 = {p : vp(f
n(a0)) < 0 for some n ∈ N},
P2 = {p : p|f(a0) . . . f
n0−1(a0)∆(f
n0(x))},
P3 = {p : p ∤ ∆(f
n0(x)), p|fm(a0) for some m ≥ n0}.
The set P1 consists of the primes for which vp(a0) < 0 or vp(ci) < 0 for some i,
so clearly P1 is a finite set. The set P2 is also clearly finite.
Let Kn0 denote the splitting field of f
n0(x) then, if p ∈ P3, p ∤ ∆(f
n0(x)) so p
does not ramify in Kn0 and the Frobenius conjugacy class Frob
(
Kn0/k
p
)
is defined.
Note that if p ∈ P3 then p divides f
m(a0) = f
n0(fm−n0(a0)) for some m ≥ n0.
So, if p ∈ P3 then f
n0(x) has a root mod p, which holds if and only if fn0(x) has
a linear factor mod p. This implies that p has at least one prime ideal factor of
residue degree one. Thus, Frob
(
Kn0/k
p
)
fixes some root of fn0(x). So we see that
the union of the Frobenius conjugacy classes Frob
(
Kn0/k
p
)
for p ∈ P3 is contained
in the set of elements of [Sd]
n0 fixing at least one point. The proportion of such
elements is FPP([Sd]
n0) defined above. Applying the Chebotarev Density Theorem
(Lemma 6.2) we see that
δN (P3) ≤ FPP([Sd]
n0) < ǫ.
Then since P1 and P2 are finite,
δD(Pf (a0)) = δN(Pf (a0)) = δN (P3) ≤ FPP([Sd]
n0) < ǫ.
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
Remark 6.6. Note, the proof of Theorem 6.5 can be simplified if we only want to
prove the result for the Dirichlet density, since in this case we can define the set H
for function fields in the same way we did for number fields.
6.2. Factorizations of Iterates over Fq. Let F be any field and let f(x) ∈ F [x]
be squarefree with degree m ≥ 1. Recall, we say that a permutation in Sm has
cycle pattern (1)r1 . . . (m)rm if, when it is written as a product of disjoint cycles,
it consists of ri cycles of length i for each 1 ≤ i ≤ m. Note, that each ri is a
non-negative integer and
∑
i iri = m. Two permutations in Sm are conjugate if
and only if they have the same cycle pattern. We will discuss the concept of cycle
patterns of squarefree polynomials due to Cohen [2].
Definition 6.7. Let π = (1)r1 . . . (m)rm be a cycle pattern in Sm. We say that
a squarefree polynomial f(x) of degree m in F [x] has cycle pattern π if f(x) has
exactly ri irreducible factors of degree i for all 1 ≤ i ≤ m.
We have seen that the wreath power [Sd]
n has a natural action on the d-ary
rooted tree up to the n-th level. Labeling the branches at the top of the tree
1, . . . , dn, we can view [Sd]
n as a subgroup of Sdn . More precisely, we can define
an injection ι : [Sd]
n −→ Sdn . The map ι depends only on the choice of the
labeling, relabeling the tree will replace ι([Sd]
n) with a subgroup of Sdn that is
Sdn conjugate to ι([Sd]
n). Hence, for any conjugacy class C in Sdn , the size of
C ∩ ι([Sd]
n) is independent of the choice of ι.
Fix any ι as above. Let π be a cycle pattern in Sdn , and let C be the conjugacy
class of Sdn consisting of permutations with cycle pattern π. Define
ρ(π) = #(C ∩ ι([Sd]
n))/#[Sd]
n.
Then ρ(π) is a nonnegative rational number and
∑
π ρ(π) = 1.
Now let Fq be the finite field of order q and characteristic p, let b ∈ F
∗
q and let
π be a cycle pattern in Sdn . Suppose d ≥ 2, n ≥ 1, and (d, p) 6= (2, 2). Define
A(q, b, d, n, π) to be the set of all f(x) ∈ Fq[x] such that
• deg f(x) = d;
• f(x) has leading coefficient b 6= 0;
• fn(x) is squarefree;
• fn(x) has cycle pattern π.
Theorem 6.8. There is an M =M(d, n) > 0 in R and q0(d, n) ≥ 2 in N such that
|#A(q, b, d, n, π)− qdρ(π)| ≤Mqd−
1
2
whenever (d, charFq) 6= (2, 2), d ≥ 2, n ≥ 1, b ∈ F
∗
q, π is a cycle pattern in Sdn
and q ≥ q0.
Proof. Let Ω(d, n,Fq) be the subset of Pd(Fq) consisting of those f(x) such that
• deg(f(x)) = d;
• fn(x) − t is x-separable over Fq(t);
• Gal(fn(x) − t/Fq(t)) ∼= [Sd]
n
Let B(q, b, d, n) be the set of all f(x) ∈ Fq[x], with leading coefficient b such
that f(x) ∈ Ω(d, n,Fq). We first find an estimate for #B(q, b, d, n). By Theorem
3.7, Ω(d, n,Fq) contains a Zariski-open subset, namely H(d, n,Fq). A more careful
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examination of the proof of Lemma 3.6 actually shows that there is a nonzero
polynomial Θ(u0, u1, . . . , ud) with coefficients in Fp where p = charFq and the
total degree of Θ is bounded by some constant C depending only on d, n, such that
if Θ(a0, a1, . . . , ad) 6= 0 then f(x) = adx
d + ad−1x
d−1 + . . .+ a0 ∈ H(d, n,Fq).
The number of distinct β 6= 0 in Fq such that (ud−β) divides Θ(u0, . . . , ud) in Fq
is clearly bounded above by C. Thus, there is a subset S of F∗q with #S ≥ (q−1)−C
such that Θ(u0, . . . , ud−1, s) is not the zero polynomial whenever s ∈ S.
By a standard number theory argument, there is a constant D, depending only
on d, n, such that for each s ∈ S the number of (a0, . . . , ad−1) in (Fq)
d for which
Θ(a0, . . . , ad−1, s) = 0 is bounded above by Dq
d−1. Thus, for each s ∈ S,
#B(q, s, d, n) ≥ qd −Dqd−1.
We will now show that for sufficiently large q, the above estimate holds for all b in
F∗q . Let s ∈ S, f(x) ∈ B(q, s, d, n), and c ∈ F
∗
q . It is clear that if f(x) ∈ B(q, s, d, n)
then c−1f(cx) ∈ B(q, scd−1, d, n), so the map f(x) 7→ c−1f(cx) injects B(q, s, d, n)
into B(q, scd−1, d, n). Thus,
#B(q, scd−1, d, n) ≥ #B(q, s, d, n).
Now, let H be the subgroup of all d−1 powers in F∗q and let e = gcd(q−1, d−1),
then #H = (q − 1)/e. Consider the set SH ⊆ F∗q , the union of all the cosets of H
containing elements of S. We will show that for sufficiently large q, SH = F∗q and
hence
#B(q, b, d, n) ≥ qd −Dqd−1
for all b ∈ F∗q .
Let r be the number of distinct cosets in SH . Note #SH = r q−1e , so clearly,
r ≤ e. On the other hand, r#H = #SH ≥ #S ≥ (q − 1) − C. So r ≥ (q−1)−C#H =
e− Ceq−1 . Thus, there is some q0 = q0(d, n) such that r = e for all q ≥ q0.
Now, since clearly #B(q, b, d, n) ≤ qd, we get the estimate
(6.1) #B(q, b, d, n) = qd +O(qd−1), for all b ∈ F∗q ,
here the implied constant in the above equation depends only on d and n.
Fix b ∈ F∗q and f(x) ∈ B(q, b, d, n). Then by assumption we have Gal(f
n(x) −
t/Fq(t)) ∼= [Sd]
n. It follows that Gal(fn(x) − t/Fq(t)) ∼= [Sd]
n as well. Thus, the
splitting field L of fn(x)− t over Fq(t) is a geometric extension, that is, L∩Fq = Fq
and there is no extension of the constant field.
Let π be any cycle pattern in [Sd]
n and let C be the union of the corresponding
conjugacy classes in [Sd]
n. Let α ∈ Fq, then f
n(x) − α has cycle pattern π if
and only if Frob
(
L/Fq(t)
t−α
)
has cycle pattern π. Applying an effective version of
the Chebotarev Density Theorem for geometric function field extensions (see [4,
Proposition A.3] or [15]), we see that the number of α ∈ Fq such that f
n(x)− α is
squarefree with cycle pattern π is
(6.2) q
#C
#[Sd]n
+O(q
1
2 ) = qρ(π) +O(q
1
2 ).
Here the implied constant above depends only on d, n, and the genus of L. Since
the degree of the different DL/Fq(t) can be bounded above by a constant depending
only on d, n, the Riemann-Hurwitz genus formula implies that the same is true for
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the genus of L. Hence, the implied constant in equation 6.2 depends only on d and
n.
Now treat q, b, d, n as fixed and to shorten notation write A(π) = A(q, b, d, n, π)
and B = B(q, b, d, n). Let
A = {f(x) ∈ Fq[x] : deg f(x) = d and f(x) has leading coefficient b}.
For α ∈ Fq, let D(α, π) = {f(x) ∈ A : f(x+ α)− α ∈ A(π)}. Then
(6.3)
∑
α∈Fq
#D(α, π) = q#A(π).
We will find an estimate for #D(α, π) and hence for A(π) by examining the
set E(α, π) = B ∩ D(α, π). Note, for f(x) ∈ B and α ∈ Fq, the n-th iterate of
f(x+α)−α is fn(x+α)−α. Hence, f(x) is in E(α, π) if and only if fn(x+α)−α
is squarefree with cycle pattern π. Since clearly, fn(x) − α has the same cycle
pattern as fn(x + α) − α, we see that f(x) ∈ E(α, π) if and only if fn(x) − α
is squarefree with cycle pattern π. Hence, for fixed f(x) equation (6.2) implies,
#{α ∈ Fq : f(x) ∈ E(α, π)} = qρ(π) +O(q
1
2 ), for all f(x) ∈ B.
Thus,∑
α∈Fq
#E(α, π) =
∑
f(x)∈B
#{α ∈ Fq : f(x) ∈ E(α, π)} = q
d+1ρ(π) + O(qd+
1
2 ).
By equation (6.1), we see that #D(α, π) = #E(α, π) +O(q
1
2 ). Hence,∑
α∈Fq
#D(α, π) = qd+1ρ(π) +O(qd+
1
2 ).
The desired result follows easily from equation (6.3),
#A(π) = qdρ(π) +O(qd−
1
2 ).

Remark 6.9. (1) In the cases π = (1)d
n
and π = (dn)1, corresponding to
the cases where fn(x) splits completely into distinct monic factors and
fn(x) is irreducible, ρ(π) is easy to calculate. Clearly we have, ρ((1)d
n
) =
(#[Sd]
n)−1, while and inductive argument on n gives ρ((dn)1) = d−n.
There is a formula due to Polya [19], which allows one to calculate ρ(π)
for every cycle pattern π of Sdn (see [23]). However, this formula is com-
plicated.
(2) This result definitely does not hold for charFq = d = 2, since it is easily
seen that f3(x) is always reducible in Fq[x] when q is even and deg f = 2,
whereas ρ(π) > 0 for π = (dn)1 in Sdn .
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