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Abstract
We study here the free group generated by isomorphism classes of supersingular elliptic curves in pos-
itive characteristic. We compare this Z-module to the homology of the modular curve X0(p). We give an
interpretation of Gross formula for special values of L-functions of modular forms in this context. As an
application, we obtain a formula for the sum of the squares of the optimal embeddings numbers of quadratic
orders in a definite quaternion algebra.
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0. Introduction
Soient p > 3 un nombre premier et F¯p une clôture algébrique de Fp . L’ensemble S des
classes d’isomorphismes de courbes elliptiques supersingulières sur F¯p est fini : on le note S =
{x0, . . . , xg}. Nous appelons module supersingulier le Z-module libre engendré par S :
P = Z[S] =
g⊕
i=0
Z. xi .
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M. Rebolledo / Journal of Number Theory 121 (2006) 234–264 235Soit P0 le sous-groupe de P constitué des éléments de degré nul. On munit P de l’accouplement
bilinéaire non dégénéré 〈 , 〉 :P ×P → Z défini par
〈xi, xj 〉 = wiδi,j (0 i, j  g),
où δi,j est le symbole de Kronecker et wi = |Aut(Ei)|/2 (Ei ∈ xi , 0  i  g). Soient X0(p)
la courbe modulaire sur Q classifiant les courbes elliptiques généralisées munies d’un sous-
groupe d’ordre p et J0(p) sa jacobienne. Soit T ⊂ End(J0(p)) le sous-anneau engendré par les
endomorphismes Tm (m  1) de J0(p) déduits des correspondances de Hecke sur X0(p) par
fonctorialité de Picard. Les réalisations géométriques de P et P0 rappelées en 3.1 confèrent
à P0 une structure de T-module fidèle. Les opérateurs Tm (m 1) sur P0 sont autoadjoints pour
l’accouplement 〈 , 〉.
Soit H = H1(X,Z) le premier groupe d’homologie singulière absolue de la surface de Rie-
mann X = X0(p)(C). Notons c l’involution surH déduite de la conjugaison complexe sur X0(p)
et H+ (respectivement H−) le sous-groupe de H invariant (respectivement anti-invariant) sous
l’action de c. Les correspondances de Hecke sur X0(p) définissent une action de T sur H qui
commute avec c et laisse donc stables H+ et H− (cf. 2.3). Les opérateurs Tm (m  1) sont
autoadjoints pour l’accouplement • :H+ ×H− → Z défini par le produit d’intersection.
Enfin, notons S2(Γ0(p)) l’ensemble des formes paraboliques de poids 2 pour Γ0(p) et M0
le Z-module constitué des éléments de S2(Γ0(p)) dont le développement de Fourier à l’infini
est à coefficients entiers. Les correspondances de Hecke sur X0(p) déterminent une action fidèle
de T sur S2(Γ0(p)) qui laisse stable M0 et les opérateurs Tm,m  1 sont autoadjoints pour le
produit scalaire de Petersson ( , ). Signalons également qu’il y a un isomorphisme canonique de
T-modules entre M0 et Hom(T,Z) (voir la Section 1).
Pour A un anneau et M un Z-module, notons MA = M⊗A. Les TQ-modulesM0Q,P0Q,H+Q et
H−
Q
sont libres de rang 1. Soit Q¯ une clôture algébrique de Q. Les Q¯-droites propres sous l’action
de T sont en correspondance bijective, cependant il n’existe pas d’isomorphisme explicite. La
théorie de Manin [8], rappelée en 2.1, donne une présentation de l’homologie H par générateurs
et relations. En dépit des descriptions explicites de P et H, aucun isomorphisme général n’a,
à notre connaissance, été exhibé entre P0
Q
d’une part, etH+
Q
ouH−
Q
d’autre part. L’algèbre T agit
par dualité sur Pˇ0 = Hom(P0,Z). Nous comparons ici les T-modules P0 ⊗T Pˇ0 et H+ ⊗TH−.
L’accouplement 〈 , 〉 restreint à P0 ×P0 définit un homomorphisme injectif de T-modules de
P0 dans Pˇ0 et identifie Pˇ0 à un sous-T-module de P0
Q
. L’accouplement canonique P0 × Pˇ0 → Z
étend donc l’accouplement 〈 , 〉 et sera encore noté 〈 , 〉. Soient
θ0 :P0 ⊗T Pˇ0 → Hom(T,Z) ∼=M0 et ψ :H+ ⊗TH− → Hom(T,Z) ∼=M0
les homomorphismes de T-modules qui se déduisent des accouplements bilinéaires.
Pour M et N deux Z-modules, a > 0 un entier et f :M → N un homomorphisme de
Z-modules, notons M
[ 1
a
] = M ⊗ Z[ 1
a
]
et f
[ 1
a
] = f ⊗ 1 :M[ 1
a
]→ N[ 1
a
]
l’homomorphisme
obtenu par extension des scalaires à Z
[ 1
a
]
. Emerton [2] a montré1 que θ0[ 12 ] est un isomor-
phisme de T
[ 1
2
]
-modules. Les résultats de Mazur [9] nous permettent de montrer à la Section 4.3
que ψ
[ 1
2
]
l’est également. En particulier, après extension des scalaires à Q, nous obtenons des
1 Nous attirons l’attention sur le fait que les notations θ et θ0 employées dans cet article (voir la Section 4.3) diffèrent
de celles d’Emerton qui considère les homomorphismes P ⊗
T˜
P → Hom(T˜,Z) et P0 ⊗T P0 → Hom(T,Z).
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respectifs.
Soit aE =∑gi=0 xiwi ∈ PQ l’élément d’Eisenstein (voir 4.1). L’élément
Δ02 =
g∑
i=0
1
wi
xi ⊗Q xi − 12
p − 1aE ⊗Q aE
est alors dans P0
Q
⊗Q P0Q. Notons Δ¯02 son image par la surjection canonique P0Q ⊗Q P0Q 
P0
Q
⊗TQ P0Q.
Notons H le demi-plan de Poincaré et H¯ = H∪P1(Q). La surface de Riemann X s’identifie à
Γ0(p)\H¯. Pour x un entier premier à p, la classe d’homologie {0,1/x} de l’image dans X d’une
géodésique de H¯ d’origine 0 et d’extrémité 1/x ne dépend que de la classe de x modulo p et
définit un élément de H que l’on notera ξ0(x) (voir la section 2.1). Considérons l’élément de
HQ ⊗TQ HQ suivant :
Λ¯2 = 16
∑
x∈F∗p\{1}
(
ξ0
(
1
1 − x
)
⊗TQ ξ0(x)− ξ0(x)⊗TQ ξ0
(
1
1 − x
))
.
Notons Λ¯02 son image par l’homomorphisme canonique de TQ-modules
1
4
(1 + c)⊗TQ (1 − c) :HQ ⊗TQ HQ →H+Q ⊗TQ H−Q.
Théorème 0.1. Les éléments Δ¯02 et Λ¯02 sont des générateurs respectifs des TQ-modules libres
P0
Q
⊗TQ P0Q et H+Q ⊗TQ H−Q et on a
θ0Q
(
Δ¯02
)= ψQ(Λ¯02).
Ces générateurs sont liés aux accouplements au sens de la Proposition 4.8. Si ce fait est trivial
pour Δ¯02, cela l’est moins pour Λ¯
0
2 et requiert un calcul (voir 2.2) faisant appel aux résultats
fondamentaux de Manin [8] et Merel [10].
L’intérêt de la comparaison entre P et H réside en particulier dans le fait qu’on sait lire sur
l’homologie les valeurs spéciales de fonctions L alors qu’on ne sait a priori pas le faire sur le mo-
dule supersingulier. Soient −D < 0 un discriminant quadratique imaginaire premier à p et εD le
caractère non trivial de Gal(Q(
√−D )/Q). Pour f une forme primitive de poids 2 pour Γ0(p), la
forme parabolique f ⊗ εD est alors primitive de niveau pD2. Notons e l’élément d’enroulement
de Mazur (respectivement eD l’élément d’enroulement tordu par εD) (voir [9, p. 136] et la Sec-
tion 5.2 ci-dessous). C’est l’antécédent par l’isomorphisme T-linéaire de R-espaces vectoriels
HR ∼−→ HomC(S2(Γ0(p)),C) rappelé en 2.3.2, de la forme linéaire qui à une forme primitive f
associe −L(f,1) (respectivement i√D L(f ⊗ εD,1)). On a en fait e ∈H+Q et eD ∈H−Q. La for-
mule de Gross–Zhang nous permet de déterminer la D-ième forme parabolique de Gross gD =
ψQ(e ⊗TQ eD).
Notons O−D l’ordre quadratique de discriminant −D et u(−D) l’ordre de O∗−D/〈±1〉. Pour
i ∈ {0, . . . , g}, Ri = End(Ei) (Ei ∈ xi) est un ordre maximal de l’algèbre de quaternions ramifiée
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conjugaison par R∗i . Nous appelons D-ième élément de Gross l’élément2
γD = 12u(−D)
g∑
i=0
hi(−D)xi ∈PQ. (1)
Posons γ 0D = γD − 12p−1 deg(γD)aE ∈ P0Q. Nous obtenons comme corollaire de la formule de
Gross–Zhang [4,21] le théorème suivant démontré en 5.2.
Théorème 0.2. On a dans M0
Q
l’égalité
θ0Q
(
γ 0D ⊗TQ γ 0D
)= ψQ(e ⊗TQ eD).
En d’autres termes, la D-ième forme parabolique de Gross gD a pour développement de Fourier
à l’infini ∑
m1
〈
γ 0D,Tmγ
0
D
〉
qm =
∑
m1
e • TmeDqm ;
ou encore 〈
γ 0D, tγ
0
D
〉= e • teD (t ∈ TQ).
Le calcul des coefficients du développement de Fourier de gD conduit à des formules du même
type que la formule d’Eichler (voir [4, (1.12)])
g∑
i=0
hi(−D) =
(
1 −
(−D
p
))
h(−D).
En calculant le premier coefficient nous obtenons en 5.3 la formule énoncée ci-dessous. Soit
r > 0 un entier premier à p. Notons M2(Z)r l’ensemble des matrices de taille 2×2 à coefficients
entiers et de déterminant r, et
X ′r =
{
M = ( u vw t ) ∈ M2(Z)r : u > v  0, 0w < t, (w, t) = 1}. (2)
Pour M ∈X ′r , notons bM l’unique entier modulo r solution du système
(Sr)
{
bM
w
(w,r)
≡ u
(w,r)
(mod r
(w,r)
),
bM
t
(t,r)
≡ v
(t,r)
(mod r
(t,r)
).
(3)
Pour u,v deux entiers premiers entre eux, v > 0, on note S(u, v) leur somme de Dedekind.
2 Cet élément, introduit par Gross, est noté eD dans [4]. Nous choisissons la notation γD dans le souci de ne pas
confondre cet élément avec l’élément d’enroulement tordu.
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g∑
i=0
hi(−D)2wi = 4u(−D)2
p−1∑
k=1
∑
M=( u vw t )∈X ′D
w≡tk mod p
εD(bM)
(
k∗ − k
p
− 12S(k,p)
p − 1
)
+ 48
p − 1h(−D)
2,
où, pour k ∈ {1, . . . , p − 1}, k∗ désigne l’unique entier de {1, . . . , p − 1} tel que kk∗ ≡
−1 (mod p).
Nous ne savons actuellement pas simplifier cette formule mais espérons que l’approche pro-
posée en 5.3.4 pour le calcul de e • eD conduira à une telle simplification.
Structure de l’article. Nous faisons dans les trois premières sections quelques rappels permet-
tant de fixer les notations et résultats utilisés par la suite. Les résultats énoncés dans l’introduction
sont démontrés dans les Sections 4 et 5.
Notations. Outre les notations indiquées au cours du texte, on désignera par n le numérateur et
par δ le dénominateur de (p−1)/12. Pour m 1 un entier, on note σ ′(m) la somme des diviseurs
de m premiers à p.
1. Formes modulaires et algèbre de Hecke
Soit T˜ l’algèbre engendrée par l’action classique des opérateurs de Hecke sur le C-espace
vectoriel M2(Γ0(p)) des formes modulaires de poids 2 pour Γ0(p) (voir par exemple [14, 4.5]).
L’action de T˜ sur M2(Γ0(p)) est fidèle et laisse stable le sous-espace S2(Γ0(p)) des formes para-
boliques. L’algèbre T définie dans l’introduction, vue comme sous-anneau de End(S2(Γ0(p))),
est le quotient de T˜ qui agit fidèlement sur S2(Γ0(p)). Par abus de notation, on désigne de la
même façon un opérateur de Hecke dans T˜ ou son image dans le quotient T de T˜. Les opé-
rateurs Tm (m  1) sont caractérisés par les relations classiques (voir [14, Théorème 4.5.13]).
Remarquons que l’opérateur Tp agit sur M2(Γ0(p)) comme −wp où wp est l’opérateur d’Atkin–
Lehner3 sur X0(p).
Notons
∑
m0 am(f )q
m le développement de Fourier à l’infini d’un élément f ∈ M2(Γ0(p)).
Considérons le Z-module M (respectivement N ) des formes modulaires f ∈ M2(Γ0(p)) telles
que a0(f ) ∈ 12Z et am(f ) ∈ Z pour m 1 (respectivement a0(f ) ∈ Q et am(f ) ∈ Z pour m 1).
Le groupe M0 est alors le sous-Z-module des formes paraboliques dans M ou N indifférem-
ment.
L’action de T˜ sur M2(Γ0(p)) laisse stables M, N et M0. L’action de T˜ sur M est fidèle et
l’action de T˜ sur M0 se factorise par T. L’accouplement défini par 〈f,T 〉 = a1(f | T ) induit un
isomorphisme de T˜-modules (respectivement de T-modules)
N ∼−→ Hom(T˜,Z) (respectivement M0 ∼−→ Hom(T,Z))
3 Un calcul élémentaire montre en effet que, pour f ∈ M2(Γ0(p)), on a f |Tpw = Trf − f , où Trf est la trace de f
pour l’action de Γ0(p)\SL2(Z). Or Trf est une forme modulaire de poids 2 pour SL2(Z) donc est nulle.
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M ↪→N est isomorphe à Z/δZ (loc. cit. Proposition 1.1).
Notons ωf = 2iπf (z) dz la forme différentielle sur X0(p) associée à une forme modulaire f .
Conformément à la convention adoptée par Gross [4], on normalise le produit scalaire de Peters-
son d’une forme parabolique f et d’une forme modulaire g de la façon suivante
(f, g) =
∫ ∫
X
ωf ∧ iωg = 8π2
∫ ∫
Γ0(p)\H
f (z)g(z) dx dy. (4)
Les opérateurs de Hecke sont autoadjoints pour ( , ).
2. Homologie des courbes modulaires
Soient Y0(p) l’ouvert affine de X0(p), Y = Y0(p)(C) = Γ0(p)\H la surface de Riemann asso-
ciée et J = J0(p)(C) la jacobienne de X = X0(p)(C). Notons  :H ∪ P1(Q)X la surjection
canonique et ptes = (P1(Q)) l’ensemble des pointes de X.
2.1. La théorie de Manin
Reprenons les notations de [10] : soient Hptes = H1(X,ptes; Z), Hptes = H1(Y ;Z) et H =
H1(X;Z). On a une injection et une surjection canoniques
αptes :H ↪→Hptes et αptes :HptesH.
Les produits d’intersection définissent des accouplements parfaits
Hptes ×Hptes → Z et H×H→ Z
que nous noterons tous deux •. Ces accouplements sont compatibles à αptes et αptes i.e. on a
αptes(x) • y = x • αptes(y) (y ∈Hptes, x ∈H).
De plus, l’accouplement • :H×H→ Z est antisymétrique.
Désormais, nous identifierons H à son image par αptes dans Hptes.
Pour x et y dans P1(Q), notons {x, y} la classe dans Hptes de l’image dans X d’un chemin
géodésique de x à y dans H¯. Le groupe H, identifié à un sous-groupe de Hptes, est le noyau de
l’application bord β définie par
β :Hptes → Z[ptes],
{x, y} → (Γ0(p). y)− (Γ0(p). x).
Soit g ∈ SL2(Z). La classe {g0, g∞} ∈Hptes ne dépend que de la classe de g dans Γ0(p)\SL2(Z).
On définit alors l’application
ξ0 :Z
[
Γ0(p)\SL2(Z)
]→Hptes,
Γ0(p). g → {g0, g∞}.
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modulo Γ0(p), le contexte suffisant à distinguer un élément de sa classe modulo Γ0(p).
Considérons les éléments de SL2(Z) d’ordres respectifs 4 et 6
σ =
(
0 −1
1 0
)
et τ =
(
0 −1
1 1
)
.
On note EΓ0(p) l’ensemble des éléments de Z[Γ0(p)\SL2(Z)] de la forme
∑
g λg g avec, pour
tout g ∈ Γ0(p)\SL2(Z),
λg + λgσ = 0 et λg + λgτ + λgτ 2 = 0.
Dans la suite, lorsque cela n’est pas précisé, les sommes portent sur Γ0(p)\SL2(Z).
Posons ρ = e2iπ/3, R = (SL2(Z)ρ) et I = (SL2(Z)i). Pour tout g ∈ Γ0(p)\SL2(Z), on
note [gi, gρ] la classe dans H1(Y,R ∪ I ;Z) de l’image dans Y d’un chemin géodésique reliant
gi à gρ dans H. Soit x =∑g λg g ∈ EΓ0(p). La classe∑
g∈Γ0(p)\SL2(Z)
λg[gi, gρ]
est un élément de Hptes vu comme un sous-groupe de H1(Y,R ∪ I ;Z) (voir [10]). Cela définit
une application :
ξ0 :EΓ0(p) →Hptes,∑
g
λgg →
∑
g
λg[gi, gρ].
Théorème 2.1 (Manin, Merel).
(1) Pour g ∈ Γ0(p)\SL2(Z) et∑h μhh ∈ EΓ0(p), on a
ξ0(g) • ξ0
(∑
μhh
)
= μg.
(2) L’application ξ0 est un isomorphisme de groupes.
(3) L’application ξ0 = Z[Γ0(p)\SL2(Z)] →Hptes est surjective. Pour tout g ∈ Γ0(p)\SL2(Z),
on a les relations dites relations de Manin :
ξ0(g)+ ξ0(gσ ) = 0 et ξ0(g)+ ξ0(gτ)+ ξ0(gτ 2)= 0.
Démonstration. Voir [8] et [11]. 
On rappelle que SL2(Z) agit à droite sur P1(Fp) : pour
(
a b
c d
) ∈ SL2(Z) et [u : v] ∈ P1(Fp),
[u : v]( a b
c d
)= [au+ cv : bu+ dv]. Notons c¯ la classe modulo p d’un entier c. L’application
ι :Γ0(p)\SL2(Z) → P1(Fp),
Γ0(p).
(
a b
) → [c¯ : d¯]c d
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et P1(Fp). Notons encore ξ0 l’homomorphisme de groupes de Z[P1(Fp)] vers Hptes obtenu en
composant ξ0 et l’isomorphisme Z[P1(Fp)] ∼−→ Z[Γ0(p)\SL2(Z)] déduit de ι−1. On a donc par
définition
ξ0
([c¯ : d¯])= {b
d
,
a
c
}
où
(
a b
c d
)
∈ SL2(Z).
Passons à un système non homogène de coordonnées, c’est-à-dire notons ∞ = [1 : 0] ∈ P1(Fp)
et c/d = [c¯ : d¯] = [c¯d¯−1 : 1] pour c et d deux entiers tels que d ≡ 0 (mod p)). Pour k un entier
premier à p, en considérant la matrice
( 1 0
k 1
)
, on obtient
ξ0(k) =
{
0,
1
k
}
qui est un élément4 de H. Par ailleurs, en considérant les matrices ( 1 00 1) et ( 0 −11 0 ), on obtient
ξ0(0) = {0,∞} = −ξ0(∞).
Les relations de Manin peuvent s’écrire (x ∈ P1(Fp))
ξ0(x)+ ξ0
(
− 1
x
)
= 0 et ξ0(x)+ ξ0
(
1
1 − x
)
+ ξ0
(
1 − 1
x
)
= 0.
Remarquons que cela donne en particulier ξ0(1) = 0 = ξ0(−1).
2.2. Calculs préliminaires
Considérons le morphisme de groupes αptes ◦ αptes :Hptes →Hptes.
Théorème 2.2. Pour tout u =∑g λgg ∈ EΓ0(p), on a
αptes ◦ αptes
(
ξ0(u)
)= 1
6
∑
g∈Γ0(p)\SL2(Z)
(λgτ − λgτ 2)ξ0(g).
Démonstration. Pour cette démonstration, généralisons nos notations pour les symboles mo-
dulaires. Pour u et v dans (SL2(Z)ρ) ∪ (SL2(Z)i) ∪ P1(Q), on note {u,v} la classe dans
H1(X,R ∪ I ∪ ptes;Z) de l’image dans X d’un chemin géodésique reliant u à v dans H. Obser-
vons qu’on a des injections canoniques
H ↪→Hptes ↪→ H1(X,R ∪ I ∪ ptes;Z).
On identifie ainsi H et Hptes à des sous-groupes de H1(X,R ∪ I ∪ ptes;Z). Nous allons établir
l’égalité du Théorème 2.2 dans H1(X,R ∪ I ∪ ptes;Z). Dans ce groupe, on a
αptes ◦ αptes
(
ξ0(u)
)= ∑
g∈Γ0(p)\SL2(Z)
λg{gi, gρ}.
4 En effet, puisque k est premier à p, le bord de {0,1/k} est nul car 0 et 1/k sont conjugués par Γ0(p).
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(respectivement 3). On a
∑
g
λg{gi, gρ} =
∑
g
λg{gi, g∞} −
∑
h
λh{hρ,h∞}
= 1
2
∑
g
(
λg{gi, g∞} + λgσ {gσ i, gσ∞}
)− 1
3
∑
h
λh{hρ,h∞}
− 1
3
∑
h
(
λhτ {hτρ,hτ∞} + λhτ 2
{
hτ 2ρ,hτ 2∞}).
Or σ i = i, σ∞ = 0, τρ = ρ, τ∞ = 0, λgσ = −λg et λh = −λhτ − λhτ 2 . Par conséquent, on a
∑
g
λg{gi, gρ} = 12
∑
g
(
λg{gi, g∞} − λg{gi, g0}
)− 1
3
∑
h
(λhτ + λhτ 2){h∞, hρ}
− 1
3
∑
h
(
λhτ {hρ,h0} + λhτ 2{hρ,hτ0}
)
= 1
2
∑
g
λg{g0, g∞} − 13
∑
g
λgτ {g∞, g0} − 13
∑
g
λgτ 2{g∞, gτ0}.
Donc on a
∑
g
λg{gi, gρ} = −12
∑
g
λgτ {g0, g∞} − 12
∑
g
λgτ 2{g0, g∞} +
1
3
∑
g
λgτ {g0, g∞}
+ 1
3
∑
g
λgτ 2{g0, g∞} +
1
3
∑
g
λgτ 2{gτ0, gτ∞}.
Comme
∑
g λgτ 2{gτ0, gτ∞} =
∑
g λgτ {g0, g∞}, on a finalement
∑
g
λg{gi, gρ} = −16
∑
g
λgτ 2{g0, g∞} +
1
6
∑
g
λgτ {g0, g∞}.
On en déduit l’égalité annoncée. 
Corollaire 2.3. Pour tous x =∑g λgg et y =∑h μhh dans EΓ0(p), on a dans H :
αptes
(
ξ0(x)
) • αptes(ξ0(y))= 16∑
g
(λgτμg − λgμgτ ).
Démonstration. La dualité de αptes et αptes et la proposition précédente justifient le calcul sui-
vant :
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(
ξ0(x)
) • αptes(ξ0(y))= ψ(ξ0(x)) • ξ0(y) = 16∑
g
(λgτ − λgτ 2)ξ0(g) • ξ0(y)
= 1
6
∑
g
(λgτμg − λgτ 2μg) =
1
6
∑
g
(λgτμg − λgμgτ ). 
2.3. Algèbre de Hecke et conjugaison complexe
2.3.1. Action de la conjugaison complexe
L’involution z → −z¯ de H définit une involution sur X = X0(p)(C) qui laisse stable l’en-
semble ptes et définit ainsi des involutions de Hptes et Hptes. On note x¯ l’image d’un cycle x
sous l’action de cette involution appelée conjugaison complexe.
Un petit calcul (voir [8] ou [10, Proposition 4]) montre que l’action de la conjugaison com-
plexe sur Hptes est donnée par ξ0(u) = ξ0(−u) (u ∈ P1(Fp)). En particulier, le sous-groupe H
de Hptes est stable sous cette action. L’involution c définie dans l’introduction n’est autre que la
restriction de la conjugaison complexe à H. Pour x, y dans H, on a
x¯ • y¯ = −x • y. (5)
Les sous-groupes H+ et H− sont donc totalement isotropes. De plus H[ 12 ]=H+[ 12 ]⊕H−[ 12 ].
L’accouplement H+[ 12 ]×H−[ 12 ]→ Z[ 12 ] déduit de • par restriction à H+ ×H− et extension
des scalaires à Z
[ 1
2
]
est parfait. En fait, on a H+ = (1 + c)H et H− = (1 − c)H (voir [12,
Proposition 5]). On note
π+ = 1
2
(1 + c) :H
[
1
2
]
H+
[
1
2
]
et π− = 1
2
(1 − c) :H
[
1
2
]
H−
[
1
2
]
les surjections canoniques.
2.3.2. Action de l’algèbre de Hecke
Les correspondances de Hecke sur X0(p) laissent stable l’ensemble des pointes et définissent
par conséquent une action de T˜ sur Hptes et Hptes. Les opérateurs de Hecke Tm, m  1 sont
autoadjoints pour • :Hptes ×Hptes → Z (voir, par exemple, [10, 2.2] lorsque (m,p) = 1 et utiliser
le fait que Tp = −wp).
Le sous-groupe H de Hptes est stable sous l’action de T˜ et la surjection αptes :Hptes →H est
compatible avec cette action :
αptes
(
Tm(c)
)= Tmαptes(c).
L’intégration sur les chemins définit l’accouplement non dégénéré suivant
[ , ] :H×H 0(X,Ω1)→ C, (c,ω) → [c,ω] = ∫ ω. (6)
c
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F :H→ HomC
(
H 0
(
X,Ω1
)
,C
)
, c →
(
ω →
∫
c
ω
)
(7)
s’identifie à H1(J,Z). L’isomorphisme H ∼= H1(J,Z) définit par transport de structure une ac-
tion de T sur H. Cette action coïncide avec la restriction à H de l’action de T˜ sur Hptes.
L’action de l’algèbre de Hecke commute avec la conjugaison complexe. On en déduit une
action de T sur H+ et H−.
3. Le module supersingulier
Pour les rappels qui suivent, nous nous inspirons des textes [2,4–6,19]. Nous attirons l’at-
tention sur le fait que les notations diffèrent quelque peu de celles adoptées par Emerton [2],
notamment celles concernant l’algèbre de Hecke.
3.1. Réalisations géométriques et opérateurs de Hecke
L’ensemble S = {x0, . . . , xg} des classes d’isomorphisme de courbes elliptiques supersingu-
lières sur F¯p est muni d’une structure de schéma sur Fp de la façon suivante. Soient X0(p)Z
la normalisation de P1
Z
dans X0(p) via le morphisme composé X0(p) → X0(1) ∼= P1Z. La fibre
X0(p)Fp de X0(p)Z en p est constituée de deux copies de P1Fp qui sont échangées par l’opéra-
teur d’Atkin–Lehner wp et se coupent transversalement. Les points doubles de X0(p)Fp sont en
correspondance bijective avec les classes x0, . . . , xg et g n’est autre que le genre de X0(p).
Les correspondances de Hecke sur X0(p) s’étendent à X0(p)Zp (voir [18] ou [1]). Par passage
à la fibre en p et restriction à S on obtient une action de T˜ sur P . L’action de T˜ sur la classe
d’isomorphisme [E] d’une courbe elliptique E supersingulière sur F¯p est donnée par (voir [18]
ou [13, 1.2.1]) :
Tm[E] =
∑
C
[E/C] (m 1),
où C parcourt l’ensemble des sous-schémas en groupes finis d’ordre m de E. Lorsque p ne
divise pas m, ces sous-schémas sont en correspondance bijective avec les sous-groupes d’ordre
m de E(F¯p). Pour m = p, le seul sous-schéma en groupes fini d’ordre p de E est le noyau du
morphisme de Frobenius
E → E(p).
On a donc
Tp
([E])= [E(p)].
L’action de T˜ sur P est fidèle. Toute courbe elliptique supersingulière sur F¯p ayant σ ′(m) sous-
schémas en groupes finis d’ordre m, le sous-groupe P0 de P est stable sous l’action de T˜.
L’action de T˜ sur P0 se factorise par T. Les opérateurs de Hecke sont autoadjoints pour 〈 , 〉.
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injectif de T˜-modules de P dans Pˇ de conoyau isomorphe à Z/δZ identifiant Pˇ au sous-T˜-
module
⊕g
i=0 Z
xi
wi
de PQ (voir [4] ou [2, Lemme 3.16]). On fera désormais l’identification.
L’homomorphisme injectif de T-modules deP0 dans Pˇ0 induit par 〈 , 〉 est de conoyau isomorphe
à Z/nZ (loc. cit.). L’accouplement canonique P× Pˇ → Z étend donc l’accouplement 〈 , 〉 et sera
encore noté 〈 , 〉.
Pour tout anneau A, on étendra l’homomorphisme degré deg :P → Z à PA par linéarité.
3.2. Courbes elliptiques supersingulières et algèbres de quaternions
Pour tout i ∈ {0, . . . , g}, fixons un représentant Ei de la classe xi et notons Ii = Hom(Ei,E0).
Les anneaux Ri = EndEi , i ∈ {0, . . . , g} sont des ordres maximaux de l’algèbre de quaternions
B = R0 ⊗Q sur Q définie ramifiée en p et ∞. Toute classe de conjugaison des ordres maximaux
de B est représentée par un élément de {R0, . . . ,Rg}. Pour i ∈ {0, . . . , g}, Ii est un idéal de B
d’ordre à gauche R0 et d’ordre à droite Ri . L’ensemble Cg(R0) des classes d’idéaux à gauche
de R0 est fini et son cardinal est indépendant du choix de R0 (voir [19]). L’application Ei → Ii
induit une bijection de S vers Cg(R0).
Rappelons que wi = |R∗i /〈±1〉| = |Aut(Ei)/〈±1〉|. On a
g∏
i=0
wi = δ et
g∑
i=0
1
wi
= p − 1
12
.
La deuxième égalité est la formule de masse d’Eichler.
Notons Mi,j l’idéal à gauche de Rj et à droite de Ri défini par
Mi,j = I−1j Ii = Hom(Ei,Ej ).
Ce Z-module libre de rang 4 est muni de la forme quadratique donnée par la norme réduite N
(voir [19]). Pour b ∈ Mi,j , le degré de l’isogénie φb ∈ Hom(Ei,Ej ) correspondante est donné
par
degφb = N(b)/N(Mi,j ).
La série Theta associée à l’idéal Mi,j est définie par
Θ(Mi,j ) =
∑
b∈Mi,j
qN(b)/N(Mi,j ) =
∑
m0
2wjBi,j (m)qm (8)
où
Bi,j (m) = 12wj Card
{
b ∈ Mi,j , N(b)/N(Mi,j ) = m
}
. (9)
Pour m entier positif, la matrice B(m) de terme général Bi,j (m), 0 i, j  g, est la matrice
d’Eichler–Brandt de degré m.
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Ei/C ∼= Ej . On en déduit que sur la base (xi)0ig de P , l’action de Tm (m  1) est donnée
par la matrice d’Eichler–Brandt B(m) = (Bi,j )0i,jg :
Tmxi =
g∑
j=0
Bi,j (m)xj . (10)
Nous renvoyons le lecteur à [4], notamment à la Proposition 2.7, pour les propriétés de ces
matrices. Signalons en particulier la relation de symétrie
wjBi,j (m) = wiBj,i(m) (∀m ∈ N), (11)
et la relation
g∑
j=0
Bi,j (m) = σ ′(m). (12)
4. Comparaisons
4.1. Espaces propres sous l’action de T˜
Les T˜Q-modules MQ et PQ et les TQ-modules M0Q, P0Q, H+Q et H−Q sont libres de rang 1
(voir, par exemple, [4] pour le module supersingulier et [9] pour l’homologie).
On appellera forme de Hecke toute forme modulaire propre pour les opérateurs de Hecke et
normalisée, et forme primitive toute forme de Hecke parabolique.
Les idempotents de T˜Q¯ sont en correspondance bijective avec les formes de Hecke et engen-
drent les sous-T˜Q¯-modules irréductibles de T˜Q¯. On note 1f l’idempotent de T˜Q¯ associé à une
forme de Hecke f . Les opérateurs de Hecke étant autoadjoints pour les accouplements ( , ) sur
M×M, 〈 , 〉 sur P × P et • sur H+ ×H−, chacun de ces modules de Hecke se décomposent
en somme directe de sous-espaces propres orthogonaux après extension des scalaires à Q¯.
4.1.1. Éléments d’Eisenstein
Soit E ∈N la forme de Hecke définie par la série d’Eisenstein normalisée de poids 2 pour
Γ0(p) :
E = p − 1
24
+
∑
m1
σ ′(m)qm. (13)
Considérons l’élément
aE =
g∑
i=0
xi
wi
∈ Pˇ ⊂PQ. (14)
Il vérifie
degaE = p − 1 et 〈x, aE〉 = degx (x ∈P).12
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a la décomposition (voir [2, démonstration du Lemme 3.16])
P
[
1
nδ
]
=PE
[
1
nδ
]
⊕P0
[
1
nδ
]
. (15)
Soit π0 la surjection de P[ 1
nδ
]
sur P0[ 1
nδ
]
définie par
π0(x) = x − 12
p − 1 deg(x)aE
(
x ∈ P
[
1
nδ
])
. (16)
On note encore π0 tout homomorphisme qui étend π0 par linéarité.
D’après (11), (12) et (10), l’élément aE est un vecteur propre de Tm pour la valeur propre
σ ′(m) pour tout m 1. Il engendre donc l’espace T˜Q¯-propre associé à E : 1E(PQ¯) = PE ⊗ Q¯ ;
c’est pourquoi on l’appelle élément d’Eisenstein de PQ¯.
4.1.2. Espaces propres associés aux formes primitives
Pour f une forme primitive, notons Pf
Q¯
= 1f (PQ¯), H+Q¯
f = 1f (H+
Q¯
), H−
Q¯
f = 1f (H−
Q¯
) et
choisissons respectivement af , cf , et df un vecteur directeur de chacune de ces Q¯-droites. On
vérifie aisément que pour x ∈ PQ¯, c ∈H+Q¯, et d ∈H
−
Q¯
, on a
1f (x) = 〈x, af 〉〈af , af 〉af , 1f (c) =
c • df
cf • df cf et 1f (d) =
cf • d
cf • df df .
Pour x dans PQ¯, H+Q¯ ou H
−
Q¯
, on notera parfois xf = 1f (x).
Notons Prim l’ensemble des formes primitives de poids 2 pour Γ0(p). On a les décomposi-
tions en sous-espaces TQ¯-propres deux à deux orthogonaux pour 〈 , 〉 et •, respectivement,
P0
Q¯
=
⊕
f∈Prim
Pf
Q¯
, H+
Q¯
=
⊕
f∈Prim
H+
Q¯
f
, H−
Q¯
=
⊕
f∈Prim
H−
Q¯
f
. (17)
4.1.3. Une base particulière de vecteurs propres de l’homologie
Lemme 4.1. Pour toute forme différentielle holomorphe ω sur X, il existe cω ∈H+C et dω ∈H−C
tels que ∫
d
ω = d • cω
(
d ∈H−
C
)
et
∫
c
ω¯ = c • dω
(
c ∈H+
C
)
. (18)
De plus, on a
cω • dη =
∫ ∫
X
ω ∧ η¯ (ω,η ∈ H 0(X,Ω1)). (19)
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caré ainsi que les théorèmes de De Rham et Hodge (voir [3] ou [7]) permettent d’associer à tout
η ∈ Ω ⊕ Ω¯ un unique cycle uη ∈HC caractérisé par l’une des propriétés équivalentes suivantes :
(i)
∫
c
η = c • uη (c ∈HC) ; (ii)
∫
uη
ξ =
∫ ∫
X
η ∧ ξ (η ∈ Ω ⊕ Ω¯).
Pour ω ∈ Ω notons αω (respectivement βω) le cycle associé par ce procédé à ω + ω¯ (respecti-
vement i(ω¯ − ω)). Remarquons que puisque ω + ω¯ et i(ω¯ −ω) sont réelles, les cycles αω et βω
sont en fait dans HR. On vérifie aisément que les cycles
cω = 12π
+(αω + iβω) ∈H+C et dω =
1
2
π−(αω − iβω) ∈H−C
satisfont (18) et (19). 
Pour f une forme primitive, on note c˜f = cωf et d˜f = dωf . Puisque les opérateurs de Hecke
sont autoadjoints pour [ , ] et •, les éléments c˜f et d˜f engendrent respectivement H+Cf et H−Cf .
De plus, d’après (19), on a
c˜f • d˜f = −i(f, f ). (20)
4.2. Résultats locaux
Pour m un idéal maximal de T˜ et U un T˜-module, notons km = T˜/m et Um = lim←−(U/mkU)
le séparé complété de U pour la topologie m-adique.
Lorsque m est un idéal maximal de T˜ de caractéristique l = 2, l’anneau T˜m est de Gorenstein
(voir [9, Corollaires 15.2 et 16.3]). Les T˜m-modules Nm, Mm, Pm et les Tm-modules M0m et
P0m sont alors libres de rang 1 (voir [2, Théorème 0.5]). Le Tm-module Hm est libre de rang 2
(voir [9, Section 15]). CommeHm =H+m ⊕H−m, il s’ensuit que les Tm-modulesH+m etH−m sont
libres de rang 1.
4.3. Produits tensoriels sur l’algèbre de Hecke
Considérons le T˜-module P ⊗T˜ P et les T-modules P0 ⊗T P0 et H+ ⊗TH−.
Lemme 4.2. Les sous-espaces T˜Q¯-propres de PQ¯ ⊗T˜Q¯ PQ¯ sont les T˜Q¯-modules P
g
Q¯
⊗T˜Q¯ P
g
Q¯
pour g décrivant l’ensemble des formes de Hecke. Les sous-espaces TQ¯-propres deH+Q¯ ⊗TQ¯ H
−
Q¯
sont les TQ¯-modules H+Q¯
g ⊗TQ¯ H−Q¯
g pour g ∈ Prim. Plus précisément, on a les décompositions
en sous-espaces deux à deux orthogonaux
PQ ⊗T˜Q PQ =
(PEQ ⊗T˜Q PEQ )⊕ (P0Q ⊗TQ P0Q), (21)
P0
Q¯
⊗TQ¯ P0Q¯ =
⊕
g∈Prim
(Pg
Q¯
⊗TQ¯ P
g
Q¯
)
, (22)
H+
Q¯
⊗TQ¯ H−Q¯ =
⊕ (H+
Q¯
g ⊗TQ¯ H−Q¯
g)
. (23)
g∈Prim
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Q¯
⊗T˜Q¯ P
h
Q¯
est nul pour tout
couple (g,h) de formes de Hecke distinctes. Ceci résulte du théorème de multiplicité 1 sur les
formes de Hecke. En effet si g (respectivement h) a pour développement de Fourier à l’infini
g(z) =∑m0 bmqm (respectivement h(z) =∑m0 cmqm) alors l’image ag ⊗T˜Q¯ ah de ag ⊗ ah
dans PQ¯ ⊗T˜Q¯ PQ¯ vérifie pour tout m 1,
bmag ⊗T˜Q¯ ah = Tmag ⊗T˜Q¯ ah = ag ⊗T˜Q¯ (Tmah) = cmag ⊗T˜Q¯ ah.
On en déduit que si g = h, alors ag ⊗T˜Q¯ ah = 0.
On procède de même pour H+ ⊗TH−. 
Notons 〈 , 〉⊗2 :P⊗2 × P⊗2 → Z l’accouplement défini composante par composante autre-
ment dit défini par
〈a1 ⊗ a2, b1 ⊗ b2〉⊗2 = 〈a1, b1〉〈a2, b2〉 (ai, bi ∈P, i = 1,2).
De même notons •⊗2 :H⊗2×H⊗2 → Z l’accouplement défini par •. Soient s :P⊗PP⊗T˜P ,
et s′ :H+⊗H−H+⊗TH− les surjections canoniques. Un calcul élémentaire montre que pour
f ∈ Prim, x ∈P⊗2
Q¯
et c ∈H+
Q¯
⊗Q¯H−Q¯, on a
1f
(
s(x)
)= 〈x, af ⊗Q¯ af 〉⊗2〈af ⊗Q¯ af , af ⊗Q¯ af 〉⊗2 af ⊗TQ¯ af (24)
et
1f
(
s(c)
)= c •⊗2 (df ⊗Q¯ cf )
(cf ⊗Q¯ df ) •⊗2 (df ⊗Q¯ cf )
cf ⊗TQ¯ df . (25)
Considérons l’homomorphisme de T˜-modules déduit de l’accouplement sur P × Pˇ :
θ :P ⊗T˜ Pˇ → Hom(T˜,Z) ∼=N , x ⊗T˜ y →
degx.degy
2
+
∑
m1
〈Tmx,y〉qm.
On a en particulier
θ
(
xi ⊗T˜
xj
wj
)
= 1
2wj
Θ(Mi,j ), 0 i, j  g.
Rappelons que θ0 :P0 ⊗T Pˇ0 →M0 et ψ :H+ ⊗TH− →M0 désignent de même les homo-
morphismes de T-modules déduits des accouplements sur P0 × Pˇ0 etH+×H−, respectivement.
Nous attirons l’attention sur le fait que les notations θ et θ0 employées dans cet article
diffèrent de celles d’Emerton qui considère les homomorphismes P ⊗T˜ P → Hom(T˜,Z) et
P0 ⊗T P0 → Hom(T,Z).
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θ(P ⊗T˜ P) =M et θ0
(P0 ⊗T P0)= IM0,
où I est l’idéal d’Eisenstein.
Démonstration. Voir [2, Théorèmes 0.10, 0.3 et 0.6]. 
Pour m un idéal maximal de T˜ et u :U → V un homomorphisme de T˜-modules, on note
um :Um → Vm l’homomorphisme qui s’en déduit sur les séparés complétés.
Corollaire 4.4 (Emerton). Pour m un idéal maximal de T˜ de caractéristique résiduelle l = 2,
l’homomorphisme de T˜m-modules θm et l’homomorphisme de Tm-modules θ0m sont des isomor-
phismes.
Démonstration. Cela se déduit immédiatement du Théorème 4.3 et du fait que pour m un idéal
de T˜ de caractéristique l = 2, l’anneau T˜m est de Gorenstein et les T˜m-modules Nm, Mm, Pm
et les Tm-modules M0m et P0m sont libres de rang 1 (voir la Section 4.2). 
Proposition 4.5. Pour tout idéal maximal m de T de caractéristique résiduelle l = 2, le mor-
phisme de Tm-modules ψm :H+m ⊗Tm H−m →M0m est un isomorphisme.
Démonstration. On a
T⊗Zl =
⊕
m
Tm,
où m décrit l’ensemble des idéaux maximaux de T de caractéristique résiduelle l. On a donc
H±⊗Zl =⊕mH±m pour m parcourant l’ensemble des idéaux maximaux de T de caractéristique
résiduelle l. Les opérateurs de Hecke étant autoadjoints pour •, l’accouplement sur les séparés
complétés (H+ ⊗Zl)× (H− ⊗Zl)→ Zl (26)
est trivial sur H+m ×H−m′ pour tout couple (m,m′) d’idéaux maximaux de T distincts. Par consé-
quent, l’accouplement (26) est la somme directe de ses restrictions
H+m ×H−m → Zl .
De plus, puisque l = 2, l’accouplement (26) est parfait.
On en déduit que pour tout idéal maximal m de T de caractéristique résiduelle l = 2, l’accou-
plement
H+m ×H−m → Zl
est parfait. Par ailleurs, H+m,H−m et M0m sont des Tm-modules libres de rang 1. Le Lemme 2.4
de [2] permet alors de conclure. 
On déduit immédiatement du Corollaire 4.4 et de la Proposition 4.5 la proposition suivante.
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[ 1
2
]
, θ0
[ 1
2
]
et ψ
[ 1
2
]
obtenues par extension des scalaires
à Z
[ 1
2
]
, sont respectivement des isomorphismes de T˜
[ 1
2
]
-modules et T
[ 1
2
]
-modules localement
libres de rang 1.
Remarque 1. L’homomorphisme de T-modules
Υ :H+ ⊗TH− →H∧TH
composé de l’homomorphisme injectif de T-modulesH+ ⊗TH− ↪→H⊗TH et de la surjection
canonique H⊗THH∧TH est surjectif. Il s’ensuit que Υ
[ 1
2
]
est un isomorphisme de T
[ 1
2
]
-
modules. Nous aurions donc pu faire usage du T-module H∧TH plutôt que de H+ ⊗TH− sur
lequel l’antisymétrie de • est cachée.
4.4. Générateurs explicites sur Q
Nous montrons dans cette section le Théorème 0.1 énoncé dans l’introduction.
Considérons l’élément de PQ ⊗Q PQ suivant
Δ2 =
g∑
i=0
1
wi
xi ⊗Q xi. (27)
L’élément Δ02 défini dans l’introduction n’est autre que
Δ02 =
(
π0 ⊗Q 1
)
(Δ2) =
(
π0 ⊗Q π0
)
(Δ2) ∈ P0Q ⊗Q P0Q.
Notons s0 :P0 ⊗ P0  P0 ⊗T P0 la surjection canonique. Soit Δ¯2 = s(Δ2). Puisque s0 ◦
(π0 ⊗ π0) = (π0 ⊗T˜ π0) ◦ s, l’élément Δ¯02 de l’introduction est Δ¯02 = (π0 ⊗T˜ π0)(Δ¯2). Soit
Λ2 = 16
∑
x∈F∗p\{1}
(
ξ0
(
1
1 − x
)
⊗Q ξ0(x)− ξ0(x)⊗Q ξ0
(
1
1 − x
))
(28)
un relèvement dans HQ ⊗QHQ de l’élément Λ¯2 défini dans l’introduction.
Lemme 4.7. On a
Λ2 = 16
∑
g∈Γ0(p)\SL2(Z)
(
ξ0(gτ)⊗Q ξ0(g)− ξ0(g)⊗Q ξ0(gτ)
)
.
Démonstration. On a en effet
6Λ2 =
∑
g∈Γ0(p)\SL2(Z)
(
ξ0(gτ)⊗Q ξ0(g)− ξ0(g)⊗Q ξ0(gτ)
)
− ξ0(1)⊗Q ξ0(0)+ ξ0(0)⊗Q ξ0(1)− ξ0(0)⊗Q ξ0(∞)+ ξ0(∞)⊗Q ξ0(0).
Or ξ0(0) = −ξ0(∞) et ξ0(1) = 0 (voir la Section 2.1). D’où le lemme. 
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〈Δ2, u⊗Q v〉⊗2 = 〈u,v〉 et Λ2 •⊗2 (c ⊗Q d) = c • d.
Démonstration. Soient u =∑gi=0 λixi et v =∑gi=0 μixi dans P0Q, on a
〈Δ2, u⊗Q v〉⊗2 =
g∑
i=0
〈xi, u〉.
〈
xi
wi
, v
〉
=
g∑
i=0
λiμiwi = 〈u,v〉.
Dans les calculs qui suivent, les sommes portent sur Γ0(p)\SL2(Z). D’après le Lemme 4.7,
on a
6Λ2 •⊗2 (c ⊗Q d) =
∑
g
[(
ξ0(gτ) • c)(ξ0(g) • d)− (ξ0(g) • c)(ξ0(gτ) • d)].
Par bilinéarité de •, on peut supposer que c et d sont dans H. Il existe x =∑g λgg et y =∑
h μhh dans EΓ0(p) tels que c = αptes(ξ0(x)) et d = αptes(ξ0(y)). En utilisant le Théorème 2.1
et le Corollaire 2.3, on obtient
6Λ2 •⊗2 (c ⊗ d) =
∑
g
[(
ξ0(gτ) • ξ0(x)
)(
ξ0(g) • ξ0(y)
)− (ξ0(g) • ξ0(x))(ξ0(gτ) • ξ0(y))]
=
∑
g
λgτμg − λgμgτ = 6c • d. 
Démonstration du Théorème 0.1. Comme θ0
Q
et ψQ sont des isomorphismes de TQ-modules,
si θ0
Q
(Δ¯02) = ψQ(Λ¯02) alors Δ¯02 engendre P0Q ⊗TQ P0Q si et seulement si Λ¯02 engendre
H+
Q
⊗TQ H−Q. Cependant nous démontrons ces faits de façon indépendante.
Soit f une forme primitive de poids 2 pour Γ0(p). La proposition précédente et (24) montrent
que
1f
(
Δ¯02
)= 1f (Δ¯2) = 〈Δ2, af ⊗Q af 〉⊗2〈af ⊗Q af , af ⊗Q af 〉⊗2 af ⊗TQ af = 1〈af , af 〉af ⊗TQ¯ af .
En particulier 1f Δ¯02 est non nul pour toute forme primitive f . Par conséquent, Δ¯
0
2 engendre le
TQ-module libre P0Q ⊗TQ P0Q. De même, on a
1f
(
Λ¯02
)= 1f (Λ¯2) = Λ2 •⊗2 (df ⊗Q cf )
(cf ⊗Q df ) •⊗2 (df ⊗Q cf )cf ⊗TQ df =
1
cf • df cf ⊗TQ¯ df .
Cela montre que Λ¯02 engendre H+Q ⊗TQ H−Q.
De plus, la forme modulaire 1f θ0
Q¯
(Δ¯02) = θ0Q¯(1f Δ¯02) admet pour q-développement∑ 〈Tmaf , af 〉
〈af , af 〉 q
m =
∑
am(f )q
m.m1 m1
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Q¯
(Δ¯02) = f .
De façon analogue, la forme modulaire 1f ψQ¯(Λ¯02) a pour q-développement
∑
m1
Tmcf • df
cf • df q
m.
Par conséquent 1f ψQ¯(Λ¯
0
2) = f . Cela termine la démonstration du Théorème 0.1. 
5. Valeurs spéciales de fonctions L de formes modulaires
5.1. Formule de Gross
Soit D > 0 un entier. Rappelons que γD désigne le D-ième élément de Gross (voir (1)). On
suppose désormais que −D est un discriminant quadratique imaginaire (c’est-à-dire le discrimi-
nant d’un ordre d’un corps quadratique imaginaire). Dans le cas contraire on a en effet γD = 0.
Soient R un ordre maximal de B et O un ordre quadratique. On rappelle qu’un plongement
optimal de O dans R est un morphisme d’algèbres σ :O ⊗ Q ↪→ B tel que σ(O ⊗ Q) ∩ R =
σ(O). Un corps quadratique L se plonge dans l’algèbre de quaternions B ramifié en p et à
l’infini si et seulement si p est inerte ou ramifié dans L (voir par exemple [19]). On en déduit
que γD = 0 si p est décomposé dans Q(
√−D ).
Soit f ∈ S2(Γ0(p)) une forme primitive de développement de Fourier à l’infini f =∑
m1 am(f )q
m
. Pour χ caractère primitif de conducteur r , la série
∑
m1 am(f )χ(m)q
m défi-
nit une forme modulaire de poids 2 que l’on note f ⊗ χ . Lorsque r est premier à p, cette forme
modulaire est primitive de niveau pr2 (voir [14, 4.3]).
On suppose désormais que −D est un discriminant quadratique imaginaire premier à p. Rap-
pelons que l’on note εD = (−D. ) le caractère quadratique non trivial de Gal(Q(
√−D )/Q).
La formule suivante a été démontrée par Gross [4] dans le cas des discriminants premiers et
généralisée par Zhang [21].
Théorème 5.1 (Gross–Zhang). On a
L(f,1)L(f ⊗ εD,1) = (f,f )√
D
〈
γ
f
D ,γ
f
D
〉
.
Lorsque p est décomposé dans Q(
√−D ), chacun des membres de l’égalité du Théorème 5.1
est nul. On suppose donc désormais que p est inerte dans Q(
√−D ).
5.2. Interprétation : carré tensoriel des éléments de Gross
Dans cette section, nous démontrons le Théorème 0.2 énoncé dans l’introduction.
L’homomorphisme injectif de T-modules F (voir (7)) induit un isomorphisme T-linéaire de
R-espaces vectoriels :
FR :HR ∼−→ HomC
(
H 0
(
X,Ω1
)
,C
)
.
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[9, (18.5)]). Cette définition coïncide avec celle donnée dans l’introduction car pour toute forme
primitive f , on a (voir [8, Théorème 4.1])
L(f,1) = [e,ωf ]. (29)
L’élément d’enroulement e est en fait un élément de H+
Q
(voir [9, Lemme 18.6]).
Soient r > 0 un entier premier à p et χ un caractère primitif modulo r . Notons g(χ) =∑
b mod r χ(b)e
2iπb/r la somme de Gauss associée à χ . Considérons le symbole modulaire sui-
vant :
eχ =
∑
b mod r
χ¯ (b)
{
−b
r
,∞
}
∈Hptes
C
. (30)
Un calcul classique (se reporter5 à [8, Théorème 4.2]) montre que
L(f ⊗ χ,1) = −g(χ)
r
[eχ ,ωf ]. (31)
C’est pourquoi on appelle eχ l’élément d’enroulement tordu par le caractère χ .
Le caractère εD est impair, primitif de conducteur D et vérifie g(εD) = i
√
D. L’élément eD
défini dans l’introduction n’est autre que eεD =
∑
b mod D εD(b){− bD ,∞}.
Lemme 5.2. On a eχ ∈HZ[χ]. Plus précisément, eχ ∈H−Z[χ] si χ est impair et eχ ∈H+Z[χ] si χ
est pair.
Démonstration. Notons
[
r
s
]
la classe d’un élément r
s
∈ P1(Q) modulo Γ0(p). D’après [8, Pro-
position 2.2], on peut choisir un système {[1;1], [p;1]} de représentants de Γ0(p)\P1(Q) tel
que, pour r et s entiers
[∞] = [p;1],
[
r
s
]
=
{ [p;1] si p | s,
[1;1] sinon.
Pour tout caractère χ , le bord de eχ est
β(eχ ) =
∑
b mod r
χ¯ (b)
([∞])− ∑
b mod r
χ¯ (b)
([−b
r
])
= 0.
Donc eχ ∈HZ[χ] (car H est le noyau de l’application bord et Z[χ] est plat).
De plus, l’image de eχ sous l’action de la conjugaison complexe est
eχ =
∑
b mod r
χ¯ (b)
{
b
r
,∞
}
=
{
−∑a mod r χ¯(a){− ar ,∞} si χ est impair,∑
a mod r χ¯ (a)
{− a
r
,∞} si χ est pair.
Ceci termine la démonstration du lemme. 
5 Avec les notations adoptées par Manin on a L(f ⊗ χ, s) = −Lωf ,χ (s).
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modulaire 1f θ0
Q¯
(γ 0D ⊗TQ¯ γ 0D) = θQ¯(γ
f
D ⊗TQ¯ γ
f
D ) a pour q-développement∑
m1
〈
γ
f
D ,Tmγ
f
D
〉
qm =
∑
m1
〈
γ
f
D ,γ
f
D
〉
am(f )q
m = 〈γ fD ,γ fD 〉f.
D’après la formule de Gross–Zhang (Théorème 5.1), on a donc
1f θ0Q¯
(
γ 0D ⊗TQ¯ γ 0D
)= √DL(f,1)L(f ⊗ εD,1)
(f,f )
f.
De façon analogue, 1f ψQ¯(e ⊗TQ¯ eD) = ψQ¯(ef ⊗TQ¯ e
f
D) admet pour q-développement∑
m1
(
Tme
f • efD
)
qm =
∑
m1
(
ef • efD
)
am(f )q
m = (ef • efD)f.
Choisissons ici les générateurs c˜f de H+C
f
et d˜f de H−C
f
associés à la forme différentielle
holomorphe ωf (voir la Section 4.1.3). On a
ef • efD =
(e • d˜f )(eD • c˜f )
d˜f • c˜f
.
Or d’après (29), e • d˜f = [e, ω¯f ] = L(f,1) = L(f,1) car L(f,1) ∈ R, et d’après (31), eD • c˜f =
[eD,ωf ] = i
√
DL(f ⊗ εD,1). Enfin on rappelle que d˜f • c˜f = i(f, f ) (voir (20)). On obtient
finalement l’égalité
ef • efD =
√
DL(f,1)L(f ⊗ εD,1)
(f,f )
.
Ceci achève la démonstration du Théorème 0.2. 
5.3. Application : analogue quadratique de la formule d’Eichler
D’après le Théorème 0.2, on a〈
γ 0D,Tmγ
0
D
〉= e • TmeD (m 1).
Nous nous proposons de calculer chacun des membres de l’égalité précédente pour m = 1. Ceci
permet d’établir la formule pour
∑g
i=0 hi(−D)2wi énoncée dans le Théorème 0.3.
5.3.1. Calcul de 〈γ 0D,γ 0D〉
Lemme 5.3. On a
〈
γ 0D,γ
0
D
〉= 1
4u(−D)2
[
g∑
i=0
hi(−D)2wi − 48
(p − 1)h(−D)
2
]
.
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〈
γ 0D,γ
0
D
〉= 〈γD,γD〉 − 12(degγD)2
p − 1 =
1
4u(−D)2
g∑
i=0
hi(−D)2wi − 12(degγD)
2
p − 1 .
De plus, puisque p est inerte dans Q(
√−D ), la formule d’Eichler (se reporter à l’introduction
ou à [4, (1.12)]) donne :
2u(−D)degγD =
g∑
i=0
hi(−D) = 2h(−D).
On en déduit le lemme. 
5.3.2. Produit d’intersection des éléments d’enroulement
Soit r > 0 un entier. L’ensemble X ′r et les entiers bM modulo r (M ∈ X ′r ) de la proposition
ci-dessous ont été définis dans l’introduction (voir (2) et (3)).
Proposition 5.4. Pour tout caractère primitif χ modulo r , on a
eχ =
∑
M=( u vw t )∈X ′r
χ¯ (bM)ξ
0
(
w
t
)
.
Démonstration. Pour 0 b < d , d divisant r , notons
md,b =
(
d b
0 r
d
)
, wd,b = m−1d,b =
( 1
d
− b
r
0 d
r
)
et nd,b =
( r
d
0
b d
)
.
L’ensemble {md,b, 0 b < d, d | r} (respectivement {nd,b, 0 b < d, d | r}) est un système
de représentants de M2(Z)r/SL2(Z). Notons C(d, b) = md,b SL2(Z) la classe d’équivalence de
md,b . La classe C(d, b) est l’ensemble des matrices M =
( u v
w t
)
telles que
wd,bM =
( u
d
− bw
r
v
d
− bt
r
dw
r
dt
r
)
∈ SL2(Z). (32)
Pour tout M ∈ C(d, b), on a donc
ξ0
(
w
t
)
= ξ0(Γ0(p).wd,bM)= {wd,bM.0,wd,bM.∞}.
Notons
Sχ =
∑
M=( u vw t )∈X ′r
χ¯ (bM)ξ
0
(
w
t
)
.
Nous allons montrer que Sχ est égal à eχ . Notons Div0(P1(Q)) le groupe des diviseurs de degré
nul à support dans P1(Q). On dispose d’une application
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(
P1(Q)
)→Hptes, (α)− (β) → {α,β}.
Il suffit d’établir que Sχ et eχ ont un antécédent commun par ι.
Soit M ∈ M2(Z)r . Il existe b et d avec 0 b < d , d | r , tels que M ∈ C(d, b). D’après (32),
l’entier r/d divise alors t et w. Si M ∈X ′r , on obtient d = r , car (w, t) = 1. Par conséquent
X ′r =
⋃
0b<r
(X ′r ∩C(r, b)).
De plus M = ( u vw t ) ∈ C(r, b) si et seulement si u ≡ bw (mod r) et v ≡ bt (mod r). En particulier,
si M ∈ C(r, b) alors bM ≡ b (mod r). On pose D(r, b) = X ′r ∩ C(r, b). Ce qui précède montre
que
Sχ =
∑
0b<r
∑
M∈D(r,b)
χ¯(b){wr,bM.0,wr,bM.∞}.
Donc
Sχ = ι
( ∑
0b<r
χ¯(b)
[ ∑
M∈D(r,b)
(wr,bM.0)−
∑
M∈D(r,b)
(wr,bM.∞)
])
.
Soit M = ( u vw t ) ∈ X ′r . Si M∞ = ∞, i.e. M = mr,b , il existe une unique matrice A(M) ∈
X ′r ∩M SL2(Z) telle que M∞ = A(M)0 : c’est la matrice
A(M) = M
(
m(M) 1
−1 0
)
=
(
um(M)− v u
wm(M)− t w
)
où m(M) est le plus petit entier supérieur à t/w. Remarquons que u = 0 car M ∈X ′r , par consé-
quent A(M)0 = 0.
Si M ′ = ( u′ v′
w′ t ′
) ∈ X ′r est telle que M ′0 = 0, i.e. M ′ = nr,b , il existe une unique matrice
B(M ′) ∈X ′r ∩M ′ SL2(Z), telle que M ′0 = B(M ′)∞ : c’est la matrice
B(M ′) = M ′
(
0 −1
1 n(M ′)
)
=
(
v′ −u′ + v′n(M ′)
t ′ −w′ + t ′n(M ′)
)
où n(M ′) est le plus petit entier supérieur à u′/v′. On a B(M ′)∞ = ∞. 
Lemme 5.5. Soit 0  b < r . L’application A définit une bijection de D(r, b)\{mr,b} vers
D(r, b)\{nr,b} de bijection réciproque l’application B .
Démonstration. Soient M = ( u vw t ),∈X ′r telle que M∞ = ∞. On a
B
(
A(M)
)= ( u −um+ v + un
w −wm+ t +wn
)
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u
. Or 0 v
u
< 1,
donc n = m, et on en déduit que B(A(M)) = M . Considérons à présent M ′ = ( u′ v′
w′ t ′
) ∈ X ′r ,
M ′ = nr,b . De façon analogue, on a
A
(
B(M ′)
)= (v′m′ + u′ − v′n′ v′
t ′m′ +w′ − t ′n′ t ′
)
où n′ = n(M ′) et m′ = m(B(M ′)). L’entier m′ est le plus petit entier supérieur à n′ − w′
t ′ . Or
0 w′
t ′ < 1 donc n
′ = m′ et A(B(M ′)) = M ′.
Supposons que M ∈ D(r, b)\{mr,b}, autrement dit u ≡ bw (mod r) et v ≡ bt (mod r). On a
alors um(M)−v ≡ b(wm(M)− t) (mod r), ce qui prouve que A(M) est dans D(r, b)\{nr,b}. 
Le lemme précédent montre que
Sχ = ι
( ∑
0b<r
χ¯(b)
[ ∑
M ′∈D(r,b)\{nr,b}
(wr,bM
′.0)−
∑
M∈D(r,b)\{mr,b}
(wr,bM.∞)
]
+
∑
0b<r
χ¯(b)(wr,b.0)−
∑
0b<r
χ¯(b)(wr,bM.∞)
)
= ι
( ∑
0b<r
χ¯(b)
(
−b
r
)
−
∑
0b<r
χ¯(b)(∞)
)
.
Comme
∑
0b<r χ¯(b) = 0, on a finalement Sχ = eχ . 
Pour u,v deux entiers premiers entre eux, v > 0, la somme de Dedekind S(u, v) est donnée
par
S(u, v) =
v−1∑
h=0
B¯1
(
h
v
)
B¯1
(
uh
v
)
(33)
où B¯1 est la fonction périodique de période 1 définie par B¯1(x) = x − 1/2 si x ∈ ]0,1[ et
B¯1(0) = 0 (voir, par exemple, [17]). Rappelons que pour k ∈ {1, . . . , p − 1}, on note k∗ l’unique
élément de {1, . . . , p − 1} tel que kk∗ ≡ −1 (mod p).
Corollaire 5.6. On a
e • eχ =
p−1∑
k=1
∑
M=( u vw t )∈X ′r
w≡tk mod p
χ¯(bM)
(
k∗ − k
p
− 12S(k,p)
p − 1
)
.
Démonstration. Ce corollaire se déduit de la Proposition 5.4 et de la formule suivante due à
Merel [11] :
(p − 1)e • ξ0(k) = k − k∗ (1 − p)− 12S(k,p) (k ∈ {1, . . . , p − 1}). 
p
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D’après le Lemme 5.3, on a
g∑
i=0
hi(−D)2wi = 4u(−D)2
〈
γ 0D,γ
0
D
〉+ 48
p − 1h(−D)
2.
Or, le Théorème 0.2 donne l’égalité : 〈
γ 0D,γ
0
D
〉= e • eD.
Le Corollaire 5.6 appliqué à χ = εD montre alors le Théorème 0.3.
5.3.4. Remarque : une autre approche pour le calcul de e • eD
Soit z ∈ H. Pour g ∈ Γ0(p), notons cg la classe dansHptes de l’image dans Y d’une géodésique
de H reliant z à gz. La classe cg est indépendante du choix de z. L’application g → cg définit un
homomorphisme surjectif de groupes de Γ0(p) dans Hptes.
Pour tout entier b tel que 0 b <D et (b,D) = 1, on note
gb =
(
ub b
wb D
)
l’unique matrice de Γ0(p) telle que 0 wbp < D. Lorsque b ∈ [0,D[ n’est pas premier à D, on
note gb =
( 1 0
0 1
)
.
Posons dans Hptes
e˜D =
D−1∑
b=0
εD(b)cgb .
L’image de e˜D par la surjection canonique αptes :Hptes  H est égale à eD . En effet, pour b
premier à D, l’image de cgb par αptes est égale à la classe de {0, gb0} = {0, bD } dans H et εD est
impair ; cela entraîne
αptes(e˜D) =
∑
b∈Z,(b,D)=1
εD(b)
{
0,
b
D
}
= eD.
Rappelons que l’élément d’Eisenstein E est l’unique élément de Hptes
Q
de bord (p − 1)×
((Γ0(p)∞)− (Γ0(p)0)) dans Z[ptes] et tel que
TmE = σ ′(m)E
(voir [11]). On a l’égalité suivante (voir loc. cit. Lemme 1)
(p − 1)e = E − (p − 1){0,∞}.
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(p − 1)e • eD = E • e˜D − (p − 1){0,∞} • e˜D.
Soit B1,εD le premier nombre de Bernoulli généralisé associé au caractère εD .
Proposition 5.7. On a
E • e˜D = 2(p − 1)h(−D)
u(−D) − 24
h(−D)2
u(−D)2 .
Démonstration. Notons R l’application à valeurs dans Z qui à une matrice
( u v
w t
) ∈ Γ0(p) asso-
cie (p − 1) v
t
si w = 0 et
(p − 1)u+ t
w
+ 12 w|w|
(
S
(
t, |w|)− S(t, ∣∣∣∣wp
∣∣∣∣))
sinon. Cette application est un homomorphisme de groupes appelé homomorphisme de Radema-
cher (voir [15] et [11]). On a (loc. cit.)
R(g) = −E • cg
(
g ∈ Γ0(p)
)
.
On en déduit
E • e˜D =
D−1∑
b=0
εD(b)E • cgb = −
D−1∑
b=0
εD(b)R(gb).
Or, puisque D = 1, on a wb = 0 pour tout b ∈ {0, . . . ,D − 1}. Par conséquent
R(gb) = (p − 1)ub +D
wb
+ 12
(
S(D,wb)− S
(
D,
wb
p
))
= (p − 1)
(
b
D
+ 1
Dwb
+ D
wb
)
+ 12
(
S(D,wb)− S
(
D,
wb
p
))
car ubD − wbb = 1 et wb > 0. Rappelons la loi de réciprocité de Dedekind (voir, par exemple,
[17, Théorème 1]) : pour u > 0 et v > 0 deux entiers premiers entre eux, on a
12
(
S(u, v)+ S(v,u))= −3 + u
v
+ v
u
+ 1
uv
. (34)
On a également les propriétés élémentaires suivantes :
S(−u,v) = −S(u, v) et S(u′, v) = S(u, v), (35)
où u′ > 0 est un entier tel que uu′ ≡ 1 (mod v).
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12S(D,wb) = −12S(wb,D)− 3 + D
wb
+ wb
D
+ 1
Dwb
= 12S(b,D)− 3 + D
wb
+ wb
D
+ 1
Dwb
et
12S
(
D,
wb
p
)
= −12S
(
wb
p
,D
)
− 3 + wb
Dp
+ Dp
wb
+ p
Dwb
= 12S(bp,D)− 3 + wb
Dp
+ Dp
wb
+ p
Dwb
.
Cela donne
R(gb) = (p − 1)
(
b
D
+ 1
Dwb
+ D
wb
)
+ D
wb
+ wb
D
+ 1
Dwb
− wb
Dp
− Dp
wb
− p
Dwb
+ 12(S(b,D)− S(bp,D))
= (p − 1) b
D
+ wb
D
− wb
Dp
+ 12(S(b,D)− S(bp,D))
= p − 1
D
(
b + wb
p
)
+ 12(S(b,D)− S(bp,D)).
D’où
E • e˜D = 1 − p
D
D−1∑
b=0
εD(b)b + 1 − p
D
D−1∑
b=0
εD(b)
wb
p
+ 12
D−1∑
b=0
εD(b)
(
S(bp,D)− S(b,D)).
On rappelle l’égalité (voir par exemple [20, Proposition 4.1]) :
D−1∑
b=0
εD(b)B¯1
(
b
D
)
=
D−1∑
b=0
εD(b)b = DB1,εD .
Pour b ∈ {0, . . . ,D − 1}, posons a = wb
p
. L’entier a ∈ {0, . . . ,D − 1} est tel que wa = bp. En
effet
( ub wbp
bp D
) ∈ Γ0(p) et bp ∈ {0,p, . . . , (D − 1)p}. L’application b → wbp définit donc une per-
mutation de {0, . . . , p − 1}. On a alors
D−1∑
εD(b)
wb
p
=
D−1∑
εD
(
wb
p
)
b = −
D−1∑
εD(bp)b = −
(−D
p
)D−1∑
εD(b)b = DB1,εD .b=0 b=0 b=0 b=0
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D−1∑
b=0
εD(b)S(b,D) =
D−1∑
b=0
D−1∑
a=0
εD(b)B¯1
(
a
D
)
B¯1
(
ab
D
)
=
D−1∑
a=0
εD(a)B¯1
(
a
D
)D−1∑
b=0
εD(ab)B¯1
(
ab
D
)
= B21,εD .
De façon analogue, on a
D−1∑
b=0
εD(b)S(bp,D) =
D−1∑
b=0
D−1∑
a=0
εD(b)B¯1
(
a
D
)
B¯1
(
abp
D
)
= εD(p)
D−1∑
a=0
εD(a)B¯1
(
a
D
)D−1∑
b=0
εD(abp)B¯1
(
abp
D
)
= −B21,εD .
On a finalement
E • e˜D = 2(1 − p)B1,εD − 24B21,εD .
Or, en combinant la formule du nombre de classe et les relations entre nombres de Bernoulli et
fonctions L de Dirichlet (voir par exemple [20, Théorème 4.9]) on obtient
B1,εD = −
h(−D)
u(−D).
On en déduit l’égalité annoncée dans la Proposition 5.7. 
Malheureusement, nous ne savons actuellement pas donner une expression simple pour
{0,∞} • e˜D . Les observations suivantes fournissent peut-être une piste pour effectuer ce calcul.
Pour k ∈ {1, . . . , p − 1}, posons
Wk =
(
k∗ −1
1 + kk∗ −k
)
∈ Γ0(p). (36)
Rademacher [16] a montré que l’ensemble{
T =
(
1 1
0 1
)
, Wk, 1 k  p − 1
}
,
dit système de générateurs de Rademacher, engendre le groupe Γ0(p). Pour b ∈ {0, . . . ,D − 1},
notons nT (b) le nombre de T dans une décomposition de gb dans le système de générateurs de
Rademacher. L’entier nT (b) ne dépend pas de la décomposition choisie.
On a
{0,∞} • cWk = 0
(
k ∈ {1, . . . , p − 1})
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{0,∞} • c(1 1
0 1
) = −1.
On a donc
{0,∞} • e˜D = −
D−1∑
b=0
εD(b)nT (b).
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