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REGULATOR MAPS FOR HIGHER CHOW GROUPS
VIA CURRENT TRANSFORMS
PEDRO F. DOS SANTOS, ROBERT M. HARDT, AND PAULO LIMA-FILHO
Abstract. We show how to use equidimensional algebraic correspon-
dences between complex algebraic varieties to construct pull-backs and
transforms of certain classes of geometric currents. Using this construc-
tion we produce explicit formulas at the level of complexes for a regulator
map from the Higher Chow groups of smooth complex quasi-projective
algebraic varieties to Deligne-Beilinson cohomology with integral coef-
ficients. A distinct aspect of our approach is the use of Suslin’s com-
plex n ↦ Zp∆,eq(X,n) of equidimensional cycles over ∆
n to compute
Bloch’s higher Chow groups. We calculate explicit examples involving
the Ma¨hler measure of Laurent polynomials.
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Introduction
Using general principles S. Bloch shows in [Blo86] the existence of natural
cycle maps c∶CHp∆(X,n) → H
2p−n(X,p), from the higher Chow groups of a
smooth complex algebraic variety X into any bigraded cohomology theory
H∗(−,●) that: 1) satisfies homotopy axiom, 2) admits functorial cycle classes
[Υ] ∈H2bΥ (X,b) for subvarieties Υ ⊂X of pure codimension b, and 3) satisfies
a weak purity property. In particular, this shows the existence of a regulator
map with values in Deligne-Beilinson cohomology.
The primary goal of this paper is to provide a structured and explicit
construction - at the level of complexes - of a regulator map
Reg∶CHp∆(X,n) Ð→H
2p−n
D
(X;Z(p)), (1)
from the higher Chow groups of a smooth complex algebraic variety X, in
their simplicial formulation and Z coefficients into integral Deligne-Beilinson
cohomology.
A distinct aspect of our approach is the use of the complex n↦ Zp∆,eq(X,n)
consisting of cycles equidimensional over ∆n to compute Bloch’s higher
Chow groups. Here we rely on Suslin’s generic equidimensionality results
[Sus00], which imply that the inclusion into Bloch’s higher Chow complex
Zp∆,eq(X,∗) ↪ Zp∆(X,∗) is a quasi-isomorphism (under mild conditions).
To compute the Deligne-Beilinson cohomology, in the case where X is
projective, we use cone complex
Z(p)∗D(X) ∶= Cone{I(p)∗(X)⊕ F p′D∗(X) ǫ−ıÐ→ ′D∗(X)} [−1],
where I(p)∗(X) denotes the group of integral currents, with Z(p) coeffi-
cients, and F p′D∗(X) denotes the Hodge filtration on the de Rham currents
in X (see Appendix A).
An element γ ∈ Z(p)k
D
(X) is represented as a triple
γ = (T, θ,̟) ∈ I(p)k(X)⊕ F p′Dk(X)⊕ ′Dk−1(X), (2)
whose differential is then given by dγ = (dT, dθ, θ − ǫ(T ) − d̟), where ǫ
is the inclusion ǫ∶ I(p)∗(X) ↪ ′D∗(X). The regulator map must therefore
associate to a cycle Υ ∈ Zp∆,eq(X,n) a triple
Reg(Υ) = (Υ∆,ΥΘ,ΥW ) ∈ I(p)2p−n(X) ×F p′D2p−n(X) × ′D2p−n−1(X),
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such that Reg(∂Υ) = (dΥ∆, dΥΘ,Υ∆ −ΥΘ − dΥW ), where ∂Υ denotes the
boundary in the higher Chow groups complex.
In order to define the triple Reg(Υ) we first introduce geometrical con-
structions with currents that have independent interest. When translated to
the equidimensional complex these associate to a codimension p cycle Υ on
X ×∆n, which is equidimensional over the algebraic simplex ∆n a transform
homomorphism Υ∨∶Mk(Pn) → Mk+2(p−n)(X), between groups of currents
defined by integration. We apply this construction to define
Reg(Υ) = ((−1)(n2)(−2πi)pΥ∨∆n , (−2πi)p−nΥ∨Θn , (−2πi)p−nΥ∨Wn) ,
where ∆∆ n denotes the degree n current defined by integration on the topo-
logical simplex ∆∆ n ⊂ ∆n = {[z0 ∶ . . . ∶ zn] ∈ Pn ∣ z0 + . . . + zn ≠ 0} (with the
standard orientation) , Θn is the current represented by the meromorphic
form ∑ni=0(−1)i dz0z0 ⋯ d̂zizi ⋯dznzn in Pn and Wn is a degree n− 1 current relating
∆∆ n and Θn (see Section 3).
The properties of equidimensional cycles make the transform of currents
into a seamless operation yielding the desired map of complexes. In partic-
ular, contrasting with other constructions of the cycle maps from the higher
Chow groups to Deligne Beilinson cohomology ([KLMS06], [KLL18]), no
moving lemmas are needed in our construction and the resulting homomor-
phism (1) is defined with Z coefficients.
Below we summarize the content of each section of the paper.
We start with a brief recollection in Section 1 of the notions of equidimen-
sional and relative algebraic cycles, stating the results from [Sus00] that are
relevant in our constructions. Then we introduce the complexes we use to
define Deligne-Beilinson cohomology, along with a glossary of the currents
and forms that we use. For the reader’s convenience, we provide in Appendix
A a brief review of geometric measure theory and detailed references.
The technical core of the paper lies in Section 2, where we use algebraic
correspondences to construct pull-backs of currents: ifX is a smooth connect
variety, B is a smooth variety and Υ ⊂X ×B is a codimension p subvariety,
which is dominant over B, we show in Proposition 2.1 the existence of pull-
back maps Υ#∶Mk(B) → Mk+2i(X ×B), where, as above, Mk(B) denotes
the currents of degree k in B that are representable by integration (measure
coefficients).
Furthermore, Υ# sends currents of type (p, q) to currents of type (p+i, q+
i). Under appropriate conditions (Proposition 2.3.a) – e.g., Υ equidimen-
sional over B – the pull-back Υ#S of a locally normal current S coincides
with the intersection of currents JΥK ∩ {JXK × S}; and d(Υ#S) = Υ#(dS)
(Corollary 2.3). When B is proper one can define a transform Υ∨∶Mk(B)→
Mk+2(i−n)(X) by Υ∨S = pr1#(Υ#S). where pr1∶X×B →X is the projection.
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As mentioned above, this transform with B = Pn is used in the definition of
the regulator map of a projective variety X.
If U is quasiprojective, let U ↪X ↩D =X −U be a projective compact-
ification of U with a simple normal crossings divisor D. If Υ ⊂ U ×∆n is
equidimensional over ∆n = Pn −H∞, we show that the constructions above
induce a transform
Υ
∨
∶Mk(Pn)→ ′Dk−2n(X)⟨logD⟩,
and we study its behavior with respect to hyperplanes H ≠H∞ and bound-
aries. In particular we show the following.
Corollary 2.8. Using the notation in Definition 2.7, the following holds.
I. Given a smooth hypersurface H ⊂ Pn, H ≠ H∞, denote H˚ = H ∩∆n.
Then Υ∣H and (Υ∣H˚) induce the same transform
Υ
∨
∣H = (Υ∣H˚)
∨
∶ Mk(H)→ ′Dk+2(i−n)(X)⟨logD⟩.
II. If S is a current in Pn vanishing suitably at H∞ (see Definition 2.2)
then the identity d(Υ∨S) = Υ∨dS holds in ′Dk+2(i−n)+1(X)⟨logD⟩.
In Section 3 we introduce a fundamental triple of currents (∆∆ n,Θn,Wn)
in complex projective space Pn = Pn(C)an, with the analytic topology. The
construction starts with a special nested sequence of closed semi-algebraic
subsets Rn,0 ⊂ Rn,1 ⊂ ⋯Rn,n = Pn, which are suitably oriented to define semi-
algebraic chains JRn,jK ∈ In+j(Pn). The current JRn,0K corresponds to the
natural orientation of the topological simplex ∆∆ n ∶= ∆n(R≥0) ⊂ ∆n(C)an ≡
Pn −H∞, where H∞ = {[z] ∣ εn(z) ∶= z0 + ⋯ + zn = 0} is the hyperplane at
infinity.
Next, for 0 ≤ j ≤ n, denote θnj ∶= ∑jr=0(−1)r dz0z0 ∧ ⋯ ∧ d̂zrzr ∧ ⋯ ∧ dzjzj ∈
Ωj(Pn)⟨logDj⟩, where Dj is the divisor given by z0⋯zj = 0, and define
ωnj ∶= (−1)j log(1 − εj(z)
zj
) ∧ θnj−1,
where εj(z) ∶= z0 + ⋯ + zj . In Proposition 3.6 and Corollary 3.7 we exhibit
formulas for the boundaries of both [θnj ] and JRn,jK⌞ωnj , and show that they
define normal currents in Pn (i.e., both the currents and their boundaries
are representable by integration).
With these preliminaries in place, we define the fundamental triple
(∆∆ n,Θn,Wn) ∈ In(Pn)⊕ Fn′Dn(Pn)⊕ ′Dn−1(Pn),
where Θn ∈ Fn′Dn(Pn) denotes the current in Pn represented by θnn, and
Wn is the normal current Wn ∶= ∑nj=1(−1) j(j+1)2 (−2πi)n−j JRn,jK ⌞ ωj. For
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all n ≥ 0, the fundamental triple satisfies the following identity, shown in
Corollary 3.9):
dWn = (−1)n(n+1)2 Θn − (2πi)n∆∆ n − (2πi) n∑
r=0
(−1)rιr# (Wn−1) ,
where ιr ∶P
n−1 ↪ Pn denotes the inclusion of the r-th coordinate hyperplane.
We conclude the section by establishing that the currents in the funda-
mental triple satisfy the conditions of Corollary 2.3 with respect to algebraic
cycles in a productX×Pn which are equidimensional over ∆n. This amounts
essentially to having a controlled vanishing at infinity.
In Section 4 we use the constructions the previous sections to define our
map of complexes
Reg∶Zpeq(U ;n)Ð→ Γ(X;Z(p)2p−nD,(X,U)) ,
where Zpeq(U ;n) is the Bloch-Suslin (chain) complex of equidimensional cy-
cles and Z(p)2p−n
D,(X,U) is a complex of acyclic sheaves computing the Deligne-
Beilinson homology of U. More precisely, if Υ ⊂ U ×∆n lies in Zpeq(U ;n) then
Reg(Υ) = (Υ∆,ΥΘ,ΥW ) , where
Υ∆ ∶=(−1)(n2)(−2πi)p (Υ∨∆n) ∩U ∈ I2p−nloc (U ;Z(p))
ΥΘ ∶=(−2πi)p−nΥ∨Θn ∈ F p′D2p−n(X)⟨logD⟩
ΥW ∶=(−2πi)p−n (Υ∨Wn) ∩U ∈ ′D2p−n−1(U).
Here, I2p−nloc denotes the sheaf of locally integral currents, and F
p′D∗(X)⟨logD⟩
denotes the Hodge filtration on the currents inX with logarithmic pole along
D. See Appendix A.1.4.
In the last section we calculate the regulator map in a family of examples,
first introduced as Example 1.6 to illustrate equidimensional cycles. There,
starting with a subfield F ⊂ C, we consider a (Laurent) polynomial p(t) ∈
F[t] of degree d in n-variables and introduce a correspondence Γp in Up ×
∆n+1, where Up ∶= {(Gm)n −Zp} ×Gm with Zp ⊂ (Gm)n the zero set of p(t).
We show that Γp is an equidimensional correspondence in Z
n+1
∆,eq(Up, n + 1)
which is, in fact, a cycle in Zn+1∆,eq(Up, n+ 1), thus representing an element in
CHn+1∆ (Up, n + 1).
We show that - under simple conditions on the polynomial p - the class[Reg(Γp)] ∈ Hn+1D (Up;Z(n + 1)) has a non-trivial “transcendental” compo-
nent coming from Hn+1(Up,C)/Hn+1(Up,Z) in the exact sequence
0→Hn(Up,C)/Hn(Up,Z(n + 1)) →Hn+1D (Up;Z(n + 1))
→Hn+1(Up,Z(n + 1))⊕ Fn+1Hn+1(Up,C) →⋯. (3)
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Evaluating the resulting homomorphism γ∶Hn(Up,Z)→ C/Z(n+1) (95) on
a particular homology class we obtain
−(2πi)nm(p) ∈ C/Z(n + 1),
where m(p) is the logarithmic Ma¨hler measure of the polynomial p. The
polynomial pα(x, y) = α + x + 1
x
+ y +
1
y
, with α > 4 satisfies the conditions
needed for the calculations. For example, when α = 8 one obtains γ(JT2 ×{1}K) = −(2πi)2m(p8) = 96L(E24,2) ≠ 0 ∈ C/Z(3), where L(E24, z) is the
L-series of the rational elliptic curve E24 of conductor 24.
1. Preliminaries
In this section we recall the necessary properties of equidimensional cy-
cles, and introduce the notation for the forms and currents that are used
throughout the paper. We conclude the section recalling Deligne-Beilinson
cohomology.
1.1. Complexes of equidimensional cycles. Equidimensional cycles over
a base space play a key role in the study and applications of algebraic cycles.
Examples include the development of morphic cohomology [FLJ92] and the
alternative presentation of motivic complexes in [FV00]. Here we summa-
rize Suslin’s generic equidimensionality results [Sus00] and [SV00], the key
ingredients in our applications.
Definition 1.1. Let X → B be a scheme of finite type over a noetherian base
scheme B and assume that X is irreducible, with dimX = d and dimB = n.
An algebraic cycle W = ∑niWi on X is said to be dominant over B if
each Wi is dominant over a component of B. It is called equidimensional of
relative dimension r if for each s ∈ B and each componentWi ofW , the fiber(Wi)s is either empty or each of its components has dimension r. We denote
by Zqeq(X /B) the group of algebraic cycles of codimension q in X that are
dominant and equidimensional over B, of relative dimension r = d − n − q.
The following result summarizes the key properties of dominant equidi-
mensional cycles that are relevant to this discussion
Theorem 1.2. [SV00, 3.3.15, 3.4.8] Let W be an equidimensional dominant
cycle on X of relative dimension r over a base scheme B.
i. If B is normal (or geometrically unibranch) then W is a relative cycle
of relative dimension r.
ii. If B is regular, then W is a universally integral relative cycle. Hence,
for each map f ∶T → B, there exists a unique relative cycle (with integral
coefficients) W∣T on X ×B T over T , such that for every point t ∈ T , the
pullback t∗(W∣T ) to Xt agrees with f(t)∗W .
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Remark 1.3. i. The cycle W∣T is called the pullback of W along f.
ii. It follows from the construction that whenever W∣T is non-zero, then it
is a dominant equidimensional cycle over T.
iii. If V
g
Ð→ T
f
Ð→ B are maps between regular schemes then W∣V = (W∣T )∣V .
iv. If T ⊂ B is a closed immersion of regular schemes and W is an equidi-
mensional cycle on X over B, then the pull-back cycle W∣T coincides
with the image of W under the intersection-theoretic pull-back homo-
morphism induced by T ×B X → X as explained in [Ser65] and [Ful84].
1.1.1. Simplicial groups of equidimensional cycles. Let X be an equidimen-
sional scheme of finite type over k, and denote Zp∆,eq(X,n) ∶= Zpeq({X ×
∆n}/∆n). It follows from Theorem 1.2.ii that the assignment n↦ Zp∆,eq(X,n)
defines a simplicial subgroup Zp∆,eq(X,●) ⊂ Zp∆(X,●), with associated chain
complex Zp∆,eq(X,∗).
1.1.2. Generic equidimensionality. The next result can be seen as a gen-
eral moving lemma that has geometric/measure-theoretic consequences in
characteristic zero, yielding a natural construction of the regulator maps.
Theorem 1.4. [Sus00, Thm. 2.1] Let X be an equidimensional quasi-projective
scheme of finite type over k. Then the inclusion map Zp∆,eq(X,∗) ↪ Zp∆(X,∗)
is a quasi-isomorphism whenever p ≤ dimX.
Remark 1.5. The condition p ≤ dimX imposes no restriction when ad-
dressing Higher Chow Groups in general. Indeed, the homotopy property
and general equidimensionality give natural quasi-isomorphisms:
Z
p
∆(X,∗) htpy. inv.≃ // Zp∆(X × Ap,∗) Zp∆,eq(X × Ap,∗)? _≃Thm.1.4oo . (4)
Example 1.6. Let F ⊂ C be a field, and consider a polynomial p(t) ∈
F[t] of degree d in n-variables t = (t1, . . . , tn), and let Zp ⊂ (Gm)n be its
zero set. Denote Up ∶= {(Gm)n −Zp} × Gm, with coordinates (t;λ), and let
z = (z0, . . . , zn+1) ∈ ∆n+1 be coordinates satisfying ∑n+1r=0 zr = 1. Define a
correspondence Γp in Up ×∆
n+1 by
Γp ∶=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
zn+1(λ + p(t)) = λ
z0 − t1z1 = 0
z0 + z1 − t2z2 = 0
⋮ ⋮
z0 + z1 +⋯+ zn−1 − tnzn = 0
. (5)
We claim that Γp is an equidimensional correspondence in Z
n+1
∆,eq(Up, n + 1)
and a cycle in Zn+1∆,eq(Up,∗), thus representing an element in CHn+1∆ (Up, n +
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1). To prove this claim, consider the linear forms
εj(z) = z0 +⋯ + zj , for j ≥ 0, (6)
and define the auxiliary polynomial
Rp(z) = (z1⋯zn)dp(ε0(z)
z1
,
ε1(z)
z2
, . . . ,
εn−1(z)
zn
) ∈ Q[z]. (7)
Now, let Yp ⊂∆n+1 be the divisor given by (z0z1⋯zn+1)(ε0(z)⋯εn(z))Rp(z) =
0, and observe that Γp ∩ (Up × Yp) = ∅. It follows that, over ∆n+1 − Yp, the
correspondence Γp is the graph of the map
ψ∶∆n+1 − Yp Ð→ Up (8)
zz→ (t(z); zn+1
1 − zn+1
p(t(z))) ,
where t(z) = ( ε0(z)
z1
,
ε1(z)
z2
, . . . ,
εn−1(z)
zn
) .
We conclude that Γp is an equidimensional correspondence in Z
n+1
∆,eq(Up, n+
1). By definition, the faces ∂i∆n+1, i = 0, . . . , n + 1, are contained in Yp, and
this suffices to show that Γp is a cycle in Z
n+1
∆,eq(Up,∗).
1.2. Forms, currents and Deligne cohomology.
1.2.1. Glossary: Forms and currents. In Appendix A the reader will find
the definitions and relevant properties of the objects listed below, along with
detailed references. Here, M is a smooth oriented manifold of dimension m,
X is a smooth proper algebraic variety, and D is a divisor in X with simple
normal crossings.
Notation : Description References
Ak(M) : Complex-valued differential forms of
degree k on M .
A.1.1
Akc (M) : Compactly supported differential
forms of degree k on M.
A.1.1
Ap,q(X) : Smooth forms of type (p, q) on X. A.1.2
O : Sheaf of holomorphic functions on
complex manifolds.
Ωp(X) : Holomorphic forms of degree p on
X.
Ωp
X
⟨nullD⟩ ⊂ Ωp
X
: Subsheaf consisting of the holomor-
phic p-forms that vanish on D.
A.4.a
A
p,q
X ⟨nullD⟩ : = ΩpX⟨nullD⟩⊗A0,qX Defn. A.4.b
A
p,q
c (X)⟨nullD⟩ : = Γc(X,Ap,qX ⟨nullD⟩)
BAk(M) : Bounded Baire forms of degree k. Defn. A.3.c
CAk(M) : Continuous forms of degree k onM . Defn. A.2.b
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CAkc (M) : Compactly supported continuous
forms of degree k on M .
′Dk(M) : DeRham currents of degree k on M. A.1.3
′Dp,q(X) : Currents of type (p, q) on X. A.1.4
Mk(M) : Currents representable by integra-
tion.
A.1.5.a
∣∣T ∣∣ : Measure associated to T ∈Mk(M). A.1.5.a
′Dk(X)⟨logD⟩ : Currents of degree k on X with log
poles along D.
Defn. A.6
′Dp,q(X)⟨logD⟩ : = ′Dp+q(X)⟨logD⟩ ∩ ′Dp,q(X).
F pAkX : = ⊕p≤r≤kAr,k−rX , Hodge filtration on
sheaves of smooth forms.
F p′DkX : =⊕p≤r≤k ′Dr,k−rX , Hodge filtration on
sheaves of currents on X.
Ik(M), Ikloc(M) : Integral and locally integral currents
of degree k on M, respectively.
A.1.5.f
Ikloc(M ;G) : Locally integral chains of degree k
on M with coefficients in G.
A.1.5.h
Ikloc(p)(M) : = Ikloc(M ;Z(p))
L1locA
k(X) : L1loc-forms of degree k on M. Defn. A.2.a
Nk(M), Nkloc(M) : Normal and locally normal currents
of degree k on M.
A.1.5.d
⟨T, f, y⟩ : Slice of a normal current T onM by
a map f ∶M → N at the point y ∈ N.
A.2.1
1.2.2. Deligne-Beilinson cohomology. Given a subring A ⊂ R and p ∈ Z,
denote A(p) ∶= (2πi)p ⋅A ⊂ C. For a topological space X, let A(p)X denote
the locally constant sheaf on X with values in A(p).
Let U =X −D    // X D,? _oo be a good compactification of a smooth
complex algebraic variety U , where X is a smooth proper variety and D is
a DNC. Denote by ǫ∶A(p)U → Ω∗U and ι ∶ F pΩ∗X⟨logD⟩ → ∗Ω∗U the natural
inclusions.
Definition 1.7. The Deligne-Beilinson complex of (X,U, ) is defined as
A(p)D ∶= A(p)D,(X,U) ∶= Cone (R∗A(p)U ⊕ F pΩ∗X⟨logD⟩ ǫ−ıÐ→ R∗Ω∗U) [−1].
(9)
The hypercohomology of this complex is independent of the good compactifi-
cation (up to canonical isomorphisms), and one defines the Deligne-Beilinson
cohomology of U as Hk
D
(U,A(p)) ∶= Hk (X,A(p)D,(X,U)) , k ≥ 0.We refer the
reader to [EV88] for further details.
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We work primarily with A = Z in this paper, but the arguments hold for
arbitrary subringsA ⊂ R. Since the sheaves ′DkU , ′DkX⟨logD⟩ and I(p)kU,loc are
acyclic, we use the quasi-isomorphisms Ω∗U
≃
Ð→ ′D∗U and Z(p)U ≃Ð→ I(p)∗U,loc,
and the filtered quasi-isomorphism (Ω∗X⟨logD⟩, F ∗) ≃Ð→ (′D∗X⟨logD⟩, F ∗) ,
to obtain our preferred acyclic resolution of the Deligne-Beilinson complex.
In particular, we use the identification
HkD(U ;Z(p)) =Hk (Cone{I∗loc(p)(U)⊕ F p′D∗(X)⟨logD⟩ ǫ−ıÐ→ ′D∗(U)} [−1])
to represent an element γ ∈ Z(p)k
D
(U) as a triple
γ = (T, θ,̟) ∈ I(p)kloc(U)⊕ F p′Dk(X)⟨logD⟩⊕ ′Dk−1(U). (10)
The differential d ∶ Z(p)k
D
(U)→ Z(p)k+1
D
(U) is then given by
dγ = (dT, dθ, θ∣U − ǫ(T ) − d̟), (11)
where ǫ is the inclusion ǫ∶ I(p)∗loc(U) ↪ ′D∗(U), and θ∣U the restriction of θ
to U.
Remark 1.8. For simplicity, we often use T instead of ǫ(T ) when consid-
ering a locally integral current T simply as a De Rham current.
2. Correspondences and transforms
In this section, algebraic correspondences are used to construct pull-back
homomorphisms and transforms on certain classes of currents. We first
present the main results and applications before exhibiting their proofs,
starting with the key result.
Theorem 2.1. Let X be a connected, smooth projective variety and let B be
a smooth variety, with dimX =m and dimB = n. An irreducible subvariety
Υ ⊂ X ×B of codimension i which is dominant over B induces a pull-back
homomorphism on currents represented by integration
Υ# ∶ Mk(B)Ð→Mk+2i(X ×B), k ≥ 0. (12)
Furthermore, if S is a current of type (r, s) then Υ#S has type (r + i, s + i).
This theorem is proven in Section 2.3.1. Next, we explain that the pull-
back homomorphisms Υ# behave particularly well when the currents satisfy
appropriate conditions with respect to Υ.
Definition 2.2. Fix a Riemannian metric on B. Given a smooth subvariety
H ⊂ B, let H ⊂ W τ be a tubular τ -neighborhood with smooth boundary
∂W τ , τ > 0. We say that a normal current S on B vanishes suitably along
H when
i. ∣∣S∣∣(H) = ∣∣dS∣∣(H) = 0;
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ii. The intersection S ∩ [∂W τ ] exists for all τ sufficiently small, and S ∩[∂W τ ] converges weakly to zero as τ goes to zero.
If Υ is a correspondence as in Theorem 2.1, then there exists a closed
subset F ⊂ B with codimF ≥ 2 such that Υ∣B−F ∶= Υ ∩ {X × (B − F )}
is equidimensional and dominant over B − F. The next result is proven in
Section 2.3.2.
Proposition 2.3. Assume that Υ ⊂X ×B satisfies the conditions of Theo-
rem 2.1.
a. Let S be a locally normal current in B whose support is contained in
B−F , the domain over which Υ is equidimensional. Then the intersection
of currents JΥK∩ (JXK × S) – in the sense of [Fed69, 4.3.20] – exists and
satisfies
Υ#S = JΥK ∩ (JXK × S) . (13)
b. Assume that B is also proper and that the exceptional set F is contained
in a smooth subvariety H ⊊ B. If S is a normal current on B that
vanishes suitably along H then
d (Υ#S) = Υ#(dS). (14)
In particular, Υ#(S) is a normal current.
When Υ is not dominant over B we set Υ# to be the zero map, so that
the pull-back operation gives rise to a pairing
Z i(X ×B)⊗Mk(B)Ð→Mk+2i(X ×B), σ ⊗ S z→∑
r
nrΥ
#
r S,
where σ = ∑r nrΥr is an algebraic cycle of codimension i in X ×B.
Definition 2.4. Let B be a proper variety. The projections X
π1←Ð X ×
B
π2Ð→ B induce transform homomorphisms associated to an algebraic cycle
σ ∈ Z i(X ×B):
σ∨ ∶ Mk(B)Ð→Mk+2(i−n)(X), S z→ σ∨S ∶= π1# (σ#S) . (15)
Corollary 2.5. If S is locally integral (respec. sub-analytic, semi-algebraic)
and sptS ⊂ B −F , then Υ#S and Υ∨S are also locally integral (respec. sub-
analytic, semi-algebraic).
We now study the pull-back and transform homomorphisms on quasipro-
jective varieties over algebraic simplices. More precisely, we start with a
smooth quasiprojective variety U of dimension m and let Υ ⊂ U ×∆n be
an irreducible subvariety of codimension i in U ×∆n, whose projection onto
∆n is dominant and has equidimensional fibers. Consider a projective com-
pactification U ↪X ↩D, where D =X −U is a divisor with simple normal
crossings, and let Υ ⊂X ×Pn be the closure of Υ in X ×Pn. The next result
is proven in Section 2.3.3.
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Proposition 2.6. Let Υ ⊂ U × ∆n be as above. Then Υ induces a well-
defined pull-back homomorphism
Υ
#
∶M
k(Pn)Ð→ ′Dk+2i(X × Pn)⟨log {D × Pn}⟩, S ↦ Υ#S, (16)
satisfying the following properties.
a. Let H ⊂ Pn be a smooth hypersurface H ≠H∞. Then the correspondences
Υ∣H and (Υ∣H˚) in X ×H induce the same pull-back homomorphisms
(Υ∣H)# = (Υ∣H˚)
#
∶ M
k(H)→ ′Dk+2i(X ×H)⟨log {D ×H}⟩.
b. If S is a current in Pn vanishing suitably at H∞ (see Definition 2.2) then
the identity d(Υ#S) = Υ#(dS) holds in ′Dk+2i+1(X ×Pn)⟨log {D ×Pn}⟩.
Using the proposition above we can define transforms in the quasiprojec-
tive case.
Definition 2.7. Let Υ ⊂ U×∆n be equidimensional over ∆n, and let U ↪X
be a compactification of U with NCD D = X −U . If π1∶X × Pn → X is the
projection, define the transform
Υ
∨
∶M
k(Pn)→ ′Dk+2(i−n)(X)⟨logD⟩ (17)
as the homomorphism S ↦ Υ
∨
S ∶= π1#Υ#(S).
Corollary 2.8. Using the notation in Definition 2.7, the following holds.
I. Given a smooth hypersurface H ⊂ Pn, H ≠ H∞, denote H˚ = H ∩∆n.
Then Υ∣H and (Υ∣H˚) induce the same transform
Υ
∨
∣H = (Υ∣H˚)
∨
∶ M
k(H)→ ′Dk+2(i−n)(X)⟨logD⟩.
II. If S is a current in Pn vanishing suitably at H∞ (see Definition 2.2)
then the identity d(Υ∨S) = Υ∨dS holds in ′Dk+2(i−n)+1(X)⟨logD⟩.
The rest of this section is devoted to constructing the pull-backs and
transforms discussed above, and to proving these and other results that may
have an independent interest. The reader mostly interested in the regulator
maps can skip the rest of this section and proceed to Section 3 with no loss
of continuity in the narrative.
2.1. Integration along the fiber. We first recall the main features of
the classical construction on an oriented fiber bundle (E,π,B,F ) over an
oriented n-manifold B with compact r-dimensional fiber F . The integration
along the fiber homomorphisms π!∶A
r+p(E) → Ap(B), p ≥ 0 are completely
characterized by the following.
Properties 2.9. Given α ∈ A∗(B) and φ ∈ A∗(E) one has:
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Projection formula: π! (π∗α ∧ φ) = α ∧ π!φ
Fubini theorem: ∫E π∗α ∧ φ = ∫B α ∧ π!φ
These homomorphisms can be used to define a pull-back map on currents,
as the adjoint operation π# ∶ ′Dk(B) → ′Dk(E) that sends S ∈ ′Dk(B) to
the current π#S defined by π#S ∶φ ↦ S(π!φ). Using this pull-back one can
extend classical synthetic constructions in algebraic geometry to currents.
As an example we have the algebraic join of algebraic cycles, a key ingre-
dient in the homotopy-theoretic applications studied in [LM88], [BLLF+93],
[LLFM96] and related work.
Example 2.10. In the study of cycle maps for Lawson homology [LF93],
the algebraic join operation on algebraic cycles was extended to a complex
join of currents. The main idea is to write Cn+1 as a direct sum Cn+1 = V ⊕W
and let B denote the blow-up of Pn at P(V ⊕0)∐P(0⊕W ). Since B is a P1-
bundle over P(V )×P(W ), it comes with a blow-down map b∶B→ Pn and a
bundle projection π∶B → P(V )×P(W ). The pull-back map π#∶ ′Dk(P(V )×
P(W )) → ′Dk(B) preserves algebraic cycles, semi-algebraic chains, normal
and integral currents. We can now define a pairing
#C ∶
′
D
r(P(V )) × ′Ds(P(W )) Ð→ ′Dr+s(P(V ⊕W )) (18)
that sends (R,S) to R#CS ∶= b#π#(R × S).
2.2. Generalized integration along the fibers and current pull-backs.
Our next step is to extend integration along the fibers to a broader context,
at the expense of restricting the domain of the corresponding pull-back ho-
momorphism of currents.
Start with a smooth projective variety X, and let B be an arbitrary
smooth variety, with dimX = m and dimB = n. Consider an irreducible
subvariety Υ ⊂ X ×B of codimension i which is dominant over B. Assume
that X and B are connected, and consider the Zariski closed subset
F = FΥ ∶= {b ∈ B ∣ dimπ−12 (b) >m − i} ⊂ B. (19)
It is clear that the codimension of F is greater or equal than 2.
Proposition 2.11. Given Υ ⊂X ×B and F as above one can define for all
k ≥ 0 an integration along the fiber homomorphism
Υ! ∶ CA
k(X ×B)Ð→ BAk−2(m−i)(B),
sending continuous forms on X ×B to bounded Baire forms on B, so that
for all φ ∈ CA∗(X ×B) the following holds.
i. Υ!φ is continuous on B −F .
ii. If φ lies in Ak(X×B), then there is a dense Zariski open subset V ⊂ B−F
on which Υ!φ is a smooth form.
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iii. (Fubini) The form Υ!φ represents the current π2# (JΥK ⌞ φ). In other
words, for all β ∈ A∗c (B) one has
∫
B
Υ!φ ∧ β = JΥK (φ ∧ π∗2β) .
In particular, Υ!φ represents a normal current when φ is smooth.
iv. (Projection formula) For any α ∈ CA∗(B) one has Υ!(φ∧π∗2α) = Υ!(φ)∧
α.
v. If φ is a form of type (p, q) then Υ!φ has type (p + i −m,q + i −m).
vi. There is a constant λ > 0, depending on Υ, such that for a compact
subset K ⊂ B the following inequality holds:
∣∣Υ!φ∣∣K ≤ λMK(JΥK) ∣∣φ∣∣X×K ,
where MK(JΥK) ∶=M(χX×KJΥK), and χX×K is the characteristic func-
tion of X ×K.
Proof. Let π1∶X × B → X and π2∶X × B → B denote the projections and
let π′1∶Υ → X and π
′
2∶Υ → B denote the compositions π1 ○  and π2 ○ ,
respectively.
Step I: Smooth forms
Start with a smooth form φ ∈ Ak(X × B). Given a resolution of singu-
larities p∶ Υ̂ → Υ, let ρ∶ Υ̂ → B be the composition ρ = π2 ○ ( ○ p) = π′2 ○ p.
The constructions that follow are summarized in the following commutative
diagram.
Υ̂
p
✄✄
✄✄
✄✄
✄✄
✄
ρ
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏
Υ̂∣V = ρ−1(V )? _oo
ρ
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
ww
X ×B
π2
""❊
❊❊
❊❊
❊❊
❊❊
Υ? _

oo
π′2

Υ∣V = π′−12 (V )
π′2

? _oo
B V?
_oo
By generic flatness and smoothness, one can find a Zariski open (dense)
V ⊂ B such that ρ∶ Υ̂∣V → V is smooth and π′2∶Υ∣V → V is flat.
Since algebraic-geometric smooth maps are submersions, it follows from
Ehresman’s fibration theorem that - in the analytic topology - they are
smooth fiber bundles, in the differential geometric sense. Therefore, given
φ ∈ A∗(X ×B), we can define a form ρˆ!(φ) on V by
ρˆ!(φ) = ρ! {( ○ p)∗φ}∣ρ−1V . (20)
where ρ! {( ○ p)∗φ}∣ρ−1V is obtained as integration along the fiber of a smooth
fiber bundle projection.
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Claim 2.12. The form ρˆ!(φ) gives a well defined germ at the generic point
of B. In other words, given any two resolutions of singularities the resulting
forms agree on a non-empty Zariski open.
To prove the claim, recall that any two resolutions are dominated by a
third one, and hence it suffices to assume that the resolution p′∶Υ′ → Υ
factors through p∶ Υ̂ → Υ. Hence we have a proper birational isomorphism
π∶Υ′ → Υ̂ so that p′ = p ○ π.
Υ′∣V ′
  //
ρ′

Υ′
ρ′
✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴✴
✴
π //
p′
❃
❃❃
❃❃
❃❃
❃ Υ̂
p
  ✁✁
✁✁
✁✁
✁✁
ρ
✎✎
✎✎
✎✎
✎✎
✎✎
✎✎
✎✎
✎✎
Υ̂∣V?
_oo
ρ

Υ
π′2

V ′ 

// B V?
_oo
(21)
Let ∅ ≠ V ′ ⊂ B be a Zariski open so that Υ′∣V ′
ρ˜
Ð→ V ′ is a smooth map.
Then π sends Υ′∣V ∩V ′ to Υ̂∣V ∩V ′ . Given φ ∈ Aq(X×B) denote φ′ ∶= (○p′)∗φ ∈
Aq(Υ′) and φ̂ ∶= ( ○ p)∗φ ∈ Aq(Υ̂), hence φ′ = π∗φ̂. Then for a form
α ∈ A∗c (V ∩ V ′) one has
∫
V ∩V ′
α ∧ ρˆ′!(φ) ∶= ∫
Υ′
∣V ∩V ′
(ρ′∗α) ∧ φ′ = ∫
Υ′
∣V ∩V ′
(π∗ρ∗α) ∧ π∗φ̂
= ∫
π(Υ′
∣V ∩V ′
)
(ρ∗α) ∧ φ̂ = ∫
Υ̂∣V ∩V ′
(ρ∗α) ∧ φ̂ = ∫
V ∩V ′
α ∧ ρˆ!(φ).
Since the identity above holds for every α ∈ Υc(V ∩ V ′,A∗), one derives an
equality of smooth forms ρˆ′!(φ)∣V ∩V ′ = ρˆ!(φ)∣V ∩V ′ , thus proving the claim.
Now, fix a resolution of singularities p∶ Υ̂ → Υ, and let V ⊂ B be the
domain of ρˆ!(φ), as above. Define a preliminary form ψo on B by
ψo ∶=
⎧⎪⎪⎨⎪⎪⎩
ρˆ!(φ) , on V
0 , on G = B − V. (22)
Write G = ⋂n∈NUn where G ⊂ Un+1 ⊂ Un+1 ⊂ Un ⊂⋯ is a nested family of
neighborhoods of F . For each n ∈ N choose a smooth function σn∶B → [0,1]
satisfying σn(x) =
⎧⎪⎪⎨⎪⎪⎩
1 , if x ∉ Un
0 , if x ∈ Un+1,
and define θn = σn ρˆ!(φ) on V and
θn ≡ 0 on Un+1. Then each θn is a smooth form on B and θn(x) ÐÐÐ→
n→∞ ψo(x)
for all x ∈ B. This shows that ψo is a Baire form that is smooth on V.
Now, observe that the slicing map t ∈ V ↦ ⟨JΥ̂K, ρ, t⟩ is continuous and
that ⟨JΥ̂K, ρ, t⟩ = JΥ̂tK is the current given by algebraic cycle associated to
the scheme theoretic fiber Υ̂t = ρ−1(t). Therefore, we have a continuous
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family of effective algebraic cycles on a projective variety; see [Kin71, Thm.
3.3.2]. Since V is connected, the degree of each cycle is constant and the
mass (associated to the metric induced by the Fubini-Study metric of some
projective embedding of X) of the fibers JΥ̂tK is uniformly bounded. As a
result we conclude that ψo is a bounded Baire form.
It follows that ψo represents a unique class [ψo] in L1locAk−2(m−i)(B).
Furthermore, given α ∈ A2(m+n−i)−kc (B) one has
∫
B
α ∧ ψo = ∫
V
α ∧ ρˆ!(φ) (B − V has measure 0)
= ∫
Υ̂∣V
ρ∗α ∧ φ̂∣ρ−1V (Fubini)
= ∫
Υ̂
ρ∗α ∧ φ̂ (measure 0 argument again)
= ∫
Υ̂
( ○ p)∗π∗2α ∧ ( ○ p)∗φ (by definition)
= JΥ̂K (( ○ p)∗(π∗2α ∧ φ))
= ( ○ p)#JΥ̂K(π∗2α ∧ φ)
= JΥK(π∗2α ∧ φ). (p is birational isomorphism )
It follows that
∫
B
ψo ∧ α = (−1)k ∫
B
α ∧ ψo = (−1)kJΥK(π∗2α ∧ φ) = JΥK(φ ∧ π∗2α). (23)
In conclusion, the form ψo represents the current π2# (JΥK ⌞ φ).
In order to prove the first three statements in the proposition, we first
show that ρˆ!(φ) has a continuous (and hence unique) extension to U ∶= B−F ,
the domain over which Υ is equidimensional.
Fix p0 ∈ U . Using partitions of unity, it suffices to assume that φ is
supported on X ×W, where W is the domain of a coordinate chart Ψ∶W →
W ′ ⊂ Cn with coordinates z = (z1, . . . , zn) so that Ψ(p0) = 0, and that φ has
the form
φ = g π∗1α ∧ π∗2β, (24)
where g = g(x, t) is a smooth function on X ×B, α ∈ A∗(X) and β ∈A∗(B)
is given in coordinates by β = h(z)dzI ∧ dz¯J .
If degα ≠ 2(m − i) define Υ!(φ) = 0. Now, assume degα = 2(m − i),∣I ∣ + ∣J ∣ = k − 2(m − i) and let σI,J be the sign of the shuffle so that Ω =
σI,JdzI ∧ dz¯J ∧ dzIC ∧ dz¯JC , is the volume form in C
n.
Define γǫ in local coordinates by
γǫ = σI,J f ǫ(z)dzIC ∧ dz¯JC , (25)
where f ǫ(z) is a “bump” function whose support is contained in the ǫ-
ball Dǫ ⊂ W ′ around 0 in Cn, with ∫ f ǫ(z)dL2n(z) = 1. Hence, β ∧ γǫ =
h(z)f ǫ(z) ∧Ω.
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It follows from [Fed65] that
∫
U
h(z)f ǫ(z) ⟨JΥK, π2,z⟩ (g π∗1α)dL2n(z) = (JΥK ⌞ π∗2(hf ǫ ∧Ω)) (g π∗1α)
= JΥK (g π∗1α ∧ π∗2(β ∧ γǫ)) = JΥK ({g π∗1α ∧ π∗2β} ∧ π∗2γǫ) (26)
= JΥK (φ ∧ π∗2γǫ) = π2# (JΥK⌞ φ) (γǫ) (23)= ∫
U
ψo ∧ γ
ǫ
Therefore
lim
ǫ→0
∫
U
ψo ∧ γ
ǫ = lim
ǫ→0
∫
U
= lim
ǫ→0
∫
U
h(z)f ǫ(z)⟨JΥK, π2,z⟩ (g π∗1α) dL2n(z) (27)
= h(p0)⟨JΥK, π2, p0⟩ (g π∗1α)
Using the fact that the slicing function p0 ↦ ⟨JΥK, π2, p0⟩ is a continuous
function on U [Har72, Thm. 4.3] one concludes that the last term in (27) is
a continuous function at p0. We conclude that the first term shows how to
(re)define ψo at p0 to make it continuous on U. In other words, we can extend
ρˆ!(φ) (20) to a bounded Baire form ψo which is continuous on U = B −F. In
particular, this extension does not depend on the resolution of singularities
and is generically smooth. Finally, define
Υ!(φ) =
⎧⎪⎪⎨⎪⎪⎩
ψo on U = B −F
0 on F.
(28)
This is the desired form, satisfying the first three statements of the propo-
sition.
Step II: Continuous forms
Now, let φ be a continuous form. One can also assume that φ has the
form (24), with g continuous. The essential ingredient here is the fact that
the slices ⟨JΥK, π2, t⟩ are normal currents, which are in fact represented by
effective algebraic cycles, and hence they can be applied to continuous forms.
Now, the arguments in (26) and (27) apply, and show that Υ!φ can be defined
and is a continuous form on U = B −F , and the same continuity arguments
still hold in the continuous case to show that the extension of Υ!φ by zero
on F defines a bounded Baire form on B.
To prove the last assertion of the proposition, note that for each compact
K ⊂ B, the current π2# {[JΥK ∩ (X ×K)] ⌞ φ∣X×K} is represented by the
form χK ⋅Υ!φ. The last assertion now follows directly from definitions. 
Remark 2.13. i. When Υ is not dominant over B, we define Υ! as the
zero map, to have a homomorphism σ!∶CA
k(X ×B) → BAk−2(m−i)(B)
associated to any algebraic cycle σ ∈ Z i(X ×B).
ii. We also use Υ!φ to denote the class in L
1
locA
∗(B) represented by Υ!φ.
Restricting L1loc ⊗A0 A
∗
B to the Zariski topology on B, the proposition
above states that the germ (Υ!φ)p is continuous whenever p is a point
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of codimension 1. Furthermore, this germ is C∞ at the generic point η
when φ is a smooth form.
The continuity in codimension 1 described in the remark above is essential
in the construction of the desired chain maps from higher Chow groups. The
following result is a first step in that direction.
Proposition 2.14. Consider a smooth embedding ∶H ↪ B and let Υ ⊂
X ×B be irreducible and dominant over B, as in Proposition 2.11, with its
structure of reduced closed subscheme of X ×B. Let Υ∣H denote the algebraic
cycle in X×H associated to the closed subscheme Υ×BH. Given φ ∈ A∗(X×
B), the following holds.
i. If H is a hypersurface in B then the forms (Υ∣H)! (1×)∗(φ) and ∗Υ!(φ)
coincide on a dense Zariski open subset of H.
ii. If the codimension of H is arbitrary but Υ is equidimensional and dom-
inant over B, in the sense of Definition 1.1, then
(Υ∣H)! (1 × )∗(φ) = ∗Υ!(φ). (29)
Proof. Let F ⊂ B be the closed subvariety so that Υ!φ is continuous on
B − F , and let F ′ ⊂ H denote the corresponding subvariety for (Υ∣H)! (1 ×
)∗(φ). Recall that F and F ′ have codimension at least 2, and hence F ′′ ∶=
F ′ ∪ (F ∩H) is a proper Zariski closed subset of H. It follows that both(Υ∣H)! {(1 × )∗(φ)} and ∗Υ!φ are continuous on B − F ′′.
Let ΦǫH ∈ A2(B) be a Thom form for the normal bundle of H whose
support is contained in an ǫ-neighborhood of H in B. Given α ∈ A∗(H)
pick some αˆ ∈ A∗(B) such that ∗αˆ = α. Then
∫
H
∗Υ!(φ) ∧ α = ∫
H
∗ {Υ!(φ) ∧ αˆ} = lim
ǫ→0
∫
B
ΦǫH ∧Υ!(φ) ∧ αˆ
= lim
ǫ→0
∫
B
Υ!(φ) ∧ΦǫH ∧ αˆ = lim
ǫ→0
JΥK (φ ∧ π∗2(ΦǫH ∧ αˆ))
= lim
ǫ→0
∫
Υ
φ ∧ π∗2(ΦǫH ∧ αˆ) = lim
ǫ→0
∫
Υ
π∗2Φ
ǫ
H ∧ φ ∧ π
∗
2(αˆ).
Since π∗2Φ
ǫ
H is a Thom form for the normal bundle ofX×H inX×B, one con-
cludes from the identities above that ∫H ∗Υ!(φ)∧α = ([X ×H] ∩ [Υ]) (φ∧
π∗2 αˆ). Here we use [Υ]∩ [X ×B] to denote both the intersection of algebraic
cycles and its associated current.
Applying the identity (1× )∗ (Υ∣H) = [Υ]∩ [X ×H] [Ful84, ] of algebraic
cycles on X ×B one concludes that
∫
H
∗Υ!(φ) ∧ α = (1 × )#J(Υ∣H)K(φ ∧ π∗2 αˆ) = J(Υ∣H)K(1 × )∗(φ ∧ π∗2 αˆ)
= J(Υ∣H)K ((1 × )∗(φ) ∧ π∗2 ∗αˆ) = JΥ∣HK ((1 × )∗(φ) ∧ π∗2α)
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= ∫
H
(Υ∣H)! ((1 × )∗φ) ∧α.
Since α is arbitrary, this identity shows that ∗Υ!(φ) and (Υ∣H)! ((1 × )∗φ)
coincide in the domain B−F ′′ where both forms are continuous. This proves
the first statement.
For the second statement, observe that since Υ→ B is a proper, dominant
map, it is surjective and hence the algebraic cycle Υ∣H is equidimensional
and surjective over H, as well. In particular both forms (Υ∣H)! (1 × )∗(φ)
and ∗Υ!(φ) are continuous on H. Now, one can use the same arguments as
in the proof of the first statement and the result follows. 
2.3. Correspondences and transforms of currents. In this section we
show how to construct the pull-back homomorphisms on currents that are
represented by integration, induced by correspondences, and prove the main
properties of these constructions. .
2.3.1. The projective case.
Definition 2.15. Let X be a connected, smooth projective variety and let
B be a smooth variety, with dimX =m and dimB = n. Given an irreducible
subvariety Υ ⊂X ×B of codimension i, define a pull-back homomorphism
Υ# ∶ Mk(B)Ð→Mk+2i(X ×B), k ≥ 0, (30)
by sending S ∈Mk(B) to the current Υ#S defined on φ ∈ CA2(m+n−i)−kc (X ×
B) as S(Υ!(φ)). In other words, the pull-back is the adjoint of the general-
ized integration along the fiber.
In the proof below we show that this pull-back operation above is well-
defined.
Proof. (of Theorem 2.1) The assignment φ ↦ S(Υ!φ) = S(ρˆ!φ) is well-defined
since Υ!φ is a compactly supported bounded Baire form, as shown in Propo-
sition 2.11, and S is represented by integration. Now, let K ⊂ B be a com-
pact set such that spt (φ) ⊂X ×K and, for a current T ∈M∗(X ×B), denote
MK(T ) ∶=M(χX×KT ), where χX×K is the characteristic function of X ×K.
Then
∣S(Υ!φ)∣ ≤MK(S) ∣∣Υ!φ∣∣ ≤MK(S)MK(JΥK) ∣∣φ∣∣,
where the last inequality follows from Proposition 2.11.vi. This suffices to
show that Υ#S is indeed a current representable by integration.
Finally, the fact that Υ# sends a current of type (r, s) to a current of
type (r + i, s + i) follows directly from Proposition 2.11.v. 
Remark 2.16. If the current S ∈Mk(B) is given by a form ω ∈ L1locAk(B)
then it follows from Proposition 2.11.iii that Υ#S = JΥK ⌞ π∗2ω.
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2.3.2. Properties of the pull-back and transform operations. We now proceed
to prove Proposition 2.3 and discuss a few more properties of the pull-back
maps.
Proof. (of Proposition 2.3) Consider Υ ⊂X ×B as in Theorem 2.1 and let S
be a locally normal current in B whose support is contained in B − F , the
domain over which Υ is equidimensional.
To prove the first assertion in the proposition, it suffices to assume that
Υ ⊂X ×B is equidimensional and dominant over B and that S is a normal
current in B. The following commutative diagram summarizes the notation
for the indicated projections.
X ×B ×B
π2

π1

π3

π12
xx♣♣
♣♣
♣♣
♣♣
♣♣ π23
&&▼▼
▼▼▼
▼▼▼
▼▼▼
X ×B
ρ1
{{✇✇
✇✇
✇✇
✇✇
✇
ρ2
&&◆◆
◆◆◆
◆◆◆
◆◆◆
◆ B ×B
q1
xxqqq
qqq
qqq
qqq
q2
##❋
❋❋
❋❋
❋❋
❋❋
X B B
(31)
Lemma 2.17. Let ∆∶B → B × B denote the diagonal inclusion and let
∆B ⊂ B × B denote the diagonal. With Υ and S as above then Υ × B is
equidimensional over B ×B and
i. (Υ ×B)#(JBK × S) = JΥK × S. (32)
ii. Given ϕ ∈ A∗(X ×B ×B) one has
∆∗ ({Υ ×B}!(ϕ)) = Υ! ((1 ×∆)∗ϕ) . (33)
Proof. (of Lemma) First we show the following
Claim 2.18. If ϕ is a form on X × B × B of the form π∗12α ∧ π
∗
3β, with
α ∈ Ar(X ×B) and β ∈ As(B) then
(Υ ×B)!(ϕ) = q∗1(Υ!α) ∧ q∗2(β). (34)
To prove the claim, pick a form θ in B ×B of the form θ = q∗1τ ∧ q∗2η, with
τ ∈ A2(m+n−i)−r(B) and η ∈ A2n−s(B). Then
∫
B×B
(Υ ×B)!(ϕ) ∧ θ = JΥ ×BK (ϕ ∧ π∗23θ)
= JΥ ×BK (π∗12α ∧ π∗3β ∧ π∗23(q∗1τ ∧ q∗2η))
= (JΥK × JBK) (π∗12α ∧ π∗3β ∧ π∗2τ ∧ π∗3η)
= (−1)r+s(JΥK × JBK) (π∗12α ∧ π∗2τ ∧ π∗3β ∧ π∗3η)
= (−1)r+s(JΥK × JBK) (π∗12{α ∧ ρ∗2τ} ∧ π∗3{β ∧ η})
= (−1)r+sJΥK (α ∧ ρ∗2τ) ⋅ JBK(β ∧ η)
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= (−1)r+s (∫
B
Υ!α ∧ τ) ⋅ (∫
B
β ∧ η)
= (−1)r+s ∫
B×B
q∗1(Υ!α ∧ τ) ∧ q∗2(β ∧ η)
= ∫
B×B
q∗1(Υ!α) ∧ q∗2(β) ∧ q∗1(τ) ∧ q∗2(η)
= ∫
B×B
q∗1(Υ!α) ∧ q∗2(β) ∧ θ.
The claim now follows from the identities above and the continuity of the
forms (Υ ×B)!(ϕ) and q∗1(Υ!α) ∧ q∗2(β).
From the definitions and the Claim, it follows that for a form ϕ as above
one has
(Υ ×B)# (JBK × S) (ϕ) ∶= (JBK × S) ((Υ ×B)!ϕ)
Claim2.18= (JBK× S) (q∗1(Υ!α) ∧ q∗2(β)) = JBK(Υ!α) ⋅ S(β)
= JΥK(α) ⋅ S(β) = (JΥK × S) (ϕ).
This proves the first assertion of the Lemma.
The second assertion follows directly from Proposition 2.14.ii. Indeed,
one just needs to replace B by B ×B and ∶H ↪ B by ∆∶B ↪ B ×B in the
statement, and use the fact that Υ ≡ B ×∆ (Υ ×B) = (Υ ×B)∣∆B . 
Now, we conclude the proof of the first assertion in Proposition 2.3. Using
partitions of the unity, it suffices to consider a form ϕ ∈ A∗(X×B×B) whose
support is contained in X ×K ×K, where K ⊂ V is a compact contained in
the domain of a coordinate chart ψ∶V
≅
Ð→ V ′ ⊂ Cn.
Then
(1 ×∆)#(Υ#S)(ϕ) def= Υ#S((1 ×∆)∗ϕ) def= S (Υ! ((1 ×∆)∗ϕ)) (35)
(33)= S (∆∗ ({Υ ×B}!(ϕ))) = (∆#S) ({Υ ×B}!(ϕ)) .
(36)
Given a form β in B ×B, with sptβ ⊂ K ×K, let δ∶V × V → Cn be the
“difference map” δ(u, v) = ψ(u) −ψ(v). Then
(∆#S) (β) = ⟨JBK × S, δ,0⟩(β) = lim
ǫ→0
∫
B
f ǫ(b)⟨JBK × S, δ, b⟩(β)dL2n(b)
(37)
= lim
ǫ→0
(JBK × S) (β ∧ δ∗(f ǫΩ)) (38)
On the other hand, taking β = {Υ ×B}!(ϕ), one has
(JBK × S) (β ∧ δ∗(f ǫΩ)) = (JBK × S) ({Υ ×B}!(ϕ) ∧ δ∗(f ǫΩ))
def= {Υ ×B}#(B × S)(ϕ ∧ π∗3δ∗(f ǫΩ))
= {Υ ×B}#(B × S)(ϕ ∧ δ′∗(f ǫΩ))
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(32)= (JΥK × S)(ϕ ∧ δ′∗(f ǫΩ))
= ∫
B
f ǫ(b)⟨JΥK × S, δ′, b⟩(ϕ)dL2n(b).
Taking the limits when ε→ 0 one gets:
⟨JΥK × S, δ′,0⟩(ϕ) = (1 ×∆)# (Υ#S) (ϕ).
One concludes that {JΥK ∩ (JXK × S)}(ϕ) = (Υ#S) (ϕ).
To prove the second assertion of Proposition 2.3, assume that S is normal
and vanishes suitable along H. Given ϕ ∈ Ak(X×B), the condition ∣∣S∣∣(H) =
0 gives Υ#S(dϕ) ∶= S(Υ!(dϕ)) = {S ∩ (B −H)}(Υ!(dϕ)). Since S is normal
one has
{S ∩ (B −H)}(Υ!(dϕ)) = lim
τ→0
{S ∩ (B −W τ)}(Υ!(dϕ)).
Now, for each τ > 0 sufficiently small the current S ∩ (B −W τ) is normal,
by hypothesis, and its support is contained in B −W τ ⊂ B − F. The first
assertion of the proposition then gives
{S ∩ (B −W τ)}(Υ!(dϕ)) ∶= Υ# (S ∩ (B −W τ)) (dϕ)
= (JΥK∩ {S ∩ (B −W τ)}) (dϕ) = ∂ (JΥK ∩ {S ∩ (B −W τ)}) (ϕ)
= (∂JΥK ∩ {S ∩ (B −W τ)}) (ϕ) + (JΥK ∩ ∂{S ∩ (B −W τ)}) (ϕ)
= (JΥK∩ ∂{S ∩ (B −W τ)}) (ϕ)
= (JΥK∩ {∂S ∩ (B −W τ)}) (ϕ) + (JΥK ∩ {S ∩ ∂(B −W τ)}) (ϕ)
= {∂S ∩ (B −W τ)}(Υ!ϕ) + {S ∩ ∂(W τ )}(Υ!ϕ).
The hypothesis on S and the identities above give
S(Υ(dϕ)) = lim
τ→0
{S ∩ (B −W τ)}(Υ!(dϕ))
= lim
τ→0
{∂S ∩ (B −W τ)}(Υ!ϕ) + lim
τ→0
{S ∩ ∂(W τ)}(Υ!ϕ)
= (∂S ∩ (B − F ))(Υ!ϕ) = (∂S)(Υ!ϕ) = Υ#(∂S)(ϕ).
This concludes the proof of the proposition. 
The next result is a direct consequence of Proposition 2.14. Recall that the
transform Υ∨ ∶ Mk(B)Ð→Mk+2(i−n)(X) is given by S ↦ Υ∨S ∶= π1# (σ#S) .
See Definition 2.4.
Proposition 2.19. Let Υ ⊂ X ×B be dominant over B, as in Proposition
2.14. Given a smooth hypersurface ∶H ↪ B and a current S ∈ M∗(H)
representable by integration, the identity
Υ∨#S = (Υ∣H)∨S (39)
holds whenever one of the following conditions occur.
a. Υ is equidimensional over B;
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b. For each proper Zariski closed subset Z ⊊H one has ∣∣S∣∣(Z) = 0.
Proof. In the first case, consider ϕ ∈ A∗c (X). Then
Υ∨#S(ϕ) ∶= Υ##S(π∗1ϕ) = #S (Υ!(π∗1ϕ)) = S (∗Υ!(π∗1ϕ)) (40)
(29)= S ({Υ∣H}! (1 × )∗(π∗1ϕ)) = S ({Υ∣H}!ϕ) ∶= (Υ∣H)∨S (ϕ).
Now, observe that if F ⊂ B is the set over which Υ is not equidimensional,
then F ∩ H ⊊ H, since codimF ≥ 2. The second case now follows from
Proposition 2.14.i. and the identities (40). 
2.3.3. The quasi-projective case.
Let Υ ⊂ U ×∆n be an irreducible subvariety of codimension i in U ×∆n,
whose projection onto ∆n is dominant and has equidimensional fibers. Let
U ↪ X ↩ D be a projective compactification where D = X − U is a divisor
with simple normal crossings, and let Υ ⊂ X × Pn be the closure of Υ in
X × Pn.
We know that Proposition 2.11 gives a homomorphism Υ!∶CA
k(X×Pn)→
BAk(Pn) so that Υ!φ is continuous on Pn − F , for any continuous form φ
on X ×Pn. Unfortunately, the exceptional set F may intersect ∆n, and this
prevents us from directly using the arguments from the projective case. The
redeeming factor is that we are interested in currents with log poles.
Lemma 2.20. Using the notation above, let φ ∈ CAk(X×Pn) be a continuous
form that vanishes at D × Pn. Then Υ!φ extends continuously to ∆
n.
Proof. First assume that sptφ∩ (D×Pn) = ∅, and denote Υ′ = Υ∩ (U ×Pn).
Using partitions of unity, we may assume that φ = gπ∗1α ∧ π∗2β (24), as in
the proof of Proposition 2.11. It follows from the properties of the slicing
of analytic chains [Har72] that the identities (26) and (27) still hold for Υ′,
since sptφ is compact and lies in U × Pn. As in the proof of Proposition
2.11, it follows that we can define Υ′!φ continuously on ∆
n and this clearly
coincides with Υ!φ on ∆
n
−F.
In the general case, when sptφ∩(D×Pn) ≠ ∅, we may still assume that φ
has the form φ = gπ∗1α∧π∗2β. Fix a product Riemannian metric onX×Pn and
let {Un, ρn}n∈N be a system of neighborhoods of D in X, with ρn∶X → [0,1]
smooth and satisfying
● D ⊂ Un+1 ⊂ Un+1 ⊂ Un, for all n ∈ N;
● ⋂n≥0Un =D, and
● ρn ≡
⎧⎪⎪⎨⎪⎪⎩
1 , on Un+1,
0 , on X −Un.
Since D is compact, for each ǫ > 0 there is an n0 ≫ 0 such that
∣∣ρnφ∣∣ ≤ ǫ, for n ≥ n0. (41)
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Now, denote φn ∶= (1− ρn)φ. It is clear from the definition and (41) that φn
converges uniformly to φ on X×Pn and spt (φ)∩(D×Pn) = ∅. In particular,{Υ!(φn)}n∈N is a sequence of bounded Baire forms that are continuous on
∆n. We proceed to show that this sequence converges uniformly to Υ!(φ).
Denote Gr,k(z) ∶= ⟨JΥ′K, π2, z⟩((ρr −ρr+k)gπ∗1α) and observe that this is a
continuous function on ∆n. Since Υ′ = Υ∩(U×Pn) and spt (ρr − ρr+k)gπ∗1α ⊂
U×Pn, for each z0 ∈∆n−F one has Gr,k(z0) = ⟨JΥK, π2, z0⟩((ρr−ρr+k)gπ∗1α).
As explained in the proof of Proposition 2.11, for z0 ∈∆n−F , the mass of
the slice ⟨JΥK, π2, z0⟩ is bounded by a constant d, regardless of z0, since this
is a continuous family of effective algebraic cycles in a projective variety.
Therefore,
∣Gr,k(z0)∣ ≤ d ∣∣(ρr − ρr+k)g∣∣∞ ∣∣α∣∣X ≤ d ∣∣ρrg∣∣∞ ∣∣α∣∣X . (42)
For r fixed, this inequality holds for all k and z0 ∈ ∆n − F. Since ∆n − F is
dense in Pn and Gr,k(z) is continuous on ∆n, it follows that (42) holds for
every z0 ∈∆n.
Now, fix z0 ∈ ∆n and let γǫ = f ǫdzI ∧ dz¯J , as in (25). Following (26) we
get
∫
Pn
(Υ′!(φr+k) −Υ′!(φr)) ∧ γǫ = ∫
Pn
(Υ′!(φr+k − φr)) ∧ γǫ
= ∫
Pn
h(z)f ǫ(z)Gr,k(z0)dL2n(z).
Therefore,
∣∫
Pn
(Υ′!(φr+k) −Υ′!(φr)) ∧ γǫ∣ ≤ ∫
Pn
∣h(z)∣f ǫ(z)∣Gr,k(z0)∣dL2n(z) (43)
≤ (d ∣∣ρrg∣∣∞ ∣∣α∣∣X)∫
Pn
∣h(z)∣f ǫ(z)dL2n(z).
Taking the limit as ǫ→ 0 gives
∣lim
ǫ→0
∫
Pn
(Υ′!(φr+k) −Υ′!(φr)) ∧ γǫ∣ = lim
ǫ→0
∣∫
Pn
(Υ′!(φr+k) −Υ′!(φr)) ∧ γǫ∣
≤ (d ∣∣ρrg∣∣∞ ∣∣α∣∣X) lim
ǫ→0
∫
Pn
∣h(z)∣f ǫ(z)dL2n(z)
= (d ∣∣ρrg∣∣∞ ∣∣α∣∣X) ∣h(z0)∣ ≤ (d ∣∣h∣∣∞ ∣∣α∣∣X) ∣∣ρrg∣∣∞.
The inequalities above imply that ∣∣Υ′!(φr+k)−Υ′!(φr)∣∣K ≤ (d ∣∣h∣∣∞ ∣∣α∣∣X) ∣∣ρrg∣∣∞
on each compactK ⊂∆n. It follows that the sequence {Υ!(φr)}r∈N converges
uniformly on each compact subset of ∆n, and that the limit coincides with
Υ!(φ) on ∆n − F. The result follows. 
We now prove Proposition 2.6.
Proof. (of Proposition 2.6)
Consider Υ ⊂ U × ∆n as in Lemma 2.20, and let H ⊂ Pn be a smooth
hypersurface H ≠ H∞. It follows that Υ intersects X ×H properly and we
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denote the algebraic cycle [Υ]∩[X×H] by Υ∣H . Now, write Υ∣H = A+B+C,
where sptB ⊂ D × Pn, sptC ⊂ X × {H ∩H∞}, and no component of A is
contained in D × Pn ⋃ X × {H ∩H∞}.
By definition, given φ ∈ A∗(X × Pn) one has (Υ∣H)! (φ) = A!(φ) +B!(φ),
since no component of C is dominant over H. Furthermore, if φ vanishes
at D × Pn then (Υ∣H)! (φ) = A!(φ). On the other hand, intersection theory
shows that the restriction of an intersection of two algebraic cycles to an open
set coincides with the intersection of their respective restrictions. Therefore,
Υ∣H ∩ (U ×∆n) = A ∩ (U ×∆n) coincides with
(Υ ∩ {U ×∆n}) ∩ ([X ×H] ∩ {U ×∆n}) = [Υ] ∩ [U ×H˚] =∶ Υ∣H˚ , (44)
where H˚ =H ∩∆n =H −H∞.
Let (Υ∣H˚) the algebraic cycle in X ×H obtained by taking the closure of
each component of Υ∣H˚ while keeping their multiplicities. The arguments
above show that (Υ∣H˚) = A, and hence
(Υ∣H˚)!(φ) = (Υ∣H)! (φ), (45)
for all φ ∈ CA∗(X × Pn) satisfying φ∣Y ×Pn = 0.
It follows from Theorem 2.1 that the homomorphisms (Υ∣H)# and (Υ∣H˚)
#
are well defined and we conclude that Proposition 2.6.a follows from (45).
To prove Proposition 2.6.b we use the same arguments in the proof of
Proposition 2.3.b along Lemma 2.20. 
We conclude this section observing that the transform operation does not
depend on the compactification chosen, up to canonical isomorphism.
Proposition 2.21. Let Υ ⊂ U × ∆m be as above and let U ↪ X ′ ↩ D′
be another compactification. Assume there is a map of pairs f ∶ (X ′,D′) →(X,D) which is the identity on U , and let Υ and Υ′ denote the closures of Υ
in X ×Pn and X ′ ×Pn, respectively. Then the following diagram commutes.
Mk(Pn) Υ′∨ //
Υ
∨
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
′D∗(X ′)(logD′)
≅ f#

′D∗(X)(logD),
(46)
where Υ
∨
and Υ
′∨
are the current transforms associated to Υ and Υ
′
.
Proof. This result follows directly from the description of the integration
along the fibers in the proof of Proposition 2.20 and from the behavior of
the slicing operation under orientation-preserving diffeomorphisms [Fed65,
Cor. 3.6(8)] . 
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3. Geometric Currents on Pn
This section introduces the currents on complex projective spaces that
play a key role in subsequent constructions. The final outcome is the triple(Θn,∆∆ n,Wn) that we call the fundamental triple of currents in Pn.
3.1. The basic semi-algebraic currents. Let us start with the topolog-
ical and algebraic simplices, seen as semi-algebraic subsets of Pn. Write
z = (z0, . . . , zn) and let [z] = [z0 ∶ ⋯ ∶ zn] denote the corresponding homoge-
neous coordinates on Pn.
Definition 3.1. For 0 ≤ j ≤ n, consider the linear form εj(z) ∶= z0 +⋯+ zj .
a) Denote by Hj ⊂ Pn the j-th coordinate hyperplane given by zj = 0, and
let Lj ⊂ Pn denote the hyperplane given by εj(z) = 0.
b) Let ιr ∶P
n−1 ↪ Pn denote the natural inclusion identifying Pn−1 with Hr.
Given 0 ≤ k ≤ n define the operation
τk ∶
′
D
m(Pn−1)Ð→ ′Dm+2(Pn) (47)
T z→ τk(T ) ∶= k∑
r=0
(−1)rιr# (T ) .
c) When j = n we denote H∞ ∶= Ln ⊂ Pn, and call it the hyperplane at
infinity. The algebraic n-simplex ∆n ∶= Pn−H∞, is canonically identified
with the complex affine space ∆n = {(u0, . . . , un) ∣ u0+⋯+un = 1} ⊂ An+1.
d) Via this identification, the standard topological simplex ∆∆ n ⊂ Rn+1 sits
inside ∆n as the semi-algebraic set
∆∆ n = {(x0, . . . , xn) ∣ n∑
r=0
xr = 1, and 0 ≤ xr ≤ 1 for all r = 0, . . . , n} . (48)
For simplicity, we also denote by ∆∆ n the current J∆∆ nK associated to the
canonical orientation of the topological simplex.
Given 1 ≤ j ≤ n, consider the semi-algebraic set Sj ⊂ Pn given by
Sj ∶= {[z0 ∶ ⋯ ∶ zn] ∣ zj = tεj(z), for some t ∈ [0,1]}, (49)
and let JSjK ∈ I1loc(Pn) denote the corresponding semi-algebraic chain ori-
ented so that dJSjK = JLj−1K − JHjK. For 0 ≤ j < n ≤ n define Rn,j =
Sn ∩ Sn−1 ∩ ⋯ ∩ Sj+1 ⊂ Pn. We show in the next proposition that this in-
tersection is proper, and hence, we can suitably orient Rn,j to have
JRn,jK = JSnK ∩ JSn−1K ∩⋯∩ JSj+1K. (50)
Note that Rn,n−1 = Sn, and for completeness define Rn,n = Pn and Rn,j = ∅,
when n < j.
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In order to perform calculations, it is useful to parametrize Rn,j as follows.
Let [u ∶ λ] be homogeneous coordinates on Pj with u = (u0, . . . , uj−1). Write
s = (s0, . . . , sn−j) ∈∆n−j, with ∑n−jr=0 sr = 1, and define the algebraic map
Φn,j ∶ P
j
×∆n−j Ð→ Pn (51)
([u ∶ λ], s) z→ [u ∶ s0λ − ε(u) ∶ s1λ ∶ ⋯ ∶ sn−jλ].
Proposition 3.2. Using the notation above, the following holds:
a) The map Φn,j induces an isomorphism between affine spaces
Φn,j ∶ (Pj −Hj) ×∆n−j ≅ÐÐ→ Pn −Ln = Pn −H∞,
where Hj ⊂ Pj is the hyperplane given by λ = 0.
b) The image of Pj ×∆∆ n−j under Φn,j is precisely Rn,j. In particular, Φn,j
induces an isomorphism between the semi-algebraic set Cj ×∆∆ n−j and
Rn,j − B, where we are identifying C
j = Pj − Hj and B = Ln ∩ Rn,j =
H∞ ∩Rn,j = Lj ∩Hj+1 ∩⋯∩Hn.
c) The collection {Sj, . . . , Sn} intersects properly in the sense of Definition
A.11. In particular, the real codimension of Rn,j is n − j.
d) (Boundary formula)
dJRn,jK = (−1)n−j−1JRn,j+1K ∩ JLjK − (−1)n n∑
r=j+1
(−1)rιr# (JRn−1,jK)
e) One has an identity of currents:
Φn,j#JP
j
×∆∆ n−jK = JRn,jK. (52)
Proof. First observe that the identity εn ○Φn,j((u, λ), t) = λ shows that Φn,j
sends Cj ×∆n−1 = (Pj −Hj) ×∆n−j into ∆n. On the other hand, the map
Ψ∶∆n Ð→ Cj ×∆n−j
(z0, . . . , zn)z→ ([z0 ∶ ⋯ ∶ zj−1 ∶ 1], (1 − zj+1 −⋯− zn, zj+1, . . . , zn))
gives an inverse to the restriction of Φn,j to C
j
×∆n−j. This concludes the
proof of assertion a).
Given 0 ≤ j < n, denote t = (tj+1, . . . , tn) and define polynomials
pnj,r(t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(1 − tn)(1 − tn−1)⋯(1 − tj+1) , if r = j
(1 − tn)(1 − tn−1)⋯(1 − tr+1)tr , for j < r < n
tn , if r = n.
(53)
It is easy to see that
n
∑
r=j
pnj,r(t) = 1, (54)
and that the induced map [0,1]n−j →∆∆ n−j sending t↦ (s0(t), . . . , sn−j(t)),
with sk(t) = pnj,j+k(t), k = 0, . . . , n − j, is a parametrization of the simplex .
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By definition, the set Rn,j is described by the following conditions:
zj+1 = tj+1εj+1(z), for some tj+1 ∈ [0,1]
⋮ ⋮ (55)
zn = tn εn(z), for some tn ∈ [0,1]
Performing successive substitutions of the type εn−1(z) = εn(z) − zn =
εn(z) − tnεn(z) = (1 − tn)εn(z) one concludes that [z] = [z0∶ ⋯ ∶ zn] ∈ Rn,j if
and only if there are tj+1, . . . , tn ∈ [0,1] such that
zj+1 = εn(z) (1 − tn)⋯(1 − tj+2)tj+1 = εn(z)pnj+1,j(t) = εn(z)s0(t)
⋮ ⋮ ⋮
zn−1 = εn(z) (1 − tn)tn−1 = εn(z)pnn−1,j(t) = εn(z)sn−j−1(t) (56)
zn = εn(z) tn = εn(z)pnn,j(t) = εn(z)sn−j(t).
Hence, it follows from (56) that the image of Pj ×∆∆ n−j under Φn,j is Rn,j,
and that Φn,j induces an isomorphism
(Pj −Hj) ×∆∆ n−j ≅ Rn,j −B, (57)
with B = Rn,j ∩H∞. This proves assertion b).
The proof that the family {Sj , . . . , Sn} intersects properly follows from
the equations (56). Since this is a family of codimension 1 semi-algebraic
sets, the isomorphism (57) implies that dimRn,j = n+j. Assertion c) follows.
By definition,
d (JSnK ∩ JSn−1K ∩⋯∩ JSj+1K) = n∑
r=j+1
(−1)n−rJSnK ∩⋯∩ dJSrK ∩⋯ ∩ JSj+1K
=
n
∑
r=j+1
(−1)n−rJSnK ∩⋯∩ (JLr−1K − JHrK) ∩⋯ ∩ JSj+1K
= (−1)n−j−1JSnK ∩⋯ ∩ JSj+2K ∩ JLjK − n∑
r=j+1
(−1)n−rJSnK ∩⋯∩ JHrK ∩⋯∩ JSj+1K
= (−1)n−j−1JRn,j+1K ∩ JLjK − n∑
r=j+1
(−1)n−rιr# (JSn−1K ∩⋯∩ JSj+1K)
= (−1)n−j−1JRn,j+1K ∩ JLjK − (−1)n n∑
r=j+1
(−1)rιr#JRn−1,jK
where the third identity follows from the fact that JSkK∩ JLkK = 0, for all k.
This proves the boundary formula in assertion d).
Let ιr ∶P
m−1 → Pm denote the inclusion as the r-th coordinate hyperplane
and note that Φn,j ○ (1 × ιr) = ιj+r ○Φn−1,j, for 1 ≤ r ≤ j. Furthermore, when
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r = 0, it is easy to see that {Φn,j ○ (1 × ι0)}# JPj ×∆∆ n−j−1K = JRn,j+1K∩JLjK.
Therefore,
dΦn,j#JP
j
×∆∆ n−jK = (−1)n−j+1∂Φn,j# (JPj ×∆∆ n−jK)
= (−1)n−j+1Φn,j# (JPjK × ∂J∆∆ n−jK)
= (−1)n−j+1Φn,j# ⎛⎝JPjK ×
n−j
∑
r=0
(−1)rιr#(∆∆ n−j−1)⎞⎠
= (−1)n−j+1 n−j∑
r=0
(−1)r {Φn,j# ○ (1 × ιr)}# (JPj+n−n ×∆∆ n−j−1K) (58)
= (−1)n−j+1 {Φnn,j# ○ (1 × ι0)}# JPj+n−n ×∆∆ n−j−1K
+ (−1)n−j+1 n−j∑
r=1
(−1)rιj+r# ○Φn−1n−1,j#JPj ×∆∆ n−j−1K
= (−1)n−j−1JRn,j+1K ∩ JLjK − (−1)n n∑
k=j+1
(−1)kιk# ○Φn−1n−1,j#JPj ×∆∆ n−j−1K
= dJRn,jK.
Using the identity above and assertion b) we conclude the proof of the
proposition. 
Corollary 3.3. The given orientation on Rn,0 identifies the current JRn,0K
with J∆∆ nK. Furthermore, if ∣∣Rn,j ∣∣ is the measure associated to the integral
current JRn,jK for 0 ≤ j ≤ n, then every proper Zariski closed subset Z ⊂ Pn
has ∣∣Rn,j ∣∣-measure zero.
Proof. The first assertion follows directly from the proof of the proposition.
To prove the second assertion, first note that each Rn,j is Zariski dense
in Pn, since it contains ∆∆ n. Therefore, Z ∩ Rn,j must be a semi-algebraic
subset of Rn,j of dimension strictly less than n + j = dimR(Rn,j), and hence∣∣Rn,j ∣∣(Z) = 0. 
3.2. The canonical L1
loc
forms.
Definition 3.4. Fix integers 0 ≤ j ≤ n.
a) For j ≤ n define meromorphic j-forms θnj in Pn as θn0 = 1 and for j > 0
θnj ∶=
j
∑
r=0
(−1)r dz0
z0
∧⋯∧
d̂zr
zr
∧⋯∧
dzj
zj
.
This is a form with log-poles along the divisor Dj ∶=H0 ∪⋯ ∪Hj.
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b) Define forms ωnj on P
n by setting ωn0 = 0, and ωnj ∶= (−1)j h̵j θnj−1 for
1 ≤ j ≤ n, where
h̵j[z] =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
log (1 − εj(z)
zj
) , if [z] ∉ Sj
0 , if [z] ∈ Sj,
and εj(z) = z0 +⋯+ zj , as in Definition 3.1.
Remark 3.5. The function h̵j is holomorphic on P
n
−Sj, see (49), and lies
in L1loc(Pn). The form ωnj is also in L1locAj−1(Pn), thus yielding a current[ωnj ] ∈ Mj−1(Pn) represented by integration. Similarly, the forms θnj define[θnj ] ∈M2n−j(Pn).
To simplify the statement and proof of the next result, we denote
βnk,j ∶= τk (JRn−1,jK ⌞ ωn−1j ) ∶= k∑
r=0
(−1)rιr# (JRn−1,jK ⌞ ωn−1j ) ∈ ′Dn(Pn).
(59)
Proposition 3.6. Given 1 ≤ j ≤ n the following holds:
a. Boundary formula for [θnj ]:
d[θnj ] = −(2πi) j∑
r=0
(−1)rır#[θn−1j−1 ] = −(2πi) τj ([θn−1j−1 ]) . (60)
b. The form θnj−1 is ∣∣Sj ∣∣-summable. Hence, JSnK ⌞ θnj−1 is represented by
integration.
c. The form ωnj is ∣∣Rn,j ∣∣-summable. Hence, JRn,jK ⌞ ωnj is represented by
integration.
d. Boundary formula for [ωnj ]:
d[ωnj ] = [θnj ] − (−1)j(2πi) JSjK ⌞ θnj−1 + (2πi) j−1∑
r=0
(−1)rιr#([ωn−1j−1 ])
= [θnj ] − (−1)j(2πi) JSjK ⌞ θnj−1 + (2πi)τj−1 ([ωn−1j−1 ])
e. Boundary formula for JRn,jK ⌞ [ωnj ]: (See (59) for notation.)
d (JRn,jK ⌞ ωnj ) = (−1)n {βnj,j − βnn,j + (−1)j(2πi)βnj−1,j−1}
+ (−1)n {(−1)j (JRn,jK ⌞ θnj ) − (2πi) (JRn,j−1K ⌞ θnj−1)} .
Proof. The proof of statement (a) is a standard residue calculation. The
proof of statements (b) and (c) are given in Proposition B.3, Appendix B.
Since Rn,j ∩Sj = Rn,j−1, then Sj has ∣∣Rn,j ∣∣-measure zero. It follows from
equations (55) that Zn,j ∶=H0∪⋯∪Hj−1∪Sj∪Ln also satisfies ∣∣Rn,j ∣∣(Zn,j) =
0. Thus, for any smooth form β on Pn one has
JRn,jK(ωnj ∧β) = {JRn,jK ∩ (Pn −Zn,j)} (ωnj ∧β) = lim
δ→0
(JRn,jK ∩U δn,j) (ωnj ∧β),
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where U δn,j ⊂ Pn is the set described below.
For 0 ≤ r ≤ n let N δr denote the complement of a tubular δ-neighborhood
of the coordinate hyperplaneHr, thus having smooth real-analytic boundary
and satisfying ⋂δ>0 (Pn −N δr ) =Hr. Finally, consider the map σj ∶Pn−Sj → C
given by σj([z]) = 1 − εj(z)zj and define W δj ∶= σ−1j (Oδ) where Oδ ⊂ C is the
complement of the usual tubular δ-neighborhood of (−∞,0] in C. Now,
define
U δn,j ∶= N δ0 ∩⋯∩N δj−1 ∩W δj .
It is easy to see that when δ is small enough, the closed sets in this inter-
section intersect properly and have semi-analytic boundaries. Let us write
JRn,jK ∩U
δ
n,j = JRn,jK ∩ JN δ0 K ∩⋯∩ JN δj−1K ∩ JW δj K. (61)
Then
∂ (JRn,jK ∩U δn,j) = (∂JRn,jK) ∩ JU δn,jK + JRn,jK ∩ ∂JU δn,jK
= (∂JRn,jK) ∩ JU δn,jK + JRn,jK ∩ ∂ (JN δ0 K ∩⋯∩ JN δj−1K ∩ JW δj K)
= (∂JRn,jK) ∩ JU δn,jK (62)
+ JRn,jK ∩
⎛
⎝
j−1
∑
r=0
JN δ0 K ∩⋯ ∩ ∂JN
δ
r K ∩⋯∩ JN
δ
j−1K
⎞
⎠ ∩ JW δj K (63)
+ JRn,jK ∩ JN
δ
0 K ∩⋯∩ JN
δ
j−1K ∩ ∂JW
δ
j K (64)
Notice that ωnj is smooth on U
δ
n,j for all δ > 0. Hence, given a smooth
form φ on Pn one has
d (JRn,jK ⌞ ωnj ) (φ) = (−1)nJRn,jK(ωnj ∧ dφ) = (−1)n lim
δ→0
(JRn,jK ∩U δn,j) (ωnj ∧ dφ)
= (−1)n lim
δ→0
(JRn,jK ∩U δn,j) ((−1)j−1 {d(ωnj ∧ φ) − dωnj ∧ φ})
= (−1)n+j−1 lim
δ→0
∂ (JRn,jK ∩U δn,j) (ωnj ∧ φ) − (−1)n+j−1 lim
δ→0
(JRn,jK ∩U δn,j) (θnj ∧ φ)
= (−1)n+j−1 lim
δ→0
∂ (JRn,jK ∩U δn,j) (ωnj ∧ φ) − (−1)n+j−1 (JRn,jK ⌞ θnj ) (φ)
(65)
We now use the terms (62) – (64) to write down the limit (65).
First, apply Proposition 3.2.d to (62) and get
(∂JRn,jK ∩ JU δn,jK) (ωnj ∧ φ) (66)
= ⎛⎝
⎧⎪⎪⎨⎪⎪⎩JRn,j+1K ∩ JLjK + (−1)
j
n
∑
r=j+1
(−1)rιr# (JRn−1,jK)
⎫⎪⎪⎬⎪⎪⎭ ∩ JU
δ
n,jK
⎞
⎠(ωnj ∧ φ)
(67)
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= ⎛⎝(−1)j
n
∑
r=j+1
(−1)rιr# (JRn−1,jK) ∩ JU δn,jK⎞⎠(ωnj ∧ φ), (68)
where the last identity follows from the fact that the restriction of ωnj to
Rn,j+1 ∩Lj ∩U δn,j is equal to zero.
We use the notation (59) in what follows. A direct inspection shows that
for j + 1 ≤ r ≤ n one has ι∗rωnj = ωn−1j . Therefore,
lim
δ→0
(∂JRn,jK ∩ JU δn,jK) (ωnj ∧ φ) (69)
= lim
δ→0
⎛
⎝(−1)j
n
∑
r=j+1
(−1)rιr# (JRn−1,jK) ∩ JU δn,jK⎞⎠(ωnj ∧ φ) (70)
= (−1)j n∑
r=j+1
(−1)rιr# (JRn−1,jK) (ωnj ∧ φ) (71)
= (−1)j n∑
r=j+1
(−1)rιr# (JRn−1,jK ⌞ ωn−1j ) (φ) = (−1)j {βnn,j − βnj,j}(φ). (72)
Now, for 0 ≤ r ≤ j − 1 one has
lim
δ→0
(JRn,jK ∩ JN δ0 K ∩⋯∩ ∂JN δr K ∩⋯∩ JN δj−1K ∩ JW δj K ∩ JV δn K) (ωnj ∧ φ) (73)
= (−1)r+1(2πi) ιr# (JRn−1,j−1K ⌞ ωn−1j−1 ) (φ). (74)
Indeed, noting that ι∗rω
n
j = −ωn−1j−1 , denoting by Er,δ the total space of the
circle bundle ̺δr ∶∂N
δ
r → Hr and using integration along the fiber of ̺
δ
r, we
obtain
lim
δ→0
(JRn,jK ∩ JN δ0 K ∩⋯∩ ∂JN δr K ∩⋯ ∩ JN δj−1K ∩ JW δj K) (ωnj ∧ φ)
= lim
δ→0
(JRn,jK ∩ JEr,δ∣Nδ
0
∩⋯∩N̂δr ∩⋯∩Nδj−1∩W δj ∩Hr
K ⌞ ωδj) (φ)
= lim
δ→0
JRn,jK ∩ ιr# (JHr ∩N δ0 ∩⋯∩ N̂ δr ∩⋯ ∩N δj−1 ∩W δj K ⌞ ̺δr !ωnj ) (φ)
= (2πi)ιr# (JRn−1,j−1K ⌞ (−1)r+1ωn−1j−1 ) (φ).
Therefore, the term in (63) gives
lim
δ→0
⎧⎪⎪⎨⎪⎪⎩JRn,jK ∩
⎛
⎝
j−1
∑
r=0
JN δ0 K ∩⋯ ∩ ∂JN
δ
r K ∩⋯∩ JN
δ
j−1K
⎞
⎠ ∩ JW δj K
⎫⎪⎪⎬⎪⎪⎭(ω
n
j ∧ φ)
= −(2πi) j−1∑
r=0
(−1)rιr# (JRn−1,j−1K ⌞ ωn−1j−1 ) (φ)
= −(2πi)βnj−1,j−1(φ).
Now a direct calculation gives:
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lim
δ→0
{JRn,jK ∩ JN δ0 K ∩⋯∩ JN δj−1K ∩ ∂JW δj K}(ωnj ∧ φ)
= (2πi) (JRn,jK ∩ JSjK) ((−1)jθnj−1 ∧ φ) = (−1)j(2πi) JRn,j−1K(θnj−1 ∧ φ)
= (−1)j(2πi) (JRn,j−1K ⌞ θnj−1) (φ). (75)
Putting all together in (65) one obtains
d (JRn,jK ⌞ ωnj ) (φ) = (−1)n+j−1 lim
δ→0
∂ (JRn,jK ∩U δn,j) (ωnj ∧ φ)
− (−1)n+j−1 (JRn,jK ⌞ θnj ) (φ)
= (−1)n+j−1(−1)j {βnn,j(φ) − βnj,j(φ)}
+ (−1)n+j−1 {−(2πi)βnj−1,j−1(φ)} (76)
+ (−1)n+j−1 {(−1)j(2πi) (JRn,j−1K ⌞ θnj−1) (φ)}
− (−1)n+j−1 (JRn,jK ⌞ θnj ) (φ)
= (−1)n {βnj,j(φ) − βnn,j(φ) + (−1)j(2πi)βnj−1,j−1(φ)}
+ (−1)n {(−1)j (JRn,jK ⌞ θnj ) (φ) − (2πi) (JRn,j−1K ⌞ θnj−1) (φ)}

Corollary 3.7. The currents JRn,jK ⌞ [ωnj ] and [θnj ] are normal, for all
0 ≤ j ≤ n.
3.3. The fundamental triple of currents on Pn. We now have all the
ingredients to build the desired triple.
Definition 3.8. Set W0 = 0 and for n ≥ 1 define
Wn ∶= (−1)(n2) n∑
j=1
(−1)(j2)(2πi)n−j JRn,jK ⌞ ωnj . (77)
Denote Θn ∶= [θnn] and call
(Θn,∆∆ n,Wn) ∈ Fn′Dn(Pn)⊕ In(Pn)⊕ ′Dn−1(Pn) (78)
the fundamental triple of currents on Pn.
Corollary 3.9. The fundamental triple (Θn,∆∆ n,Wn) satisfies the following
identity
dWn = Θn − (−1)(n+12 )(2πi)n∆∆ n + (2πi) n∑
r=0
(−1)rιr# (Wn−1) (79)
= Θn − (−1)(n2)(−2πi)n∆∆ n + (2πi)τn (Wn−1) .
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Proof. It follows from the proposition that
dWn = (−1)(n2) n∑
j=1
(−1)(j2)(2πi)n−jd (JRn,jK ⌞ ωj)
= (−1)(n2) n∑
j=1
(−1)(j2)(2πi)n−j(−1)n {βnj,j − βnn,j + (−1)j(2πi)βnj−1,j−1}
+ (−1)(n2) n∑
j=1
(−1)(j2)(2πi)n−j(−1)n+j {(JRn,jK ⌞ θnj )}
− (−1)(n2) n∑
j=1
(−1)(j2)(2πi)n−j(−1)n(2πi){ (JRn,j−1K ⌞ θnj−1)} .
Using the fact that βnn,n = βn0,0 = 0, Rn,n = Pn and JRn−1,nK = 0, along with a
simple reindexing, the above sum gives
dWn = −(−1)(n2)+n n∑
j=1
(−1)(j2)(2πi)n−jβnn,j + JRn,nK ⌞ θnn − (−1)(n2)+n(2πi)nJRn,0K
= (−1)(n−12 ) n−1∑
j=1
(−1)(j2)(2πi)n−jτn (JRn−1,jK ⌞ ωn−1j )
+ JRn,nK ⌞ θ
n
n − (−1)(n+12 )(2πi)nJRn,0K
= Θn − (−1)(n+12 )(2πi)n∆∆ n
+ (2πi) τn ⎛⎝(−1)(
n−1
2
)
n−1
∑
j=1
(−1)(j2)(2πi)n−1−jJRn−1,jK ⌞ ωn−1j ⎞⎠
= Θn − (−1)(n+12 )(2πi)n∆∆ n + (2πi) τn (Wn−1) .

4. The regulator map
Let U be a smooth quasiprojective variety and let U ↪ X ↩ D be a
projective compactification of U , with D ∶= X − U a divisor with normal
crossings.
Definition 4.1. Let Υ ⊂ U ×∆n be an irreducible subvariety of codimension
p ≤ dimU = m which is equidimensional and dominant over ∆n. Using
Propositions 2.6 and 2.3, along with (78) and Remark A.8, one can define a
triple of currents (Υ∆,ΥΘ,ΥW ) by
Υ∆ ∶=(−1)(n2)(−2πi)p (Υ∨∆n) ∩U ∈ I2p−nloc (U ;Z(p))
ΥΘ ∶=(−2πi)p−nΥ∨Θn ∈ F p′D2p−n(X)⟨logD⟩
ΥW ∶=(−2πi)p−n (Υ∨Wn) ∩U ∈ ′D2p−n−1(U).
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Define group homomorphisms
Reg∶Zpeq(U ;n)Ð→ Γ(X;Z(p)2p−nD,(X,U))
Υz→ (Υ∆,ΥΘ,ΥW ) ,
where Z(p)2p−n
D,(X,U) is the complex giving Deligne cohomology, as in Section
1.2.2.
Theorem 4.2. Let U be a smooth quasiprojective variety and let U ↪X ↩
Y =X−U be a projective compactification of U , with Y a divisor with normal
crossings. The assignment Υ↦ Reg(Υ) defines a map of complexes
Reg∶Z
p
∆,eq(U ;∗) Ð→ Z(p)2p−∗D (U)
which gives the regulator maps
Reg∶CHp(U ;n) Ð→H2p−n
D
(U ;Z(p)),
for all 0 ≤ n ≤ 2p, whenever dim(U) ≥ p.
Proof. The theorem follows directly from Lemmas 4.3 and 4.4 below. 
Lemma 4.3. The currents Θn, ∆∆
n and Wn in P
n vanish suitably along the
hyperplane at infinity H∞, in the sense of Definition 2.2.
Proof. This is clear for ∆∆ n and Θn. ForWn it suffices to show that JRn,jK⌞ω
n
j
vanishes suitably at H∞, for all 0 ≤ j ≤ n.
We use the parametrization Φ = Φn,j ∶ Pj ×∆∆ n−j → Pn of Rn,j given in
(51). Consider the neighborhood of Rn,j given byW
τ = Φ(N τj ×∆∆ n−j), where
N τj denotes the τ -tubular neighborhood of the hyperplane Hj ⊂ Pj in the
Fubini-Study metric. Given β ∈ Anc (Pn) we need to show that
lim
τ→0
S ∩ J∂W τ K(β) = lim
τ→0
∫
Rn,j∩∂W τ
ωnj ∧ β = 0.
Now we can assume, with no loss of generality, that spt (Φ∗(ωnj ∧ β)) ⊂
U0 ×∆∆
n−j = (Pj −H0) ×∆∆ n−j. Note that
U0 ∩ ∂W
τ = {[1 ∶ x ∶ λ] ∈ Pj ∣ x ∈ Cj−1, λ ∈ Cand ∣λ∣ =√1 + ∣x∣2δ(τ)},
with δ(τ) τ→0ÐÐ→ 0.
Using an appropriate parametrization of U0 ∩ ∂W
τ ≅ Cj × S1 ×∆∆ n−j we
can write S ∩ J∂W τ K(β) as the integral
∫
Cj−1×[0,2π]×[0,1]n−j
log
⎛
⎝
1 + ε(x)
1 + ε(x) + δ(τ)√1 + ∣x∣2eiθt1
⎞
⎠
ϕ(x, λ, t)
x1⋯xj−1
δ(τ)dV,
where ε(x) = x1 +⋯ + xj−1, dV denotes the volume form on Cj−1 × [0,2π] ×[0,1]n−j and ϕ is a smooth function with compact support. The result now
follows from the dominated convergence theorem. 
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Lemma 4.4. With Υ as above, denote ∂kΥ ∶= Υ∣H˚k , where Hk is the k-
th coordinate hyperplane in Pn, image of the inclusion ιk ∶P
n−1 ↪ Pn and
H˚k =Hk ∩∆n. Then
p1. (∂Υ)∆ ∶= ∑nk=0(−1)k (∂kΥ)∆ = d (Υ∆)
p2. (∂Υ)Θ ∶= ∑nk=0(−1)k (∂kΥ)Θ = d (ΥΘ)
p3. (∂Υ)W ∶= ∑nk=0(−1)k (∂kΥ)W = ΥΘ −Υ∆ − d (ΥW )
Proof. By definition
dΥ∆ ∶= (−1)(n2)(−2πi)pdΥ∨∆n Cor.2.8= (−1)(n2)(−2πi)pΥ∨d∆n
= (−1)(n2)(−2πi)p(−1)n+1Υ∨∂∆n
= (−1)(n−12 )(−2πi)p n∑
k=0
(−1)kΥ∨ιk#(∆n−1) (80)
= (−1)(n−12 )(−2πi)p n∑
k=0
(−1)k (Υ∣Hk)∨∆n−1 ,
where the last identity follows from Proposition 2.19 and Corollary 3.3. On
the other hand, Corollary 2.8 shows that (Υ∣Hk)∨∆n−1 = (Υ∣ ○Hk)
∨
∆n−1
, and one
concludes from (80) that
dΥ∆ = (−1)(n−12 )(−2πi)p n∑
k=0
(−1)k(Υ
∣
○
Hk
)∨
∆n−1
def= (−1)(n−12 )(−2πi)p n∑
k=0
(−1)k(∂kΥ)∨∆n−1
= (−1)(n−12 )(−2πi)p (∂Υ)∨∆n−1 def= (∂Υ)∆ .
This proves identity p1.
Similarly, Corollaries 3.3 and 2.8.II, Lemma 4.3 and Proposition 2.19 give
dΥΘ ∶= (−2πi)p−ndΥ∨Θn = (−2πi)p−nΥ∨dΘn
(60)= (−2πi)p−n(−2πi) n∑
k=0
(−1)kΥ∨ιk#(Θn−1) (81)
= (−2πi)p−(n−1) n∑
k=0
(−1)k (Υ∣Hk)∨Θn−1 . (82)
Then, once again Corollary 2.8.I shows that (Υ∣Hk)∨Θn−1 = (Υ∣ ○Hk)
∨
Θn−1
, and
one concludes from (82) that
dΥΘ = (−2πi)p−(n−1) n∑
k=0
(−1)k(Υ
∣
○
Hk
)∨
Θn−1
def= (−2πi)p−(n−1) n∑
k=0
(−1)k(∂kΥ)∨Θn−1
= (−2πi)p−(n−1) (∂Υ)∨Θn−1 def= (∂Υ)Θ ,
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proving identity p2.
Finally,
dΥW = (−2πi)p−ndΥ∨Wn = (−2πi)p−nΥ∨dWn
Cor.3.9= (−2πi)p−n {Υ∨Θn − (−1)(n2)(−2πi)nΥ∨∆n + (2πi)
n
∑
k=0
(−1)kΥ∨ιk#Wn−1}
(83)
def= ΥΘ −Υ∆ − (−2πi)p−(n−1) n∑
k=0
(−1)kΥ∨ιk#Wn−1
= ΥΘ −Υ∆ − (−2πi)p−(n−1) (∂Υ)∨Wn−1 def= ΥΘ −Υ∆ − (∂Υ)W ,
where the second to last identity follows from Corollaries 3.3 and 2.8.II,
along with Proposition 2.19 in the same fashion as the previous cases. 
5. Examples and beyond
5.1. On the Mahler measure of polynomials. In Example 1.6 we use
a polynomial p(t) ∈ F[t] = F[t1, . . . , tn] with F ⊂ C, to construct a cycle
Γp ∈ Zn+1∆,eq(Up, n + 1), where Up = (Gnm −Zp) × Gm and Zp ⊂ Gnm is the zero
set of p, given by
Γp =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
zn+1(λ + p(t)) = λ
z0 − t1z1 = 0
z0 + z1 − t2z2 = 0
⋮ ⋮
z0 + z1 +⋯+ zn−1 − tnzn = 0
.
It is easy to see that the same construction works when p is a Laurent
polynomial. In order to calculate Reg(Γp) we discuss a few preliminaries.
5.1.1. General conditions and calculations.
Definition 5.1. Consider p(t) ∈ F[t] with deg(p) = d, and recall that we
introduced
Rp(z) = (z1⋯zn)dp(ε0(z)
z1
,
ε1(z)
z2
, . . . ,
εn−1(z)
zn
) ∈ F[z]
to define a divisor Yp ⊂ ∆n+1 given by (z0z1⋯zn+1)(ε0(z)⋯εn(z))Rp(z) = 0
that satisfies Γp ∩ (Up × Yp) = ∅.
a. Define Gp ∶= {(t, λ) ∈ Up ∣ (1 + t1)⋯(1 + tn)(λ + p(t)) = 0} ⊂ Up. This is the
union of the graph of −p with ⋃nr=1 {(Gm ×⋯× {−1} ×⋯×Gm) ×Gm}∩Up.
Note that (Gp ×∆n+1) ∩ Γp = ∅.
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b. Define
E∶∆n+1 − Yp Ð→ Up, zz→ (ε0(z)
z1
, . . . ,
εn−1(z)
zn
,
εn(z)
zn+1
) (84)
ℓp∶Up Ð→ Up, (t, λ) z→ (t, p(t)
λ
) (85)
φ∶Up − Gp Ð→∆
n+1, (t;λ)z→ (z0(t;λ), . . . , zn+1(t;λ)) , (86)
where
φ ∶
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
z0(t;λ) = (∏nr=1 tr1+tr ) p(t)p(t)+λ
zj(t;λ) = 11+tj (∏nr=j+1 tr1+tr ) p(t)p(t)+λ , for j = 1, . . . , n;
zn+1(t;λ) = λp(t)+λ .
(87)
Lemma 5.2. Using the notation above along with Definition 3.4, the fol-
lowing holds.
a. Let ωj ∶= ωn+1j be as in Definition 3.4.b and denote βj ∶= − log(−tj)dt1t1 ∧
⋯∧
dtj−1
tj−1
. Then
φ∗ωj = βj , for j = 1, . . . n, (88)
φ∗ωn+1 = − log{−p(t)
λ
} dt1
t1
∧⋯ ∧
dtn
tn
, and (89)
φ∗θn+1 = (−1)n dt1
t1
∧⋯∧
dtn
tn
∧
dλ
λ
(90)
b. The map ψ∶∆n+1 − Yp → Up, introduced in (8), can be factored as
ψ ∶ (∆n+1 − Yp) EÐÐ→ Up ℓpÐÐ→ Up,
and its image is Up − Gp.
c. The map φ∶Up − Gp → ∆
n+1 is the inverse of ψ.
Proof. The proof follows from straightforward calculations. 
Next we introduce some integral currents that appear in subsequent cal-
culations.
Definition 5.3. Let Tn denote the compact torus Tn ∶= (S1)n ⊂ (C×)n. For
j = 0, . . . , n define
Tj ∶= (C×)j × (0,∞)n+1−j ⊂ (C×)n+1.
Then JTjK defines an analytic chain in (C×)n+1, and we use the same symbol
to denote its restriction to Up.
Conditions 5.4. From now on, assume that the polynomial p satisfies the
following:
P1. p(t) has no zeros on the torus Tn = (S1)n, i.e. (S1)n ×Gm ⊂ Up;
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P2. p((0,∞)n) ⊂ (0,∞);
P3. If Gr−p ⊂ Up denotes the graph of the restriction of −p to Tn, then Gr−p
intersects Tj properly, for each j = 1, . . . , n.
Remark 5.5. Condition P2. implies that ℓp#J(0,∞)n+1K = −J(0,∞)n+1K,
see (85).
Example 5.6. The following polynomials satisfy the conditions above.
a. Constant polynomials p(t) = k ∈ R, with k > 0.
b. The Laurent polynomial
pα(x, y) = α + x + 1
x
+ y +
1
y
with α ∈ R, whenever α > 4.
Assume that one has a fixed NCD compactification Up ↪Xp ↩ D.
Lemma 5.7. For all j = 0, . . . , n the restriction of Γ∨
p,JRn+1,j K to Up (see
Defn. 2.7) is the semi-algebraic chain Γ∨
p,JRn+1,j K
∶= ℓp#JTjK.
Proof. A direct calculation shows that the map E (84) induces an orientation-
preserving diffeomorphism between Rn+1,j ∩ (∆n+1 −Yp) and Tj ∩ (Up −Gp).
By definition, the restriction of Γ
∨
p,JRn+1,j K to Up − Gp is given by
ψ# {JRn+1,jK ∩ (∆n+1 − Yp)} = ℓp# {E#JRn+1,jK ∩ (∆n+1 − Yp)}
= ℓp# {JTjK ∩ (Up − Gp)} .
The result follows. 
Corollary 5.8. For j = 1, . . . , n, the restriction of Γ∨
p,JRn+1,j K⌞ωj to Up is
given by
Γ∨
p,JRn+1,j K⌞ωj ∶= ℓp# (JTjK ⌞ βj) .
and
Γ∨
p,JRn+1,n+1K⌞ωn+1 = Γ∨p,[ωn+1] = − [log{−p(t)λ }
dt1
t1
∧⋯∧
dtn
tn
] .
It follows from Lemma 5.2 and Corollary 5.8, together with Remark 5.5,
that Reg(Γp) = (Γp,∆,Γp,Θ,Γp,W ) – see Definition 4.1 – is completely deter-
mined by
Γp,∆ = (−1)(n2)(2πi)n+1J(0,∞)Kn+1 (91)
Γp,Θ = (−1)n [dt1
t1
∧⋯∧
dtn
tn
∧
dλ
λ
] (92)
Γp,W = (−1)(n+12 ) n∑
j=1
(−1)(j2)(2πi)n+1−jℓp# (JTjK ⌞ βj) (93)
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− [log{−p(t)
λ
} dt1
t1
∧⋯∧
dtn
tn
]
5.1.2. Explicit periods. Let p ∈ R[t] be an arbitrary (Laurent) polynomial
satisfying Conditions 5.4, and let 1 ∈ R[t] be the constant polynomial. By
definition, Up ⊂ U1 = Gn+1m and we can restrict Γ1 to Up and obtain a cycle
in
Γ ∶= Γp − Γ1 ∈ Zn+1∆,eq(Up, n + 1).
It follows from (91), (92) and (93) that
Reg(Γ) = (0, 0,Γp,W − Γ1,W )
and, as a result, we see that Reg[Γ] comes from Hn(Up;C)/Hn(Up,Z(n+1))
in the exact sequence
0→Hn(Up,C)/Hn(Up,Z(n + 1)) →Hn+1D (Up;Z(n + 1))
→Hn+1(Up,Z(n + 1)) ⊕Fn+1Hn+1(Up,C)→ ⋯. (94)
In particular, Reg[Γ] induces a homomorphism
γ∶Hn(Up,Z)→ C/Z(n + 1). (95)
Condition P1 on p shows that JTn × {−1}K represents a non-trivial class
in Hn(Up,Z), and we use the following lemma to calculate γ(JTn × {−1}K).
Lemma 5.9. Let p(t) ∈ R[t] satisfy the three conditions above. Then
a. For all j = 1, . . . , n one has JTjK ∩ JTn × {−1}K = 0.
b. The intersection Xn,j ∶= ℓp# (JTjK) ∩ JTn × {−1}K is well-defined and sat-
isfies
Xn,j(βj) = 0, for all j = 1, . . . , n. (96)
c. One has
i) ∫Tn×{−1} βn+1 = 0
ii) ∫Tn×{−1} log {−p(t)λ } dt1t1 ∧ ⋯ ∧ dtntn = (2πi)nm(p), where m(p) is the
(logarithmic) Mahler measure of the polynomial p.
Proof. The first statement follows from the fact the the supports of the
respective currents do not intersect. Now, observe that
ℓ−1p (Tn × {−1}) = {(t, λ) ∈ Up ∣ t ∈ Tn and λ = −p(t)} = Gr−p.
The identity above together with Conditions 5.4.P3 show that the intersec-
tion
JTjK ∩ JGr−pK = ±JTjK ∩ ℓ−1p#JTn × {−1}K (97)
exists. Applying ℓp# to (97) shows that Xn,j exists.
Now, let σj ∶Up → Up denote complex conjugation on the j-th coordinate,
j = 1, . . . , n. Then, σj reverses the orientation of both Tj and Tn × {−1}.
If follows that σj#Xn,j = Xn,j. On the other hand, restricted to Tn one
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has σ∗j βj = −βj. It follows that Xn,j(βj) = (σj#Xn,j) (βj) = Xn,j(σ∗j βj) =
−Xn,j(βj). This concludes the proof of statement b.
To prove statement c.i) just note that the restriction of βn+1 to Tn×{−1}
is zero.
Finally, since p has real coefficients, the integral of arg{p(t)}dt1
t1
∧⋯∧
dtn
tn
over Tn is zero. This proves statement c.ii).

Corollary 5.10. Let p(t) be a Laurent polynomial with real coefficients,
satisfying Conditions 5.4. Then the homomorphism γ∶Hn(Up,Z)→ C/Z(n+
1) (95) satisfies
γ(JTn × {−1}K) = −(2πi)nm(p) ∈ C/Z(n + 1).
Proof. This follows directly from the definition of Γ and from Lemma 5.9.

Example 5.11. For the polynomial pα(x, y) = α+x+ 1
x
+ y +
1
y
in Example
5.6, it is shown in [RV99] that for any α ∈ C one can describe m(pα) in
terms of hypergeometric functions:
m(pα) =Re{logα − 2
α2
4F3 ( 32 32 1 1
2 2 2
∣ 16
α2
)} .
For α > 0, one also has
m(pα) = α
4
Re
⎧⎪⎪⎨⎪⎪⎩3F2
⎛
⎝
1
2
1
2
1
2
1 32
RRRRRRRRRRR
α2
16
⎞
⎠
⎫⎪⎪⎬⎪⎪⎭
,
see [KO05] and [RZ12]. In particular, for α = 8, Corollary 5.10 shows that
the homomorphism γ∶H2(Up8 ,Z)→ C/Z(3) satisfies
γ(JT2 × {−1}K) = −(2πi)2m(p8) = 96L(E24,2) ≠ 0 ∈ C/Z(3),
where L(E24, z) is the L-series of the rational elliptic curve E24 of conduc-
tor 24.
5.2. Beyond the equidimensional framework. Equidimensional cycles
provide a simple conceptual framework that yields an explicit construction of
the regulator map at the level of complexes. However, the fundamental triple
(Θ∗,∆∆ ∗,W∗) can still be used in “suitably transversal” situations where
equidimensionality is not satisfied.
Definition 5.12. Given a smooth quasiprojective variety U , let Zp∆,⋔(U ;∗) ⊂
Zp∆(U ;∗) denote the subcomplex generated by those irreducible correspon-
dences Υ ⊂ U ×∆n satisfying the following. Given a proper face f ∶∆r ↪ ∆n
then
a. Υ intersects U × f(∆r) properly.
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b. Given a NCD compactification X of U , with divisor D = X − U , then
JΥK∩ (JXK×f#Θr) induces a current in ′D∗(X)⟨logD⟩, and JΥK∩ (JUK×
f#Wr) induces a current in ′D∗(U) and JΥK ∩ (JXK × f#∆∆ r) induces a
current in I∗loc(U).
The arguments in the equidimensional case can be used to define a map of
complexes Reg∶Zp∆,⋔(U ;∗) → Z(p)∗D(U), and this suffices to provide another
approach to an explicit regulator map, along the lines of [KLMS06] once the
following is proven.
Claim: The inclusion of complexes Zp∆,⋔(U ;∗) ↪ Zp∆(U ;∗)
is a quasi-isomorphism when U is a smooth quasiprojective
variey.
This will be addressed in a forthcoming note.
Appendix A. Background on currents
A.1. Forms and Currents.
Notation A.1. Let S denote one of the following sites: smooth manifolds
with the C∞ topology; real or complex manifolds with the analytic topology;
or algebraic varieties with the Zariski topology. If F is a sheaf on S and
M ∈ Obj(S), we denote by FM the restriction of F to the small site MS of
M.
A.1.1. Forms on smooth manifolds. Let Ak be the sheaf of C-valued smooth
differential forms of degree k on smooth manifolds, and letAk(M) ∶= Γ(M,Ak)
and Akc (M) ∶= Γc(M,Ak) respectively denote the spaces of k-forms and k-
forms with compact support on a manifold M .
The C∞ topology onAk(M) is defined by uniform convergence on compact
subsets of the derivatives of all orders of the coefficients of the forms in local
coordinates. One topologizes the compactly supported forms Akc (M) by
saying that βi ÐÐ→
i→∞
β ∈ Akc (M) if there is a compact set K ⊂ M such that
spt (βi) ⊂K for all i ∈ N, and the sequence converges to β in the C∞ topology
on Ak(M). See [dR84, §9] or [Fed69, 4.1.1,4.4.6].
Definition A.2. Consider the sheaves C and L1loc of continous, respec. lo-
cally integrable, complex-valued functions on manifolds.
a) Since L1loc is a sheaf of A
0-modules, one can define L1loc ⊗A0 A
k and let
L1locA
k(M) ∶= Γ(M,L1loc ⊗A0 Ak) denote the space of forms of degree k
on M with coefficients in L1loc, or the “L
1
loc k-forms on M”.
b) Similarly, CAk(M) ∶= Γ(M,C⊗A0 Ak) denotes the continuous k-forms on
M. CAk(M) is given the topology of uniform convergence on compact
sets of the component functions of forms in any local coordinate system.
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c) The continuous forms with compact support, CAkc(M) ∶= Γc(M,CAk),
can be topologized by saying that a sequence {βi}i∈N converges to β ∈
CAkc(M) if there is a compact set K ⊂M such that spt (βi) ⊂ K for all
i ∈ N, and the sequence converges to β in the C∞ topology on CAk(M).
The bundles ΛkTM ⊗ C and ΛkT ∗M ⊗ C inherit canonical Hermitian
metrics induced by the Riemannian metric on M . In particular, given γ
either in ΛkTxM or in Λ
kT ∗xM for some x ∈M , we denote by ∣γ∣x the length
of γ in the induced metric.
Definition A.3. ([Fed69, 4.1.6], [Kin71, §2.1]) Let ϕ be a (possibly discon-
tinuous) k-form on M .
a) Given x ∈M , define
∣∣ϕ∣∣(x) ∶= sup{∣ϕ(γ)∣ ∣ γ ∈ ΛkTxM is a decomposable r-vector and ∣γ∣x ≤ 1} .
When ϕ is a continuous form, the assignment x ↦ ∣∣ϕ∣∣(x) defines a con-
tinuous function ∣∣ϕ∣∣∶M → R.
b) Given any K ⊆M , define the comass of ϕ on K as
νK(ϕ) ∶= sup{∣∣ϕ∣∣(x) ∣ x ∈K}. (98)
The form ϕ is called bounded when νM(ϕ) <∞.
c) We say that ϕ is a Baire form if ϕ is the pointwise limit of a sequence{φr, r ∈ N} of continuous forms φr ∈ CAk(M). Denote by BAk(M) the
space of bounded Baire k-forms on M .
A.1.2. Forms on complex manifolds. (See [Kin83, §1.1])
For p ≥ 0, let Ωp be the sheaf of holomorphic p-forms on complex manifolds
and denote by O the sheaf of holomorphic functions.
On complex manifolds, one has a decomposition Ak = ⊕p+q=kAp,q, where
Ap,q is the sheaf of smooth forms of type (p, q). The exterior derivative
d∶Ak → Ak+1 is canonically written as d = d′ + d′′ with d′∶Ap,q → Ap+1,q and
d′′∶Ap,q → Ap,q+1.
Defining F pAk ∶= ⊕p≤r≤kAr,k−r, the exterior derivative makes (F pA∗, d)
into a subcomplex of (A∗, d) so that one gets the Hodge filtration A∗ =
F 0A∗ ⊃ ⋯ ⊃ F pA∗ ⊃ F p+1A∗ ⊃ ⋯ on forms.
Consider a smooth proper complex manifold X, and let D = ⋃iDi be a
simple normal crossing divisor (DNC) onX. This means that the irreducible
components Di are smooth, and each x ∈ X has a coordinate neighborhood
U where x ≡ (0, . . . ,0) and D ∩ U = {(z1, . . . , zd) ∣ z1⋯zk = 0}, for some
0 ≤ k ≤ d.
Denote  ∶ U ∶= X − D ↪ X and let Ω1X⟨logD⟩ ⊂ ∗Ω1X be the (locally
free) sheaf of meromorphic 1-forms on X generated over OX by the forms
df
f
where f is a holomorphic function whose zero set is contained in D. Define
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Ωp
X
⟨logD⟩ ∶= Ω1X⟨logD⟩ ∧ ⋯ ∧ Ω1X⟨logD⟩. Since D is a DNC, Ω∗X⟨logD⟩ ⊂
∗Ω∗U is a locally free subsheaf of graded OX-algebras generated locally in the
neighborhoods described above by Ω∗X and the forms
dzi
zi
, i = 1, . . . , k. The
Hodge filtration F of Ω∗X⟨logD⟩ is the decreasing filtration F pΩ∗X⟨logD⟩ ∶=⊕r≥pΩpX⟨logD⟩.
Definition A.4. Let D 

// X U?
_oo be as above.
a) Ωp
X
⟨nullD⟩ ⊂ Ωp
X
: the subsheaf consisting of the holomorphic p-forms
that vanish on D.
b) Ap,q
X
⟨nullD⟩ ∶= Ωp
X
⟨nullD⟩⊗A0,q
X
.
c) Ap,q
X
⟨logD⟩ ∶= Ωp
X
⟨logD⟩⊗A0,q
X
A.1.3. Currents on smooth manifolds. ([dR84, Ch. III], [Kin71, §1.2], [Fed69,
4.1.7])
LetM be a smoothm-dimensional manifold. The sheaf ′DkM of (deRham)
currents of degree k on M associates to each open subset U ⊂M the vector
space ′Dk(U) consisting of the continuous linear functionals on Am−kc (U).
In this context, elements in Am−kc (U) are called test forms.
Definition A.5. LetM be a smooth m-dimensional manifold, and consider
T ∈ ′Dk(M), S ∈ ′Dp,q(X), ω ∈ Ar(M), and test forms ϕ ∈ A∗c (M).
a) If N ⊂ M is an oriented submanifold of codimension r denote by JNK ∈
′Dr(M) the current ϕ↦ JNK(ϕ) ∶= ∫N ω, defined by integration along N.
b) We define [ω] ∈ ′Dr(M) by [ω](ϕ) = ∫M ω ∧ ϕ. Hence, the assignment
ω ↦ [ω] induces an inclusion Ak(M) ↪ ′Dk(M). More generally, a form
β in L1locA
k(M) defines a current [β] ∈ ′Dk(M) in a similar fashion.
c) Define T ⌞ ω ∈ ′Dk+r(M) by (T ⌞ ω)(ϕ) = T (ω ∧ ϕ). Note that this is a
generalization of the exterior product of forms, namely, [β]⌞ω = [β ∧ω].
The current T ⌞ ω is often denoted by T ∧ ω in the literature.
d) The boundary bT of T is the adjoint of the exterior derivative on forms:
bT (ϕ) = T (dϕ).
e) The exterior derivative d∶ ′Dk(M)→ ′Dk+1(M) is defined as
dT ∶= (−1)k+1bT,
so that the inclusion A∗(M)↪ ′D∗(M) becomes a map of complexes.
f) Denote the restriction of T to an open set W ⊂ M by T∣W and define
the support spt (T ) of T as the intersection of all closed sets F such that
T∣M−F = 0.
g) If f ∶M → N is a smooth map such that f∣ sptT is proper, one defines
the push-forward f#T ∈ ′Dk+m−n(N) by f#T (ψ) ∶= T (f∗ψ). Note that
d ○ f# = f# ○ d.
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A.1.4. Currents on complex manifolds. ([Kin83, §1.3])
When X is a complex manifold of dimension d, the sheaf ′Dp,qX of currents
of type (p, q) consists of those currents that vanish on all test forms of type(r, s) ≠ (d − p, d − q).
Definition A.6. Consider D 

// X U?
_oo as before. Define the cur-
rents with log poles ′Dp,q(X)⟨logD⟩ as the continuous linear functionals on
A
d−p,d−q
c (X)⟨nullD⟩ ∶= Γc(X,Ad−p,d−qX ⟨nullD⟩),
in the relative topology from Ap,qc (X). Define
′
D
k(X)⟨logD⟩ ∶= ⊕p+q=k′Dp,q(X)⟨logD⟩
and
F p′Dk(X)⟨logD⟩ ∶=⊕
r≥p
′
D
r,k−r(X)⟨logD⟩.
This gives a filtered complex
′
D
∗(X)⟨logD⟩ = F 0′D∗(X)⟨logD⟩ ⊃ ⋯ ⊃ F p′D∗(X)⟨logD⟩ ⊃ ⋯.
A.1.5. Special currents.
a) We say that a current T ∈ ′Dk(M) is representable by integration, or a
current of order 0, or a current with measure coefficients if it extends to a
continuous linear functional on CAm−kc (M). Denote the space of all such
currents by Mk(M).
b) If T is represented by integration, it follows from Riesz representation
theorem that there is a Radon measure ∣∣T ∣∣ on M , and a ∣∣T ∣∣-measurable(m − k)-vector field ξT such that T is given by
T (ϕ) = ∫
M
⟨ϕ, ξT ⟩d∣∣T ∣∣,
on test forms ϕ. By the dominated convergence theorem, one can define
T (β) on bounded Baire forms β ∈ BAkc (M). See [Fed69, 4.1.5].
c) Define M(T ) ∶= sup{T (ϕ) ∣ ϕ ∈ Akc(M) and νK(ϕ) ≤ 1}. The current T
is said to have finite mass when M(T ) <∞.
d) A current T is called locally normal if both T and dT are represented
by integration. It is called normal if it is locally normal and spt (T )
is compact. We denote by Nkloc(M) and Nk(M) the spaces of locally
normal and normal currents of degree k on M , respectively. See [Fed69,
4.1.7] or [FF60].
e) The rectifiable currents are defined as the completion in the mass norm
M of the group of Lipschitz push-forwards of finite polyhedral chains in
some Euclidean space, and a current T is locally rectifiable if for each
x ∈M there is a rectifiable current Tx such that x ∉ spt (T − Tx).
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f) A current T is called locally integral if both T and dT are locally rectifi-
able. It is called integral if it is locally integral and spt (T ) is compact.
We denote by Ikloc(M) and Ik(M) the spaces of locally integral and in-
tegral currents of degree k on M , respectively. See [Fed69, 4.1.8, 4.1.24],
[FF60] and [Kin71, 2.1]
g) Standard arguments show that Ikloc(M) ⊂ Nkloc(M).
h) IfG is a finitely generated abelian group, we denote Ikloc(M ;G) ∶= Ikloc(M)⊗
G, and Ik(M ;G) ∶= Ik(M) ⊗G for the groups of locally integral and in-
tegral G chains.
A.2. Slicing and intersection of locally normal currents.
A.2.1. Slicing locally normal currents. Here we summarize material from
[Fed65] and [Fed69, 4.3]. Let M be a smooth m-dimensional Riemannian
manifold, and let N be an oriented n-dimensional Riemannian manifold
with (unit) orientation form Ωn. Denote by Hn the Hausdorff measure on
N induced by the metric. Given a locally Lipschitz map f ∶M → N , a normal
current T ∈ Nk(M) and a bounded Baire form φ ∈ BAi(N) one can define a
current
⟨T, f,φ⟩ ∈ ′Dk+i(M), (99)
which coincides with T ⌞ f∗φ whenever f is a smooth map.
Theorem A.7. If f ∶M → N is a locally Lipschitzian map and T ∈ Nk(M)
is a normal current of degree k ≤m − n, then for Hn-almost all y ∈ N there
exists a unique current ⟨T, f, y⟩ ∈ Nk+n(M) which can be defined as follows.
Denote by Bρ(y) the ball of radius ρ centered on y ∈ N, and let χBρ(y) denote
its characteristic function. Then
⟨T, f, y⟩(ψ) = (−1)n(m−n−k) lim
ρ→0
1
Hn(Bρ(y)) ⟨T, f,χBρ(y)Ωn⟩(ψ).
Properties of the slicing function:
P1. spt ⟨T, f, y⟩ ⊂ spt (T ) ∩ f−1{y}
P2. Whenever k <m − n and ⟨T, f, y⟩ exists, so does ⟨dT, f, y⟩ = d⟨T, f, y⟩.
P3. Whenever ψ ∈ Aq(M), with q ≤m − n − k, and ⟨T, f, y⟩ exists, so does
⟨T ⌞ψ,f, y⟩ = (−1)nq⟨T, f, y⟩ ⌞ψ.
P4. For every bounded Baire form φ ∈ BAk−n(M) one has
⟨T, f,Ωn⟩(φ) = ∫
N
⟨T, f, y⟩(φ)dHn(y).
P5. If u∶N → C is a bounded Baire function and ψ ∈ Ak−n(M) then
⟨T, f,uΩn⟩(ψ) = ∫
N
⟨T, f, y⟩(ψ)u(y)dHn(y)
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and
M(⟨T, f,uΩn⟩) = ∫
N
M(⟨T, f, y⟩) ∣u(y)∣dHn(y).
Using slicing of currents, Federer introduces the notion of intersection of
(locally) normal currents.1 Given S ∈ Nkloc(M), T ∈ Nrloc(M), with k+r ≤m,
one says that the intersection of S and T exists provided there is a current
S ∩ T ∈ ′Dk+r(M) characterized by the condition:
Let γ∶M →M ×M be the diagonal map. If h∶U
≅
Ð→ U ′ is an orientation-
preserving diffeomorphism from an open subset of U to U ′ ⊂ Rm, and δ∶Rm×
Rm → Rm is the “difference” map δ(a,b) = a − b, then
(γ∣U)# {(S ∩ T )∣U} = (−1)k(m−r)⟨(S × T )∣U×U , δ ○ (h × h),0⟩
In other words, when the intersection exists, it is determined locally by the
slice of the product of the currents under the difference map, over the origin
0 ∈ Rm.
Remark A.8. When the currents S,T are locally integral (repec. semi-
algebraic chains, sub-analytic chains) and the intersection exists, then S∩T
is integral (respec. semi-algebraic chains, sub-analytic chain).
A.2.2. Slicing Analytic Chains. Here we summarize material from [Har72].
Definition A.9. Let X be an oriented real analytic manifold.
a. A k-dimensional locally integral current T in X is called a k-dimensional
analytic chain if X can be covered by open sets U for which there exist
k and (k − 1)-dimensional real analytic subvarieties Z and W of U with
U ∩ sptT ⊂ Z and U ∩ spt (bT ) ⊂W .
b. It follows from [Fed69, 4.2.28] that an analytic chain T is a locally finite
sum of chains corresponding to integration over certain k dimensional
oriented analytic submanifolds of X.
c. If X is a real analytic manifold, we denote by Iωk (X) ⊂ Ilock (X) the group
of k-dimensional real analytic chains on X.
Theorem A.10. ([Har72, Thm. 4.3]) Let f ∶M → N be an analytic map
between oriented real analytic manifolds of dimensions m and n, respectively.
Given an analytic chain T in M of dimension k, denote
Y = {y ∈ N ∣ dim{f−1(y) ∩ spt (T )} ≤ k − n, and
dim{f−1(y) ∩ spt (bT )} ≤ k − n − 1 } . (100)
Then the slicing function y ↦ ⟨T, f, y⟩, maps Y into the k−n dimensional an-
alytic chains in M , and is continuous in the flat norm topology in Flock−n(M).
1This can be defined, more generally, for locally flat currents
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It follows directly from this theorem that when M is an oriented real
analytic manifold and the currents S,T are analytic chains, then S ∩T is an
analytic chain, whenever this intersection exists.
There are simple support criteria that ensure the existence of the inter-
section of analytic chains.
Definition A.11. ([Har72, §5]) Given analytic chains S,T in M , with
dimS = s,dimT = t, one says that {S,T} intersect properly (or intersect
suitably) iff
i. s + t ≥m,
ii. dim [spt (S) ∩ spt (T )] ≤ s + t −m,
iii. dim [{spt (bS) ∩ spt (T )} ∪ {spt (S) ∩ spt (bT )}] ≤ s + t −m − 1
Theorem A.12. If {S,T} intersect properly, then the intersection of S and
T exists and S ∩ T is an analytic chain in M of dimension s + t −m, and
b(S ∩ T ) = (−1)m−tbS ∩ T + S ∩ bT.
A.3. Main quasi-isomorphisms. See [Del71, §3.1], [Kin83, Thm. 2.1.1],
[Kin83, §2.2].
Facts A.13. Let M be a smooth manifold. Then the sheaves AkM ,
′DkM
and IkM,loc are acyclic, for all k ≥ 0 and the following maps of complexes are
quasi-isomorphisms:
CM
≃
Ð→ A∗M
≃
Ð→ ′D∗M and ZM
≃
Ð→ I∗M,loc.
Facts A.14. Let D 

// X U?
_oo be an NCD compactification of the
smooth complex variety U . Then one has a commuting diagram of quasi-
isomorphisms of complexes on X, where the rightmost arrows are filtered
quasi-isomorphisms.
R∗Ω∗U = ∗Ω∗U
≃

(Ω∗X⟨logD⟩, F ∗)≃oo
≃ filtered

R∗CU
≃
77♣♣♣♣♣♣♣♣♣♣♣ ≃ //
≃
&&◆
◆◆◆
◆◆◆
◆◆◆
◆
∗A∗U
≃

(A∗X⟨logD⟩, F ∗)≃oo
≃ filtered

∗′D
∗
U (′D∗X⟨logD⟩, F ∗)≃oo
(101)
Appendix B. Further technical proofs
Lemma B.1. Let S,T be normal currents of dimensions s and t, respec-
tively, on an m-dimensional oriented manifold M . If the intersection S ∩ T
REGULATOR MAPS VIA CURRENT TRANSFORMS 49
exists, and ω is a form on M which is both ∣∣T ∣∣-summable and ∣∣S ∩ T ∣∣-
summable, then the intersection S ∩ (T ⌞ ω) exists and satisfies
S ∩ (T ⌞ ω) = (S ∩ T ) ⌞ ω.
Proof. One may assume thatM = Rm. Denote δ∶Rm → Rm×Rm the diagonal
map and let f ∶Rm × Rm → Rm denote the difference map f(x,y) = x − y.
Then, by definition, S∩T is the unique normal current onM that satisfies
δ#(S ∩ T ) = (−1)(m−s)t⟨S × T, f,0⟩.
Now, if π2∶R
m
×Rm → Rm is the projection onto the second factor, one has:
δ# ((S ∩ T ) ⌞ ω) = δ# ((S ∩ T ) ⌞ δ∗π∗2ω) = δ#(S ∩ T ) ⌞ π∗2ω.
Given a test form ϕ on M one then has
δ#(S ∩ T ) ⌞ π∗2ω (ϕ) = δ#(S ∩ T )(π∗2ω ∧ϕ) = (−1)(m−s)t⟨S × T, f,0⟩(π∗2ω ∧ϕ)
= (−1)(m−s)t lim
ǫ→0
1
Vǫ
(S × T )(f∗Ωǫ ∧ π∗2ω ∧ ϕ) (102)
= (−1)(m−s)t+∣ω∣∣ϕ∣ lim
ǫ→0
1
Vǫ
(S × T )(f∗Ωǫ ∧ ϕ ∧ π∗2ω)
where Ωǫ is the restriction of the volume form on R
m the ball Bǫ(0) of
radius ǫ around 0, Vǫ is the volume of Bǫ(0), and ∣ϕ∣, ∣ω∣ are the degrees of
the forms.
On the other hand, one can approximate f∗Ωǫ ∧ϕ by a sequence of sums
of forms of the type π∗1α ∧ π
∗
2β, see [Fed69, 4.1.3]. We have
(S × T )(π∗1α ∧ π∗2β ∧ π∗2ω) = (−1)∣β∣∣ω∣(S × T )(π∗1α ∧ π∗2(ω ∧ β))
= (−1)∣β∣∣ω∣S(α)T (ω ∧ β)
= (−1)∣β∣∣ω∣ {S × (T ⌞ ω)} (π∗1α ∧ π∗2β).
Now, note that ∣α∣ + ∣β∣ = m + ∣ϕ∣ and we can assume ∣α∣ = s, hence ∣β∣ =
m − s + ∣ϕ∣. This gives
(S × T )(f∗Ωǫ ∧ ϕ ∧ π∗2ω) = (−1)(m−s+∣ϕ∣)∣ω∣ {S × (T ⌞ ω)} (f∗Ωǫ ∧ϕ) (103)
Taking ǫ → 0 in (102) and using (103) one gets
δ#(S ∩ T ) ⌞ π∗2ω (ϕ) = (−1)(m−s)t+∣ω∣∣ϕ∣+(m−s+∣ϕ∣)∣ω∣⟨S × (T ⌞ ω), f,0⟩(ϕ)
= (−1)(m−s)t+∣ω∣∣ϕ∣+(m−s+∣ϕ∣)∣ω∣+(m−s)(t−∣ω∣)δ# (S ∩ (T ⌞ ω)) (ϕ)
= (−1)2(m−s)t+2∣ω∣∣ϕ∣δ# (S ∩ (T ⌞ ω)) (ϕ).

Lemma B.2. Given 0 ≤ j < n ≤ n the following holds.
i. For all j + 1 ≤ k ≤ n one has JLkK ∩ JRn,jK = 0.
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ii. If JRn−1,j(n)K and JRn−1,j(n − 1)K denote the current JRn−1,jK in the
projective spaces Pn and Pn−1, respectively, and ιn∶Pn−1 ↪ Pn is the
inclusion of Pn−1 as the coordinate hyperplane Hn, then
ιn#JRn−1,j(n − 1)K = JHnK ∩ JRn−1,j(n)K.
Proof. It follows from (50) and definitions that Lk∩Rk,j = Lk∩Sj+1∩⋯∩Sk =
Lk ∩Hj+1 ∩⋯∩Hk = Lj ∩Hj+1 ∩⋯∩Hk, and the latter is an intersection of
k − j + 1 linearly independent hyperplanes. It follows that
Lk ∩Rn,j(n) = Lk ∩Rk,j(n) ∩Rn,k(n) = Lj ∩Hj+1 ∩⋯∩Hk ∩Rn,k(n)
≅ Rn−(k−j+1),k−(k−j+1)(n − (k − j + 1)) = Rn−k+j−1,j−1(n − k + j − 1).
Now, if JLkK∩ JRn,jK ≠ 0 then dim(Lk ∩Rn,j(n)) must be 2n+ j −n − 2. On
the other hand dimRn−k+j−1, j−1(n − k + j − 1) = (2n + j − n − 2) − (k − j),
which is strictly less than what it should be. This proves the first assertion.
The second assertion follows directly from the definitions. 
Proposition B.3. Given 1 ≤ j ≤ n, the following holds:
i. The differential form θj−1 is ∣∣Sj ∣∣-summable and hence one can define
the flat current JSjK ∩ θj−1 = JSjK ⌞ θj−1 ∈ Fj(Pn).
ii. The differential form ωnj is ∣∣Rn,j ∣∣-summable and hence one can define
the flat current JRn,jK ∩ ω
n
j = JRn,jK ⌞ ωnj ∈ Fn−1(Pn).
Proof. In order to prove the first statement we show that the restriction
of θj−1 to Sj lies in Γ(Sj ,L1loc ⊗A0 Aj−1), using the parametrization of Sj,
Φ∶Pn−1×∆∆ 1 → Pn given by Φ([u ∶ λ ∶ w], s) = [u ∶ s0λ−ε(u) ∶ s1λ ∶ w], where
ε(u) = u0 +⋯+uj−2, λ ∈ C and w ∈ Cn−j (we assume that j > 1). In the case
j = n, Φ is the parametrization Φn−n−1 of Proposition 3.2.
Denote β ∶= s0λ − ε(u). Then, as a form on Pn−1 ×∆∆ 1 one has Φ∗θj−1 =
θj−2 ∧
dβ
β
+ (−1)j−1 ∧ dlog(u), where dlog(u) ∶= du0
u0
∧⋯∧
duj−2
uj−2
. Write
dβ
β
=
s0λ
β
⋅
dλ
λ
+
λ
β
⋅ds0 −
dε(u)
β
and observe that θj−2(u)∧ dε(u)ε(u) = (−1)j−2 dlog(u).
Therefore,
Φ∗θj−1 = s0λ
β
⋅ θj−2 ∧
dλ
λ
+
λ
β
⋅ θj−2 ∧ ds0
− (−1)j−2 ε(u)
β
⋅ dlog(u) + (−1)j−1 dlog(u)
= s0λ
β
⋅ θj−2 ∧
dλ
λ
+
λ
β
⋅ θj−2 ∧ ds0 + (−1)j−1 {ε(u)
β
+ 1}dlog(u)
= s0λ
β
⋅ θj−1 +
λ
β
⋅ θj−2 ∧ ds0
= s0λ
s0λ − ε(u) ⋅ θj−1 +
λ
s0λ − ε(u) ⋅ θj−2 ∧ ds0.
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To show this form is in Γ (Pn−1 ×∆∆ 1,L1loc ⊗A0 Aj−1) one simply needs to
restrict it to standard coordinate charts and observe that the coefficients
are in L1loc.
For the proof of the second statement we consider the parametrization
Φ = Φn,j of Rn,j given in (51). Locally Φ∗ωnj is a sum of terms of the form
log y dlog(x) with (y,x) ∈ C × Cj−1. One easily checks that log y dlog(x) ∈
L1locA
j−1(Cj) hence the result follows.

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