INTRODUCTION
The effectiveness of image restoration algorithms depends on the criterion used for judging the quality of the image and on the model used for the image in developing the algorithm. Unfortunately both the criterion, that of minimum mean squared error (MMSE), and the model, that of stationarity, often yield less than satisfactory results. The classical method of linear minimum mean squared error (LMMSE) estimation, the Wiener filter, produces fuzzy reconstructions because of excessive smoothing of the details of the object. There have been attempts to improve on the Wiener estimate. The maximum likelihood, maximum a posteriori, and maximum entropy estimates are some of them.' It has been accepted that the MMSE criterion is not a good one for evaluating the fidelity of images; the human observer tolerates more noise near edges than in flat regions. Therefore in this paper we make use of another criterion for image quality introduced recently by Song and Pearlman,2 namely, that of minimum-error minimum-correlation (MEMC), which has been shown to give visual improvement over the Wiener filter. We try to reduce the correlation between the estimation error and the actual image, in addition to attempting to reduce the error. Although our attempt to reduce the error-image corAbstract. A new estimation criterion called the minimum-error minimumcorrelation (MEMC) criterion is implemented in conjunction with an adaptive windowing technique. The image statistics are calculated within the window, the dimensions of which vary depending on the local statistics. The MEMC estimator produces sharper and hence visually more pleasing restorations, while the adaptive windows tend to isolate regions of the image that are locally stationary. Since most of the error after restoration is in the vicinity of edges, a postprocessing step of filtering along the edges is applied. These image restorations are compared to both fixed and adaptive minimum mean squared error estimators.
relation results in an increased error, the absence of excessive smoothing across the edges results in a sharper image that is more pleasing to the eye.
Another reason for the disappointing quality of images restored using Wiener estimation is the assumption about stationarity of the image, because images are at best quasi-stationary. There is no fundamental reason for the use of a stationary model other than the simplicity it offers. The conventional stationary image model enables the use of FFT-based algorithms. A disadvantage of a filter derived using the stationary assumption is that it is space invariant and, as a result, cannot treat the edges and the flat regions of the image differently. This leads to a certain amount of noise remaining in the flat regions even after restoration, which, as we mentioned earlier, can be highly irritating to the human observer. In addition to this, there is excessive smoothing of the edges, and it is very important to retain edges because the human eye is sensitive to edge information .
The Wiener estimate makes use of the image power spectrum, which, as a characteristic of the image as a whole, is estimated over both flat and rapidly changing regions of the image. When the Wiener filter is implemented in the spatial domain, the variance and mean of the data are used. These are calculated over the entire image, and the same mean and variance are used for the restoration operation. However, not all pixels in the image belong to the same statistical ensemble. Different ensembles have different means and variances. Thus there is a certain amount of error in the evaluation of these quantities, leading to inferior restoration.
Many adaptive filters have been proposed in the recent past, most of them based on calculation of image statistics from fixed running windows; they use windows of fixed size that are centered about the pixel being estimated. Fong et al. 4 provide a review of the properties of such estimators. Examples include median filtering, proposed by Tukey,5 the output of which is the median of all pixels within the running window. Unfortunately median filtering is not very effective in handling the presence of additive white Gaussian noise (AWGN). 6 where E[x] = i. As can be seen in Fig. 1 , the error is orthogonal to the data y, but is not orthogonal to the original signal x. Applied to an image with sharp edges corrupted by noise, the MMSE estimator reduces the noise and the edge sharpness simultaneously by a smoothing process. An estimator that contains the largest possible information about the signal would preserve the signal to the greatest degree. A measure of this information is the correlation between the estimator and the signal. Maximizing estimate to signal correlation is equivalent to minimizing the estimation error to signal correlation. Hence to retain edge definition with an image estimator, we wish to reduce as much as possible both the error and the correlation between estimation error and signal. This is the motivation for the MEMC criterion. Consider the following example, with signal variance equal to noise variance: o2 = o.
In both the cases the mean squared error is the same, u2 However in the second case, the error-signal correlation is higher. It is clear that we prefer the first estimate to the second, since it conveys more information about x than the second.
We denote the LMMSE estimate by XLMMSE. The coefficient a is chosen such that the error vector e is perpendicular to the data vector y. As can be seen from the figure, it is for such an estimate that the error is minimum. The correlation c between the error e and x is the projection of e onto x. However, consider the case where our estimate is not XLMMSE, but z. The error in this case, denoted by E, is clearly more than the error in the LMMSE estimate. However, the correlation between the error and the signal is now lower. This will be the case with any estimate that lies between XLMMSE and y. The correlation is zero (1) if the estimate is y, but then the error is maximum. We shall try to find an estimate that has a lower error-signal correlation than the LMMSE, in exchange for a higher error. This will be done by minimizing a weighted sum of the mean squared error and the correlation. If we give more weight to the error, our (2) solution will lie close to XLMMSE. If, on the other hand, we are more concerned about reducing the correlation, then our estimate would be farther away.
We derive now an estimator that will give a restoration with (3) low mean squared error and high correlation with the signal. Therefore we shall try to maximize E[áI or minimize E[ei]. 
Eliminating a, the relationship between d and c is 
+
We therefore define the weights as Wi = 1/re and w2 = i/rd.
Thus the function to be minimized is 1c(a) + if2d(a) , if2 if fla) = . (11) 
The minimum off(a) is achieved when2 The corresponding values of MSE d1 and error-signal correlation Cf when af 5 used are given below:
The function, being parabolic, is convex and is plotted in Fig. 2 .
The minimum MSE dmjn corresponds to the estimate iLMMSE, while the MSE is maximum and equal to o if the estimate is y. On the other hand the error-signal correlation is maximum 0.5dmjn , if2 if
for the minimum MSE case and is numerically equal to dmin, while it is zero when the MSE is maximum.
The next problem is the evaluation of the constant a, which
would give us the minimal solution between the two competing L \/ -I objectives. The formulation is a problem of multiple criterion optimization (MCO) or multiple criterion decision making As can be seen from the above equations, the correlation is (MCDM), which has been heavily studied in mathematics, opreduced to about half the original value, which was dmin. On erations research, and management science. 13-15 Since the errorthe other hand, there has been only a slight increase in the MSE. signal correlation decreases as the error increases, we shall try For instance, in the case of the highest noise variance that we to minimize a weighted sum of the two, with a allowed to take consider in this paper, that of 500, the error-signal correlation values only in the following set, z = {a : 0 C(a) dmin}, reduces by 50%, while the increase in the MSE is under 5%. It i.e. , should be noted that this is the worst case, since the increase in the error is directly proportional to the noise variance while the
decrease in correlation is always 50% , provided the signal power Minimize f(a) = wic(a) + w2d(a), w1 0, w2 0 .
(8)
.
is greater than the noise power. All of the above analysis was done under the assumption of Since the c-d locus is convex we can be assured that an optimum a zero mean signal. If the signal is not zero mean, as is the case point exists. In order to give equal weight to both the MSE and in all images, we shall have to add an appropriate constant. The the error-signal correlation we divide both C and d by their estimate in that case is respective ranges r and rd. Thus the weighting constants will be the reciprocal of the respective ranges. The range of d is
defined to be just the difference between the maximum and minimum values of the MSE:
where E[x] = p and i is the MEMC estimate.
The reduction of the error-signal correlation is promising
because it is more suitable to visual fidelity criteria than just rd -
MSE. For a more detailed discussion of the MEMC filter and t if2 -dmin , if2 if .
its implementation using the power spectrum of the signal, the reader is referred to Ref. 2. We have these two different definitions for the range since we can always set the estimate to zero when the observation is too ADAPTIVE WINDOWING noisy. In other words we fall back on our a priori information
The implementation of the estimators discussed in the previous and use the mean value of the signal. In such a case the MSE section requires knowledge of the image statistics. To evaluate would be cr2, the variance of the signal. Since the correlation the coefficients of the MEMC estimator we need to know the ensemble mean and variance, and the filter performance will be p = m and if2 v2. Although the development of the above limited by our ability to accurately determine these statistics. equations has been done for the rectangular window case, it can We know from parameter estimation theory that ensemble stabe easily related to the special case of square windows. If we tistics can be approximated by local statistics. For this purpose use square windows, the window dimensions do not have any images are often optimally modeled as locally stationary. The x or y dependency. Thus N = N, and L = L.
view taken in Ref. 12 was to identify the size of a stationary As we mentioned earlier, if we are to be accurate in detersquare region for each pixel in the image and to calculate the mining and o, then the pixels in the window have to belong local statistics of the image within that region. The size of the to the same ensemble as the central pixel. If we use relatively window changes according to a measure of signal activity; an large windows, then we run the risk of including pixels from effective algorithm was proposed for the window size that imother ensembles. In this case some smoothing will occur across proved the performance of various point estimators. The manthe edges within the window. On the other hand if the windows ifestation of the improved performance was greater smoothing are too small, then the estimate of the mean and variance will in the flat region and less smoothing across edges. This results be poor. This will result in most of the noise being left unsupin a sharp restoration, while the effect of the lack of noise pressed. Thus we should use small windows where the image smoothing across edges is masked by the human visual system. intensity changes rapidly and large windows where the image Here we present a similar algorithm, but allow the window to contrast is relatively flat. be rectangular by varying the size in each coordinate dimension.
We vary the window length depending on a signal activity The motivation is greater flexibility in matching the window to parameter defined in Ref. 12: the shape of the stationary region. statistics m and v. Since we will be using m and v to approximate ,J and o, it is vital that they are evaluated correctly. and S is a measure of the local roughness of the signal in the In deriving the local statistics we make use of rectangular y direction. What we are doing essentially is finding the local windows of length L in the x direction and of length L in the variance in the y direction and then subtracting from it the noise y direction. Since we want the window to be centered about the variance. This leaves us with the signal variance in the y direcpixel being evaluated, our window lengths will be odd. Except tion, which we use as S,. Analogously, the expression for S, near the borders of the image, the dimensions can be given by the signal activity parameter in the x direction, is If the signal activity parameter in the x direction is large, then we decrement the window size in the x direction so that we do not include points from other ensembles. If S is small, the (18) window size will be incremented so that a better estimate of the mean and variance will be obtained. In order to make this decision, the signal activity parameter in the x direction is comNote that the variance calculated above is the variance of the observation y = x + n and not that of the signal x. On the other pared with a threshold T, and that in the y direction with T. The rule is therefore hand m is the mean for both x and y since the noise is zero mean. where 1 is a weighting constant that affects the rate at which the window size changes. The threshold is point dependent.
Also, it varies directly as the noise variance and inversely as the window dimension. Thus ifthe noise variance is high, the threshold will be high and the window length is more likely to be incremented than decremented. This will lead to a large window and effective smoothing of the noise. If the window size is large, the threshold will be small. Thus the window size is likely to be decremented. This helps the window length to converge to a certain range.
The outer points in the window are the ones most likely to belong to a different ensemble. Therefore, while these pixels are included in the calculation of the activity parameter, they are not used in computing the local statistics. We point out that the adjustment rules for square windows are not exactly a special case of rectangular windows. In the case of square windows, since both dimensions are adjusted together a single activity index is calculated over the window and compared to a single threshold.
SIMULATION RESULTS
The algorithm was first implemented using a one-dimensional window. The image was scanned columnwise, alternate columns scanned in alternate directions . The reason for doing this is that the same window length can be used when starting off the next column since the pixel at the end of a column can be expected to belong to the same ensemble as the pixel directly next to it. Such an assumption cannot be made about the pixels at the end of one column and the beginning of the next. Thus, each time we start off another column, we would have to initialize the window length to one, leading to a delay in window length convergence.
The value of 1 was fixed to be 7, the same as that in Ref. 1 1. The adaptive MEMC with a one-dimensional window was implemented on the original ''Lena' ' [ Fig. 3(a) ] corrupted by noise of variance 256 [ Fig. 3(b) I. The result is shown in Fig. 4 . The MSE was calculated for the entire image as well as for the pixels that lie on edges. The overall MSE was 1 19.7 per pixel, while the MSE on edge pixels was 184.6. As can be seen, the error around the edges is significantly more than the average MSE of the restored image. This is because of the adaptive nature of the windowing technique used. The tendency of the windows to be smaller near edges results in less smoothing across the edges. At the edges the detail is retained but noise suppression is reduced. Toward the end of this section we will present a postprocessing scheme for further reducing this error without destroying the quality of the edges.
The algorithm was next implemented using two-dimensional square windows. The result for the MEMC filter is shown in Fig. 5(a) . The error was reduced to 94.2 per pixel, which is much lower than in the one-dimensional case. The MSE at the edges was 187 .7, which is again considerably higher than the average MSE. An upper limit of 1 1 was set for the window dimension. It is important to have an upper limit, since beyond a certain limit it would be unreasonable to believe that all the pixels within the window are from the same ensemble. The same windowing technique was used with the Wiener filter. The Wiener filter was implemented as a point estimator using Eq. (3). The resulting image has a lower MSE of 84.1, but displays less clarity of detail as well as excessive noise in the flat regions [ Fig. 5(b) ].
For the purpose of comparison, the Wiener and MEMC restorations were implemented using a square window of fixed dimensions . The length of the window was chosen to be five since that gave the lowest MSE. The error in the Wiener estimate was extremely low at 73.6, but the image has an extremely patchy appearance [ Fig. 6(b) ]. The MEMC estimator reduced the MSE to 86.2 [ Fig. 6 (a)}, which is higher than that for the Wiener filter. This picture appears to be sharper, but it too has a patchy appearance that is not evident in the adaptive MEMC restoration. The adaptive MEMC filter was then implemented using rectangular windows [ Fig. 7(a) ]. This succeeded to a certain extent in removing the noise from the edges. Since the rectangular window has two degrees of freedom, in that its lengths along the x and y directions are varied independently, it is more adaptable to edge orientation and therefore more successful in removing noise from the edges. The overall MSE after using the MEMC in conjunction with rectangular windows was 99.2, higher than that for square windows. But the MSE at the edges was 178.8, lower than that obtained with square windows. The adaptive Wiener filter with rectangular windows [ Fig. 7(b) ] gave a lower overall MSE of 81 .5, but when viewed on a CRT the restoration showed less clarity and sharpness.
Since most of the noise left in the image after restoration is in the vicinity of edges, additional smoothing along the edges was done. The edge detection was performed using the Sobel operator, and all pixels on an edge are used as the input to a one-dimensional Wiener filter. Table I These MEMC image restorations are visually superior to the Wiener restorations, which gave the lowest MSE. Since the postprocessing edge smoothing is done along the edges, it reduces the error without degrading the edges.
The restoration algorithm was also implemented on ''Lena" corrupted with noise of variance 100 and 500. The adaptive MEMC estimators with one exception were superior in terms of image visual quality to the MMSE estimators for these noise variances too. The exception was the high noise variance case, when the estimators were implemented with rectangular windows. Undoubtedly, this effect is caused by the larger variances in the parameter estimates caused by fewer samples in the rectangular windows versus the square windows.
CONCLUSIONS
As we mentioned earlier, the effectiveness of an image restoration algorithm depends on two considerations: the model used for the image in developing the algorithm and the criterion used in judging the quality. The assumptions required for the classical
Wiener estimator fail to a certain extent in both. Minimizing mean squared error in the image does not necessarily make it visually pleasing. As we have seen, in most of the cases images restored using the MEMC criterion were superior in this respect to those obtained using the MSE criterion. The MEMC algorithm, when used in conjunction with rectangular windows, gave unsatisfactory results in the presence of large noise power. A possible reason for this is that the algorithm gets misled about the presence of edges, which leads to reduced noise smoothing.
Although in this paper we have only considered the case of uncorrelated noise, the algorithm can be extended to the correlated noise case by splitting the noise into an orthogonal and a correlated component. The orthogonal component of the noise can be treated as discussed in this paper, while the correlated component is handled employing the standard methods.
The model of image stationarity is unsatisfactory because images are at best locally stationary. The adaptive windowing technique adopted here takes into account this nonstationary nature of the image. The adaptive MEMC estimator produces images that are visually superior to those obtained by using just the MEMC estimator or the Wiener estimator. These algorithms produce visually pleasing results because they tend to concentrate the error around the edges where the human visual system masks it. On the other hand the Wiener filter tends to reduce the error uniformly, which also leads to smoothing across the edges. The decreased sharpness of the edges makes the pictures less pleasing to the viewer.
