Consider two multi-dimensional digital signals, each with Ns samples. For some number of lags N l Ns, the cost of computing a single cross-correlation function of these two signals is proportional to Ns × N l .
Introduction
Cross-correlations are ubiquitous in digital signal processing. We use cross-correlations to estimate relative shifts between two signals, and to compute filters that shape one signal to match another. We use auto-correlations (a special case of cross-correlations) to compute prediction error filters, and to estimate the orientations of features in multi-dimensional images.
In such applications we must assume that the quantities estimated do not vary significantly for the duration of the signals cross-correlated. But those quantities often do vary, and the variations can be important.
For example, consider the two seismic images displayed in Figures 1 and 2 . To simulate the compaction of a hypothetical reservoir located near the center of these images, we warped the image of Figure 1 to obtain the image of Figure 2 . The overlying grids in the two figures highlight this warping.
If this were a real time-lapse seismic experiment, then the spatially varying displacements in these two figures would be important, as they could be related to strains and stresses near the reservoir. These relationships are complex (e.g., Hatchell and Bourne, 2005) , but their analysis begins by estimating displacements like those shown here.
Because the displacements in the two images of Figures 1 and 2 vary spatially, they cannot be estimated using a single global cross-correlation of the two images.
To estimate these spatially varying displacements, we computed many local cross-correlations, one for every sample in these images. Figure 3 shows a small subset of those local cross-correlations.
How might we compute these local cross-correlations? Conventionally, we might first truncate or taper our signals to zero outside some specified window, and then cross-correlate those windowed signals. We might then compute a suite of local cross-correlations by repeating these window-and-correlate steps for multiple overlapping windows.
Again, in conventional practice, we typically choose the number of windows and their shape to reduce computational costs. For example, we might avoid a Gaussian win- dow shape (although that shape is optimal with respect to the uncertainty relation) because the Gaussian function is nowhere zero. We might also choose a small number of windows because the cost of the repeated window-andcorrelate process is proportional to that number.
In this paper I describe an efficient method for computing a distinct local cross-correlation function for every sample in a multi-dimensional signal. The number of windows equals the number of signal samples, and their shape is Gaussian.
Cross-correlations
The cross-correlation of two sequences f and g for integer lags l is defined by
(1) Figure 4 shows an example of this cross-correlation.
Note that the number of lags N l = 21 for which we have computed the cross-correlation c is significantly less than the number of samples Ns = 101 in the two sequences f and g. This scenario N l Ns is common in digital signal processing. When N l ≈ Ns, we might more efficiently compute the cross-correlation via fast Fourier transforms, after padding the sequences f and g sufficiently with zeros to avoid aliasing.
For N l Ns, however, the most efficient way to compute a cross-correlation is to simply evaluate the sum as 
In two dimensions, lags have two components l1 and l2. The computational complexity is again O(Ns ×N l ), where Ns is the total number of samples in the 2-D signals, and N l is the number of 2-D lags for which we compute each cross-correlation.
Local cross-correlations
Consider now the local cross-correlation process illustrated in Figure 5 . In this example, we have multiplied the sequences f and g by a Gaussian window function w defined by
with Fourier transform Figure 5 shows the computation of a single local crosscorrelation. If we slide the Gaussian window to the right or left, we obtain a different local cross-correlation. Indeed, we could compute N l lags of a local cross-correlation for each of the Ns samples in the sequences f and g by centering a Gaussian window on each of those samples.
We choose a Gaussian window for several reasons: Figure 5 : Cross-correlation c of two Gaussian-windowed sequences f and g.
(1) Optimal resolution. Only the Gaussian window minimizes the resolution product ∆k × ∆x, where ∆x and ∆k denote consistently-defined widths of w(x) and W (k), respectively (e.g., Bracewell, 1978) .
(2) Isotropic and separable in N dimensions. Convolution with an N-dimensional Gaussian window (filter) can be performed by applying a sequence of one-dimensional Gaussian filters. Only the Gaussian window is both isotropic and separable (Kannappan and Sahoo, 1992) .
(3) Fast recursive-filter implementation. The cost of applying a filter with an approximately Gaussian impulse response is independent of the filter length (Deriche, 1992; van Vliet et al., 1998) .
(4) The product of any two shifted Gaussians with equal widths is a Gaussian.
The last three properties (2), (3) and (4) lead to an efficient method for computing local cross-correlations.
Two methods
Although the Gaussian function is nowhere zero, we may in practice truncate to zero each Gaussian window for samples far from its central peak. Let Nw denote the number of non-zero samples in this truncated Gaussian window. Then Algorithm 1 is a straightforward method for computing Ns local cross-correlations.
The computational complexity of Algorithm 1 is clearly O(Ns × N l × Nw), which is costly, especially for large windows of multi-dimensional signals.
Fortunately, an alternative method with computational complexity of only O(Ns × N l ) is feasible. To obtain the more efficient algorithm, first define the product v(k; l) ≡ w(k − l/2) × w(k + l/2) of two shifted Gaussians, and let Nv ≈ Nw/ √ 2 denote the effective non-zero width of this for j ← 1, 2, . . . , Ns do 3:
end for 5:
end for end shift 8:
for j ← 1, 2, . . . , Ns do begin Gaussian filter for k ← j − Nv/2, . . . , j + Nv/2 do 11:
end for
13:
end for end Gaussian filter 14: end for As written, Algorithm 2 is more complex and no more efficient than Algorithm 1. However, lines 8 through 13 of Algorithm 2 represent convolution with a Gaussian filter. And property (2) above states that recursive implementations of this filter have computational costs that are independent of the width Nv of the Gaussian window.
Specifically, the computational cost of the 1-D recursive Gaussian filter that we use is approximately 16 × Ns (not Nv × Ns) multiplications and additions.
And for N -dimensional signals, the separable property (3) of Gaussian windows implies that this cost grows only linearly with the number of dimensions N . For example, the cost of applying a 2-D Gaussian filter to Ns samples of a 2-D image is approximately 32 × Ns.
Therefore, the complexity of computing N l lags of Ns local correlations is O(Ns × N l ). In the 2-D example of Figure 3 , we computed almost 100, 000 local 2-D crosscorrelations for a cost of only about 32 times that of computing a single global 2-D cross-correlation.
For odd lags l, the shift in lines 5 through 7 of Algorithm 2 requires interpolation. We perform this interpolation using an 8-sample approximation to the sinc function. Like Gaussian filtering, this shift is separable when applied to multi-dimensional signals.
Application
The local cross-correlations shown in Figure 3 show significant variations in the bandwidth and orientation of features in the images of Figures 1 and 2 . We also observe variation in the locations of the peaks of these local crosscorrelations, and those peak locations yield estimates of relative displacements.
To estimate displacements, we first searched each local cross-correlation for the 2-D lag with the largest crosscorrelation value. This 2-D lag has two (vertical and horizontal) integer components, and is a crude quantized estimate of displacement. To refine this estimate, we then computed the location of the peak of a quadratic function least-squares fit to the correlation values for the nine lags nearest to and including the lag with largest correlation value. Figures 6 and 7 show the vertical and horizontal components of our refined estimated displacements.
The vertical displacements in Figure 6 are downward (positive) above our hypothetical reservoir and upward (negative) below it, consistent with the warping shown in Figure 2 . Figure 7 are largely due to the more or less horizontal orientation of features in our seismic images. As we might expect, estimates of displacements perpendicular to linear or planar features will be more reliable than those of displacements parallel to such features. This synthetic example illustrates just one application (suggested by J. Rickett, personal communication, 2006) of local cross-correlations. Other applications include estimating and compensating for seismic attenuation and near-surface velocity variations, multi-dimensional prediction filtering, and seismic interferometry.
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