Abstract-In this paper, we present a word spotting framework that follows the query-by-string paradigm where word images are represented both by textual and visual representations. The textual representation is formulated in terms of character n-grams while the visual one is based on the bag-of-visual-words scheme. These two representations are merged together and projected to a sub-vector space. This transform allows to, given a textual query, retrieve word instances that were only represented by the visual modality. Moreover, this statistical representation can be used together with state-of-the-art indexation structures in order to deal with large-scale scenarios. The proposed method is evaluated using a collection of historical documents outperforming state-of-the-art performances.
I. INTRODUCTION
Handwritten word spotting is the task devoted to locate the zones of a handwritten document where there is a high likelihood to find a queried word. The main interest of spotting techniques resides in the fact that they are able to provide access to collection's contents without needing to transcribe the whole document corpus. A broad taxonomy of word spotting approaches can be defined on whether the system is learningbased, and thus uses machine learning techniques in order to train models of the sought words, or is example-based and just expects to receive an example of the word to search and performs the retrieval by computing distances between the representation of the query word and the words in the collection.
Although the literature that follows the example-based paradigm is quite extensive, from the application point of view, such methods present a huge disadvantage. In order to spot a word the user needs to first locate an instance of such word that will be used as the template. In large collections, forcing the user to manually extract a template word is a really tedious task. In some cases it might even already solve the user's needs, if he just wanted to know whether a specific word appeared in the collection or not. A much more natural way of casting queries would be to allow the user to type in the keyboard the word he is searching. This is usually known in the spotting context as query-by-string. The first query-by-string proposed attempts such as [1] , [2] , [3] , [4] , [5] relied on the extraction of letter or glyph templates. Such character extraction was manually done [3] , [4] or by means of some clustering scheme [2] , [5] . When the user typed the query, such character templates were put together in order to synthetically generate an example of the sought word. Although such methods proved to be effective and userfriendly, they can just be applied in scenarios where individual characters can be easily segmented and put together again to generate the queries. In fact, they were applied to either typewritten documents [2] , [3] or documents having writing styles without many typographic ligatures [1] , [4] .
In order to propose more generic solutions, some learningbased methods aimed at working with the query-by-string paradigm have emerged. Instead of learning a model for whole words, the main idea is to learn models for individual characters and the relationships among them. Such models, however, are trained on the whole word or even on complete text lines without needing an explicit character segmentation. Fischer et al. proposed in [6] to use HMM character models trained over complete text lines whereas Frinken et al. proposed in [7] the use of bidirectional long short-term memory neural networks to infer individual character presence. An usual inconvenient of learning-based methods is that they often require an important amount of annotated data in order to perform well. However, Rodriguez-Serrano and Perronnin recently proved in [8] that the amount of training data needed can be drastically reduced by combining handwritten examples of the word to model together with synthetic samples generated by different computer fonts.
However, we believe that such approaches still present an important drawback. Learning character models with either an HMM [6] or a NN [7] allows to on-the-fly generate a word model from the query the user typed in the keyboard. But this on-line generated model has to be used to process the whole collection at query time. When dealing with larger and larger datasets, the computational cost quickly becomes excessive, making such approaches not scalable at all. In contrast, example-based approaches are easily scalable to large collections since they holistically represent handwritten words by numeric feature vectors, and thus word spotting frameworks can be used together with state-of-the-art indexation strategies.
In this paper, we propose a query-by-string word spotting method where word images in the training set are represented both by a textual and visual representations. Textual descriptors are formulated in terms of character n-grams while the visual representation is based on a bag-of-visual-words scheme powered by gradient features. These two representations are merged together and projected to a sub-vector space by means of the latent semantic analysis method. This transform allows to, given a textual query, retrieve word instances that were only represented by the visual modality. To our best knowledge this is the first work that deals with the problem of query-by-string word spotting allowing to represent words in a numerical ndimensional space which can be efficiently indexed. The remainder of the paper is organized as follows. Both textual and visual word representations are described in Section II. Subsequently, in Section III we detail how the combination of both representations is obtained through the use of latent semantic analysis. In Section IV, we overview the retrieval step and how from a textual query we are able to retrieve word instances that are only represented visually. The experimental results are presented in Section V. We finally draw our conclusion remarks in Section VI.
II. WORD REPRESENTATIONS
As previously stated, words are represented by two different cues, one relying on textual information and the other relying on visual information. In this paper, we only focus on the word spotting problem assuming the words are already segmented by a layout analysis step. Here, segmentation errors are not considered and the word segmentation is manually generated. In this section, we will present the work-flow used to generate both representations.
A. Textual Representation
The basic block used to represent word transcriptions are n-grams of characters. The transcriptions are divided into a set of consecutive and overlapping blocks of unigrams, bigrams and trigrams respectively. This simple representation allows to extract information from which characters compile a word and encode some neighborhood information. An example of the n-gram frequencies generated by a transcription is shown in Fig. 1 .
The textual descriptor f t i is obtained by simply accumulating the occurrences of each n-gram into a histogram and normalizing this histogram by its L 2 -norm. The number of different n-grams available is obtained by generating a codebook which maps each n-gram into a dimension of the textual descriptor. This codebook is generated from the training set where the textual information is available. Then, in the retrieval phase, the n-grams which do not appear in the codebook are simply ignored.
B. Visual Representation
Word image snippets are represented by a descriptor obtained using the Bag-of-Visual-Words (BoVW) framework. This framework has obtained a good performance in heterogeneous problems in the computer vision albeit its simplicity and recently has shown to be a powerful tool to describe handwritten words in a word spotting task [9] . Although a thorough evaluation of the different parameters of the BoVW model is beyond the scope of this paper, we have carefully tuned the methods used at the different steps of the BoVW model generation so that we obtain good performances when visually computing similarities among words. Let us detail the followed steps.
1) Region sampling:
In order to create a histogram of visual words, we first need to extract local information from the image. We densely sample local regions over the image at different scales. In this paper, the sampled local regions consist in squared regions having sizes of 20, 30 and 40 pixels which are sampled at a constant step of 5 pixels. Since we do not expect to face rotation distortions of the handwritten text, the dominant orientation of the local regions is ignored. Then, the local regions are characterized by the SIFT local descriptor using its standard configuration. Local regions having an accumulated gradient module lower than a certain threshold are rejected.
2) Encoding:
Once descriptors have been sampled from the image, we need to convert them into visual words by means of a codebook. To generate the codebook, we have randomly sampled two million descriptors of the document images and used the k-means algorithm to create a codebook with 4096 codewords. Then, the local descriptors are encoded into visual words using soft-assignment which lessen the effects of encoding errors. For each descriptor, we select the three nearest codewords and weight the contribution of the selected codewords by means of the Locality-constrained Linear Coding (LLC) algorithm [10] . The number of nearest neighbors has been validated empirically using different parameters in the BoVW technique and, this value has consistently obtained better retrieval performances. Although the number of neighbors can seem small, this result is coherent with the results shown in the original paper [10] where, when using a small number of neighbors, a better performance is reached than when using a larger number neighbors.
3) Spatial Representation:
The BoVW model discards all the spatial information of the local regions where the descriptors have been sampled resulting in a orderless representation. However, spatial information can greatly increase the representativity of the visual descriptor. During the creation of the visual descriptor, we have experimented using different spatial configurations and concluded that adding spatial information to the BoVW representation of handwritten words always boosts the retrieval performance of the system. We have added spatial information by means of the spatial pyramid proposed by Lazebnik et al. in [11] . Experimental results show that partitions in the abscissa have a greater discriminative power than partitions in the ordinate. Therefore, we created a two level pyramid, were the first level has 3 partitions in the X axis and 2 partitions in the Y axis and the second level tripled the number of divisions in the X axis while keeping the same amount of partitions in the Y axis. Fig. 2 shows an example of the prosed configuration. Then, the histogram of visual words is generated by pooling the visual words which fall at each spatial bin in a different histogram. The histograms of visual words of each level of the pyramid are independently concatenated and normalized using the L 2 -norm. This ensures that the histograms of visual words of each level of the pyramid have the same contribution to the final descriptor of visual words. Finally, the visual descriptor f v i is obtained concatenating the histograms of visual words of each pyramid level. This configuration results in 24 different spatial bins which combined with the 4096 codebook results in a 98304-dimensional visual descriptor.
4) Normalization:
We use the power normalization proposed by Perronnin et al. in [12] . This method applies the following normalization function at each bin of the visual words descriptor
where 0 < α < 1 is the power normalization factor. This normalization increases the response of the visual words with low contribution resulting in a less sparse representation. The power normalization also improves the BoVW model since it removes the assumption that visual words come from an identically and independently distributed population [13] . Finally, an L 2 -normalization is applied to the whole descriptor in order to obtain the final visual representation.
III. MULTIMODAL FUSION
So far, word snippets can be represented by two kinds of information sources: a textual descriptor extracted from the available transcriptions and a visual representation generated from the visual words extracted from the document images. The first descriptor is created from the information provided by an user while the second is generated in a completely unsupervised manner. Our proposal is to bring together the textual and visual descriptors into a common representation space, so that we are able to use textual queries to retrieve word image snippets which are described solely by a visual descriptor. This is achieved by searching a transform which projects the descriptors into a different space, where the textual and the visual descriptor of the same word will be ideally projected into the same feature vector into the transformed space.
This transform is calculated by the Latent Semantic Analysis (LSA) algorithm proposed by Deerwester et al. in [14] . The LSA technique assumes that exist some underlying semantic structure between the textual and visual feature spaces. This semantic structure is defined by a set of abstract topics where each topic is a representative distribution of visual and textual features. The topics are estimated using the singular value decomposition (SVD) algorithm in an unsupervised way. This mixture of topics is going to be the new representation of the word snippets instead of their visual or textual descriptors.
In order to obtain the space transformation matrix, we first concatenate the visual descriptor f 
where T is the dimensionality of the transformed space and U T ∈ R D×T , S T ∈ R T ×T and V T ∈ R M ×T . Note that in the LSA paradigm T D so that the dimensionality of the projected vectors is much smaller than the original vectors and therefore can be indexed more efficiently. Finally, the transformation matrix X T is calculated as
and descriptors are projected into the new feature space by
IV. QUERY-BY-STRING WORD RETRIEVAL
The LSA model has been calculated from word descriptors where the visual and the textual information were available. However, in the corpus indexing and the retrieval phases only a single source of information is present. Only visual information is available when creating the corpus index. In this phase, the visual descriptor of each image word snipped f v i is calculated and projected into the transformed space bŷ
where 0 t is a zeros vector with the same dimensionality than the textual codebook. The projected vectorsf i are the descriptors that are actually used to represent the word instances in the document.
In the query phase, an user types a textual query which is projected into the transformed space bŷ
where 0 v is a zeros vector which has the same dimensionality as the visual descriptor. Then, the cosine distance between the projected queryf q and the projected visual descriptorsf i is used as a similarity measure and generate a ranked list.
This procedure allows to retrieve word instances using textual queries from databases which have been described using only visual information. This is possible since the LSA algorithm has found relationships between the visual words and the n-grams in the training phase. Then, even if a source of information is not present in one of the descriptors, we are still able to rank and find relevant instances in the indexed documents.
V. EXPERIMENTAL RESULTS
The proposed query-by-string word spotting method has been evaluated in the George Washington (GW) database [15] , [16] consisting of 4864 segmented words. In order to train the LSA model that brings together the textual and visual information, we need a portion of the database to be In-vocabulary query and, having 28 relevant instances and attaining a 100% average precision In-vocabulary query your, having 13 relevant instances and attaining a 50.90% average precision Out-of-vocabulary query 28th, having 6 relevant instances and attaining a 80.0% average precision Out-of-vocabulary query thirty, having 3 relevant instances and attaining a 75.76% average precision Fig. 3 . Examples of the 20 most similar word images returned by the system for queries. Liang et al. [5] Word-level 5 folds 38 queries 67% at rank 10 Fischer et al. [6] Line-level 4 folds In-vocabulary words 62.08% Frinken et al. [7] Line-level 4 folds In-vocabulary words 71%
transcribed. Therefore, in order to evaluate the performance of the proposed query-by-string method, the database is divided into four different folds. Then, the system is trained using three of these folds and evaluated in the remaining one. At query time, all the words in the test set can be used. However, not all the words appearing in the test fold might be present in the train set. We will therefore report in our experiments two different measures, the performances reached when considering all 1829 words as queries and the performances reached when not considering out-of-vocabulary words, i.e. just casting the queries that are present in both train and test sets, that is 1090 queries.
A. Qualitative results
We present in Fig. 3 some qualitative results of the system. Framed in green appear the words that are considered relevant in our ground-truth. Note that in our experiments we have not filtered stop-words nor removed words with few appearances. We neither applied any stemming process, so for instance when querying the word your, results as you or yours are accounted as negatives. We can also appreciate the performance difference when querying in and out vocabulary items.
B. Quantitative results
We report the obtained mean average previsions (mAP) results of our system in Fig. 4 depending on the amount of topics T . The resulting mAP shows that the larger the dimensionality of the topic space, the better the retrieval performance of the system. For the largest topic space size, we reached a 76.20% mAP when using only in-vocabulary queries. When considering all the queries in the test set, the performance drops to a 56.54% mAP. This is due to the out-of-vocabulary words. In the worst-case scenario in which just out-of-vocabulary terms are queried, the system yields a 27.08% mAP. It is worth noting that out-of-vocabulary words have a small number of instances and therefore are often penalized when computing the mAP measure if not ranked perfectly. Yet, the system still manages to retrieve them within the upper part of the rank. Therefore, we decided to report the recall at different ranks in Fig. 5 . We can appreciate that even when just looking at the 10 first returned elements, we already achieve a 48.84% recall in the out-of-vocabulary scenario and a 68.5% recall in the in-vocabulary setup.
C. Comparison with the state of the art
Although it is not straightforward to provide a fair comparison between different methods, we report in Table I some state-of-the-art performances of query-by-string methods that also used the GW dataset. Both [6] and [7] use a very similar experimental setup like ours although they evaluate the average precisions at line level. In [5] Liang et al. used a selected set of queries to obtain the mAP just considering the first 10 elements in return. Using only these queries to evaluate the proposed method, our performance increases to a 83.12% mAP. Note as well that none of the considered methods can be easily extended to work in large-scale environments whereas the retrieval in our vector representation can be performed sublinearly using standard indexing structures.
VI. CONCLUSION
In this paper, we have proposed a word spotting framework that follows the query-by-string paradigm. Textual and visual descriptors are merged together and projected to a common sub-vector space. This transform allows to cast queries represented in one modality while retrieving words that were just represented by the other modality. The proposed method has been evaluated in the GW dataset outperforming state-of-theart performances.
The proposed vectorial representation can be efficiently encoded by means of standard indexation strategies such as random forests, locality-sensitive hashing structures or product quantizer codes. We also plan to further extend this current method in a segmentation-free paradigm as in [9] , bypassing the word segmentation step.
