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Resumen
Este documento consta de dos partes, primero presenta un informe de la estancia en pra´cticas
donde se especifican los objetivos y las tareas realizadas correspondientes a dicho periodo de
pra´cticas, y a continuacio´n, presenta un modelo de Bases de Datos Relacionales Difusas cuyas
caracter´ısticas principales son: la integracio´n en un entorno comu´n de modelos precedentes,
la capacidad de representacio´n de una amplia gama de informacio´n difusa y el tratamiento
coherente y flexible de la misma. Todo ellos con el a´nimo de ofrecer un modelo con el que
resolver cada problema de representacio´n y manipulacio´n de informacio´n difusa, atendiendo a
la naturaleza del mismo, pudiendo modelar la consulta, mediante la eleccio´n del operador de
comparacio´n y de la medida de compatibilidad difusa a emplear. Adema´s, te ofrece la posibilidad
de actuar de forma selectiva sobre la precisio´n con la que los atributos han de satisfacer las
condiciones de una consulta.
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Cap´ıtulo 1
Pra´cticas externas
1.1. Descripcio´n
Durante mi estancia en pra´cticas debido a la asignatura MT1030, he estado realizando las 290
horas de las pra´cticas en la empresa Molbe Studio. Esta empresa se dedica a la comercializacio´n
on-line de azulejos. Durante este tiempo mi supervisor en la empresa ha sido Jose´ Trias y se ha
encargado de revisar mi proyecto segu´n ha ido avanzando.
1.2. Objetivos
El trabajo a desarrollar fue:
-Estad´ısticas de precios en diferentes zonas.
-Ca´lculo de ma´rgenes segu´n costes y zonas de venta.
-Implementacio´n de un sistema para calcular los costes y los precios de venta segu´n zonas
geogra´ficas en base a los costes de gestio´n y distribucio´n.
1.3. Tareas
Para llegar al cumplimiento de estos objetivos, nos basamos en los datos almacenados en
la base de datos, la cual ten´ıa algunos errores serios que tuvimos que ir modificando sobre la
marcha.
Empezamos recopilando los datos de facturacio´n del an˜o 2014 y a continuacio´n evaluamos
los ma´rgenes necesarios para aumentar el volumen de facturacio´n de la empresa y si es factible,
con ma´s tiempo, hacer un programa que permita calcular precios de venta mı´nimo, segu´n el
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tipo de cliente y la zona geogra´fica.
1.4. Planificacio´n
Durante las dos primeras semanas tuve un primer contacto con la base de datos de la
empresa, es decir, examine´ las tablas y profundice´ en lo atributos, claves primarias y claves
ajenas para poder realizar las consultas deseadas sobre e´stas. Tambie´n realice´ las consultas
necesarias para extraer la informacio´n que tuvimos que declarar en Hacienda del an˜o 2014.
Durante las siguientes dos semanas calcule´ los pesos totales por facturas y los agrupe´ por
zonas de forma que pudimos sacar unos nuevos umbrales que para la empresa significaron un
ahorro importante a la hora de su distribucio´n.
Una vez adquiridos los conocimientos necesarios y con la supervisio´n tanto del tutor como
del responsable en la empresa, fui avanzando en el proyecto en la medida de lo posible.
1.4.1. Primer quincena
Exploracio´n a fondo de la base de datos, conocer la distribucio´n y los atributos para poder
luego trabajar con ellos y extraer la informacio´n que me piden estudiar los atributos de cada
tabla. Empezar a hacer una hoja Excel con las facturaciones del an˜o 2014.
1.4.2. Segunda quincena
Continuamos puliendo la consulta anterior. Una vez estaba correcta, elaboramos un progra-
ma JAVA para cambiar la estructura del archivo “.csv”.
Consultas para calcular el peso total por factura y para sacar el producto ma´s vendido cada
mes.
1.4.3. Tercera quincena
Nuevas consultas SQL para exportar los archivos “.csv” de la base de datos y luego hacer un
programa en java para tratar con estos datos y as´ı ahorrar tiempo y trabajo a los trabajadores
de la empresa.
Calculo de ma´rgenes de beneficio.
Elaboracio´n de un programa JAVA que calcula los dos transportistas ma´s baratos para cada
pedido.
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1.4.4. Cuarta quincena
Solucionar el problema de convertir un archivo “.java” en “.exe”.
Sistematizar la forma de tratar los pedidos cada d´ıa mediante consultas SQL y un programa
JAVA.
Sacar los productos y muestras ma´s vendidas cada mes para elaborar estrategias de mejoras
de costes.
Pensar una forma de comunicarse entre el encargado de preparar los paquetes de los pedidos
y la persona que se encarga de atender los pedidos de los clientes.
1.4.5. Quinta quincena
Seguir puliendo la nueva forma de gestionar toda la informacio´n de los pedidos.
Aprender el funcionamiento del programa de contabilidad Ciel Compta Evolution y preparar
los ficheros que e´ste necesita.
Preparar las hojas de ca´lculo para el mes de mayo.
1.4.6. Sexta quincena
Empezar a crear gra´ficos y ma´rgenes de costes y beneficios con la informacio´n que hemos
obtenido de los productos y muestras ma´s vendidas desde el an˜o 2014 hasta ahora.
Estudiar el tipo de cliente por zona geogra´fica, ya que pro´ximamente se ampliara´ el mercado
a Alemania, Espan˜a y Reino Unido, y los precios y productos variara´n dependiendo de la zona.
1.5. Informe de la estancia en pra´cticas
El primer d´ıa empece´ leyendo un art´ıculo del perio´dico El Mundo (listas de Spotify) para
entender mis objetivos en la empresa. Luego me explicaron las distintas plataformas con las
que trabaja la empresa (Prestashop, Dolibarr, phpMyAdmin). Los siguientes d´ıas ya empece´ a
manejar la base de datos. Elabore´ un esquema de la base de datos que resultar´ıa ma´s u´til a la
hora de trabajar (art´ıculos, l´ıneasfac, facturas, clientes, vendedores, provincias, etc).
Para crear la hoja Excel, empece´ recopilando la informacio´n de la primera semana de Enero
del 2014 de la empresa. Para ello tuve que buscar en que´ tablas de la base de datos de Dolibarr
se encontraba dicha informacio´n (en que´ tabla esta´, co´mo se llama el atributo en dicha tabla).
Una vez tuve la informacio´n necesaria localizada en las tablas, empece´ a escribir las consultas
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SQL necesarias para que, por ejemplo, me apareciese el IVA facturado en cada factura con su
co´digo de factura correspondiente.
Tambie´n tuve que hacer algunas comprobaciones con algunas referencias de productos en
la base de datos de Dolibarr, ya que hab´ıan errores en los albaranes de compra a proveedores.
Resulta que en el pedido aparec´ıa la referencia correcta del producto, pero en el albara´n no sal´ıa
la misma referencia.
Poco a poco iba localizando los atributos que me ped´ıan para el Excel en las tablas de la
bases de datos, precio del transporte de cada factura con y sin IVA, etc. Empezaba a hacer
consultas, como por ejemplo: para sacar el precio del material sin IVA, el cual no estaba en la
base de datos. Tuve que obtenerlo restando la columna del importe total de la factura sin IVA
al precio del transporte sin IVA.
La consulta se complica. Por ejemplo, cuando hacemos la subconsulta en el FROM para
sacar el descuento de cada factura, hay que poner a NULL las facturas que no se les haya
aplicado ningu´n descuento y luego con el comando COALESCE, cambiar el NULL por un 0.
La consulta SQL es la siguiente:
1
2SELECT date f , nom, facnumber , fk pays , tva , t o t a l h t , ‘ e r p f a c t u r e ‘ . t o t a l t t c ,
t o ta l , erp paiement . note , s i . dto
3FROM ‘ e r p f a c t u r e ‘
4LEFT OUTER JOIN ‘ erp paiement ‘
5USING ( rowid )
6JOIN ‘ e r p s o c i e t e ‘
7JOIN ‘ e r p f a c t u r e d e t ‘
8JOIN (
9SELECT facnumber , COALESCE( s . dto , 0 ) AS dto
10FROM (
11SELECT facnumber , e r p f a c t u r e d e t . t o t a l t t c AS dto
12FROM ‘ e r p f a c t u r e d e t ‘ JOIN ‘ e r p f a c t u r e ‘
13WHERE e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
14AND e r p f a c t u r e d e t . t o t a l t t c LIKE ( ’−%’ )
15AND date f LIKE ( ’2014−01−% ’ )
16) AS s
17RIGHT OUTER JOIN e r p f a c t u r e
18USING ( facnumber )
19WHERE date f LIKE ( ’2014−01−% ’ )
20) AS s i
21USING ( facnumber )
22WHERE e r p f a c t u r e . f k s o c = e r p s o c i e t e . rowid
23AND e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
24AND ( d e s c r i p t i o n LIKE ( ’TRANS%’ ) OR d e s c r i p t i o n LIKE ( ’ Fra i s %’ ) )
25AND ‘ e r p f a c t u r e ‘ . ‘ date f ‘ LIKE ( ’2014−01 % ’ )
26AND e r p f a c t u r e . paye LIKE 1
27ORDERBY ‘ e r p f a c t u r e ‘ . ‘ date f ‘ ASC LIMIT 0 , 30
Continuamos puliendo la consulta. Tenemos que contemplar cua´ndo una factura ha sido
anulada. Hay facturas que no tienen entrada en la tabla erp payment. Esto lo arreglamos con
un RIGHT OUTER JOIN, ya que e´ste era un motivo por el cual no me sal´ıan algunas facturas.
Volvemos a comprobar que el resultado de mi consulta coincide con las facturas impresas.
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Cuando analizo las facturas de todos los meses del an˜o 2014 observo que el total facturado
de cada mes no coincide con el que sale en la web de Dolibarr. El motivo de la ausencia de
algunas facturas era que en la descripcio´n de la l´ınea de factura donde va el transporte, hab´ıan
algunas facturas que ten´ıan mal escrita la descripcio´n (traSnporte) o que tambie´n lo escriben
como “shipping”. Adema´s hab´ıan unas facturas con el total en negativo que tampoco sal´ıan
porque ten´ıan otra descripcio´n, e´stas eran devoluciones.
La consulta queda de la siguiente forma:
1
2SELECT DISTINCT date f , nom, facnumber , fk pays , tva , trans , ‘ e r p f a c t u r e ‘ .
t o t a l t t c , t o ta l , erp paiement . note , s i . dto
3FROM ‘ e r p f a c t u r e ‘
4LEFT OUTER JOIN ‘ erp paiement ‘
5USING ( rowid )
6JOIN ‘ e r p s o c i e t e ‘
7JOIN ‘ e r p f a c t u r e d e t ‘
8JOIN (
9SELECT facnumber , COALESCE( s . dto , 0 ) AS dto
10FROM (
11
12SELECT facnumber , SUM( e r p f a c t u r e d e t . t o t a l t t c ) AS dto
13FROM ‘ e r p f a c t u r e d e t ‘
14JOIN ‘ e r p f a c t u r e ‘
15WHERE e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
16AND e r p f a c t u r e d e t . t o t a l t t c LIKE (
17 ’−%’
18)
19AND date f LIKE (
20 ’2014−03−% ’
21)
22GROUPBY facnumber
23) AS s
24RIGHT OUTER JOIN e r p f a c t u r e
25USING ( facnumber )
26WHERE date f LIKE (
27 ’2014−03−% ’
28)
29) AS s i
30USING ( facnumber )
31JOIN (
32
33SELECT facnumber , d e s c r i p t i o n ,COALESCE( t o t a l h t , 0 ) as t rans
34FROM(
35SELECT date f , facnumber , e r p f a c t u r e d e t . d e s c r i p t i o n , t o t a l h t
36FROM ‘ e r p f a c t u r e ‘ JOIN ‘ e r p f a c t u r e d e t ‘
37WHERE e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
38AND(
39d e s c r i p t i o n LIKE (
40 ’TRANS%’
41)
42OR d e s c r i p t i o n LIKE (
43 ’TRASN%’
44)
45OR d e s c r i p t i o n LIKE (
46 ’ F ra i s %’
47)
48OR d e s c r i p t i o n LIKE (
49 ’ Ship %’
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50)
51OR d e s c r i p t i o n LIKE (
52 ’AVOIR F %’
53)
54OR d e s c r i p t i o n LIKE (
55 ’ENVIO ’
56)
57)AND date f LIKE (
58 ’2014−03−% ’
59)
60) AS factsConTrans RIGHT OUTER JOIN
61 ‘ e r p f a c t u r e ‘ USING ( facnumber )
62WHERE e r p f a c t u r e . da t e f LIKE (
63 ’2014−03−% ’
64)
65
66) AS t rans USING ( facnumber )
67WHERE e r p f a c t u r e . f k s o c = e r p s o c i e t e . rowid
68AND e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
69AND ‘ e r p f a c t u r e ‘ . ‘ date f ‘ LIKE (
70 ’2014−03 % ’
71)
72AND e r p f a c t u r e . paye LIKE 1
73ORDERBY ‘ e r p f a c t u r e ‘ . ‘ date f ‘ ASC
Para hacer las comprobaciones necesarias lo que hicimos fue ver en la cuenta de la empresa
la cantidad de dinero que se ha ingresado cada mes y, comprobar que esa cantidad coincide con
la que he obtenido yo.
Una vez vemos que es as´ı, tenemos que cambiar la estructura del documento “.csv” ya que
la contable francesa nos espec´ıfica la forma en la que lo quiere, por ejemplo:
-Yo lo tengo con esta estructura
Figura 1.1: Entrada
-Tengo que cambiarlo a esta:
Figura 1.2: Salida
Para ello he tenido que crear un programa JAVA que maneje ficheros “.cs” (importacio´n
y exportacio´n de ellos). Me he apoyado en tutoriales ya que nunca antes hab´ıa hecho nada
parecido con este tipo de ficheros.
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El programa se encuentra en el Anexo A.1.
Tambie´n he hecho la consulta para calcular el peso total por factura, con fecha, numfac y
co´digo postal:
1
2SELECT date f , ‘ e r p f a c t u r e d e t ‘ . f k f a c t u r e , SUM( ‘ e r p f a c t u r e d e t ‘ . qty ∗ ‘
erp product ‘ . weight ) AS pesosTotFact , z ip
3FROM ‘ e r p f a c t u r e d e t ‘
4JOIN ‘ erp product ‘
5JOIN ‘ e r p f a c t u r e ‘
6JOIN ‘ e r p s o c i e t e ‘
7WHERE erp product . rowid = ‘ e r p f a c t u r e d e t ‘ . f k product
8AND ‘ e r p f a c t u r e d e t ‘ . f k f a c t u r e = ‘ e r p f a c t u r e ‘ . rowid
9AND e r p f a c t u r e . f k s o c = e r p s o c i e t e . rowid
10AND ‘ e r p f a c t u r e ‘ . da t e f LIKE (
11’2014−01−% ’
12)
13AND e r p f a c t u r e . paye LIKE 1
14GROUPBY date f , ‘ e r p f a c t u r e d e t ‘ . f k f a c t u r e , z ip
Pero los resultados de esta bu´squeda no son 100 % fiables ya que los datos en la base de datos
no esta´n correctos, pues hay muchas facturas (de fin de an˜o la mayor´ıa) que no salen porque no
tienen identificador de producto, es decir, el producto no esta´ en la tabla erp product. Tambie´n
aparecen pesos de productos negativos, y esto no es posible.
Adema´s, he desarrollado la consulta para sacar el producto ma´s vendido cada mes:
1
2SELECTMAX( f . cantidadVendida ) , f . r e f
3FROM(
4SELECT SUM( ‘ p s o r d e r d e t a i l ‘ . p roduct quant i ty ) as cantidadVendida , ‘ ps product ‘ .
r e f e r e n c e as r e f
5FROM ‘ ps product ‘ JOIN ‘ p s o r d e r d e t a i l ‘ JOIN ‘ p s o r d e r i n v o i c e ‘
6WHERE ‘ ps product ‘ . i d product =‘ p s o r d e r d e t a i l ‘ . p roduct id
7AND ‘ p s o r d e r i n v o i c e ‘ . i d o r d e r i n v o i c e= ‘ p s o r d e r d e t a i l ‘ . i d o r d e r i n v o i c e
8AND ‘ p s o r d e r i n v o i c e ‘ . d e l i v e r y d a t e LIKE ( ’2014−01 % ’ )
9GROUPBY ‘ p s o r d e r d e t a i l ‘ . product id , ‘ ps product ‘ . r e f e r e n c e
10) as f
Tambie´n he creado una nueva consulta SQL para obtener los datos necesarios con los que
luego se elaborara´ un documento “.csv” a partir del cual se podra´ hacer un seguimiento econo´mi-
co y financiero para saber si han habido pe´rdidas o ha habido algu´n error como, por ejemplo,
no haber cobrado el transporte a un cliente.
La consulta SQL con la que obtenemos dicha informacio´n (fecha en la que se hace el pedido,
fecha de facturacio´n, nu´mero de factura, co´digo interno del cliente, ca´lculos para sacar el peso
total por factura, precio del transporte con y sin IVA, coste del material (a la empresa)) es la
siguiente:
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1
2SELECT ‘ e r p f a c t u r e ‘ . date f , ‘ e r p f a c t u r e ‘ . da t e va l i d , ‘ e r p f a c t u r e ‘ . facnumber ,
r e f c l i e n t , SUM( ‘ e r p f a c t u r e d e t ‘ . qty ∗ ‘ erp product ‘ . weight ) AS
pesosTotFact , z ip , t rans . transSINiva , t rans . transCONiva , ‘ e r p f a c t u r e ‘ . t o t a l as
f ac turado ,SUM(COALESCE( ‘ e r p p r o d u c t f o u r n i s s e u r p r i c e ‘ . p r i c e , 0 ) ∗ ‘
e r p f a c t u r e d e t ‘ . qty ) AS costeMat
3FROM ‘ e r p f a c t u r e ‘
4JOIN ‘ e r p f a c t u r e d e t ‘
5JOIN ‘ erp product ‘
6LEFT OUTER JOIN ‘ e r p p r o d u c t f o u r n i s s e u r p r i c e ‘ ON ( ‘
e r p p r o d u c t f o u r n i s s e u r p r i c e ‘ . f k product = erp product . rowid )
7JOIN ‘ e r p s o c i e t e ‘
8JOIN (
9SELECT facnumber , d e s c r i p t i o n ,COALESCE( t o t a l h t , 0 ) as transSINiva ,COALESCE(
t tcon iva , 0 ) as transCONiva
10FROM(
11SELECT date f , facnumber , e r p f a c t u r e d e t . d e s c r i p t i o n , t o t a l h t , ‘ e r p f a c t u r e d e t ‘ .
t o t a l t t c as t t con iva
12FROM ‘ e r p f a c t u r e ‘ JOIN ‘ e r p f a c t u r e d e t ‘
13WHERE e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
14AND(
15d e s c r i p t i o n LIKE (
16 ’TRANS%’
17)
18OR d e s c r i p t i o n LIKE (
19 ’TRASN%’
20)
21OR d e s c r i p t i o n LIKE (
22 ’ F ra i s %’
23)
24OR d e s c r i p t i o n LIKE (
25 ’ Ship %’
26)
27OR d e s c r i p t i o n LIKE (
28 ’AVOIR F %’
29)
30OR d e s c r i p t i o n LIKE (
31 ’ENVIO ’
32)
33)AND date f LIKE (
34 ’2014−05−% ’
35)
36) AS factsConTrans RIGHT OUTER JOIN
37 ‘ e r p f a c t u r e ‘ USING ( facnumber )
38WHERE e r p f a c t u r e . da t e f LIKE (
39 ’2014−05−% ’
40)
41
42) AS t rans USING ( facnumber )
43
44WHERE erp product . rowid = ‘ e r p f a c t u r e d e t ‘ . f k product
45AND ‘ e r p f a c t u r e d e t ‘ . f k f a c t u r e = ‘ e r p f a c t u r e ‘ . rowid
46AND e r p f a c t u r e . f k s o c = e r p s o c i e t e . rowid
47AND ‘ e r p f a c t u r e ‘ . da t e f LIKE (
48’2014−05−% ’
49)
50AND e r p f a c t u r e . paye LIKE 1
51GROUPBY ‘ e r p f a c t u r e ‘ . facnumber , ‘ e r p f a c t u r e ‘ . date f , ‘ e r p f a c t u r e ‘ . da t e va l i d ,
r e f c l i e n t , z ip , t rans . transSINiva , t rans . transCONiva , fac turado
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52ORDERBY ‘ e r p f a c t u r e ‘ . ‘ date f ‘ ASC , ‘ e r p f a c t u r e ‘ . ‘ rowid ‘ ASC
Esta consulta tiene un problema ya que no muestra las facturas que tienen como inicio en
el co´digo de factura AV, es decir, las facturas que son devoluciones, ya que, al no tener co´digo
de producto, cuando haces JOIN entre las tablas, esta informacio´n se pierde.
Una vez tenemos la informacio´n necesaria para elaborar el documento “.csv”, tenemos que
implementar un programa JAVA que calcule el margen de beneficio y que sea capaz de selec-
cionar el transportista ma´s barato para ese destino y con dicho peso.
Para ello tenemos que importar al programa JAVA un documento “.csv” que contiene todos
los precios de los diferentes transportistas dependiendo del peso y del destino del pedido.
La clase que presentamos en el Anexo A.2. es la encargada de tratar el archivo “.csv” que
obtenemos de exportar el resulta de la consulta SQL en la base de datos.
En el Anexo A.3. encontramos la clase encargada de tratar el archivo “.csv” donde se
encuentra toda la informacio´n de los transportistas (precio, peso, destino).
Una vez creadas las clases que van a tratar nuestros ficheros, implementamos nuestro pro-
grama JAVA (Anexo A.4.).
Aqu´ı podemos observar un pequen˜o ejemplo de su resultado:
Figura 1.3: Salida del programa JAVA
Figura 1.4: Salida del programa JAVA
Figura 1.5: Salida del programa JAVA
Tambie´n he creado un programa que permite calcular los dos transportistas ma´s baratos,
introduciendo por pantalla el co´digo del pa´ıs donde se va a enviar el pedido, las dos primeras
cifras del co´digo postal y el peso del pedido.
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El co´digo JAVA se encuentra en el Anexo A.5.
Para que los trabajadores de la empresa sean capaces de utilizar mi programa tenemos
que transformar mi archivo “.java” en un ejecutable “.exe”. As´ı tendr´ıamos una aplicacio´n de
escritorio fa´cil de manejar para sus usuarios. Para hacer este cambio de formato he tenido que
buscar mucha informacio´n y descargarme muchos tutoriales de internet. He probado con un
programa que se llama JSmoothGen que convierte archivos “.class” o “.java” en “.exe”, pero
tras varios intentos, no ha funcionado. He llegado a la conclusio´n de que es debido a que mi
programa no usa interfaces gra´ficas, todos los datos son pedidos por consola y el resultado
tambie´n se muestra en consola.
A continuacio´n elabore´ el mismo programa pero usando interfaces gra´ficas para ver si as´ı se
solucionaba mi problema.
El co´digo JAVA usando interfaces gra´ficas se encuentra en el Anexo A.6. Pero el problema
no se soluciona con esto.
Despue´s de contactar con mi profesor de programacio´n, Pedro Garc´ıa, he conseguido solucio-
nar el problema. Lo que pasaba era que cuando el programa iba a buscar la informacio´n necesaria
para calcular el resultado, no sab´ıa do´nde ten´ıa que ir a buscar, ya que cuando construyo el
archivo “.jar”, e´ste so´lo comprime los archivos que tienen el formato “.class”.
Para construir el archivo “.jar” he tenido que descargar un plugin de Eclipse que se llama:
net.sf.fjep.fatjar 0.0.31.
Para solucionar el problema he declarado una variable con el nombre dirDatos, y ah´ı he
escrito la ruta de los archivos “.csv” necesarios para poder ejecutar el programa con e´xito.
Adema´s hemos modernizado la gestio´n administrativa de la empresa para llevar un control
de e´sta. Ahora los pedidos los tratamos de la siguiente forma: todas las man˜anas hago una
consulta SQL en la base de datos para obtener los pedidos de los clientes que se han hecho el
d´ıa anterior. La consulta es la siguiente:
1SELECT i d o rde r , id customer , lastname , f i r s tname , email , t o t a l p a i d , invoice number ,
payment method , ‘ p s o rder s ‘ . date add , t o t a l p r o d u c t s w t
2FROM ‘ p s o rder s ‘ JOIN ‘ ps customer ‘ USING ( id customer ) JOIN ‘ ps order payment ‘
3WHERE ‘ p s o rder s ‘ . date add LIKE (
4’2015−04−% ’
5)
6AND ‘ ps order payment ‘ . o r d e r r e f e r e n c e= ‘ ps order s ‘ . r e f e r e n c e
7ORDERBY ‘ p s o rder s ‘ . ‘ invoice number ‘ ASC
La clase encargada de tratar el archivo “.cvs” de la consulta se encuentra en el Anexo A.7.
Tambie´n he hecho un programa JAVA que trata el resultado de esta consulta y lo transforma
en un “.csv” con el que vamos a trabajar. He creado direcciones Gmail para los trabajadores de
la empresa que se dedican al tema administrativo ya que nos vamos a ayudar de una herramienta
que nos ofrece e´ste: Google Drive, una aplicacio´n para crear, compartir y guardar todas tus
cosas donde colaborar con otros usuarios al que puedes acceder en todos tus dispositivos. Lo que
he hecho ha sido crear un Excel en el Drive y compartirlo con ellos. He protegido el documento
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por celdas de forma que cada trabador so´lo puede modificar las celdas que le he asignado. As´ı es
menos posible que el Excel contenga errores, y si los contiene, que se sepa quie´n ha sido el autor
del fallo. He aprendido a manejar muchas herramientas del Excel que desconoc´ıa como, por
ejemplo:
-Vistas de filtros: El objetivo de las vistas de filtro es poder crear, nombrar y guardar filtros
que podemos utilizar sin cambiar el modo en que otros ven la hoja de ca´lculo, ayudando as´ı a
trabajar de forma independiente viendo lo que ma´s nos interesa, sin afectar al resto de personas
que usen la misma hoja.
-Validacio´n de datos: Te permite crear listas desplegables en celdas. Tiene dos opciones:
validacio´n en relacio´n con un intervalo o listas personalizadas. Si en una celda con una lista
desplegable introduces un valor diferente de las opciones que se ofrecen, aparecera´ un error de
validacio´n de datos en la celda.
-Formato condicional: Cuando tienes una tabla con muchos datos, es dif´ıcil saber que´ es lo
importante. El formato condicional permite cambiar el estilo de las celdas segu´n sus valores.
Cada dos d´ıas hago una copia de seguridad de este Excel, aunque Google Drive tiene un
panel de historial de revisio´n que permite ver de un vistazo todos los cambios que ha realizado
en un documento cada colaborador. Aunque no funciona exactamente como una herramienta de
control de cambios, el historial de revisio´n te permite ver y volver a versiones anteriores de hoja
de ca´lculo, as´ı como ver que´ colaboradores han realizado cambios en cada una de las versiones.
Como este Excel contiene mucha informacio´n y se hace pesado trabajar con e´l, ya que
tienes que moverte por todo el documento, lo que he hecho ha sido crear una vista para cada
trabajador, pues cada uno necesita unas celdas espec´ıficas. Mediante el uso de relaciones entre
las tablas consigo que los cambios sean visibles en el resto.
Con esta nueva forma de trabajar conseguimos, adema´s de un buen control de la gestio´n
de pedidos, que los trabajadores no necesiten preguntarse entre ellos e ir a buscar en correos o
donde sea ya que toda la informacio´n esta´ en el Excel.
El programa JAVA se encuentra en el Anexo A.8.
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Un ejemplo de su ejecucio´n ser´ıa:
Figura 1.6: Salida
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Figura 1.7: Salida
Tambie´n he creado las consultas para obtener el producto ma´s vendido y la muestra ma´s
vendida por meses y con el resultado de e´sta lo que hacemos es mirar los ma´rgenes de beneficio.
Para ello cogemos las 30 muestras y los 30 productos ma´s vendidos de cada mes, as´ı sabemos
los productos que son tendencia y podemos ganar tiempo, por ejemplo, pidiendo palets de estos
productos para as´ı siempre tener stock de estos en la nave. De esta forma el pedido estar´ıa listo
antes.
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La consulta SQL que te muestra los productos ma´s vendidos por meses es la siguiente:
1
2SELECT SUM( ‘ p s o r d e r d e t a i l ‘ . p roduct quant i ty ) AS cantidadVendida , ‘
ps product ‘ . r e f e r e n c e AS r e f , ‘ p s o r d e r d e t a i l ‘ . product name , ‘ ps product ‘ .
s u p p l i e r r e f e r e n c e
3FROM ‘ ps product ‘
4JOIN ‘ p s o r d e r d e t a i l ‘
5JOIN ‘ p s o r d e r i n v o i c e ‘
6WHERE ‘ ps product ‘ . i d product = ‘ p s o r d e r d e t a i l ‘ . p roduct id
7AND ‘ p s o r d e r i n v o i c e ‘ . i d o r d e r i n v o i c e = ‘ p s o r d e r d e t a i l ‘ . i d o r d e r i n v o i c e
8AND ‘ p s o r d e r i n v o i c e ‘ . date add LIKE (
9 ’2014−10 % ’
10)
11AND ‘ p s o r d e r d e t a i l ‘ . p r oduc t p r i c e >5
12GROUPBY ‘ p s o r d e r d e t a i l ‘ . product id , ‘ ps product ‘ . r e f e r e n c e , ‘
p s o r d e r d e t a i l ‘ . product name , ‘ ps product ‘ . s u p p l i e r r e f e r e n c e
13ORDERBY ‘ cantidadVendida ‘ DESC
La consulta SQL que te devuelve las muestras ma´s pedidas por meses es la siguiente:
1
2SELECT SUM( ‘ p s o r d e r d e t a i l ‘ . p roduct quant i ty ) AS cantidadVendida , ‘
ps product ‘ . r e f e r e n c e AS r e f , ‘ p s o r d e r d e t a i l ‘ . product name , ‘ ps product ‘ .
s u p p l i e r r e f e r e n c e
3FROM ‘ ps product ‘
4JOIN ‘ p s o r d e r d e t a i l ‘
5JOIN ‘ p s o r d e r i n v o i c e ‘
6WHERE ‘ ps product ‘ . i d product = ‘ p s o r d e r d e t a i l ‘ . p roduct id
7AND ‘ p s o r d e r i n v o i c e ‘ . i d o r d e r i n v o i c e = ‘ p s o r d e r d e t a i l ‘ . i d o r d e r i n v o i c e
8AND ‘ p s o r d e r i n v o i c e ‘ . date add LIKE (
9 ’2014−10 % ’
10)
11AND ‘ p s o r d e r d e t a i l ‘ . p r oduc t p r i c e <5
12GROUPBY ‘ p s o r d e r d e t a i l ‘ . product id , ‘ ps product ‘ . r e f e r e n c e , ‘
p s o r d e r d e t a i l ‘ . product name , ‘ ps product ‘ . s u p p l i e r r e f e r e n c e
13ORDERBY ‘ cantidadVendida ‘ DESC
Para la gestio´n de costes hemos comprado el programa de gestio´n financiera Ciel Compta
Evolution. Este programa es una herramienta que nos ayuda a controlar la contabilidad (general
y anal´ıtica, y presupuestaria) de nuestra empresa, y analiza y administra a medida su actividad.
Algunas de las caracter´ısticas que nos ofrece son:
-Te permite registrar ra´pidamente escrituras gracias a la afectacio´n automa´tica de la cuenta
de IVA (proveedores, clientes, cargas, productos) y editar sus estados contables.
-Calcular estad´ısticas, gra´ficos, los resultados del mes...
-Controlar el presupuesto y las desviaciones con sus previsiones
-Consultar la tesorer´ıa preventiva para anticipar necesidades de financiacio´n o hacer simu-
laciones.
-Generar automa´ticamente el cuadro de amortizacio´n.
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Para ello lo que hago es pasarle al programa un documento “.csv” de cada mes que contiene
a fecha de facturacio´n, el co´digo de factura, el co´digo del pa´ıs, el IVA facturado, el precio del
transporte sin IVA, precio total de el/los producto/s sin IVA, total facturado con IVA, total
facturado sin IVA y el descuento aplicado a la factura.
Este documento lo extraigo de la base de datos con esta consulta SQL:
1
2
3SELECT DISTINCT date f , nom, facnumber , fk pays , tva , trans , ‘ e r p f a c t u r e ‘ .
t o t a l t t c , t o ta l , erp paiement . note , s i . dto
4FROM ‘ e r p f a c t u r e ‘
5LEFT OUTER JOIN ‘ erp paiement ‘
6USING ( rowid )
7JOIN ‘ e r p s o c i e t e ‘
8JOIN ‘ e r p f a c t u r e d e t ‘
9JOIN (
10SELECT facnumber , COALESCE( s . dto , 0 ) AS dto
11FROM (
12
13SELECT facnumber , SUM( e r p f a c t u r e d e t . t o t a l t t c ) AS dto
14FROM ‘ e r p f a c t u r e d e t ‘
15JOIN ‘ e r p f a c t u r e ‘
16WHERE e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
17AND e r p f a c t u r e d e t . t o t a l t t c LIKE (
18 ’−%’
19)
20AND date f LIKE (
21 ’2015−01−% ’
22)
23GROUPBY facnumber
24) AS s
25RIGHT OUTER JOIN e r p f a c t u r e
26USING ( facnumber )
27WHERE date f LIKE (
28 ’2015−01−% ’
29)
30) AS s i
31USING ( facnumber )
32JOIN (
33
34SELECT facnumber , d e s c r i p t i o n ,COALESCE( t o t a l h t , 0 ) as t rans
35FROM(
36SELECT date f , facnumber , e r p f a c t u r e d e t . d e s c r i p t i o n , t o t a l h t
37FROM ‘ e r p f a c t u r e ‘ JOIN ‘ e r p f a c t u r e d e t ‘
38WHERE e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
39AND(
40d e s c r i p t i o n LIKE (
41 ’TRANS%’
42)
43OR d e s c r i p t i o n LIKE (
44 ’TRASN%’
45)
46OR d e s c r i p t i o n LIKE (
47 ’ F ra i s %’
48)
49OR d e s c r i p t i o n LIKE (
50 ’ Ship %’
51)
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52OR d e s c r i p t i o n LIKE (
53 ’AVOIR F %’
54)
55OR d e s c r i p t i o n LIKE (
56 ’ENVIO ’
57)
58OR d e s c r i p t i o n LIKE (
59 ’PORT’
60)
61)AND date f LIKE (
62 ’2015−01−% ’
63)
64) AS factsConTrans RIGHT OUTER JOIN
65 ‘ e r p f a c t u r e ‘ USING ( facnumber )
66WHERE e r p f a c t u r e . da t e f LIKE (
67 ’2015−01−% ’
68)
69
70) AS t rans USING ( facnumber )
71WHERE e r p f a c t u r e . f k s o c = e r p s o c i e t e . rowid
72AND e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
73AND ‘ e r p f a c t u r e ‘ . ‘ date f ‘ LIKE (
74 ’2015−01 % ’
75)
76AND e r p f a c t u r e . paye LIKE 1
77ORDERBY ‘ e r p f a c t u r e ‘ . ‘ date f ‘ ASC
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Un ejemplo de su exportacio´n ser´ıa:
Figura 1.8: Salida
Con la ayuda de Google me he descargado tutoriales para aprender el funcionamiento del
programa Ciel Compta Evolution.
Adema´s he seguido trabajando con los distintos documentos excels con los que ahora se
controlan todos los pedidos de la empresa, completa´ndolos para su mejora. Por ejemplo, he
an˜adido el co´digo de facturacio´n de Dolibarr. Esto ha sido bastante dif´ıcil ya que realmente no
existe ninguna tabla que relacione Dolibarr con Prestashop y toda la informacio´n que pon´ıa en
el Excel era de Prestashop. Para ello lo que hago es comparar las fechas de las facturas y los
e-mails de los clientes.
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La consulta SQL es la siguiente:
1
2SELECT ‘ p s o rder s ‘ . i d o rde r , ‘ p s o rder s ‘ . id customer , ‘ ps customer ‘ . lastname ,
‘ ps customer ‘ . f i r s tname , ‘ ps customer ‘ . email , ‘ p s o rder s ‘ . t o t a l p a i d , ‘
p s o rder s ‘ . invoice number , ‘ e r p f a c t u r e ‘ . facnumber , ‘ p s o rder s ‘ . payment , ‘
p s o rder s ‘ . date add
3FROM ‘ p s o rder s ‘
4JOIN ‘ ps customer ‘
5USING ( id customer )
6JOIN ‘ e r p s o c i e t e ‘
7JOIN ‘ e r p f a c t u r e ‘
8WHERE ‘ ps customer ‘ . emai l =‘ e r p s o c i e t e ‘ . emai l
9AND ‘ e r p s o c i e t e ‘ . rowid=‘ e r p f a c t u r e ‘ . f k s o c
10AND ‘ p s o rder s ‘ . t o t a l p a i d =‘ e r p f a c t u r e ‘ . t o t a l t t c
11AND ‘ e r p f a c t u r e ‘ . da t e f LIKE (
12’2015−04−% ’
13)
14AND ‘ p s o rder s ‘ . date add LIKE (
15 ’2015−04−% ’
16)
17ORDERBY ‘ p s o rder s ‘ . ‘ invoice number ‘ ASC
Pero antes de hacer esta consulta tengo que hacer la otra, ya que los presupuestos no
tienen este nu´mero de facturacio´n y si so´lo hiciese esta u´ltima perder´ıa informacio´n, adema´s
las facturas de Dolibarr so´lo se ven reflejadas en esta u´ltima consulta. He creado las nuevas
hojas de ca´lculo de Google para la gestio´n de los pedidos de Mayo tal como hice en la quincena
anterior correspondiente al mes de Abril, y todo lo que ello conlleva.
Tambie´n tenemos que analizar algunos presupuestos de importes bastante altos para ver
si ser´ıamos capaces de afrontarlos ya que este tipo de presupuestos no se cobran hasta que el
cliente ha recibido su pedido, pero nosotros s´ı que tenemos que pagar a los proveedores antes.
Analizar el riego que tenemos en caso de que saliese mal la compra y el cliente no nos pagase,
cuanto nos costar´ıa recuperarnos de esa perdida.
Sigo introduciendo todos los pedidos en el Excel cada d´ıa para que cada trabajador pueda
completar sus columnas y tener toda la informacio´n necesaria para poder hacer su trabajo del
d´ıa a d´ıa.
Empezamos a mirar el programa de contabilidad, intentamos importarle las escrituras, que
era la informacio´n que yo hab´ıa sacado de le base de datos la semana anterior, pero no nos
aclaramos, adema´s de que el programa es en france´s y no tiene opcio´n de cambiar el idioma.
Adema´s empezamos una nueva tarea, limpiar nuestra base de datos de productos. Para ello
lo primero que vamos a hacer es descatalogar algunos productos que nunca se hayan vendido
o que, por ejemplo, se hayan pedido so´lo muestras de estos pero nunca se hayan vendido o
se hayan vendido muy pocas veces. Para ello he creado una consulta en SQL que muestra los
productos y muestras que se hab´ıan vendido durante el an˜o 2014 y lo que llevamos del 2015, la
cantidad de veces que se hab´ıan vendido, el precio de venta y los proveedores. De esta forma
pod´ıamos decidir con que´ proveedores dejar de trabajar y que´ productos descatalogar.
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La consulta SQL es la siguiente:
1
2SELECT ‘ p s s u p p l i e r ‘ . name , ‘ ps product ‘ . i d c a t e g o r y d e f a u l t , ‘ p s ca t ego ry l ang ‘ .
name , ‘ ps product ‘ . r e f e r e n c e , ‘ p s o r d e r d e t a i l ‘ . p roduct pr i c e , SUM( ‘
p s o r d e r d e t a i l ‘ . p roduct quant i ty ) AS cantidadVendida
3FROM ‘ p s o r d e r d e t a i l ‘ JOIN ‘ ps product ‘ JOIN ‘ p s p roduc t supp l i e r ‘ JOIN ‘
p s s u p p l i e r ‘ JOIN ‘ p s o rder s ‘ JOIN ‘ p s ca t ego ry l ang ‘
4WHERE ‘ ps product ‘ . i d product =‘ p s o r d e r d e t a i l ‘ . p roduct id
5AND ‘ p s p roduc t supp l i e r ‘ . i d product =‘ p s o r d e r d e t a i l ‘ . p roduct id
6AND ‘ p s p roduc t supp l i e r ‘ . i d p r o d u c t a t t r i b u t e =‘ p s o r d e r d e t a i l ‘ .
p r o d u c t a t t r i b u t e i d
7AND ‘ p s s u p p l i e r ‘ . i d s u p p l i e r =‘ p s p roduc t supp l i e r ‘ . i d s u p p l i e r
8AND ‘ p s o rder s ‘ . i d o r d e r =‘ p s o r d e r d e t a i l ‘ . i d o r d e r
9AND ‘ p s ca t ego ry l ang ‘ . i d c a t e g o r y =‘ ps product ‘ . i d c a t e g o r y d e f a u l t
10AND
11 (
12‘ p s o rder s ‘ . date add LIKE (
13 ’2015−% ’
14)
15OR
16
17‘ p s o rder s ‘ . date add LIKE (
18 ’2014−% ’
19)
20)
21GROUPBY ‘ p s s u p p l i e r ‘ . name , ‘ ps product ‘ . i d c a t e g o r y d e f a u l t , ‘ ps product ‘ .
r e f e r e n c e , ‘ p s o r d e r d e t a i l ‘ . p r oduc t p r i c e ;
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Y un ejemplo de su exportacio´n ser´ıa:
Figura 1.9: Salida
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Tambie´n he tenido que crear un Excel para los trabajadores de la nave con todas las refe-
rencias internas de las muestras y productos y la referencia de proveedor de cada una.
La consulta SQL es la siguiente:
1
2SELECT ‘ p s p r odu c t a t t r i bu t e ‘ . r e f e r e n c e , ‘ ps product ‘ . s u p p l i e r r e f e r e n c e , ‘
p s s u p p l i e r ‘ . name
3FROM ‘ p s p r odu c t a t t r i bu t e ‘ JOIN ‘ ps product ‘ JOIN ‘ p s p roduc t supp l i e r ‘ JOIN ‘
p s s u p p l i e r ‘
4WHERE ‘ ps product ‘ . i d product =‘ p s p r odu c t a t t r i bu t e ‘ . i d product
5AND ‘ p s p roduc t supp l i e r ‘ . i d product = ‘ ps product ‘ . i d product
6AND ‘ p s s u p p l i e r ‘ . i d s u p p l i e r =‘ p s p roduc t supp l i e r ‘ . i d s u p p l i e r
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Y un ejemplo de su resultado es:
Figura 1.10: Salida
Si la referencia interna acaba en 0 es una muestra, y si acaba en 1, es un producto.
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Tambie´n me he dedicado a sacar los ma´rgenes de beneficio de las ventas que hemos hecho
durante el mes de Abril. Cuando nos hemos puesto a mirar porque algunos son negativos nos
hemos dado cuenta de que esto era porque´ hubo una semana que los pedidos no pasaron en
Dolibarr. Hasta que el informa´tico no pase esos pedidos y solucione el problema, no tendremos
los ma´rgenes de Abril bien.
Para calcular estos ma´rgenes he tenido que introducir en la base de datos esta consulta para
obtener la informacio´n necesaria y de ah´ı poder calcular los ma´rgenes de beneficio:
1
2SELECT ‘ e r p f a c t u r e ‘ . date f , ‘ e r p f a c t u r e ‘ . facnumber ,ROUND(SUM( ‘ p s o r d e r d e t a i l ‘ .
p roduct quant i ty ∗ ‘ p s o r d e r d e t a i l ‘ . product weight ) ,2 ) AS pesosTotFact , ZIP
, t rans . transSINiva , t rans . transCONiva , ‘ p s o rder s ‘ . t o t a l p a i d t a x e x c l ,ROUND(
SUM( ‘ p s p roduc t supp l i e r ‘ . p r o d u c t s u p p l i e r p r i c e t e ∗ ‘ p s o r d e r d e t a i l ‘ .
p roduct quant i ty ) ,2 ) AS costeMat , fk pays
3FROM ‘ p s o rder s ‘ JOIN ‘ p s o r d e r d e t a i l ‘
4JOIN ‘ ps customer ‘
5USING ( id customer )
6JOIN ‘ e r p s o c i e t e ‘ JOIN ‘ e r p f a c t u r e ‘
7JOIN (
8SELECT facnumber , d e s c r i p t i o n ,COALESCE( t o t a l h t , 0 ) as transSINiva ,COALESCE(
t tcon iva , 0 ) as transCONiva
9FROM(
10SELECT date f , facnumber , e r p f a c t u r e d e t . d e s c r i p t i o n , t o t a l h t , ‘ e r p f a c t u r e d e t ‘ .
t o t a l t t c as t t con iva
11FROM ‘ e r p f a c t u r e ‘ JOIN ‘ e r p f a c t u r e d e t ‘
12WHERE e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
13AND(
14d e s c r i p t i o n LIKE (
15 ’TRANS%’
16)
17OR d e s c r i p t i o n LIKE (
18 ’TRASN%’
19)
20OR d e s c r i p t i o n LIKE (
21 ’ F ra i s %’
22)
23OR d e s c r i p t i o n LIKE (
24 ’ Ship %’
25)
26OR d e s c r i p t i o n LIKE (
27 ’AVOIR F %’
28)
29OR d e s c r i p t i o n LIKE (
30 ’ENVIO ’
31)
32OR d e s c r i p t i o n LIKE (
33 ’PORT’
34)
35)AND date f LIKE (
36 ’2015−04−% ’
37)
38) AS factsConTrans RIGHT OUTER JOIN
39 ‘ e r p f a c t u r e ‘ USING ( facnumber )
40WHERE e r p f a c t u r e . da t e f LIKE (
41 ’2015−04−% ’
42)
43
44) AS t rans USING ( facnumber )
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45JOIN ‘ p s p roduc t supp l i e r ‘
46WHERE ‘ p s o rder s ‘ . i d o r d e r =‘ p s o r d e r d e t a i l ‘ . i d o r d e r
47AND ‘ ps customer ‘ . emai l =‘ e r p s o c i e t e ‘ . emai l
48AND ‘ e r p s o c i e t e ‘ . rowid=‘ e r p f a c t u r e ‘ . f k s o c
49AND ‘ p s o rder s ‘ . t o t a l p a i d =‘ e r p f a c t u r e ‘ . t o t a l t t c
50AND ‘ p s p roduc t supp l i e r ‘ . i d product =‘ p s o r d e r d e t a i l ‘ . p roduct id
51AND ‘ p s o r d e r d e t a i l ‘ . p r o d u c t a t t r i b u t e i d =‘ p s p roduc t supp l i e r ‘ .
i d p r o d u c t a t t r i b u t e
52AND ‘ e r p f a c t u r e ‘ . da t e f LIKE (
53’2015−04−% ’
54)
55AND ‘ p s o rder s ‘ . date add LIKE (
56 ’2015−04−% ’
57)
58GROUPBY ‘ e r p f a c t u r e ‘ . date f , ‘ e r p f a c t u r e ‘ . facnumber
59ORDERBY ‘ e r p f a c t u r e ‘ . ‘ date f ‘ ASC
Para comprobar que el resultado de la consulta es correcto, lo hago con el mes de marzo y
me doy cuenta de que no aparecen todas las facturas, hay unas 20 que se pierden. Rastreando
cada una de e´stas que no aparecen he podido concluir de momento que:
-algunas es debido a que el producto no esta´ introducido en la tabla de producto proveedor
de Prestashop.
-otras es debido a que la factura es de Dolibarr. Entonces, al hacer los JOINS con las tablas
de Prestashop se pierden.
-otras son las devoluciones (AV) que au´n no esta´ claro por que´ no aparecen, pero e´stas no
las tenemos en cuenta a la hora de calcular los ma´rgenes.
-otras es debido a que la forma de unir las tablas de Prestashop con las de Dolibarr era
mediante el email de los clientes. Como hay clientes que no tienen guardado el email, lo que
he hecho ha sido otra consulta donde uso el nombre y apellidos del cliente para enlazar las
tablas. Como en Dolibarr aparece en diferentes columnas el nombre y los apellidos he tenido
que concatenarlas.
La consulta SQL es la siguiente:
1
2SELECT ‘ e r p f a c t u r e ‘ . date f , ‘ e r p f a c t u r e ‘ . facnumber ,ROUND(SUM( ‘ p s o r d e r d e t a i l ‘ .
p roduct quant i ty ∗ ‘ p s o r d e r d e t a i l ‘ . product weight ) ,2 ) AS pesosTotFact , ZIP
, t rans . transSINiva , t rans . transCONiva , ‘ p s o rder s ‘ . t o t a l p a i d t a x e x c l ,ROUND(
SUM( ‘ p s p roduc t supp l i e r ‘ . p r o d u c t s u p p l i e r p r i c e t e ∗ ‘ p s o r d e r d e t a i l ‘ .
p roduct quant i ty ) ,2 ) AS costeMat , fk pays
3FROM ‘ e r p f a c t u r e ‘ JOIN ‘ e r p s o c i e t e ‘ JOIN (SELECT CONCAT( f i r s tname , ’ ’ ,
lastname ) AS nom, ‘ ps customer ‘ . ∗
4FROM ‘ ps customer ‘ ) as nyp USING (nom) JOIN ‘ p s o rder s ‘ JOIN ‘ p s o r d e r d e t a i l ‘
JOIN ‘ p s p roduc t supp l i e r ‘
5JOIN (
6SELECT facnumber , d e s c r i p t i o n ,COALESCE( t o t a l h t , 0 ) as transSINiva ,COALESCE(
t tcon iva , 0 ) as transCONiva
7FROM(
8SELECT date f , facnumber , e r p f a c t u r e d e t . d e s c r i p t i o n , t o t a l h t , ‘ e r p f a c t u r e d e t ‘ .
t o t a l t t c as t t con iva
9FROM ‘ e r p f a c t u r e ‘ JOIN ‘ e r p f a c t u r e d e t ‘
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10WHERE e r p f a c t u r e d e t . f k f a c t u r e = e r p f a c t u r e . rowid
11AND(
12d e s c r i p t i o n LIKE (
13 ’TRANS%’
14)
15OR d e s c r i p t i o n LIKE (
16 ’TRASN%’
17)
18OR d e s c r i p t i o n LIKE (
19 ’ F ra i s %’
20)
21OR d e s c r i p t i o n LIKE (
22 ’ Ship %’
23)
24OR d e s c r i p t i o n LIKE (
25 ’AVOIR F %’
26)
27OR d e s c r i p t i o n LIKE (
28 ’ENVIO ’
29)
30OR d e s c r i p t i o n LIKE (
31 ’PORT’
32)
33)AND date f LIKE (
34 ’2015−03−% ’
35)
36) AS factsConTrans RIGHT OUTER JOIN
37 ‘ e r p f a c t u r e ‘ USING ( facnumber )
38WHERE e r p f a c t u r e . da t e f LIKE (
39 ’2015−03−% ’
40)
41
42) AS t rans USING ( facnumber )
43WHERE ‘ e r p f a c t u r e ‘ . da t e f LIKE (
44’2015−03−% ’
45)
46AND ‘ e r p s o c i e t e ‘ . rowid=‘ e r p f a c t u r e ‘ . f k s o c
47AND ‘ p s o rder s ‘ . id customer = nyp . id customer
48AND ‘ p s o rder s ‘ . i d o r d e r =‘ p s o r d e r d e t a i l ‘ . i d o r d e r
49AND ‘ p s p roduc t supp l i e r ‘ . i d product =‘ p s o r d e r d e t a i l ‘ . p roduct id
50GROUPBY ‘ e r p f a c t u r e ‘ . date f , ‘ e r p f a c t u r e ‘ . facnumber
51ORDERBY ‘ e r p f a c t u r e ‘ . ‘ date f ‘ ASC
En esta consulta saca facturas que antes no me aparec´ıan, pero au´n no consigo que me salgan
todas.
Un ejemplo donde utilizamos el resultado de esta consulta con el programa java que cree´ hace
unas semanas, que calcula los ma´rgenes de beneficio, es el siguiente:
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Figura 1.11: Salida
Cap´ıtulo 2
Proyecto de fin de grado
2.1. Introduccio´n
Existen datos que no tienen una definicio´n precisa, como por ejemplo, “ser joven”, “tempe-
ratura alta”, “estatura media”, “estar cerca de”, etc. Para solucionar estos problemas aparecen
los conjuntos difusos, como una extensio´n de los conjuntos cla´sicos, mediante los cuales podemos
manipular informacio´n que tiene un alto grado de incertidumbre. Las bases de los conjuntos
difusos (o borrosos) fueron presentados en 1965 por el profesor Lofti Zadeh de la Universidad
de California, en Berkeley, con un art´ıculo titulado “Fuzzy Sets”. En este art´ıculo Zadeh pre-
senta unos conjuntos sin l´ımites precisos, los cuales, segu´n e´l, juegan un papel importante en el
reconocimiento de formas, interpretacio´n de significados, y especialmente en la abstraccio´n, la
esencia del proceso del razonamiento humano.
Como se ha comentado, los conjuntos difusos son una generalizacio´n de los conjuntos cla´sicos
que nos permiten describir nociones imprecisas. De este modo, la pertenencia de un elemento a
un conjunto pasa a ser cuantificada mediante un “grado de pertenencia”. Dicho grado toma un
valor en el intervalo [0,1]; si este grado toma el valor 0 significa que el elemento no pertenece
al conjunto, si es 1 pertenece al conjunto y si es otro valor del intervalo (0,1), pertenece con
cierto grado al conjunto. En lugar del intervalo [0,1], tambie´n se suelen considerar otros conjuntos
ordenados ma´s generales, como cadenas, ret´ıculos (completos), multiret´ıculos, etc. Actualmente,
los conjuntos difusos se utilizan en multitud de campos; en ciencias de la computacio´n para
recuperacio´n de informacio´n, bases de datos relacionales difusas (SGBDRD), control difuso,
ecuaciones diferenciales difusas, B-splines difusos, etc.
La Lo´gica Difusa es una lo´gica de mu´ltiples valores, que permite que sean definidos los
valores intermedios entre las evaluaciones convencionales como: verdadero o falso, s´ı o no, alto o
bajo, etc. Nociones como “ma´s alto” o “muy ra´pido” pueden ser formuladas matema´ticamente
y procesadas por computadoras a fin de aplicar una forma de “pensamiento humano” a la
programacio´n de computadores.
En los u´ltimos an˜os la Lo´gica Difusa se ha utilizado en distintos tipos de instrumentos,
ma´quinas y en diversos a´mbitos de la vida cotidiana. Algunos casos, por ejemplo, son los es-
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tabilizadores de ima´genes en grabadoras de v´ıdeo, controladores de ascensores e ingenier´ıa de
terremotos. Tambie´n se ha usado esta te´cnica en la industria, obtenie´ndose excelentes resulta-
dos, como en el caso del metro de Sendai en Japo´n, ya que permit´ıa que el metro arrancara y
frenara con gran suavidad, sin producir alteraciones entre los pasajeros.
Si dividimos todo lo que se ha conseguido gracias a la Lo´gica Difusa, podemos hacer tres
grupos:
Productos creados para el consumidor: Lavadoras difusas, hornos microondas (esta-
blece y afina la energ´ıa y el programa de coccio´n), sistemas te´rmicos, traductores lingu¨´ısti-
cos, ca´maras de v´ıdeo, televisores, estabilizadores de ima´genes digitales y sistemas de foco
automa´tico en ca´maras fotogra´ficas.
Sistemas: Ascensores (reduce el tiempo de espera a partir del numero de personas), tre-
nes, automo´viles (como puede ser la transmisio´n, frenos y mejora de la eficiencia del uso
del combustible en motores), controles de tra´fico, sistemas de control de acondicionado-
res de aire que evitan las oscilaciones de temperatura y sistemas de reconocimiento de
escritura.
Software: Diagno´stico me´dico, seguridad, comprensio´n de datos, tecnolog´ıa informa´tica y
bases de datos difusas para almacenar y consultar informacio´n imprecisa (uso del lenguaje
Fuzzy Structured Query Language).
2.2. Conjuntos Difusos
2.2.1. Introduccio´n
Sabemos que un conjunto es una coleccio´n de objetos bien especificados que poseen una
propiedad comu´n. Recordemos que se puede definir de diversas formas:
Por enumeracio´n de los elementos que lo componen. Para un conjunto E finito, de n
elementos, tendr´ıamos, por ejemplo, la siguiente representacio´n: E = {a1, a2, ..., an}.
Por descripcio´n anal´ıtica de una propiedad que caracterice a todos los miembros del con-
junto. Por ejemplo, A = {x ∈ R|x ≤ 7}.
Usando la funcio´n caracter´ıstica (tambie´n llamada funcio´n de pertenencia) para definir
sus elementos. Si llamamos mA : U → {0, 1} a dicha funcio´n de pertenencia, siendo U el
conjunto universal, tendremos que,
mA(x) =
{
1 si x ∈ A
0 si x 6∈ A
As´ı, un conjunto A esta´ completamente definido por el conjunto de pares:
A = {(x,mA(x) : x ∈ U,mA(x) ∈ {0, 1}}.
Es decir, si la funcio´n de pertenencia para un valor dado de x toma el valor 1, ese valor es
un elemento del conjunto; por el contrario, si toma el valor cero, no pertenece al conjunto.
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Ejemplo 1: Si E = {a, e, i, o, u} es el conjunto de las vocales del alfabeto y A = {a, i, u}
un subconjunto del mismo, podr´ıamos representarlos en la siguiente forma:
E = {(a, 1), (e, 1), (i, 1), (o, 1), (u, 1)}
A = {(a, 1), (e, 0), (i, 1), (o, 0), (u, 1)}
Para un conjunto difuso, sin embargo, la cuestio´n de pertenencia de un elemento al conjunto
no es cuestio´n de todo o nada, sino que hay diferentes grados de pertenencia. La funcio´n de
pertenencia puede tomar cualquier valor en el intervalo real [0,1].
Definicio´n 1. Se define Universo de Discurso como el conjunto U de posibles valores que
puede tomar la variable x.
Definicio´n 2. La funcio´n de pertenencia mA(x) de un conjunto difuso A es una funcio´n:
mA : U → [0, 1],
quedando perfectamente definido un conjunto difuso A como sigue:
A = {(x,mA(x)) : x ∈ U,mA(x) ∈ [0, 1]}
As´ı, cualquier elemento x en U tiene grado de pertenencia mA(x) ∈ [0, 1].
Ejemplo 2: Supo´ngase que alguien quiere describir la clase de animales terrestres veloces.
Algunos animales pertenecen definitivamente a esta clase, como el guepardo o´ la gacela, mientras
otros, como la tortuga o la aran˜a, no pertenecen. Pero existe otro grupo de animales para los
que es dif´ıcil determinar si son veloces o no. Utilizando notacio´n difusa, el conjunto difuso para
los animales veloces ser´ıa
{(Guepardo, 1), (Avestruz, 0,9), (Liebre, 0,8), (Gacela, 0,7), (Gato, 0,4), ...}
es decir, la liebre pertenece con grado de 0.8 a la clase de animales veloces, la gacela con grado
de 0.7 y el gato con grado de 0.4.
Si se supone que C es un conjunto cla´sico finito {x1, x2, ..., xn}, entonces una notacio´n
alternativa es
C = x1 + x2 + ...+ xn
siendo + una enumeracio´n. A partir de ella, Zadeh propuso una notacio´n ma´s conveniente para
conjuntos difusos. As´ı, otra forma de escribir el conjunto de los animales veloces del ejemplo 1
ser´ıa:
1/Guepardo+ 0,9/Avestruz + 0,8/Liebre+ 0,7/Gacela+ 0,4/Gato
Es decir, se puede describir el conjunto difuso como sigue:
A =
mA(x1)
x1
+
mA(x2)
x2
+ ...+
mA(xn)
xn
=
n∑
i=1
mA(xi)
xi
donde el s´ımbolo de divisio´n no es ma´s que un separador de los conjuntos de cada par, y
el sumatorio es la operacio´n de unio´n entre todos los elementos del conjunto. Cuando U es
incontable o es continuo, se escribe la ecuacio´n anterior como:
A =
∫
U
mA(x)
x
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Ejemplo 3: La figura 2.1 muestra algunos conjuntos difusos definidos en el universo de
discurso Edad. Concretamente, se representan las funciones de pertenencia de los conjuntos
difusos “joven”, “maduro”, “viejo”.
Figura 2.1: Ejemplo de conjuntos difusos
Se puede ver que los conjuntos difusos se superponen, de manera que un individuo podr´ıa
tener un grado de pertenencia en dos conjuntos: “joven” y “maduro”, indicando que posee
cualidades asociadas a ambos conjuntos. Por ejemplo, una persona con 35 an˜os tiene un grado
de pertenencia 0.5 para el conjunto “joven” y 0.5 para el conjunto “maduro”.
Algunas definiciones relacionadas con los conjuntos difusos son:
Definicio´n 3. El soporte de un conjunto difuso A es el conjunto cla´sico que contiene todos
los elementos de A cuyos grados de pertenencia no son cero. Esto se define por S(A). Es decir:
S(A) = {x ∈ U |mA(x) > 0}
Definicio´n 4. Un conjunto difuso A es convexo si y so´lo si X es convexo y
∀x, y ∈ U,∀α ∈ [0, 1]/mA(αx+ (1− α)y) ≥ min(mA(x),mA(y)).
En la teor´ıa de control difuso, es usual tratar so´lo con conjuntos difusos convexos.
Definicio´n 5. Se define la altura de un conjunto difuso A sobre X, que se denota por
Alt(A), como:
Alt(A) = sup
x∈U
mA(x)
Definicio´n 6. Dado un nu´mero α ∈ [0, 1] y un conjunto difuso A, definimos el α-corte de
A como el conjunto cla´sico Aα que tiene la siguiente funcio´n de pertenencia:
mAα(x) =
{
1 cuando mA(x) ≥ α
0 en cualquier otro caso
En definitiva, el α-corte se compone de aquellos elementos cuyo grado de pertenencia supera o
iguala el umbral α.
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2.2.2. Funciones de pertenencia
Existe una gran variedad de formas para las funciones de pertenencia asociadas a un conjunto
difuso. Las ma´s comunes son las siguientes:
1. Forma Singleton
A(x) =
{
1 cuando x = a
0 cuando x 6= a
Figura 2.2: Ejemplo Forma Singleton
2. Forma Triangular
A(x) =

0 si x ≤ a
(x− a)/(m− a) si x ∈ (a,m]
(b− x)/(b−m) si x ∈ (m, b)
1 si x ≥ b
Figura 2.3: Ejemplo Forma Triangular
3. Forma S
A(x) =

0 si x ≤ a
2{(x− a)/(b− a)}2 si x ∈ (a,m]
1− 2{(x− a)/(b− a)}2 si x ∈ (m, b)
1 si x ≥ b
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Figura 2.4: Ejemplo Forma S
4. Forma Trapezoidal
A(x) =

0 si (x ≤ a) o (x ≥ d)
(x− a)/(b− a) si x ∈ (a, b]
1 si x ∈ (b, c)
(d− x)/(d− c) si x ∈ (b, d)
Figura 2.5: Ejemplo Forma Trapezoidal
2.2.3. Operaciones ba´sicas con conjuntos difusos
Las operaciones ma´s usadas en el contexto de los conjuntos difusos son las siguientes:
Diremos que un conjunto A es un subconjunto difuso de B, es decir, A ⊆ B, si
∀x ∈ U : mA(x) ≤ mB(x),
y si existe, al menos, un punto x ∈ U tal que mA(x) 6= mB(x), entonces escribiremos que
A ⊂ B.
Interseccio´n: La interseccio´n de dos conjuntos, A y B, tiene la siguiente funcio´n de perte-
nencia:
mA∩B(x) = mı´n{mA(x),mB(x)}
Unio´n: La unio´n de dos conjuntos difusos, A y B, tiene la siguiente funcio´n de pertenencia:
mA∪B(x) = ma´x{mA(x),mB(x)}
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Negacio´n: La negacio´n de A se denota por A, y tiene la siguiente funcio´n de pertenencia:
mA(x) = 1−mA(x)
Ejemplo 5: En la figura 2.6 se observa un trapecio difuso A entre 5 y 8 (rojo), un tria´ngulo
difuso B entorno al 4 (verde) y la interseccio´n de ambos conjuntos difusos (el resultado es la
l´ınea de color azul):
Figura 2.6: Ejemplo de Interseccio´n
La figura 2.7 muestra la unio´n de ambos conjuntos difusos (el resultado es la l´ınea de color
azul):
Figura 2.7: Ejemplo de Unio´n
La figura 2.8 muestra la negacio´n del conjunto difuso A (el resultado es la l´ınea de color
azul):
2.2.4. Variables lingu¨´ısticas
Una variable lingu¨´ıstica, como su nombre sugiere, es una variable cuyos valores son palabras
o sentencias en un lenguaje natural o sinte´tico (no nu´meros). Por ejemplo, Velocidad es una
variable lingu¨´ıstica cuyos valores pueden ser “alta”, “no alta”, “baja”, “no baja” y “muy baja”
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Figura 2.8: Ejemplo de Negacio´n
(ver Figura 2.9). Si disponemos de un valor concreto de velocidad, lo podr´ıamos representar
mediante un punto en el conjunto, mientras que una etiqueta lingu¨´ıstica es una coleccio´n de
puntos (velocidades posibles).
Figura 2.9: Valores lingu¨´ısticos de la variable difusa Velocidad.
Cada valor de una variable lingu¨´ıstica representa un conjunto difuso en un universo deter-
minado como se muestra en la figura 2.10.
Estrictamente, una variable lingu¨´ıstica esto formada por cinco partes (v, T(v), U, G, M)
donde:
v: nombre de la variable.
T(v): conjunto de te´rminos o valores lingu¨´ısticos de v.
U: universo de discurso donde se define T(v).
G: regla sinta´ctica para generar los te´rminos lingu¨´ısticos de v.
M: regla sema´ntica para asociar cada valor a su significado.
Por ejemplo, Velocidad se puede considerar una variable lingu¨´ıstica v. El conjunto de te´rmi-
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Figura 2.10: Conjuntos difusos de la variable lingu¨´ıstica Velocidad con sus correspondientes
funciones de pertenencia.
nos lingu¨´ısticos (particio´n difusa de su universo) es:
T (V elocidad) = {muy alta, alta, no alta, lento, muy lento}
Cada termino en T(Velocidad) esta´ caracterizado por un conjunto difuso en el universo
de discurso U=[0,200] km/h. La regla sinta´ctica (G) determina el orden de las palabras de
los te´rminos lingu¨´ısticos de Velocidad. Por ejemplo no y muy son modificadores que preceden
al te´rmino primario alta y que sirven para distinguir un te´rmino lingu¨´ıstico del otro. La regla
sema´ntica (M) asocia cada te´rmino lingu¨´ıstico con su significado: alta es alrededor de 180 km/h,
y baja es alrededor de 30 km/h, etc.
2.3. Bases de datos relacionales ([7])
2.3.1. Conceptos de bases de datos
Una base de datos es un conjunto de datos almacenados en una memoria externa que esta´n
organizados mediante una estructura de datos. Cada base de datos se disen˜a para satisfacer los
requisitos de informacio´n de una empresa u otro tipo de organizacio´n, como por ejemplo, una
universidad o un hospital.
Se puede percibir como un gran almace´n de datos que se define y se crea una sola vez, y que se
utiliza al mismo tiempo por distintos usuarios. En una base de datos todos los datos se integran
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con una mı´nima cantidad de duplicidad. De este modo, la base de datos no pertenece a un so´lo
departamento sino que se comparte por toda la organizacio´n. Adema´s, la base de datos no so´lo
contiene los datos de la organizacio´n, tambie´n almacena una descripcio´n de dichos datos. Esta
descripcio´n es lo que se denomina metadatos, se almacena en el diccionario de datos o cata´logo
y es lo que permite que exista independencia de datos lo´gica-f´ısica. Si esta no existe significa
que cuando los datos se separan en distintos ficheros, es ma´s complicado acceder a ellos, ya
que el programador de aplicaciones debe sincronizar el procesamiento de los distintos ficheros
implicados para garantizar que se extraen los datos correctos. Adema´s, ya que la estructura
f´ısica de los datos se encuentra especificada en los programas de aplicacio´n, cualquier cambio
en dicha estructura es dif´ıcil de realizar.
2.3.2. Sistema de gestio´n de bases de datos
El sistema de gestio´n de la base de datos (en adelante SGBD) es una aplicacio´n que permite
a los usuarios definir, crear y mantener la base de datos, adema´s de proporcionar un acceso
controlado a la misma. Se denomina sistema de bases de datos al conjunto formado por la base
de datos, el SGBD y los programas de aplicacio´n que dan servicio a la empresa u organizacio´n.
El modelo seguido con los sistemas de bases de datos es muy similar al modelo que se sigue
en la actualidad para el desarrollo de programas con lenguajes orientados a objetos, en donde se
da una implementacio´n interna de un objeto y una especificacio´n externa separada. Los usuarios
del objeto solo ven la especificacio´n externa y no se deben preocupar de co´mo se implementa
internamente el objeto. Una ventaja de este modelo, conocido como abstraccio´n de datos, es
que se puede cambiar la implementacio´n interna de un objeto sin afectar a sus usuarios ya que
la especificacio´n externa no se ve alterada. Del mismo modo, los sistemas de bases de datos
separan la definicio´n de la estructura f´ısica de los datos de su estructura lo´gica, y almacenan
esta definicio´n en la base de datos. Todo esto es gracias a la existencia del SGBD, que se situ´a
entre la base de datos y los programas de aplicacio´n.
Generalmente, un SGBD proporciona los servicios que se citan a continuacio´n:
El SGBD permite la definicio´n de la base de datos mediante un lenguaje de definicio´n de
datos. Este lenguaje permite especificar la estructura y el tipo de los datos, as´ı como las
restricciones sobre los datos.
El SGBD permite la insercio´n, actualizacio´n, eliminacio´n y consulta de datos mediante un
lenguaje de manejo de datos. El hecho de disponer de un lenguaje para realizar consultas
reduce el problema de los sistemas de ficheros, en los que el usuario tiene que trabajar
con un conjunto fijo de consultas, o bien, dispone de un gran nu´mero de programas de
aplicacio´n costosos de gestionar. Hay dos tipos de lenguajes de manejo de datos: los
procedurales y los no procedurales. Estos dos tipos se distinguen por el modo en que
acceden a los datos. Los lenguajes procedurales manipulan la base de datos registro a
registro, mientras que los no procedurales operan sobre conjuntos de registros. En los
lenguajes procedurales se especifica que´ operaciones se debe realizar para obtener los
datos resultado, mientras que en los lenguajes no procedurales se especifica que´ datos
deben obtenerse sin decir co´mo hacerlo. El lenguaje no procedural ma´s utilizado es el
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SQL (Structured Query Language) que, de hecho, es un esta´ndar y es el lenguaje de los
SGBD relacionales.
El SGBD proporciona un acceso controlado a la base de datos mediante:
• Un sistema de seguridad, de modo que los usuarios no autorizados no puedan acceder
a la base de datos.
• Un sistema que mantiene la integridad y la consistencia de los datos.
• Un sistema de control de concurrencia que permite el acceso compartido a la base de
datos.
• Un sistema de control de recuperacio´n que restablece la base de datos despue´s de
que se produzca un fallo del hardware o del software.
• Un diccionario de datos o cata´logo, accesible por el usuario, que contiene la descrip-
cio´n de los datos de la base de datos.
El SGBD se ocupa de la estructura f´ısica de los datos y de su almacenamiento. Con esta
funcionalidad, el SGBD se convierte en una herramienta de gran utilidad. Sin embargo, desde
el punto de vista del usuario, se podr´ıa discutir que los SGBD ha complicado las cosas, ya que
ahora los usuarios ven ma´s datos de los que realmente quieren o necesitan, puesto que ven la
base de datos completa. Conscientes de este problema, los SGBD proporcionan un mecanismo
de vistas que permite que cada usuario tenga su propia vista o visio´n de la base de datos. El
lenguaje de definicio´n de datos permite definir vistas como subconjuntos de la base de datos.
Todos los SGBD no presentan la misma funcionalidad, depende de cada producto. En general,
los grandes SGBD multiusuario ofrecen todas las funciones que se acaban de citar e incluso ma´s.
Los sistemas modernos son conjuntos de programas extremadamente complejos y sofisticados,
con millones de l´ıneas de co´digo y con una documentacio´n consistente en varios volu´menes. Lo
que se pretende es proporcionar un sistema que permita gestionar cualquier tipo de requisitos
y que tenga un 100 % de fiabilidad ante cualquier tipo de fallo.
Los SGBD esta´n en continua evolucio´n, tratando de satisfacer los requisitos de todo tipo de
usuarios. Por ejemplo, muchas aplicaciones de hoy en d´ıa necesitan almacenar datos imprecisos
(difusos), etc. Para satisfacer a este mercado, los SGBD deben evolucionar. Conforme vaya
pasando el tiempo, ira´n surgiendo nuevos requisitos, por lo que los SGBD nunca permanecera´n
esta´ticos.
2.3.3. Modelo relacional
Modelos de datos
Una de las caracter´ısticas fundamentales de los sistemas de bases de datos es que proporcio-
nan cierto nivel de abstraccio´n de datos, al ocultar las caracter´ısticas sobre el almacenamiento
f´ısico que la mayor´ıa de usuarios no necesita conocer. Los modelos de datos son el instrumento
principal para ofrecer dicha abstraccio´n a trave´s de su jerarqu´ıa de niveles. Un modelo de datos
es un conjunto de conceptos que sirven para describir la estructura de una base de datos, es
decir, los datos, las relaciones entre los datos y las restricciones que deben cumplirse sobre los
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datos. Los modelos de datos contienen tambie´n un conjunto de operaciones ba´sicas para la rea-
lizacio´n de consultas (lecturas) y actualizaciones de datos. Adema´s, los modelos de datos ma´s
modernos incluyen mecanismos para especificar acciones compensatorias o adicionales que se
deben llevar a cabo ante las acciones habituales que se realizan sobre la base de datos.
Los modelos de datos se pueden clasificar dependiendo de los tipos de conceptos que ofrecen
para describir la estructura de la base de datos, formando una jerarqu´ıa de niveles. Los modelos
de datos de alto nivel, o modelos conceptuales, disponen de conceptos muy cercanos al modo
en que la mayor´ıa de los usuarios percibe los datos, mientras que los modelos de datos de
bajo nivel, o modelos f´ısicos, proporcionan conceptos que describen los detalles de co´mo se
almacenan los datos en el ordenador. Los conceptos de los modelos f´ısicos esta´n dirigidos al
personal informa´tico, no a los usuarios finales. Entre estos dos extremos se encuentran los
modelos lo´gicos, cuyos conceptos pueden ser entendidos por los usuarios finales, aunque no
esta´n demasiado alejados de la forma en que los datos se organizan f´ısicamente. Los modelos
lo´gicos ocultan algunos detalles de co´mo se almacenan los datos, pero pueden implementarse de
manera directa en un SGBD.
Los modelos conceptuales utilizan conceptos como entidades, atributos y relaciones. Una
entidad representa un objeto o concepto del mundo real como, por ejemplo, un cliente de una
empresa o una de sus facturas. Un atributo representa alguna propiedad de intere´s de una
entidad como, por ejemplo, el nombre o el domicilio del cliente. Una relacio´n describe una
interaccio´n entre dos o ma´s entidades, por ejemplo, la relacio´n que hay entre un cliente y las
facturas que se le han realizado.
Cada SGBD soporta un modelo lo´gico, siendo los ma´s comunes el relacional, el de red y el
jera´rquico. Estos modelos representan los datos valie´ndose de estructuras de registros, por lo
que tambie´n se denominan modelos orientados a registros. Hay una familia ma´s moderna de
modelos lo´gicos, son los modelos orientados a objetos, que esta´n ma´s pro´ximos a los modelos
conceptuales. En el modelo relacional los datos se describen como un conjunto de tablas con
referencias lo´gicas entre ellas, mientras que en los modelos jera´rquico y de red, los datos se
describen como conjuntos de registros con referencias f´ısicas entre ellos (punteros).
Los modelos f´ısicos describen co´mo se almacenan los datos en el ordenador: el formato de
los registros, la estructura de los ficheros (desordenados, ordenados, agrupados) y los me´todos
de acceso utilizados (´ındices, tablas de dispersio´n).
A la descripcio´n de una base de datos mediante un modelo de datos se le denomina esquema
de la base de datos. Este esquema se especifica durante el disen˜o, y no es de esperar que se
modifique a menudo. Sin embargo, los datos que se almacenan en la base de datos pueden
cambiar con mucha frecuencia: se insertan datos, se actualizan, se borran, etc. Los datos que la
base de datos contiene en un determinado momento conforman el estado de la base de datos.
La distincio´n entre el esquema y el estado de la base de datos es muy importante. Cuando
definimos una nueva base de datos, so´lo especificamos su esquema al SGBD. En ese momento,
el estado de la base de datos es el estado vac´ıo, sin datos. Cuando se cargan datos por primera
vez, la base datos pasa al estado inicial. De ah´ı en adelante, siempre que se realice una operacio´n
de actualizacio´n de la base de datos, se tendra´ un nuevo estado. El SGBD se encarga, en parte,
de garantizar que todos los estados de la base de datos sean estados va´lidos que satisfagan la
estructura y las restricciones especificadas en el esquema. Por lo tanto, es muy importante que
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el esquema que se especifique al SGBD sea correcto y se debe tener gran cuidado al disen˜arlo.
El SGBD almacena el esquema en su cata´logo o diccionario de datos, de modo que se pueda
consultar siempre que sea necesario.
En 1970, el modo en que se ve´ıan las bases de datos cambio´ por completo cuando E. F.
Codd introdujo el modelo relacional. En aquellos momentos, el enfoque existente para la
estructura de las bases de datos utilizaba punteros f´ısicos (direcciones de disco) para relacionar
registros de distintos ficheros. Si, por ejemplo, se quer´ıa relacionar un registro A con un registro
B, se deb´ıa an˜adir al registro A un campo conteniendo la direccio´n en disco (un puntero f´ısico)
del registro B. Codd demostro´ que estas bases de datos limitaban en gran medida los tipos de
operaciones que los usuarios pod´ıan realizar sobre los datos. Adema´s, estas bases de datos eran
muy vulnerables a cambios en el entorno f´ısico. Si se an˜ad´ıan los controladores de un nuevo disco
al sistema y los datos se mov´ıan de una localizacio´n f´ısica a otra, se requer´ıa una conversio´n de
los ficheros de datos. Estos sistemas se basaban en el modelo de red y el modelo jera´rquico, los
dos modelos lo´gicos que constituyeron la primera generacio´n de los SGBD.
El modelo relacional representa la segunda generacio´n de los SGBD. En e´l, todos los datos
esta´n estructurados a nivel lo´gico como tablas formadas por filas y columnas, aunque a nivel f´ısi-
co pueden tener una estructura completamente distinta. Un punto fuerte del modelo relacional
es la sencillez de su estructura lo´gica.
Dada la popularidad del modelo relacional, muchos sistemas de la primera generacio´n se han
modificado para proporcionar una interfaz de usuario relacional, con independencia del modelo
lo´gico que soportan (de red o jera´rquico).
En los u´ltimos an˜os, se han propuesto algunas extensiones al modelo relacional para capturar
mejor el significado de los datos, para disponer de los conceptos de la orientacio´n a objetos y
para disponer de capacidad deductiva.
El modelo relacional, como todo modelo de datos, tiene que ver con tres aspectos de los datos,
que son los que se presentan en los siguientes apartados de este cap´ıtulo: que´ caracter´ısticas
tiene la estructura de datos, co´mo mantener la integridad de los datos y co´mo realizar el manejo
de los mismos.
Estructura de datos relacional
La estructura de datos del modelo relacional se llama relacio´n. En este apartado se presenta
esta estructura de datos, sus propiedades, los tipos de relaciones y que´ es una clave de una
relacio´n. Para facilitar la comprensio´n de las definiciones formales de todos estos conceptos, se
dan antes unas definiciones informales que permiten asimilar dichos conceptos con otros que
resulten familiares.
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Relaciones
Definiciones informales
El modelo relacional se basa en el concepto matema´tico de relacio´n, que gra´ficamente se
representa mediante una tabla. Codd, que era un experto matema´tico, utilizo´ una termino-
log´ıa perteneciente a las matema´ticas, en concreto de la teor´ıa de conjuntos y de la lo´gica de
predicados.
Una relacio´n es una tabla con columnas y filas. Un SGBD so´lo necesita que el usuario
pueda percibir la base de datos como un conjunto de tablas. Esta percepcio´n so´lo se aplica a la
estructura lo´gica de la base de datos, no se aplica a la estructura f´ısica de la base de datos, que
se puede implementar con distintas estructuras de almacenamiento.
Un atributo es el nombre de una columna de una relacio´n. En el modelo relacional, las
relaciones se utilizan para almacenar informacio´n sobre los objetos que se representan en la
base de datos. Una relacio´n se representa gra´ficamente como una tabla bidimensional en la
que las filas corresponden a registros individuales y las columnas corresponden a los campos o
atributos de esos registros. Los atributos pueden aparecer en la relacio´n en cualquier orden.
Un dominio es el conjunto de valores legales de uno o varios atributos. Los dominios cons-
tituyen una poderosa caracter´ıstica del modelo relacional. Cada atributo de una base de datos
relacional se define sobre un dominio, pudiendo haber varios atributos definidos sobre el mismo
dominio.
El concepto de dominio es importante porque permite que el usuario defina, en un lugar
comu´n, el significado y la fuente de los valores que los atributos pueden tomar. Esto hace
que haya ma´s informacio´n disponible para el sistema cuando e´ste va a ejecutar una operacio´n
relacional, de modo que las operaciones que son sema´nticamente incorrectas se pueden evitar.
Por ejemplo, no tiene sentido comparar el nombre de una calle con un nu´mero de tele´fono,
aunque los dos atributos sean cadenas de caracteres. Sin embargo, el importe mensual del
alquiler de un inmueble no estara´ definido sobre el mismo dominio que el nu´mero de meses que
dura el alquiler, pero s´ı tiene sentido multiplicar los valores de ambos dominios para averiguar el
importe total al que asciende el alquiler. Los SGBD relacionales no ofrecen un soporte completo
de los dominios ya que su implementacio´n es extremadamente compleja.
Una tupla es una fila de una relacio´n. Los elementos de una relacio´n son las tuplas o filas
de la tabla. Las tuplas de una relacio´n no siguen ningu´n orden.
El grado de una relacio´n es el nu´mero de atributos que contiene. El grado de una relacio´n
no cambia con frecuencia.
La cardinalidad de una relacio´n es el nu´mero de tuplas que contiene. Ya que en las re-
laciones se van insertando y borrando tuplas a menudo, la cardinalidad de las mismas var´ıa
constantemente.
Una base de datos relacional es un conjunto de relaciones normalizadas. Una relacio´n
esta´ normalizada si en la interseccio´n de cada fila con cada columna hay un solo valor.
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Definiciones formales
Una relacio´n R definida sobre un conjunto de dominios D1, D2, ..., Dn consta de:
Cabecera: conjunto fijo de pares atributo:dominio
(A1 : D1), (A2 : D2), ..., (An : Dn)
donde cada atributo Aj corresponde a un u´nico dominio Dj y todos los Aj son distintos,
es decir, no hay dos atributos que se llamen igual. El grado de la relacio´n R es n.
Cuerpo: conjunto variable de tuplas. Cada tupla es un conjunto de pares atributo:valor :
(A1 : vi1), (A2 : vi2), ..., (An : vin)
con i = 1, 2, ...,m, donde m es la cardinalidad de la relacio´n R. En cada par (Aj : vij) se
tiene que vij ∈Dj .
Las relaciones se suelen representar gra´ficamente mediante tablas. Los nombres de las co-
lumnas corresponden a los nombres de los atributos, y las filas son cada una de las tuplas de
la relacio´n. Los valores que aparecen en cada una de las columnas pertenecen al conjunto de
valores del dominio sobre el que esta´ definido el atributo correspondiente.
Propiedades de las relaciones
Las relaciones tienen las siguientes caracter´ısticas:
Cada relacio´n tiene un nombre, y e´ste es distinto del nombre de todas las dema´s.
Los dominios sobre los que se definen los atributos son escalares, por lo que los valores
de los atributos son ato´micos. De este modo, en cada tupla, cada atributo toma un solo
valor. Se dice que las relaciones esta´n normalizadas.
No hay dos atributos que se llamen igual.
El orden de los atributos no importa: los atributos no esta´n ordenados.
Cada tupla es distinta de las dema´s: no hay tuplas duplicadas.
El orden de las tuplas no importa: las tuplas no esta´n ordenadas.
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Tipos de relaciones
En un SGBD relacional hay dos tipos de relaciones:
Relaciones base. Son relaciones reales que tienen nombre, y forman parte directa de la
base de datos almacenada. Se dice que las relaciones base son relaciones auto´nomas.
Vistas. Tambie´n denominadas relaciones virtuales, son relaciones con nombre y derivadas
(no auto´nomas). Que son derivadas significa que se obtienen a partir de otras relaciones;
se representan mediante su definicio´n en te´rminos de esas otras relaciones. Las vistas no
poseen datos almacenados propios, los datos que contienen corresponden a datos almace-
nados en relaciones base.
Claves
Ya que en una relacio´n no hay tuplas repetidas, e´stas se pueden distinguir unas de otras, es
decir, se pueden identificar de modo u´nico. La forma de identificarlas es mediante los valores
de sus atributos. Se denomina superclave a un atributo o conjunto de atributos que identifican
de modo u´nico las tuplas de una relacio´n. Se denomina clave candidata a una superclave en la
que ninguno de sus subconjuntos es una superclave de la relacio´n. El atributo o conjunto de
atributos K de la relacio´n R es una clave candidata para R si, y so´lo si, satisface las siguientes
propiedades:
Unicidad : nunca hay dos tuplas en la relacio´n R con el mismo valor de K.
Irreducibilidad (minimalidad): ningu´n subconjunto de K tiene la propiedad de unicidad,
es decir, no se pueden eliminar componentes de K sin destruir la unicidad.
Cuando una clave candidata esta´ formada por ma´s de un atributo, se dice que es una clave
compuesta. Una relacio´n puede tener varias claves candidatas.
Para identificar las claves candidatas de una relacio´n no hay que fijarse en un estado u
ocurrencia de la base de datos. El hecho de que en un momento dado no haya duplicados
para un atributo o conjunto de atributos, no garantiza que los duplicados no sean posibles. Sin
embargo, la presencia de duplicados en un estado de la base de datos s´ı es u´til para demostrar
que cierta combinacio´n de atributos no es una clave candidata. El u´nico modo de identificar las
claves candidatas es conociendo el significado real de los atributos, ya que esto permite saber
si es posible que aparezcan duplicados. So´lo usando esta informacio´n sema´ntica se puede saber
con certeza si un conjunto de atributos forman una clave candidata.
Se denomina clave primaria de una relacio´n a aquella clave candidata que se escoge para
identificar sus tuplas de modo u´nico. Ya que una relacio´n no tiene tuplas duplicadas, siempre
hay una clave candidata y, por lo tanto, la relacio´n siempre tiene clave primaria. En el peor
caso, la clave primaria estara´ formada por todos los atributos de la relacio´n, pero normalmente
habra´ un pequen˜o subconjunto de los atributos que haga esta funcio´n.
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Las claves candidatas que no son escogidas como clave primaria son denominadas claves
alternativas.
2.3.4. Reglas de integridad
Una vez definida la estructura de datos del modelo relacional, pasamos a estudiar las reglas
de integridad que los datos almacenados en dicha estructura deben cumplir para garantizar que
son correctos.
Al definir cada atributo sobre un dominio se impone una restriccio´n sobre el conjunto de
valores permitidos para cada atributo. A este tipo de restricciones se les denomina restricciones
de dominios. Hay adema´s dos reglas de integridad muy importantes que son restricciones que
se deben cumplir en todas las bases de datos relacionales y en todos sus estados (las reglas se
deben cumplir todo el tiempo). Estas reglas son la regla de integridad de entidades y la regla de
integridad referencial. Antes de definirlas, es preciso conocer el concepto de nulo.
Nulos
Cuando en una tupla un atributo es desconocido, se dice que es nulo. Un nulo no representa
el valor cero ni la cadena vac´ıa ya que e´stos son valores que tienen significado. El nulo implica
ausencia de informacio´n, bien porque al insertar la tupla se desconoc´ıa el valor del atributo, o
bien porque para dicha tupla el atributo no tiene sentido.
Ya que los nulos no son valores, deben tratarse de modo diferente, lo que causa problemas
de implementacio´n. De hecho, no todos los SGBD relacionales soportan los nulos.
Regla de integridad de entidades
La primera regla de integridad se aplica a las claves primarias de las relaciones base: ninguno
de los atributos que componen la clave primaria puede ser nulo.
Por definicio´n, una clave primaria es una clave irreducible que se utiliza para identificar de
modo u´nico las tuplas. Que es irreducible significa que ningu´n subconjunto de la clave primaria
sirve para identificar las tuplas de modo u´nico. Si se permitiera que parte de la clave primaria
fuera nula, se estar´ıa diciendo que no todos sus atributos son necesarios para distinguir las
tuplas, con lo que se estar´ıa contradiciendo la irreducibilidad.
No´tese que esta regla so´lo se aplica a las relaciones base y a las claves primarias, no a las
claves alternativas.
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Regla de integridad referencial
La segunda regla de integridad se aplica a las claves ajenas: si en una relacio´n hay alguna
clave ajena, sus valores deben coincidir con valores de la clave primaria a la que hace referencia,
o bien, deben ser completamente nulos.
La regla de integridad referencial se enmarca en te´rminos de estados de la base de datos:
indica lo que es un estado ilegal, pero no dice co´mo puede evitarse. Por lo tanto, una vez
establecida la regla, hay que plantearse que´ hacer si estando en un estado legal, llega una peticio´n
para realizar una operacio´n que conduce a un estado ilegal. Existen dos opciones: rechazar o
aceptar la operacio´n y realizar operaciones adicionales compensatorias que conduzcan a un
estado legal.
Para hacer respetar la integridad referencial se debe contestar, para cada clave ajena, a las
tres preguntas que se plantean a continuacio´n y que determinara´n su comportamiento:
Regla de los nulos: ((¿Tiene sentido que la clave ajena acepte nulos?))
Regla de borrado: ((¿Que´ ocurre si se intenta borrar la tupla referenciada por la clave
ajena?))
• Restringir : no se permite borrar la tupla referenciada.
• Propagar : se borra la tupla referenciada y se propaga el borrado a las tuplas que la
referencian mediante la clave ajena.
• Anular : se borra la tupla referenciada y las tuplas que la referenciaban ponen a nulo
la clave ajena (so´lo si acepta nulos).
• Valor por defecto: se borra la tupla referenciada y las tuplas que la referenciaban
ponen en la clave ajena el valor por defecto establecido para la misma.
Regla de modificacio´n: ((¿Que´ ocurre si se intenta modificar el valor de la clave primaria
de la tupla referenciada por la clave ajena?))
• Restringir : no se permite modificar el valor de la clave primaria de la tupla referen-
ciada.
• Propagar : se modifica el valor de la clave primaria de la tupla referenciada y se
propaga la modificacio´n a las tuplas que la referencian, mediante la clave ajena.
• Anular : se modifica la tupla referenciada y las tuplas que la referenciaban ponen a
nulo la clave ajena (so´lo si acepta nulos).
• Valor por defecto: se modifica la tupla referenciada y las tuplas que la referenciaban
ponen en la clave ajena el valor por defecto establecido para la misma.
Reglas de negocio
Adema´s de las dos reglas de integridad anteriores, es posible que sea necesario imponer ciertas
restricciones espec´ıficas sobre los datos que forman parte de la estrategia de funcionamiento de
la empresa. A estas reglas se las denomina reglas de negocio.
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Por ejemplo, si en cada oficina de una determinada empresa so´lo puede haber hasta veinte
empleados, el SGBD debe dar la posibilidad al usuario de definir una regla al respecto y debe
hacerla respetar. En este caso, no deber´ıa permitir dar de alta a un empleado en una oficina
que ya tiene los veinte permitidos. No todos los SGBD relacionales permiten definir este tipo
de restricciones y hacerlas respetar.
2.3.5. Lenguajes relacionales
Son varios los lenguajes utilizados por los SGBD relacionales para manejar las relaciones.
Algunos de ellos son procedurales, lo que quiere decir que el usuario indica al sistema exactamente
co´mo debe manipular los datos. Otros son no procedurales, que significa que el usuario indica
que´ datos necesita, en lugar de establecer co´mo deben obtenerse. Se puede decir que el a´lgebra
relacional es un lenguaje procedural de alto nivel, mientras que el ca´lculo relacional es un
lenguaje no procedural. Sin embargo, ambos lenguajes son equivalentes: para cada expresio´n
del a´lgebra, se puede encontrar una expresio´n equivalente en el ca´lculo, y viceversa.
El a´lgebra relacional (o el ca´lculo relacional) se utiliza para medir la potencia de los lenguajes
relacionales. Si un lenguaje permite obtener cualquier relacio´n que se pueda derivar mediante
el a´lgebra relacional, se dice que es relacionalmente completo. La mayor´ıa de los lenguajes
relacionales son relacionalmente completos, pero tienen ma´s potencia que el a´lgebra o el ca´lculo
porque se les han an˜adido operadores especiales.
Tanto el a´lgebra como el ca´lculo son lenguajes formales no muy amigables; sin embargo, es
conveniente estudiarlos porque sirven para ilustrar las operaciones ba´sicas que todo lenguaje
de manejo de datos debe ofrecer. Adema´s, han sido la base para otros lenguajes relacionales de
manejo de datos de ma´s alto nivel.
A´lgebra relacional
El a´lgebra relacional es un lenguaje formal con una serie de operadores que trabajan sobre
una o varias relaciones para obtener otra relacio´n resultado, sin que cambien las relaciones
originales. Tanto los operandos como los resultados son relaciones, por lo que la salida de
una operacio´n puede ser la entrada de otra operacio´n. Esto permite anidar expresiones del
a´lgebra, del mismo modo que se pueden anidar las expresiones aritme´ticas. A esta propiedad
se le denomina clausura: las relaciones son cerradas bajo el a´lgebra, del mismo modo que los
nu´meros son cerrados bajo las operaciones aritme´ticas.
Hay cinco operadores que son fundamentales: restriccio´n, proyeccio´n, producto cartesiano,
unio´n y diferencia. Los operadores fundamentales permiten realizar la mayor´ıa de las operacio-
nes de obtencio´n de datos. Los operadores no fundamentales son la concatenacio´n (JOIN), la
interseccio´n y la divisio´n, que se pueden expresar a partir de los cinco operadores fundamentales.
La restriccio´n y la proyeccio´n son operaciones unarias porque operan sobre una sola relacio´n.
El resto de las operaciones son binarias porque trabajan sobre pares de relaciones.
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A continuacio´n explicamos brevemente los operadores del a´lgebra relacional:
Restriccio´n: R WHERE condicio´n.
La restriccio´n, tambie´n denominada seleccio´n, opera sobre una sola relacio´n R y da como
resultado otra relacio´n cuyas tuplas son las tuplas de R que satisfacen la condicio´n espe-
cificada. Esta condicio´n es una comparacio´n en la que aparece al menos un atributo de R,
o una combinacio´n booleana de varias de estas comparaciones.
Proyeccio´n: R[ai, ..., ak].
La proyeccio´n opera sobre una sola relacio´n R y da como resultado otra relacio´n que
contiene un subconjunto vertical de R, extrayendo los valores de los atributos especificados
y eliminando duplicados.
Producto cartesiano: R TIMES S.
El producto cartesiano obtiene una relacio´n cuyas tuplas esta´n formadas por la concate-
nacio´n de todas las tuplas de R con todas las tuplas de S.
Unio´n: R UNION S.
La unio´n de dos relaciones R y S, con P y Q tuplas respectivamente, es otra relacio´n que
tiene como mucho P + Q tuplas siendo e´stas las tuplas que se encuentran en R o en S o en
ambas relaciones a la vez. Para poder realizar esta operacio´n, R y S deben ser compatibles
para la unio´n.
Diferencia: R EXCEPT S.
La diferencia obtiene una relacio´n que tiene las tuplas que se encuentran en R y no se
encuentran en S. Para realizar esta operacio´n, R y S deben ser compatibles para la unio´n.
Concatenacio´n (Join): R JOIN S.
La concatenacio´n de dos relaciones R y S obtiene como resultado una relacio´n cuyas
tuplas son todas las tuplas de R concatenadas con todas las tuplas de S que en los atributos
comunes (a´quellos que se llaman igual) tienen los mismos valores. Estos atributos comunes
aparecen una sola vez en el resultado.
Concatenacio´n externa (Outer-join): R LEFT OUTER JOIN S.
La concatenacio´n externa por la izquierda es una concatenacio´n en la que las tuplas de
R (que se encuentra a la izquierda en la expresio´n) que no tienen valores en comu´n con
ninguna tupla de S, tambie´n aparecen en el resultado.
Interseccio´n: R INTERSECT S.
La interseccio´n obtiene como resultado una relacio´n que contiene las tuplas de R que
tambie´n se encuentran en S. Para realizar esta operacio´n, R y S deben ser compatibles
para la unio´n.
Divisio´n: R DIVIDE BY S.
Suponiendo que la cabecera de R es el conjunto de atributos A y que la cabecera de S
es el conjunto de atributos B, tales que B es un subconjunto de A, y si C = A - B (los
atributos de R que no esta´n en S), la divisio´n obtiene una relacio´n cuya cabecera es el
conjunto de atributos C y que contiene las tuplas de R que esta´n acompan˜adas de todas
las tuplas de S.
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Agrupacio´n: SUMMARIZE R GROUP BY (ai, ..., ak) ADD ca´lculo AS atribu-
to.
Esta operacio´n agrupa las tuplas de R que tienen los mismos valores en los atributos
especificados y realiza un ca´lculo sobre los grupos obtenidos. La relacio´n resultado tiene
como cabecera los atributos por los que se ha agrupado y el ca´lculo realizado, al que se
da el nombre especificado en atributo.
Ca´lculo relacional
El a´lgebra relacional y el ca´lculo relacional son formalismos diferentes que representan dis-
tintos estilos de expresio´n del manejo de datos en el a´mbito del modelo relacional. El a´lgebra
relacional proporciona una serie de operaciones que se pueden usar para indicar al sistema co´mo
construir la relacio´n deseada a partir de las relaciones de la base de datos. El ca´lculo relacional
proporciona una notacio´n para formular la definicio´n de la relacio´n deseada en te´rminos de las
relaciones de la base de datos.
El ca´lculo relacional toma su nombre del ca´lculo de predicados, que es una rama de la lo´gica.
Hay dos tipos de ca´lculo relacional, el orientado a tuplas, propuesto por Codd, y el orientado a
dominios, propuesto por otros autores. El estudio del ca´lculo relacional se hara´ aqu´ı mediante
definiciones informales.
En el ca´lculo de predicados (lo´gica de primer orden), un predicado es una funcio´n con
argumentos que se puede evaluar a verdadero o falso. Cuando los argumentos se sustituyen por
valores, la funcio´n lleva a una expresio´n denominada proposicio´n, que puede ser verdadera o
falsa. Por ejemplo, las frases ((Paloma Poy es una vendedora de la empresa)) y ((Paloma Poy
es jefa de Natalia Guille´n)) son proposiciones, ya que se puede determinar si son verdaderas
o falsas. En el primer caso, la funcio´n ((es una vendedora de la empresa)) tiene un argumento
(Paloma Poy) y en el segundo caso, la funcio´n ((es jefa de)) tiene dos argumentos (Paloma Poy
y Natalia Guille´n).
Si un predicado tiene una variable, como en ((x es una vendedora de la empresa)), esta
variable debe tener un rango asociado. Cuando la variable se sustituye por alguno de los valores
de su rango, la proposicio´n puede ser cierta; para otros valores puede ser falsa. Por ejemplo,
si el rango de x es el conjunto de todas las personas y reemplazamos x por Paloma Poy, la
proposicio´n ((Paloma Poy es una vendedora de la empresa)) es cierta. Pero si reemplazamos x
por el nombre de una persona que no es vendedora de la empresa, la proposicio´n es falsa.
Si F es un predicado, la siguiente expresio´n devuelve el conjunto de todos los valores de x
para los que F es cierto: x WHERE F(x). Los predicados se pueden conectar mediante AND,
OR y NOT para formar predicados compuestos.
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2.4. Bases de datos relacionales difusas
2.4.1. Introduccio´n
Las Bases de datos relacionales difusas intentan aplicar una forma ma´s humana de pensar
en la programacio´n de computadoras usando lo´gica difusa. Por tanto diremos que es una me-
todolog´ıa que proporciona una manera simple y elegante de obtener una conclusio´n a partir de
informacio´n de entrada vaga, ambigua, imprecisa, con ruido o incompleta. En general la lo´gica
difusa imita co´mo un persona toma decisiones basada en informacio´n con las caracter´ısticas
mencionadas. Una de las ventajas de la lo´gica difusa es la posibilidad de implementar sistemas
basados en ella tanto en hardware como en software o en combinacio´n de ambos.
Esta lo´gica es una lo´gica multievaluada y sus caracter´ısticas principales, presentadas por
Zadeh en la referencia antes mencionada son:
En la lo´gica difusa, el razonamiento exacto es considerado como un caso particular del
razonamiento aproximado.
Cualquier sistema lo´gico puede ser trasladado a te´rminos de lo´gica difusa.
En lo´gica difusa, el conocimiento es interpretado como un conjunto de restricciones flexi-
bles, es decir, difusas, sobre un conjunto de variables.
La inferencia es considerada como un proceso de propagacio´n de dichas restricciones. En
lo´gica difusa, todo problema es un problema de grados.
2.4.2. Bases de datos difusas
Las bases de datos difusas nacen de unir la teor´ıa de bases de datos, principalmente del
modelo relacional con la teor´ıa de conjuntos difusos, para permitir, ba´sicamente dos objetivos:
El almacenamiento de informacio´n difusa (adema´s de informacio´n no difusa).
El tratamiento y consulta de esta informacio´n de forma difusa o flexible.
Las bases de datos tradicionales son muy limitadas: No permiten ni almacenar ni tratar con
datos imprecisos. Sin embargo las personas manejamos datos imprecisos muy a menudo y muy
eficientemente.
¿Do´nde podemos ver reflejada dicha imprecisio´n? o, lo que ser´ıa lo mismo, ¿cua´les son las
diferencias entre una base de datos relacional difusa y una cla´sica?
A la definicio´n del formato interno de la BDRD, y su esquema global de implementacio´n, se
le denomina FIRST (Fuzzy Interface for Relational SysTems).
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La necesidad inicial de FIRST es debida a que se pretende construir un Sistema de BDRD
sobre un SGBD ya existente. En particular, se ha usado el SGBD Oracle, por su potencia,
flexibilidad, popularidad y robustez.
Los fundamentos de FIRST, que se explicara´n ma´s adelante son: Atributos Difusos y FMB
(Fuzzy Metaknowledge Base, Base de Metaconocimiento Difuso). La FMB esta´ incluida dentro
del cata´logo o diccionario del sistema y almacena informacio´n relacionada con la extensio´n difusa
del la base de datos.
Oracle, una compan˜´ıa de software que desarrolla bases de datos y sistemas de gestio´n de
bases de datos, so´lo permite el uso de SQL y no de FSQL (Fuzzy Structured Query Language.
Por eso, ha sido necesario construir un programa que permita el uso de FSQL en la BDRD
definida por FIRST.
A continuacio´n desarrollamos los conceptos para entender las diferencias entre las bases de
datos relacionales y la bases de datos relacionales difusas.
Tipos de atributos difusos
Se distinguen dos clases de atributos difusos: Atributos cuyos valores son conjuntos difusos
y atributos cuyos valores son grados difusos.
Atributos con Conjuntos Difusos: Estos atributos pueden clasificarse en cuatro tipos
segu´n FSQL, de acuerdo al tipo de referencial (dominio subyacente o eje X donde se
definen los conjuntos difusos). En todos ellos se incluyen los valores Unknown, Undefined,
y Null:
• Tipo 1: Son atributos precisos (sin imprecisio´n o crisp). Sin embargo, se permite de-
finir etiquetas lingu¨´ısticas en su dominio y podremos usarlas en consultas difusas. Se
almacenan igual que un atributo normal, pero puede ser transformado o manipulado
usando condiciones difusas. Este tipo es u´til para extender bases de datos tradiciona-
les para permitir consultas difusas en sus dominios cla´sicos. Por ejemplo, preguntas
del tipo: “Dame los empleados que ganan mucho ma´s que el salario mı´nimo”.
• Tipo 2: Son atributos “imprecisos sobre un referencial ordenado”. Admiten valores
crisp y difusos, en forma de distribuciones de posibilidad o conjuntos difusos, sobre
un dominio subyacente ordenado. Es una extensio´n del Tipo 1 que s´ı permite el
almacenamiento de informacio´n imprecisa, tal como el valor: “aproximadamente 2
metros”. Por simplicidad, estos conjuntos difusos suelen ser una funcio´n trapezoidal
(Figura 2.11, donde el eje Y es el grado difuso).
• Tipo 3: Son atributos difusos con datos “discretos sobre dominio subyacente no
ordenado con analog´ıa”. Aqu´ı se pueden definir etiquetas (Rubio, Moreno...) que son
escalares con una relacio´n de similitud o proximidad definida sobre esas etiquetas,
para indicar en que´ medida se parecen cada par de etiquetas. Tambie´n se admiten
distribuciones de posibilidad (o conjuntos difusos) sobre este dominio, como por
ejemplo, el valor {1/Rubio, 0.4/Moreno}, que expresa que cierta persona es ma´s
Rubia que Morena. Observe que el dominio subyacente de ese valor difuso es el
conjunto de etiquetas y este conjunto carece de orden.
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Figura 2.11: Funcio´n trapezoidal
• Tipo 4: Estos originales atributos son similares al Tipo 3, pero sin precisar la relacio´n
de similitud. En este caso suponemos que no necesitamos tal relacio´n o que no existe.
Atributos con Grados Difusos: El dominio de estos grados puede estar en el intervalo
[0,1], aunque otros valores podr´ıan tambie´n permitirse, tal como una distribucio´n de posi-
bilidad (usualmente sobre este intervalo unidad). Para simplificar, nosotros so´lo usaremos
grados en dicho intervalo, ya que otras opciones no ofrecen grandes ventajas.
El significado de estos grados es variado y depende de su uso. El procesamiento de los datos
sera´ diferente segu´n este significado, por lo que el sistema debe almacenar y considerar
este significado. Los significados ma´s importantes de estos grados segu´n distintos autores
son : grado de cumplimiento, grado de incertidumbre, grado de posibilidad y grado de
importancia. Por supuesto, podremos definir y usar otros significados.
Estos grados pueden ser asociados a diferentes conceptos:
• Grado en cada valor de un atributo (Tipo 5): Algunos atributos pueden tener
un grado difuso asociado a ellos. Esto implica que cada valor de este atributo (en
cada tupla o instancia) tiene un grado asociado que mide el nivel de “imprecisio´n”de
ese valor/atributo. Para interpretarlo, necesitamos saber el significado de ese grado
y el significado del atributo asociado.
• Grado en un conjunto de valores de diferentes atributos (Tipo 6): Aqu´ı,
el grado esta´ asociado a algunos atributos. Este es un caso poco usual, pero puede
ser muy u´til en casos espec´ıficos. Une la imprecisio´n de varios atributos en un u´nico
grado.
• Grado en la instancia completa de la relacio´n (Tipo 7): Este grado esta´ aso-
ciado a la tupla completa (u objeto) de la relacio´n y no exclusivamente al valor de
un atributo espec´ıfico de la tupla. Normalmente, puede representar algu´n “grado de
pertenencia” del objeto a la relacio´n o tabla de la base de datos. Tambie´n suelen
usarse para medir el “grado de importancia” de cada objeto.
• Los grados no asociados (Tipo 8) son u´tiles cuando la informacio´n imprecisa que
queremos representar, se puede representar usando u´nicamente el grado, sin asociar
este grado a otro valor o valores. Por ejemplo, la peligrosidad de un medicamento
puede ser expresado usando un grado difuso de este tipo.
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FMB (Fuzzy Metaknowledge Base)
Los datos de metaconocimiento difuso son el conocimiento necesario sobre la base de datos
difusa y especialmente sobre los atributos difusos. Esta informacio´n se almacena en formato
relacional en la llamada FMB (Fuzzy Metaknowledge Base). Vamos primero a definir la infor-
macio´n que se almacena en la FMB y posteriormente explicamos su estructura y sus tablas.
As´ı pues, la FMB almacena esta informacio´n:
1. Atributos con capacidades difusas.
2. El metaconocimiento requerido para cada atributo depende de su tipo:
Tipos 1 y 2: Estos atributos almacenan en la FMB la definicio´n (conjunto difuso) de cada
etiqueta lingu¨´ıstica, el “margen”para valores aproximados, y la mı´nima distancia para
considerar dos valores como muy separados (valor “much”). Este u´ltimo valor se usa en
comparadores como “mucho mayor que”, comparador MGT de FSQL.
Tipos 3 y 4: Valor n (explicado antes), nombre de las etiquetas y, para el Tipo 3, la relacio´n
de similitud entre cada dos etiquetas.
Tipos 5 y 6: Significado del grado, y el atributo (Tipo 5) o atributos (Tipo 6) a los que el
grado esta´ asociado.
Tipos 7 y 8: Significado del grado.
3. Otros objetos: E´stos incluyen cualificadores difusos (asociados a un atributo y usados
para establecer umbrales en consultas), y cuantificadores difusos (asociados a una tabla o a un
atributo). Los cuantificadores son usados en consultas, tales como “Dame los empleados que
pertenecen a la mayor´ıa de los proyectos”, y tambie´n en restricciones difusas, como por ejemplo
“Un empleado debe trabajar en muchos proyectos”.
Si dos atributos difusos de los Tipos 1, 2, 3 o´ 4 necesitan las mismas definiciones, podemos
registrar tales atributos como compatibles, para simplificar la FMB.
A continuacio´n tratamos de dar una idea de la utilidad de cada tabla:
FUZZY COL LIST : Describe los atributos difusos de cada tabla. El valor F TY PE se
usa para el tipo de atributo difuso, de 1 a 8. LEN es el valor n. CODE SIG indica el
significado del grado si F TY PE ∈ [5, 8].
FUZZY DEGREE SIG: Guarda los significados de los grados de la base de datos.
FUZZY OBJECT LIST : Esta tabla contiene las declaraciones de los objetos difusos
relacionados con los atributos difusos, tales como, etiquetas lingu¨´ısticas, cualificadores y
cuantificadores difusos. Los cuantificadores pueden ser absolutos o relativos, y pueden
tener uno o dos argumentos.
FUZZY LABEL DEF : Define las etiquetas usando funciones trapezoidales (Figura 2.11).
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FUZZY APPROX MUCH: Valores para el “margen” y el “much”para los Tipos 1 y 2.
FUZZY NEARNESS DEF : Relaciones de similitud para los Tipo 3.
FUZZY COMPATIBLE COL: Atributos difusos compatibles, con iguales etiquetas.
FUZZY QUALIFIERS DEF : Definicio´n de cualificadores difusos.
FUZZY DEGREE COLS: Esta tabla establece los atributos (o columnas) asociados a
grados difusos (so´lo para los Tipos 5 y 6). Observa que un grado Tipo 5 tiene so´lo un
atributo asociado, mientras que un Tipo 6 puede tener mu´ltiples. Adema´s, un atributo
puede tener muchos grados difusos asociados a e´l, pero todos de los Tipos 5 o´ 6. Por
supuesto, los Tipos 7 y 8 no usan esta tabla.
FUZZY ER LIST : Esta tabla almacena las entidades difusas y las relaciones difusas.
DEGREE TY PE vale “M”para entidades difusas, “C”para entidades difusas con grados
calculados automa´ticamente, “E.e‘‘I”para entidades de´biles difusas (dependencia de exis-
tencia o de identificacio´n) y, finalmente, “R”para relaciones difusas representadas por una
tabla.
FUZZY TABLE QUANTIFIERS: Definicio´n de cuantificadores asociados a una rela-
cio´n o tabla (no un atributo). Estos cuantificadores son usados en restricciones difusas y
pueden ser absolutos o relativos.
Entidades difusas
Se define tipo de entidad difusa como una entidad a la que se le an˜ade un atributo que
expresa un grado.
Grado de pertenencia (G0): El grado de pertenencia mide la pertenencia a un conjunto
difuso.
Grado de cumplimiento (G1) de una condicio´n o de una propiedad. Puede verse
tambie´n como grado de pertenencia al conjunto difuso de los elementos que cumplen
tal condicio´n o propiedad. Puede almacenarse o simplemente calcularse a partir de una
consulta difusa.
Grado de incertidumbre (G2): El grado de Incertidumbre mide en que´ medida es
cierto el dato.
Grado de posibilidad (G3): El grado de Posibilidad mide lo posible que es el dato.
Grado de importancia (G4). En una relacio´n, distintos objetos pueden tener diferente
nivel de importancia y esa diferencia puede ser u´til considerar para algunos propo´sitos.
Cada instancia de una entidad tiene un grado para medir la relacio´n de esa instancia con su
tipo de entidad.
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Interrelaciones difusas
Una interrelacio´n se considera difusa si tiene un atributo difuso que relacione las entidades
asociadas.
Participacio´n difusa
Participacio´n: Especifica si la existencia de una entidad depende de que este´ relacionada con
la otra entidad. Puede ser total o parcial.
Tipo de Correspondencia: Restringe el nu´mero de elementos de la interrelacio´n en los que
puede participar una entidad.
Los ma´s comunes son:
“uno a uno”(1:1)
“uno a muchos”(1:N)
“muchos a muchos”(N:M)
Completitud difusa
Restricciones para una especializacio´n o generalizacio´n:
De completitud total: Toda entidad de la superclase debe pertenecer a alguna subclase de
la especializacio´n.
De completitud parcial: Existen instancias de la superclase que no pertenecen a ninguna
subclase.
Agregacio´n difusa
Una agregacio´n permite representar tipos de entidades compuestas que se obtienen por la
unio´n de otras ma´s simples.
Existen dos tipos de agregaciones:
De tipos de entidades. Ejemplo: un coche se compone de chasis, motor e interior. Consi-
deremos que el atributo motor tiene una importancia de 0.8 y el interior de 0.5.
De atributos. Ejemplo: el atributo Identificador tiene una importancia de 1, seguido por
el an˜o (0.8), el duen˜o (0.7) y el color(0.6).
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2.4.3. Principales modelos de bases de datos difusas
Los aspectos ma´s importantes de la informacio´n que tratamos son: incertidumbre e impre-
cisio´n.
Un SBDRD (Sistema de Bases de Datos Relaionales Difuso) debe satisfacer las siguientes
condiciones:
Proporcionar mecanismos adecuados para poder representar la informacio´n difusa.
Representar un marco adecuado para almacenar el significado de la informacio´n difusa
que albergue.
Facilitar un nu´mero mı´nimo de operadores.
Satisfacer los requisitos de un modelo relacional.
Aunque au´n no hemos logrado satisfacer completamente las caracter´ısticas anteriores. Los
diferentes niveles “difusos”que se pueden cubrir actualmente mediante un SBDRD son:
Obtencio´n de informacio´n difusa a partir de datos almacenados de forma precisa.
Representacio´n y recuperacio´n de informacio´n difusa.
Representacio´n y recuperacio´n de informacio´n difusa, y el tratamiento de la misma.
Existen tres enfoques diferentes para implementar la gestio´n de bases de datos difusas:
1. Modelo Relacional Difuso Ba´sico.
2. Modelo de Unificacio´n Mediante Relaciones de Similitud.
3. Modelos Relacionales sobre Distribuciones de Posibilidad.
Los modelos ma´s importantes basados en el u´ltimo enfoque son:
el modelo de Umano-Fukami
el modelo de Prade-Testemale
el modelo de Zemankova-Kaendel
el modelo GEFRED
Nosotros nos centraremos en el modelo GEFRED.
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2.5. GEFRED. Un modelo generalizado de bases de datos difu-
sas
GEFRED es un modelo generalizado de bases de datos difusas que fue introducido en 1994
por Medina J.M., Pons O. y Vila A., de la Universidad de Granada, en la revista Information
Sciences 76 (1), 87-109. Este modelo se desarrolla en un ambiente posibil´ıstico pero incorporan-
do un tratamiento coherente para aquella informacio´n difusa cuyo origen o representacio´n no es
posibil´ıstica. Las l´ıneas ba´sicas que sustentan el modelo se desglosan en los apartados relativos
a la estructura y manipulacio´n de los mismos.
2.5.1. Estructura de datos
Uno de los objetivos del modelo es el de proporcionar una amplia cobertura, en cuanto a
la representacio´n y tratamiento, de informacio´n difusa. De acuerdo con esto, el tipo de datos
sobre los que opera este modelo se enumera en la Figura 2.12.
Figura 2.12: Tabla 1: Tipos de datos
El te´rmino escalar en informa´tica viene heredado del A´lgebra Lineal y se refiere a un dato
ato´mico y unidimensional, en contraposicio´n al concepto de Vector, que se refiere a un dato
multidimensional (int, bool, char, short, long, float, double, etc).
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Los elementos del modelo que estructuran toda esta informacio´n son:
DOMINIO DIFUSO GENERALIZADO, DG.
Definicio´n 7. Si D es el dominio de discurso, P˜ (D) el conjunto de todas las distribuciones
de posibilidad definidas sobre D, incluidas las que definen los tipos Unknown y Undefined,
(Tipos 8 y 9 resp. de la Figura 2.12), y NULL el tipo cuya definicio´n aparece en la citada
tabla, llamaremos Dominio Difuso Generalizado, DG, a DG ⊆ P˜ (D) ∪NULL.
El Dominio Difuso Generalizado constituye el elemento estructural sobre el que se articu-
lara´ la representacio´n de los datos recogidos en la Figura 2.12.
RELACION DIFUSA GENERALIZADA, RFG.
Definicio´n 8. Una Relacio´n Difusa Generalizada, RFG, viene dada por un par de
conjuntos “cabecera”, (H) y “cuerpo”, (B), RFG = (H,B) definidos como sigue:
- La “cabecera” consiste en un conjunto fijo de ternas atributo-dominio-pertenencia,
H = {(AG1 : DG1 [, µAG1 ]), (AG2 : DG2 [, µAG2 ]),...,(AGn : DGn [, µAGn ])}
donde a cada atributo AGj , le subyace un dominio difuso generalizado, no necesariamente
distinto, DGj (j = 1, 2, ..., n) y µAGj es un“atributo de pertenencia” que toma valores en
el intervalo [0,1].
- El “cuerpo” consiste en un conjunto de tuplas difusas generalizadas, donde cada tupla
esta´ compuesta por un conjunto de ternas atributo-valor-grado,
B = {(AG1 : d˜i1[, µi1]), (AG2 : d˜i2[, µi2]),..., (AGn : d˜in[, µin])}
(i = 1, 2, ...,m, siendo m el nu´mero de tuplas de la relacio´n), donde d˜ij representa el valor
de dominio que toma la tupla i sobre el atributo AGj y µij 6= 0 el grado de pertenencia
de este valor a la tupla i.
Observaciones:
• Los corchetes que encierran a µAGj y a µij denotan un cara´cter opcional para el
atributo de pertenencia y por tanto para los grados de pertenencia, en cuanto a su
aparicio´n, de forma expl´ıcita, en la cabecera y cuerpo de la relacio´n respectivamente.
En una relacio´n difusa generalizada RFG, en la que para un atributo dado, AGj , no
tengamos definido en la cabecera el atributo de pertenencia µAGj correspondiente,
entenderemos que todos los valores de dominio que adopte el cuerpo de la relacio´n
para dicho atributo, d˜ij , presentara´n, impl´ıcitamente, un grado de pertenencia a la
tupla i igual a 1, o sea, µij = 1 ∀ i = 1, 2, ...,m siendo m el nu´mero de tupla de la
relacio´n.
• Una tupla i, que contenga un valor cero para alguno de los µij que la componen, no
pertenecera´ a la relacio´n RFG.
• La definicio´n de relacio´n difusa generalizada contempla las relaciones cla´sicas como
un caso particular, donde los dominios cla´sicos sobre los que se construyen los atribu-
tos que constituyen la cabecera de la relacio´n son casos particulares de la definicio´n
de dominio difuso generalizado y donde no aparecen los atributos de pertenencia en
la cabecera ni los grados de pertenencia en el cuerpo, ya que estos son considerados
igual a uno.
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Definicio´n 9. Sea RFG una relacio´n difusa generalizada dada por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]), (AG2 : DG2 [, µAG2 ]),...,(AGn : DGn [, µAGn ])}
B = {(AG1 : d˜i1[, µi1]), (AG2 : d˜i2[, µi2]),..., (AGn : d˜in[, µin])}
Llamaremos Componente de valor de una relacio´n difusa generalizada y lo denotaremos
RvFG, a la parte de la relacio´n dada por:
RvFG =
{ Hv = {(AG1 : DG1),..., (AGn : DGn)}
Bv = {(AG1 : d˜i1),..., (AGn : d˜in)}
Hv y Bv son las componentes de valor de la “cabecera” y el “cuerpo” respectivamente,
as´ı mismo llamaremos componentes de pertenencia de una relacio´n difusa generalizada
y lo denotaremos RµFG, a la parte de la relacio´n dada por:
RµFG =
{ Hµ = {[µAG1 ]),..., [µAGn ]}
Bµ = {[µi1]),..., [µin])}
Hµ y Bµ son las componentes de pertenencia de la “cabecera” y el “cuerpo” respec-
tivamente.
CLAVE PRIMARIA GENERALIZADA, KG.
Definicio´n 10. Sea RFG una relacio´n difusa generalizada dada por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),...,(AGn : DGn [, µAGn ])}
B = {(AG1 : d˜i1[, µi1]),..., (AGn : d˜in[, µin])}
con i = 1, 2, ...,m, siendom el nu´mero de tuplas de la relacio´n, llamaremos clave primaria
generalizada, KG, a un subconjunto de H expresado como:
KG ⊆ H,KG = {(AGs : DGs): s ∈ S ⊆ {1, ..., n}}
que cumple:
• ∀ s ∈ S, DGs es un dominio nume´rico o escalar simple (tipos 1 y 2 de la Figura
2.12).
• ∀ i, i′ ∈ {1, ...,m}, ∃s ∈ S : (AGs : dis) 6= (AGs : di′s), donde el operador 6= recoge el
significado cla´sico de la desigualdad.
Con la clave primaria definida de esta forma se garantiza, de un lado, la accesibilidad
de cada una de las tuplas de la relacio´n y, de otro, la posibilidad de proporcionar un
tratamiento difuso a los atributos incluidos en la clave primaria cuando esto resulte con-
veniente. Adema´s, la existencia de una clave primaria posibilita que se pueda exigir a una
base de datos relacional difusa realizada segu´n el modelo propuesto que satisfaga las reglas
de identidad y referencial.
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2.5.2. Manipulacio´n de los datos
El modelo describe un a´lgebra relacional difusa generalizada con la que se manipulan las
RFG,s. Las operaciones cla´sicas (Unio´n, Interseccio´n, Diferencia, Producto cartesiano, Proyec-
cio´n, JOIN y Seleccio´n) quedan extendidas a fin de que puedan operar sobre las RFG,s de forma
coherente.
La seleccio´n y el JOIN basan su funcionamiento en el empleo de comparadores difusos cons-
truidos en torno a alguna de las medidas de compatibilidad difusas aparecidas en la literatura.
Nuestro modelo adopta un marco ba´sico, sobre el que construir los comparadores difusos par-
tiendo del significado de las operaciones de comparacio´n definidas sobre el dominio de discurso,
y extendiendo dicho significado al tratamiento de valores del dominio generalizado difuso.
Operadores de comparacio´n difusa
Un aspecto cr´ıtico que ha de abordar cualquier SBRD es la definicio´n de los operadores que
se ven envueltos en las operaciones de Seleccio´n y JOIN. Este problema lo resuelve el modelo
mediante la definicio´n de operadores de comparacio´n a dos niveles: a nivel del Dominio de
discurso D y a nivel de DG. Sobre el primer nivel definiremos el comparador extendido, θe y con
su ayuda construiremos el comparador difuso generalizado, θG, en el segundo.
COMPARADOR EXTENDIDO (θe)
Definicio´n 10. Sea D el dominio de discurso considerado, llamaremos Comparador
Extendido, θe, a cualquier operador definido sobre D que pueda ser expresado en la
forma:
θe : D ×D → [0, 1]
θe(di, dj)→ [0, 1]
con di, dj ∈ D
El comparador extendido recoge todas las modalidades de relacio´n existentes entre los
valores del dominio de discurso D considerado, atendiendo a la naturaleza de dichos valores
y el cara´cter (cla´sico, difuso o de similitud) de la relacio´n existente entre los mismos.
As´ı definido, el comparador extendido permite modelar en forma consistente los si-
guientes operadores de comparacio´n:
• Comparadores cla´sicos del a´lgebra relacional tales como: =, 6=, >,≥, <,≤. Por ejem-
plo, el operador igual extendido quedar´ıa expresado mediante =e (di, dj) = δ(di, dj)
donde δ(di, dj) = 1 para di = dj y δ(di, dj) = 0 para di 6= dj .
• Comparadores difusos tales como“aproximadamente igual”, “mucho mayor que”, etc.
Este tipo de comparadores vendra´n expresados mediante funciones de pertenencia.
Por ejemplo, se podr´ıa modelar el operador “aproximadamente igual” mediante el
correspondiente comparador extendido 'e con la siguiente funcio´n de pertenencia:
µ'e(di, dj) = e−β|di−dj | con β > 0
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• Operadores de similitud, los cuales operan sobre datos escalares en los que se ha
establecido una relacio´n de similitud.
• Comparadores en base a propiedad. Estos comparadores operan sobre dominios dis-
cretos y basan su actuacio´n en la definicio´n previa de la relacio´n existente entre cada
par de valores pertenecientes a dicho dominio en base a una propiedad observada
sobre lo mismo. Contienen en forma expl´ıcita el grado en que cada par de valores
del producto cartesiano D ×D son compatibles segu´n la propiedad que modela este
comparador.
Ejemplo 1 Supongamos P = {malo, regular, bueno, excelente}, el dominio finito de es-
calares asociado a un atributo que almacena el rendimiento de un empleado. Se puede
considerar sobre este dominio la propiedad “ma´s eficiente que”, la cual nos proporciona
en que´ medida son ma´s eficientes entre s´ı cada valor del dominio. As´ı, por ejemplo, esta
propiedad pone de manifiesto que el valor de dominio “bueno” es “ma´s eficiente que” el
valor “regular” y algo ma´s que “malo”. Esto nos conduce, a la hora de modelar este tipo
de operadores, a asignar a cada par de valores un grado de compatibilidad, comprendido
entre 0 y 1, con la propiedad “ma´s eficiente que”. Con lo cual, por ejemplo, podr´ıamos mo-
delar la propiedad “ma´s eficiente que” definida sobre el dominio P mediante la siguiente
relacio´n:
Figura 2.13: Tabla 2
De forma similar se podr´ıan modelar otras propiedades definidas sobre el dominio P , como
por ejemplo: “mucho ma´s eficiente que”, “menos eficiente que”, etc.
COMPARADOR DIFUSO GENERALIZADO (θG)
Definicio´n 11. Sea D el dominio de discurso considerado, sea DG el dominio difuso gene-
ralizado construido sobre e´l y sea θe un comparador extendido definido enD. Consideremos
una funcio´n θG definida:
θG : DG ×DG → [0, 1]
θG(d˜1, d˜2) ∈ [0, 1]
Diremos que θG es un comparador difuso generalizado sobre DG inducido por el
comparador extendido θe, si cumple:
θG(d˜1, d˜2) = θe(d1, d2) ∀ d1, d2 ∈ D
donde d˜1, d˜2 representan las distribuciones de posibilidad, 1/d1, 1/d2, inducidas, respecti-
vamente, por los valores d1, d2.
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A´lgebra relacional difusa generalizada
Con los comparadores difusos anteriormente definidos y con la estructura de datos adop-
tada por el modelo, estamos en condiciones de extender el significado de los operadores del
a´lgebra relacional, a fin de que podamos manipular en forma conveniente las “relaciones difusas
generalizadas”.
UNIO´N DIFUSA GENERALIZADA, ∪G
Definicio´n 12. Sean RFG y R
′
FG dos relaciones difusas generalizadas dadas por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜i1[, µi1]),..., (AGn : d˜in[, µin])}
R′FG =
{ H′ = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B′ = {(AG1 : d˜′k1[, µ′k1]),..., (AGn : d˜′kn[, µ′kn])}
con i = 1, , ...,m y k = 1, , ...,m′, siendo m y m′ las respectivas cardinalidades, entonces
la unio´n difusa generalizada de RFG y R
′
FG vendra´ definida por:
RFG ∪G R′FG =

H∪G = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B∪G =
{ Bv∪G = Bv ∪ B′v
Bµ∪G = {[µ′′l1], ..., [µ′′ln]}
con l = 1, ...,m′′, siendo m′′ la cardinalidad de la unio´n, donde
µ′′lj = max{µlj , µ′lj}
µlj el grado de pertenencia de d
′′
lj a la tupla l en la relacio´n RFG y µ
′
lj el grado de
pertenencia de pertenencia de d′′lj a la tupla l en la relacio´n R
′
FG.
Por tanto, la unio´n difusa generalizada de dos relaciones difusas generalizadas, contiene
aquellas tuplas que pertenecen a la unio´n de ambas relaciones, adoptando, para el grado
de pertenencia a cada tupla de la unio´n, µ′′lj , el ma´ximo de los grados de pertenencia
adoptados por dichos valores en las relaciones de origen, µ′′lj = max{µlj , µ′lj}.
INTERSECCIO´N DIFUSA GENERALIZADA, ∩G
Definicio´n 13. Sean RFG y R
′
FG dos relaciones difusas generalizadas dadas por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜i1[, µi1]),..., (AGn : d˜in[, µin])}
R′FG =
{ H′ = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B′ = {(AG1 : d˜′k1[, µ′k1]),..., (AGn : d˜′kn[, µ′kn])}
con i = 1, , ...,m y k = 1, , ...,m′, siendo m y m′ las respectivas cardinalidades, entonces
la interseccio´n difusa generalizada de RFG y R
′
FG vendra´ definida por:
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RFG ∩G R′FG =

H∩G = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B∩G =
{ Bv∩G = Bv ∩ B′v
Bµ∩G = {[µ′′l1], ..., [µ′′ln]}
con l = 1, ...,m′′, siendo m′′ la cardinalidad de la interseccio´n, donde
µ′′lj = min{µlj , µ′lj}
µlj el grado de pertenencia de d
′′
lj a la tupla l en la relacio´n RFG y µ
′
lj el grado de
pertenencia de pertenencia de d′′lj a la tupla l en la relacio´n R
′
FG.
As´ı pues, la interseccio´n difusa generalizada de dos relaciones difusas generalizadas con-
tiene aquellas tuplas que pertenecen a la interseccio´n de ambas relaciones, adoptando,
para el grado de pertenencia a cada tupla de la unio´n, µ′′lj , el mı´nimo de los grados de
pertenencia adoptados por dichos valores en las relaciones de origen, µ′′lj = min{µlj , µ′lj}.
DIFERENCIA DIFUSA GENERALIZADA, −G
Definicio´n 14. Sean RFG y R
′
FG dos relaciones difusas generalizadas dadas por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜i1[, µi1]),..., (AGn : d˜in[, µin])}
R′FG =
{ H′ = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B′ = {(AG1 : d˜′k1[, µ′k1]),..., (AGn : d˜′kn[, µ′kn])}
con i = 1, , ...,m y k = 1, , ...,m′, siendo m y m′ las respectivas cardinalidades, entonces
la diferencia difusa generalizada de RFG y R
′
FG vendra´ definida por:
RFG −G R′FG =

H−G = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B−G =
{ Bv−G = Bv − B′v
Bµ−G = {[µ′′l1], ..., [µ′′ln]}
con l = 1, ...,m′′, siendo m′′ la cardinalidad de la diferencia, donde
µ′′lj = min{µlj , 1− µ′lj}
µlj el grado de pertenencia de d
′′
lj a la tupla l en la relacio´n RFG y µ
′
lj el grado de
pertenencia de pertenencia de d′′lj a la tupla l en la relacio´n R
′
FG.
Como puede observarse, la diferencia difusa generalizada de dos relaciones difusas ge-
neralizadas contiene aquellas tuplas que pertenecen a la diferencia de ambas relaciones,
adoptando, para el grado de pertenencia a cada tupla de la diferencia, µ′′lj , el mı´nimo
entre el grado de pertenencia a la tupla en la relacio´n RFG y el complemento del grado
de pertenencia a la tupla de la relacio´n R′FG, µ
′′
lj = min{µlj , 1− µ′lj}.
PRODUCTO CARTESIANO DIFUSO GENERALIZADO, ×G
Definicio´n 15. Sean RFG y R
′
FG dos relaciones difusas generalizadas dadas por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜i1[, µi1]),..., (AGn : d˜in[, µin])}
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R′FG =
{
H′ = {(AG1 : DG1 [, µAG1 ]),..., (AGn′ : DGn′ [, µAGn′ ])}
B′ = {(AG1 : d˜′k1[, µ′k1]),..., (AGn′ : d˜′kn′ [, µ′kn′ ])}
con i = 1, , ...,m y k = 1, , ...,m′, siendo m y m′ las respectivas cardinalidades y n, n′
los respectivos grados, entonces el producto cartesiano difuso generalizado se define
como:
RFG ×G R′FG =
{ H×G = H×H′
B×G = B × B′
Como se puede observar el producto cartesiano difuso generalizado opera igual que el
producto cartesiano usual, solo que considera a los atributos de pertenencia y a sus valores
como partes integrantes de las relaciones.
PROYECCIO´N DIFUSA GENERALIZADA, PG
Definicio´n 16. Sea RFG una relacio´n difusa generalizada dada por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜r1[, µr1]),..., (AGn : d˜rn[, µrn])}
con r = 1, , ...,m, siendo m el nu´mero de tuplas de la relacio´n.
Sea X un subconjunto de H expresado como:
X ⊆ H, X = {(AGs : DGs [, µAGs′ ]) : s ∈ S, s
′ ∈ S′;S, S′ ⊆ {1, ..., n}}
entonces diremos que la proyeccio´n difusa generalizada de RFG sobre X, PG(RFG;X)
es una relacio´n difusa generalizada dada por:
PG(RFG;X) =
{ HP = X
BP = {(AGs : d˜rs[, µrs′ ])}
con s ∈ S, s′ ∈ S′, S, S′ ⊆ {1, ..., n}.
La proyeccio´n se puede realizar sobre cualquier subconjunto de la cabecera, pudiendo
incluir e´ste “atributo de valor” as´ı como “atributo de pertenencia”. El resultado de la
proyeccio´n es una “seleccio´n vertical” sobre el cuerpo de la relacio´n.
SELECCIO´N DIFUSA GENERALIZADA, SG
Definicio´n 17. Sea RFG una relacio´n difusa generalizada dada por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜r1[, µr1]),..., (AGn : d˜rn[, µrn])}
con r = 1, , ...,m, siendo m el nu´mero de tuplas de la relacio´n.
Sea a˜ ∈ DG una constante, sea θG un “comparador difuso generalizado” y sea γ ∈ [0, 1]
un“umbral de cumplimiento”, entonces la seleccio´n difusa generalizada realizada sobre
RFG por la condicio´n inducida por θG compuesto con a˜ sobre el atributo AGi y cualificada
por γ, SG(RFG; θG(Ai; a˜) ≥ γ), es una relacio´n RSFG dada por:
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RSFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn[, µAGn ])}
B = {(AG1 : d˜r′1[, µr′1]),..., (AGi : d˜r′ i[, µr′ i]),..., (AGn : d˜r′n[, µr′n])}
con
µ′r′i = θG(d˜r′ i; a˜) ≥ γ
r′ = 1, ...,m′, siendo m′ la cardinalidad de la seleccio´n.
- Reglas de composicio´n sobre la seleccio´n generalizada, SG
Definicio´n 18. Sea RFG una relacio´n difusa generalizada dada por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜r1[, µr1]),..., (AGn : d˜rn[, µrn])}
con r = 1, , ...,m, siendo m el nu´mero de tuplas de la relacio´n y
• sea S ⊆ {1, ..., n} siendo n el “grado” de RFG,
• sean a˜i ∈ DGi , i ∈ S un conjunto de constantes no necesariamente distintas y AGi ,
i ∈ S un conjunto de atributos de la cabecera de RFG no necesariamente distintos,
• sean θGi , i ∈ S, un conjunto de comparadores difusos generalizados, no necesaria-
mente distintos,
• sean γi ∈ [0, 1], un conjunto de “umbrales de cumplimiento”,
• y sean SG(RFG; θGi(Ai, a˜i) ≥ γi), i ∈ S, el conjunto de selecciones difusas generali-
zadas inducidas por las constantes a˜i y los comparadores difusos generalizados, θGi
sobre los atributos AGi de RFG y cualificadas por γi.
Entonces definimos las siguientes composiciones sobre la seleccio´n generalizada:
• Llamaremos complemento de la seleccio´n generalizada, ¬SG(RFG;¬θGi(Ai, a˜i) ≥
γi) = SG(RFG; θGi(Ai, a˜i) ≥ γi), a la relacio´n difusa generalizada, R¬SFG dada por:
R¬SFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜r′1[, µr′1]),..., (AGi : d˜r′ i[, µr′ i]),..., (AGn : d˜r′n[, µr′n])}
con
µ′r′i = 1− θGi(d˜r′ i; a˜) ≥ γ
r′ = 1, ...,m′, siendo m′ la cardinalidad de la seleccio´n.
• Se define la conjuncio´n sobre la seleccio´n generalizada mediante la expresio´n:∧
SG(RFG; θGi(Ai, a˜i) ≥ γi) =
⋂
G(RFG; θGi(Ai, a˜i) ≥ γi)
• La disyuncio´n sobre la seleccio´n generalizada viene dada por la expresio´n:∨
SG(RFG; θGi(Ai, a˜i) ≥ γi) =
⋃
G(RFG; θGi(Ai, a˜i) ≥ γi)
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La seleccio´n difusa generalizada as´ı definida, proporciona un mecanismo por el cual
se ajustan los “grados de pertenencia” de los “valores atributo” segu´n las condiciones
impuestas en la consulta y se eliminan aquellas tuplas que no satisfacen un “umbral de
cumplimiento” establecido. Para ello, se hace uso de los “comparadores difusos generaliza-
dos” empleados para modelar las condiciones. Tambie´n se han introducido reglas mediante
las cuales componer consultas complejas a partir de unas ma´s simples.
JOIN DIFUSO GENERALIZADO, onG
Definicio´n 19. Sean RFG y R
′
FG dos relaciones difusas generalizadas dadas por:
RFG =
{ H = {(AG1 : DG1 [, µAG1 ]),..., (AGn : DGn [, µAGn ])}
B = {(AG1 : d˜i1[, µi1]),..., (AGn : d˜in[, µin])}
R′FG =
{
H′ = {(AG1 : DG1 [, µAG1 ]),..., (AGn′ : DGn′ [, µAGn′ ])}
B′ = {(AG1 : d˜′k1[, µ′k1]),..., (AGn′ : d˜′kn′ [, µ′kn′ ])}
con i = 1, , ...,m y k = 1, , ...,m′, siendo m y m′ las respectivas cardinalidades y n, n′ los
respectivos grados.
Sea θG un “comparador difuso generalizado” y sea γ ∈ [0, 1] un “umbral de cumplimien-
to”, entonces la JOIN difusa generalizada realizada sobre RFG ×G R′FG mediante la
condicio´n θG inducida sobre los atributos AGi de RFG y A
′
Gi′
de R′FG, cualificada por
γ′′, onG (RFG ×G R′FG; θG(Ai, A′i′) ≥ γ)
viene dada por:
RonFG =

Hon = H × H′
Bon = {(AG1 : d˜r1[, µr1]),..., (AGi : d˜ri, µ′′ri),...,(A′Gi′ : d˜
′
ri′ , µ
′′
ri′),
...,(A’Gn′′ : d˜
′
rn′′ [, µrn′′ ])}
con n′′ = n+ n′, donde r es la cardinalidad del JOIN y
µ′′ri = µ
′′
ri′ = θG(d˜ri, d˜
′
ri′) ≥ γ
La JOIN difusa generalizada se puede entender como una especie de seleccio´n difusa
generalizada realizada sobre el producto cartesiano difuso generalizado de las dos relaciones
implicadas, y cuyo resultado es la variacio´n de los grados de pertenencia de los atributos
sobre los que se ejecuta la JOIN y la supresio´n de aquellas tuplas que no presenten un
“grado de JOIN” superior o igual a un umbral establecido.
2.5.3. Ejemplo de representacio´n y manipulacio´n de una BD relacional difusa
segu´n GEFRED
Para ilustrar el funcionamiento del modelo vamos a emplear el ejemplo de una relacio´n
que recoge datos, algunos de ellos de naturaleza difusa, sobre un conjunto de empleados. Este
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ejemplo no agota todas las posibilidades del modelo GEFRED, tanto en la representacio´n, como
en la manipulacio´n de informacio´n difusa.
Suponemos que la informacio´n que almacenan los atributos NOMBRE y CALLE son de
naturaleza precisa. Los dominios que subyacen a EDAD y SALARIO, son nume´ricos y tienen
definidos sobre ellos las distribuciones de posibilidad (expresadas en forma trapezoidal) eti-
quetadas y definidas como muestras las Figuras 2.14, 2.15 y 2.16. Se observa la presencia
de valores “Unknown” en ambos atributos pero, dada la naturaleza de la relacio´n, no existen
valores “undefined” y por tanto tampoco “NULL”. El dominio que subyace al atributo REN-
DIMIENTO es el tipo 1 de la Figura 2.12. En la Figura 2.18 se especifican los valores del
dominio as´ı como la relacio´n de similitud que existe entre ellos. Tambie´n permite en principio
valores “Unknown”.
Figura 2.14: Etiquetas lingu¨´ısticas definidas sobre el dominio EDAD
Figura 2.15: Etiquetas lingu¨´ısticas definidas sobre el dominio SALARIO
De acuerdo con el modelo GEFRED, la “cabecera” de la relacio´n difusa generalizada que
estructura la informacio´n vendr´ıa dada por:
Λ = {NOMBRE : DNOMBRE , CALLE : DCALLE , EDAD : DEDAD, RENDIMIENTO :
DRENDIEMIENTO, SALARIO : DSALARIO}
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Figura 2.16: Etiqueta “aproximadamente” sobre el dominio EDAD
Figura 2.17: Tabla 2:Tabla de empleados, Emp
Donde no aparecen los atributos de pertenencia es porque el grado de pertenencia de cada
valor de atributo a tupla es igual a 1. El “cuerpo” de la relacio´n esta´ constituido por todas las
tuplas mostradas en la relacio´n de la Figura 2.17.
Figura 2.18: Tabla 3: Relacio´n de analog´ıa sobre el dominio RENDIMIENTO.
Para poner de manifiesto el funcionamiento del a´lgebra relacional difuso generalizado, vamos
a estudiar el proceso de resolucio´n de una consulta ejemplo.
En la primera consulta estamos interesados en encontrar empleados que con un rendimiento
“bueno” perciban un salario “alto”, o que con una edad “mayor” tengan un salario “medio”.
En te´rminos ma´s precisos, podr´ıamos formular la siguiente consulta:
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Consulta: Dame el NOMBRE, la EDAD, el RENDIMIENTO y el SALARIO, as´ı como el
grado en que cada atributo satisface la condicio´n, de aquellos empleados que presenten REN-
DIMIENTO “bueno” (con un grado ≥ 0,9) y un SALARIO “alto” (con un grado ≥ 0,7) o´ que
tengan una EDAD “mayor” (con un grado ≥ 0,6) y un SALARIO “medio” (con un grado ≥ 0,7).
Los “comparadores difusos generalizados” impl´ıcitos en la consulta debera´n, o estar definidos
en la implementacio´n, o bien estar almacenados co´mo componentes de metaconocimiento de
la Base de Datos Difusa. GEFRED, en este aspecto, no precisa como se ha de modelar el
comparador de forma espec´ıfica. Esto es as´ı porque la naturaleza de la informacio´n condiciona,
adema´s de la representacio´n de los datos, la forma de operar con ellos. En nuestro ejemplo
vamos a emplear los siguientes modelos para los comparadores implicados en la consulta:
Para la compatibilidad en los atributos EDAD y SALARIO empleamos el “comparador
extendido” habitual =e (d, d
′) = δ(d, d′) y el “comparador difuso generalizado” inducido:
θ=e(d˜, d˜′) = sup(d, d′) ∈ D ×D / min(=e (d, d′) = δ(d, d′), pid˜(d), pid˜′(d′))
donde, pid˜(d) y pid˜′(d
′) son las distribuciones de posibilidad asociadas a d˜ y d˜′, respectiva-
mente.
Para RENDIMIENTO emplearemos el “comparador extendido” se(d˜, d˜′) dado en la Fi-
gura 2.18. El “comparador difuso generalizado” usado sera´:
θse(d˜, d˜′) = sup(d, d′) ∈ D ×D / min(se(d, d′) = δ(d, d′), pid˜(d), pid˜′(d′))
donde nuevamente, pid˜(d) y pid˜′(d
′) son las distribuciones de posibilidad asociadas a d˜ y d˜′,
respectivamente.
Una vez precisados los comparadores, la consulta en los te´rminos de a´lgebra de GEFRED
queda expresada como sigue.
PG((S1 ∧G S2) ∨G (S3 ∧G S4;X)
Figura 2.19: Tabla 4: Ca´lculo de S1
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Figura 2.20: Tabla 5: Ca´lculo de S2
donde:
S1 = SG(Emp, θ
Se(RENDIMIENTO,Bueno) ≥ 0,9) con “Bueno” ∈ DREND.
S2 = SG(Emp, θ
=e(SALARIO,Alto) ≥ 0,7) siendo “Alto” la etiqueta que referencia la
distribucio´n de posibilidad mostrada en la Figura 2.15.
S3 = SG(Emp, θ
=e(EDAD,Mayor) ≥ 0,6) siendo “Mayor” la etiqueta que referencia la
distribucio´n de posibilidad mostrada en la Figura 2.14.
S4 = SG(Emp, θ
=e(SALARIO,Medio) ≥ 0,7) siendo “Medio” la etiqueta que referencia
la distribucio´n de posibilidad mostrada en la Figura 2.15.
X = {NOMB,EDAD,µEDAD, REND,µREND, SAL, µSAL}
En las Figuras 2.19, 2.20, 2.21, 2.22, 2.23, 2.24, 2.25 y 2.26, se detallan las diferentes
operaciones llevadas a cabo para resolver la consulta.
Figura 2.21: Tabla 6: Ca´lculo de S3
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Figura 2.22: Tabla 7: Ca´lculo de S4
Figura 2.23: Tabla 8: Ca´lculo de S1 ∧G S2
Figura 2.24: Tabla 9: Ca´lculo de S3 ∧G S4
Figura 2.25: Tabla 10: Ca´lculo de ((S1 ∧G S2)∨G(S3 ∧G S4))
2.5.4. Conclusiones
El modelo que presentamos en este trabajo aporta las siguientes caracter´ısticas frente a las
otras propuestas de modelos:
Proporciona tratamiento difuso a la informacio´n: tanto a los datos difusos, como a las
relaciones que existen entre ellos.
Los tipos de datos con los que opera son bastante extenso en comparacio´n con otras
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Figura 2.26: Tabla 11: PG((S1 ∧G S2)∨G(S3 ∧G S4;X))
propuestas. Su naturaleza difusa es ma´s dispersa que en modelos precedentes.
Organiza de forma consistente la informacio´n difusa. Las “relaciones difusas generaliza-
das” estructuran tanto la informacio´n de partida como la que resulta de las operaciones
realizadas sobre la misma. Una tupla difusa generalizada se entiende como una serie de
valores de atributo, difusos o no, que presentan un grado de pertenencia, mayor o menor,
a la relacio´n que dicha tupla expresa. En el ejemplo anterior una de las tuplas que aparece
como resultado de la consulta, p.e., es {Antonio, (Maduro,0.75), (Regular,1), (100000,1)};
esto significa que en la base de datos hay una tupla que corresponde a las condiciones de
la consulta con grado 0.75 para los requerimientos de edad, y con un grado 1, para los de
rendimiento y salario.
Dentro del conjunto de metainformacio´n que el experto o el usuario debe proporcionar a la
Base de Datos se encuentra, adema´s de la definicio´n que adopta para las diferentes etique-
tas, la del modelo de comparador difuso que va a asociar a cada una de las comparaciones
a establecer para cada dominio definido.
El modelo presenta gran flexibilidad para el tratamiento y evaluacio´n de la informacio´n
difusa, basado en la libertad a la hora de seleccionar un comparador difuso generalizado u
otro y en que se puede controlar el grado en que se satisfacen las condiciones individuales
de una consulta.
Una gran parte de los modelos precedentes se pueden considerar, bajo ciertas condiciones,
como casos particulares de GEFRED. Por tanto, este modelo se puede emplear para
representarlos.
Por u´ltimo, el modelo tambie´n presenta una serie de desventajas, como por ejemplo:
El lenguaje de consulta resulta inco´modo debido al gran nu´mero de para´metros que deben
utilizarse.
Los comparadores abstractos hacen dif´ıcil la decisio´n de cua´l debemos usar.
Falta de estandarizacio´n derivado de la poca popularidad de este tipo de bases de datos
pues es un campo novedoso y, por tanto, el nu´mero de especialistas en dicho campo es
muy bajo.
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Ape´ndice A
Programas JAVA
A.1. Programa 1
1
2public class Usuario {
3
4 public St r ing f echa ;
5 public St r ing codfac ;
6 public int cod ;
7 public St r ing nom ;
8 public St r ing num;
9
10 public Usuario ( S t r ing fecha , S t r ing codfac , int cod , S t r ing nom, St r ing num) {
11 this . f e cha=fecha ;
12 this . cod fac=codfac ;
13 this . cod=cod ;
14 this . nom=nom ;
15 this .num=num;
16
17 }
18}
19
20import java . i o . BufferedReader ;
21import java . i o . F i l e ;
22import java . i o . FileNotFoundException ;
23import java . i o . F i leReader ;
24import java . i o . F i l eWr i t e r ;
25import java . i o . IOException ;
26import java . u t i l . ArrayList ;
27import java . u t i l . L i s t ;
28import java . u t i l . Vector ;
29
30import com . c sv reader . CsvWriter ;
31
32import dominio . Usuario ;
33
34public class ReadCVS {
35
36 public stat ic void main ( St r ing [ ] a rgs ) {
37
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38 ReadCVS obj = new ReadCVS( ) ;
39 obj . run ( ) ;
40
41 }
42
43 public void run ( ) {
44
45 St r ing c s v F i l e = ” fac t s D i c i embre . csv ” ;
46 BufferedReader br = null ;
47 St r ing l i n e = ”” ;
48
49 try {
50
51 List<Usuario> usua r i o s = new ArrayList ( ) ;
52
53 br = new BufferedReader (new Fi leReader ( c s v F i l e ) ) ;
54
55 while ( ( l i n e = br . readLine ( ) ) != null ) {
56
57
58 St r ing [ ] pa labras = l i n e . s p l i t ( ”/” ) ;
59
60 St r ing f echa=pa labras [ 0 ] ;
61 St r ing nombre=pa labras [ 1 ] ;
62 St r ing codfac=pa labras [ 2 ] ;
63 I n t e g e r codpa i s=I n t e g e r . pa r s e In t ( pa labras [ 3 ] . tr im ( ) ) ;
64 St r ing iva= pa labras [ 4 ] ;
65 St r ing t rans= pa labras [ 5 ] ;
66 St r ing prod= pa labras [ 6 ] ;
67 St r ing ttconIVA= palabras [ 7 ] ;
68 St r ing tts inIVA= palabras [ 8 ] ;
69 St r ing metodoPago= pa labras [ 9 ] ;
70 Double dto= Double . parseDouble ( pa labras [ 1 0 ] . tr im ( ) ) ;
71 // S t r i n g metodoPago2=p a l a b r a s [ 1 1 ] ;
72
73 int codv , codt , codi , codmp , coddto ;
74 int [ ] v ;
75 Vector<Integer> ue=new Vector<Integer >() ;
76 ue . add (2 ) ;
77 ue . add (5 ) ;
78 ue . add (59) ;
79 ue . add (78) ;
80 ue . add (79) ;
81 ue . add (76) ;
82 ue . add (80) ;
83 ue . add (201) ;
84 ue . add (202) ;
85 ue . add (4 ) ;
86 ue . add (89) ;
87 ue . add (94) ;
88 ue . add (102) ;
89 ue . add (18) ;
90 ue . add (8 ) ;
91 ue . add (3 ) ;
92 ue . add (133) ;
93 ue . add (139) ;
94 ue . add (140) ;
95 ue . add (148) ;
96 ue . add (17) ;
97 ue . add (184) ;
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98 ue . add (25) ;
99 ue . add (7 ) ;
100 ue . add (188) ;
101 ue . add (20) ;
102
103
104 // Ventas
105 i f ( codpa i s==1){
106 codv =707100;
107 codt =708500;
108 cod i =445710;
109 i f ( dto . equa l s ( 0 . 0 ) ) {
110 coddto =0;
111 } else {
112 coddto =709700;
113 }
114
115 }
116 else i f ( ue . conta in s ( codpa i s ) ) { // dentro UE
117
118 codv =707950;
119 codt =708501;
120 cod i =445711;
121 i f ( dto . equa l s ( 0 . 0 ) ) {
122 coddto =0;
123 } else {
124 coddto =709750;
125 }
126 }
127 else {
128 codv =707951;
129 codt =708501;
130 cod i =0;
131 i f ( dto . equa l s ( 0 . 0 ) ) {
132 coddto =0;
133 } else {
134 coddto =709751;
135 }
136 }
137 codmp=580001;
138
139 St r ing nom=nombre+”−”+codfac ;
140
141
142 // System . out . p r i n t l n ( f echa + codfac + codv + nom + prod ) ;
143 // System . out . p r i n t l n ( f echa + codfac + codt + nom + tr ans ) ;
144 // System . out . p r i n t l n ( f echa + codfac + codi + nom + i v a ) ;
145 // System . out . p r i n t l n ( f echa + codfac + coddto + nom + dto ) ;
146 // System . out . p r i n t l n ( f echa + codfac + codmp + nom + ttconIVA ) ;
147
148
149 St r ing nuedto=St r ing . valueOf ( dto ) ;
150
151 usua r i o s . add (new Usuario ( fecha , codfac , codv , nom, prod ) ) ;
152 usua r i o s . add (new Usuario ( fecha , codfac , codt , nom, t rans ) ) ;
153 usua r i o s . add (new Usuario ( fecha , codfac , cod i , nom, iva ) ) ;
154 usua r i o s . add (new Usuario ( fecha , codfac , coddto , nom, nuedto ) ) ;
155 usua r i o s . add (new Usuario ( fecha , codfac , codmp , nom, ttconIVA ) ) ;
156
157
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158 }
159
160 //Hago l a e x p o r t a c i o´ n
161
162 St r ing outputF i l e = ” d i c i embre expor t . csv ” ;
163 boolean a l r e a dyE x i s t s = new F i l e ( outputF i l e ) . e x i s t s ( ) ;
164
165 i f ( a l r e a dyE x i s t s ) { // Si e x i s t e l o borro
166 F i l e f i c h e r o U s u a r i o s = new F i l e ( outputF i l e ) ;
167 f i c h e r o U s u a r i o s . d e l e t e ( ) ;
168 }
169
170 try {
171
172 CsvWriter csvOutput = new CsvWriter (new Fi l eWr i t e r ( outputFi le , true ) ,
’ , ’ ) ;
173
174 csvOutput . wr i t e ( ”Fecha” ) ;
175 csvOutput . wr i t e ( ”Co´digo de f a c t u r a ” ) ;
176 csvOutput . wr i t e ( ”Co´digo” ) ;
177 csvOutput . wr i t e ( ”Nombre−Co´digo de f a c t u r a ” ) ;
178 csvOutput . wr i t e ( ” Importe ” ) ;
179
180 csvOutput . endRecord ( ) ;
181
182 for ( Usuario us : u sua r i o s ) {
183
184 csvOutput . wr i t e ( us . f echa ) ;
185 csvOutput . wr i t e ( us . codfac ) ;
186 csvOutput . wr i t e ( S t r ing . valueOf ( us . cod ) ) ;
187 csvOutput . wr i t e ( us . nom) ;
188 csvOutput . wr i t e ( us .num) ;
189
190 csvOutput . endRecord ( ) ;
191 }
192
193 csvOutput . c l o s e ( ) ;
194
195 } catch ( IOException e ) {
196 e . pr intStackTrace ( ) ;
197 }
198
199 } catch ( FileNotFoundException e ) {
200 e . pr intStackTrace ( ) ;
201 } catch ( IOException e ) {
202 e . pr intStackTrace ( ) ;
203 } f ina l ly {
204 i f ( br != null ) {
205 try {
206 br . c l o s e ( ) ;
207 } catch ( IOException e ) {
208 e . pr intStackTrace ( ) ;
209 }
210 }
211 }
212
213 System . out . p r i n t l n ( ”Done” ) ;
214
215 }
216
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217
218}
A.2. Programa 2
1
2public class Linea {
3 public St r ing fechaE ;
4 public St r ing fechaP ;
5 public St r ing codfac ;
6 public St r ing codpedido ;
7 public double peso ;
8 public St r ing codpos ;
9 public double transSINiva ;
10 public St r ing transCONiva ;
11 public double t tcSINiva ;
12 public double costeMat ;
13
14 public Linea ( S t r ing fechaE , S t r ing fechaP , St r ing codfac , S t r ing codpedido ,
double peso , S t r ing codpos , double transSINiva , S t r ing transCONiva , double
ttcSINiva , double costeMat ) {
15 this . fechaE=fechaE ;
16 this . fechaP=fechaP ;
17 this . cod fac=codfac ;
18 this . codpedido=codpedido ;
19 this . peso=peso ;
20 this . codpos=codpos ;
21 this . t ransSINiva=transSINiva ;
22 this . transCONiva=transCONiva ;
23 this . t tcSINiva=ttcSINiva ;
24 this . costeMat=costeMat ;
25 }
26
27}
A.3. Programa 3
1
2public class Simulador {
3 public St r ing t r a n s p o r t i s t a ;
4 public int departamento ;
5 public double pe so In f ;
6 public double pesoSup ;
7 public int peso ;
8 public double p r e c i o ;
9
10 public Simulador ( S t r ing t r a n s p o r t i s t a , int departamento , double pesoIn f ,
double pesoSup , int peso , double p r e c i o ) {
11 this . t r a n s p o r t i s t a=t r a n s p o r t i s t a ;
12 this . departamento=departamento ;
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13 this . p e so In f=peso In f ;
14 this . pesoSup=pesoSup ;
15 this . peso=peso ;
16 this . p r e c i o=p r e c i o ;
17
18 }
19
20}
A.4. Programa 4
1import java . i o . BufferedReader ;
2import java . i o . F i l e ;
3import java . i o . FileNotFoundException ;
4import java . i o . F i leReader ;
5import java . i o . F i l eWr i t e r ;
6import java . i o . IOException ;
7import java . u t i l . ArrayList ;
8import java . u t i l . L i s t ;
9import java . u t i l . Vector ;
10
11import com . c sv reader . CsvWriter ;
12
13import dominio . Linea ;
14import dominio . Simulador ;
15import dominio . Usuario ;
16
17public class ReadCVS {
18
19 public stat ic void main ( St r ing [ ] a rgs ) {
20
21 ReadCVS obj = new ReadCVS( ) ;
22 obj . run ( ) ;
23
24 }
25
26
27 public void run ( ) {
28
29 St r ing c s v F i l e = ” trans mayo . csv ” ;
30 BufferedReader br = null ;
31 St r ing l i n e = ”” ;
32
33 try {
34
35 List<Linea> l i n e a s = new ArrayList ( ) ;
36
37 br = new BufferedReader (new Fi leReader ( c s v F i l e ) ) ;
38
39 while ( ( l i n e = br . readLine ( ) ) != null ) {
40
41
42 St r ing [ ] pa labras = l i n e . s p l i t ( ”/” ) ;
43
44 St r ing fechaE=palabras [ 0 ] ;
45 St r ing fechaP=palabras [ 1 ] ;
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46 St r ing codfac=pa labras [ 2 ] ;
47 St r ing codpedido=pa labras [ 3 ] ;
48 Double peso= Double . parseDouble ( pa labras [ 4 ] . tr im ( ) ) ;
49 St r ing codpos= pa labras [ 5 ] ;
50 Double transSINiva= Double . parseDouble ( pa labras [ 6 ] . tr im ( ) ) ;
51 St r ing transCONiva= pa labras [ 7 ] ;
52 Double t tcSINiva= Double . parseDouble ( pa labras [ 8 ] . tr im ( ) ) ;
53 Double costeMat= Double . parseDouble ( pa labras [ 9 ] . tr im ( ) ) ;
54 I n t e g e r codpa i s=I n t e g e r . pa r s e In t ( pa labras [ 1 0 ] . tr im ( ) ) ;
55
56
57 l i n e a s . add (new Linea ( fechaE , fechaP , codfac , codpedido , peso ,
codpos , transSINiva , transCONiva , ttcSINiva , costeMat ,
codpa i s ) ) ; // F a l t a r ı´ a a n˜adir codpa i s
58
59 }
60
61 System . out . p r i n t l n ( ”Hago l a exportac i o´n ” ) ;
62 //Hago l a e x p o r t a c i o´ n
63
64 St r ing outputF i l e = ” trans mayo export . csv ” ;
65 boolean a l r e a dyE x i s t s = new F i l e ( outputF i l e ) . e x i s t s ( ) ;
66
67 i f ( a l r e a dyE x i s t s ) { // Si e x i s t e l o borro
68 F i l e f i c h e r o U s u a r i o s = new F i l e ( outputF i l e ) ;
69 f i c h e r o U s u a r i o s . d e l e t e ( ) ;
70 }
71
72 try {
73
74 CsvWriter csvOutput = new CsvWriter (new Fi l eWr i t e r ( outputFi le
, true ) , ’ , ’ ) ;
75
76 csvOutput . wr i t e ( ”Fecha envio ” ) ;
77 csvOutput . wr i t e ( ”Fecha pedido ” ) ;
78 csvOutput . wr i t e ( ”Co´digo de f a c t u r a ” ) ;
79 csvOutput . wr i t e ( ”Co´digo de pedido ” ) ;
80 csvOutput . wr i t e ( ”Peso” ) ;
81 csvOutput . wr i t e ( ” Dest ino ” ) ;
82 csvOutput . wr i t e ( ”pr . t ransp ” ) ;
83 csvOutput . wr i t e ( ”DSV” ) ;
84 csvOutput . wr i t e ( ”TRANSP” ) ;
85 csvOutput . wr i t e ( ” Transporte s i n IVA” ) ;
86 csvOutput . wr i t e ( ” Transporte con IVA” ) ;
87 csvOutput . wr i t e ( ”PR REAL” ) ;
88 csvOutput . wr i t e ( ”DIF” ) ;
89 csvOutput . wr i t e ( ” Ttcfac s i n IVA” ) ;
90 csvOutput . wr i t e ( ” Coste mate r i a l ” ) ;
91 csvOutput . wr i t e ( ” Coste t o t a l ” ) ;
92 csvOutput . wr i t e ( ”Margen” ) ;
93 csvOutput . wr i t e ( ”Margen %” ) ;
94
95 csvOutput . endRecord ( ) ;
96
97 St r ing csvsim=null ;
98
99 System . out . p r i n t l n ( ”Segunda importac i o´n ” ) ;
100
101 for ( Linea us : l i n e a s ) {
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103 i f ( us . codpa i s==1){ // Francia
104 csvsim = ” S i m u l a d o r f r b a r r a s . csv ” ;
105 } else i f ( us . codpa i s==2){
106 csvsim=” S imu lador be l g i ca . csv ” ;
107 } else i f ( us . codpa i s==5){
108 csvsim=” Simulador alemania . csv ” ;
109 } else i f ( us . codpa i s==41){
110 csvsim=” S imu lador aus t r i a . csv ” ;
111 } else i f ( us . codpa i s ==140){
112 csvsim=” Simulador lux . csv ” ;
113 //} e l s e i f ( us . codpa i s==xx ){
114 // csvsim=”Simulador holanda . csv ” ;
115 } else i f ( us . codpa i s ==184){
116 csvsim=” Simulador po lon ia . csv ” ;
117 } else i f ( us . codpa i s==7){
118 csvsim=” Simulador re inoUnido . csv ” ;
119 } else i f ( us . codpa i s==79){
120 csvsim=” Simulador repche . csv ” ;
121 } else i f ( us . codpa i s==4){
122 csvsim=” Simulador Espan˜a . csv ” ;
123 }
124
125
126 BufferedReader brsim = null ;
127 St r ing l i n e s i m = ”” ;
128
129 List<Simulador> l i n ea s im = new ArrayList ( ) ;
130
131 brsim = new BufferedReader (new Fi leReader ( csvsim ) ) ;
132 // System . out . p r i n t l n ( us . codpa i s ) ;
133 while ( ( l i n e s i m = brsim . readLine ( ) ) != null ) {
134
135
136 St r ing [ ] pa labras = l i n e s i m . s p l i t ( ”/” ) ;
137
138 St r ing t r a n s p o r t i s t a=pa labras [ 0 ] ;
139 I n t e g e r departamento=I n t e g e r . pa r s e In t ( pa labras [ 1 ] .
tr im ( ) ) ;
140 Double pe so In f=Double . parseDouble ( pa labras [ 2 ] . tr im ( ) )
;
141 Double pesoSup=Double . parseDouble ( pa labras [ 3 ] . tr im ( ) )
;
142 I n t e g e r peso= I n t e g e r . pa r s e In t ( pa labras [ 4 ] . tr im ( ) ) ;
143 Double p r e c i o= Double . parseDouble ( pa labras [ 5 ] . tr im ( ) )
;
144
145 l i n ea s im . add (new Simulador ( t r a n s p o r t i s t a , departamento
, pe so In f , pesoSup , peso , p r e c i o ) ) ;
146
147 }
148
149
150 St r ing codigo=null ;
151
152 i f ( us . codpos . l ength ( ) == 6) {
153 codigo=us . codpos . s ub s t r i ng (0 , 2 ) ;
154 }
155 else {
156 codigo=us . codpos . s ub s t r i ng (0 , 3 ) ;
157 }
A.4. PROGRAMA 4 89
158
159 I n t e g e r cod=I n t e g e r . pa r s e In t ( codigo . tr im ( ) ) ; //
cod=departamento
160
161
162
163 int j =0;// pos buena
164 Double p r e c i o =1000.0;
165 for ( int i =0; i<l i n ea s im . s i z e ( ) ; i++){
166 i f ( l i n ea s im . get ( i ) . departamento == cod | |
l i n ea s im . get ( i ) . departamento==−1){
167 // ahora comparo pesos y l u e g o
e l i j o p r e c i o
168 i f ( l i n ea s im . get ( i ) . p e so In f < us .
peso && l in ea s im . get ( i ) .
pesoSup> us . peso ) {
169 i f ( prec io>l i n ea s im . get ( i
) . p r e c i o ) {
170 p r e c i o=l in ea s im .
get ( i ) . p r e c i o ;
171 j=i ;
172 }
173 }
174 }
175 }
176
177
178 int k=0; // pos segundo mas bara to
179 Double p r e c i o2 =1000.0;
180 for ( int i =0; i<l i n ea s im . s i z e ( ) ; i++){
181 i f ( ( l i n ea s im . get ( i ) . departamento == cod
| | l i n ea s im . get ( i ) . departamento==−1)
&& ! l i n ea s im . get ( j ) . t r a n s p o r t i s t a .
equa l s ( l i n ea s im . get ( i ) . t r a n s p o r t i s t a ) )
{
182 // ahora comparo pesos y l u e g o
e l i j o p r e c i o
183 i f ( l i n ea s im . get ( i ) . p e so In f < us .
peso && l in ea s im . get ( i ) .
pesoSup> us . peso ) {
184 i f ( prec io2>l i n ea s im . get (
i ) . p r e c i o ) {
185 pre c i o2=l in ea s im .
get ( i ) . p r e c i o ;
186 k=i ;
187 }
188 }
189 }
190 }
191
192 csvOutput . wr i t e ( us . fechaE ) ;
193 csvOutput . wr i t e ( us . fechaP ) ;
194 csvOutput . wr i t e ( us . cod fac ) ;
195 csvOutput . wr i t e ( us . codpedido ) ;
196 csvOutput . wr i t e ( S t r ing . valueOf ( us . peso ) ) ;
197 csvOutput . wr i t e ( S t r ing . valueOf ( cod ) ) ;
198
199 St r ing cad=”DSV” ;
200
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201 int r e s = l i n ea s im . get ( j ) . t r a n s p o r t i s t a . compareTo
( cad ) ;
202
203 i f ( r e s !=1){ // Si DSV no es e l mas bara to
204
205 csvOutput . wr i t e ( S t r ing . valueOf ( l i n ea s im .
get ( j ) . p r e c i o ) ) ;
206
207 i f ( ! l i n ea s im . get ( k ) . t r a n s p o r t i s t a . equa l s (
”DSV” ) ) {
208 csvOutput . wr i t e ( ”” ) ;
209 }
210 else {// Si DSV f u e s e e l segundo mas
bara to
211 csvOutput . wr i t e ( S t r ing . valueOf (
l i n ea s im . get ( k ) . p r e c i o ) ) ;
212 }
213 csvOutput . wr i t e ( l i n ea s im . get ( j ) .
t r a n s p o r t i s t a ) ;
214 }
215 else { // Si DSV es e l mas bara to
216 csvOutput . wr i t e ( S t r ing . valueOf ( l i n ea s im .
get ( k ) . p r e c i o ) ) ; // Precio segundo mas
bara to
217 csvOutput . wr i t e ( S t r ing . valueOf ( l i n ea s im .
get ( j ) . p r e c i o ) ) ;
218 csvOutput . wr i t e ( l i n ea s im . get ( k ) .
t r a n s p o r t i s t a ) ;
219 }
220
221 csvOutput . wr i t e ( S t r ing . valueOf ( us . t ransSINiva ) ) ;
222 csvOutput . wr i t e ( us . transCONiva ) ;
223 Double prReal= l i n ea s im . get ( j ) . p r e c i o + 1 2 . 3 5 ;
224 csvOutput . wr i t e ( S t r ing . valueOf ( prReal ) ) ;
225 Double d i f=us . transSINiva−prReal ;
226 csvOutput . wr i t e ( S t r ing . valueOf ( d i f ) ) ;
227 csvOutput . wr i t e ( S t r ing . valueOf ( us . t tcSINiva ) ) ;
228 csvOutput . wr i t e ( S t r ing . valueOf ( us . costeMat ) ) ;
229 Double co s t eTota l= us . costeMat + prReal ;
230 csvOutput . wr i t e ( S t r ing . valueOf ( co s t eTota l ) ) ;
231 Double margen=us . ttcSINiva−co s t eTota l ;
232 csvOutput . wr i t e ( S t r ing . valueOf ( margen ) ) ;
233 Double margen100 = ( margen/us . t tcSINiva ) ∗100 ;
234 csvOutput . wr i t e ( S t r ing . valueOf ( margen100 ) ) ;
235
236 csvOutput . endRecord ( ) ;
237
238 }
239
240 csvOutput . c l o s e ( ) ;
241
242 } catch ( IOException e ) {
243 e . pr intStackTrace ( ) ;
244 }
245
246 } catch ( FileNotFoundException e ) {
247 e . pr intStackTrace ( ) ;
248 } catch ( IOException e ) {
249 e . pr intStackTrace ( ) ;
250 } f ina l ly {
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251 i f ( br != null ) {
252 try {
253 br . c l o s e ( ) ;
254 } catch ( IOException e ) {
255 e . pr intStackTrace ( ) ;
256 }
257 }
258 }
259 System . out . p r i n t l n ( ”Adios” ) ;
260
261 }
A.5. Programa 5: Transportista ma´s barato
1
2package Trans ;
3
4import java . i o . BufferedReader ;
5import java . i o . FileNotFoundException ;
6import java . i o . F i leReader ;
7import java . i o . IOException ;
8import java . u t i l . ArrayList ;
9import java . u t i l . L i s t ;
10import java . u t i l . Scanner ;
11import java . u t i l . Vector ;
12
13import dominio . Simulador ;
14
15public class Transporte {
16
17 public stat ic void main ( St r ing [ ] a rgs )throws IOException {
18
19 int cod ;
20 double peso ;
21
22
23 St r ing entrada1 = ”” ;
24 St r ing entrada2=”” ;
25 Scanner entradaEscaner = new Scanner ( System . in ) ; // Creacio´n de un
o b j e t o Scanner
26 System . out . p r i n t l n ( ”Por favor int roduzca l a s dos pr imeras c i f r a s de l
c o´d igo p o s t a l por t e c l ado : ” ) ;
27 entrada1 = entradaEscaner . nextLine ( ) ; // Invocamos un me´todo sobre un
o b j e t o Scanner
28 System . out . p r i n t l n ( ”Ahora int roduzca e l peso : ” ) ;
29 entrada2=entradaEscaner . nextLine ( ) ;
30
31 cod=I n t e g e r . pa r s e In t ( entrada1 ) ;
32 peso=Double . parseDouble ( entrada2 ) ;
33
34 System . out . p r i n t l n ( ”Co´digo : ”+cod+ ” Peso : ”+ peso ) ;
35
36 MiHebra h=new MiHebra ( cod , peso ) ;
37 Vector<Str ing> r e t= h . run ( ) ;
38
39 System . out . p r i n t l n ( ” Transpor t i s ta : ” + r e t . get (0 ) ) ;
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40 System . out . p r i n t l n ( ” Prec io : ” + r e t . get (1 ) ) ;
41 }
42
43}
44
45class MiHebra{
46
47 int cod ;
48 double peso ;
49
50 public MiHebra ( int cod , double peso ) {
51 this . cod=cod ;
52 this . peso=peso ;
53 }
54
55 public Vector<Str ing> run ( ) {
56 St r ing csvsim=null ;
57
58 // i f ( us . codpa i s==1){ // Francia
59 csvsim = ” S i m u l a d o r f r b a r r a s . csv ” ;
60 //}
61
62 BufferedReader brsim = null ;
63 St r ing l i n e s i m = ”” ;
64 Vector<Str ing> v=new Vector<Str ing >() ;
65
66 try {
67
68 List<Simulador> l i n ea s im = new ArrayList ( ) ;
69
70 brsim = new BufferedReader (new Fi leReader ( csvsim ) ) ;
71
72 while ( ( l i n e s i m = brsim . readLine ( ) ) != null ) {
73
74
75 St r ing [ ] pa labras = l i n e s i m . s p l i t ( ”/” ) ;
76
77 St r ing t r a n s p o r t i s t a=pa labras [ 0 ] ;
78 I n t e g e r departamento=I n t e g e r . pa r s e In t ( pa labras [ 1 ] . tr im ( ) ) ;
79 Double pe so In f=Double . parseDouble ( pa labras [ 2 ] . tr im ( ) ) ;
80 Double pesoSup=Double . parseDouble ( pa labras [ 3 ] . tr im ( ) ) ;
81 I n t e g e r peso= I n t e g e r . pa r s e In t ( pa labras [ 4 ] . tr im ( ) ) ;
82 Double p r e c i o= Double . parseDouble ( pa labras [ 5 ] . tr im ( ) ) ;
83
84 l i n ea s im . add (new Simulador ( t r a n s p o r t i s t a , departamento , pe so In f ,
pesoSup , peso , p r e c i o ) ) ;
85
86 }
87
88 int j =0;// pos buena
89 Double p r e c i o =1000.0;
90 for ( int i =0; i<l i n ea s im . s i z e ( ) ; i++){
91 i f ( l i n ea s im . get ( i ) . departamento == cod ) {
92 // ahora comparo pesos y l u e g o e l i j o p r e c i o
93 i f ( l i n ea s im . get ( i ) . p e so In f < peso && l in ea s im . get
( i ) . pesoSup>peso ) {
94 i f ( prec io>l i n ea s im . get ( i ) . p r e c i o ) {
95 p r e c i o=l in ea s im . get ( i ) . p r e c i o ;
96 j=i ;
97 }
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98
99 }
100 }
101 }
102
103
104 v . add ( St r ing . valueOf ( l i n ea s im . get ( j ) . t r a n s p o r t i s t a ) ) ;
105 v . add ( St r ing . valueOf ( l i n ea s im . get ( j ) . p r e c i o ) ) ;
106 } catch ( FileNotFoundException e ) {
107 e . pr intStackTrace ( ) ;
108 } catch ( IOException e ) {
109 e . pr intStackTrace ( ) ;
110 } f ina l ly {
111 i f ( brsim != null ) {
112 try {
113 brsim . c l o s e ( ) ;
114 } catch ( IOException e ) {
115 e . pr intStackTrace ( ) ;
116 }
117 }
118 }
119
120 return v ;
121
122 }
123
124}
A.6. Programa 6: Transportista ma´s barato usando interfaces
gra´ficas
1
2
3import java . awt . ∗ ;
4import java . awt . event . ∗ ;
5import java . i o . BufferedReader ;
6import java . i o . FileNotFoundException ;
7import java . i o . F i leReader ;
8import java . i o . IOException ;
9import java . u t i l . ArrayList ;
10import java . u t i l . L i s t ;
11import java . u t i l . Vector ;
12
13import javax . swing . ∗ ;
14
15import dominio . Simulador ;
16
17public class b i n a r i o extends JFrame implements Act ionL i s t ene r {
18 private JLabel e t i 1 , e t i 2 , e t i 3 , e t i 4 , e t i 5 , e t i 6 , e t i 7 ;
19 JTextFie ld entrada1 , entrada2 , entrada3 , bin1 , bin2 , bin3 , bin4 ;
20 JButton c a l c u l a r ;
21
22 public b i n a r i o ( ) {
23 super ( ” Calculo t r a n s p o r t i s t a mas barato ” ) ;
24 Container contenedor=getContentPane ( ) ;
25 contenedor . setLayout (new FlowLayout ( ) ) ;
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26
27 e t i 1=new JLabel ( ”Por favor int roduzca e l c o´d igo de l pa ı´ s . Los c o´d igos son
l o s s i g u i e n t e s : Francia : 1 , B e´ l g i ca : 2 , Alemania : 5 , Austr ia : 41 ,
Luxemburgo : 140 , Polonia : 184 , Reino Unido : 7 , Repu´bl ica Checa : 79 , Espan˜a
: 4 ” ) ;
28 contenedor . add ( e t i 1 ) ;
29 entrada1=new JTextFie ld (10) ;
30 contenedor . add ( entrada1 ) ;
31 e t i 2=new JLabel ( ”Por favor int roduzca l a s dos pr imeras c i f r a s de l c o´d igo
p o s t a l por tec lado , en e l caso de que s o l o t u v i e s e 4 c i f r a s ,
in t roduzca s o l o l a primera : ” ) ;
32 contenedor . add ( e t i 2 ) ;
33 entrada2=new JTextFie ld (10) ;
34 contenedor . add ( entrada2 ) ;
35 e t i 3=new JLabel ( ”Ahora int roduzca e l peso : ” ) ;
36 contenedor . add ( e t i 3 ) ;
37 entrada3=new JTextFie ld (10) ;
38 contenedor . add ( entrada3 ) ;
39
40
41 e t i 4=new JLabel ( ” Transpor t i s ta ma´s barato : ” ) ;
42 contenedor . add ( e t i 4 ) ;
43 bin1=new JTextFie ld (10) ;
44 contenedor . add ( bin1 ) ;
45 e t i 5=new JLabel ( ” Prec io : ” ) ;
46 contenedor . add ( e t i 5 ) ;
47 bin2=new JTextFie ld (10) ;
48 contenedor . add ( bin2 ) ;
49 e t i 6=new JLabel ( ”Segundo t r a n s p o r t i s t a ma´s barato : ” ) ;
50 contenedor . add ( e t i 6 ) ;
51 bin3=new JTextFie ld (10) ;
52 contenedor . add ( bin3 ) ;
53 e t i 7=new JLabel ( ” Prec io : ” ) ;
54 contenedor . add ( e t i 7 ) ;
55 bin4=new JTextFie ld (10) ;
56 contenedor . add ( bin4 ) ;
57 c a l c u l a r=new JButton ( ” Ca lcu la r ” ) ;
58 contenedor . add ( c a l c u l a r ) ;
59 c a l c u l a r . addAct ionLis tener ( this ) ;
60
61
62
63 s e t S i z e (1500 ,300) ;
64 s e t V i s i b l e ( true ) ;
65 }
66
67 public stat ic void main ( St r ing args [ ] ) {
68 b i n a r i o a p l i c a c i o n=new b i n a r i o ( ) ;
69 a p l i c a c i o n . s e tDe fau l tC lo seOperat ion ( JFrame .EXIT ON CLOSE) ;
70 }
71
72 int cod ;
73 double peso ;
74 int codpa i s ;
75
76
77 public void act ionPerformed ( ActionEvent evento ) {
78
79 codpa i s=I n t e g e r . pa r s e In t ( entrada1 . getText ( ) ) ;
80 cod=I n t e g e r . pa r s e In t ( entrada2 . getText ( ) ) ;
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81 peso=Double . parseDouble ( entrada3 . getText ( ) ) +7;
82
83 i f ( evento . getSource ( )==c a l c u l a r ) {
84
85 St r ing csvsim=null ;
86
87 i f ( codpa i s==1){ // Francia
88 csvsim = ” S i m u l a d o r f r b a r r a s . csv ” ;
89 } else i f ( codpa i s==2){
90 csvsim=” S imu lador be l g i ca . csv ” ;
91 } else i f ( codpa i s==5){
92 csvsim=” Simulador alemania . csv ” ;
93 } else i f ( codpa i s==41){
94 csvsim=” S imu lador aus t r i a . csv ” ;
95 } else i f ( codpa i s ==140){
96 csvsim=” Simulador lux . csv ” ;
97 //} e l s e i f ( codpa i s==xx ){
98 // csvsim=”Simulador holanda . csv ” ;
99 } else i f ( codpa i s ==184){
100 csvsim=” Simulador po lon ia . csv ” ;
101 } else i f ( codpa i s==7){
102 csvsim=” Simulador re inoUnido . csv ” ;
103 } else i f ( codpa i s==79){
104 csvsim=” Simulador repche . csv ” ;
105 } else i f ( codpa i s==4){
106 csvsim=” Simulador Espan˜a . csv ” ;
107 }
108
109
110 BufferedReader brsim = null ;
111 St r ing l i n e s i m = ”” ;
112 Vector<Str ing> v=new Vector<Str ing >() ;
113
114 try {
115
116 List<Simulador> l i n ea s im = new ArrayList ( ) ;
117
118 brsim = new BufferedReader (new Fi leReader ( csvsim ) ) ;
119
120 while ( ( l i n e s i m = brsim . readLine ( ) ) != null ) {
121
122
123 St r ing [ ] pa labras = l i n e s i m . s p l i t ( ”/” ) ;
124
125 St r ing t r a n s p o r t i s t a=pa labras [ 0 ] ;
126 I n t e g e r departamento=I n t e g e r . pa r s e In t ( pa labras [ 1 ] . tr im ( ) ) ;
127 Double pe so In f=Double . parseDouble ( pa labras [ 2 ] . tr im ( ) ) ;
128 Double pesoSup=Double . parseDouble ( pa labras [ 3 ] . tr im ( ) ) ;
129 I n t e g e r peso= I n t e g e r . pa r s e In t ( pa labras [ 4 ] . tr im ( ) ) ;
130 Double p r e c i o= Double . parseDouble ( pa labras [ 5 ] . tr im ( ) ) ;
131
132 l i n ea s im . add (new Simulador ( t r a n s p o r t i s t a , departamento , pe so In f ,
pesoSup , peso , p r e c i o ) ) ;
133
134 }
135
136 St r ing s1=”DSV” ;
137 St r ing s2=”SERLOGIS” ;
138
139 int j =0;// pos buena
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140 Double p r e c i o =1000.0;
141 for ( int i =0; i<l i n ea s im . s i z e ( ) ; i++){
142 i f ( ( l i n ea s im . get ( i ) . departamento == cod | | l i n ea s im . get ( i ) .
departamento==−1) &&(l i n ea s im . get ( i ) . t r a n s p o r t i s t a .
compareTo ( s1 ) !=1 && l inea s im . get ( i ) . t r a n s p o r t i s t a .
compareTo ( s2 ) !=1) ) {
143 // ahora comparo pesos y l u e g o e l i j o p r e c i o
144 i f ( l i n ea s im . get ( i ) . p e so In f < peso && l in ea s im . get ( i ) .
pesoSup>peso ) {
145 i f ( prec io>l i n ea s im . get ( i ) . p r e c i o ) {
146 p r e c i o=l in ea s im . get ( i ) . p r e c i o ;
147 j=i ;
148 }
149
150 }
151 }
152 }
153
154 int k=0; // pos segundo mas bara to
155 Double p r e c i o2 =1000.0;
156 for ( int i =0; i<l i n ea s im . s i z e ( ) ; i++){
157 i f ( ( l i n ea s im . get ( i ) . departamento == cod | | l i n ea s im . get ( i ) .
departamento==−1) && ! l i n ea s im . get ( j ) . t r a n s p o r t i s t a . equa l s
( l i n ea s im . get ( i ) . t r a n s p o r t i s t a ) && ( l i n ea s im . get ( i ) .
t r a n s p o r t i s t a . compareTo ( s1 ) !=1 && l inea s im . get ( i ) .
t r a n s p o r t i s t a . compareTo ( s2 ) !=1) ) {
158 // ahora comparo pesos y l u e g o e l i j o p r e c i o
159 i f ( l i n ea s im . get ( i ) . p e so In f < peso && l in ea s im . get ( i ) .
pesoSup>peso ) {
160 i f ( prec io2>l i n ea s im . get ( i ) . p r e c i o ) {
161 pre c i o2=l in ea s im . get ( i ) . p r e c i o ;
162 k=i ;
163 }
164 }
165 }
166 }
167
168 v . add ( St r ing . valueOf ( l i n ea s im . get ( j ) . t r a n s p o r t i s t a ) ) ;
169 v . add ( St r ing . valueOf ( l i n ea s im . get ( j ) . p r e c i o ) ) ;
170 v . add ( St r ing . valueOf ( l i n ea s im . get ( k ) . t r a n s p o r t i s t a ) ) ;
171 v . add ( St r ing . valueOf ( l i n ea s im . get ( k ) . p r e c i o ) ) ;
172 } catch ( FileNotFoundException e ) {
173 e . pr intStackTrace ( ) ;
174 } catch ( IOException e ) {
175 e . pr intStackTrace ( ) ;
176 } f ina l ly {
177 i f ( brsim != null ) {
178 try {
179 brsim . c l o s e ( ) ;
180 } catch ( IOException e ) {
181 e . pr intStackTrace ( ) ;
182 }
183 }
184 }
185
186 bin1 . setText ( v . get (0 ) ) ;
187 bin2 . setText ( v . get (1 ) ) ;
188 bin3 . setText ( v . get (2 ) ) ;
189 bin4 . setText ( v . get (3 ) ) ;
190
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191
192 }
193 }
194
195}
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1
2public class Ps {
3
4 public St r ing idOr ;
5 public St r ing idCus ;
6 public St r ing l a s t ;
7 public St r ing f i r s t ;
8 public St r ing emai l ;
9 public double ttcPagado ;
10 public St r ing codfac ;
11 public St r ing modpag ;
12 public St r ing dateAdd ;
13 public double peso ;
14
15 public Ps ( St r ing idOr , S t r ing idCus , S t r ing l a s t , S t r ing f i r s t , S t r ing
email , double ttcPagado , S t r ing codfac , S t r ing modpag , S t r ing dateAdd ,
double peso ) {
16 this . idOr=idOr ;
17 this . idCus=idCus ;
18 this . l a s t=l a s t ;
19 this . f i r s t=f i r s t ;
20 this . emai l=emai l ;
21 this . ttcPagado=ttcPagado ;
22 this . cod fac=codfac ;
23 this . modpag=modpag ;
24 this . dateAdd=dateAdd ;
25 −this . peso=peso ;
26
27 }
28
29}
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1
2 public void run ( ) {
3
4 St r ing c s v F i l e = ” p s a b r i l . csv ” ;
5 BufferedReader br = null ;
6 St r ing l i n e = ”” ;
7
8 try {
9
10 List<Ps> ps = new ArrayList ( ) ;
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12 br = new BufferedReader (new Fi leReader ( c s v F i l e ) ) ;
13
14 while ( ( l i n e = br . readLine ( ) ) != null ) {
15
16
17 St r ing [ ] pa labras = l i n e . s p l i t ( ”/” ) ;
18
19 St r ing idOrder=pa labras [ 0 ] ;
20 St r ing idCus=pa labras [ 1 ] ;
21 St r ing l a s t=pa labras [ 2 ] ;
22 St r ing f i r s t=pa labras [ 3 ] ;
23 St r ing emai l=pa labras [ 4 ] ;
24 Double ttcPagado= Double . parseDouble ( pa labras [ 5 ] . tr im ( ) ) ;
25 St r ing codfac= pa labras [ 6 ] ;
26 St r ing modpag= pa labras [ 7 ] ;
27 St r ing dateAdd= pa labras [ 8 ] ;
28
29 Double peso= Double . parseDouble ( pa labras [ 9 ] . tr im ( ) ) ;
30
31 ps . add (new Ps ( idOrder , idCus , l a s t , f i r s t , email , ttcPagado ,
codfac , modpag , dateAdd , peso ) ) ;
32
33 }
34
35 //Hago l a e x p o r t a c i o´ n
36
37 St r ing outputF i l e = ” ps expor t . csv ” ;
38 boolean a l r e a dyE x i s t s = new F i l e ( outputF i l e ) . e x i s t s ( ) ;
39
40 i f ( a l r e a dyE x i s t s ) { // Si e x i s t e l o borro
41 F i l e f i c h e r o U s u a r i o s = new F i l e ( outputF i l e ) ;
42 f i c h e r o U s u a r i o s . d e l e t e ( ) ;
43 }
44
45 try {
46
47 CsvWriter csvOutput = new CsvWriter (new Fi l eWr i t e r ( outputFi le
, true ) , ’ , ’ ) ;
48
49 csvOutput . wr i t e ( ” i d o r d e r ” ) ;
50 csvOutput . wr i t e ( ” id customer ” ) ;
51 csvOutput . wr i t e ( ” Ape l l i do s ” ) ;
52 csvOutput . wr i t e ( ”Nombre” ) ;
53 csvOutput . wr i t e ( ”e−mail ” ) ;
54 csvOutput . wr i t e ( ” t t paye ” ) ;
55 csvOutput . wr i t e ( ” n o f a c t u r a ” ) ;
56 csvOutput . wr i t e ( ”modo de pago” ) ;
57 csvOutput . wr i t e ( ”Estado pedido ” ) ;
58 csvOutput . wr i t e ( ”Fecha c r ea c i o´ n ” ) ;
59 csvOutput . wr i t e ( ” Proveedor ” ) ;
60 csvOutput . wr i t e ( ”Pedido f a´ b r i c a ” ) ;
61 csvOutput . wr i t e ( ” Confirmaci o´n f a b r i c a ” ) ;
62 csvOutput . wr i t e ( ”Peso automa´tico ” ) ;
63 csvOutput . wr i t e ( ”Peso r e a l ” ) ;
64
65 csvOutput . endRecord ( ) ;
66
67 for ( Ps us : ps ) {
68
69 csvOutput . wr i t e ( us . idOr ) ;
70 csvOutput . wr i t e ( us . idCus ) ;
71 csvOutput . wr i t e ( us . l a s t ) ;
72 csvOutput . wr i t e ( us . f i r s t ) ;
73 csvOutput . wr i t e ( us . emai l ) ;
74 csvOutput . wr i t e ( S t r ing . valueOf ( us . ttcPagado ) ) ;
75 csvOutput . wr i t e ( us . codfac ) ;
76 csvOutput . wr i t e ( us . modpag) ;
77 csvOutput . wr i t e ( ”” ) ;
78 csvOutput . wr i t e ( us . dateAdd ) ;
79 csvOutput . wr i t e ( ”” ) ;
80 csvOutput . wr i t e ( ”” ) ;
81 csvOutput . wr i t e ( ”” ) ;
82 csvOutput . wr i t e ( ”” ) ;
83 csvOutput . wr i t e ( S t r ing . valueOf ( us . peso ) ) ;
84
85 csvOutput . endRecord ( ) ;
86 }
87
88 csvOutput . c l o s e ( ) ;
89
90 } catch ( IOException e ) {
91 e . pr intStackTrace ( ) ;
92 }
93
94 } catch ( FileNotFoundException e ) {
95 e . pr intStackTrace ( ) ;
96 } catch ( IOException e ) {
97 e . pr intStackTrace ( ) ;
98 } f ina l ly {
99 i f ( br != null ) {
100 try {
101 br . c l o s e ( ) ;
102 } catch ( IOException e ) {
103 e . pr intStackTrace ( ) ;
104 }
105 }
106 }
107
108 System . out . p r i n t l n ( ”Done” ) ;
109
110 }
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