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Capitolo I 
Il problema della Data Fusion 
 
 
I.1 Introduzione 
 
I progressi degli ultimi anni nel campo dell’informatica, delle telecomunicazioni e 
dell’elettronica hanno consentito una rapida crescita della domanda di nuovi servizi, 
tecnologicamente sempre più avanzati, grazie soprattutto alla progressiva riduzione del 
costo delle apparecchiature utilizzate. Questa vera e propria rivoluzione ha permesso la 
comparsa di numerose comunità di ricerca (il loro scopo è principalmente quello di 
sviluppare un particolare settore di interesse), con il conseguente aumento dell’offerta di 
tecnologie all’avanguardia. La crescente domanda di questi servizi, come ad esempio il 
monitoraggio ambientale e la navigazione (tanto per citarne solo alcuni), ha richiesto sforzi 
sempre maggiori, da parte della comunità scientifica, per definire nuove tecniche che 
fossero in grado sia di soddisfare le continue richieste dell’utenza che di sfruttare al meglio 
le apparecchiature presenti in commercio. La ricerca tecnologica, cui facevamo riferimento 
in precedenza, riguarda, ad esempio, le applicazioni di navigazione (basti pensare che negli 
ultimi anni le rotte aeree sono arrivate quasi alla congestione, a causa della nascita di 
numerose compagnie di volo a basso costo), lo sviluppo di armi intelligenti (Smart 
Weapons capaci di valutare le reali situazioni di minaccia nemica e di reagire in tempo 
reale), la ricerca medica, che prevede di migliorare la qualità della diagnosi sui pazienti, e 
l’automatizzazione degli ambienti industriali, in cui si richiede un continuo monitoraggio 
dei macchinari per evitare eventuali malfunzionamenti della catena di montaggio. Tra le 
possibili soluzioni, intraviste dagli studiosi, vi è quella di usare in maniera opportuna le 
informazioni raccolte da diverse sorgenti, per migliorare l’accuratezza delle misure stesse, 
anzichè usare quelle provenienti da una singola.  
L’idea di combinare i dati misurati da diversi sensori (Data Fusion), non necessariamente 
dello stesso tipo, per ottenere risultati più “performanti”, nacque dalla semplice 
constatazione di come, già in natura, gli animali avessero sviluppato la capacità di usare 
contemporaneamente le proprie percezioni sensoriali (si tratta infatti di “sensori” di tipo 
diverso) per garantirsi migliori probabilità di sopravvivenza.  
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In teoria, la fusione di quelle informazioni raccolte dalle diverse sorgenti, appartenenti al 
sistema, garantisce vantaggi significativi rispetto all’uso delle informazioni provenienti 
invece da una singola sorgente.  
Questo avviene perchè, avendo a disposizione diversi “punti di vista” (utilizzando cioè 
informazioni ridondanti), si riesce ad ottenere una caratterizzazione più completa del 
bersaglio (specificheremo in seguito cosa ci interesserà conoscere di un bersaglio, a 
seconda della particolare applicazione). Un esempio banale di come si possano migliorare 
le prestazioni può essere quello di considerare un sistema per il monitoraggio aereo, 
costituito da un radar e da un sensore infrarosso.  
Da un lato il radar garantisce una certa precisione nella determinazione della distanza 
dell’aereo, mentre dall’altro non riesce a fornire una misura accurata della posizione 
angolare di quest’ultimo. Il contrario dicasi invece per il sensore infrarosso, la cui 
precisione riguarda esclusivamente la misura della posizione angolare del bersaglio, 
mentre la distanza è inevitabilmente affetta da ambiguità (basti pensare alle differenti 
lunghezze d’onda utilizzate dai due apparati).  
Se si riuscisse tuttavia a combinare opportunamente le informazioni provenienti da questi 
due sensori (le cui misurazioni sono indipendenti tra loro), la localizzazione del bersaglio 
aereo sarebbe sicuramente resa più agevole. In pratica però, può anche darsi che i dati non 
vengano sfruttati appieno, oppure non siano correttamente “allineati”, o, addirittura, siano 
caratterizzati da errori di polarizzazione (queste sono solo alcune delle possibilità). Tutte 
queste situazioni possono contribuire ad un peggioramento, anche molto significativo, 
della misurazione, rispetto al caso in cui si utilizzi un singolo sensore.  
Ritornando al discorso precedente, la DF (Data Fusion) è una tecnologia nata in ambito 
militare, ma ormai, già da tempo, affermata anche in quello delle applicazioni civili. Con il 
passare del tempo, la DF è divenuta infatti una vera e propria disciplina ingegneristica, al 
punto tale da necessitare di una propria terminologia, standardizzata grazie agli sforzi del 
JDL (Joint Directors of Laboratories), e di ben solide fondamenta matematiche [Hal92].  
Il processo di fusione (o combinazione) dei dati può avvenire attraverso passi successivi 
ma può anche essere realizzato direttamente, nel caso in cui i sensori siano dello stesso 
tipo. In quest’ultimo caso (Commensurate Sensor Data), la fusione dei dati grezzi (Raw 
Data) coinvolge le tecniche classiche di decisione e stima di variabili aleatorie (è proprio 
di questa problematica che ci occuperemo nel prosieguo della tesi).  
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Se invece non è possibile stabilire una corrispondenza diretta tra i dati osservati 
(Noncommensurate Sensor Data), anche se riferiti allo stesso fenomeno fisico, è necessario 
allora ricorrere ad un tipo di fusione che avviene a livello di decisione (Decision Level), 
oppure al livello del vettore di stato (Feature/State Level).  
A livello di decisione, la fusione dei dati avviene quando ormai ogni sensore ha già 
determinato la posizione, le caratteristiche e l’identità di quella particolare entità in esame. 
Alcune tecniche, che sfruttano proprio la fusione dei dati a livello di decisione, fanno 
riferimento ai metodi di decisione pesati, ai metodi di inferenza classica o a quelli di 
inferenza Bayesiana, oppure al metodo di Dempster-Shafer [Wu02]. Per quanto concerne 
invece la fusione a livello di stato/caratteristica, quest’ultima si fonda essenzialmente su di 
un meccanismo cognitivo, basato sul riconoscimento di alcuni tratti distintivi, proprio 
dell’essere umano. Basta infatti pensare che gli illustratori di vignette ricorrono spesso 
all’utilizzo di tratti somatici caratteristici per rappresentare la figura umana. L’utilizzo 
della fusione dati, nella generalità degli ambiti di applicazione, consente una migliore 
precisione operazionale, una maggiore copertura spaziale e temporale della scena da 
osservare, una correttezza dei risultati superiore (con conseguente riduzione 
dell’ambiguità), una risoluzione spaziale migliorata e soprattutto un’affidabilità del sistema 
nel tempo, garantita appunto dalla multidimensionalità (Fault Tolerance) dell’apparato 
stesso (questo discorso verrà approfondito con la trattazione delle diverse architetture). I 
ricercatori Waltz e Llinas, tra i pionieri di questa vera e propria disciplina, hanno infatti 
dimostrato l’effettiva utilità delle tecniche di fusione, applicate nell’ambito dei sistemi 
tattici militari, per giungere alla rivelazione di bersagli aerei definiti non-cooperative 
(consultare il Paragrafo I.3.4.3). Appare fin da subito evidente tuttavia come, in un ambito 
di ricerca così vasto, sia praticamente impossibile fornire una definizione univoca per 
questa tecnologia, per giunta sempre in continua espansione. Considerando infatti la 
molteplicità delle applicazioni possibili e l’uso di sensori molto diversificati tra loro, è 
facile aspettarsi numerose possibilità di approccio, dipendenti soprattutto dal particolare 
problema affrontato (questa cosa è sempre bene ricordarla).  
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I.2 Settori di applicazione della Data Fusion  
 
Come abbiamo già avuto modo di dire, possiamo considerare le applicazioni del DF come 
appartenenti a due principali categorie: quelle rivolte all’ambito militare e quelle rivolte 
all’ambito non militare. In generale, il problema da affrontare consiste sempre nel dover 
estrarre le informazioni sui valori medi, tempo varianti, di un numero sconosciuto di 
variabili aleatorie Gaussiane (i bersagli in movimento), in presenza sia di rumore bianco 
(Thermal Noise) che di rumore colorato (Clutter).  
 
I.2.1 Applicazioni militari 
 
Gli sforzi economici maggiori, nel tentativo di lanciare questo nuovo tipo di tecnologia, 
vennero compiuti dal DoD (Department of Defense) statunitense. Le problematiche di 
maggiore interesse riguardano soprattutto la localizzazione, la caratterizzazione e 
l’identificazione di entità dinamiche (nel senso più generale del termine), dove per entità si 
possono intendere, ad esempio, gli emettitori, le piattaforme, le armi e le unità militari 
nemiche (caratteristiche e dinamica di queste entità vengono memorizzati successivamente 
in appositi database).  
Tuttavia, oltre alla ricerca e all’aggiornamento delle librerie (dette Order-of-Battle 
Database) contenenti informazioni sulla situazione della scena, è necessario cercare di 
definire un livello di conoscenza superiore, per quanto riguarda le eventuali minacce che 
possono rappresentare gli oggetti all’interno dello scenario in esame (le relazioni tra i 
diversi bersagli captati, le loro eventuali organizzazioni ed il loro coinvolgimento con 
l’ambiente circostante).  
Queste problematiche possono essere ricercate nell’ambito del monitoraggio marittimo, 
della difesa aerea, dell’acquisizione di bersagli e della difesa strategica. Ognuna di queste 
aree di interesse richiede un particolare tipo di ricerca, appositi sensori ed infine deve 
condurre ad un ben determinato insieme di risultati, attraverso lo studio di particolari 
caratteristiche di interesse. I diversi settori, che negli ultimi anni hanno contribuito al 
decisivo sviluppo e alla crescita del DF, riguardano soprattutto le applicazioni di difesa e 
controllo marittimo, aereo e terrestre, come mostrato nella Figura I.1 [Hal97]. 
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Figura I.1 – Applicazioni militari della Data Fusion. 
 
Innanzitutto, per quanto riguarda i sistemi adibiti al monitoraggio marittimo ed oceanico, 
lo scopo ultimo è quello di poter rivelare, inseguire ed identificare i bersagli (e gli eventi) 
collegati appunto ad un simile tipo di scenario. Le possibili applicazioni vanno dai 
particolari sistemi per il controllo sottomarino, con lo scopo di supportare le operazioni 
tattiche della Marina Militare, ai sistemi per il controllo dei veicoli autonomi.  
I sensori usati, invece, possono essere di tipo radar, sonar, ELINT (ELectronic 
INTelligence), infrarosso ed infine SAR (Synthetic Aperture Array). Come è ovvio 
aspettarsi, le operazioni da effettuare possono coinvolgere aree di centinaia di miglia 
nautiche quadrate, costituite non solamente dalla superficie marina, ma anche dai fondali e 
dall’atmosfera.  
In una tale varietà di applicazioni e ambienti, è possibile quindi che entrino in gioco altri 
fattori, come l’estensione del volume da monitorare, la geometria relativa tra i sensori e i 
diversi bersagli, il tipo di propagazione del segnale (che in mare è tutt’altro che di semplice 
modellizzazione, soprattutto per segnali sonar sottomarini). La Figura I.2 [Hal97] illustra 
un tipo di applicazione di questo tipo. 
I sistemi di difesa, adibiti invece ad applicazioni di tipo Air-to-Air e Surface-to-Air, hanno 
il compito di rivelare, inseguire ed identificare sensori e armi, di tipo Aircraft e Anti-
Aircraft. 
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Figura I.2 – Un tipico sistema di monitoraggio marittimo. 
 
Essi sfruttano le informazioni provenienti da sensori di tipo radar, da misurazioni passive 
di tipo ESM (Electronic Support Measure), da sensori che operano nell’infrarosso, da 
sensori detti IFFN (Identification Friend-Foe-Neutral) e da sensori elettro-ottici per la 
formazione di immagini (talvolta addirittura dalla percezione visiva dell’essere umano).  
La sfida, che la comunità di ricerca deve affrontare fin da subito, è quella di riuscire a 
progettare particolari sistemi in grado di applicare, in tempo reale, delle contromisure 
efficaci alle eventuali situazioni che possono verificarsi.  
Al riguardo, i sensori IFFN devono essere capaci di distinguere, come già accennato, tra 
bersagli cooperative, non-cooperative e neutral.  
Inoltre, con l’incremento dei traffici di armamenti tra i vari paesi (mancano infatti 
connessioni dirette tra la provenienza di tali armi ed il loro futuro utilizzo), le difficoltà di 
progetto di un apparato IFFN crescono enormemente.  
Non si tratta più solamente di risolvere un problema di rivelazione pura, ma il campo di 
applicazione, che prima riguardava un ambito prettamente scientifico e tecnologico, adesso 
abbraccia anche quello politico ed economico. Per quanto concerne invece i sistemi di 
monitoraggio e acquisizione di bersagli terrestri, si parla più in generale di Battlefield 
Intelligence. I sensori che vengono usati sono di tipo MTI (Moving Target Indicator), sono 
montati su veicoli aviotrasportati, sono di tipo SAR, ESM oppure basati sul riconoscimento 
fotografico, sono sensori acustici montati a terra, elettro-ottici oppure sensori ad infrarossi.  
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La problematica principale, al di là delle particolari applicazioni e delle soluzioni che 
vengono studiate, resta comunque quella di riuscire a creare un sistema capace di valutare 
le diverse situazioni, capire quali di queste rappresentino veramente delle minacce e 
approntare, in tempo reale, le contromisure necessarie.  
 
I.2.2 Applicazioni non militari 
 
Al di fuori dell’ambito prettamente militare opera invece la comunità accademica, 
commerciale e industriale. In maniera più o meno corale, i problemi affrontati da questi 
gruppi di ricerca sono l’implementazione di sistemi automatizzati di controllo per 
l’industria manifatturiera, di edifici definiti smart e di applicazioni mediche (queste sono 
solo le applicazioni più importanti), come illustrato nella Figura I.3 [Hal97]. Queste sono 
tra le applicazioni emergenti che maggiormente hanno catturato l’attenzione della 
comunità scientifica. 
 
 
Figura I.3 – Applicazioni civili della Data Fusion. 
 
Anche per quanto riguarda questo ambito si ricerca, la Data Fusion rimane qualcosa di non 
facile generalizzazione, dal momento che ogni applicazione comporta particolari specifiche  
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di progetto da verificare e quindi un insieme di sensori che possano adattarsi, sì, allo scopo, 
ma anche al tipo di ambiente in cui ci si trova ad operare. Un’altra importante area di 
applicazione comprende la cosiddetta Image Fusion, spesso associata a sistemi di ripresa 
multispettrali (per creare immagini tridimensionali della scena ripresa) ed usata soprattutto 
nei sistemi di monitoraggio con sensori montati su piattaforme aviotrasportate. È proprio 
sulla fusione di immagini che si basano le applicazioni di telerilevamento (Remote 
Sensing), il cui scopo è quello di definire, ad esempio, le caratteristiche fisico-chimiche del 
territorio. Tra queste, le più importanti che possiamo ricordare sono il monitoraggio delle 
risorse agricole, lo studio e l’analisi delle condizioni meteorologiche ed infine la 
prevenzione dei disastri naturali.  
L’analisi del territorio, realizzata soprattutto tramite sensori multispettrali, viene resa 
possibile attraverso particolari tecniche di elaborazione delle immagini. Tra i sistemi 
utilizzati possiamo ricordare, ad esempio, il sistema satellitare Landsat ed il sistema SPOT. 
L’analisi del territorio, come già detto, viene fatta attraverso la fusione delle immagini, 
provenienti da un sistema multisensore, all’interno di reti neurali adattative.  
L’immagine viene processata, pixel per pixel, da un calcolatore, il quale ne estrae i diversi 
contenuti e li differenzia tramite una  particolare rappresentazione, detta a falsi colori, in 
cui alla vegetazione, come il grano ad esempio, e alle diverse classi di oggetti vengono 
associati particolari tipi di colore. L’immagine è quindi pronta per essere interpretata 
dall’operatore umano, il quale associa ad ogni colore il corrispettivo oggetto.   
La cosa difficile consiste nell’avere a disposizione diverse immagini e nel “sovrapporle” 
tra loro, in maniera tale che i diversi elementi (vale a dire gli stessi pixel) di ogni immagine 
corrispondano alla stessa locazione sulla superficie terrestre. In realtà le immagini prodotte 
dai diversi sensori hanno coordinate non allineate tra loro ed inoltre, a peggiorare le cose, 
dobbiamo tenere presente che le operazioni complesse compiute su tali immagini sono 
non-lineari, poichè si passa dallo spazio osservato (3-D) al piano (2-D) dell’immagine 
stessa.  
Il monitoraggio di macchinari complessi può coinvolgere, invece, sia l’ambito militare 
(controllo del corretto funzionamento dei veicoli aerei o terrestri), che quello civile 
(industrie automobilistiche). I tipici sensori utilizzati possono essere, ad esempio, 
accelerometri, misuratori di pressione, misuratori del livello di olio oppure particolari 
sensori acustici.  
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Bisogna poter quindi garantire una certa accuratezza nella previsione dei possibili 
malfunzionamenti e degli eventuali comportamenti anomali (spesso si hanno dei 
“disallineamenti” tra i diversi macchinari). 
Un simile sistema di monitoraggio della “salute” della catena di montaggio può far 
decrescere sensibilmente i costi di manutenzione dei macchinari stessi, i costi derivanti 
dall’aggiornamento delle misure di sicurezza ed è in grado di ridurre i tempi di 
inoperatività. Anche in questo caso, l’elevata complessità progettuale dipende non solo 
dall’utilizzo di sensori non compatibili formalmente (Non-commensurate Sensor Data), ma 
anche dalla complicata propagazione del segnale all’interno dell’ambiente di lavoro, che 
tende ad introdurre del rumore. 
Forse l’ambito più interessante, per l’utilizzo del DF, riguarda l’automatizzazione del 
processo di diagnosi medica del paziente, come l’identificazione di eventuali tumori 
attraverso lo studio combinato delle immagini e dei test effettuati sul paziente stesso. 
Questo avviene grazie anche al grande sviluppo di sensori tecnologicamente avanzati, 
come le apparecchiature NMR (Nuclear Magnetic Resonance), i sensori per la creazione di 
“immagini sonore” ed i vari test medici, già da soli in grado di garantire una certo grado di 
affidabilità. Una delle ultime applicazioni riguarda poi la creazione, in tempo reale, di 
modelli tridimensionali del cervello umano. Anche in questo caso possiamo ricondurci ad 
una letteratura specializzata al riguardo.   
È ovvio che, ricorrendo ad un tipo di DF specializzato per ogni diverso ambito medico, ci 
si aspetta un notevole incremento dell’affidabilità, con conseguente riduzione della 
probabilità di cattiva diagnosi da parte del personale addetto. Anche in questo caso, 
possiamo osservare come lo sviluppo di un tale sistema vada a scontrarsi con la difficoltà 
derivante dalla particolare propagazione dei segnali e dalla ricerca di una soluzione di tipo 
adattativo, magari attraverso l’ausilio di reti neurali. L’area di ricerca, che fa capo al 
monitoraggio delle macchine, costituisce quasi una disciplina a sè stante. In letteratura 
sono presenti articoli che fanno riferimento a problematiche di visione stereo, ovvero di 
sistemi capaci di creare modelli tridimensionali di oggetti attraverso l’ausilio di due o più 
camere da ripresa. Nel campo della robotica, il settore più importante rimane quello della 
Machine Vision, anche se vi sono anche altre applicazioni, che riguardano, ad esempio, 
l’identificazione di ostacoli, il loro mappaggio e l’analisi della forma degli oggetti, 
all’interno dell’ambiente di lavoro. 
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I.3 Modello generale del processo di Data Fusion 
 
Le problematiche, che sorsero fin dall’inizio, erano legate soprattutto alla mancanza di una 
terminologia unica per tutte le diverse comunità di ricerca scientifiche impegnate nei vari 
progetti di DF. Fu per questo motivo che, ormai nel lontano 1986, si decise di costituire un 
vero e proprio gruppo di lavoro, conosciuto con il nome di JDL (Joint Directors of 
Laboratories), che aveva il preciso compito di definire una terminologia comune legata al 
mondo del DF [Wal86]. Gli sforzi compiuti portarono gli studiosi sia a codificare un 
preciso DFL (Data Fusion Lexicon), sia a sintetizzare, mediante schema a blocchi, il 
processo di DF, come nella Figura I.4 [Hal97].  
Il modello del processo di DF è inteso nel senso più generale del termine, dal momento che 
lo si può applicare, con successo, alle differenti aree della ricerca scientifica.  
Questa affermazione potrebbe sembrare in netto contrasto con quanto affermato nei 
precedenti paragrafi, in cui si osservava che, a seconda della particolare applicazione, era 
necessario trovare un’architettura adeguata al singolo problema in esame.  
In realtà, il processo di DF, come lo stiamo intendendo adesso, viene applicato 
sostanzialmente una volta che i parametri siano già stati estratti, vale a dire in post-
detection. 
Come detto in precedenza, ci troviamo spesso nella condizione di dover affrontare il 
problema del Multitarget Tracking, quello cioè di dover stimare contemporaneamente lo 
stato e l’identità di bersagli multipli.  
Il punto di partenza è sempre il solito, quello di non conoscere da dove provengano le 
misurazioni effettuate dai sensori predisposti. 
Questa considerazione pone di fatto un serio problema al processo di stima, dal momento 
che l’aggiornamento dello stato dei diversi bersagli non è così ovvio come potrebbe 
sembrare a prima vista (consultare, a tal proposito, il Paragrafo I.3.4.1).  
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Figura I.4 – Tabella della terminologia e delle definizioni. 
 
Non sapendo a priori se le misurazioni effettuate appartengano ad un particolare sensore, 
non possiamo usare tali informazioni per aggiornare lo stato del bersaglio in esame.   
Il modo più semplice però, per associare correttamente ad un bersaglio le diverse 
misurazioni fatte, è quello di verificare una certa vicinanza tra le misurazioni attuali dei 
vari bersagli rivelati e le stime della posizione, al tempo precedente, del bersaglio preso in 
esame. Indicheremo con tale concetto la problematica delle Association Decisions, cioè le 
decisioni da prendere riguardo le diverse associazioni tra i dati misurati ed i bersagli 
rivelati (analizzeremo questo problema nel Paragrafo I.3.4.2). Ritornando al discorso del 
Multitarget Tracking, il nostro scopo rimane quello di stimare le vere traiettorie e le 
identità di tutti i possibili bersagli, a partire da misurazioni che possono essere corrotte da 
rumore, possono essere inconsistenti o, addirittura, incomplete. Lo schema di principio, per 
la risoluzione del problema, è quello dell’analisi ricorsiva. Dobbiamo precisare 
innanzitutto che abbiamo a che fare con un certo numero di bersagli da studiare.  
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Il filtro di Kalman serve nella fase di predizione e di filtraggio. A questo punto avviene la 
fase di validazione che, come già osservato, permette di escludere dal processo di DF 
quelle combinazioni (gli accoppiamenti tra i dati misurati ed i bersagli rivelati) che sono 
praticamente impossibili (analizzeremo questo problema nei Paragrafi I.3.3 e I.3.4).  
La fase di associazione serve invece a stabilire quali misurazioni siano da attribuire ad un 
bersaglio vero e quali siano invece da attribuire ad un bersaglio fittizio (Clutter o 
interferenti, anche intenzionali).  
Per quanto riguarda invece la loro identificazione, abbiamo fondamentalmente a che fare 
con un problema di classificazione, nel quale vengono applicati particolari metodi di 
ragionamento per definire il tipo di bersaglio a partire dagli attributi ricevuti (analizzeremo 
questo problema nel Paragrafo I.3.4.2). 
L’analisi delle possibili minacce, costituite dai bersagli rivelati, ed il cosiddetto Situation 
Assessment riguardano invece procedimenti di DF di livello superiore, perchè il loro 
compito è quello di stabilire le intenzioni dei diversi bersagli rivelati (si faccia riferimento 
al Paragrafo I.3.4.3). I due passaggi chiave, nella procedura di inseguimento del bersaglio, 
sono le procedure di Estimation (Paragrafo I.3.4.1) e di Association (Paragrafo I.3.3). 
Il modello può essere visto come una gerarchia a livelli, come illustrato nella Figura I.5 
[Hal97] e, nella quale, il processo di DF può essere distinto nei seguenti blocchi (la cui 
definizione è in realtà puramente concettuale): Sources of Information, Human Computer 
Interaction (indicato con l’acronimo HCI), Source Preprocessing (Process Assignment), 
Information Processing, che comprende Level 1 Processing (Object Refinement), Level 2 
Processing (Situation Refinement), Level 3 Processing (Threat Refinement) e Level 4 
Processing (Process Refinement).  
 
 
 
 
 
 
 
 
 
 17
Capitolo I - Il problema della Data Fusion 
 
 
Figura I.5 – Modello del processo di Data Fusion. 
 
Le operazioni di fusione ed elaborazione, effettuate sui segnali ricevuti, possono avvenire 
sia presso gli stessi sensori locali (si parla quindi di Decentralized Data Fusion 
Architecture) che costituiscono il sistema, sia presso un calcolatore centrale cui tali segnali 
vengono inviati dai sensori locali (si parla quindi di Centralized Data Fusion 
Architecture). Un discorso più ampio verrà fatto successivamente [Lig97] e riguarderà 
soprattutto le differenze esistenti tra i due principali tipi di architettura usati (in realtà 
questa suddivisione in due sole categorie penso sia molto riduttiva). 
Per finire, un discorso a parte deve essere fatto per il blocco di Data Management. Ognuno 
di questi blocchi viene illustrato nella Figura I.6 [Hal97]. 
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Figura I.6 – Le componenti del modello JDL. 
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I.3.1 Sources of Information 
 
Le sorgenti, da cui vengono tratte le informazioni per la DF, sono molto diversificate. 
Abbiamo infatti già avuto modo di vedere come, a seconda del particolare tipo di 
applicazione (e dei fondi a disposizione!), siano necessari diversi tipi di sensore (consultare 
i Paragrafi I.2.1 e I.2.2). 
Possiamo avere infatti sia dati che provengono da sensori locali associati con il sistema di 
DF, sia dati provenienti da sensori distribuiti, collegati elettronicamente con il sistema di 
fusione, che altri tipi di dati, come ad esempio informazioni geografiche.  
Lo studio del tipo di architettura più adatta è, da sempre, stata una tematica molto 
affrontata.  
Tuttavia, il fatto di avere spesso a che fare con scenari mutevoli e con un numero di sensori 
a disposizione molto variabile ha creato da subito fortissime difficoltà alla ricerca del tipo 
di soluzione più calzante al problema.  
Più avanti, parlando appunto dei tipi di architettura maggiormente utilizzati, consideremo il 
problema riguardante la definizione di una particolare DFA (Data Fusion Architecture), 
capace di inserirsi perfettamente in un qualsiasi particolare contesto [Car03]. 
 
I.3.2 HCI (Human Computer Interaction) 
 
Il blocco HCI consente all’operatore di interagire con il sistema di DF, inserendo, ad 
esempio, particolari comandi per il calcolatore oppure richieste di informazione, gestendo 
le relazioni provenienti dagli operatori stessi, ecc. Inoltre, grazie all’interfaccia HCI, il 
sistema è in grado di avvertire gli operatori riguardo eventuali malfunzionamenti, tramite 
appositi allarmi visivi, sonori, tattili, ecc. 
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I.3.3 Source Preprocessing (Process Assignment) 
 
Il problema della cosiddetta Association riguarda la necessità di stabilire le corrette origini 
delle misurazioni effettuate, ovvero di come associare, in maniera esatta, tali informazioni 
ad un particolare bersaglio rivelato. Appare evidente, fin da subito, come questo passaggio 
sia di fondamentale importanza, soprattutto nel caso in cui si operi in uno scenario 
caratterizzato dalla presenza di molti bersagli (Multitarget Tracking). Anche in questo caso 
possiamo operare una distinzione del processo in due sottoprocessi, indicati con il nome di 
Validation e Correlation. Il primo dei due costituisce una sorta di pre-associazione, dal 
momento che opera una prima scrematura degli accoppiamenti impossibili tra misura e 
bersaglio. Così facendo, si riesce ad alleggerire notevolmente il carico computazionale 
nelle fasi successive del processo di fusione.  
Il secondo stabilisce invece le probabilità di associazione di una singola misurazione ad un 
particolare bersaglio. Questa stima delle differenti probabilità permette successivamente 
l’applicazione di metodi di associazione “ad hoc”, dal momento che la correzione delle 
stime, ottenute per predizione e facenti riferimento ad un determinato bersaglio, si basa 
essenzialmente proprio su queste misurazioni. Come già detto, con questo blocco si cerca 
di ridurre il carico computazionale del calcolatore, allocando, presso i rispettivi processi, i 
diversi tipi di dati. Il suo compito è inoltre quello di valutare quale delle informazioni, che 
abbiamo a disposizione, sia la più pertinente al caso in esame.  
 
I.3.4 Information Processing 
 
Le informazioni, che sono processate in questo blocco, devono poter seguire quattro 
iterazioni chiave, ognuna delle quali è caratterizzata da differenti operazioni, come 
illustrato nelle Figure I.7 e I.8 [Hal97]. Innanzitutto, bisogna trasformare i diversi tipi di 
informazioni, provenienti generalmente da sensori definiti non-commensurate, in un 
sistema comune di coordinate (se siamo nel caso di Fusion of Dissimilar Information).  
Anche questa, a ben guardare, è una della problematiche maggiormente affrontate degli 
studiosi di DF, visto che da essa (e da una corretta associazione dei dati misurati) dipende 
sia la complessità computazionale che la comprensibilità delle informazioni ottenute.  
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Le nuove informazioni (commensurate), che adesso possono essere combinate tra loro, 
forniscono delle stime, riguardanti le caratteristiche cinematiche e gli attributi di un 
particolare oggetto (per la trattazione del processo di Object Refinement vedasi il Paragrafo 
I.3.4.1).  
 
 
Figura I.7 – I quattro livelli di Information Processing. 
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Figura I.8 – Esempi di alcune tecniche e algoritmi di Data Fusion. 
 
Successivamente si assegnano, ai diversi oggetti, i vari dati così ottenuti.  
Questo processo consiste nel migliorare la precisione delle stime sull’identità e sulla 
classificazione di tali entità (del processo di Situation Refinement si parla invece il 
Paragrafo I.3.4.2).  
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Una volta ottenute le varie informazioni ed una volta creataun’immagine completa della 
scena, il passo successivo è quello di prevedere gli sviluppi futuri degli eventi all’interno 
della scena stessa (per il blocco di Threat Refinement rimandiamo il lettore al Paragrafo 
I.3.4.3).  
L’ultimo blocco ha il compito di controllare, attraverso particolari passaggi chiave, il 
corretto funzionamento dei tre blocchi precedenti (il blocco è quello di Process Refinement 
ed è illustrato nel Paragrafo I.3.4.4). 
 
I.3.4.1 Level 1 Processing (Object Refinement)  
 
Il blocco di Estimation riguarda diversi metodi per la stima degli stati (l’accezione è molto 
generale) attuali dei singoli bersagli, partendo dalla conoscenza degli stati passati e 
sfruttando le misurazioni effettuate dai sensori. Possiamo dividere questo processo in un 
sottoprocesso di Prediction e in un sottoprocesso di Correction.  
A questo livello si opera la combinazione di differenti informazioni, sulla posizione, sul 
tipo di caratteristiche e sull’identità degli oggetti, per ottenere delle rappresentazioni più 
accurate di tali oggetti (ad esempio unità militari, emettitori, piattaforme, armamenti). Ci 
occuperemo tuttavia solo di definire la natura delle problematiche centrali.  
Per fare ciò, semplifichiamo il nostro approccio definendo tre categorie principali di 
problemi. La prima riguarda la fusione di informazioni temporalmente distinte (Paragrafo 
I.3.4.1.1), la seconda riguarda la fusione delle informazioni provenienti da diversi sorgenti 
(Paragrafo I.3.4.1.2), mentre la terza riguarda la fusione di informazioni di tipo diverso 
(Paragrafo I.3.4.1.3).  
 
I.3.4.1.1 Fusion of Temporal Information 
 
Sfruttare misurazioni, che siano distinte temporalmente, permette di ottenere nuove 
informazioni sullo scenario in esame.  
In realtà, bisogna tenere presente che queste informazioni devono essere combinate tra 
loro, anche se questa situazione porta all’indubbio vantaggio di avere sistemi che evolvono 
dinamicamente.  
 24
Capitolo I - Il problema della Data Fusion 
 
Da un lato dobbiamo studiare un modo per descrivere in maniera efficiente il passato, 
mentre dall’altro bisogna riuscire a trovare un sistema capace di combinare 
opportunamente le nuove misurazioni con le informazioni passate, in maniera tale da 
aggiornarle (e quindi migliorarle).  
Si fa quindi ricorso a metodi di stima iterativa, che quindi introducono già, in maniera 
efficace, il concetto di inseguimento del bersaglio. 
 
I.3.4.1.2 Fusion of Information from Multiple Identical Sources 
 
Con questa denominazione vogliamo identificare il problema della conversione dei dati 
misurati, provenienti dalle diverse sorgenti, in informazioni realmente utilizzabili ai fini 
della DF. Il concetto chiave, però, è quello di come definire e descrivere realmente la 
conoscenza (le informazioni estratte dai dati) di cui abbiamo bisogno.  
Le cose si complicano quando abbiamo a che fare con dati provenienti da più sensori.  
Se abbiamo, ad esempio due sensori (il discorso può essere esteso anche a più di due 
sensori), il problema principale è innanzitutto quello di come stabilire l’affidabilità (vale a 
dire la precisione e l’accuratezza) dei due, e solo successivamente è necessario di stabilire 
se di tale affidabilità bisogna tenerne conto (e quanto), al momento di definire il concetto 
di informazione utile. Appare subito evidente che l’aumentare della quantità di dati 
misurati porta sì ad un netto miglioramento della qualità dell’informazione utile, ma 
complica irrimediabilmente le cose. 
 
I.3.4.1.3 Fusion of Dissimilar Information (Different Sources)  
 
Le cose a questo punto si complicano ulteriormente, visto che le informazioni, anche se 
riguardanti lo stesso fenomeno fisico, non sono neppure paragonabili, perchè di tipo 
diverso (i sensori che le descrivono sono di tipo diverso). Questa situazione rende molto 
complesso anche il solo riconoscimento di quegli attributi simili, riguardanti, come già 
detto, lo stesso fenomeno fisico, ma descritti da segnali con lessico differente.  
Questa problematica viene risolta con successo facendo ricorso alle tecniche, illustrate in 
seguito, riguardanti il cosiddetto Dempster-Shafer Reasoning [Wu02]. 
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I.3.4.2 Level 2 Processing (Situation Refinement) 
 
Arrivati a questo punto, il calcolatore stabilisce una descrizione delle correnti relazioni tra 
gli oggetti e gli eventi nel contesto dell’ambiente di lavoro. Le distribuzioni degli oggetti, 
che possono essere, in un contesto militare, i singoli individui nemici, devono essere messe 
in relazione tra loro per dare vita alle (eventuali) diverse unità militari nemiche e sistemi di 
armamenti. Questa classificazione, riguardante le relazioni tra le entità, viene effettuata 
tramite l’analisi delle informazioni relative alla vicinanza tra tali oggetti, alle 
comunicazioni tra di essi e alle altre, che possono dipendere da altri fattori. Per questo 
scopo si utilizzano inoltre alcune informazioni riguardanti la conformazione del territorio, 
le condizioni meteorologiche, la situazione idrologica e le reti di comunicazione presenti 
sul territorio.  
   
I.3.4.3 Level 3 Processing (Threat Refinement) 
 
Le informazioni, così ottenute, sono usate successivamente per fare una previsione, 
partendo dalla situazione attuale, dei possibili sviluppi futuri, ad esempio il grado di 
minaccia che può rappresentare una particolare entità. L’analisi delle possibili intenzioni 
dei bersagli rivelati rende quindi possibile l’immediata applicazione dei provvedimenti 
opportuni.  
Questa parte del progetto di un sistema di DF è forse la più difficile, perchè oltre a dover 
affrontare delle previsioni sulle intenzioni degli oggetti, bisogna tenere comunque presenti 
alcuni fattori, che esulano dal contesto scientifico, come il tipo di addestramento, il 
contesto politico in cui si sta lavorando e la situazione attuale, tanto per rimanere nel solito 
ambito delle applicazioni militari.  
È ovvio che a questo punto entrano in gioco dei fattori di studio, che possono essere lo 
studio delle tattiche militari all’interno di un particolare tipo di ambiente, e che, come 
abbiamo precedentemente affermato, esulano dagli scopi della ricerca scientifica classica. 
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I.3.4.4 Level 4 Processing (Process Refinement) 
 
Abbiamo adesso a che fare con un blocco che opera il monitoraggio sul corretto 
avanzamento dei processi precedenti. Esso consiste di quattro passi successivi. In primo 
luogo viene monitorata la situazione complessiva del sistema, per quanto riguarda le 
applicazioni a breve termine e quelle a lungo termine.  
Si deve successivamente stabilire quali informazioni è necessario avere per migliorare la 
combinazione tra i diversi livelli e poi, una volta che ci siamo riusciti, dobbiamo stabilire, 
partendo da particolari condizioni sulle specifiche di sorgente, quali siano le informazioni 
necessarie. Infine vengono allocate direttamente quelle risorse per la soluzione del nostro 
problema. 
 
I.3.5 Data Management 
 
La gestione delle risorse dati in memoria è quella che richiede sicuramente la funzione di 
supporto più complessa. In realtà si tratta di un insieme di funzioni che garantiscono 
l’accesso al database del sistema DF.  
Per accesso al database si intende una varietà di opzioni, come, ad esempio, la ricerca, 
l’archiviazione, la compressione e la protezione dei dati da utilizzare. Come detto in 
precedenza, è piuttosto complessa la definizione di tali funzioni, dal momento che ci si 
trova spesso ad operare con quantitativi di dati enormi e, soprattutto, diversificati tra loro. 
Ovviamente, una volta che ci troviamo ad operare, bisogna recuperare, il più velocemente 
possibile le informazioni contenute in memoria. 
 
I.4 Passaggi chiave di un processo di Data Fusion 
 
Innanzitutto si parte con l’allineamento dei dati, non necessariamente di tipo diverso, e 
successivamente si collegano tali dati agli eventuali oggetti facenti parte della scena. A 
questo punto si valutano sia la posizione che la cinematica di tali oggetti e, solo in seguito, 
si stimano le loro caratteristiche e la loro identità.  
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Ognuna di queste possibili iterazioni può essere considerata facente parte del primo livello 
di fusione. Tuttavia possiamo ulteriormente scomporre ognuna di queste funzioni in altre 
sottofunzioni, che corrispondono alle diverse tecniche utilizzate (in realtà sono proprio i 
metodi usati per risolvere tali funzioni, come filtri di Kalman, ecc...).  
C’è da osservare che il modello di processo JDL analizzato risulta ancora più 
generalizzabile, in quanto la suddivisione in blocchi appena fatta, puramente fittizia, serve 
esclusivamente a rendere più agevole la comprensione dei diversi passaggi in cui avviene il 
processo di DF. In questa generalizzazione, la definizione del terzo livello, quello che 
permette di prevedere le possibilità minaccia, potrebbe sembrare forzata.  
In realtà possiamo considerare valevole questa distinzione anche per sistemi civili, in 
applicazioni quali il monitoraggio dei macchinari e la definizione dei possibili 
malfunzionamenti meccanici (si spera inoltre di poter anticiparli con una certa precisione). 
Ci sono ancora, a dir la verità, diversi campi di ricerca, in cui il modello JDL proposto non 
può essere sfruttato con successo. Come illustrato da Edward Waltz [Wal95], questo 
modello non è in grado di risolvere appieno un problema specifico, quello della fusione di 
immagini multiple, provenienti da sensori SAR (la maggior parte).  
Viene tuttavia proposto un’estensione al metodo JDL che permette di risolvere in maniera 
soddisfacente anche questo problema. In letteratura è possibile trovare sono anche altre 
particolari applicazioni, proposte da esperti del settore, quali Hall, Ogrodnik [Hal96] e 
Bowman [Bow95]. Quest’ultimo sostiene che il modello JDL è utile solamente quando le 
architetture da implementare non sono destinate alla realizzazione di sistemi reali. Per 
risolvere questo problema, propone un’architettura ad albero, di tipo gerarchico. Questa 
soluzione permette di suddividere i diversi problemi, legati all’associazione, alla 
correlazione e alla stima, ognuno dei quali viene concettualmente collegato ad un diverso 
ramo. 
 
I.5 DFA (Data Fusion Architecture) 
 
Per poter descrivere in maniera completa un sistema di Data Fusion, è necessario capire 
con che tipo di grandezze, in effetti, si va ad operare. In generale si possono distinguere 
due tipi di Level 1 Fusion.  
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Il primo tipo utilizza quelle informazioni, dette Locational Information (Paragrafo I.5.1), 
che riguardano appunto i parametri dinamici del bersaglio (come, ad esempio, la distanza, 
l’azimuth e l’elevazione). Queste grandezze sono successivamente usate per calcolare la 
posizione e la velocità del mobile. Il secondo tipo sfrutta invece dati di tipo parametrico, 
detti Parametric Data (come la Radar Cross Section, lo spettro infrarosso, ecc.), che 
servono per determinare l’identità del bersaglio in esame. Lo scopo della tesi è quello di 
analizzare alcune tecniche di fusione che utilizzano esclusivamente il primo tipo di 
informazioni. Da ora in avanti, quindi, ci riferiremo a processi di Locational Information 
Fusion, dove non diversamente specificato. 
 
I.5.1 Locational Information Fusion 
 
Supponendo di lavorare con grandezze di tipo dinamico, possiamo distinguere tra tre 
diverse alternative di fusione, che permettono di calcolare la posizione e la velocità di un 
qualunque bersaglio mobile e a cui corrispondono tre differenti tipi di architettura.  
Il primo approccio consente la fusione direttamente dei dati osservati e viene indicata con 
il nome di Measurement Fusion (avremo modo di studiarla approfonditamente nel Capitolo 
II e nel Capitolo III).  
La seconda invece opera la fusione delle informazioni a livello del vettore delle variabili di 
stato del bersaglio (vale a dire quel vettore, ottenuto tramite un qualche criterio di stima 
ottima, a partire dal vettore delle misurazioni) e viene indicata con il nome di State-Vector 
Fusion. L’ultima alternativa permette invece di sfruttare sia le misurazioni grezze (Raw 
Data), sia le informazioni filtrate (State Vector Data). 
 
I.5.1.1 Architettura di un sistema di Measurement Fusion 
 
La Figura I.9 [Hal97] rappresenta l’architettura di un sistema di fusione basato sulle 
misurazioni raccolte dai sensori che costituiscono il sistema.  
I dati osservati da questi ultimi, anche nel caso in cui essi siano di tipo diverso, devono 
essere “allineati” (vedremo come nel Capitolo III), prima di poter essere combinati 
opportunamente nel processo di Data Fusion.  
 29
Capitolo I - Il problema della Data Fusion 
 
Abbiamo inizialmente a che fare, infatti, con un tipo di rappresentazione basata sulle unità 
di misura e sulle coordinate dei singoli sensori, e diversa, quindi, per ognuno di essi (a 
maggior ragione ciò risulta vero se gli apparati utilizzati non sono dello stesso tipo).  
L’operazione di alignment delle osservazioni permette, quindi, di passare ad un unico tipo 
di rappresentazione, relativa ad un centro di processing centrale.  
I dati, così ottenuti, vengono associati e correlati in maniera opportuna con i diversi 
sensori, per garantire, in un ambiente di tipo Multisensor-Multitarget, la corretta 
corrispondenza delle misurazioni raccolte con le sorgenti che costituiscono il sistema.  
Questa procedura di Association/Correlation presenta spesso notevoli difficoltà 
realizzative, soprattutto nel caso in cui lo scenario di applicazione sia caratterizzato dalla 
presenza di  numerosi bersagli. Una volta superato questo problema, i dati vengono 
successivamente combinati, usando tipicamente tecniche di stima basate sul filtro di 
Kalman. Questo è l’approccio che risulta teoricamente più accurato, fermo restando la 
correttezza delle operazioni effettuate nella fase di associazione, ma necessita tuttavia della 
trasmissione dei dati dai sensori all’unità di calcolo centrale, tramite reti di comunicazione 
locali dedicate. Le conseguenti difficoltà che ne derivano, come ad esempio l’eccessiva 
richiesta di banda nel caso di applicazioni di Image Fusion, sono quindi ben immaginabili. 
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Figura I.9 – Architettura di Measurement Fusion. 
 
I.5.1.2 Architettura di un sistema di State-Vector Fusion 
 
La Figura I.10 [Hal97] rappresenta invece un tipo di architettura di tipo distribuito (anche 
detto autonomo), in cui ogni sensore produce dapprima una propria stima delle variabili di 
stato, di tipo single-source, a partire dal proprio osservato. In questo modo, ogni sorgente 
ricava le informazioni di posizione e di velocità del mobile, basandosi esclusivamente sulle 
proprie misurazioni. Questi risultati sono usati poi, come dati d’ingresso, nel processo di 
Data Fusion che fornisce la stima congiunta, detta Joint State Vector Estimate.  
Le operazioni di Data Alignment e di Association/Correlation sono implementate 
ugualmente, ma sono riferite al vettore delle variabili di stato, anziché al vettore delle 
osservazioni. 
Per quanto riguarda le differenze con l’architettura precedente, una soluzione di questo tipo 
permette di ridurre notevolmente la complessità dell’apparato di comunicazione. La 
trasmissione riguarda adesso il vettore delle variabili di stato, sicuramente caratterizzato da 
una notazione più compatta rispetto al vettore delle osservazioni. Anche per quanto 
riguarda la fase di associazione, le cose risultano ulteriormente semplificate con un 
approccio di questo tipo, tuttavia il livello di accuratezza è decisamente inferiore, vista 
l’inevitabile perdita di informazione nel passaggio dal vettore delle osservazioni a quello 
delle variabili di stato, in cui l’operazione di decisione è già avvenuta. 
 31
Capitolo I - Il problema della Data Fusion 
 
 
Figura I.10 – Architettura di State-Vector Fusion. 
 
I.5.1.3 Architettura di un sistema di Hibrid Fusion 
 
La terza soluzione, illustrata nella Figura I.11 [Hal97], combina allo stesso modo le 
tecniche di Data Level Fusion e quelle di State-Vector Fusion. Si adotta una soluzione di 
questo tipo quando è necessario far fronte agli inevitabili compromessi che sorgono tra la 
necessità di un certo carico computazionale e le specifiche sul collegamento.  
Si ricorre infatti a tecniche di State Vector Fusion quando è necessario ridurre il carico di 
processing per soddisfare determinate condizioni sulla comunicazione, mentre si ricorre a 
quelle di Data Level Fusion per garantire un’elevata precisione nel caso in cui lo scenario 
sia caratterizzato dalla presenza di numerosi bersagli.  
Se da un lato l’architettura ibrida garantisce una notevole flessibilità, dall’altro lato impone 
un certo overhead complessivo, necessario a monitorare l’intero processo di fusione. Una 
soluzione di questo tipo permette perciò di poter scegliere quale dei due tipi di Data Fusion 
risulta la più conveniente al problema in esame. 
È importante sottolineare come la scelta, appunto, del tipo di fusione da implementare non 
debba condurre, necessariamente, alla soluzione ottima in assoluto, ma deve garantire un 
certo equilibrio tra le risorse a disposizione, la banda disponibile per le comunicazioni, 
l’accuratezza desiderata, le capacità dei singoli sensori e, soprattutto, i fondi necessari alla 
realizzazione di un determinato progetto. Il problema diviene quindi prettamente 
ingegneristico. 
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Figura I.11 – Architettura di Hibrid Fusion. 
 
I.6 Conclusioni 
 
I moderni sistemi di monitoraggio usano contemporaneamente sensori di tipo diverso, per 
garantire una migliore, e spesso ridondante, copertura del bersaglio.  
Il ricorso ad un tipo di processing centralizzato (Centralized Data Fusion Architectures) è, 
almeno in teoria, perfetto, ma comporta alcune difficoltà realizzative non da poco, con le 
quali ci si scontra inevitabilmente.  
Questi problemi riguardano soprattutto la disponibilità di banda dell’intero sistema e la 
capacità di elaborazione del processore centrale, anche se però i recenti progressi 
tecnologici hanno portato ad un rapido sviluppo del settore.  
La soluzione più semplice (e conveniente) è quindi quella di distribuire il carico 
computazionale tra i diversi nodi (i processori facenti capo al singolo sensore) del sistema. 
Si parla quindi di Distributed Data Fusion Architectures.  
È assodato ormai che la fusione dei dati, prodotto delle misurazioni provenienti da più 
sensori, consenta di ottenere migliori informazioni, riguardanti un qualunque bersaglio, 
rispetto a quelle che provengono da uno solo di questi. Questo è vero, anche perchè la 
possibilità di avere numerose misurazioni, non correlate tra loro, permette di scegliere solo 
quelle informazioni maggiormente più utili al nostro scopo (la scelta delle migliori 
informazioni da usare rimane comunque ancora una problematica aperta, come accennato 
anche nei precedenti Paragrafi). Come abbiamo già detto, la tipica architettura di un 
sistema di DF è quella centralizzata.  
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In parole povere i dati, vale a dire le misurazioni effettuate dai diversi sensori, sono inviati 
ad una singola locazione (il processore centrale), dove vengono combinati (in un qualche 
modo che per adesso non ci interessa conoscere) e successivamente spediti ai diversi 
utenti. I progressi tecnologici, cui abbiamo fatto riferimento in precedenza, hanno facilitato 
sì lo sviluppo di questo tipo di sistemi, ma hanno reso possibile anche la nascita di altri tipi 
di architetture, quelle gerarchiche ad esempio, derivati appunto da quella centralizzata. 
Possiamo così distinguere tra nodi di livello diverso, vale a dire tra quei nodi che compiono 
diversi tipi di elaborazione sul segnale, come illustrato nella Figura I.12 [Lig97]. 
 
 
Figura I.12 – Alcune tipiche architetture di Data Fusion. 
 
Questo tipo di architettura prevede quindi che i nodi di basso livello processino 
inizialmente i dati, per poi inviarli ai nodi di alto livello, che hanno invece il compito di 
combinarli.  
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I nodi, quelli gerarchicamente più importanti, hanno anche il compito di memorizzare i 
risultati di queste elaborazioni. Lo scopo è poi quello di usare queste informazioni per 
l’elaborazione dei nuovi segnali che arrivano. 
In un’architettura di tipo distribuito, invece, non esistono relazioni di 
superiorità/subordinazione tra i nodi che fanno parte del sistema. Quest’ultimo viene 
ottimizzato quando le comunicazioni variano a seconda delle richieste di informazioni dei 
nodi che ne fanno parte. Solo nei casi più estremi ogni nodo ha il proprio processore per le 
operazioni di calcolo. Vale la pena adesso considerare quelli che sono i vantaggi (e gli 
svantaggi) derivanti dall’utilizzo di questi due tipi di architetture. 
L’architettura centralizzata risulta la migliore nel caso si disponga di una banda abbastanza 
estesa (teoricamente infinita) e nel caso in cui il processore centrale abbia una capacità di 
calcolo sufficiente ad elaborare, senza eccessivi ritardi, le numerose informazioni che gli 
pervengono. L’approccio concettuale, che sta dietro quest’architettura, è inoltre molto più 
semplice. 
Per quanto riguarda invece le architetture distribuite, comprese quelle gerarchiche viste 
precedentemente, si ha a che fare con un carico computazionale decisamente inferiore, 
visto che l’elaborazione dei dati avviene presso i diversi sensori del sistema. In secondo 
luogo, non vi è la necessità di disporre di un database centrale, particolarmente “spazioso”, 
dal momento che ogni nodo ne possiede uno proprio.  
In terzo luogo, il carico computazionale non risulta particolarmente gravoso, visto che ogni 
sensore non deve inviare i propri dati ad un processore centrale. Abbiamo inoltre un 
accesso più veloce ai risultati, dato il minore ritardo nelle comunicazioni. Vengono 
superate agevolmente anche le problematiche relative agli eventuali malfunzionamenti dei 
nodi (letteralmente single point of failure), dal momento che le operazioni di elaborazione 
non sono più completamente affidate ad un singolo nodo centrale (abbiamo già infatti 
parlato di Fault Tolerance). Infine, dato che i sistemi di DF, di nuova generazione, devono 
poter operare in maniera corretta (e spesso coordinata) con quelli precedenti, le architetture 
distribuite permettono di implementare tali sistemi sulla base appunto di quei sistemi già 
esistenti. Nonostante i numerosi vantaggi che presenta un’architettura distribuita rispetto 
ad una centralizzata, l’ottimizzazione delle risorse è ancora lontana dall’essere raggiunta. 
In particolare sono aperte ancora oggi alcune importanti tematiche di ricerca che 
riguardano Architecture, Communication e Algorithms.  
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Per esse bisogna considerare inoltre alcune problematiche relative allo sviluppo 
tecnologico attuale. Il problema dell’architettura riguarda il modo in cui le sorgenti (oppure 
i sensori) sono subordinate ad ogni nodo ed il modo in cui questi ultimi gestiscono i diversi 
bersagli presenti nella scena. Per la risoluzione del problema della comunicazione, le 
principali idee da affrontare riguardano soprattutto il modo in cui i nodi si scambiano le 
informazioni, il grado di connettività e la banda allocata nella rete, ed infine il modo in cui 
sono differenziate le misurazioni dei sensori (Raw Data) e i risultati di calcolo (Processing 
Results). Un’altra problematica concerne gli algoritmi di fusione utilizzati, vale a dire il 
modo in cui le informazioni, in possesso di ciascun nodo, devono essere combinate per 
massimizzare le prestazioni dell’intero sistema. La ricerca, per quanto riguarda le 
architetture centralizzate, ha raggiunto un ottimo grado di sviluppo, mentre, per quanto 
concerne le architetture distribuite, i passi avanti compiuti hanno sicuramente migliorato la 
situazione attuale, ma le potenzialità di una simile soluzione sono ancora notevoli.  
Per quanto riguarda invece il funzionamento di un particolare sistema, esso deve poter 
essere monitorato con continuità, dev’essere quindi sempre garantita una certa precisione 
in tutte le condizioni possibili di funzionamento. Questo vuol dire che il tipo di approccio 
al problema di DF (cioè l’architettura da implementare) dovrebbe modificarsi in accordo 
sia ai cambiamenti dell’ambiente circostante, che al variare del numero delle risorse 
disponibili. Un’architettura di questo tipo è in grado, almeno teoricamente, di 
riconfigurarsi in base sia all’effettivo ambiente in cui si trova ad agire, che all’effettivo 
numero di sensori disponibili al momento. L’inserimento e l’estrazione di nuove 
componenti devono poter essere realizzati senza dover necessariamente arrestare l’intero 
sistema. Bisogna tenere presente che l’ambiente di lavoro è inoltre soggetto a continui 
cambiamenti nel tempo e lo stesso dicasi quindi per le misurazioni effettuate dai sensori 
predisposti. Il tipo di applicazione dovrebbe, quindi, poter variare in accordo ai 
cambiamenti dell’ambiente. Tutte queste considerazioni ci portano quindi ad affermare che 
l’implementazione di un processo di Data Fusion non è di così semplice ed immediata 
risoluzione. L’informazione proveniente dai diversi sensori può essere infatti di vari tipi ed 
i dati possono non essere facilmente quantificati (spesso risulta molto difficile stabilirne 
addirittura la precisione). A ciò bisogna aggiungere il fatto che un tipico sistema è inoltre 
costituito da differenti elementi, spesso mobili, e caratterizzati quindi da un diverso 
consumo di energia e banda. 
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Lo scopo ultimo è proprio quello di trovare, quindi, una particolare soluzione, capace di 
tenere conto di tutte queste problematiche tecniche (queste sono solo quelle più importanti, 
in realtà le variabili in gioco sono teoricamente infinite). 
L’ultimo problema, da dover affrontare, è poi quello di riuscire a trovare, in letteratura, un 
linguaggio comune che garantisca la totale assenza di incomprensioni da parte delle 
numerose comunità di ricerca. Ecco quindi che sarà possibile imbattersi in sistemi in cui, 
agli oggetti definiti in un certo modo, vengono attribuiti nomi diversi, nonostante il 
riferimento concettuale possa essere sempre lo stesso. I nostri sforzi devono essere volti 
quindi ad implementare un particolare modello di DFA (Data Fusion Architecture), capace 
di poter essere applicato in diversi ambiti operativi, senza però perderne in comprensione e 
generalità concettuale. 
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Capitolo II 
Tecniche di Data Fusion 
 
 
II.1 Introduzione 
 
Nel Capitolo I è stata illustrata l’importanza di un sistema costituito da sensori multipli, 
unitamente ai vantaggi che una simile soluzione può portare rispetto all’utilizzo di un 
sistema costituito da uno solo di essi.  
Per garantire specifiche di precisione e affidabilità sempre più elevate, i moderni sistemi 
(ricordando che l’accezione del termine “sistema” è molto ampia, visto e considerando che 
il numero delle possibili applicazioni sembra essere quasi illimitato) stanno evolvendo, 
passo dopo passo, verso la genesi di vere e proprie reti “ad hoc” di sensori, capaci di 
comunicare tra loro e scambiarsi utili informazioni per la risoluzione dei problemi che via 
via si prospettano. 
Andando a combinare opportunamente i dati ricevuti, l’operatore (anche in questo caso 
inteso nel senso più generico del termine) è capace di ottenere risultati spesso migliori di 
quelli che si otterrebbero elaborando i dati provenienti da una singola sorgente.  
Questo tipo di soluzione, a fronte di un indubbio aumento della complessità, sia in termini 
computazionali che economici, garantisce, quasi sempre, risultati più robusti, oltre che più 
precisi. 
Poiché il nostro fine è quello di migliorare le prestazioni di un apparato di Target Tracking, 
legato ad applicazioni di Homeland Security, un tale approccio sembrerebbe poter risolvere 
molte problematiche legate all’inseguimento dei bersagli in movimento (questo è l’ambito 
di cui ci occuperemo specificatamente nel prosieguo della tesi).  
Al contrario, per quanto riguarda la rivelazione, ovvero il problema della cosiddetta Target 
Detection, la questione da affrontare è ben diversa dalla precedente, dal momento che sarà 
necessario valutare la presenza, o meno, del bersaglio all’interno della regione coperta da 
ogni sensore. Questa situazione può portare alla mancata rivelazione, nel caso in cui il 
bersaglio cada al di fuori della zona di rivelazione del bersaglio oppure se il rumore è tale 
da coprire il segnale ricevuto (questo è anche il motivo per cui è necessario considerare 
successivamente anche il contributo del clutter di mare).  
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Il problema, viene da sé, si complica ulteriormente quando abbiamo diversi sensori che 
controllano la zona e che possono rivelare, oppure no, la presenza del bersaglio.  
La difficoltà maggiore consiste proprio nel fatto che le diverse misurazioni, raccolte dai 
vari ricevitori preposti, devono essere “associate” correttamente ad ognuno dei possibili 
bersagli all’interno dello scenario. L’implementazione di un sistema di monitoraggio 
dovrebbe garantire proprio questo: non solo elevata precisione nella stima dei parametri 
caratteristici del bersaglio, ma anche elevata efficienza nella rivelazione dello stesso.  
Per questo motivo l’ubicazione dei diversi sensori dovrebbe essere fatta in maniera tale da 
garantire l’ininterrotta (o quasi) visibilità del mobile in esame. 
Queste brevi considerazioni non mettono fine all’insormontabile schiera di difficoltà che si 
incontreranno in futuro, in fase di progetto, dal momento che è verosimile supporre la 
presenza di certo numero di entità mobili, all’interno della zona osservata, che 
interagiscono tra loro e con l’ambiente circostante.  
Queste entità dovranno non solo essere rivelate, ma anche caratterizzate in base al tipo e, 
quindi, collocate all’interno di un apposito database che ne definirà il grado di minaccia. 
All’interno di questo capitolo ci occuperemo della sola procedura di inseguimento del 
bersaglio, considerando, sempre per il momento, come perfettamente avvenuta la 
rivelazione dello stesso.  
Come avremo modo di vedere più avanti, la procedura di rivelazione esula completamente 
dai nostri scopi, poiché siamo nella condizione di un segnale ricevuto correttamente. 
 
II.2 Procedura di Target Tracking 
 
Nel capitolo precedente abbiamo definito cosa si intende per tecniche di rivelazione ed 
inseguimento con sensori multipli e, dopo averne introdotto le linee guida, è arrivato il 
momento di scegliere quale tipo di soluzione utilizzare per risolvere il problema che ci 
siamo prefissi. Abbiamo a più riprese notato come le applicazioni possibili in questo 
ambito, e non solo in questo, siano le più disparate, così come le possibili soluzioni 
implementabili caso per caso. 
La rivelazione e l’inseguimento di bersagli tramite apparati radar, che siano multisensore 
oppure no, fa affidamento ancora quasi esclusivamente sull’utilizzo del filtro di Kalman. 
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Analizzeremo brevemente, senza entrare troppo nel dettaglio, la teoria che ne sta alla base, 
considerando esclusivamente i segnali multidimensionali (quelli di cui ci occuperemo noi), 
raccolti da un singolo sensore, per poi addentrarci nella descrizione di un sistema di 
fusione vero e proprio. 
La trattazione del problema passa inevitabilmente dalla definizione dei segnali che 
vengono di volta in volta ricevuti. Come abbiamo analizzato in precedenza, il singolo 
sensore lavora con classi di segnali più ampie di quelle che potrebbero essere i semplici 
modelli AR (Auto Regressive) del primo ordine.  
Nella realtà dei fatti, ci troviamo inevitabilmente a dover considerare invece modelli 
ARMA (Auto Regressive Moving Average) di ordine generico o, addirittura, segnali 
multidimensionali, come le componenti del vettore posizione e velocità di un bersaglio, che 
analizzeremo parlando delle diverse tecniche di fusione dei dati. 
Rispetto alla semplice trattazione del problema scalare, il filtro di Kalman da utilizzare sarà 
anch’esso di tipo vettoriale ed andrà implementato in termini matriciali. 
La soluzione del problema parte dalla definizione di un Target Model, ovvero il modello 
del segnale, e di un Data Model, ovvero il modello delle misurazioni effettuate [Ver96]. 
 
II.2.1 Modello del Segnale 
 
Per definire nello specifico il nostro problema, supponiamo di voler stimare 
simultaneamente N  segnali, dipendenti tra loro e ciascuno dei quali è modellabile come un 
processo AR(1) generico, per cui possiamo esprimerli come:  
 
( ) ( ) ( ) ( )1i i i iS n a n S n W n= ⋅ − + , 1, 2,...,i N=  (II.1)
 
con ( )iW n  rumore bianco, a media nulla ed indipendente da ( )jW n , con i j≠ . 
Per semplificare la nostra trattazione, possiamo introdurre un tipo di notazione, con vettori 
di dimensione N , per il segnale ed il rumore. 
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( )
( )
( )
( )
1
2
...
N
S n
S n
n
S n
   =     
S  (II.2)
( )
( )
( )
( )
1
2
...
N
W n
W n
n
W n
   =     
W  (II.3)
 
A questo punto, possiamo ulteriormente ridurre la complessità scrivendo, in forma 
vettoriale, il segnale ( )nS  come: 
 
( ) ( ) ( ) ( )1n n n n= ⋅ − +S A S W  (II.4)
 
in cui la matrice ( )nA  è data da: 
 
( )
1
2
0 ... 0
0 ... 0
... ... ... ...
0 0 ... N
a
a
n
a
   =    
A  (II.5)
 
Senza addentrarci eccessivamente all’interno della trattazione, possiamo verificare (non è 
questa la sede) come sia possibile rappresentare un qualunque processo casuale, descritto 
da un modello ARMA generico, nella forma vettoriale corrispondente ad un sistema del 
primo ordine. 
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II.2.2 Modello dei dati 
 
Allo scopo di stimare il vettore ( )nS , si compiono, simultaneamente, CN  osservazioni al 
tempo n , in generale affette da rumore additivo, per cui l’insieme dei dati ricevuti risulta 
essere: 
 
( ) ( ) ( )
( ) ( ) ( )
1 1 1 1
...
Nc Nc Nc Nc
X n c S n V n
X n c S n V n
= ⋅ +
= ⋅ +
 (II.6)
 
dove ( )iV n  rappresenta il rumore di osservazione, mentre i ic  sono i parametri di misura. 
Anche in questo caso possiamo scrivere il sistema in forma compatta, ottenendo la 
seguente notazione: 
 
( ) ( ) ( )n n n= ⋅ +X C S V , 1, 2,..., Cn N=  (II.7)
 
Dove abbiamo considerato la matrice C  delle misurazioni come: 
 
1
2
0 ... 0
0 ... 0
... ... ... ...
0 0 ...
CN
c
c
c
   =     
C  (II.8)
 
II.2.3 Filtro di Kalman vettoriale 
 
A questo punto è possibile estendere i risultati ottenuti per il filtro scalare al caso 
multidimensionale, utilizzando una semplice equivalenza tra operazioni scalari e matriciali. 
L’algoritmo di stima del segnale, a partire dall’osservato, prevede l’implementazione di 
passi successivi, che vengono ripetuti, in maniera ciclica, all’arrivo di una nuova 
misurazione da parte del sensore. 
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1) Si calcola inizialmente ( )ˆ | 1n n −S , la predizione ad un passo del segnale, partendo dalla 
stima al passo precedente ( )ˆ 1| 1n n− −S : 
 
( ) ( ) ( )ˆ ˆ| 1 1| 1n n n n n− = ⋅ − −S A S  (II.9)
 
2) Si calcola successivamente l’osservazione predetta ( )ˆ | 1n n −X , tramite la matrice delle 
misurazioni ( )nC  e sfruttando l’equazione II.9: 
 
( ) ( ) ( )ˆˆ | 1 | 1n n n n n− = ⋅ −X C S  (II.10)
 
3) Si calcola, a questo punto, lo scarto tra il dato ( )nX  e l’osservazione predetta 
( )ˆ | 1n n −X : 
 
( ) ( ) ( ) ( ) ( ) ( )ˆˆ | 1 | 1n n n n n n n n= − − = − ⋅ −ε X X X C S (II.11)
 
4) Si calcola la matrice di covarianza dell’errore di predizione ( )nε : 
 
( ) ( ) ( ) ( ) ( )| 1 1| 1 1Tn n n n n n n− = ⋅ − − ⋅ + −P A P A Q (II.12)
 
dove abbiamo considerato: 
 
( ) ( ) ( ){ }Tn E n n= ⋅P ε ε  (II.13)
( ) ( ) ( ){ }Tn E n n= ⋅Q W W  (II.14)
 
Dalla matrice ( )| 1n n −P  così ottenuta, si ricava la matrice di guadagno del filtro: 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) 1| 1 | 1T Tn n n n n n n n n − = − ⋅ ⋅ ⋅ − ⋅ + K P C C P C R (II.15)
 
Dove abbiamo considerato: 
 
( ) ( ) ( ){ }Tn E n n= ⋅R V V  (II.16)
 
La matrice di covarianza del rumore di osservazione. 
 
5) Una volta trovata la matrice ( )nK , possiamo calcolare la correzione ( ) ( )n n⋅K ε  da 
applicare successivamente alla predizione per ottenere la stima. In questo modo abbiamo 
che: 
 
( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ| | 1 | 1n n n n n n n n = − + ⋅ − − S S K X X (II.17)
 
6) Si calcola, infine, la nuova matrice di covarianza: 
 
( ) ( ) ( ) ( )| | 1n n n n n n= − ⋅ ⋅ −  P I K C P  (II.18)
 
Il ciclo viene così completato partendo dalla stima ( )ˆ 1| 1n n− −S  e dalla relativa matrice di 
covarianza ( )1| 1n n− −P . Si ottiene quindi la stima aggiornata ( )ˆ |n nS  utilizzando il dato 
ricevuto ( )nX . A questo punto il procedimento può essere ripetuto all’arrivo di un nuovo 
dato. 
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II.3 Measurement Fusion e State-Vector Fusion 
 
Prendiamo adesso in considerazione il Tracking Problem che viene affrontato da Gan e 
Harris [Gan01]. Per semplificare la trattazione del problema, si supponga verificata la 
presenza un singolo bersaglio all’interno della zona “illuminata” dal nostro sistema di 
monitoraggio (questo è il motivo per cui saltiamo direttamente la fase di Detection).  
Esso si considera costituito in generale da N  sensori, ognuno dei quali è caratterizzato 
appunto da un proprio modello, per quanto concerne il bersaglio e le statistiche di rumore. 
Per quanto riguarda più spiccatamente l’ambito delle applicazioni di Multisensor Radar 
Tracking, le scuole di pensiero sono essenzialmente due. La prima abbraccia quelle 
tecniche che prevedono la fusione tra gli elementi del vettore di stato (State-Vector 
Fusion), mentre la seconda utilizza direttamente le misurazioni dei sensori (Measurement 
Fusion). Entrambe prevedono l’applicazione del filtro di Kalman vettoriale, anche se in 
realtà sono numerose la varianti utilizzate che da esso derivano. 
 
II.3.1 Architettura di un sistema di State-Vector Fusion 
 
L’approccio di State-Vector Fusion sfrutta un numero di filtri di Kalman, pari al numero 
N  dei ricevitori utilizzati. Ognuno di essi fornisce le stima (indicata con ( )iˆs n , con 
1,2,...,i N= ) degli stati dei bersagli, a partire dall’osservato ( )ix n . Tali stime vengono 
successivamente combinate, in modo opportuno, per dare vita ad una stima congiunta 
( )sˆ n  che sia migliore di quella che si avrebbe adoperando un sensore singolo, come 
illustrato nella Figura II.1.  
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ˆNs (n)
2sˆ (n)
1sˆ (n)
sˆ(n)
Nx (n)
2x (n)
1x (n)
 
 
Figura II.1 – Architettura di un sistema di State-Vector Fusion. 
 
II.3.2 Architettura di un sistema di Measurement Fusion 
 
Le tecniche di Measurement Fusion permettono di combinare direttamente i segnali ( )ix n , 
con 1,2,...,i N= , ottenuti tramite le misurazioni effettuate dai sensori predisposti. 
In questo modo si ricava un segnale complessivo ( )x n , tramite un opportuno algoritmo di 
fusione, che, dato in ingresso al solito filtro di Kalman, restituisce, a sua volta, un segnale 
( )sˆ n , contenente la stima degli elementi di stato del Target Model. L’architettura generale 
di un simile sistema è mostrata nella Figura II.2. 
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sˆ(n)
1x (n)
2x (n)
Nx (n)
x(n)
 
 
Figura II.2 – Architettura di un sistema di Measuremet Fusion. 
 
II.3.3 Differenze tra le due tecniche di Data Fusion 
 
Scegliere quale dei due modelli adottare dipende essenzialmente dal tipo di problema in 
esame. Abbiamo già avuto modo di fare questo discorso quando abbiamo introdotto il 
problema della fusione dei dati provenienti da sensori multipli nel Capitolo I. Ogni 
particolare applicazione necessita infatti di un approccio dedicato e questo influisce 
soprattutto sulla scelta del tipo di fusione adottare. 
Le tecniche di Measurement Fusion garantiscono risultati generalmente migliori di quelli 
che si otterrebbero con le tecniche di State-Vector Fusion, caratterizzate invece da una 
complessità inferiore, sia in termini computazionali che di comunicazione tra i vari 
apparati. Tali sistemi permettono, inoltre, l’implementazione di processi in parallelo e 
garantiscono una certa tolleranza agli errori (Fault Tolerance) [Cha98, Cha97, Roe88].  
Si deve tuttavia osservare che i metodi di State-Vector Fusion risultano efficienti solo nel 
caso in cui i filtri di Kalman siano effettivamente “consistenti”. Questo problema riduce 
sensibilmente il campo delle applicazioni possibili, dal momento che, soprattutto per 
quanto riguarda la navigazione e l’inseguimento dei bersagli, i processi in esame risultano 
spesso non lineari. Una tale situazione implica che, prima di ricorrere al filtraggio tramite 
Kalman, è necessario linearizzare innanzitutto i processi considerati e, per questo motivo, 
si ricorre alle tecniche di Measurement Fusion invece che a quelle di State Vector Fusion. 
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II.4 Scelta della tecnica di Measurement Fusion 
 
Nelle applicazioni di Data Fusion che sfruttano l’utilizzo del filtro di Kalman, 
generalmente si preferisce utilizzare alcune tecniche che prevedono la fusione dei dati 
ancora grezzi (Measurement Fusion), anziché la fusione delle informazioni estratte dal 
processo di decisione (State-Vector Fusion). 
Tra le varie tecniche, che fanno capo alla prima delle due famiglie, prendiamo in 
considerazione i due metodi più comunemente usati [Gan01].  
Il primo di essi, indicato con l’acronimo MFM I (Measurement Fusion Method I), consiste 
semplicemente nell’unione dei dati provenienti dai sensori. I dati raccolti dai differenti 
ricevitori vengono letteralmente “appesi” l’uno all’altro e questo comporta un inevitabile 
aumento della dimensione del vettore delle osservazioni.  
Il secondo metodo, indicato invece con l’acronimo MFM II (Measurement Fusion Method 
II), è definito, al contrario, da un approccio ancora più classico.  
La combinazione dei dati, rappresentati ancora dalle misurazioni dei sensori (Raw Data), 
sfrutta la minimizzazione dell’errore quadratico medio MMSE (Minimum Mean Square 
Error), facendo sì, in questo modo, che la dimensione del vettore delle osservazioni resti 
invariata.  
Viene da sé, a questo punto, che i filtri di Kalman utilizzati dovranno essere implementati 
in maniera differente, dal momento che le dimensioni dei vettori delle misurazioni, relativi 
al MFM I e al MFM II, saranno diverse. 
 
II.4.1 Realizzazione del Measurement Fusion Method I 
 
Come abbiamo già avuto modo di illustrare, questo approccio consente di integrare 
semplicemente le informazioni ( )i nX  provenienti dal sensore i -esimo, con 1,2,...,i N= , 
con quelle degli altri 1N − .  
Questa operazione comporta, necessariamente, un effettivo incremento delle dimensioni 
del vettore delle osservazioni ( ) ( )I nX , incremento tanto più pronunciato quanto maggiore 
risulta il numero dei sensori in gioco.  
 48
Capitolo II – Tecniche di Data Fusion 
 
Mantenendo la stessa notazione che abbiamo adoperato precedentemente, possiamo quindi 
ricavare il nuovo vettore delle osservazioni ( ) ( )I nX , la nuova matrice delle misurazioni 
( ) ( )I nC  e la matrice di covarianza del rumore captato ( ) ( )I nR , come mostrato nelle 
equazioni II.19-21: 
 
( ) ( ) ( ) ( ) ( )I 1 ...T TNn n n n = =  X X X X  (II.19)
( ) ( ) ( )
( )
( )
1
I ...
N
n
n n
n
  = =    
C
C C
C
 (II.20)
( ) ( ) ( ) ( ) ( )I 1 ... Nn n diag n n= =   R R R R  (II.21)
 
II.4.2 Realizzazione del Measurement Fusion Method II 
 
Per quanto riguarda la seconda tecnica di fusione che andiamo ad analizzare, il vettore fuso 
delle informazioni di misurazione si ottiene semplicemente pesando opportunamente i 
diversi vettori delle osservazioni, tramite particolari coefficienti ricavati dalle matrici 
( )i nR  relative agli N  sensori. Si ottiene quindi: 
          
( ) ( ) ( ) ( ) ( ) ( )
1
II 1 1
1 1
N N
j j j
j j
n n n n n
−
− −
= =
 = = ⋅ ⋅  ∑ ∑X X R R X (II.22)
( ) ( ) ( ) ( ) ( ) ( )
1
II 1 1
1 1
N N
j j j
j j
n n n n n
−
− −
= =
 = = ⋅ ⋅  ∑ ∑C C R R C  (II.23)
( ) ( ) ( ) ( )
1
II 1
1
N
j
j
n n n
−
−
=
 = =   ∑R R R  (II.24)
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II.4.3 Implementazione del filtro di Kalman 
 
Prima di passare all’implementazione vera e propria del filtro di Kalman, dobbiamo 
innanzitutto definire il modello del segnale e quello dei dati per ognuno dei sensori 
coinvolti. 
Consideriamo, come al solito, un bersaglio dinamico che si muove all’interno di una zona 
di interesse, coperta da N  sensori. La dinamica del mobile, supposta uguale per tutti i 
sensori, e la dinamica delle osservazioni effettuate possono essere modellate, 
rispettivamente, dalle seguenti relazioni: 
 
( ) ( ) ( )21 / 21
0 1
T T
n n n
T
  = ⋅ − + ⋅     
S S W , 1, 2,..., Cn N=  (II.25)
( ) ( ) ( )j j jn n n= ⋅ +X C X V , 1, 2,...,j N=  (II.26)
 
Dove n  rappresenta l’indice temporale che caratterizza i diversi campioni, mentre T  è la 
cadenza con la quale essi vengono misurati.  
( )nS  è il vettore di stato che rappresenta il modello del bersaglio, mentre gli ( )j nX , per 
1, 2,...,j N= , rappresentano invece le misurazioni raccolte da ognuno dei sensori. ( )nW  è 
il vettore del rumore di generazione, anche detto rumore di manovra, mentre i termini 
( )j nV  sono i termini di rumore di osservazione. I vettori di rumore si suppone che siano 
Gaussiani e caratterizzati, rispettivamente, dalle matrici di covarianza ( )nQ  e ( )j nR . Si 
assume inoltre che i contributi di rumore siano indipendenti tra loro. 
Una volta definiti i modelli di segnale e dei dati osservati, il filtro di Kalman fornisce una 
stima ottima e non polarizzata del vettore delle variabili di stato, seguendo il criterio della 
minima covarianza nella stima. Come abbiamo accennato prima, il procedimento di 
filtraggio prevede due fasi successive: una prima fase di predizione e una seconda di stima, 
nella quale si procede ad un’opportuna correzione della stima effettuata. 
Nella fase di Prediction, sviluppando le II.9-14 con i dati a nostra disposizione, abbiamo le 
seguenti equazioni: 
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( ) ( ) ( )ˆ ˆ| 1 1| 1n n n n n− = ⋅ − −S A S  (II.27)
( ) ( ) ( ) ( ) ( )| 1 1| 1 Tn n n n n n n− = ⋅ − − ⋅ +P A P A Q (II.28)
 
Nella fase di Estimate, anche detta di Correction, si compensano gli errori effettuati nella 
prima fase di stima. Ricorrendo alle II.15-18, possiamo ricavare le seguenti equazioni: 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) 1| 1 | 1T Tn n n n n n n n n − = − ⋅ ⋅ ⋅ − ⋅ + K P C C P C R (II.29)
( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ| | 1 | 1n n n n n n n n n = − + ⋅ − ⋅ − S S K X C S  (II.30)
( ) ( ) ( ) ( )| | 1n n n n n n= − ⋅ ⋅ −  P I K C P  (II.31)
 
( )ˆ |n nS  rappresenta la stima del vettore degli stati ( )nS , ( )|n nP  è la matrice di 
covarianza della stima degli stati, mentre ( )nK  è la matrice di guadagno del filtro di 
Kalman. 
 
II.5 Risultati delle simulazioni 
 
Abbiamo già visto quali modelli adoperare per il segnale e per le misurazioni, ma adesso 
consideriamo i dati da utilizzare per procedere con le simulazioni, considerando il caso 
specifico di 2N =  sensori.  
Come intervallo di scansione consideriamo 1T = , mentre, per quanto riguarda i termini di 
rumore (intendendo sia il rumore di generazione che quello di osservazione), imponiamo 
che ( ) ( )0,j jW n N R∈  e che ( ) ( )0,V n N q∈ .  
Per quanto concerne gli scopi delle nostre simulazioni, concentreremo la nostra attenzione 
sul confronto tra le matrici di covarianza dei due metodi di fusione, indicate con ( ) ( )Iˆ nP  e 
( ) ( )IIˆ nP  rispettivamente. Esse sono definite come: 
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( ) ( ) ( ) ( )I Iˆ |n n nP P?  (II.32)
( ) ( ) ( ) ( )II IIˆ |n n nP P?  (II.33)
 
Le matrici ( ) ( )I |n nP  e ( ) ( )II |n nP  sono ricavate dall’applicazione del filtro di Kalman 
(II.27-31) ai dati ( ) ( )I nX  e ( ) ( )II nX , ottenuti dall’applicazione del MFM I e del MFM II 
rispettivamente. 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }I I I I Iˆ ˆ| | 1 | 1 Tn n E n n n n n n   = − − ⋅ − −   P X X X X  (II.34)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }II II II II IIˆ ˆ| | 1 | 1 Tn n E n n n n n n   = − − ⋅ − −   P X X X X  (II.35)
 
I risultati che si otterranno saranno in seguito confrontati con le matrici ( ) ( )1ˆ nP  e ( ) ( )2ˆ nP , 
relative, invece, al filtraggio di Kalman dei dati misurati dai singoli sensori, come 
mostrato: 
 
( ) ( ) ( ) ( )1 1ˆ |n n nP P?  (II.36)
( ) ( ) ( ) ( )2 2ˆ |n n nP P?  (II.37)
 
In questo caso abbiamo invece utilizzato i dati ( ) ( )1 nX  e ( ) ( )2 nX , misurati dai sensori 1S , 
2S  e non ancora fusi, e li abbiamo adoperati nel filtraggio di Kalman (II.27-31). 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }1 1 1 1 1ˆ ˆ| | 1 | 1 Tn n E n n n n n n   = − − ⋅ − −   P X X X X  (II.38)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }2 2 2 2 2ˆ ˆ| | 1 | 1 Tn n E n n n n n n   = − − ⋅ − −   P X X X X (II.39)
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Prenderemo inoltre in considerazione quattro differenti casi di studio. Nel primo e nel 
secondo caso (Paragrafi II.5.1-2), i due sensori hanno le stesse matrici delle misurazioni, 
imposte come [ ]1 2 1 0= =C C , mentre, nel terzo e quarto caso di studio(Paragrafi II.5.3-
4), le matrici saranno [ ]1 1 0=C  e [ ]2 1 0.5=C . Per entrambi si considereranno due 
diverse situazioni, cioè quella in cui 1 2 1R R= =  e quella in cui si ha invece 1 2R R≠  (nella 
fattispecie 1 1R =  e 2 1.25R = ). 
Come vedremo più avanti, analizzando meglio i risultati, l’equivalenza funzionale tra i due 
metodi, in cui la fusione è basata sui vettori delle misurazioni (della dimostrazione non ci 
occuperemo in questa sede) è limitata al solo caso in cui 1 2 ... N= = =C C C , sia che si abbia 
1 2 ... NR R R= = =  sia che si abbia invece 1 2 ... NR R R≠ ≠ ≠ .  
Se 1 2 ... N≠ ≠ ≠C C C , allora tale equivalenza non è più verificata. Dal momento che il 
Method I fa uso di tutte le informazioni, ancora grezze, sembrerebbe garantire migliori 
stime. Se invece i sensori sono differenti, il Method II può non funzionare correttamente, 
soprattutto se le matrici delle misurazioni hanno dimensioni differenti. 
Per quanto detto in precedenza, dovremo scegliere Method II se è verificata la condizione 
1 2 ... N= = =C C C , mentre sceglieremo il Method I se invece quest’ultima condizione non 
viene soddisfatta. 
 
II.5.1 Caso di studio 1.1 
 
Dopo aver ipotizzato che [ ]1 2 1 0= =C C , abbiamo supposto di trovarci in due differenti 
situazioni: quella in cui è verificata la condizione 1 2 1R R= =  e quella in cui si ha invece 
1 2R R≠  (dove abbiamo posto 1 1R =  e 2 1.25R = ). 
Per il primo dei due casi (quello in cui 1 2 1R R= = ), i risultati ottenuti, per la stima delle 
variabili di stato, sono mostrati nelle Figure II.3, II.5 e II.7 (rispettivamente per 0.1q = , 
1q =  e per 10q = ). Possiamo subito vedere come le stime, ottenute utilizzando gli 
algoritmi di fusione oppure no, siano molto simili e come “inseguano” efficacemente il 
modello del bersaglio ( )nS . 
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Un confronto, sicuramente più indicativo, può essere fatto andando ad analizzare gli 
elementi della matrice di covarianza dell’errore P , definita come: 
 
11 12
21 22
P P
P P
 =   
P  II.36
 
In tutti i casi analizzati nelle Figure II.4 ( 0.1q = ), II.6 ( 1q = ) e II.8 ( 10q = ), è possibile 
notare come la soluzione di regime sia raggiunta molto velocemente, con un transitorio che 
si esaurisce già dopo 10-15 campioni. Tutti gli elementi sono caratterizzati da valori 
comunque molto contenuti, eccezion fatta per 22P , che risulta dimensionalmente maggiore 
degli altri tre ( 11P , 12P  e 21P ). 
Abbiamo inoltre realizzato l’andamento asintotico degli elementi di P , nella Figura II.9. 
Le differenze sostanziali, che possiamo riscontrare tra l’applicazione degli algoritmi di 
fusione ed il filtraggio di Kalman dei dati provenienti dai singoli sensori, stanno nella 
disparità dei valori degli elementi della matrice di covarianza dell’errore. Applicando il 
Method I e Method II, riusciamo ad ottenere valori della covarianza, a regime, che sono 
nettamente inferiori a quelli che si ottengono senza utilizzare gli algoritmi di Data Fusion 
implementati, come illustrato nelle Figure II.9 (a),(b) e (c). L’unica differenza si ha ancora 
una volta con l’elemento 22P , il cui andamento è sostanzialmente identico in tutte e quattro 
le situazioni per cui abbiamo operato il confronto. A tal proposito si analizzi la Figura II.9 
(d). Possiamo concludere che i risultati forniti dall’applicazione delle due tecniche di 
fusione sono esattamente identici. 
 
 
 
 
 
 
 
 
 
 54
Capitolo II – Tecniche di Data Fusion 
 
 
(a) 
 
(b) 
 
Figura II.3 – Confronto tra le stime ed il modello del bersaglio ( 0.1q = ). 
(a) Primo elemento del vettore di stato; (b) Secondo elemento del vettore di stato. 
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(a) 
 
(b) 
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(c) 
 
(d) 
 
Figura II.4 – Confronto tra gli elementi della matrice P  ( 0.1q = ). 
(a) Elemento 11P ; (b) Elemento 12P ; (c) Elemento 21P ; (d) Elemento 22P .  
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(a) 
 
(b) 
 
Figura II.5 – Confronto tra le stime ed il modello del bersaglio ( 1q = ). 
(a) Primo elemento del vettore di stato; (b) Secondo elemento del vettore di stato. 
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(a) 
 
(b) 
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(c) 
 
(d) 
 
Figura II.6 – Confronto tra gli elementi della matrice P  ( 1q = ). 
(a) Elemento 11P ; (b) Elemento 12P ; (c) Elemento 21P ; (d) Elemento 22P .  
 60
Capitolo II – Tecniche di Data Fusion 
 
 
(a) 
 
(b) 
 
Figura II.7 – Confronto tra le stime ed il modello del bersaglio ( 10q = ). 
(a) Primo elemento del vettore di stato; (b) Secondo elemento del vettore di stato. 
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(a) 
 
(b) 
 
 
 
 62
Capitolo II – Tecniche di Data Fusion 
 
 
(c) 
 
(d) 
 
Figura II.8 – Confronto tra gli elementi della matrice P  ( 10q = ). 
(a) Elemento 11P ; (b) Elemento 12P ; (c) Elemento 21P ; (d) Elemento 22P .  
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(a) 
 
(b) 
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(c) 
 
(d) 
 
Figura II.9 – Confronto tra i valori asintotici degli elementi di P . 
(a) Elemento 11P ; (b) Elemento 12P ; (c) Elemento 21P ; (d) Elemento 22P .  
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II.5.2 Caso di studio 1.2 
 
Se supponiamo di essere invece nel caso in cui 1 2R R≠ ,dove abbiamo considerato 1 1R =  e 
2 1.25R = , possiamo osservare che, per bassi valori del parametro q  (la varianza del 
rumore di misurazione), si ottiene comunque un ottimo inseguimento del modello del 
bersaglio (analizzando l’andamento di tutte le variabili di stato che  lo costituiscono), sia 
da parte delle due tecniche di fusione che da parte dei segnali non fusi (Figura II.10). 
Le uniche differenze che possiamo evidenziare stanno nuovamente negli elementi della 
matrice P  (Figura II.11). Gli elementi di tale matrice risultano differenti, come ovvio 
aspettarsi, per l’applicazione del filtro di Kalman ai dati Unfused. I due metodi 
garantiscono invece gli stessi risultati, sono cioè, anche in questo, caso indistinguibili l’uno 
dall’altro. Il transitorio è ancora molto ridotto e sono necessari ancora circa 10-15 
campioni per raggiungere la soluzione di regime. Questa volta invece, per quanto riguarda 
sempre gli elementi della matrice P , non si hanno più grossissime differenze tra le stime 
Fused e quelle Unfused. Tali differenze vengono meno, al solito, andando a confrontare i 
valori dell’elemento 22P . 
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(a) 
 
(b) 
 
Figura II.10 – Confronto tra le stime ed il modello del bersaglio ( 0.1q = ). 
(a) Primo elemento del vettore di stato; (b) Secondo elemento del vettore di stato. 
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(a) 
 
(b) 
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(c) 
 
(d) 
 
Figura II.11 – Confronto tra gli elementi della matrice P  ( 0.1q = ). 
(a) Elemento 11P ; (b) Elemento 12P ; (c) Elemento 21P ; (d) Elemento 22P .  
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II.5.3 Caso di studio 2.1 
 
Nell’ultimo caso che andiamo ad analizzare, quello per cui 1 2≠C C  (consideriamo 
[ ]1 1 0=C  e [ ]2 1 0.5=C ), il modello viene inseguito sempre molto bene, sia per piccoli 
valori di q  (Figura II.12) che per grandi valori. Le cose cambiano, per quanto riguarda gli 
elementi di P , dal momento che il primo sensore è caratterizzato da una varianza 
dell’errore maggiore rispetto a quella del secondo sensore. L’applicazione delle due 
tecniche di fusione porta a risultati non più coincidenti, anche se, in effetti, la differenza è 
ben poca (Figura II.13).  
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(a) 
 
(b) 
 
Figura II.12 – Confronto tra le stime ed il modello del bersaglio ( 0.1q = ). 
(a) Primo elemento del vettore di stato; (b) Secondo elemento del vettore di stato. 
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(a) 
 
(b) 
 
 
 
 72
Capitolo II – Tecniche di Data Fusion 
 
 
(c) 
 
(d) 
 
Figura II.13 – Confronto tra gli elementi della matrice P  ( 0.1q = ). 
(a) Elemento 11P ; (b) Elemento 12P ; (c) Elemento 21P ; (d) Elemento 22P .  
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II.5.4 Caso di studio 2.2 
 
Le cose peggiorano per il secondo sensore, quando si passa da 1 2R R=  a 1 2R R≠ .  
Per quanto riguarda l’inseguimento del modello del segnale (Figura II.14), non si 
evidenziano particolari differenze, dal momento che i modelli stimati sono piuttosto fedeli 
all’andamento originale. 
Gli elementi della matrice di covarianza, relativi alla stima calcolata con i soli dati 
provenienti dal secondo sensore, cominciano ad oscillare, all’aumentare di q , mentre le 
differenze tra i due metodi di fusione sono ancora poche per bassi valori del parametro 
q (Figura II.15) e abbastanza evidenti per valori di q  decisamente maggiori.  
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(a) 
 
(b) 
 
Figura II.14 – Confronto tra le stime ed il modello del bersaglio ( 0.1q = ).  
(a) Primo elemento del vettore di stato; (b) Secondo elemento del vettore di stato. 
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(a) 
 
(b) 
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(c) 
 
(d) 
 
Figura II.15 – Confronto tra gli elementi della matrice P  ( 0.1q = ). 
(a) Elemento 11P ; (b) Elemento 12P ; (c) Elemento 21P ; (d) Elemento 22P .  
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II.6 Conclusioni 
 
Adoperando le stesse informazioni grezze, raccolte dai singoli sensori, si può notare come 
il MFM I superi , in termini prestazionali (anche se di poco), il MFM II, che, al contrario, 
permette di far fronte ad un carico computazionale decisamente inferiore. Questa 
differenza è evidente nel caso in cui si cominciano a differenziare le caratteristiche dei 
sensori (le matrici di misurazione, la matrice di covarianza dell’errore di misurazione, tanto 
per citarne alcuni). Quest’ultimo approccio risulta tuttavia inapplicabile in determinate 
situazioni, ad esempio quelle in cui le matrici delle misurazioni risultino di dimensioni 
diverse. Il problema di fondo resta comunque quello di capire sotto quali condizioni il 
MFM II sia applicabile e sotto quali altre sia invece capace di raggiungere i risultati del 
MFM I. I due approcci sono sostanzialmente identici nel caso in cui si utilizzino sensori 
dello stesso tipo, con identiche matrici delle misurazioni ma con proprie caratteristiche di 
rumore. Questa, che potrebbe sembrare una condizione piuttosto restrittiva, risulta invece 
riscontrabile in molti casi pratici. In questo ambito di applicazione il MFM II risulta 
addirittura preferibile, rispetto al MFM I, dal momento che, come abbiamo già detto, è 
caratterizzato da un carico computazionale decisamente inferiore. Il primo metodo invece è 
molto più flessibile, per quanto riguarda l’ambito di applicabilità, e molto più efficiente, 
per quanto riguarda invece i risultati che si possono ottenere. Come abbiamo visto 
analizzando i risultati, l’equivalenza funzionale tra i due metodi, in cui la fusione è basata 
sui vettori delle misurazioni (della dimostrazione non ci occuperemo in questa sede) è 
limitata al solo caso in cui 1 2 ... N= = =C C C , sia che si abbia 1 2 ... NR R R= = =  sia che si 
abbia invece 1 2 ... NR R R≠ ≠ ≠ . Se 1 2 ... N≠ ≠ ≠C C C , allora tale equivalenza non è più 
verificata. Dal momento che il Method I fa uso di tutte le informazioni, ancora grezze, 
sembrerebbe garantire migliori stime. Se invece i sensori sono differenti, il Method II può 
non funzionare correttamente, soprattutto se le matrici delle misurazioni hanno dimensioni 
differenti. Per quanto detto in precedenza, dovremo scegliere Method II se è verificata la 
condizione 1 2 ... N= = =C C C , mentre sceglieremo il Method I se invece quest’ultima 
condizione non viene soddisfatta. Quando inoltre il numero dei sensori cresce, il primo 
metodo risulta sicuramente più efficiente rispetto al secondo. 
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Realizzazione di un caso di studio 
 
 
III.1 Introduzione 
 
Abbiamo analizzato, all’interno del Capitolo I, la possibilità di sfruttare un particolare tipo 
di Signal Processing, basato essenzialmente sulla fusione di quei dati provenienti dalle 
differenti sorgenti di misurazione, che costituiscono il sistema (inteso ancora in senso 
generale) di cui disponiamo.  
Sono state affrontate inoltre alcune problematiche (in realtà lo scenario possibile sembra 
quasi illimitato) relative alla migliore tecnica di Data Fusion da utilizzare, valutando 
opportunamente caso per caso il tipo di soluzione più redditizia. Nel Capitolo II sono state 
esaminate invece le possibili soluzioni che permettono di implementare un sistema di 
Target Tracking basato sull’utilizzo di sensori multipli. È stata posta, inoltre, particolare 
attenzione nel definire la differenza tra quelle tecniche basate sulla fusione dei dati in uscita 
ai filtri di Kalman (si parla in questo caso di State-Vector Fusion oppure Information 
Fusion) e quelle basate invece sulla fusione delle misurazioni ancora non filtrate (parliamo 
invece di Measurement Fusion). Sono stati proposti inoltre due algoritmi che, utilizzando la 
seconda delle due tecniche, mostrano come sia possibile ottenere generalmente risultati 
migliori di quelli conseguibili con un singolo sensore, a fronte però di un aumento della 
complessità computazionale. 
In questo capitolo, il nostro compito sarà quello di analizzare, nel concreto, le prestazioni di 
un sistema di Multisensor Target Tracking, costituito da un sensore radar montato su 
piattaforma fissa a terra ed uno invece aviotrasportato. In ultima analisi si cercherà di 
capire in che modo e, soprattutto, sotto quali condizioni, sia possibile garantire risultati 
migliori di quelli che si otterrebbero utilizzando un sistema costituito invece da un singolo 
sensore. Per capire il funzionamento di un simile apparato, dovremo innanzitutto fare 
riferimento ad un determinato caso di studio (paragrafo III.2), definendo quindi le variabili 
in gioco misurate dai sensori radar. Per fare questo, saremo costretti ad introdurre alcune 
inevitabili semplificazioni, consci però del fatto che alcune di esse potrebbero non 
rispecchiare l’effettiva realtà in cui si trova ad agire il sistema che vogliamo implementare. 
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In secondo luogo è necessario costruire un possibile scenario di applicazione (si rimanda il 
lettore al Paragrafo III.3). In questo caso si tratta della rivelazione e dell’inseguimento di 
bersagli marittimi al largo della costa siciliana (monitoraggio marittimo e del territorio). 
Anche in questo frangente, sarà necessario tralasciare alcuni particolari, come ad esempio il 
riconoscimento del tipo di mobile o la presenza di bersagli multipli all’interno della zona di 
interesse. Per quanto concerne i nostri attuali interessi, tali argomenti saranno analizzati più 
ampiamente in ambiti di ricerca successivi. 
Il problema del Tracking di bersagli dinamici è inoltre caratterizzato da due distinte fasi: la 
rivelazione, che permette di stabilire la presenza di un bersaglio all’interno dello scenario 
da analizzare, e l’inseguimento, vale a dire la procedura che permette di isolare tale 
bersaglio e seguire i suoi spostamenti all’interno della zona presa in esame dal nostro 
sistema. Ai fini della nostra ricerca, trascureremo le problematiche relative alla Detection, 
dal momento che, sfruttando le tecniche di Measurement Fusion, andiamo a lavorare 
direttamente con i segnali effettivamente misurati dai segnali, al contrario di quanto 
accadrebbe utilizzando invece le tecniche di State-Vector Fusion. 
 
III.2 Caratterizzazione dei segnali 
 
Come abbiamo visto nel Capitolo I, parlando della DFA (Data Fusion Architecture), i 
sistemi di Tracking possono utilizzare sia Locational Information (Paragrafo I.5.1), 
riguardanti i parametri dinamici del bersaglio (ad esempio distanza, azimuth ed 
elevazione), che Parametric Data (RCS e spettro infrarosso, tanto per citarne solo due), 
utili invece a definire l’identità e le caratteristiche del bersaglio in esame. Per quanto 
concerne il nostro particolare caso di studio, applicheremo i due algoritmi di Data Fusion, 
analizzati nel Capitolo II, a segnali contenenti solo informazioni di tipo dinamico. Lo scopo 
della tesi esula infatti dall’analisi dei problemi legati al Situation Refinement (Paragrafo 
I.3.4.2), al Threat Refinement (Paragrafo I.3.4.3) e al Process Refinement (Paragrafo 
I.3.4.4). 
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III.2.1 Modello del Segnale 
La trattazione del problema passa innanzitutto dalla definizione del tipo di segnale ricevuto 
dai singoli sensori. Come abbiamo analizzato nel capitolo precedente, il singolo sensore 
lavora con classi di segnali più ampie di quelle che potrebbero essere i semplici modelli AR 
(Auto Regressive) del primo ordine.  
Ci troviamo inevitabilmente a dover considerare invece modelli ARMA (Auto Regressive 
Moving Average) di ordine generico o addirittura segnali multidimensionali, caratterizzati, 
a titolo di esempio, dalle componenti del vettore posizione e velocità di un bersaglio. 
Rispetto alla semplice trattazione del problema scalare, il filtro di Kalman da utilizzare in 
questi casi sarà anch’esso di tipo vettoriale ed andrà implementato in termini matriciali. 
Supponiamo, come al solito, di voler stimare simultaneamente N  segnali, dipendenti tra 
loro, ciascuno dei quali è modellabile come un processo ARMA( P ,Q ) generico. 
Si consideri il problema dell’inseguimento, tralasciando per il momento quello della 
rivelazione, di un bersaglio radar che, al passo n  (dove 1,2,..., Cn N= ), si trova a distanza 
( )nρ  e, al passo 1n + , a distanza ( )1nρ + .  
Il quanto temporale T  rappresenta l’intervallo di scansione, cioè il tempo necessario perché 
l’antenna compia una rotazione completa ed illumini nuovamente il bersaglio. Il sensore 
agisce disponendo quindi di CN  campioni di misurazione, valutati ogni T  secondi. 
Per stimare questi parametri si ricorre all’equazione del moto in coordinate polari che, per 
valori di T  sufficientemente piccolo, si può scrivere come: 
 
( ) ( ) ( )1n n T nρ ρ ρ+ = + ⋅ ?  (III.1)
 
dove ( )nρ?  rappresenta la velocità radiale del bersaglio. Inoltre, se l’accelerazione radiale è 
indicata con ( )nρ?? , si ha: 
 
( ) ( ) ( ) ( ) ( )11n n T n n u nρ ρ ρ ρ+ = + ⋅ = +? ? ?? ?  (III.2)
 
Analogamente per l’azimuth θ  e per la velocità angolare θ?  si ha: 
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( ) ( ) ( )1n n T nθ θ θ+ = + ⋅ ?  (III.3)
( ) ( ) ( ) ( ) ( )21n n T n n u nθ θ θ θ+ = + ⋅ = +? ? ?? ?  (III.4)
 
dove il termine ( )1u n  è il prodotto dell’accelerazione radiale per il quanto temporale T , 
mentre il termine ( )2u n  è il prodotto dell’accelerazione angolare per il quanto temporale 
T . Essi rappresentano, rispettivamente, la variazione della velocità radiale e della velocità 
angolare sull’intervallo di scansione T . Tali accelerazioni rappresentano il cosiddetto 
rumore di manovra (anche detto rumore di generazione), dal momento che potrebbero 
derivare da improvvisi colpi di vento o da brusche variazioni nella spinta dei motori 
dell’imbarcazione. Tali contributi si suppongono aleatori, a media nulla, mutuamente 
incorrelati e, singolarmente, incorrelati da scansione a scansione. In altri termini possiamo 
descriverli come segue: 
 
( ) ( ) ( ){ }1,2 1 2 0R m E u n u n m= ⋅ + =  (III.5)
( ) ( ) ( ){ } ( )21 1 1 1R m E u n u n m mσ δ= ⋅ + = ⋅  (III.6)
( ) ( ) ( ){ } ( )22 2 2 2R m E u n u n m mσ δ= ⋅ + = ⋅  (III.7)
 
Arrivati a questo punto, definiamo un vettore quadridimensionale che ha la distanza ( )nρ  
come prima componente, la velocità radiale ( )nρ?  come seconda, l’azimuth ( )nθ  come 
terza e, infine, la velocità angolare ( )nθ?  come quarta ed ultima componente. 
Possiamo così riscrivere le equazioni che descrivono il modello del bersaglio in forma 
matriciale: 
 
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
1
2
01 1 0 0
1 0 1 0 0
01 0 0 1
1 0 0 0 1
n nT
u nn n
n nT
u nn n
ρ ρ
ρ ρ
θ θ
θ θ
+            +      = ⋅ +      +      +         
? ?
? ?
 (III.8)
 
oppure in forma vettoriale come segue: 
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( ) ( ) ( )1n n n+ = ⋅ +S A S W  (III.9)
 
dove abbiamo indicato: 
 
1 0 0
0 1 0 0
0 0 1
0 0 0 1
T
T
   =    
A  (III.10)
( ) ( )
( )
1
2
0
0
u n
n
u n
   =    
W  (III.11)
 
III.2.2 Modello del Sistema 
 
Per quanto riguarda il modello delle osservazioni, il singolo sensore dispone di una misura 
ogni T  secondi della posizione e dell’azimuth.  
Questa misurazione sarà in genere affetta da rumore additivo (anche questa è un’ipotesi 
semplificativa), per cui l’insieme dei dati sarà: 
 
( ) ( ) ( )1 1X n n V nρ= +  (III.12)
( ) ( ) ( )2 2X n n V nθ= +  (III.13)
 
dove ( )ìV n  (per 1, 2i = ) rappresenta la componente i -esima del rumore di osservazione. 
Anche in questo caso possiamo riscrivere in forma matriciale e, successivamente, in forma 
vettoriale il nostro sistema, ottenendo così le seguenti espressioni: 
 
 
 
 
 83
Capitolo III – Realizzazione di un caso di studio 
 
( )
( )
( )
( )
( )
( )
( )
( )1 12 2
1 0 0 0
0 0 1 0
n
X n n V n
X n n V n
n
ρ
ρ
θ
θ
        = ⋅ +             
?
?
 (III.14)
( ) ( ) ( )n n n= ⋅ +X C S V  (III.15)
 
in cui abbiamo definito: 
 
1 0 0 0
0 0 1 0
 =   C  (III.16)
( ) ( )( )12
V n
n
V n
 =   
V  (III.17)
 
La matrice C  è definita come la matrice delle misurazioni, mentre il rumore di 
osservazione ( )nV  è comunemente assunto Gaussiano, a media nulla e con varianze 2ρσ  e 
2
θσ .  
Con queste precisazioni, siamo in grado di ricavare le matrici di covarianza del rumore di 
misura (Measurement Noise) e del rumore di manovra (Generation Noise), come illustrato 
nelle relazioni che seguono: 
 
( ) ( ) ( ){ } 2 200Tn E n n ρ θ
σ
σ
 = ⋅ =      
R V V  (III.18)
( ) ( ) ( ){ } 21
2
2
0 0 0 0
0 0 0
0 0 0 0
0 0 0
Tn E n n
σ
σ
   = ⋅ =      
Q W W (III.19)
 
Si noti inoltre come, grazie all’ipotesi di incorrelazione mutua tra le componenti dei vettori 
di rumore, sia possibile studiare indipendentemente l’evoluzione di ( )nρ  e di ( )nθ . 
Questo accorgimento permette di ridurre l’ordine delle matrici e quindi la memoria.  
 84
Capitolo III – Realizzazione di un caso di studio 
 
Per quanto riguarda la covarianza del rumore di osservazione, essa può essere associata 
all’indeterminazione nella posizione, dovuta alla risoluzione in distanza e azimuth del radar 
stesso, per cui si ha: 
 
ρσ ρ= ∆  (III.20)
θσ θ= ∆  (III.21)
 
III.3 Definizione del caso di studio 
 
Come abbiamo detto in precedenza, l’implementazione del nostro sistema è volta allo 
sviluppo di due differenti tecniche di Multisensor Tracking, tralasciando per il momento le 
problematiche relative alla Detection. Il nostro scopo è quello di sfruttare, infine, i due 
algoritmi di Measurement Fusion, analizzati nel Capitolo II, in un particolare contesto 
applicativo, quale quello del controllo del traffico marittimo (Homeland Security).  
Per poter sviluppare in maniera adeguata questo progetto, è necessario innanzitutto definire 
un ben determinato Reference System, da applicare successivamente ai diversi casi di studio 
che via via ci si prospetteranno. Il sistema di riferimento, nel quale ci troveremo, di qui in 
poi, ad operare, è costituito dall’ampio tratto di mare antistante la costa sud-occidentale 
della Sicilia.  
Questa particolare regione comprende l’isola di Pantelleria e, quindi, sia le acque 
territoriali italiane sia quelle straniere contigue.  
In questa zona è necessario inoltre definire sia la posizione del bersaglio che quella relativa 
ai due sensori, costituiti da un radar aviotrasportato e da uno fisso, montato a terra.  
Quest’ultimo costituisce il centro di Comando e Controllo all’interno dell’area in esame e, 
da esso, siamo in grado di definire una Off-Limit Region e una Warning Zone.  
Il loro scopo è quello di valutare meglio alcune situazioni che potrebbero prospettarsi, in 
special modo nel caso di applicazioni di Multi-Target/Multi-Sensor Tracking, in cui è 
necessario dare la precedenza a quei bersagli più “delicati”, vale a dire quelli più vicini alla 
costa. La Off-Limit Region è costituita dal tratto di mare contiguo alla costa e delimitato 
dalla retta 0r , come illustrato nella Figura III.1 [Gio06].  
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La Warning Zone è rappresentata invece dall’area compresa tra la Off-Limit Region e la 
retta 1r , che definisce la minima distanza tollerata (la cosiddetta distanza soglia), tra il 
punto in cui si trova il bersaglio ed il confine di tale regione.  
P1
SEA
LAND
ISLAND
0 50 100 150 200
0
20
40
60
80
100
120
140
160
180
 
Figura III.1 – Rappresentazione del Reference System. 
 
III.3.1 Caratterizzazione del sistema di riferimento 
 
Come abbiamo detto nel precedente paragrafo, la zona che utilizzeremo consiste nella 
regione di mare compresa tra la costa siciliana e le acque italiane, e straniere, contigue 
(Figura III.1). Per capire bene, innanzitutto, dove ci troviamo ad operare, definiamo i 
riferimenti per le ascisse e le ordinate della zona in esame, come mostrato nelle (III.22) e 
(III.23) rispettivamente. 
Per la descrizione del nostro sistema, ci basiamo sulla posizione 
1S
P , nota a priori, del 
sensore fisso (per la cui descrizione, rimandiamo il lettore al Paragrafo III.3.2) e definita 
tramite la (III.24). 
target 
r0 
r1 
Warning Zone 
Off-Limit 
Region 
P2(t) 
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inf
sup
0
250
x
x
=
=    [km] 
(III.22)
inf
sup
0
200
y
y
=
=    [km] 
(III.23)
1 1 1S P P
166 163.3P x i y i= + ⋅ = + ⋅    [km] (III.24)
 
Dopo aver definito le dimensioni della regione di interesse, è necessario caratterizzare le 
rette che delimitano rispettivamente la Warning Zone e la Off-Limit Region. Per fare ciò, 
definiamo innanzitutto la retta r , passante per il punto 
1S
P  e la cui equazione è definita 
dalla (III.25). Essa è caratterizzata dal coefficiente angolare rm  [Gio06], come mostrato 
nella (III.26) e dal termine noto q , calcolato tramite la (III.27). 
 
r r ry m x q= ⋅ +  (III.25)
0.61rm = −  (III.26)
1 1P r P
264.56q y m x= − ⋅ =    [km] (III.27)
 
Definiamo adesso le rette 0r  e 1r , che rappresentano rispettivamente il limite superiore e 
quello inferiore della Warning Zone (intesi come quello più vicino e quello più lontano 
dalla costa). 
Il procedimento che utilizziamo è lo stesso che abbiamo usato nel definire i parametri 
(coefficiente angolare e termine noto) della retta r , con l’unica differenza che adesso 
dobbiamo considerare differenti valori per i termini noti 0q  e 1q .  
Tali valori sono calcolati a partire da 0d  e 1d , come mostrato nella (III.28). Esse 
rappresentano le distanze che separano le rette 0r  e 1r , rispettivamente, dalla retta di 
riferimento r . 
 
0
1
20
50
d
d
=
=    [km] 
(III.28)
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Il procedimento è illustrato brevemente dalle equazioni (III.29-30), per la retta 0r , e dalle 
equazioni (III.31-32), per la retta 1r . 
 
( )
1 10 P 0 P
cos 241.13rq y d m xβ= − − ⋅ =    [km] (III.29)
0 0r r r 0
y m x q= ⋅ +  (III.30)
( )
1 11 P 1 P
cos 205.99rq y d m xβ= − − ⋅ =    [km] (III.31)
1 1r r r 1
y m x q= ⋅ +  (III.32)
 
Si tenga inoltre presente che abbiamo considerato: 
 
( )tan 31.38ra mβ = ≅ −    [°] (III.33)
 
III.3.2 Caratterizzazione della rete di sensori 
 
Il sistema di controllo che andremo a considerare, per questo particolare caso di studio, è 
caratterizzato dalla presenza di due sensori radar. Il primo dei due è fisso (Ground-Based) 
e definito tramite le coordinate del punto 
1S
P , mentre il secondo, in movimento, è montato 
su di un aereo (Airborne) e la sua posizione è definita da ( )
2S
P t . 
Si tenga presente che ( )
2S
P t  rappresenta la traiettoria del sensore mobile e, quindi, la 
posizione 
2S
P  del sensore aviotrasportato al variare del tempo t . Per quest’ultimo 
prenderemo in considerazione anche la retta 2r , sulla quale si trova ( )2SP t .  
Essa è parallela a tutte le altre definite in precedenza dalle (III.25-27), dalle (III.29-30) e 
dalle (III.31-32). Inoltre, per semplificare la notazione, il sensore fisso verrà indicato con 
1S , mentre il sensore aviotrasportato verrà indicato con 2S . 
 
 
 
 
 88
Capitolo III – Realizzazione di un caso di studio 
 
III.3.2.1 Sensore fisso (Ground-Based Radar) 
 
Abbiamo già definito, tramite la III.24, le coordinate del punto 
1S
P  dove è sito il sensore 
fisso. Abbiamo inoltre realizzato, tramite le III.25-27, la retta r , che ci è servita come 
riferimento per delimitare la Warning Zone e, nel Paragrafo III.3.2.2, ci servirà per definire 
la traiettoria del sensore aviotrasportato.  
A questo punto è necessario definire quelle che sono le caratteristiche (parametri di 
progetto, forniti dal costruttore) di un simile sensore, attraverso le relazioni III.34-38: 
 
1S
7.5ρ∆ =    [m] (III.34)
1S
0.37θ∆ =    [°] (III.35)
1S
2.3T =    [s] (III.36)
1S
40h =    [m] (III.37)
1S ,Max
30R ≅    [km] (III.38)
 
I parametri, assunti costanti, 
1S
ρ∆  e 
1S
θ∆  sono definiti, rispettivamente, come la 
risoluzione in distanza e la risoluzione in azimuth del radar 1S . 1ST  è, invece, l’intervallo di 
scansione del sensore radar ed indica quanto tempo impiega quest’ultimo ad effettuare una 
nuova misurazione sullo stesso settore angolare osservato al passo precedente. Il parametro 
1S
h  rappresenta la quota alla quale si trova il sensore radar, mentre 
1S ,Max
R  è la massima 
distanza, non ambigua, alla quale è possibile rivelare un bersaglio con probabilità non 
nulla. 
 
III.3.2.2 Sensore AEWR (Airborne Early Warning Radar) 
 
Definiamo, innanzitutto, le caratteristiche del sensore AEWR, attraverso le relazioni 
seguenti: 
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2S
2.4ρ∆ =    [m] (III.39)
2S
0.25θ∆ =    [°] (III.40)
2S
1T =    [s] (III.41)
2S
914.4h =    [m] (III.42)
2S ,Max
70R ≅    [km] (III.43)
2S
324v =    [km/h] (III.44)
 
Anche in questo caso, 
2S
ρ∆  e 
2S
θ∆  rappresentano, rispettivamente, la risoluzione in 
distanza e la risoluzione in azimuth del radar 2S . 2ST  è il tempo di scansione. Si può inoltre 
notare come il secondo sensore, nello stesso tempo, riesca ad ottenere un numero maggiore 
(addirittura più del doppio) di misurazioni rispetto al primo. La differenza, tra il numero 
delle osservazioni ottenute da 1S  e da 2S , rappresenta un problema se non si ricorre ad una 
procedura di interpolazione che, comunque, conduce ad un tipo di Processing non in 
tempo reale, ma con un ritardo pari alla differenza tra i due tempi di scansione (se si 
suppone, come faremo noi nel seguito, di usare un tipo di interpolazione lineare).  
2S
h  è la quota del sensore radar, mentre 
2S ,Max
R  è la consueta massima distanza, non 
ambigua, alla quale è possibile rivelare un bersaglio con probabilità non nulla. 
Le III.39-44 ci permettono, a questo punto, di definire la traiettoria del sensore 2S  e di 
calcolare il numero di campioni misurati da ambo i sensori all’interno della zona di 
osservazione. Consideriamo, per semplicità, che 2S  si sposti lungo una retta parallela e a 
metà strada tra le altre rette 0r  e 1r . Possiamo quindi concludere che la distanza che separa  
il punto 
1S
P  dall’asse della retta 2r  sia data da: 
 
( )2 0 1 01 352d d d d= + − =    [km] (III.45)
 
Usando lo stesso procedimento utilizzato per costruire le rette che delimitano la Warning 
Zone, possiamo osservare che: 
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( )
1 12 P 2 P
cos 223.56rq y d m xβ= − − ⋅ =    [km] (III.46)
2 2r r r 2
y m x q= ⋅ +  (III.47)
    
Definiamo arbitrariamente i punti che rappresentano l’inizio e la fine dalla traccia segnata 
dal sensore 2S , calcolandoli a partire dall’equazione della retta 2r .  
 
start
start r start 2
200
101.56
x
y m x q
=
= ⋅ + ≅    [km] (III.48)
start start startP x i y= + ⋅  (III.49)
arrive
arrive r arrive 2
100
162.56
x
y m x q
=
= ⋅ + ≅    [km] (III.50)
arrive arrive arriveP x i y= + ⋅  (III.51)
 
Una volta definita la traccia del sensore mobile, possiamo calcolare il tempo di 
osservazione complessivo del sistema , indicato con scanT  e definito come il tempo 
necessario al secondo sensore per coprire la distanza tra startP  e arriveP . 
 
2
arrive start
scan
S
0.36
P P
T
v
−= ≅    [h] (III.52)
 
A partire dal tempo scanT , quindi, possiamo ricavare il numero di campioni osservati dai 
due sensori, arrotondando all’intero inferiore il rapporto con i tempi di scansione di 1S  e di 
2S , come mostrato dalle seguenti relazioni: 
 
1
1
scan
S
S
565TN
T
 = =   
 (III.53)
2
2
scan
S
S
1301TN
T
 = =   
 (III.54)
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Il fatto poi di considerare un diverso numero di campioni di osservazione ci porta a dover 
affrontare, inevitabilmente, il problema dell’interpolazione, necessaria per poter applicare 
le due tecniche di Measurement Fusion, analizzate nel Capitolo II. 
Non avrebbe alcun senso cercare di operare una fusione tra dati temporalmente incorrelati, 
che non hanno quindi nessun tipo di riscontro logico l’uno con l’altro. 
 
III.3.3 Scelta del Target mobile 
 
Una volta stabilito il particolare Reference System da utilizzare, dobbiamo definire il 
Target da analizzare successivamente. Possiamo scegliere, ad esempio, tra quattro diversi 
possibili tipi di bersaglio mobile, le cui caratteristiche sono schematizzate nella Tabella 
III.1. 
 
Classe Velocità RCS (Radar Cross Section) 
Gommone (1) 0 ÷60 Nodi 3 m2 
Carretta del mare (2) 0 ÷24 Nodi 10 m2 
Peschereccio (3) 0 ÷12 Nodi 100 m2 
Petroliera (4) 0 ÷20 Nodi 1000 m2 
 
Tabella III.1 – Parametri dei bersagli navali. 
 
Ogni particolare tipo di imbarcazione è caratterizzato innanzitutto da un parametro, 
indicativo della velocità che può mantenere, e da un altro parametro, indicativo invece 
della cosiddetta RCS (Radar Cross Section).  
Esso rappresenta quel coefficiente che lega la potenza reirradiata dall’oggetto, investito 
dall’onda elettromagnetica (il segnale trasmesso dal sensore, tanto per intendersi), con la 
densità superficiale di potenza incidente sullo stesso oggetto. Questo coefficiente è in 
genere molto difficile da quantificare (e quindi da modellare, dal momento che si tratta di 
una variabile aleatoria), poiché dipende dal tipo di materiale e dalla forma del bersaglio 
considerato. Per questo motivo, in genere, se ne fornisce un valore medio per alleggerire la 
notazione. 
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Per quanto riguarda gli scopi della tesi, non ci occuperemo, al momento, di utilizzare come 
variabili di stato quelle che, nel Capitolo I, abbiamo definito come Parametric Data, ma ci 
interesserà considerare solo le cosiddette Locational Information. Per questo motivo i 
valori di RCS sono, al momento, superflui mentre saranno di vitale importanza le 
informazioni sulla velocità e sulla posizione del bersaglio da esaminare. 
Per le nostre simulazioni supporremo di utilizzare un bersaglio molto dinamico, in maniera 
tale che sarà più difficile riuscire a seguirne gli spostamenti, considerando anche la 
ridottissima RCS (circa 3 m2 contro i 1000 m2 della petroliera).  
Tra i quattro possibili tipi di Target il più adatto è, quindi, proprio il gommone, definito 
come bersaglio di classe (1) [Gio06]. Una volta definito il tipo di bersaglio da studiare, lo 
possiamo generare in maniera casuale all’interno della regione di mare considerata, oppure 
arbitrariamente, nel qual caso saremo noi fornirne le informazioni necessarie, vale a dire 
velocità, posizione iniziale e direzione di spostamento.    
Se decidiamo di scegliere il primo tipo di soluzione, i parametri cinematici di ciascun 
bersaglio vengono generati casualmente all’interno dell’area descritta, seguendo i passi 
(III.55-59).  
La posizione iniziale del mobile viene generata casualmente all’interno della zona di mare 
antistante la costa siciliana, tenendo conto sia della massima risoluzione dei sensori che 
della Warning Zone e della Off-Limit Region [Gio06].  
Per quanto riguarda la velocità e la direzione di spostamento seguiamo invece i passaggi 
illustrati di seguito: 
 
( )Target min maxV U v ,v∈    [km/h] (III.55)
 
Per ognuna delle tipologie di bersaglio descritte nella Tabella III.1, abbiamo definito infatti 
l’intervallo delle velocità che può assumere un mobile di quel tipo. Ovviamente le velocità, 
che sono espresse in [Nodi], devono essere preventivamente convertite in [km/h] 
 
( )in U 0,360∈θ    [°] (III.56)
( )Target in inU -5, +5∈θ θ θ    [°] (III.57)
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Il processo inθ  rappresenta l’angolo che definisce la direzione iniziale del Target. A questo 
punto è possibile ricavare le componenti, lungo le ascisse e lungo le ordinate, per lo 
spostamento del bersaglio mobile, sfruttando le (III.55-57): 
 
( )x Target TargetV = V cos⋅ θ    [km/h] (III.58)
( )y Target TargetV = V sen⋅ θ    [km/h] (III.59)
 
III.3.3.1 Modello del bersaglio 
 
Nel Paragrafo III.2 abbiamo illustrato il tipo di Target Model, anche se in senso generale e 
senza definirne (nello specifico) alcun tipo di valore. Nelle precedenti sezioni del Paragrafo 
III.3, sono stati inizializzati invece i parametri caratteristici del sistema presentato 
all’interno del caso di studio. 
Per definire quindi il modello del bersaglio, consideriamo le equazioni III.2.8 e III.2.9, per 
2S
1, 2,...,n N= , in cui però ( )1S  contiene i parametri iniziali (posizione e velocità) del 
bersaglio, definiti, come detto in precedenza, in maniera casuale oppure arbitrariamente. 
Essi sono indicati con TargetP  e TargetV , rispettivamente, e sono riferiti al centro del sistema 
di coordinate (polari o cartesiane che si voglia) che abbiamo scelto all’inizio (si rimanda 
alla lettura del Paragrafo III.3.1).  
Il procedimento di inizializzazione è illustrato nelle relazioni che seguono: 
 
( ) Target1 Pρ =    [km] (III.60)
( ) Target1 = Vρ?    [km/h] (III.61)
( ) Target1 Pθ =?    [°] (III.62)
( ) Target1 =θ V? ?    [°/h] (III.63)
 
A questo punto è possibile definire il modello generale per il bersaglio: 
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( )
( )
( )
( )
( )
( )
( )
( )
( )
1
2
3
4
1 1
1 1
1
1 1
1 1
S
S
S
S
ρ
ρ
θ
θ
         = =            
S
?
?
 (III.64)
 
Per quanto riguarda gli altri campioni, vale a dire quelli per 2,3,..., Cn N=  (con 2SCN N=  
pari al numero di campioni del modello), possiamo scrivere: 
 
( ) ( ) ( )n n 1 n= ⋅ − +S A S W , 2,3,..., Cn N=  (III.65)
 
Dove abbiamo considerato, supponendo per semplicità 
2S
T T= : 
 
1 0 0
0 1 0 0
0 0 1
0 0 0 1
T
T
   =    
A  (III.66)
( ) ( )
( )
1
2
0
0
u n
n
u n
   =     
W  (III.67)
 
Il modello che abbiamo analizzato in precedenza ci servirà come riferimento per generare 
quelli relativi ai due sensori facenti parte del sistema. Come abbiamo però osservato, i due 
radar effettuano un numero diverso di misurazioni. Tali dati risultano, ovviamente, 
incorrelati da sensore a sensore, perché sono osservati ad istanti completamente diversi e 
temporalmente disgiunti. Per questo motivo si rende necessaria una preventiva de-
interpolazione del modello del segnale per il sensore 1S  (si passa da un numero di campioni 
osservati pari a 
2S
N , ogni 
2S
T  secondi, ad un numero di misurazioni pari a 
1S
N , ogni 
1S
T  
secondi). Per riferire il modello del bersaglio ai rispettivi sensori, dobbiamo procedere 
come illustrato nel seguito: 
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III.3.3.1.1 Modello del bersaglio per il sensore fisso 
 
I due sensori radar che abbiamo utilizzato hanno, come abbiamo detto in precedenza, 
caratteristiche differenti. Tra queste, quella che crea non pochi problemi è proprio il tempo 
di scansione dell’apparato di ricezione. Esso rappresenta il tempo che intercorre tra una 
misurazione del sensore e la successiva (anche questo lo abbiamo già detto). Per quanto 
riguarda il primo apparato radar, questo tempo è pari a 2.3 secondi (più del doppio di 
quello del secondo radar) e, proprio per questo motivo, il modello per il sensore 1S  deve 
essere de-interpolato (dobbiamo cioè campionare con un intervallo inferiore, pari a 
1S
T , la 
sequenza al tempo 
2S
T ). Questo ci porta, partendo da ( )nS , ad ottenere ( )n′S , riferito 
ancora al centro del Reference System.  
Per ricavare il Target Model relativo al sensore fisso, è necessario effettuare un cambio di 
coordinate per il segnale ( )nS , sia rispetto al punto 
1S
P , in cui si trova il radar, sia rispetto 
all’altezza 
1S
h , alla quale esso è posto. 
Il passaggio al sistema di coordinate di 1S  si può effettuare mediante le seguenti relazioni: 
 
( ) ( ) ( ) ( )3
1
2
2
1 2 360
1 1 1 S
j S n
S n h S n e P
π ′⋅ ⋅ ⋅
′= + ⋅ −?  (III.68)
( ) ( ) ( )12 2S n S n′=  (III.69)
( ) ( ) ( ) ( )3
1
2
1 360
3 1 S
j S n
S n S n e P
π ′⋅ ⋅ ⋅  ′= ⋅ −   
??  (III.70)
( ) ( ) ( )14 4S n S n′=  (III.71)
 
dove abbiamo indicato: 
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( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
1
1
1
21
1
3
1
4
S n
S n
n
S n
S n
   =      
S , 
1S
1, 2,...,n N=  (III.72)
 
III.3.3.1.2 Modello del bersaglio per il sensore mobile 
 
Quelle problematiche, che abbiamo riscontrato nell’implementazione del modello per il 
primo sensore, non costituiscono più un ostacolo per quanto riguarda il modello del Target 
per il secondo sensore radar. Avendo infatti considerato un tempo di scansione ed un 
numero di campioni rispettivamente pari a 
2S
T T=  e 
2SC
N N= , possiamo verificare che: 
 
( )2
1 0 0
0 1 0 0
0 0 1
0 0 0 1
T
T
   = =    
A A  (III.73)
 
Il modello del bersaglio, riferito a 2S , è indicato con 
( ) ( )2 nS  ma, come visto per ( ) ( )1 nS , 
ha bisogno di essere riferito alle coordinate ( )
2S
P n , con 
2S
1,2,...,n N= ,del sensore 
aviotrasportato.  
La procedura, che ci consente di effettuare il cambiamento delle coordinate, è illustrata 
nelle seguenti relazioni: 
 
( ) ( ) ( ) ( ) ( )3
2
22
2 2 360
1 2 1 S
j S n
S n h S n e P n
π⋅ ⋅ ⋅
= + ⋅ −?  (III.74)
( ) ( ) ( ) ( )4
2
2
2 360
2 2 S
j S n
S n S n e v
π⋅ ⋅ ⋅
= ⋅ −?  (III.75)
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( ) ( ) ( ) ( ) ( )3
2
2
2 360
3 1 S
j S n
S n S n e P n
π⋅ ⋅ ⋅  = ⋅ −   
??  (III.76)
( ) ( ) ( ) ( )4
2
2
2 360
4 2 S
j S n
S n S n e v
π⋅ ⋅ ⋅  = ⋅ −   
??  (III.77)
 
dove abbiamo indicato: 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
2
1
2
22
2
3
2
4
S n
S n
n
S n
S n
   =      
S , 
2S
1, 2,...,n N=  (III.78)
 
III.3.3.2 Modello dell’osservato 
 
Per definire invece il processo dell’osservato, consideriamo per entrambi i sensori la stessa 
notazione generale, analizzata già in precedenza nel Paragrafo III.2, ed in particolare 
utilizziamo le stesse matrici di misurazione ( )1C  e ( )2C , come mostrato nella (III.79).  
 
( ) ( )1 2 1 0 0 0
0 0 1 0
 = =   C C  (III.79)
 
Il modello dell’osservato, per i due sensori, risulta quindi: 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1n n n= ⋅ +X C S V , 
1S
1, 2,...,n N=  (III.80)
( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2n n n= ⋅ +X C S V , 
2S
1, 2,...,n N=  (III.81)
 
( ) ( )1 nX  è il segnale misurato dal radar fisso, mentre ( ) ( )2 nX  si riferisce a quello del radar 
aviotrasportato. Con 
1S
N  e 
2S
N  indichiamo invece il numero di campioni osservati. 
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Per poter applicare, in maniera esaustiva, le tecniche Measurement Fusion, analizzate nel 
Capitolo II, è necessario garantire nuovamente un certa corrispondenza tra i dati osservati.  
Questa corrispondenza dev’essere, innanzitutto, verificata per quanto riguarda l’utilizzo di 
un sistema comune di coordinate, che può essere, ad esempio, il centro del riferimento 
assiale che abbiamo considerato, oppure il punto 
1S
P  in cui è sito il primo sensore. 
In secondo luogo essa deve garantire, per le matrici degli osservati, una certa “coerenza”, 
dal momento che esse hanno rispettivamente dimensione 
1S
N N× , per il sensore 1S , e 
dimensione 
2S
N N× , per il sensore 2S . 
Decidiamo allora di riferire le grandezze in gioco (questa volta le matrici delle osservazioni 
anziché le matrici dei modelli) nuovamente al centro del Reference System, definito 
precedentemente. I passaggi iterativi sono i medesimi del paragrafo precedente, ma sono 
effettuati in maniera tale da compensare quanto fatto nelle (III.68-71), per il primo radar, e 
nelle (III.74-77), per il secondo.  
Per il primo sensore abbiamo infatti: 
 
( ) ( ) ( ) ( )
( ) ( )12
1
2
2
1 1 2360
1 1 S 1
j X n
X n X n e P h
π⋅ ⋅ ⋅
= ⋅ + −?  (III.82)
( ) ( ) ( ) ( )
( ) ( )12
1
2
1 1 360
2 1 S
j X n
X n X n e P
π⋅ ⋅ ⋅  = ⋅ +   
??  (III.83)
 
Per il sensore aviotrasportato abbiamo invece: 
 
( ) ( ) ( ) ( )
( ) ( ) ( )
2
2
2
2
2
2 2 2360
1 1 S 2
j X n
X n X n e P n h
π⋅ ⋅ ⋅
= ⋅ + −? (III.84)
( ) ( ) ( ) ( )
( ) ( ) ( )
2
2
2
2
2 2 360
2 1 S
j X n
X n X n e P n
π⋅ ⋅ ⋅  = ⋅ +   
??  (III.85)
 
dove abbiamo indicato con: 
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( ) ( ) ( ) ( )( ) ( )
1
11
1
2
X n
n
X n
 =    
X , 
1S
1, 2,...,n N=  (III.86)
( ) ( ) ( ) ( )( ) ( )
2
12
2
2
X n
n
X n
 =    
X , 
2S
1, 2,...,n N=  (III.87)
 
le matrici dell’osservato per i sensori 1S  e 2S . In questo modo esse sono riferite 
nuovamente al centro del sistema di riferimento originario ma, per distinguerle da ( ) ( )1 nX  
e da ( ) ( )2 nX , le indichiamo con ( )1X  e ( )2X .  
Si noti come esse siano ancora costituite da un numero di campioni differente, quindi, per 
poter implementare in maniera corretta i due algoritmi di fusione, ci vediamo costretti ad 
interpolare nuovamente i dati misurati dal primo sensore.  
Questa volta il procedimento, inverso a quello che abbiamo realizzato in precedenza, ci 
consente di passare da un numero di osservati pari a 
1S
N  e spaziati temporalmente di 
1S
T , 
ad un numero pari a 
2S
N , la cui spaziatura è invece 
2S
T .  
Facendo in questo modo, andiamo ad operare una sorta di sovracampionamento (Over 
Sampling) del segnale osservato. 
Per semplificare la trattazione, abbiamo deciso di realizzare un tipo di interpolazione di 
tipo “lineare”, in modo tale da rendere meno gravose le operazioni coinvolte nella catena di 
Signal Processing. Questo accorgimento ci permette inoltre di evitare il fastidioso 
problema dell’elaborazione dei dati in tempo reale.  
Appare evidente che, avendo a che fare con sensori radar diversi (questo discorso può 
comunque essere esteso con facilità anche ad altri ambiti), i risultati che conseguono 
dall’applicazione delle differenti tecniche di Data Fusion, siano esse di tipo Measurement 
Fusion o State-Vector Fusion (a maggior ragione in quest’ultimo caso), sono, spesso e 
volentieri, caratterizzati da ritardi dovuti non solo alla catena di elaborazione dei dati, ma 
anche al fatto che le misurazioni non vengono effettuate in maniera contemporanea da 
entrambi i radar. Bisogna quindi attendere che entrambi i sensori abbiano raccolto le loro 
misurazioni. A tutto ciò è necessario aggiungere gli immancabili ritardi dovuti alla 
trasmissione, che non avviene mai in condizioni di idealità.  
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Per tutti questi motivi, si preferisce utilizzare un tipo di interpolazione che operi in tempo 
quasi reale e senza aspettare di ricevere tutta la sequenza dei campioni.  
L’implementazione di un sistema di Target Tracking non avrebbe più alcun senso, se le 
operazioni effettuate nella catena di Processing portassero a risultati non immediati. 
 
III.3.4 Implementazione delle tecniche di Data Fusion 
 
A questo punto è possibile implementare i due algoritmi di Measurement Fusion, analizzati 
in dettaglio nel Capitolo II, utilizzando, come matrici dell’osservato, ( )1interpX  (appena 
interpolato linearmente), per il primo sensore, e ( )2X , per il secondo sensore. 
 
III.3.4.1 Measurement Fusion Method I 
 
Con riferimento alle relazioni (II.19-21), possiamo applicare il metodo MFM I 
(Measurement Fusion Method I) alle matrici delle osservazioni calcolare in precedenza. 
Abbiamo quindi le seguenti relazioni: 
 
( ) ( ) ( ) ( )( ) ( ) ( )( )I 1 2interp T Tn n n =   X X X  (III.88)
( ) ( )
( )
1
I
2
 =    
C
C
C
 (III.89)
( )
( ){ }
( ){ }
1
I
2
T
diag
diag
diag
    =       
R
R
R
 (III.90)
 
In questo caso abbiamo considerato, come indice temporale, 1, 2,..., Cn N= , dove 
2SC
N N= . Abbiamo cambiato leggermente la notazione per non appesantirla 
eccessivamente. 
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III.3.4.2 Measurement Fusion Method II 
 
Applicando invece le (II.22-24) al nostro particolare caso di studio, possiamo scrivere: 
 
( ) ( ) ( )( ) ( )( ) ( )( ) ( ) ( ) ( )( ) ( ) ( )1 11 1 1 1II 1 2 1 1 2 2interpn n n− −− − − −   = + ⋅ ⋅ + ⋅      X R R R X R X  (III.91)
( ) ( )( ) ( )( ) ( )( ) ( ) ( )( ) ( )1 11 1 1 1II 1 2 1 1 2 2− −− − − −   = + ⋅ ⋅ + ⋅      C R R R C R C  (III.92)
( ) ( )( ) ( )( ) 11 1II 1 2 −− − = +  R R R  (III.93)
 
Si noti come siano state considerate costanti nel tempo, per semplicità di trattazione, le 
matrici delle misurazioni ( ( )IC  e ( )IIC ) e quelle di covarianza dell’errore di misurazione 
( ( )IR  e ( )IIR ). Questa semplificazione è resa possibile dal fatto che stiamo considerando 
processi stazionari (almeno in senso lato) nel tempo. 
 
III.3.5 Filtro di Kalman 
 
Per valutare i risultati che si ottengono con l’applicazione delle tecniche di Data Fusion, 
descritte nel Capitolo II, dobbiamo ricostruire i vettori delle variabili di stato ( ) ( )Iˆ |n nS , 
( ) ( )IIˆ |n nS , ( ) ( )1ˆ |n nS  e ( ) ( )2ˆ |n nS , ottenuti tramite l’utilizzo del filtro di Kalman, e 
confrontarli con il vettore delle variabili di stato ( )nS , riferito al modello del bersaglio. 
Prima di passare all’implementazione vera e propria dei passi iterativi che costituiscono il 
filtro di Kalman, dobbiamo cercare di inizializzare le stime, sia per quanto riguarda il 
vettore delle variabili di stato che per quanto riguarda la matrice di covarianza dell’errore. 
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III.3.5.1 Filtro di Kalman per il MFM I 
 
( ) ( ) ( ) ( )I Iˆ ˆ| 1 1| 1n n n n− = ⋅ − −S A S  (III.94)
( ) ( ) ( ) ( ) ( ) ( )I I I| 1 1| 1 1Tn n n n n− = ⋅ − − ⋅ + −P A P A Q  (III.95)
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) 1I I I I I I I| 1 | 1T Tn n n n n − = − ⋅ ⋅ ⋅ − ⋅ +  K P C C P C R (III.96)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )I I I I Iˆ ˆ ˆ| | 1 | 1Tn n n n n n n n = − + ⋅ − −  S S K X X  (III.97)
( ) ( ) ( ) ( ) ( ) ( ) ( )I I I I| | 1n n n n n = − ⋅ ⋅ − P I K C P  (III.98)
 
Dove abbiamo considerato la predizione dell’osservato e l’errore, collegato al processo di 
predizione, come: 
 
( ) ( ) ( ) ( ) ( )I I Iˆˆ | 1 | 1n n n n− = ⋅ −X C S  (III.99)
( ) ( ) ( ) ( ) ( ) ( )I I Iˆ | 1n n n n= − −ε X X  (III.100)
 
III.3.5.2 Filtro di Kalman per il MFM II 
 
( ) ( ) ( ) ( )II IIˆ ˆ| 1 1| 1n n n n− = ⋅ − −S A S  (III.101)
( ) ( ) ( ) ( ) ( ) ( )II II II| 1 1| 1 1Tn n n n n− = ⋅ − − ⋅ + −P A P A Q  (III.102)
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) 1II II II II II II II| 1 | 1T Tn n n n n − = − ⋅ ⋅ ⋅ − ⋅ +  K P C C P C R  (III.103)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )II II II II IIˆ ˆ ˆ| | 1 | 1n n n n n n n n = − + ⋅ − − S S K X X  (III.104)
( ) ( ) ( ) ( ) ( ) ( ) ( )II II II II| | 1n n n n n = − ⋅ ⋅ − P I K C P  (III.105)
 
Allo stesso modo delle (III.99-100), possiamo considerare: 
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( ) ( ) ( ) ( ) ( )II II IIˆˆ | 1 | 1n n n n− = ⋅ −X C S  (III.106)
( ) ( ) ( ) ( ) ( ) ( )II II IIˆ | 1n n n n= − −ε X X  (III.107)
 
III.3.5.3 Filtro di Kalman per il sensore fisso 
 
( ) ( ) ( ) ( )1 1ˆ ˆ| 1 1| 1n n n n− = ⋅ − −S A S  (III.108)
( ) ( ) ( ) ( ) ( ) ( )1 1 1| 1 1| 1 1Tn n n n n− = ⋅ − − ⋅ + −P A P A Q  (III.109)
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) 11 1 1 1 1 1 1| 1 | 1T Tn n n n n − = − ⋅ ⋅ ⋅ − ⋅ +  K P C C P C R (III.110)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 1interpˆ ˆ ˆ| | 1 | 1n n n n n n n n = − + ⋅ − − S S K X X  (III.111)
( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1| | 1n n n n n = − ⋅ ⋅ − P I K C P  (III.112)
 
dove abbiamo considerato: 
 
( ) ( ) ( ) ( ) ( )1 1 1ˆˆ | 1 | 1n n n n− = ⋅ −X C S  (III.113)
( ) ( ) ( ) ( ) ( ) ( )1 1 1interp ˆ | 1n n n n= − −ε X X  (III.114)
 
III.3.5.4 Filtro di Kalman per il sensore mobile 
 
( ) ( ) ( ) ( )2 2ˆ ˆ| 1 1| 1n n n n− = ⋅ − −S A S  (III.115)
( ) ( ) ( ) ( ) ( ) ( )2 2 2| 1 1| 1 1Tn n n n n− = ⋅ − − ⋅ + −P A P A Q  (III.116)
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( ) 12 2 2 2 2 2 2| 1 | 1T Tn n n n n − = − ⋅ ⋅ ⋅ − ⋅ +  K P C C P C R (III.117)
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2ˆ ˆ ˆ| | 1 | 1n n n n n n n n = − + ⋅ − − S S K X X  (III.118)
( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2| | 1n n n n n = − ⋅ ⋅ − P I K C P  (III.119)
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dove abbiamo considerato: 
 
( ) ( ) ( ) ( ) ( )2 2 2ˆˆ | 1 | 1n n n n− = ⋅ −X C S  (III.120)
( ) ( ) ( ) ( ) ( ) ( )2 2 2ˆ | 1n n n n= − −ε X X  (III.121)
 
III.3.6 Risultati delle simulazioni 
 
Dai risultati che abbiamo ricavato mediante le simulazioni, possiamo notare alcune 
interessanti particolarità. Innanzitutto è possibile vedere come l’utilizzo degli algoritmi di 
fusione (Fused Kalman Filtering), almeno per quanto riguarda quelli basati sulle tecniche 
di Measurement Fusion Method I e II, porta ad avere risultati sostanzialmente simili a 
quelli che si ottengono applicando il filtro di Kalman ai dati provenienti dai singoli sensori 
(Unfused Kalman Filtering), sia per quanto riguarda l’inseguimento delle grandezze radiali, 
come mostrato nelle Figure III.2 (a) e (b), che di quelle angolari, come invece mostrato 
nelle Figure III.2 (c) e (d).  
A regime si nota infatti come ( ) ( )Iˆ |n nS , ( ) ( )IIˆ |n nS , ( ) ( )1ˆ |n nS  e ( ) ( )2ˆ |n nS  risultino molto 
simili al modello, ( )nS , del bersaglio considerato (indicato dalla linea nera). Si noti 
tuttavia come, per il secondo ed il quarto elemento del vettore di stato (vale a dire le 
velocità radiale e angolare), i diversi segnali in uscita al filtro Kalman abbiano una certa 
difficoltà nell’inseguimento del modello del bersaglio, come illustrato nella Figura III.3. 
È da notare, inoltre, come la particolare inizializzazione effettuata porti ad avere un 
transitorio molto ridotto per la stima della posizione e della velocità radiali (circa 0.003 h 
per le due tecniche di fusione e 0.005 h per i segnali non fusi), mentre porta ad un 
transitorio piuttosto prolungato per quanto riguarda le grandezze angolari di posizione (da 
0.07 h per gli algoritmi di fusione, a 0.08-9 h per quelli non fusi) e velocità (superano le 
0.10 h in entrambi i casi), come illustrato nella Figura III.5. 
A tutto ciò bisogna aggiungere il fatto che, da un lato, le due tecniche implementate 
risultano praticamente identiche, per quanto riguarda sia la stima delle variabili di stato (o 
almeno solo una volta che il transitorio si sia esaurito) che per quanto riguarda la stima 
della matrice di covarianza dell’errore che arriva a regime dopo un tempo di circa 0.002 h. 
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Per quanto riguarda appunto le considerazioni sulle matrici di covarianza, possiamo notare 
come gli elementi diagonali (solo su questi abbiamo fatto il confronto) risultino 
significativamente inferiori nei valori, nel caso dell’applicazione delle tecniche di fusione 
descritte nel capitolo II, rispetto a quelli che si ottengono applicando il filtro di Kalman ai 
soli dati forniti dai sensori singoli. Il transitorio degli elementi diagonali risulta anch’esso 
particolarmente breve, soprattutto per quanto concerne i primi due, mentre, come facile 
immaginare, risulta notevolmente più prolungato per gli ultimi due. Ad un transitorio che si 
esaurisce dopo circa 0.002 h, per i primi due elementi, si arriva ad averne uno che si 
esaurisce solo dopo circa 0.04 h (addirittura venti volte tanto). Questo particolare 
andamento è dato soprattutto dal fatto che il rumore di osservazione risulta particolarmente 
deleterio per le grandezze angolari. 
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(c) 
 
(d) 
 
Figura III.2 – Stime degli elementi di stato: 
(a) Distanza radiale; (b) Velocità radiale; (c) Distanza angolare; (d) Velocità radiale. 
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(c) 
 
(d) 
 
Figura III.3 – Andamento a regime degli elementi di stato: 
(a) Distanza radiale; (b) Velocità radiale; (c) Distanza angolare; (d) Velocità radiale. 
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(c) 
 
(d) 
 
Figura III.4 – Confronto tra gli elementi diagonali della matrice di covarianza dell’errore: 
(a) Elemento 11P ; (b) Elemento 22P ; (c) Elemento 33P ; (d) Elemento 44P . 
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(c) 
 
(d) 
 
Figura III.5 – Transitorio degli elementi di stato: 
(a) Distanza radiale; (b) Velocità angolare; (c) Distanza angolare; (d) Velocità angolare. 
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III.3.7 Conclusioni 
 
I risultati, visualizzati nelle Figure III.2-4, sono relativi (lo ripetiamo) al caso in cui i 
sensori utilizzati abbiano le caratteristiche illustrate nelle (III.34-38), per il primo sensore, 
e nelle (III.39-44), per il secondo. 
Ai fini dalla nostra speculazione, a noi interessa vedere come le stime del segnale, ottenute 
tramite le due tecniche di Measurement Fusion, si comportano, rispetto a quelle fornite dai 
singoli sensori (Unfused). Le simulazioni fino ad ora analizzate hanno rivelato come i due 
metodi di fusione garantiscano delle soluzioni molto simili a quelle fornite dai singoli 
apparati utilizzati (nella fattispecie 1S  e 2S ), come illustrato nelle Figura III.2. Le uniche 
differenze si hanno per quanto riguarda gli elementi diagonali della matrice di covarianza 
dell’errore. Un simile risultato era facile da prevedere, dal momento che i sensori utilizzati 
sono differenti e quindi differenti sono le misurazioni effettuate dagli stessi (Data Fusion a 
parte). 
I risultati ottenuti si riferiscono tuttavia al caso di due sensori, diversi è vero, ma molto 
“spinti”. Essi sono infatti molto precisi, come mostrato nelle (III.34-35) per il sensore fisso 
e nelle (III.39-40). Il rumore di osservazione, che deriva appunto dal processo di 
misurazione, risulta dipendente proprio da questi parametri, come abbiamo illustrato nelle 
(III.20-21). 
Possiamo concludere che il vantaggio che si ha grazie all’utilizzo di queste due tecniche di 
Data Fusion (come illustrato nella Figura III.3), in questo caso (in cui i sensori sono cioè 
particolarmente “performanti”), non compensa di certo gli svantaggi derivanti da una 
maggiore complessità computazionale e dalla necessità di disporre di un sistema di 
comunicazione “ad hoc”, efficiente e capace di garantire sempre una certa richiesta di 
banda. Se invece di disporre di questo tipo di sensori, disponessimo di altri meno precisi, 
che risultati dobbiamo aspettarci? È conveniente, quindi, utilizzare queste due tecniche di 
fusione? Proviamo a vedere cosa succede andando a modificare i parametri che 
definiscono la risoluzione dei sensori. Per semplificare la trattazione, abbiamo analizzato 
quattro differenti casi, in cui andiamo semplicemente a raddoppiare, di volta in volta, i 
valori dati dalle (III.34-35), per quanto riguarda il sensore fisso, e dalle (III.39-40), per 
quanto riguarda invece il sensore mobile. 
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I vari casi di studio che andiamo ad analizzare sono illustrati di seguito: 
 
1) Per quanto riguarda lo Study Case 1, utilizziamo, come parametri, quelli dati dalle 
(III.34-35), per il sensore fisso, e dalle (III.39-40), per il sensore mobile. 
 
Ground-Based Radar Airborne Radar 
1S
7.5∆ρ =    [m] 
2S
2.4∆ρ =    [m] 
1S
0.37∆θ =    [°] 
2S
0.25∆θ =    [°] 
 
Tabella III.2 – Parametri di risoluzione per 1S  e 2S  (Study Case 1). 
 
2) Per lo Study Case 2, raddoppiamo semplicemente i valori espressi nella Tabella III.2: 
 
 
Ground-Based Radar Airborne Radar 
1S
15.0∆ρ =    [m] 
2S
4.8∆ρ =    [m] 
1S
0.74∆θ =    [°] 
2S
0.50∆θ =    [°] 
 
Tabella III.3 – Parametri di risoluzione per 1S  e 2S  (Study Case 2). 
 
3) Per lo Study Case 3, procediamo allo stesso modo e raddoppiamo quindi i valori 
espressi, questa volta, nella Tabella III.3: 
 
Ground-Based Radar Airborne Radar 
1S
30.0∆ρ =    [m] 
2S
9.6∆ρ =    [m] 
1S
1.48∆θ =    [°] 
2S
1.0∆θ =    [°] 
 
Tabella III.4 – Parametri di risoluzione per 1S  e 2S  (Study Case 3). 
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4) Per lo Study Case 4, il procedimento è lo stesso visto ai punti precedenti: 
 
Ground-Based Radar Airborne Radar 
1S
60.0∆ρ =    [m] 
2S
19.2∆ρ =    [m] 
1S
2.96∆θ =    [°] 
2S
2.0∆θ =    [°] 
 
Tabella III.5 – Parametri di risoluzione per 1S  e 2S  (Study Case 4). 
 
Come mostrato nelle Figure III.6-7 (per lo Study Case 2), nelle Figure III.8-9 (per lo Study 
Case 3) e nelle Figure III.10-11 (per lo Study Case 4), i risultati ottenuti ci permettono di 
trarre le seguenti conclusioni. Per quanto riguarda l’andamento degli elementi diagonali 
delle matrici di covarianza, possiamo notare che i rapporti relativi (vale a dire il valore che 
essi assumono utilizzando le stime Fused e Unfused) tra i vari elementi sono pressappoco 
costanti, mentre aumentano di conseguenza le durate dei transitori. Un altro particolare che 
possiamo notare è come le stime, ottenute dai dati raccolti dai singoli sensori, tendano ad 
oscillare maggiormente, rispetto alle stime ottenute tramite le due tecniche di fusione, 
intorno alla soluzione data dal modello del bersaglio. Queste oscillazioni sono tanto più 
evidenti quanto peggiore è la risoluzione degli apparati e, quindi, quanto maggiore è il 
rumore di osservazione che si aggiunge al segnale in ricezione. I risultati ottenuti tramite il 
MFM I ed il MFM II sono ancora coincidenti, ad eccezione del transitorio, ed in ogni caso 
sono più stabili di quelli ottenuti con la semplice applicazione del filtro di Kalman alle 
misurazioni dei sensori. Si preferisce quindi utilizzare tali tecniche per migliorare le 
prestazioni di un sistema costituito appunto da sensori non eccessivamente precisi (Study 
Case 3 e Study Case 4), garantendo così un notevole miglioramento delle stime, a fronte di 
un’inevitabile complessità generale dell’apparato di Tracking.  
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(c) 
 
(d) 
 
Figura III.6 – Stime degli elementi di stato (Study Case 2): 
(a) Distanza radiale; (b) Velocità radiale; (c) Distanza angolare; (d) Velocità radiale. 
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Figura III.7 – Confronto tra gli elementi diagonali (Study Case 2): 
(a) Elemento 11P ; (b) Elemento 22P ; (c) Elemento 33P ; (d) Elemento 44P . 
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Figura III.8 – Stime degli elementi di stato (Study Case 3): 
(a) Distanza radiale; (b) Velocità radiale; (c) Distanza angolare; (d) Velocità radiale. 
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Figura III.9 – Confronto tra gli elementi diagonali (Study Case 3): 
(a) Elemento 11P ; (b) Elemento 22P ; (c) Elemento 33P ; (d) Elemento 44P . 
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Figura III.10 – Stime degli elementi di stato (Study Case 4): 
(a) Distanza radiale; (b) Velocità radiale; (c) Distanza angolare; (d) Velocità radiale. 
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Figura III.4 – Confronto tra gli elementi diagonali (Study Case 4): 
(a) Elemento 11P ; (b) Elemento 22P ; (c) Elemento 33P ; (d) Elemento 44P . 
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