High-throughput time course expression profiles have been available in the last decade due to developments in measurement techniques and devices. Functional data analysis, which treats smoothed curves instead of originally observed discrete data, is effective for the time course expression profiles in terms of dimension reduction, robustness, and applicability to data measured at small and irregularly spaced time points. However, the statistical method of differential analysis for time course expression profiles has not been well established. We propose a functional logistic model based on elastic net regularization (F-Logistic) in order to identify the genes with dynamic alterations in case/control study. We employ a mixed model as a smoothing method to obtain functional data; then F-Logistic is applied to time course profiles measured at small and irregularly spaced time points. We evaluate the performance of F-Logistic in comparison with another functional data approach, i.e. functional ANOVA test (F-ANOVA), by applying the methods to real and synthetic time course data sets. The real data sets consist of the time course gene expression profiles for long-term effects of recombinant interferon β on disease progression in multiple sclerosis. F-Logistic distinguishes dynamic alterations, which cannot be found by competitive approaches such as F-ANOVA, in case/control study based on time course expression profiles. F-Logistic is effective for time-dependent biomarker detection, diagnosis, and therapy.
INTRODUCTION
Finding the disease-specific alterations in gene expression is a key issue in molecular biology. Differential expression approaches have been used to select the genes with alterations in case/control study (Kerr and others, 2000; Efron and others, 2001; Storey and others, 2003) . When the expression data are measured at several time points for each individual and each gene, we have a chance to efficiently explore the genes with dynamic alterations through time (Storey and others, 2005; Hong and Li, 2006; Liu and Yang, 2009) .
Functional data analysis (FDA, Ramsay, 2005) , a set of statistical analyses for smoothed curves instead of originally observed discrete data, is effective for treating time course data. Differential analysis such as t-test and ANOVA test for functional data has been introduced in Cuevas and others (2004) and Storey and others (2005) , and recent studies include Aghoukeng Jiofack and Nkiet (2009), Zhang and others (2010) , and Minas and others (2011) . The distance-based ANOVA test proposed by Minas and others (2011) outperforms the previous approaches by Storey and others (2005) and Zhang and others (2010) . However, such differential analysis cannot capture dynamic alteration of time course profiles for multiple genes, simultaneously.
Some types of FDA for the time course gene expression profiles have been reported (Hong and Li, 2006; Leng and Müller, 2006; Liu and Yang, 2009; Tang and Müller, 2009; Wu and Müller, 2010) . Recently, the issue of variable selection in functional linear regression based on L 1 regularization has been addressed (James and others, 2009; Ferraty and others, 2010; Lian, 2011; Matsui and Konishi, 2011; Zhao and others, 2012; Gertheiss and others, 2013; Mingotti and others, 2013) , although the logistic regression based on L 1 regularization has been well established in the framework of multivariate analysis (Lokhorst, 1999; Shevade and Keerthi, 2003; Park and Hastie, 2007; Meier and others, 2008; Friedman and others, 2010) . However, for the gene selection based on time course expressions in case/control study, a functional logistic model based on suitable regularization is desired in order to effectively and simultaneously select genes from expression profiles measured at small and irregularly spaced time points. One of the suitable regularizations for the gene selection is elastic net regularization (Zou and Hastie, 2005) , which overcomes the problem of n < p, i.e. the number of the genes ( p) is larger than the sample size (n). It is an effective point that regression models estimated by elastic net regularization tend to select correlated variables (genes) together, implying set-wise selection of genes (Zou and Hastie, 2005; Friedman and others, 2010) .
In this paper, we propose a novel functional logistic model based on elastic net regularization (FLogistic) in order to identify the genes with dynamic alterations in case/control study. F-Logistic tends to select correlated genes together according to the property of elastic net regularization. F-Logistic is performed in two steps: (1) smoothing, i.e. representing gene expression profiles measured at several time points as functions and (2) estimation, i.e. estimating the unknown parameters in the model based on the obtained functions. We employ a mixed model as a smoothing method, called the reduced rank model (James and others, 2000) . F-Logistic is then efficiently estimated from sparse time course expression profiles, which are measured at small and irregularly spaced time points. We also utilize a cross-validation criterion to select the appropriate degree of the regularization that determines the optimal number of genes with alterations in case/control study. We evaluate the performance of F-Logistic in comparison with another functional data approach i.e. functional ANOVA test (F-ANOVA, Minas and others, 2011) by applying the methods to real and synthetic time course gene expression data sets. In a synthetic example, performance of the methods was compared with classical ANOVA test and logistic model for discrete data. The real data set consists of time course gene expression profiles obtained from the investigation of long-term effects of recombinant interferon β (rIFN-β) on disease progression of multiple sclerosis (MS) (Baranzini and others, 2004) .
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Notations and preliminaries
We assume that we have gene expression profiles for n individuals and p genes. Let t ik is the kth time point for ith individual and x i jk is the expression value for the jth gene on t ik (i = 1, . . . , n, j = 1, . . . , p, k = 1, . . . , m i ). The n individuals are split into L groups. We have class label
T for the ith individual, where y il = 1 and y il = 0 (l = l) indicate that the ith individual is in class l ∈ {1, . . . , L − 1}, and if it is in class L, we set y i = (0, . . . , 0)
T .
Smoothing
Here we describe a method to efficiently smooth sparse time course data with small samples and irregularly spaced time points. For each gene j and class l, we assume a regression model for
For simplicity, the indices j and l for gene and class, respectively, are omitted through this subsection. We now assume the reduced rank model (James and others, 2000; Peng and Paul, 2009 ) for x ik :
where μ(t) is a mean function, q r =1 ξ r (t)α ir is a random-effect term which shows the variety of individuals, and ε ik
2 ) are errors. In the random-effect term, ξ r (t) are principal component curves that satisfy the orthonormal constraints ξ r (t)ξ s (t) dt = 1 (r = s), = 0 (otherwise) and α ir are random variables that satisfy
This model can be efficiently estimated from sparse data by considering the random-effect term and those estimators are more efficient than those of traditional mixed-effect models (James and others, 2000; Peng and Paul, 2009 ).
We then assume basis expansions for the principal component curves:
where ψ m (t) are orthonormalized basis functions, in which this orthonormality is required for that of ξ r (t): if both and {ψ m (t)} are orthonormal, then ξ r (t) satisfy the orthonormal constraint, since
T dt , where = (θ rm ) mr is an M × q parameter matrix and I q is the identity matrix of size q. Then the regression model (2.1) can be written as D) . Their approach is conducted by the R function fpca.mle in the library fpca (http://cran.r-project.org/web/packages/fpca/index.html). This function fpca.mle selects optimal values of M and q using the leave-one-curve-out cross-validation. In fpca.mle, we can choose a type of basis functions out of the cubic B-splines and the natural cubic splines. The fpca.mle does not supply an explicit form (e.g. basis expansion) of the mean function μ(t), although the basis expansion is required in FDA. The basis expansion of the mean function, μ(t) = ψ(t)
T θ μ , is obtained by estimating θ μ through the maximum likelihood estimation in the traditional normal linear model for the "observations" 
Applying the above smoothing method to p genes and l classes, respectively, we obtain functional data of {x i1 (t), . . . , x i p (t)}. The next subsection describes the functional logistic model (F-Logistic) based on the functional data. The ANOVA test for the functional data (F-ANOVA) is introduced in Appendix A.1 (see supplementary material available at Biostatistics online).
Functional logistic model based on elastic net regularization (F-Logistic)
We now address the issue of gene selection in case/control study based on time course expression profiles by elastic net regularization in the functional logistic model.
Functional logistic model. Assume that we have functional data
, where x i j (t) has the expansion based on the orthonormalized basis functions:
where c i j =θ μ, jl +ˆ jlαi j is the M j -dimensional coefficient vector for i ∈ class l. Note that the orthonormalized basis function ψ jl (t) and parameters θ μ, jl , jl , and α i j are determined and estimated for each gene j and each class l, respectively. For each l = 1, . . . , L, we denote the probability that x i (t) is in the class l by p l (x i ). We now assume a functional logistic model (Araki and others, 2009 ) to link these probabilities p l (x i ) to functional data x i j (t) by using coefficients (weights) w l0 and w l j (t) as follows:
To estimate the weights, we assume the basis expansion for the weight functions w l j (t):
The functional logistic model (2.5) can then be written as a form of a well-known multi-class multiple logistic model,
where
Our current purpose is to estimate the coefficient vectors w l . Here, we denote p l (x i ) by p l (x i ; w), because they can be functions of w = (w
T . Then the probability density of y i is given by
from the assumption of the multinomial distribution for y i (i = 1, . . . , n).
Estimation by elastic net regularization.
We propose an estimation method of the coefficient vector w by maximizing a penalized log-likelihood function
where PEN λ j (·) are penalty functions with smoothing parameters λ j 0. Here we focus on a type of the grouped regularization (Yuan and Lin, 2006 ) that shrinks w * l j and estimates the zero weight w l j (t) = 0 if x i j (t) is not altered in case/control study. We employ an elastic net penalty as penalty functions:
where λ j > 0 are regularization parameters that control the effectiveness of penalties, and 0 α 1 determines a type of penalty between the L 2 (ridge, α = 0) and L 1 (lasso, α = 1). These are tuning parameters in the functional logistic model and determine the degree of regularization, i.e. the optimal number of genes with dynamic alterations in case/control study. To maximize the penalized log-likelihood function (2.8), we apply the local quadratic approximation (Fan and Li, 2001 ) to λ (w), which can allow us to estimate the parameter w by utilizing an iterative procedure. The details of the local quadratic approximation and the iterative estimation procedure are shown in Section A.2 (see supplementary material available at Biostatistics online). We then estimated class labelŷ i according top l (
In practice, we need to choose optimal values of the tuning parameters λ j and α. In the framework of multivariate analysis, several types of criteria have been proposed for tuning parameter selection for regression models with L 1 regularization (Tibshirani, 1996; Zou and Hastie, 2005; Wang and others, 2007; Zou and others, 2007; Lozano and others, 2009 
is an estimated class label without the κ(i)th set of individuals and I (·) is an indicator function. We select λ j and α which minimize CV as the optimal value.
RESULTS

Synthetic data
3.1.1 Settings. We conducted simulation studies in order to show high performance of F-Logistic in gene selection compared with F-ANOVA and two types of traditional approaches to the discrete data set: the ANOVA test and the logistic model (D-ANOVA and D-Logistic, respectively).
A simulation study was conducted as follows. Details of the simulation studies are described in Section B (see supplementary material available at Biostatistics online). We focus on the case of two and three classes (L = 2, 3), and the sample size in each class was 25 (n = 25 × 2 = 50) and 20 (n = 20 × 3 = 60), respectively. A class label y i was assigned to each individual i. We set the number of genes (variables) as p = 50, 100, 200, 500; the number of genes contributed to discrimination of classes as p 1 = 3 p/10 = 15, 30, 60, 150, respectively, where the p 1 genes are divided into three and the p 1 /3 genes in each are 240 M. KAYANO AND OTHERS correlated to each other. "True" functional data {x i j (t)} were generated through a type of mean function out of a cubic polynomial function (M1) and a trigonometric function (M2) which shows dynamic alterations through time: Figure 1 shows examples of generated functional data for M1 (left panel) and M2 (right panel) for a gene with dynamic alteration through time in two-and three-class cases, respectively. Examples of functional data for M1 and M2 for all genes (when p = 50) are shown in Figures 1-4 (see supplementary material available at Biostatistics online). Discrete data were then generated by
where m = 5, t jk are uniformly distributed on [0, 1] and ε i jk are normally distributed with mean 0 and variance σ 2 ε = 1 2 , 2 2 . D-ANOVA was then applied to a discrete data set {(y i , x i jk ) : i = 1, . . . , n; k = 1, . . . , m} for each gene j. On applying D-Logistic, the discrete data set {(y i , x i jk ) : i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , m} was analyzed simultaneously.
The smoothing method based on the reduced rank model was then applied to the discrete data sets. We have functional data and estimated mean functions in each class and each gene. We finally applied F-Logistic and F-ANOVA to the functional data. In F-Logistic, the regularization parameters λ j are set to be equal for all variables: λ j = λ. Optimal values of λ and α were determined by minimizing the CV criterion. In order to compare the performance, the area under the curve (AUC) values were calculated according to the L 1 norm of the estimated coefficient vectors in D-and F-Logistic and according to the p-values in D-and F-ANOVA, respectively. For D-and F-ANOVA, the threshold of p-values was arranged by Bonferroni correction. The number of the selected variables and their accuracy were also investigated in each case. All experiments were run on a machine with 6-Core Intel Core(TM) i7-4770 CPU (3.40 GHz) and 32.0 GB RAM. Tables 1 and 2 present AUC values, the number of the selected variables and their accuracy for D-and F-Logistic, D-and F-ANOVA, respectively. Each value shows the mean for 50 trials. An example of receiver operating characteristic (ROC) curves is shown in Figure 5 (see supplementary material available at Biostatistics online).
Results.
F-Logistic attained the highest AUC value in all cases (in both two-and three-class cases). The number of selected genes was appropriate for p 100 with high accuracy for σ ε = 1. F-Logistic can be applicable to the data with p = 100 ∼ 200 without large noise, keeping high AUC values (approximately >0.80) even for cases where functional data are highly overlapped in case and control, such as M2. In contrast, Dand F-ANOVA approaches did not perform well because of those simplicity. D-Logistic performed better than D-and F-ANOVA, but showed lower performance than F-Logistic due to the effect of noise (that can be removed in functional approaches). Weight in the logistic model can work well for gene selection, particularly in F-Logistic. For example, with regard to comparison of gene selection in F-Logistic and F-ANOVA, Figure 2 shows an example of true positive in F-Logistic but false negative in F-ANOVA ( p > 0.05). F-Logistic catches dynamic alterations of time course profiles between two classes (left) by suitably taking a weight through time (right). 
Real data
3.2.1 Data. We utilized the time course gene expression profiles of Baranzini and others (2004) , who have investigated long-term effects of rIFN β on disease progression. There exist n = 53 MS patients with treatments of rIFN-β, and the MS patients are categorized into 33 good responders and 20 poor responders according to their response levels for rIFN-β administration. Expression levels were measured at the beginning of the administration and after 3, 6, 9, 12, 18, and 24 months. The data include missing values, and therefore, the actual number of the time points is from 4 to 7. Also, the data include p = 76 genes coding for type I and II IFN-responsive molecules, cytokine receptors, members in the IFN signaling and apoptosis pathways, and transcription factors in immune regulation. This data set has been analyzed for the purpose of the clustering (Hirose and others, 2007) . Our purpose is to identify the genes with dynamic alterations in good/poor responders. 
Data analysis: smoothing, F-Logistic, and F-ANOVA.
The smoothing method based on the reduced rank model was applied to the set of time course gene expression profiles in each class (good/poor responders) and each gene. The number of the basis functions and of the principal components were set to be M = 5, 6 and q = 2, 3, 4, respectively, and the optimal values of them were selected by minimizing the CV score. We then obtained the functional data { (x i1 (t) , . . . , x i,76 (t))} (i = 1, . . . , 53) and class On applying F-Logistic, we set the regularization parameters λ j to be equal, i.e. λ j = λ, and the optimal value of λ and the tuning parameter α in the elastic net penalty were determined by the minimization of the CV criterion. All CV values for the candidates of λ and α are presented in Table 1 (see supplementary material available at Biostatistics online). F-Logistic with λ = 10 −2.8 and α = 0.8 was then applied to the functional data with class labels. Table 3 shows the top 15 genes of our 48 selected by F-Logistic. The full table of the 48 selected genes by F-Logistic is presented as Table 2 (see supplementary material available at Biostatistics online). In Table 3 , the genes were ranked according to the L 1 norm of the estimated coefficient vectors (that is equivalent to the L 1 norm of the estimated weight functions). The estimated mean and weight functions and expression profiles for all of 15 genes are shown in Figures 8-10 (see supplementary material available at Biostatistics online). Also in Table 3 , p-value was calculated by F-ANOVA, where the threshold of the p-values is calculated by Bonferroni correction, i.e. 0.05/76 = 6.58 × 10 −4 is the corrected threshold. If the p-value is less than 6.58 × 10 −4 , then the corresponding genes are selected as showing significant difference between good and poor responders. Six genes out of the top 15 in Table 3 were not detected by F-ANOVA, such as IRF8 ranked fourth.
DISCUSSION
This paper introduced a functional logistic model based on elastic net regularization (F-Logistic) in order to identify genes with dynamic alterations in case/control study. The high performance of F-Logistic was confirmed by comparing a significance test of functional data (F-ANOVA) through synthetic examples and real data analysis.
In a synthetic example, performance of F-Logistic was compared with that of not only F-ANOVA but also traditional ANOVA and the logistic model to the discrete data set (D-ANOVA and D-Logistic). FLogistic efficiently selected the genes dynamically altered between case and control. The synthetic example showed that F-Logistic was applicable to data with p 200, keeping high accuracy in this study. Also, FLogistic could be applicable to ultra-high dimensional data by pre-pruning of genes, (1) according to gene function and databases (e.g. GO term: Consortium and others, 2004) such as the real data example and (2) applying a variable pruning method including a type of sure independence screening (SIS, Fan and Lv, 2008; others, 2010, 2011) . In (2), SIS can be applied for functional variable screening through the inner product of the coefficient vector of functional data (c i j ) and weight function (w j ) for each j.
In the real data analysis, the biological literature showed that the result of gene selection by F-Logistic was promising as follows. Out of top 15 genes selected by F-Logistic, 9 genes (JAK2, CD69, STAT6, STAT4, Caspase10, GRB2, IFN-gRb, Caspase5, and BAX) were also detected by F-ANOVA that showed significant difference in expression between good and poor responders of rIFNβ treatment. The importance of those nine genes in treatment of MS patients has been reported. For example, it is well known that IFNs including IFNβ activate classical JAK-STAT pathways, which consist of IFN receptors, Jaks, and STATs in part (Platanias, 2005) . Particularly, STAT6 and STAT4 construct complexes induced by type I IFNs including IFNβ. JAK2 (and JAK1) is associated with IFNGR1 and IFNGR2 (interferon gamma receptor 1 and 2) and the type I IFNs. An early study of MS patients (Stürzebecher and others, 2003) shows that CD69 can be regulated by IFNβ treatment.
The remaining 6 genes out of top 15 genes were found by F-Logistic only: IRF8, MAP3K1, NFkB-60, FOS, FLIP, and TRADD. This means that only F-Logistic finds dynamic difference in expression profiles between good and poor responders, although there is no global and clear difference between them. For example, for IRF8 (rank 4, p = 0.0059), there exist large difference in the estimated mean functions between good and poor responders, in part (Figure 11 in supplementary material available at Biostatistics online, left). F-Logistic could select this gene as an important gene in the discrimination between good and poor responders by appropriately taking a weight through time (Figure 11 in supplementary material available at Biostatistics online, right). However, F-ANOVA could not catch the difference in IRF8. Interestingly, De Jager and others (2009) reported the genome-wide evidence of association between IRF8 and MS patients, implying that IRF8 and IRF8-related genes in type I IFN signaling could be new targets for MS. This might produce the (time-dependent) difference of IRF8 expression between good and poor responders for rIFNβ treatment. A review of the relationship between IRFs and type I IFN has been published in Tailor and others (2006) . Especially, relationships between IRF8 and IFNs have been studied (e.g. Tailor and others, 2007; Horiuchi and others, 2011) . On the other hand, For MAP3K1, MAPKs are in IFNmediated signaling pathway together with Jak1 and STATs. In other words, MAPKs are associated with type I IFN inducible transcription (Platanias, 2005) . With regard to JUN and TRADD, c-jun and TRADD can be regulated by IFNβ treatment in an early study for MS patients (Stürzebecher and others, 2003) . In summary, the biological literature showed that the result of gene selection by F-Logistic was promising through the real data analysis. F-Logistic selected the genes that were dynamically altered between case and control through both synthetic and real data examples by taking an appropriate weight through time. F-Logistic can be useful to analyze high-throughput biological data measured as time series, and effective for time-dependent biomarker detection, diagnosis, and therapy.
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