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Abstract
Metric learning for classification has been intensively studied over
the last decade. The idea is to learn a metric space induced from a
normed vector space on which data from different classes are well sepa-
rated. Different measures of the separation thus lead to various designs
of the objective function in the metric learning model. One classical
metric is the Mahalanobis distance, where a linear transformation ma-
trix is designed and applied on the original dataset to obtain a new
subspace equipped with the Euclidean norm. The kernelized version
has also been developed, followed by Multiple-Kernel learning models.
In this paper, we consider metric learning to be the identification of the
best kernel function with respect to a high class separability in the cor-
responding metric space. The contribution is twofold: 1) No pairwise
computations are required as in most metric learning techniques; 2)
Better flexibility and lower computational complexity is achieved using
the CLAss-Specific (Multiple) Kernel - Metric Learning (CLAS(M)K-
ML). The proposed techniques can be considered as a preprocessing
step to any kernel method or kernel approximation technique. An
extension to a hierarchical learning structure is also proposed to fur-
ther improve the classification performance, where on each layer, the
CLASMK is computed based on a selected “marginal” subset and fea-
ture vectors are constructed by concatenating the features from all
previous layers.
Classification, metric learning, Multiple-Kernel, subspace models
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1 Introduction
Given a nonempty input set X × Y, a training set D = {(xi, yi) : xi ∈
X , yi ∈ Y, ∀i ∈ {1 · · ·N}} is defined as a sample drawn from the random
distribution of X × Y. For a classification problem, one learns a function
f : X → R, such that for any x ∈ X , f(x) can predict the associated label y
as accurate as possible. One of the simplest classifiers is the linear classifier.
For example, let x ∈ Rp and y ∈ {0, 1}, a linear function f(x) = wTx + b
parameterized by w ∈ Rp and b ∈ R makes the prediction yˆ = 1, if f(x) > 0
and vice versa. However, despite having the advantage of computational
simplicity, linear models have limited capacity of data modeling. Nonlinear
methods, on the other hand, offer more flexibility.
One important family of nonlinear techniques is the kernel method,
where a high dimensional feature space F is constructed by a nonlinear map-
ping ϕ : X → F associated with a kernel function k(·,x) , ϕ(x), ∀x ∈ X .
A kernel function can be perceived as a positive-definite [2, 20] real-valued
function that takes any x, x˜ ∈ X as its input, such that k(x, x˜) , ϕ(x)Tϕ(x˜).
Due to the possibly high dimensionality of F , explicit computations in F
is typically prohibitive. Fortunately, if the problem can be formulated in
a way that only computations of inner products are conducted in F , all
such explicit computations can be replaced by the evaluations of the kernel
function on the input set X . This reduction of computational complexity
is often referred to as the “kernel trick”. The most classical example is the
Support Vector Machines (SVM) [21].
Moreover, given a kernel function k, let q = dim(F) denote the di-
mensionality of the feature space F induced by k. The classifier can be
parameterized by
f(x) = wTϕ(x) + b (1)
where w ∈ Rq and b ∈ R. The classification rule is then:
yˆ =
{
+1, if f(x) ≥ 0
−1, otherwise (2)
1 The representer theorem [2] states that the optimal w associated with a
given training set can be written as a linear combination of all data vectors
1Similarly, for the multiclass scenario, given C classes, we have
ξ ,WTϕ(x) + b (3)
where W ∈ Rq×C , b ∈ RC and the label is then estimated using yˆ = max
c∈{1···C}
ξ(c) with
ξ(c) denoting the cth element of vector ξ.
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from this set. That is, given a matrix Φ =
[
ϕ(xi)
]
∀(xi,yi)∈D, there exists a
coefficient vector a, such that w = Φa. In other words, w lies in the column
space of Φ. Due to this subspace property, to solve for w with a training
set of size N , it typically requires computations with complexity of O(N3)
and storage capacity of order O(N2). With a growing sample size N , the
amount of computations needed quickly becomes prohibitive.
One way to reduce the complexity is to approximate the range R(Φ)
with fewer vectors since the representer theorem states that w ∈ R(Φ).
More precisely, one would like to find a matrix U ⊂ Rq×m containing a set
of orthonormal vectors such that R(U) ≈ R(Φ) with m N .
This is the essential objective for kernel approximation techniques. In
other words, for such methods to make sense, the underlying data generating
assumption could be characterized by the following subspace model:
ϕ = Uβ + e (4)
where β contains the coordinates in the subspace spanned by the columns
of U and e is a random vector with finite covariance and zero mean. Fur-
thermore, we assume that U ⊥ e. Hence, the solution vector w in Eq. (1)
can be written as
w =
(
U
[
β1 · · ·βn
]
+
[
e1 · · · en
])
a
= Uα+ v (5)
where α =
[
β1 · · ·βn
]
a and v =
[
e1 · · · en
]
a.
From a kernel approximation point of view, we attempt to approximate
the positive-semidefinite (PSD) kernel matrix K = ΦTΦ using a matrix
L = ΦTUUTΦ, (6)
such that some prescribed optimality is achieved. For example, one classical
criterion is the Frobenius norm of the differences ‖K−L‖F . Such criteria are
designed to approximate the kernel matrix K with a low rank matrix L so
that the computational complexity can be reduced from O(N3) to O(m3),
where m is the rank of the approximated kernel matrix. Algorithms and
corresponding analysis can be found in [5, 6, 3, 18, 19].
However, in a classification problem, the quality of the kernel matrix
approximation evaluated by ‖K − L‖ is not the most interesting by itself.
A more desirable attribute is the class separability, which can be improved
by metric learning techniques.
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In metric learning, one defines a parameterized metric space as the fea-
ture space. For example, one such parameterization is the Mahalanobis
distance metric defined as
d2(x, x˜) = ‖AT (x− x˜) ‖22 (7)
with the design matrix A, such that d2(x, x˜) is large when x, x˜ are from
different classes, and small otherwise. Of course, despite its computational
simplicity, linear model does not always provide the most efficient solutions
and nonlinear parameterizations exist in the literature. In particular, ker-
nel formulations in combination with metric learning have been studied by
many authors over the past decade [4, 16]. These methods require the kernel
parameters to be chosen in advance as hyperparameters using, for example,
grid search and cross-validation. There also exist some gradient based tech-
niques designed for finding the kernel parameters [15].
A more complex model is the Multiple-Kernel (MK) model [12], where
the kernel function is written as a combination of several predefined kernel
functions. As summarized in [12], MK models mainly utilize target functions
that fall into three groups: 1) similarity measure, 2) structural risk functions
and 3) Bayesian functions. For the computational complexity, the training
processes have been grouped into two categories: one-step methods and
two-step methods, where two-step methods alternate the learning process
between the kernel combination and the parameters of the base learner (such
as SVM), while one-step methods learn both step in one run. Amongst one-
step methods, some use fixed rules and others use optimization approaches.
Fixed rules are fast to train, whereas optimization formulations take longer
time in general. In this paper, we propose two one-step methods: CLAss-
specific Subspace Kernel Metric Learning (CLASK-ML) and CLAss-Specific
Multiple-Kernel Metric Learning (CLASMK-ML). Both methods are based
on a similarity measure. Moreover, CLASK-ML can be implemented using
fixed rules, whereas CLASMK-ML requires optimizations. We parameterize
the distance metric only by the kernel function without associating it with
a linear transformation matrix A or any specific type of classifiers. The
measure of the quality for the metric space is the probability of the within-
class distance exceeding the size of the between-class distance. This can be
a preprocessing step to any learning model. Furthermore, the learning pro-
cess does not require any pairwise computations as in most metric learning
techniques, which results in reduced computational complexity. In addition,
the block-based structure provided by the class-specific learning model also
reduces the computational time for the kernel matrix.
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This paper is organized as follows. In Sec. 2, an evaluation of the class
separability along with a parametric subspace model is presented. The class
separability is evaluated based on the probability of the within-class dis-
tance exceeding the between-class distance. Upper bounds are derived with
respect to this evaluation. One criterion for choosing an appropriate kernel
function is proposed accordingly. The idea is then extended to a new class-
specific subspace learning model equipped with Multiple-Kernel for better
flexibility. Algorithms and implementations are presented in Sec. 3. The
hierarchical feature transformation is presented in Sec. 4. Experimental
results are shown in Sec. 5.
2 Problem formulation
2.1 Distance metric and subspace model for a given kernel
function
Given a training set D, the goal is to find a metric space F induced by a
predefined kernel function k, such that a good separation between different
classes is achieved in F . This metric space is then used as the feature space
for the given classification problem.
In order to construct a feature space with satisfying class separability,
the objective and its parameterization need to be quantified.
Distance metric and the objective Given a classification problem with
C classes and a nonlinear mapping of data vectors denoted by ϕ(x). Let
ϕc = ϕ(x) for x ∈ class c and νc′ = ϕ(x) for x ∈ class c′. The Euclidean
distance between data from class c and c′ after applying the nonlinear trans-
formation is defined as:
Dc,c′ := d
2(ϕc,νc′) = ‖ϕc − νc′‖22 (8)
This distance is usually called the “between-class” distance when c 6= c′ and
the “within-class” distance when c = c′. Note that for simplicity, we denote
c˜ ∈ {1 · · ·C} \ c throughout the paper.
Statistical modeling In this paper, we model the problem using a sta-
tistical framework. That is, we assume that x is a random vector drawn
from an unknown multivariate probability distribution and hence Dc,c′ is
considered a random variable. The class separability can be measured by
the relation between the within-class distance Dc,c and the between-class
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distance Dc,c˜. One possibility is the probability P(Dc,c > E(Dc,c˜)), which is
small for a good separability. Hence, the goal is to find a feature space with
a low P(Dc,c > E(Dc,c˜)).
Parameterization For conducting further analysis, we employ a para-
metric subspace model. Given a feature space F induced by a predefined
kernel function k(·,xc) : xc 7→ ϕc, the underlying assumption is the follow-
ing:
ϕc = Ucβc + ec (9)
where Uc contains a set of orthonormal vectors that span the subspace
generating random vectors from class c; βc and ec contains the random co-
efficients and the zero-mean random noise vector, respectively. Furthermore,
we make the following assumptions for all class c: 1) We always use nor-
malized kernel function, i.e. ‖ϕc‖22 = 1; 2) The noise vector ec is zero-mean
with E(‖ec‖22) = σ2e and 3) Each dimension of vectors Ucβc, ec′ and ec′′ are
uncorrelated random variables ∀c, c′, c′′ ∈ {1 · · ·C}.
Analysis Given the basis matrix Uc for each class c, we conduct the analy-
sis by deriving an upper bound on the quantity of interest P(Dc,c > E(Dc,c˜)).
Lemma 1. Given the data generating model in Eq. (9) equipped with the
inner product specified by a predefined kernel function k(·, ·). For a given
distinct class c and c˜, if ∃λ < 1, such that
E
(‖UTc˜ ϕc‖22)
E
(‖UTc ϕc‖22) ≤ λ (10)
where ϕc denotes a random vector from class c, then
P(Dc,c > E(Dc,c˜)) ≤ 1− ‖mc,β‖
2
2
1−√λ(1− σ2e)
(11)
where mc,β = E (βc).
Proof. Given multivariate random variables ϕc, νc, κc drawn from class c
and µc˜ from class c˜. According to Eq. (9), we denote ϕc = Ucβc + ec,
6
κc = Ucγc + ec and µc˜ = Uc˜ηc˜ + ec˜. We have:
P(Dc,c > E(Dc,c˜)) ≤ E(Dc,c)E(Dc,c˜) (12)
=
E
(‖ϕc − νc‖22)
E
(‖κc − µc˜‖22)
=
E
(‖ϕc − E(ϕc)− νc + E(ϕc)‖22)
E
(
κTc κc + µ
T
c˜ µc˜ − 2κTc µc˜
)
≤ 2E
(‖ϕc − E(ϕc)‖22)
2− 2E(κTc µc˜)
=
E
(‖ϕc − E(ϕc)‖22)
1− E(κTc µc˜)
=
E
(
ϕTc ϕc − 2ϕTc UcE (βc) + mTc,βmc,β
)
1− E ((Ucγc + ec)T (Uc˜ηc˜ + ec˜))
=
1− ‖mc,β‖22
1− E(γTc UTc Uc˜ηc˜)
(13)
Let Qc,c˜ = U
T
c Uc˜. Eq. (10) implies that:
E
(‖UTc˜ ϕc‖22)
E
(‖UTc ϕc‖22) = E
(
βTc U
T
c Uc˜U
T
c˜ Ucβc
)
1− σ2e
=
E
(
βTc Qc,c˜Q
T
c,c˜βc
)
1− σ2e
≤ λ
⇒ E (‖QTc,c˜βc‖22) ≤ λ(1− σ2e) (14)
Therefore, we have:
(13) =
1− ‖mc,β‖22
1− E(γTc Qc,c˜ηc˜)
≤ 1− ‖mc,β‖
2
2
1− E(‖QTc,c˜γc‖2‖ηc˜‖2)
≤ 1− ‖mc,β‖
2
2
1−
√
E(‖QTc,c˜γc‖22)E(‖ηc˜‖22)
≤ 1− ‖mc,β‖
2
2
1−√λ(1− σ2e)
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Remark 1. There are three factors that contribute to the bound: ‖mc,β‖22,
σ2e and λ. It might appear that an increasing σ
2
e leads to a lower value of the
upper bound, which is counterintuitive. However, ‖mc,β‖22 and σ2e are not
independent. In fact, we have ‖mc,β‖22 ≤ 1− σ2e . An increasing σ2e typically
results in a smaller ‖mc,β‖22, which will increase the numerator in Eq. (11).
Moreover, the term 1−σ2e is scaled by
√
λ, such that for
√
λ 1, any change
in σ2e can be neglected compared to the corresponding difference in ‖mc,β‖22.
When λ→ 0, the denominator goes to its maximum value 1.
The result suggests that one heuristic of a good class separability is to
have a feature space with small λ and a large ‖mc,β‖22. For given classes
{c, c˜} and a set of kernel functions K = {k1, · · · , kK}, one such criterion is
the following:
k(·, ·) = arg min
ki∈K
E
(
‖UTc˜,iϕc,i‖2
)
‖mc,βi‖22
(15)
where ϕc,i denotes a random vector from class c in the feature space associ-
ated with kernel function ki. For any class r, Ur,i is the matrix containing
orthonormal basis vectors that span the subspace of noise free data from
class r, where the feature space is associated with kernel function ki. More-
over, mc,βi = E
(
UTc,iϕc,i
)
. Note that here we regard λ (c.f. Eq. (10)) to be
E(‖UTc˜,iϕc,i‖2)
‖mc,βi‖22
, since
E(‖UTc˜,iϕc,i‖2)
‖mc,βi‖22
≥ E(‖U
T
c˜,iϕc,i‖2)
E(‖UTc,iϕc,i‖2)
. By using the criterion in
Eq. (15), we are looking for a kernel function ki(·, ·) associated with a small
λ and a large ‖mc,βi‖22 simultaneously.
In the next theorem, let us generalize Lemma 1 to the multiclass scenario.
Theorem 1. Given the assumptions in Lemma 1 and P(y = c) = pc, if
∃λ < 1, such that: ∑
∀c
pc
1−pc
∑
∀c˜ 6=cpc˜E
(‖UTc˜ ϕc‖22)∑
∀cpcE
(‖UTc ϕc‖22) ≤ λ (16)
then
P(Dw > E(Db)) ≤ 1−
∑
∀c pc‖mc,β‖22
1−√λ(1− σ2e)
(17)
where
Dw =‖γ − γ˜‖22, ∀γ, γ˜ from the same class
Db =‖η − η˜‖22, ∀η, η˜ from the different classes
(18)
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are the within-class distance and the between-class distance for all classes,
respectively.
Proof. First, we show that
E (Dw) =
∑
∀c
pcE (Dc,c)
and
E (Db) =
∑
∀c
∑
∀c˜6=c
pcpc˜
1− pcE (Dc,c˜)
Since they share the same principle, we only show the proof for the latter
case. Let E1 denotes the event of drawing a random vector from class
{1 · · ·C} and let E2 be a second draw without replacement. Assume E1 has
Probability Mass Function P(E1 = c) = pc with
∑C
c=1 pc = 1 for i = 1, 2
and c ∈ {1 · · ·C}. Then for a given class c and any c˜ ∈ {1 · · ·C} \ c,
P(E2 = c˜ | E1 = c) = pc˜
1− pc
The PDF of Db can be then expressed as
fDb(t) =
∑
∀c
∑
∀c˜6=c
fDb(t | E1 = c, E2 = c˜)P(E2 = c˜|E1 = c)P(E1 = c)
=
∑
∀c
∑
∀c˜6=c
pcpc˜
1− pc fDb(t | E1 = c, E2 = c˜)
=
∑
∀c
∑
∀c˜ 6=c
pcpc˜
1− pc fDc,c˜(t)
The expected value is then computed as:
E (Db) =
∫
tfDb(t)dt =
∑
∀c
∑
∀c˜ 6=c
pcpc˜
1− pc
∫
tfDc,c˜(t)dt
=
∑
∀c
∑
∀c˜ 6=c
pcpc˜
1− pcE(Dc,c˜) (19)
Similarly, we have E (Dw) =
∑
∀c pcE(Dc,c).
The rest of the proof can be readily extended from the proof of Lemma 1
with the same setup. Since (16) gives us∑
∀c
pc
1−pc
∑
∀c˜6=c pc˜E
(‖UTc˜ ϕc‖22)
1− σ2e
≤ λ,
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we obtain the following instead of Eq. (14):(∑
∀c
pc
1− pc
∑
∀c˜6=cpc˜E
(‖QTc,c˜βc‖2))2
≤
∑
∀c
pc
1− pc
∑
∀c˜ 6=cpc˜E
(‖QTc,c˜βc‖22) ≤ λ(1− σ2e).
Therefore, the following holds:∑
∀c
pc
1− pc
∑
∀c˜ 6=cpc˜E
(‖QTc,c˜βc‖2) ≤√λ(1− σ2e) (20)
Furthermore, similar to Eq. (12) and (13), we have:
P(Dw > E(Db)) ≤ E(Dw)E(Db)
=
∑
∀cpcE
(‖ϕc − νc‖22)∑
∀c
∑
∀c˜ 6=c
pcpc˜
1−pcE
(‖κc − µc˜‖22)
≤ 1−
∑
∀c pc‖mc,β‖22
1−∑∀c∑∀c˜ 6=c pcpc˜1−pcE(γTc UTc Uc˜ηc˜)
≤ 1−
∑
∀c pc‖mc,β‖22
1−∑
∀c
∑
∀c˜
pcpc˜
1−pcE(‖QTc,c˜γc‖2)E(‖ηc˜‖2)
≤ 1−
∑
∀c pc‖mc,β‖22
1−∑
∀c
∑
∀c˜
pcpc˜
1−pcE(‖QTc,c˜γc‖2)
√
1− σ2e
Eq. (20)
≤ 1−
∑
∀c pc‖mc,β‖22
1−√λ(1− σ2e)
Theorem 1 provides us an upper bound on the probability measure
P(Dw > E(Db)) that represents the class separability for multiclassifica-
tion problems under the condition given by Eq. (16). In other words, to find
the “best” kernel function according to Theorem 1, we can modify Eq. (15)
into Criterion 1:
Criterion 1. Find a kernel function k(·, ·), such that
k(·, ·) = arg min
ki∈K
∑
∀c
∑
∀c˜ 6=c
pcpc˜
1−pcE
(
‖UTc˜,iϕc,i‖22
)
∑
∀c pc‖mc,βi‖22
(21)
where for the definition of Uc˜,i, ϕc,i and mc,βi, one can refer to Eq. (15).
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2.2 CLAss-specific Subspace Kernel Functions
Essentially, Eq. (9) means that if we apply a nonlinear mapping ϕ : X → F
associated with the given kernel function k, the noise free data from class
c span a subspace described by Uc. Eq. (9) implies that this is true for all
classes in the feature space F . However, it is possible that this assumption
holds for class c, but when transforming data vectors from another class c˜ 6= c
to the feature space F , we do not observe a subspace structure for class c˜.
Nevertheless, if we apply another nonlinear transformation ϕ˜ : X → F˜ , the
subspace model in Eq (9) holds true in F˜ for data from class c˜. To deal with
such an asymmetric case, we propose a class-specific feature map. Given a
random data xc,i from class c, the new nonlinear feature map is represented
as:
ϕ(xc,i) =
k1(·,xc,i)...
kC(·,xc,i)
 =
ϕ(c,1),i...
ϕ(c,C),i

=
U1 0 00 . . . 0
0 0 UC

β(c,1),i...
β(c,C),i
+
e(c,1),i...
e(c,C),i
 (22)
= Uβc,i + ec,i = ϕc,i
where kc′(·,xc,i) is the class-specific nonlinear map that describes data from
class c′ the “best” according to some optimality for all c′ ∈ {1 · · ·C}.
Note that we use notations in Eq. (22) without the sample index i to de-
note their random variable counterparts. For example, for a random variable
xc from class c, ϕ(c,c′) , kc′(·,xc).
In this model, we have a class-specific kernel function kc′ for each class c
′.
Similar to Eq. (9), we assume that for all c, c′ ∈ {1 · · ·C} 1) ‖ϕ(c,c′)‖22 = 1;
2) e(c,c′) is zero-mean with E(‖e(c,c′)‖22) = σ2e ; and 3) Each dimension of vec-
tors Ucβ(c,c′), and e(c′′,c′′′) are uncorrelated random variables ∀c, c′, c′′, c′′′ ∈
{1 · · ·C}.
The distance metric defined in Eq. (8) can be computed by:
d2(ϕc,νc′) =
C∑
c′′=1
‖ϕ(c,c′′) − ν(c′,c′′)‖22 (23)
Theorem 2. Given the class-specific kernel learning model in Eq. (22),
assume that p1 = · · · = pC = 1C . Let m(c,c′) = E
(
β(c,c′)
)
∀c, c′ ∈ {1 · · ·C}.
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If ∃λ < 1, such that:
1
C−1
∑
∀c
∑
i 6=c E
(
‖UTi ϕ(c,i)‖22
)
∑
∀c E
(
‖UTc ϕ(c,c)‖22
) ≤ λ (24)
then
P(Dw > E(Db)) ≤
1− 1C
∑
∀c
∑C
c′=1 ‖m(c,c′)‖22
1− (Cλ−λ+1)(1−σ2e)C
(25)
where Dw and Db are the within-class distance and the between-class dis-
tance, respectively.
Proof. The proof can be found in the appendix.
Therefore, similar to the reasoning in Remark 1, under the assumption
of the class-specific kernel learning model, one heuristic is to find a kernel
function according to the following criterion.
Criterion 2. Given Eq. (22) and a set of kernel functions K, we want to
find an optimal ordered set K∗ = {k1 · · · kC}, such that
K∗ = arg min
k1···kC∈K
1
C−1
∑
∀c
∑
∀c˜6=c E
(
‖UTc˜ ϕ(c,c˜)‖22
)
∑
∀c ‖m(c,c)‖22
(26)
The solution to Criterion 2 can be found by exhaustive search, i.e. eval-
uating all possible combinations of the kernel functions to find the best for
each class c. For K given kernel functions and C classes, this requires KC
evaluations. An alternative is to find an optimal function k∗c for each class
c, such that
k∗c = arg min
kc∈K
1
C−1
∑
∀c˜6=c E
(
‖UTc˜ ϕ(c˜,c)‖22
)
‖m(c,c)‖22
(27)
This requires a one-step training with fixed rule and hence results in fast
training. In the next section, a more complex model based on optimization
formulations is proposed using a class-specific multiple kernel function.
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2.3 The CLAss-Specific Multiple-Kernel model
Multiple-Kernel (MK) learning models express the kernel function as a linear
combination of K different kernel functions {k1 · · · kK}:
k(·,x) =
K∑
l=1
νlkl(·,x) (28)
where νl is the weighting coefficient and
∑K
l=1 νl = 1. Detailed motivations
and descriptions can be found in [12] and the references therein.
Given class-specific kernel functions and the subspace model in Eq. (22),
we propose a class-specific multiple kernel to obtain higher flexibility.
Definition 1 (CLAss-Specific Multiple Kernel (CLASMK)). Given a set of
kernel functions K = {k1, · · · , kK} and their corresponding basis matrices
for each class, denoted by Uc,k. Let hc : X × X → R be defined as follows:
hc(x, x˜) =
K∑
i=1
√
νc,iϕi(x)
TUc,i
K∑
j=1
√
νc,jU
T
c,jϕj(x˜)
for any νc,i ≥ 0 and
K∑
i=1
νc,i = 1 (29)
where ϕi(z) = ki(·, z), for any z ∈ X . The CLAss-Specific Multiple Kernel
(CLASMK) is a Positive-Semi Definite (PSD) function h(x, x˜) defined as:
h(x, x˜) =
C∑
c=1
hc (x, x˜) (30)
By using the kernel function CLASMK according to Eq. (30), the feature
map can be explicitly written as
kCLASMK(·,x) =

∑K
i=1
√
ν1,iU
T
1,iϕi(x)
...∑K
i=1
√
νC,iU
T
C,iϕi(x)

and linear models can be applied accordingly. Hence, we are looking for a
matrix ν ∈ RC×K according to the following criterion.
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Criterion 3 (CLASMK).
ν = arg min
ν
1
C−1
∑
∀c
∑
∀c˜ 6=c E (hc˜(xc,xc))∑
∀c m
T
(c,c)m(c,c)
s.t.
K∑
i=1
νc,i = 1, ∀c (31)
νc,i ≥ 0
where m(c,c) = E
(∑K
i=1
√
νc,iU
T
c,iϕi(x)
)
for random vector x ∈ class c.
3 Algorithms and implementation
In this section, first, we discuss the implementation given the CLAss-Specific
Multiple-Kernel (CLASMK) model with respect to Criterion 3.
Given a set of kernel functions K = {k1, · · · , kK} and a data set with
balanced training set for each class, we use Dc and Nc to denote the train-
ing set containing data from class c and its sample size, respectively. The
problem is to find the weighting matrix ν, such that the approximation of
Criterion 3 is satisfied given the finite training set:
minimize
ν
1
C−1
C∑
c=1
∑
∀c˜ 6=c
1
Nc
∑
∀x∈Dc
hc˜(x,x)
C∑
c′=1
1
Nc′
∑
∀x∈Dc′
hc′(x,x)
subject to
K∑
i=1
νc,i = 1, ∀c
νc,k ≥ 0, ∀c, k
(32)
where hc is defined in Eq. (30).
To achieve a robust result, we first divide the training data D into two
disjoint subsets, i.e. D =MB ∪Mν . The implementation for kernel model
selection is twofold:
1) Estimate the basis matrix Uc,i for each class c and each kernel function
ki, ∀i ∈ 1 · · ·K, based on MB;
2) Find a matrix ν that minimizes Eq. (32) based on Mν .
Moreover, we use MBc and Mνc to denote the corresponding matrices for
each class c, respectively.
14
3.1 Basis matrix Uc,k
Given Eq. (22), the estimation of the basis matrices Uc,k can be formu-
lated as Kernel Principle Component Analysis (KPCA) for data from each
class c associated with kernel function kk(·, ·). To distinguish the basis
matrix and its estimation, we use ΦBc,k to denote the matrix containing
the estimated principal components using the training data MBc . How-
ever, when training size Nc is large, we cannot carry out the full estimation
of the covariance matrix in KPCA and hence kernel approximation tech-
niques (c.f. Eq. (6)) are needed. With both KPCA and kernel approxima-
tion, the problem is essentially finding 1) a matrix XBc,k and 2) a trans-
formation matrix Ac,k, such that for any data vector xc′,i from class c
′,
ΦTBc,kϕk(xc′,i) = A
T
c,kkk
(
XBc,k ,xc′,i
)
and ΦTBc,kΦBc,k = I, where columns in
XBc,k are vectors sub-sampled fromMBc and I is the identity matrix. This
can be done using various standard techniques [2, 9, 14].
In this paper, a technique called the Greedy Spectral Embedding al-
gorithm [14] is adopted. It selects a subset for kernel representation by
computing the subspace innovation and then find the basis matrix for the
subspace spanned by the subset. However, in order to have class-specific
subspaces, we modify the algorithm to find a basis matrix for each individ-
ual class. In fact, this block based structure results in a lower computational
complexity.
3.2 Kernel function kc
After obtaining the matrix ΦBc,k , parameterized by XBc,k and Ac,k, we
can proceed to finding the optimal kernel function for each class. Two
models have been introduced in this section: the CLAss-specific Subspace
Kernel (CLASK) model and the CLAss-Specific Multiple-Kernel (CLASMK)
model.
3.2.1 CLASK-ML: Finding the best kernel
When CLASK model is applied without Multiple-Kernel, one can find the
best kernel function for each class according to Eq. (27).
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3.2.2 CLASMK-ML: Solving for ν
Empirically, given any subset Mνc ⊂ Dc \MBc , we rewrite Eq. (32) as:
minimize
ν
1
C−1
C∑
c=1
∑
∀c˜ 6=c
1
Nc
∑
∀x∈MBc
‖
K∑
i=1
√
νc˜,iA
T
c˜,iki
(
XBc˜,i ,x
) ‖22
C∑
c=1
1
Nc
∑
∀x∈MBc
‖
K∑
i=1
√
νc,iATc,iki
(
XBc,i ,x
) ‖22
subject to
K∑
k=1
νc,k = 1, ∀c
νc,k ≥ 0, ∀c, k
(33)
and apply a nonlinear optimization technique to approximate the optimal
solution of ν.
3.3 Summary of the Algorithm
Given training data D and a set of kernel functions, the algorithm for finding
the weighting coefficients is summarized in Algorithm 1.
3.4 Remarks
3.4.1 Truncating Non-representative Kernel Functions
For a given kernel function ki from the set K, the objective function in
Eq. (31) can be empirically estimated as follows:
h =
hb
hw
=
1
C−1
C∑
c=1
∑
∀c˜ 6=c
1
Nc
∑
∀x∈Mνc
‖ATc˜,iki
(
XBc˜,i ,x
) ‖22
C∑
c=1
1
Nc
∑
∀x∈Mνc
‖ATc,iki
(
XBc,i ,x
) ‖22 (34)
Generally speaking, the smaller h is, the better class separating ability ki
have. However, in some scenarios, although h ≈ 0, the feature space associ-
ated with kernel function ki results in a poor class separation. This is due
to the possibility of non-representative subspaces, i.e. the estimated basis
cannot represent the data vectors x ∈Mνc , which implies that hw ≈ 0.
Due to the small value of h ≈ 0, such phenomenon severely influences
the outcome of the optimization result. It often occurs for kernel functions
with high complexities, such as RBF kernels with small σ. To resolve this
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Input: Training data D and a set of kernel functions: K = {ki}Ki=1.
Assume that the training size for all classes are balanced.
Hyperparameters: η (Eq. (35)) and t (Eq. (37));
Output: Kernel function weighting coefficient matrix ν;
Initialization: Let νc,k =
1
K , ∀c, k;
Divide the dataset into two subsets MB and Mν for estimating the
basis and ν, respectively.
Let MBc ⊂MB be the subset that contains all training data from
class c.;
for c ∈ {1 · · ·C} do
for k ∈ {1 · · ·K} do
Basis estimation based on MBc using KPCA or any iterative
methods (c.f. Sec. 3.1) with respect to kernel function kk(·, ·)
for every class c:
• Find the matrix XBc,k .
• Find the transformation matrix Ac,k.
end
end
Truncate the non-representative kernels according to Sec. 3.4.1;
Find ν by solving Eq. (33) using all (x, t) ∈Mν ;
Algorithm 1: CLAss-Specific Multiple-Kernel Metric Learning
(CLASMK-ML)
issue, we insert a pre-truncating step before the optimization. A kernel is
defined as non-representative if
C∑
c=1
1
Nc
∑
∀x∈Mνc
‖ATc,iki
(
XBc,i ,x
) ‖22 ≤ η (35)
for given hyperparameter η ∈ (0, 1]. Note that Ac,i and XBc,i are trained
using subset MBc ⊂ Dc, whereas Eq. (35) is evaluated using Mνc ⊂ Dc \
MBc . Then the truncation is performed according to:
K ← K \ K˜ (36)
where K˜ contains all kernel functions that are non-representative.
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3.4.2 Robustness and Empirical Thresholding
We model data as random vectors that are drawn from a unknown multi-
variate probability distribution. Given different training sets, the solutions
ν computed using Algorithm 1 result in a certain variation, which gives rise
to the notion of robustness. For a given sample size, we attempt to improve
robustness by empirical thresholding, i.e. given νc,k for all c = {1 . . . C} and
k = {1 . . .K} and a threshold t, such that
ν˜c,k =
{
νc,k, if νc,k ≥ tmax∀k νc,k
0, otherwise
(37)
and then the new weights are re-scaled as follows:
νc,k ← ν˜c,k∑K
i=1 ν˜c,i
(38)
3.4.3 Finding the Best Kernel Function
Algorithm 1 can also be used as an approximation to the CLASK-ML formu-
lation presented in Criterion 2. In that case, given the output of Algorithm
1, denoted by ν, we choose the optimal kernel function k∗c for each class as
follows. Let {k(1), · · · , k(K)} be the set of kernel functions, such that each
k(i) is corresponding to ν(:, i). Then k∗c = k(i
∗
c), where
i∗c = arg max
i
ν(c, i) (39)
4 Learning Hierarchical CLASMK Feature Net-
work
In this section, we propose a multi-layer kernel feature network constructed
using the CLAss-specific Subspace Multiple Kernel - Metric Learning (CLASK-
ML) on each layer. The structure of the network can be found in Fig. 1,
where each layer l corresponds to a feature space FC(l) constructed using
CLASMK-ML (c.f. Algorithm 1) for a given set of kernel functions K. For
each layer, the idea is to select a subset of training data with small margins
and learn a new feature space based on that. The final feature space is the
concatenation of the resulting features from all the previous layers.
The learning process is explained as follows:
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• Input: Training set D, a set of kernel functions K (|K| = K), base
classifier f(z; W,b) = WT z + b, parameterized by W ∈ Rn×C , z ∈
Rn, n ∈ N+, b ∈ RC ;
• Hyperparameters: Maximum number of layers Lmax, marginal thresh-
old Tκ ∈ (0, 1), hyperparameters for Algorithm 1, t, η  1;
• Procedure:
– Initialization:
∗ M , D;
∗ dν = 1, δ− = 0;
∗ q = 1;
∗ ν(0)(i, j) = 1/K, ∀i ∈ {1 · · ·C}, ∀j ∈ {1 · · ·K};
∗ ψi = empty array ∀i ∈ ID;
∗ L = 1.
– while(L ≤ Lmax and dν > )
∗ Apply Algorithm 1 to compute ν(l) on M;
∗ For each training data i ∈ ID, construct feature vector:
ψ
(l)
i ,

∑K
i=1
√
ν
(l)
1,kU
T
1,kϕ1(xi)
...∑K
k=1
√
ν
(l)
C,kU
T
C,kϕC(xi)
 (40)
and
ψi ←
[
ψi
ψ
(l)
i
]
(41)
∗ q = dim (ψi);
∗ Train the base classifier using all i ∈ ID
{W∗,b∗} = arg min
W,b
R (f(ψi; W,b)) (42)
where R is the predefined empirical risk.
∗ Compute the slack variables [21] for each data i:
ξi(c) = W(:, c)
Tψi + b(c) (43)
where c ∈ {1 · · ·C}; W(:, c) and b(c) represent the cth col-
umn and the cth element of matrix W and b, respectively.
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∗ Check the confidence level κi of each data i
κi ,
(
max
c
(ξi(c))−max
j 6=c
(ξi(j))
)
2
(44)
∗ Select the “marginal” subset:
IM ←
{
i : κi ≤ Tκ
}
(45)
∗ L← L+ 1;
∗ δ+ =
∣∣∣∣ν(L) − ν(L−1)∣∣∣∣
F
;
∗ dν = |δ+ − δ−|;
∗ δ− ← δ+;
• Output: {ν(1) · · ·ν(L)}; ψi, ∀i ∈ ID.
Remark 2 (Confidence κ). Given Eq. (3) and Eq. (2), ideally speaking, for
a data point xi ∈ class c, we expect the following:
arg max
j
(ξi(j)) = c
ξi(c) ≥ 1
ξi(c˜) ≤ −1, ∀c˜ 6= c
Hence, the quantity κ (c.f. Eq. (44)) is considered as a confidence measure
and we call data xi “marginal” if −1 < κi < 1. By training on the marginal
dataset, we focus on the “uncertain” area and the CLASMK can be designed
accordingly on the corresponding layer.
5 Experimental Results
The experimental results consist of the following:
5.1 One layer CLASK-ML and CLASMK-ML compared to single
kernel learning: The purpose is to verify the gain of using learning
class-specific kernel functions using CLASK-ML and CLASMK-ML
algorithms compared to learning with a single kernel.
5.2 Multi-layer CLASMK-ML compared to other MK techniques:
In this section, we compare the multi-layer CLASMK-ML to the state-
of-the-art techniques on standard datasets. To simplify the compari-
son, we follow [8] and use 2-layer network for comparison.
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Criteria
Base Classifier
Criteria
Base Classifier
Discarded Data
Discarded Data
CriteriaDiscarded Data
Figure 1: The structure of the hierarchical feature network. At each layer
l, a new CLASMK is learned using the learning algorithm CLASKMK-ML
presented in Algorithm 1. The feature vectors at l is the concatenation of
the outputs from all previous layers. After the feature space is constructed,
a predefined base classifier is applied to select the “marginal” subset of the
training data, which is then passed to the next layer for learning ν(l+1).
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5.3 Classification accuracy improvement with respect to the num-
ber of layers: We investigate how the following items effect the
classification performance (accuracy, training time, resulting dimen-
sionality) using the hierarchical CLASMK-ML algorithm described in
Sec. 4:
– number of layers;
– number of kernel functions;
– training size.
The hyperparameters are chosen to be Lmax = 10, Tκ = 1, η = 0.1 and
t = 0.1.
5.1 One Layer CLASK-ML and CLASMK-ML Compared to
Single Kernel Learning
In this section, we use the well known radial basis function (RBF) and the
polynomial kernels with different values of the hyperparameters. To verify
the efficiency of Algorithm 1, we compare the classification performance with
respect to the following schemes:
1) Standard kernel approximation with eight different kernel functions,
including:
– RBF kernel kRBF(x, x˜) = exp(
‖x−x˜‖22
σ2
) with hyperparameters σ ∈{
10, 1, 0.1, 0.01
}
;
– polynomial kernel kPOLY(x, x˜) = (1 + x
Tx˜)d with hyperparame-
ters d ∈ {8, 12, 24, 48};
2) CLAss-specific Subspace Kernel Metric Learning (CLASK-ML) using
Algorithm 1 with the “best” kernel function for each class selected
from set of all given kernel functions K according to Eq. (39);
3) CLAss-Specific Multiple Kernel Metric Learning (CLASMK-ML) us-
ing Algorithm 1 with kernel functions from set K according to Eq. (30).
Configuration and hyperparameters: For the choice of implementa-
tions and hyperparameters in this experiments, we list the following:
• Optimization technique: To approximate the optimal solution in Eq. (33),
we implement the algorithm using the MATLAB (2015b) built-in func-
tion “fmincon” with the optimizer (“interior-point technique”).
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• Hyperparameters η (Eq. (35)) and t (Eq. (37)) are heuristically chosen
to be 0.01 and 10−4, respectively, for truncating the obtained optimal
ν given training data.
Experiments and results: The classifier used to evaluate the perfor-
mance is the classical multiclass LS-SVM [7] due to its simplicity. The
classification results on the testing data are listed in Table 1 for various
datasets [24]. These results are obtained by 10-fold validation, where at
each iteration, 10% data are used for testing and the rest for training. The
presented results include the mean value of the classification error on the
testing set ± the standard deviation. The result is organized as follows. For
each dataset, we first test each single kernel function from the set K of eight
kernel functions. The best results are marked as bold letters. The algorithm
CLASK-ML is then applied to identify the best kernel function amongst
members of K according to Sec. 3.4.3. Finally, we use the CLASMK-ML
algorithm to determine the best combination of all kernel functions. We can
see that CLASMK-ML provides the best classification results. In Table 2,
the size and training time for each dataset are listed. Kernel approxima-
tion using CLASK model is faster to train due to the block-based structure
(c.f. Eq. (22)), which results in a reasonable overall training time.
We observe that the training time for kernel approximation (c.f. Sec. 3.1)
increases when using RBF kernels with a small σ. The reason is twofold.
First, the computation for RBF kernels is more complex compared to poly-
nomial kernels. Secondly, when σ is small, it means that the correlation
between data points in the kernel induced feature space is small. Hence, for
the same tolerance ‖K− L‖ (c.f. Eq. (6)), more data points are needed for
constructing L.
5.2 Multi-Layer CLASMK-ML Compared to Other Multi-
Layer MK Techniques
We have compared the hierarchical CLASMK-ML to other multi-layer multiple-
kernel learning techniques on 12 standard datasets [11, 13, 17, 22, 23]. The
description of the datasets can be found in Table. 3. We follow the exact
same setup as in [8, 23]. For each data set, we use 13 kernel function in-
cluding (c.f. Sec. 5.1) kRBF with σ ∈ {2−3, 2−2, · · · , 26} and kPOLY with
d ∈ {1, 2, 3}. We use 50% data randomly selected from all instances as
training data, and the rest for testing. The preprocessing on the training
data is to remove the mean value and normalize to unit variance. The same
preprocessing is done on the test instances with the same mean and variance
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Dataset LS-SVM Classification Error (%) Using Different Kernels
Banana
poly (8) poly (12) poly (24) poly (48)
29.53± 2.92 21.00± 2.59 14.09± 1.97 11.04± 1.05
RBF (1) RBF (0.5) RBF (0.1) RBF (0.05)
35.23± 4.52 17.35± 3.14 10.04± 1.99 9.98± 1.21
CLASK-ML 10.02± 1.08 CLASMK-ML 9.36± 1.01
Pendigits
poly (8) poly (12) poly (24) poly (48)
2.49± 1.30 1.57± 0.95 0.98± 0.68 0.67± 0.33
RBF (1) RBF (0.5) RBF (0.1) RBF (0.05)
3.31± 0.90 3.39± 0.92 3.39± 0.92 35.21± 4.90
CLASK-ML 0.45± 0.35 CLASMK-ML 0.42± 0.31
Optdigits
poly (8) poly (12) poly (24) poly (48)
4.25± 2.38 3.76± 1.86 3.01± 1.57 3.28± 1.89
RBF (1) RBF (0.5) RBF (0.1) RBF (0.05)
3.60± 1.60 3.23± 1.88 89.41± 1.32 90.00± 0.81
CLASK-ML 3.01± 1.48 CLASMK-ML 2.96± 1.45
Phoneme
poly (8) poly (12) poly (24) poly (48)
16.13± 2.06 15.38± 1.70 13.43± 1.63 12.82± 0.98
RBF (1) RBF (0.5) RBF (0.1) RBF (0.05)
18.70± 1.87 15.11± 1.34 10.93± 1.09 10.18± 0.96
CLASK-ML 9.93± 0.91 CLASMK-ML 9.93± 0.91
Table 1: Experimental results on various datasets using 10-fold validation.
The results are presented as the averaged classification error ± its standard
deviation using different kernel functions. The base classifier is the LS-SVM.
computed from the training data. We repeat 20 times and report the sample
mean and the standard deviation of the result in Table 4. The average of
the results are summarized on the last row in the table.
We observe that out of the twelve datasets, with a two layer structure,
CLASMK-ML outperforms 2L-MKL on six datasets and has equivalent re-
sults on three datasets. On average, 2L-CLASMK-ML achieves a similar
result compared to 2L-MKL.
24
Dataset (Size) Training Time Using Different Kernel Functions
Banana
poly (8) poly (12) poly (24) poly (48)
0.60 0.61 0.73 1.24
(2× 5300)
RBF (1) RBF (0.5) RBF (0.1) RBF (0.05)
0.040 0.041 0.09 0.41
CLASMK-ML 75.95 (2.70 + 73.25)
Pendigits
poly (8) poly (12) poly (24) poly (48)
3.65 6.723 19.72 63.74
(16× 3498)
RBF (1) RBF (0.5) RBF (0.1) RBF (0.05)
0.25 9.82 275.32 292.23
CLASMK-ML 235.53 (226.8 + 8.73)
Optdigits
poly (8) poly (12) poly (24) poly (48)
9.63 22.04 44.21 51.24
(64× 1797)
RBF (1) RBF (0.5) RBF (0.1) RBF (0.05)
20.02 38.94 29.01 35.82
CLASMK-ML 33.74 (27.51 + 6.23)
Phoneme
poly (8) poly (12) poly (24) poly (48)
1.82 2.91 6.08 11.62
(5× 5404)
RBF (1) RBF (0.5) RBF (0.1) RBF (0.05)
0.06 0.10 76.24 595.32
CLASMK-ML 594.22 (73.55 + 520.67)
Table 2: This table summarizes the datasets and their training time. With
a single predefined kernel function, the training time is the kernel approxi-
mation. For CLASMK-ML, it is the training time of (kernel approximation
+ metric learning). Note that the kernel approximation for CLASMK-ML
is the summation of the computational time for all eight kernel functions.
Dataset Diabetes Breast Australian Titanic Ionosphere Banana
(p,N) (8, 768) (30, 569) (14, 690) (3, 2201) (33, 351) (2, 5300)
Dataset Ringnorm Heart Sonar Thyroid Liver German
(p,N) (20, 7400) (13, 270) (60, 208) (20, 7200) (6, 345) (20, 1000)
Table 3: Description of binary classification datasets used in Sec. 5.2. The
pair (p,N) indicates the (dimension, training size).
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Dataset CLASMK-ML 2L-CLASMKL-ML MKL 2L-MKL
Diabetes 70.8± 3.4 75.0± 2.2 75.8± 2.5 76.6± 1.9
Breast 97.0± 0.7 97.1± 1.0 96.5± 0.8 96.9± 0.7
Australian 87.2± 5.7 87.8± 5.5 85± 1.5 85.7± 1.6
Titanic 78.5± 0.8 78.9± 0.7 77.1± 2.9 77.8± 2.6
Ionosphere 93.9± 1.58 94.4± 2.0 91.7± 1.9 94.4± 0.9
Banana 90.2± 0.4 90.3± 0.5 90.2± 2 90.2± 1.6
Ringnorm 97.9± 0.4 98.5± 0.4 98.1± 0.8 98.5± 0.8
Heart 79.7± 3.1 81.1± 2.7 83.0± 2.9 83.6± 2.4
Sonar 79.9± 4.3 84.7± 3.2 78.3± 3.5 84.6± 2.4
Thyroid 94.4± 0.3 94.5± 0.3 92.9± 2.9 94.8± 2.2
Liver 63.8± 4.4 64.5± 3.1 62.3± 4.5 62.7± 3.1
German 72.1± 2.4 74.2± 1.8 71.4± 2.8 74.2± 2.0
Summary 83.8± 2.2 85.1± 2.0 83.5± 2.4 85.0± 1.9
Table 4: Experiments conducted on benchmark UCI datasets and compari-
son to other Multiple Kernel and hierarchical Multiple Kernel techniques.
5.3 Multi-Layer CLASMK-ML Performance with Respect to
the Number of Layers
The datasets used in this section are: optdigits, pendigits, mnist, banana,
phoneme, adult. The dimensionality, data size and number of classes are
summarized in Table. 5. The setup is the same as in Sec. 5.2. By default, we
use 17 kernel functions: polynomial kernel with degree d ∈ {20, 21, · · · , 26}
and RBF kernel with σ ∈ {2−3, 2−2, · · · , 26}.
Dataset Optdigits Pendigits MNIST
(C, p,N) (10, 64, 1797) (10, 16, 3498) (10, 784, 60000+10000)
Dataset Banana Adult Phoneme
(C, p,N) (2, 2, 5300) (2, 14, 32561+16281) (2, 5, 5404)
Table 5: Description of datasets used in Sec. 5.3. The triplet (C, p,N)
indicates the (number of classes, dimension, training size). When a default
testing set is available, we write (number of classes, dimension, training
size+testing size).
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5.3.1 Classification Accuracy vs Number of Kernel Functions
In this section, we investigate the empirical effect of the increasing number
of kernel functions on the classification accuracy, where we keep the range
of the kernel parameters unchanged. As shown in Fig. 2, the best result is
achieved when we use 98 kernel functions. Generally speaking, a decreasing
number of kernels results in a degraded performance. Similar results can be
observed in Fig. 3, Fig. 4 and Fig. 5.
5.3.2 Classification Accuracy vs Number of Layers with Different
Training Sizes
To study how the classification accuracy changes with respect to the number
of layers for different training sizes, we conduct experiments using randomly
selected subsets for training. Results are shown in Fig. 6 to Fig. 8. We can
see that the accuracy increases with increasing number of training sizes as
expected.
5.3.3 Training Time
The training time is evaluated using 8 core Intel i7 CPU with 16G of RAM
running MATLAB (2015b) on Linux 4.4.0. The time reported is the opti-
mization step for finding the optimal ν on each layer (note that it is not
the accumulated time of all previous layers). The results can be found in
Fig. 9 to Fig. 18. More specifically, Fig. 9 to Fig. 15 have shown the training
time with different number of kernels and Fig. 16 to Fig. 18 have illustrated
the training time for various training sizes. From the numerical results, we
observe that the training time for the optimization is in linear with respect
the number of kernel functions.
5.3.4 Dimension of Resulting Feature Space vs Number of Layers
In this section, we show the resulting dimensionality of the feature space
using the hierarchical CLASMK-ML learning technique. As shown in Fig. 19
to Fig. 23, feature dimension mainly increases with respect to the number
of layers in a linear fashion due to the feature augmentation scheme. This is
not ideal for large scale learning models, which gives rise to the importance
of feature pruning as a future direction.
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5.4 Visual Examples of the Estimated Weights
We have shown some examples of the estimated weight matrix ν ∈ RC×K
with C classes and K kernel functions in Fig. 24, Fig. 25, Fig. 26 and Fig. 27
for visual inspection. The examples are shown as heat maps of the matrix
ν, where a lighter color represents a higher value. The datasets used are
banana, pendigits, optdigits and wdbc. One can find the descriptions of the
datasets in Table 3 and Table 5. Despite the large variance on the dataset
wdbc due to the small training size, we observe a fairly consistent estimation
using random subsets for the other datasets.
6 Conclusion
In this paper, an automatic model selection technique has been presented for
kernel classification methods using class-specific multiple kernel functions.
We motivate the proposal from a metric learning viewpoint, where the goal
is to find a metric space such that the within-class distance is smaller than
the between-class distance from a statistical point of view. Essentially, the
selection is based on the underlying subspace model in the kernel-induced
feature space. By evaluating an upper bound of the objective probability, we
can select the best kernel function with respect to the lowest upper bound
for each class using the CLAss-specific Subspace Kernel (CLASMK). More-
over, to further enhance the flexibility of the learning model, we introduce
the CLAss-Specific Multiple-Kernel (CLASMK) model and a metric learn-
ing technique called CLASMK-Metric Learning for identifying the weighting
coefficient of each feature vector induced by the corresponding kernel func-
tion. A hierarchical learning structure is also proposed to improve the clas-
sification performance for a given base classifier by feature augmentation.
Empirical tests have shown promising results on various datasets. As a fu-
ture direction, tests using more types of kernel functions are under progress.
Moreover, feature pruning strategies are needed at each layer for large scale
datasets. We are also investigating the possibilities of integrating the feature
augmentation technique into a deep kernel network.
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A Lemma 2
Lemma 2. Given the class-specific kernel model, and random vectors ϕc,
ν c˜ from class c and c˜ 6= c, respectively. For any λ > 0, such that
1
C−1
(∑
i 6=c E
(
‖UTi ϕ(c,i)‖22
)
+
∑
j 6=c˜ E
(
‖UTj ν(c˜,j)‖22
))
E
(
‖UTc ϕ(c,c)‖22
)
+ E
(‖UTc˜ ν(c˜,c˜)‖22) ≤ λ (46)
then E (Dc,c˜) ≥ 2C
(
1− (Cλ−λ+1)(1−σ2e)C
)
.
Proof. Let ϕc = Uβc + ec and ν c˜ = Uηc˜ + ec˜ defined in Eq. (22). We can
then compute the between-class distance as follows:
E (Dc,c˜) = 2
(
C −
C∑
i=1
E
(
βT(c,i)η(c˜,i)
))
≥ 2
(
C −
C∑
i=1
E
(
‖β(c,i)‖2‖η(c˜,i)‖2
))
≥ 2
(
C − 1
2
C∑
i=1
E
(
‖β(c,i)‖22 + ‖η(c˜,i)‖22
))
(47)
Let s =
∑
i6=c E
(
‖UTi ϕ(c,i)‖22
)
+
∑
j 6=c˜ E
(‖UTj ν(c˜,j)‖22). From Eq. (46) and ‖β(c,c)‖22 =
‖η(c˜,c˜)‖22 = 1− σ2e , we know that
s ≤ 2λ(C − 1)(1− σ2e)
Therefore, we have:
E (Dc,c˜) ≥ 2
(
C − 1
2
(
‖β(c,c)‖22 + ‖η(c˜,c˜)‖22 + s
))
≥ 2
(
C − 1
2
(
2
(
1− σ2e
)
+ 2λ(C − 1)(1− σ2e)
))
= 2C
(
1− (Cλ− λ+ 1)(1− σ
2
e)
C
)
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B Lemma 3
In this Lemma, we discuss the between-class distance for all classes in a
one-against-one fashion. Generalization to unbalanced label problems can
be readily derived using the mechanism in Theorem. 1.
Lemma 3. Given the class-specific model, assume that p1 = · · · = pC = 1C .
If ∃λ < 1, such that
1
C−1
∑
∀c
∑
i 6=c E
(
‖UTi ϕ(c,i)‖22
)
∑
∀c E
(
‖UTc ϕ(c,c)‖22
) ≤ λ (48)
then
E (Db) ≥ 2C
(
1− (Cλ− λ+ 1)(1− σ
2
e)
C
)
(49)
Proof. From Eq. (47) and Eq. (19), we know that:
E (Db) ≥ 1
C(C − 1)
∑
∀c
∑
∀c˜ 6=c
2
(
C − 1
2
C∑
i=1
E
(
‖β(c,i)‖22 + ‖η(c˜,i)‖22
))
= 2
C − 1
2C(C − 1)
∑
∀c
∑
∀c˜ 6=c
C∑
i=1
E
(
‖β(c,i)‖22 + ‖η(c˜,i)‖22
)
Furthermore, since∑
∀c
∑
∀c˜ 6=c
C∑
i=1
E
(
‖β(c,i)‖22 + ‖η(c˜,i)‖22
)
= 2C(C − 1)
(1− σ2e) +∑
∀c
∑
∀i 6=c
E
(
‖β(c,i)‖22
),
we have
E (Db) ≥ 2
C −
(1− σ2e) +∑
∀c
∑
∀i 6=c
E
(
‖β(c,i)‖22
). (50)
Therefore, if Eq. (48) holds, i.e.
1
C − 1
∑
∀c
∑
∀i 6=c
E
(
‖β(c,i)‖22
)
≤ λC
∑
∀c
E
(
‖β(c,c)‖22
)
= λC(1− σ2e)
then (50) ≥ 2 (C − ((1− σ2e) + λC(C − 1)(1− σ2e))).
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C Proof of Theorem 2
Proof. The proof can be illustrated using same routine of the proof for The-
orem 1 together with Lemma 3.
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Figure 2: Classification accuracy on the dataset banana using different num-
ber of kernel functions.
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Figure 3: Classification accuracy on the dataset pendigits using different
number of kernel functions.
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Figure 4: Classification accuracy on the dataset phoneme using different
number of kernel functions.
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Figure 5: Classification accuracy on the dataset optdigits using different
number of kernel functions.
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Figure 6: Classification accuracy on the dataset MNIST using different train-
ing sizes.
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Figure 7: Classification accuracy on the dataset adult using different training
sizes.
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Figure 8: Classification accuracy on the dataset pendigits using different
training sizes.
1 1.5 2 2.5 3 3.5 4
Layer
0
100
200
300
400
500
600
700
800
900
T
ra
in
in
g
T
im
e
fo
r
F
in
d
in
g
ν
[s
]
o
n
D
iff
er
en
t
L
ay
er
s
banana
9 kernels 
Polynomial 2 0 , 2 2 , 2 4 , 2 6
RBF 2 -3 , 2 -1 , 2 1 , 2 3 , 2 5
14 kernels 
Polynomial 2 0 , 2 1 , 2 2 , ..., 2 6
RBF 2 -3 , 2 -1.5 ,2 -0 , 2 1.5 , 2 3 , 2 4.5 , 2 6
17 kernels
Polynomial 2 0 , 2 1 , 2 2 , ..., 2 6
RBF 2 -3 , 2 -2 ,2 -1 , ..., 2 5 , 2 6
26 kernels
98 kernels
Figure 9: Training time on the dataset banana with different numbers of
kernel functions.
37
10 20 30 40 50 60 70 80 90
Number of kernels
0
100
200
300
400
500
600
700
800
900
Tr
ai
ni
ng
 ti
m
e
Layer 1
Layer 2
Layer 3
Layer 4
Figure 10: Training time on the dataset banana with different numbers of
kernel functions for different layers.
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Figure 11: Training time on the dataset phoneme with different numbers of
kernel functions for different layers.
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Figure 12: Training time on the dataset pendigits with different numbers of
kernel functions for different layers.
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Figure 13: Training time on the dataset phoneme with different numbers of
kernels.
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Figure 14: Training time on the dataset pendigits with different numbers of
kernels.
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Figure 15: Training time on the dataset optdigits with different numbers of
kernels.
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Figure 16: Training time on the dataset adult with different training sizes.
1 2 3 4 5 6 7 8 9 10
Layer
10 1
10 2
10 3
10 4
10 5
T
ra
in
in
g
T
im
e
fo
r
F
in
d
in
g
ν
[s
]
o
n
D
iff
er
en
t
L
ay
er
s
mnist (17 kernels)
Training size 300
Training size 3000
Training sized 10000
Figure 17: Training time on the dataset mnist with different training sizes.
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Figure 18: Training time on the dataset pendigits with different training
sizes.
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Figure 19: Resulting feature dimension on the dataset banana with different
numbers of kernel functions.
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Figure 20: Resulting feature dimension on the dataset pendigits with differ-
ent numbers of kernel functions.
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Figure 21: Resulting feature dimension on the dataset optdigits with differ-
ent numbers of kernel functions.
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Figure 22: Resulting feature dimension on the dataset adult with different
training sizes.
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Figure 23: Resulting feature dimension on the dataset mnist with different
training sizes.
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Figure 24: In this figure, each row represents one example of the estimated
weight matrix ν ∈ RC×K on the dataset banana, where C is the number of
classes and K is the number of kernel functions. We repeat the experiment
10 times with randomized 3-fold testing and plot them in 10 different rows.
The kernel functions are: the polynomial kernels with d ∈ {8, 12, 24, 48} and
the RBF kernels with σ ∈ {0.05, 0.1, 0.5, 1}.
Figure 25: Similar to Fig. 24, this figure shows an example of the es-
timated ν on the dataset pendigits using the polynomial kernels with
d ∈ {20, 21, · · · , 26} and the RBF kernels with σ ∈ {2−3, 2−2, · · · , 26}.
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Figure 26: This figure shows an example of the estimated ν on the dataset
optdigits. It shares the same setup as Fig. 25.
Figure 27: This figure shows an example of the estimated ν on the dataset
wdbc. It shares the same setup as Fig. 25.
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