Abstract. We introduce cell modules for the tabular algebras defined in a previous work; these modules are analogous to the representations arising from left KazhdanLusztig cells. The standard modules of the title are constructed in an elementary way by suitable tensoring of the cell modules. We show how a certain extended affine Hecke algebra of type A equipped with its Kazhdan-Lusztig basis is an example of a tabular algebra, and verify that in this case our standard modules coincide with other standard modules defined in the literature.
To appear in Algebras and Representation Theory

Introduction
In their seminal work [8] , Kazhdan and Lusztig showed how left cells in Hecke algebras may be used to construct representations of the algebra. In favourable cases, such as the Hecke algebras associated to the symmetric group, all simple representations may be constructed in terms of these cell representations. Graham and Lehrer [2] developed this idea further by defining cellular algebras in terms of multiplicative properties of a basis. One of the most important results of [2] is a classification of the simple modules of a cellular algebra as explicitly described quotients of the cell modules.
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Typeset by A M S-T E X Tabular algebras were introduced by the author in [4] as a class of associative
−1 ]-algebras equipped with distinguished bases (tabular bases) and satisfying certain axioms. Although tabular algebras are defined in terms of a seemingly complicated table datum, the main results of [6] show that, under mild assumptions, this table datum may be recovered up to isomorphism (in a sense made precise in [6] ) from the distinguished basis. There are many natural examples of tabular bases given in [4] ; these include the natural basis for Brauer's centralizer algebra and various bases arising from Kazhdan-Lusztig type constructions (IC bases).
In this paper, we develop the analogue of cell representations for tabular algebras.
The axioms for a tabular algebra mean that these are very easy to define, and that a cell module inherits a nice basis from the corresponding algebra. By suitable tensoring of these cell modules, we define in §1.3 the standard modules for a tabular algebra. These are constructed in a simple way from the table datum, but their properties may be subtle as we shall explain in §4.
The left, right and two-sided cells of a tabular algebra may be described purely in terms of the structure constants, just as in the theory of Kazhdan-Lusztig cells.
Often a left cell and a right cell will intersect in more than one element; this is not allowed to happen in the case of cellular algebras, but it causes no problems in our construction. Another potential advantage of tabular algebras over cellular algebras is that it is possible to treat some infinite dimensional examples successfully; one of the main results of this paper is Theorem 3.4.5, which shows that a certain extended affine Hecke algebra of type A is an example of a tabular algebra, and that the Kazhdan-Lusztig basis in this case serves as a tabular basis. (This is closely related to N. Xi's results in [17] , as we explain in §4.) Using an equivalent construction of standard modules developed in §2, we show in §4.2 that the standard modules of the aforementioned Hecke algebra in the sense of tabular algebras agree with the geometrically defined standard modules in the sense of [12] .
Some of these ideas have been used implicitly by Graham and Lehrer in the special case of their construction of two-step nilpotent representations of the extended affine Hecke algebra of type A [3] . They consider a certain quotient of the extended affine Hecke algebra and classify the simple modules for this quotient in terms of what we call the standard modules. (Both the affine Hecke algebra in question and the quotient considered in [3] are tabular algebras.) There are also other special cases of this construction in the literature. This suggests some directions for further research; we mention these in the closing remarks.
Cell modules and standard modules for tabular algebras
We begin in §1 by recalling the definition of a tabular algebra from [4] , and introducing the general concept of standard modules for tabular algebras.
Tabular algebras.
Tabular algebras will be constructed from the normalized table algebras defined below.
Definition 1.1.1. A normalized table algebra is a pair (Γ, B), where Γ is an associative unital R-algebra for some Z ≤ R ≤ C and B = {b i : i ∈ I} is a distinguished basis for Γ such that 1 ∈ B, satisfying the following three axioms:
(T1) The structure constants of Γ with respect to the basis B lie in R + , the nonnegative real numbers.
(T2) There is an algebra anti-automorphism¯of Γ whose square is the identity and that has the property that
(We define i by the condition
for all i, j, m.
Notice that the table algebra anti-automorphism is determined by the structure constants: bī is the unique basis element with the property that 1 occurs with nonzero coefficient in b i bī.
Normalized A-algebra and let B be an A-basis of A. For X, Y, Z ∈ B, we define the structure constants g X,Y,Z ∈ A by the formula
The a-function is defined by
where the degree of a Laurent polynomial is taken to be the highest power of v occurring with nonzero coefficient. We define γ X,Y,Z ∈ Z to be the coefficient of v a(Z) in g X,Y,Z ; this will be zero if the bound is not achieved.
We can now give the definition of a tabular algebra. (A1) Λ is a finite poset. For each λ ∈ Λ, (Γ(λ), B(λ)) is a normalized table algebra over Z and M (λ) is a finite set. The map
is injective with image an A-basis of A. We assume that Im(C) contains a set of mutually orthogonal idempotents {1 ε : ε ∈ E} such that A = ε,ε ′ ∈E (1 ε A1 ε ′ ) and such that for each X ∈ Im(C), we have X = 1 ε X1 ε ′ for some ε, ε ′ ∈ E.
(Typically, the above set of idempotents contains only the identity element of A.) A basis arising in this way is called a tabular basis.
is independent of T and of g and A(< λ) is the A-submodule of A generated by the set µ<λ c µ . 
(A5) There exists an A-linear function τ : A −→ A (the tabular trace), such that τ (x) = τ (x * ) for all x ∈ A and τ (xy) = τ (yx) for all x, y ∈ A, that has the property that for every λ ∈ Λ, S, T ∈ M (λ), b ∈ B(λ) and X = C b S,T , we have
Here,
Remark 1.1.4. In [4] , a tabular algebra is only required to satisfy axioms (A1)-(A3), and an algebra satisfying all five axioms is called a "tabular algebra with trace". However, all the tabular algebras in this paper (and all the most interesting examples) are tabular algebras with trace, so we use the term "tabular algebra"
with this narrower meaning. [6] ) from the structure constants. This means that there is no loss in considering tabular algebras to be pairs (A, B); we shall look at this in more detail in §3 in the case where A is an affine Hecke algebra and B is its Kazhdan-Lusztig basis.
Cell modules.
We now introduce cell modules for tabular algebras, the idea of which is implicit in the formulation of axiom (A3 For each λ ∈ Λ, we define the (left) A-module W (λ) as follows: W (λ) is a free A-module with basis {C g S : S ∈ M (λ), g ∈ B(λ)} and A-action defined by 
If b ∈ B(λ), we define T, U b ∈ A to be the coefficient of b in T, U . . We do not pursue this, but it may be proved using the results of [6] .
Standard modules.
One of the important properties of the cell modules W (λ) is that, as well as being left modules for the tabular algebra A, they are also right modules for the hypergroup Γ(λ). We now show that these actions commute with each other.
The above notation will be fixed throughout §1.3, as will the table datum for A. Proof. The map ψ g is a homomorphism by axiom (A3), and the independence of r a (S ′ , S) from g in that axiom shows that the two actions commute as claimed.
Freeness follows from the fact that Although Lemma 1.3.1 is valid integrally (i.e., over A), it will be necessary for some constructions to take the base ring to be a field. 
and A (k,r) for k ⊗ A A, where the A-module structure of k is as above. It is clear that
Just as in Lemma 1. 
Another construction of standard modules
In order to develop the properties of standard modules, we give a second construction in terms of the asymptotic tabular algebra. This construction will be valuable in §3 when we study the affine Hecke algebra of GL n as a tabular algebra.
Asymptotic tabular algebras and bimodules.
The asymptotic versions of tabular algebras were introduced in [4, §3] , using methods from [13] .
Definition 2.1.1. Let A be a tabular algebra with trace, and maintain the usual notation. Define X := v −a(X) X for any tabular basis element X ∈ Im(C). The
λ is defined to be generated by the elements { X : X ∈ c λ }. We set t X to be the image of X in
The latter is a Z-algebra with basis {t X : X ∈ c λ } and structure constants
where the γ X,X ′ ,X ′′ ∈ Z are as in Definition 1.1.2. We also set
this is a Z-algebra with basis {t X : X ∈ Im(C)} called the asymptotic tabular algebra. We will use the notation A We now introduce a certain bimodule that will be helpful in our second construction of standard modules. Definition 2.1.2. Let A be a tabular algebra (over A) with table datum (Λ, Γ, B, M, C, * ). We define E(λ) to be the free A-module with basis c λ and we give E(λ) the structure of an A-A ∞ λ -bimodule as follows. The left A-module structure of E(λ) is the natural one arising from the identification of E(λ) with A(≤ λ)/A(< λ) given by sending a basis element X ∈ E(λ) to X + A(< λ). Note that E(λ) is isomorphic as an A-module to the direct sum of 
the isomorphism is provided by the table datum. It is thus enough to check that the left A-action on E(λ) commutes with the action of the element of A ∞ λ corresponding to e ST ⊗ Z b for S, T ∈ M (λ) and b ∈ B(λ). The latter action is defined by
and axiom (A3) is precisely what is needed for the conclusion to hold.
Since A ∞ λ is a ring with identity (Γ(λ) has identity and A ∞ λ is a matrix ring over it) and E(λ) affords the regular representation of
where the isomorphism is given by left multiplication. Lemma 2. 
Proof. We identify E λ with A ⊗ Z A ∞ λ as in Definition 2.1.2. Let X be any basis element of Im(C) (we do not assume that X ∈ c λ ). An element φ ∈ End A ∞ λ (A ∞ λ ) is defined by the value of φ(1), so the Lemma will follow once we calculate the value of X(1). Recall that the identity element of A
Using the left action of A on E(λ), we calculate that X. 
2.2 Constructing A-modules using the asymptotic tabular algebra.
We now show how the cell modules of §1.2 may be defined starting from the asymptotic tabular algebra.
Definition 2.2.1. Let A be a tabular algebra (over A) with table datum (Λ, Γ, B, M, C, * ). For each λ ∈ Λ, we define V (λ) to be the Z-module with basis
becomes an A-module using the homomorphism Φ λ . If k is a field and r ∈ k * , we write W ′ (λ) (k,r) for the k-module k ⊗ A A ⊗ Z W ′ (λ); this is a left A (k,r) -module in the obvious way.
Proposition 2.2.2. Let A be a tabular algebra (over A) with table datum
(Λ, Γ, B, M, C, * ), and let λ ∈ Λ. Let θ :
Proof. Let us first note that the actions of A and Γ(λ) on A ⊗ Z W ′ (λ) commute. This is because, as one can check, the action of A It is clear that θ is compatible with the Γ(λ) actions on both modules, because
Let a ∈ A. Then using Lemma 2.1.5, we have
On the other hand, a.C
It now follows that θ is a homomorphism of left A-modules. 
be the A-module isomorphism sending 
The affine Hecke algebra of GL n
In §3, we show that the asymptotic Hecke algebra of GL n equipped with the Kazhdan-Lusztig basis is a tabular algebra, thus answering in the affirmative a question raised in [4, §7] . The proof of this result relies on Xi's solution [17] to Lusztig's conjecture [12, Conjecture 10.5] on the structure of the associated asymptotic Hecke algebra.
Hecke algebras.
We will define Hecke algebras for extended Coxeter groups following the notation of [17, §1.1]. The Hecke algebra H of (W, S) over A with parameter v 2 is an associative algebra over A, with free A-basis {T w : w ∈ W } and defining relations
Let¯: A −→ A be the Z-linear ring homomorphism A defined byv = v −1 . Then we have a bar involution of H defined by
For each w ∈ W there is a unique element C w in H such that C w = C w and
where P y,w is a polynomial in v of degree ≤ We can now introduce the affine Hecke algebra of GL n . Xi calls this the "extended affine Hecke algebra associated to SL n (C)" [17, §8.4] , and Graham-Lehrer [3] call it the "extended affine Hecke algebra of type A".
Definition 3.1.2. The affine Hecke algebra of GL n arises from the construction in Definition 3.1.1 by setting (W ′ , S) to be the Coxeter system of type A n−1 (for n ≥ 3) and Ω to be the cyclic group Z n acting by rotations of the Coxeter graph. The following standard result will be useful later.
Lemma 3.1.5. Let (W, S) be an extended Coxeter group. The A linear map * on
H that sends T w to T w −1 is an algebra anti-automorphism, and we have C *
Proof. The first assertion comes from symmetry properties of the relations for H given in Definition 3.1.1 and the fact that ℓ(w) = ℓ(w −1 ) for all w ∈ W . Applying * to the defining expression for C w in Definition 3.1.1 shows that C * w satisfies the required degree bounds.
It only remains to show that C * w = C * w . It follows from the definition of H that it is generated as an A-algebra by {C s : s ∈ S} and {C ω : ω ∈ Ω} and it is enough to prove that * and¯commute on H. This follows because * •¯and¯• * are both A-antilinear ring homomorphisms fixing the algebra generating set just given.
We now turn our attention to a particularly important set of involutions in the Coxeter group W ′ . find that a(z) ≤ ℓ(z) − 2 deg P e,z , and we define the set of distinguished involutions
It is not immediately clear that the distinguished involutions are involutions,
but this is proved in [10, Proposition 1.4]. The terminology of Definition 3.1.6 will eventually be seen to be compatible with the distinguished involutions mentioned in axiom (A5) for a tabular algebra.
Kazhdan-Lusztig cells.
For the rest of §3, we shall usually denote the affine Hecke algebra of GL n by A, the Kazhdan-Lusztig basis by B and the associated extended Coxeter group by W . We aim to show that B is a tabular basis for A. The table datum for (A, B)
will be given in terms of the two-sided Kazhdan-Lusztig cells of the Hecke algebra.
These may be defined in terms similar to Definition 1.2.3.
Definition 3.2.1. Let (W ′ , S) be a Coxeter group and let x, w ∈ W ′ . We write x ≤ L w if there is a chain
possibly with r = 0, such that for each i < r, C x i occurs with nonzero coefficient in the linear expansion of C s C x i+1 for some s ∈ S such that sx i+1 > x i+1 .
The preorder ≤ R on W ′ is defined by the condition
and the preorder ≤ LR is that generated by ≤ L and ≤ R .
If W = Ω ⋉ W ′ is an extended Coxeter group, w, u ∈ W ′ and ω, ω ′ in Ω, we say The above definition agrees with the original definition in [8] 
, we have For the general case, we need only check the case where the elements ξ and ξ ′ are of the form T ω for ω ∈ Ω, and in this case the result is immediate from Definition 3.2.1.
For the rest of this section, let (W ′ , S) be a Coxeter group of type A n−1 and (W, S) be the extended Coxeter group described in Definition 3.1.2.
In this case, the cells have a nice description established by Shi [14] , who showed that the two-sided cells are labelled by the partitions of n. This description is given by a map, σ, from W ′ to the set of partitions of n, whose fibres are the two-sided cells. (The reader is referred to [14] for the definition of σ, which we do not require here.) We extend σ to a map from W to the partitions of n given by σ(ωw) := σ(w)
The partitions of n are naturally partially ordered by the dominance order: if λ and µ are two partitions of n, we say that λ µ (λ dominates µ) if for all k we The relevance of Theorem 3.2.4 for our purposes is that the partitions of n partially ordered by dominance will form the poset Λ of axiom (A1) for a tabular algebra.
3.3
The asymptotic affine Hecke algebra of GL n .
Throughout §3.3, we shall consider the algebra (A, B), where A is the affine Hecke algebra of GL n from Definition 3.1.2 and B is its Kazhdan-Lusztig basis.
We shall denote the Coxeter group and the extended Coxeter group corresponding to (A, B) by (W ′ , S) and (W, S) respectively.
The Hecke algebra has an asymptotic algebra that arises from a construction analogous to that of Definition 2.1.1. We recall the definition from [17, §1.5].
Definition 3.3.1. Let (A, B) be the affine Hecke algebra of GL n equipped with the Kazhdan-Lusztig basis. Define the structure constants g x,y,z by the formula
and define the corresponding integers γ x,y,z as in Definition 1.1.2. The asymptotic affine Hecke algebra of GL n , J, is the free Z-algebra with basis {t w : w ∈ W } and structure constants
If c is a two-sided cell in W , we define the ring J c to be the Z-module with free basis {t w : w ∈ c}. Proof. This is a consequence of the theory of cells in affine Weyl groups developed in [10] ; see [17, §1.5] for further discussion of this property. 
, where µ is the dual partition of λ.
Proof. This follows from [17, Theorem 2.3.2]. Another standard property of γ that follows from the results of [10] is γ x,y,z =
Combining this with the property in the previous paragraph, we find that γ x,y,z = γ z,y −1 ,x . This is precisely the property needed to prove axiom (T3).
3.4 Tabular structure of the affine Hecke algebra of GL n .
We continue to concentrate on (A, B), the affine Hecke algebra of GL n (equipped with the Kazhdan-Lusztig basis), and on its extended Coxeter group (W, S). To prove axiom (A3), we need to take a closer look at the structure constants arising from the basis B.
Definitions 3.4.1 and 3.4.2 appear in [13, §1] .
Definition 3.4.1. Let (A, B) be as above, and let c be a two-sided KazhdanLusztig cell. We define A c to be the free A-module with c as a basis. This has the structure of an A-A bimodule: the left module structure is given by the formula
where b ∈ B and b ′ ∈ c, and the right module structure is given by the same formula but with b ∈ c and b ′ ∈ B. The two module structures commute by associativity of A and the partial order on the cells.
We now introduce a second indeterminate, v ′ . We denote by 
Proof. This is formally the same as [13 We now have all the ingredients to prove the main result. We now check the axioms of Definition 1.1.3.
Axiom (A1) follows easily once we notice that the identity element of the Hecke algebra is a Kazhdan-Lusztig basis element.
We saw in Lemma 3.1.5 that * is an anti-automorphism. We now need to check that it is compatible with the map C of the table datum. Fix λ ∈ Λ, let c be the corresponding two-sided cell (as in Theorem 3. We claim τ (xy) = τ (yx) for all x, y ∈ H; it is enough to check that this holds when To complete the proof, let us denote by (W ′ , S) the Coxeter group corresponding to (W, S). If z ∈ W ′ , it follows from Definition 3.1.6 and the formula for C z in Definition 3.1.1 that
where a ∈ Z. By [10, Proposition 1.4 (a)], we see that P e,z is monic when z ∈ D, and this proves that a = 1.
Now if u ∈ Ω, Remark 3.1.3 shows that τ (C uz ) is zero unless u is the identity, and we have already dealt with the latter case. We conclude that 
where the C on the right is as in the definition of table datum. This means that the two senses of the term "distinguished involution" agree in this case, and the proof is complete.
Applications
In §4, we compare the results of this paper with some related results in the literature.
Description of Kazhdan-Lusztig cells using the table datum.
It is not hard to show that the cell modules for the affine Hecke algebra of GL n as a tabular algebra are compatible with the cell representations in the sense of Kazhdan-Lusztig; we do this now for the sake of easy reference. 
Proof. We first prove (ii). Two elements C Proof. The modules K u,s,ρ are defined in [12] , and are called "standard modules"
in the introduction to [12] . By [12, Theorem 4.2] , each module K u,s,ρ is isomorphic to precisely one module Φ E, where E is a simple J-module made into an H-module by applying a certain homomorphism Φ : H −→ J. (The set-up in [12] is that the base ring is a field, k, and the parameter v acts by scalar multiplication by r ∈ k * , as in our §2.2.) The map Φ is defined to be λ∈Λ Φ λ , where Φ λ is as in Lemma A ∞ λ (i.e., J c for some two-sided cell c) is a direct summand of J and E is simple, Φ E is isomorphic to Φ λ E for some λ ∈ Λ. The conclusion follows from Theorem
(iii).
Remark 4.2.2.
An interesting problem is the determination of the decomposition matrix of the standard modules into simple modules. If the scalar r (as in the proof above) is not a root of unity or is equal to 1, [11, Theorem 3.4] shows that the standard modules are simple, but at a root of unity the situation is much more complicated.
Relationship with two-step nilpotent representations.
We now outline how we can use the language of tabular algebras to set up some of the main results in Graham and Lehrer's work on two-step nilpotent representations of the Hecke algebra of GL n [3] .
As usual, we let A be the affine Hecke algebra of GL n (n ≥ 3), let B be its . It is an easy consequence of Theorem 3.4.5 that this algebra is tabular with tabular basis given by the nonzero images of the elements C w . This basis is closely related to, but not always the same as, the basis used in [3] . Either basis may be handled using only combinatorics, which is not the case for the full Kazhdan-Lusztig basis B.
The "cell modules" of [3] are simply the standard modules of T L a n (q) with the projection of the Kazhdan-Lusztig basis as the tabular basis. (The construction of these modules is rather similar to our Definition 1.3.4.) One of the main achievements of [3] is the determination of the decomposition matrix of the standard modules into simples. It turns out (see, for example, [3, Theorem 5.5 (ii)]) that each standard module has a unique simple quotient, and every simple module is isomorphic to one arising in this way. This behaviour is familiar from the theory of cellular algebras in [2] .
Concluding remarks.
As well as proving Lusztig's conjecture for the affine Hecke algebra of GL n , Xi also considers the case where Ω is the group Z, also acting by rotations of the Coxeter graph. The conclusion (given in [17, §8.2] ) is that the conjecture holds, and we have an analogue of Theorem 3.3.4. A version of Theorem 3.4.5 will also hold, with some light modifications to the proof.
Xi's main results in [17] may be paraphrased in the language of tabular algebras by saying that they verify that the table data of certain extended affine Hecke algebras are as predicted by Lusztig; this is a highly nontrivial result. An independent proof of Theorem 3.4.5 would achieve some of the steps required in the proofs of the main results of [17, §8.4] .
As regards standard modules, it would be very interesting to know whether the behaviour described in §4.3 is typical; that is, can one always construct a set of simple modules from the heads of the standard modules? One problem to be solved here is a replacement for the bilinear form used in [2] or [3] to construct the simple modules from the standard modules, especially in the case where the table algebras involved are noncommutative.
