We prove that every n-vertex planar graph can be partitioned into three induced forests, two of which have at least (n + 1)/3 vertices and can also be partitioned into three induced bipartite subgraphs, each having n/3 or n/3 vertices. These are proved by one unified tool, which also implies that for positive integers < k, if an n-vertex graph has acyclic chromatic number at most k, then it has vertexdisjoint induced forests having at least (2n + k − )/(k + − 1) vertices.
Introduction
We will prove a theorem, which implies the following. Theorem 1. Every n-vertex planar graph can be partitioned into three induced forests such that two of them have at least (n + 1)/3 vertices.
Our first motivation is the following conjecture of Albertson and Berman [1] on planar graphs, which is still open after 40 years.
Conjecture 2 (Albertson and Berman [1] ). Every n-vertex planar graph contains an induced forest on at least n/2 vertices.
An acyclic k-coloring of a graph is a proper k-coloring such that there is no cycle consisting of two colors. The acyclic chromatic number of a graph G, denoted by χ a (G), is the minimum k such that G has an acyclic k-coloring. In other words, if a graph has an acyclic k-coloring, then its vertex set can be partitioned into k independent sets A 1 , A 2 , . . ., A k such that A i ∪ A j induces a forest for all i = j. Borodin proved the following theorem, initially conjectured by Grünbaum [9] .
Theorem 3 (Borodin [2] ). Every planar graph has acyclic chromatic number at most 5.
From an acyclic 5-coloring of an n-vertex planar graph, two largest color classes induce a forest having at least 2n/5 vertices. So far this is the best known bound of Conjecture 2 and no other method is known to match this bound. Theorem 1 guarantees that n-vertex planar graphs have two induced forests, each having at least (n + 1)/3 vertices. Now let us discuss our second motivation by presenting two related theorems. Here is the first one, an old theorem of Chartrand, Kronk, and Wall [5] , which is implied by Theorem 3.
Theorem 4 (Chartrand, Kronk, and Wall [5] ). Every planar graph can be partitioned into three induced forests.
The second one is due to Esperet, Lemoine, and Maffray [8] , answering a conjecture of Wu, Zhang, and Li [11] .
Theorem 5 (Esperet, Lemoine, and Maffray [8] ). Every n-vertex planar graph can be partitioned into four induced forests, each having n/4 or n/4 vertices.
The following problem stated in [8] is still open.
Problem 6 (See [8] ). Can every n-vertex planar graph G be partitioned into three induced forests, each having n/3 or n/3 vertices? Problem 6 is known to have an affirmative answer in the following cases:
• G is 2-degenerate [10] (even if G is non-planar),
• the girth of G is at least 5 [11] ,
• no two cycles of length at most 4 share vertices in G [12] ,
• G has no triangles, and no two cycles of length 4 are adjacent [12] Our main theorem can be seen as a partial result towards Problem 6. Later we will also see from the main theorem that Problem 6 has an affirmative answer for planar graphs having no cycles of length 4 or 5.
To prove Theorem 5, Esperet, Lemoine, and Maffray used Theorem 3 and try to combine two color classes in an acyclic 5-coloring of planar graphs to produce large induced forests. We extend their idea to prove the following, which clearly implies Theorem 1.
Here is our main theorem, which immediately implies Theorem 1 by taking k = 5 and = 2 starting with an acyclic 5-coloring of a planar graph.
Then there exists a partition (B 0 , B 1 , . . . , B ) of k i=1 A i into + 1 sets, not necessarily nonempty, such that (i) for each 1 ≤ i ≤ , B i is a subset of the union of two members of
Proof of the main theorem
Here is a key lemma to prove Theorem 7 inductively. 
Proof. Let m := k+ −1, and let r be an integer such that 2n+k− = mq+r and 0 ≤ r < m. Then
Thus the first equation holds. The second equation is trivial. This completes the proof.
Proof of Theorem 7. We first observe that n − k+ −1 2 q ≤ − 1, since
We may assume that A i ∩ A j = ∅ for all i = j. We proceed by induction on . Let a i = |A i | for all 1 ≤ i ≤ k. If = 1, then by the pigeonhole principle, there exist 1 ≤ i < j ≤ k such that a i + a j ≥ 2n k . Observe that
and therefore we take a set B 1 = A i ∪ A j . Then |B 1 | ≥ q and B 0 is the union of the k − 2 members of {A 1 , A 2 , . . . , A k } \ {A i , A j }. Now we may assume that > 1.
Suppose that there exist i = j such that a i ≤ q ≤ a i + a j . Without loss of generality, let us assume i = 1 and j = 2. Then there exists B such that
By applying the induction hypothesis to k − 1 sets A 2 − B , A 3 , A 4 , . . . , A k , we obtain a partition (B 0 , B 1 , B 2 , . . . , B −1 ) of k i=1 A i − B , such that for 1 ≤ i ≤ − 1, B i is a subset of the union of two members of {A 2 , A 3 , . . . , A k } and B 0 is a subset of the union of k − − 1 members of {A 2 , A 3 , . . . , A k }. If n− k+ −1 2 q ≥ −1, then by Lemma 8, q = q +1 and therefore the induction hypothesis provides that |B i | ≥ q + 1 for all 1 ≤ i ≤ − 1. If n − k+ −1 2 q < − 1, then again by Lemma 8, q = q and n − k+ −1 2 q = n − k+ −3 2 q and therefore we deduce (ii) and (iii) by the induction hypothesis.
Thus, we may assume that for all i = j, a i > q or a i + a j < q. Note that if a i > q, then a i + a j > q and therefore a j > q. Thus we deduce that either (I) a i > q for all 1 ≤ i ≤ k, or (II) a i + a j < q for all i = j.
By the pigeonhole principle there exist 1 ≤ i < j ≤ k such that a i +a j ≥ 2n k . Since
(II) does not hold and so (I) holds. Then we take B i = A i for i = 1, 2, . . . , − 1, B = A ∪ A +1 , and B 0 = k i= +2 A i . Theorem 7 is best possible; consider the case that |A 1 | = n/(k + − 1),
When = k − 1, then we obtain the following from Theorem 7, which is essentially due to Esperet, Lemoine, and Maffray [8] . Proof. We apply Theorem 7 with = k − 1 to obtain (B 0 , B 1 , . . . , B k−1 ). Then q = 1 k−1 (n + 1 2 ) = n k−1 . As B 0 is a subset of the union of 0 sets, B 0 = ∅. And, n − k+ −1 2 q = n − (k − 1)q is exactly the remainder when dividing n by k − 1 and therefore |B i | = q + 1 for all 1 ≤ i ≤ n − k+ −1 2 q and |B i | = q for all n − k+ −1 2 q < i ≤ k − 1 . Thus (B 1 , B 2 , . . . , B k−1 ) is a desired partition.
Various applications
Corollary 9 and the following theorem provide a true instance for Problem 6.
Theorem 10 (Borodin and Ivanova [3] , Chen and Raspaud [6] ). Every planar graph without cycles of length 4 or 5 has acyclic chromatic number at most 4.
Corollary 11. Every n-vertex planar graph without cycles of length 4 or 5 can be partitioned into three induced forests, each having n/3 or n/3 vertices.
Theorem 7 can be used in other situations. For instance, it implies the following.
Corollary 12. Let < k be positive integers. If an n-vertex graph has chromatic number at most k, then it has vertex-disjoint induced bipartite subgraphs of at least 2 k + − 1 n + k − 2 vertices and the subgraph induced by all vertices in no such induced bipartite subgraphs has a proper (k − − 1)-coloring.
By the same argument, we deduce the following corollaries.
Corollary 13. Every n-vertex k-colorable graph can be partitioned into k − 1 induced bipartite subgraphs, each having n k−1 or n k−1 vertices. Corollary 14. Let k ≥ 3. Every n-vertex k-colorable graph can be partitioned into k − 2 induced bipartite subgraphs such that k − 3 of them have at least n+1 k−2 vertices.
By combining with the four color theorem, we deduce the following.
Corollary 15. Every n-vertex planar graph can be partitioned into three induced bipartite subgraphs, each having n/3 or n/3 vertices.
Corollary 16. Every n-vertex planar graph admits a partition of its vertex set into three sets A 1 , A 2 , A 3 such that (i) both A 1 and A 2 induce bipartite subgraphs and |A 1 | , |A 2 | ≥ 2 5 (n + 1) ,
Because every forest is bipartite, a positive answer to Problem 6 would imply Corollary 15.
A linear forest is a forest of maximum degree at most 2. We write ∆(G) to denote the maximum degree of vertices in G. Cai, Xie, and Yang [4] showed that for every planar graph G, its vertices can be colored by ∆(G)+7 colors such that the union of any two color classes induces a linear forest. Such a coloring is called a linear k-coloring. Combined with Theorem 7 and Corollary 9, we deduce the following.
Corollary 17. Every n-vertex planar graph can be partitioned into induced linear forests, each having n ∆(G)+6 or n ∆(G)+6 vertices. We may also apply Theorem 7 to the set of edges. An acyclic k-edgecoloring of a graph G, denoted by χ a (G), is a proper k-edge-coloring of G such that the edges of each cycle have at least three distinct colors.
Cranston [7] showed the following theorem.
Theorem 18 (Cranston [7] ). There exists a constant M such that χ a (G) = ∆ for every planar graph G with ∆(G) ≥ M .
We deduce the following corollary from Theorem 7 and Corollary 9.
Corollary 19. There exists a constant M such that every planar graph G with ∆(G) ≥ M can be partitioned into ∆(G) − 1 edge-disjoint forests, each having |E(G)| ∆(G)−1 or |E(G)| ∆(G)−1 edges.
