Abstract -The main goal of this paper is to present a new strategy of increasing the convergence rate for the numerical solution of the linear finite element eigenvalue problems. This is done by introducing a postprocessing technique for eigenvalues. The postprocessing technique deals with solving a corresponding linear elliptic problem. We prove that the proposed algorithm has the superconvergence property of the eigenvalues and this improvement is attained at a small computational cost. Thus, good finite element approximations for eigenvalues are obtained on the coarse mesh. The numerical examples presented and discussed here show that the resulting postprocessing method is computationally more efficient than the method to which it is applied.
Introduction
The superconvergence postprocessing methods in finite element approximations of solutions of linear elliptic and parabolic problems have attracted a large amount of interest; see for example [2, 5, 6, 12-15, 17, 18, 24, 27, 29] and the citations therein.
There are two types of superconvergence postprocessing techniques:
1. Local postprocessing technique. This technique employs a weighted average of the finite element solution at special points (superconvergence points) [2, 5, 6, 15, 17, 29] . Note the superconvergence of edge-averages (see [2, 17] ) or nodal-averages (see [15, 29] ). This type of superconvergence postprocessing is related to the existence of superconvergence points for the quantitative solution of interest. Babuška et al. [5, 6] give a computer-based proof of the existence of points where the error in the solution quantity, computed directly from the finite element solution, is of a higher order with respect to the mesh size. By this approach they present various local-recovery postprocessing schemes for the gradient (see also [15, 17] ).
2. Global postprocessing technique. This procedure is most frequently reduced to the solution of a supplementary but considerably simpler problem. This technique increases the convergence rate of the finite element method to which it is applied (see [12-14, 18, 27] ). The aim is to increase the accuracy and computational efficiency at a small additional cost. B.Garcia-Archilla et al. have constructed postprocessing methods applicable to different time-advanced problems (see [12] [13] [14] ). Another approach to the use of postprocessing algorithms is to extrapolate two (or more) solutions obtained on different meshes (see [18, 24, 27] ). J. Xu and A. Zhou [28] have presented a two-mesh discretization technique using two linear finite element subspaces for solving second-order eigenvalue problems. The method consists of solving the eigenvalue problem on a coarse mesh and then the solution of one single linear problem on a fine mesh is obtained. This method gives an assymptotically optimal accuracy.
In this paper, we adopt postprocessing technique of the second type. This is done with the purpose of speeding up the convergence of the finite element, eigenvalue approximation.
M. Larson [19] has obtained a posteriori error estimates in combination with an a priori residual estimate for the second-order self-adjoint eigenvalue problems (see also [26] ). For the general introduction to a posteriori estimates and details on adaptive methods, we refer to [11] . We present an algorithm using the solution of a linear elliptic problem on a higherorder space. Thus, this allows us to provide certain regularity conditions to derive the error estimate for the eigenvalues of the superconvergence type. Pierce and Varga [21] have improved the error bounds for the eigenfunctions related to Galerkin and RayleighRitz approximations. The superconvergence finite element estimates for eigenfunctions are proved in [9] , Sect.5.2 and in [1] .
Problem Formulation
Let (λ, u) be an exact eigenpair of a 2m−order elliptic eigenvalue problem:
where V is a closed subspace of H
(Ω) and H m 0 (Ω) being the usual m−order Sobolev spaces on Ω with norm · m,Ω (cf. Ciarlet [10] ). We denote by (·, ·) the L 2 (Ω)−inner product, a(·, ·) and b(·, ·) are linear forms on V × V , specified below in (7), (8) . The letter K will denote a generic positive constant which may vary with context. This paper deals with the approximation of (λ, u) in the case of bounded domain Ω, Ω ⊂ R d , d = 1, 2, 3 with sufficiently smooth boundary Γ. In order to avoid technical difficulties, we shall always assume that Ω is a Lipschitzian domain.
We assume that the bilinear forms a(·, ·) and b(·, ·) satisfy the following conditions:
for some positive constant ρ 1 > 0.
(ii) The a−form is continuous, i.e.
for some positive constant ρ 0 > 0. Problem (1) has a countable infinite set of eigenvalues λ i , all being strictly positive and having finite multiplicity, without a finite accumulation point (see [4, 9, 21] ).
(
Remark 2.1. Further, we shall consider a more general b−form when the eigenvalue parameter appears on the boundary condition.
The a−form could be generated by certain boundary values for the following self-adjoint elliptic operator:
We use the usual multi-index notation, (Ω) and p α (x) have all derivatives on Ω that are continuously prolongable on Ω. We assume that the differential operator A is uniformly elliptic (see, e.g. [3] or [23, pp. 284-288] ), i.e. there is a constant θ > 0 such that
Problem (1) is engendered from the following linear eigenvalue problem:
with the homogeneous boundary conditions
where r(x) ∈ L ∞ (Ω) is a given function bounded below by a positive constant on Ω and
are linearly independent conditions. Problem (5), (6) is a general eigenvalue problem of order 2m. We assume that the operators A and C are such that the symmetry and coercivity conditions (2) of the a−form are satisfied. The one-dimensional case (d = 1 with Ω = (a, b)) allows 2m more general homogeneous boundary conditions (see, e.g. [21] ) with interesting applications [7] .
Define the inner product
Obviously, b(·, ·) satisfies the inequality (4).
Remark 2.2.
It is obvious from this example that the corcivity of the a−form could be relaxed by the following weaker condition (Görding type inequality)
since the addition to the a−form the b−form with a large coefficient will lead to a positive definite a−form and a shift of the eigenvalues.
Let D be the space of all functions u(x) ∈ C
2m
(Ω) satisfying the boundary conditions (6) . We assume also that the coefficients of the operator C are smooth enough and such that, integrating by parts, we define the symmetric bilinear a(·, ·)-form:
We now use the assumption of coercivity (2) (the ellipticity of the operator A is not sufficient to provide that). Thus, we can define the Hilbert space H A as a completion of D with respect to the norm · A . Let us denote by V the closed subspace of H
(Ω) consider the following elliptic problem: 
Thus, the operator T is symmetric and positive. It immediately follows from the Riesz representation theorem (a(·, ·) is the inner product on V ), that T is bounded. The application of Rellich's theorem shows that T : V → V is compact. As is shown in [22] , §5.39 λ is the eigenvalue and u is the corresponding eigenfunction if and only if u − λT u = 0, u = 0.
Consider a family of regular finite element partitions τ h of Ω which fulfill standard assumptions (see [10] , Chapter 3, §3.2) and assume that this family satisfies the inverse assumption [10, p.140], i.e. there exists a constant
where h e is the diameter of e, h = max
With a partition τ h we associate a finite-dimensional subspace
(Ω) such that the restriction of every function v ∈ V h over every finite element e ∈ τ h is a polynomial of degree n at most .
The partitions τ h consist: (i) of straight line finite elements when Ω is a polyhedral domain, or (ii) of isoparametric finite elements [10, 20] . In both cases we assume that V h verifies the following approximation property:
where µ = min{n + 1 − s, l − s} and the constant C is independent of g and h.
Remark 2.3. The approximate properties of the finite element spaces are considered, for instance in, [8-10, 20, 25] We determine the approximate eigenpairs (λ h , u h ) by the finite element method:
It is well-known (see [21] or [4] ) that the rate of convergence to the eigenvalues provided that n + 1 2m is given by
The last estimate infers
where u and u h are the solution eigenfunctions of problems (1) and (9), respectively. Then [4] 
Superconvergence Postprocessing Technique
We present a method giving a better accuracy for eigenvalues in solving the 2m−order finite element eigenvalue problem (1). This method is such that the norm in (11) is replaced by the L 2 −norm. The Aubin-Nitsche duality argument for linear elliptic problems yields an improved convergence in norms weaker than the energy norm · A under some regularity conditions (see for ex. [10, p.138] ). The postprocessing is reduced to the solution of the linear elliptic problem on a higher-order space (or a finer mesh).
Assume that u h is any approximate eigenfunction of (9) with b(u h , u h ) = 1. Since the finite element solution u h is already known, we consider the following elliptic problem:
Obviously a( u, u h ) = 1. Then we define the number
where u is the solution of (12). (Ω) and (u h , λ h ) is the corresponding solution of (9) and eigenfunctions being normalized
If in addition the finite element partitions are regular, we have the following superconvergence estimate:
Proof. Using the properties of T , we obtain
consequently, a(T u, u) = b(u, u) = 1. On the other hand, u is the solution of the eigenvalue problem, i.e. a(u, T u) = λb(u, T u). Consequently,
in view of the fact that the operator T is symmetric.
Then,
Consequently,
We now estimate the two terms on the right-hand side of (15) . Using inequality (4) with K = r ∞,Ω , we obtain:
Bearing in mind that the operator T is bounded, we have:
Finally, from (15), (16) and (17) we obtain:
Assuming that the bilinear form a(·, ·) on V × V is regular (see [10, p.138] ), then
This inequality leads to the estimate (14) .
Remark 3.1. The result of Theorem 3.1 can be applied not only to the finite element method but also to the Ritz-Galerkin methods.
The question is only how to compute u and the corresponding λ. We now consider the approximate elliptic problem corresponding to problem (12) . Using the same finite element partitions τ h , we define the finite-dimensional subspace
(Ω) such that the restriction of every function of V h over every finite element e ∈ τ h is a polynomial of degree n 1 at most and n 1 > n.
We denote
where u h and u h are the solutions of (9) and (18), respectively.
Theorem 3.2. Under the assumptions of Theorem 3.1 and using the finite element subspace V h , we have the following estimate:
Proof. 1
A . The continuity of the a−form leads to the inequality
The standard assumptions of the smoothness of u prove the estimate (19) . In order to retain the superconvergence property, one may compare estimates (14) and (19) . Then the degree of polynomials containing in the finite element space V h is n 1 , n 1 = n + m. Remark 3.2. Our postprocessing technique uses also the idea of the so-called p-version which keeps the mesh fixed and achieves the accuracy by increasing the degree n 1 . We implement high-order elements but for a simpler problem (18) . The classical h-version applied to problems (9) and (18) is also possible (see the last section).
Algorithm
We now give our postprocessing method for speeding up the convergence of the eigenvalues when the selfadjoint elliptic operator of order 2m is considered:
(i ) Find any eigenfunction u h from (9) with
(ii ) Construct the finite element space V h = V h (n 1 ) where n 1 = n + m using the same partition τ h .
(iii) Find the solution u h of the associate elliptic problem (18) . (iv ) Determine the approximate eigenvalue λ h . Remark 3.3. The proposed algorithm gives a cheaper method since it involves solving eigenvalue problem in a much smaller space and then a much simpler simply elliptic problem on a larger space.
Problems with the eigenvalue parameter on the boundary
Let us consider the case where the eigenvalue occurs linearly in the boundary conditions. Thus, for equation (5) we associate the boundary conditions:
where the operator C is determined in (6) and
. The functions ρ j (x) 0 are bounded on Γ. We shall prove that in this case the presented algorithm is applicable (see Example 3).
The problems with the parameters on the boundaries have interesting theory and applications [4, 7] . The weak formulation of problem (5), (20) is:
where
Remark 3.4. Let us illustrate equation (21) by the example derived in [16] . The frequencies for the vibrations of a stiff wire pendulum consisting of a bob suspended from a wire are determined by the eigenvalue problem in the dimensionless form:
where u is the displacement of the pendulum, η 2 is the dimensionless stiffness, α is the mass ratio between the wire and the bob, and √ λ is the dimensionless frequency corresponding to the eigenvalue of this system of equations. A special feature of this problem is the dependence of the boundary condition on the eigenvalue λ.
The weak formulation provided that the space V ⊂ H 2 (0, 1) satisfies the essential boundary conditions is:
The corresponding approximate equation of (21) is:
Using an approach analogous to that used in Theorem 3.1, we define
where u h is the eigenfunction of (22) and u is the solution of the corresponding elliptic problem (see (12)).
Theorem 3.3. Retain the assumptions for Theorem 3.1. Moreover, let (u, λ) and (u h , λ h ) be the eigenpairs of (21) and (22) , respectively, b < u, u >= b < u h , u h >= 1 and assume that Ω has a Lipschitz boundary, then
Proof. The proof can be given in a manner similar to the one of Theorem 3.1. Then we easily obtain the estimate
For the last term we use the Trace Theorem (see [8] , Theorem 1.6.6):
The standard estimates in L 2 and H 1 −norms prove inequality (23).
Numerical Results
To illustrate our theoretical results, we give in this section related numerical examples.
Example 1
Consider the vibrating membrane problem on the unit square Ω = (0, 1) × (0, 1) :
where Γ is the boundary of Ω, Γ 1 = {(x, y) : x = 1, y ∈ [0, 1]} and ν is the outer normal derivative.
The first exact eigenvalues of this problem are: Table 1 gives the results for bilinear meshes (i.e. n = 1 above) of identical 4-node rectangular elements for λ h,j , j = 1, 2, 3, and 8-nodes rectangular Serendipity elements (n 1 = 2) for the postprocessing procedure. It should be emphasize of that the postprocessing calculation with 16 elements gives more accurate results than the calculation with 64 and 256 elements without postprocessing.
Example 2
The following example is a simple model problem of a long thin bar of length l which is supported at its endpoints. The flexural rigidity and the density of the rod are units. The natural frequencies of the rod are determined by the eigenvalues of the differential system:
When l = 1, the first three exact eigenvalues are: The numerical results presented in Table 2 have been obtained for a uniform mesh. We used partitions consisting of one-dimensional (beam) elements. The interpolation functions of the beam element are defined by the cubic Hermite polynomials (n = 3), and each node has two degrees of freedom. The solution of the corresponding elliptic problem has been solved on the same mesh by the interpolation polynomials of degree five (n 1 = 5). The results in Table 2 show that the postprocessing algorithm is more effective when the correspondant value of λ h,j is not too close to the exact one. Conversely, the application of the postprocessing is undesirable for the computation of the smallest eigenvalues on the fine mesh.
Example 3
The last example illustrates the case where the eigenvalue parameter appears on the boundary condition: We use the same finite element strategy as in Example 2, i.e., the C 1 -finite elements of degree three and five, respectively. It is readily seen that a considerable speeding up of convergence due to the postprocesing arises on the coarse mesh, i.e. on the mesh with 16 or 32 finite elements.
Conclusions
In this article we propose a new approach to solving a large class of linear elliptic eigenvalue problems of order 2m. Our goal is to compute the eigenpairs (λ h,j , u h,j ) on the coarse mesh and then improve the rough value of λ h,j by solving a more simple elliptic problem. This leads to a more effective algorithm for obtaining a good accuracy of the eigenvalues. Summarizing the theoretical results as well as the numerical experience, we conclude that:
(i ) The global postprocessing technique proposed by us, gives an effective and simple algorithm owing to the calculation of the eigenvalues with a small computational effort. As mentioned in the previous section, the precision of the eigenvalue approximation after the postprocessing procedure is comparable to the one obtained by the standard finite element method, but on considerably finer meshes. The table below is an extract from the results of Example 3 showing the advantage of the postprocessing method. Note that the approximations given in the first line are obtained by 32 × 32 matrices, whereas those in the second one type by 512 × 512 matrices. (ii ) The proposed postprocessing method is stable in the sence the number of iterations necessary to calculate the basic eigenpairs (λ h,j , u h,j ). This means that of 3 or 4 iterations are enough. We illustrate this feature in Table 5 using the results of Example 2. Here, the number of finite elements is 32 and N denotes the number of iterations. (iii ) For the solution of the corresponding elliptic problem we increase the degree of polynomials staying in the same mesh partition (so-called p−method). We think that this approach is more preferable than mesh refinements (h−method) (see also [28] ). For example, the presented one-dimensional problems using a mesh with 32 elements and n 1 = 5 require matrices of order 128 × 128, but almost the same precisions are realizable by the h−method (cubic elements) using matrices of order 2048 × 2048.
(iv ) The increase in the convergence rate and hence in the computational efficiency is due to two basic causes. The first couse is the replacement in the main estimate of the norm in H m (Ω) by the norm in L 2 (Ω) (see Theorem 3.1). The second cause is the fact that the postprocessing decreases the power of the exact eigenvalue λ in the error estimate. It is well-known (see for ex. [25] ) that the estimate of |λ − λ h | depends on the factor λ n+1 m .
