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Let Sn denote the symmetric group on {1, . . . , n} and Sn−1 the stabilizer subgroup of n. We
derive algorithms for computing Fourier transforms of left and right Sn−1-invariant signals
a : Sn → C that require a total of 2n − 2 additions and n − 2 scalar multiplications.
Furthermore we show that the convolution of such signals can also be computed in time
linear in n.
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1. Introduction
Since its (re)discovery byCooley andTukey in 1965, the classical fast Fourier transform (FFT) has been successfully applied
to a wide range of problems in mathematics, computer science and engineering, see, e.g., [1]. Cooley and Tukey [2] and
Bluestein [3] proved that the discrete Fourier transform (DFT) of a lengthN vector can be computed in O(N logN) arithmetic
operations, compared to the naive matrix-vector multiplication that solves this task in O(N2).
From an algebraic point of view, performing a DFT of length N amounts to evaluating a full set of pairwise
inequivalent irreducible representations of the cyclic group of order N . Wedderburn’s structure theorem yields an adequate
generalization of the notion of the DFT to arbitrary finite groups G: according to this theorem, the group algebraCG := {a|a :
G → C} of all complex-valued functions on G (the signal domain) is isomorphic to an algebra of block-diagonal matrices
(the spectral domain),
D =
c⊕
k=1
Dk : CG→
c⊕
k=1
Cdk×dk . (1)
Here, the number c of blocks equals the number of conjugacy classes of G and the projections D1, . . . ,Dc form a complete
set of pairwise inequivalent irreducible representations of CG. Every such isomorphism D of associative algebras is called
a DFT of G. With respect to canonical bases in the signal and spectral domains, each DFT of a group G of order N can be
described by an N-by-N matrix ∆ and the transformation of a signal a : G → C into the spectral domain boils down to
the matrix-vector multiplication∆ · (a(g))g∈G. For an abelian group there is essentially only one DFT-matrix, whereas for a
non-abelian group there are infinitely many DFT-matrices, which might differ regarding computational complexity issues.
The FFT-problem for a finite group G is to find a suitable DFT of G that allows a transformation of a signal a : G→ C into the
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spectral domain with a small number of arithmetic operations (additions and scalar multiplications). At least in a restricted
linear computational model, there is a general lower complexity bound of order N logN for evaluating an arbitrary DFT-
matrix of a group G of order N , see [4]. Thus upper complexity bounds of order N logN are the ultimate goal. This goal has
been achieved for the class of supersolvable groups by Baum [5], and nearly achieved for the class of symmetric groups.More
precisely, if Sn denotes the symmetric group of order N := n!, then using Young’s seminormal form, the corresponding DFT
of Sn can be evaluated with O(N log3 N) arithmetic operations, see [6]. This upper bound has been improved by Maslen [7]
to O(N log2 N).
This note is concerned with a relativized FFT-problem: given a fixed subgroup H of G, one can restrict the evaluation of a
suitable DFT D of G to the homogeneous spaces {a : G→ C|∀g ∈ G, h ∈ H : a(gh) = a(g)} or {a : G→ C|∀g ∈ G, h ∈ H :
a(hg) = a(g)} of all right or leftH-invariant signals, respectively. Restricting the evaluation of a DFT to homogeneous spaces
can reduce the number of arithmetic operations drastically. E.g., Maslen [7] has studied the caseG = Sn andH = Sn−k, which
denotes the subgroup of all permutations that keep every point greater than n− k fixed. He showed that a suitable Fourier
transform of Sn requires at most 34 · k(2n − k − 1) · |Sn||Sn−k| arithmetic operations for transforming Sn−k-invariant signals on
Sn. For the extreme case k = 1, the above upper bound equals 32 (n2 − n).
This note is devoted to Fourier transforms on the homogeneous spaces corresponding to G = Sn and H = Sn−1. These are
important for applications in the statistics of ranked data [8], computer vision [9], and other fields. Our goal is to derive an
algorithm that computes Fourier transforms of Sn−1-invariant signals on Sn with a cost of 2n− 2 additions and n− 2 scalar
multiplications. Furthermore we show that the convolution of Sn−1-invariant signals can also be computed in time linear in
n.
2. Preliminaries
We assume familiarity with fundamentals of group representation theory. We refer to [10,11] and Chapter 13 in [12].
Let G be a finite group. As usual, we write a signal a : G → C as the formal sum (with the group element g standing
also for its indicator function) a =∑g∈G a(g)g =:∑g∈G agg . Then the multiplication (convolution) in CG reads as follows:
a ∗ b = (∑g∈G agg) ∗ (∑h∈G bhh) :=∑k∈G(∑gh=k agbh)k.
Now let H be a subgroup of G of index n := [G : H]. If G = unionsqnj=1 λjH and G = unionsqnj=1 Hρj are the partitions
of G into the left and right cosets of H in G, respectively, then every left H-invariant signal ` : G → C can be
written as ` = (∑h∈H h)(∑nj=1 `(ρj)ρj), whereas every right H-invariant signal r : G → C can be expressed as
r = (∑nj=1 r(λj)λj)(∑h∈H h). For technical reasons, we will work instead of∑h∈H hwith ιH := |H|−1∑h∈H h. Then
` =
n∑
j=1
`j · ιH ∗ ρj and r =
n∑
j=1
rj · λj ∗ ιH , (2)
where `j := |H| · `(ρj) and rj := |H| · r(λj). The space of all left H-invariant signals on G is thus the right ideal ιH ∗ CG,
whereas the space of all right H-invariant signals on G is the left ideal CG ∗ ιH .
For details on symmetric groups and their representations we refer to [13] and [14]. As is well known, both the
conjugacy classes and the ordinary irreducible characters of Sn are parametrized by the partitions of n. Recall that a
partition α = (α1, . . . , αr) of n, for short: α ` n, is a non-increasing sequence of positive integers summing up to n.
E.g., (4), (3, 1), (2, 2), (2, 1, 1) =: (2, 12), (14) are all partitions of 4. To a partition α corresponds its Young diagram
Yα := ∪ri=1{(i, 1), . . . , (i, αi)}.
Two elements in Sn are conjugate iff their cycle partitions coincide. E.g.,
pi =
(
1 2 3 4 5 6 7 8 9
8 4 7 9 3 6 5 1 2
)
= (2 4 9)(3 7 5)(1 8)(6)
has cycle partition (3, 3, 2, 1). In addition, Sn is ambivalent, i.e., a permutation and its inverse belong to the same conjugacy
class. Sn is generated by the transpositions τ1, . . . , τn−1, where τk := (k k+ 1). Hence any group morphism with domain Sn
and any representation of CSn are defined if the images of all τk are specified.
The representation theory of symmetric groups is based on the celebrated branching rule, which describes how an
irreducible character χα of Sn splits when restricting it to the stabilizer subgroup Sn−1: χα ↓ Sn−1 = ∑β⊂α χβ , where
β runs through all partitions of n− 1 satisfying Yβ ⊂ Yα . For example, χ(3,1) ↓ S3 = χ(2,1) + χ(3). Thanks to the branching
rule, the degree dα of χα can be characterized in a combinatorial way as follows: the set of all Young diagrams contained in
Yα is partially ordered by inclusion and dα equals the number of all maximal chains in this poset. E.g., for α = (3, 2), one
maximal chain is
→ → → → =:
1 3 4
2 5
A standard tableau T of shape α is a bijection T : Yα → [1 : n], such that T is increasing from left to right in each row
and from top to bottom in each column. With this notion, dα is the number of standard tableaux of shape α. This number
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can be computed easily with the famous hook-length formula: dα = n!/∏(i,j)∈Yα hαij , hαij := |{(a, b) ∈ Yα|(a = i ∧ b ≥
j) ∨ (b = j ∧ a ≥ i)}|. For α = (3, 2), one obtains d(3,2) = 5!4·3·1·2·1 = 5. In 1930, Alfred Young gave surprisingly simple
explicit formulae for irreducible representations ofCSn. These formulae are based on the so-called last letter sequence, a total
ordering of all standard tableaux of shape α, which is defined as follows: if S and T are different standard tableaux of shape
α and k := max{j|S−1(j) 6= T−1(j)}, S(k) = (a, b), T (k) = (c, d), then S < T iff a < c. The last letter sequence of all five
standard tableaux of shape (3, 2) reads as follows:
1 3 5
2 4 <
1 2 5
3 4 <
1 3 4
2 5 <
1 2 4
3 5 <
1 2 3
4 5 .
Young’s seminormal form describes a complete set of irreducible representations of CSn by specifying for each partition
α of n and each transposition τi, i ∈ [1 : n− 1], the representing matrices Dα(τi). For fixed α, the rows and columns of these
representingmatrices are parametrized by the last letter sequence T1 < · · · < Tm of all standard tableaux of shape α, where
m := dα . In order to describe the matrix Dα(τi) =: (αk`)1≤k,`≤m for a fixed i < n, we have to consider two cases. Case 1: For
a ≤ m, the numbers i and i+ 1 are in the same row (resp. column) of Ta. In this case, the only non-zero entry in the ath row
and ath column of (αk`) is the diagonal position: αaa = 1, if i and i+ 1 are in the same row of Ta, whereas αaa = −1, if i and
i+ 1 are in the same column of Ta. Case 2: Tb results from Ta by interchanging i and i+ 1. Then, if a < b,(
αaa αab
αba αbb
)
=
(
d−1 1− d−2
1 −d−1
)
=: Jd,
where d := |u− x|+ |v− y| is the so-called axial distance of the positions (u, v) of i and (x, y) of i+1 in Ta. All other entries
are zero.
Young’s seminormal form has the nice property that the restriction of Dα to CSn−1 is equal (!) to the direct sum of Dβ ’s:
Dα ↓ Sn−1 = ⊕β`n−1:β⊂α Dβ . In the sequel, we are particularly interested in the case α = (n − 1, 1). By the hook-length
formula, we get d(n−1,1) = n − 1. The corresponding last letter sequence T1 < · · · < Tn−1 is specified by Ti(2, 1) = i + 1.
If Ik denotes the k-by-k identity matrix, then an easy calculation shows that D(n−1,1)(τ1) = diag(−1, 1, . . . , 1) and, for
k ∈ [2 : n− 1],
D(n−1,1)(τk) = Ik−2 ⊕ Jk ⊕ In−k−1. (3)
To cope with left and right invariant signals, we will use two different DFTs of Sn, which are dual to each other. More
precisely, if G is a group and ∆ : CG → Cd×d a representation, then ∆(g) := ∆(g−1)>, for g ∈ G, defines another
representation, the dual of ∆. As τ−1k = τk, the dual representation of Dα is specified by Dα(τk) = Dα(τk)>. Since Sn is
ambivalent, Dα and its dual Dα are equivalent representations. In particular, we obtain
D(n−1,1)(τk) = D(n−1,1)(τk)> = Ik−2 ⊕ J>k ⊕ In−k−1, (4)
for k ∈ [2 : n − 1]. Moreover, Dα ↓ Sn−1 = ⊕β`n−1:β⊂α Dβ . Now we are well prepared to study FFTs on homogeneous
spaces of symmetric groups.
3. Computing Fourier transforms in linear time
In this section we will use two DFTs of Sn to derive fast algorithms that transform left or right Sn−1-invariant functions
f : Sn → C into the spectral domain. For the left Sn−1-invariant functions we will use the DFT Dn := ⊕α`n Dα , whereas its
dual Dn := ⊕α`n Dα will be needed for the right Sn−1-invariant functions.
The functions in question are constant on the left or right cosets of Sn−1 in Sn. Let Lj := {pi ∈ Sn|pi(n) = j} and
Rj := {pi ∈ Sn|pi(j) = n}. Then Sn = L1 ∪ · · · ∪ Ln and Sn = R1 ∪ · · · ∪ Rn are the partitions of Sn into the left and
right cosets of Sn−1 in Sn, respectively. Furthermore, for any λj ∈ Lj and any ρj ∈ Rj, we have Lj = λjSn−1 and Rj = Sn−1ρj. As
representatives in the cosets we will choose cycles λj := (j, j+ 1, . . . , n) and ρj := λ−1j = (n, n− 1, . . . , j). The reason for
this choice is that all λj and ρj are short words in the generators τk = (k k+ 1): λj = τjτj+1 · · · τn−1 and ρj = τn−1τn−2 · · · τj.
[Note that λn = ρn = 1.] If ` and r denote left and right Sn−1-invariant signal on Sn, respectively, then according to (2) and
with the short-hand ιn−1 := (n− 1)!−1∑σ∈Sn−1 σ
` =
n∑
j=1
`j · ιn−1 ∗ ρj and r =
n∑
j=1
rj · λj ∗ ιn−1. (5)
Now ιn−1 is the central primitive idempotent corresponding to the trivial representation D(n−1) = D(n−1) of CSn−1. Hence,
by the branching rule, Dα(ιn−1) = 0 = Dα(ιn−1) unless α = (n) or α = (n − 1, 1). Thus Dα(`) = 0 = Dα(r) unless
α = (n) or α = (n− 1, 1). For the partition α = (n) one obtains D(n)(`) =∑nj=1 `j and D(n)(r) =∑nj=1 rj. By the branching
rule and the last letter sequence, D(n−1,1) ↓ Sn−1 = D(n−2,1) ⊕ D(n−1). Hence D(n−1,1)(ιn−1) = D(n−1,1)(ιn−1) = En−1,n−1,
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where En−1,n−1 denotes the (n− 1)-by-(n− 1) indicator matrix of the position (n− 1, n− 1). By the last formula and (5),
we get D(n−1,1)(r) =∑nj=1 rjD(n−1,1)(λj)En−1,n−1 =∑nj=1 rjD(n−1,1)(τj)> · . . . · D(n−1,1)(τn−1)>En−1,n−1. For every j, only the
last column in the matrix D(n−1,1)(λj)En−1,n−1 is non-zero. Denote this column by Cj and let C = (C1, . . . , Cn) denote the
(n − 1)-by-nmatrix having Cj as its jth column. Define r := (r1, . . . , rn)>. Then the computation of D(n−1,1)(r) amounts to
computing the matrix-vector product C · r. An easy induction shows that
C =

ε1 1 0 0 0 0 0
ε2 ε2 1 0 0 0 0
ε3 ε3 ε3 1 0 0 0
...
...
...
. . .
. . .
...
εn−2 εn−2 εn−2 εn−2 εn−2 1 0
εn−1 εn−1 εn−1 εn−1 εn−1 εn−1 1
 , (6)
where εd := −1/d. Thus a short linear straight-line program for computing C · r =: y = (y1, . . . , yn−1)> looks as follows:
First, compute all partial sums s1 := r1, s2 := r1+ r2, s3 := s2+ r3 = r1+ r2+ r3, . . . , sn−1 := sn−2+ rn−1 = r1+ · · ·+ rn−1
(cost: n − 2 additions). Then, compute y1 = r2 − s1, and yj = εj · sj + rj+1, for j ∈ [2 : n − 1] (cost: n − 1 additions, n − 2
scalar multiplications). Together with sn−1+ rn = D(n)(r), we obtain a fast Fourier transform of right Sn−1-invariant signals.
For left invariant signals we use Young’s seminormal form. Then the evaluation of D(n−1,1)(`) boils down to computing
(`1, . . . , `n) · C>, which can be performed with the same number of additions and scalar multiplications. Altogether we
have proved the following result.
Theorem 3.1. Evaluating the Fourier transform for the symmetric group Sn (based on Young’s seminormal form or its dual) at
left or right Sn−1-invariant functions on Sn costs at most 2n− 2 additions and n− 2multiplications.
4. Computing convolutions in linear time
If D is a DFT of the finite group G, then the convolution in the signal domain corresponds to multiplication of block-
diagonal matrices in the spectral domain, i.e., D(a ∗ b) = D(a) · D(b), for a, b ∈ CG. As D is an isomorphism of algebras,
a ∗ b = D−1(D(a) · D(b)), and this formula indicates an alternative way to compute convolutions. The goal of this section is
to prove the following.
Theorem 4.1. The convolution of two left or right Sn−1-invariant functions on Sn can be computed with at most 5n−4 additions
and 4n− 2multiplications.
Proof. Let r =∑nj=1 rj ·λj∗ ιn−1 and s =∑nj=1 sj ·λj∗ ιn−1 be two right Sn−1-invariant signals, see (5). Then their convolution
t := r ∗ s is a right Sn−1-invariant signal as well, thus can be written as t =∑nj=1 tj ·λj ∗ ιn−1. The task is to compute on input
r = (rj) and s = (sj) the convolution coefficients t = (tj). Computing the Fourier transform of these signals boils down to
multiplying the coefficient vectors (rj) and (sj) from the left with the n-by-nmatrix∆n which is the matrix C from (6) with
an additional last row equal to (1, . . . , 1). If rˆ := ∆n · r and sˆ := ∆n · s, then
Dn(r) = (rˆn)⊕

0 . . . 0 rˆ1
0 . . . 0 rˆ2
... . . .
...
...
0 . . . 0 rˆn−1
⊕ ⊕
α 6=(n),(n−1,1)
0dα×dα ,
where 0d×d denotes the d-by-d zero matrix. Thus
Dn(r) · Dn(s) = (rˆn · sˆn)⊕

0 . . . 0 rˆ1 · sˆn−1
0 . . . 0 rˆ2 · sˆn−1
... . . .
...
...
0 . . . 0 rˆn−1 · sˆn−1
⊕ ⊕
α 6=(n),(n−1,1)
0dα×dα .
The last formula shows that for themultiplication in the spectral domain,we only need from sˆ the last two coefficients,which
can be computed with only n additions and one scalar multiplication. On input Dn(r), sˆn−1, and sˆn, the product Dn(r) ·Dn(s),
which equals Dn(t) =: (tˆj), can be computed with n scalar multiplications. To obtain (tj), it remains to compute ∆−1n · (tˆj).
Now, for d ∈ [2 : n], column d − 1 in ∆−1n has the form (αd, . . . , αd, βd, 0, . . . , 0)> with d − 1 times αd := −1/d and
βd := (d− 1)/d. In the last column all entries are equal to−αn. For example,
∆−15 =

α2 α3 α4 α5 −α5
β2 α3 α4 α5 −α5
0 β3 α4 α5 −α5
0 0 β4 α5 −α5
0 0 0 β5 −α5
 .
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It is an easy exercise to prove that multiplication of ∆−1n with a vector of length n can be performed with 2n − 2 additions
and 2n−1 scalar multiplications. This proves our claim for right invariant signals. Analogously, one proves the claim for left
invariant signals. 
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