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Introduction and statements of main results

Introduction
In this paper, we consider the existence of a sign-changing solution for the following p-Laplacian equation as |u| → ∞, uniformly in a.e. x ∈ Ω where u ± = max{±u, 0} and g is bounded on any bounded set. Because f satisfies f (x, 0) = 0 for a.e. x ∈ Ω under (F ), we consider the case where (P) has a trivial solution. Note that the nonlinear term f has the growth condition | f (x, t)| C 0 |t| p−1 for every t ∈ R, a.e. x ∈ Ω, where C 0 is a positive constant under the assumption (F ) above.
We easily see that the nonlinear term f as in (F ) has a relation to the Fučík spectrum of pLaplacian which has been considered by Fučík [11] (p = 2) and by many authors (cf. [8, 6, 9] ). We say that (a, b) ∈ R 2 is in the Fučík spectrum of the p-Laplacian on W (a, b) = (λ 1 , b) or (a, λ 1 ), respectively. Furthermore, [6] showed that there exists a Lipschitz continuous curve contained in Σ p which is called the first non-trivial curve C . The construction of the curve C is carried out as follows in [6] : 
J s γ (t) .
(2) 
Because −ϕ 1 is a global minimum point ofJ s and ϕ 1 is a strict local minimum point ofJ s ,c(s) is also proved to be a critical value ofJ s by a similar argument as in [6] . Moreover, we note thatc(s) = c(s) for every s 0, and hencec(s) > λ 1 for every s 0 (see Remark 3 in [16] ). Then, C is defined as follows: In addition, in [9] and [6] , it is shown that
C := c(s) + s, c(s)
where D i are subsets defined as follows (see Fig. 1 ) For the nonlinearity f as in (F ), it is known that we can obtain a non-trivial solution of (P) from the location of (a 0 , b 0 ) and (a, b) in R 2 (cf. [9, 13, 17, 21] ). Roughly speaking, Dancer and Perera (see [9] ) and Jiang (see [13] ) proved that if {λ 1 } × R (resp. R × {λ 1 }) lies between (a 0 , b 0 ) and (a, b), then (P) has a positive (resp. negative) solution, and if the first non-trivial curve C lies between (a 0 , b 0 ) and (a, b), then (P) has a non-trivial solution. However, they did not clarify whether the non-trivial solution is sign-changing or not. Thus, the main purpose of this paper is to show that (P) has at least one sign-changing solution in the case of (a 0 , b 0 ) ∈ D 4 and (a, b) / ∈ D 4 . Note that the results of [9] and [13] cannot treat the resonant case ((a 0 , b 0 ) ∈ Σ p or (a, b) ∈ Σ p ). In this paper, we also give existence results generalizing a part of [17] in the resonant case. In addition, we pay attention to the result of Zhang et al. [21] . They considered the case where f (x, u) = f (u) and f has the sign condition f (u)u 0, and then gave the multiple existence results in the condition (a 0 ,
To obtain solutions, we do not need the sign-condition for f , but we have to assume the local sign condition in the only case of (a 0 , b 0 ) ∈ C (i.e. resonant case).
Finally, we would like to remark that the present paper is a development of [4] and [17] by the present authors.
Statement of results
we can now state relevant conditions on f (x, u) and g 0 (x, u), which are not necessarily simultaneously assumed in our results.
Now, we state our existence results. 
(ii) a = λ 1 , b < λ 1 and (F ++); 
Preliminaries
Extremal constant-sign solutions
In this section, we use the super-subsolution method. So, we recall the definition of super-and sub-solutions.
) from the nonlinear regularity theory (see [1, 10] ) and the nonlinear strong maximum principle due to [20] , where int(C 
(where ν is an outer normal).
Since the following two results are essentially proved in [4] , we omit the proof. 
admits the variational characterization
and also that any eigenfunction associated to a positive eigenvalue different from λ 1 (α) changes sign (see [5] ).
Using this fact, because u is a positive solution for
On the other hand, the following inequality
Next, we prove the existence of a smallest positive solution in [0,v] . 1 ). Since for sufficiently large n, we have ϕ 1 /n(x) v(x) for every x ∈ Ω, by the standard method of subsupersolution (cf. [3] ), there exist a smallest solution and a greatest solution of (P) within the order interval [
point x ∈ Ω (monotone decreasing) for some function u with 0 u v. To prove u = 0 by contradiction, we assume u = 0. Choose ε > 0 such that 2ε < δ 0 . Then, for every x ∈ Ω, there exists an n x ∈ N such that u n (x) ε if n n x because u n (x) ↓ 0. And there exists a neighborhood U x ⊂ R N of x ∈ Ω such that u n x (y) 2ε for every y ∈ U x (where we may consider u n x (y) = 0 if y / ∈ Ω). We may assume Ω ⊂ U x 1 ∪ · · · ∪ U x l from the compactness of Ω by choosing finitely many points x j (1 j l) and we set N := max{n x j ; 1 j l}. For every x ∈ Ω, we have x ∈ U x j for some j, and hence u N (x) u n x j (x) 2ε. Hence, max x∈Ω u N (x) 2ε < δ 0 . This contradicts to the fact u N ∞ > δ 0 because u N is a positive solution of (P) in 
Because the following result can be shown by a similar argument as above, we omit the proof here.
Proposition 10. Let b
In addition, we assume that g 0 satisfies the following local sign condition (g 0 −):
Then, every negative solution w of (P) satisfies w ∞ > δ 0 . Moreover, there exists a greatest negative solution
Because we can obtain a constant-sign solution of (P) under suitable conditions on a, b and f from [9] and [18] , we can easily show the following result by using the propositions above.
Corollary 11. If one of the following cases holds, then (P)
has an extremal positive (resp. negative) solution.
Proof. We only show the existence of an extremal positive solution since an extremal negative solution can be considered by the same argument.
In the case (i) and other cases, we can get at least one positive solutionv of (P) from [9] or [18] , respectively. Notingv ∈ int(C 1 0 (Ω) + ) by Remark 6, we can apply Proposition 7 or Proposition 9 asv is a super-solution in each case. Thus, we obtain a smallest positive solution
Variational characterization of extremal solutions
By using C 
For the above nonlinearity
It is easily seen that In the sequel, K (E) denotes the set of all critical points of a C
Remark 12. Let v and w be
we shall characterize extremal solutions by using the above C 1 functionals on W 1,p 0 (Ω).
Then the following assertions hold:
is a positive solution or a sign-changing solution of (P).
Proof. (i) It is easy to see that
{0, v 0 } ⊂ K (E [0,v 0 ] ) because v 0
is a positive solution of (P).
Let v be a non-trivial critical point of
shows v − = 0, which yields v 0. On the other hand, noting the following equation
we have (v − v 0 ) + = 0, and hence v v 0 holds. Consequently, these imply that v is a non-negative solution of (P). Then, because of v = 0, we have v > 0 in Ω by Harnack inequality (cf. [19] ), whence v ∈ int(C 1 0 (Ω) + ) holds (see Remark 6) . Since v 0 is a smallest positive solution within some order 
Similarly, we obtain w 0 u by considering 0
If u is a non-negative solution, then u > 0 in Ω by Harnack inequality (note u = 0), and hence u ∈ int(C 1 0 (Ω) + ). This contradicts to the minimality of v 0 in the order interval [0,
Similarly, if we assume that u is a non-positive solution, then we can get a contradiction. Therefore,
p dx, and hence u 0.
It follows from Harnack inequality that u > 0 in Ω by u = 0. So, u is a positive solution of (P).
(v) By a similar argument as in (iv), we obtain
Thus, u is a non-trivial solution of (P). If we assume that u 0, then u is a positive solution of (P) within the order interval [0, v 0 ] by the same argument as in (iii). This yields a contradiction because u = v 0 and v 0 is the smallest positive solution
By the same argument as in (iii), it can seen that u w 0 and u is a non-trivial solution of (P). If we assume u 0, then u is a negative solution of (P) within the order interval [w 0 , 0]. Thus, we can get a contradiction, similarly. 2
To close this subsection, we state the second variational characterization of extremal solutions, which plays an important role in our proofs.
, v 0 } from Proposition 13 and the existence of a global minimizer (see Remark 12) . By the definitions of
We omit the proof concerning w 0 since it can be done similarly. 2
The Cerami condition
It is well known that the Palais-Smale condition and the Cerami condition imply the compactness of the critical set at any level c ∈ R, and they play an important role in minimax argument. Here, we recall the definition of the Cerami condition. Remark 16. We note that the Cerami condition is weaker than the usual Palais-Smale condition. Moreover, we also note that if I satisfies the Palais-Smale or the Cerami condition, then I has the deformation property (see the following lemma and [15] ).
The result of the following Lemma 17 is contained in [15, Lemma 3.4] if X is a Hilbert space. We omit the proof here because we can prove it by the same argument as in [15, Lemma 3.4] Because the Cerami condition is important to the mountain pass argument, we shall give some results concerning it for functionals defined in the previous subsection. 
where · denotes the norm defined by u := ( Ω |∇u| p dx)
It is sufficient to show the boundedness of {u n } since in that case the convergence follows from a standard argument. We prove the boundedness of {u n } by contradiction. Thus, we may assume u n → ∞ (n → ∞) by choosing a subsequence. Set w n := u n / u n . Then, taking a subsequence, we may suppose that there exists a w 0 ∈ W
and w n (x) → w 0 (x) for a.e. x ∈ Ω as n → ∞. Then, because we have the following condition
it follows from [17, Lemma 13] that w n strongly converges to w 0 being a non-trivial solution to
− . Hence w 0 = −ϕ 1 / ϕ 1 since λ 1 is a simple eigenvalue and hence u n (x) → −∞ for a.e. x ∈ Ω (recall ϕ 1 > 0 in Ω). Furthermore, the following inequality as n → ∞ implies the boundedness of u n+ :
Thus, because u n+ (x) → 0 for a.e. x ∈ Ω and |pF [0,
by Lebesgue's theorem. Now, we note
holds for every t ∈ R, a.e. x ∈ Ω. Moreover, we have
by Fatou's lemma. Therefore, we obtain a contradiction by taking the limit superior (resp. inferior) with respect to n in the following relation 
Proofs
Throughout this section, we make use of W We state the following result concerning the construction of a suitable path related to the application of the mountain pass theorem.
Lemma 20. Assume that either
Proof. Firstly, we deal with the case of (a 0 , b 0 ) ∈ D 4 . From the characterization of the first nontrivial curve C (i.e. C is a strictly decreasing Lipschitz continuous curve due to [6] ), there exists an
in Ω (note that u 0 has just two nodal domains (cf. [7] ) and so u 0 changes sign). Then u 0 ∈ C 1 0 (Ω) holds by the nonlinear regularity theory (see [1, 10] 
Thus, for every r ∈ (0, r 0 ], we have
and hence
We note that
as r → +0 holds from (F ). Therefore, we obtain for every t ∈ [0, 1], 
Proof of Theorem 1
Now, we start to prove Theorem 1. 
holds, by using the quantitative deformation theorem, we can show that E [w 0 ,v 0 ] has another non-trivial critical point z 0 ∈ ∂ B r (w 0 ) (see Appendix in [16] for details). So, assuming (6), we define
holds. Thus, the mountain pass theorem guarantees that c is a critical value of
Let us show that c < 0 holds to prove the existence of a non-trivial critical point of E [w 0 ,v 0 ] other than w 0 and v 0 (note (7)), which implies the existence of a sign-changing solution for (P) by Proposition 13. For our purpose, it suffices to produce a γ 0 ∈ Γ such that max t∈ [0, 1] 
Similarly, applying Lemma 17 to
Then we note that
hold for every t ∈ [0, 1]. Therefore, by setting
Proof of Theorem 2
In this subsection, we provide the proof of Theorem 2.
Proof of Theorem 2. In all cases of this theorem, there exists an extremal positive solution v 0 ∈ int(C 1 0 (Ω) + ) by Corollary 11. Here, we prove the existence of a sign-changing solution by dividing into two cases as follows:
(2-i) (P) has at least one negative solution; (2-ii) (P) has no negative solutions.
Case (2-i): Take a negative solutionw of (P), and thenw ∈ − int(C 1 0 (Ω) + ) (see Remark 6) . Thus, we have an extremal negative solution w 0 ∈ − int(C 1 0 (Ω) + ) by applying Proposition 8 tow as a subsolution. By the same argument as in Theorem 1, we can obtain a sign-changing solution of (P).
Case (2-ii): In this case, we note that E [−∞,0] has no non-trivial critical points by Proposition 13.
To get a sign-changing solution of (P), it suffices to show the existence of a non-trivial critical point
We note that v 0 is the unique global minimum point of E [0,v 0 ] (see Remark 12 for the existence of a global minimum point of 
Moreover, we may assume that inf
by using the quantitative deformation theorem (see Appendix in [16] for details).
Therefore, assuming (12), we define
As we will see later, Γ = ∅ and hence the following value c is well defined:
We note that γ (1) / ∈ B 2r (v 0 ), and hence γ ([0, 1] 
Recall that by Lemma 19 
Moreover, from the definition of c, there exists a γ ∈ Γ such that max t∈ [0, 1] (13)) and
which contradicts the definition of c.
We 
since inf W 
hold for every t ∈ [0, 1]. Therefore, setting (14)- (17). 2
Proof of Theorem 3
Roughly speaking, the proof of Theorem 3 goes as for Theorem 2.
Proof of Theorem 3. In all cases of Theorem 3, we have an extremal negative solution
By dividing into the following two cases, we start to show the existence of a sign-changing solution for (P): 
Assuming (18), we define the set Γ as follows: (18)). This shows the existence of a sign-changing solution of (P) from Proposition 13 because (P) was supposed to have no positive solutions. 2
Proof of Theorem 4
Proof of Theorem 4. We prove the existence of a sign-changing solution of (P) by considering the situation of constant sign solutions, which is divided into the following cases: (4-i) (P) has at least one positive solution and at least one negative solution; (4-ii) (P) has at least one positive solution but no negative solutions; (4-iii) (P) has no positive solutions but at least one negative solution; (4-iv) (P) has no positive solutions and no negative solutions. Case (4-ii): Choose a positive solutionv of (P). Then, it follows from Proposition 7 that there exists an extremal positive solution v 0 ∈ int(C 1 0 (Ω) + ) of (P). Because (P) is assumed to have no negative solutions, by the same argument as in case (2-ii) of Theorem 2, we can obtain a sign-changing solution of (P).
Case (4-iii): We letw be a negative solution of (P). Then we have an extremal negative solution w 0 ∈ − int(C 1 0 (Ω) + ) by Proposition 8. Since (P) is assumed to have no positive solutions, by the same argument as in case (3-ii) of Theorem 3, we have a sign-changing solution of (P).
Case (4-iv): First, we treat the case of (a 0 , b 0 ) ∈ D 4 . In this case, we already know that (P) has at least one non-trivial solution in the case (i) and other cases from [9] or [17] of Theorem 4, respectively (see also the next subsection). Therefore, (P) is has at least one sign-changing solution because (P) is assumed to have no positive solutions and no negative solutions.
Next, we consider the case of (a 0 , b 0 ) ∈ C and (G 0 ). For our assertion, it suffices to show the existence of a non-trivial critical point of the C 1 functional E defined by
Roughly speaking, by using Lemma 20 and the same argument as in [17, Theorem 5] and [17, Theorem 6], we can get at least one non-trivial critical point of E, whence (P) has at least one sign-changing solution. The details are presented in the following subsection. Finally, we treat the last case (iii) of Theorem 4.
Proof of Theorem 4 in the case of (iii) under assumption (4-iv).
We define the following approximate functionals on W 
