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ABSTRAK, Energi listrik adalah salah satu kebutuhan 
pokok yang memiliki peranan yang sangat penting dalam 
kehidupan. Kebutuhan akan energi listrik tidak bisa 
terlepas dari kehidupan baik itu untuk kebutuhan rumah 
tangga, industri, maupun pemerintahan.setiap harinya 
konsumsi listrik pada waktu tertentu akan mengalami 
puncak pemakaian, sehingga dipandang perlu untuk 
mengetahui model peramalan beban puncak listrik 
sebagai bahan pertimbangan bagi pengambil kebijakan 
untuk menstabilkan sistem energi listrik khususnya di 
daerah Makassar oleh PT PLN (Persero) Wilayah 
SULSELRABAR. Untuk menyelesaikan permasalahan 
tersebut, dalam penelitian ini GJR-GARCH dianggap 
cocok untuk mengetahui model peramalan beban puncak 
energi listrik. Berdasarkan hasil penelitian maka diperoleh 
beberapa model yang digunakan dalam proses peramalan 
ini yaitu model ARIMA (1,1,1) dan model GJR-GARCH 
(1,1).  
 
Kata Kunci: ARIMA, Heterokedasticity, GJR-GARCH 
1. PENDAHULUAN 
Energi listrik adalah suatu kebutuhan pokok 
yang memiliki peranan yang sangat penting 
dalam kehidupan. Hal ini disebabkan oleh 
karena hampir seluruh peralatan elektornik yang 
digunakan oleh masyarakat menggunakan listrik 
sebagai sumber energi, baik dalam kehidupan 
rumah tangga, industri, maupun pemerintahan. 
Penggunaan energi listrik akan meningkat 
seiring dengan bertambahnya jumlah pelanggan 
dan banyaknya peralatan elektronik yang 
digunakan atau tingginya konsumsi energi 
listrik, kompleksnya aktivitas masyarakat akan 
berdampak pada tingginya tingkat permintaan 
energi listrik. 
Meningkatnya kebutuhan listrik menuntut 
Perusahaan Listrik Negara (PLN) sebagai pihak 
penyedia energi listrik dapat memenuhi 
kebutuhan listrik konsumen sehingga tercipta 
stabilitas dalam berbagai bidang. Karena energi 
listrik tidak dapat disimpan dalam jumlah besar, 
maka tenaga listrik harus tersedia pada saat 
dibutuhkan. Jika energi listrik yang dihasilkan  
oleh pihak PLN  terlalu besar maka akan 
menimbulkan pemborosan  energi  yang  akan 
berdampak pada kerugian pihak  PLN. Akan 
tetapi jika energi yang dihasilkan oleh 
pembangkit listrik lebih kecil daripada 
permintaan maka  akan berdampak pada tidak 
terpenuhinya kebutuhan listrik masyarakan 
(konsumen), sehingga akan menimbulkan 
kerugian bagi konsumen karena pemadaman  
listrik bergilir harus dilakukan. Oleh sebab itu 
pihak PLN selaku penyedia energi listrik harus 
membuat perencanaan sistem pengembangan 
energi listrik untuk mengetahui seberapa besar 
daya listrik yang harus disalurkan kepada 
konsumen sehingga daya yang disalurkan itu 
tepat sasaran dan tepat ukuran.   
Dalam rangka pemenuhan kebutuhan energi  
listrik yang memadai, diperlukan manajemen 
perencanaan operasi sistem yang tepat, salah 
satunya yaitu pemodelan peramalan beban 
listrik untuk memberikan informasi bagi  pihak 
PLN  agar  dapat  memperkirakan  besarnya  
permintaan energi listrik.  
Pemodelan ini dapat digunakan untuk 
memperkirakan tingkat kebutuhan energi listrik 
konsumen yang akan datang guna untuk 
melakukan perencanaan operasi sistem yang 
baik dalam bidang apapun termasuk dalam 
bidang perencanaan pemenuhan kebutuhan 
listrik khususnya pada bidang peramalan beban 
puncak listrik harian jangka pendek.  
Salah satu model yang dapat digunakan dalam 
proses peramalan beban puncak energi listrik 
adalah dengan menggunakan metode peramalan 
Glosten, Jaganathan, Runkle Generalized 
Autoregressive Conditional Heteroskedasticity 
(GJR-GARCH). Model ini pertama kali 
diperkenalkan pada tahun 1993 oleh Glosten, 
Jaganathan dan Runkle. Salah satu keistimewan 
dari model ini adalah menganggap variance 
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yang tidak konstan (heterokedastisitas) yang 
diperoleh dari tiap konsumen karena pola 
komsumsi listrik yang berbeda-beda bukanlah 
menjadi sebuah permasalahan dan menjadikan 
model ini cocok digunakan untuk melakukan 
permalan beban puncak energi listrik. Oleh 
karena itu artikel ini bertujuan untuk 
mengetahui model persamaan peramalan beban 
puncak energi listrik dengan menggunakan 
metode GJR-GARCH.  
2. TINJAUAN PUSTAKA 
Deret waktu (Time Series) adalah serangkaian 
nilai pengamatan (observasi) yang diambil 
selama kurun waktu tertentu, pada umumnya 
dalam interval-interval yang sama panjang. 
Dalam melakukan proses peramalan dari nilai 
suatu variabel di waktu yang akan datang, harus 
memperhatikan dan mempelajari terlebih dahulu 
sifat dan perkembangan variabel itu di waktu 
yang lalu. Nilai dari suatu variabel dapat 
diramalkan jika sifat dari variabel tersebut 
diketahui di waktu sekarang dan di waktu yang 
lalu, yang digunakan sebagai bahan 
pembelajaran  perkembangan historis dari suatu 
variabel, biasanya urutan nilai-nilai variabel itu 
diamati menurut waktu. 
Model ARCH dan GARCH 
Model-model  ekonometrik  konvensional, 
varian  dari  residual  diasumsikan  konstan  di 
sepanjang  waktu.  Akan  tetapi realitanya pada  
banyak  kasus terutama  untuk  data  keuangan  
terdapat  fluktuasi yang  tidak  wajar  pada  
suatu  periode  yang  diikuti oleh periode 
berikutnya yang mungkin  lebih stabil. Dalam 
suatu kasus yang kondisi  asumsi  varian  
konstan (homoskedastisitas)  tidak  terpenuhi, 
banyak pendekatan  yang  digunakan  untuk  
mengatasinya misalnya  dengan  
mentransformasi  datanya  agar variansnya 
menjadi lebih stabil. 
Engle memperkenalkan suatu model dalam 
analisis deret waktu yang memperlakukan 
variansi dari error sebagai proses 
autoregressive (AR), kemudian dikenal sebagai 
model Autoregressive Conditional 
Heteroscedasticity (ARCH) dengan 
mengenalkan konsep conditional 
heteroscedasticity.  Model  ini  digunakan  
untuk  mengatasi  varian yang tidak konstan 
(heterokedatisitas) dengan memodelkan fungsi 
rataan dan fungsi ragam secara simultan. 
Selanjutnya Bollerslev mengembangkan model 
ARCH menjadi model Generalized 
Autoregressive Conditional Heteroscedasticity 
(GARCH), yang memungkinkan variansi dari 
error sebagai proses Autoregressive Moving 
Average (ARMA). Model  GARCH  memiliki  
karakteristik  respon volatilitas  yang  simetris  
terhadap  guncangan.  Dengan  kata  lain,  
sepanjang intensitasnya  sama maka  respon  
volatilitas  terhadap  suatu  guncangan  adalah  
sama, baik guncangan positif (good news) 
maupun negatif (bad news).  
Adapun bentuk umum model GARCH (p,q) 
adalah sebagai berikut  
𝑌𝑌𝑡𝑡 = 𝑐𝑐 + 𝛾𝛾1𝑋𝑋𝑡𝑡−1 + ⋯+ 𝛾𝛾𝑝𝑝𝑋𝑋𝑡𝑡−𝑝𝑝 + 𝜀𝜀𝑡𝑡    
     
𝜎𝜎𝑡𝑡
2 = 𝛼𝛼0 + 𝛼𝛼1𝜀𝜀𝑡𝑡−12 + ⋯+ 𝛼𝛼𝑝𝑝𝜀𝜀𝑡𝑡−𝑝𝑝2 + 𝛽𝛽1𝜎𝜎𝑡𝑡−12 +
⋯+ 𝛽𝛽𝑞𝑞𝜎𝜎𝑡𝑡−𝑞𝑞2     
Dimana : 
𝑌𝑌𝑡𝑡   = variabel dependent 
𝛾𝛾𝑝𝑝   = koefisien variabel independent 
𝑋𝑋𝑡𝑡−𝑝𝑝   = variabel independent 
𝜀𝜀𝑡𝑡   = residual (error) 
𝜎𝜎𝑡𝑡
2   = variansi residual 
𝛼𝛼0   =konstanta pada persamaan 
ragam 
𝛼𝛼1𝜀𝜀𝑡𝑡−1
2   =komponen ARCH pada saat 
waktu t-1 
𝛽𝛽1   =kosntanta pada kompenen 
GARCH 
𝛼𝛼𝑝𝑝𝜀𝜀𝑡𝑡−𝑝𝑝
2   = komponen ARCH 
𝛽𝛽𝑞𝑞𝜎𝜎𝑡𝑡−𝑞𝑞
2   = komponen GARCH 
Uji ARCH-LM 
Uji  Lagrange Multiplier  sering juga disebut 
sebagai  ARCH-LM test.  Uji ini digunakan 
untuk mendeteksi adanya sifat 
heteroskedastisitas pada data, uji ini juga 
menunjukkan adanya efek ARCH pada suatu 
data dan menjadi acuan dalam penelitian ini. 
Oleh karen itu,  uji  Lagrange Multiplier    
(ARCH-LM test) dapat digunakan pada 
penelitian ini untuk menguji heteroskedastisitas 
dan efek ARCH. Ide pokok uji ini adalah bahwa 
varians residual bukan hanya fungsi dari 
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variabel independen tetapi tergantung pada 
residual kuadrat pada periode sebelumnya.  
Berikut merupakan langkah pengujian efek 
ARCH : 
Hipotesis : 
𝐻𝐻0 ∶  𝛼𝛼0 = 𝛼𝛼1 = ⋯ =  𝛼𝛼𝑝𝑝 = 0   (tidak terdapat 
efek ARCH dalam residualnya) 
𝐻𝐻1  ∶  minimal ada satu 𝛼𝛼𝑖𝑖 ≠ 0,𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑖𝑖 =1,2, …𝑝𝑝 (ada efek ARCH dalam residualnya) 
 Statistik Uji : 
𝐹𝐹 = ((𝑆𝑆𝑆𝑆𝑅𝑅0−𝑆𝑆𝑆𝑆𝑅𝑅1)𝑝𝑝 )( 𝑆𝑆𝑆𝑆𝑅𝑅1(𝑇𝑇−2𝑝𝑝−1))      
    
Di mana : 
𝑆𝑆𝑆𝑆𝑅𝑅0 = ∑ (𝜀𝜀𝑡𝑡2 − 𝜔𝜔)2𝑇𝑇𝑡𝑡=𝑝𝑝+1    
     
𝜔𝜔 = ∑ 𝜀𝜀𝑡𝑡2𝑇𝑇𝑡𝑡=1
𝑇𝑇
      
     
𝑆𝑆𝑆𝑆𝑅𝑅1 = ∑ 𝑊𝑊𝑡𝑡2𝑇𝑇𝑡𝑡=𝑝𝑝+1      
    
Dengan  
𝛼𝛼 = taraf signifikansi (0,05) 
𝑝𝑝 = jumlah variabel independen 
𝑊𝑊𝑡𝑡
2 = residual kuadrat terkecil 
𝜔𝜔 = rata-rata sampel dari T 
Kriteria Keputusan 𝐻𝐻0 ditolak jika 𝐹𝐹ℎ𝑖𝑖𝑡𝑡  >
𝜒𝜒𝑝𝑝2(𝛼𝛼) atau 𝑝𝑝 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑢𝑢𝑣𝑣 < 𝛼𝛼   
Model GJR-GARCH  
Model GARCH  yang  telah  diuraikan  di  atas 
dan memiliki  karakteristik  respons volatilitas  
yang  simetris  terhadap  guncangan.  Dengan  
kata  lain,  sepanjang intensitas respon 
volatilitasnya sama terhadap  suatu  guncangan, 
baik guncangan positif (good news) maupun 
negatif (bad news).  
Pengembangan model GARCH yang 
selanjutnya mengakomodasi kemungkinan 
adanya respon volatilitas yang asimetris. Dari 
literartur teori keuangan diketahui bahwa 
respons (dalam antrian gejolak pasar) lebih 
besar ketika news yang datang adalah bersifat 
negatif dari pada positif. Sebagai contoh, suatu 
berita tidak terduga mengenai laporan 
keuntungan perusahaan dapat memberikan 
dampak gejolak terhadap harga saham yang 
lebih besar ketika berita itu negatif (laporan 
rugi) dari pada positif ( laporan untung ). Hal ini 
terjadi bahkan ketika intensitas news/surprise 
tersebut adalah sama (nominal keuntungan / 
kerugian adalah sama). 
Untuk mendeteksi keberadaan pengaruh  
leverage effect (efek asimetris) salah satunya 
dapat dilakukan dengan cara data runtun waktu 
dimodelkan ke dalam model GARCH. 
Kemudian  dari model  tersebut  diuji  ada  
tidaknya  efek  asimetris  pada  data  dengan 
melihat  korelasi  antara  𝜀𝜀𝑡𝑡 2 (residual  kuadrat)  
dengan  𝜀𝜀𝑡𝑡     (lag  residual)  dengan 
menggunakan korelasi silang (cross tab). 
Adanya efek asimetris terhadap suatu data 
ditandai dengan korelasi yang  tidak sama 
dengan nol. 
Untuk mengatasi persoalan guncangan 
asimetris, ini terdapat dua model yang biasa 
digunakan, yaitu model TARCH (Treshold 
ARCH) atau biasa juga disebut dengan GJR-
GARCH (Glosten Jaganathan, dan Runkle) dan 
EGARCH (Exponential GARCH). 
Model TGARCH atau yang biasa juga disebut 
dengan GJR-GARCH pertama kali 
diperkenalkan oleh Glosten, Jaganathan dan 
Runkle pada tahun 1993. Persamaan model 
GJR-GARCH yaitu sebagai berikut :  
  
𝜎𝜎𝑡𝑡
2 = 𝛼𝛼0 + 𝛼𝛼1𝜀𝜀𝑡𝑡−12 + ⋯+ 𝛼𝛼𝑝𝑝𝜀𝜀𝑡𝑡−𝑝𝑝2 +
𝛾𝛾𝜀𝜀𝑡𝑡−1𝑑𝑑𝑡𝑡−1 + 𝛽𝛽1𝜎𝜎𝑡𝑡−12 + ⋯+ 𝛽𝛽𝑝𝑝𝜎𝜎𝑡𝑡−𝑝𝑝2        
Dimana d adalah peubah boneka (dummy 
variable) 𝑑𝑑𝑡𝑡−1 = 1 jika 𝜀𝜀𝑡𝑡−1 < 0 dan 𝑑𝑑𝑡𝑡−1 = 0 
jika 𝜀𝜀𝑡𝑡−1 > 0. 
Uji Akaike Information Criterion (AIC) 
AIC digunakan untuk  memilih model terbaik. 
Untuk memperoleh model terbaik dapat dilihat  
dari nilai AIC terkecil.  Rumusan  AIC adalah 
sebagai berikut : 
𝐴𝐴𝐴𝐴𝐴𝐴 = �𝑣𝑣2𝑘𝑘𝑛𝑛 � �∑𝑒𝑒𝑖𝑖2
𝑛𝑛
� = �𝑣𝑣2𝑘𝑘𝑛𝑛 �  �𝑆𝑆𝑆𝑆𝑆𝑆
𝑛𝑛
�     
Di mana: 
SSE = Sum Square Error =  ∑𝑣𝑣𝑖𝑖2 =  ��?̂?𝑍𝑖𝑖 − 𝑍𝑍𝑖𝑖�2 
K = jumlah parameter dalam model 
n = jumlah observasi (sampel) 
3. METODOLOGI 
Data yang digunakan dalam penelitian ini 
merupakan  data sekunder yang diperoleh dari 
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Lag  ACF Lag2 ACF Lag3 ACF4 Lag5 ACF6 Lag7 ACF8
1 0,77 21 0,577 41 0,413 61 0,235 81 0,134
2 0,642 22 0,553 42 0,435 62 0,278 82 0,131
3 0,592 23 0,498 43 0,405 63 0,332 83 0,156
4 0,583 24 0,473 44 0,353 64 0,304 84 0,181
5 0,583 25 0,452 45 0,332 65 0,248 85 0,141
6 0,622 26 0,478 46 0,318 66 0,213 86 0,12
7 0,64 27 0,501 47 0,311 67 0,202 87 0,098
8 0,606 28 0,528 48 0,361 68 0,203 88 0,094
9 0,597 29 0,5 49 0,401 69 0,232 89 0,095
10 0,564 30 0,439 50 0,389 70 0,271 90 0,124
11 0,553 31 0,406 51 0,336 71 0,248 91 0,155
12 0,56 32 0,406 52 0,31 72 0,203 92 0,122
13 0,584 33 0,441 53 0,312 73 0,164 93 0,095
14 0,604 34 0,464 54 0,308 74 0,168 94 0,057
15 0,57 35 0,48 55 0,348 75 0,161 95 0,03
16 0,537 36 0,432 56 0,346 76 0,185 96 0,038
17 0,527 37 0,379 57 0,313 77 0,214 97 0,067
18 0,503 38 0,358 58 0,271 78 0,18 98 0,093
19 0,512 39 0,364 59 0,256 79 0,165 99 0,073
20 0,547 40 0,363 60 0,236 80 0,157 100 0,032
PLN (Persero) Wilayah SULSELRABAR pada 
periode Januari  sampai pada Desember 
2016Prosedur Analisis. Adapun prosedur pada 
penelitian ini adalah 
1. Melakukan uji stasioner pada data beban 
puncak, jika data belum stasioner maka 
dilakukan proses differencing atau 
transformasi. 
2. Melakukan identifikasi model dengan 
melihat dan memperhatikan pergerakan plot 
ACF dan PACF. 
3. Mengistimasi parameter-parameter yang 
digunakan dengan menggunakan Maximum 
Likelihood 
4. Membuat model ARIMA Box Jenkins dan 
memilih model terbaik pada model ARIMA 
dengan melihat nilai AICnya. 
5. Mengecek apakah ada efek ARCH pada 
model ARIMA  
6. Melakukan uji efek asismetris dengan 
menggunakan model GARCH : 
a.  Jika  runtun  waktu  bersifat  simetris,  
maka  tetap  menggunakan model GARCH.  
b. Jika runtun waktu bersifat asimetris, 
maka menggunakan model TGARCH atau 
GJR-GARCH  
7. Membuat model GJR-GARCH dan 
mengestimasi parameternya dengan 
melakukan verifikasi model GJR-GARCH 
dengan melihat nilai AIC dan SIC 
8. Melakukan Peramalan beban puncak energi 
listrik untuk beberapa periode kedepan 
4. PEMBAHASAN 
Pengujian Stasioneritas  
 
Gambar 4.1 Grafik data Beban Puncak 
Data yang digunakan untuk penelitian ini adalah 
beban puncak energi listrik untuk wilayah 
makassar yang merupakan data sekunder dan 
dimulai dari tanggal 1 Januari 2016 sampai pada 
tanggal 31 Desember 2016 dengan jumlah 
observasi 365 hari. Berdasarkan data tersebut 
pada lampiran 1 maka diperoleh grafik runtun 
waktu pada Gambar 4.1  
Berdasarkan grafik pada Gambar 4.1 di atas 
dapat dilihat bahwa pola tren data runtun waktu 
tersebut tidak stasioner pada rata-rata karena 
terjadi perubahan rata-rata dari waktu ke waktu. 
Selain itu dapat pula dilihat pada plot ACF dan 
nilai autokorelasi yang dapat dilihat pada 
Gambar 4.2 dan Tabel 4.1 
 
Gambar 4.2. Grafik fungsi autokorelasi beban puncak 
Tabel 4.1 Autokorelasi data beban puncak 
Dari grafik di atas dapat di identifikasikan 
bahwa nilai autokorelasinya turun lambat 
dengan kata lain nilai autokorelasinya tidak jauh 
berbeda dengan lag sebelumnya. Pada lag 1 
nilai autokorelasinya yaitu 0,770, lag 2 yaitu 
0,642 dan lag 3 yaitu 0,592. Nilai tersebut 
cenderung turun mengikuti setiap pertambahan 
lagnya, dan pada diagram terlihat bahwa banyak 
lagnya yang melewati garis batas atas signifikan 
(upper confident limit) yang merupakan garis 
selang kepercayaan batas kesignifikanan 
autokorelasi. Berdasarkan diagram autokorelasi 
JURNAL MSA VOL. 6 NO. 1 ED. JAN-JUNI 2018 
31 
tersebut dapat disimpulkan bahwa bentuk 
diagram ACF turun lambat melewati garis batas 
signifikan yang berarti bahwa data beban 
puncak tersebut belum stasioner dalam rata-rata. 
Karena data tersebut belum stasioner dalam 
rata-rata maka langkah yang dilakukan adalah 
dengan melaukukan differencing, 
Differencing 
Untuk menstasionerkan data maka dilakukan 
differencing  orde pertama dan diperoleh  hasil 






Gambar 4.3 Plot data beban puncak setelah differencing 1 
Selanjutnya untuk menguji kestasioneran data 
secara statistic dapat dilakukan dengan 
menggunakan Uji ADF Test data hasil  
differencing orde pertama dan diperoleh hasil 
pada Tabel 4.2. 
Tabel 4.2 Uji Augmented Dickey –Fuller Data 
Beban Puncak Differencing Orde Pertama 
 
Dari Tabel 4.2 diperoleh nilai ADF probabilitas 
sebesar 0,01. Nilai tersebut lebih kecil dari taraf 
signikan 5%, Karena nilainya lebih kecil maka 
H0 ditolak yang berarti bahwa data hasil 
differencing orde pertama sudah stasioner, maka 
tidak perlu dilakukan differencing orde 2. 
Karena data tersebut telah stasioner maka 
dilanjutkan dengan mengidentifikasi modelnya. 
Untuk melanjutkan pada tahap identikasi model 
AR dan MA dari suatu data time series dapat 
dilihat  dari plot Autocorrelation Function 
(ACF) dan Partial Autocorrelation Function 
(PACF) pada berbagai lag. Berdasarkan data 
dari hasil differencing maka diperoleh nilai ACF 
beserta nilai autokorelasinya yang ditampilkan 
pada Tabel 4.3 dan Gambar 4.4  
Identifikasi Model Box-Jenkins 
 
Gambar 4.4 Plot ACF Beban puncak setelah proses 
differencing 1 
 
Tabel 4.3 Nilai autokorelasi setelah differencing 1 
 
Dari diagram ACF dapat dilihat bahwa lagnya 
terpotong setelah lag 2 kemudian turun secara 
eksponensial dan membentuk gelombang sinus 
dengan nilai autokorelasi yang negatif dan 
positif, terlihat dari nilai autokorelasi pada lagi 
1 yaitu -0,218, lag 2 yaitu -0,175, lag 3 yaitu -
0,079 dan lag 4 yaitu -0,01 yang turun seiring 
dengan bertambah lagnya. Sehingga dugaan 
model yang dapat dibangkitkan adalah MA(2). 
Sedangkan untuk diagram PACF dan nilai 
autokorelasi parsialnya ditampilkan pada 
Gambar 4.5 dan Tabel 4.4 berikut 
 
 
Gambar 4.5 Plot PACF Beban Puncak setelah proses 
differencing 1 
T-Statistic Probability
Augmented Dickey-Fuller -10,847 0,01
Lag  ACF Lag ACF Lag ACF Lag ACF Lag ACF
1 -0,218 21 0,116 41 0,053 61 -0,102 81 -0,043
2 -0,175 22 0,075 42 0,115 62 -0,026 82 -0,06
3 -0,079 23 -0,072 43 0,056 63 0,18 83 -0,014
4 -0,01 24 0,003 44 -0,077 64 0,058 84 0,138
5 -0,085 25 -0,101 45 0,005 65 -0,044 85 -0,043
6 0,039 26 0,023 46 -0,024 66 -0,039 86 -0,002
7 0,12 27 -0,009 47 -0,139 67 -0,022 87 -0,011
8 -0,07 28 0,119 48 0,024 68 -0,082 88 -0,029
9 0,047 29 0,062 49 0,117 69 -0,018 89 -0,061
10 -0,036 30 -0,07 50 0,092 70 0,148 90 -0,004
11 -0,046 31 -0,06 51 -0,062 71 0,044 91 0,142
12 -0,029 32 -0,089 52 -0,07 72 -0,027 92 -0,014
13 0,009 33 0,02 53 0,021 73 -0,093 93 0,011
14 0,113 34 0,016 54 -0,095 74 0,023 94 -0,024
15 0,001 35 0,125 55 0,093 75 -0,066 95 -0,066
16 -0,056 36 0,036 56 0,057 76 -0,012 96 -0,035
17 0,044 37 -0,067 57 0,019 77 0,144 97 0,007
18 -0,109 38 -0,055 58 -0,053 78 -0,041 98 0,098
19 -0,04 39 0,019 59 0,026 79 -0,018 99 0,026
20 0,005 40 -0,121 60 -0,043 80 0,04 100 -0,034
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Tabel 4.4 Nilai autokorelasi parsial setelah 
differencing 1 
 
Berdasarkan diagram PACF dapat dilihat bahwa 
ada beberapa lag yang tidak signifikan atau 
keluar dari batas signifikan yaitu sampai pada 
lag 6, yang kemudian  mengalami dies down 
atau menurun seiring bertambah lagnya dengan 
membentuk gelombang sinus dengan tanda 
positif dan negatif, dilihat dari nilai autokorelasi 
pada lag 1 yaitu -0,218, lag 2 yaitu -0,234, lag 3 
yaitu -0,197, lag 4 yaitu -0,148, lag 5 yaitu -
0.224 dan lag 6 yaitu -0.137, sehingga dugaan 
model yang dapat dibangkitkan adalah model 
AR(6).  Jadi berdasarkan diagram ACF dan 
PACF maka estimasi modelnya sementaranya 
adalah model ARIMA (1,1,1), ARIMA (2,1,1), 
ARIMA (3,1,1), ARIMA (4,1,1), ARIMA 
(5,1,1), ARIMA (6,1,1), ARIMA (1,1,2), 
ARIMA (2,1,2), ARIMA (3,1,2), ARIMA 
(4,1,2), ARIMA (5,1,2) dan ARIMA(6,1,2). 
Estimasi Parameter Model ARIMA 
Setelah melakukan identifikasi model ARIMA, 
langkah selanjutnya adalah mengestimasi 
model, Pada tahap ini dilakukan pengujian 
kelayakan model dengan mencari model terbaik 
dengan melihat nilai Akaike Information 
Criterion (AIC) yang terkecil. Estimasi dari 
model ARIMA ditujukkan pada Tabel 4.5 
berikut: 
Tabel 4.5 Estimasi Model ARIMA 
 
Berdasarkan hasil estimasi parameter model 
ARIMA diperoleh nilai AIC yang terkecil yaitu 
model ARIMA (2,1,1) seperti pada Tabel 4.5. 
Untuk pengujian estimasi parameter dari model 
tersebut dapat dilihat dari nilai |𝑢𝑢| kemudian 
dibandingkan dengan  nilai t tabel. Untuk 
parameter AR1 nilai t = 7,451, parameter AR2 
nilai t = -1,915 dan  untuk parameter MA1 nilai 
t = -29,539 sedangkan nilai 𝑢𝑢𝛼𝛼 2 ;𝑑𝑑𝑑𝑑⁄  = 1,96, 
maka diperoleh hasil |𝑢𝑢| > 𝑢𝑢𝛼𝛼 2 ;𝑑𝑑𝑑𝑑⁄   untuk 
parameter AR1 dan MA2 yang berarti bahwa 
model AR1 dan MA2 berpengaruh secara 
signifikan terhadap data, sedangkan untuk 
parameter AR2 nilai |𝑢𝑢| < 𝑢𝑢𝛼𝛼 2 ;𝑑𝑑𝑑𝑑⁄ , maka 
parameter AR2 berpengaruh terhadap model 
namun tidak secara signifikan atau tidak meberi 
pengaruh besar tehadap model. Dan berdasarkan 
uji kelayakan model diperoleh nilai p-value < 𝛼𝛼 
maka dapat disimpulkan bahwa model telah 
memenuhi asumsi white noise dan berdistribusi 
normal.   
Uji Pengaruh ARCH 
Dalam melakukan uji pengaruh ARCH model 
yang akan diuji adalah model ARIMA (2,1,1) 
dengan menggunakan uji ARCH-LM, Hasil uji 
ARCH-LM dapat dilihat pada Tabel 4.6 
Tabel 4.6 Uji ARCH-LM 
Berdasarkan Tabel 4.6 diperoleh nilai Chi 
Square  sebesar 25,153 dengan nilai P-Value 
0,0141. Karena nilai p-value yang diperoleh < 
𝛼𝛼  maka tolak H0 terdapat efek ARCH. 
Pendugaan Parameter GARCH 
Untuk  mengatasi  pengaruh  ARCH,  dilakukan  
dengan  memodelkan  data  beban puncak  
dalam  fungsi  rataan  dan  fungsi  ragam.  
Model  ragam  pertama  yang  akan digunakan  
adalah  model  GARCH.  Pendugaan  parameter  
dari  GARCH  dilakukan dengan metode 
Maximum Log Likelihood. Hasil dari pendugaan 
parameter GARCH dengan variabel dependent. 
Untuk itu indentifikasi model GARCH 
sederhana menggunakan model GARCH (1,1), 
GARCH(1,2), GARCH(2,1) dan GJR-
GARCH(2,2), Hasil dari pendugaan parameter 
GARCH diperoleh bahwa GARCH (1,1) yang 
mempunyai nilai AIC terkecil yaitu 9,891432 
dengan nilai parameter masing-masing disajikan 
Lag  ACF Lag ACF Lag ACF Lag ACF Lag ACF
1 -0,218 21 -0,019 41 -0,025 61 -0,026 81 -0,016
2 -0,234 22 0,088 42 0,036 62 -0,132 82 0,046
3 -0,197 23 -0,033 43 0,041 63 0,033 83 -0,027
4 -0,148 24 0,026 44 0,005 64 0,043 84 0,054
5 -0,224 25 -0,059 45 0,027 65 0,014 85 -0,051
6 -0,137 26 -0,024 46 0,041 66 0,041 86 -0,036
7 -0,004 27 -0,036 47 -0,083 67 0,021 87 -0,009
8 -0,108 28 0,051 48 -0,1 68 -0,005 88 -0,017
9 0,012 29 0,119 49 -0,008 69 -0,059 89 -0,031
10 -0,045 30 0,043 50 0,02 70 0,019 90 -0,011
11 -0,071 31 -0,016 51 -0,007 71 0,072 91 0,039
12 -0,074 32 -0,064 52 -0,075 72 0,008 92 -0,053
13 -0,094 33 -0,04 53 0,032 73 -0,021 93 0,011
14 0,046 34 -0,044 54 -0,056 74 0,049 94 -0,027
15 0,025 35 0,055 55 0,034 75 0,004 95 0,008
16 -0,039 36 0,057 56 0,008 76 -0,039 96 -0,005
17 0,074 37 0,009 57 0,01 77 0,039 97 0,013
18 -0,091 38 -0,039 58 -0,01 78 -0,08 98 0,011
19 -0,084 39 0,037 59 0,044 79 -0,052 99 0,004
20 -0,103 40 -0,111 60 0,028 80 0,027 100 -0,029
MODEL PARAMETER ESTIMASI S,E T-STATISTIC AIC
AR 1 0,4228 0,0573 7,378708551
MA 1 -0,9126 0,0239 -38,18410042
AR 1 0,4404 0,0591 7,45177665
AR 2 -0,1082 0,0565 -1,915044248
MA 1 -0,8921 0,0302 -29,5397351
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data beban puncak ditunjukkan pada Tabel 4.7 
berikut: 
Tabel 4.7 Pendugaan Parameter GARCH 
 
Pemilihan Model Terbaik GARCH 
Berdasarkan  Tabel 4.7 diperoleh model terbaik 
yaitu model ARIMA (2,1,1) GARCH (1,1) 
dengan melihat nilai AIC terkecil, maka model 
dari ARIMA (2,1,1) GARCH (1,1), 
𝑍𝑍𝑡𝑡 = 0,1073 + 0,4552Zt−1 −0,1006Zt−2
− 0,8919εt−1 + εt 
Dan  
𝜎𝜎𝑡𝑡
2 = 985,48 + 0,1371𝜀𝜀𝑡𝑡−12 + 0,000𝜎𝜎𝑡𝑡−12  
Pendugaan Parameter GJR-GARCH atau 
TGARCH 
Karena model ARIMA(2,1,1) GARCH(1,1) 
bersifat asimeteris maka dilakukan pendugaan 
model TGARCH, Untuk menduga model 
TGARCH dilakukan dengan menggunakan 
metode trial and error,  Untuk itu indentifikasi 
model GJR-GARCH sederhana menggunakan 
model GJR-GARCH (1,1), GJR-GARCH(1,2), 
GJR-GARCH(2,1) dan GJR-GARCH(2,2), 
Hasil dari pendugaan parameter GJR-GARCH 
diperoleh bahwa GJR-GARCH (1,1) yang 
mempunyai nilai AIC terkecil yaitu 9,896821 
dengan nilai parameter masing-masing disajikan 
dalam Tabel 4.8 berikut: 
Tabel 4.8 Hasil pendugaan Parameter GJR-
GARCH 
 
10 Pemilihan Model GJR-GARCH 
Berdasarkan Tabel 4,8 diperoleh model GJR-
GARCH terbaik adalah model GJR-GARCH 
(1,1) dengan melihat nilai AIC terkecilnya, 







Berdasarkan data beban puncak energi listrik 
untuk wilayah makassar diperoleh model terbaik 
yaitu model GJR-GARCH (1,1) atau TGARCH 
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