Most of the real world science and engineering optimisation problems are non-linear and constrained. This paper presents a hybrid algorithm by integrating particle swarm optimisation with stochastic ranking for solving standard constrained numerical and engineering benchmark problems. Stochastic ranking technique that uses bubble sort mechanism for ranking the solutions and maintains a balance between the objective and the penalty function. The faster convergence of particle swarm optimisation and the ranking technique are the major motivations for hybridising these two concepts and to propose the stochastic ranking particle swarm optimisation (SRPSO) technique. In this paper, SRPSO is used to optimise 15 continuous constrained single objective benchmark functions and five well-studied engineering design problems. The performance of the proposed algorithm is evaluated based on the statistical parameters such mean, median, best, worst values and standard deviations. The SRPSO algorithm is compared with six recent algorithms for function optimisation. The simulation results indicate that the SRPSO algorithm performs much better while solving all the five standard engineering design problems where as it gives a competitive result for constrained numerical benchmark functions.
Introduction
Most of the real world science and engineering optimisation problems are complex and non-linear. They have a number of linear and/or non-linear constraints embedded in to them and they can hence be categorised as constrained optimisation problems (COPs). These are the problems that involve minimisation or maximisation of the objective function under certain given constraints such as inequality, equality, upper bound and lower bound. Without any loss of generality the COP can be formulated as ( ) ( ) ( ) ( ) 
where f is the objective function, g i , and h i are inequality and equality constraints respectively. The values l i and u i for 1 ≤ i ≤ D are the lower and upper bounds defining the search space S. Efficient handling of constraints is a major challenge for evolutionary and swarm intelligence (SI) algorithms. The most common technique to handle COPs is to introduce a penalty term into the objective function for penalising constraint violations. This approach also transforms the COP into an unconstrained optimisation problem. Although this procedure is simple, the selection of penalty factor is an important issue. The optimum value of penalty factor maintains a proper balance between objective function and constraints. Since the penalty factor is mostly problem-dependent, it is difficult to decide the optimum value a priori. To address this issue, dynamic penalty factor is introduced (Smith and Coit, 1998) . The advantages with this approach are that the value of penalty factor adjusts dynamically. Stochastic ranking (SR) technique has been proposed (Runarsson and Yao, 2000) to maintain the required balance between objective function and penalty function without introducing the penalty factor. This technique uses a simple bubble sort algorithm to rank the individuals according to the objective and penalty values. Huang et al. (2007) proposed a differential evolution (DE) approach based on a co-evolution mechanism, named as CDE, to solve constrained problems. In the CDE algorithm, DE is used to search for a solution as well as a penalty factor in the search space. The solutions and penalty factors evolve interactively and self-adaptively resulting in a suitable penalty factor for the problem.
Particle swarm optimisation (PSO) is a population-based SI technique that simulates the social behaviour of a group of simple individuals, i.e., bird flock or fish school (Eberhart and Kennedy, 1995) . The swarm adjusts its flying direction and search for a global optimum solution through collective intelligence. PSO has shown a good performance in solving non-linear unconstrained optimisation problems (Sabat and Ali, 2008; Sabat et al., 2009 ). However, the basic PSO, like other evolutionary algorithms (EAs), lacks an explicit mechanism to handle constraints that are often found in science and engineering optimisation problems. In the recent past, Parsopoulos and Vrahatis (2002) introduced a multi-stage non-stationary penalty function with PSO to handle constraints. The non-stationary penalty function adjusts penalty values dynamically. This approach gives good results on a specific set of problems. Coelho proposed a variation of evolutionary strategy named as simple multimembered evolution strategy (SMES) (Mezura-Montes and Coello, 2005) to solve constrained problems. In this approach too, the penalty factor is not being used. Instead a simple feasibility-based comparison mechanism is used to guide the search process towards a feasible region of the search space. This approach uses a diversity mechanism which consists of allowing infeasible solutions close to the boundaries of the feasible region and this improves the exploitation. The EA used for solving COP problems search for the solution, in the allowed search space. To speed up the convergence and to improve the quality of solution, Amirjanov (2006) proposed changing the range of the genetic algorithm (CRGA) in which the search space changes adaptively to obtain a good solution. In the recent past, the Gaussian distribution is also being used for generating acceleration coefficients and being used for solving constrained problems (CPSO-GD) (Krohling and Coelho, 2006) . Jiao and Tang (2008) proposed constrained engineering optimisation via particle swarm optimisation (CEOPSO). The constraint handling mechanism in CEOPSO (Jiao and Tang, 2008) preserves some of the infeasible individuals in the population during search process. The hybrid Nelder-Mead simplex method along with particle swarm optimisation method (NMPSO) (Zahara and Kao, 2009 ) is being reported as a better algorithm for solving COPs. In this approach, a constraint fitness priority-based ranking with repair method that uses gradient information derived from the constraint set is used to evaluate the particles during the search process. In literature, its performance is reported on its ability to solve engineering design problems but very few results are available for optimising numerical benchmark functions. Sun et al. (2009) proposed new vector particle swarm optimisation (NVPSO) for COPs. The NVPSO has the constraint-preserving method as the constraint-handling mechanism. In NVPSO shrinkage coefficients were used to ensure that all particles were within the upper and lower bounds, and then one-dimensional search approaches were employed to pull the particle back into the feasible space if it did not satisfy constraints. Zeng et al. (2009) presented a micro niche evolutionary algorithm (MNEA) for COPs. This algorithm uses lower-dimensional-search crossover and the best member from each niche was selected and these members' forms the breeding pool of the EA. Chen et al. (2009) applied a novel PSO for tuning radial basis function (RBF) network model for identification of non-linear systems. This PSO aided orthogonal forward regression (OFR) determines the number of tunable RBF nodes required for sufficient modelling. Coelho (2010) proposed Gaussian quantum-behaved particle swarm optimisation (GQPSO). GQPSO (Coelho, 2010) algorithm harnesses the quantum mechanics theories embedded in PSO, essentially mutation operator with Gaussian probability distribution was incorporated. Sun et al. (2011) presented an improved vector PSO for COPs. The IVPSO uses simple constraint-preserving method to handle constraints conflicts in which particles keep only feasible solutions in their memory, thereby minimising the search space. This paper proposes SRPSO algorithm which is a hybridisation of PSO and SR (Runarsson and Yao, 2000) technique to solve constrained problems. In order to evaluate the performance of SRPSO algorithm, 15 numerical benchmark functions proposed in CEC 2006 (Liang et al., 2006) and five engineering design problems such as welded beam, pressure vessel, three-bar truss, speed reducer and spring design problems are considered. The performance of SRPSO algorithm is compared with present state of art techniques such as CRGA, SAPF, CDE, CPSO-GD, NVPSO and SMES for numerical benchmark functions and Ray and Liew, NM-PSO, CPSO, IHS, DSS-MDE and GQPSO for solving engineering design problems.
This paper is organised as follows. Section 2 gives an outline of the SR technique. Section 3 introduces the basic PSO algorithm. Section 4 describes the proposed SRPSO algorithm. The experimental setup and simulations for 15 benchmark functions along with five engineering problems are described in Section 5. Section 6 discusses results followed by conclusions in Section 7.
Stochastic ranking
The COP of equation (2) can be transformed into an unconstrained optimisation problem with the introduction of penalty factor as ( )
where φ ≥ 0 is a real valued function that imposes a penalty.
The penalty on each constraint is imposed by the penalty factor r k . Although the above penalty function method works well for certain COPs, the selection of penalty factor r k remains a challenge. If the penalty factor is chosen to be too small, an infeasible solution may not be penalised enough (underpenalisation), leading to a final infeasible solution. If the penalty factor is too large, a feasible solution is very likely to be found (overpenalisation), but could be of very poor quality. Thus, underpenalisation and overpenalisation are not efficient for handling constraints. An optimum value of the penalty factor needs to be selected for proper balance between objective function and penalty function. To address the problem of underpenalisation and overpenalisation, the SR technique has been proposed (Runarsson and Yao, 2000) .
The SR technique uses a simple bubble sort algorithm to rank the individuals based on the objective and penalty values. In SR, a probability P f is introduced to rank individuals. P f is used to compare the objective function in infeasible regions of the search space. Generally, two individuals are used for comparison. If both are in feasible space, the individual with smaller objective values will be of higher rank. If both individuals are in infeasible space, the individual with smaller objective value will have a higher rank with a probability P f . If one particle is in feasible space and the other one is in infeasible space, then the particle in feasible space is awarded a higher rank. All individuals are ranked in this manner. This ranking scheme ensures that the good feasible solutions are obtained by striking a balance between objective function and constraints. Algorithm 1 shows simple bubble sort algorithm for ranking the particles. In Algorithm 1, s w represents number of swaps, NP is population size, φ(X j ) is constraint violation for X j particle, f(X j ) represents fitness value for X j particle, swap(X j , X j+1 ) exchanges particle X j with X j+1 and rand gives a uniformly distributed random number in the range [0, 1].
Algorithm 1 Pseudo code for SR using bubble sort procedure 1:
end if 7: else 8:
swap(X j , X j+1 ) 10:
end if 11:
end if 12: end for j 13:
if there is no swap 14: end for i 3 Particle swarm optimisation PSO is one of the most popular SI technique being used for optimisation (Robinson and Samii, 2004) . It utilises the searching capability of the swarm that arises from the interaction of the simple individual (Robinson and Samii, 2004 ). Each individual (particle) in the swarm represents a potential solution. Every particle remembers its current position and the best position found so far in the search process are called personal best (pbest). The best solution among the whole swarm is called global best (gbest). The location of this member is communicated to all the particles and hence, the flying trajectory of the particles is altered in the direction of the swarm's gbest and it is own pbest as
where X and V are position and velocity, c 1 and c 2 are cognitive and social component respectively, i refers to particle number, d and t refers to dimension and iteration number respectively. rand 1 and rand 2 are independent random variables uniformly distributed in the range [0, 1].
Constrained particle swarm optimisation with stochastic ranking: SRPSO
There exist many studies for solving COPs using EA (Coello, 2000 (Coello, , 2002 Smith and Coit, 1998; Runarsson and Yao, 2000; Michalewicz, 1995; Koziel and Michalewicz, 1999) and PSO (Yang et al., 2006; Takahama and Sakai, 2006) . However, it is still a challenging task to devise techniques for handling constraints effectively and efficiently. PSO has exhibited excellent results on unconstrained optimisation problems and is popular for its fast convergence (Sabat et al., 2009; Sabat and Ali, 2008) . However, PSO neither explicitly nor implicitly has the mechanism to handle constraints. Due to its faster convergence and the popularity of SR for constrained handling, a hybridised technique for COPs is proposed and named as stochastic ranking particle swarm optimisation (SRPSO). The detail steps for implementing SRPSO are explained in Algorithm 2. The population of size NP are initialised randomly in the search space S. The objective function f(x) and penalty function φ(g(x)) of NP particles are evaluated. Based on constraint violations, all the particles are categorised as feasible or infeasible. All the particles are ranked as per the SR (Runarsson and Yao, 2000) using a simple bubble sort algorithm (Algorithm 1). The balance between underpenalisation and overpenalisation is achieved by setting the probability P f to 1 2 < (Runarsson and Yao, 2000) . The ranking among the individuals is based on adjacent member comparison and therefore the number of comparisons in worst case is NP(NP -1), where NP is the size of population. The P f is used to compare the particles in infeasible regions of the search space. Every two adjacent particles are used for comparison. If both are in feasible space, the individual with smaller objective value will be of higher rank. If both the adjacent particles are in infeasible space, P f is used to compare. The particles with smaller objective values will occupy the rank corresponding to the probability P f ; similarly all the particles will be ranked. The highest ranked particle will be marked as global best gbest for the current iteration and is compared with previous gbest. The one with minimum objective value is treated as gbest for next generation. The personal best pbest of the particles are also decided by the rank they achieve. Again, the best (highest-ranked) μ (μ is set as 7 )
NP individuals out of NP are selected for the next generation. In the next generation NP particles are regenerated from highest-ranked μ particles. The μ number of particles are the best particles in terms of constraint violation and solution (minimum fitness in case of minimisation problems). The characteristics of remaining particles (NP -μ) are altered as per μ particles. The (NP -μ) particles will occupy the place randomly near μ particles in solution space. To maintain the population of NP for the next iteration, the NP -μ number will be regenerated from μ particles.
Algorithm 2 Pseudo code for SRPSO algorithm

Initialisation
Initialise the swarm of size NP:
Initialise position ′X′ and velocity ′V′ in D-dimensional search range (X max , X min ).
Initialise c 1 = 1.479, c 2 = 1.479.
Evaluate the fitness of all the particles (NP).
Set the current position as pbest and the particle with the best fitness value as gbest.
Optimise for t ← 1, Maxgen do
Update velocity and position of each particle as
Rank the individuals according to stochastic ranking as per Algorithm 1.
Select the highest ranked μ particles.
Generate NP particles from μ individuals.
Evaluate fitness of each particle.
Update pbest: If current fitness dominates the previous then set current position as pbest else retain pbest.
Update gbest: If best of all the current pbest dominates the previous gbest then set best pbest as gbest else retain gbest.
end for t continue optimising until stopping criteria or maximum iteration reached
Report results
Terminate 5 Experimental setup and simulation
The simulations were carried out using Pentium Core2Duo, 2 GHz with 2 GB RAM. Algorithm is coded in MATLAB 7.2 in Windows-XP platform. The number of particles and maximum number of iterations for SRPSO were considered to be 25 and 1,000, respectively. The learning rate and mean step sizes are set as in Runarsson and Yao (2000) and in our experiment P f is set to 0.45.The SRPSO with population size of 100 is executed for 30 independent runs. Each run has 1,000 iterations for each numerical function and engineering design problems. In order to evaluate the performance of SRPSO algorithm, 15 numerical benchmark functions proposed in CEC 2006 (Liang et al., 2006) . The chosen test problems are characterised by various difficulties such as linear, non-linear, quadratic, different-dimensionality and with different and difficult constraints. The performance of SRPSO algorithm is compared with present state-of-the-art techniques such as CRGA, SAPF, CDE, CPSO-GD, NVPSO and SMES for numerical benchmark functions. The solution complexity for benchmark functions is represented by ρ metric which is defined as
where | F | is the number of feasible solutions in the total number of | S | randomly generated solutions (Zhang et al., 2008) . This metric is presented in Table 1 ( Liang et al., 2006) . In Table 1 , n is the number of decision variables, LI is the number of linear inequalities, NE is the number of non-linear equalities, NI is the number of non-linear inequalities and a is the number of active constraints in the functions. Further, the validation is carried out on five engineering design problems such as: The proposed SRPSO is compared with society and civilisation (Ray and Liew, 2003) , Nelder-Mead simplex search and particle swarm optimisation (NM-PSO) (Zahara and Kao, 2009 ), co-evolutionary particle swarm optimisation (CPSO) , improved harmony search (IHS) (Jaberipour and Khorram, 2010) , DE with dynamic stochastic selection (DSS-MDE) (Zhang et al., 2008) and GQPSO (Coelho, 2010) algorithms for solving engineering design problems based on the statistical parameters such as best, worst, mean, median values and standard deviations. Table 2 to Table 5 present the detailed comprehensive results of SRPSO with state of art on numerical benchmark functions and Table 6 and Table 7 present the results on engineering design problems. 
Problem 1: welded beam design
This problem aims to minimise the fabrication cost of welded beam, subject to constraints of shear stress (τ), bending stress in the beam (σ), buckling load on the bar 
Mathematically, this problem can be modelled as an optimisation problem (Ray and Liew, 2003) 
Problem 2: pressure vessel design
This problem aims to minimise the fabrication cost of cylindrical pressure vessel subject to constraints on thickness of pressure vessel T s , thickness of the head T h , inner radius of the vessel R and length of the vessel without head L. The variable vectors can be represented as
where 100 cm, 2 kN/cm and 2 kN/cm
Problem 4: speed reducer design
The well-known speed reducer design problem is to minimise the speed reducer weight subject to constraints on bending stress of the gear teeth, surface stress, transverse deflections of the shafts, and stresses in the shafts. This problem involves seven design variables such as width of the gear face (cm) x 1 , teeth module (cm) x 2 , number teeth in the pinion (integer) x 3 , length of the first shaft between bearings (cm) x 4 , length of the second shaft between bearings (cm) x 5 , diameter of first shaft x 6 (cm) and diameter of second shaft (cm) x 7 . This problem can be modelled as (Kannan and Kramer, 1994) ( ) 
Problem 5: tension/compression spring design problem
A tension/compression spring is to be designed for minimum weight subject to constraints on minimum deflection, shear stress, surge frequency, and limits on outside diameter. There are three design variables: the wire diameter d, the mean coil diameter D and the number of active coils N. The variable vectors can be represented as
The optimisation problem for this problem can be modelled as (Ray and Liew, 2003) ( )
subject to the following constraints:
( ) 
Results and discussion
This section presents the experimental results of SRPSO algorithm on the 15 constrained numerical functions and five engineering design problems. The best results obtained using the SRPSO algorithm is compared with the CRGA, SAPF, CDE, CPSO-GD and SMES algorithms (Amirjanov, 2006; Tessema and Yen, 2006; Huang et al., 2007; Krohling and Coelho, 2006; Mezura-Montes and Coello, 2005; Sun et al., 2009; Ray and Liew, 2003) for numerical functions.
For engineering design problems, performance of SRPSO is compared with CDE, Ray and Liew, NMPSO, CPSO, IHS and DSS-MDE algorithms (Zhang et al., 2008) .
Numerical benchmark function results
The statistical results (best, median and worst values) of the best feasible solutions obtained using SRPSO, in 30 independent runs for 15 bench mark functions are tabulated in Table 2 . The first two columns of Table 2 show the constrained functions and their corresponding optimum value. This table summarises the best, worst, median and the mean results over 30 independent runs. The robustness of the algorithm is tested with standard deviation. The standard deviation is also tabulated in Table  2 along with feasible rate (FR) (Liang et al., 2006) . The number of violated constraints at the median solution is represented as c in Table 2 : the sequence of three numbers indicate the number of violations (including inequality and equalities) by more than 1.0, more than 0.01 and more than 0.0001 respectively (Liang et al., 2006) . These three numbers necessarily indicate how good the algorithm is, i.e., lesser the value better the algorithm in handling constraints. The first number in sequence of thee number for c in Table 2 indicates that the algorithm has violated constraints by more that 1.0 and so on. Three zeros in the sequence indicate that the algorithm is good and does not violate constraints. The mean value of the violations of all constraints at the median solution is represented as v in Table 2 . Table 2 concludes that the proposed algorithm consistently found global optima for all the benchmark functions except g07 and g10 functions. As shown in Table  3 , Table 4 and Table 5 the proposed SRPSO method gives better result as compared to CRGA, SAPF, CDE, CPSO-GD, NVPSO and SMES in terms of the quality of solution (mean of all runs) and robustness (less standard deviation). compared to other techniques, it is more robust as is evident from the standard deviation shown in Table 2 . On g04, SRPSO shows better performance over CRGA and SAPF, but almost similar performance compared to CDE, CPSO-GD, NVPSO and SMES. On g06, g07, g08 and g09 SRPSO shows much better performance compared to all other algorithms and competitive results with NVPSO. On g10, all reported algorithm including SRPSO fail to give good results. On g11 and g12, SRPSO shows similar performance compared to other algorithms. SRPSO gives better result on g15, g16 and g24 also.
Best result comparison
Worst result comparison
The worst results obtained by SRPSO and other state of art are tabulated in 
Mean result comparison
Engineering design problem results
The complete design solutions obtained using proposed SRPSO on five engineering design problems are tabulated in Table 6 . The first column of Table 6 shows the design problems. This table also summarises the statistical results i.e., best, mean, worst, and standard deviation obtained for each design problem. The robustness of the algorithm is tested as a measure of standard deviation on the solutions over 30 independent runs and is also tabulated in Table 6 .
Problem 1
The aim is to minimise the cost of the beam subject to constraints on shear stress, bending stress, bucking load, and the end deflection. Four continuous design variables are the thickness of the beam, width of the bean, length of the weld, and the weld thickness. Simulations are carried out for solving this problem using SRPSO. The best value and the statistical parameters of the simulations are compared and tabulated in Table 7 . The best solution found using SRPSO is f (0.22104332, 5.8282757, 6 .6883208, 0.22104332) = 1.7248665802025513 with standard deviation of 1.12x10 -6 . Furthermore, the number of functions evaluation in SRPSO is only 20,000 which is much lower compared to other algorithms as shown in the last column of Table 7 . From this table, it is evident that the proposed SRPSO performs better with regard to quality of solution (mean of all runs), fastness (number of function evaluations), and robustness in terms of standard deviation.
Problem 2
This problem aims to minimise the fabrication cost of cylindrical pressure vessel subjects to constraints on thickness of pressure vessel, thickness of the head, inner radius of the vessel and length of the vessel without head. The best solution found using SRPSO is f (0.80866029, 0.3997212, 41.899497, 180.39996) = 5,886.1983537314236 . The statistical results as compared to other five recently proposed algorithm is tabulated in Table 7 . The best solution obtained by SRPSO is better than the other reported results. As far as only standard deviation is concerned SRPSO is not the best algorithm. However, while considering number of function evaluations, best and mean results, SRPSO performs better compared to other reported algorithms.
Problem 3
This problem deals with the design of a three-bar truss structure where the volume is to minimised subject to stress constraints. The best feasible solution found by SRPSO is f(0.7887701, 0.40799905) = 263.8958, matches the reported best-known result for this problem. A comparison of statistical results is presented in Table 7 . It can be seen that the solution obtained using SRPSO is comparable with other techniques.
Problem 4
In this COP, the weight of speed reducer is to be minimised subject to constraints on bending stress of the gear teeth, surface stress, transverse deflections of the shafts, and stresses in the shafts. The detail result is presented in Table  7 . It can be seen that the best solution that is obtained by SRPSO is f (2.8120846, 0.72428566, 17, 7.8301039, 7.7573247, 3.1597422, 5 .0774656) = 2,514.96834. The total number of function evaluations is 20,000 in SRPSO, compared to 54,456 number of evaluations in Ray and Liew (2003) .
Problem 5
The best feasible solution by SRPSO is f(0.0522, 0.371, 11) = 0.012666 with standard deviation of 7.04x10 -6 . This is the best result for this problem. A comparison of results presented in Table 7 shows that SRPSO outperforms all other techniques in terms of quality of solution, number of function evaluations and robustness. Even the worst result obtained by SRPSO is better than other algorithms.
To summarise; according to the statistical results reported in Table 7 , the proposed SRPSO algorithm has substantial capability to handle various constrained engineering optimisation problems efficiently with regard to quality of solution, robustness and computational cost.
Conclusions
In this paper, we have proposed a new hybrid algorithm namely SRPSO by integrating SR with PSO algorithm for COPs. The SR technique balances underpenalisation and overpenalisation for penalty function. Faster convergence rate of the PSO technique finds the near optimum solution with less number of function evaluations. The integrated approach, SRPSO is applied to solve 15 constrained numerical benchmark functions chosen from CEC 2006, and five engineering design optimisation problems. The proposed algorithm shows remarkably good results on five engineering design problems and exhibits competitive performance for all considered numerical constrained benchmark functions. Thus, it can be concluded that SRPSO is an efficient technique to solve COPs and engineering design problems with low computational cost as compared to other state of art techniques.
