Introduction {#Sec1}
============

In real-life environments, audio signals are affected by various conditions, such as additive or convolutional noise due to elements that produce sounds simultaneously, obstacles in the signal path of the microphone or room size and materials. Communication devices and applications of speech technologies, such as speech recognition, may be affected in their performance \[[@CR1]--[@CR3]\] by the presence of any of these conditions.

To overcome this problem, many algorithms have been developed over the past few decades to enhance noisy speech. These algorithms try to reduce distortions, as well as improve the quality of the perceived signal. Several successful algorithms have been based on deep neural networks (DNN) \[[@CR4]\].

The benefits of achieving this type of speech signal enhancement can be applied to signal processing in mobile phone applications, robotics, voice over Internet protocol, speech recognition systems, and devices for people with diminished hearing ability \[[@CR5], [@CR6]\].

Models of neural networks that have been successfully applied in denoising speech signals include recurrent neural networks (RNNs); e.g., the Long Short-term Memory (LSTM) neural networks and their bidirectional counterparts (BLSTM). In previous efforts to enhance speech, spectrum-derived characteristics, such as Mel-frequency cepstrum coefficients (MFCC), have been mapped successfully between noisy speech to clean speech \[[@CR7]--[@CR9]\].

The benefits of using LSTM and BLSTM arose from their superior modeling of the dependent nature of speech signals. In particular, LSTM has been applied for denoising speech signals, for applications such as speaker recognition \[[@CR10]\]. A comparative study using several types of DNN has been presented in \[[@CR11]\], concluding that the best benefits are obtained with LSTM, compared to classical DNN or convolutional networks. In spite of their advantages, one of the drawbacks often reported about LSTM and BLSTM is the high computational cost of their training procedures.

The concept of transfer learning for speech processing has been reported in applications such as speech synthesis \[[@CR12]\], music genre classification \[[@CR13]\] and robust speech recognition \[[@CR14]\]. The results have shown improvement in signal quality, classification, and word error rate in these applications.

For the particular task of denoising speech, the transfer learning process has been tested with other kinds of networks; e.g., general adversarial networks \[[@CR15]\]. In this work, the concept of transfer learning between neural networks is applied as a way to increase the effectiveness of BLSTM networks and reduce training time in the task of denoising signals at different signal-to-noise ratio (SNR) levels. To assess the improvements made, a comparative study on transfer learning from a single BLSTM network trained on a particular SNR level, as well as some other networks, is performed.

Problem Statement {#Sec2}
-----------------

A speech signal *y* degraded with additive noise from the environment, can be modeled as the sum of a clean speech signal, *x*, and noise *d*, given by:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} y(t)=x(t)+d(t) \end{aligned}$$\end{document}$$In classical methods, *x*(*t*) is considered uncorrelated to *d*(*t*). Many speech enhancement algorithms estimate the spectrum of *x*(*t*) from the spectral domain of *y*(*t*) and *d*(*t*).
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                \begin{document}$$X_{k}(n)$$\end{document}$) can be estimated using algorithms that learn an approximated function $\documentclass[12pt]{minimal}
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                \begin{document}$$f(\cdot )$$\end{document}$ between the noisy and clean data of the form:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \hat{x}(t)=f\left( y(t)\right) . \end{aligned}$$\end{document}$$The precision of the approximation $\documentclass[12pt]{minimal}
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                \begin{document}$$f(\cdot )$$\end{document}$ usually depends on the amount of training data and the algorithm selected.

In the approach presented in this work, the information for the training of the artificial neural network for a particular noise level is transferred from another network, so the approximation $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$f(\cdot )$$\end{document}$ can be obtained with better precision and fewer training epochs, which means a significant increase in the efficiency.

For this purpose, several objective measures were used to verify the results, which comparatively show the benefits of the transfer learning for the denoising BLSTM neural networks. The rest of this document is organized as follows. Section [2](#Sec3){ref-type="sec"} provides the background of BLSTM neural networks. Section [3](#Sec4){ref-type="sec"} briefly describes the main definitions of Transfer Learning. Section [4](#Sec5){ref-type="sec"} presents the experimental setup. In Sect. [5](#Sec9){ref-type="sec"}, the results and discussion are presented, and finally, Sect. [6](#Sec10){ref-type="sec"} presents the conclusions.

BLSTM Neural Networks {#Sec3}
=====================

Since the appearance of RNNs, new alternatives to model the character dependent on the sequential information have been presented. For example, the neural networks capable of storing information through feedback connections between neurons in their hidden layers or other neurons that are in the same layer \[[@CR16], [@CR17]\].

One of the most important models are the LSTM networks shown in \[[@CR18]\]. Here, a set of gates is introduced into internal units, making a system capable of controlling access, storage, and propagation of values across the network. The results obtained when using LSTM networks in areas that depend on previous states of information, as is the case with voice recognition, musical composition, and handwriting synthesis, were encouraging \[[@CR19], [@CR20]\].

Specifically, each unit in the LSTM networks has additional gates for storing values: one for input, one for memory clearing, one for output, and one for activating memory. With the proper combination of the gates, it is possible to store values for many steps or have them available at any time \[[@CR18]\].

The gates are implemented using the following equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} f_ {t} = \sigma \left( \mathbf {W}_{xf} x_{t} + \mathbf {W}_{hf} h_{t-1} + \mathbf {W}_{cf}c_{t-1} + b_ {f}\right) \end{aligned}$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} c_ {t} = f_{t} c_{t-1} + i_{t} \tanh \left( \mathbf {W}_{xc} x_{t} + \mathbf {W}_{hc} h_{t-1} + b_{c}\right) \end{aligned}$$\end{document}$$ $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} h_{t} = o_{t} \tanh \left( c_{t} \right) \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma $$\end{document}$ is the sigmoid activation function, *i* is the input gate, *f* is the memory erase gate, $\documentclass[12pt]{minimal}
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                \begin{document}$$o_t$$\end{document}$ is the exit gate and *h* is the output of the LSTM memory unit. *c* is the activation of memory. $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {W}_{mn} $$\end{document}$ is the matrix that contains the values of the connections between each unit and the gates. Additional details about the training process and the implications of this implementation can be found at \[[@CR21]\].

An extension of LSTM networks that have had a greater advantage in tasks related to temporal parameter dependence is the Bidirectional LSTM (BLSTM). Here, the configuration of the network allows the updating of parameters in both directions during training.

LSTM networks can handle information over long periods; however, using BLSTM with two hidden layers connected to the same output layer gives them access to information in both directions. This allows bidirectional networks to take advantage of not just the past but also the future context \[[@CR22]\].

One of the main architectures applied for speech enhancement is autoencoders. An autoencoder is a particular kind of neural network, which consists of an encoder that transforms an input vector *s* into a representation in the hidden layers *h* through a *f* mapping. It also has a decoder that takes the hidden representation and transforms it back into a vector in the input space. In implementations, the number of units at the inputs correspond to the number of units at the outputs of the network.

Transfer Learning {#Sec4}
=================

In the context of machine learning with artificial neural networks, transfer learning has been used to improve a model in one domain by transferring information from a model in a related domain. For example, given a source domain $\documentclass[12pt]{minimal}
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                \begin{document}$$T_{S}$$\end{document}$, and a target domain $\documentclass[12pt]{minimal}
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                \begin{document}$$T_T$$\end{document}$, transfer learning is the process of improving the target predictive function $\documentclass[12pt]{minimal}
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                \begin{document}$$T_S$$\end{document}$ \[[@CR23]\].

Among the several types that have been developed, homogeneous transfer learning is the most suitable for the approach presented in this work. The homogeneous transfer is properly applied where there is available data that is drawn from a domain related to, but not an exact match for, a target domain of interest.

This process of transfer learning is commonly applied in human learning, where experiences in one task (e.g., playing a musical instrument) can mean a significant improvement in learning a new task (e.g., playing a different musical instrument), relative to learning a new task with no antecedent \[[@CR24]\].
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                \begin{document}$$T_S$$\end{document}$ represent several possibilities: the approximation of the identity function with speech data, the same task with noisy data, or the task of denoising speech with additive noise at SNR0, while $\documentclass[12pt]{minimal}
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                \begin{document}$$T_T$$\end{document}$ the task of denoising at every other SNR level.

Experimental Setup {#Sec5}
==================

This section describes in some detail the experimental setup that was followed in the paper. The whole process can be summarized in the following steps: Noisy database generation: Files containing artificially generated white noise were generated and added to each audio file in the database for a given signal-to-noise ratio (SNR). Five noise levels were added, to cover a range from light to heavy noise levels.Feature extraction and input-output correspondence: A set of parameters was extracted from the noisy and the clean audio files, using the Ahocoder system. Those from the noisy files were used as inputs to the networks, while the corresponding clean features were the outputs.Training and validation: During training and validation, using forward pass and backpropagation through time algorithm to train the BLSTM networks, the internal weights of the connections were adjusted as the noisy and clean utterances were presented at the inputs and the outputs. A total of 900 utterances (about 80% of the total database) were used for training and 180 utterances (about 15% of the total database) were used for validation. Details and equations of the algorithm followed can be found in \[[@CR25]\].Test: A subset of 50 randomly selected utterances (about 5% of the total amount of utterances of the database) was chosen for the test set. These utterances were not part of the training process, to provide independence between the training and testing.

Database {#Sec6}
--------

In our work, we chose the SLT voice from the CMU ARCTIC databases \[[@CR26]\], designed for speech research purposes at the Carnegie Mellon University, in the United States of America. The whole set of 1132 sentences were used to randomly define the training, validation and test sets. In our work, we chose the female SLT voice.

Initialization and Transfer Learning {#Sec7}
------------------------------------

To test the proposal, different proposals to initialize the networks, or perform the transfer learning from other networks are compared:Base system (random initialization): The set of internal weights of the BLSTM network were initialized randomly, as the common practice in training autoencoders.Transfer (AA-clean): In this approach, an auto-associative network (which approximate the identity function between the inputs and the outputs) is trained using the MFCC from the clean speech. The result of this previous training procedure is applied as the initialization weights of the denoising autoencoders for each SRN.Transfer (AA-noisy): Similar to the previous case, an auto-associative network is previously trained, but using parameters from the noisy speech for each SNR level. The result of this training procedure is applied as the initialization weights of the denoising autoencoders for each SRN.Transfer (TN): A denoising autoencoder was first randomly initialized, and then trained to denoise the parameters of the speech at SNR 0. The resulting weights of this network are then used as the initialization weights of the networks for every other SNR level.

The comparative study aims to find the best option to reduce training time and achieve better results in the denoising task, using the evaluation measures presented in the following section.

Evaluation {#Sec8}
----------

To assess the different to evaluate the results given by the different enhancement methods:PESQ: This measure uses a model to predict the perceived quality of speech. As defined in the ITU-T recommendation P.862.ITU, the results are given in interval \[0.5, 4.5\], where 4.5 corresponds to a perfect reconstruction of the signal \[[@CR27]\].SSE (Sum of squared errors): This is a common measure to evaluate the lowest validation error during training. SSE is defined as: $$\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {c_{x}}$$\end{document}$ is the desired output of the network, $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbf {\hat{c}_{x}}$$\end{document}$ is the obtained output, and *T* the number of frames.Number of epochs: During training the BLSTM networks, each epoch consists of a feedforward and backforward step to adjust the weights of the internal connections. The time taken to train the BLSTM is directly associated with the number of epochs in training.

Results and Discussion {#Sec9}
======================

In Table [1](#Tab1){ref-type="table"}, the results of the training process for each of the initializations and transfer learning are presented. As stated in Sect. [3](#Sec4){ref-type="sec"}, the information from the BLSTM autoencoder trained with SNR 0 was transferred to the rest of the autoencoders. This is the reason for the missing values in the corresponding line of the SNR 0 measures.

Due to the random initialization of the networks in the base system, these training procedures were performed three times. Thus, the values reported in Table [1](#Tab1){ref-type="table"} correspond to the mean values for the base system.

Regarding the efficiency of the training procedure, transfer learning represents a significant advantage over most of the other approaches compared in this study. For example, for SNR −10 (the heavier level of white noise), the training time is reduced by more than 55% in comparison to the base system.

For SNR 10, the training time is reduced 20%, while the reductions for SNR 5 and SNR −5 are 50% and 52% respectively. This represents a significant improvement in efficiency in all cases. The benefits of using transfer learning from a particular SNR level is also clear when compared with the other approaches for the initialization of the BLSTM network. Considering that each epoch requires about 60 s in a desktop computer accelerated with an NVIDIA GPU, several hours can be saved for the whole set of experiments.Table 1.Average number of epochs for training, SSE and PESQ for training the BLSTM denoise autoencoder with white noise at several SNR. \* is the best result for each type of noise and each measure.SNR 10Training modelAvg. epochsSSEPESQBase system526244.492.58Transfer (TN)417245.952.57Transfer (AA-clean)655243.79\*2.59\*Transfer (AA-noisy)381\*248.142.57SNR 5Training modelAvg. epochsSSEPESQBase system318288.362.26Transfer (TN)157\*289.392.28\*Transfer (AA-clean)394283.222.27Transfer (AA-noisy)508279.09\*2.27SNR 0Training modelAvg. epochsSSEPESQBase system165\*335.131.75Transfer (TN)------Transfer (AA-clean)374328.281.77\*Transfer (AA-noisy)328325.7\*1.76SNR −5Training modelAvg. epochsSSEPESQBase system284387.580.96\*Transfer (TN)136\*342.3\*0.96\*Transfer (AA-clean)270392.070.96\*Transfer (AA-noisy)246387.120.96\*SNR −10Training modelAvg. epochsSSEPESQBase system224462.040.47Transfer (TN)96\*447.94\*0.55Transfer (AA-clean)196463.060.56\*Transfer (AA-noisy)206457.220.52

In terms of SSE, the reduction in the number of epochs is also reflected in better values in two of the four cases compared. For SNR 10 and SNR 5 (the lightest levels of noise), the best SSE value was obtained with the auto-associative initialization with clean and noisy MFCC values. The values obtained with the training performed after the transfer learning do not differ significantly from those of the best case.

Finally, in terms of the PESQ, transfer learning reaches the best case in two of the four cases applied. At all levels, except for SNR 10, there is an increase in the PESQ measure in comparison to the base system.Fig. 1.Evolution of the SSE during training, for SNR5 Fig. 2.Evolution of the SSE during training, for SNR-10

With all this information, the benefits of transfer learning in denoising applications, using BLSTM autoencoders, are clear. The training time drops significantly and the objective measures of quality also increase, or do not differ significantly from the best case.

In Fig. [1](#Fig1){ref-type="fig"} and [2](#Fig2){ref-type="fig"} the evolution of the validation error during training is presented. It is remarkable how much less time it takes for the training procedure to reach the lower SEE value. With this reduction in training time and the similar or best results in the other measures, a greater number of experiments or cases can be analyzed using this type of artificial neural network.

Conclusions {#Sec10}
===========

In this work, a comparative study of four approaches to initialize BLSTM autoencoders was presented. In particular, the main focus was on the transfer learning approach, which brings a set of weights adjusted after a training procedure for a particular level of white noise to other levels of noise.

Transfer learning presents benefits in terms of efficiency during training, in comparison to two other supervised initializations (in the form of auto-associative memories) and the more traditional random initialization approach.

The reduction of training time for this kind of network, with a large number of connections, can be measured in terms of hours or even days in a large set of experiments, such as the one performed in this study.

For future work, more extensive research about the source of the transfer learning (such as the SNR used) can be performed. Statistical validation of the improvements achieved could be also relevant. Finally, additional benefits about transfer learning for different kinds of noise can be of great interest to speech enhancement applications.
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