Abstract
Introduction and Background
The face recognition is a very active and hot research direction in the field of biometrics, and plays an important role in the field of modern security and anti-terrorism. Face features are the recognizing medias for a face recognition system, which collect the local detail features and facial contour to apply the identification and matching method. At present, it has widely been used in the aspects of identification, access control and other fields. Face Recognition is a challenging interdisciplinary frontier, at present many of the methods are still in research stage, the recognition efficiency is still far from the practical. The biggest problem we are facing right now is to develop a automatically recognize faces in unconstrained environment system faces to deal with the influence of illumination change and posture change. Face recognition system has many problems to be solved:
(1) The face detection and location.Due to the various face model and the uncertainty in the process of image capture, face in the image space distribution is very complex, establish precise distribution model of human face in the high-dimensional image space is a very difficult thing. To establish a reliable statistical estimation not only needs a lot of positive cases samples, but also need enough number of valid counterexamples Samples. The present trend of study is a production of Counterexample Sample and its use problem. This is the inevitable road to improve the detection accuracy ultimately. According to the needs of practical application, carry on the reasonable assumption for testing environment, such as movement, color, etc.), so as to simplify the problem. Improve the system performance is also a feasible way. It is not difficult to foresee, the comprehensive application of knowledge and statistical method are necessary to solve practical problems.
(2) Recognize faces major feature selection and extraction based on person face characteristics, that is to say, according to the large differences between different (3) When facial recognition is doing the identify matching, not only should consider various factors caused by the small deformation and also can't hurt the effectiveness of face recognition at the same time of the tolerance of the deformation. In addition, the practical recognition system must also consider the computational complexity. Because each of recognition method has its advantages and disadvantages. To make the variety methods effectively synthetical will be a trend of research in the future. How to combine other biometric identification system based on in order to improve the recognition efficiency is also a meaningful things. How to integrate all kinds of information which we are able to get and use them to the greatest extent is a universal research topic, and also effective means of improving the efficiency of face recognition system.
Basic Methods
The basic methods of face recognition can be divided into two categories: the overall characteristics analysis method and the characteristics analysis method. A very classic face method is put forward by Tuk and etc., and good results have been achieved in the application by using PCA to extract face features. However, only the second-order statistics of the image is considered in the PCA method, which cannot be extended for the data of the high order statistics when the nonlinear correlation between pixels is not ignored. It has been shown that a higher-order statistics information of one image usually includes image edges or curve's nonlinear relationship between multiple pixels. Fortunately, Kernel principal component analysis (KPCA) is suitable for the input data of the high order statistics, and can well describe the correlation between multiple pixels. So KPCA can get better effect than PCA method in image feature extraction.
(1) statistical methods Turk and Pentland characteristics to detect and recognize faces, and everyone can be said with a projection weight vector, the test image of weight vector and the training of the weight vector image comparison, determine which picture the closest training images and testing images. They further found that face image with the face image projection vector is obvious different, therefore, determine whether a human face in an image is presented.
(2) neural network method Due to the inherent mechanism of parallel computing and artificial neural network to model the distribution of global storage, so it can be used in pattern recognition, and is not affected by the mode of deformation. Due to the face recognition method of neural network can be trained stronger noise and partial defect image, the nonlinear method is sometimes more effective than the linear method. Lin, positioning is proposed for face detection, glasses and facial recognition of neural network based on probabilistic decision, such as Lee of fuzzy BP network used for face recognition was proposed, Lawrence put forward such as convolution neural network used for face recognition. Multiple classifiers combination has become a frontier research topic in the field of pattern recognition, and in many ways, such as character recognition, target recognition and other fields, and have achieved good application effect. There are some literature using multiple classifiers combination method to recognize faces. Classifier combination method is composed of many issues worthy of further research, for facial recognition to this category Number is more, the training sample number less, how to choose the right portfolio guidelines to ensure a better structure is still a difficult problem to be solved.
Support vector machine (SVM) which is based on VC (Vapnik -Chervonenkis) theory, uses structural risk (SRM) principle, and can consider both the training sample errors and generalization ability. SVM has many advantages in solving nonlinear, small sample size and high dimensional pattern recognition problems. The concept of kernel function is used in SVM to simplify the classifier kernel principal component analysis, map a group of the first data input to a high-dimensional feature space, and to classify the data which cannot be linearly classified.
In this paper, the kernel principal component analysis is used to extract face feature images, and face recognition method that based on KPCA and SVM is proposed in this paper. A classifier is designed through the SVM.
Support Vector Machine
Support vector machine, put forward in the 1990s, is a learning algorithm of statistical learning theory and has been popular for a classifier in recent years. Its basic principle is to map the original data into a high-dimensional feature space through nonlinear mapping with the structural risk minimum principle. The basic idea of VSM is to map the input feature vector into a high dimensional feature space through a sort of nonlinear mappings, and then reformulate the nonlinear problem into a linear separable problem with high dimensional feature space.From Figure 1 for several data, we can classify them into two classes with a so-called "distance" between the two classes maximized. When it is extended to a high dimension space, it is an optimal classification plane problem.
The Sample set   
The solution satisfying (1-3) makes 2  minimum and is the optimal classification plane.The optimal classification function is:
The points in the two types of samples which are most closed to the classification plane and parallel to optimal classification plane are called the Support vector Machine.
The optimal classification plane (generalized optimal classification) under the condition of nonlinear classification can increase a flabby items in the inequality (1-2), such as
where C is an arbitrary specified constant, which play a regulation role in the algorithm between the complexity and the proportion of error classification sample. On the other hand, with the appropriate inner product function   
from which we can obtain coefficient i a , ( i x which is support vector machine), and 
KPCA Application in Human Face Feature Extraction
The main principle of KPCA is to firstly map the raw data to a feature space F, and then to do statistical principal component analysis in F, such that it can obtain the nonlinear characteristics. For any given Mercer kernel K, a mapping of the feature space can be defined as follows:
The centralized situation in feature space of the sample set is:
A covariance matrix can be defined in the feature space:
Principal components can be calculated through the eigenvalue problem of covariance matrix V CV   (2) (3) (4) where the eigenvalu 0   , and the feature vector   \0 VF  ,and the coefficient
So the equation can be written as: 
it can be concluded that the standardization of feature vector k V is proceed through
Face test sample vector makes eigenvalues sorted from big to small by solving the eigenvalue equation. Choose eigenvectors of the corresponding q largest eigenvalues, and then direct map the human face testing samples to the best direction. We can get the characteristics of the testing samples. (2) (3) (4) (5) (6) (7) (8) (9) show the positions of human face detection sample vector in feature space F, and it can be used as the basis for face recognition.
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Experiments
The SVM can be a Polynomial kernel function, a Gauss kernel function, a Sigmoid kernel function and others. Here a three-order polynomial kernel function is employed.
In this paper we select the ORL face database, which consists of 40 different people and each has 10 pictures (totally of 400 images). The images of these people are obtained in different times, different perspectives, different expressions (close eyes /open eyes, smiling/surprised/angry/ furious/happy) and different facial details (wear glasses/not wear glasses, beard/no bear, different hair style). Each original image has 256 grayscale, and the size is 92 x 112.
Figure 2. Face Image
The overall process is as shown in the following Figure 3 
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The influence of the selection of the Gamma and C are not very clear. In the test. One set of parameters are Gamma = 50, C = 0.01, and the correct recognition rate is 93.0%.
②Gauss kernel function results
The selection values of the Gamma and C have a great influence on experimental results. In the test, when Gamma=5*10-3，C>=1, the correct recognition rate is 92.5%.
③Sigmoid kernel function
The selection value of the Gamma has a great influence on experimental results and the value of C has little influence. In the test, when Gamma=9*10-6，0<C<10, the correct recognition rate is 2.5%, but when Gamma=5*10-9，0<C<10, the correct recognition rate is 83.5%.
By comparison, a polynomial kernel function is employed to achieve the recognition.
The polynomial kernel function is in the form of     From the experimental data we can see an obviously improvement on the recognition accuracy than the traditional PCA. This is because of KPCA method had considered the nonlinear relation between image pixels.
Conclusion
Considering the high order correlation between image pixels, and converting the inseparable problem in low dimensional space into the linear separable problem in high dimension space, face recognition method that based on KPCA and SVM is proposed in this paper. The experimental results show that the proposed method can improve the correct recognition rate. There are two shortcomings in this paper, (1) didn't take Image illumination change into account sufficiently that could affect the recognition rate. (2)In order to improve the recognition rate, it can be started from the aspects of classification decision. Because o that the classification method based on minimum distance classification which the author used is a linear classifier. But it may get better effect in high dimensional face recognition if use this kind of nonlinear classifier of neural network. For these two types of problems, we will improve it in the follow-up work.
Training Recognition Rate Method
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