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Seznam uporabljenih simbolov 
Kratica Pomen Slovenski izraz 
APZ Aktivna požarna zaščita Aktivna požarna zaščita 
ATS Automatic Transfer Switch Avtomatsko priklopno stikalo 
bps bits per second Biti v sekundi 
CHS Centralni Hladilni Sistem Centralni hladilni sistem 
CPU Central Processing Unit Centralna procesorska enota 
DEA Dizel Elektro Agregat Dizel elektro agregat 
EC2 Elastic Compute Cloud Elastični računalniški oblak 
G Giga Giga 
GB GigaByte Giga bajt 
HA Hladilni Agregat Hladilni Agregat 
Hz Hertz Herz 
IaaS Infrastructure as a Service Infrastruktura kot storitev 
IP Internet Protocol Internetni protokol 
IR Infrared Infrardeč 
ISO International Organization for 
Standardization 
Mednarodna organizacija za 
standardizacijo 
IT Informacijska tehnologija Informacijska tehnologija 
ITK Informacijska in Komunikacijska 
Tehnologija  
Informacijska in komunikacijska 
tehnologija  
Kg Kilogram Kilogram 
kVA Kilo Volt Amper Kilo volt amper 
LAN Local Area Network Lokalno omrežje 
LC Local Concentrator lokalni koncentrator 
m
3
 Kubični meter Kubični meter 
mm Milimeter Milimeter 
NIST National Institute of Standards and 
Technology 
Nacionalni inštitut za standarde 
in tehnologije 
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Ohm Ohm Ohm 
PaaS Platform as a Service Platforma kot storitev 
PDU Power Distribution Unit Napajalna razdelilna letev 
PIN Personal Identification Number Osebna identifikacijska številka 
PoE Power over Ethernet Napajanje prek Etherneta 
PROFIBUS Process Field Bus Industrijsko vodilo 
PZI Projekt za izvedbo Projekt za izvedbo 
RFID Radio-Fequency Identification Radiofrekvenčna identifikacija 
S/FTP Screened shielded twisted pair Okopljena parica s folijo in 
zaščito 
SAN Storage Area Network Pomnilniško omrežje 
SCADA Supervisory Control And Data 
Acquisition 
Sistem za nadzorovanje in 
krmiljenje tehnoloških procesov 
z računalnikom 
SMTP Simple Mail Transfer Protocol Preprost protokol za prenos 
sporočil 




TP Transformatorska Postaja Transformatorska postaja 
UPS Uninterruptable Power Supply Brezprekinitveno napajanje  
USB Universal Serial Bus Univerzalno serijsko vodilo 
W Watt Vat 





Diplomska naloga opisuje izvedbeni postopek izgradnje podatkovnega centra 
in njegovo delovanje. V prvem delu naloge je opisan teoretični del o načinu gradnje 
in hlajenju podatkovnih centrov ter računalništvo v oblaku. Ob načrtovanju so 
upoštevani vsi potrebni dejavniki za zanesljivo, varčno in varno delovanje 
podatkovnega centra skozi celotni cikel obratovanja. 
Opisani so postopki postavitve infrastrukture, načrtovanja prostora, izvedbe 
učinkovitega hlajenja, zanesljivega električnega napajanja, optimalne razporeditve 
komunikacijskih in strežniških omar, požarnega javljanja in gašenja ter varovanja. 
Praktični del naloge prikazuje in opisuje zaporedje izvedbe podatkovnega centra, 
njegovo delovanje in težave, s katerimi smo se srečali pri sami izvedbi. 
Podatkovni center z vsemi pripadajočimi elementi se je v praksi pokazal kot 
dobro načrtovan podatkovni center, z optimalno razporeditvijo omar v prostoru in 
varčnim načinom hlajenja ter stabilnim delovanjem. Pri samem načrtovanju 
podatkovnega centra smo upoštevali in dopustili možnost enostavne širitve po fazah 
brez kakršnega koli vpliva na obstoječ podatkovni center. 
V sklepnem delu naloge sem povzel ključne dejavnike pri postavitvi centra, 
njegove prednosti in slabosti ter možnosti, ki jih nismo upoštevali pri postavitvi 
zaradi časovnih in finančnih omejitev. Osebno sem ovrednotil celoten potek 
postopka in izpostavil nekaj alinej, ki se jih pri vsaki postavitvi centra ne sme 
spregledati.  
 
Ključne besede: podatkovni center, hlajenje, neprekinjeno napajanje, infrastruktura, 





This diploma thesis describes the construction procedure of data centre and its 
performance. In the first part of the assignment the theoretical part of the way of 
building and cooling of data centres and the cloud computing have been described. 
At the planning all the necessary factors for a reliable, economical and secure 
operation of the data centre throughout the operation cycle have been considered. 
All the construction procedures of infrastructure installation, area room design, 
effective cooling performance, reliable electrical power supply, optimal network and 
server racks layout, fire response and extinguish and security have been described. 
The practical part of the thesis shows and describes the sequence of data centre 
performance, its functioning and the difficulties which occurred during the 
performance. 
The data centre including all its corresponding elements proved in operation to 
be a well designed data centre with optimal layout of racks in the area room, 
economical cooling system and stable functioning. At designing of the data centre 
the possibility of a simple enlargement in stages without any impact on the existing 
data centre has been considered.  
In the final part of the thesis I summarize the key factors for the placement of 
the centre, its advantages and weaknesses and the possibilities which were not 
considered at the installation due to time and financial limitations. I have evaluated 
the whole procedure and   pointed out some paragraphs which are essential at the 
establishment of a centre. 
 





1  Uvod 
V obdobju porasta uporabe informacijskih tehnologij se v podjetjih srečujemo s 
povečevanjem potreb po opremi s področja informacijskih tehnologij. V nekaterih 
podjetjih porast potreb rešujejo s storitvami v oblaku, v drugih pa se zaradi 
občutljivosti podatkov in velike količine ITK opreme odločajo za izgradnjo svojih 
samostojnih podatkovnih centrov.  
Pri projektiranju podatkovnih centrov se vse pogosteje srečujemo z vse 
hitrejšimi in zmogljivejšimi procesnimi, podatkovnimi in aktivnimi 
komunikacijskimi komponentami. Za doseganje visokih zahtev glede tehničnih 
lastnosti naprav IT in njegovega optimalnega delovanja pa je vse bolj pomembno 
zagotavljanje optimalnih pogojev, v katerih bodo te naprave dolgotrajno in zanesljivo 
delovale [1]. 
Podatkovni centri so jedro sodobne informatizacije, pa naj gre za tiste v 
zasebni lasti posameznih družb ali druge v službi javno dostopnih spletnih storitev. 
Potreba po vedno večji zmogljivosti je v zadnjih letih neverjetno hitro rastla in 
marsikje so se že zdavnaj morali soočiti s težavami, ki jih nekoč niso poznali v takšni 
obliki: kako nadzorovati rasti, kako zagotavljati nova računalniška sredstva brez 
motenj v poslovanju, kako zagotavljati njihovo zanesljivost ter varnost in ne 
nazadnje, kako vse to zagotoviti v okviru obstoječih proračunov [2].  
Z večanjem rasti ITK opreme v podatkovnih centrih in s tem posledično 
pomanjkanjem prostora je padla odločitev po izgradnji novega centra. Tako smo 
izvedli izgradnjo novega podatkovnega centra in selitev dela opreme iz enega izmed 
obstoječih podatkovnih centrov. 
Namen izdelave diplomskega dela je predstaviti postopek načrtovanja novega 
podatkovnega centra s poudarkom na zagotavljanju neprekinjenega delovanja 
samega podatkovnega centra in s tem nemotenega delovanja storitev, ki delujejo v 
podatkovnem centru. Predstaviti želim ključne elemente, ki so pomembni za samo 
neprekinjeno delovanje sistema podatkovnega centra, ti pa so poleg strežnikov sistem 
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hlajenja, sistem električnega napajanja, sistem gašenja, varovanje, sistem 
univerzalnega ožičenja in sistem krmiljenja. 
V fazi načrtovanja se pojavlja vprašanje rasti in končna moč podatkovnega 
centra. Razloga za to sta dolga doba uporabe ter težko predvidljive tehnološke 
spremembe ITK opreme. 
Podatki o električnih močeh, hladilnih močeh, temperaturah ipd. so zaradi 
varnostnih razlogov izpuščeni ali spremenjeni.  
 
17 
2 Podatkovni centri 
Podatkovni center je prostor, v katerem so nameščeni računalniški sistemi in 
njegovi pripadajoči deli, kot so strežniki, sistemi telekomunikacij in sistemi za 
shranjevanje podatkov. Za samo nemoteno delovanje pa podatkovni center kot celota 
sestavljen iz sistema neprekinjenega napajanja, sistema hlajenja, sistema gašenja in 
sistema varovanja.  
ITK operacije so ključni vidiki večine organizacij po svetu. Ena glavnih skrbi 
organizacij je možnost neprekinjenega poslovanja; podjetja se zanašajo na svoje 
informacijske sisteme, da lahko nemoteno vodijo svoje poslovanje. V primeru, da 
njihov sistem ni na voljo, je lahko njihovo poslovanje oslabljeno ali popolnoma 
prekinjeno. Zato je potrebno zagotoviti zanesljivo infrastrukturo, da je možnost 
prekinitev čim manjša. Informacijski varnosti podjetja namenjajo veliko pozornost, 
zaradi tega morajo podatkovni centri ponuditi varno okolje. Podatkovni centri morajo 
zagotavljati visoke standarde zagotavljanja celovitosti in funkcionalnosti 
računalniškega okolja. To se izvede s pomočjo redudančnih hladilnih in električnih 
sistemov [3]. 
Trend v podatkovnih centrih je predvsem čedalje večje zgoščevanje opreme. 
Poleg težav z napajanjem imamo največ težav predvsem s hlajenjem podatkovnih 
centrov. Kar 99 % porabljene električne energije s strani računalniške opreme se 
spremeni v odpadno toploto. Uptime Institute je objavil napoved povečanja 
zgoščevanja opreme v podatkovnih centrih. Pri implementaciji 2 HE strežnikov 
lahko pričakujemo moči do 20 kW na omaro, v primeru 1 HE strežnikov pa celo do 
40 kW. Testiranja so pokazala, da tradicionalno hlajenje preko rešetk v dvignjenem 
podu omejeno do 6 kW na omaro, z vgradnjo dodatnih ventilatorjev v dvojnem podu 
in zapiranju hladne cone lahko izboljšamo učinkovitost sistema 8-10 kW na omaro. 
Ideja zmanjšanja porabe električne energije, ki jo napovedujejo največji svetovni 
proizvajalci računalniške opreme, v prihodnje ne bo dovolj, da bi tradicionalni način 
izgradnje podatkovnih centrov ustrezal prihajajočim potrebam [4]. 
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Podatkovne centre lahko delimo na več načinov. V prvem delu bom prestavil 
delitev podatkovnih centrov glede na vrsto objekta, v drugem delu pa bom prestavil 
delitev podatkovnih centrov glede na vrsto hlajenja. 
2.1 Podatkovni centri glede na vrsto objekta 
Namenski podatkovni center je zasnovan tako, da predstavlja kompleks 
zgradb zaključenih v celoto. Kompleks je sestavljen iz podatkovne varne sobe, 
tehničnega dela, ki zajema energetski in hladilni del, skladišča in pisarn. Celotni 
kompleks je varnostno nadzorovan s stalno prisotnostjo varnostne službe. Namenske 
podatkovne centre gradijo predvsem velike korporacije, kot so Google, Facebook, 
Microsoft, Amazon itd. Prednost takih podatkovnih centrov je predvsem velika 
varnost, ki omogoča nadzorovano gibanje zaposlenih. Vsi kritični sistemi napajanja, 
hlajenja, gašenja in varovanja so namenski in si ne delijo uporabe z drugimi sistemi. 
Slabost takega podatkovnega centra pa je predvsem veliki začetni finančni vložek. 
Tradicionalni podatkovni centri so zgrajeni znotraj tovarniških kompleksov 
in si energetske in hladilne dele delijo skupaj z drugimi uporabniki znotraj 
kompleksa. Tukaj je veliko tveganje celotnega zaustavitve sistema, ki jo lahko 
povzroči drug uporabnik. Za nemoteno delovanje sistemov samega podatkovnega 
centra je potrebno zagotoviti sekundarni del napajanja in hlajenja, ki v primeru 
nenačrtovane okvare primarnega dela zagotovi delovanje najbolj kritičnih delov 
podatkovnega centra. 
Modularni podatkovni centri so zasnovani kot namenski podatkovni centri, z 
razliko, da jih uporablja več različnih podjetij, ki zakupijo svojo podatkovno dvorano 
v objektu. Pri takih rešitvah je vsa električna in hladilna infrastruktura skupna, prav 
tako je skupno varovanje. Prednost takega podatkovnega centra je v tem, da 
uporabniku ni potrebno skrbeti za nemoteno delovanje napajana, hlajenja in 
varovanja, ker mu to zagotavlja upravitelj. Slabost pa predstavlja varnostni vidik v 
povezavi s pogodbenimi partnerjem, manjša možnost širitve ter deljenje skupnih 
prostorov z več podjetji. 
Podatkovni centri v zabojnikih predstavljajo modularno in fleksibilno 
zasnovo, ki zajema vso potrebno infrastrukturo hlajenja, napajanja in varovanja. Te 
podatkovne centre oblikujejo predvsem hitra postavitev, mobilnost in enostavna 
oddaljena namestitev, glavne slabosti pa predstavljajo pomanjkljiva varnost in 
omejene možnosti širitve [5]. 
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2.2 Podatkovni centri glede na vrsto hlajenja 
Klasični sistem hlajenja je najbolj razširjen in hkrati enostaven pri 
načrtovanju hladnih in toplih con. Princip delovanja je po sistemu vpiha hladnega 
zraka v dvignjen pod z nastavljivimi prezračevalnimi rešetkami v hladni coni. Na tak 
način lahko dosežemo učinkovito hlajenje do 6 kW na omaro. Z nadgradnjo 
klasičnega sistema z zapiranjem hlade cone in dodatnimi ventilatorji pa lahko 
dosežemo do 10 kW na omaro. 
 
 
Slika 1: Klasičen sistem hlajenja [9] 
 
Sistem hlajenja InRow se uporablja v podatkovnih centrih, kjer je vgrajena 
visoko zmogljiva oprema, in kjer poraba po strežniški omari presega 10 kW toplotnih 
zgub. To pomeni, da so hladilni izmenjevalci vgrajeni ob komunikacijskih/ 
strežniških omarah v sami vrsti. Prednost takega hlajenja je v tem, da je zagotovljen 
hladni zrak ob celotni višini omare in se lahko moč hlajenja regulira lokalno po 
potrebi. Hladilni izmenjevalci kot medij lahko uporabljajo vodo ali plin. Slabost 
hlajenja InRow pa predstavlja predvsem cena in razvod samih inštalacij vode in plina 
pod samimi sistemskimi omarami.  
Za povečanje učinkovitosti sistema hlajenja se tako pri klasičnemu kot tudi pri 
visoko zmogljivemu sistemu hlajenja poslužujemo zapiranja hladnih/toplih con. 
Glavni razlog je v tem, da preprečimo mešanje zraka iz hladne in tople cone pred 
vpihom v strežniške omare, ker se z mešanjem zmanjšuje učinkovitost hlajenja in 
povečuje poraba električne energije. Glede na strožja okoljevarstvena merila se 
povečuje temperatura tako v hladnem koridorju kot posledično tudi v toplih conah 
[6]. 
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2.3 Računalništvo v oblaku 
Računalništvo v oblaku temelji na konceptu, ki je v telekomunikacijah že dolgo 
poznan kot abstrakcija infrastrukture, platforme in storitev. Pomembna razlaga za 
njegov razmah sta vedno večja razširjenost širokopasovnih poveza ter napredek na 
področju virtualizacije strojne opreme, ki danes omogoča popolno avtomatizacijo in 
optimizacijo delovanja velikih strežniških farm. Virtualizacija predstavlja osnovo 
infrastrukture kot storitve (IaaS), to pa močno olajša izvedbo platforme kot storitve 
(PaaS) in programske opreme kot storitve (SaaS). PaaS tako predstavlja skalabilno 
platformo za razvijalce (npr. Google App Engine), SaaS pa že daje na voljo 
funkcionalnosti končnemu uporabniku (npr. Gmail). 
Kljub številnim ponudnikom virtualizacijske programske opreme (VMware, 
Citrix ipd.), ki uporabniku omogočajo postavitev osebnega oblaka pa se to področje 
ne bi tako razmahnilo brez prisotnosti velikih ponudnikov infrastrukture in storitev v 
oblaku (Amazon in Google), ki so z agresivnim oglaševanjem na področju poslovnih 
modelov ozavestili kupce in znižali vstopno bariero za uporabnike in razvijalce. Z 
uporabo infrastrukture in storitev po dostopnih cenah uporabniku ni več potrebno 
skrbeti za lastno ITK in infrastrukturo, temveč se s tem ukvarja profesionalno osebje 
v podatkovnem centru. 
Računalništvo v oblaku je danes izraz, ki se pojavi skoraj v vsakem 
tehnološkem pogovoru. Kljub temu pa se predstave in razumevanje konceptov 
razlikujejo glede na tehnološko ozadje posameznika. Tipični programer si pod 
besedo oblak preprosto predstavlja strežnik, po drugi strani pa tipičen informacijski 
strokovnjak dobro razume koncepte, kot so elastičnost, samopostrežba in visoka 
razpoložljivost, pozabi pa, da je osnovni gradnik še vedno povsem navaden strežnik, 
ki ga priključi sistemski administrator. 
Inštitut NIST (National Institute of Standards and Technology) računalništvo v 
oblaku definira kot model za zagotavljanje omrežnega dostopa do deljenega nabora 
računalniških virov, kamor sodijo omrežja, strežniki, diskovni prostor, aplikacije in 
storitve. 
Po tej definiciji sta ključni zahtevi oblaka: 
 delovanje na zahtevo: uporabnik lahko sam, brez interakcije ponudnika, 
zahteva večjo ali manjšo količino računalniških virov, 
 elastičnost: če uporabnik zahteva več virov, jih mora sistem zagotoviti, ko 
uporabnik virov ne potrebuje več, jih sistem lahko nameni drugim 
uporabnikom. 
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Ključna zahteva za preživetje takšnega sistema v ITK sistemu je širokopasovna 
omrežna povezava od uporabnika do infrastrukture v oblaku, kar je eden od razlogov 
za dokaj pozen razmah koncepta računalništva v oblaku. Hkrati pa zagotovitev 
elastičnosti in delovanja na zahtevo ni trivialna in je bila zares mogoča šele z 
napredkom tehnik virtualizacije. 
2.3.1 Virtualizacija  
Uporaba abstraktnih (navideznih) virov imenujemo virtualizacija. Pojem 
ponazarja kompleksnost zakrite infrastrukture. Govorimo o virtualizaciji posameznih 
virov kot so omrežni viri, disk, CPU, spomin ali o virtualizaciji strežnikov. 
Računske, spominske ter omrežne vire združimo v skupen fond ali t.i. pool, do 
katerega lahko dostopa več uporabnikov. S tem je omogočeno enostavno 
dodeljevanje virov različnim uporabnikom. Pri tem ni pomembno kje se nahaja 
fizični vir. Primer virtualiziranega vira je virtualni spomin, ki ga lahko enostavno 
povečujemo z dodajanjem spominskih modulov. 
Operacijski sistem virtualnega računalnika ne teče na realni strojni opremi, 
ampak operacijski sistem deluje v navideznem računalniku v virtualnem okolju. 
Strojna oprema takšnega virtualnega strežnika je vedno enaka ne glede na to ali 
menjamo spodaj ležeče fizične strežnike. Posledično se viri bolje izrabijo, saj lahko 
strežniki enostavno prehajajo na druge gostitelje. Poleg vseh do sedaj navedenih 
prednosti strežniške virtualizacije pa naj omenim, da le ta omogoča poenotenje 
infrastrukture z nizko obremenitvijo na manjšem številu fizičnih strežnikov. S tem 
prihranimo energijo in stroške vzdrževanja. Dodatna prednost je možnost nadgradnje 
strojne opreme, statični multipleks ter poenostavljena izdelava varnostnih kopij.  
2.4 Infrastruktura, platforma in programska oprema kot storitev 
Virtualizacija je primaren gradnik infrastrukture kot storitve (IaaS), ki temelji 
ali na virtulizirani strežniški infrastrukturi ali na ponujanju virtualnega vira, kot je na 
primer disk. Komercialni primer infrastrukture kot storitve predstavlja Amazon 
Simple Storage Service (S3), ki ima enotno naslovljiv diskovni prostor za navidezno 
neskončno kapaciteto. Analogen komercialen primer strežniške virtualizacije je 
Amazon Elastic Compute Cloud (EC2), na katerem je mogoče poganjati lastne slike 
operacijskega sistema; EC2 kot trdi disk uporablja virtualizirano diskovje S3.  
Naslednji korak predstavlja platforma kot storitev (PaaS), ki za svojo osnovo 
jemlje IaaS. Predloga skrije uporabnikom infrastrukturo, nudi pa jim uporabne 
funkcije, ki uporabniku omogočijo razvijanje aplikacij. Google App Engine 
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razvijalcem omogoča združljivo in dinamično predlogo za razvoj in poganjanje 
aplikacij. Programska jezika, ki sta pri delovanju aplikacij najbolj pogosta sta Python 
in Java. Ko je aplikacija napisana se jo enostavno naloži v oblak, pri tem pa 
razvijalec ne potrebuje skrbeti za upravljanje infrastrukture. 
Programska oprema kot storitev je namenjena končnim uporabnikom in 
predstavlja zadnji korak abstrakcije. Tukaj ni prikazan ne nivo platforme kot tudi ne 
nivo infrastrukture. Spletna pošta je dober komercialen primer, kjer se uporabnik v 
storitev prijavi s svojim računom. Strežnik uporabniku nato ponudi podatke, ki so 
lahko na različnih platformah, ločeni pa so lahko tudi na geografski in logično 
porazdeljeni infrastrokturi.  
   
 
Slika 2: Infrastruktura, platforma in programska oprema kot storitev [7] 
 
2.4.1 Nevarnosti oblaka 
Uporaba storitev v oblaku prinaša številne prednosti. Uporabnik ne potrebuje 
svoje infrastrukture in podatkovnih centrov ter osebja za njihovo vzdrževanje in 
širitev. Poleg prihranka naložbe v osnovna sredstva so tako nižji tudi obratovalni 
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stroški. Na prvi pogled se zdi, da je računalništvo v oblaku rešitev za vse sodobne 
infrastrukturne tegobe; vendar pa se vsakih nekaj mesecev pripeti dogodek, ki nas 
opozori, da je računalnik v oblaku zgolj običajen strežnik v podatkovnem centru, 
njegovi vzdrževalci pa povsem običajni ljudje. Največjo nevarnost predstavlja 
preveliko zaupanje ponudniku oblaka. Tudi profesionalno osebje včasih ni kos 
kompleksnosti infrastrukture in lahko nehote naredi napako, ki vodi do trajne izgube 
podatkov. Spet drugič pride do izpada sistema zaradi povsem nepredvidenih 
okoliščin. V vseh takšnih primerih pri večjih ponudnikih (Amazon, VMware, 
Google) se je tekom letošnjega leta izkazalo, da zaradi same velikosti sistema in 
velikega števila uporabnikov ni mogoče ustrezno prioretizirati strank in jim nuditi 
podpore. Ob izpadu Amazonovega podatkovnega centra v ZDA je bilo ohromljeno 
delovanje številnih popularnih storitev, kljub redundantnemu diskovju in varnostnim 
kopijam pa je prišlo tudi do trajne izgube večje količine podatkov. 
Podobno težavo predstavljajo različne logične in konfiguracijske napake, 
kakršne je nedavno doživela storitev Dropbox. Zaradi nadgradnje in hrošča v 
programski kodi za avtentikacijo je storitev nekaj ur dovoljevala dostop do vseh 
računov brez gesla. V času napake je imel Dropbox 25 milijonov uporabnikov, od 
katerih jih je mnogo storitev uporabljalo tudi za sinhronizacijo občutljivih podatkov 
med različnimi računalniki. Kot zadnji primer omenimo Google Mail, ki je pred leti 
izgubil pošto 0.02 % uporabnikov ter je bilo s tem prizadetih 50.000 uporabnikov. 
Kljub temu je potrebno izpostaviti, da je Google obnovil vso izgubljeno pošto z 
varnostnih kopij na traku. Povsem jasno postaja, da uporabniki oblaka pogosto 
polagamo vsa jajca v isto košaro, zato moramo biti prepričani, da je ponudnik 
ustrezno pripravljen tudi na katastrofalne dogodke. 
2.4.2 Uporaba 
Veliko podjetji s področja informacijskih in telekomunikacijskih tehnologij 






V podjetju so se soočali s potrebo po razširitvi obstoječih kapacitet v 
podatkovnih centrih zaradi širitve podjetja in s tem posledično pomanjkanja prostora. 
Trenutno imajo na razpolago več podatkovnih centrov, ki se nahajajo na več 
lokacijah po državi. V podatkovnih centrih je nameščena IT oprema, ki je bistvena za 
delovanje celotnega podjetja. Razpoložljivost podatkovnega centra, tako prostorska 
kot tehnična, se je približevala mejam zmogljivosti, zato so se v podjetju odločili za 
postavitev novega večjega podatkovnega centra in preselitev IT opreme na novo 
lokacijo. 
Objekt na novi lokaciji je že gradbeno dokončan z upoštevanimi ustreznimi 
dejavniki za postavitev podatkovnega centra, dostopnost, možnost širitve, preprečitev 
vdora vode.  
Osnovna izhodišča, ki jih je potrebno upoštevali pri postavitvi novega 
podatkovnega centra: 
 Razpoložljivost podatkovnega centra 
Podatke shranjujemo zato, da dostopamo do njih, ko jih potrebujemo, zato si 
ne smemo dovoliti, da bi bili podatkovni centri ne razpoložljivi več, kot je to 
nujno potrebno. Torej je bil na vseh ključnih mestih predviden nivo 
redundance 2 N, kar ustreza nivoju razpoložljivosti TIER III. 
 Modularnost 
Podatkovni center je potrebno načrtovati tako, da se lahko širi oz. krči. 
Tehnologije, ki se razvijajo in spreminjajo, za svoje delovanje potrebujejo 
več energije in manj prostora. 
 Cenovna ustreznost 
Cenovno izhodišče je prestavlja smiseln nivo cene, ki omogoča 
razpoložljivost centra v dogovorjenem nivoju. Zagovarjamo kvalitetno 
rešitev z ustrezno ceno. Posebni poudarek bomo namenili analizi 
učinkovitosti delovanja različnih tehničnih rešitev predvsem sistema 
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hlajenja. Glavni namen je zagotoviti optimalno izrabo predvidene opreme, 
čim bolj znižati stroške obratovanja in vpliva na okolje. 
 
Pri postavitvi podatkovnega centra je potrebno upoštevali naslednje standarde 
in priporočila: 
 Interni standard podjetja 
 Standard TIA/EIA 568.C.0 do C.3 za področje ožičenja 
 Standard TIA 606 za področje označevanja 
 Standard TIA 984 za postavitev podobnih podatkovnih centrov 
 Standard EN1047 
 Vse SIS standarde za oskrbno infrastrukturo 
Poleg cilja, da se izvede selitev opreme iz obstoječega podatkovnega centra, 
bom v sklopu tehničnih rešitev razmišljal tudi o končnem stanju glede na tlorise in 
druge kapacitete prostora, ki nam bo omogočalo enostavno rešitev podatkovnega 
centra glede na dejanske potrebe, brez vpliva na delovanje že vgrajene opreme. 
3.1 Obstoječe stanje 
V novem objektu imamo predviden prostor za podatkovni center. Poleg tega je 
za dodano širitev predviden dodatni prostor. Poleg teh dveh prostorov smo imeli na 
voljo še dva prostora za umestitev podporne infrastrukture, in sicer razdelilna postaja 
za strojne inštalacije in UPS prostor. 
V novi podatkovni center bomo namestili naslednjo opremo: 
 strežniške omare 
 diskovne omare 
 SAN omare 
 omare z mrežno opremo 
V strežniških omarah je največ 2 HE strežnikov nekaj pa je tudi 4 HE 
strežnikov za virtualizacijo in 1 HE aplikativnih strežnikov. Diskovne omare so 
nestandardnih dimenzij in različnih proizvajalcev. Moč inštalirane opreme v omarah 
je do 4 kVA pri strežniških omarah do 5,2 kVA v diskovnih omarah in do 2 kVA v 
mrežnih omarah. Poleg navedene IT opreme je planirana selitev v novi podatkovni 
center tudi selitev obstoječih naprav za brezprekinitveno napajanje. 
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3.2 Tloris postavitve opreme 
Strežniške in komunikacijske omare bodo razporejene tako, da tvorijo toplo in 
hladno cono. Vrste se orientira tako, da je prostor, ki je na voljo, kar najbolj 
izkoriščen, pri čemer se upošteva priporočene smernice širine hladnih in toplih con. 
Z oranžno barvo so vrisane diskovne omare, ki smo jih selili iz obstoječega 
podatkovnega centra. Z zeleno so narisane nove omare. Komunikacijske omare so 
dimenzije 800 mm x 1200 mm in višine 48 HE. Strežniške omare so dimenzije 600 
mm x 1200 mm in višine 48 HE. Postavitev omar je razvidna iz postavitvenega 
načrta v nadaljevanju. Poleg samega podatkovnega centra so za samo delovanje 
potrebni tudi pomožni prostori: UPS prostor je namenjen postavitvi UPS naprav in 
elektro razdelilnih naprav. V klima strojnici pa so postavljeni: hladilne omare, 
razvodi vode in plina ter črpalke. 
Pri načrtovanju prostorov se je upoštevala ločitev računalniške opreme od 
ostale opreme, ki zagotavljajo delovanje podatkovnega centra (klimatske naprave, 




Slika 3: Tloris postavitve opreme 
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3.3 Sistem hlajenja 
Sistem hlajenja se izvede z uporabo 2 hladilnih omar in izvedbo t.i. sistema 
zaprte hladne cone, s tem pa se močno poveča energijska učinkovitost samega 
hladilnega sistema. Sistem zaprte hladne cone preprečuje vdor toplega zraka v 
hladno cono oz. zmanjšuje mešanje hladnega in vročega zraka. Cone se postavijo 
modularno in omogočajo enostavno širitev. Takšna konfiguracija hladilnega sistema 
nam omogoča optimalni način hlajenja računalniške opreme. 
3.3.1 Predstavitev hladilnih omar 
Klima omare so precizne klimatske naprave, posebej prilagojene za 
uravnavanje temperature v telekomunikacijskih prostorih in podatkovnih centrih. 
Naprava je sestavljena iz toplotnega izmenjevalnika, ventilatorja z regulacijo 
vrtljajev, filtra zraka, tripotnega ventila in mikroprocesorskega krmilnega sistema z 
vsemi potrebnimi alarmi in vmesniki za povezavo na nadzorni sistem. Klima omare 
so izvedene s spodnjim izpuhom v področje dvignjenega poda. Zajem zraka je 
izveden s komoro proti prostoru podatkovnega centra. Prva enota hladilne omare 
omogoča priključitev dveh različnih medijev vode in plina, saj ima enota dva 
hladilna registra. Druga enota hladilne omare omogoča samo vodni hladilni register.  
Sistem hlajena bo v normalnem stanju za delovanje primarno uporabljal hladno 
vodo iz centralno hladilnega sistema (CHS) razvoda primernega temperaturnega 
režima. Z ustrezno predelavo razdelilne postaje v prostoru strojnic se z mešanjem 
doseže zahtevan temperaturni režim, ki je pogojen s ciljem manjšega razvlaževanja 
prostora. 
 
Primer hladilnih omar: 
Dvokrožna klima omara. Primarni krog voda in sekundarni krog plin R407. 
Podatki o zmogljivosti ene hladilne omare: 
 DX (plin R407C) senzibilna moč: 240 kW 
 CW (voda 7/12 oC) senzibilna moč: 260,7 kW; maksimalna moč: 280 kW 
 CW (voda 10/15 oC) senzibilna moč: 200,9 kW; maksimalna moč: 200,6 kW 
 Pretok zraka: 59.000 m3/h; maksimalen pretok zraka: 64.000 m3/h 
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Slika 4: Hladilna omara [10] 
 
Enokrožna klima omara z vodnim registrom.  
Podatki o zmogljivosti ene hladilne omare: 
 CW (voda 7/12 oC) senzibilna moč: 135,2 kW; maksimalna moč: 145,1 kW 
 CW (voda 10/15 oC senzibilna moč: 109,4 kW; maksimalna moč: 113,4 kW 
 pretok zraka: 30.000 m3/h; maksimalen pretok zraka: 35.601 m3/h 
 
 
Slika 5: Hladilna omara [11] 
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3.3.2 Zagotavljanje redundantnega hlajenja 
Sekundarna oziroma redundantna priprava hladne vode se zagotavlja preko 
hladilnega agregata, ki omogoča polno delovanje v temperaturnem območju od -20 
o
C do +50 
o
C. Zaradi nedelovanja hladilnega medija CHS v času servisiranja se 
redundantno hlajenje prostorov izvede preko freonskega sistema hladilnih omar, 
hladilni agregat freonskega sistema pa se namesti ob objektu. 
Za zagotavljanje zadostne količine svežega zraka ter za osnovno vlaženje se 
uporablja vgrajen klimatski sistem, ki je lokaliziran z ustreznimi požarnimi loputami. 
Vsi vodi hladne vode od razdelilca do posamezne klime omare potekajo tako, 
da je možnost strojeloma, nevarnost izliva vode in ostalih napak zmanjšana na 
minimum. V prostorih se namestijo poplavni senzorji, ki imajo funkcijo vklopa 
drenažne črpalke za izčrpavanje vode iz prostora in alarmiranje. Celotna vodna 
inštalacija se izvede iz nerjavečega jekla in se ustrezno toplotno izolira s paro-
zaporno izolacijo. Vsi spoji se izvedejo s »press« tehnologijo oz. se varijo. 
3.3.3 Hlajenje UPS prostora 
Pomembno je, da poskrbimo tudi za hlajenje UPS naprav oziroma prostora v 
katerem se nahajajo UPS naprave. Moči hlajenja se izračunajo glede na moč UPS 
naprav. Tudi v tem prostoru je potrebno zagotoviti redundanco hlajenja. To lahko 
zagotovimo z dvema klimatskima napravama. Hlajenje prostora UPS se zagotavlja z 
dvema vodnima konvertorja, ki zagotavljata redundantno (N+1) hlajenje prostora. 
Prostor je naravnan na 20 
o
C. Zaradi zagotavljanja delne redundance se v UPS 
prostoru postavi še »split« klimatska naprava, ki deluje na principu freonskega 
hlajenja. 
3.4 Oskrba z električno energijo 
Oskrba IT opreme v podatkovnem centru ima eno izmed ključnih vlog pri 
zagotavljanju neprekinjenega delovanja podatkovnega centra. Izvedba električnih 
inštalacij se izvede po principu N+1, kar pomeni, da je sistem zasnovan tako, da je 
odporen na vse enkratne izpade. To pomeni, da lahko v sistemu oskrbe z električno 
energijo naenkrat odpove en element. To je lahko napajalnik na posameznem kosu IT 
opreme, UPS sistem, PDU enota, odklopnika… Sistem ni odporen na dva ali 
večkratne izpade. V praksi to pomeni, da hkratna odpoved napajalnika na IT opremi 
in PDU enote, odklopnika, UPS ali drugega sistema na drugi napajalni veji pomeni 
izpad delovanja opreme.  
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3.4.1 Načrt napajanja podatkovnega centra 
Napajanje podatkovnega centra se izvede iz treh virov: 
 omrežne napetosti 




Slika 6: Načrt napajanja podatkovnega centra 
 
Napajanje se izvede redundantno, in sicer tako da opremo podatkovnega centra 
napajata dva neodvisna in ločena napajalna sistema A in B. Omrežna napetost iz TP 
pri sistemu B in agregatska napetost iz DEA se priključita na razdelilnik z vgrajenim 
ATS (automatic transfer switch) stikalom in preklaplja med tema dvema viroma 
glede na razpoložljivo napajanje vira. ATS stikalo omogoča nastavljanje pogojev 
proženja in parametrov priklopa, prioritete dovodov, izvedbo preklopa v ročnem 
režimu, zaklepanje določenih obratovalnih stanj ter prikaz snovnih električnih 
veličin. Iz tega razdelilnika se izvede dovodni kabel do razdelilnika A, ki se nahaja v 
elektro prostoru. Na ta razdelilnik A se priklopi UPS z by-pass stikalom, z by-pass 
stikalom zagotovimo možnost brezprekinitvenega preklopa na omrežni vir napajanja 
v primeru servisiranja/odklopa UPSa in posledično napajanja porabnikov virov A+B. 
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Do vsakega porabnika podatkovnega centra se izvede redundantno napajanje, 
in sicer enkrat iz R(U)_A in drugič iz R(U)_B. Enak princip napajanja velja tudi za 
hladilni sistem, sistem varovanja in sistem gašenja, ki se napajajo iz sistema A in B. 
Stavbne električne inštalacije za potrebe inštalacije in vtičnic se smiselno polovično 
razdelijo, tako da v primeru izpada enega od sistemov podatkovni center ne ostane 
brez razsvetljave in možnosti napajanja prenosnih porabnikov. 
3.4.2 Inteligentni razdelilnik 
Inteligentna razdelilnika R(U)_A in R(U)_B z vgrajeno opremo omogočata 
zajem informacij o obremenitvah dovodov in odvodov za vsak bremenski tokokrog, 
alarmnih stanj in aktiviranju zaščit. Vse merjene informacije so dostopne na 
prikazovalnem panelu razdelilnika in na SCADA računalniku. Omenjena električna 
razdelilnika omogočata zamenjavo ali naknadno dograjevanje tokokrogov brez 
prekinitve dobave električne energije ostalim porabnikom. Vsaka PDU enota v 
sistemskih omarah se napaja iz svojega odvoda v R(U) in se poveže s kablom 
ustreznega preseka, ki se napelje nad sistemskimi omarami in se zaključi s tremi oz. 
petimi polnimi vtičnicami pritrjenimi na kabelske police, ki potekajo nad sistemskimi 
omarami. Kable se označi z oznako napajalnega razdelilnika, tokokroga ter tipom in 
oznako kabla. 
Razpored opreme v elektro prostoru je takšna, da je na eni strani prostora 
nameščena oprema sistema A, na drugi strani prostora pa oprema sistema B. S tem 
zmanjšamo možnost napak pri posluževanju in manipulaciji v izrednih primerih. 
Ozemljitev sistema je zelo pomemben dejavnik. Glede na trende se izvaja 
ozemljitev vsake samostojne opreme in komunikacijske omare do skupne izenačitve 
potencialov v prostoru preko P/F vodnika 16 mm
2
 oz. niz preko p/F vodnika 25 mm
2
.  
3.5 Avtomatizacija sistema hlajenja in nadzor temperature in vlage 
Za nadzorni sistem se uporabi mikroprocesorski krmilnik za spremljanje in 
krmiljenje sistema hlajenja ter spremljanje parametrov ATS stikal v TP. Omenjeni 
krmilnik se preko Ethernet povezave in OCP Server-klient komunikacije poveže na 
obstoječi SCADA sistem. 
V TP se sistem krmiljenja preko brezpotencialnih signalov poveže relejni izhod 
obeh novo postavljenih ATS stikal. Omenjeni signal podaja informacijo o trenutno 
izbrani liniji napajanja (A ali B) ter stanje delovanja ATS stikala (normalno/napaka).  
ATS stikala se na krmilnik povežejo preko PROFIBUS protokola. PROFIBUS 
povezava z elementi v prostoru UPS in krmilnikom se izvede preko RS-485 
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povezave. Uporabljen komunikacijski protokol je PROFIBUS. Na krmilnik pa se 
preko PROFIBUS protokola poveže inteligentni elektro omari R(U)_A in R(U)_B. 
Preko omenjene povezave bo možno spremljati meritve moči in tlakov posameznega 
tokokroga ter napetosti. Stanje odklopnikov spremljamo preko digitalnih signalov za 
vsak tokokrog posebej.  
Krmilnik se poveže z lokalnimi krmilniki hladilnih omar in hladilnega agregata 
ter na ta način spremlja parametre delovanja posamezne naprave. Krmilnik omogoča 
preklop med delovanjem sistemov delovni/rezervni. Komunikacijski protokol med 
napravami za hlajenje in krmilnikom je RS-485 MODBUS. 
 
 
Slika 7: Sistem za nadzor podatkovnega centra 
 
Za pregledovanje in nastavljanje parametrov sistema se krmilnik opremi z 
operaterskim panelom. Preko operaterskega panela je možno: 
 pregledovanje meritev in nastavljanje alarmnih mej 
 pregledovanje in potrjevanje alarmov 
 pregledovanje in nastavljanje parametrov 
Pregledovanje nabora parametrov iz drugih naprav, ki so komunikacijsko 
povezane s panelom. 
Hladilna energija se zagotovi iz dveh neodvisnih virov, in sicer: 
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 prednostno se prostor hladi preko hladilnega sistema primarne dobave hladne 
vode preko CHS, ki se ga z mešanjem v posamezni veji ustrezno temperira v 
klima strojnici poleg sistemskega prostora, 
 v primeru izpada primarnega vira hladne vode se kot vir vklopi hladilni 
agregat oz. se preklopi na plinsko hlajenje. Izpad hladilne vode sistem 
ugotavlja preko meritve temperatur hladilne vode razvoda CHS oz. razvoda 
hladilnega agregata ter meritve tlaka v ceveh na primarni strani razvoda, 
 v primeru izpada hlajenja (CHS) se kot vir hladilne vode vklopi hladilni 
agregat. Izpad hladilnega agregata sistema ugotavlja preko komunikacijske 
povezave s krmiljenjem hladilnega agregata in z meritvami temperature ter 
tlaka hladilne vode v sistemu. 
3.5.1 Nastavitev parametrov za delovanje hladilnega sistema 
Celotni sistem nadziranja in preklapljanja med sistemi hlajenja se izvede s 
pomočjo krmilnika. 
Nastavljivi parametri za delovanje hladilnega sistema so: 
 vklop/izklop sistema hlajenja, 
 izbira prednostnega vira hladilne energije, 
 alarmne meje, 
 časovna zakasnitev ob nastopu kritičnega alarma za preklop (za preprečitev 
nekontroliranih preklopov). 
Vsi kritični alarmi se ohranjajo, dokler se ne potrdijo, tudi če medtem spet 
nastopi normalno stanje oz. se meritve vrnejo v dovoljene meje. 
Kadar nastopijo pogoji za preklop, se na osnovi posredovanih podatkov iz 
merilnih oz. regulacijskih elementov po zahtevanih parametrih določi režim 
delovanja ter vklop oz. izklop posameznih delov sistema. 
Krmiljenje zajema meritve oz. signale naslednjih sklopov: 
 delovanje črpalk, 
 tlaki in temperature hladilne tekočine na primarni (voda CHS, voda HA) in 
sekundarni strani razvoda hladilne vode do posameznih odjemov (veja za 
hladilne omare), 
 delovanje hladilnega agregata (komunikacija s krmilnikom hladilnega 
agregata). 
Na osnovi tehnološke sheme vsi izvršilni elementi (črpalke, ventili, motorne 
lopute, kompresorji oz. agregati, hladilne enote...) delujejo kot usklajena celota, 
sistem pa se naredi tako, da vedno izbira najoptimalnejši režim delovanja glede na 
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potrebno in razpoložljivo hladilno energijo oz. v primeru izpada enega vira 
(premajhen tlak, previsoka temperatura, itd…) avtomatsko, brez zastoja pri 
delovanju, preklopi na drugi oz. razpoložljiv vir hladilne energije. 
Krmilnik se poveže na sistem za opazovanje oz. javljanje napak, kar omogoča 
operaterju oz. uporabniku pravočasno reagiranje. Povezava na obstoječi nadzorni 
sistem oz. SCADo se izvede preko Ethernet povezave in OPC Server-klient 
komunikacije. Omogočen bo tudi ročni preklop in izklop načina delovanja preko na 
stikalni omari vgrajenih fizičnih stikal za primer servisa oz. okvare. 
Poleg krmiljenja sistema hlajenja se v prostoru podatkovnega centra izvede 
nadzor nad temperaturo in relativno vlažnostjo rack omar. V vsaki komunikacijski, 
strežniški in diskovni omari se vgradi en temperaturni senzor ali kombinirani senzor 
ali kombinirani senzor za merjenje temperature in relativne vlažnosti za meritev 
zajema hladilnega zraka na sprednji strani omare. Nekatere omare pa se na hrbtni 
strani (topla cona) opremi s temperaturnim senzorjem (T/rH) za meritev temperature 
v toplih conah. Omenjeni senzorji se preklopijo na nadzorni sistem okoljskih 
parametrov. Za povezavo na obstoječi nadzorni sistem in vključitev v obstoječo 
SCADO se uporabi protokolni pretvornik SMTP – MODBUS. 
 
 
Slika 8: Temperaturni senzorji 
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3.6 Univerzalno ožičenje 
Univerzalno ožičenje v podatkovnem centru se izvede z optičnim in bakrenim 
kablom priznanega proizvajalca. 
Hitrosti prenosa podatkov v podatkovnih centrih moramo načrtovati za 
prihajajoče tehnologije – prenos podatkov do 40 Gbps in kasneje do 100 Gbps in ne 
samo za obstoječe. Zato se v podatkovni center namesti optično vlakno tipa OM4, ki 
že sedaj omogoča prenos podatkov prav do 100 Gbps. Na področju bakrenih kablov 
znaša pasovna širina bakrenega vodnika kategorije 6A, kar zadostuje za prenos 
podatkov do 10 Gbps. Pripravljajo se standardi tudi za prenos podatkov do 40 Gbps 
(kategorija 8), vendar v tem trenutku tehnologija še ni zrela za uporabo. 
3.6.1 Komunikacijske in strežniške omare 
Za potrebe komunikacijske aktivne in pasivne opreme se uporabi 48 HE 
komunikacijske omare, širine 800 mm in globine 1070 mm. Med omarami se vgradi 
posebne stranice s ščetinami, višine 650 mm in širine 140 mm, ki omogočajo izredno 
funkcionalno prevezovanje med omarami s priključnimi kabli in istočasno 
preprečujejo nekontrolirano kroženje zraka (mešanje). Izvede se zaprtje optične- 
komunikacijske omare s sprednje strani, s katero bi preprečili pretok zraka skozi 
omaro. Rezultat je nepotrebno hlajenje pasivne opreme. Seveda je to mogoče, ker v 
omenjeni optični-komunikacijski omari ne bo aktivne omrežne opreme.  
Za potrebe ureditve strežniške opreme se uporabi 48 HE višine, širine 600 mm 
in globine 1070 mm strežniške omare. Omare se postavijo v dveh vrstah. Za 
zanesljivo in razporejeno ureditev napajanja opreme, v vseh strežniških ter 
komunikacijski omari, se namesti PDU distributorje. V vsako omenjeno omaro se 
namesti po dva taka PDU-ja, ki se napajata iz ločenih virov napajanja (dovod A, 
dovod B). Za ureditev priključnih vrvic se v omare namesti vertikalne in horizontalne 
urejevalce kablov.  
Strežniške in komunikacijske omare so zasnovane v skladu z današnjimi trendi 
v IT-ju in računskih centrih visoke gostote, omare pa ob upoštevanju potreb po 
hlajenju, distribuciji električne energije, organizaciji kablov in spremljanju okolja. 
Zagotavljajo zanesljivo okolje za montažo pasivne in aktivne opreme, ki je kritičnega 
pomena za delovanje in zanesljivost podatkovnega centra.  
Razdalja med posameznimi omarami s sprednje strani je 1200 mm. S tem 
omogočimo manipulacijo z vso opremo, ki bo nameščena v omarah. Na zadnji strani 
omar je širina lahko tudi manjša, saj so predvidena dvokrilna vrata. Vrata so obvezno 
perforirana. Vse neuporabljene površine v omarah zapolnimo s »pregradami«, ki 
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preprečujejo mešanje toplega in hladnega zraka. Hladen zrak lahko dostopa v toplo 
cono samo preko napajalnih naprav strežnikov. Predlaga se vgradnja pregradne 
rolete. V primeru, kjer bo v komunikacijsko omaro vgrajena izključno pasivna 
komunikacijska oprema, tudi v prihodnje ni načrtovana vgradnja aktivne 
komunikacijske opreme. Dobavi se komunikacijska omara, ki je opremljena na 
sprednji strani s steklenimi vrati, na zadnji strani pa s polnimi kovinskimi vrati. V 
tem primeru ni potrebno vgrajevati dodatnih polnilnih elementov za preprečevanje 
uhajanja hladnega zraka v toplo cono.  
 
 
Slika 9: Strežniške omare [12] 
 
3.6.2 Zaprta hladna cona 
Za učinkovito hlajenje vgrajene opreme pri predvidenih močeh se postavi t.i. 
sistem zaprte hladne cone, ki preprečuje vdor toplega zraka v hladno cono oz. 
zmanjšuje mešanje hladnega in vročega zraka. Glede na to, da so v vrstah različne 
dimenzije (višine) komunikacijskih omar, se izvede zapora hladne cone po meri.  
Cona poteka po sprednjem robu omar, uporabijo se c-profili, ki so privijačeni 
na pripravljeno podnožje na steni omare. Nosilna konstrukcija med ploščami se 
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izvede s t-profili. Cona se zapre s transparentnimi 4 mm debelimi ploščami iz umetne 
mase, ki prepuščajo 90 % svetlobe. Plošče so načeloma dolge 1200 mm in široke 600 
mm ali 800 mm, sicer pa je širina plošče odvisna od širine omare. Cona se zapre z 
dvojnimi drsnimi vrati, višine 2200 mm in širine 1200 mm, polnilo pa je kaljeno 
steklo. 
Na ta način preprečimo uhajanje vročega zraka iz toplih con in tako 
omogočimo optimalno hlajenje z minimalnimi izgubami. 
 
 
Slika 10: Zaprta hladna cona [9] 
 
Celoten sistem je narejen iz modularnih (po meri narejenih) sestavnih delov, ki 
nam omogočajo enostavno prilagajanje zaprte cone, trenutni postavitvi opreme. Vsi 
deli so izdelani v skladu s požarnimi standardi. 
3.6.3 Ožičenje 
Univerzalno ožičenje se izvede z opremo priznanega proizvajalca, ki zagotavlja 
15-letno sistemsko garancijo. 
Ožičenje je izvedeno za potrebe med povezav med komunikacijskimi in 
strežniškimi omarami v sistemskem prostoru. Sistem med povezav smo glede na 
prenosni medij ločili na dve podvrsti: 
FO optična vlakna: vsi elementi večrodovnih optičnih povezav (50/125), se 
izvedejo tipa OM4, enorodovne optične povezave (09/125) so tipa OS2. Sistem 
omogoča do 100 Gb/s pasovne širine. Iz vseh komunikacijskih in strežniških omar v 
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podatkovnem centru se optične povezave zaključijo v KO Optika. Optični kabli se 
zaključijo na priključnih panelih 1 HE, 24xLC duplex, tip konektorja je LC. 
Bakrene povezave: vsi elementi bakrenih povezav se izvedejo s povezavami 
tipa CLASS EA, 10 G Ethernet, S/FTP Cat 6A. Sistem ožičenja omogoča do 10 Gb/s 
pasovne širine do razdalje 90 m. Iz vseh komunikacijskih in strežniških omar v RC 
se kabli zaključijo v KO Aktivna mrežna oprema. Uporabili smo 1 HE 24 portne 
modularne stikalne panele. 
Vsi stikalni paneli se instalirajo na zadnji strani omare. To velja tudi za 
komunikacijske omare. Vsi bakreni priključki so zaključeni na A sistem 
zaključevanja. Univerzalno ožičenje ustreza EIA/TIA in ISO 11801 normativom. 
Vse šibkotočne instalacije (optične in bakrene) potekajo po kabelskih mrežnih 
policah, nameščenih nad komunikacijske in strežniške omare. 
Vsi na novo instalirani kovinski instalacijski elementi (kabelske police in 
komunikacijske omare) se galvansko združi z obstoječimi kovinskimi gradniki 
instalacijskih poti. Ozemljitev se izvede v skladu s trenutno v Republiki Sloveniji 
veljavnimi priporočili oz. standardi IEC 364.4.41-45, IEC 364.5.51-54 ter IEC.5.548. 
Pri polaganju in zaključitvi S/FTP kablov se za uspešno in kakovostno izvedbo 
ožičenja upošteva naslednje: 
 parice ne smejo biti odvite od kontakta na konektorju, 
 radij krivljenja S/FTP kabla ne sme biti manjši kot 4-kratni presek kabla, 
 največja natezna sila pri vleki kabla ne sme presegati 50 kg, 
 plašč kabla se odstrani samo toliko, kolikor je nujno potrebno, 
 vse komponente ožičenja morajo biti od istega proizvajalca, 
 S/FTP kabel mora potekati neprekinjeno od delilnika do vtičnice, 
 pri instalaciji se ne sme spremeniti geometrija kabla. 
Vsi priključni in povezovalni kabli morajo ustrezati standardom CAT 6A.  
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Slika 11: Ureditev kablov v strežniški omari [13] 
 
3.6.4 Optične med povezave 
Optične medpovezave med sistemskimi prostori so izvedene z enorodovnim 
optičnim vlaknom (09/125) OS2, po dveh ločenih poteh, zaključenih na priključnih 
panelih 1 HE, 2x24 LC duplex. Prav tako je enorodovna optična povezava izvedena 
tudi s hrbteničnim vozliščem. 
Po dveh ločenih poteh je v podatkovni center pripeljana optika internetnih 
ponudnikov.  
3.6.5 Dvignjen pod in kanalski razvodi nad komunikacijskimi omarami 
V sistemskem delu podatkovnega centra se zaradi bolj učinkovitega hlajenja 
izvede dvignjen pod v višini 600 mm. Jeklene podporne noge nosilne konstrukcije se 
na tla pritrdi na talno ploščico s prevodnim lepilom. Izvedene se tudi pravokotna 
povezava stebričkov z močnostnimi profili za dodatno povečanje stabilnosti in 





 ohm. Plošče so dimenzije 600 mm x 600 mm in debeline 38 mm 
iz stisnjene iverke gostote 720 kg/m
3
, spodaj so obložene z jekleno pločevino, zgoraj 
pa obložene s posebno trdim laminatom. Za ureditev pretoka hladnega zraka za 
hlajenje sistemskih omar se v zaprti hladni coni namesti regulacijske prezračevalne 
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rešetke. Dvojni pod višine 300 mm se namesti tudi v klima strojnici in v prostoru 
UPS naprav. 
Kanalski razvodi za univerzalno ožičenje se namestijo nad komunikacijske in 
strežniške omare v višini 2400 mm nad dvojnim tehničnim podom. Dostop do TK 
omar se izvede s tipskim dovodnim elementom v širini 300 mm in bo vpet na 
osnovno dovodno polico. Za magistralni kabelski razvod so predvidene kabelske 
police dimenzije 400 mm x 100 mm, za sekundarni razvod so predvidne police 
dimenzije 200  mm x 100 mm.  
Kanalski razvodi za elektro ožičenje se namestijo nad komunikacijske 
strežniške omare, v višini 2700 mm nad dvojnim tehničnim podom. Kanalski razvodi 
za elektro inštalacije se izvedejo v skladu z izbrano rešitvijo dovoda elektro inštalacij 
do posameznega PDU-ja, nameščenega v komunikacijsko/strežniške omare. Za 
magistralni kabelski razvod so predvidene kabelske police dimenzije 150 mm x 50 
mm.  
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3.7 Avtomatsko javljanje požara in sistem gašenja 
Za učinkovito varovanje podatkovnega centra in pomožne prostore se izvede 
samodejno odkrivanje in javljanje požara ter gašenje s stabilno gasilno napravo. S 
sistemom za javljanje požara se opremi prostor podatkovnega centra in pomožni 
prostor UPS. V vsak prostor se vgradi gasilno centralo, aspiracijski sistem, cevni 
sistem z izpustnimi šobami, jeklenke s tekočim gasilnim medijem, sireno, opozorilno 
tablo in ročne prožilnike/zaustavilnike. Celoten sistem za javljanje požara in gašenje 
se priključi na obstoječi varnostnonadzorni program. Zagotavlja se popolna 




Slika 12: Sistem gašenja [8] 
 
Sistem za javljanje požara in sistem za gašenje s plinastim medijem sta 
medsebojno povezana v taki meri, da javljalniki za javljanje požara hkrati prožijo 
tudi sistem gašenja. V primeru aktivacije posameznega javljalnika reagira samo 
sistem za javljanje požara, v primeru aktiviranja javljalnika+aspiracije (dvojavljalna 
odvisnost) se proži še sistem za gašenje. Prav tako se izvede ustrezno dokumentacijo 
ter pridobi potrdilo o brezhibnem delovanju sistema s strani neodvisnega preglednika 
za APZ. 
Na sistem aktivnega javljanja za požar se vključi tudi vsa potrebna senzorika za 
javljanje razlitja vode v sistemskem prostoru in v vseh pomožnih prostorih. Prenos 
signala za primer javljanja razlitja vode v prostoru se izvede preko protipožarne 
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centrale. Pri navedenem je v vsakem trenutku zagotovljena prosta pot za evakuacijo 
v primeru požarne ali druge nevarnosti. 
Za načrtovanje sistema požarnega javljanja in gašenja je upoštevan obvezni 
(normativni) aneks VdS 2095:2001-03(05) za naprave za obdelavo podatkov in 
drugih podobnih naprav. 
Zasnova javljanja požara temelji na konceptu popolne požarne zaščite. Sistem 
se deli na javljalni segment in gasilni segment. Za javljalni segment je predviden 
koncept avtomatskih optičnih javljalnikov dima v kombinaciji z aspiracijo, ki je 
podprt z ročnimi javljalniki ob izhodih, evakuacijskih poteh oz. na drugih primernih 
mestih ter s tipko za ročno električno aktivacijo gašenja in tipko za ročno električno 
zadrževanje gašenja. V vsak prostor se namesti ustrezno število javljalnikov; 
avtomatski javljalniki se namestijo tudi v dvojni pod. 
3.7.1 Aspiracijski sistem 
Aspiracijski sistem deluje na principu kontinuiranega vzorčenja zraka iz 
prostora, ki ga nadzoruje. V vzorčni komori se uporablja tehnologija dvojnih 
valovnih dolžin (vir infra-rdeče in modre svetlobe), ki z uporabo algoritmov 
zagotavlja zanesljivo ločevanje med dimom, ki nastane kot posledica (začetnih faz) 
gorenja / tlenja in drugimi motilnimi vplivi. 
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3.7.2 Gasilna centrala 
Osrednji del gašenja predstavlja gasilna centrala, ki je namenska naprava; 
sprejema podatke, jih vrednoti, in izvaja programsko določene akcije - izvršilne 
funkcije za gašenje (neposredno).  
 
Aktivacija gašenja je predvidena: 
 AVTOMATSKO ELEKTRIČNO: ob alarmnem stanju enega avtomatskega 
javljalnika IN HKRATI najzgodnejšega odkrivanja požara - aspiracija ALI 
dveh katerikoli avtomatskih javljalnikov v coni za gašenje ter po izteku 
programiranega časa zakasnitve do aktiviranja gašenja, 
 ROČNO ELEKTRIČNO: preko ročne tipke, ter po izteku programiranega 
časa zakasnitve do aktiviranja gašenja, 
 ROČNO MEHANSKO: neposredno na jeklenkah z gasilnim sredstvom z 
izvlekom plombirane varovalke in potiskom ročice v označeni smeri; ta 
aktivacija se lahko uporabi samo ob izrednih primerih (popolna odpoved 
električne aktivacije ipd.).  
Izpust gasilnega sredstva v področje prostora in področje dvojnega poda je 
sočasen. Po izvršenem procesu gašenja vstop v prostor ni dovoljen najmanj 10 
minut, zato da gasilno sredstvo doseže ustrezno koncentracijo in prostorsko 
razporeditev, ker so v prostoru lahko vnetljivi plini oz. pare in lahko pride do 
ponovitve požara ali eksplozije. Ljudje lahko v prostor vstopijo šele potem, ko je 
popolnoma prezračen. Pred pričetkom prezračevanja se je treba prepričati, da je 
požar v celoti pogašen.  
3.8 Kontrola pristopa in videonadzor 
3.8.1 Kontrola pristopa 
Kontrola pristopa omejuje dostop oseb v prostore, kjer želimo doseči povečano 
stopnjo varnosti ljudi in premoženja. Pri navedenem mora biti v vsakem trenutku 
zagotovljena prosta pot za evakuacijo v primeru požarne ali druge nevarnosti. 
Projektno se predvidi zaščita s sistemom kontrole pristopa za prostor podatkovnega 
centra in vse pomožne prostore.  
Interlock sistem kontrole pristopa omogoča, da v primeru odprtosti določenih 
vrat, ostalih vključenih v sistem Interlok, ni možno odpreti. Z brez kontaktno kartico 
uporabnik odpre vrata A in vstopi v prostor. Pristopi k vratom B, ki jih s kartico 
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poskusi odpreti. V primeru, da so vrata A odprta, kontrola pristopa zavrne prehod 












Slika 14: Biometrični čitalec [14] 
 
3.8.2 Videonadzor 
Videonadzor v podatkovnem centru in podpornih prostorih, hodnik, strojnica in 
elektro prostoru se postavi v skladu z zahtevami internega standarda za opremo 
tehničnega varovanja. Predvidena je uporaba dnevno/nočnih IP kamer v kupolastem 
ohišju z lastno IR osvetlitvijo. Kamere so visoke ločljivosti in imajo vgrajen objektiv 
spremenljive goriščnice ter omogočajo široki vidni kot. Zgornja meja temperaturnega 
območja je nad najvišjo pričakovano temperaturo v toplih conah računskega centra. 
Kamere se vgradi na strop prostorov ter se jih primerno nastavi, da omogočajo 
optimalni pogled na varovana območja (vrata, vrste omar). Glede na zahtevo so 
kamere v računskem centru postavljene tako, da omogočajo nadzor vseh vrst omar in 
prehodov med njimi (tople in hladne cone). Napajanje kamer je izvedo preko PoE na 
stikalu. Priklop na obstoječi video nadzorni strežnik se izvede preko LAN omrežja. 
Omenjeni strežnik oz. programska oprema se nadgradi z ustreznim številom 
programskih licenc za priklop dodatnih IP kamer. Kamere bodo v video nadzornem 
sistemu delovale preko vgrajenega  ONVIF-S protokola. V prostoru podatkovnega 




Samo izvedbo in koordinacije izgradnjo podatkovnega centra smo prepustili 
izkušeni ekipi strokovnjakov, ki je specializirana za postavitve namenskih 
podatkovnih centrov že desetletje. Skupaj z ekipo sodelavcev smo skozi različne 
sestanke oblikovali uporabniške zahteve, ki smo jih predali izvajalcu. Skupaj z 
izvajalcem smo natančno pregledali uporabniške zahteve in jih še nekoliko dopolnili. 
Sledila je izdelava PZI dokumentacije za elektro instalacije, strojne instalacije, 
avtomatizacijo nadzora hlajenja, javljanje požara in gašenje požara s plinom, 
univerzalno ožičenje, kontrolo pristopa, protivloma in video nadzora. 
Po končani pripravi dokumentacije smo morali pohiteti z izvedbo 
podatkovnega centra zaradi kratkega roka izgradnje. Začeli smo s pripravo gradbišča 
in gradbenimi deli. V naprej pred pripravljenem prostoru je bilo potrebno postaviti 
pregradne stene, s katerim smo dobili želeni tloris prostora in dostope do pomožnih 
prostorov. Po končani postavitvi sten je sledila postavitev dvojnega poda v 
sistemskem prostoru. Sledile so izdelave vse potrebne elektro inštalacije, vgradnja 
ATS stikal, montaža kabelskih polic za elektro inštalacije in univerzalno ožičenje. Pri 
strojnih inštalacijah se je izvedla predelava hladilnega registra in izdelava inštalacij 
za priklop klim na vodo in plin ter vgradnja vseh potrebnih črpalk. Sledila je montaža 
novih klim v UPS prostoru. Pri sistemu gašenja so bile postavljene jeklenke s 
tekočim gasilnim medijem, cevni sistem z izpustnimi šobami in aspiracijski sistem. 
Oba sistema sta se povezala na centralo požarnega javljanja. Vzporedno je potekala 
postavitev komunikacijskih in strežniških omar, napeljava in meritve bakrenega in 
optičnega univerzalnega ožičenja. 
Podatkovni center je bil tako pripravljen za selitev strežniške, mrežne in 
diskovne opreme ter prav tako UPS naprav iz starega podatkovnega centra. 
Naslednja faza postavitve novega podatkovnega centra je sledila ugašanje 
starega podatkovnega centra. Najprej so se ugasnili strežniki in mrežna oprema. 
Sledil je izklop klima naprav in nato še izklop napajanja. Ker sta se UPS-a selila, se 
je takoj začela demontaža dveh UPS-ov. Po demontaži je sledil prevoz opreme do 
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nove lokacije ter montaža na novi lokaciji novega podatkovnega centra. Sledila je 
demontaža strežniških in mrežnih naprav ter montaža v novem podatkovnem centru. 
Sledil je priklop UPS naprav na predpripravljene inštalacije in meritev 
električnih inštalacij. Ko je bilo zagotovljeno električno napajanje, smo začeli z 
vklopom in testiranjem klima naprav, po ustreznih nastavitvah klima naprav in 
testiranju pa smo postopoma začeli s prižiganjem strežnikov. Po celotnemu zagonu je 
sledilo testiranje izpadov klima naprav, UPS-a, preklopi električnega napajanja na 
dizel agregat oz. vseh možnih variant okvare. 
Večjih težav pri izgradnji podatkovnega centra ni bilo. Bile so manjše zamude 
pri dobavi določenih elementov. Dobro načrtovanje je pripomoglo, da je sama 
postavitev potekala dokaj gladko in da ni prihajalo do večjih odstopanj in sprememb. 
 
 





V diplomski nalogi sem opisal postopek izgradnje lastnega podatkovnega 
centra v podjetju. Gradnja podatkovnega centra je za podjetje predstavljalo priložnost 
za pridobitev modernega podatkovnega centra, ki je pripravljen na nepredvidljive 
trende razvoja IT opreme v prihodnosti. S postavljeno rešitvijo zagotavljamo 
podatkovnemu centru dolgo življenjsko dobo z možnostjo prilagodljivega napajanja, 
prilagodljivim sistemom hlajenja in ostalimi elementi infrastrukture.  
Na začetku dela so bili podatkovni centri širše predstavljeni glede na vrsto 
objekta in hlajenje samih podatkovnih centrov, razložili smo tudi računalništvo v 
oblaku. Nadaljevanje opisuje samo projektiranje podatkovnega centra z vsemi 
najpomembnejšimi sklopi za samo delovanje centra. Na koncu pa je opisana izvedba 
postavitve podatkovnega centra.  
Pri projektu smo upoštevali osnovna izhodišča, kot so razpoložljivost, 
modularnost in cenovna ustreznost. Tako smo načrtovali in pustili tudi odprte 
možnosti širitve podatkovnega centra, v naslednjih fazah, brez vplivov na delovanje 
obstoječega podatkovnega centra z možnostjo integracije novih cenovno ustreznih 
rešitev.  
Projekt smo uspešno izvedli, kar dokazuje tudi že skoraj enoletno nemoteno 
delovanje samega podatkovnega centra brez kakršnihkoli izpadov, ki bi ogrozili 
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