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PERFORMANCE ANALYSIS AND ROBUSTNESS EVALUATION OF A SEQUENTIAL 
PROBABILITY RATIO TEST FOR NON-IDENTICALLY DISTRIBUTED OBSERVATIONS
Abstract. In this article the problem of a sequential test for the model of independent non-identically distributed 
observations is considered. Based on recursive calculation a new numerical approach to approximate test characteristics for 
a sequential probability ratio test (SPRT) and a truncated SPRT (TSPRT) is constructed. The problem of robustness evaluation 
is also studied when the contamination is presented by the distortion of the distributions of all increments of the log-likelihood 
ratio statistics. The two-side truncated functions are proposed to be used for constructing the robustified SPRT. An algorithm 
to choose the thresholds of these truncated functions is indicated. The results are applied for a sequential test on parameters 
of time series with trend. Some kinds of the contaminated models of time series with trend are used to study the robustness 
of the truncated SPRT. Numerical examples confirming the theoretical results mentioned above are given.
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АНАЛИЗ И ИССЛЕДОВАНИЕ РОБАСТНОСТИ  
ПОСЛЕДОВАТЕЛЬНОГО КРИТЕРИЯ ОТНОШЕНИЯ ВЕРОЯТНОСТЕЙ  
ДЛЯ МОДЕЛИ НЕЗАВИСИМЫХ НЕОДИНАКОВО РАСПРЕДЕЛЕННЫХ НАБЛЮДЕНИЙ
Аннотация. Рассмотрена проблема последовательного теста для модели независимых неодинаково распреде-
ленных наблюдений. На основе рекурсивного расчета построен новый численный подход для аппроксимации тесто-
вых характеристик последовательного критерия отношения вероятностей (ПКОВ) и усеченного ПКОВ (УПКОВ). 
Исследована проблема анализа робастности, когда «засорение» представлено искажением распределений всех при-
ращений статистики логарифмического отношения правдоподобия. Предложено использование двухсторонних усе-
ченных функций для построения робастного ПКОВ. Указан алгоритм для выбора порогов этих усеченных функций. 
Результаты применены для последовательной проверки гипотез о параметрах временных рядов с трендом. Для неко-
торых моделей «засорения» временных рядов с трендом исследована робастность усеченного ПКОВ. Проведенные 
в работе численные эксперименты подтверждают теоретические выводы.
Ключевые слова: последовательный тест, простые гипотезы, аппроксимация, характеристики теста, усечение, 
неодинаково распределенные наблюдения, анализ робастности
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Introduction. Sequential analysis was first developed by Abraham Wald [1] and has been widely 
applied in many fields because of its optimal properties. In practice, the error probabilities α, β of type I 
and II can be different from the preassigned values α
0
, β
0
. In addition, the calculation of conditional ave-
rage number of observations is very important in optimal evaluation of this approach. In the case 
of independent identically distributed observations, there have been some approaches to approximate 
© Харин А. Ю., Тон Тхат Ту, 2018
180   proceedings of the National Academy of Sciences of Belarus, Рhysics and mathematics series, 2018, vol. 54, no. 2, рр. 179–192 
the indicated test characteristics. Based on Wald’s fundamental identity and likelihood ratio identity, 
some approximations for the average numbers of observations have been obtained [1–3]. An important 
improvement in computing these characteristics is that the operating characteristics (OC) and average 
sample number (ASN) functions were proved to satisfy the Fredholm integral equation of the second 
kind (FIESK) [3, 4]. Neglecting the conditions on the existence of their solutions, we can resort numerical 
methods to get the approximations of these characteristics. Another approach to calculate is to use the 
properties of absorbing Markov chains [5–7]. This approach allows not only to get the approximate values 
of test characteristics but also to evaluate the robustness of statistical procedures [6, 8, 9]. For the TSPRT, 
the upper bounds for the error probabilities of type I and II were achieved by using normal approximation 
for the accumulated log-likelihood ratio statistic when the maximum number of observations is relatively 
large [1], or in more general case [2]. In the case of non-identical distributed observations, Liu Y. and Li X. R. 
[10] have shown numerical solutions in some special cases to the OC and ASN functions by construc- 
ting the sequence of the FIESK with respect to the sequence of new stopping times. In this paper, another 
method based on recursive calculations is constructed for approximating the test characteristics of the 
SPRT and TSPRT as well. Evaluation of robustness for the truncated sequential test is also studied and 
these results will be applied for sequentially testing the parameters of time series with trend.
1. Mathematical model and auxiliary results 
Let { , 1}nX n ≥  be a sequence of independent random variables on the same probability space 
( , , )PΩ F  with probability density functions 1{ ( , ), , 1}np x x nθ ∈ ≥R  respectively, where θ is an unknown 
vector of parameters.
Consider two simple hypotheses: 
 
0 1
0 1: , : ,H Hθ = θ θ = θ   (1)
where 0 1, mθ θ ∈R  are known vectors, 0 1.θ ≠ θ
Denote the accumulated log-likelihood ratio statistic for n observations:
 
1 2
1
( , ,., ) ,
n
n n n i
i
x x x
=
Λ = Λ = λ∑  (2)
where ( )1 0ln ( , ) / ( , )i i i i ip x p xλ = θ θ  is the log-likelihood ratio calculated on the observation xi, and 
( , )ip x θ  is the probability density function of xi provided the true parameter value is θ.
After n observations one makes the decision:
 [ , ) ( , )( ) 2 ( ),C n C C nd + − ++∞= Λ + ⋅ Λ1 1  (3)
where the thresholds C−  and C+  are the parameters of the test. According to Wald [12], C−  and C+  can 
be calculated as follows:
 ( ) ( )0 0 0 0ln (1 , ln 1 ,) / / ( )C C+ −= −β α = β −α  (4)
where α0, β0 are the given values for error probabilities of types I and II respectively.
Denote 0 1inf{ : ( , )},  ( ),  ( ),n N NN n C C P C P C− + + −= Λ ∉ α = Λ ≥ β = Λ ≤  where (·)kP  means the 
pro bability measure under , {0,1}.k kH ∈  We will use the following auxiliary results.
L e m m a  1 [11]. If X is a non-negative, integer valued random variable, then 
1
( ) ( ).
n
E X P X n
+∞
=
= ≥∑
T h e o r e m  1 [12]. If f is continuous on [a, b] and g is monotonic on [a, b], then there exists 
Riemann – Stieltjes integral ( ) ( ).ba f x dg x∫
C o r o l l a r y  1. If g is monotonic on [a, b] and f is C-Lipschitzian on [a, b], i. e., there exists a posi-
tive constant C such that  | ( ) ( ) | | |, , [ , ],f x f y C x y x y a b− ≤ − ∀ ∈  then the following expansion holds:
 
( ) ( )( ) ( ) ( ( ) ( )) ( ).
2
b
a
f a f bf x dg x g b g a O b a+= − + −∫
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T h e o r e m  2 [13]. Let ( ), ( )f x g x  be two functions defined on [a, b]. Suppose that f″ and g″ are 
continuous on [a, b] and that g is monotonic there. Then, there exist , , , ( , )a bξ τ η σ∈  such that
 
[ ] [ ]
3( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) .
2 12
b
a
f a f b b af dg g b g a g f f g+ −′′ ′ ′′ ′− − = ξ τ − η σ∫
2. Main results 
2.1. Numerical approach to calculate the test characteristics. put ( ) 11 ( ) ( ),
k
kS x P x= Λ <  and for 
1,n >  ( )( ) ( ) ,  and ( , ),  1, 1 ,  {0,1}.kn k n iS x P x C C i n k− += Λ < Λ ∈ = − ∈
Clearly, the function ( ) ( )knS x  satisfies the following recurrent relation:
 
( ) ( ) ( )
1( ) ( ) ( ),  1,  {0,1},
Ck k k
n n nCS x F x y dS y n k
+
− −
= − > ∈∫  (5)
where ( ) ( )knF x  is the cumulative distribution functions of λn under hypothesis Hk, and 
( ) ( )
1 1( ) ( ).
k kS x F x=
Assume that ( ) ( )( ),  ( ),  1,  {0,1},k kn nF x S x n k≥ ∈  are continuous functions in R. Then, from the defi-
nitions of α, β and Lemma 1 the test characteristics can be expressed as follows:
 
(0) (0) (1) (1) ( ) ( ) ( )( ) ( ),  ( ) ( ), ( ) 1 ( ) ( ),k k kG G C G C G E N G C G C+ − + −α = +∞ − β = − −∞ = + −
where ( ) ( ) ( )
1
( ) ( ),  {0,1},  (·)k k kn
n
G x S x k E
+∞
=
= ∈∑  means expectation under Hk. Since 
(1) ( ) 0,G −∞ =  and 
( )(0) (0) (0)0
1
( ) 1 ( , ), 1, 1 ( ) ( ),i
n
G P C C i n G C G C
+∞
− + + −
=
+∞ = + Λ ∈ = = + −∑  we have
 
(0) (1)1 ( ),  ( ),G C G C− −α = − β =  (6)
 
( ) ( ) ( )( ) 1 ( ) ( ),  {0,1}.k k kE N G C G C k+ −= + − ∈  (7)
Assume that 
( ) ( ) ,  {0,1}.kE N k< +∞ ∈   In this case, from Lemma 1 we get
 
( )( ) ( , ), 1, 0 as , {0,1}.kn k i
j n
p P C C i j n k
∞
− +
=
= Λ ∈ = → →∞ ∈∑
Given a very small positive value ε0, there exists 0n ∈N  such that 
( )
0 0,  ,  {0,1}.knp n n k≤ ε ∀ ≥ ∈  
Note that ( )1( ) ( , 1, ),  ,  1,
k
k inS x P i n x n+ ≤ Λ = ∀ ∈ ≥R  which allows us to approximate 
( ) ( )kG x  by the new 
function ( ) ( ) :kG x
 
0 ( )( ) ( )
1
( ) ( ) ( ), , {0,1},
n kk k
i
i
G x G x S x x k
=
≈ = ∀ ∈∑
 
 (8)
where ( ) ( ) 0| ( ) ( ) | , .k kG x G x x− ≤ ε ∀
Next, we use a numerical method for approximating the values of functions ( ) ( ),  2,  {0,1}.knS x n k≥ ∈  
Without loss of generality, assume that H0 is true. Let H > 1 be a fixed positive integer, and { , 1, }it i H=  
be a partition of [ , ],C C− +  where ( 1) , 1, , .1i
C Ct C i h i H h
H
+ −
−
−
= + − = =
−
 Using Theorem 2, un- 
der some assumptions of the functions (0) ( )nF x  and (0) ( ),nS x  the Riemann-Stieltjes integral 
(0)(0)
1( ) ( )
C
n nC F x y dS y
+
− −
−∫  can be expanded as 0 :h →
 
( ) ( )
1 (0) (0)(0) (0) (0) 2
1 11 1
1
1( ) ( ) ( ) ( ).
2
H
n n j n j j jn n
j
S x F x t F x t S t S t O h
−
+ +− −
=
  = − + − − +   ∑  (9)
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This can be rewritten:
( ) ( ) ( ) ( )
( ) ( )
(0) (0)(0) (0) (0) (0) (0)
1 2 1 11 1
1 (0)(0) (0) 2
1 1 1
2
1 1( ) ( ) ( )
2 2
1 ( ) ( ).
2
n n n n H n H Hn n
H
n j n j jn
j
S x F x t F x t S t F x t F x t S t
F x t F x t S t O h
−− −
−
− + −
=
   = − − + − + − + − +   
 + − + − + ∑
Denote ( ) (0) 0( ),  1, ,  1, .j ii jf S t j n i H= = =  For 02 ,n n≤ ≤  we obtain the following systems of linear 
equations:
 
( ) ( ) ( ) ( )
( ) ( )
( ) ( 1) ( 1)(0) (0) (0) (0)
1 2 11
1 ( 1)(0) (0)
1 1
2
1 1
2 2
1 ,  1, .
2
n n n
n i n i n i H n i Hi H
H n
n i j n i j j
j
f F t t F t t f F t t F t t f
F t t F t t f i H
− −
−
−
−
− +
=
   = − − + − + − + − +   
 + − + − = ∑
 
 (10)
Denote ( )( ) ( ) ( )1 ,..., ,  1,Tn n nHf f f n= ≥  and ( ) { } ,  2,n nij H HD d n×= ≥  where
( ) ( )
( ) ( )
( ) ( )
(0) (0)
1 1
(0) (0)
1 2
(0) (0)
1
1 , 1, ,  2, 1,
2
1 , 1, ,  1,
2
1 , 1, ,  .
2
n i j n i j
n
ij n i n i
n i H n i H
F t t F t t i H j H
d F t t F t t i H j
F t t F t t i H j H
− +
−
  − − − = = −  

  = − − + − = =  

  − + − = =  
We get ( ) ( ) ( 1) 0,  2 ,n n nf D f n n−= ≤ ≤  where ( )(1) (1) (1) (1) (0)1 1,..., ,  and ( ),  1, .T iiHf f f f F t i H= = =  If 
the tailed sum 
0
(0)
1
( )i
i n
F x
∞
= +
∑  was neglected, the following theorem has been proved.
T h e o r e m  3. Assume that ( ) ( ) ,  {0,1}.kE N k< +∞ ∈  If ( ) ( ),  1,  {0,1},knF x n k≥ ∈  have continuous 
derivatives of second order in [ , ],C C C C− + + −− −  then the following asymptotic expansions hold at 
00, 0 :h → ε →
(0) (1)
0 0( ) ( )2 2
0 01 1
1 1
1 ( ) ( ), ( ) ( ),
n n
i i
i i
f O h O g O h O
= =
α = − + + ε β = + + ε∑ ∑
( ) ( )
(0) (1)
0 0(0) ( ) ( ) 2 (1) ( ) ( ) 2
0 01 1
1 1
( ) 1 ( ) ( ), ( ) 1 ( ) ( ),
n n
i i i i
H H
i i
E N f f O h O E N g g O h O
= =
= + − + + ε = + − + + ε∑ ∑
where { } ( )( ) ( ) ( ) ( ) ( ) (1)00 1 0min : ,  {0,1}, ,..., ,  1 ,,Tk k i i in Hn n p k g g g i n= ≤ ε ∈ = =  are calculated similarly 
to f (i) replacing (0) ( )iF x  with 
(1) ( )iF x  – the distribution function of λi under hypothesis H1.
p r o o f. Note that by the way of selecting ( )0
kn , we have ( ) ( ) 0| ( ) ( ) | , , {0,1}k kG x G x x k− ≤ ε ∀ ∈ ∈R . 
The result is directly derived from (6), (7), (10) and Theorem 2.
R e m a r k  1. In practice, it is not easy to determine ( )0
kn  theoretically with respect to a given 
value ε0. However, if we know ( )
( ) ( , ) 0kn k nq P C C− += Λ ∈ →   as ,n → +∞  then ( )0
kn  can be chosen 
from the weaker condition: ( ) ( ) 00 min{ : }.
k k
nn n q= ≤ ε  This condition seems to be reasonable: in this 
case, all probabilities of the form ( ) ( )0( , ), 1, , , kkP C C i n n n− +Λ∈ = ≥  are much less than ε0 and the test 
will terminate finitely with probability 1 as well. 
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R e m a r k  2. In general, there is still a problem of calculating the probability ( )( , )n k nq P C C− += Λ ∈  
because of the difficulty in getting theoretically the probability distribution for the sum of independent 
random variables ,  1.n nλ ≥  Note that ( ) ( ) ( ) 20 1( , ), 1, ( ).n ni HP C C i n f f O h− +Λ ∈ = = − +  Therefore, 
if the way of finding index ( )0
kn  in Remark 1 is not feasible, these indices can be possibly chosen from 
the following conditions:
{ } { }(0) ( ) ( ) (1) ( ) ( )0 00 1 0 1inf 1: ,  inf 1: .n n n nH Hn n f f n n g g= ≥ − ≤ ε = ≥ − ≤ ε
R e m a r k  3. In the case of independent identically distributed observations, due to Stein’s lemma [3] 
a sufficient condition for ( ) ( ) ,  {0,1},kE N k< +∞ ∈  is 1( 0) 1,  {0,1}.kP kλ = < ∈
Next, we modify the method above to approximate error probabilities of type I and II for the TSPRT. 
Let M be the maximal number of observations that we may measure. The Wald’s TSPRT is formulated 
as follows. If the sampling process has progressed to the n-th stage (n < M):
 
0
0
reject  if ,
accept  if ,
n
n
H C
H C
+
−
Λ ≥
 Λ ≤  
(11)
and takes one more observation if ( , ).C C− +Λ ∈  If the SPRT does not lead to the terminal decision 
for n < M, then
 
0
0
reject  if 0,
accept  if 0.
M
M
H
H
Λ >
 Λ <
 (12)
For the partition { , 1, }it i H=  defined above, we set the value 0it  with respect to the smallest absolute 
value to be zero. Denote type I, II error probabilities and the number of observations used in TSPRT 
at the stage M by α
M
, β
M
 and N
M
 respectively.
T h e o r e m  4. If the functions ( ) ( ),  1,  {0,1},knF x n k≥ ∈  have continuous derivatives of second 
order in [ , ],C C C C− + + −− −  then the following expressions are valid:
0 0
1 1
( ) ( ) 2 ( ) ( ) 2
1 1
1 1
1 ( ),   ( ),
M M
i M i M
M Mi i
i i
f f O h g g O h
− −
= =
α = − − + β = + +∑ ∑
( ) ( )
1 1
(0) ( ) ( ) 2 (1) ( ) ( ) 2
1 1
1 1
( ) 1 ( ),   ( ) 1 ( ).
M M
i i i i
M MH H
i i
E N f f O h E N g g O h
− −
= =
= + − + = + − +∑ ∑
P r o o f. We have:
( )
( ) ( )
( )
1
0
1
2 1
0 1 0 0
1 2
2 1 2
1 2 ( 1) ( ) 2
1 1
1 2 1
( , ),  1, 1,  
1 ( ) ( , ),  1, ( , ),  1, 1,  
1 ( ) 1 ( ),
M
i n
n
M M
i i n
n n
M M M
n n n M n
H H H H
n n n
P C C i n C
P C P C C i n P C C i n C
f f f f O h f f O h
−
− + +
=
− −
+ − + − + +
= =
− − −
−
= = =
Λ ∈ = − Λ ≥ =
= − Λ < + Λ ∈ = − Λ ∈ = − Λ < =
= − + − − + = − − +
∑
∑ ∑
∑ ∑ ∑
 
(13)
 
( )
( ) ( )
0
0
0 0
( 1) ( 1) ( ) 2
1
( , ),  1, 1,  0
( , ),  1, 1 ( , ),  1, 1,  0
( ).
i M
i i M
M M M
H i
P C C i M
P C C i M P C C i M
f f f O h
− +
− + − +
− −
Λ ∈ = − Λ > =
= Λ ∈ = − − Λ ∈ = − Λ ≤ =
= − − +
 
(14)
From (11)–(12) and (13)–(14), we obtain 
0
1 ( ) ( ) 2
1
1
1 ( ).
M i M
M i
i
f f O h
−
=
α = − − +∑  Furthermore, we also have
(1) (1) 2
0 0 1 0 1 1( 1) ( ) ( ) 1 ( ),M HP N P C P C f f O h− += = Λ ≤ + Λ ≥ = + − +
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( ) ( 1) ( 1) 20 0 1( ) ( , ), 1, 1 ( ),M MM i HP N M P C C i M f f O h− −− += = Λ ∈ = − = − +
and for 2 1,i M≤ ≤ −
( ) ( )
( ) ( )
0 0 0
( ) 2
0 01
( ) ( ) ( 1) ( 1) 2
1 1
( ) ( , ), 1, 1,  ( , ), 1, 1,  
( , ), 1, 1 ( , ), 1, 1,  ( )
( ).
M j i j i
i
j j i
i i i i
H H
P N i P C C j i C P C C j i C
f P C C j i P C C j i C O h
f f f f O h
− + − − + +
− + − + +
− −
= = Λ ∈ = − Λ ≤ + Λ ∈ = − Λ ≥ =
= + Λ ∈ = − − Λ ∈ = − Λ ≤ + =
= − + − +
From that we get:
( ) ( )
( )
(0)
0
1
1(1) (1) ( 1) ( 1) ( ) ( ) ( 1) ( 1) 2
1 1 1 1
2
1 ( ) ( ) 2
1
1
( ) ( )
1 ( )
1 ( ).
M
M M
i
MM M i i i i
H H H H
i
M i i
H
i
E N iP N
f f M f f i f f f f O h
f f O h
=
−
− − − −
=
−
=
= =
= + − + − + − + − + =
= + − +
∑
∑
∑
The rest part is proved similarly.
R e m a r k  4. From Theorem 1 and Corollary 1, we have:
(i) In the case that functions ( ) ( ),  {0,1},knF x k ∈  are C-Lipschitzian on [ , ],C C C C− + + −− −  the for-
mulas in Theorem 3 and Theorem 4 are still valid with the order of accuracy O(1).
(ii) By the definition of the Riemann – Stieltjes integral and Theorem 1, these formulas in Theorem 3 
and Theorem 4 are still applicable in the case of continuous functions ( ) ( ),  {0,1},knF x k ∈  without any 
conclusion about the order of accuracy. For the TsPRT, due to the limited number of terms in the sum 
we can increase the number H to get better approximation.
2.2. Robustness evaluation. In practice, there is often the case that the observed data do not follow 
the hypothetical model exactly, e. g. the hypothetical model is distorted [14]. This leads to the distortion 
in the dist ributions of increments λn of log-likelihood statistic Λn. In this section, we study the case where 
these influences can be described in the form of contaminated model of Huber type [15] for each incre- 
ment λn as follows:
 ( ) (1 ) ( ) ( ),  1,n n nF x F x F x n= − δ + δ ≥

where ( )nF x  is a contaminating CDF, and [0,1 / 2)δ∈  is the level of contamination.
Introduce the notation: ( ) ( ) ( ), , , ,k n nn Mp f D α α  are the elements calculated similarly to ( ) ,knp  ( ) ,nf  
( ) , ,n MD α α  replacing (0) ( )nF x  with (0) ( ),  1,nF x n N≥  
(0) ( ),  1,nF x n N≥  and MN  are the new stopping times for the 
sPRT and TsPRT respectively; ( )ˆ nD  are the elements also calculated analogously to ( )nD  replacing 
(0) ( )nF x  with (0) (0)( ) ( ),  1.n nF x F x n− ≥  Put (1) (1)ˆQ f=  that is computed similarly to f(1) replacing 
(0)
1 ( )F x  with 
(0) (0)
1 1( ) ( ),F x F x−  and for n ≥ 2:
 
( ) ( ) ( 1) (2) (1) ( ) ( 1) (2) (1) ( ) ( 1) (2) (1)ˆˆ ˆ... .n n n n n n nQ D D D f D D D f D D D f− − −= + + +
T h e o r e m  5. Assume that ( ) ( )kE N < +∞  and ( ) ( ) ,  {0,1}.kE N k< +∞ ∈  If the functions ( ) ( )knF x  
and  ( ) ( ),  1,  {0,1},knF x n k≥ ∈  have continuous derivatives of second order in [ , ],C C C C− + + −− −  then 
the following expressions hold:
(0) (1)
0 0( ) ( )2 2 2 2
0 01 1
1 1
( ) ( ) ( ), ( ) ( ) ( ),
n n
i i
i i
Q O h O O R O h O O
= =
α −α = −δ + + δ + ε β −β = δ + + δ + ε∑ ∑
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(0)
0 ( ) ( )(0) (0) 2 2
01
1
( ) ( ) ( ) ( ) ( ) ( ),
n
i i
H
i
E N E N Q Q O h O O
=
− = δ − + + δ + ε∑
(1)
0 ( ) ( )(1) (1) 2 2
01
1
( ) ( ) ( ) ( ) ( ) ( ),
n
i i
H
i
E N E N R R O h O O
=
− = δ − + + δ + ε∑
where ( ) ( ) ( ) ( )0 00 inf{ 1:  and },  {0,1},  ,  1,
k k k n
n nn n p p k R n= ≥ ≤ ε ≤ ε ∈ ≥  are calculated similarly to Q(n) 
replacing (0) (0)( ), ( )n nF x F x (0) (0)( ), ( )n nF x F x  with (1) (1)( ), ( ).n nF x F x 
(1) (1)( ), ( ).n nF x F x
P r o o f. Note that (1) (1) (1) ( ) ( ) ( ) ( ) ( 1) ( ) ( 1)ˆ ˆ,  ,  ,  ,  2.n n n n n n n n nf f f D D D f D f f D f n− −= + δ = + δ = = ≥  
From that, we have:
(2) (2) (1) (2) (2) (1) (1) (2) (2) 2
(3) (3) (2) (3) (3) (2) (2) 2 (3) (3) 2
ˆˆ( )( ) ( ),
ˆ( )( ) ( ) ( ),
H
H H
f D f D D f f f Q O
f D f D D f Q O f Q O
= = + δ + δ = + δ + δ
= = + δ + δ + δ = + δ + δ
where OH(δ
2) is an H-dimensional column vector with all elements that are O(δ2).
By induction, we get: ( ) ( ) ( ) 2( ),  1.n n n Hf f Q O n= + δ + δ ≥  The rest parts of proof are derived from 
the proof of Theorem 3.
Similarly, we also have the following result for the TSPRT.
T h e o r e m  6. If the functions ( ) ( )knF x  and ( ) ( ),  1, ,  {0,1},knF x n M k= ∈  have continuous deriva-
tives of second order in [ , ],C C C C− + + −− −  then the following expressions hold:
0 0
1 1( ) ( ) ( ) ( )2 2 2 2
1 1
1 1
( ) ( ), ( ) ( ),
M Mi M i M
M M M Mi i
i i
Q Q O h O R R O h O
− −
= =
   
α −α = −δ + + + δ β −β = δ + + + δ   
   
∑ ∑
1 ( ) ( )(0) (0) 2 2
1
1
( ) ( ) ( ) ( ) ( ),
M i i
M M H
i
E N E N Q Q O h O
−
=
− = δ − + + δ∑
1 ( ) ( )(1) (1) 2 2
1
1
( ) ( ) ( ) ( ) ( ).
M i i
M M H
i
E N E N R R O h O
−
=
− = δ − + + δ∑
2.3. Robustifying the TSPRT. To reduce the influence of outliers in λ
n
, we can truncate the values 
of λ
n
 by the following function (Figure a):
 ( , ] ( , ) [ , )( ) · ( ) · ( ) · ( ),g g g g ggf x g x x x g x
+
− − + +− − −∞ + +∞
= + +1 1 1  (15)
where ,g g− +  are two given values, 0 .g g− +< <
a                                                                                                 b
plots of truncated functions
186   Proceedings of the National academy of sciences of Belarus, рhysics and mathematics series, 2018, vol. 54, no. 2, рр. 179–192 
Put  { }1 0 1( ),  ... ,  inf : ( , ) ,  ( ),  ( ).gn n n n n N Ngf N n C C P C P C+− − + + −λ = λ Λ = λ + + λ = Λ ∉ α = Λ ≥ β = Λ ≤
L e m m a  2. If g C C− − +≤ −  and ,g C C+ + −≥ −  then:
(i) ( ) ( ),  1,  {0,1},k kP N i P N i i k= = = ≥ ∈
(ii) ,  .α = α β = β
P r o o f. 
(i) Clearly, t tλ = λ  if and only if [ , ],t g g− +λ ∈  and ( ) ( ),  [ , ],  {0,1}.k t k tP x P x x g g k− +λ > = λ > ∀ ∈ ∈  
additionally, if , ( , )x x y C C− ++ ∈  then | .|y C C+ −< −  Therefore,
1 1 1 1( 1) ( ) ( ) ( ) ( ) ( 1).k k k k k kP N P C P C P C P C P N+ − + −= = λ ≥ + λ ≤ = λ ≥ + λ ≤ = =
For i > 1, we get
( )
( )
( ) ( )
( )
1
( ) ( , ), 1, 1,  ( , )
( , ), 1, 1,  ( , )
( , ), 1, 1 ( , ), 1, 1,  ( , )
( , ), 1, 1,  ( , ) .
k k j i
k j i i
k j k j i
k j i
P N i P C C j i C C
P C C j i C C
P C C j i P C C j i C C
P C C j i C C
− + − +
− + − − +
− + − + − +
− + − +
= = Λ ∈ = − Λ ∉ =
= Λ ∈ = − Λ + λ ∉ =
= Λ ∈ = − − Λ ∈ = − Λ ∈ =
= Λ ∈ = − Λ ∉
 
so, N and N  have the same probability distributions.
(ii) similarly, 0 1 0 1 0 1 0 1( ) ( ) ( ) ( )P C P C P C P C+ + + +Λ ≥ = λ ≥ = λ ≥ = Λ ≥  and
( ) ( )
1 1
1 1
0 0 1
1 2 2 , , 1 1 0 1 1
1 2 2 , , 1 1 0
( , ), 1, 1,  ( , ), 1, 1,  
( , , ) ( )
. ( , , ) (
i
i
j i j i i
C C C C
i i i i iC C C C
C C C C
i i i iC C C C
P C C j i C P C C j i C
dx dx dx f x x P C x dx
dx dx dx f x x P C x
+ + + +
−− − − −
+ + + +
−− − − −
− + + − + + −
− Λ Λ − + − −
− Λ Λ − + −
Λ ∈ = − Λ ≥ = Λ ∈ = − λ ≥ − Λ =
= λ ≥ −
= λ ≥ −
=∫ ∫ ∫ ∫
∫ ∫ ∫ ∫




( ) ( )
1 1
0 1 0
)
( , ), 1, 1,  ( , ), 1, 1,  .
i
j i i j i
dx
P C C j i C P C C j i C
−
− + + − − + += Λ ∈ = − λ ≥ − Λ = Λ ∈ Λ ≥
=
= −
 
Therefore, 0 0( ) ( )NNP C P C+ +Λ ≥ = Λ ≥ . similarly, we obtain 1 1( ) ( ).NNP C P C− −Λ ≤ = Λ ≤
C o r o l l a r y  2. The results of Lemma 2 are still valid for the TSPRT.
R e m a r k  5. There are some remarks for choosing the thresholds g
–
 and g+:
(i) If g
–
 ≥ 0, then βM = 0; if g+ ≤ 0, then αM = 0. Therefore, the possible choice is that we should select 
( ,0)g C C− − +∈ −  and (0, ).g C C+ + −∈ −
(ii) If g
–
 increases, βM will decrease, but αM will increase. If g+ decreases, there is an opposite picture. so, 
the possible and reasonable criterion for choosing g
–
 and g+ is to minimize the sum αM + βM for the TsPRT.
Using the truncated function (15), the distribution function of nλ  is:
0, ,
( ) ( ) ( ), ,
1, ,
nn n
x g
F x P x F x g x g
x g
−
λ − +λ
+
≤
= λ < = < ≤
 >
which is generally a discontinuous function. Therefore, the numerical results in Theorem 3 and Theorem 4 
cannot be applied for calculating the test characteristics. To make use of the proposed numerical ap-
proach, we can use a modified version of the function (15) in the following form (Figure b):
 
, ,
( ) , ,
, .
g
g
g g x g
x
f x x g x g
g g x g
x
+
−
−
− −
− +
+
+ +
ε + − ε ≤

= < <
 ε− + + ε ≥

 (16)
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In	this	case,	when	 ( )nF xλ 	is	continuous,	the	distribution	function	of	 nλ 	is	also	continuous	and	has	
the	following	form:
0, ,
, ,
( ) ( ), ,
, ,
1, .
n
nn
n
x g
gF g x g
x g
F x F x g x g
gF g x g
g x
x g
−
−
λ − −
−
λ − +λ
+
λ + +
+
+
≤ − ε

 ε − ε < ≤  − + ε 
= < <
  ε ≤ < ε  + ε − 

≥ + ε
When | |g g+ −− 	is	small,	we	have	to	take	more	observations	for	the	sequential	test	(e.	g.	the	number	
of	observations	tends	to	the	maximum	number	M).	This	means	that	we	have	more	information	for	the	
test	and	this	leads	to	the	downward	trend	of	both	error	probabilities.	However,	when	 | |g g+ −− 	is	suffi-
ciently	small,	the	number	of	observations	are	mostly	M	and	we	have	to	make	the	final	decision	according	
to	(15).	In	this	case,	both	error	probabilities	can	increase	again.
The	following	algorithm	can	be	used	to	choose	thresholds	g
–
	and	g+:
–	choose	a	positive	value	K ∈N 	and	a	small	value	ε	>	0;
–	split	 [ ,0]C C− +− 	and	 [0, ]C C+ −− 	into	cells	by	points	{ ( ), 1, }g i i K− = 	and	{ ( ), 1, }g i i K+ = 	res-
pectively,	where	 ( ) ,  ( ) ,  ;
1
C Cg i ih g i ih h
K
+ −
− +
−
= − = =
+
–	 for	 each	 pair	 ( )( ), ( )g i g j− +  calculate ( , )M i jα 	 and	 ( , )M i jβ 	 using	Theorem	 4	 and	 truncated	
function	(16);
–	choose	 ( )( ), ( )g i g j− +  such that ( , ) ( , )M Mi j i jα +β 	is	minimal.
In	practice,	due	to	the	limitation	of	time	and	capacity	of	computation	we	can	consider	only	the	sym-
metric	case	 g g− += − 	and	select	 ( )( ), ( )g i g i− +  such that ( , ) ( , )M Mi i i iα +β 	is	minimal.
2.4. Application for sequential testing on parameters of time series with trend. Let 1 2, ,...x x 	be	
the	observed	time	series	with	a	trend	in	the	following	form	[8]:
 ( ) ,  1,
T
t tx t t= θ ψ + ξ ≥ 	 (17)
where	 ( )1 2( ) ( ), ( ), , ( ) ,  1,Tmt t t t tψ = ψ ψ ψ ≥ 	 is	 the	 vector	 of	 basic	 functions	 of	 trend,	
1 2( , , , )T mmθ = θ θ θ ∈R 	is	an	unknown	vector	of	coefficients,	and	{ , 1}t tξ ≥ 	is	the	sequence	of	inde-
pendent	identically	distributed	random	variables,	 2~ (0, ),t Nξ σ σ 	is	a	given	positive	constant.
Consider	two	simple	hypotheses	concerning	the	trend	coefficients:
0 1
0 1: , : ,H Hθ = θ θ = θ
where	 0 1, mθ θ ∈R 	are	two	given	vectors,	 0 1.θ ≠ θ
For	all	t	≥	1	we	have:	 ( )2~ ( ); ,  1,Ttx N t tθ ψ σ ≥  ( )221 1( , ) exp ( )2 2
T
tp x x t
 θ = − − θ ψ 
σ π σ 
	and
{ }0 1 1 1 0 021( ) 2 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) .2
T T T T T
t t t tx x t t t t tλ = λ = − θ − θ ψ + θ ψ ψ θ − θ ψ ψ θ
σ
Put 
1
( ) ( ).
n
T
n
t
t tV
=
= ψ ψ∑ 	Due	to	the	properties	of	the	normal	distribution,	λt	and	Λn	also	have	the	normal	
distributions	with	the	following	parameters:
 
{ }0 1 1 1 0 021( ) 2( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ,2
T T T T T T
tE t t t t t tλ = − θ − θ ψ ψ θ+ θ ψ ψ θ − θ ψ ψ θ
σ
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{ }0 1 1 1 0 021( ) 2( ) ( ) ( ) ,2
T T T
n n n nV V VE Λ = − θ − θ θ+ θ θ − θ θ
σ
0 1 0 1 0 1 0 1
2 2
( ) ( ) ( )( ) ( ) ( )( ) , ( ) .
T T T
n
t n
Vt tD Dθ − θ ψ ψ θ − θ θ − θ θ − θλ = Λ =
σ σ
Introduce the notation: 
0 1 0 1
0 1 0 1 2 (0) (1)
2
( ) ( ) ( )( )( )( ) ( ) ( ),  
T T
T
n n n
n nD D θ − θ ψ ψ θ − θΓ = θ − θ θ − θ σ = λ = λ =
σ
 
and for {0,1}k∈
1 1 2 1 2
( ) ( ) 0 1 0 1 2 2 ( ) ( )
2
1 1
( 1) ( 1) ( 1)( ) ( ) ( ) ( )( ) ,  , .
2 22
k k kn nn nk k T T k k
n n n t n t
t t
sE n n s m
+ + +
= =
− − σ −
µ = λ = θ − θ ψ ψ θ − θ = = σ = µ =
σ
∑ ∑
1 1 2 1 2
( ) ( ) 0 1 0 1 2 2 ( ) ( )
2
1 1
( 1) ( 1) ( 1)( ) ( ) ( ) ( )( ) ,  , .
2 22
k k kn nn nk k T T k k
n n n t n t
t t
sE n n s m
+ + +
= =
− − σ −
µ = λ = θ − θ ψ ψ θ − θ = = σ = µ =
σ
∑ ∑
 
1 1 2 1 2
( ) ( ) 0 1 0 1 2 2 ( ) ( )
2
1 1
( 1) ( 1) ( 1)( ) ( ) ( ) ( )( ) ,  , .
2 22
k k kn nn nk k T T k k
n n n t n t
t t
sE n n s m
+ + +
= =
− − σ −
µ = λ = θ − θ ψ ψ θ − θ = = σ = µ =
σ
∑ ∑
Without loss of generality assume that hypothesis H0 is true and we are interested in studying type I error 
probability α and the average number of observations (0) ( ).E N
2.4.1. Calculation of the test characteristics. A sufficient condition for the termination of the test 
can be found in [16].
T h e o r e m  7 [16]. If tr( )nVΓ → +∞  as ,n → +∞  then the test (3)–(4) terminates finitely with pro- 
bability 1. 
Furthermore, in this case we know the exact probability distribution of ( )( ) 2, ~ , .kn n n nN m sΛ Λ   
When hypothesis H
k
 is true, the index ( )0 ,  {0,1},
kn k ∈  can be chosen from the condition:
 ( ){ }
( )
00 inf 1: ( , ) ,  {0,1},
k
k nn n P C C k− += ≥ Λ ∈ ≤ ε ∈
where ε0 is a given small positive value.
Next, we can use Theorem 3 and Theorem 4 for calculating the test characteristics for the SPRT 
and TSPRT as well, where ( ) ( ),  1,knF x n ≥  are the normal distribution functions ( ) 2( , )kn nN µ σ , and 
the index ( )0
kn  can be calculated following Remarks 1, 2. In practice, the condition ( ) ( )kE N < +∞  
of Theorem 3 can be neglected because under the condition tr( )nVΓ → +∞  as ,n → +∞  we have [16]:
 ( )lim ( , ) 0, {0,1}.k n
n
P C C k− +
→+∞
Λ ∈ = ∈
2.4.2. Robustness evaluation for the tsPRt. In this section, we will use the results of Theorem 4 
and Theorem 6 for evaluating the robustness of the TSPRT with the maximum number of observations 
M for model (17) under the distortion on its different components.
Case 1. Distortion in the error component ξ
t
. Instead of hypothetical model (17) we consider the fol-
lowing contaminated model:
 ( ) , 1,Tt tx t t= θ ψ + ξ ≥  (18)
where (1 ) , 1, { , 1}t t t t t tt tξ = − τ ξ + τ ξ ≥ ξ ≥    is a sequence of independent random variables, { , 1}t tτ ≥  
is a sequence of independent identically distributed random variables, ( 0) 1 , ( 1) ,t tP Pτ = = − δ τ = = δ  
, ,t t tτ ξ ξ  are independent and [0,1 / 2)δ∈  is the level of contamination.
Let Mα  be the error probability of type I when replacing λt by tλ  , where ( ),  1,t t tx tλ = λ ≥  and 
MN  is the new stopping time for the TSPRT at stage M.
T h e o r e m  8. For the model (18) and the TSPRT (3), (11)–(12), the following expressions are valid:
 
2 (0) (0) 2( ) ( ), ( ) ( ) ( ) ( ).M M M MO h O E N E N O h Oα = α + + δ = + + δ
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P r o o f. Under hypothesis H0, we have: 
2 0 1
2
( ) ( ) ,  1.
2
T
t
t t
t tσ θ − θ ψλ = − − ξ ≥
σ
 From that we get:
 
(0)
0 0 0
2 0 1 2 0 1
0 02 2
(0) (0)
( ) ( ) ( , 0) ( , 1)
( ) ( ) ( ) ( )(1 )
2 2
(1 ) ( ) ( ),
n n n n n n
T T
n n
n n
n n
F x P x P x P x
n nP x P x
F x F x
= λ < = λ < τ = + λ < τ = =
   σ θ − θ ψ σ θ − θ ψ
= − δ − − ξ < + δ − − ξ < =      σ σ   
= − δ + δ


 
(19)
where (0) ( )nF x  is the distribution function of random variable 
2 0 1
2
( ) ( ) .
2
T
n
n n
nσ θ − θ ψ
ζ = − − ξ
σ
  The rest 
part of proof is directly derived from (19) and Theorem 6.
C a s e  2. Distortion in the basic function of trend ψ(t). We consider the following model:
 ( ) ,  1,
T
t tx t t= θ ψ + ξ ≥  (20)
where ( )1( ) ( ),..., ( ) Tmt t tψ = ψ ψ    is a basic function of trend such that with a given positive δ, 
1
1
( ) ( ) max sup | ( ) ( ) | .i m i i
t
t t t t≤ ≤
≥
ψ −ψ = ψ −ψ ≤ δ  
T h e o r e m  9. For the model (20) and the TSPRT (3), (11)–(12), the following expressions are valid: 
2 (0) (0) 2( ) ( ), ( ) ( ) ( ) ( ).M M M MO h O E N E N O h Oα = α + + δ = + + δ
P r o o f. Put 0 1 0 1( ) ( ) ( ) ( ) ( ),  1,T Tt t t tη = θ − θ ψ − θ − θ ψ ≥  then 0 1
1
| ( ) | | | .
m
i i
i
t
=
η ≤ δ θ − θ∑   Under hypoth-
esis H0, we have ( ) ( )(0) 2 (0) 2~ , ,  ~ , .n n n n n nN Nλ µ σ λ µ σ   Let φ(x) and Φ(x) be the standard normal PDF 
and CDF. Therefore, for all [ , ],x C C C C− + + −∈ − −  
(0) (0)
(0) (0)( ) ( ) .n nn n
n n
x xF x F x
   − µ −µ
− = Φ −Φ      σ σ   


 
Using mean value theorem, there exits ζ∈R  such that
(0) (0)
(0) (0) 1( ) ( ) ( ) ( ) ( ) ( ).
2 2 2
n n n n
n n n n
n n n n n n
x x x x xF x F x
 − µ −µ σ σ   
− = − ϕ ζ = + − − ϕ ζ = σ −σ − ϕ ζ      σ σ σ σ σ σ    
 

  
On the other hand, 
0 1 0 1|| ( ) ( ) | | ( ) ( ) || | ( ) || | .
T T
n n
n n nθ − θ ψ − θ − θ ψ η
σ −σ = ≤
σ σ

  From that, we get:
 
(0) (0)( ) ( ) ( ),  [ , ],  1,n nF x F x O x C C C C n− + + −− = δ ∀ ∈ − − ≥
which implies (1) (1) ( ) ( )( ),  ( ),  2.n nH H Hf f O D D O n×= + δ = + δ ≥  Therefore, ( ) ( ) ( ),  1.n n Hf f O n= + δ ≥  
The rest part of proof is derived from Theorem 3.
C a s e  3. Joint distortion in both components ψ(t) and ξ
t
. Consider the following mixed model:
 ( ) (1 ) ,  1,
T
t t t t tx t t= θ ψ + − τ ξ + τ ξ ≥  (21)
where { , 1}t tτ ≥  is a sequence of independent identically distributed random variables, 1( 0) 1 ,tP τ = = − δ  
1( 1) ,tP τ = = δ  and , ,t t tτ ξ ξ  are independent, 2( ) ( ) ,t tψ −ψ ≤ δ   δ1 and δ2 are given positive cons-
tants, 1 (0,1).δ ∈
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T h e o r e m  10. For the model (21) and the TSPRT (3), (11)–(12), the following expressions are valid:
2 (0) (0) 2
1 2 1 2( ) ( ) ( ), ( ) ( ) ( ) ( ) ( ).M M M MO h O O E N E N O h O Oα = α + + δ + δ = + + δ + δ
P r o o f. Denote: 
( )20 2 0 1
2 2
( ) ( ) ( ) ( )( , , ) ,  1.
2
T T
t
t th t t
θ − θ ψ θ − θ ψ
ψ ξ = − − ξ ≥
σ σ
For n ≥ 1, we have
( ) ( )
( ) ( ) ( )
(0)
0 0 1 0 1 0
0 1 0 0
( ) ( , 0) ( , 1) (1 ) ( , , ) ( , , )
( , , ) ( , , ) ( , , ) .
n n n n nF x P x P x P h n x P h n x
P h n x P h n x P h n x
= λ < τ = + λ < τ = = − δ ψ ξ < + δ ψ ξ < =
 = ψ ξ < + δ ψ ξ < − ψ ξ < 

 

  
From the proof of Theorem 9, we knew ( ) (0)0 2( , , ) ( ) ( ), [ , ].nP h n x F x O x C C C C− + + −ψ ξ < = + δ ∀ ∈ − −  
Therefore, (0) (0) 1 2( ) ( ) ( ) ( ).n nF x F x O O= + δ + δ  The rest part of the proof is similar to the proof of Theorem 9.
3. Numerical examples
The probability model (17) was considered and the hypotheses (2) were tested with the following 
values of parameters: 0 1 210,  (1,2,2,2) ,  (1,1,2, .1) ,  ( ) (1, /10, /10,1 / )T T t t t tσ = θ = θ = ψ =  The thre- 
sholds C
–
 and C+ were calculated according to Wald [1]. Denote the sample estimate of a character-
istic γ with Monte-Carlo method by ˆ.γ  The number of repetitions used in Monte-Carlo simulation 
was 100 000. The index (0)0n  was chosen according to Remark 1 with 
5
0 .10−ε =  The approximate va- 
lues 0, tα  constructed as main terms in Theorem 3 and Monte-Carlo estimates 0ˆˆ ,tα  are presented in 
Tab. 1 for different values of partition number H, where (0)0 ( ).t E N=
Table 1. Approximate values of the test characteristics for SPRT
α0 β0
(0)
0n αˆ  0ˆt H α  0t
0.1 0.1 134 0.07896 46.37639
50 0.08345 46.13523
100 0.07940 46.35240
0.1 0.05 136 0.07482 51.49942
50 0.08376 51.15358
100 0.078362 51.43005
With very small value 50 ,10−ε =  the change in value of index n0 is negligible corresponding to dif-
ferent values of α0 and β0. When the value H increases, the approximate values α  and 0t  are much clo- 
ser to their Monte-Carlo estimates αˆ  and 0ˆt  respectively. To get better approximate values, we can in-
crease (0)0n  or H, or both of them, but we should consider the possible amount of time used for calcula- 
ting as well as computation capacity of the machine.
Next, we choose H to be 200. The approximate values of test characteristics calculated according 
Theorem 4 and Monte-Carlo estimates for the TSPRT are shown in Tab. 2 with different possible num-
bers of observations M.
Table 2. Approximate values of the test characteristics for TSPRT
α0 β0 M ˆ Mα Mα 0ˆ ( )t M 0 ( )t M
0.1 0.1
40 0.22447 0.22427 38.08305 38.05922
50 0.15096 0.15226 43.14025 43.11857
0.1 0.05
40 0.22345 0.22472 39.22610 39.22269
50 0.15435 0.15490 45.97958 45.95119
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For the TSPRT, there is no requirement of determining the index n0, and the maximum number 
of observations M is usually not too large. Due to these advantages we can possibly increase the number 
of partitions H to get better accuracy of approximation. In Tab. 2, with the same levels of α0, β0 when 
the value M increases, the error probability α
M
 decreases but the average number of observations 
(0) ( )ME N  increases. This can easily be understood because the more observations we have, the higher 
accuracy of the test is. In addition, the average number of observation has an upward trend with respect 
to M to reach its real expected values in Tab. 1. With H = 200, the approximate values Mα  and 0 ( )t M  
are relatively close to their Monte-Carlo estimates. Furthermore, compared with Tab. 1, the limitation 
of maximum number of observations leads to so remarkable change in error probabilities of the test.
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