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Abstract
Phylogenetic networks can represent evolutionary events that cannot be described by
phylogenetic trees. These networks are able to incorporate reticulate evolutionary events
such as hybridization, introgression, and lateral gene transfer. Recently, network-based
Markov models of DNA sequence evolution have been introduced along with model-based
methods for reconstructing phylogenetic networks. For these methods to be consistent, the
network parameter needs to be identifiable from data generated under the model. Here, we
show that the semi-directed network parameter of a triangle-free, level-1 network model with
any fixed number of reticulation vertices is generically identifiable under the Jukes-Cantor,
Kimura 2-parameter, or Kimura 3-parameter constraints.
1 Introduction
Typically, the goal of a phylogenetic analysis is to find a tree that describes the evolutionary
relationships among a set of taxa. However, because trees are acyclic, they cannot represent
reticulate evolutionary events, such as hybridization, introgression, and lateral gene transfer.
Recognizing this limitation, it has become increasingly common to use phylogenetic networks in
order to more accurately describe the history of some sets of taxa [3]. This increasing attention
to phylogenetic networks has lead to many new results about the combinatorial properties
of phylogenetic networks [19, 14], [28, Chapter 10], as well as to new methods for inferring
phylogenetic networks from biological data [27, 32].
Many of the methods for inferring phylogenetic networks are based on building networks
from small sets of inferred trees [4, 16, 23, 33]. Other methods are based on adapting methods
that have proven successful for inferring phylogenetic trees, such as maximum parsimony and
neighbor joining, for networks [5, 20]. Still, many of the model-based methods which have
proven successful for inferring phylogenetic trees have yet to be adapted for networks. These
model-based methods, which include Bayesian techniques and maximum likelihood, assume an
underlying tree-based Markov model of DNA sequence evolution [26, §8.9]. Since similar Markov
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models have now been developed for phylogenetic networks (see e.g. [22, §3.3]), it seems natural
to extend these methods for inferring phylogenetic networks.
However, in order for a model-based method of inferring networks to be consistent, the
network parameter of the underlying models must be identifiable. While identifiability of tree-
based Markov models has been well-studied [1, 2, 7, 25], there are few theoretical results about
the identifiability of phylogenetic network-based Markov models. In this paper, we prove that
for the class of triangle-free level-1 network-based Markov models, the semi-directed network
parameter is generically identifiable under several constraints on the Markov transition matrices.
Network-based Markov models are parameterized families of probability distributions on
n-tuples of DNA bases. Such a probability distribution may be thought of as specifying in
an n-taxa sequence alignment, the probability of each of the 4n site-patterns appearing at a
particular site (a sequence alignment can therefore be viewed as an approximation of a proba-
bility distribution, with the probability for each site-pattern being proportional to the number
of times it appears in the alignment). A distribution is specified by an n-leaf phylogenetic net-
work parameter and numerical parameters that determine the probabilities of mutations and
of inheritance at reticulation vertices. Fixing a network N , the model associated to N , denoted
MN , is the set of all probability distributions that can be obtained by varying the numerical
parameters. The network parameter of a collection of models is identifiable if a probability dis-
tribution p belongs to at most one model in the collection (i.e., if every probability distribution
can be obtained from at most one network).
The notion of identifiability just described is very strong and certainly not satisfied for any
reasonable collection of networks. For example, for any two n-leaf networks, we can obtain the
same probability distribution by insisting that mutations never occur in either network (i.e.,
making all branch lengths 0). Thus, in practice, one often aims at proving that a parameter is
generically identifiable. A parameter is generically identifiable if a generic point in the model
uniquely determines that parameter. For the network parameter, this means that once a network
is specified, for almost all choices of the numerical parameters, there is no other network and
choice of numerical parameters that could produce the same probability distribution.
The generic identifiability of the tree and network parameters of several phylogenetic models
has been shown by adopting techniques from algebraic geometry [1, 13, 15, 21]. These results
include mixture models, network models, and models involving a coalescent process. Also
see [10] which considers identifiability based on different Markov processes. In [13], algebraic
techniques were used to show that the semi-directed network parameter is identifiable when the
underlying Markov process is subject to the Jukes-Cantor (JC) transition matrix constraints
and the class of networks is restricted to the set of networks with exactly one cycle of length at
least four. Recently, in [15], this result was extended using an algebraic matroid approach to
include the Kimura 2-parameter and Kimura 3-parameter constraints (K2P, K3P).
Theorem 1. The semi-directed network parameter of a network model with exactly one cycle
of length at least four is generically identifiable under the Jukes-Cantor, Kimura 2-parameter,
or Kimura 3-parameter constraints.
Still, these identifiability results only apply for the class of networks with a single reticulation
vertex. In this paper, we prove the following, extending the class of networks to the set of all
triangle-free level-1 networks with any fixed number of reticulation vertices.
Theorem 2. The semi-directed network parameter of a triangle-free, level-1 network model
with any fixed number of reticulation vertices is generically identifiable under the Jukes-Cantor,
Kimura 2-parameter, or Kimura 3-parameter constraints.
Intuitively, Theorem 2 means that for a sequence alignment of sufficient length that evolved
on a triangle-free level-1 network under the JC, K2P, or K3P constraints, there is only one
triangle-free level-1 network likely to have produced this data. Put another way, given perfect
data, we will almost surely be able to identify the correct network topology.
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Our proof is largely combinatorial, as we are able to use the algebraic results for small
networks obtained in [13, 15], in addition to a few new ones, as building blocks. We begin in
Section 2 by describing more precisely the phylogenetic network models we consider as well
as the algebraic approach to establishing generic identifiability. In Section 3, we prove a few
novel results about the algebra of 4-leaf level-1 networks and collect the other required algebraic
results. In Section 4, we prove several combinatorial properties of level-1 phylogenetic networks
that we will need to prove the main result. Finally, with these results in place, in Section 5, we
prove Theorem 2.
2 Preliminaries
A (rooted binary) phylogenetic network N on a set of leaves X is a rooted acyclic digraph with
no edges in parallel such that the root has out-degree two, each vertex with out-degree zero has
in-degree one, the set of vertices with out-degree zero is X , and all other vertices either have
in-degree one and out-degree two, or in-degree two and out-degree one. A vertex with in-degree
two and out-degree one is called a reticulation vertex and edges directed into a reticulation
vertex are called reticulation edges. Let r(N) denote the number of reticulation vertices in
network N .
Let A ∪B be a partition of X . An edge e in a network N separates A and B if every path
(not necessarily directed) between any a ∈ A and b ∈ B contains e. If e separates A and B
then we call e a cut-edge and we say N has an A−B split.
The level of a phylogenetic network is the maximum number of reticulation vertices in a
biconnected component of the network. Of particular interest in this paper are level-1 networks,
which can also be characterized as phylogenetic networks where no vertex belongs to more than
one cycle (in the underlying undirected graph). A triangle-free level-1 network is a level-1
network where every cycle has length greater than three. We will also refer to level-1 networks
with exactly one reticulation vertex as k-cycle networks, where k is the length of the unique
cycle.
2.1 Network based Markov models
Given a phylogenetic network N , a network based Markov model MN is a collection of proba-
bility distributions on n-tuples of DNA bases. As discussed in the introduction, a distribution
in a network based Markov model is specified by a network parameter, an n-leaf phylogenetic
network N on a set of taxa X , and a vector of numerical parameters. The network parameter
encodes the form of the parameterization as we will see below.
Let N be an n-leaf phylogenetic network. Let ρ be the root of the network N and associate
to each node v of N a random variable Xv with state space {A,G,C, T}, corresponding to
the four DNA bases. The state of the random variable Xv is meant to indicate the DNA base
at the particular site being modeled in the taxon at v. Now, let pi = (piA, piG, piC , piT ) ∈ R4
be the root distribution with pii = P (Xρ = i), and associate to each edge e = uv of N a
4 × 4 transition matrix M e where the rows and columns are indexed by the elements of the
state space. Assuming u is the vertex closer to the root, M ei,j is equal to the conditional
probability P (Xv = j|Xu = i). When N is a tree, the probability of observing a particular
n-tuple is straightforward to compute. Letting V (N) be the vertex set of N , we first consider
an assignment of states to the vertices of N by φ : V (N) → {A,G,C, T} where φ(v) is the
state of Xv. Then the probability of observing the state φ can be computed using the root
distribution and the transition matrices. Specifically, letting Σ(N) be the set of edges of N ,
this probability is equal to
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M(β2)
M(β1) =

1− 3β1 β1 β1 β1
β1 1− 3β1 β1 β1
β1 β1 1− 3β1 β1
β1 β1 β1 1− 3β1

M(β3) M(β4)
M(β7)
δ 1− δ
pi =
[
piA piC piG piT
]
x
y
z
M(β5) M(β6)
zx
y
δ 1− δ
a7 =
[
a7A a
7
C a
7
G a
7
T
]
a3 a8 a
4
a5 a6
Figure 1: On the left is an example of a phylogenetic network with stochastic transition matrices
assigned to each edge and reticulation parameters assigned to the two reticulation edges. The
transition matrices all satisfy the Jukes–Cantor constraints. On the right is the semi-directed
network obtained by unrooting the network on the left. Each edge of the semi-directed network
is labeled by a vector of Fourier parameters.
piφ(ρ)
∏
e=uv∈Σ(N)
M eφ(u),φ(v).
The probability of observing a particular state at the leaves can be obtained by marginalization,
i.e. summing over all possible states of the internal nodes. In particular, if ω ∈ {A,G,C, T}|X |
is an assignment of states to the leaves X of N and φ(X ) is the restriction of φ to the entries
corresponding to the leaves of N , the probability of observing ω is then∑
(φ : φ(X )=ω)
piφ(ρ)
∏
e=uv∈Σ(N)
M eφ(u),φ(v).
When the network N contains at least one cycle, there is no longer a unique path between
each leaf and the root, and thus reticulation edge parameters are introduced. In this case,
suppose N has r reticulation vertices v1, . . . , vr. Since each vi has in-degree two, there are two
edges, e0i and e
1
i , directed into vi. Assign a parameter δi ∈ [0, 1] to e1i and the value 1 − δi to
e0i . For 1 ≤ i ≤ r, independently delete e0i , keeping e1i , with probability δi, otherwise, delete e1i
and keep e0i . Intuitively, the parameter δi corresponds to the probability that a particular site
was inherited along edge e1i . Encode this set of choices with a binary vector σ ∈ {0, 1}r where
a 0 in the ith coordinate indicates that edge e0i was deleted. After deleting the r edges, the
result is a rooted n-leaf tree Tσ. Since there are four DNA bases and n leaves of the network,
there are 4n possible site-patterns that could be observed at the leaves of N . The probability
of observing the site-pattern ω is
pω =
∑
σ∈{0,1}r
(
r∏
i=1
δ1−σii (1− δi)σi
) ∑
(φ : φ(X )=ω)
piφ(ρ)
∏
e=uv∈Σ(Tσ)
M eφ(u),φ(v). (1)
While seemingly complicated, the above expression is a polynomial in the numerical pa-
rameters of the model: the root distribution, the entries of the transition matrices, and the
reticulation edge parameters. Thus the map defined by the network N
ψN : θN → ∆4n−1,
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from the numerical parameter space θN to the probability simplex ∆
4n−1 := {p ∈ R4n :
p ≥ 0, ∑4ni=1 pi = 1} ⊆ R4n is a polynomial map. The image of the map ψN is called the
model associated to N , denoted MN . Note the model MN is the set of all possible probability
distributions obtained by fixing the network N and varying the numerical parameters. See
Figure 1 for an example of a network with its numerical parameters.
The network based Markov model described above places no restrictions on the entries of
the transition matrices, other than that they are stochastic. However it is quite common in
phylogenetics to consider models with additional constraints, effectively reducing the dimension
of the parameter space θN . For example, in the Jukes-Cantor DNA substitution model, the
root distribution is uniform and each transition matrix is assumed to have the following formα β β ββ α β ββ β α β
β β β α
.
For the Kimura 2-parameter and Kimura 3-parameter DNA substitution models, the root dis-
tribution is again uniform and the transition matrices are assumed to have the following forms,
respectively, where the rows and columns are indexed by the DNA bases A,G,C, T ,α β γ γβ α γ γγ γ α β
γ γ β α
,
α β γ δβ α δ γγ δ α β
δ γ β α
.
In order to not overload the word “model,” we will refer to these restrictions on the transition
matrices as constraints. For example, we will refer to the image of ψN under the Jukes-Cantor
DNA substitution model as the model associated to N under the Jukes-Cantor constraints.
Under the Jukes-Cantor, Kimura 2-parameter, or Kimura 3-parameter constraints, the lo-
cation of the root in a network-based model cannot be identified (see for example [9, 13]).
Consequently, for rooted networks N and N ′, the modelsMN andMN ′ will be equal if N and
N ′ have the same semi-directed topology, which is obtained by undirecting all non-reticulation
edges of the network and suppressing the root vertex. An example of a semi-directed network is
in Figure 1. Since it is only ever possible to recover the semi-directed topology of the network
parameter of a network-based Markov model from data produced under the model, we will work
with semi-directed networks in this paper.
2.2 Markov Models as Algebraic Varieties
In this paper, we prove generic identifiability using tools from combinatorics and computational
algebraic geometry. For a fixed n-leaf phylogenetic network N and a choice of constraints (JC,
K2P, or K3P), the model MN is a set of probability distributions. In order to understand
MN as an algebraic object, we consider the set of polynomials that vanish on MN . That is,
we consider the set of all polynomials that yield zero when we substitute the entries of any
probability distribution p ∈MN . Here, it is helpful to recall that p is a discrete distribution on
4n possible states, and, thus, can be regarded as a vector in R4n . Let C[pω : ω ∈ {A,G,C, T}n]
be the set of all polynomials on 4n variables with coefficients in C. The ideal associated to N is
the set of polynomials that vanish for all distributions in the model MN , i.e.
IN := {f ∈ C[pω : ω ∈ {A,G,C, T}n] : f(p) = 0 ∀p ∈MN}.
The elements of IN are called phylogenetic invariants. Phylogenetic invariants are the defining
polynomials of the variety VN associated toMN , which we will refer to as the network variety.
Specifically, the network variety VN is the Zariski closure of MN , i.e.,
VN := V(IN ) = {p ∈ C4n : f(p) = 0 for all f ∈ IN}.
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Elements of IN are polynomial relationships among the entries of p that hold for all distribu-
tions p ∈MN . If we look back at equation (1), it is reasonable to assume that such relationships
may be quite complicated since each probability coordinate pω is parameterized by a polynomial
that is the sum of 2r4(n+2r−1) terms. Because of this, we perform a linear change of coordinates
on both the parameter space and the image space called the Fourier-Hadamard transform [8].
After the transform, the invariants are expressed in the ring of q-coordinates,
C[qω : ω ∈ {A,G,C, T}n].
As an example of how the Fourier-Hadamard simplifies the resulting algebra, for a tree-based
phylogenetic model, the parameterization of each q-coordinate is a monomial in the Fourier pa-
rameters and the phylogenetic tree ideal is generated by binomials. Working in the transformed
coordinates is common in phylogenetics and it is what enables us to compute the required net-
work invariants. While the details of the Fourier-Hadamard transform are outside the scope of
this paper, we give here a brief description of how to parametrize a phylogenetic network model
under the Jukes-Cantor, Kimura 2-parameter, and Kimura 3-parameter constraints. More de-
tails can be found for example in [29].
First, we will describe how to determine the Fourier parametrization of a phylogenetic tree,
T . We begin by identifying the four DNA bases with elements of the group Z2 × Z2 as follows
A = (0, 0), G = (1, 0), C = (0, 1) and T = (1, 1). Under the Kimura 3-parameter constraints,
there are then four Fourier parameters associated to each edge i, denoted as aiA, a
i
G, a
i
C , and
aiT . Letting ω be the site pattern (g1, g2, . . . , gn), the parametrization is then given by
qω =

∏
(A|B)e∈Σ(T )
ae∑
j∈A gj
if
n∑
j=1
gj = 0
0 otherwise.
where Σ(T ) is the set of splits A−B on T indexed by the edge e that induces the split and all
the addition is in the group Z2 × Z2.
Notice that this is a monomial, in which there is one parameter associated to each edge of
the tree T . In order to parametrize a phylogenetic network, we take the sum of the monomials
corresponding to all 2r trees created by removing reticulation edges from the network. The
monomials are weighted by the corresponding reticulation edge parameters. An example is
given below for the network in Figure 1.
Example 1. Shown below is the parameterization of a Fourier coordinate of the 3-leaf semi-
directed triangle network pictured in Figure 1 under the Kimura 3-parameter constraints.
Since there is only a single reticulation vertex in the semi-directed network in Figure 1, r = 1,
and each coordinate is parametrized by a binomial. In keeping with the notation described above
for reticulation edges, we have e11 = e5 and e
0
1 = e6.
We illustrate how to compute qCGT , i.e., the coordinate where leaf x is labeled by C, leaf y
is labeled by G, and leaf z is labeled by T . As an example of how the parameter of each edge
is determined, consider the tree created by removing the edge e01 from the network and the split
induced by edge e8 of this tree, which is the split {z} − {x, y}. The parameter of e8 for this
tree is determined by summing the leaf labels (as group elements) on either side of the split.
On one side of the split, we have T = (1, 1). On the other side of the split we have C = (0, 1)
and G = (1, 0) with sum (0, 1) + (1, 0) = (1, 1). Notice that since the sum of all leaf labels is
(0, 0), the sums of the labels on each side of the split will always be equal. Since (1, 1) = T , the
monomial for this tree will include the parameter a8T . Now consider the tree created by removing
the edge e11. Edge e8 now induces the split {x} − {y, z}. The parameter associated to this edge
is a8C , since on one side of the split we have (0, 1) = C and on the other side of the split we
have (1, 0) + (1, 1) = (0, 1) = C.
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We determine the monomials associated to the trees by repeating this for every edge of each
tree. The Fourier parameterization of the coordinate qCGT for the network is then equal to the
weighted sum of the monomials for each tree,
qCGT = δ(a
3
Ca
4
Ta
5
Ga
7
Ga
8
T ) + (1− δ)(a3Ca4Ta6Ga7Ga8C).
Under the Kimura 2-parameter constraints, the parameters corresponding to C and T are
identified, and hence the parameterization becomes,
qCGT = δ(a
3
Ca
4
Ca
5
Ga
7
Ga
8
C) + (1− δ)(a3Ca4Ca6Ga7Ga8C).
Finally, under the Jukes-Cantor constraints, the parameters for C, G, and T are all identified,
and the parameterization for this coordinate simplifies to
qCGT = δ(a
3
Ca
4
Ca
5
Ca
7
Ca
8
C) + (1− δ)(a3Ca4Ca6Ca7Ca8C).
2.3 Generic identifiability
A model-based approach to network inference selects the model from a set of candidate models
that best fits the observed data according to some criteria, and returns the network parameter
of this model. However, it is possible that there are multiple best-fitting models, even with
perfect data. Thus, in order for such an approach to be useful, it is necessary to show that
it returns a unique model of best fit, that is, that the network parameter is identifiable. Far
from being a given, there are several results that show that networks can not be identified from
certain types of data. For example, networks cannot be inferred from their displayed trees since
more than one network can display the same set of trees [11, 24]. Similarly, a network cannot in
general be reconstructed from its collection of proper subnetworks, since two distinct networks
can have exactly the same set of proper subnetworks [17].
The condition that the network parameter is identifiable with respect to a collection of
models {MN}N∈N is equivalent to the condition that for all N1, N2 ∈ N , MN1 ∩MN2 = ∅,
meaning the two models do not intersect. Since this notion of identifiability is rather strong,
the more practical notion of generic identifiability is more commonly explored.
Definition 1. Let {MN}N∈N be a class of phylogenetic network models. The network pa-
rameter is generically identifiable with respect to the class {MN}N∈N if given any two n-leaf
networks N1, N2 ∈ N , the set of numerical parameters in θN1 that ψN1 maps intoMN2 is a set
of Lebesgue measure zero.
To establish generic identifiability, we can use algebraic geometry by considering the family
of irreducible algebraic varieties {VN}N∈N , where VN is the network variety associated to N .
Generic identifiability is then closely related to the concept of distinguishability.
Definition 2. [13] Two distinct n-leaf networks N1 and N2 are distinguishable if VN1 ∩ VN2 is
a proper subvariety of VN1 and VN2 , that is, VN1 6⊆ VN2 and VN1 6⊇ VN2 . Otherwise, they are
indistingusihable.
Proposition 1. [13, Proposition 3.3] Let {MN}N∈N be a class of phylogenetic network models.
The network parameter of a phylogenetic network model is generically identifiable with respect
to {MN}N∈N if given any two n-leaf networks N1, N2 ∈ N , the networks N1 and N2 are
distinguishable.
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Figure 2: Three possibilities for the intersections of VN1 (blue) and VN2 (orange) within the
probability simplex.
The condition that the network parameter be generically identifiable then amounts to show-
ing that for all N1, N2 ∈ N , the networks N1 and N2 are distinguishable, or equivalently,
VN1 6⊆ VN2 and VN1 6⊇ VN2 . Proving that this condition is satisfied can then be done either by
explicit computation of the ideals associated to N1 and N2, or in some cases, by arguing that
certain phylogenetic invariants must exist.
Example 2. Figure 2 shows three possibilities for the intersections of VN1 (blue) and VN2
(orange) within the probability simplex. The illustration at far left depicts two non-intersecting
varieties. The intersection of VN1 with the two-dimensional probability simplex is the model
MN1, and the intersection of VN2 with the simplex is the model MN2. The intersection of the
varieties is the empty set which is a proper subvariety of each and so the networks N1 and N2
are distinguishable. Notice that the network can be identified uniquely from any point in either
of the varieties.
In the center illustration, the two varieties intersect, but the intersection is a proper subva-
riety of both varieties. Again, N1 and N2 are distinguishable. Notice that the network can still
be identified uniquely from a generic point in either variety. That is, any point outside of the
Lebesgue measure zero intersection of VN1 and VN2 uniquely determines the network.
Finally, in the figure at far right, N1 and N2 are not distinguishable since VN1 ∩VN2 = VN1.
Thus, a generic point in point in VN1 belongs to both VN1 and VN2.
3 Distinguishability of 4-leaf semi-directed
networks
Our aim is to show that any two distinct n-leaf r-reticulation triangle-free level-1 semi-directed
networks are distinguishable. In order to show this, we use a number of results concerning 4-leaf
networks, summarised below.
Up to relabeling, the six possible 4-leaf level-1 semi-directed networks are depicted in Figure
3. For the triangle and double-triangle networks, we will work with the undirected rather than
semi-directed topology. This is because under the JC, K2P, and K3P constraints, the varieties
associated to any two 4-leaf semi-directed triangle networks or any two 4-leaf semi-directed
double-triangle networks are identical if they have the same undirected topology. This can be
shown by first observing that under the JC, K2P, and K3P models, the ideals of all of the 3-leaf
semi-directed triangle networks are identical. The proof then follows by applying the same toric
fiber product argument that is described in the remark following Proposition 4.5 in [13].
Lemma 1. Let N1 and N2 be distinct 4-leaf level-1 semi-directed networks. Then under the
JC, K2P, or K3P constraints:
(i) If N1 and N2 are both trees, then N1 and N2 are distinguishable;
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2
3 4
(a) The quartet tree
(Q)
12
3 4
12
3 4
(b) The single-
triangle (∆)
12
3 4
12
3 4
(c) The double-
triangle (DT)
12
3 4
(d) The 4-cycle (4C)
Figure 3: All possible unrooted semi-directed level-1 network topologies on four leaves (up to
relabeling of leaves), grouped by the underlying undirected topology.
(ii) If N1 and N2 are both single-triangle networks and have different undirected topologies,
then N1 and N2 are distinguishable;
(iii) If N1 is a k1-cycle network with k1 ≤ 4 and N2 is a tree or a k2-cycle network with k2 < k1,
then VN1 6⊆ VN2;
(iv) If N1 and N2 are both 4-cycle networks, then N1 and N2 are distinguishable;
(v) If N1 is a double-triangle network and N2 a single-triangle network or a tree, then VN1 6⊆
VN2;
(vi) If N1 is a double-triangle network and N2 a 4-cycle network, then N1 and N2 are distin-
guishable;
(vii) If N1 and N2 are both double-triangle networks and have different undirected topologies,
then N1 and N2 are distinguishable.
See Table 1 for an overview.
The proof of Lemma 1 will be given below. We first outline the proof strategy. Some
parts of the lemma will follow immediately from results in [13] and [15]. In [13], the proofs
were obtained by computing Gro¨bner bases for all of the ideals involved and then comparing
the ideals. However, this was only possible because the constraints considered were the Jukes-
Cantor constraints, the most restrictive that we consider. In [15], the authors extend the results
to the K2P and K3P constraints using a method based on the theory of algebraic matroids. This
method is preferable when there are fewer constraints since the Gro¨bner bases computations
are difficult if not impossible to carry out. Here, we find the required invariants by modifying
this method slightly. Specifically, we apply the random search strategy described in that paper
to locate small subsets of variables that are likely to contain distinguishing invariants. We then
perform our computations in a much smaller subring of the original variables. This greatly
reduces the size of the required computations and allows us to generate specific invariants
without computing Gro¨bner bases for the ideals.
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Table 1: An overview of Lemma 1 results for two distinct 4-leaf level-1 semi-directed networksN1
and N2. The topology of the two networks are represented by the row for N1 and the column
for N2, and each element in the 4×4 grid indicates whether the two networks are distinguishable
(
√
), the variety of one network is not contained in that of the other (6⊆ means VN1 6⊆ VN2 , and
6⊇ means VN1 6⊇ VN2), or the two networks are distinguishable if the underlying undirected
networks are different (∼).
N2
Q ∆ DT 4C
Q
√ 6⊇ 6⊇ 6⊇
N1 ∆ 6⊆ ∼ 6⊇ 6⊇
DT 6⊆ 6⊆ ∼ √
4C 6⊆ 6⊆ √ √
In order to reduce the total number of invariants required to prove each part, we take advan-
tage of the symmetry between networks. As an example, suppose that the statement in part (vii)
is false. Then there must exist two double-triangle networks with distinct undirected topologies,
N1 and N2, that are not distinguishable. All of the network varieties are parameterized, and
hence irreducible, which means we may assume that if two networks are not distinguishable then
one is contained in the other. Thus, without loss of generality, we may assume that VN1 ⊆ VN2 ,
which implies the reverse inclusion of ideals, IN2 ⊆ IN1 . Up to relabeling, every double-triangle
network has the same undirected topology. Thus, we can obtain any arbitrary double-triangle
network N ′2 from N2 by permuting leaf labels. If we apply the same permutation to the leaf
labels of N1, we obtain another double-triangle network N
′
1 for which IN ′2 ⊆ IN ′1 . Since our
choice of N ′2 is arbitrary, if we can show that there is a single double-triangle network with ideal
not contained in the ideal of any other double-triangle network, then we arrive at a contradic-
tion, and have thus proven part (vii). Therefore, in order to prove part (vii), it will suffice to
produce a single invariant that vanishes on exactly one of the double-triangle network varieties.
A similar argument applies in each of the other parts.
In order to prove some parts of the lemma, we require two or more invariants to distinguish
all of the relevant networks, though all parts can be proven using some combination of just the
following six polynomial invariants:
g1 =qATTAqCCGGqGATC − qAAGGqCTTCqGCTA,
g2 =qCTTC − qGCGC ,
g3 =qCAGT qGTCAqTGAC − qCACAqGTGT qTGAC − qCAGT qGTACqTGCA+
qCAACqGTGT qTGCA + qCACAqGTACqTGGT − qCAACqGTCAqTGGT ,
g4 =qAACCqCGCGqGAGAqTAAT − qAACCqCGAT qGAGAqTACG+
qAACCqCAGT qGGAAqTACG − qAAAAqCAGT qGGCCqTACG,
g5 =qAAAAqGACT qGCGC − qAAGGqTAAT qTGCA,
g6 =qAAGGqGATCqTAAT − qAATT qGAAGqTAGC .
In the supplementary Macaulay2 [12] files, available at
github.com/colbyelong/DistinguishingLevel1PhylogeneticNetworks,
we provide the code to verify that these polynomials vanish or do not vanish on the referenced
varieties as claimed.
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Proof of Lemma 1. Statement (i) is a well-known result for the JC, K2P, and K3P constraints
and can be verified using the Small trees catalog [6]. For the Jukes-Cantor constraints, (ii)-(iv)
follow from Proposition 4.6, Corollary 4.8, and Corollary 4.9 in [13].
To prove (ii) for the K2P and K3P constraints we require a set of invariants that vanishes
on exactly one of the single-triangle networks. The set {g1} is confirmed to be such a set for
both constraints in the supplementary files. Statements (iii) and (iv) are proven for the K2P
and K3P models by Lemmas 28 and 29 in [15].
To prove (v), we require a set of invariants that vanishes on one of the tree varieties, but
on none of the double-triangle network varieties, and a set of invariants that vanishes on one
of the single-triangle networks varieties, but on none of the double-triangle network varieties.
The set {g1} is shown to be the required set for both parts under K2P and K3P, and the set
{g1, g2} works for the JC constraints.
For (vi), we must first show that there is a set of invariants that vanishes on one of the
double-triangle network varieties but on none of the 4-cycle network varieties. The set {g3}
works for all constraints and thus establishes that if N1 is a double-triangle and N2 is a 4-
cycle network, that VN2 6⊆ VN1 . We prove that VN1 6⊆ VN2 , and hence that the networks are
distinguishable, by constructing a set of invariants that vanishes on one of the 4-cycle network
varieties but on none of the double-triangle network varieties. For the JC constraints, this set
is {g4, g5}. For the K2P and K3P constraints, this set is {g4, g6}.
The invariant g3 also establishes (vii), since it vanishes on exactly one of the double-triangle
networks under JC, K2P, and K3P.
We also need a result on 4-leaf networks that does not fit into Table 1. To state this result
we first need some definitions concerning the type of splits in a network.
Definition 3. For networks N1 and N2, we say X − Y is a common split if X − Y is a split in
both N1 and N2; it is non-trivial if |X|, |Y | ≥ 2. Two splits X − Y in N1 and A−B in N2 are
conflicting if X ∩A,X ∩B, Y ∩A, Y ∩B are all non-empty.
Lemma 2. Let N1 and N2 be distinct 4-leaf level-1 semi-directed networks. If N1, N2 have
conflicting splits, then N1 and N2 are distinguishable under the JC, K2P, or K3P constraints.
Proof. Note that 4-cycles have no non-trivial splits, so we just need to compare trees, single-
triangle networks, and double-triangle networks. Moreover, Table 1 shows that we only need to
verify that VN1 6⊆ VN2 in the following cases:
(i) when N1 is a tree or triangle network and N2 is a double-triangle network with a conflicting
split and
(ii) when N1 is a tree and N2 is a triangle network with a conflicting split.
The invariant g3 can be used to verify case (i) for all three constraints. The invariant g2 can be
used to verify case (ii) for JC, and g1 can be used to verify case (ii) for K2P and K3P.
Finally we require Lemma 3, which allows us to use the above small networks as building
blocks to prove the claim about larger networks. To state Lemma 3, we first define the restriction
of a network to a subset of leaves.
Definition 4. Let N be an n-leaf semi-directed network on X and let A ⊆ X . The restriction
of N to A is the semi-directed network N |A obtained by taking the union of all directed paths
between leaves in A (where undirected edges are treated as bidirected) and then supressing all
degree two vertices and removing parallel edges.
Lemma 3 follows from the proof of Proposition 4.3 in [13].
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Lemma 3. Let N1 and N2 be distinct n-leaf semi-directed networks on X and let A ⊆ X . If
VN1|A 6⊆ VN2|A, then VN1 6⊆ VN2.
Using Lemma 3, it will be sufficient to show that for any distinct triangle-free level-1 networks
N1 and N2, there either exists a set A ⊆ X with |A| = 4 such that N1|A and N2|A are
distinguishable, or sets A,B ⊆ X with |A| = |B| = 4 such that VN1|A 6⊆ VN2|A and VN1|B 6⊇
VN2|B .
4 Combinatorial properties of triangle-free level-1 networks
If X ∪ Y is a partition of X such that N contains an X − Y split, then denote by N/X the
network N |{x}∪Y , for an arbitrary x ∈ X. Observe that the topology of N/X does not depend
on the choice of x. Observe also that r(N) = r(N/X) + r(N/Y ).
Observation 1. If N1 and N2 are distinct n-leaf semi-directed networks and X−Y is a common
split, then either N1/X and N2/X are distinct or N1/Y and N2/Y are distinct.
The next lemma follows immediately from Lemma 3 and the definition of N/X.
Lemma 4. Let N1 and N2 be distinct n-leaf semi-directed networks on X . Suppose X ∪ Y is
a partition of X such that N1 and N2 both contain an X − Y split. If VN1/X 6⊆ VN2/X then
VN1 6⊆ VN2.
Let N be an n-leaf triangle-free level-1 semi-directed network on X and C a cycle in N .
Let e1, . . . , es be the cut-edges incident to C. Then the partition induced by C is the partition
X1| . . . |Xs of X such that x ∈ Xi if and only if x is separated from C by ei. We say Xi is
below the reticulation vertex if ei is the edge incident to the reticulation vertex in C. If Xi is
below the reticulation vertex in C then we also say that x is below the reticulation vertex for
any x ∈ Xi.
We say a set of three or more leaves {x1, . . . , xt} meet at a cycle C if each leaf in {x1, . . . , xt}
appears in a different set of the partition induced by C. We say that they induce a cycle in N if
N |{x1,...,xt} is a t-cycle network. (Note that if the set of leaves {x1, . . . , xt} induce a cycle then
they must meet at a cycle, but the converse does not hold unless one of {x1 . . . , xt} is below
the reticulation vertex.)
Observe that if {x1, . . . , xt} (t ≥ 3) meet at a cycle, then this cycle is unique in N . Denote
this cycle by CN (x1, . . . , xt). (Note that CN (x1, . . . , xt) is not well-defined if {x1, . . . , xt} do not
all meet at a cycle.)
Lemma 5. Let N1 and N2 be distinct n-leaf triangle-free level-1 semi-directed networks on X ,
and suppose that for any a, b, c, d ∈ X , if N1|{a,b,c,d} is a 4-cycle then N2|{a,b,c,d} = N1|{a,b,c,d}.
Then for any cycle C1 that induces a partition A1| . . . |As|X ′ with X ′ below the reticulation
vertex, there exists a cycle C2 in N2 that induces a partition B1| . . . |Bt|X ′ with X ′ below the
reticulation vertex, such that B1| . . . |Bt is a refinement of A1| . . . |As.
Proof. Choose any a1 ∈ A1, a2 ∈ A2, a3 ∈ A3, x ∈ X ′. As N1|{a1,a2,a3,x} is a 4-cycle then
N2|{a1,a2,a3,x} is the same 4-cycle. So let C2 = CN2(a1, a2, a3, x). We claim that C2 is the
desired cycle.
To see this, first consider any a ∈ Ah, b ∈ Ai, c ∈ Aj , d ∈ X ′ where 1 ≤ h < i < j ≤ s. Then
a, b, c, d all meet at C1 and so CN1(a, b, c, d) is well-defined. Since i, j > 1, we can replace a with
a1 and have that the set of leaves {a1, b, c, d} also meet at C1. By similar arguments, we also
have that {a1, a2, c, d} meet at C1 and {a1, a2, a3, d} meet at C1. Moreover each of these sets of
4 leaves induces a cycle in N1 (as d is below the reticulation vertex in C1), and so also induce
a cycle in N2. Thus we have that N2|{a,b,c,d}, N2|{a1,b,c,d}, N2|{a1,a2,c,d}, N2|{a1,a2,a3,d} are all
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Figure 4: Illustration of part of the proof of Lemma 5. On the left we have an example of some
leaves joining a cycle C1 in N1, such that {a, b, c, d} all meet at C1 with d below the reticulation
vertex, and {a1, a2, a3, x} all meet at C1 with x below the reticulation vertex. The cycles on the
right are all induced 4-cycles in N1, and therefore by assumption are also induced 4-cycles in
N2. As the sets {a, b, c, d} and {a1, b, c, d} differ by only 1 element, they must meet at the same
cycle in N2. By repeating a similar argument, we can show that {a, b, c, d} and {a1, a2, a3, x}
meet at the same cycle in N2.
4-cycles, and in particular CN2(a, b, c, d), CN2(a1, b, c, d), CN2(a1, a2, c, d), CN2(a1, a2, a3, d) are
all well-defined. (See Figure 4.)
Furthermore, we may observe that if any 4 leaves meet at a cycle, any subset of 3 leaves
meet at the same cycle (even if they do not induce a cycle. This implies, for example, that
CN2(a, b, c, d) = CN2(b, c, d) = CN2(a1, b, c, d). Putting it together, we now have
CN2(a, b, c, d) = CN2(b, c, d) = CN2(a1, b, c, d) = CN2(a1, c, d) = CN2(a1, a2, c, d) = CN2(a1, a2, d) =
CN2(a1, a2, a3, d) = CN2(a1, a2, a3) = CN2(a1, a2, a3, x) = C2.
We thus have that for a ∈ Ah, b ∈ Ai, c ∈ Aj , d ∈ X ′ with h < i < j, the set of leaves
{a, b, c, d} all meet at C2.
Now consider any two leaves a′, b′ such that a′, b′ appear in different sets in A1| . . . |As|X ′.
By choosing additional leaves c′, d′ from other sets, such that one of a′, b′, c′, d′ is in X ′, we
have that CN2(a
′, b′, c′, d′) = CN2(a, b, c, d) where a ∈ Ah, b ∈ Ai, c ∈ Aj , d ∈ X ′, for some
h < i < j. Then by the above we have that CN2(a
′, b′, c′, d′) = C2. In particular, a′, b′ appear in
different sets in the partition induced by C2. This implies that the partition induced by C2 is a
refinement of the partition induced by C1. Moreover, observe that a
′ is below the reticulation
vertex in C2 if and only if a
′ ∈ X ′ (since the only element of {a, b, c, d} below the reticulation
vertex in C2 is the one from X
′). Thus, the partition induced by C2 is B1| . . . |Bt|X ′ with X ′
below the reticulation and B1| . . . |Bt a refinement of A1| . . . |As, as required.
5 Inductive proof
Theorem 2 follows as a corollary of the next lemma.
Lemma 6. Let N1 and N2 be distinct n-leaf triangle-free level-1 semi-directed networks on X
and r(N1) ≥ r(N2). Then VN1 6⊆ VN2 under the JC, K2P, and K3P constraints.
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Proof. We prove the claim by induction on n = |X |, the number of leaves in N1 and N2. For
the base case, if n ≤ 4 then either r(N1) = 0 or r(N1) = 1. If r(N1) = 0, then N1 and N2 are
both trees. If r(N1) = 1 and r(N2) = 1, then N1 and N2 are both 4-cycles. If r(N1) = 1 and
r(N2) = 0, then N1 is a 4-cycle network and N2 is a tree. For each of these cases, by Lemma 1,
it follows that VN1 6⊆ VN2 .
So now assume that n > 4 and that the claim is true for all smaller values of n. We first
show that we may assume that any set of 4 leaves that induces a 4-cycle in N1 induces the same
4-cycle in N2. Indeed, suppose this is not the case, and consider some arbitrary A ⊆ X with
|A| = 4 such that N1|A is a 4-cycle but N2|A is not the same 4-cycle. If N2|A is a different 4-cycle
or a double-triangle, then by Lemma 1, N1|A and N2|A are distinguishable (and in particular,
VN1|A 6⊆ VN2|A). Otherwise, N2|A is either a tree or a 3-cycle network, and Lemma 1 implies
that VN1|A 6⊆ VN2|A . In either case, VN1|A 6⊆ VN2|A and hence (by Lemma 3) VN1 6⊆ VN2 .
So we may now assume that any set of 4 leaves that induces a 4-cycle in N1 induces the
same 4-cycle in N2. By Lemma 5, this implies that for any cycle C1 that induces a partition
A1| . . . |As|X ′ with X ′ below the reticulation vertex, there exists a corresponding cycle C2 in
N2 that induces a partition B1| . . . |Bt|X ′ with X ′ below the reticulation vertex, and such that
B1| . . . |Bt is a refinement of A1| . . . |As. We say C2 refines C1 in this case.
Our next step is to show that either N2 has no non-trivial split, or that N1 and N2 have
either a non-trivial common split or conflicting splits.
Claim 1. Suppose that every cycle in N1 is refined by a cycle in N2. If N2 has a non-trivial
split, then either N1, N2 share a non-trivial common split or they have conflicting splits.
Proof. Let A − B be a non-trivial split in N2. Fix an arbitrary b ∈ B, and take the edge e in
N1 furthest from b such that e separates b from A. If e separates A from B, then A − B is a
non-trivial common split and we are done.
Otherwise, let u be the vertex in e nearer to A. If u is on a cycle, then denote this cycle
by C1. Let X1| . . . |Xs be the partition induced by C1, noting by construction that Xi ∩A = ∅
for the set Xi containing b (since Xi is the set of leaves reachable from C via e). If Xj ⊇ A
for any j, then the corresponding edge ej leaving C is an edge that is further away from b
than e and which separates A from b, contradicting the choice of e. So we may assume that
the partition X1| . . . |Xs must subdivide A (that is, A has non-empty intersection with at least
two sets Xj , Xh). Furthermore X1| . . . |Xs must subdivide B, as otherwise the set Xi (which
contains b) contains all of B and also none of A, which would imply that A − B is a common
split. So C1 is a cycle in N1 whose induced partition subdivides both A and B. As every cycle
in N1 is refined by a cycle in N2, this implies that some cycle in N2 also subdivides both A and
B. But this contradicts the fact that N2 contains an A−B split. (See Figure 5a.)
If u is not on a cycle, let f and g be the other edges incident to u. By choice of e, neither
f nor g can separate A from b. Thus there is at least one element a ∈ A reachable from u
via f , and at least one element a′ ∈ A reachable from u via g. As e does not separate A from
B, there is at least one b′ ∈ B that is reachable from u via either f or g, say (without loss of
generality) f . Then let X − Y be the split induced by f , with Y the set containing b. Observe
that a, b′ ∈ X while a′, b ∈ Y . Thus we have that X ∩A,X ∩B, Y ∩A, Y ∩B are all non-empty,
and so N1 and N2 have conflicting splits. (See Figure 5b.)
It remains to complete the proof of Lemma 6 in the cases where N1, N2 have a non-trivial
common split or conflicting splits, or when N2 has no non-trivial split. If N1, N2 have conflicting
splits, then by Lemma 2 we have VN1 6⊆ VN2 , as required.
So suppose that X − Y is a non-trivial common split, and consider N1/X N2/X, N1/Y ,
N2/Y as defined in the beginning of Section 4. Since |X|, |Y | ≥ 2, each of these networks
has fewer than n leaves. Thus by the induction hypothesis, if N1/X,N2/X are distinct and
r(N1/X) ≥ r(N2/X), then VN1/X 6⊆ VN2/X , from which it follows that VN1 6⊆ VN2 . A similar
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Figure 5: Illustration of N1 in the proof of Claim 1.
argument holds if N1/Y,N2/Y are distinct and r(N1/Y ) ≥ r(N2/Y ). But at least one of these
cases must hold. Indeed, since r(N1/X) + r(N1/Y ) = r(N1) ≥ r(N2) = r(N2/X) + r(N2/Y ),
it must hold that r(N1/X) > r(N2/X), r(N1/Y ) > r(N2/Y ) or r(N1/X) = r(N2/X) and
r(N1/Y ) = r(N2/Y ). If r(N1/X) > r(N2/X) (or r(N1/Y ) > r(N2/Y )) then those networks
are clearly distinct. Otherwise we have r(N1/X) = r(N2/X) and r(N1/Y ) = r(N2/Y ). We
must have that N1/X,N2/X are distinct or N1/Y,N2/Y are distinct, since N1 and N2 are
distinct. Thus we either have that N1/X,N2/X are distinct and r(N1/X) ≥ r(N2/X), or
N1/Y,N2/Y are distinct and r(N1/Y ) ≥ r(N2/Y ). In either case we have VN1 6⊆ VN2 , as
required.
Finally, suppose that N2 has no non-trivial split. Then N2 is an n-cycle network, that is,
N2 has a single cycle and every leaf is incident to a vertex on the cycle. If r(N1) = 1, then N1
and N2 are both networks with exactly one cycle of length at least four. It then follows from
Theorem 1, together with Proposition 1, that N1 and N2 are distinguishable (and, in particular,
VN1 6⊆ VN2). If on the other hand r(N1) ≥ 2, then consider two cycles C1 and C2 in N1, with X ′1
the subset of X below the reticulation in C1, and X ′2 the subset of X below the reticulation
in C2. Since C1 and C2 are different cycles, X
′
1 6= X ′2. But then this contradicts the fact
that every cycle in N1 is refined by a cycle in N2, as the single cycle in N2 would have to have
both X ′1 and X ′2 as the set of leaves below the reticulation. Thus in all cases we have either a
contradiction or VN1 6⊆ VN2 , which completes the proof of Lemma 6.
6 Discussion
We have shown that triangle-free level-1 semi-directed networks are generically identifiable under
the Jukes–Cantor, Kimura 2-parameter, and Kimura 3-parameter constraints. This means that,
given a long enough multiple sequence alignment that evolved on a network of this class under
one of these models, this network is, with high probability, the only network from the class that
coincides with the given data. Roughly speaking, this means that the data provide sufficient
information to reconstruct the network. To prove this result, we employed a blend of algebraic
and combinatorial methods to show that any pair of networks are geometrically distinguishable.
A prominent combinatorial strategy for constructing phylogenetic networks is to use smaller
substructures of networks as building blocks to build larger networks. The input for these
methods is a set of subnetworks induced by small subsets of the leaf-set, and the hope is to
show that there exists a network that is consistent with the given input, and possibly that
this network is unique. These methods are related to our combinatorial results, in that our
proof strategy for showing network distinguishability involved careful examination of induced
4-leaf subnetworks. However, there are some fundamental differences that prevent directly
using known results on building networks from subnetworks. Firstly, the existing results focus
either on directed (e.g. [30]) or on undirected (e.g. [31]) networks. Our results, as well as the
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ones in [18], provide the first combinatorial results on the semi-directed network topology. The
main obstacle, however, was that not all 4-leaf level-1 networks are distinguishable under the
considered models. Hence, two networks can be indistinguishable even if the sets of induced
subnetworks are distinct. Consequently, we had a severely restricted set of building blocks
available, requiring a combination of combinatorial and algebraic techniques.
On the algebraic front, the computations reveal differences between the relationships between
the network ideals under the JC constraints and the relationships between the ideals under the
K2P and K3P constraints that would be interesting directions for further exploration. In [15],
the authors remark that the phenomenon observed in [13] under the JC constraints, where each
triangle network variety is contained within several of the 4-cycle network varieties, does not
occur under the K2P and K3P constraints. In other words, under the K2P and K3P constraints,
4-cycle networks and triangle networks are distinguishable. In our computations for this paper,
we noticed another phenomenon that seems to only hold for JC constraints. In particular,
under the JC constraints, the ideals for the double-triangle networks and the 4-cycle networks
are the same dimension and are all distinct. This is somewhat surprising as one might expect
the additional reticulation vertex and associated reticulation parameters of the double-triangle
network to increase the dimension of the model. Our numerical computations suggest that this
is another unique feature of the JC constraints. However, establishing this result rigorously may
require other methods, since we were unable to compute full generating sets for the vanishing
ideals of the networks under the K2P and K3P constraints.
Additionally, from an algebraic perspective, we note that adapting the random search strat-
egy described in [15] is what allowed us to find candidate subsets of variables for locating the
necessary invariants to establish our main result. Something similar will likely need to be em-
ployed if these results are to be extended to other families of networks. It would be interesting
to understand the relative computational costs once a candidate subset of variables is found, of
either computing invariants in a subring of the original variables as we did, or of computing the
linear matroid of the Jacobian with symbolic parameters as was done in [15].
A major open problem is to determine whether the generic identifiability results can be
extended to networks of higher level. We expect a great challenge in finding the necessary in-
variants for the much increased number of non-unique induced 4-leaf subnetworks. Furthermore,
the complexity of the combinatorial part of the proof will explode for higher levels.
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