them particularly important in solvinG physical problems. Also, Gaussian integration provides a highly accurate and efficient algorithm for integrating functions.
The value of the methods I describe in this installment of "Computing Prescriptions" depends on the basic assumption that a finite-order polynomial can effectively approximate a function. Therefore, a finite sum of orthogonal polynomials can accurately represent this function. By using the ideas of Gaussian integration, a function can be integrated or expanded in terms of orthogonal polynomials.
I discovered that many of my colleagues thought that Gaussian quadrature required finding the necessary table and entering it into the computer. The inclusion of these tables in the Handbook of Mathematical Functions 1 tends to obscure the fact that they are essentially irrelevant, owing to the modern workstation's computing power and to a method that Herbert Wilf devised. 2 (Although Wilf's method is wellknown to numerical-analysis professionals, it is not wellknown to physicists and engineers. Despite having taught courses in numerical analysis for the last 30 years, I learned of this method only a few years ago. I also discovered that I was not alone in my ignorance. For example, only in the second edition of Numerical Recipes 3 is it even mentioned.) Using Wilf's method, you can generate the nodes and weights for Gaussian quadrature quickly and simply from the known recurrence relations. This article presents a formulation of this method in terms of eigenvalues and eigenvectors of an N × N matrix. I attempt to clearly demonstrate why the Gaussian quadrature works and how to use these quantities to produce polynomial expansions, showing their application to PDEs. I also explain how to use the symmetry of some polynomials to reduce computer time by a factor of four.
Properties of orthogonal polynomials
For convenience in the following calculation and in the development of the numerical methods, consider a set of orthonormal polynomials, φ 0 (x), φ 1 (x), …. These are completely defined by their orthogonality relation .
(1)
They satisfy a three-term recurrence formula of the form
Setting φ −1 (x) = 0 is consistent with this formula, and of course φ 0 (x) is a constant. Properly normalized Legendre polynomials provide a simple and important example in that w(x) = 1, so that we can use the resulting Gaussian quadrature to integrate f(x) without any weight function. In that case, φ 0 (x) = 1/√2 -, β n = 0, and α n = n/√4n
, and the interval is −1 to 1. Writing the results of applying the recurrence relation N − 1 times as a matrix produces the equation in Figure 1 .
The real symmetric tridiagonal matrix of recurrence coefficients that appears in Figure 1 is the N × N Jacobi matrix. (Conventional notation produces some confusion at this point because vector components and matrix labels begin at one while polynomial indices are labeled by the highest power of x and hence start at zero.) The eigenvectors of the Jacobi matrix are vectors that, when multiplied by the matrix, give a vector in the same direction but a new length. The factor by which the length changes is the eigenvalue, and by convention, the eigenvectors are normalized to unit length. So, if the column vector on the far right of the equation in Figure 1 were not there, the column vector on the left would be an eigenvector with eigenvalue x.
If we evaluate this equation for the special values of x for which φ N (x) = 0, the unwanted term on the right vanishes, and this equation determines the eigenvector of the Jacobi 
where .
Here i labels the associated eigenvalue, n labels the vector component, and v i has been normalized to unit length. Because the eigenvalues are distinct and reasonably spaced, standard iterative methods for determining the eigenvalues of a symmetric tridiagonal matrix work well. Both the computational effort in the numerical calculation of the eigenvalues and the determination of the eigenvectors through the recurrence formula are proportional to N 2 . For Legendre polynomials using double precision on an IBM RS6000-370 for N = 100, the complete solution required .06 seconds.
Gaussian quadrature and expansions in terms of orthogonal polynomials
The first step in using these observations to obtain practical numerical methods is to remember that eigenvectors satisfy the usual properties of orthogonality and completeness as expressed by these relations:
. (6) If we compare the last expression to the orthogonality relation for the polynomials (see Equation 1), we see that in the discrete space, the weight 1/S i has replaced the continuous weight w(x)dx for functions evaluated at x i . Also, for all products of polynomials up to order N, this quadrature will yield an exact result. In addition, the integral of φ N (x)φ N − 1 (x) will also be zero, because φ N (x) vanishes on the nodes, yielding the correct result in this case. Recall that x m can be written as a sum of polynomials of order m and less. As a result of Equation 6, any polynomial up to order 2N − 2 can be written as a sum of products of pairs of polynomials up to order N − 1. So, for any polynomial of order 2N − 1 or less, the quadrature defined by Equation 6 will be exact-that is, .
This is the Gaussian quadrature for these polynomials with nodes x i and weights w i = 1/S i . Finally, to expand a function f(x) in terms of a finite sum of polynomials, we can define the quantities
Given the coefficients a n , if we only need the function on points x i , then .
The calculations of coefficients and the evaluation of functions at the nodes require only the previously obtained eigenvectors.
Solving PDEs
The method of separation of variables leads to a PDE solution that is a product of functions, one for each variable. For many physical problems, one or more of these functions is an orthogonal polynomial. If this is the case, the solution has the form ,
where … represents the other variables, and values of g n (…) are determined by boundary conditions for which all variables but x are fixed. If we denote the value on the boundary as H(x) and the resulting coefficients as h n , and can approximate G by a finite sum of polynomials, we can use the methods of the previous section to obtain a solution that is evaluated at the nodes (zeros of φ N (x)). First, we use H(x) to calculate h n for n = 0 to N -1, using Equation 9. The PDE's solution then gives the value of g n (…) for all values of the other variables. We then use Equation 11 to calculate G for any value of x. If knowing G at the node provides an adequate solution, no further function evaluations are necessary, and we can use Equation 10 to calculate G at the nodes. Otherwise, once we have calculated the Jacobi matrix's eigenvalues and eigenvectors, no further function evaluations are necessary, and the evaluation of the dependence on G requires N 2 multiplications and N 2 additions. If the boundary conditions contain only polynomials up to N, this calculation's results are exact except for truncation errors.
As an example, consider the solution to Laplace's equation in spherical geometry for boundary conditions with no azimuthal dependence:
where x = cos(θ) (θ is the polar angle) and P L are Legendre polynomials. More specifically, assume that the value of Φ is given on the surface of a sphere of radius a and that we are interested in the solution inside this sphere. The potential at the node points is ,
where (14) and .
The solution for A L requires 2N 2 operations, as does the evaluation of the potential for each value of r. Figure 2 shows the solution at r = .8a for 100 nodes. In this example, the boundary condition at r = a is that Φ = J 0 [10(1 − x)] (this choice has no physical significance and simply uses a known function with enough structure to be interesting). On an IBM RS6000-370, the evaluation for 100 values of x at each of 800 values of r (the potential is evaluated at 80,000 points) requires 1 second of CPU time.
Further efficiency for symmetric polynomials
For the recurrence relation for polynomials with symmetric weights and a symmetric integration range, β in Equation 2 is equal to zero. Calculating the eigenvalues of the Jacobi matrix produces both the negative and positive roots. Because we can obtain the negative eigenvalues and eigenvectors from the values for positive x, this represents unnecessary effort.
To avoid this problem, we can use this trick: If we calculate x 2 φ n (x) by repeated application of the recurrence formula, we obtain (16) This is a three-term recurrence formula for either the even or odd polynomials. Starting with n = 0 produces the even polynomials; starting with n = 1 produces the odd polynomials. The eigenvalues of the Jacobi matrix are x i 2 , the squares of the roots of φ N + 2 (x). So, we can calculate the nodes from a half-size matrix, which requires one-fourth of the operations that the full Jacobi matrix would require. From the positive nodes we use symmetry to calculate all the nodes, eigenvalues, and weights. The classic polynomials for which this method is useful are Legendre, Gegenbauer, and Hermite. I deas underlying Gaussian integration can be used to produce efficient algorithms for other applications as well. These include numerical solutions to differential equations and the expansions of general functions in series of orthogonal polynomials. For these purposes, the only input required is the coefficients in the recurrence relation for the polynomials. Of course, you have to know something about the polynomials so that you know what integrals can be done and what problem is actually being solved.
