Abstract
INTRODUCTION
Human face recognition has been an active research topic in the field of pattern recognition for decades, and unlike other existing identification technologies such as fingerprint and iris recognition, face recognition has some outstanding characteristics such as non-intrusive and user-friendly interfaces, which mean the face recognition processing can be carried out without any human intervention or even awareness of the user. Thanks to these advantages, there are many potential practical applications such as, for example, identification of ATM users in banking, mug shot searching, security monitoring and surveillance. Much progress has been made in face detection and recognition in recent years, especially for face processing techniques under controlled conditions. Among these research directions, frontal face detection and recognition which attracted many researchers have been studied for decades. Sung and Poggio [1] found a classifier based on the difference feature vector which is computed by taking the difference between the local image pattern and the distribution-based model. Papageorgiou [2] proposed a detection technique based on an over-complete wavelet representation of an object class. Both are carried out by performing a dimensionality reduction to select the most important basis function in first place, and then a support vector machine (SVM) is trained [2] to develop the final prediction. The Snow learning architecture was adopted by Roth [3] for learning in the presence of a very large number of features. Unlike the frontal face detection, most non-frontal face detection techniques in the literature are the view-based method [9] , in which several face models are built, each describing faces in a given range of view. Therefore, explicit 3D modeling is avoided. The authors in [9] Error! Reference source not found. partitioned the views of face into five channels, and developed a multi-view detector by training separate detector networks for each view. Viola and Jones [5] built a fast multi-pose face detection system. In their work, a cascade of boosting classifiers is built on a set of Haar-like features that integrates the feature selection and classifier design in the same framework. Schneiderman and Kanade [6] used multi-resolution information in different levels of wavelet transform. Another technique directly related to the face detection is face feature extraction (actually it is a part of face detection-accurate face detection). Recently, an Active Shape Model (ASM) and Active Appearance Model (AAM) [8] were proposed as two effective techniques for feature extraction. In those techniques, a constrained statistical shape model is adopted, which offers fast and stable performance. As successor of face detection, face recognition has always received significant attention. Turk and Pentland [4] demonstrated a first successful system for face detection and identification using eigenfaces. Blanz and Vetter [7] suggested an approach of 3D shape and texture which is estimated using a single image. The estimate is obtained by fitting a statistical, morphable model of faces to the image. The model is learned from textured 3D data collected with a laser-stripe scanner. A probabilistic PCA-based model is used to represent the statistical variation of shape and texture of human heads and the model of Phong is used. All those works have achieved satisfactory recognition rate on frontal faces with limited variation of expression, lighting and controlled pose. However, one of the remaining key problems in face recognition is the need to handle the large variability in appearance due to change in pose and illumination (e.g. in an unconstraint environment) since the relatively unconstrained environment imposes more challenges compared to conventional frontal face recognition. These extra challenges include the following: 1) Large variability of operating environments, especially in pose. 2) Nearly unconstrained capturing of facial images. In this paper, we introduce a new synthetic approach to deal with the face detection and recognition with significant pose variation. First, we adopted the color-based approach to speed up the whole processing; then we introduced machine learning approach -AdaBoost-which selects a small number of critical visual features from larger set and produces efficient classifiers and combine more complex classifiers. In the next, we utilized the quantization output from previous detector to feed the 0840-7789/07/$25.00 ©2007 IEEE rough estimator of five poses Since the previous output still contains faces with varying scale and position, and the estimated pose is not accurate enough to continue the recognition task. We need to accurately locate the candidate face. To this end, nine statistical shape models-ASM (Active Shape Models) are adopted to estimate accurate position of model of the input image and to extract facial features as well. As for face identification, geometry assisted approach was introduced to carry out in different poses. The remainder of this paper is organized as follows. In section II, we introduce the major face database used in this paper including data standard, data collection and preprocessing. Section III illustrates each processing model of detectors in detail. In the section IV, geometry assisted face recognition approach is presented and applied to pose-robust face recognition.
II.

FACE DETECTION
A. Color-based face detector and rough pose estimator
Color information has been proven to be an effective image feature for coarsely locating potential facial regions. We analyzed a sample set of facial pixels taken from pictures of people of different race, gender, age and under various lighting conditions. We adopt the YCbCr space since the chrominance components CbCr in the YCbCr color space form a condensed cluster and it is perceptually uniform, and widely used. A pixel is classified to be a skin pixel if its color values satisfy: Cbl<Cb<Cb2, Crl<Cr<Cr2. The thresholds are based on skin patches collected from different skin races from the Internet. As a result, skin regions in an input image can be quickly determined by checking a look-up table and a binary image demonstrates this segmentation. Then, an algorithm is applied to remove tiny noises in the segmented image.
B. Adaboost-based rough face detection and estimation
Adaboost-based face detection procedure classifies images based on the value of simple features. According to theory of AdaBoost, there must be a very small number of these features which can be combined to form a strong classifier. The problem is how to find these features. To this end, the weak learning algorithm is designed to find the single feature which separates the positive and negative examples in best way. For each feature, the weak learner determines the optimal threshold classification function which only misclassifies the minimum number of examples. Generally, a weak classifier i h (x) consists of a feature i f (x) , a threshold i θ and a parity i p indicating the direction of the inequality sign and it is determined by the following equation: α is a threshold which we call alpha threshold.
Having sum_det and alpha thresholds, the differences between them are calculated in the same manner. The values of differences in each row of the previous table are shown as Figure 2: . 
C. Facial Feature Extraction and Accurate Pose Estimator
In order to locate the facial features, the first thing we have to do is to build a facial feature training set of multiple poses. After manually labeling the training set, we align shapes in all poses and landmarks [10] . Then we use the collected statistics from the previous procedure to model the Gray Level Appearance.
Since most of detected face sub-windows have non-face margin on one side which is inherited from the characteristics of the corresponding training faces. In order to speed up the processing and improve the accuracy, it is necessary to carry out face edge detection. The following summarizes the face edge detection algorithm. Find edge contour of detected face sub-window by using Sobel operator Calculate the sum of Sobel matrix in vertical direction and output a vector sum_sobel. The distribution of sum_sobel is shown in Figure 4 The coordinate of biggest value in the first (towards the opposite side of face direction) half of sum_sobel is the edge. Thus an ASM-based technique [11] is proposed to reinforce the pose estimation and features extraction under a pyramid of images with different resolutions. Recall the equation in [11] 
Assume that the vector Xend describes the shape of x i after pyramidal searching process with K times iteration in each level and Xbegin is the original x i , the difference between them is diffX, so we have diffX= Xend-Xbegin diffX express the variation of x i . StddiffX=std(diffX) where std() stands for standard deviation operation. After iteratively searching in three pyramidical levels, the selected mean shape model is the one having smallest StddiffX value which also implies the smallest variation, Based on the rough face detectors and rough pose estimator, the location of candidate face can be determined by running the adjacent poses of the candidate ones. The one with smallest variation among those poses is the one we look for.
D. Facial Feature Extraction
After accurate localization and edge detection of the candidate faces, next we extract the facial features from detected face image. 
III. GEOMETRY ASSISTED FACE RECOGNITION
In order to carry out face recognition in multi-pose environment, the reference image data for comparison, namely the datasets of poses of left 90, right 90 and front, should be created first. We manually collect these data sets for improved accuracy. Then we use the geometrical mapping technique [12] for face recognition purpose.
IV. EXPERIMENTAL RESULTS
The following pictures used for training purpose are manually grasped (except for frontal ones) from the Internet with five poses. To evaluate the performance of Multi-Pose Recognition System, we have tested PIE database in indoor environments under neutral illumination condition. We obtain good performance with respect to complex backgrounds. For the identification, we set up a face database composed of half number of PIE database subjects (34 subjects) in order to compare them with [12] . The following In our experiment, the frontal and profile view images were used for training, the other six poses' images were used for testing. As shown in Fig. 7 the horizontal axis represents the labels of 6 test poses, c14, c11, c29, c05, c37, c02, from the right 67.5 to the left 67.5. The vertical axis shows the recognition rate of two algorithms for each specific pose. Comparing with our automatic method, the human face for both the training and test images are manually cropped and normalized in Liu's approach [12] . 
V. CONCLUSION
In this paper, we have presented a Multi-Pose Face Recognition system. In contrast with face recognition under constrained environments, our approach concentrates on recognition under unconstrained environments. To meet these requirements, we developed a pipeline of face processing algorithms, namely, face detection, facial feature extraction for face normalization, and face identification. During each processing stage, we use step-wise refinements for improved robustness and accuracy. The system has achieved satisfactory recognition rate. The current system is able to handle all view faces with out-of-plane rotation within ±90 degrees.
