Abstract
Introduction
The problem that is addressed in the paper considers finding a global solution of a nonlinear optimization problem in the following form:
where f : IR n → IR, g : IR n → IR p and h : IR n → IR m are nonlinear continuous functions and the closed set Ω is defined by Ω = {x ∈ IR n : l ≤ x ≤ u}. We assume that the objective function f is nonconvex and possesses many local minima in the feasible region. This class of global optimization problems is very important and frequently encountered in engineering applications.
In the last decades, many algorithms have been proposed to solve problem (1) . Probably the most extensively used in practice are stochastic-type algorithms.
In this paper, we are interested in the electromagnetismlike (EM) algorithm proposed in [2] . This is a populationbased algorithm that simulates the electromagnetism theory of physics by considering each point in the population as an electrical charge. The method uses an attraction-repulsion mechanism to move a population of points towards optimality. The EM algorithm was specifically designed for solving optimization problems with bound constraints [1, 2, 3] minimize f (x) subject to x ∈ Ω.
We have been incorporating different strategies into the EM algorithm in order to improve the accuracy of the results as well as the efficiency of the overall algorithm. A pattern search method was introduced as a local search procedure and compared with the original EM algorithm [13] . A modification in the total force vector, that is used to move each point in the population, was tested and compared with other well-known heuristics such as the genetic algorithm, the particle swarm optimization (PSO) and an hybrid evolutionary algorithm (EA) [15] . The effect of different charge calculations has been analyzed and compared with PSO, EA and differential evolution methods [14] .
In this work, the EM algorithm is extended for solving constrained optimization problems like (1) . A previous extension of the EM algorithm to constrained problems relies on penalty and barrier methods [1] . In these methods, constrained problems like (1) can be transformed into the bound constrained form (2) so that the EM algorithm can be directly applied. Tests therein reported involve a set of 5 problems selected from [7] and do not include a comparison with other heuristics.
The extension herein presented for handling the constraints g(x) ≤ 0 and h(x) = 0 considers a very simple heuristic consisting of three rules, designated by feasibility and dominance (FAD). The reader is referred to [10] and [21] for details. In [10] , FAD is used in an artificial bee colony (ABC) optimization algorithm context, whereas in [21] , the authors incorporate the heuristic FAD into a particle evolutionary swarm optimization algorithm, therein denoted by PESO.
The paper is organized as follows. In Section 2 we describe the EM algorithm. Section 3 resumes the FAD rules for constraints handling and Section 4 presents the modifications that were introduced in the EM algorithm. Section 5 contains the results of all the numerical experiments, including comparisons with other methods, and we conclude the paper in Section 6.
The electromagnetism-like mechanism for bound constrained problems
In this section we describe the EM algorithm for solving problem (2) . The algorithm starts with a population of randomly generated points from the feasible set Ω. Analogous to electromagnetism, each point is a charged particle that is released to the space. The charge of each point is related to the objective function value and determines the magnitude of attraction of the point over the others in the population. The better the objective function value, the higher the magnitude of attraction. The charges are used to find a direction for each point to move in subsequent iterations. The regions that have higher attraction will signal other points to move towards them. In addition, a repulsion mechanism is also introduced to explore new regions for even better solutions. A more detailed explanation follows.
First, a population of p size points is randomly generated from the feasible region Ω. Let x i be the ith. point of the population. Then each coordinate of a point is denoted as
where λ ∼ U (0, 1). i and x j of the population. According to the electromagnetism theory, each individual force is inversely proportional to the square of the distance between the two points and directly proportional to the product of their charges.
Since the charge q i of point x i determines the power of attraction or repulsion for that point, the charge is computed according to the objective function value by
(4) In this way the points that have better objective function values possess higher charges. This is a scaled distance of the function value at x i to the function value of the best point in the population. Different approaches for charge evaluations may be adopted, see for example [5, 9, 14] .
Since the charges (4) are all positive, the direction of a force F i j depends on the objective function values at x i and
for j = i. The total force vector F i exerted on each point x i is then calculated by adding the individual component forces, F i j ,
Finally, this total force vector, F i , is used to move the point x i in the direction of the force by a random step length λ ∼ U (0, 1) as follows
for each k (k = 1, 2, . . . , n) and for i = 1, . . . , p size and i = best. The best point, x best , is not moved and is carried out to the subsequent iteration.
We would like to remark that, as shown in (6), feasibility is maintained by using the normalized total force vector and scaling it with the allowed range of movement towards the lower bound l k , or the upper bound u k , of the set Ω.
This EM algorithm was indeed designed to generate and iteratively move points in the population that are feasible in a bound constrained problem context.
Like other hybrid population-based algorithms, the EM algorithm incorporates a local search procedure in order to improve the accuracy of the solution. Although this local refinement could be applied to all points in the population, it has been shown that when the local procedure is applied only to the best point, the accuracy of the results still improves and the number of function evaluations is not extremely high [2] .
Thus, the local refinement is applied coordinate by coordinate to the best point in the population as described below. Based on a parameter δ, the maximum feasible step length
Then, for each coordinate k, a random number λ between 0 and 1 is selected as a step length and a new point is calculated along that direction. The new point is compared with the old one. If an improvement is observed, within nit max iterations, the new point replaces the best point and the search continues with the next coordinate.
The EM algorithm for bound constrained optimization can be described as shown below. (6) . Evaluate the points and compare them to identity the best point.
step 8 Perform a local search about the best point to look
for an improvement step 9 set k = k + 1 and go to step 3.
At this moment there are two issues in the Algorithm 1 that need to be further explained. One involves the evaluation of the points, computing the corresponding objective function values, and their comparison, and the other is concerned with the termination criterion.
We remark here that in step 2, step 5, step 7 and step 8 of the algorithm, points in the population are compared solely based on function values, in order to select the best point. Thus, in the context of solving problem (2), the rule that is operated is summarized as follows:
• when comparing two points at a time, select the one with lowest function value.
Finally, the condition that is used to terminate the algorithm considers a limit on the number of function evaluations, nf e max .
Heuristic for handling constraints
Most stochastic methods for global optimization are developed primarily for unconstrained problems. Then they are extended to constrained optimization problems by modifying the original procedures or by using penalty functions. The most common approach to solving constrained problems is based on penalty functions. Penalty terms are added to the objective function to penalize constraints violation.
The penalty techniques transform the constrained problem into an unconstrained problem by penalizing f when constraints are violated and then minimizing the penalty function using methods for unconstrained problems. There are two main classes of penalty terms: i) a stationary penalty term that uses fixed penalty parameters throughout the iterative process and depends on constraints violation [1, 4, 12] ; ii) non-stationary penalty term that changes dynamically and depends on the iteration counter [11, 17] . Barrier methods use a similar framework although they require initial feasible points and maintain feasibility along the iterative process [1] . Recently, filled function methods have also been used for solving constrained global optimization [20] . Other constraint handling techniques treat constrained optimization as multi-objective optimization, where constraints are regarded as objective functions. Adapted from the multi-objective optimization, a relaxed dominance concept is used in [19] to assess progress towards feasibility and optimality. Another approach that is able to balance dominance between objective and penalty functions in a stochastic manner, known as stochastic ranking, is proposed and tested in [16] .
The approach herein adopted for handling the inequality and equality constraints of problem (1) relies on a simple heuristic consisting of three rules denoted by feasibility and dominance (FAD) rules [10, 21] .
We assume that all equality constraints are converted into inequality constraints,
where the vector of inequality constraints of the problem is defined by:
and the constraints violation is measured by the l 2 norm of a vector, π(x) 2 , where
In the sequel, a point x i with π(x i ) 2 = 0 is feasible, whereas if π(x i ) 2 > 0 then the point is infeasible. When using the FAD rules, two points are compared at a time, and if FAD 1 both points are feasible, select the one with lowest function value; FAD 2 one point is feasible and the other is infeasible, select the feasible point; FAD 3 both points are infeasible, select the one with lowest constraints violation.
FAD-EM algorithm for constrained problems
The modifications that were introduced in the EM algorithm for handling the inequality constraints c(x) ≤ 0 in problem (7) are justified and presented below.
Evaluation of the points
The first modification is concerned with the evaluation of the points in the population. In the constrained problem (7) context, when the evaluation of the points is required, the objective function value and the constraints violation are computed for each point in the population. This pair of information (f (x i ), π(x i ) 2 ) defines the point fitness. 
The direction of forces
for j = i.
Charges calculation
Another important issue is related with the charges calculation. Maintaining a similar approach to that of the original EM algorithm, where only objective function values are compared, then
We now have to use absolute values because there is no guarantee that the best point in the population has the smallest function value. With (9), the charges q i (i = 1, . . . , p size ) remain positive and the direction of each individual force F i j relies on x i and x j fitness as described above.
However, when constraints are present in the problem like (7), two objectives have to be achieved in the way to the solution: one is to minimize the objective function f and the other is to minimize constraints violation π 2 . Since a solution must be a feasible point, the minimization of π 2 is indeed the most important. Thus, the charge of a point could
(10) In this way, the feasible points in the population have unit charges, whereas the infeasible points have smaller charges and the larger the violation the smaller the charge. This means that feasible points have the ability to attract infeasible points.
The local search
When a local refinement is applied coordinate by coordinate to the best point, two points are to be compared to see if an improvement is observed. The fitness of the points are compared according to the FAD rules.
The algorithm
The algorithm for solving constrained global optimization problems that uses the electromagnetism-like mechanism and the feasibility and dominance rules for constraints handling is as follows: (6) . Evaluate the points and apply the FAD rules to identify the best point step 8 Perform a local search about the best point and apply the FAD rules to look for an improvement step 9 set k = k + 1 and go to step 3. 
Numerical experiments
To evaluate the performance of the herein proposed EM algorithm for constrained problems a set of 13 benchmark problems, described in full detail in the Appendix of [21] , is used. The problems are known as g01, g02, . . ., g13 [10, 16, 21] . We remark that g02, g03, g08 and g12 are maximization problems while the others are minimization ones.
The algorithm is coded in the C programming language and it contains an interface to connect to AMPL so that the problems coded in AMPL could be easily solved [8] . AMPL is a mathematical programming language that allows the codification of optimization problems in a powerful and easy to learn language. The set of coded problems may be obtained from the first author upon request.
The fixed values for the parameters in the EM algorithm are as follows: δ = 0.001 and nit max = 10.
Details of the selected problems are listed in Table 1 , where n represents the number of variables, p and m are the number of inequality and equality constraints respectively and n active is the number of active constraints at the solution.
Initially, we study the two versions of the EM algorithm for constrained optimization based on the FAD rules, which differ in the computation of the charges, see (9) and (10) respectively. We select the best version and report the results obtained with the selected 13 benchmark problems, using the best, the average and the worst objective function values obtained after 30 independent runs each starting from a random population with different seeds. Here, we consider a population size of 50 points and use a limit of 350000 function evaluations to terminate the algorithm. (9) EM with q i from (10) We then compare our results with other methods recently reported in the literature. For a set of comparisons, we repeat the experiments with different conditions: p size = 40 and a limit of 240000 function evaluations.
Comparison of the two versions
The comparison of the two versions of the FAD-EM algorithm which differ in the computation of the charges, herein designated by FAD-EM-(9) and FAD-EM-(10), corresponding to (9) and (10) respectively, is based on the Dolan and Moré's performance profile approach as outline in [6] . The performance profiles give, for every τ ≥ 1, the proportion ρ(τ ) of test problems on which each algorithm under comparison has a performance within a factor τ of the best. An explanation of our implementation of this approach follows.
Let P be the set of all problems and S the set of solvers used in the comparative study. Let m (p,s) be the performance metric found by solver s ∈ S on problem p ∈ P after a fixed number of function evaluations. The metric that is used when the performance assessment is on the best result obtained by the solvers is
where f best (p,s) is the best function value found by solver s on problem p, after nf e max = 350000 function evaluations, and over 30 runs. However, if the performance assessment is on the average result obtained by the solvers then f avg (p,s) should de used in the metric (11) . The performance ratio adopted for this comparative (9) EM with q i from (10) and the overall assessment of the performance of a particular solver s is defined by
where n P is the number of problems in the set P and n Pτ is the number of problems in the set such that the performance ratio r (p,s) is less than or equal to τ for solver s. Hence, ρ s (τ ) is the probability (for solver s ∈ S) that the performance ratio r (p,s) is within a factor τ ∈ IR of the best possible ratio. Using the performance profile plot one can compare how well a solver can estimate the optimum relative to the others. The value of ρ s (1) gives the probability that the solver s will win over the others in the set. However, for large values of τ , the ρ s (τ ) measures the solver robustness. Figure 1 contains the performance profiles of f best for the two versions in comparison. Figure 2 contains details of the plots for values of τ near 1. They show that the version based on the charge calculation (10) is superior on the best performance. For τ = 1, this version wins in 70% of the problems over the other, whereas the version based on charge (9) is better for values of τ greater than 1.0018. When the average performance is considered, Figures 3 and  4 show that the version FAD-EM-(10) outperforms the other version for small values of τ and is exceeded by FAD-EM-(9) for τ > 1.3.
To compare further the two versions of the FAD-EM algorithm, we record in Table 2 the average number of function evaluations needed for finding a feasible solution satisfying a fixed accuracy level, herein defined by
over the 30 runs. The table reports only the problems where condition (12) was verified before the algorithm has terminated due to the 350000 function evaluations. The performances are competitive.
Detailed results of FAD-EM algorithm
We now report detailed results of the best version -FAD-EM- (10) . The experiments are based on a population size 
Comparison with other heuristics
To demonstrate the performance of the new EM type algorithm for general constrained global optimization problems, we carried out a comparison with six very well-known and recent methods: the PSO (standard particle swarm optimization), PESO (particle evolutionary swarm optimization), TCPSO (the Toscano and Coello's PSO), SR (stochastic ranking), DE (differential evolution) and ABC (artificial bee colony).
To be able to compare our results with those of recent publications, we use the same set of 13 problems. The results obtained by PSO, PESO and TCPSO are reported in [21] and the ones obtained by SR can be seen in [16, 21] . For a fair comparison, we use the population size and the maximum number of objective function evaluations similar to the therein reported. Table 4 contains these settings. To compare with the DE and ABC algorithms, we change the settings and the DE and ABC results are reported in [10] . Table 5 reports the best function value obtained after 30 runs. We denote our version as FAD-EM 50 , since it is based on a population of 50 points and is to be compared with two specific versions of the particle swarm optimization algorithm: PSO and PESO. We remark that the table summa- rizes the results of the version FAD-EM- (9) , that are slightly different from those listed in Table 3 . The results obtained for the mean best function values are reported in Table 6 . From Table 5 we may conclude that FAD-EM is better than PSO in problems g03 and g13, is better than PESO only in the problem g13, while in the problems g08, g11 and g12 is competitive with both PSO and PESO. Table 6 shows that FAD-EM is clearly better than PSO in problems g03 and g12, but PSO is better in all the remaining problems of the set. PESO is also better than FAD-EM in all problems, except in problem g12 that is competitive. We note that FAD-EM worst values are really far from the best values, giving a poor performance on the average values. Table 7 compares our average results with those of other algorithms: TCPSO and SR. TCPSO refers to the Toscano and Coello's PSO that incorporates a constraints handling mechanism into the standard PSO algorithm [18] , and SR denotes stochastic ranking [16] . This is an evolution strategy enhanced with a stochastic constraints handling mechanism. FAD-EM average results are better than TCPSO results in problems g05, g11 and g13, and are competitive in g12. FAD-EM is better than SR only in the problem g11 and is competitive in problem g12.
In this part of the paper we compare the FAD-EM algorithm with DE and ABC algorithms. The best function value and the mean best function values are listed in Tables  8 and 9 respectively. The version under comparison, denoted by FAD-EM 40 , considers the formula (9) to evaluate the charges and is based on a population of 40 points. The algorithm terminates when the number of function evaluations exceeds 240000.
From Table 8 , we note that FAD-EM best results are bet- Table 9 contains the average results of FAD-EM, DE and ABC obtained when solving the 13 problems. In the table, "-" means that no feasible solutions were found. Although the average results are competitive in problems g08 and g12, FAD-EM is clearly better only in the problem g11. 
Comparison with results in Birbil's thesis [1]
To further examine the performance of the proposed feasibility and dominance EM algorithm, we carried out one more comparison. The results reported in [1] , where penalty and barrier methods are incorporated into the EM algorithm for the constraints handling, are compared with FAD-EM results. In these comparisons the termination criterion in Algorithm 2 limits the number of iterations, herein denoted by nEM max , instead of the number of function evaluations. The Table 10 The results are reported in Table 11 . We use TP to identify the problem; ALG to identify the algorithm; P means penalty method, B barrier method, and EM refers to the FAD-EM algorithm that uses the formula (9) for the charges. 
Final remarks
This paper presents a new EM type algorithm for solving constrained global optimization problems. The technique used for the constraints handling relies on a very simple heuristic known as the feasibility and dominance rules. These rules are easily incorporated into the EM algorithm whenever
• the best point in the population has to be identified;
• the direction of individual forces between pair of points in the population has to be defined;
• a local refinement is applied to the best point and an improvement has to be assessed.
The preliminary results reported in the paper seem to show that this approach is competitive with other algorithms, although some modifications are in progress to improve accuracy. Further testing with a different set of constrained prob-
