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Preface	
 
The work outlined  in  this dissertation was carried out  in  the Department of Cognitive and 
Developmental Psychology, TU Kaiserslautern, over  the period  from  June 2011  to  January 
2014. During  this  period,  I was  a  research  assistant  for  a  project  funded  by  the German 
Research  Foundation  (Deutsche  Forschungsgemeinschaft,  DFG),  called  „The  influence  of 
temporal and spectral stimulus  features on the processing of German vowels and complex 
tones in developmental dyslexia: Behavioural and fMRI experiments (principal investigators: 
Claudia  Steinbrink, Axel Riecker & Thomas  Lachmann,  grant number:  STE 1699/2‐1)”. The 
research reported in Chapter 2 and 3 was conducted in the context of this DFG project. 
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Chapter	1:	
The models of speech perception 
 
Speech  is  one  of  the most  complex  acoustic  signals  in  our  daily  environment  (Saberi  & 
Perrott, 1999). Therefore,  it  is hardly surprising that numerous studies have addressed the 
issue of how speech  is processed by the human brain. There are two classes of models for 
speech perception  (Zatorre & Gandour, 2008). The  first class, the so‐called domain specific 
models, assumes that the speech signal by‐passes the normal acoustic pathway. As a result, 
speech  is  processed  differently  compared  to  non‐speech,  even  at  very  early  stages. One 
prominent  example  for  this  kind  of  theory  is  the  motor  theory  of  speech  perception 
(Liberman & Mattingly, 1985) which states that the objects of speech perception are not the 
sounds per se but  instead the  intended phonetic gestures of the speaker. The second class 
consists of cue  specific models which question  the  specificity of  speech  sounds  (see Diehl, 
Lotto, & Holt, 2004,  for a review). Cue specific models assume that speech  is processed by 
the same neural network which is responsible for general auditory processing. These models 
explain  differences  in  processing  of  speech  and  non‐speech  sounds  in  terms  of  low‐level 
features  (e.g.  temporal  and  frequency  resolution),  as  speech  and  non‐speech  sounds  are 
mostly incomparable concerning their physical properties.  
Ongoing  research  within  the  various  fields  of  psychology  and  neuroscience  continue  to 
address these issues of distinction within speech. Examples of some of these issues include: 
categorical  perception  (Eimas,  1963;  Miller  et  al.,  1976;  Whalen  &  Liberman,  1987), 
hemispheric asymmetries  in  the auditory  cortices  for  speech and non‐speech  sounds  (e.g. 
Sorokin, Alku, & Kujala, 2010 for EEG; Binder, Frost, Hammeke, Cox, Rao, & Prieto, 1997 for 
fMRI; Belin,  Zilbovicius, Crozier,  Thivard,  Fontaine, Masure, &  Samson, 1998  for PET),  the 
processing of speech and non‐speech sounds in Aphasia (e.g. Aaltonen, Tuomainen, Laine, & 
Niemi,  1993),  specific  language  impairment  (SLI,  e.g.  McArthur  &  Bishop,  2005)  and 
developmental dyslexia (e.g., Lachmann, Berti, Kujala, & Schröger, 2005). Despite the  large 
number of studies, there is no sufficient answer to the question of which class of models is 
more suitable in which context.  
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Within  this  thesis both classes of models will be  taken  into consideration. The cue specific 
models explain differences between  the processing of speech and non‐speech sounds as a 
function of  their physical properties, particularly  regarding  temporal  and  spectral ones.  If 
this assumption is true, speech and non‐speech sounds would be processed in the same way 
whenever the physical properties of both stimulus classes are identical. This is why the first 
goal of this thesis  is the creation of a stimulus set  including speech and non‐speech stimuli 
which are comparable concerning their physical properties. This approach presents specific 
challenges concerning the required stimuli, as the complex spectro‐temporal pattern of an 
original speech sound has  to be  imitated. Therefore,  the stimulus set must be  in  line with 
two requirements: 
The first requirement involves the complexity of the speech and non‐speech stimuli.  In this 
thesis, complexity  is defined as  the number of different  frequencies within  the sound at a 
given  time  point.  The  complexity  of  speech  and  non‐speech  sounds  has  yet  to  be 
comparable or controlled for in most studies (but see Scott & Wise, 2004) and therefore, it 
remains unclear whether stimulus complexity might moderate the differences between the 
processing of speech and non‐speech sounds. This is why, non‐speech stimuli with either the 
same or lower complexity compared to speech are used in this thesis to control for stimulus 
complexity.  
The second requirement for the stimulus set concerns the fact that the perception of speech 
is associated with the extraction of both temporal and spectral features. However, many of 
the  studies  have  focused  on  the  processing  of  only  either  the  temporal  or  the  spectral 
feature.  To  circumvent  this  limitation,  a  recently  developed  paradigm  in  the  context  of 
developmental dyslexia which  enables  the  investigation of  the processing of  spectral  and 
temporal features within one phoneme category (Groth, Lachmann, Riecker, Muthmann, & 
Steinbrink,  2011;  Steinbrink,  Groth,  Lachmann,  &  Riecker,  2012;  Steinbrink,  Klatte,  & 
Lachmann,  in preparation) will be used  for creating  the  speech  sounds.  In  this  thesis,  this 
paradigm will be called  the “German vowel  length discrimination paradigm”. The creation 
and the properties of the stimulus set (speech and non‐speech stimuli) will be described  in 
further  detail  in  Chapter  2.  These  methodological  questions  are  very  important  in  the 
context of the cue specific models of speech perception, as they provide a more suitable way 
to  control  for  the  influences  of  stimulus  features  and  therefore,  they  enable  to  test  the 
models.  
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The  following chapter  (Chapter 3)  is application‐orientated while maintaining  the  focus on 
the  specificity  of  speech  and  the  role  of  stimulus  complexity  during  the  comparison  of 
speech and non‐speech sounds. It is still unclear to date whether the auditory impairments 
which  are  regularly  found  in  children  and  adults  with  the  diagnosis  of  developmental 
dyslexia  are  restricted  to  speech  sounds. Many  studies  failed  to  detect  general  auditory 
deficits  in  dyslexia. One  reason  for  these  findings  could  be  that  these  studies  used  non‐
speech  stimuli  which  were  incomparable  to  the  speech‐like  ones.  Therefore,  the  same 
paradigm  as  introduced  in  Chapter  2  will  be  used  to  compare  the  discrimination 
performance  for speech and non‐speech stimuli  in a group of dyslexic adults.  Importantly, 
stimulus complexity will be controlled  for  in  this paradigm. This approach circumvents  the 
above mentioned  short  coming  of  prior  research  and  adds  to  the  understanding  of  the 
causes of developmental dyslexia. 
According  to  the domain  specific models of  speech perception,  speech  should not only be 
processed  in  a  special way  in  the  dyslexic  brain.  Differences  between  the  processing  of 
speech and non‐speech are also expected in healthy children and adults. The aim of the next 
chapter (Chapter 4) is to test both the cue specific and the domain specific models in an EEG 
study  with  a  sample  of  healthy  adults.  The  domain  specific  models  assume  that  the 
differences  in  processing  between  speech  and  non‐speech  are  observable  even  at  early 
stages  of  auditory  processing. One  suitable way  to  investigate  the  early  processes  of  the 
auditory system  is via an EEG component called the mismatch negativity (MMN; Näätänen, 
Gaillard,  &  Mäntsyalo,  1978).  According  to  the  domain  specific  models,  the  differences 
between  speech  and  non‐speech  sounds  can  already  be  observed  in  the  early  stages  of 
processing. Contrary to this, no differences between the speech and non‐speech sounds are 
predicted by  the  cue  specific models,  if both  stimulus  types are  identical  concerning  their 
physical properties. Additionally, cue specific models would assume that non‐speech sounds 
with lower complexity would not be processed in the same way as other stimulus types with 
higher  complexity. This  is  the  first  time  that  the MMN elicited by  speech and non‐speech 
sounds are compared while controlling  for stimulus complexity by using spectrally  rotated 
vowels.  
In  the  last  experiment  (Experiment  4),  the  role  of  harmony  is  investigated  by  comparing 
spectrally rotated tones with tones. Vowels and tones both show a harmonic structure while 
this  is not the case for spectrally rotated tones and spectrally rotated vowels. According to 
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the  cue  specific models,  harmony  could moderate  differences  between  the  processing  of 
vowels and spectrally rotated vowels.  If this assumption  is right, the harmonic structure of 
the stimuli should also result in differences in the processing of tones and spectrally rotated 
tones, whereas no differences are expected according to the domain specific models.   
A  general  discussion  is  presented  in  Chapter  5,  involving  a  short  summary  of  the main 
results, their impact and some short comings of the experiments. In the end, an outlook on 
the requirements of future research will be given.  
 
 
 
 Chapter 2: Creating an optimal non‐speech analogue to German vowels   5 
 
Chapter	2:	
Creating an optimal non‐speech analogue to German vowels 
 
 
 
 
 
Vowel length in German 
There are seven pairs of monophthongs (from the Greek word monóphthonogos with monós 
meaning “single” and phthóngos meaning “sound”; Liddell & Scott, 1996) within the German 
language (Lühr, 1993): /i:/ ‐ /ɪ/, /y:/ ‐ /ʏ/, /u:/ ‐ /ʊ/, /e:/ ‐ /ɛ/, /ø:/ ‐ /œ/, /o:/ ‐ /ɔ/, and /a:/ ‐ 
/a/. Each pair consists of a lax (or short) and a tense (or long) version of the respective vowel 
(Kohler,  1977; Moulton,  1962; Wiese,  2000).  They  can  be  presented within  a  trapezium 
which  represents  the  height  of  the  tongue  in  the  vertical  dimension  and  the  tongue’s 
frontness  in  the horizontal dimension during  the production of  the  vowel  (Speyer, 2007). 
Figure 1 illustrates the vowel trapezium, including the fourteen German monophthongs. 
 
Figure 1: The vowel trapezium of the German language, representing the height of the tongue in the 
vertical dimension and the tongue’s frontness  in the horizontal dimension during the production of 
the vowel (adapted from Mangold, 2005). 
“Vowels  are  the  eyes  through which 
words look at you.  
A  word  that  has  lost  its  vowels  has 
become blind. Yes, blnd.” 
 
Rainer Kohlmayer
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In German, short and long vowels do not only differ with respect to their temporal duration, 
but  also  concerning  their  spectral  quality.  The  spectral  information  of  a  sound  can  be 
illustrated within a spectrogram, showing the strength of each frequency at each time point.  
Figure 2 depicts the spectrogram of an /i:/ produced by a male speaker. 
        
      
Figure 2: Spectrogram of the vowel /i:/. Time is displayed on the x‐axis, frequency along the y‐axis. 
The first five formants are marked by red dots.    
 
There are several frequencies concurrent at each time point, each differing in intensity. The 
shade  of  grey  represents  the  intensity  of  each  frequency,  getting  darker with  increasing 
intensity.  The horizontal dark bands  in  the  signal  are  called  formants  (Carroll,  2004).  The 
formants are the frequencies with the highest  intensity at a given time point. The first five 
formants are marked by red dots in Figure 2. They can be measured by carrying out a Fourier 
analysis (Bregman, 1995). As a result, the intensity of each frequency is provided at a given 
time point. The formants are the extrema of this function (Pfister & Kaufmann, 2008). The 
result of a Fourier analysis of the vowel /i:/ at 25ms  is  illustrated  in Figure 3. The region of 
frequencies with  a  power  of  at  the most  three  dB  beneath  the  power  of  the  formant  is 
defined as the bandwidth of the formant (Fant, 1960). Formants are systematically changed 
by  moving  the  articulatory  organs.  The  first  two  formants  are  essential  for  the  correct 
identification of the vowel (Nawka & Wirth, 2008).  
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Figure 3: Result of a Fourier analysis of the vowel /i:/ at 25ms. Frequencies are arranged along the x‐
axis and the sound pressure  level  is  illustrated on the y‐axis. The formants are the  local extrema of 
the function.  
 
Sendlmeier  and  Seebode  (2006)  identified  the  first  two  formants  of  all  German 
monophtongs, using naturally spoken words produced by 58 female speakers. Their results 
are presented in Figure 4. The ellipses represent the area of the observed values for the first 
(F1) and second formant (F2). 
Several  studies  in  the  late  1970s  and  1980s  dealt with  the question of which  of  the  two 
properties  (temporal/durational  or  spectral  quality)  might  be  more  important  for  the 
identification of German vowels. In these studies, the vowels were embedded within words. 
The monophtongs were manipulated  in  their  temporal duration by extending or  reducing 
their steady state parts. There are some observations supporting the special role of temporal 
cues: when /e:/, /o:/, and /a:/ are shortened in duration, they are judged as /ɪ/, /ʊ/, and /a/ 
(Heike,  1970;  Heike,  1971)  and  a  stretched  /ʊ/  is  perceived  as  /u:/  (Sendlmeier,  1981). 
Becker  (1998)  summarized  studies  with  synthetically  produced  vowels  and  technically 
manipulated  vowels with  reduced  vowel duration. He  came  to  the  conclusion  that  vowel 
perception  changes when  temporal  length  is decreased:  shortened  /e:/,  /i:/,  and  /o:/  are 
perceived  as  /ɪ/,  /ʏ/,  and  /ʊ/.  On  the  other  hand,  Sendlmeier  (1981)  reported  that  a 
shortened /y:/  is still  judged as /y:/. As nearly the complete steady state part of the vowel 
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was  removed,  the  author  concluded  that  the main  information must  lie  in  the  spectral 
pattern of this vowel and not  in  its temporal duration.  It  is also apparent that the reduced 
vowels were  not  perceived  as  the  short  version  of  the  original  vowel,  but  as  the  short 
version of another vowel type in most cases. 
 
 
Figure  4:  Positions  of  the  first  two  formants  for  the German  vowels  spoken  by German  females 
(adapted from Sendlmeier & Seebode, 2006). The frequency of the first formant (F1) is displayed on 
the x‐axis, the frequency of the second one (F2) on the y‐axis. 
 
Strange  and  Bohn  (1998)  chose  another  approach  to  identify  information which  is more 
noticeable  for  the correct  identification of vowels.  In  their  first condition,  they used silent 
center  stimuli,  in  which  the  steady  state  part  of  the  vowels  is  silenced.  In  the  second 
condition,  vowel  center  (VC)  stimuli which  consisted  only  of  the  steady‐state  part  of  the 
vowel  were  presented.  In  both  conditions,  durational  cues  were  still  available  and  the 
participants performed reasonably well. Error rates ranged from 0 to 34% in the silent center 
condition and  from 0  to 41%  in  the vowel center condition. When asked  to  identify silent 
center  and  vowel  center  stimuli  with  fixed  duration,  participants’  performance  dropped 
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dramatically, underpinning the  importance of durational  information  for vowel perception. 
Nevertheless, this drop was not observed  for all monophtongs. Error rates were especially 
high for /e:/, /ø:/, /o:/, and /a:/. Contrary to this, performance was not reduced for the high 
vowels /i:/, /y:/, /u:/ and most of the short ones. 
Considering these heterogeneous results, it seems unlikely that it is possible to rely only on 
either temporal or spectral  information to  identify German vowels correctly. Bennet (1968) 
proposed  that  the  impact  of  the  temporal  information  is  inversely  proportional  to  the 
difference between the spectral properties of the vowel pair, meaning that participants tend 
to  rely  on  temporal  cues  especially  when  there  is  hardly  any  difference  in  quality.  The 
difference of quality  is  illustrated  in Figure 4: Vowels  represented by  the ellipses  that are 
close together are harder to discriminate than those with distant ellipses. Weiss (1974) was 
able to show that the relative  importance of temporal versus spectral cues decreases with 
increasing  vowel  height.  This  relation  is  illustrated  in  Figure  5.  The  durational  difference 
between  /a:/  and  /a/  (low  vowel  pair)  is more  noticeable  than  the  spectral  distinctions 
(Ungeheuer, 1969), whereas /i:/ and /ɪ/ (high vowel pair) differ mainly with regard to their 
spectral information. 
 
 
Figure 5: The influence of vowel height on the relative impact of spectral and temporal information 
during the identification of German vowels. The temporal difference decreases with increasing vowel 
height. Contrary to this, spectral information is more salient in high vowels compared to low ones.  
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The German vowel length discrimination paradigm 
Based on the finding that auditory discrimination was found to be impaired in some dyslexic 
children and adults, Groth and colleagues  (2011) compared a group of dyslexic adults  to a 
matched  control  group with  the  so‐called German  vowel  length  discrimination  paradigm. 
This  term will  be  adopted  in  this  thesis.  The  goal  of  the  above mentioned  study was  to 
examine whether dyslexic adults are able  to detect short durational differences. They had 
two  conditions of  a  same‐different discrimination  task:  the different pairs  in  the  spectro‐
temporal condition comprised the seven lax‐tense vowel pairs. These stimuli were naturally 
spoken and embedded within two pseudo words, /fVp/ and /nVp/ (V = vowel, e.g., /fap/). As 
a result, each stimulus pair did not only differ with respect to vowel duration, but also with 
regard  to  its  spectral  information.  The  temporal  duration  of  the  steady  state  part  was 
measured for each vowel pair. The results of this analysis (see Table 1) are concurrent with 
the model  presented  by Weiss  (1974),  as  the  difference  in  temporal  length  decreases  as 
vowel height  increases. Neither  the dyslexic adults nor  the members of  the control group 
had any difficulties to discriminate these spectro‐temporal contrasts.  
 
Table 1: Results of the durational analysis of the steady state part of the vowels used by Groth and 
colleagues (2011). The durational difference decreases with increasing vowel height. 
 
 
In  their  second  condition,  the  so‐called  temporal  condition, Groth  and  colleagues  (2011) 
removed the spectral contrast. There were two ways to achieve this goal. The first way was 
to compare the tense vowel of each pair to a shortened version of itself, providing the same 
spectral  information.  The  second  one  was  to  compare  the  lax  vowel  of  each  pair  to  a 
Vowel pair  Duration of the vowel [ms] Difference [ms] 
Long vowel  Short vowel 
/a:/ ‐/a/  142  75  67 
/o:/ ‐ /ɔ/  128  75  53 
/ø:/ ‐ /œ/  121  70  51 
/e:/ ‐ /ɛ/  110  66  44 
/u:/‐ /ʊ/  102  57  45 
/y:/‐ /ʏ/  98  53  45 
/i:/ ‐ /ɪ/  91  51  40 
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lengthened version of  itself. There was no systematical difference between two versions of 
the  temporal  contrast.  Interestingly, performance dropped  in both groups with  increasing 
vowel height. This means that discrimination performance was better for lower vowel pairs, 
like /a:/ ‐ /a/ compared to higher ones, like /i:/ ‐ /ɪ/. 
The same paradigm was used to test primary school students (mean age: 9 years) with and 
without  diagnosed  developmental  dyslexia  in  a  follow‐up  study  (Steinbrink,  Klatte,  & 
Lachmann, in preparation). In this experiment, the authors chose only three vowel contrasts: 
/i:/  ‐ /ɪ/, /o:/  ‐ /ɔ/, and /a:/  ‐ /a/. With regard to vowel height /i:/  ‐ /ɪ/ represents the high 
extreme, whereas /o:/  ‐ /ɔ/ and /a:/  ‐ /a/ form the  low extreme. The authors were able to 
replicate  the  results  of  the  spectro‐temporal  and  the  temporal  condition  of  their  former 
study  for  the  children  of  the  control  group.  These  children  did  not  have  any  problems 
discriminating  vowel  length  when  both  the  temporal  and  spectral  information  of  the 
contrast  were  available.  Comparable  to  the  results  of  the  previous  study,  performance 
decreased when the spectral information was removed (temporal condition). This drop was 
also associated with vowel height, as the drop was highest for the vowel pair /i:/ ‐ /ɪ/. In this 
experiment,  a  third  condition was  also  included  in which  the  durational  contrast  of  each 
vowel pair was  removed  (spectral condition). This was  realized by comparing an originally 
tense vowel  to  the  lengthened  lax vowel and by comparing  the originally  lax vowel  to  the 
shortened  tense  vowel,  respectively.  These  stimuli  were  equally  long,  but  differed  with 
regard to their spectral information. Therefore, it is called the spectral condition. As there is 
hardly any spectral difference between /a:/ and /a/, the deletion of the temporal contrast is 
expected  to  lead  to  a  reduced  discrimination  in  performance, which  is what  the  authors 
observed in both groups. Contrary to this, performance was not impaired for the /i:/ ‐ /ɪ/ and 
/o:/  ‐  /ɔ/ contrasts, as  these vowels can also be distinguished by comparing  their  spectral 
quality. 
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Matching the complexity of non‐speech stimuli to German vowels 
The major goal of  this chapter  is  the creation of non‐speech stimuli which show  the same 
physical properties as German vowels. However, speech is the most complex acoustic signal 
in our daily environment (Saberi & Perrott, 1999). Therefore, it is a big challenge to create a 
non‐speech signal with comparable properties, especially with comparable complexity. Scott 
and Wise (2004) gave a detailed overview about which non‐speech stimuli are normally used 
when  speech  processing  is  compared  to  the  basic  acoustic  processing  in  experiments 
applying  imaging  techniques.  The  following  list  of  non‐speech  stimuli  is  an  extended 
summary  of  these  stimuli,  as material  of  behavioral  experiments  and  EEG  studies  is  also 
included. The aim of the present chapter is to find an appropriate non‐speech analogue for 
vowels.  This  is  why  the  properties  of  every  stimulus  type  will  be  discussed  briefly.  The 
stimulus types are ordered according to the increase in stimulus complexity.  
 
Single sinusoidal tones 
Single sinusoidal tones, also called sine waves, are frequently used  in auditory experiments 
that  compare  the  processing  of  non‐speech  to  speech  sounds  (e.g.  behavioral:  Fujisaki, 
Nakamura, &  Imoto,  1975;  Jones  & Macken,  1993;  EEG:  Aaltonen,  Tuomainen,  Laine,  & 
Niemi,  1993;  Schulte‐Körne,  Deimel,  Bartling,  &  Remschmidt,  1998a;  Uwer,  Albrecht,  & 
Suchodoletz,  2002;  fMRI:  Binder  et  al.,  1997).  They  are  composed  of  a  single  frequency 
which  remains constant over  time  (Eichler, 2011). Therefore,  they  show  the  least possible 
physical  complexity of acoustic  sounds. Every acoustical  signal  can be decomposed  into a 
couple  of  sine  waves  at  a  given  time  point  by  applying  the  Fourier  transformation 
(Carstensen, 2004).  
One  advantage  of  sine  waves  is  that  they  can  be  created  without  much  effort.  One 
disadvantage  is  that, although differences of only 1Hz  can be detected by  the human ear 
(Fastl & Zwicker, 2007; Hellbrück & Ellermeier, 2004), pitch discrimination is harder for single 
sine waves compared to non‐speech sounds containing several frequencies (Sidtis, 1980) or 
compared  to  vowels  (Flanagan,  1958), which  show  a  complete  spectrum  of  frequencies. 
Moreover, in contrast to vowels, sine waves do not evoke the perception of timbre, as they 
do not  contain  any harmonic overtones  (Bayerdörfer,  2002). Another difference between 
sine waves and vowels  is  that  sine waves are  reasonably artificial and  rarely  found  in our 
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daily  environment  (Pollmann,  2008).  This  is  why  sine  waves  cannot  be  used  as  an 
appropriate non‐speech analogue in the context of cue specific models of speech perception.  
 
Multiple sine waves 
Stimulus complexity can be increased by combining several sine waves. In a harmonic sound, 
higher  frequencies  are  in  a  ratio  of  a whole  number  compared  to  the  lowest  frequency. 
These higher frequencies are called overtones or harmonics. The number and position of the 
overtones modulate the timbre of a sound (Hagendorf, Krummenacher, Müller, & Schubert, 
2011). The position of the fundamental frequency determines the perceived pitch (Friesecke, 
2007).  Therefore,  two  harmonic  sounds may  differ  concerning  timbre,  pitch,  or  both.  As 
vowels also show a harmonic structure (Wirth, Ptok, & Schönweiler, 2000), sine waves which 
include several overtones were used in a couple of studies to compare vowels to a harmonic 
non‐speech analogue (e.g., Dehaene‐Lambertz, 2000; Jaramillo et al., 2001). In other studies, 
the frequencies of the sine waves are based on the formants of the vowel (Čeponiené et al., 
2002). Nevertheless, the resulting stimuli show a lower complexity than the vowels, as they 
do not consist of a full spectrum of frequencies. 
 
Musical sounds 
Musical  sounds have also been chosen as non‐speech analogue  (e.g., Benson et al., 2001; 
Molfese,  Freeman,  &  Palermo,  1975).  The  production  of  a  vowel  is  comparable  to  the 
production of a tone with a wind instrument (Pahn, 2000). The resulting harmonic structure 
and complexity of  tones and vowels  is  relatively similar, but not exactly  identical. One big 
advantage  of  a music  stimulus  is  that  it  is  not  artificial.  By  choosing  tones  of  different 
instruments, timbre can also be varied  (Riggenbach, 2000). Nevertheless, most consonants 
do  not  show  a  harmonic  structure  (Behrends  et  al.,  2010).  Therefore,  it  is  difficult  to 
compare musical sounds to syllables or words. Tones will be used  in the fourth experiment 
of the present thesis (see Chapter 4). 
 
Noise 
A  sound  is  called  noise whenever  it  consists  of many  different  frequencies without  any 
harmonics. The most prominent examples are the white, pink and brown noise  (Weinzierl, 
2008). White nose is characterized by a continuous spectrum in which all frequencies occur 
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with  the  same  probability  and  power.  In  contrast  to  white  noise,  high  frequencies  are 
weaker  compared  to  low  frequencies  in  pink  and  brown  noise.  Therefore,  they  are 
consistently  rated  as  to be more pleasant  compared  to white noise  (Derry,  2006; Möser, 
2007). As already mentioned, consonants do not show a harmonic structure (Behrends et al., 
2010). This is why it is hardly surprising that noise bursts were used as non‐speech analogue 
in numerous studies (e.g., Molfese et al., 1975; Zatorre, Evans, Meyer, & Gjedde, 1992). Due 
to the fact that noisy sounds can be manipulated in many ways, only some examples will be 
presented  here.  Amplitude‐modulated  noise  (e.g.  Zatorre,  Evans,  &  Meyer,  1994)  is 
generated  by  matching  the  amplitude  envelope  of  the  original  speech  stimulus  to  the 
amplitude of white noise  (Budinger, Heil, König, & Scheich, 2005). Another approach  is  to 
scramble  the spectrogram of  the original sound within several  time windows by  randomly 
intermixing phase and amplitude components in the frequency domain (e.g., Belin, Zatorre, 
Lafaille, Ahad, & Pike, 2000; Belin, Zatorre, & Ahad, 2002; Budinger et al., 2005; Stoppelman, 
Harpaz, & Ben‐Shachar, 2013). The resulting scrambled or signal correlated noise (Schröder, 
1968) has the same energy and envelope as the original sound. Another option is to replace 
only a band of frequencies with noise. This type of stimulus  is called noise‐vocoded speech 
(e.g., Shannon, Zeng, Kamath, Wygonski, & Ekelid, 1995). In summary, noise‐like stimuli are a 
pretty good non‐speech analogue for consonants, but not for vowels. Therefore, they were 
not used in the present thesis. 
 
Reversed speech 
Reversed speech  (Meyer‐Eppler, 1950)  is a result of reversing the stimulus across the time 
domain (Scott & Wise, 2004). The average spectrum and amplitude modulation variation  is 
equal compared  to  the original stimulus. Therefore,  it has been used  in a  lot of studies as 
non‐speech  analogue  (e.g.,  Binder  et  al.,  2000;  Hickok,  Love,  Swinney, Wong, &  Buxton, 
1997;  Howard  et  al.,  1992;  Stoppelman  et  al.,  2013).  However,  Scott  and  Wise  (2004) 
describe some of the problems which are associated with using reversed speech. The most 
important  disadvantage  of  reversed  speech  is  that  the  steady  state  part  of  vowels  and 
fricatives  is not  affected by  the  transformation  at  all.  This means  that  these parts of  the 
resulting stimulus evoke a speech‐like impression.  
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Sine wave speech 
A  completely different approach was presented by Remez and  colleagues  (1981), as  their 
sounds can be used as the speech and non‐speech stimuli within the same experiment (e.g., 
Benson, Richardson, Whalen, & Lai, 2006; Serniclaes, Sprenger‐Charolles, Carré, & Demonet, 
2001;  Tremblay,  Nicholls,  Alford,  &  Jones,  2000).  They  produced  three‐tone  sinusoidal 
replica  of  natural  speech  sounds.  These  sinusoidal  tones  follow  the  frequencies  of  the 
formants, which change over time. The resulting stimulus  is perceived as non‐speech, until 
someone is told what the original signal sounds like. From that moment on it is impossible to 
perceive  it  as  non‐speech  again.  Therefore,  it  is  crucial  to  start  with  the  non‐speech 
condition  in the experiment, or to work with two separate groups, one for the non‐speech 
and one for the speech condition. Although sine wave speech can be perceived as speech, it 
is  less  complex  than natural  speech. Further problems  concerning  the usage of  sine‐wave 
speech are described by Rosen and Iverson (2007). These are for example weird  intonation 
and the missing harmonics of the vowel sounds.  
 
Phonemes of foreign languages 
The advantages and disadvantages of using sounds from foreign  languages are discussed  in 
great detail by Scott and Wise  (2004). The most  important disadvantage of sounds coming 
from  foreign  languages  is  that  they are  still  speech. Therefore,  they can be used  to  study 
unintelligibility, but they cannot be used to investigate how the brain deals with non‐speech 
auditory  stimuli.  Nevertheless,  phonemes  of  foreign  languages  play  a  crucial  role  to 
investigate  language  specific  representations  in  the  brain  (Näätänen  et  al.,  1997)  (see 
Chapter 4 for details).  
 
Animal sounds and human non‐speech sounds 
Some  studies  used  animal  sounds  as  non‐speech  stimuli  (e.g.,  Marcus,  Fernandes,  & 
Johnson,  2007). However,  this  approach  does  not  control  for  complexity.  This  potentially 
confounding factor was circumvented in a study by Neath and colleagues (1993). They used 
the same stimulus  in two conditions: The first experimental group was told that the sound 
was the syllable /bæ/ spoken by a man, whereas the second group was told that they would 
hear the bleat of a sheep. Another possibility would be to use human non‐speech sounds like 
laughs,  cries, moans,  or  sighs  (e.g.,  Belin  et  al.,  2002);  however,  these  are  normally  very 
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emotional and should therefore only be compared to speech stimuli that express the same 
emotion. They also do not control for complexity. 
 
Spectrally rotated speech 
One effective solution that circumvents most problems of the above mentioned non‐speech 
stimuli was  presented  by  Blesser  (1972):  the  spectral  rotation  of  speech.  Starting with  a 
study by Scott and colleagues (2000), spectral rotation is commonly used to compare speech 
to  non‐speech  in  imaging  studies  (e.g.,  Abrams  et  al.,  2012;  Awad,  Warren,  Scott, 
Turkheimer, & Wise,  2007;  Lachs &  Pisoni,  2004; Obleser, Wise, Dresner, &  Scott,  2007; 
Peelle, Gross, & Davis, 2013; Sabri et al., 2008; Sauter & Eimer, 2010; Scott, Blank, Rosen, & 
Wise, 2000; Scott, Rosen, Beaman, Davis, & Wise, 2009; Scott, Rosen, Lang, & Wise, 2006; 
Sjerps, Mitterer, & McQueen, 2011; Spitsyna, Warren, Scott, Turkheimer, & Wise, 2006). The 
spectral  rotation  of  a  speech  sound  can  be  conducted  with  Matlab  (version  R2011a; 
Mathworks) using a script provided by Scott and colleagues (2000). The process consists of 
several steps: 
a) Low pass filter  
The  highest  frequency  of  the  speech  signal  is  dependent  on  the  rotation  frequency  (FR). 
Therefore, a low pass filter is used to modify the original speech signal. The cut‐off frequency 
of the low pass filter (FL) can be calculated with the following formula: FL = 0.95 ∙ 2 FR. 
The most  important frequencies of the speech signal are supposed to  lie between 500 and 
4000Hz (Wilmanns & Schmitt, 2002). This  is why 4000Hz was used as the cut‐off frequency 
for the low pass filter in most studies dealing with spectrally rotated speech (e.g., Davids et 
al., 2011; Evans et al., 2013; Narain et al., 2003; Okada et al., 2010; Scott et al., 2000; Scott et 
al.,  2009;  Scott  et  al.,  2006;  Sörqvist,  Nöstl,  &  Halin,  2012;  Vandermosten  et  al.,  2011; 
Vandermosten et al., 2010). One disadvantage of this procedure  is that the original speech 
sound has to be  low pass filtered. The  intelligibility of the signal  is not reduced  in this way 
(Scott & Wise, 2004), but its naturalness could be impaired (Moore & Tan, 2003).  
b) Equalizer 
As  a  result  of  the  rotation,  high  frequencies  of  the  stimulus  will  become  low  and  low 
frequencies  will  become  high.  As  the  human  auditory  system  is more  sensitive  to  high 
compared to low frequencies within the speech signal (Baumann, 2010), the low frequencies 
of  the  original  speech  signal  must  be  reduced  in  their  intensity  as  they  would  be  too 
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intensive after the rotation. The solution to this problem is to use a high‐pass filter (Byrne et 
al., 1994) which has been included in the Matlab script by Scott and colleagues (2000). 
c) Mirroring at FR 
The next step is to mirror all frequencies at each time point at FR. The mathematical formula 
for this procedure is: sin(2π2FR).    
d) Adjusting the root mean square level 
The  intensity of  the  spectrally  rotated  speech  signal  is  controlled  for by matching  its  root 
mean square level to that of the original speech signal.  
As  both  stimuli  show  the  same  spectro‐temporal  pattern,  their  complexity  is  completely 
matched. This property is the reason why spectrally rotated speech is supposed to be more 
suitable as non‐speech analogue compared to the other non‐speech types presented above 
(Scott & Wise, 2004). The course of the pitch  in the original speech signal  is also taken  into 
consideration  in  the  spectrally  rotated  speech  stimulus  (Blesser,  1972).  This means  that 
intonation  is  preserved  after  the  spectral  inversion,  which  is  for  example  important  for 
distinguishing between statements and questions. Two speech stimuli with the same pitch 
will also have an equal pitch after spectral rotation.  
Blesser (1972) was able to show that one can learn to understand spectrally rotated speech 
after  intensive  training,  and  so  spectrally  rotated  stimuli  should  only  be  used whenever 
participants  do  not  have  any  prior  experience  with  this  type  of  stimulus.  In  his  study, 
participants  were  asked  to  discriminate  and  identify  spectrally  rotated  phonemes.  The 
spectral rotation did not affect the perception of fricatives. This finding can be explained by 
the fact that fricatives consist of almost all frequencies and all of them nearly show the same 
intensity.  Therefore,  the  spectral  composition  is  the  same  before  and  after  the  spectral 
inversion.  The  identification  of  spectrally  rotated  nasals  was  hardly  impaired  as  well. 
Spectrally  rotated  plosives  were  identified  as  plosives,  but  often  confused  with  another 
phoneme, e.g., the spectrally rotated /p/ was not only perceived as /p/ but also as /t/ and 
/k/, and vice versa. Figures 6 and 7 show  the spectrograms of  the syllable /fap/ and of  its 
spectrally rotated counterpart. The phonemes /f/ and /p/ look quite similar before and after 
the spectral rotation.  
The pattern of results of the phoneme identification was also dependent on the vowel in the 
middle of the word: A spectrally rotated /p/ followed by a back vowel (e.g., /u:/) was more 
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often identified correctly compared to a spectrally rotated /p/ which was followed by a front 
vowel (e.g., /i:/). The opposite pattern of results was found for the spectrally rotated /k/.  
 
 
Figure  6:  Spectrogram  of  the  syllable  /fap/.  Time  [s]  is  displayed  along  the  x‐axis,  frequency  [Hz] 
along the y‐axis. Frequencies with higher intensity are illustrated darker.  
 
 
Figure 7: Spectrogram of the spectrally rotated syllable /fap/. Time [s]  is displayed along the x‐axis, 
frequency  [Hz]  along  the  y‐axis.  Frequencies  with  higher  intensity  are  illustrated  darker.  The 
phonemes /f/ and /p/ look similar for the syllable and the spectrally rotated syllable. 
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The discrimination performance for spectrally rotated vowels was extremely accurate. Even 
before  the  training, participants achieved 90%  correct  responses.  Identification was much 
worse. /u:/ was perceived as /i:/ and vice versa  for  instance. Nevertheless,  it was a  forced 
identification  task  and  all  vowels were  embedded  into  a word. As  previously mentioned, 
some spectrally rotated consonants were not impaired by the inversion. Therefore, it might 
be  possible  that  the  spectrally  rotated  vowels  are  only  perceived  as  speech when  being 
embedded within a word. This assumption is supported by the fact that the identification of 
the spectrally rotated vowels was highly dependent of the surrounding context (see Blesser, 
1972 for details). 
In summary, due to the fact that spectrally rotated consonants can be perceived as speech‐
like sounds, they will not be used in the present thesis. Spectrally rotated vowels which are 
presented  in  isolation  will  be  used  as  non‐speech  stimuli  with  the  same  complexity  as 
German vowels. 
However,  there  is one property  in which  the  spectrally  rotated  sound  is not equal  to  the 
original  speech  stimulus;  the harmonic  structure of  a  vowel will not be preserved,  as  the 
integral ratio of the frequencies will be disrupted as a result of the transformation. This will 
be  clarified by means of  an  example with  a  sinusoidal  tone of  700Hz with  two harmonic 
partials of 1400 and 2100Hz.  If one choses  the standard rotation  frequency of 2000Hz  the 
resulting stimulus will consist of the following frequencies:  
1) (2FR) ‐ 700Hz = 3300Hz 
2) (2FR) ‐ 1400Hz = 2600Hz 
3) (2FR) ‐ 2100Hz = 1900Hz 
The  three  tones do not  form  a harmonic  stimulus,  as 1900, 2600,  and 3300Hz  cannot be 
expressed by the integral ratio of the same fundamental frequency. To test the influence of 
harmony, an additional experiment (Experiment 4) will be presented in Chapter 4.  
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Experiment 1 
The general goal of this chapter is to provide a complete paradigm which enables the testing 
of  the  domain  specific  and  the  cue  specific  models  of  speech  perception.  This  will  be 
achieved by considering the following aims: 
The  speech  stimuli used  in  this  thesis will be  created  following  the German  vowel  length 
discrimination  paradigm,  as  temporal,  spectral  and  spectro‐temporal  aspects  of  speech 
perception can be investigated within the same stimulus set and within the same phoneme 
category  (Groth et al., 2011; Steinbrink et al., 2012; Steinbrink et al.,  in preparation). The 
vowels were originally embedded  in CVC  syllables  in  this paradigm. However,  consonants 
have been shown to be hardly  impaired by the spectral rotation (Blesser, 1972). Therefore, 
the aim of this experiment  is to modify the paradigm used by Groth and colleagues (2011) 
and Steinbrink and colleagues (in preparation) to vowel center stimuli. Only two vowel pairs 
will be used  in  this  thesis:  /a/  ‐  /a:/  and  /ɪ/  ‐  /i:/.  These pairs  form  the upper  and  lower 
extremes concerning vowel height. As a result, the relative impact of spectral and temporal 
information  for  the  vowel  discrimination,  which  is  dependent  on  vowel  height,  will  be 
preserved. 
The second aim  is to expand the paradigm with two non‐speech conditions. The stimuli of 
the first one non‐speech class should be comparable to the complexity of the vowel center 
stimuli. The second non‐speech condition  is expected to represent non‐speech stimuli with 
lower complexity while maintaining the most important frequencies of the vowels.  
As spectrally rotated speech can only be matched to low pass filtered speech, there is a third 
aim. It is important to find an answer to the following question: Does it make any difference 
to use  low pass  filtered vowels  instead of  the  full spectrum with  respect  to discrimination 
performance and perceived naturalness? 
All  stimuli  will  be  presented  within  a  same‐different  task  (see  Groth  et  al.,  2011  and 
Steinbrink et al., in preparation) in order to estimate the difficulty of the temporal, spectral 
and spectro‐temporal contrasts  for each stimulus  type. The aim  is  to  rule out bottom and 
ceiling effects in discrimination performance. To prove whether the speech and non‐speech 
stimulus  types  are  really  perceived  as  speech  and  non‐speech,  each  participant  will  be 
questioned about the stimuli after the experiment. 
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Participants 
Twenty‐five young adults (14 female) took part in the experiment. The mean age was 21.72 
years with a standard deviation of 2.30 years. The age range was 17 to 25 years. All of them 
were students of the University of Kaiserslautern, except one person who was a trainee. All 
of them were paid after having completed the experiment. None of them reported impaired 
hearing. All of them were German native speakers.  
Material 
Five different stimulus types were used, which will be explained in detail. Two of them were 
speech‐like  as  they  were  based  on  German  vowels  (vowel  center  stimuli  and  low  pass 
filtered  vowel  center  stimuli).  The  other  three  stimulus  types were  non‐speech‐like with 
different levels of complexity (spectrally rotated vowel center stimuli and two types of bands 
of formants).  
The name of each stimulus depends on the stimulus type (V = Vowels, L = Low pass filtered 
vowels, R  =  spectrally Rotated  vowels, B  = Bands of  formants based on  the  vowels, BL  = 
Bands of  formants based on the Low pass  filtered vowels) and the vowel type  (“a”  for the 
vowel pair /a/ ‐ /a:/ and “i” for the vowel pair /ɪ/ ‐ /i:/). The last letter describes whether the 
stimulus is based on the original vowel (“o”) or whether the vowel was modified (“m”). The 
numbers at the end of the name are identical to the duration of the stimulus in milliseconds. 
For example, vao75 means that it is the vowel center stimulus, based on the vowel pair /a/ ‐ 
/a:/. The duration of this stimulus is 75ms. 
 
Vowel center stimuli: full spectrum and low pass filtered vowels 
These stimuli were based on four naturally spoken vowels: /a/, /a:/, /i:/, and /ɪ/. The vowels 
were  spoken  in  isolation  by  a  female  German  native  speaker.  To  obtain  only  the  static 
spectral information of each vowel, all but the steady state portion was removed. Pitch was 
kept  constant  within  one  vowel  pair.  The  durations  of  the  long  and  short  vowels  were 
chosen  following those reported by Groth and colleagues  (2011)  (see Tables 1 and 2).  It  is 
not recommended to cut a vowel within one pitch period, as this would result in an artificial 
audio impression. As a result, the duration of the vowels did not perfectly match to those of 
Groth and colleagues (2011), but the deviation did not exceed 3ms. The  intensity was kept 
constant by setting the “scale intensity” in Praat to 75dB (; Boersma, Weenink, 2013).  
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The PSOLA (Pitch Synchronous Overlap and Add) algorithm of Praat was used to change the 
length  of  the  vowels without  distorting  their  spectral  properties.  The  short  vowel  center 
stimulus was  lengthened to the duration of the  long one and vice versa. As a result, there 
were four stimuli for each of the two vowels: the original tense‐lax pair (vao75 and vao145 
for the vowel pair /a/ – /a:/ and vio51 and vio93  for the vowel pair /ɪ/ – /I:/) and the two 
modified stimuli (vam75 and vam145 for the vowel pair /a/ – /a:/ and vim51 and vim93 for 
the vowel pair /ɪ/ – /i:/)  (see Figures 10 and 15). This procedure is identical to the one used 
by  Groth  and  colleagues  (2011) with  two  exceptions:  only  the  two  extreme  vowel  pairs 
concerning  vowel  height were  used  (/a/  –  /a:/  and  /ɪ/  –  /i:/)  and  there  is  no  change  of 
spectral  information within the stimuli, as they are restricted to the vowel center. The first 
and last five milliseconds of each stimulus were faded with Audition (version CS5.5; Adobe). 
The duration, pitch (F0), and the first and second formant (F1 and F2) of each vowel center 
stimulus are illustrated in Table 2. The pitch (F0) and formants (F1 and F2) were established 
with Praat. 
 
Table  2:  Results  of  the  analysis  of  the  vowel  center  stimuli  based  on  the  vowels  /a/  (vao75  and 
vam145), /a:/ (vao145 and vam75), /ɪ/ (vio51 and vim93), and /i:/ (vio93 and vim51). The temporal 
length  in  milliseconds,  the  pitch  (F0),  and  the  first  two  formants  (F1  and  F2)  in  hertz  (Hz)  are 
provided. 
Name  Length [ms]  F0 [Hz]  F1 [Hz]  F2 [Hz]  Modification 
Vao75  75  186  792  1302  original short 
Vao145  145  186  922  1272  original long 
Vam75  75  186  918  1253  shortened 
Vam145  145  186  785  1298  lengthened 
Vio51  51  194  406  2117  original short 
Vio93  93  194  338  2439  original long 
Vim51  51  194  325  2416  shortened 
Vim93  93  194  415  2128  lengthened 
 
The second speech‐like type of stimulus was produced by low pass filtering all vowel center 
stimuli at 4000Hz. This was  carried out  in Matlab  (version R2011A; Mathworks) using  the 
script provided by Scott and colleagues (2000). The properties of all eight  low pass filtered 
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vowel center stimuli are given  in Table 3. The spectrograms are  illustrated  in Figure 11  for 
the vowel pair /a/ – /a:/ and in Figure 16 for the vowel pair /ɪ/ – /i:/. 
 
Table 3: Results of the analysis of the low pass filtered vowel center stimuli based on the vowels /a/ 
(lao75 and  lam145),  /a:/  (lao145 and  lam75),  /ɪ/  (lio51 and  lim93), and  /i:/  (lio93 and  lim51). The 
temporal  length  in milliseconds,  the  pitch  (F0),  and  the  first  two  formants  (F1  and  F2)  in Hz  are 
provided. 
Name  Length [ms]  F0 [Hz]  F1 [Hz]  F2 [Hz]  Modification 
Lao75  75  186  775  1257  original short 
Lao145  145  186  770  1192  original long 
Lam75  75  186  757  1178  shortened 
Lam145  145  186  758  1267  lengthened 
Lio51  51  194  401  2130  original short 
Lio93  93  194  298  2419  original long 
Lim51  51  194  323  2608  shortened 
Lim93  93  194  411  2128  lengthened 
 
Spectrally rotated vowels 
For each of the eight vowel center stimuli one spectrally rotated counterpart was produced. 
The whole  procedure was  carried  out  in Matlab  (version  R2011A; Mathworks)  using  the 
script provided by Scott and colleagues (2000). The spectrograms are illustrated in Figure 12 
for the vowel pair /a:/ ‐ /a/ and in Figure 17 for the vowel pair /ɪ/ ‐ /i:/. 
Bands of formants on the basis of vowels and low pass filtered vowels 
The  last  type  of  stimulus  should  also  be  perceived  as  non‐speech, while maintaining  the 
most  important  information  of  the  speech  signal.  It  is  composed  only  of  the  first  two 
formants of the vowel including all bandwidth frequencies. To make it more comparable to 
the formant bands of the vowel, the power of the frequencies in the middle of the bands are 
highest and decrease towards the two borders. The relative power of the two formants was 
also  considered.  All  information  that  is  necessary  to  produce  the  bands  of  formants  is 
provided in Table 4.  
The  two bands were produced  separately  in Matlab  (version R2011A; Mathworks) with  a 
continuous Fourier synthesis on the basis of a Gaussian function with the middle frequency 
 Chapter 2: Creating an optimal non‐speech analogue to German vowels   24 
 
corresponding  to  the  formant of  the vowel and  the half width corresponding  to  the band 
width of the formant. This function is transformed numerically to the time domain by means 
of  the Fast Fourier Transformation  (FFT). As a  result one obtains a stimulus with a  limited 
band of frequencies. The middle frequency shows the highest power and the power of the 
remaining frequencies decrease with increasing distance to the center. The resulting band is 
very short in duration. In light of this, phase noise is added to the frequency domain in order 
to lengthen the stimulus to the desired temporal duration. 
  
Table 4: Summary of the most  important  information  for creating the bands of  formants based on 
the  vowel  center  stimuli.  The  length  of  the  stimulus  is  comparable  to  those  of  the  vowel  center 
stimuli. The middle of  the  two bands  is  formed by  the  first  two  formants, F1 and F2. The  relative 
intensity of  the  two bands  is  adapted  to  the  formants’  intensity of  the  vowel  center  stimuli.  The 
width of the bands corresponds to the bandwidth of the formants. 
Name  length 
[ms]  F1 [Hz]  F2 [Hz] 
Difference of intensity 
between F1 and F2 [dB]  B1 [Hz]  B2 [Hz] 
Bao75  75  792  1302  4.06  166  161 
Bao145  145  922  1272  1.28  284  225 
Bam75  75  922  1272  1.28  284  225 
Bam145  145  792  1302  4.06  166  161 
Bio51  51  406  2117  16.92  89  124 
Bio93  93  338  2439  27.31  262  197 
Bim51  51  338  2439  27.31  262  197 
Bim93  93  406  2117  16.92  89  124 
 
In the second step, the two bands were mixed together in Audition (version CS5.5; Adobe). 
The difference in intensity between the two formants was also considered, which is why the 
first band shows a higher power than the second one.  
The spectrograms of the bands of formants based on the vowel center stimuli are illustrated 
in Figure 13 for the vowel pair /a/ ‐ /a:/ and in Figure 18 for the vowel pair /ɪ/ ‐ /i:/. 
The bands of formants based on the  low pass filtered vowel center stimuli were created  in 
the same way, based on the values provided in Table 5. 
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Table 5: Summary of the most  important  information  for creating the bands of  formants based on 
the  low pass filtered vowel center stimuli. The  length of the stimulus  is comparable to those of the 
low  pass  filtered  vowel  center  stimuli.  The middle  of  the  two  bands  is  formed  by  the  first  two 
formants F1 and F2. The relative  intensity of the two bands  is adapted to the formants’  intensity of 
the low pass filtered vowel center stimuli. The width of the bands corresponds to the bandwidth of 
the formants. 
Name  Length 
[ms]  F1 [Hz]  F2 [Hz] 
Difference of intensity 
between F1 and F2 [dB]  B1 [Hz]  B2 [Hz] 
Blao75  75  775  1257  3.04  182  242 
Blao145  145  770  1192  ‐2.83  407  195 
Blam75  75  770  1192  ‐2.83  407  195 
Blam145  145  775  1257  3.04  182  242 
Blio51  51  401  2130  16.43  78  80 
Blio93  93  298  2419  28.02  274  99 
Blim51  51  298  2419  28.02  274  99 
Blim93  93  401  2130  16.43  78  80 
 
The  spectrograms  of  the  bands  of  formants  based  on  the  low  pass  filtered  vowel  center 
stimuli are illustrated in Figure 14 for the vowel pair /a/ ‐ /a:/ and in Figure 19 for the vowel 
pair /ɪ/ ‐ /i:/. 
 
Sinusoidal tones 
The stimuli of the demo trials were supposed to be easily discriminable. Therefore, only two 
sinusoidal tones corresponding to the first two formants of the original vowel pair /a/ – /a:/ 
and with  the  same  temporal duration were chosen. The properties of  the  four  stimuli are 
summarized in Table 6. 
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Table 6: Properties of sinusoidal tones used in the demo trials. The length was matched to the vowel 
center  stimuli  of  the  vowel  pair  /a/  ‐  /a:/.  The  tones  were  composed  of  two  sinusoidal  tones 
corresponding to the first two formants (F1 and F2) of the vowel center stimuli.  
Name  Length [ms]  F1 [Hz]  F2 [Hz] 
tao75  75  792  1302 
tao145  145  922  1272 
tam75  75  922  1272 
tam145  145  792  1302 
 
Task 
All  stimuli  were  presented  within  a  same‐different  task.  Two  stimuli  were  presented 
sequentially, separated by an inter‐stimulus  interval (ISI) of 600ms. Participants were asked 
to decide whether the two stimuli were equal or different. They were instructed to respond 
as  fast and correctly as possible by pressing the correct button out of two: “=”  for “same” 
responses,  “≠”  for  “diﬀerent” answers.  In order  to  rule out any eﬀects of handedness on 
reaction time, key assignments were counterbalanced. There was a short practice block with 
8  trials  to  familiarize participants with  the  task. During  these  trials, acoustic  feedback was 
given following  incorrect responses. During the experimental block no feedback was given. 
There was no  time  limit  for  the participants’  responses. The  inter‐trial  interval  (ITI)  lasted 
2000ms  in  each  block.  The  sequence  for  a  practice  trial  and  for  an  experimental  trial  is 
illustrated in Figures 8 and 9. 
 
 
Figure 8:  Sequence  for  a practice  trial.  Two  stimuli were presented  sequentially,  separated by  an 
inter‐stimulus  interval  (ISI)  of  600ms.  Participants  responded  as  fast  and  correctly  as  possible  by 
pressing  the  correct  button  out  of  two:  “=”  for  “same”  responses,  “≠”  for  “diﬀerent”  answers. 
Acoustic  feedback  was  given  following  incorrect  responses.  The  inter‐trial  interval  (ITI)  lasted 
2000ms. 
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Figure 9: Sequence for an experimental trial of the same‐different task. Two stimuli were presented 
sequentially,  separated by an  inter‐stimulus  interval  (ISI) of 600ms. Participants  responded as  fast 
and correctly as possible by pressing the correct button out of two: “=” for “same” responses, “≠” for 
“different” answers. The inter‐trial interval (ITI) lasted 2000ms. No feedback was provided. 
 
Apparatus 
All  stimuli were  presented with  an  external  soundcard  (UGM96,  ESI Audiotechnik GmbH, 
Leonberg, Germany) binaurally via two closed headphones  (Beyerdynamic DT 770) with an 
intensity of 86 dB(SPL), equivalent to 80 dB(A). The intensity was measured with an artificial 
head  (HSM  III.0, HEAD acoustics, Aachen, Germany). One headphone was provided  for the 
participant,  the other one  for  the experimenter. The operating  system on  the  laptop was 
Windows XP. Presentation  (version 14.5, Neurobehavioral Systems, Albany, California) was 
used to control the experimental protocol. All sessions took place in an acoustically shielded 
room.  
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Figure 10: Spectrograms of the four vowel center stimuli based on /a/ ‐ /a:/. Vao75 and vao145 are based on the original lax‐tense pair. They differ with respect 
to both temporal and spectral information. Vam75 is the shortened version of vao145 and vam145 is the lengthened version of vao75. 
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Figure 11: Spectrograms of the four low pass filtered vowel center stimuli based on /a/ ‐ /a:/. Lao75 and lao145 are based on the original lax‐tense pair. They 
differ with respect to both temporal and spectral information. Lam75 is the shortened version of lao145 and lam145 is the lengthened version of lao75. 
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Figure 12: Spectrograms of the four spectrally rotated vowel center stimuli based on /a/ ‐ /a:/. Rao75 and rao145 are based on the original lax‐tense pair. They 
differ with respect to both temporal and spectral information. Ram75 is the shortened version of rao145 and ram145 is the lengthened version of rao75. 
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Figure 13: Spectrograms of the four bands of formants based on the vowel center stimuli vao75, vao145, vam75 and vam145. 
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Figure 14: Spectrograms of the four bands of formants based in the low pass filtered vowel center stimuli lao75, lao145, lam75 and lam145.
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Figure 15:  Spectrograms of  the  four  vowel  center  stimuli based on  /ɪ/  ‐  /i:/. Vio51  and  vio93  are 
based  on  the  original  lax‐tense  pair.  They  differ  with  respect  to  both  temporal  and  spectral 
information. Vim51 is the shortened version of vio93 and vim93 is the lengthened version of vio51. 
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Figure 16: Spectrograms of the four  low pass filtered vowel center stimuli based on /ɪ/  ‐ /i:/. Lio51 
and  lio93  are based on  the original  lax‐tense pair.  They differ with  respect  to both  temporal  and 
spectral information. Lim51 is the shortened version of lio93 and lim93 is the lengthened version of 
lio51. 
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Figure 17: Spectrograms of the four spectrally rotated vowel center stimuli based on /ɪ/ ‐ /i:/. Rio51 
and  lio93 are based on the original  low pass filtered  lax‐tense pair. They differ with respect to both 
temporal  and  spectral  information.  Rim51  is  the  shortened  version  of  rio93  and  rim93  is  the 
lengthened version of rio51. 
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Figure  18:  Spectrograms  of  the  four  bands  of  formants  based  on  the  vowel  center  stimuli  vio51, 
vio93, vim51 and vim93. 
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Figure 19: Spectrograms of the four bands of formants based on the low pass filtered vowel center 
stimuli lio51, lio93, lim51 and lim93.
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Table 7: Experimental design of all trials with stimuli based on /a/ ‐ /a:/ in Experiment 1. 
/a/ ‐ /a:/  different condition (24x)  same condition (24x) Temporal (8x)  Spectral (8x)  Both (8x) 
vowel center (VC)  Vao75 vs. Vam145 (4x) Vao145 vs. Vam75 (4x) 
Vao75 vs. Vam75 (4x) 
Vao145 vs. Vam145 (4x)  Vao75 vs. Vao145 (8x) 
Vao75 vs. Vao75 (6x) 
Vao145 vs. Vao145 (6x) 
Vam75 vs. Vam75 (6x) 
Vam145 vs. Vam145 (6x) 
low pass filtered vowel 
center (LVC) 
Lao75 vs. Lam145 (4x) 
Lao145 vs. Lam75 (4x) 
Lao75 vs. Lam75 (4x) 
Lao145 vs. Lam145 (4x)  Lao75 vs. Lao145 (8x) 
Lao75 vs. Lao75 (6x) 
Lao145 vs. Lao145 (6x) 
Lam75 vs. Lam75 (6x) 
Lam145 vs. Lam145 (6x) 
spectrally rotated 
vowel center (RVC) 
Rao75 vs. Ram145 (4x) 
Rao145 vs. Ram75 (4x) 
Rao75 vs. Ram75 (4x) 
Rao145 vs. Ram145 (4x)  Rao75 vs. Rao145 (8x) 
Rao75 vs. Rao75 (6x) 
Rao145 vs. Rao145 (6x) 
Ram75 vs. Ram75 (6x) 
Ram145 vs. Ram145 (6x) 
bands of formants 
based on the vowel 
center (BFCV) 
Bao75 vs. Bam145 (4x) 
Bao145 vs. Bam75 (4x) 
Bao75 vs. Bam75 (4x) 
Bao145 vs. Bam145 (4x)  Bao75 vs. Bao145 (8x) 
Bao75 vs. Bao75 (6x) 
Bao145 vs. Bao145 (6x) 
Bam75 vs. Bam75 (6x) 
Bam145 vs. Bam145 (6x) 
bands of formants 
based on the low pass 
filtered vowel center 
(BFLVC) 
Blao75 vs. Blam145 (4x) 
Blao145 vs. Blam75 (4x) 
Blao75 vs. Blam75 (4x) 
Blao145 vs. Blam145 (4x)  Blao75 vs. Blao145 (8x) 
Blao75 vs. Blao75 (6x) 
Blao145 vs. Blao145 (6x) 
Blam75 vs. Blam75 (6x) 
Blam145 vs. Blam145 (6x) 
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Table 8: Experimental design of all trials with stimuli based on /ɪ/ ‐ /i:/ in Experiment 1. 
 
 
 
/ɪ/ ‐ /i:/  Different condition (24x)  Same condition (24x) Temporal (8x)  Spectral (8x)  Both (8x) 
vowel center (VC)  Vio51 vs. Vim93 (4x) Vio93 vs. Vim51 (4x) 
Vio51 vs. Vim51 (4x) 
Vio93 vs. Vim93 (4x)  Vio51 vs. Vio93 (8x) 
Vio51 vs. Vio51 (6x) 
Vio93 vs. Vio93 (6x) 
Vim51 vs. Vim51 (6x) 
Vim93 vs. Vim93 (6x) 
low pass filtered vowel 
center (LVC) 
Lio51 vs. Lim93 (4x) 
Lio93 vs. Lim51 (4x) 
Lio51 vs. Lim51 (4x) 
Lio93 vs. Lim93 (4x)  Lio51 vs. Lio93 (8x) 
Lio51 vs. Lio51 (6x) 
Lio93 vs. Lio93 (6x) 
Lim51 vs. Lim51 (6x) 
Lim93 vs. Lim93 (6x) 
spectrally rotated 
vowel center (RVC) 
Rio51 vs. Rim93 (4x) 
Rio93 vs. Rim51 (4x) 
Rio51 vs. Rim51 (4x) 
Rio93 vs. Rim93 (4x)  Rio51 vs. Rio93 (8x) 
Rio51 vs. Rio51 (6x) 
Rio93 vs. Rio93 (6x) 
Rim51 vs. Rim51 (6x) 
Rim93 vs. Rim93 (6x) 
bands of formants 
based on the vowel 
center (BFCV) 
Bio51 vs. Bim93 (4x) 
Bio93 vs. Bim51 (4x) 
Bio51 vs. Bim51 (4x) 
Bio93 vs. Bim93 (4x)  Bio51 vs. Bio93 (8x) 
Bio51 vs. Bio51 (6x) 
Bio93 vs. Bio93 (6x) 
Bim51 vs. Bim51 (6x) 
Bim93 vs. Bim93 (6x) 
bands of formants 
based on the low pass 
filtered vowel center 
(BFLVC) 
Blio51 vs. Blim93 (4x) 
Blio93 vs. Blim51 (4x) 
Blio51 vs. Blim51 (4x) 
Blio93 vs. Blim93 (4x)  Blio51 vs. Blio93 (8x) 
Blio51 vs. Blio51 (6x) 
Blio93 vs. Blio93 (6x) 
Blim51 vs. Blim51 (6x) 
Blim93 vs. Blim93 (6x) 
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Design 
The complete design is illustrated in Tables 7 and 8. All in all, one block consisted of 96 trials. 
There were 5 different blocks with one for each stimulus type: the vowel center stimuli with 
full spectrum, the low pass filtered vowel center stimuli, the spectrally rotated vowel center 
stimuli, the bands of formants based on the vowel center stimuli with the full spectrum and 
the bands of formants based on the low pass filter vowel center stimuli. The order of blocks 
was mixed between participants. There was one block for each type of stimulus. Within each 
block there were two vowel types: /a/ – /a:/ and /ɪ/ – /i:/.  
During one half of  the  trials one  stimulus was presented  twice  (same condition), whereas 
two different  stimuli  could be distinguished during  the  second half of  the  trials  (different 
condition). There were  three  types of auditory difference:  temporal,  spectral and  spectro‐
temporal. The order of the trials  in each block was pseudo randomized  in accordance with 
the following rules: there were maximally three trials in sequence which required the same 
response and in addition, vowel identity changed at least after every third trial.   
Dependent variables 
Two dependent variables were used  for  the data analysis:  the discrimination  index d’ and 
mean  reaction  time of correct responses. D’ was calculated as  reported by Macmillan and 
Creelman  (1991)  for  same‐different  designs. D’  does  not  consider  hits  only,  but  also  the 
number of false alarms. A hit  is observed when a person realizes that there  is a difference 
between  two  distinctive  stimuli.  A  false  alarm means  that  a  person  classifies  two  equal 
stimuli  as  different.  The  discrimination  index  increases  with  the  number  of  hits  and 
decreases with the number of false alarms. The relative frequencies of both, the hits and the 
false  alarms,  are  transformed  into  z  values  based  on  the  normal  distribution.  As  relative 
frequencies of 0 and 1 cannot be transformed into z values, a value of 0 was replaced by .01 
and 1 was replaced by .99 (Macmillan & Creelman, 1991, page 10). D’ is the difference of the 
two z values (d’ = z(hits) – z(false alarms)) in a simple yes‐no experiment, when participants’ 
responses  are  not  biased.  Unfortunately,  responding  behavior  is  biased  in  most  same‐
different  tasks,  as  participants  tend  to  choose  the  ‘same’  response  more  often.  To 
circumvent this problem, Macmillan and Creelman (1991, page 145) provide two correction 
formulas which include this bias and additionally expand the model to same‐different tasks:  
(1) p(c) = Φ{[z(hit) – z(false alarm)]/2} 
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(2) d’ = 2z[0.5 ∙ {1 + [2p(c) ‐ 1]1/2}]  
P(c)  is  the  estimated  proportion  of  correct  responses, which would  be  expected  from  an 
unbiased observer. This information is sufficient to calculate d’ with the second formula.  
The second dependent variable was the mean reaction time to correct responses. Reaction 
times which were longer than three seconds were excluded from the analysis (less than 5% 
of the trials). 
Hypotheses 
(1) It was proposed that the intelligibility of low pass filtered speech is not reduced (e.g., 
Scott & Wise, 2004).  In  accordance with  this  assumption,  the performance  for  the 
low pass filtered vowel center stimuli should not be reduced compared to the vowel 
center stimuli.   
(2) For the vowel center stimuli, discrimination scores should be dependent on the type 
of  vowel  and on  the  auditory  contrast,  as  these  stimuli  are based on  the German 
vowel system:  
a) For  the  vowel  pair  /a/  –  /a:/,  performance  should  be  better  in  the  temporal 
compared to the spectral condition. 
b) For  the  vowel  pair  /ɪ/  –  /i:/,  performance  should  be  better  in  the  spectral 
compared to the temporal condition. 
c) For the temporal contrast, performance should be better for the vowel pair /a/ – 
/a:/ compared to the vowel pair /ɪ/ – /i:/. 
d) For the spectral contrast, performance should be better  for the vowel pair /ɪ/ – 
/i:/ compared to the vowel pair /a/ – /a:/. 
e) As two different auditory cues are provided within the spectro‐temporal contrast, 
performance should be better  in this condition compared to the performance  in 
conditions where only a temporal or spectral cue is available.  
(3) The  same  pattern  of  results  should  be  observed  for  the  spectrally  rotated  vowel 
center stimuli, as they are equally complex: 
a) For the spectrally rotated vowel pair /a/ – /a:/, performance should be better  in 
the temporal compared to the spectral condition. 
b) For  the spectrally rotated vowel pair /ɪ/ – /i:/, performance should be better  in 
the spectral compared to the temporal condition. 
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c) For  the  temporal  contrast,  performance  should  be  better  for  the  spectrally 
rotated vowel pair /a/  ‐ /a:/ compared to the spectrally rotated vowel pair /ɪ/ – 
/i:/. 
d) For the spectral contrast, performance should be better for the spectrally rotated 
vowel pair /ɪ/ – /i:/ compared to the spectrally rotated vowel pair /a/ – /a:/. 
e) Because  two  different  auditory  cues  are  provided  in  the  spectro‐temporal 
contrast,  performance  should  be  better  in  this  condition  compared  to  the 
performance  in conditions where only a temporal or spectral cue  is available for 
the spectrally rotated stimuli.  
(4) The two types of the bands of formants were created with the same procedure and 
with  similar  values  (compare  Table  4  and  5),  so  there  should  be  no  systematic 
difference between  the performance  for  the bands of  formants on  the basis of  the 
vowel center stimuli and the low pass filtered vowel center stimuli. 
(5) The  bands  of  formants  are  based  on  the  vowel  center  stimuli  and  the  low  pass 
filtered vowel  center  stimuli. Nevertheless,  they are  less complex and  there  is one 
crucial  difference  in  the  spectral  contrast:  The  vowel  center  stimuli  and  low  pass 
filtered  vowel  center  stimuli  have  the  same  pitch  and  differ  only with  respect  to 
timbre.  In contrast,  the  two stimuli of a spectral contrast  in  the bands of  formants 
differ with respect to pitch. Because the human ear  is able to distinguish very small 
differences  between  the  pitch  of  two  sounds  (Hellbrück  &  Ellermeier,  2004), 
performance should be enhanced when more information about pitch differences is 
available. This additional  information  is only provided  in  the spectral condition and 
not in the temporal one. As follows: 
a) The spectral condition of the bands of formants should be easier to discriminate 
compared to the spectral condition of the vowel center stimuli, low pass filtered 
vowel center stimuli or spectrally rotated vowel center stimuli. 
b) The  temporal  contrast  for  the  vowel  pair  /ɪ/  –  /i:/  should  be  harder  to 
discriminate compared to the vowel pair /a/ – /a:/. 
c) Because  two  different  auditory  cues  are  provided  in  the  spectro‐temporal 
contrast,  performance  should  be  better  in  this  condition  compared  to 
performance  in conditions where only a temporal or spectral cue  is available for 
the bands of formants. 
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Results 
A  5*2*3  analysis  of  variances  (ANOVA)  with  repeated  measurements  was  conducted, 
including: Stimulus Type (5: vowel center stimuli vs. low pass filtered vowel center stimuli vs. 
spectrally  rotated  vowel  center  stimuli  vs.  bands  of  formants  based  on  the  vowel  center 
stimuli  vs. bands of  formants based on  the  low pass  filtered  vowel  center  stimuli), Vowel 
Type (2: /a/ vs. /ɪ/), and Auditory Difference (3: temporal vs. spectral vs. spectro‐temporal). 
An overview of  the data  is  given  in  Table 9  and  Figure 20.  Every  time  the  assumption of 
sphericity was rejected as revealed by the Mauchly’s test, the degrees of freedom (df) were 
corrected according to Greenhouse‐Geisser.  
A  significant main effect of Stimulus Type was  found  (F(4,96) = 4.60, p <  .01). Bonferroni‐
corrected t‐tests revealed the following pattern of results: There was no difference between 
the vowel center stimuli and the low pass filtered vowel center stimuli (t(24) = ‐0.52, p = .61) 
(see  Hypothesis  1).  There was  no  difference  between  the  two  versions  of  the  bands  of 
formants (t(24) = 1.19, p = .25) (see Hypothesis 4) and both did not differ from the spectrally 
rotated vowel center stimuli (t(24) = ‐0.12, p = .90). Both vowel stimuli were significantly less 
accurately discriminated  compared  to  the  three non‐speech  conditions  (t(24) =  ‐3.97, p < 
.01, d = 0.81). This pattern of results is illustrated in Figure 21. 
 
Table 9: Results of the analysis of variances based on the discrimination index d‘ in Experiment 1. 
Factor  F  df(factor)  df(error)  p  partial eta² 
Stimulus Type  4.70  4  96  < .01  .16 
Vowel Type  2.13  1  24  .16  .08 
Auditory difference  34.62  2  48  < .01  .59 
Stimulus * Vowel Type  1.47  4  96  .22  .06 
Stimulus Type * Auditory 
Difference  7.33  8  192  < .01  .23 
Vowel Type* 
Auditory Difference  109.94  2  48  < .01  .82 
Stimulus * Vowel Type * 
Auditory Difference  17.48  8  192  < .01  .42 
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There was no  significant main effect of  type of  vowel  (F(1,24) = 2.13, p >  .16).  The main 
effect of auditory difference  reached  significance  (F(2,48) = 34.62, p <  .01). The  temporal 
condition was more  difficult  than  the  spectral  condition  (t(1)  =  ‐3.46,  p  <  .01,  d  =  0.69). 
Performance was  significantly  better when  both  temporal  and  spectral  information were 
available, compared to spectral information alone (t(1) = ‐6.60, p < .01, d = 1.32) or temporal 
information alone (t(1) = ‐7.54, p < .01, d = 2.56) (see Figure 22 and Hypotheses 2e, 3e and 
5c).   
There was a significant interaction between the type of stimulus and the auditory difference 
(F(8,192) = 7.33, p < .01). A drop of performance in the spectral and temporal condition was 
observed  only  for  the  two  vowel  center  stimulus  types.  The  contrasts  of  the  two  vowel 
center stimulus types compared to the three non‐speech stimulus types revealed significant 
differences for the temporal (t(24) ‐3.67, p < .01, d = 0.73) and the spectral condition (t(24) = 
‐4.17, p < .01, d = 0.83) but not for the “both” condition (t(24) = 0.80, p = .43). 
 
 
Figure  20: Means  and  standard  errors of  the discrimination  index d’  for  each  auditory difference 
(temporal, spectral and spectro‐temporal), vowel  type  (a vs.  i), and stimulus  type  in Experiment 1: 
vowel center stimuli  (VC) = black,  low pass  filtered vowel center stimuli = black hatched, spectrally 
rotated vowel center  stimuli = green, bands of  formants based on  the vowel center  stimuli =  red, 
bands of formants based on the low pass filtered vowel center stimuli = red hatched. 
 
 Chapter 2: Creating an optimal non‐speech analogue to German vowels   45 
 
 
Figure 21: Comparison of the two vowel center (VC) stimulus types (vowel center stimuli = black, low 
pass  filtered vowel center stimuli = black hatched) and the  three non‐speech conditions  (spectrally 
rotated vowel center  stimuli = green, bands of  formants based on  the vowel center  stimuli =  red, 
bands of formants based on the low pass filtered vowel center stimuli = red hatched) in Experiment 1 
for the discrimination index d’. The bars represent the means including standard errors. 
 
 
Figure 22: Comparison of the three auditory contrasts (temporal, spectral and spectro‐temporal)  in 
Experiment 1 for the discrimination index d’. The bars represent the means including standard errors. 
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The interaction between stimulus and vowel types did not reach significance (F(4,96) = 0.47, 
p = .22).  A significant interaction between type of vowel and auditory difference was found 
(F(2,48) = 109.94, p < .01). Performance in the temporal condition dropped especially for the 
vowel pair /ɪ/ ‐ /i:/ compared to the vowel pair /a/ ‐ /a:/ (t(24) = ‐7.29, p < .01, d = 1.46). This 
finding was not only observed  for the two vowel center stimulus types  (t(24) =  ‐10.41, p < 
.01, d = 1.42) (see  Hypothesis 2c), but also for the three non‐speech stimulus types (t(24) = 
7.05, p < .01, d = 0.75) (see Hypotheses 3c and 5b). In addition, the discrimination index was 
significantly  lower  in the spectral condition for the vowel pair /a/  ‐ /a:/ than for the vowel 
pair /ɪ/ ‐ /i:/ (t(24) = 9.64, p < .01, d = 1.93). This observation seems to be a consequence of 
the  averaging  over  all  stimulus  types.  Performance was  not  reduced  for  the  non‐speech 
stimuli  in  the  spectral  condition  of  the  vowel  pair  /a/  ‐  /a:/  compared  to  the  other  two 
auditory differences (t(24) = ‐0.49, p = .63).  The significant triple interaction between type of 
stimulus, type of vowel and auditory difference (F(8,192) = 17.48, p < .01) can be explained 
by the fact that performance especially dropped for the two vowel center stimuli, but only 
for the temporal condition of the vowel pair /ɪ/ ‐ /i:/ and the spectral condition of the vowel 
pair /a/ ‐ /a:/ (see Hypotheses 2a‐d). 
A  second ANOVA was conducted with  the mean  reaction  time as  the dependent variable. 
The results are shown in Table 10 and Figure 23.  
A significant main effect of stimulus type was found (F(4,96) = 5.47, p < .01). The difference 
between  the  vowel  center  stimuli  and  the  low  pass  filtered  vowel  center  stimuli  did  not 
reach significance (t(24) = ‐1.67, p = .11). The two versions of the bands of formants did not 
differ  significantly  either  (t(24)  =  0.76,  p  =  .45).  Both  vowel  center  stimulus  types were 
discriminated more slowly compared to the spectrally rotated vowels (t(24) = 4.03, p < .01, d 
= 0.81) and the two versions of the bands of  formants  (t(24) = 4.24, p <  .01, d = 0.84). No 
difference was  found  between  the  spectrally  rotated  vowels  and  the  bands  of  formants 
(t(24) = ‐0.20, p = .84). 
The main effect of vowel type did not reach significance (F(1,24) = 0.24, p = .62). However, a 
significant main effect of auditory difference was found (F(2,48) = 45.13, p < .01). Response 
times in the temporal condition were longer compared to the spectral (t(24) = 4.92, p < .01, 
d = 0.99) or  spectro‐temporal condition  (t(24) = 8.05, p <  .01, d = 1.61). Faster  responses 
were  found  in  the spectro‐temporal condition compared  to  the spectral condition  (t(24) = 
6.10, p < .01, d = 1.22). 
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Table 10: Results of the analysis of variance based on reaction times in Experiment 1. 
Factor (RT)  F  df(factor)  df(error)  p  partial eta² 
Stimulus Type  5.47  4  96  < .01  .19 
Vowel Type  0.26  1  24  .62  .01 
Auditory difference  45.13  2  48  < .01  .65 
Stimulus * Vowel Type  3.34  4  96  .01  .12 
Stimulus Type * Auditory 
Difference  2.81  8  192  < .01  .11 
Vowel Type* 
Auditory Difference  20.93  2  48  < .01  .47 
Stimulus * Vowel Type * 
Auditory Difference  7.15  8  192  < .01  .23 
 
 
 
Figure  23:  Means  and  standard  errors  of  reaction  times  for  each  experimental  condition  of 
Experiment 1.    
 
All  interactions  of  this  analysis  of  variance  became  significant.  These  interactions  can  be 
explained by  the  fact  that  the difference of  reaction  time  for  the  speech and non‐speech 
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stimuli  was  especially  high  for  these  contrasts,  which  are  supposed  to  be  difficult:  the 
spectral  condition  for  the  vowel  pair  /a/  ‐  /a:/  (t(24)  =  6.57,  p  <  .01,  d  =  1.32)  and  the 
temporal  condition  for  the  vowel pair  /ɪ/  ‐  /i:/  (t(24)  =  2.71, p  =  .01, d  =  0.54). Only  the 
spectro‐temporal contrast between speech and non‐speech stimuli for the vowel pair /a/  ‐ 
/a:/ reached significance as well (t(24) = 6.84, p < .01, d = 1.37). 
To rule out any speed‐accuracy trade off, the point‐biserial correlation coefficient between 
the correctness of the response (0 = error, 1 = correct response) and the reaction time was 
calculated. The correlation was r = ‐.16 (p < .01). 
 
Discussion 
The  major  goal  of  this  chapter  was  to  extend  the  German  vowel  length  discrimination 
paradigm by using  spectrally  rotated non‐speech  stimuli with  the  same  complexity as  the 
speech‐like ones.  In addition, a second non‐speech version was created,  including bands of 
formants with  lower complexity, while maintaining  the most  important  frequencies of  the 
vowels.  
The aim was to replicate the pattern of results of the speech stimuli reported by Groth and 
colleagues (2011) and Steinbrink and colleagues (in preparation) in this extended version of 
the German vowel  length discrimination paradigm and  to compare  it  to  the discrimination 
performance for the non‐speech stimuli. 
The first hypothesis dealt with the question of whether low pass filtering of the vowel center 
stimuli would  influence  the  overall  discrimination  performance.  There was  no  systematic 
difference between the two stimulus types. 4000Hz was chosen as the cut‐off frequency for 
the  low  pass  filtered  vowel  center  stimuli,  comparable  to  most  studies  dealing  with 
spectrally  rotated  speech  (e.g., Davids et al., 2011; Evans et al., 2013; Narain et al., 2003; 
Okada et al., 2010; Scott et al., 2000; Scott et al., 2006; Scott et al., 2009; Sörqvist et al., 
2012;  Vandermosten  et  al.,  2010;  Vandermosten  et  al.,  2011).  The  most  important 
frequencies of  the  speech  signal are  supposed  to  lie between 500 and 4000Hz  (Wilmanns 
& Schmitt, 2002) and  it has been  shown  that  the  first  two  formants are  sufficient  for  the 
correct  identification  of  vowels  (Nawka  & Wirth,  2008).  In  the  light  of  these  facts  it  is 
assumed that the intelligibility of the speech sound would not be impaired (e.g., Scott et al., 
2000; Scott & Wise, 2004) and, indeed, discrimination performance in our study was actually 
not affected by  the  low pass  filtering. However,  the naturalness of  these  low pass  filtered 
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sounds was  rated much weaker compared  to  the vowel center stimuli with  respect  to  the 
whole  frequency  spectrum.  Some  participants were  even  unable  to  identify  the  low  pass 
filtered stimuli as vowels of the German  language.   Furthermore, reaction times tended to 
be  longer  for  the  low pass  filtered  stimuli,  indicating  that  they were not perceived  in  the 
same way as the vowel center stimuli. 
Hypothesis  2 was  that  the  pattern  of  results  found  by  Groth  and  colleagues  (2011)  and 
Steinbrink and colleagues (in preparation) would be replicated in the current experiment, as 
the  vowel  center  stimuli  are  based  on  the  German  vowel  system.  For  the  vowel  center 
stimuli, discrimination scores should be dependent on  the  type of vowel and  the auditory 
contrast. As expected, performance was less accurate for the temporal contrast of the vowel 
pair /ɪ/ – /i:/ and the spectral contrast of the vowel pair /a/ – /a:/, but not for the temporal 
contrast of the vowel pair /a/ – /a:/ and also not for the spectral contrast of the vowel pair 
/ɪ/ – /i:/. This pattern of results was found for both the vowel center stimuli and the low pass 
filtered vowel center stimuli (see Figure 20). These results confirm the Hypotheses 2a‐d. The 
vowel center stimuli are based on natural spoken German vowels. Temporal differences are 
smaller in the tense‐lax pair /i:/ ‐ /ɪ/ compared to /a:/ ‐ /a/. On the other hand, /a:/ and /a/ 
show  a  similar  spectral  pattern  (Ungeheuer,  1969),  whereas  /i:/  and  /ɪ/  can  be  easily 
distinguished on the basis of their spectral properties (Bennet, 1968; Strange & Bohn, 1998; 
Weiss, 1974).  
These  findings are comparable to the results reported by Groth and colleagues  (2011) and 
Steinbrink and colleagues (in preparation). In their experiments the vowels were embedded 
into a CVC syllable.  In contrast,  the vowel center stimuli were presented without  frame  in 
the current experiment. Nevertheless, the drop of performance for the spectral condition of 
the  vowel  pair  /a/  ‐  /a:/  and  the  temporal  condition  of  the  vowel  pair  /ɪ/  ‐  /i:/ was  still 
observed. This means that the replication of the results based on the German vowel length 
discrimination paradigm used by Groth and colleagues (2011) and Steinbrink and colleagues 
(in  preparation) was  successful.  It was  also  shown  that  difficult  contrasts  lead  to  longer 
reaction times. 
The next hypothesis (Hypothesis 2e) addressed the role of the spectro‐temporal condition. 
As  two different auditory cues are provided  in  the spectro‐temporal contrast of  the vowel 
center stimuli, performance should be better in the spectro‐temporal condition compared to 
the performance when only a temporal or a spectral cue is available. Indeed, performance in 
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the  spectro‐temporal  condition  was  significantly  better  compared  to  the  spectral  or 
temporal condition alone, as indicated by higher discrimination indexes and shorter reaction 
times. This observation  is  in accordance with the results reported by Groth and colleagues 
(2011) and Steinbrink and colleagues (in preparation). 
In  the  current  experiment,  the  set  of  stimuli  also  included  non‐speech  stimuli  with 
comparable  complexity  to  the  vowel  center  stimuli.  Consequently,  the  same  pattern  of 
results  should  be  observed  for  the  spectrally  rotated  vowel  center  stimuli.  Performance 
should  drop  in  the  spectral  condition  of  the  vowel  pair  /a/  ‐  /a:/  and  in  the  temporal 
condition of the vowel pair /ɪ/ ‐ /i:/ (Hypotheses 3a‐d). As expected, there was no decrease 
of performance for both the spectral condition of the vowel pair /ɪ/ ‐ /i:/ and the temporal 
condition  of  the  vowel  pair  /a/  –  /a:/  for  the  spectrally  rotated  stimuli.  A  drop  in 
performance was  only  observed  for  the  temporal  condition  of  the  vowel  pair  /ɪ/  –  /i:/. 
Interestingly,  performance  in  the  spectral  condition  of  the  vowel  pair  /a/  –  /a:/ was  not 
affected by the spectrally rotated vowel center stimuli. This means that although the vowels 
and the spectrally rotated vowels were matched with respect to complexity, the difficulty of 
the  spectral  condition  before  and  after  the  spectral  rotation was  not  comparable.  It was 
already mentioned  that  the  spectrally  rotated  vowels  do  not  contain  harmonic  partials. 
Therefore,  they evoke a completely different hearing  impression compared  to  the vowels. 
This could be the reason why the difficulty of the spectral contrast  is not preserved by the 
spectral rotation.  
The next hypothesis (Hypothesis 3e) addressed the role of the spectro‐temporal condition in 
the  spectrally  rotated  stimuli.  Two  different  auditory  cues  are  provided  in  the  spectro‐
temporal contrast of  the spectrally rotated vowel center stimuli. This should make correct 
discrimination  easier. Comparable  to  the  speech  stimuli,  performance  and  reaction  times 
were  significantly  better  in  the  spectro‐temporal  compared  to  the  spectral  or  temporal 
condition. 
There were two versions of the bands of formants, one based on the vowel center stimuli, 
and the other one based on the  low pass filtered vowel center stimuli. There should be no 
systematic differences between the performance for the bands of formants on the basis of 
vowels and the  low pass filtered vowels (Hypothesis 4). This  is what was actually observed. 
This pattern of results was expected because the two types of the bands of formants were 
created with  the  same procedure and with  similar values  (see Tables 4 and 5). Moreover, 
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participants  reported  that  the hearing  impression of  the  two different  stimulus  types was 
quite similar.  
The  next  hypotheses  concern  the  pattern  of  results  when  the  bands  of  formants  are 
presented. The spectral condition of the bands of formants should be easier to discriminate 
compared  to  the  spectral  condition  of  the  vowel  center  stimuli,  low  pass  filtered  vowel 
center stimuli or spectrally rotated vowel center stimuli (Hypothesis 5a). Performance in the 
spectral  condition  of  the  bands  of  formants  did  not  drop  in  the  same  manner  as  was 
observed  in  the  vowel  center  stimuli.  Although  the  bands  of  formants  are  based  on  the 
vowel center stimuli and the  low pass  filtered vowel center stimuli, they are  less complex. 
There is one large difference in the spectral contrast compared to the vowel center stimuli: 
The  vowel  center  stimuli  have  the  same  pitch  and  differ  only with  respect  to  timbre.  In 
contrast, the two stimuli of a spectral contrast  in the bands of formants differ with respect 
to  pitch.  It was  already mentioned  that  the  human  ear  is  able  to  distinguish  very  small 
differences between  the pitch of  two  sounds  (Hellbrück & Ellermeier, 2004). Performance 
was probably enhanced as a  result of additional  information about pitch differences. This 
additional  information  is only provided  in  the  spectral  condition  and not  in  the  temporal 
condition  leaving a segue to the next hypothesis: The temporal contrast for the vowel pair 
/ɪ/ – /i:/ should be harder to discriminate compared to the vowel pair /a/ – /a:/ (Hypothesis 
5b). Performance in the temporal condition was significantly reduced for the vowel pair /ɪ/ – 
/i:/ for the bands of formants. This drop in performance is expected whenever the temporal 
contrast is kept low and independent of stimulus type, as spectral information is not needed 
to compare the length of two stimuli with the same spectral pattern.  
The  last hypothesis  concerns  the  role of  the  spectro‐temporal  condition  for  the bands of 
formants. The same pattern of results as for the other stimulus types was expected. As two 
different auditory cues are provided  in the spectro‐temporal contrast, performance should 
improve  in this condition compared to the other performance,  in which only a temporal or 
spectral  cue  is  available  (Hypothesis  5d).  As  expected,  performance  was  highest  in  the 
spectro‐temporal condition. 
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Conclusion 
Taken  together,  the  German  vowel  length  discrimination  paradigm  used  by  Groth  and 
colleagues (2011) and Steinbrink and colleagues (in preparation) was replicated. This means 
that  the  overall  performance  was  unaffected  by  the  absence  of  the  frame  of  the  CVC 
syllable. As  only  the  steady  state  portion was  used  in  this  experiment.  The  usage  of  the 
steady state portion means that contrary to the stimuli used by Groth and colleagues (2011) 
and Steinbrink et al. (in preparation) there is no spectral change within each stimulus. Even 
so, the pattern of results remains the same.  Blesser (1972) described that the perception of 
some  consonants  go  unaffected  by  the  spectral  rotation  of  the  signal  and  that  the 
perception of spectrally  rotated vowels  is highly dependent upon  the  frame  in which  they 
are embedded. The aim of  the current experiment was  to create an equally complex non‐
speech analogue, and so only  isolated vowels were used as speech sounds and consonants 
were omitted. 
One  crucial  finding  of  the  current  experiment  shows  that  the  difficulty  of  the  spectral 
contrast is incomparable for the speech‐like and spectrally rotated speech stimuli. Although 
both  stimulus  types  are matched with  respect  to  complexity,  the  timbre  of  /a/  and  /a:/ 
should  prove  to  be more  similar  than  in  the  spectrally  rotated  versions  of  these  stimuli. 
Conversely,  performance  dropped  for  the  spectrally  rotated  vowel  pair  /ɪ/  –  /i:/  in  the 
spectral condition compared to the vowel center stimuli (see Figure 20).  
The  comparison  of  the  vowel  center  stimuli with  full  spectrum  and  the  low  pass  filtered 
vowel center stimuli revealed that the former were perceived to be more speech  like than 
the  latter. However,  the  low  pass  filtering  of  the  speech  sound  is  a  precondition  for  the 
creation of the spectrally rotated speech. To circumvent this short coming, a modification of 
the spectral rotation will be presented  in  the  following chapter which enables  to compare 
the  original  speech  sound  with  an  equally  complex  non‐speech  sound  with  a  complete 
spectrum (comparable to vowels).  
The extended version of the German vowel  length discrimination paradigm will be used  in 
the next chapter  for  the comparison of  the auditory processing of speech and non‐speech 
sounds  in  dyslexic  adults  and  age matched  controls.    This  is  the  first  study  in which  the 
complexity  of  speech  and  non‐speech  stimuli  is  controlled  for  while  the  processing  of 
temporal, spectral and spectro‐temporal cues is investigated in dyslexic adults.  
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This chapter deals with the specific nature of auditory processing deficits  in developmental 
dyslexia. It is commonly accepted that phonological deficits represent the core symptom of 
the specific reading disorder. What remains unclear, however, is the issue of whether these 
phonological deficits might be  speech  specific or whether  they might be  caused by more 
general auditory problems. Most studies which compared the auditory processing of speech 
and non‐speech stimuli in dyslexia did not control for the complexity of both stimulus types, 
for  their  size  of  contrast  and  for  task  difficulty.  The  modified  German  vowel  length 
discrimination paradigm, as introduced in Chapter 2, is used to investigate the impairment of 
sound processing  in dyslexic adults. This approach enables to control for the complexity of 
the task and the stimuli, as the same discrimination task is used to investigate several types 
of  stimuli  (vowel  center  stimuli,  spectrally  rotated  vowel  center  stimuli  and  bands  of 
formants)  in  one  sample  of  participants.  In  addition, multiple  acoustical  parameters  are 
varied within each type of stimulus, while maintaining task complexity.  
 
“I want you to wonder, not only about 
what you read but at the miracle that 
you can read.” 
Vladimir Nabokov 
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Developmental dyslexia 
The term developmental dyslexia or specific reading disorder refers to specific difficulties in 
learning  to  read  despite  normal  intelligence,  unaffected  sensory  abilities, motivation  and 
conventional instruction (American Psychiatric Association, 1994; Démonet, Taylor, & Chaix, 
2004;  Lyon,  Shaywitz,  &  Shaywitz,  2003).  These  difficulties  are  supposed  to  be  already 
evident during childhood and can be accompanied with poor spelling performance  (ICD‐10 
of WHO, Dilling & Freyberger, 2012). An accurate diagnosis of developmental dyslexia can 
only be made after the first instructions of written language (Warnke, 2008). 
German is a so‐called “shallow” language with regular orthography and grapheme‐phoneme 
correspondences  (Brunswick, McDougall, & de Mornay Davies, 2010). This means that one 
letter  is mostly  only  represented  by  one  sound  and  vice  versa  (e.g.,  the  phoneme  /b/  is 
represented by the letter “b”). Contrary to this, one sound can be described by a whole set 
of  different  letters  in  deep  languages  like  English  and  French.  The  regular  orthography 
enables  German  dyslexics  to  achieve  a  high  level  of  reading  accuracy  (Goswami,  1999). 
However,  reading  speed was  found  to  be  impaired  in German  dyslexic  children  (Landerl, 
Wimmer, & Frith, 1997; Wimmer, 1993; Wimmer, Landerl, & Frith, 1999; Ziegler, Perry, Ma‐
Wyatt, Ladner, & Schulte‐Körne, 2003). The symptoms remain stable during school years and 
are detectable into adulthood (Groth et al., 2011; Kohn, Wyschkon, Ballaschk, Ihle, & Esser, 
2013; Shaywitz & Shaywitz, 2005; Svensson & Jacobson, 2006).  
Slow  reading  of  non‐words was  interpreted  as  a  sign  of  phonological  deficits  (Wimmer, 
1996)  and  spelling  deficits  in  German  are  associated  with  phonological  deficits  as  well 
(Wimmer, Mayringer, & Landerl, 2000). However, the phonological impairment is supposed 
to be  the  same  in German and English  (Landerl et al, 1997; Wimmer, 1996; Ziegler et al., 
2003). 
The prevalence of  the  specific  reading disorder  is dependent on  the  respective  criteria of 
dyslexia  in each study  (Rodgers, 1983; Shaywitz, Fletcher, Holahan, & Shaywitz, 1992). The 
values vary from 4‐8% in Germany (Plume & Warnke, 2007). 
This  disorder  is  associated with  a  broad  range  of  psychosocial  impairments. During  their 
school career, students with dyslexia regularly experience failure, humiliation and a  lack of 
understanding (Hughes & Dawson, 1995; Undheim, 2003). There is also an enhanced rate of 
antisocial and behavioral problems during childhood and adulthood (Esser & Schmidt, 1994; 
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Frisk, 1999; Heiervang, Stevenson, Lund, & Hugdahl, 2001). Additional risk factors which are 
commonly  found  in  dyslexic  children  include  a  low  self‐concept  (Alexander‐Passe,  2006; 
Boetsch, Green, & Pennington, 1996; Burden, 2005) and emotional problems,  like anxiety 
(Casey, Levy, Brown, & Brooks‐Gunn, 1992) and depression (Alexander‐Passe, 2006; Boetsch 
et al., 1996). The suicidal tendency is also higher in dyslexic children and adolescents (Daniel 
et al., 2006).  
Maughan  and  colleagues  (1985)  report  early  school  leaving  as  a  supplementary  factor. 
Adolescents  with  specific  reading  disorder  are  less  likely  to  earn  a  high‐school  diploma 
(Dummer‐Smoch 2007; Esser & Schmidt, 1993) and are more  likely to become unemployed 
(Kohn et al., 2013). 
Considering the evidence, prevention and  intervention are crucial to help alleviate some of 
the problematic symptoms. A precondition to developing effective prevention programs and 
various forms of therapy is to understand the etiology of developmental dyslexia.   
 
Etiology 
There  is an overall agreement  that  there  is a neurobiological cause of dyslexia  (Denckla & 
Rudel, 1976). These neuronal deficits have been shown  in a wide  range of studies dealing 
with  the  functional  and  structural  correlates  of  developmental  dyslexia  (Csépe,  2003; 
Démonet et al., 2004; Galaburda, LoTurco, Ramus, Fitch, & Rosen, 2006; Shaywitz, Mody, & 
Shaywitz,  2006;  Shaywitz  et  al.,  2007;  see  Habib,  2000  for  an  overview).  Interestingly 
enough,  the  same  unusual  neurobiological  characteristics  are  found  for  participants with 
different mother tongues (Paulesu et al., 2001). 
The reading process  is very complex and  involves a variety of component skills  (Functional 
Coordination  Deficit  model,  Lachmann,  2002;  Steinbrink  &  Lachmann,  in  press),  and  so 
disruptions can be found on different levels (Frith, 1999; Snowling, 2000; Tunmer & Hoover, 
1992).  Therefore,  it  is  questionable,  if  a  single  cause might  explain  all  cases  of  dyslexia 
(Lachmann, 2002) 
With  this  information  in mind,  it  is not  surprising  that numerous  theories  concerning  the 
etiology of the specific reading disorder have been published. Some prominent theories are, 
for example the phonological deficit hypothesis (Snowling, 1981; Snowling, 2000; Stanovich, 
1988),  the  temporal  deficit  hypothesis  (Tallal,  1980),  the  cerebellar  deficit  hypothesis 
(Denckla,  1985),  the  automatization  deficit  hypothesis  (Eckert  et  al.,  2003;  Fawcett  & 
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Nicolson,  1992;  Nicolson,  Fawcett,  &  Dean,  2001),  the  magnocellular  deficit  hypothesis 
(Demb, Boynton, Best, & Heeger, 1998; Galaburda & Livingstone, 1993; Stein, 2001). 
The focus of the current work lies in the auditory processing in dyslexia, and so only theories 
which  enable  predictions  about  the  performance  in  auditory  tasks  will  be  taken  into 
consideration. It is also important not to rule out the possibility that visual or motor aspects 
might still explain at least some cases of developmental dyslexia (Ramus, 2003).  
 
Phonological deficit hypothesis 
The ability  to process, perceive and  represent phonemes correctly  is  thought  to be crucial 
for the development of reading and writing  (Bryant, MacLean, Bradley, & Crossland, 1990; 
Elbro, 1996; Goswami & Bryant, 1990). Deficits in these so‐called phonological skills may play 
a  key  role  in  the  etiology of developmental dyslexia  in  accordance with  the phonological 
deficit hypothesis  (Snowling, 1981; Snowling, 2000; Stanovich, 1988). Phonological deficits 
are also found regularly in individuals with specific reading disorder (Ramus, 2003; Vellutino, 
Fletcher, Snowling, & Scanlon, 2004; Wagner & Torgesen, 1987).  
Phonological  skills  comprise  several  subtypes: phonological  awareness, phonological  short 
term memory and the perception of phonemes. Dyslexic children and adults were found to 
be impaired in all classes, even at pre‐school age (Pennington & Lefly, 2001). 
The first class of phonological deficits concerns deficits in the perception, discrimination, and 
identification of phonemes  (Adlard & Hazan, 1998; Godfrey,  Syrdal‐Lasky, Millay, & Knox, 
1981), and also speech perception in noise (Ziegler, Pech‐Georgel, George, & Lorenzi, 2009). 
The  correct  perception  of  phonemes  is  a  prerequisite  for  developing  appropriate 
representations for each speech sound of the mother tongue’s phoneme repertoire (Godfrey 
et  al.,  1981;  Watson  &  Miller,  1993)  and  to  be  able  to  establish  phoneme‐grapheme 
correspondences.  Therefore,  deficits  in  the  phonemic  perception  might  hinder  the 
acquisition  of  the  alphabetic  principle  (Frith,  1985;  Share,  1995;  Snowling,  1995).  In  this 
context  it was noted  that phonological processing  is necessary but not  sufficient alone  to 
understanding  the  alphabetic  principle  (Tunmer,  Herriman, &  Nesdale,  1988).  Perceptual 
aspects of  speech  influence  the development of phonological awareness as well  (Yavas & 
Gogate, 1999).  
Phonological  awareness  is  the  ability  to detect  (Liberman,  Shankweiler,  Fischer, & Carter, 
1974) and manipulate  the  sounds  (e.g., deleting or adding a  sound, Bruce, 1964) within a 
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word and to synthesize words from constituent phonemes (Torgesen et al., 1989).  Dyslexic 
children are  frequently  impaired  in phonological awareness  tasks  (Bradley & Bryant, 1983; 
Elbro & Jensen, 2005) and these problems are detectable into adulthood (Bruck, 1992; Elbro, 
Nielsen, &  Petersen,  1994;  Ramus,  2003).  Segmentation  (the  detection  of  the  phonemes 
within a word) and blending (to synthesize words from constituent phonemes) play a crucial 
role  in  learning  to  read  and  write  (Blevins,  1997).  Training  programs  with  focus  on 
phonological awareness and letters can prevent subsequent problems in reading and writing 
(Bus &  van  IJzendoorn,  1999;  Ehri  et  al.,  2001)  and  improve  the  reading  performance  of 
dyslexic children (Ehri et al., 2001). 
The  last  class  of  the  phonological  deficits  concerns  problems  in  phonological  short‐term 
memory  tasks,  like  remembering  a  string  of  numbers,  letters  or  the  recall  for  pictures 
(Jeffries  &  Everatt,  2004;  Nelson  & Warrington,  1980;  Steinbrink  &  Klatte,  2008).  These 
problems also persist into adulthood (Smith‐Spark & Fisk, 2007).  
The  issues above are  thought  to originate  from  the quality of  the underlying phonological 
representations (Fowler, 1991; Wagner et al., 1993). The quality might be reduced as a result 
of an underspecification of the speech sounds representations (Adlard & Hazan, 1998; Manis 
et al., 1997; Mody, Studdert‐Kennedy, & Brady, 1997; Swan & Goswami, 1997) or as a result 
of  deficits  in  the  access  to  the  speech  sound  representations  (Boets,  Wouters,  van 
Wieringen,  &  Ghesquière,  2007;  Ramus  &  Szenkovits,  2008)  in  dyslexia.  The  latter 
explanation is supported by studies using rapid automized naming (RAN) of objects, number, 
colors etc. Dyslexic children and adults were  frequently shown  to be slower  in  these  tasks 
(Denckla & Rudel, 1976; Fawcett & Nicolson, 1994; Swan & Goswami, 1997) which concern 
the retrieval of phonological representations from long‐term memory. 
 
General auditory deficits in dyslexia 
The  speech  perception  deficits  in  dyslexia  are  very  subtle  and,  consequently,  difficult  to 
detect  (Mody  et  al.,  1997),  e.g.,  in noise  (Pennington,  van Orden,  Smith, Green, & Haith, 
1990).  Some  authors  suggest  that  these deficits  are domain  specific  and phonological. To 
them, dyslexia  is classified as a particularly  linguistic problem, as  the processing of speech 
and non‐speech are thought to involve different mechanisms (e.g., Liberman, 1989; Ramus, 
2003; Vellutino, 1987). They assume that auditory  impairments might co‐exist with speech 
perception problems, but they also refute the notion that a general auditory deficit could be 
 Chapter 3: The processing of speech and non‐speech in dyslexic adults   58 
 
the  source  of  the  phonological  problems  (e.g.,  Breier,  Fletcher,  Foorman,  Klaas, &  Gray, 
2003; Mody et al., 1997; Schulte‐Körne, Deimel, Bartling, & Remschmidt, 1998b). 
However,  it was stated  that a detailed  representation of spectral and  temporal properties 
enhances  the  forming  of  phonological  representations  out  of  acoustic  signals  (Ahissar, 
Protopapas, Reid, & Merzenich, 2000; Corriveau, Goswami, & Thomson, 2010) and the role 
of auditory deficits  in dyslexia should not be  ignored, as there  is a broad range of theories, 
which favor their causal role.  
The most prominent example is the temporal deficit hypothesis (Tallal, 1980; Tallal & Gaab, 
2006).  It was originally proposed for developmental aphasia (Tallal & Piercy, 1974; Tallal & 
Piercy, 1975) but the authors extended the theory to developmental dyslexia. According to 
the  temporal  deficit  hypothesis,  people  with  reading  difficulties  should  show  a  specific 
deficit  in  the  processing  of  brief  or  rapidly  changing  sounds  and  also,  whenever  the 
presentation rate  is very high (Gaab et al., 2007; Nagarajan et al., 1999; Tallal, 1980; Tallal, 
1984; Tallal, Merzenich, Miller, & Jenkins, 1998; Tallal, 2000; for a review see Farmer & Klein, 
1995).  As  a  result,  speech,  which  is  characterized  by  rapid  changes  of  frequency  and 
amplitude, cannot be  integrated and  the normal development of  the phonological  system 
should  fail, which,  in  turn, hinders  the  ability  to  learn  to  read  and write  (Tallal, Miller, & 
Fitch, 1993). In accordance with this theory, reading and writing performances were shown 
to be  influenced by  the  temporal auditory processing  in healthy children  (Boets, Wouters, 
van Wieringen, Smedt, & Ghesquière, 2008; Hood & Conlon, 2004) as a result of enhanced 
phonological awareness (Corriveau et al., 2010).   
There  is controversy surrounding the specificity of the temporal perception deficit (Beaton, 
2004).  It might  be  confined  to  stimuli  in  the  linguistic  domain  (e.g.  Schulte‐Körne  et  al., 
1998a) or to a general auditory temporal deficit (e.g., Steinbrink, Ackermann, Lachmann, & 
Riecker,  2009).  Moreover,  there  is  no  consensus  about  the  term  “temporal”.  Studdert‐
Kennedy  and Mody  (1995)  claim  that  a  short  duration  or  a  short  inter‐stimulus  interval 
cannot be defined as temporal features, as such stimuli do not  include any change  in time. 
This idea is supported by studies in which amplitude (AM) and frequency (FM) modulations 
(Talcott & Witton, 2002; Witton, Stein, Stoodley, Rosner, & Talcott, 2002) were detected less 
frequently by dyslexic participants compared to the control group.  
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However, the processing of slower temporal modulations might also play a role, especially 
for  the  correct  identification of  syllables and  the perception of  the  rhythm of  speech and 
stress as postulated by the temporal sampling framework for dyslexia (Goswami, 2011). 
Measures of frequency are also reported to be regularly impaired in dyslexia (Ahissar et al., 
2000;  Amitay,  Ahissar, & Nelken,  2002;  Cacace, McFarland, Ouimet,  Schrieber, & Marro, 
2000; Hari, Sääskilahti, Helenius, & Uutela, 1999; McAnally & Stein, 1996; King, Lombardino, 
Crandell, & Leonard, 2003; Lachmann et al., 2005; Montgomery, Morris, Sevcik, & Clarkson, 
2005; Walker, Givens, Cranford, Holbert, & Walker, 2006). 
Findings  concerning  auditory  deficits  in  dyslexia  were  reviewed  by  Hämäläinen  and 
colleagues  (2012).  They  concluded  that  measures  of  frequency,  rise  time,  duration 
discrimination, amplitude modulation, and frequency modulation are most often impaired in 
dyslexia.  
 
Reasons for the contradicting results 
The fact that auditory deficits were not found in all studies with dyslexic children and adults 
was taken as evidence against the causal role of a general auditory  impairment  in dyslexia 
(e.g. Hill, Bailey, Griffiths, & Snowling, 1999). However,  the absence of a behavioral deficit 
does not mean  that  there are no abnormalities at  the psychophysiological  level  (Stoodley, 
Hill, Stein, & Bishop, 2006).  
There was  also  a  considerable difference between  the  studies:  There  is  a broad  range of 
different  tasks used  to  investigate  auditory processing  in dyslexia  (Banai & Ahissar, 2006; 
France et al., 2002; Lachmann & van Leeuwen, 2007), e.g., temporal order  judgments (e.g. 
Tallal, 1980), gap detection (van Ingelghem et al., 2001), same‐different judgments with two 
(e.g., Groth et al., 2011) or more stimuli (e.g., Hill et al., 1999; Vandermosten et al., 2010), 
high‐low discrimination  (e.g., Banai & Ahissar, 2006) and  the passive oddball  task  (Bishop, 
2007).  Banai  and  Ahhisar  (2006)  were  able  to  show  that  the  performance  of  dyslexic 
participants  is dependent on the type of task. Their performance decreases with  increasing 
working memory  load.  This  is  the  reason why  the  authors  recommend  using  the  same‐
different  task  with  two  stimuli  to  estimate  auditory  discrimination  in  dyslexia  to  avoid 
confounding with working memory  load. Another  advantage of  the  same‐different  task  is 
that  it can be performed successfully without prior  identification of the two stimuli; so, by 
extension, it is not dependent on the access to phonological representations (Ahissar, 2007; 
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Ramus  & Szenkovits,  2008)  and  deficits  in  this  task  cannot  be  explained  by  under 
specifications of  long‐term phonological representations (Boada & Pennington, 2006; Swan 
& Goswami, 1997). Another possibility would be to use the mismatch negativity as an index 
of auditory discrimination, as it is also not dependent on attention (Bishop, 2007).  
In addition to the burden on memory  load, there  is an additional reason to avoid using the 
temporal order  judgment task. Low performance  in this kind of task cannot be  interpreted 
unambiguously, as it remains unclear whether the deficits lie in the temporal judgment itself 
or in the auditory discrimination (Ben‐Artzi, Fostick, & Babkoff, 2005). 
Another reason for the contradicting results concerns the choice of stimuli in the non‐speech 
conditions (Breedin, Martin, & Jerger, 1989). Hardly any study (but see Vandermosten et al., 
2010 and Vandermosten et al., 2011) controlled for the complexity of the non‐speech stimuli 
(Parviainen,  Helenius,  &  Salmelin,  2005).  Furthermore,  the  size  of  contrasts  was 
incomparable for the speech and non‐speech condition in many studies but it might be the 
most  influential variable  in  this  context  (Bishop, 2007). As already mentioned,  the  speech 
perception deficits in dyslexia are only very subtle and therefore hard to discover (Mody et 
al.,  1997).  Indeed,  it  is  unsurprising  that  studies  in which  the  non‐speech  contrasts were 
many times higher than those of the speech stimuli do not report auditory deficits for non‐
speech in dyslexia.  
 
Vowel length perception and dyslexia 
Problems of phonemic length discrimination are thought to be one additional risk factor for 
dyslexia  (Pennala  et  al.,  2010).  Finnish  newborns  with  genetic  risk  for  dyslexia  have  a 
differential hemispheric preference  for  vowel duration  changes,  as  indexed by  the MMN. 
The MMN evoked by vowel duration changes was found to be processed more  likely  in the 
right  hemisphere, whereas  the  left  hemisphere was more  active  during  this  task  in  age 
matched newborns without genetic  risk  for dyslexia  (Leppänen, Pihko, Eklund, & Lyytinen, 
1999;  Pihko  et  al.,  1999).  These  perceptual  deficits  could  result  in  underspecified 
phonological representations (see the phonological deficit hypothesis). 
The correct discrimination of short and  long vowels  is crucial for the German orthography. 
Short  vowels  are  often  followed  by  a  double  consonant  (e.g.,  nett  [engl.  nice])  (Warnke, 
Schulte‐Körne, & Ise, 2012). Long vowels are often followed by a “silent h” (e.g., Stahl [engl. 
steel]) and the /i:/ is often written as “ie” (e.g., Lied [engl. song]) (Landerl, 2003). 
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The correct spelling of vowel  length was found to be difficult even for normally developing 
children  (Klicpera & Gasteiger‐Klicpera,  1998).  Therefore,  it  is not  surprising  that German 
poor spellers have considerable problems with vowel  length categorization (Landerl, 2003).  
As a result, vowel  length discrimination tasks have been  included  in the  latest  intervention 
programs (e.g. Marburger Rechtschreibtraining, Schulte‐Körne & Mathwig, 2009; Lautarium, 
see Klatte, Steinbrink, Prölß, Estner, Christmann, & Lachmann, in press for an evaluation). 
 
The German vowel length discrimination paradigm and dyslexia 
The  German  vowel  length  discrimination  paradigm  (Groth  et  al.,  2011;  Steinbrink  et  al., 
2012; Steinbrink et al., in preparation) was previously introduced in Chapter 2 of the present 
work (see vowel length discrimination in German). It was originally developed to investigate 
the processing of the temporal, spectral and spectro‐temporal aspects of speech signals  in 
developmental dyslexia. The advantage of this approach is that it minimizes methodological 
confounds,  like task complexity, which could be the main reason why phonological deficits 
are  found  more  frequently  compared  to  auditory  deficits.  As  phonological  tasks  like 
phoneme  deletion,  non‐word  repetition,  and  RAN  show  a  higher  working memory  load 
compared to simple discrimination tasks, the latter should be easier for dyslexic children and 
adults. That  is why a simple same‐different task was used within the German vowel  length 
discrimination paradigm to minimize effects of attention and short‐term memory. Contrary 
to  prior  research  in  which  the  temporal  aspects  of  speech  signals  in  dyslexia  were 
investigated by stretching or compressing whole syllables (McAnally, Hansen, Cornelissen, & 
Stein,  1997)  or  single  phonemes  (Rey,  Martino,  Espesser,  &  Habib,  2002)  the  current 
approach manipulates  syllables within  the  phoneme  boundaries  of  the German  language 
(Groth  et  al.,  2011).  Moreover,  the  temporal  difference  between  tense  and  lax  vowels 
should be small enough to uncover temporal processing deficits, as they lie within the time 
window  that was  proposed  by  Tallal  and  Piercy  (1975).  Note  that  the  spectro‐temporal 
condition of the German vowel length discrimination paradigm is a phonological rather than 
an auditory task, as it involves the discrimination of original German phonemes. Contrary to 
this,  the  temporal and spectral conditions  involve auditory processing, as  the manipulated 
vowels are included.    
The  first  study which used  the  vowel  length paradigm  (Groth  et  al.,  2011)  compared  the 
discrimination performance of 20 dyslexic adolescents and adults  in  the  spectro‐temporal 
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and  temporal  condition  to  that of 20 aged‐matched  controls. All of  the participants were 
German native speakers. All seven German vowel pairs were included and embedded within 
two  non‐words  (nVp  and  fVp).  Both  groups  showed  no  problems  with  same  trials.  As 
mentioned before  in Chapter 2, both groups performed nearly perfect within  the spectro‐
temporal condition for all seven vowel pairs. There was, however, a drop in performance in 
the  temporal  condition  with  increasing  vowel  height  in  both  groups;  but  the  dyslexic 
adolescents and adults showed consistently  inferior performance compared  to  that of  the 
control  group  for  all  seven  vowel  pairs.  This  finding  supports  the  idea  of  a  temporal 
processing deficit in dyslexia (Farmer & Klein, 1995; Tallal, 1980).  However, consistent with 
prior research, this temporal deficit was not found for the whole sample, but only for 65% of 
the dyslexic participants.  
The entire pattern of behavioral results was replicated in a following fMRI study (Steinbrink 
et  al.,  2012).  The  hemodynamic  brain  activation  was  recorded  while  the  participants 
performed  the  same‐different  task.  Low  temporal  discrimination  scores  were  associated 
with decreased activation of the insular cortices and the left inferior frontal gyrus.  
The  spectral condition, as  introduced  in Chapter 2, was  included  in a  following behavioral 
study with  8  to  10  year  old  children with  and without  the  diagnosis  of  specific  reading 
disorder  (Steinbrink  et  al.,  in  preparation).  Three  vowel  pairs were  used with  increasing 
vowel  height:  /a/  ‐  /a:/,  /o:/  ‐  /ɔ/  and    /ɪ/  ‐  /i:/.  Performance was  better  in  the  spectro‐
temporal  condition  compared  to  the  spectral  or  temporal  one  for  both  groups.  The 
discrimination  index  d’  dropped  systematically  with  vowel  height  in  the  spectral  and 
temporal  condition  in both groups.  In  the  temporal  condition, performance dropped with 
vowel height (from /a/ ‐ /a:/ to /ɪ/  ‐ /i:/), whereas the opposite pattern of results could be 
observed for the spectral condition. This finding  is  in accordance with the properties of the 
German  vowel  system  (see  Chapter  2  of  this  thesis).  The  dyslexic  children  showed  a 
significantly  lower discrimination  index  for  all  vowels  and  conditions except  the  temporal 
condition of the vowel pair /ɪ/  ‐ /i:/ and the spectral condition of the vowel pair /a/  ‐ /a:/. 
These differences probably did not reach significance due to the  level of difficulty for both 
groups.  In opposition to the dyslexic adults (Groth et al., 2011; Steinbrink et al., 2012), the 
dyslexic  children were  also  impaired  in  the  spectro‐temporal  condition.  The  explanation 
could go two different ways. First, dyslexic adults could have been able to compensate their 
deficit  by  using  the  redundant  information  of  the  spectro‐temporal  signal,  whereas  the 
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dyslexic children did not yet develop such a strategy. The second explanation concerns the 
fact that discrimination performance  in the spectro‐temporal condition was at ceiling  level 
for both groups  in the study by Groth and colleagues (2011). There  is a possibility that the 
task was not difficult enough to uncover group differences.   
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Experiment 2 
The main question of this experiment is the specific nature of auditory processing deficits in 
dyslexia. Most studies which compared auditory processing of speech and non‐speech did 
not  control  for  the  complexity  of  both  stimulus  types,  for  their  size  of  contrast  and  task 
difficulty.  The modified  German  vowel  length  discrimination  paradigm,  as  introduced  in 
Chapter 2, is used to investigate the impairment of sound processing in dyslexic adults. This 
approach  enables  to  control  for  the  complexity  of  the  task  and  the  stimuli,  as  the  same 
discrimination  task  is  used  to  investigate  several  types  of  stimuli  (vowel  center  stimuli, 
spectrally  rotated  vowel  center  stimuli,  and  bands  of  formants)  in  one  sample  of 
participants. As  spectrally  rotated  speech  shows  the  same  spectro‐temporal properties as 
the original speech signal, it is an equally complex non‐speech analogue. Moreover, multiple 
acoustical  parameters  are  varied  within  each  type  of  stimulus,  while  maintaining  task 
complexity.  
Participants 
42  German  adolescents  and  adults,  aged  between  14  and  25  years,  participated  in  this 
experiment. 21 of them were part of the dyslexic group. They reported having problems  in 
reading and writing since primary school up to now. The control group (N=21) was matched 
to the dyslexic group with respect to age (t(40) = 0.70, p = .49), sex (χ² (1) = 0.10, p = .76) and 
non‐verbal intelligence (t(40) = ‐1.21, p = .23) (see Table 11 for details). The Culture Fair Test 
(CFT 20‐R, German version, Weiß, 2006) was used to measure the non‐verbal intelligence of 
each participant.  The  criterion  for  inclusion  in  the  study was  a non‐verbal  IQ equal  to or 
above 81. This value corresponds to one standard deviation (15 IQ points) below the mean, 
which  was  corrected  by  the  confidence  interval  reported  in  the  manual  (4  IQ  points). 
However,  the  two  groups  are not  comparable  concerning  their  school education  (χ²  (2) = 
10.67,  p  =  <  .01), with  higher  education  levels  for  the  control  group. No  one  reported  a 
history of neurological diseases, psychiatric or attention disorders or hearing problems. 
A German reading test for adults (Schulte‐Körne, 2001) was used. The dependent measure 
was the time, which was required to read a  list of real words and a  list of non‐words. The 
number of errors was also taken into consideration. In addition, all participants completed a 
standardized German  spelling  test  for  adolescents  and  adults  (Rechtschreibungstest,  (RT); 
Kersting & Althoff, 2004). 
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Table 11: Comparison of the two groups investigated in Experiment 2 in relation to age, sex and IQ. 
    Dyslexics Controls Comparison of groups  p 
Age [years] 
Mean  19.10  18.48  t(40) = 0.70  .49 
Minimum  14  15     
Maximum  25  22     
SD  3.45  2.16  F(20,20) = 2.55  .02 
Sex  N(male)  12  11  χ² (1) = 0.10  .76 
N(female)  9  10 
IQ  Mean  102.86  107.95  t(40) = ‐1.21  .23 
SD  13.23  14.03  F(20,20) = 1.12  .40 
 
The dyslexic group’s performance on  the  reading and writing  test was  significantly poorer 
compared  to  the  that of  the  control group  (see Table 12  for details),  indicated by  slower 
word  (t(40)  =  3.30,  p  <  .01)    and  non‐word  reading  (t(40)  =  4.96,  p  <  .01),  less  accurate 
reading of words  (t(40) = 4.96, p <  .01) and non‐words  (t(40) = 2.78, p <  .01), more errors 
(t(40) = 7.14, p < .01) and poorer standard values (t(40) = ‐6.93, p < .01) in the spelling test. 
Table  12:  Comparison  of  the  two  groups  investigated  in  Experiment  2  in  relation  to  reading  and 
writing skills as revealed by t‐tests of independent samples.  
      Dyslexics  Controls Comparison of groups  p 
Reading 
words 
Speed [s]  mean  55.95  42.29  t(40) = 3.30  < .01
SD  12.53  14.28  F(20,20) = 1.30  .28
Errors  mean  2.90  0.62  t(40) = 4.96  < .01
SD  2.23  1.16  F(20,20) = 3.70  < .01
Reading 
non‐words 
Speed [s]  mean  102.52  70.10  t(40) = 4.96  < .01
SD  22.84  19.41  F(20,20) = 1.38  .24
Errors  mean  9.19  4.43  t(40) = 2.78  < .01
SD  6.42  4.53  F(20,20) = 2.01  .06
Writing 
(RT) 
Raw value  mean  36.24  13.38  t(40) = 7.14  < .01
SD  9.29  11.35  F(20,20) = 1.49  .19
Standard 
value 
mean  81.52  102.63  t(40) = ‐6.93  < .01
SD  9.29  10.63  F(20,20) = 1.31  .28
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Material 
This  experiment  included  a  subset  of  the  stimuli  of  Experiment  1.  Three  stimulus  types 
(vowel center stimuli with full spectrum, a modified version of the spectrally rotated vowel 
center stimuli and the bands of formants based on the vowel center stimuli) and both vowel 
types (/a/ ‐ /a:/ and /ɪ/ ‐ /i:/) were included. The same auditory contrasts (temporal, spectral 
and spectro‐temporal) like in Experiment 1 were used. The unfiltered version of the vowels 
was chosen, as  they sound more natural  (see Experiment 1).  In  like  fashion,  the spectrally 
rotated stimuli were modified  to obtain non‐speech stimuli with  the same complexity and 
the  full  frequency  spectrum  of  the  vowels  by  adding  all  frequencies  of  the  vowel  above 
4000Hz  to  the  spectrally  rotated  stimulus.  This  means  that  only  the  lower  part  (below 
4000Hz) was modified by the inversion. The upper frequencies were not affected (see Figure 
24).  The  adding  of  frequencies  above  4000Hz was  performed  in  Audition  (version  CS5.5, 
Abobe).  Importantly,  this new  approach enables  to  compare equally  complex  speech  and 
non‐speech stimuli without prior low pass filtering of the speech signal. The spectrograms of 
these spectrally rotated vowel center stimuli are shown in Figures 25 and 26.  
 
 
Figure  24:  Spectrograms  of  the  vowel  center  stimulus  based  on  /i:/  and  the modified  spectrally 
rotated version of  this stimulus. Only  the  lower part below 4000Hz,  indicated by  the  red  line, was 
modified by the inversion. The upper frequencies were not affected.  
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Figure 25: Spectrograms of the four spectrally rotated vowel center stimuli with complete spectrum based on the vowel pair /a/  ‐ /a:/. Only the  lower part, 
below 4000Hz, indicated by the red line, was modified by the inversion. The upper frequencies were not affected. 
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Figure 26: Spectrograms of the four spectrally rotated vowel center stimuli with complete spectrum 
based on the vowel pair /ɪ/ ‐ /i:/. Only the lower part, below 4000Hz, indicated by the red  line, was 
modified by the inversion. The upper frequencies were not affected. 
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Task and apparatus 
The task was the same as in Experiment 1 and the same equipment with equal settings was 
used  (see  Chapter  2  for  details).  After  having  completed  the  same‐different  task,  each 
participant listened again to the three stimulus types and was asked to rate each category as 
speech‐like (7 points) or completely non‐speech‐like (1 point) or something in between.   
 
Design 
The complete design  is  illustrated  in Table 13.  In total, one block comprised 192 trials with 
one block  for each  stimulus  type. Together  there were  three  stimulus  types: vowel center 
stimuli with  full  spectrum,  spectrally  rotated  vowel  center  stimuli with  full  spectrum  and 
bands of formants based on the vowel center stimuli with the full spectrum. The order of the 
blocks was counterbalanced between participants.  
Within each block there were two vowel types: /a/ ‐ /a:/ and /ɪ/ ‐ /i:/. During one half of the 
trials  one  stimulus was  presented  twice  (same  condition), whereas  two  different  stimuli 
could be distinguished during the second half of the trials (different condition). There were 
three types of auditory difference: temporal, spectral and both. 
The  order  of  the  trials  in  each  block  was  pseudo  randomized  in  accordance  with  the 
following rules: there were a maximum of three trials in sequence which required the same 
response and, in addition, vowel identity changed at least after every third trial.   
 
Dependent variables 
d’ was calculated as reported by Macmillan and Creelman (1991) for same‐different designs 
(see  Chapter  2  for  details).  The  mean  reaction  times  to  correct  responses  were  also 
calculated. Reaction times which exceeded three seconds were excluded from the analysis. 
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Table 13: Experimental design in Experiment 2. 
  Type of stimulus  different condition  same condition 
temporal  spectral  both 
/a/ ‐ /a:/ 
vowel center   Vao75 vs. Vam145 (8x) Vao145 vs. Vam75 (8x) 
Vao75 vs. Vam75 (8x) 
Vao145 vs. Vam145 (8x)  Vao75 vs. Vao145 (16x) 
Vao75 vs. Vao75 (12x) 
Vao145 vs. Vao145 (12x) 
Vam75 vs. Vam75 (12x) 
Vam145 vs. Vam145 (12x) 
spectrally rotated 
vowel center  
Rao75 vs. Ram145 (8x) 
Rao145 vs. Ram75 (8x) 
Rao75 vs. Ram75 (8x) 
Rao145 vs. Ram145 (8x)  Rao75 vs. Rao145 (16x) 
Rao75 vs. Rao75 (12x) 
Rao145 vs. Rao145 (12x) 
Ram75 vs. Ram75 (12x) 
Ram145 vs. Ram145 (12x) 
bands of formants on 
the vowel center  
Bao75 vs. Bam145 (8x) 
Bao145 vs. Bam75 (8x) 
Bao75 vs. Bam75 (8x) 
Bao145 vs. Bam145 (8x)  Bao75 vs. Bao145 (16x) 
Bao75 vs. Bao75 (12x) 
Bao145 vs. Bao145 (12x) 
Bam75 vs. Bam75 (12x) 
Bam145 vs. Bam145 (12x) 
/ɪ/ ‐ /i:/ 
vowel center   Vio51 vs. Vim93 (8x) Vio93 vs. Vim51 (8x) 
Vio51 vs. Vim51 (8x) 
Vio93 vs. Vim93 (8x)  Vio51 vs. Vio93 (16x) 
Vio51 vs. Vio51 (12x) 
Vio93 vs. Vio93 (12x) 
Vim51 vs. Vim51 (12x) 
Vim93 vs. Vim93 (12x) 
spectrally rotated 
vowel center  
Rio51 vs. Rim93 (8x) 
Rio93 vs. Rim51 (8x) 
Rio51 vs. Rim51 (8x) 
Rio93 vs. Rim93 (8x)  Rio51 vs. Rio93 (16x) 
Rio51 vs. Rio51 (12x) 
Rio93 vs. Rio93 (12x) 
Rim51 vs. Rim51 (12x) 
Rim93 vs. Rim93 (12x) 
bands formants on the 
vowel center  
Bio51 vs. Bim93 (8x) 
Bio93 vs. Bim51 (8x) 
Bio51 vs. Bim51 (8x) 
Bio93 vs. Bim93 (8x)  Bio51 vs. Bio93 (16x) 
Bio51 vs. Bio51 (12x) 
Bio93 vs. Bio93 (12x) 
Bim51 vs. Bim51 (12x) 
Bim93 vs. Bim93 (12x) 
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Hypotheses	
(1) The  spectro‐temporal  condition  should  be  easier  to  discriminate  compared  to  the 
temporal or spectral contrast for both groups (see Chapter 2 for details) 
(2) The influences of the German vowel system should be observable in both groups (see 
Chapter 2 for details): 
a) For  the vowel pair /a/  ‐ /a:/,  the spectral condition should be more difficult 
compared to the temporal condition in both groups 
b) For  the vowel pair /ɪ/  ‐ /i:/,  the  temporal condition should be more difficult 
compared to the spectral condition in both groups 
a) This  interaction  of  vowel  type  and  auditory  contrast  should  be  the  most 
salient for the vowel center stimuli compared to the two non‐speech stimulus 
types 
(3) Concerning group differences, the same pattern of results as reported by Groth and 
colleagues  (2011)  should  be  observed  for  the  vowel  center  stimuli,  as  a  similar 
approach was chosen: 
a) Both groups should perform at ceiling level in the spectro‐temporal condition 
b) The dyslexic group should be impaired in the temporal condition, indicated by 
smaller discrimination indexes  
(4) As dyslexic children were severely  impaired  in the spectral condition of the German 
vowel  length discrimination paradigm  (Steinbrink et al.,  in preparation) and due  to 
the fact that spectral deficits have also been found  in dyslexic adults (Ahissar et al., 
2000),  the dyslexic adults  should also be  impaired  in  the  spectral  condition of  this 
experiment 
(5) If  the  auditory  deficit  can  be  generalized  to  the  processing  of  non‐speech  stimuli, 
dyslexic adults should also be impaired in the spectral and temporal condition of the 
spectrally  rotated vowel center  stimuli, as  these  stimuli  show  the  same complexity 
and a similar size of contrasts compared to the vowel center stimuli (see Chapter 2) 
(6) If  the  auditory  deficit  can  be  generalized  to  the  processing  of  non‐speech  stimuli 
even of lower complexity compared to speech stimuli, dyslexic adults should also be 
impaired  in  the  spectral  and  temporal  condition  of  the  bands  of  formants  (see 
Chapter 2) 
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Results 
A 3*2*3*2 analysis of variance (ANOVA) with repeated measures was conducted,  including 
the within‐factors Stimulus type (3: vowel center stimuli vs. spectrally rotated vowel center 
stimuli vs. bands of formants based on the vowel center stimuli), Vowel type (2: /a/ ‐ /a:/ vs. 
/ɪ/ ‐ /i:/) and Auditory contrast (3: temporal vs. spectral vs. spectro‐temporal) and the Group 
factor (2: dyslexic group vs. control group). An overall view of the data  is given  in Table 14 
and Figure 27‐29. Every time the assumption of sphericity was rejected as revealed by the 
Mauchly’s  test,  F  values were  corrected according  to Greenhouse‐Geisser. The Bonferroni 
correction was  used whenever multiple  t‐tests  for  independent  and  dependent  samples 
were conducted. 
The  ANOVA  based  on  the  discrimination  index  d’  revealed  a  significant  main  effect  of 
Stimulus  type  (F(2,80)  =  8.18,  p  <  .01).    The  spectrally  rotated  vowel  center  stimuli were 
easier to discriminate compared to the vowel center stimuli (t(41) = 4.62, p < .01, d = 0.72) 
and the bands of formants (t(41) = 3.03, p = .01, d = 0.48). The difference between the vowel 
center stimuli and bands of formants did not reach significance (t(41) = ‐0.98, p = .33). 
The main effect of Auditory contrast was also  found  to be significant  (F(2,80) = 87.49, p < 
.01).  The  spectro‐temporal  condition was discriminated more  accurately  compared  to  the 
spectral (t(41) = 7.68, p <  .01, d = 1.19) and temporal condition (t(41) = 11.40, p <  .01, d = 
1.76). The  temporal  condition was discriminated  less accurately  compared  to  the  spectral 
one (t(41) = ‐7.51, p < .01, d = 1.16). 
There was a significant main effect of Vowel type (F(1,40) = 7.58, p < .01). The vowel pair /ɪ/ ‐ 
/i:/ was easier to discriminate compared to the vowel pair /a/ ‐ /a:/ (t(41) = 2.70, p = .01, d = 
0.42).  However,  there  was  a  significant  interaction  between  Stimulus  and  Vowel  type 
(F(2,80) = 14.63, p < .01). The difference of performance between the two vowel pairs /a/ ‐ 
/a:/ and /ɪ/ ‐ /i:/ was only significant for the vowel center stimuli (t(41) = ‐4.79, p < .01, d = 
0.74) and not for the two non‐speech stimulus types (t(41) = ‐0.90, p = .37) for the rotated 
vowels and t(41) = 1.51, p = .14 for the bands of formants). 
Moreover, the ANOVA revealed a significant interaction between Stimulus type and Auditory 
contrast  (F(4,160)  =  2.13,  p  <  .01).  For  the  temporal  condition,  no  significant  differences 
between  the  Stimulus  type were  found  (F(2,80)  =  ‐1.17,  p  =  .31), whereas  discrimination 
performance  varied  systematically  for  the  spectral  (F(2,80) = 18.94, p <  .01)  and  spectro‐
 Chapter 3: The processing of speech and non‐speech in dyslexic adults   73 
 
temporal conditions (F(2,80) = 7.11, p < .01) for different stimulus types as revealed by three 
additional analyses of variance.    
Table 14: Results of the analysis of variances based on d’ in Experiment 2. 
Factor  F  df(factor) df(error)  p  partial eta²
Stimulus type  8.18  2  80  < .01  .17 
Vowel type  7.58  1  40  < .01  .16 
Auditory difference  87.49  2  80  < .01  .69 
Group  11.98  1  40  < .01  .23 
Stimulus * Vowel type  14.63  2  80  < .01  .27 
Stimulus type * Auditory contrast  2.13  4  160  < .01  .21 
Vowel type * Auditory contrast  133.41 2  80  < .01  .77 
Stimulus * Vowel type  
* Auditory contrast  34.53  4  160  .44  .02 
Stimulus type * Group  0.08  2  80  .89  < .01 
Vowel type * Group  7.58  1  40  .11  .06 
Auditory contrast * Group  0.65  2  80  .53  .02 
Stimulus * Vowel type * Group  0.183  2  80  .83  < .01 
Stimulus type * Auditory contrast 
* Group  1.83  4  160  .13  .04 
Vowel type * Auditory contrast * Group 0.41  2  80  .66  .01 
Stimulus * Vowel type *  
Auditory contrast * Group  0.88  4  160  .48  .02 
 
Moreover,  there was  a  significant  interaction  between  Vowel  type  and  Auditory  contrast 
(F(2,80) = 133.41, p < .01). The vowel pair /ɪ/ ‐ /i:/ was harder to discriminate compared to 
the vowel pair /a/ ‐ /a:/, but only in the temporal condition (t(41) = ‐8.25, p < .01, d = 1.26). 
The  opposite  pattern  of  results was  found  for  the  spectral  (t(41)  =  10.08,  p  <  .01)  and 
spectro‐temporal condition (t(41) = 4.54, p < .01).  
To  prove  the  influences  of  the  German  vowel  system,  additional  t‐tests  for  dependent 
samples were conducted: For  the vowel center  stimuli,  the  temporal condition was easier 
compared to the spectral one  for the vowel pair /a/  ‐ /a:/  (t(41) = 5.20, p <  .01, d = 0.81), 
whereas the spectral condition was found to be easier compared to the temporal one for the 
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vowel pair /ɪ/ ‐ /i:/ (t(41) = 11.80, p < .01, d = 1.82).  This pattern of results was only found 
for the vowel pair /ɪ/ ‐ /i:/  in the two non‐speech stimuli (t(41) = 8.74, p < .01, d = 1.36 for 
the  rotated  vowels  and  t(41)  =  9.87,  p  <  .01,  d  =  1.52  for  the  bands  of  formants).  The 
temporal  condition of  the  vowel pair  /a/  ‐  /a:/ was even harder  to discriminate  than  the 
spectral one  in the spectrally rotated vowel center stimuli  (t(41) =  ‐4.72, p <.01, d = 0.73). 
The same direction was observed for the bands of formants, but this difference did not reach 
significance (t(41) = ‐2.31, p = .16). The triplet interaction between type of stimulus, type of 
vowel and auditory difference did not reach significance (F(4,160) = 34.53, p = .44). 
A significant main effect of group was found (F(1,40) = 11.98, p < .01, f = 0.54), explained by 
a  significantly better performance of the control group (t(40) = 3.46, p < .01, d = 1.08) (see 
Figures  27‐29  for  group  comparisons  in  the  temporal,  spectral  and  spectro‐temporal 
condition). None of  the  interactions with  the Group  factor  reached  significance  (see Table 
14). 
 
 
Figure  27:  Means  and  standard  errors  of  d’  for  the  temporal  condition  of  Experiment  2.  The 
discrimination index d’ is displayed on the y‐axis. Both groups (control group = grey, dyslexic group = 
black) are compared for each type of stimulus in the temporal condition. 
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Figure  28:  Means  and  standard  errors  of  d’  for  the  spectral  condition  of  Experiment  2.  The 
discrimination index d’ is displayed on the y‐axis. Both groups (control group = grey, dyslexic group = 
black) are compared for each type of stimulus in the spectral condition. 
 
Figure 29: Means and standard errors of d’ for the spectro‐temporal condition of Experiment 2. The 
discrimination index d’ is displayed on the y‐axis. Both groups (control group = grey, dyslexic group = 
black) are compared for each type of stimulus in the spectro‐temporal condition. 
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A second ANOVA based on the reaction times was conducted. The main effects of Stimulus 
type (F(2,80) = 2.4, p = .10) and Vowel type (F(1,40) = 1.19, p = .28) did not reach significance. 
There was a significant main effect of Auditory contrast (F(2,80) = 71.24, p < .01). Responses 
to spectro‐temporal contrasts were  faster compared  to spectral  (t(41) = 5.41, p <  .01, d = 
0.85) or temporal ones (t(41) = 10.00, p < .01, d = 1.56) and responses to spectral contrasts 
were faster compared to those of the temporal ones (t(41) = 7.41, p < .01, d = 1.12). 
Table 15: Results of the analysis of variance based on reaction times in Experiment 2. 
Factor  F  df(factor) df(error) p  partial eta²
Stimulus type  2.40  2  80  .10  .06 
Vowel type  1.19  1  40  .28  .03 
Auditory difference  71.24 2  80  < .01  .64 
Group  1.38  1  40  .25  .03 
Stimulus * Vowel type  4.81  2  80  .01  .11 
Stimulus type * Auditory contrast  0.73  4  160  .57  .02 
Vowel type * Auditory contrast  17.55 2  80  < .01  .31 
Stimulus * Vowel type  
* Auditory contrast  8.77  4  160  < .01  .18 
Stimulus type * Group  1.25  2  80  .29  .03 
Vowel type * Group  0.09  1  40  .77  < .01 
Auditory contrast * Group  0.55  2  80  .58  .01 
Stimulus * Vowel type * Group  0.27  2  80  .76  < .01 
Stimulus type * Auditory contrast 
* Group  1.01  4  160  .40  .03 
Vowel type * Auditory contrast * Group 0.12  2  80  .89  < .01 
Stimulus * Vowel type *  
Auditory contrast * Group  3.42  4  160  .01  .08 
 
There was a significant interaction between Stimulus type and Vowel type (F(2,80) = 4.81, p = 
.01). A significant difference between the vowel pair /a/ ‐ /a:/ and /ɪ/ and /i:/ was found only 
for the vowel center stimuli (t(41) = 2.93, p = .02, d = 0.44) and not for the spectrally rotated 
stimuli (t(41) = 0.92, p = .36) or the bands of formants (t(41) = ‐2.10, p = .12). The interaction 
between Stimulus type and Auditory contrast was not statistically significant (F(4,160) = 0.73, 
 Chapter 3: The processing of speech and non‐speech in dyslexic adults   77 
 
p = .57). In addition, the ANOVA revealed a significant  interaction between Vowel type and 
Auditory difference  (F(2,80) = 17.55, p <  .01)  and  a  significant  triplet  interaction between 
Stimulus type, Vowel type, and Auditory difference (F(4,160) = 8.77, p < .01). In the temporal 
condition, responses to the vowel pair /a/ ‐ /a:/ were faster compared to the vowel pair /ɪ/ ‐ 
/i:/ (t(41) = ‐4.19, p < .01, d = 0.65), whereas the opposite pattern of results was observed for 
the spectral (t(41) = 3.41, p < .01, d = 0.53) and spectro‐temporal condition (t(41) = 3.17, p < 
.01, d = 0.48).   
The  main  effect  of  Group  did  not  reach  significance  (F(1,40)  =  1.19,  p  =  .25)  and  the 
interaction  between  Stimulus  type,  Vowel  type,  Auditory  contrast  and  Group  (F(4,160)  = 
3.42, p = .01) was the only one which proved to be statistically significant (see Table 15 and 
Figure 30‐32  for details). However, none of  the group comparisons  for each sub‐condition 
revealed significant group differences on reaction time after the Bonferroni correction.  
 
Figure 30: Means and standard errors of reaction times for the temporal condition of Experiment 2. 
The  reaction  time  is displayed on  the  y‐axis. Both  groups  (control  group  =  grey, dyslexic  group  = 
black) are compared for each type of stimulus in the temporal condition. 
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Figure 31: Means and standard errors of reaction times for the spectral condition of Experiment 2. 
The  reaction  time  is displayed on  the  y‐axis. Both  groups  (control  group  =  grey, dyslexic  group  = 
black) are compared for each type of stimulus in the spectral condition. 
 
Figure  32:  Means  and  standard  errors  of  reaction  times  for  the  spectro‐temporal  condition  of 
Experiment  2.  The  reaction  time  is  displayed  on  the  y‐axis.  Both  groups  (control  group  =  grey, 
dyslexic group = black) are compared for each type of stimulus in the spectro‐temporal condition. 
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To check whether the performance of the dyslexic groups for the vowel center stimuli were 
associated with  their  performance  for  the  two  non‐speech  stimuli,  bivariate  correlations 
according to Pearson were calculated separately for each auditory contrast on the basis of d’ 
(see Table 16).  
 
Table 16: Pearson correlations between the discrimination performance for vowel center stimuli and 
the two non‐speech stimulus types for the dyslexic group. 
N = 21 (dyslexic group)  spectrally rotated vowel center stimuli  bands of formants 
vowel 
center 
stimuli 
temporal  .80** .65** 
spectral  .67** .29 
spectro‐temporal  .65** .49* 
 
Comparable  to  Ramus  and  colleagues  (2003),  each  dyslexic  adult  was  classified  in 
accordance  with  his  or  her  individual  pattern  of  deficits.  A  deficit  was  defined  as  one 
standard deviation under  the control group’s performance. This procedure was performed 
twice  ‐ one  time  for  the  three  stimulus  types  (see  Figure 33)  and one  time  for  the  three 
auditory contrasts (see Figure 34).  
 
Figure 33: Classification of each dyslexic participant’s deficit based on the three stimulus types. Each 
dot represents one person.  
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Figure 34: Classification of each dyslexic participant’s deficit based on the three auditory contrasts. 
Each dot represents one person. 
 
Four individuals did not show any deficit at all. There was only one dyslexic participant who 
was impaired specifically for the vowel center stimuli. Eight of the remaining sixteen dyslexic 
participants showed deficits in both the vowel center stimuli and in at least one non‐speech 
type of stimulus. The other half was impaired only for non‐speech stimuli (see Figure 33 for 
details).  
There was not a single dyslexic participant with a specific temporal deficit. Nine participants 
showed  deficits  for  all  three  auditory  contrasts.  Only  two  participants  were  specifically 
impaired  in  the  spectral  and  spectro‐temporal  condition  each  time  (see  Figure  34  for 
details). 
To  rule  out  a  speed‐accuracy  trade  off,  the  correlation  between  the  correctness  of  the 
answer (0 = error, 1 = correct response) and the reaction time was calculated for each group. 
The  correlation was  r =  ‐.12  (p <  .01)  for  the  control group and  r =  ‐.15  (p <  .01)  for  the 
dyslexic group. 
To take into account the role of attention, the order of blocks was chosen as within factor in 
two additional ANOVAs, one based on the discrimination index d’ and another one based on 
reaction time (see Figures 35 and 36). For the discrimination index d’ there was a tendency 
for better performance  in  later blocks compared  to  the  first one  (F(2,80) = 2.72, p =  .07). 
Performance in the last block was significantly better compared to the first one (t(41) = 2.41, 
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p = .02, d = 0.38). The interaction between group and position of the block was not found to 
reach significance (F(2,80) = 0.75, p = .48). 
 
Figure  35:  Means  and  standard  errors  of  the  discrimination  index  of  each  group  for  each 
experimental block.  
 
There was no overall shift in reaction time for both groups (F(2,80) = 1.39, p = .26), but there 
was a significant interaction between group and position of block (F(2,80) = 4.70, p = .01). T‐
tests  for  dependent  samples  did  not  reveal  any  significant  shifts  of  reaction  time  in  the 
control group, whereas the dyslexic group’s reaction time was significantly slower at the end 
of the experiment compared to the first block (t(20) = 2.61, p = .05, d = 0.57) (see Figure 36).   
 
Figure  36: Means  and  standard  errors  of  the  reaction  time  of  each  group  for  each  experimental 
block. 
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The last ANOVA concerned the stimulus ratings. A significant main effect of type of stimulus 
was  found  (F(2,80) = 138.80, p <  .01). The vowel center  stimuli were  rated as  to be more 
similar to speech compared to the spectrally rotated vowels  (t(41) = 13.93, p <  .01) or the 
bands  of  formants  (t(41)  =  13.31,  p  <  .01),  whereas  no  difference  was  found  for  the 
spectrally rotated vowel center stimuli and the bands of formants (t(41) = 0.00, p = 1.00) (see 
Figure 37). The main effect of group  (F(1,40) = 3.52, p =  .07) and  the  interaction between 
type of stimulus and group did not reach significance (F(2,80) = 0.56, p = .57).  
 
 
Figure  37: Means  and  standard  errors  of  the  stimulus  rating  seperately  for  each  group  (dyslexic 
group = grey, control group = black).   Higher values mean  that  the stimulus was more  likely  to be 
rated as speech like.  
 
Discussion 
The modified German vowel length discrimination paradigm (see Experiment 1) was used to 
investigate  dyslexic  adults.  Their  performance  was  compared  to  that  of  an  age  and  IQ 
matched control group. The discrimination performance will be compared to those reported 
by  Groth  and  colleagues  (2011),  Steinbrink  and  colleagues  (2012)  and  Steinbrink  and 
colleagues  (in preparation). Moreover,  the  role of  the processing of non‐speech  stimuli  in 
dyslexia  will  be  discussed,  followed  by  some  comments  on  the  role  of  attention  and 
subgroups  in  dyslexia.  In  the  end,  imperfections  regarding  the  choice  of  participants  and 
stimuli as well as the outlooks on future trends in research will be offered.   
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Vowel length discrimination in adults with and without dyslexia 
The same overall pattern of results as observed in Experiment 1 was found for both groups: 
The  spectro‐temporal  condition was  easier  to  discriminate  compared  to  the  temporal  or 
spectral  contrast  for  both  groups  (see Hypothesis  1).  Furthermore,  the  influences  of  the 
German vowel system were observable  in both groups (Hypothesis 2). Regarding the vowel 
pair /a/ ‐ /a:/ the spectral condition was more difficult compared to the temporal condition 
(Hypothesis  2a), whereas  for  the  vowel  pair  /ɪ/  ‐  /i:/  the  temporal  condition  was more 
difficult compared to the spectral condition (Hypothesis 2b). This  interaction of vowel type 
and auditory contrast was only found for the vowel center stimuli and not for the two non‐
speech stimulus types (Hypothesis 2c). 
As  expected,  the  dyslexic  group’s  performance was  significantly worse  compared  to  the 
control group in the temporal (Hypothesis 3b) and the spectral condition (Hypothesis 4) for 
the  vowel  center  stimuli.  These  results  correspond  with  those  reported  by  Groth  and 
colleagues  (2011)  and  Steinbrink  and  colleagues  (in  preparation).  However,  the  dyslexic 
adults of the current experiment were also impaired in the spectro‐temporal condition. This 
result was unexpected, as no differences were  found by Groth and  colleagues  (2011) and 
Steinbrink  and  colleagues  (2012)  for  dyslexic  adults  (Hypothesis  3a).  Both  groups  were, 
however, at ceiling  level  in these two studies. Perhaps the chosen stimuli were too easy to 
discriminate  and  therefore,  not  suitable  to  reveal  group  differences.  In  prior  studies,  the 
vowels were embedded within a syllable. Contrary to this, only the steady state part of the 
vowels  was  used  in  the  current  experiment.  It  could  be  that  this  contrast  was  difficult 
enough to circumvent any ceiling effects which might have obscured group differences. 
 
Auditory deficits in dyslexia 
The discrimination deficit was also found for both non‐speech stimulus types in the dyslexic 
group  (Hypotheses  5  and  6).  There was  only  one  person within  the  dyslexic  group who 
showed  a  specific  deficit  in  the  processing  of  speech  stimuli  (see  Figure  33).  Conversely, 
eight persons had problems concerning  the discrimination of  the non‐speech  stimuli only. 
The other half was  impaired  for both  stimulus  classes.  These  findings  favor  the  idea of  a 
general auditory processing deficit  in dyslexia.  If  the deficit would be speech specific  (e.g., 
Liberman, 1989; Ramus, 2003; Vellutino, 1987), most persons of the dyslexic group should 
show reduced discrimination indexes for the vowel center stimuli only. 
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There is a point of contention, however, in which one could argue that auditory impairments 
might co‐exist with speech perception deficits without being the source of the phonological 
problems  (e.g., Breier et al., 2003; Mody et al., 1997; Schulte‐Körne et al., 1998b) or  they 
could possibly deteriorate the phonological deficit without being the core cause of dyslexia 
(Ramus, 2003).  
The  notion  that  phonological  problems  are  caused  in  at  least  some  cases  of  dyslexia  by 
general auditory problems can be proven by using longitudinal study designs. This approach 
was recently chosen with a large group of children with genetic risk for dyslexia (Boets et al., 
2008). Dynamic auditory processing was found to be associated with speech perception and 
phonological awareness, which were found to be predictive for future reading performance. 
However,  the  causal  relation  between  auditory  processing  and  speech  perception  and 
phonological awareness is not explained by this model.  
The predictive nature of dynamic auditory processing was shown in a following longitudinal 
study (Corriveau et al., 2010). Additionally,  impaired frequency discrimination for tones, as 
indexed by  the MMN, was also  reported  for kindergarteners with genetic  risk  for dyslexia 
(Maurer, Bucher, Brem, & Brandeis, 2003).  If these deficits are found prior to school entry, 
they can be regarded as predictors of the following reading behavior (Goswami, 2003). The 
causal link between auditory deficits and phonological discrimination skills in dyslexia is also 
provided by a  training study  (Schäffler, Sonntag, Hartnegg, & Fischer, 2004). After  training 
for  general auditory  abilities  (intensity  and  frequency discrimination,  gap detection,  time‐
order  judgment,  side‐order  judgment),  the  experimental  group’s  performances  in  a 
phonological discrimination task and in a spelling test were significantly better compared to 
the waiting and placebo group. Furthermore, it has been shown in longitudinal designs that 
rapid  auditory  processing  skills  can  be  used  as  a  predictor  of  later  language  abilities 
(Benasich  &  Tallal,  2002;  Benasich,  Thomas,  Choudhury,  &  Leppänen,  2002;  Choudhury, 
Leppänen, Leevers, & Benasich, 2007),  reading  (Hood & Conlon, 2004; Steinbrink, Zimmer, 
Lachmann, Dirichs, & Kammer, in press), and spelling outcomes (Steinbrink et al., in press). 
In summary, these results support the idea that a general auditory impairment could be the 
cause of the phonological problems  in at  least some cases of dyslexia and this assumption 
can be explained by the fact that a precise representation of spectral and temporal features 
can facilitate the conversion of acoustical sounds into phonological representations (Ahissar 
et al., 2000).  
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Temporal and spectral auditory deficits in dyslexia 
It was mentioned before  that  there  is no consensus about  the  term “temporal”: Studdert‐
Kennedy and Mody  (1995) claimed  that a  short duration or a  short  inter‐stimulus  interval 
cannot be defined as temporal features, as such stimuli do not  include any change  in time. 
However, all stimuli  in the current experiment did not  include any change  in time because 
they were based on the steady state part of German vowels. The spectrally rotated vowels 
and  the bands of  formants did not change over  time either. Consequently, dyslexics show 
deficits in the discrimination of brief sounds and these deficits can be observed with steady 
state stimuli as well (Tallal, 1980). However, this finding does not rule out the possibility that 
dyslexics might show additional deficits for changing state stimuli (e.g., AM and FM stimuli, 
Hämäläinen et al., 2012; Talcott et al., 2000). 
Comparable  to prior research  (Amitay, Ben‐Yehudah, Banai, & Ahissar, 2002),  the auditory 
deficits  in  this  sample  were  not  limited  to  the  temporal  domain,  as  they  were  also 
observable for the spectral and spectro‐temporal contrasts. There was no participant with a 
specific deficit  in  the  temporal domain  at  all.  Temporal deficits  always occurred  together 
with spectro‐temporal deficits (see Figure 34). Auditory deficits in the spectral domain have 
been reported frequently in dyslexic children and adults, but only for frequency changes that 
did not exceed 10% (see Hämäläinen et al., 2012 for a review). Of course, these results do 
not  question  that  processing  of  other  auditory  features might  also  be  affected  in  some 
dyslexic children and adults.  
 
The role of attention 
As dyslexia is often accompanied by attention deficits (Gilger, Pennington, & DeFries, 1992; 
Rüsseler, Kowalczuk, Johannes, Wieringa, & Münte, 2002; Willcutt & Pennington, 2000), the 
lower  discrimination  indexes  in  this  experiment might  be  due  to more  clerical mistakes 
within the dyslexics group (Breier et al., 2003). In this case, the lower performance could not 
be a consequence of an auditory deficit, or  it might be a consequence of both  (Snowling, 
2001). It should be noted that participants were preselected  in order to exclude those who 
reported  former attention problems and the overall performance  in the dyslexic group did 
not  drop  in  the  course  of  the  experiment.  Furthermore,  auditory  deficits  have  also  been 
reported  frequently  in  studies  in  which  the  MMN  was  used  as  an  index  of  auditory 
discrimination  (Bishop, 2007). As  the MMN  is  recorded without  the participant’s attention 
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(Näätänen et al., 2007) these  findings prove that a  lower performance  in auditory tasks of 
dyslexic children and adults is not only due to attention problems.   
 
Multicausal subgroups 
The results presented  in the Figures 30‐32 might evoke the  impression that all members of 
the dyslexic group performed worse compared  to  the control group. However, 19% of  the 
dyslexic group did not show any auditory deficit at all (see Figures 33 and 34). The remaining 
participants showed a broad range of different patterns and only 43% were  impaired  in all 
three  auditory  contrasts  (temporal,  spectral  and  spectro‐temporal)  and  only  24% 
underperformed  the  control  group  for  all  three  types  of  stimuli  (vowel  center  stimuli, 
spectrally rotated vowel center stimuli and bands of formants).   
It is probable that developmental dyslexia cannot be explained by a single cause (Lachmann, 
2002;  Naidoo,  1972)  and  multicausal  subgroups  have  been  reported  regularly  in  prior 
research  (e.g.  Bakker,  1992;  Boder,  1973;  Castles  &  Coltheart,  1993;  Heim  et  al.,  2008; 
Ingram, 1963; Johnson & Myklebust, 1967; see Watson & Willows, 1993 for an overview). It 
could  also  be  that  a  child might  have multiple  deficits  and  not  only  one  (Bishop,  2006; 
Snowling,  2008).  This means  that  the  results  of  each  study  are  highly  dependent  on  the 
composition of its respective sample, and so it is not surprising that the auditory deficit was 
not found for all participants in this experiment.  
 
Choice of participants 
It should be noted that there are some short comings regarding the chosen sample  in this 
experiment. To begin with, none of our participants had an official diagnosis, although each 
member  of  the  dyslexic  group  reported  having  reading  problems  since  primary  school. A 
second  short  coming  concerns  the matching  of  the  control  and  dyslexic  group.  Although 
both groups were comparable with regard  to age and sex, the  IQ was  found  to be slightly 
higher  in  the  control group. The members of  the  control group also had a higher  level of 
school education.   However,  the  significant main effect of group did not vanish  (F(1,39) = 
4.98, p < .01) when the IQ was added as covariate into the ANOVA.  This finding proves that 
the  auditory  deficit  of  the  dyslexic  group  is  still  observable  after  controlling  for  IQ 
differences.  
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Choice of stimuli 
There were even three persons within the dyslexic group who showed lower discrimination 
indexes only for the bands of formants and not for the other two stimulus types with higher 
complexity. This means  that  the higher complexity of  the speech signal compared to most 
non‐speech  stimuli  should not be  the  reason  for  the  absence of  auditory deficits  in prior 
research.  There  are  also  numerous  studies  which  revealed  significant  group  differences 
concerning frequency and duration discrimination using single sinusoidal tones (e.g., Banai & 
Ahissar, 2004; Heath, Bishop, Hogben, & Roach, 2006). The most important factor to reveal 
significant group differences, especially concerning spectral differences, seems to be the size 
of contrast, which should be at the most 10% (Hämäläinen et al., 2012). Another possibility 
would be to use threshold measures, as this procedure circumvents the problem of finding 
the optimal contrast between the experimental stimuli.  
It  has  been  proposed  that  phonological  representations  are  used  for  the  processing  of 
spectrally  rotated  speech  (Azadpour  & Balaban,  2008).  Therefore  one  might  question 
whether spectrally rotated speech might be classified as a non‐speech signal. The results of 
the  stimulus  ratings  did  not  reveal  any  differences  between  the  spectrally  rotated  vowel 
center stimuli and the bands of formants; both non‐speech stimulus types were rated as less 
likely  to be  speech‐like  compared  to  the  vowel  center  stimuli. These  findings  support  the 
assumption that the spectrally rotated vowel center stimuli were actually perceived as non‐
speech. This finding does not rule out that spectrally rotated syllables might be classified as 
more speech  like, as they contain spectrally rotated consonants, which are  less affected by 
the inversion (Blesser, 1972, and see Chapter 2 for details).  
 
Conclusion 
Taken together, these findings show that the German vowel length discrimination paradigm 
is a suitable tool to establish proof of an auditory and phonological deficit  in at  least some 
German  dyslexic  adults  and  children.  The  auditory  deficits were  not  limited  to  temporal 
features  but  became  also  obvious  during  the  spectral  processing. However,  these  results 
cannot be generalized to the processing of non‐speech stimuli in dyslexia. This is the starting 
point of the final experiment of this thesis. 
These  results  support  the  idea  that  the  phonological  deficits  in  at  least  some  cases  of 
dyslexia might be caused by a general auditory deficit in the temporal, spectral and spectro‐
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temporal dimension. The complexity of the auditory stimuli plays only a minor role,  if even 
one at all. This finding is crucial for the comparability of prior studies as the heterogeneous 
data  situation  should  be  a  result  of  other  factors,  like  the  kind  of  task  (Banai & Ahissar, 
2006), the size of contrasts (Hämäläinen et al., 2012), the composition of the sample and the 
criterion  for  being  included  into  the  study  etc.,  rather  than  a  result  of  the  varying 
complexities of speech and non‐speech stimuli.   
Indeed, it will be a challenge to incorporate all of these factors in future research to explain 
the contradictory findings. Longitudinal designs should be used more often, as they extend 
correlational findings by providing the causal  link between the factors. Causal relations can 
also be revealed by training studies which enable the transferring of theoretical knowledge 
about the etiology of developmental dyslexia to practical intervention methods. 
 
The idea that speech sounds might be processed in a different way compared to non‐speech 
is not restricted to the research field of developmental dyslexia. In fact, this  idea forms the 
key assumption of the domain specific models of speech perception. 
The  aim  of  the  following  chapter  (Chapter  4)  is  to  test  the  domain  specific  and  the  cue 
specific  models  of  speech  perception  by  means  of  the  extended  German  vowel  length 
discrimination paradigm. An EEG component, called the mismatch negativity (MMN), will be 
used  to  investigate  auditory  discrimination  of  speech  and  non‐speech  stimuli  at  the  pre‐
attentive  level. On  the  one  hand,  if  there  are  differences  found  in  the  processing  of  the 
speech  and  non‐speech  stimuli,  this  would  support  the  domain  specific  models  as  the 
complexity  of  speech  and  non‐speech  stimuli  is  comparable  and  controlled  for  in  this 
paradigm. On the other hand,  if the size of the MMN  is modulated by stimulus complexity 
only, this could be explained by the cue specific models of speech perception. 
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Chapter 4: 
The role of stimulus complexity in the processing of speech 
and non‐speech as revealed by the MMN 
 
 
 
 
 
 
The domain specific models assume that the differences  in processing between speech and 
non‐speech are observable even at early stages of auditory processing. One well‐suited way 
to  investigate  the early processes of  the auditory system  is an EEG component, called  the 
mismatch negativity (MMN; Näätänen et al., 1978). According to the domain specific models, 
the  differences  between  speech  and  non‐speech  sounds  can  already  be  observed  in  this 
stage of processing. Contrary  to  this, no differences between  the  speech and non‐speech 
sounds are expected  following  the cue specific models,  if both stimulus  types are  identical 
concerning  their  physical  properties.  Additionally,  cue  specific  models  assume  that  non‐
speech  sounds with  lower  complexity would  not  be  processed  in  the  same way  as  other 
stimulus types with higher complexity.  
The  German  vowel  length  discrimination  paradigm  was  extended  successfully  within  a 
behavioral  same‐different  task  in Chapters 2  and 3 of  this  thesis.  In  this paradigm,  vowel 
center  stimuli  can  be  compared  to  non‐speech  stimuli  with  either  the  same  or  lower 
stimulus complexity. For  this  reason,  this stimulus set  is appropriate  for  the  testing of  the 
domain specific and cue specific models by means of the MMN. To my knowledge, this is the 
first  time  that  the MMN  elicited  by  speech  and  non‐speech  sounds was  compared while 
controlling for stimulus complexity. 
One  disadvantage  of  the  spectral  rotation  is  that  the  harmonic  structure  of  the  original 
stimulus is not preserved. With this in mind, the last goal of this chapter is to investigate the 
impact of harmony on  the  size of  the MMN  (see  Experiment  4). Only  if harmony has no 
“He who truly masters a  language  is also dominated 
by this language, as, when he speaks, he has to allow 
himself to be spoken by the language.” 
Sigbert Latzel 
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impact on the size of the MMN, a larger MMN of the vowel center stimuli compared to the 
spectrally  rotated vowel  center  stimuli  could be  interpreted as an example of  the  specific 
processing of speech stimuli independent of their physical properties. 
 
The mismatch negativity 
The  mismatch  negativity  (MMN)  (Näätänen  et  al.,  1978;  Näätänen,  1979;  Näätänen  & 
Michie,  1979)  is  a  change  specific  component  of  the  event  related  potential  that  was 
originally found in the auditory domain. Using magnetoencephalography (MEG), its magnetic 
counterpart can be  found  (MMNm; Alho, 1995). The MMN can also be  found  in the visual 
(e.g., Alho, Woods, Algazi, & Näätänen, 1992; Heslenfeld, 2003; Pazo‐Alvarez, Cadaveira, & 
Amenedo,  2003),  olfactory  (Akatsuka  et  al.,  2005;  Krauel,  Schott,  Sojka,  Pause, &  Ferstl, 
1999) and  somatosensory domain  (Kekoni et al., 1997;  Shinozaki, Yabe,  Sutoh, Hiruma, & 
Kaneko, 1998).  
For  these  studies,  typically  a  so‐called  oddball  paradigm  is  used.  In  this  paradigm,  one 
stimulus  (or  different  stimuli which  share  a  common  dimension,  e.g.,  intensity,  pitch  or 
duration)  is  repeated  very  often.  This  stimulus  is  called  the  standard.  The  frequent 
presentation of  the  standard  results  in a  representation of  the  repetitive aspect  (Horváth, 
Czigler,  Sussman,  &  Winkler,  2001;  Winkler,  Cowan,  Csépe,  Czigler,  &  Näätänen,  1996). 
During  a  small proportion of  all  trials  the  standard  is  replaced by  the  so  called  “deviant” 
which differs  from  the  standard  in at  least one property. This difference  is perceived as a 
mistake, as the standard stimulus  is expected. The difference wave, which  is calculated by 
the  subtraction of  the  standard  from  the deviant, mostly  shows a negative peak between 
100 and 250 ms (Bishop, Hardiman, & Barry, 2011) at frontal and central electrodes (Lieder 
et  al., 2013)  and  shows  inverted polarity especially with nose  reference  (Deacon, Gomes, 
Nousak, Ritter, & Javitt, 2000). This negative component is called the MMN.  
The MMN was found to changes of different kinds, e.g., to changes in pitch (Berti, Roeber, & 
Schröger,  2004;  Hari  et  al.,  1984;  Jacobsen  &  Schröger,  2001;  Näätänen  et  al.,  1978; 
Schröger,  1996),  intensity  (Näätänen,  Paavilainen,  Alho,  Reinikainen,  &  Sams,  1987; 
Schröger, 1996),  timbre  (Caclin et al., 2006; Goydke, Altenmüller, Möller, & Münte, 2004; 
Tervaniemi,  Ilvonen,  Karma,  Alho,  &  Näätänen,  1997;  Tervaniemi, Winkler,  &  Näätänen, 
1997;  Toiviainen  et  al.,  1998),  sound  duration  (Grimm,  Widmann,  &  Schröger,  2004; 
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Joutsiniemi et  al., 1998; Kaukoranta,  Sams, Hari, Hämäläinen, & Näätänen, 1989; Roeber, 
Widmann, & Schröger, 2003),    spatial  location  (Kaiser &  Lutzenberger, 2001; Kujala, Alho, 
Paavilainen, Summala, & Näätänen, 1992; Paavilainen, Karlsson, Reinikainen, & Näätänen, 
1989),  rise  time  (Lyytinen,  Blomberg, &  Näätänen,  1992),  inter‐stimulus  interval  (Ford & 
Hillyard, 1981; Näätänen, Jiang, Lavikainen, Reinikainen, & Paavilainen, 1993; Nordby, Roth, 
& Pfefferbaum, 1988a), and stimulus order (Nordby, Roth, & Pfefferbaum, 1988b; Schröger, 
Tervaniemi, & Näätänen, 1995). 
The  amount  of  difference  between  the  standard  and  the  deviant  stimulus  influences  the 
magnitude and the latency of the MMN: The magnitude increases with increasing difference 
between standard and deviant whereas the latency decreases (e.g., Berti et al., 2004; Sams, 
Paavilainen,  Alho,  &  Näätänen,  1985,  for  frequency;  Jaramillo,  Paavilainen,  &  Näätänen, 
2000;  Näätänen,  Syssoeva,  &  Takegata,  2004,  for  duration;  Rinne,  Särkkä,  Degerman, 
Schröger, & Alho, 2006, for intensity). 
The  amplitude  of  the  MMN  is  also  modulated  by  the  ratio  between  the  probability  of 
standard and deviant: The  lower the probability of the deviant the higher the amplitude of 
the MMN (e.g., Haenschel, Vernon, Dwivedi, Gruzelier, & Baldeweg, 2005; Ritter et al., 1992; 
Sabri & Campbell, 2001). 
The MMN  is  considered  to  be  an  objective  index  of  auditory  discrimination  (Näätänen, 
2008). Significant correlations between the magnitude of the MMN and the performance in 
a behavioral discrimination task have been reported in some studies (e.g., Aaltonen, Eerola, 
Lang,  Uusipaikka,  &  Tuomainen,  1994;  Lang  et  al.,  1990;  Pakarinen,  Takegata,  Rinne, 
Huotilainen, & Näätänen, 2007). However,  the  linear  relation between  the magnitudes of 
the MMN and active discrimination tasks has not been observed  in all studies (e.g., Alho & 
Sinervo, 1997; Allen, Kraus, & Bradlow, 2000; Dalebout & Stack, 1990; Paavilainen, Arajärvi, 
& Takegata, 2007). In these cases, the performance of the behavioral task was mostly at the 
ceiling (e.g., Colin et al., 2009) or at the bottom level (e.g. Allen et al., 2000).  
The MMN  is  elicited  independently  from  the  participants’  attention  during  the  classical 
oddball paradigm (Sussman et al., 2003). Consequently, the MMN has been used in a variety 
of  clinical  fields,  e.g.  research  of  users  of  cochlear  implants  (e.g.,  Ponton  &  Don,  1995; 
Wable,  van  den  Abbeele,  Gallégo,  &  Frachet,  2000),  schizophrenia  (Michie  et  al.,  2000; 
Umbricht &  Krljes,  2005),  dyslexia  (e.g., Csépe, Gyurkocza, & Osman‐Sagi,  1998;  Kujala & 
Näätänen, 2001;  Lachmann et al., 2005;  see Bishop, 2007  for a  review),  specific  language 
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impairment (e.g. Barry et al., 2008; Korpilahti, Krause, Holopainen, & Lang, 1998; Rinker et 
al., 2007; see Bishop, 2007 for a review) and coma (Naccache, Puybasset, Gaillard, Serve, & 
Willer, 2005; Wijnen, van Boxtel, Eilander, & Gelder, 2007). However, as  the MMN can be 
replicated well only at the group level, predictions on the basis of individuals should not be 
made  (e.g.,  Escera  &  Grau,  1996;  Näätänen  &  Kreegipuu,  2012;  Näätänen,  Paavilainen, 
Rinne, & Alho, 2007).  
The MMN  is  also  found  in  children  (Cheour,  Leppänen, &  Kraus,  2000),  newborns  (Alho, 
Sainio, Sajaniemi, Reinikainen, & Näätänen, 1990) and even  in premature  infants  (Cheour‐
Luhtanen et al., 1996; Draganova et al., 2005; Huotilainen et al., 2005). Its latency decreases 
with age and  its amplitude  follows a u‐shaped  function with  increasing age  (Cheour et al., 
2000).  
The duration of the stimuli within the oddball paradigm should be at least 30ms, but longer 
stimulus  durations  do  not  influence  the  magnitude  of  the  MMN  (Paavilainen,  Jiang, 
Lavikainen, & Näätänen, 1993; Tervaniemi, Schröger, Saher, & Näätänen, 2000b).  
The MMNs elicited by different features are independent from each other (Deacon, Nousak, 
Pilotti, Ritter, &  Yang,  1998)  and  can be  added  linearly  (Schröger,  1995) when presented 
within one deviant. As deviants of different features do not influence each other, Näätänen 
and colleagues (2004) proposed the so‐called multifeature paradigm  in which five different 
deviant types are presented within one block having a probability of 10%  for each deviant 
type. The probability of the standard is reduced to 50%, but the strength of the MMN is not 
decreased as four of the five deviants share the same feature with the standard. Therefore, 
each MMN shows the same strength as  if the probability of the standard would have been 
90%.  This  approach  is  very  time‐effective  and  has  also  been  shown  to  be  useful  in  the 
investigation of  the processing of  speech  stimuli  (Pakarinen et al., 2009; Partanen, Vainio, 
Kujala, & Huotilainen, 2011). 
 
MMN of different stimulus types 
In  the  first  investigations  dealing with  the MMN,  pure  sinusoidal  tones were  used  (e.g., 
Näätänen et al., 1978; Näätänen, 1979, Näätänen & Michie, 1979). The MMN can, however, 
also be elicited with non‐speech  stimuli of higher complexity  (e.g., noise bursts, harmonic 
tones,  chords)  and  even  speech  stimuli  (e.g.,  vowels,  syllables,  words).  There  is  much 
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ongoing  research  investigating  the  issue  of  how  the  properties  of  the  different  stimulus 
types might influence the magnitude, latency, and distribution on the scalp of the MMN.  
 
Speech versus non‐speech 
There  were  some  attempts  to  compare  the  MMN  of  speech  and  non‐speech  stimuli.    
Tervaniemi and colleagues (1999) for instance, compared the MMNm evoked by the vowels 
/e/ and /o/ to the MMNm of two chords: A major and A minor. The chords evoked a larger 
MMNm compared to the vowels. Additionally, the source of the MMNm to phonemes was 
found to be more superior compared to the chords. The authors concluded that speech and 
music  are  processed  differently  within  the  brain,  as  the MMNm  was  found  in  spatially 
distinctive areas. 
A larger MMN to non‐speech compared to speech stimuli was also reported by Wunderlich 
and colleagues (2001). They compared words (/bæd/ and /dæd/), syllables (/bæ/ and /dæ/) 
and single sinusoidal tones with a 10% pitch change (400 and 440Hz, 1500 and 1650Hz, 3000 
and  3300Hz).  The  sinusoidal  tones  evoked  a  larger  MMN  compared  to  the  words  and 
syllables.  No  difference  was  reported  for  the  words  and  syllables.  However,  it  seems 
doubtful  that  the  speech  and  non‐speech  stimuli  in  this  experiment were matched with 
respect to the difficulty of contrast: Although discrimination performance was 100% for each 
stimulus  type,  /bæd/  and  /dæd/  can  only  be  distinguished  on  the  basis  of  the  place  of 
articulation. In contrast to this minute spectral difference, there was an increase of pitch by 
10%  in the sinusoidal tones. The  larger MMN could be a consequence of a  larger contrast. 
This  idea  is  supported by an additional experiment of  the authors, presented  in  the  same 
study. They produced non‐speech stimuli with a higher complexity: They were composed of 
three sinusoidal tones: (1) 400Hz + 3000Hz + 1500Hz, (2) 400Hz + 3000Hz + 1650Hz. After 80 
milliseconds 1500Hz was  changed  to 1650Hz and vice versa. The  resulting  stimuli differed 
with respect to the spectral drift after 80ms. The MMN to these more complex stimuli was 
comparable to the size of the speech stimuli MMN.   
Nikjeh and colleagues (2009) compared the MMN of pure tones (1,5% and 6% pitch change), 
harmonic tones with three overtones (1,5% and 6% pitch change), and speech syllables (/ba/ 
and /da/), but found no differences.  
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There are also studies  in which a  larger MMN  for speech stimuli compared  to non‐speech 
stimuli is reported. Jaramillo and colleagues (2001) compared vowels to harmonic tones. The 
vowel /e/ was changed with respect to  identity (/o/), pitch (increment from 105 to 117Hz), 
or duration  (decrement  from 400  to 200ms). The  tones were composed of a  fundamental 
frequency of 105Hz and ten overtones. Comparable to the speech stimuli, the pitch of the 
fundamental frequency was  increased to 117Hz  in the spectral condition and duration was 
decreased  from  400  to  200ms  in  the  temporal  condition.  The  authors  reported  a  larger 
MMN  for vowels  for  the durational contrast. Contrary  to  this, no differences between  the 
speech and tone stimuli were reported for the spectral condition.   
Čeponiene and colleagues (2002) did, however, find a higher MMN in children for the vowel 
/œ/ compared to a four partial sinusoidal tone and a single sinusoidal tone (458Hz) for both 
durational  (decrement  from  260  to  160ms)  and  spectral  contrasts  (increment  of  pitch  of 
10%).  The  four  partial  sinusoidal  tones were  composed  of  the  first  four  formants  of  the 
vowel (458, 1370, 2054, and 3537Hz).  
Sorokin  and  colleagues  (2010)  compared  complex  disharmonic  non‐speech  stimuli  to  CV 
syllables. Five different deviants were presented within a multifeature paradigm (Näätänen 
et  al., 2004)  for both  the  speech  and  the non‐speech  condition:  change of  vowel  (/i:/  vs. 
/e:/), consonant  (/p/ vs. /k/), vowel duration  (decrement of 50ms),  frequency  (+/‐8%), and 
intensity (+/‐6dB). Significant differences of the MMN amplitudes between the speech and 
non‐speech stimuli were observed  for  the change of vowel and  frequency, but not  for  the 
durational deviants. 
Jaramillo and colleagues  (1999) proposed  that  there might be an  interaction between  the 
direction  of  duration  change  (increment  versus  decrement)  and  type  of  stimulus  (speech 
versus non‐speech). They compared the vowel /a/, a  low pass‐filtered version of this vowel 
(cutoff of  all  frequencies beyond  F2), noise,  and  a  single  sinusoidal  tone  (540Hz).  For  the 
durational decrement, the MMNs of the speech stimuli were larger compared to the MMNs 
of non‐speech stimuli. Conversely, the non‐speech stimuli evoked a  larger MMN compared 
to the speech stimuli, when duration was  increased. However, this observation failed to be 
replicated  in  some  studies dealing with  the durational MMN; Amenedo and Escera  (2000) 
and Jaramillo and colleagues (2000) investigated the role of direction in the durational MMN 
for  non‐speech  stimuli  (sinusoidal  tones  and white  noise). Neither  of  them  reported  any 
effects of direction. The first study which investigated the MMN for duration increments and 
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decrements  (Näätänen,  Paavilainen,  &  Reinikainen,  1989)  did  not  report  any  effects  of 
direction either. There is even one study in which a 50% decrease in tone duration evoked a 
greater MMN  compared  to  an  increment  (Colin et  al., 2009). How  can  these  inconsistent 
results of the temporal MMN be explained?  
The answer  is provided by two studies  in which the same stimulus calculation method was 
used (Peter, McArthur, & Thompson, 2010; Takegata, Alku, Ylinen, & Näätänen, 2008). Their 
approach  controls  for biases  induced by  the properties of  the  stimuli, as each  stimulus  is 
used as standard and deviant in a separate block. Takegata and colleagues (2008) compared 
the  vowel  /e/,  the  chord A major, white  noise  and  a  single  sinusoidal  tone  (450Hz).  The 
interaction between direction of duration change and stimulus type as reported by Jaramillo 
and colleagues (1999) was only found for the noise stimulus. The MMN evoked by the vowel 
was  higher  than  the  MMN  of  the  sinusoidal  tone  for  both  duration  increment  and 
decrement. The MMN of the chord was comparable in size to the MMN of the vowel.  
Peter  and  colleagues  (2010)  compared  the  traditional  calculation  method  to  the  same 
stimulus  calculation method used by Takegata and  colleagues  (2008). They  compared  the 
size of  the MMN  to duration  increments  (200 versus 300ms) and decrements  (300 versus 
200ms)  in a single sinusoidal tone of 1000Hz. The size of the MMN was only  increased  for 
the duration  increment  in the traditional method. This means that the  interaction reported 
by  Jaramillo and colleagues  (1999) might not have been  found  if  they had used  the  same 
stimulus calculation method.  
A summary of the MMN and MMNm studies which compared the amplitude of the MMN of 
speech  to  non‐speech  stimuli with  lower  complexity  is  given  in  Table  17. All  results with 
higher  MMN  amplitudes  for  the  speech  stimuli  compared  to  the  non‐speech  ones  are 
highlighted in bold.   
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Table 17: Summary of MMN/MMNm studies, which compared the amplitude of the MMN/MMNm of 
speech  to non‐speech  stimuli with  lower complexity. Results with higher MMN amplitudes  for  the 
speech stimuli compared to the non‐speech ones are highlighted in bold. 
  Difference of the amplitude of the MMN/MMNm between speech and non‐speech stimuli
Study  Vowel change 
(timbre) 
Change of pitch Change of duration Change of consonant
Tervaniemi  
et al. (1999) 
vowel (/e/ vs. /o/) 
< chord (A major 
vs. A minor)  
   
Wunderlich  
et al. (2001). 
    /b/ vs. /d/ < 10% pitch 
change in tones 
/b/ vs. /d/ = spectral 
drift after 80ms for 1 
out of 3 sine waves 
Nikjeh et al. 
(2009) 
    /b/ vs. /d/ = 1,5 and 6% 
pitch change in sine 
waves and harmonic 
tones 
 
Jaramillo  
et al. (2001) 
vowel (/e/ vs. /o/) 
> harmonic tone 
(+8,5% pitch)  
vowel (+8,5%) = 
harmonic tone 
(+8,5%)  
vowel (‐200ms) > 
harmonic tone  
(‐200ms)  
 
 
Čeponiene  
et al. (2002) 
  vowel (+10%)
 > harmonic tone 
(+10%)  
vowel (+10%) > 
sine wave (+10%) 
vowel (‐100ms) > 
harmonic tone  
(‐100ms)  
vowel (‐100ms) > 
sine wave (‐100ms)  
 
Sorokin  
et al. (2010) 
vowel (/i:/ vs. /e:/) 
> complex non‐
speech analogue 
Vowel (+/‐8%) > 
complex non‐
speech analogue  
vowel (‐50ms) = 
complex non‐speech 
analogue (‐50ms) 
/p/ vs. /k/ = complex 
non‐speech analogue 
Jaramillo  
et al. (1999) 
    Vowel (‐80ms) > noise 
(‐80ms) 
Vowel (‐80ms) > sine 
wave (‐80ms) 
Vowel (+80ms) < noise 
(+80ms) 
Vowel (+80ms) < sine 
wave (+80ms) 
 
Takegata  
et al. (2008) 
    vowel = chord (+/‐
80/160ms) 
vowel > sine wave (+/‐
80/160ms) 
vowel > noise (‐
80/160ms) 
vowel = noise 
(+80/160ms) 
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The role of complexity in the MMN 
Some studies dealt with the question of whether the complexity of a stimulus, defined as the 
number  of  different  frequencies within  the  signal, might  influence  the magnitude  of  the 
MMN.  
Tervaniemi and colleagues (2000a) were able to show that the size of the frequency MMN of 
two single sinusoidal tones  is smaller compared to the  frequency MMN of the same tones 
which were  enriched with  two  overtones,  but  the  size  of  the MMN  does  not  grow with 
increase in number of overtones from two to four (Tervaniemi et al., 2000b).  
Takegata and colleagues (2008) reported a higher MMN to duration changes in chords than 
in sinusoidal tones.  
Zion‐Golumbic  and  colleagues  (2007)  also  investigated whether  harmonically  rich  stimuli 
(two overtones) might evoke a bigger MMN  compared  to a  single  sinusoidal  tone.  In one 
block,  the  standard  calculation method  for  the MMN  was  used.  In  another  block,  they 
controlled for differences of the N100. For the classical method, the harmonic stimuli evoked 
a higher MMN for both the pitch and duration MMN. The spectral MMN was comparable in 
size  for  both  types  of  stimuli, when  the N100 was  controlled  for. However,  there was  a 
difference in the temporal MMN, even when the N100 was controlled for.  
Moreover, Alho and colleagues (1996) were able to show that the MMNm to pitch changes 
in single tones, chords, and patterns of tones do not share the same source. 
These studies support  the  idea  that  the number of different  frequencies within a stimulus 
could modify the properties of the MMN.   
 
Spectrally rotated speech and the mismatch negativity 
As previously mentioned, the confounding factor stimulus complexity can be controlled for 
by using  spectrally  rotated  speech. To  the best of my knowledge,  there  is only one MMN 
study  in which  spectrally  rotated  speech was  used  as  non‐speech  analogue.  Davids  and 
colleagues  (2011) compared children with and without specific  language  impairment. They 
used  two  words,  /pan/  as  standard  and  /kan/  as  deviant,  and  their  spectrally  rotated 
counterparts  in  the non‐speech  condition. Both  stimulus  types evoked  a  significant MMN 
and  their sizes of  the MMN were not reported  to be different  in  the control group. These 
results coincided in line with their pilot study which included 16 healthy adults. The findings 
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suggest that speech is not processed in a special way compared to non‐speech. However, as 
already  mentioned  in  the  introduction  of  Experiment  1,  plosives  and  nasals  are  still 
perceived as consonants after the spectral rotation  (Blesser, 1972). So  it could be that the 
spectrally rotated stimuli might not be perceived as completely non‐speech like in this study.   
 
The role of the native language in the MMN 
The first evidence of a special role of the mother tongue  in  investigations dealing with the 
MMN was provided by Näätänen and colleagues (1997). One group of their participants was 
Estonian,  the other Finnish. The vowel  /e/ was used as  standard  stimulus and  the vowels 
/œ/, /o/ and /õ/ served as deviants. /õ/  is an Estonian phoneme, which  is not part of  the 
Finnish phoneme inventory. /œ/ and /o/ are found in both languages. No group differences 
were found for /œ/ and /o/, but the MMN elicited by /õ/ was smaller  in the Finnish group 
compared to the Estonian group. The authors concluded that the MMN is higher for speech 
stimuli which form part of the phoneme repertoire of the native language. 
This  phenomenon  was  also  shown  for  other  languages.  Nenonen  and  colleagues  (2003) 
compared Russian  adults who  spoke  Finnish  fluently  as  their  second  language  (Nenonen, 
Shestakova, Huotilainen, & Näätänen, 2003) to adults with Finnish as their mother tongue. In 
Finnish, quantity is phonetically relevant. This means that the duration of a sound (vowel or 
consonant) can influence the meaning of the word. The temporal MMN (200 versus 150ms) 
of a syllable (/ka/) and of a harmonic rich tone (500 + 1000 + 1500Hz) was calculated in both 
groups.  The  MMN  amplitude  was  lower  for  the  second  language  speakers  of  Finnish 
compared  to  the  native  speakers  for  the  syllables,  whereas  no  difference  was  found 
between the groups for the harmonic tones. The phoneme representations appeared to be 
acquired during early childhood.    
Kirmse and colleagues (2007) compared German and Finnish adults. Vowel quantity  is only 
important for some tense‐lax pairs in the German language, especially for the vowel pair /a/ 
‐ /a:/. Syllables  (/sasa/) and tones were used. Within the syllable, only the duration of the 
vowels was changed whereas the consonants remained stable. The latency of the temporal 
MMN was shorter  for  the Finnish participants compared  to  the German ones  for both  the 
speech  and  non‐speech  stimuli.  Contrary  to  this,  there  was  no  difference  between  the 
groups for the spectral condition of the tones. This pattern of results for non‐speech stimuli 
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was  also  reported by  Tervaniemi  and  colleagues  (2006).  Taken  together,  the participants’ 
mother tongue should always be considered while comparing different MMN studies. 
 
The role of harmony in the MMN 
The MMN can also be evoked by musical stimuli, like tones (Meyer et al., 2011; Nikjeh et al., 
2009)  and  chords  (Bergelson  &  Idsardi,  2009;  Tervaniemi  et  al.,  1999).  Tervaniemi  and 
colleagues (1999) compared the MMNm of vowels and chords. The chords evoked a higher 
MMNm  compared  to  the  vowels.  Furthermore, people who are highly  familiar  to musical 
stimuli show a larger amplitude and shorter latency of the MMN for musical stimuli (Nikjeh 
et al., 2009) and even speech stimuli  (Kühnis, Elmer, Meyer, &  Jäncke, 2013; Nikjeh et al., 
2009).  
Takegata and colleagues (2008) compared the temporal MMN for the vowel /e/, the chord A 
major, band‐pass filtered white noise, and a single sinusoidal tone. The MMN of the chord 
was comparable in size to the MMN of the vowel for the duration increment and decrement. 
The noise evoked a significantly smaller MMN than the vowel and the chord for the duration 
decrement. For the duration increment however, the noise evoked a larger MMN compared 
to the two harmonic stimuli. 
To the best of my knowledge, there is no study dealing with the question of whether there is 
a difference  in the pre‐attentive processing of harmonic and disharmonic stimuli, or not.  If 
harmonic stimuli evoke a larger MMN compared to disharmonic stimuli, the larger MMN of 
the vowels compared to the disharmonic non‐speech stimuli could be a consequence of the 
harmonic structure of the vowel and not due to differences in the processing of speech and 
non‐speech.  
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Experiment 3 
The aim of this experiment was to compare the magnitude of the MMN of speech and non‐
speech stimuli which are matched with respect to complexity and controlled for considering 
the difficulty of each contrast.  
Participants 
30 adults took part in this experiment. There was one group for each vowel type (/a/ – /a:/ 
vs. /ɪ/ ‐ /i:/). The ratio of male and female participants was equal in both groups (10 females, 
5 males). The mean age in the /a/ ‐ /a:/ group was 23.87 years, with a standard deviation of 
2.90 years. The  range was 19  to 30 years. The mean age of  the  /ɪ/  ‐  /i:/ group was 22.47 
years, with a  standard deviation of 2.92  years. The  range was 18  to 30  years. A  t‐test of 
independent  samples  and  the  Levene‐test did not  reveal  any differences of  age  between 
both groups in relation to the mean (t(28) = 1.32, p = .20) or the standard deviation (F(1,28) 
= 0.03, p =  .86). All of participants were  students of  the University of Mainz, except  two 
persons.  No  one  reported  impaired  hearing.  All  were  native  speakers  of  German.  Both 
groups were matched with respect to their former musical education.  
Material 
This  experiment  included  a  subset  of  the  stimuli  of  Experiment  2.  Three  stimulus  types 
(vowel  center  stimuli  with  full  spectrum,  spectrally  rotated  vowel  center  stimuli  with 
complete spectrum and the bands of formants based on the vowel center stimuli) and both 
vowel types (/a/  ‐ /a:/ and /ɪ/  ‐ /i:/) were  included. The shortened version of the originally 
long vowel was not included (vam75, vim51, ram75, rim51, bam75, bim51) (see Table 18 and 
19 for an overview).  
Task 
All  participants  started  with  the  EEG  session,  which  was  composed  of  three  blocks. 
Afterwards, the same stimuli were presented within an active same‐different task. A passive 
oddball  task was  used.  Participants watched  a  silent movie  and were  asked  to  ignore  all 
auditory stimuli, which were presented via headphones.  
Comparable to the Experiments 1 and 2, all stimuli were presented within a same‐different 
task during the behavioral task. The stimulus onset asynchrony (SOA) was the same as in the 
oddball  task  (500ms).  To  rule  out  any  effects  of  handedness  on  reaction  time,  key 
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assignments were counterbalanced. There was a short practice block comprised of 8 trials to 
familiarize  participants with  the  task. During  these  trials  there was  an  acoustic  feedback 
following  incorrect button presses. No  feedback was given during  the experimental block. 
There  was  no  time  limit  for  the  participants’  response.  The  inter‐trial  interval  (ITI)  was 
2000ms. 
 
Apparatus 
All  stimuli were  presented with  an  external  soundcard  (UGM96,  ESI Audiotechnik GmbH, 
Leonberg,  Germany)  binaurally  via  closed  headphones  (Beyerdynamic  DT  770)  with  an 
intensity  of  66  dB  (SPL)  or  60dB(A),  respectively.  The  intensity  was  measured  with  an 
artificial head  (HSM  III.0, HEAD acoustics, Aachen, Germany). The operating system on the 
laptop  was  Windows  XP.  Presentation  (version  14.5,  Neurobehavioral  Systems,  Albany, 
California) was  used  to  control  the  experimental  protocol.  All  sessions  took  place  in  an 
acoustically attenuated and electrically shielded chamber.  
The  electroencephalogram  (EEG)  was  recorded  continuously  with  a  SynAmps  amplifier 
(Neuroscan, Sterling, VA). The electrode  impedance was kept under 5kOhm. Seven Ag/AgCl 
electrodes were attached according  to  the 10‐20‐system at  the  following positions: F3, Fz, 
F4, Cz, Pz and additionally upon the left and right mastoid (LM and RM) (see Figure 38). The 
reference  electrode  was  placed  on  the  tip  of  the  nose.  The  vertical  and  horizontal 
electrooculogram  (EOG)  was  recorded  additionally  to  control  for  eye  movements.  The 
sampling rate was 500Hz and an online notch filter (50Hz) was applied. 
 
Design 
The design of the experiment was similar in the oddball and same‐different task: There were 
two Vowel types: /a/ ‐ /a:/ and /ɪ/ ‐ /i:/. In this experiment, the Vowel type was a between 
subject  factor. Taken  together,  there were  three Stimulus  types: vowel center stimuli with 
full  spectrum,  spectrally  rotated  vowel  center  stimuli  with  full  spectrum  and  bands  of 
formants based on the vowel center stimuli with the full spectrum. There was one block for 
each stimulus type and the order of the blocks was counterbalanced between participants in 
the oddball  task. During  the  same‐different  task, all  stimulus  types were presented within 
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one block. In both the oddball and the same‐different task, there were two types of Auditory 
contrast: temporal and spectral. 
Within each oddball block, both types of auditory difference were presented (see Table 18). 
There was one block for each type of stimulus (vowel center stimuli, spectrally rotated vowel 
center stimuli, bands of  formants). The sequence of the blocks was counterbalanced. Each 
block was comprised of 2000 stimuli: 1600 standard stimuli (p = 0.8) and 400 deviant stimuli, 
200  for each  type  (ptemporal = 0.1, pspectral = 0.1).   The  stimulus onset asynchrony was kept 
constant at 500ms during the experiment. At the beginning of each block, 14 standards were 
presented. During  the  entirety  of  the  experiment  there were  at  least  3  standard  stimuli 
before each deviant.  
 
 
 
Figure 38: Positions of electrodes used in Experiment 3 and 4 according to the 10‐20‐system. 
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Table 18: Experimental design of all trials with stimuli based on /a/ ‐ /a:/ and /ɪ/ ‐ /i:/ in the oddball 
paradigm. 
 
Deviant   
Standard 
N = 1600 
p = 0.8 
Temporal 
N = 200 
p = 0.1 
Spectral 
N = 200 
p = 0.1 
Vowel center stimuli (VC)  Vao75/Vio51  Vao145/Vio93   Vam145/Vim93 
Spectrally rotated vowel center stimuli 
(RVC)  Rao75/Rio51  Rao145/Rio93  Ram145/Rim93 
Bands of formants (BFVC)  Bao75/Bio51  Bao145/Bio93  Bam145/Bim93 
 
The  active  discrimination  task  comprised  216  trials.  The  complete  design  is  illustrated  in 
Table 19. The order of the trials  in each block was pseudo randomized  in accordance with 
the  following  rules: There were no more  than  three  trials  in sequence which  required  the 
same response. In addition, the type of stimulus was changed at least after every third trial.   
Table 19: Experimental design of all trials with stimuli based on /a/  ‐ /a:/ and /ɪ/  ‐ /i:/  in the same‐
different task. 
  Different condition  Same condition 
Temporal  Spectral 
VC 
Vao75 vs. Vam145/ 
Vio51 vs. Vim93 
 (18x) 
Vao145 vs. Vam145/ 
Vio93 vs. Vim93 
 (18x) 
Vao75 vs. Vao75  
Vao145 vs. Vao145  
Vam145 vs. Vam145/ 
Vio51 vs. Vio51  
Vio93 vs. Vio93  
Vim93 vs. Vim93 
(12x) 
RVC 
Rao75 vs. Ram145/ 
Rio51 vs. Rim93 
 (18x) 
 
Rao145 vs. Ram145/
Rio93 vs. Rim93 
 (18x) 
 
Rao75 vs. Rao75 
Rao145 vs. Rao145 
Ram145 vs. Ram145/ 
Rio51 vs. Rio51 
Rio93 vs. Rio93 
Rim93 vs. Rim93 
(12x) 
BFVC 
Bao75 vs. Bam145/ 
Bio51 vs. Bim93  
(18x) 
Bao145 vs. Bam145/ 
Bio93 vs. Bim93  
(18x) 
Bao75 vs. Bao75  
Bao145 vs. Bao145  
Bam145 vs. Bam145/ 
Bio51 vs. Bio51 
Bio93 vs. Bio93 
Bim93 vs. Bim93 
(x12) 
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Dependent variables 
All  EEG  analyses were  performed with  the Matlab  (version  R2011A; Mathworks)  toolbox 
ERPLAB (Luck & Lopez‐Calderon, 2013), which is integrated in the EEGLAB toolbox (Delorme 
& Makeig,  2004).  First,  an  offline  band‐pass  filter  ranging  from  1  to  30Hz was  used.  The 
event  related  potentials  (ERPs) were  computed  separately  for  the  three  types  of  stimuli, 
standards  and  deviants.  The  time  window  ranged  from  200ms  before  to  500ms  after 
stimulus onset. The first 200ms served as the baseline for the averaged signal. The first 10 
standards of each block and all epochs containing eye movements greater than 75µV were 
excluded.  The  dependent  value  was  the  area  under  the  difference  curve  within  a  time 
window  of  50ms  around  the  peak  latency  (Beauchemin  &  Beaumont,  2005).  First,  the 
difference  curve  for  each  type  of  stimulus  was  formed  by  subtracting  the  ERP  of  the 
standard from the ERP of the deviant: ERPdeviant ‐ ERPstandard  (see Figure 39).  
 
Figure 39: ERP curve evoked by the standard (black) and deviant (grey) stimulus. The difference curve 
(black dashed) is calculated by the following formula: ERPdeviant ‐ ERPstandard. 
 
The peak  latency of each difference curve was established within a  time window between 
100 and 300ms.  The size of the MMN was estimated as the area under the difference curve 
ranging from 25ms before to 25ms after the peak latency (see Figure 40). 
For the behavioral data the discrimination index d’ (see Experiment 1) and reaction times of 
correct responses (see Experiment 1) were calculated. 
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Figure 40: Example of  a difference  curve. The dependent  value  is  the  area under  this  curve  from 
25ms before to 25ms after the peak latency.  
 
 
peak latency at 242ms 
area under the
 difference curve  
between 217 and 267ms 
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Hypotheses 
(1) If  speech  is processed differently  and more efficiently  compared  to non‐speech  as 
revealed by  the MMN  independently of  complexity of  the  stimuli  (see  the domain 
specific models), the following pattern of results should occur: 
b) The magnitude  of  the MMN  should  be  larger  for  the  vowel  center  stimuli 
compared to the MMN of the spectrally rotated vowel center stimuli and the 
bands of formants 
c) There should be no difference between the spectrally rotated vowels and the 
bands of formants concerning the magnitude of the MMN 
(2) If the size of the MMN is dependent on the complexity (see the cue specific models) 
and the “speechness” of the stimuli (see the domain specific models), the following 
pattern of results should occur:  
a) The magnitude  of  the MMN  should  be  larger  for  the  vowel  center  stimuli 
compared to the MMN of the spectrally rotated vowel center stimuli and the 
bands of formants 
b) There should be a difference between the spectrally rotated vowels and the 
bands of formants concerning the magnitude of the MMN 
(3) If the size of the MMN is only dependent on the complexity of each stimulus (see the 
cue specific models), the following pattern of results should occur: 
a) The magnitude of the MMN should be equal for the vowel center stimuli and 
the spectrally rotated vowel center stimuli  
b) There should be a difference between the spectrally rotated vowels and the 
bands of formants concerning the magnitude of the MMN 
(4) As  the  speech  stimuli  are  based  on  the German  vowel  system  (see  Chapter  1),  a 
different pattern of results is expected for the vowel pairs /a/ ‐ /a:/ and /ɪ/ ‐ /i:/: 
a) For the vowel pair /a/ ‐ /a:/, the temporal MMN should be larger compared to 
the spectral MMN 
b) For the vowel pair /ɪ/ ‐ /i:/, the spectral MMN should be  larger compared to 
the temporal MMN 
(5) Concerning  the behavioral data,  the  same pattern of  results  as  in  Experiment  1  is 
expected (see Chapter 2) 
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Results 
The  average  of  rejected  trials  is  depicted  in  Table  20. All  ERPs  and  difference waves  are 
depicted  in Figures 41 and 42. T‐tests for one sample based on the area of MMN revealed 
that the MMN was observed for every condition (see Table 21). 
Table 20: Mean, standard error and maximum of rejected trials for the vowel pair /a/ ‐ /a:/ and /ɪ/ ‐ 
/i:/ in Experiment 3. 
Vowel type  /a/ ‐ /a:/  /ɪ/ ‐ /i:/ 
Mean  Standard error Maximum Mean  Standard error  Maximum
VC 
Temporal deviant  50.61  7.16  120  34.80  5.70  77 
Spectral deviant  47.60  6.70  115  39.00  5.07  76 
Standard  390.83  54.81  917  308.16 44.29  582 
RVC 
Temporal deviant  46.53  7.09  112  39.93  6.16  85 
Spectral deviant  47.87  6.77  111  43.80  6.80  98 
Standard  387.63  52.51  885  310.27 50.92  704 
BFVC 
Temporal deviant  43.4  6.28  98  41.00  5.43  81 
Spectral deviant  38.4  5.59  92  39.60  5.88  79 
Standard  343.57  47.54  818  318.61 46.89  651 
 
Table 21: T‐tests for one sample based on the area of the MMN for each stimulus type, vowel type 
and auditory contrast. 
    /a/ ‐ /a:/  /ɪ/ ‐ /i:/ 
Stimulus type  Condition t(14)  p  t(14)  p 
Vowel center  Temporal 11.45 < .01 8.47  < .01 
Vowel center  Spectral  8.84  < .01 7.93  < .01 
Spectrally rotated vowel Temporal 5.97  < .01 5.07  < .01 
Spectrally rotated vowel Spectral  8.77  < .01 7.55  < .01 
Bands of formants  Temporal 6.89  < .01 6.41  < .01 
Bands of formants  Spectral  7.08  < .01 5.76  < .01 
 
Three mixed model ANOVAs were  conducted  for  the within  factors,  Stimulus  type  (vowel 
center stimuli, spectrally rotated vowel center stimuli with full spectrum, bands of formants) 
and type of Auditory contrast (temporal, spectral) and the between factor Vowel type (/a/ ‐ 
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/a:/, /ɪ/ ‐ /i:/). There was one ANOVA for each dependent variable (area of MMN, d’, reaction 
time). Every  time  the assumption of sphericity was  rejected, as  revealed by  the Mauchly’s 
test, degrees of freedom were corrected according to Greenhouse Geisser. The alpha value 
of the post hoc t‐tests was always adjusted following the Bonferroni correction. 
 
 
Figure 41: ERPs at Fz for each stimulus type (vowel center stimuli at the top, spectrally rotated vowel 
center stimuli in the middle, bands of formants at the bottom), vowel type (/a/ ‐ /a:/ on the left side, 
/ɪ/ ‐ /i:/ on the right side). The ERPs of the standards are represented by the black solid line. The ERPs 
of the temporal deviants are represented by the black dashed line and spectral deviants by the grey 
solid line. 
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Figure 42: Difference waves at Fz for each stimulus type (vowel center stimuli at the top, spectrally 
rotated vowel center stimuli in the middle, bands of formants at the bottom), vowel type (/a/ ‐ /a:/ 
on  the  left  side,  /ɪ/  ‐  /i:/  on  the  right  side).  The  difference waves  of  the  temporal  deviants  are 
represented by the dashed black line and spectral ones by the solid grey line. 
 
The results of the ANOVA for the area of the MMN at Fz are reported in Table 22. The means 
and standard errors of each condition are shown  in Figure 43. There was a significant main 
effect of Stimulus type (F(2,56) = 14.26, p < .01). Vowel center stimuli evoked a significantly 
larger MMN area compared to spectrally rotated vowel center stimuli (t(29) = 5.35, p < .01, d 
= 1.00) and compared to the bands of formants (t(29) = 3.67, p < .01, d = 0.87). There was no 
difference between the area of the MMN of the spectrally rotated vowels and the bands of 
formants (t(29) = ‐0.48, p = .63). There was no significant main effect of Vowel type (F(1,28) = 
 Chapter 4: The role of complexity in the processing of speech and non‐speech as revealed by MMN	   110 
 
0.04, p = .85). A significant difference between the spectral and temporal deviant (F(1,28) = 
6.06, p = .02) was found. The spectral deviant evoked a larger area of MMN compared to the 
temporal deviant (t(29) = 2.35, p = .03, d = 0.44). 
 
Table 22: Results of the analysis of variances based on the area of the MMN in Experiment 3. 
Factor  F  df(factor)  df(error)  p  partial eta² 
Type of stimulus  14.26  2  56  < .01  .34 
Type of vowel  0.04  1  28  .85  < .01 
Auditory contrast  6.06  1  28  .02  .18 
Type of stimulus * vowel  1.50  2  56  .23  .05 
Type of stimulus * auditory 
contrast  2.37  2  56  .10  .08 
Vowel * 
auditory contrast  3.93  1  28  .06  .12 
Type of stimulus * vowel * 
auditory contrast  4.32  2  56  .02  .13 
 
 
 
Figure  43: Means  and  standard  errors  of  the  area  of MMN  for  each  experimental  condition  of 
Experiment 3.    
 
The  interactions between Stimulus and Vowel  type  (F(2,56) = 1.50, p =  .23), Stimulus  type 
and Auditory contrast (F(2,56) = 2.37, p = .10) and Auditory contrast and Vowel type (F(1,28) 
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=  3.93,  p  =  .06)  did  not  reach  significance.  There was  a  significant  interaction  between 
Stimulus  type,  Vowel  type  and  Auditory  contrast  (F(2,56)  =  4.32,  p  =  .02).  This  triplet 
interaction seems to be based on an  interaction between the Vowel type and the Auditory 
contrast  in  the vowel center  stimuli. To  test  this  idea,  two additional analyses of variance 
were conducted: One  for the vowel center stimuli and one  for the non‐speech stimuli. For 
the vowel center stimuli, there was a significant  interaction between Stimulus type and the 
Auditory  contrast  (F(1,28)  =  16.89,  p  <  .01).  For  the  vowel  pair  /a/  ‐  /a:/,  the  temporal 
deviant evoked a larger area of MMN compared to the spectral one (t(14) = 3.03, p = .02, d = 
0.66). For the vowel pair /ɪ/  ‐ /i:/, the spectral deviant evoked a  larger MMN compared to 
the temporal one (t(14) = ‐2.79, p = .03, d = 0.60). This pattern of results is illustrated in the 
upper part of Figure 42. Contrary to this, the interaction between type of vowel and auditory 
contrast did not reach significance for the two non‐speech stimulus types (F(1,28) = 0.90, p = 
.35 for the spectrally rotated vowels and F(1,28) = 0.15, p = .70 for the bands of formants). 
The results of the analysis of variance with d’ as dependent value are illustrated in Table 23 
and Figure 44. 
Table 23: Results of the analysis of variances based on d’ in Experiment 3. 
Factor  F  df(factor)  df(error)  p  partial eta² 
Stimulus type  4.03  2  56  .02  .13 
Vowel type  0.89  1  28  .35  .03 
Auditory contrast  11.45  1  28  < .01  .29 
Stimulus * Vowel type  0.07  2  56  .93  < .01 
Stimulus type * Auditory 
contrast  2.08  2  56  .14  .07 
Vowel type * 
Auditory contrast  11.03  1  28  < .01  .28 
Stimulus * Vowel type * 
Auditory difference  3.60  2  56  .03  .11 
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Figure 44: Means and standard errors of d’ for each experimental condition of Experiment 3.    
 
The ANOVA revealed a significant main effect of Stimulus type (F(2,56) = 4.03, p =  .02) and 
Auditory contrast  (F(1,28) = 11.45, p <  .01). Discrimination of the vowel center stimuli was 
more  difficult  compared  to  the  bands  of  formants  (t(29)  =  ‐2.69,  p  =  .04,  d  =  0.49).  The 
spectrally rotated stimuli were slightly easier to discriminate compared to the vowel center 
stimuli, but this difference did not reach significance  (t(29) = 1.42, p =  .16). The difference 
between  the  spectrally  rotated  vowels  and  the  bands  of  formants  was  not  statistically 
significant either (t(29) = ‐1.56, p = .13). 
The  spectral difference was easier  to discriminate  compared  to  the  temporal one  (t(29) = 
2.29, p < .01, d = 0.53). The interactions between Stimulus and Vowel type (F(2,56) = 0.07, p 
=  .93)  and  between  Stimulus  type  and Auditory  contrast  (F(2,56)  =  2.08, p  =  .14) did not 
reach  significance. However,  there was  a  significant  interaction  between Vowel  type  and 
Auditory  contrast  (F(1,28)  =  11.03,  p  <  .01).  The  temporal  condition  tended  to  be more 
difficult  for the vowel pair /a/  ‐ /a:/ compared to the vowel pair /ɪ/  ‐ /i:/  (t(29) = 2.20, p = 
.07). For the spectral condition, no difference between the two vowel types was found (t(29) 
= ‐1.19, p = .24). 
There  was  a  significant  interaction  between  Stimulus  type,  Vowel  type,  and  Auditory 
difference (F(2,56) = 3.6, p = .03). This triplet interaction might be explained by the fact that 
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the interaction between Vowel type and Auditory contrast seems to be more salient for the 
vowel center stimuli compared to the two non‐speech conditions (see Figure 44). 
As the spectrally rotated vowel center stimuli used  in this experiment  included frequencies 
beyond 4000Hz, performance  for  these  stimuli was  compared  to  the performance  for  the 
conventional  spectrally  rotated  stimuli used  in  Experiment  1 with  t‐tests  for  independent 
samples. No  systematic  difference  concerning  the  discrimination  performance  of  the  two 
experiments was found (see Table 24 and Figure 45). 
Table 24: Results of the t‐tests for  independent samples comparing the discrimination performance 
for the spectrally rotated vowel center stimuli of Experiments 1 and 3.   
Vowel type  Auditory contrast t  df  p 
/a/ ‐ /a:/  Temporal  0.08  38 .94
Spectral  0.16  38 .88
/ɪ/ ‐ /i:/  Temporal  ‐1.1  38 .27
Spectral  ‐0.80 38 .43
 
 
 
Figure  45:  Comparison  of  the  discrimination  performance  for  the  spectrally  rotated  vowel  center 
stimuli of Experiments 1 and 3. 
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The last analysis of variance was based on the mean reaction times of correct responses and 
the results are depicted in Table 25 and Figure 46. 
Table 25: Results of the analysis of variance based on reaction times in Experiment 3. 
Factor  F  df(factor)  df(error)  p  partial eta² 
Stimulus type  0.54  2  56  .58  .02 
Vowel type  1.36  1  28  .25  .05 
Auditory contrast  54.89  1  28  < .01  .66 
Stimulus * Vowel type  0.23  2  56  .80  < .01 
Stimulus type * 
Auditory contrast  7.88  2  56  < .01  .26 
Vowel type * 
Auditory contrast  7.28  1  28  .01  .21 
Stimulus * Vowel type * 
Auditory difference  9.71  2  56  <.01  .26 
 
 
 
Figure  46:  Means  and  standard  errors  of  the  reaction  times  for  each  experimental  condition  of 
Experiment 3.  
 
The main effects of Stimulus type (F(2,56) = 0.54, p = .58) and Vowel type (F(1,28) = 1.36, p = 
.25) did not  reach  significance.  There was  a  significant main effect of Auditory Difference 
(F(1,28) = 54.89, p = < .01). The spectral condition was discriminated faster compared to the 
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temporal condition (t(29) = ‐6.72, p < .01, d = ‐1.24). The interaction between Stimulus type 
and Vowel type did not reach significance (F(2,56) = 0.23, p = .80). However, the interactions 
between Stimulus type and Auditory contrast (F(2,56) = 7.88, p <  .01), between Vowel type 
and Auditory contrast (F(1,28) = 7.28, p =  .01) and between Stimulus type, Vowel type, and 
Auditory  contrast  (F(2,56)  =  9.71,  p  <  .01)  reached  significance.  To  examine  these 
interactions, two additional analyses of variance were conducted, one for the vowel center 
stimuli  and  one  for  the  two  non‐speech  conditions.  There  was  a  significant  interaction 
between the Vowel type and Auditory contrast in the vowel center stimuli (F(1,28) = 17.70, p 
< .01). This interaction was not significant for the non‐speech stimuli (F(1,28) = 0.30, p = .59). 
To  rule  out  any  speed‐accuracy  trade  off,  the  correlation  between  the  accuracy  of  the 
answer  (0  =  error,  1  =  correct  response)  and  the  reaction  time  was  calculated.  The 
correlation was r = ‐.03 (p = .01). 
 
Discussion 
The aim of this experiment was to find out whether speech and non‐speech stimuli with the 
same complexity might be processed differently by the human brain. The MMN was used as 
index  of  pre‐attentive  auditory  discrimination  and  compared  to  the  discrimination 
performance in an active same‐different task with the same stimulus set. 
 
Role of “speechness” and complexity in the MMN 
The analysis of variance based on the area of the MMN revealed a main effect of stimulus 
type. Vowel center stimuli evoked a  larger MMN compared to the spectrally rotated vowel 
center stimuli and the bands of  formants. No difference was  found between the two non‐
speech stimulus types. This pattern of results goes in line with Hypothesis 1 and the domain 
specific models. The vowel center stimuli and the spectrally rotated vowel center stimuli are 
matched  with  respect  to  complexity.  This  means  that  the  same  number  of  different 
frequencies is included in both signals at each time point. If the different size of the MMN of 
speech and non‐speech stimuli in previous experiments was mediated by the complexity of 
the  stimuli  (Hypothesis  3,  cue  specific  models),  there  should  have  been  no  differences 
between  the  vowel  center  stimuli  and  the  spectrally  rotated  vowel  center  stimuli. 
Nevertheless,  it  might  be  possible  that  speech  stimuli  are  processed  more  efficiently 
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compared  to non‐speech, however,  this relation does not  rule out any additional effect of 
complexity (Hypothesis 2, a combination of the domain specific and cue specific models). In 
this scenario, one would expect a larger MMN for the vowel center stimuli compared to the 
spectrally  rotated  vowel  center  stimuli.  There  should  also  be  an  additional  difference 
between  the  two  non‐speech  stimulus  types,  as  the  bands  of  formants  show  a  lower 
complexity than the spectrally rotated vowel center stimuli. The difference between the two 
stimulus types was far from reaching significance. As such, an additional effect from stimulus 
complexity  seems  to  be  unlikely.  In  summary,  stimulus  complexity  does  not  explain 
differences in the size of the MMN of speech and non‐speech stimuli in this experiment.  
Although the vowel center stimuli were harder to discriminate compared to the non‐speech 
stimuli, they were processed more efficiently by the brain, as they evoked a  larger area of 
MMN. This finding coincides with the concept of language specific phoneme representations 
(Näätänen et al., 1997). It was shown that vowels evoke a larger MMN when they are part of 
the participants’ mother tongue.  
 
Influences of the German vowel system 
The vowel center stimuli are based on the German vowel system (see Chapter 2). This is the 
reason why there should be a larger MMN for the salient conditions: For the vowel pair /a/ ‐ 
/a:/, the temporal MMN should be larger than the one for the spectral condition and for the 
vowel pair /ɪ/ ‐ /i:/, the spectral MMN should be  larger than the temporal one (Hypothesis 
4). There was a significant  interaction between type of vowel and auditory contrast for the 
vowel  center  stimuli. As  illustrated  in  Figures  42  and  43,  the  temporal  contrast evoked  a 
larger area of MMN compared to the spectral one for the vowel pair /a/ ‐ /a:/, whereas the 
opposite pattern of results was found for the vowel pair /ɪ/ ‐ /i:/. The difference between the 
vowel  center  stimuli  and  the  two non‐speech  stimulus  types was  therefore  largest  in  the 
salient  conditions, namely  for  the  temporal  condition of  the vowel pair  /a/  ‐  /a:/ and  the 
spectral condition of the vowel pair /ɪ/ ‐ /i:/.  
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The relation between the MMN and the active discrimination performance 
The analysis of variance based on the discrimination index d’ also revealed a significant main 
effect  of  stimulus  type.  However,  performance  for  the  vowel  center  stimuli  was  worse 
compared  to  the  two  non‐speech  stimulus  types.  This means  that  the  expected  positive, 
linear relation between the discrimination performance and the size of the MMN (see e.g., 
Aaltonen  et  al.,  1994;  Lang  et  al.,  1990;  Pakarinen  et  al.,  2007) was  not  found  between 
different  stimulus  types.  Contrary  to  this,  within  one  type  of  stimulus,  discrimination 
performance  and  the  area  of  the  MMN  went  into  the  same  direction:  The  interaction 
between  type of  vowel  and  auditory  contrast was  found  for  the behavioral data  and  the 
MMN. Discrimination  for  the vowel pair  /a/  ‐  /a:/ was better and  faster  for  the  temporal 
compared  to  the  spectral  condition  and  the  temporal MMN was higher  compared  to  the 
spectral  one.  For  the  vowel  pair  /ɪ/  ‐  /i:/  the  opposite  pattern  of  results  was  found: 
discrimination was better and  faster  for  the  spectral  condition  compared  to  the  temporal 
one  and  the  area  of  the MMN was  also  higher  for  the  spectral  contrast.  The  interaction 
between  type of vowel and auditory contrast was only  found  for  the vowel center stimuli 
and not  for  the  two non‐speech  stimulus  types.  To  sum  up, within one  type of  stimulus, 
conditions which were discriminated more easily and more rapidly, also lead to a higher area 
of MMN. However,  this  relation between discrimination performance  and  the  size of  the 
MMN was not found between the speech and non‐speech stimuli.  
 
The role of the size of contrast in the MMN 
Based  on  the  assumption  that  speech  stimuli  are  always  processed  more  efficiently 
compared to non‐speech, one would have expected to find a larger MMN for speech stimuli 
in all studies that deal with speech and non‐speech stimuli. Results however are mixed. Only 
a few studies report a higher MMN for speech stimuli compared to non‐speech stimuli (see 
Table  17  for  a  summary).  These  experiments  share  one  property:  The  difficulty  of  the 
contrasts was kept constant in these experiments (e.g., 10% increment of pitch or a duration 
decrement from 400ms to 200ms). This implies that the same size of contrast was used for 
speech and non‐speech stimuli.  
Contrary  to  this,  there  are  some  studies  in which  the  difficulty  of  the  contrast was  not 
matched: In the experiment of Tervaniemi and colleagues (1999), /e/ and /o/ were used  in 
the  speech  condition  and A major  and A minor  in  the  non‐speech  condition.  The  chords 
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evoked a higher MMNm compared to the vowels. It would appear doubtful that the amount 
of  spectral  change  is  the  same  for  both  conditions.  Another  example  is  the  study  of 
Wunderlich and colleagues (2001). They used /bæd/, /dæd/, /bæ/, and /dæ/  in the speech 
condition. For the non‐speech condition, they used tones with a 10% pitch  increment.  It  is 
not  surprising  that  such  a  large  contrast  evoked  a  larger MMN  compared  to  the  small 
contrast between /d/ and /b/ in the speech condition. The same approach was also chosen 
in a study by Nikjeh and colleagues  (2009). They compared  the MMN of pure  tones  (1.5% 
and 6% pitch change) and harmonic tones with three overtones (1.5% and 6% pitch change) 
to the MMN evoked by the speech syllables /ba/ and /da/. In this case, the spectral contrast 
of the non‐speech stimuli was much smaller compared to those  in the study of Wunderlich 
and  colleagues  (2001). As  a  consequence,  they  did  not  find  any  differences  between  the 
speech and non‐speech stimuli. Nevertheless,  it seems doubtful  that a pitch change of 6% 
represents the same difficulty as the contrast between /b/ and /d/. This could be why they 
did not find a larger MMN for the speech stimuli. All things considered, the mixed pattern of 
results appears  to be a consequence of  the different contrasts  for speech and non‐speech 
stimuli. Most studies  in which  the contrasts were equally difficult on  the physical  level  for 
the speech and non‐speech stimuli reported enhanced processing of speech stimuli.  
It  would  be  useful  to  provide  additional  discrimination  indexes  based  on  active 
discrimination  tasks  to  control  for  the  difficulty  of  contrasts. However,  the  vowel  center 
stimuli  and  the  spectrally  rotated  vowel  center  stimuli  are  not matched  concerning  one 
property, as only the vowel center stimuli show a harmonic structure. 
 
The role of harmony 
To my knowledge, there  is no MMN study dealing with the question of whether harmonic 
stimuli might be processed more efficiently compared to disharmonic ones. According to the 
cue specific models of speech perception, it could be possible that the difference of the size 
of  the MMN  between  the  vowel  center  stimuli  and  the  spectrally  rotated  vowel  center 
stimuli  could  be  mediated  by  the  harmonic  structure  of  the  vowel.  Experiment  4  was 
conducted to investigate this question. 
 Chapter 4: The role of complexity in the processing of speech and non‐speech as revealed by MMN	   119 
 
Experiment 4 
The vowel center stimuli and spectrally  rotated vowel center stimuli used  in Experiment 3 
were  matched  with  respect  to  complexity.  Nonetheless,  only  the  vowel  center  stimuli 
showed  a  harmonic  structure.  The  aim  of  Experiment  3  was  to  find  out  whether  the 
difference  between  the  size  of  the MMN  of  the  vowel  center  stimuli  and  the  spectrally 
rotated  vowel  center  stimuli  could  be  explained  by  the  fact  that  only  the  vowel  center 
stimuli  are harmonic. To  achieve  this  goal,  two non‐speech  stimulus  types with  the  same 
complexity  were  compared:  one  with  a  harmonic,  the  second  one  with  a  disharmonic 
structure.  
Participants 
Fourteen adults (5 male) took part in the experiment. All of them had previously participated 
in Experiment 3. Ten were members of the /ɪ/  ‐ /i:/ group. The mean age was 23.14 years 
with a standard deviation of 3.42 years. The range was 18 to 30 years.   
 
Material, Task, and Apparatus 
During  the harmonic condition,  two different  tones were used. These  tones had  the same 
pitch as  the vowel center stimuli  in Experiment 3  (186Hz). The  tones were generated by a 
clarinet and a saxophone. As a result, the two tones differed only with respect to timbre. The 
duration was matched to the vowel /a:/ of Experiment 3 (145ms). To create two disharmonic 
stimuli with  the same complexity, both  tones were spectrally rotated  (see Chapter 2). The 
modified version as described  in Chapter 3 was chosen to receive spectrally rotated stimuli 
with a complete spectrum. The spectrograms of the tones and the spectrally rotated tones 
are illustrated in Figure 47. 
A classical oddball paradigm was used. Participants were seated  in a comfortable chair and 
asked  to  ignore all auditory  stimuli while watching a  silenced  film. The apparatus was  the 
same as in Experiment 3. 
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Figure 47: Spectrograms of the tones and spectrally rotated tones used in Experiment 4. 
 Chapter 4: The role of complexity in the processing of speech and non‐speech as revealed by MMN	   121 
 
Design 
There were  separate  blocks  for  the  tones  and  the  spectrally  rotated  tones.  Additionally, 
every stimulus was presented as standard  in one block and as deviant  in another.  In total, 
four blocks were presented to each participant. The sequence of the blocks was mixed  for 
each subject. Each block contained 1050 standard stimuli (p = 84%) and 200 deviant stimuli 
(16%). The SOA was 500ms.   
Dependent variables 
First, an offline band‐pass filter ranging from 1 to 30Hz was used. The ERPs were computed 
separately  for each standard and deviant. The  time window ranged  from 200ms before  to 
500ms after stimulus onset. The first 200ms served as baseline for the averaged signal. The 
first 10 standards of each block and all epochs containing eye movement  larger than 75µV 
were excluded.  
The dependent value was the area under the difference curve within a 50ms time window 
around the peak latency (see Experiment 3). The peak latency was estimated at the fronto‐
central electrode. As each stimulus was presented once as standard and once as deviant, the 
difference  curve was  calculated with  the  following  formula: deviant  (cla) + deviant  (sax)  ‐ 
standard (cla) ‐ standard (sax). This procedure eliminates any possibility that the MMN might 
be  distorted  by  different  stimulus  properties  of  the  two  tones.  All  seven  positions  of 
electrode (F3, Fz, F4, Cz, Pz, LM and RM) were included for the ANOVA. 
 
Hypothesis 
(1) If harmonic stimuli evoke a larger MMN compared to disharmonic stimuli, the tones 
should show a larger MMN area compared to the spectrally rotated tones.  
 
Results 
The ERPs of the tones and the spectrally rotated tones are  illustrated  in Figures 48 and 49. 
The difference waves are illustrated in Figure 50. The average of rejected trials is depicted in 
Table 26 and 27. 
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Figure 48: ERPs for each tone at Fz  in Experiment 4. The ERPs of the standards are represented by 
the solid lines (clarinet = black, saxophone = grey). The ERPs of the deviants are represented by the 
dashed lines (clarinet = black, saxophone = grey). Time (in ms) is displayed on the x‐axis, voltage (in 
µV) on the y‐axis.  
 
 
Figure 49: ERPs for each spectrally rotated tone at Fz in Experiment 4. See Figure 48 for details. 
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Figure  50: Difference waves  for  the  tones  (black)  and  spectrally  rotated  tones  (grey)  at  the  Fz  in 
Experiment 4. Time (in ms) is displayed on the x‐axis, voltage (in µV) on the y‐axis. 
 
Table 26: Mean, standard error, and maximum of rejected trials for the tones (“cla” = clarinet, “sax” 
= saxophone) in Experiment 4.  
Tones  Mean  Standard error Maximum
Cla  Standard 184.28 30.51  342 
Deviant  30.07  4,68  60 
Sax  Standard 155.55 26.83  344 
Deviant  34.86  6.01  78 
 
 
Table  27: Mean,  standard  error,  and maximum  of  rejected  trials  for  the  spectrally  rotated  tones 
(“cla” = clarinet, “sax” = saxophone) in Experiment 4. 
Spectrally rotated tones Mean  Standard error Maximum 
Cla  Standard  151.73 23,84  309 
Deviant  32.50  5.94  70 
Sax  Standard  172.95 29.62  396 
Deviant  26.50  4.64  60 
 
A significant MMN was found for each type of stimulus at each electrode (see Table 28). 
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Table 28: T‐tests for one sample on the basis of the area of MMN for each position of electrode. 
 
 
An ANOVA  for the two within  factors Harmony and Electrode was conducted. There was a 
significant main effect of Electrode (F(6,78) = 20.45, p < .01) (see Table 29). As expected, the 
area of MMN was  larger at frontal electrodes (see Figure 51). The main effect of Harmony 
(F(1,13) < 0.01, p = .94) and the interaction between Harmony and Electrode (F(6,78) = 0.15, 
p = .69) did not reach significance. 
Table 29: Results of the analysis of variances based on the area of the MMN in Experiment 4. 
Factor  F  df(factor)  df(error)  p  partial eta² 
Harmony  < 0.01  1  13  .94  < .01 
Electrode  20.45  6  78  < .01  .61 
Harmony * Electrode  0.27  6  78  .69  .02 
 
 
Stimulus type  Location t(13)  p 
Tones 
F3  6.75  < .01
Fz  7.62  < .01
F4  8.22  < .01
Cz  7.04  < .01
Pz  5.50  < .01
LM  4.91  < .01
RM  6.50  < .01
Spectrally rotated tones
F3  9.22  < .01
Fz  11.04 < .01
F4  11.20 < .01
Cz  8.50  < .01
Pz  8.83  < .01
LM  6.85  < .01
RM  5.29  < .01
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Figure 51: Means and standard errors of the area of the MMN for the tones and spectrally rotated 
tones in Experiment 4. 
 
Discussion 
The  area  of  the  MMN  for  both  the  tones  and  spectrally  rotated  tones  decreased 
systematically with  the position of electrode  from  frontal  to occipital  (see Figure 51). This 
pattern of results was expected, as the MMN was regularly found to be larger for frontal and 
central  electrodes  (Näätänen  et  al.,  2007).  As  there  was  no  systematical  difference 
concerning the area of the MMN between the tones and the spectrally rotated tones, these 
data do not support the  idea that harmonic stimuli might be processed more efficiently by 
the human brain (see Figure 51). Nevertheless, a main effect that did not reach significance 
is no proof of similarity as the test power in such a small sample is not sufficient. However, 
the partial eta² was smaller than  .01  in this experiment,  implying that although we cannot 
prove that there is no difference between the tones and spectrally rotated tones, it is clear 
that the impact of harmony on the area of the MMN was negligible in this experiment.  
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Conclusion 
In Experiment 3,  it was shown that vowel center stimuli evoke a  larger MMN compared to 
non‐speech stimuli,  independently of stimulus complexity. Contrary to the two non‐speech 
stimulus types, the vowel stimuli were harmonic. To my knowledge, there is no study dealing 
with  the MMN  in which  harmonic  stimuli were  compared  to  disharmonic  ones.  In most 
experiments,  vowels  are  compared  to  single  sinusoidal  tones  or  harmonic  tones  (e.g., 
Čeponiené et al., 2002; Jaramillo et al., 2001). Consequently, the difference between speech 
and non‐speech stimuli could not be moderated by harmony in these experiments. However, 
in Experiment 3 of  this work,  the  vowel  center  stimuli were  compared  to  their  spectrally 
rotated  counterparts.  Only  the  former  ones  show  a  harmonic  structure.  It  is  therefore 
important to prove that the difference of the area of the MMN is due to the “speechness” of 
the  vowels  and  not  due  to  the  harmonic  structure.  As  harmony  seems  to  play  only  a 
negligible  role on  the area of  the MMN, as  shown  in Experiment 4,  it  is unlikely  that  the 
significant  difference  between  the  vowels  and  the  non‐speech  stimuli  is  only  due  to  the 
influence  of  harmony.  Taken  together,  these  data  support  the  domain  specific models  of 
speech perception.  
One  deficiency  of  the  current  experiment  is  that  it  does  not  take  lateralization  into 
consideration. There are many studies dealing with the issue of whether or not there might 
be a hemispherical specialization for speech and non‐speech stimuli in the brain (e.g., Rinne 
et  al.,  1999;  Shtyrov,  Kujala,  Palva,  Ilmoniemi, & Näätänen,  2000). Only  seven  electrodes 
were  used  in  the  current  experiment.  Therefore,  it was  inappropriate  to  incorporate  the 
issue of lateralization to our design. There are numerous functional imaging studies in which 
spectrally  rotated  speech  is  used.  It  is  also  conceivable  to  use  these  stimuli  in  EEG 
experiments with dipole analysis.  
Another deficiency concerns the control for the influences of the properties of each stimulus 
on the MMN ‐ This potential confounding factor was only controlled for in Experiment 4, as 
each stimulus was once presented as standard and once as deviant. However, the pattern of 
results  in Experiment 3 seems unlikely to be distorted to a great extent, as the size of the 
MMN  is  comparable  to  the  active  discrimination  performance:  The  MMN  decreased 
significantly for all contrasts which are thought to be difficult (the temporal condition of the 
vowel pair  /ɪ/  ‐  /i:/ and  the  spectral condition of  the vowel pair  /a/  ‐  /a:/). These  findings 
support the validity of this experiment.  
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Chapter 5: 
General discussion 
 
As mentioned  in  the  beginning,  speech  is  one  of  the most  complex  sounds  in  our  daily 
environment.  Nevertheless,  the  role  of  stimulus  complexity  has  hardly  been  taken  into 
consideration  in  prior  auditory  research,  especially  during  the  comparison  of  speech  and 
non‐speech processing. To make progress in filling this gap, the focus of this thesis has been 
put on controlling for stimulus complexity (see Chapter 2). This approach enabled to reveal 
auditory deficits  in developmental dyslexia  (see Chapter 3) and to test the domain specific 
and cue specific models of speech perception (see Chapters 1 and 4).  
The aim of Experiment 1 (see Chapter 2) was to create and evaluate non‐speech and speech 
stimuli with the same and  lower complexity than German vowels. The vowel center stimuli 
were created on the basis of a German vowel  length discrimination paradigm (Groth et al., 
2011;  Steinbrink  et  al.,  2012;  Steinbrink  et  al.,  in  preparation).  Spectrally  rotated  speech 
(Blesser,  1972;  Scott  et  al.,  2000) was  chosen  as  non‐speech  analogue with  comparable 
physical  complexity.  However,  the  procedure  of  the  spectral  rotation  was  modified  to 
produce  spectrally  rotated  vowels with  a  complete  spectrum which  is  not  limited  by  the 
band  pass  filter  (see  Chapters  3  and  4).  Importantly,  this  new  approach  circumvents  the 
disadvantage of the  low pass filtering of the speech stimuli which was  found to  impair the 
perceived naturalness of the speech signal.  
Additionally, a completely new non‐speech  stimulus class was developed  in Experiment 1, 
i.e.  bands  of  formants.  These  stimuli  are  not  only  based  on  single  frequencies  of  the 
formants,  but  instead  they  include  the  formants’  bandwidth.  Therefore,  they  are  more 
complex and more comparable  to  the physical  structure of vowels  than  single  sine waves 
which  represent  the  formant  frequency  only  and  which  were  commonly  used  in  prior 
research. 
In Experiment 2,  these newly developed  stimuli were used  to  investigate general auditory 
and speech processing in dyslexic adults compared to age matched controls (see Chapter 3). 
The dyslexic group was  found  to be  impaired  for all  stimulus  types  (vowel  center  stimuli, 
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spectrally  rotated vowel  center  stimuli, and bands of  formants) and all auditory  contrasts 
(temporal,  spectral,  spectro‐temporal).  This  result  goes  in  line with  the  assumption  of  a 
general  auditory  impairment which  is  not  restricted  to  temporal  features  as  one  of  the 
causes in developmental dyslexia. 
The aim of  the  following chapter  (Chapter 4) was  to  test  the domain  specific and  the cue 
specific models of speech perception with the same stimulus set (see Experiment 3). An EEG 
component, called  the MMN  (Näätänen et al., 1978; Näätänen, 1979; Näätänen & Michie, 
1979) was used to investigate the auditory discrimination of speech and non‐speech stimuli 
at  the pre‐attentive  level. According  to  the domain  specific models of  speech perception, 
differences  in  the  processing  of  the  speech  and  non‐speech  stimuli  should  be  found 
independently from stimulus complexity, whereas no differences are expected between the 
vowel  center  stimuli and  the  spectrally  rotated  vowel  center  stimuli according  to  the  cue 
specific models.  Vowel  center  stimuli  evoked  a  larger MMN  compared  to  the  spectrally 
rotated  vowel  center  stimuli  and  the  bands  of  formants,  indicating  that  speech  was 
processed  more  efficiently  compared  to  non‐speech,  independently  from  stimulus 
complexity.   
However, the vowel center stimuli and the spectrally rotated vowel center stimuli were not 
matched with  respect  to  one  feature: Harmony.  According  to  the  cue  specific models  of 
speech perception, this feature might be an additional confounding factor, which might be 
the  reason  for  the differences  in  the processing of  the  speech  and non‐speech  stimuli  in 
Experiment  3.  Therefore,  the  role  of  harmony  was  investigated  in  Experiment  4.  No 
difference was found between the size of the MMN of the tones and the spectrally rotated 
tones. This  finding shows  that  the difference between  the size of  the MMN of  the speech 
and  non‐speech  stimuli  in  Experiment  3 was  not  due  to  the  harmonic  and  disharmonic 
structure of the different stimulus types. Both experiments (Experiments 3 and 4) could be 
explained on the basis of the domain specific models.  
One  advantage of  the newly developed  stimulus  set  is  that  it was not  just  controlled  for 
physical  features. The stimulus rating  (see Chapter 3) proved that the vowel center stimuli 
were  actually  perceived  as  speech  and  the  spectrally  rotated  vowel  center  stimuli were 
perceived as non‐speech. Such control ratings should be  included  in  future studies dealing 
with spectrally rotated speech to make sure that no phonological representations are used 
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for  its  processing  (Azadpour &  Balaban,  2008),  especially when  consonants  are  used,  as 
these  are  hardly  impaired  by  the  inversion  through  spectral  rotation  (Blesser,  1972). 
Moreover, as the complete spectrum of the vowel center stimuli was used instead of the low 
pass filtered version, the perceived naturalness of the vowel center stimuli was increased. 
Another advantage of the developed stimulus set  is that the difficulty of the contrasts was 
controlled  for  to  avoid  bottom  and  ceiling  effects  that  might  have  covered  differences 
between  dyslexics  and  controls  and  between  speech  and  non‐speech  stimuli.  This  factor 
seems to be even more important than stimulus complexity, as differences between dyslexic 
groups and age matched controls were also reported for single sinusoidal tones (e.g., Banai 
& Ahissar, 2004; Heath et al., 2006), but only for contrasts smaller than 10% (Häämälainen et 
al., 2012). Our results support the assumption that stimulus complexity only plays a minor 
role,  if even one at all, as the dyslexic group was also  impaired for non‐speech stimuli with 
lower complexity  (bands of  formants). This  finding  is crucial  for  the comparability of prior 
studies because  it  tells us  that  the heterogeneous data  situation  is  likely a  result of other 
factors, like the kind of task (Banai & Ahissar, 2006), the size of contrasts (Hämälainen et al., 
2012), the composition of the sample and the criterion for being included into the study etc., 
rather than a result of the varying complexities of speech and non‐speech stimuli.   
The  final  advantage  of  the  chosen  stimulus  set  concerns  the  different  auditory  features 
(temporal,  spectral  and  spectro‐temporal)  which  were  taken  into  consideration.  Most 
studies  focused  on  either  temporal,  spectral  or  spectro‐temporal  processing,  while 
neglecting  the other ones. Contrary  to  this  short coming, all  three auditory  features were 
investigated in Experiment 2.    
However, this work also shows some room  for  improvements. The results of Experiment 2 
go in line with the assumption of a general auditory impairment as a cause in developmental 
dyslexia, as the dyslexic group was found to be impaired for all stimulus types and auditory 
features. However, the deficit was not found consistently in the dyslexic group. This finding 
is not surprising as  it  is  likely  that developmental dyslexia cannot be explained by a single 
cause  (Lachmann,  2002;  Naidoo,  1972)  and  multicausal  subgroups  have  been  reported 
regularly in prior research (see Chapter 3 for details). It could also be that a dyslexic child or 
adult might  have multiple  deficits  and  not  only  one  (Bishop,  2006;  Snowling,  2008).  This 
means  that  the  results  of  each  study  are  highly  dependent  on  the  composition  of  its 
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respective sample, and therefore, it is not surprising that the auditory deficit was not found 
for all participants  in this experiment. One solution for this problem would be to use  larger 
samples  to be able  to estimate  the prevalence of auditory deficits  in dyslexic children and 
adults more reliably.  
It should also be noted that there are some short comings regarding the chosen sample  in 
this experiment. To begin with, none of  the dyslexic participants had an official diagnosis, 
although each one reported having reading problems since primary school. A second short 
coming  concerns  the matching  of  the  control  and  dyslexic  group.  The  members  of  the 
control group had a higher  level of school education. However,  the auditory deficit of  the 
dyslexic group was still observable after controlling for IQ differences.  
Although  participants  with  a  diagnosis  of  attention  disorder  were  excluded  and  the 
discrimination  accuracy  of  the  dyslexic  group  did  not  drop  during  the  course  of  the 
experiment,  it  could be argued  that  the  lower discrimination performance of  the dyslexic 
group was not due to auditory impairments but due to attention deficits (Breier et al., 2003) 
or that  it might be a consequence of both (Snowling, 2001). This was also  indicated by the 
observation that reaction times slowed down in the dyslexic group only.  
A MMN experiment, as introduced in Chapter 4, might be the solution to solve this dilemma. 
The MMN,  as  an  objective  index  of  auditory  discrimination, without  any  requirement  on 
attention, would be suitable  in  this context and was already used  in many studies dealing 
with auditory processing  in dyslexia  (see Bishop, 2007  for a review). As the deficits can be 
located on different levels (Frith, 1985), it is also possible to reveal group differences on the 
neurophysiological level that might not be apparent on the behavioral level (Stoodley et al., 
2006). It was shown in Experiment 3 that the MMN can be reliably evoked by each stimulus 
class which was used to investigate the dyslexic sample. The multifeature design (Näätänen 
et al., 2004) was used in Experiment 3 which is more time efficient compared to the classical 
oddball paradigm and therefore, especially suitable for clinical samples and children. It could 
also  be  used  in  the  context  of  longitudinal  studies  which  enable,  in  contrast  to  cross‐
sectional  studies,  to  reveal  causal  relations  between  auditory  deficits,  phonological 
impairments and dyslexia.     
The  aim  of  Experiment  3  was  to  investigate  the  role  of  stimulus  complexity  during  the 
auditory processing in the healthy human brain. The MMN was chosen as index of auditory 
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discrimination  performance.  According  to  the  cue  specific  models  of  speech  perception, 
differences between the processing of speech and non‐speech sounds should be moderated 
by the different physical properties of the two stimulus classes. Contrary to this assumption, 
according to the domain specific models of speech perception, differences between speech 
and non‐speech stimuli should persist even after controlling for the physical properties and 
the difficulty of the contrasts. The size of the MMN was found to be independent of stimulus 
complexity. The vowel center stimuli evoked a larger MMN compared to the two non‐speech 
stimulus  types,  although  the  vowels were  harder  to  discriminate  compared  to  the  latter 
ones. This difference was highest for these contrasts which are salient for the German vowel 
system:  the  temporal contrast of  the vowel pair /a/  ‐ /a:/ and  the spectral contrast of  the 
vowel  pair  /ɪ/  ‐  /i:/.  This  finding  supports  the  concept  of  language  specific  phoneme 
representations (Näätänen et al., 1997). It was shown that vowels evoke a larger MMN when 
they  are part of  the participants’ mother  tongue.  These  influences of  the mother  tongue 
underpin the idea of the domain specific models of speech perception.  
The results of Experiment 3 and 4 are explainable with the domain specific models. However, 
these findings are no proof of one class of models or a counterevidence for the other one, as 
both classes of models can be appropriate depending on  the context  (Zatorre & Gandour, 
2008).  Especially  by  using  imaging  techniques,  there  is  evidence  that  simple  acoustic 
features,  like  temporal  and  spectral  resolution,  can  explain  patterns  of  hemispheric 
specialization (e.g., Nicholls, 1996; Zatorre & Belin, 2001; Zatorre, Belin, & Penhune, 2002). 
The combination of EEG measures and  imaging techniques, such as simultaneous EEG‐fMRI 
recording (Ritter & Villringer, 2006) could be one approach towards the understanding and 
integrating of the contradicting findings. Sure, the research on the processing of speech and 
non‐speech sounds has not yet been finished. However, this work contributs to this debate 
as  it revealed some crucial  factors that should be taken  into consideration  in this research 
field:  the detailed control of  the stimulus  features  (e.g., complexity and harmony) and  the 
control for the size of contrast between speech and non‐speech stimuli.  
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General conclusion 
 
It has been shown  in the past that both the domain specific and the cue specific models of 
speech perception can account for findings  in auditory research depending on context (see 
Zatorre & Gandour, 2008). This is why the essential conclusion of this thesis is that, although 
all experiments  in this thesis speak against stimulus complexity or harmony as moderating 
factors  for  observed  differences  between  speech  and  non‐speech  processing  in  auditory 
research, these  features should be taken  into consideration  in  future auditory research, as 
the cue specific models of speech perception are far from being disproved.  
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