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PHASE-ISOMETRIES ON REAL NORMED SPACES
DONGNI TAN AND XUJIAN HUANG ∗
Abstract. We say that a mapping f : X → Y between two real normed spaces is a
phase-isometry if it satisfies the functional equation
{‖f(x) + f(y)‖, ‖f(x)− f(y)‖} = {‖x+ y‖, ‖x− y‖} (x, y ∈ X).
A generalized Mazur-Ulam question is whether every surjective phase-isometry is a mul-
tiplication of a linear isometry and a map with range {−1, 1}. This assertion is also an
extension of a fundamental statement in the mathematical description of quantum me-
chanics, Wigner’s theorem to real normed spaces. In this paper, we show that for every
space Y the problem is solved in positive way if X is a smooth normed space, an L∞(Γ)-
type space or an ℓ1(Γ)-space with Γ being an index set.
1. Introduction
The study of isometries between normed spaces dates back to 1930s. The classical Mazur-
Ulam theorem ([17], 1932) states that an isometry f of a real normed space onto another
normed space with f(0) = 0 is linear. In general, the Mazur-Ulam Theorem fails without
surjectivity assumption. For example, consider the mapping f : R→ ℓ2
∞
defined by f(t) =
(t, sint), which shows that an into isometry f with f(0) = 0 is not necessarily linear. In
1967, Figiel [9] proved the following non-surjective substitute for the Mazur-Ulam theorem:
for every isometry f of a real normed space X into another normed space Y with f(0) = 0,
there is a linear operator T of norm one from spanf(X) onto X such that T ◦ f is the
identity on X. Recently, Cheng et al. [4] gave a quantitative extension of Figiel’s theorem:
for every ε-isometry (ε ≥ 0) of a real normed space X into another normed space Y with
f(0) = 0 and every x∗ ∈ X∗, there exists ϕ ∈ Y ∗ with ‖ϕ‖ = ‖x∗‖ such that
|ϕ(f(x))− x∗(x)| ≤ 4ε‖x∗‖ (x ∈ X).
Figiel’s theorem and its generalizations play an important role in the study of isometric
embedding and ε-isometric approximative problems (see, for instance [4, 5, 6, 7, 18, 20,
23]). These results show some deep relationship between isometries, ε-isometries and linear
isometries.
The famous Wigner’s theorem is related to linear isometries, which plays a fundamental
role in quantum mechanics and has deep connections with the mathematical theory of
projective spaces. There are several equivalent formulations of Wigner’s theorem, see [2, 3,
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11, 12, 16, 22, 24] to list just some of them. One of them (see [12] or [22]) characterizes
mappings on a Hilbert space preserving the absolute value of the inner product of any pair
of vectors. That is, assuming that H and K are complex Hilbert spaces and f : H → K is
a mapping satisfying the functional equation
| < f(x), f(y) > | = | < x, y > | (x, y ∈ H). (1)
Then there exists a phase function ε : H → C with |ε(x)| = 1 such that εf is a linear or
conjugate linear isometry. In the real setting, Wigner’s theorem says that every mapping
f satisfying the equation (1) is phase equivalent to a linear isometry (i.e., there exists a
phase function ε : H → {−1, 1} such that εf is a linear isometry). It is worth mentioning
that L.Monla´r [16] described the form of all bijective mappings on the set of all rank-
one idempotents of a Banach space which preserve zero products in both directions. This
generalizes Uhlhorn’s version of Wigner’s theorem to indefinite inner product spaces (see
the introduction of [3]). From a mathematical point of view, it has raised a need to study
Wigner’s theorem in more general setting of Banach spaces. It is worth studying Wigner’s
theorem from various points of view and a new general version of Wigner’s theorem may
certainly improve our understanding of it.
Let X and Y be real normed spaces. A mapping f : X → Y is called a phase-isometry
if it satisfies the functional equation
{‖f(x) + f(y)‖, ‖f(x)− f(y)‖} = {‖x+ y‖, ‖x − y‖} (x, y ∈ X). (2)
Let us say that a mapping f : X → Y is phase equivalent to a linear isometry if there exists
a phase function ε : X → {−1, 1} such that εf is a linear isometry. We can easily see that
every mapping that is phase equivalent to a linear isometry is definitely a phase-isometry.
It is interesting in seeing whether the converse also holds for real normed spaces. Motivated
by the Mazur-Ulam Theorem, the following natural problem arises.
Problem 1.1. Let X and Y be real normed spaces, and let f : X → Y be a surjective
phase-isometry. Is it true that f is phase equivalent to a linear isometry?
By Wigner’s theorem, this problem is solved in positive way without onto assumption
for real Hilbert spaces. Therefore, we can regard Problem 1.1 as a generalized Wigner’s
theorem for real normed spaces. Huang and Tan studied surjective phase-isometries between
the same typical classical normed spaces such as ℓp(Γ) spaces with (0 < p < ∞) [14] and
L∞(Γ)-type spaces [15], and they got positive answers for Problem 1.1. It should be noted
that lp(Γ) spaces for all 0 < p < 1 are not normed spaces. The proofs for such special
normed spaces were obtained by using the specific form of norms and a lot of special
techniques. The Problem 1.1 for general real normed spaces is easy to understand, but it
is not at all evident. Since continuity is implied by isometries, the proof of Mazur-Ulam
theorem consists of showing that the surjective mapping preserves the midpoint of every
segment. However, a phase-isometry is not necessarily continuous. The main feature of our
approach is that instead of using the original proof of Mazur-Ulam Theorem, we shall rely
on a modification of the quantitative extension of Figiel’s theorem [4]. We will also need
the fundamental theorem of projective geometry.
The aim of this paper is to contribute to the study of giving a general Wigner-type
theorem on real normed spaces. We will apply the fundamental theorem of projective
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geometry to present a sufficient condition such that the Problem 1.1 can be solved in the
positive for general normed spaces. We give a new quantitative extension of Figiel’s theorem
in corresponding to phase-isometries, and show that for every phase-isometry f of a real
normed space X into another normed space Y and every w∗-exposed point x∗ of BX∗ , there
exists a linear functional ϕ ∈ Y ∗ of norm one such that x∗(x) = ±ϕ(f(x)) for all x ∈ X.
Making use of this result, we prove that if X is smooth then every surjective phase-isometry
f : X → Y is phase equivalent to a linear isometry. As a particular case, Problem 1.1 is
solved positively provided X is an Lp(µ) space with 1 < p <∞ for an arbitrary measure µ.
With the properties of Birkhoff orthogonality, we still present another sufficient condition
such that Problem 1.1 can be solved in the positive for some special normed spaces. This will
help us to deal with some sequence spaces. As a result, we prove that if X is an L∞(Γ)-
type space or an ℓ1(Γ)-space for some index set Γ then every surjective phase-isometry
f : X → Y is phase equivalent to a linear isometry. These results extend the famous
Wigner’s theorem to real normed spaces, and can also be considered as a generalization of
Mazur-Ulam type results. Although we feel this result is interesting in its own right, we
hope that it will serve as a stepping stone to showing that every phase-isometry from a real
normed space onto another normed space is phase equivalent to a linear isometry.
2. Main lemma and Phase-isometries for smooth normed spaces
In this note, the letters X,Y are used to denote real normed spaces, X∗, Y ∗ are their
dual spaces. For a real normed space X we denote by SX and BX the unit sphere and the
closed unit ball of X, respectively.
We start this section with an interesting result showing that every surjective phase-
isometry is an injective odd norm-preserving map.
Lemma 2.1. Let X and Y be real normed spaces, and let f : X → Y be a phase-isometry.
Then f is a norm-preserving map and f(−x) = ±f(x) for every x ∈ X. Moreover, if f is
surjective then it is injective and f(−x) = −f(x) for all x ∈ X.
Proof: With the substitution y = x in the equation (2), it follows that f is norm
preserving. Putting y = −x in the equation (2), this yields
{‖f(x) + f(−x)‖, ‖f(x)− f(−x)‖} = {2‖x‖, 0},
which implies that f(−x) = ±f(x). To prove the second conclusion, suppose that f is
surjective and f(x) = f(y) for some x, y ∈ X. Using the norm preserving property, we have
f(x) = 0 if and only if x = 0. Assume that f(x) = f(y) 6= 0. Choose z ∈ X such that
f(z) = −f(x). Using the equation (2) for x, y, z, we obtain that
{‖x+ y‖, ‖x − y‖} = {‖f(x) + f(y)‖, ‖f(x) − f(y)‖} = {2‖x‖, 0}
{‖x+ z‖, ‖x − z‖} = {‖f(x) + f(z)‖, ‖f(x) − f(z)‖} = {2‖x‖, 0}.
This yields y, z ∈ {x,−x}. If z = x, then f(x) = −f(x) = 0, which is a contradiction. So
we obtain z = −x, and we must have y = x. For otherwise, we get y = −x = z and
f(x) = f(y) = f(z) = −f(x).
This leads to the contradiction that f(x) 6= 0. ✷
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By the above result, a natural question may be raised whether the surjective phase-
isometry is an isometry. An easy example where f(x0) = −x0, f(−x0) = x0 and f(x) = x
if x 6= ±x0 for some nonzero vector x0 ∈ X indicates that it is not the case.
We will give an affirmative answer to the Problem 1.1 when the domain X is one dimen-
sional.
Proposition 2.2. Let X and Y be two real normed spaces with X being one dimensional,
and let f : X → Y be a surjective phase-isometry. Then f is phase-equivalent to a linear
isometry.
Proof: Let x be a norm-one vector in X. Note that f is surjective norm-preserving map
and that X is one dimensional. For every t ∈ R, if f(y) = tf(x) for some y ∈ X then
y = ±tx. Define a mapping ε : X → {−1, 1} as following: ε(0) = 1, ε(tx) is equal to 1 or
−1 according as f(tx) = tf(x) or f(tx) = −tf(x) for every 0 6= t ∈ R. Then the mapping
g := εf is a linear isometry as desired. ✷
We shall apply the fundamental theorem of projective geometry. In [8], a version of this
theorem is stated for vector spaces over division rings. For the convenience of the readers,
we write here a slight modification of the fundamental theorem for real vector spaces, which
comes from [10, Theorem 3]. Let X be a real vector space. For every M ⊂ X, [M ] will
denote the subspace generated by the set M . In particular, for every 0 6= x ∈ X, [x] will
denote the line R · x.
Theorem 2.3. Let X and Y be two real vector spaces with at least three dimensions, and
let f : X → Y be a mapping which satisfies the following conditions:
(a) The range of f is not contained in a two-dimensional subspace of Y ;
(b) z ∈ [x, y] implies that f(z) ∈ [f(x), f(y)].
Then there exists an injective linear map A : X → Y such that
[f(x)] = [A(x)], ∀x ∈ X.
We shall present a sufficient condition such that the Problem 1.1 can be solved in positive
way for general normed spaces. The proof of this result relies on the fundamental theorem
of projective geometry.
Proposition 2.4. Let X and Y be real normed spaces, and let f : X → Y be a surjective
phase-isometry satisfying the following conditions:
(a) f(tx) = ±tf(x) for every x ∈ X and t ∈ R;
(b) For all two linearly independent vectors x and y in X, there exist two real numbers α
and β with |α| = |β| = 1 such that f(x+ y) = αf(x) + βf(y).
Then f is phase-equivalent to a linear isometry.
Proof: We first prove that f is phase equivalent to a homogeneous mapping from condition
(a). Indeed, by the axiom of choice, there is a set L such that for every 0 6= x ∈ X there
exists exactly one element y ∈ L such that x = sy for some s ∈ R. Define f0 : X → Y by
f0(x) = f0(sy) = sf(y), ∀x = sy ∈ X.
Then f0 is well defined, homogeneous and phase equivalent to f by condition (a). Now we
may assume that f is homogeneous.
If X is one dimensional, then the conclusion is immediate from Corollary 2.2.
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Suppose for the moment that X is at least three dimensions. We will prove that dimY ≥
3. Suppose that, on the contrary, we have dimY ≤ 2. Take an arbitrary x ∈ SX , and set
M := {y ∈ SX : ‖x − y‖ = ‖x + y‖} and L := {w ∈ SY : ‖w + f(x)‖ = ‖w − f(x)‖}.
Since dimX ≥ 3, the set M contains infinite elements (see the proof of [21, Lemma 2.3]
for details). From equation (2), we have f(y) ∈ L for every y ∈ M . As a consequence,
the set L contains infinite elements, because f is injective by Lemma 2.1. This is in
contradiction with the fact that the set L contains at most two elements (see [1, Theorem
4.35]). This contradiction implies that dimY ≥ 3. Therefore we would be able to apply
Theorem 2.3 and find an injective linear map A : X → Y such that [f(x)] = [A(x)] for
every x ∈ X. Consequently, there is a function λ : X → R such that f(x) = λ(x)A(x)
for every x ∈ X. Since f is homogeneous, we have λ(tx) = λ(x) for every x ∈ X and
0 6= t ∈ R. Moreover, suppose that x, y ∈ X are two linearly independent vectors. We
write f(x + y) = αf(x) + βf(y) for two real numbers α and β with |α| = |β| = 1. We
immediately obtain
αλ(x)A(x) + βλ(y)A(y) = f(x+ y) = λ(x+ y)A(x) + λ(x+ y)A(y).
It follows that λ(x+ y) = αλ(x) = βλ(y). As a consequence, the |λ(x)| has only one value
which is denoted by λ. Hence we can define a desired phase function ε : X → {−1, 1} such
that f = ελA. So f is phase equivalent to the linear isometry λA.
Now suppose that X is two dimensional. It follows from [1, Theorem 4.7 and Corollary
4.2] that there exist a basis {x, y} ⊂ SX of X and two linear functionals x
∗, y∗ ∈ X∗ of
normed one such that
x∗(x) = y∗(y) = 1 and x∗(y) = y∗(x) = 0.
By condition (b), we can write
f(ax+ y) = α(a)f(ax) + β(a)f(y), |α(a)| = |β(a)| = 1 (3)
for every a ∈ R. Since f is homogeneous, for every a, b (6= 0) ∈ R,
f(ax+ by) = bf(
ax
b
+ y) = α(
a
b
)f(ax) + β(
a
b
)f(by), |α(
a
b
)| = |β(
a
b
)| = 1. (4)
Define a mapping g : X → Y as follows:
g(0) = 0, g(ax) = α(a)β(a)f(ax), g(ax+ by) = α(
a
b
)β(
a
b
)f(ax) + f(by)
for all a, b (6= 0) ∈ R. Then the relations (3) and (4) show that g is a phase-isometry, and
it is phase equivalent to f . We will prove that
α(a)β(a) = α(1)β(1) (5)
for all 0 6= a ∈ R. The equation (5) and the definition of g show that
g(ax+ by) = ag(x) + bg(y) (a, b ∈ R).
This means that g is a linear isometry from X onto Y . Thus, to see our conclusion, we
only need to prove the equation (5). For this, we need the following three equations:
{‖g(ax + y)± g(ax − y)‖} = {|2a|, 2}, (6)
{‖g(ax + y)± g(x + y)‖} = {‖(a+ 1)x+ 2y‖, |a − 1|}, (7)
{‖g(ax + ay)± g(ax + y)‖} = {‖2ax+ (a+ 1)y‖, |a − 1|} (8)
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for every a ∈ R. Indeed, from the equation (6), we have
|a| · |α(a)β(a) + α(−a)β(−a)| = ‖g(ax+ y) + g(ax − y)‖ ∈ {|2a|, 2},
which yields
α(a)β(a) = α(−a)β(−a) (0 6= a ∈ R).
If 0 < a < 1, from the equation (7),
|aα(a)β(a) − α(1)β(1)| = ‖g(ax + y)− g(x+ y)‖ ∈ {‖(a + 1)x+ 2y‖, 1 − a}.
The inequality ‖(a+ 1)x+ 2y‖ ≥ y∗((a+ 1)x+ 2y) = 2 > a+ 1 proves that
α(a)β(a) = α(1)β(1) for all 0 < a < 1.
If a > 1, from the equation (8),
‖(α(1)β(1) + α(a)β(a))f(ax) + (a+ 1)f(y)‖ ∈ {‖2ax+ (a+ 1)y‖, a − 1}.
The inequality ‖2ax+ (a+ 1)y‖ ≥ x∗(2ax+ (a+ 1)y) = 2a > a+ 1 implies that
α(a)β(a) = α(1)β(1) for all a > 1.
The proof is complete. ✷
Remark 2.5. Let X and Y be real normed spaces, and let f : X → Y be a surjective
phase-isometry. It follows from Lemma 2.1 that f(−x) = −f(x) for every x ∈ X. Then
the conditions (a) and (b) of Proposition 2.4 are equivalent to the following weak conditions:
(a*) f(tx) = ±tf(x) for every x ∈ SX and t > 0;
(b*) For all two linearly independent vectors x and y in BX , there exist two real numbers
α and β with |α| = |β| = 1 such that f(x+ y) = αf(x) + βf(y).
To show the main lemma of this paper, we recall some notations and results. For every
0 6= x ∈ X, denote by D(x) the set of supporting functionals of x; that is
D(x) = {x∗ ∈ SX∗ : x
∗(x) = ‖x‖}.
A point x ∈ X is called smooth if there exists only one supporting functional at x. A
normed space X is said to be smooth provided that every nonzero element x ∈ X is a
smooth point. Examples of smooth normed spaces are Lp-spaces for 1 < p < ∞. However
L1-spaces and L∞-spaces are not smooth.
For every u ∈ SX and x ∈ X, denote by Mu(x) the directional derivative of the function
x→ ‖x‖ at the point u in the direction x:
Mu(x) = lim
t→0+
‖u+ tx‖ − ‖u‖
t
.
By the convexity of the function x → ‖x‖ is convex, the directional derivative exists. In
general Mu : X → R is not linear, but it is sub-linear (see [19, Lemma 1.2]). It is well
known that (see [19, Proposition 2.24])
Mu(x) = max{x
∗(x) : x∗ ∈ D(u)}.
In particular, if u is a smooth point then Mu is the unique supporting functional at u.
A point x∗ in a w∗-closed convex set C ⊂ X∗ is said to be a w∗-exposed point of C
provided that there exists x ∈ X such that x∗(x) > y∗(x) for all y∗ ∈ C with y∗ 6= x∗. It is
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easy to observe that x∗ ∈ X∗ is a w∗-exposed point of the dual unit ball BX∗ if and only if
x∗ is the only one supporting functional for some smooth point x ∈ SX .
We will give a modification of Figiel’s theorem as corresponding to equation (2). This
result is of its own interest but could also be used to give some affirmative answers to
Problem 1.1.
Lemma 2.6. (Main lemma) Let X and Y be real normed spaces, and let f : X → Y be
a phase-isometry (not necessarily surjective). Then for every w∗-exposed point x∗ of BX∗ ,
there exists a linear functional ϕ ∈ Y ∗ of norm one such that x∗(x) = ±ϕ(f(x)) for all
x ∈ X.
Proof: The proof is based upon an idea of [4, lemma 2.4] for a special case ε = 0.
We first prove that if X = R then there is a linear functional ϕ ∈ Y ∗ of norm one such
that ϕ(f(t)) = ±t for all t ∈ R. For every positive integer n, using the norm preserving
property from Lemma 2.1, we have ‖f(n)‖ = n. The Hahn-Banach theorem guarantees the
existence of a linear functional ϕn ∈ SY ∗ such that ‖ϕn‖ = 1 and ϕn(f(n)) = n. For every
t ∈ [−n, n],
2n = ϕn(f(n)− f(t)) + ϕn(f(n) + f(t))
≤ ‖f(n)− f(t)‖+ ‖f(n) + f(t)‖
= (n− t) + (n+ t) = 2n,
or alternatively
{ϕn(f(n)− f(t)), ϕn(f(n) + f(t))}
= {‖f(n)− f(t)‖, ‖f(n) + f(t)‖}
= {n− t, n+ t}.
Then ϕn(f(t)) = ±t for all t ∈ [−n, n]. It follows from Alaoglu’s theorem that the sequence
ϕn has a cluster point ϕ in the w
∗ topology. This entails that ‖ϕ‖ ≤ 1 and ϕ(f(t)) = ±t
for every t ∈ R. Clearly, ‖ϕ‖ = 1 and ϕ is the desired mapping.
Now suppose that dim(X) > 1 and u ∈ SX is a smooth point such that x
∗(u) = 1. Let
g : R → Y be defined by for every t ∈ R, g(t) = f(tu). Then g satisfies the functional
equation (2). By the above, there exists ϕ ∈ Y ∗ with ‖ϕ‖ = 1 such that
ϕ(f(tu)) = ϕ(g(t)) = ±t.
Since u is a smooth point, it follows that x∗ is the only one supporting functional at u.
Therefore, for every x ∈ X,
x∗(x) = lim
t→0+
‖u+ tx‖ − ‖u‖
t
= lim
t→+∞
(‖tu+ x‖ − t).
From the equation (2), we get
{‖f(tu) + f(x)‖, ‖f(tu)− x‖} = {‖tu+ x‖, ‖tu− x‖}
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for all t > 0 and x ∈ X. For a fixed nonzero vector x ∈ X, the set (0,+∞) will be divided
into four parts:
A1 := {t > 0 : ‖f(tu)± f(x)‖ = ‖tu∓ x‖, ϕ(f(tu)) = t};
A2 := {t > 0 : ‖f(tu)± f(x)‖ = ‖tu± x‖, ϕ(f(tu)) = t};
A3 := {t > 0 : ‖f(tu)± f(x)‖ = ‖tu± x‖, ϕ(f(tu)) = −t};
A4 := {t > 0 : ‖f(tu)± f(x)‖ = ‖tu∓ x‖, ϕ(f(tu)) = −t}.
Obviously, at least one of the sets {Ai : i = 1, 2, 3, 4} is unbounded. We shall prove that if
Ai is unbounded then
x∗(x) = (−1)iϕ(f(x))
for all i = 1, 2, 3, 4. Without loss of generality we can assume that A1 is unbounded. Then
for every t ∈ A1,
‖tu+ x‖ − t = ‖f(tu)− f(x)‖ − t ≥ ϕ(f(tu)− f(x))− t = −ϕ(f(x)),
‖tu− x‖ − t = ‖f(tu) + f(x)‖ − t ≥ ϕ(f(tu) + f(x))− t = ϕ(f(x)).
Let t ∈ A1 and t→ +∞ in the two inequalities above, we have
x∗(x) = −ϕ(f(x)).
This completes the proof. ✷
Specializing Lemma 2.6 to the reflexive smooth normed spaces leads to the next result.
Corollary 2.7. Let X and Y be real normed spaces with X being reflexive and smooth,
and let f : X → Y be a phase-isometry. Then for every x∗ ∈ X∗, then there exists ϕ ∈ Y ∗
with ‖ϕ‖ = ‖x∗‖ such that x∗(x) = ±ϕ(f(x)) for all x ∈ X.
Now, we are in the position to provide the verification of our first main result. This
solves the Problem 1.1 in positive way when the domain X is a smooth normed space.
Theorem 2.8. Let X and Y be real normed spaces with X being smooth, and let f : X → Y
be a surjective phase-isometry. Then f is phase-equivalent to a linear isometry.
Proof: We first prove that f(z) ∈ [f(x), f(y)] implies that z ∈ [x, y] for all x, y, z ∈ X.
Suppose that, on the contrary, there is z /∈ [x, y] satisfying f(z) ∈ [f(x), f(y)]. Set E :=
[x, y, z], F := [x, y] and d := d(z, F ) = inf{‖z − v‖ : v ∈ F}. By Hahn-Banach Theorem
there is a functional z∗0 ∈ SE∗ such that z
∗
0(z) = d and z
∗
0(v) = 0 for all v ∈ F . Note that
the mapping f : E → Y (the restriction of f to E) is a phase-isometry. By the smoothness
of E and Corollary 2.7, there exists a linear functional ϕ ∈ SY ∗ such that z
∗
0(u) = ±ϕ(f(u))
for all u ∈ E. Write f(z) = αf(x) + βf(y) for some α, β ∈ R. Consequently,
|z∗0(z)| = |ϕ(f(z))| = |αϕ(f(x)) + βϕ(f(y))| = |αz
∗
0(x) + βz
∗
0(y)| = 0,
which contradicts the fact that z∗0(z) = d > 0.
Now we prove that f satisfies the condition (a) of Proposition 2.4. For every x ∈ X and
t ∈ R, we can find a vector z ∈ X such that f(z) = tf(x). By the prevous result and the
fact that f has the norm preserving property, we get z = ±tx. To prove the condition (b),
let x, y ∈ X be linearly independent and set F := [x, y]. Then we can choose two vectors
x1, x2 ∈ F such that f(x1) = f(x) + f(y) and f(x2) = f(x)− f(y). To see our conclusion,
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we only need to prove that x+ y ∈ {±x1,±x2}. Since F is smooth, Corollary 2.7 indicates
that for every x∗ ∈ F ∗ there is a linear functionals ϕ ∈ SY ∗ such that
x∗(v) = ±ϕ(f(v)) for all v ∈ F.
In particular, we have
x∗(x+ y) ∈ {±ϕ(f(x) + f(y)),±ϕ(f(x) − f(y))}
= {±ϕ(f(x1)),±ϕ(f(x2))}
= {±x∗(x1),±x
∗(x2)}.
By the Hahn-Banach separation Theorem, we get x+y belongs to the closed convex hull of
A := {±x1,±x2}. In fact, the convex hull of A is closed, so we have x+y ∈ co(A). Note that
the linear independence of x and y inX implies that f(x) and f(y) are linearly independent,
and so are x1 and x2. Therefore, we can choose two linear functionals x1
∗, x2
∗ ∈ F ∗ such
that x1
∗(x1) = x2
∗(x2) = 1 and x1
∗(x2) = x2
∗(x1) = 0. It follows that {x1
∗(x+ y), x2
∗(x+
y)} ⊂ {−1, 0, 1}. Since x + y belongs to the convex hull of {±x1,±x2}, we can write
x + y = sx1 + tx2 for some s, t ∈ R with |s| + |t| ≤ 1. A short computation shows that
{s, t} ⊂ {−1, 0, 1}, and thus x+ y ∈ {±x1,±x2}. ✷
The following result is an immediate consequence of Theorem 2.8.
Corollary 2.9. Let X be an Lp-space for 1 < p < ∞, and let Y be a normed space.
Suppose that f : X → Y is a surjective phase-isometry. Then f is phase-equivalent to a
linear isometry.
3. Phase-isometries on L∞(Γ)-type and ℓ1-type spaces
In this section we consider phase-isometries from L∞(Γ)-type or ℓ1-type spaces onto
general normed spaces. We shall show that all such mappings are phase equivalent to real
linear isometries.
To show the following results of this section, we recall some notations and results about
Birkhoff orthogonality. Let X be a real normed space. For all x, y ∈ X, let us denote by
x⊥y the Birkhoff orthogonality relation on X as:
‖x+ ty‖ ≥ ‖x‖ for all t ∈ R.
This relation is clearly homogeneous, but neither symmetric nor additive, unless the norm
comes from an inner product. Let A be a subset of X. We say that x⊥A (A⊥x, re-
spectively) if x⊥z (z⊥x, resp) holds for every z ∈ A. The Birkhoff orthogonality can be
easily characterized by using the directional derivatives of the norm. For more properties
of Birkhoff orthogonality, we refer the reader to the survey paper [1] and references therein.
The following is an important property of Birkhoff orthogonality from [1, Corollary 4.2.]
and [13, Theorem 2.1].
Lemma 3.1. If x and y are two elements of a normed linear space, then x⊥y if and only
if there exists a supporting functional x∗ ∈ D(x) at x such that x∗(y) = 0. Moreover, for
every x∗ ∈ D(x), the set Z := {x ∈ X : x∗(x) = 0} is a hyperplane through the origin such
that x⊥Z.
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The statement of Proposition 2.4 remains valid if we replace condition (b) by some
properties of Birkhoff orthogonality. We will state another sufficient condition to solve the
Problem 1.1 for some special normed spaces, which will be of use later.
Proposition 3.2. Let X and Y be real normed spaces, and let f : X → Y be a surjective
phase-isometry satisfying the following conditions:
(a) f(tx) = ±tf(x) for every x ∈ SX and t > 0;
(b) There exist a nonzero vector x0 ∈ SX and a hyperplane Z ⊂ X through the origin such
that x0⊥Z and Z⊥x0. Moreover, for every z ∈ Z, there exist two real numbers α(z) and
β(z) with |α(z)| = |β(z)| = 1 such that f(z + x0) = α(z)f(z) + β(z)f(x0).
Then f is phase-equivalent to a linear isometry.
Proof: The condition (a) implies that f is phase equivalent to a homogeneous mapping
by Remark 2.5 and the proof of Proposition 2.4. Without loss of generality we can assume
that f is homogeneous. From condition (b), we write
f(z + ax0) = α(
z
a
)f(z) + β(
z
a
)f(ax0), |α(
z
a
)| = |β(
z
a
)| = 1 (0 6= a ∈ R, z ∈ Z).
Define a mapping g : X → Y as follows:
g(z) = α(z)β(z)f(z), g(z + ax0) = α(
z
a
)β(
z
a
)f(z) + f(ax0) (0 6= a ∈ R, z ∈ Z).
Then g is a phase-isometry, which is phase equivalent to f . Hence, for every z ∈ SZ and
a ∈ R, we get
{‖g(az + x0)± g(az − x0)‖} = {|2a|, 2}, (9)
{‖g(az + x0)± g(z + x0)‖} = {‖(a + 1)z + 2x0‖, |a− 1|}, (10)
{‖g(az + ax0)± g(az + x0)‖} = {‖2az + (a+ 1)x0‖, |a− 1|}. (11)
Iterating the technique in the proof of Proposition 2.4, we can prove that
α(az)β(az) = α(z)β(z) (0 6= a ∈ R, z ∈ SZ). (12)
In fact, the equation (9) implies that
α(az)β(az) = α(−az)β(−az), for all z ∈ SZ , 0 6= a ∈ R.
The equation (10) ((11), respectively) implies that α(az)β(az) = α(z)β(z) for all z ∈ SZ
and 0 < a < 1 (a > 1, resp). The definition of g and equation (12) show that the mapping
g is homogeneous and surjective, and moreover
g(z + ax0) = g(z) + ag(x0) for every z ∈ Z and a ∈ R.
Next, we will show that g is an isometry, and thus g is linear by the Mazur-Ulam Theorem.
For any two vectors x1, x2 ∈ X, we write x1 = z1 + t1x0 and x2 = z2 + t1x0 for some
z1, z2 ∈ H and t1, t2 ∈ R. Choose a positive number a > ‖x1‖+ ‖x2‖, we have
{‖g(x1) + g(x2) + 2ag(x0)‖, ‖g(x1)− g(x2)‖}
= {‖g(x1 + ax0) + g(x2 + ax0)‖, ‖g(x1 + ax0)− g(x2 + ax0)‖}
= {‖x1 + x2 + 2ax0‖, ‖x1 − x2‖}
The inequality ‖g(x1) + g(x2) + 2ag(x0)‖ > 2a − ‖x1‖ − ‖x2‖ > ‖x1 − x2‖ implies that
‖g(x1)− g(x2)‖ = ‖x1 − x2‖ for every x1, x2 ∈ X. This completes the proof. ✷
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Let Γ be a nonempty index set. The ℓ∞(Γ) space is
{x = {xγ}γ∈Γ : ‖x‖ = sup
γ∈Γ
|xγ | <∞, xγ ∈ R, γ ∈ Γ}.
The L∞(Γ)-type spaces are the subspaces of ℓ∞(Γ) containing all eγ
′s (γ ∈ Γ). For example,
the spaces c0(Γ), c(Γ) and ℓ
∞(Γ) are all L∞(Γ)-type spaces. For every x = {xγ}γ∈Γ ∈
L∞(Γ), we write x = {xγ}, and omit the subscripts γ ∈ Γ for simplicity of notation.
Moreover, we denote the support set of x by Γx, i.e.,
Γx = {γ ∈ Γ : xγ 6= 0}.
For every γ ∈ Γ, the coordinate functional e∗γ on L
∞(Γ) defined by e∗γ(x) = xγ is the unique
supporting functional at eγ , since eγ is a smooth point in L
∞(Γ).
Let us consider a sign mapping θ : L∞(Γ)→ ℓ∞(Γ), given by θ(x) = {sign(xγ)} for every
x = {xγ} ∈ L
∞(Γ). Obviously, θ(0) = 0, θ(eγ) = eγ for every γ ∈ Γ and θ(x) is a norm-
one element in ℓ∞(Γ) for every nonzero x ∈ L∞(Γ). Moreover, for all x, y ∈ L∞(Γ) with
Γx ∩ Γy = ∅ and t > 0, we have θ(x+ y) = θ(x) + θ(y), θ(tx) = θ(x) and θ(−x) = −θ(x).
Theorem 3.3. Let X be an L∞(Γ)-type space, and let Y be a normed space. Suppose that
f : X → Y is a surjective phase-isometry. Then f is phase-equivalent to a linear isometry.
Proof. The proof will be divided into three steps. The steps (2) and (3) were proved in [15,
Lemmas 2.4 and 2.5]. A brief sketch of the proof is given below for the reader’s convenience.
Step 1: By Lemma 2.6, for every γ ∈ Γ there exists a linear functional ϕγ ∈ SY ∗ such
that e∗γ(x) = ±ϕγ(f(x)) for all x ∈ X. Moreover, the functionals {ϕγ : γ ∈ Γ} can be easily
modified to obey the condition:
ϕγ(f(eγ)) = 1, ϕγ(f(eγ′)) = 0 for all γ, γ
′ ∈ Γ, γ′ 6= γ.
We may consider the space Y to be a function space on Γ given by w(γ) = ϕγ(w) for every
w ∈ Y, γ ∈ Γ. For every x = {xγ} ∈ X, we have
|f(x)(γ)| = |ϕγ(f(x))| = |e
∗
γ(x)| = |xγ |.
Consequently,
sup{|f(x)(γ)| : γ ∈ Γ} = sup{|xγ | : γ ∈ Γ} = ‖x‖ = ‖f(x)‖.
Thus we can regard Y as a subspace in ℓ∞(Γ). Moreover, for every x = {xγ} ∈ X, we
obtain the formula f(x) = {f(x)γ} ∈ Y , where |f(x)γ | = |xγ | for every γ ∈ Γ.
Step 2: We will prove that θ(f(x)) = ±f(θ(x)) for every x ∈ X. From the equation (2),
{‖f(θ(x))± f(‖x‖θ(x))‖} = {‖θ(x)± ‖x‖θ(x)‖} = {1 + ‖x‖, |1 − ‖x‖|};
{‖f(‖x‖θ(x)) ± f(x)‖} = {‖‖x‖θ(x)± x‖} = {2‖x‖, ‖x‖ − inf
γ∈Γx
|x(γ)|}.
It follows that
f(θ(x)) = ±θ(f(‖x‖θ(x))) and θ(f(‖x‖θ(x))) = ±θ(f(x)).
Step 3: We will prove that the mapping f satisfies conditions (a) and (b) of Proposition
3.2 and this completes the proof. To check the condition (a), it suffices to show that
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θ(f(tx)) = ±θ(f(x)) for every x ∈ SX and t > 0. We apply the result in the Step 2 to
obtain
θ(f(tx)) = ±f(θ(tx)) = ±f(θ(x)) = ±θ(f(x)).
It remains to check the condition (b). For fixed γ0 ∈ Γ, set Z := {x ∈ X : e
∗
γ0
(x) = 0}.
Then Z is a hyperplane through the origin such that eγ0⊥Z and Z⊥eγ0 . We need to check
that for every z ∈ Z, there exist two real numbers α(z) and β(z) with |α(z)| = |β(z)| = 1
such that f(z+eγ0) = α(z)f(z)+β(z)f(eγ0 ). This is equivalent to showing that there exist
two real numbers α and β with |α| = |β| = 1 such that
θ(f(z + eγ0)) = αθ(f(z)) + βf(eγ0).
Note that θ(f(z + eγ0)) = ±f(θ(z + eγ0)) = ±f(θ(z) + eγ0). From the step 1, we write
f(θ(z) + eγ0) = {bγ}+ βf(eγ0) and f(θ(z)) = {cγ},
where |β| = 1 and |bγ | = |cγ | = 1 for every γ ∈ Γz. For every a, b ∈ R, we put a ∨ b =
max{a, b}. Then
{ sup
γ∈Γz
{|bγ + cγ |} ∨ 1, sup
γ∈Γz
{|bγ − cγ |} ∨ 1}
= {‖f(θ(z) + eγ0) + f(θ(z))‖, ‖f(θ(z) + eγ0)− f(θ(z))‖}
= {‖2θ(z) + eγ0‖, ‖eγ0‖} = {2, 1}.
It follows that f(θ(z) + eγ0) = ±f(θ(z)) + βf(eγ0), as desired. 
Let Γ be a nonempty index set. The ℓ1(Γ) space is
{x =
∑
γ∈Γ
xγeγ : ‖x‖ =
∑
γ∈Γ
|xγ | <∞, xγ ∈ R, γ ∈ Γ}.
For every x ∈ ℓ1(Γ), we denote the support set of x by Γx, i.e.,
Γx = {γ ∈ Γ : xγ 6= 0}.
For all x, y ∈ ℓ1(Γ), we have x⊥y if and only if Γx ∩ Γy = ∅. It is well known that for all
x, y ∈ ℓ1(Γ),
x⊥y ⇔ ‖x+ y‖+ ‖x− y‖ = 2(‖x‖ + ‖y‖)⇔ ‖x+ y‖ = ‖x− y‖ = ‖x‖+ ‖y‖.
Please note that for every index set Γ, if X = ℓ1(Γ) then X∗ = ℓ∞(Γ). Moreover, if Γ is a
countable set then all w∗-exposed points of Bℓ∞(Γ) are just
{x = {θγeγ} : θγ = ±1, γ ∈ Γ}.
For every uncountable set Γ, there are no w∗-exposed points of Bℓ∞(Γ).
The next main result needs a lemma whose proof depends on the “continuity” of phase-
isometries.
Lemma 3.4. Let X and Y be real normed spaces, and let f : X → Y be a surjective
phase-isometry. If X is a Banach space, then so is Y .
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Proof: Suppose that {f(xn) : xn ∈ X,n ∈ N} is a Cauchy sequence in Y . Clearly, {‖xn‖}
is also a Cauchy sequence in R. If {‖xn‖} converges to zero, then limn→∞ f(xn) = 0
in Y by norm preserving property. Now we assume that a = limn→∞ ‖xn‖ > 0. For
every 0 < ǫ < a/2, there is a cutoff nǫ ∈ N such that whenever m,n > nǫ, we have
‖xm‖, ‖xn‖ > a− ǫ/2 and ‖f(xn)− f(xm)‖ < ǫ. From the equation (2),
‖f(xn) + f(xm)‖+ ‖f(xn)− f(xm)‖ = ‖xn + xm‖+ ‖xn − xm‖ ≥ 2max{‖xn‖, ‖xm‖}
for all m,n ∈ N. It follows that ‖f(xn) + f(xm)‖ > 2a − 2ǫ > a for all m,n > nǫ. Fix a
positive integer n0 > nǫ and set A := {m ∈ N : ‖xm−xn0‖ = ‖f(xm)−f(xn0)‖ < ǫ,m > n0}
and B := {m ∈ N : ‖xm + xn0‖ = ‖f(xm) − f(xn0)‖ < ǫ,m > n0}. Then for all m,n ∈ A
or B, we have
‖xm − xn‖ ≤ ‖f(xm)− f(xn0)‖+ ‖f(xn)− f(xn0)‖ < 2ǫ < a.
The inequality ‖f(xn) + f(xm)‖ > a yields ‖xm − xn‖ = ‖f(xm)− f(xn)‖ for all m,n ∈ A
or B. Since A or B is an infinite set, we may assume by passing to a subsequence that {xn}
is a Cauchy sequence, and {xn} converges to x in X. From the equation (2), we have
{‖f(xn)− f(x)‖, ‖f(xn) + f(x)‖} = {‖xn − x‖, ‖xn + x‖}
for every n ∈ N. So we obtain that the Cauchy sequence {f(xn)} converges to f(x) or
−f(x). This completes the proof. ✷
Remark 3.5. Let X and Y be real normed spaces, and let f : X → Y be a phase-isometry.
Using the same proof as the above Lemma 3.4, for every sequence {xn} that converges to x
in X, there is a subsequence {f(xni)} converges to f(x) or −f(x) in Y .
Theorem 3.6. Let X = ℓ1(Γ), and let Y be a normed space. Suppose that f : X → Y is a
surjective phase-isometry. Then f is phase-equivalent to a linear isometry.
Proof: The proof will be divided into five steps.
Step 1: Since f satisfies the equation (2), it follows that for all x, y ∈ X,
x⊥y ⇔ ‖f(x) + f(y)‖ = ‖f(x)− f(y)‖ = ‖f(x)‖+ ‖f(y)‖.
Alternatively, x⊥y if and only if ‖af(x) + bf(y)‖ = |a|‖f(x)‖ + |b|‖f(y)‖ for all a, b ∈ R.
Fix γ0 ∈ Γ and t ∈ R, we can find x ∈ X with ‖x‖ = |t| such that f(x) = tf(eγ0). Then for
every γ ∈ Γ with γ 6= γ0,
‖x+ eγ‖+ ‖x− eγ‖ = ‖tf(eγ0) + f(eγ)‖+ ‖tf(eγ0)− f(eγ)‖ = 2(1 + ‖x‖).
This yields x⊥eγ for every γ ∈ Γ and γ 6= γ0, and hence x = ±teγ0 . We conclude that
f(teγ) = ±tf(eγ), for all γ ∈ Γ, t ∈ R.
Step 2: We shall show by induction that for every n ∈ N, {γi ∈ Γ : 1 ≤ i ≤ n} and
{bi}
n
i=1 ⊂ R, if f(x) =
∑n
i=1 bif(eγi) ∈ Y for some x ∈ X then
x =
n∑
i=1
aieγi , where |ai| = |bi| for all 1 ≤ i ≤ n.
The statement is true for n = 1 from Step 1. Suppose that the conclusion is true for
n = k − 1. Now take x =
∑
γ∈Γ xγeγ ∈ X such that f(x) =
∑k
i=1 bif(eγi). For every
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1 ≤ m ≤ k, we can choose ym ∈ X such that f(ym) = f(x)− bmf(eγm). By the assumption
of the truth of n = k − 1, we have ym⊥eγm and ‖ym‖ =
∑k
i=1 |bi| − |bm|. It follows that
‖f(x)‖ =
∑k
i=1 |bi|, and hence
‖f(x) + bmf(eγm)‖+ ‖f(x)− bmf(eγm)‖
= ‖f(ym) + 2bmf(eγm)‖+ ‖f(ym)‖
= ‖ym‖+ |2bm|+ ‖ym‖
= 2‖f(x)‖ = 2‖x‖.
On the other hand,
‖f(x) + bmf(eγm)‖+ ‖f(x)− bmf(eγm)‖
= ‖x+ bmeγm‖+ ‖x− bmeγm‖
= 2(‖x‖ − |xγm |) + |xγm + bm|+ |xγm − bm|
= 2‖x‖ − 2‖xγm‖+ 2max{‖xγm‖, |bm|‖}.
It follows that |xγm | ≥ |bm| for every 1 ≤ m ≤ k. Observe that
∑
γ∈Γ
|xγ | = ‖x‖ = ‖f(x)‖ =
k∑
i=1
|bi|.
Therefore, |xγm | = |bm| for all 1 ≤ m ≤ k and xγ = 0 for every γ ∈ Γ \ {γn : 1 ≤ n ≤ k}.
Consequently, by the Principle of Finite Induction, the statement is true for all n ∈ N.
Step 3: We shall prove that for all sequences {γn}
∞
n=1 ⊂ Γ and {bn}
∞
n=1 ⊂ R with∑
∞
n=1 |bn| <∞, if f(x) =
∑
∞
n=1 bnf(eγn) ∈ Y for some x ∈ X then
x =
∞∑
n=1
aneγn , where |an| = |bn| for all n ∈ N.
Since Y is a Banach space by Lemma 3.4, the formula
∑
∞
n=1 bnf(eγn) is well defined. Step
2 shows that for every sequence {cn}
∞
n=1 ⊂ R with
∑
∞
n=1 |cn| <∞,
‖
∞∑
n=1
cnf(eγn)‖ = lim
k→∞
‖
k∑
n=1
cnf(eγn)‖ = lim
k→∞
k∑
n=1
|cn| =
∞∑
n=1
|cn|.
We write x =
∑
γ∈Γ xγeγ ∈ X. A short computation shows that
2‖f(x)‖ = ‖f(x) + bnf(eγn)‖+ ‖f(x)− bnf(eγn)‖
= ‖x+ bneγn‖+ ‖x− bneγn‖
= 2‖x‖ − 2‖xγn‖+ 2max{‖xγn‖, |bn|‖}
for every n ∈ N. This means that |xγn | ≥ |bn| for every n ∈ N. Moreover, the equation
‖x‖ =
∑
∞
n=1 |bn| proves that x =
∑
∞
n=1 xγneγn , where |xγn | = |bn| for every n ∈ N.
Step 4: Now we shall prove that if x =
∑
γ∈Γ xγeγ ∈ X then f(x) =
∑
γ∈Γ f(x)γf(eγ),
where |f(x)γ | = |xγ | for every γ ∈ Γ. For every x ∈ X, the support set Γx is countable.
Since the proof also applies to the case of finite, we can put Γx = {γn : n ∈ N} and
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x =
∑
∞
n=1 xγneγn . Let E := ℓ
1(Γx) be a subspace of X and x
∗ =
∑
∞
n=1 sign(xγn)eγn be a
linear functional in E∗ = ℓ∞(Γx). Then x
∗ is a w∗-exposed points of BE∗ and
x∗(x) = ‖x‖ =
∞∑
n=1
|xγn |.
Note that the restriction of f to E is also a phase-isometry. By Lemma 2.6, there exists
a linear functional ϕ ∈ SY ∗ such that x
∗(v) = ±ϕ(f(v)) for all v ∈ E. In particular,
ϕ(f(eγn)) = ±x
∗(eγn) = ±1 for every n ∈ N. Since Y is a Banach space, we get the
vector w =
∑
∞
n=1 ϕ(f(eγn))|xγn |f(eγn) ∈ Y is well defined. By Step 3, we can find z =∑
∞
n=1 zγneγn ∈ E such that f(z) = w, where |zγn | = |ϕ(f(eγn))xγn | = |xγn | for every n ∈ N.
The equation |x∗(z)| = |ϕ(f(z))| =
∑
∞
n=1 |xγn | implies that z = ±x, and so
f(x) = ±
∞∑
n=1
ϕ(f(eγn))|xγn |f(eγn).
Step 5: We check that the mapping f satisfies conditions (a) and (b) of Proposition 3.2.
To check the condition (a). Let x =
∑
γ∈Γx
xγeγ ∈ SX and t > 0. By Step 4 we can write
f(x) =
∑
γ∈Γx
bγf(eγ) and f(tx) = t
∑
γ∈Γx
cγf(eγ),
where |bγ | = |cγ | = |xγ | for every γ ∈ Γx. Therefore,
1 + t = ‖x+ tx‖ ∈ {‖f(x) + f(tx)‖, ‖f(x)− f(tx)‖}
= {
∑
γ∈Γx
|bγ + tcγ |,
∑
γ∈Γx
|bγ − tcγ |}.
From the inequality
∑
γ∈Γx
|bγ ± tcγ | ≤
∑
γ∈Γx
|bγ |+ t|cγ | = 1 + t,
we conclude that f(tx) = ±tf(x). To check the condition (b). For fixed γ0 ∈ Γ, the set
Z := {z ∈ ℓ1(Γ) : eγ0⊥z} is a hyperplane through the origin such that eγ0⊥Z and Z⊥eγ0 .
For every z =
∑
γ∈Γz
zγeγ , we write
f(z + eγ0) =
∑
γ∈Γx
bγf(eγ) + βf(eγ0) and f(z) =
∑
γ∈Γz
cγf(eγ),
where |β| = 1 and |bγ | = |cγ | = |zγ | for every γ ∈ Γz. Consequently,
1 = ‖z + eγ0‖ − ‖z‖ ∈ {‖f(z + eγ0) + f(z)‖, ‖f(z + eγ0)− f(z)‖}
= {
∑
γ∈Γx
|bγ + cγ |+ 1,
∑
γ∈Γx
|bγ − cγ |+ 1}.
This means f(z + eγ0) = ±f(z) + βf(eγ0) for every z ∈ Z, which completes the proof. ✷
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