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ABSTRAKT
Bakalářská práce se věnuje získávání statistických dat o síťové komunikaci na koncových
uživatelských stanicích. V rámci teoretické části byly vybrány nástroje, které jsou stan-
dardně obsaženy v operačních systémech platforem Windows a také Unix. Pro zjištění
podrobných informací byly tyto nástroje doplněny o vhodně zvolené softwarové řešení
třetích stran. Tyto nástroje byly vybírány s ohledem na jednoduchost nasazení a jejich
následného používání. Cílem praktické částí bylo nalezení vhodného programového řešení,
které bude sloužit k získávání podrobných informací o síťové komunikaci a uživatele ne-
bude nijak omezovat. Dalším cílem je také vytvoření vlastní aplikace pro tvorbu statistiky
síťového provozu. Součástí vlastního řešení je také automatizace procesu shromažďování
statistických dat o síťové komunikaci. Formát, ve kterém jsou výstupní data ukládána
byl navržen s ohledem na budoucí zpracování dat.
KLÍČOVÁ SLOVA
Sběr dat, Windows, Unix, síťová komunikace, Netstat, Ipconfig, Data Collector, Ntop,
Darkstat.
ABSTRACT
The bachelor’s thesis deals with collecting statistical information about network commu-
nication in terminal equipment devices. Theoretical part of this project aims to gather
methods and application tools on Windows and Unix platforms and support them by well
chosen third party solution to gain more detailed informations. Tools were chosen based
on ease of deployment and usage. Practical part of bachelor’s thesis directs to find sui-
table solution to gather detailed informations about network traffic. Important fact must
be to not bother the end-users. Next part is to develop own application for collecting
information about network usage and communication. Output format structure of the
solution was designed with future data manipulation in mind.
KEYWORDS
Data collecting, Windows, Unix, network communication, Netstat, Ipconfig, Data Collec-
tor, Ntop, Darkstat.
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ÚVOD
Tato práce se zabývá problematikou získávání dat o síťové komunikaci na koncových
uživatelských stanicích. Konkrétní způsob získávání dat je zaměřen na sběr statis-
tických dat, pomocí kterých je následně možné získat přehled o využití konkrétních
síťových komunikačních rozhraní.
V teoretické části jsou uvedeny postupy a nástroje, které je možné použít k zís-
kávání informací, počínaje popisem jednotlivých aplikací dostupných v operačních
systémech rodin Windows a Unix. Konkrétní nástroje byly vybírány s ohledem na
to, aby bylo jejich nasazení a následné používání pokud možno co nejjednodušší,
v ideálním případě bez zásahů do konfigurace operačního systému, na kterém bude
nástroj využíván. Pro získání podrobnějších informací o síťovém provozu bylo ovšem
nutné využít softwaru zaměřeného přímo na analýzu síťového provozu a tvorbu sta-
tistik.
V případě, že již máme k dispozici použitelný program, pomocí kterého můžeme
jednorázově shromáždit požadovaná data, je vhodné zajistit mechanismus, který
bude bez zásahu uživatele automatizovat proces sběru dat. Tímto problémem se
práce zabývá v rámci realizace vlastního programového nástroje.
V závěru práce je přiložena laboratorní úloha, kterou může student využít k tomu,
aby se seznámil s ovládáním nástroje netstat, který je přímo integrovaný v operač-
ním systému Windows a je možné jej využít ke zjišťování statistických dat o využití
síťového rozhraní na koncové stanici.
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1 SBĚR STATISTICKÝCH INFORMACÍ
1.1 Síťová komunikace
Aby mohli koncové uživatelské stanice v počítačové síti spolu navzájem komunikovat,
využívají k tomu síťové protokoly.
Protokol lze chápat jako síťovou architekturu, která umožňuje vlastní spojení
mezi dvěma koncovými zařízeními. Tyto protokoly zastupuje např. protokolová sada
TCP/IP (Transmission Control Protocol / Internet Protocol – Sada protokolů pro
komunikaci v počítačové síti) a referenční model ISO OSI (International Standards
Organization / Open Systen Interconnection – Mezinárodní organizace pro norma-
lizaci / propojení otevřených systémů). [7] Samotná komunikace je řešena pomocí
jednotlivých síťových vrstev těchto mechanismů. Počet vrstev je závislý na tom, jaký
typ síťového modelu nebo protokolové sady uvažujeme. Zatímco referenční model
ISO/OSI vymezuje sedm vrstev síťového programového vybavení, TCP/IP počítá
jen se čtyřmi vrstvami - viz obr. 1.1. [6]
12
Obr. 1.1: Vrstvy protokolu TCP/IP a ISO OSI
1.2 Nástroje OS platformy Windows a UNIX
Windows
Na OS (Operačních systémech) Windows existuje několik nástrojů, pomocí kterých
můžeme sledovat síťovou komunikaci. V této práci budu popisovat některé z nich.
Pomocí nástroje ipconfig můžeme provádět základní konfiguraci protokolu IP (In-
ternet Protocol – Internetový protokol obstarává směrování paketů) na síťových
rozhraních. Pro získání statistik o konkrétním provozu a zjištění vytížení slouží ná-
stroj netstat. Tyto nástroje jsou součástí základní instalace a jsou tedy k dispozici
ihned po prvním spuštění operačního systému. Jedním z dalších nástrojů, které na-
bízí Microsoft je Network Monitor. Tato utilita slouží k zachytávání a následné
analýze reálného provozu na síťovém rozhraní. [2]
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UNIX
Pokud jde o platformu UNIX, nabízí se pro srovnání nástroje ifconfig a stejno-
jmenný netstat. První z nich slouží ke konfiguraci a zjištění základních informací
a síťovém rozhraní. Nástroj netstat slouží k analýze provozu a umožňuje také např.
sledování provozu na určitých portech transportní vrstvy. Další nástroje, které lze
využít na distribucích linuxu jsou: IPTraf, NetHogs, iftop, jnettop. Tyto ná-
stroje jsou určeny pro ovládání v příkazovém řádku. Jsou velice užitečné v případě,
že chceme získat podrobné informace o aktuálním provozu na síťovém rozhraní.
Nenabízí ovšem dostatečně detailní informace o používaných protokolech.
Software
Pro shromáždění co nejpodrobnějších informací o dění na síťovém rozhraní je vhodné
použít konkrétně zaměřené programové řešení. K tomu je určený programDarkstat
a Ntop, obě tyto aplikace lze použít jak na platformě Windows tak na distribucích
linuxu. Nabízí nejen velmi detailní informace o samotném provozu, ale také je možné
tyto data ukládat a následně vhodnými způsoby prezentovat.
Zde uvedené programy a nástroje jsou dále popisovány v příslušných kapitolách
níže.
Vyžadované prostředky
Část nástrojů, kterými se tato práce zabývá vyžaduje pro svou správnou funkč-
nost nainstalované určité knihovny. Jedná se zejména o libpcap (platforma Unix)
a WinPcap(pro Windows). Tyto knihovny umožňují programům přistupovat k da-
tům odebíraným přímo ze síťového adaptéru na spojové vrstvě. Dokáží zpracovat
kompletní obsah příchozích a odesílaných paketů. Součást knihovny je ovladač NPF
(Netgroup packet filter), který zajišťuje přímou komunikaci s ovladačem síťové karty
a získává požadovaná surová data. Další součástí jsou knihovny packet.dll a wp-
cap.dll, které tvoří API (Application programming interface – Označuje v informa-
tice rozhraní pro programování aplikací) knihovny, ovládají NPF a zajišťují komu-
nikaci s uživatelskou aplikací. [3]
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2 NÁSTROJE PRO ZÍSKÁVÁNÍ DAT
2.1 Nástroje platformy Windows
2.1.1 Netstat
Obecné informace
Jedná se o nástroj, který umí zobrazit aktivní TCP (Transmission Control Proto-
col – Základní protokol transportní vrstvy) spojení, porty na kterých koncová sta-
nice naslouchá, statistiku využití Ethernetu, směrovací tabulku, statistiku protokolů
IPv4 (kterou lze filtrovat dle sekcí: IP, ICMP (Internet Control Message Protocol
– protokol používaný pro zasílání chybových zpráv a oznámení), TCP a UDP(User
Datagram Protocol - Protokol transportní vrstvy, nepodporuje potvrzení o doru-
čení) a IPv6 (obdobně rozdělenou na: IPv6, ICMPv6, TCP přes IPv6 a UDP přes
IPv6). [1]
Syntaxe
Při využívání nástroje Netstat pracujeme s následujícím zápisem:
ne t s t a t [−e ] [−n ] [−p Proto ] [− r ] [− s ] [ I n t e r v a l ]
Parametry
Výstup lze filtrovat užitím těchto parametrů:
• e – zobrazí statistiku Ethernetu, např. počet přijatých a odeslané bajtů a pa-
ketů, apod.,
• n – vypíše aktivní TCP spojení, IP adresy a porty jsou zobrazeny numericky,
není proveden překlad na jména,
• p – zobrazí spojení dle protokolu, místo klíčového slova „proto”, lze použít IP,
IPv6, ICMP, ICMPv6, TCP, TCPv6, UDP, nebo UDPv6,
• s – ukáže statistiku dle protokolů, v základním nastavení jsou statistiky zobra-
zeny pro IP, IPv6, ICMP, ICMPv6, TCP, TCPv6, UDP, a UDPv6 protokoly.
Parametr -p může být použit pro specifikování určité části základního výpisu,
kterou požadujeme zobrazit,
• r – vypisuje záznamy uvedené v směrovací tabulce, jedná se o ekvivalent pří-
kazu route print,




Proto Název protokolu. Např.: IPv6, ICMP, ICMPv6,
TCP, TCPv6, UDP, nebo UDPv6
Místní adresa IP adresa místního počítače a port který je využí-
ván, je zobrazeno také jméno lokálního počítače.
V případě, že není použit parametr n, je číslo portu
identifikováno jako *, když není sestaveno spojení
Vzdálená adresa IP adresa a číslo portu vzdáleného počítače, ke kte-
rému je navázáno spojení. Názvy náležící IP adrese
a portu jsou zobrazeny za předpokladu, že není
použit parametr n. Pokud není spojení na portu
navázáno, je také číslo portu zobrazeno jako *
(stav) indikuje stav TCP spojení, jednotlivé stavy jsou









Podrobnější informace o stavech TCP spojení, viz
RFC 793 [10]
Tab. 2.1: Položky, které obsahuje výpis nástroje netstat
• /? – slouží pro vyvolání nápovědy.
Poznámky
• Parametry použité s tímto příkazem, mohou být zapsány se znakem „-”, nebo
„/”.
• V případě, že nepoužijeme žádný parametr, netstat zobrazí aktivní spojení.
• Jednotlivé položky, které využívá nástroj netstat při výpisu statistiky, viz
tab. 2.1.
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2.1.2 Nástroj Windows Sledování spolehlivosti a výkonu
V originálním anglickém operačním systému nalezneme tento nástroj pod názvem
„Performance Monitor and Resource Monitor“. Nástroj ke sledování výkonu tzv.
„Performance Monitor“ má tři základní funkce:
• sledování systému,
• prohlížení logů nástroje Performance Counter,
• nastavení úloh (využitím systémové aplikace Data Collector).
Performance monitor umožňuje získání více informací o tom jak systém funguje než
většina samostatných nástrojů. Základní vzhled rozhraní ukazuje obr. 2.1. Obsahuje
Obr. 2.1: Rozhraní nástroje Performance Monitor
stovky čítacích prostředků ke sledování jednotlivých funkčních objektů. V nastavení
„Performance Monitoru“ můžeme zobrazit souhrn informací ke každému jednotli-
vému čítači, viz obr. 2.2. Většinu monitorování systému můžeme provést pomocí
nástroje „Performance Monitor“, existuje ale také nástroj ke sledování prostředků,
tzv. „Resource Monitor“. Tento nástroj pracuje se čtyřmi základními systémovými
prostředky:




V základním režimu jsou informace o těchto systémových prostředcích zobrazeny
velice podobně jako v nástroji Správce úloh. Zde jsou zobrazeny i další rozšiřující
informace. Pokud je použijeme, např. u CPU, zobrazí se nám informace o využití
procesoru jednotlivými úlohami, dále průměrné využití procesoru, které se hodí pro
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Obr. 2.2: Zobrazení informací k čítači
lepší přehled o tom, která úloha je nejvíce aktivní. Informace o diskovém subsystému
zobrazí např. informace o stránkování, můžeme tak jednoduše identifikovat procesy,
které nejčastěji vykonávají čtení a zápis dat. V části s informacemi o síti jsou zob-
razena aktivní připojení a procesy, které je sestavili. Dále také informace o datovém
provozu jednotlivých úloh. Tato informace může být užitečná v případě, že chceme
odhalit síťový provoz na pozadí – který je obtížně zjistitelný. A poslední položka
Paměť – ukazuje rovnocenné informace těm, které jsou ve Správci úloh. Zde jsou
však k dispozici podrobnější informace v rámci celého operačního systému. [5]
2.1.3 Data Collector
Data collector je systémová komponenta, která je obsažena ve většině verzí ope-
račních systémů Windows. Tato komponenta dovede shromažďovat různé typy in-
formací. Je možné data shromažďovat trvale, nebo podle uživatelem definovaného
časového plánu. Data collector ukládá shromážděná data v databázi, která se nazývá
Management Data Warehouse.
Data collector je základním prvkem pro analýzu systémů Microsoft. Jedná se
vlastně o centrální místo, kde jsou uložená data o všech požadovaných zařízeních
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a aplikacích. Tento centrální prvek může získávat data o různých aktivitách systému,
nejen o vytížení.
Data collector umožňuje nastavit rozsah získávání dat, aby přesně vyhověl po-
žadovanému uživatelskému pozorování aktivity určité úlohy a přizpůsobil se tak
produkčnímu prostředí. Na obr. 2.3, je znázorněno nastavení Data collectoru pro
výpis přijatých a odeslaných datagramů pro IPv4 a IPv6. Úložiště dat, tzv. ma-
Obr. 2.3: Příklad nastavení Data Collectoru
nagement data warehouse, také umožňuje spravovat uložené informace a způsob
jejich uložení. Data collector také podporuje přístup k datům pomocí API. [8]
Na obr. 2.4, je funkční princip shromažďování dat.














Obr. 2.4: Princip shromažďování dat
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2.1.4 Network Monitor
Jedním z nástrojů, které slouží ke sledování síťového provozu jeNetwork Monitor.
Umožňuje zachytávání paketů a jejich následnou analýzu. Zachytávání je možné
filtrovat pro zachycení pouze požadovaného provozu. Aktuální verze je dostupná na
webových stránkách Microsoftu. [9]
Když spustíme poprvé aplikaci Network Monitor, zobrazí se nám uživatelské
rozhraní, viz obr. 2.5. V panelu „Select Networks“ lze vybrat, které síťové připo-
Obr. 2.5: Uživatelské rozhraní aplikace Network Monitor
jení chceme sledovat. Jakmile vybereme jeden nebo více síťových adaptérů, můžeme
kliknutím na tlačítko „New Capture“ vytvořit novou úlohu pro sledování. Následně
stisknutím tlačítka „Start“ spustíme samotné monitorování. Jakmile proběhne ně-
jaký síťový provoz, začnou se nasbírané informace zobrazovat v panelu „Frame Sum-
mary“. Sledování síťového provozu můžeme pozastavit stisknutím „Pause“, nebo
zastavit stisknutím tlačítka „Stop“. Poté můžeme prohlédnout všechny zachycené
informace o síťovém provozu na zvolených rozhraních. V panelu „Network Conver-
sations“, viz. obr. 2.6, můžeme vybrat jednotlivé úlohy a zobrazit tak síťový provoz,
který s nimi souvisí. Okno, které ukazuje obr. 2.7, zobrazuje odpověď se stavem
OK, zaslanou pomocí protokolu HTTP (Hypertext Transfer Protocol – internetový
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Obr. 2.6: Panel Network Conversations aplikace Network Monitor
protokol určený pro výměnu hypertextových dokumentů ve formátu HTML) z ad-
resy 199.47.216.144 na adresu 192.168.20.30. Pokud klikneme na zachycený rámec,
Network Monitor zobrazí podrobnou strukturu zachyceného rámce rozdělenou na
jednotlivé vrstvy. Network Monitor také obsahuje další funkce, např. filtrování pa-
ketů či cílené zachytávání, které mohou být užitečné při řešení problému v síti.
Obr. 2.7: Zachycený síťový provoz aplikace Dropbox
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2.2 Nástroje platformy UNIX
2.2.1 Netstat
Program netstat je obdobou stejnojmenné utility platformy Windows. Poskytuje
velké množství informací o stavu síťového softwaru v uživatelské koncové stanici,
včetně statistiky rozhraní, směrovací informace a výpis síťových spojení. Program
netstat si lze představit jako nástroj, nabízející množství dat o síti, které nena-
lezneme v žádném jiném nástroji obsaženém v OS. Následující body představují
nejběžnější využití:
• informace o konfiguraci rozhraní,
• sledování stavu síťových spojení a naslouchání síťových služeb,
• informace o směrovacích tabulkách,
• získávání provozních statistik pro různé síťové protokoly.
Informace o konfiguraci rozhraní
Příkaz netstat -i zobrazuje nastavení a stav každého síťového rozhraní na přísluš-
ném zařízení. Spustit tento příkaz je také vhodné k seznámení se se síťovým nastave-
ním nového stroje. Další podrobnosti k výpisu s parametry -i -e, viz obr. 2.8. Toto
Obr. 2.8: Informace o konfiguraci rozhraní
konkrétní síťové zařízení má jedno síťové rozhraní pro běžnou komunikaci a roz-
hraní označené lo, tzv. loopback – lokální smyčka. Pole RX packets a TX packets
udávají počet datagramů, které byly přijaty nebo odeslány na každém rozhraní od
okamžiku inicializace síťového rozhraní. Dále můžeme zjistit ke kolika chybám došlo
během síťové komunikace, tento údaj je označen errors. Je naprosto běžné, že se
po delší aktivitě síťového rozhraní několik chyb objeví. [4]
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Chyby by měly tvořit méně než 1% příslušných datagramů. Je-li poměr chyb
vysoký, je dobré porovnat jej s okolními počítači. Velké množství chyb na jedné
stanici naznačuje, že je problém v síťovém rozhraní nebo připojení. Když je poměr
na všech stanicích stejně vysoký, jedná se pravděpodobně o síťový problém nebo
problém s přenosovým médiem. Jedna z možných příčin vysokého počtu chyb se
může objevit, pokud dojde ke špatnému rozpoznání rychlosti spojení, nebo k chybě
v automatickém rozpoznání módu half-duplex/full-duplex. Jednou z dalších indikací
programu netstat je kolize, jedná se o specifický indikátor, udávající počet kolizí,
které se objevily při odesílání datagramů. Tato hodnota se dá využít k výpočtu
procenta výstupních datagramů (TX packets), které způsobily kolizi. Na správně
fungující síti by měly kolize tvořit méně než 3% výstupních datagramů, hodnota
nad 10% indikuje vážné problémy se zahlcením. Na správně fungující plně duplexní
(full-duplex) lince by již z principu nikdy nemělo dojít ke kolizi. [4]
Sledování stavu síťových spojení
Pokud spustíme program netstat bez argumentů, zobrazí stav aktivních portů pro
protokoly TCP a UDP. Neaktivní služby („naslouchající”) se standardně nezobra-
zují, lze je zobrazit příkazem netstat -a. Výstup na obrázku 2.9 zobrazuje ně-
Obr. 2.9: Stav síťových spojení
kolik navázaných webových spojení, dvě relace čekající na spojení a jeden port
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„naslouchající” příchozímu spojení. Adresy se zobrazují ve formátu: hostitelský-
název:služba, přičemž služba je číslo portu. Sloupce Send-Q a Recv-Q zobrazují
velikost příchozí a odchozí fronty pro jednotlivá spojení koncového hostitele. Hod-
noty ve sloupcích jsou uvedeny v bajtech.
Stav spojení má význam jen pro spojové orientované protokoly. Nejčastější stavy
TCP protokolu jsou ESTABLISHED pro aktivní spojení, LISTEN pro servery če-
kající na spojení (standardně se nezobrazují pokud není použit parametr -a). Pro
spojení, která se právě uzavírají se používá stav TIME_WAIT.
UDP protokol není spojově orientovaný, u již odeslaného datagramu si neudržuje
žádný stav, pouze přidává kontrolní součty. Na rozdíl od TCP nezaručuje správné
doručení paketů. Je vhodné jej nasadit pro komunikaci, když vyžadujeme vysokou
propustnost a není velký problém, pokud se výjimečně nějaký paket ztratí. Další
využití se nabízí např. ke komunikaci typu otázka-odpověď. Pro svou funkci využívá
porty, na základě kterých je následně možné rozlišit komunikaci více aplikací běžících
současně na jednom zařízení. Jako příklad využití protokolu UDP můžeme uvést
systém DNS (Domain Name System - systém sloužící pro překlad IP adres na jejich
doménové názvy), DHCP (Dynamic Host Configuration Protocol - používá se pro
automatickou konfiguraci stanic připojených do počítačové sítě), SNMP (Simple
Network Management Protocol - umožňuje sběr dat pro potřeby správy sítě), sdílení
souborů a tiskáren v sítích Windows, nebo například streamování videa.
Na obrázku 2.9 je uveden výpis, který slouží hlavně k ladění problémů, po-
kud zjistíme, že základní síťové nástroje fungují. Umožňuje ověřit, zda jsou zaří-
zení správně nastaveny a usnadňuje diagnózu některých typů chybné komunikace,
především protokolu TCP. Například spojení, které zůstává ve stavu SYN_SENT
identifikuje proces, jenž se snaží kontaktovat neexistující či nedostupný server, dále
pokud je více spojení ve stavu SYN_WAIT, naznačuje že hostitel nezvládá množství
spojení, která jsou po něm požadována. Tato situace může znamenat dokonce DoS
útok.
Identifikace naslouchajích síťových služeb
Při běžném používání může nastat situace, že bude výpis použitím příkazu netstat
-a vzhledem k množství zobrazovaných dat na vytížené stanici velice nepřehledný.
Může se také stát, že přehlédneme některé důležité položky ve výpisu, např. ne-
žádoucí „naslouchající” port. V tomto případě lze použít příkaz netstat -l, pro
zobrazení pouze takových portů, které jsou připravené na navázání spojení. For-
mát výstupu je totožný s výstupem netstat -a. Pokud navíc přidáme parametr -p,
identifikujeme tak konkrétní procesy spojené s každým naslouchacím portem.
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Získání provozních statistik pro různé síťové protokoly
Příkaz netstat -s slouží pro výpis čítačů síťového provozu. Výstup má oddělené
části pro protokoly IP, ICMP, TCP a UDP. Příklad takového výstupu, ukazuje
obrázek 2.10. Z takového výstupu je například možné odhalit problém s hardwarem,
pokud bude velký počet ztracených paketů a pod.
Obr. 2.10: Čítače síťového provozu
2.2.2 Ifconfig
Nástroj ifconfig umožňuje vypínat a zapínat síťové rozhraní, nastavovat IP adresu
a masku sítě, umožňuje také konfigurovat další parametry. Obvykle se spouští při
startu systému, kdy se načítá nastavení z konfiguračních souborů. Umožňuje ovšem
také změny za běhu systému. Zde je tedy velice důležité dobře promyslet prováděné
úpravy pokud jsme k zařízení připojeni vzdáleně, např. pomocí SSH (Secure Shell
- zabezpečený komunikační protokol) nebo vzdálené plochy. Je velice důležité mys-
let na to, že změny v síťové konfiguraci koncového zařízení můžeme provézt pouze
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takové, které nezpůsobí ztrátu síťového spojení. V opačném případě je nutné pro-
vedenou změnu v konfiguraci vrátit zpět lokálním zásahem přímo v místě, kde je
umístěno zařízení, nebo použít vzdálené ovládání typu KVM (zkratka pro Keyboard
- klávesnice, Video - obraz, Mouse - myš) over Ethernet.
Syntaxe příkazu:
i f c o n f i g rozhran í adresa přep ínače
Příklad použití:
i f c o n f i g eth0 192 . 1 68 . 3 9 . 1 netmask 255 . 255 . 255 . 0 up
Při použití nástroje ifconfig, parametr rozhraní označuje hardwarové rozhraní,
které je většinou v unixových systémech název zařízení vyjádřený dvěma, třemi
nebo i čtyřmi písmeny (odvozenými od typu konkrétního rozhraní), poté následuje
číslo. Téměř vždy se setkáme s označením např: eth0, eth1, nebo wlan0, wlan1
apod.
Příkaz ifconfig rozhraní zobrazí nastavení daného rozhraní, které ale přitom ne-
změní. Mnohé systémy zpracují příkaz -a jako „všechna zařízení"a proto lze použít
příkaz ifconfig -a pro zjištění, která rozhraní jsou nainstalována v systému. Pokud
systém nerozumí příkazu ifconfig -a lze použít alternativu ifconfig -i.
Parametr address udává IP adresu pro rozhraní. Existuje také varianta zadání
příkazu ifconfig, kdy pro parametr adresy použijeme hostitelský název. Vhodnějším
postupem je použít skutečnou IP adresu. Klíčové slovo up zapíná rozhraní, naopak
příkaz down zařízení vypne. Když pomocí ifconfig přidělíme IP adresu, je klíčové
slovo up uvažováno implicitně a není třeba je uvádět.
2.2.3 IPTraf
Jedná se o konzolovou aplikaci pro systém Linux, která slouží ke zkoumání síťo-
vého provozu. Shromažďuje různé informace, např. statistiku provozu (byty, pakety),
údaje o TCP spojeních, indikace aktivity provozu, případně také výpadky spojení.
[11]
Syntaxe:
nethogs [−d ] [−h ] [−p ] [− t ] [−V] [ dev i c e ( s ) ]
Hlavní funkce:
• Monitoring IP provozu, který prochází připojeným síťovým rozhraním. Ana-
lýza TCP informace, zaznamenání paketů a bajtů, pakety typu ICMP a smě-
rovacího protokolu OSPF (Open Shortest Path First).
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Obr. 2.11: IPTraf - Aktivní sledování síťového provozu
• Kompletní detailní statistika rozhraní zobrazující IP, TCP, UDP, ICMP, non-
IP pakety, čítání chyb kontrolního součtu, aktivity rozhraní, velikosti paketů.
• Sledování TCP a UDP služeb, sledování objemu přijatých a odeslaných dat na
běžných aplikačních portech.
• Statistika LAN (Local Area Network - lokální síť) provozu, zaznamenávání
informací o stanicích v síti a jejich aktivity.
• TCP a UDP filtr, sledování pouze těch dat, která nás zajímají.
• Logování sledovaných dat.
• Podpora rozhraní Ethernet, FDDI (Fiber distributed data interface - vyso-
korychlostní přenosová technologie s využitím optického vlákna), ISDN (In-
tegrated Services Digital Network - digitální síť integrovaných služeb), SLIP
(Serial Line Internet Protocol - technologie sloužící pro zapouzdření IP pro-
tokolu k transportu přes sériové rozhraní), PPP (Point-to-Point Protocol -
protokol slouží zejména k přímému propojení dvou odlehlých sítí), a loopback.
• Ovládání pomocí menu aplikace.
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2.2.4 NetHogs
NetHogs je jedním z dalších nástrojů, pomocí kterého můžete zjistit informace o ak-
tuálním využití síťového rozhraní na koncové stanici. Tento nástroj se ovšem od
ostatních liší v tom, že nezobrazuje informace dle protokolů, IP adres, ale využivá
k reprezentování generovaného provozu samotné procesy. Ke svému běhu nevyža-
duje NetHogs nahraný žádný speciální modul v jádře. Nabízí se tedy jako ideální
varianta, např. pokud je nutné zjistit, který proces využívá velké procento dostupné
šířky pásma. [12]
Obr. 2.12: NetHogs - Informace o využité šířce pásma jednotlivými procesy.
Volby
Význam jednotlivých parametrů:
• d – určuje frekvenci, jakou jsou aktualizování dat,
• h – vypíše všechny dostupné parametry aplikace NetHogs,
• p – přepne rozhraní do promiskuitního režimu,
• s – inicializuje tracemode,
• V – slouží ke zjištění aktuální nainstalované verze programu,
Za běhu programu lze také klávesou m měnit zobrazované údaje v hodnotách za
sekundu, nebo celkovém součtu přenesených dat.
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2.2.5 iftop
Tato utilita má za úkol zjistit, jakým způsobem je využitá šířka pásma jednotlivými
stanicemi. Naslouchá síťovému provozu na rozhraní a zobrazuje tabulku jednotli-
vých zjištěných stanic a k nim náležící objem přenášených dat. Nástroj také nabízí
základní informace o celkovém provozu po dobu sledování rozhraní. [13]
Syntaxe:
i f t o p −h | [−nNpblBP ] [− i i n t e r f a c e ] [− f f i l t e r code ]
[−F net /mask ] [−G net6 /mask6 ]
Nástroj iftop vyžaduje ke svému spuštění knihovny libpcap a libcurses. V zá-
kladním nastavení se snaží překládat zjištěné IP adresy jednotlivých hostů na do-
ménová jména a tím sám nástroj generuje určitý objem provozu, který ve finále
může ovlivnit zjištěné informace. Abychom vyloučili tento vliv, je možné pomocí
parametru n vyfiltrovat DNS provoz.




• h – zobrazuje celkové využití,
• n – zamezí překládání IP adres na jejich doménová jména,
• p – promiskuitní režim, budou brána v úvahu i data, která neprojdou přímo
rozhraním,
• P – zobrazení portů,
• I – bude počítat a zobrazí také lokální provoz IPv6,
• b – deaktivuje grafický ukazatel provozu,
• B – místo bitů/s budou data zobrazována v bytech/s,
• i interface – analýza provozu na konkrétním rozhraní,
• f filter code – slouží k filtrování pouze požadovaného provozu,
• F net/mask – slouží k analyzování provozu, který náleží určité podsíti,
• -G net6/mask6 – specifikuje určitou IPv6 určenou k analýze,




Jnettop zachytává provoz, který prochází přes koncovou stanici, kde je tento ana-
lyzátor spuštěn a zobrazuje jednotlivé datové proudy seřazené dle využívané šířky
pásma. [14]
Základní vlastnosti
• Přehledné zobrazení jednotlivých spojení,
• podporuje IPv6,
• umožňuje přizpůsobitelný textový výstup pro další analýzu,
• nízká náročnost na systémové prostředky.
Obr. 2.14: Přehled o probíhajících datových přenosech.
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3 KOMPLEXNÍ ŘEŠENÍ ANALÝZY SÍŤOVÉHO
PROVOZU
3.1 Darkstat
Tento software představuje kompletní řešení pro získání co největšího množství in-
formací o síťovém provozu koncové stanice a jejich následnou prezentaci. Nasbíraná
data ukládá do vlastní databáze, ze které vytváří statistiky, které zobrazuje po-
mocí HTTP. Tyto informace jsou zobrazovány podle stanic, odchozího a příchozího
provozu, komunikačních protokolů a vytváří také přehledné grafy pro minutovou,
hodinovou, denní a měsíční historii využití sítě. Po nainstalování softwaru, jsou
generované statistiky dostupné přes webové rozhraní na portu 666. [15] Darkstat
oficiálně podporuje tyto operační systémy:
• AIX (Advanced Interactive eXecutive - proprietární UNIXový OS firmy IBM),
• FreeBSD, NetBSD, OpenBSD,
• Linux (Archlinux, Debian, Fedora, Gentoo, OpenSUSE, Ubuntu),
• Mac OS X,
• Solaris.
Syntaxe
Jednotlivé parametry, pomocí kterých je možné ovládat Darkstat jako konzolovou
aplikaci. [15]
darks ta t [ − i i n t e r f a c e ] [ −r f i l e ] [ −−snaplen bytes ]
[ −−pppoe ] [ −−s y s l o g ] [ −−verbose ] [ −−no−daemon ]
[ −−no−promisc ] [ −−no−dns ] [ −−no−macs ] [ −−no−l a s t s e e n ]
[ −p port ] [ −b bindaddr ] [ −f f i l t e r ] [ − l network/netmask ]
[ −−chroot d i r ] [ −−userusername ] [ −−p i d f i l e f i l ename ]
[ −−import f i l ename ] [ −−export f i l ename ] [ −−daylog f i l ename ]
[ −−hosts−max count ] [ −−hosts−keep count ] [ −−ports−maxcount ]
[ −−ports−keep count ] [ −−highest−port port ] [ −−wait s e c s ]
[ −−hexdump ]
Parametry
Stručný popis jednotlivých parametrů a jejich význam:
• i interface – slouží k volbě rozhraní, které bude sledováno, jedná se o jediný
povinný parametr,
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Obr. 3.1: Základní vzhled webového rozhraní.
• r file – místo zachytání reálných dat, bude program přebírat uložené data
v souboru pcap,
• --snaplen bytes– parametr, který určuje kolik počátečních bajtů každého pa-
ketu zachytávat, standardně by se tento parametr neměl měnit, program jej
automaticky nastavuje,
• --pppoe – slouží pro zachytávání provozu na virtuálním rozhraní, např. tun-
nel0,
• --syslog – budou se do syslogu zapisovat chyby, varování apod.,
• --verbose – aktivuje dodatečné informační zprávy, např. pro odstranění chyb,
• --no-daemon – Darkstat nebude spuštěn trvale na pozadí,
• --no-promisc – zakázaní promiskuitního režimu,
• --no-dns – vypnutí překladu IP adres na doménová jména,
• --no-macs – nebudou se zobrazovat MAC (Media Access Control address -
jedinečný identifikátor síťového rozhraní) adresy v seznamu koncových stanic,
• --no-lastseen – vypne se zobrazování údaje o čase, kdy byla zaznamenána
komunikace určité stanice,
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• p port – definuje, na kterém portu bude dostupné webové rozhraní,
• b bindaddr – nastaví staticky adresu, na které bude webové rozhraní, stan-
dardně je dostupné na všech síťových rozhraních,
• f filter – používá se k filtrování pouze určitého síťového provozu, který bude
zaznamenáván, pro konfiguraci se využívá syntaxe nástroje tcpdump,
• l network/netmask – takto definovaná síť bude uvažována, jako lokální, ná-
sledně bude pro ni shromažďován odchozí a příchozí provoz,
• --chroot dir – nastavení určité složky, kterou bude program používat k uklá-
dání potřebných souborů,
• --user username – omezení uživatelských práv určitého uživatele, standardně
je použito nobody,
• --daylog filename – specifikuje název souboru, do kterého bude ukládána
denní statistika síťového provozu, složku lze vybrat použitím parametru –
chroot,
• --import filename – po startu importuje určitou databázi, pokud neexistuje
začne zápis do prázdné databáze,
• --export filename – před ukončením exportuje databázi, která je určená ná-
zvem filename,
• --pidfile filename – vytvoří soubor obsahující ID procesu Darkstatu, pokud
nebude ukončen program standardně, může být spuštěn znovu s tímto ID,
• --hosts-max count – maximální počet hostů, která budou v jeden okamžik
v paměti, slouží k omezení velikosti paměti, která budou ukládána, musí být
větší než hodnota parametru –hosts-keep,
• --hosts-keep count – pokud je dosažena hranice –hosts-max, je ponecháno
v paměti pouze tolik hostů s největším objemem přenesených dat, kolik udává
právě parametr –hosts-keep,
• --ports-max count – udává maximální počet portů, které budou sledovány
pro jednotlivé hosty, hodnota musí být větší, než parametr –ports-keep,
• --ports-keep count – jestliže je dosažena hranice –ports-max, je ponechán
v paměti pouze takový počet portů, kolik udává právě parametr –ports-keep,
• --highest-port port – udává nejvyšší číslo portu, který bude prezentován
v tabulce stanic, ovšem jejich provoz bude stále kalkulován,
• --wait secs – na dobu specifikovanou hodnoou secs program přestane analy-
zovat, 0 známená nekonečně dlouho,
• --hexdump – slouží k zobrazení přijímaného síťového provozu v hexadecimál-
ním tvaru, může být využito v případě řešení problému.
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Obr. 3.2: Darkstat – statistika komunikace konkrétní stanice – TCP spojení.
Obr. 3.3: Darkstat – zaznamenaný provoz dle protokolů.
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Příklady použití
Shromažďování dat pro rozhraní eth0.
darks ta t − i eth0
Zaznamenávání dat pro rozhraní eth0 s omezením na IP adresu 192.168.0.1.
darks ta t − i eth0 −b 192 . 1 6 8 . 0 . 1
Sledování webového provozu na standardním portu 80.
darks ta t − i eth0 −p 80
Čitání dat pouze pro protokol SSH.
darks ta t − i eth0 −f ’ ’ port 22 ’ ’
V případě, že pro měření nechceme brát v úvahu lokální provoz, můžeme použít
následující nastavení filtru.
darks ta t − i eth0 −f ’ ’ not ( s r c net 192 . 168 . 0 and
dst net 1 92 . 1 6 8 . 0 ) ’ ’
Darkstat pro Windows
Oficiálně Darkstat podporuje pouze operační systémy platformy Unix, existuje ovšem
neoficiální verze Darkstatu, který lze provozovat také na operačních systémech Win-
dows. Na webových stránkách projektu Darkstat V3.0.707 For Windows je
k dispozici jak zdrojový kód, tak binární soubory pro instalaci, viz [17].
Spuštěný program Darkstat na Windows 7 v 64-bitové verzi ve webovém prohlí-
žeči Internet Explorer 8 znázorňuje obr. 3.4. Ke svému provozu vyžaduje knihovnu
WinPcap, viz. 1.2
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Obr. 3.4: Darkstat pro Windows.
3.2 Network top
Network top, neboli Ntop je jedním z nejpoužívanějších řešení pro pokročilou ana-
lýzu síťového provozu, nabízí sledování vytížení síťového rozhraní, či informace o jed-
notlivých spojeních. Funguje jako analyzátor surových paketů. Princip fungování je
velice podobný linuxovému nástroji top. Přistupuje přímo k určenému přenosovému
médiu a zpracovává přenášené pakety tak, aby mohl nabídnout přehledné infor-
mace o zaznamenaných stanicích a využívaných protokolech. Pro svůj běh vyžaduje
nainstalovanou knihovnu libpcap, jedná se o systémově nezávislé rozhraní pro zpra-
cování uživatelských paketů, viz 1.2.
Ntop analyzuje data na úrovni linkové vrstvy, kterou představuje např. Ethernet,
nebo jiný protokol. Ze zachycených rámců je následně možné extrahovat informace
na úrovni síťové vrstvy, kterou představují jednotlivé pakety. Ke sledování samot-
ného provozu využívá ntop vlastní rozhraní, které sledují data v procházejícím sí-
ťovém provozu a také netFlow, případně sFlow sondy. Ke konfiguraci a sledování
získaných dat slouží webové rozhraní, které je standardně dostupné pomocí webo-
vého prohlížeče na portu 3000. Software samotný se tedy také chová jako web ser-
ver, ke konfiguraci tedy není nutné instalovat ani konfigurovat dodatečnou webovou
službu. Další vlastnost tohoto nástroje jsou také nízké hardwarové nároky na stanici,
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kde bude provozován. Celkové vytížení je samozřejmě závislé na objemu dat, který
bude monitorován. Tyto vlastnosti jej předurčují jako vhodný software pro sledování
různých druhů síťového provozu. [16]
Obr. 3.5: Zaznamenaný provoz po dobu 60 minut.
Hlavní funkce
• Seřazení síťového provozu dle protokolů,
• zobrazení síťového provozu podle nadefinovaných kritérií,
• zobrazení statistiky síťového provozu,
• ukládání statistických dat ve formátu RRD (Round Robin Database - kru-
hová databáze sloužící k ukládání statistických dat, hodnoty jsou v určitých
časových intervalech aktualizovány),
• určení identity uživatelů koncové stanice (např. zaznamenání e-mailové ad-
resy),
• pasivní určení operačního systému koncové stanice (bez zasílání dotazujících
paketů),
• zobrazení IP provozu dle různých protokolů
• analýza IP provozu a seřazení podle zdrojových a cílových adres,
• vytvoření tzv. matice subnetů IP provozu (zobrazuje komunikaci mezi kon-
krétními hosty),
• zobrazení využití IP protokolů dle typu,
• působení jako NetFlow/sFlow (technologie pro monitorování sítě a koncových




• Ethernet (včetně 802.1Q – standard, slouží k logickému rozdělení sítě),
• Token Ring (technologie LAN s předáváním vysílacího práva),
• PPP/PPPoE (PPP over Ethernet),
• Raw IP (komunikace bez transportní vrstvy – hlavička paketu je přístupná
přímo aplikaci),
• FDDI,




• IPX (Internetwork Packet Exchange - síťový protokol, který se dříve používal
v OS Novell NetWare),
• DecNet (souprava síťových protokolů),
• AppleTalk (Proprietární síťový komunikační protokol firmy Apple),
• Netbios (Network Basic Input Output System - softwarové rozhraní, které
slouží k zpřístupnění dat uložených na vzdálených počítačích),
• OSI,
• DLC (Data Link Control - protokol síťové vrstvy používaný v systémech IBM),
Systémové požadavky
• Operační paměť – využití je závislé na konfiguraci softwaru samotného, počtu
TCP spojení, obecně se pohybuje zhruba v rozsahu několika jednotek MB (pro
menší provoz) až po stovky MB (WAN rozhraní celé sítě).
• Procesor – zde je využití rovněž závislé na nastavení, aktuálním provozu na
sledovaném rozhraní apod. Při použití moderních procesorů je i při sledování
velkého objemu dat v rozmezí 0-10% zatížení celkového výpočetního výkonu.
Platformy
• Unix – zde je podpora většiny distribucí Linuxu, BSD, Solaris a Mac OS X.
• Windows – podpora operačních systému Windows 95 a novějších.
Volitelné funkce a vlastnosti
• Podpora VoIP, SIP (Session Initiation Protocol - protokol pro přenos signali-
zace v internetové telefonii), Cisco SCCP (Skinny Call Control Protocol - pro-
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prietární síťový protokol k ovládání terminálů) a Asterisk IAX (Inter-Asterisk
eXchange - slouží k povolení VoIP spojení mezi servery),
• NetFlow (Protokol, který slouží k monitorování síťového provozu. Původně
vyvinutý firmou Cisco),
• Multithread (podpora více úloh současně) a MP (MultiProcessor – využití
více výpočetních jader) na systémech Windows i Unix,
• použití API pro přidání dalších funkcí pomocí skriptů,
• dekódování konkrétních IP protokolů (DNS, SSH, Telnet (Telecommunication
Network - nezabezpečený komunikační protokol), NetBios, FTP (File Transfer
Protocol - protokol pro přenos souborů mezi stanicemi), atd.),
• podpora více rozhraní, i virtuálních,
• HTTPS (Hypertext Transfer Protocol Secure - webová komunikace s využitím
protokolu TCP na portu 443 – zabezpečení pomocí OpenSSL).
Struktura webového rozhraní
Jak již bylo zmíněno v předchozím popisu, webové rozhraní slouží k celkové konfigu-
raci softwaru a také jsou prostřednictvím jej prezentovány zjištěné statistiky síťového
provozu. Rozhraní samotné je rozděleno do několika hlavních sekcí:
Summary (Souhrn)
• Traffic (Provoz) – Zde jsou uvedeny kompletní informace o analyzovaném
provozu všech sledovaných rozhraní, včetně jejich konfigurace, dále jsou zde
informace o celkovém provozu z hlediska paketů (přijaté, odeslané, zahozené,
poměr unicastu, multicastu a broadcastu, informace o velikosti) a provozu
(objem všech přenesených dat, poměr provozu IPv4 a informace o hodnotě
TTL). Dále je zde také statistika vzdálenosti jednotlivých stanic, se kterými
byla zaznamenána komunikace. Zbytek sekce je věnován rozdělení provozu
dle protokolů (TCP, UDP, ICMP, OSPF, IGMP (Internet Group Manage-
ment Protocol - přidává protokolové sadě TCP/IP podporu multicastu), ARP
(Address Resolution Protocol - používá se k překladu síťové adresy na MAC
adresu), IPv6, STP (Spanning Tree Protocol - síťový protokol slouží k zame-
zení tvorby smyček v síťové topologii), atd.) a jsou zde také hodnoty zjištěné
použitím dekodérů komunikačních protokolů, které ntop využívá (FTP, DNS,
PROXY (Představuje prostředník mezi serverem a klientem, překládá dotazy),
SNMP, Kazaa (peer-to-peer protokol sloužící ke sdílení multimédií), Telnet,
SSH, HTTP, atd.). Většina uvedených údajů má také grafickou formu.
• Hosts (Stanice) – Část, kde jsou na jednom místě k dispozici všechny údaje
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o jednotlivých stanicích, které byly zaznamenány během analýzy provozu je
k dispozici v sekci Summary pod označením Hosts. Jednotky, ve kterých bu-
dou zobrazeny statistiky je možno volit z bajtů a paketů. Výpis je možné také
filtrovat pro určité předem nadefinované podsítě. V přehledné tabulce je každá
zaznamenaná stanice zobrazena pod svým názvem (pokud nebyl možný převod
pomocí DNS, tak je uvedena IP adresa), u kterého jsou tyto parametry: IP ad-
resa, MAC adresa, poměr odchozího a příchozího provozu, OS koncové stanice
(případně i název počítače), výrobce hardwaru komunikující koncové stanice,
počet přeskoků k cílové stanici, počet ostatních stanic, které byly zazname-
nány při komunikaci s touto stanicí, případné údaje o zjištěném autonomním
systému a doba, po kterou je tato stanice vedena v databázi spolu s údajem,
který udává kolik vteřin již nebyla zaznamenána aktivita koncové stanice.
• Network Load (Vytížení sítě) – Grafické znázornění vytížení síťového roz-
hraní za různé intervaly je k dispozici v nabídce Network Load. Standardně
jsou k dispozici statistiky pro aktuálních 10 min, hodinu, den a měsíc datového
provozu na sledovaném síťovém rozhraní. Volitelně jsou nastavitelné také další
časové intervaly.
Obr. 3.6: Zjištěný poměr hodnot TTL a jednotlivých typů analyzovaného provozu.
All Protocols (Protokoly)
V sekci All protocols jsou podobně jako v předchozí, informace prezentovány pomocí
přehledných tabulek. Zde je ovšem kladen důraz na zjištění co největšího množství
informací o konkrétních komunikačních protokolech.
• Traffic (Provoz) – U uvedené tabulky můžeme zvolit, zda budou hodnoty
představovat přijaté, odeslané hodnoty, případně jejich součet. U každého
řádku, kde jsou opět údaje ke konkrétní stanici je uveden celkový přenesený
objem dat, jeho poměr k ostatním hostům vyjádřený v procentecha dále pře-
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nesená data pro protokoly: TCP, UCP, ICMP, ICMPv6, DLC, IPX, RARP,
AppleTalk, NetBios, GRE, IPv6, STP, IPsec (bezpečnostní rozšíření IP pro-
tokolu založené na autentizaci a šifrování IP datagramu), OSPF a IGMP.
• Throughput (Propustnost) – V této nabídce je statistika zaznamenaných
přenosových rychlostí při komunikaci s koncovými stanicemi. Uvedené hodnoty
jsou ve formě bitů/s a paketů/s. U obou jsou zaznamenány parametry Current
(Aktuální rychlost), Avg (Průmerná rychlost) a Peak (Špičková, maximální
zaznamenaná rychlost).
• Activity (Aktivita) – Nabídka aktivity vytváří maticový výpis, který před-
stavuje aktivitu jednotlivých komunikujících stanic za posledních 24 hodin.
Tento formát nabízí přehled o tom, která stanice využívala v určitý čas nej-
vyšší přenosovou rychlost za posledních 24 hodin. Každý čtverec v matici před-
stavuje hodinu komunikace konkrétní stanice, může být zobrazen ve čtyřech
úrovních po 25%. Jako u předchozích, i zde je možné odlišit informace pro
přijaté a odeslané data.
Další část webového rozhraní je spojená s kompletními zjištěnými informacemi o pro-
tokolu IP, ty jsou rozděleny do 3 částí:
• Summary (souhrn) – Ntop obsahuje integrované mechanizmy pro odha-
lení komunikace určitých protokolů (FTP, PROXY, HTTP, DNS, Telnet,
NetBios, Mail (standardně zaznamenává komunikaci těchto poštovních pro-
tokolů, v závorce je číslo portu: POP2 – 109, POP3 – 110, KPOP – 1109,
SMTP – 25, IMAP – 143), SNMP, DHCP-BOOTP (Tyto protokoly slouží
ke konfiguraci pracovních stanic), NFS (Network File System - protokol slou-
žící pro vzdálený přístup k souborům přes síť), X11 (síťový protokol pro
přístup ke grafickým aplikacím), SSH, Gnutella (Jedna z původních peer-
to-peer technologií pro sdílení digitálního obsahu), Kazaa, WinMX (pro-
tokol, který používá stejnojmenný software na OS Windows ke sdílení dat),
eDonkey (protokol k peer-to-peer sdílení digitálního obsahu, známý také pod
názvem eDonkey2000 ), Messenger (detekuje komunikaci na portech: 1863,
5000, 5001 a 5190-5193)). Pro tyto protokoly je možné zobrazit přijaté a ode-
slané hodnoty a také objem všech přenesených dat. Dalším užitečným prvkem
je tabulka multicastové komunikace, kde jsou ukládány informace o paketech
a bajtech, které byly zaznamenány na síťovém rozhraní.
• Traffic Directions (Směr provozu) – Další užitečné informace mohou na-
bízet informace o přenesených datech rozdělené do směrů, tím je myšlen např.
provoz pouze v lokální síti, provoz směrem do externích sítí a opačným. Právě
tyto informace nabízí sekce Traffic Directions.
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• Local (Lokální informace) – Zde jsou k dispozici informace o aktuálně
využitých portech a slovním popisem o jakou se jedná službu. Dále můžeme
velice jednoduše zjistit podrobné informace o aktivních spojeních (podrobnosti
o straně klienta, serveru, objemu přenesených dat v obou směrech, době spo-
jení a také odezvu spojení). Mezi další užitečné zdroje informací může patřit
také matice provozu lokální sítě, kde je v jednotlivých polích znázorněn objem
přenesených dat mezi zařízeními v rámci lokální sítě.
Utils (Nástroje)
V této části jsou připravené nástroje spojené s ovládáním softwaru.
• RRD Alarm (RRD Výstraha) – Tímto prvkem můžeme pro určitý sledo-
vaný parametr, který je sledován pomocí RRD (součást Ntop) nastavit určitou
hranici. Pokud je dosaženo této hranice při sledování, může být provedena ur-
čitá akce, např. zapsání informace do logu, spuštění skriptu, zaslání varovného
e-mailu, apod.
• Data Dump (Export dat) – Ntop podporuje exportování dat o síťovém
provozu v několika formátech (text, perl, php). Ty mohou být nadále použity
pro zpracování externími nástroji. K exportování je možné vybrat data pro
všechny zjištěné koncové stanice při komunikaci, případně pro sledovaná síťová
rozhraní. Data mohou být v základním formátu, který obsahuje 63 sledovaných
parametrů, případně v rozšířeném formátu, kde je k dispozici více jak 320
parametrů zjištěných sledováním síťového provozu.
• View Log (Zobrazit log) – Log obsahuje systémové zprávy a hlášení, které
můžeme využít např. v případě řešení problému.
Plugins (Pluginy)
Nabídka Plugins slouží k aktivaci a nastavení nainstalovaných pluginů (modulů) soft-
waru Ntop. Standardně jsou dostupné ihned po nainstalování tyto pluginy: cPacket,
icmpWatch, NetFlow, rrdPlugin, sFlow.
Admin (Správce)
V poslední nabídce jsou k dispozici volby správce. Můžeme zde volit, které dostupné
síťové rozhraní chceme sledovat, dále můžeme upravit nastavení celého softwaru
a např. také volby po spuštění. Další nastavení nabízí nastavení filtru pro zachy-
távání pouze těch paketů, které chceme sledovat. Můžeme resetovat také aktuální
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statistiky získané monitorováním provozu a definovat uživatele, kteří budou mít pří-
stup k informacím s použitím jména a hesla. Jednotlivé sekce webového rozhraní
aplikace Ntop mohou být rovněž omezeny pro určité předem určené uživatele. Po-
slední volba nabídky Admin umožňuje zastavení celé činnosti tlačítkem Shutdown.
Ntop-XTRA
Ntop je velice povedený síťový monitorovací nástroj primárně používaný v Linuxo-
vých systémech. Nicméně v roce 2006 autoři vydali verzi Ntop-XTRA, který byl
navržen pro Windows XP. Je bez problému použitelný i na operačních systémech
Windows Vista a Windows 7 a může být tedy použit na obou platformách. Oproti
standardní verzi Ntopu tato modifikace neobsahuje natolik detailní statistiky o sle-
dovaném provozu, ale i pro pokročilejší tvorbu statistik je naprosto dostačující. Ne-
výhodou je, že již není tento program nadále oficiálně podporován a nejsou vydávány
nové verze.
Obr. 3.7: Aktivita komunikujících stanic na sledovaném síťovém rozhraní.
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4 VLASTNÍ PROGRAMOVÉ ŘEŠENÍ
4.1 Použité nástroje
Jedním z cílů této práce bylo vytvoření vlastního programového řešení, které bude
zjišťovat podrobné informace o síťovém provozu. Zjištěné informace budou následně
ukládány v přehledném formátu do textového souboru. Volitelně je možné také ex-
portovat data ve formátu CSV (Comma-separated values - formát, ve kterém jsou
jednotlivé hodnoty odděleny čárkami). Při řešení je využíváno systémových nástrojů,
externích aplikací, které je nutné do systému doinstalovat a programovacího jazyka
C. Vlastní řešení je dále rozděleno na část pro Windows a Unix.
Windows
První z nich je programové řešení pro platformu Windows, kde jsou použity k zís-
kávání dat následující systémové nástroje:
• netstat,
• ipconfig.
Tyto systémové nástroje jsou dále doplněny softwarovým řešením Ntop for Win-
dows, které je nutné do systému, na kterém bude sledován síťový provoz dodatečně
nainstalovat. Pro spuštění vytvořené aplikace je požadováno nainstalované rozhraní
.NET Framework. Z důvodu omezených možností exportování databázových dat je
vyžadován také původně linuxový nástrojWget (tento nástroj slouží k přenosu sou-
borů přes HTTP, HTTPS a FTP). Toto jsou nutné zásahy do operačního systému
koncové stanice, pro provozování vlastního řešení. Vyžadované předpoklady jsou však
vykoupeny získáním velmi podrobných a rozsáhlých informací o sledovaném síťovém
rozhraní. Zdrojový kód byl vytvořen ve vývojovém softwaru Microsoft Visual Studio
2008. Následné testování bylo provedeno na operačním systému Windows ve verzích:
• Windows XP CZE,
• Windows 7 x86 CZE,
• Windows 7 x64 CZE.
• Windows 7 x64 ENG.
Obr. 4.1 znázorňuje výstup, který aplikace sestaví při každé inicializaci. Samotný
výstup je rozdělen do dvou částí:
• SystemTools – obsahuje data získaná s využitím systémových nástrojů, které
jsou dostupné standardně po nainstalování operačního systému Windows ve
výše uvedených verzích. Tyto parametry jsou zastoupeny položkami 2 až 16
na následujícím seznamu.
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• ExternalTools – do této části patří získané informace, které je možné získat
pouze s využitím aplikací třetích stran, ty je nutné doinstalovat do operačního
systému. Položky 17 až 58 na seznamu uvedeném níže.
Obr. 4.1: Ukázka výstupu v textovém formátu – platforma Windows
Výstup obsahuje následující položky:
1. Čas výpisu – První řádek obsahuje aktuální systémový čas, který je z kon-
cové uživatelské stanice zjištěný pomocí knihovny time.h. Pomocí tohoto údaje
bude následně možné zpracovávat statistiku provozu. Zjistit také např. v kte-
rou denní hodinu je síťový provoz nejvyšší apod. Formát času byl vybrán ve
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formátu HH:MM:SS, kde HH tvoří aktuální hodinu v době výpisu, MM minutu
a SS sekundu dané minuty.
2. BytesIn – Tento řádek udává počet přijatých bajtů od okamžiku poslední
inicializace programu,
3. BytesOut – zde je uveden počet odeslaných bajtů od okamžiku posledního
spuštění tohoto programu,
4. PacketsIn – hodnota, zjištěná s využitím systémových nástrojů, představuje
počet paketů, které byly přijaty tímto rozhraním
5. ErrorsIn – udává počet chyb, které nastaly při pokusu o přijetí dat,
6. DiscardsIn – představuje zahozené pakety v příchozím směru,
7. PacketsOut – údaj, zjištěný s využitím systémových nástrojů, uvádí počet
paketů, které byly odeslány síťovým rozhraním,
8. ErrorsOut – udává počet chyb, které nastaly při pokusu o odeslání dat,
9. DiscardsOut – představuje zahozené pakety v odchozím směru,
10. ICMPv4MessagesIn – pod tímto údajem je uložen počet přijatých paketů
protokolu ICMP, který využívá např. příkaz ping pro zjištění odezvy,
11. ICMPv4MessagesOut – pod tímto údajem je uloženo počet odeslaných pa-
ketů protokolu ICMP,
12. TCPActiveOpens – počet aktivních síťových spojení protokolu TCP,
13. TCPSegmentsIn – hodnota, která uvádí počet přijatých segmentů protokolu
TCP,
14. TCPSegmentsOut – hodnota, která uvádí počet odeslaných segmentů pro-
tokolu TCP,
15. UDPDatagramsIn – představuje, kolik bylo přijato datagramů protokolu
UDP,
16. UDPDatagramsOut – představuje, kolik bylo odesláno datagramů proto-
kolu UDP,
17. DROPPEDpkts – množství zahozených paketů,
18. RECEIVEDpkts – počet všech zaznamenaných přijatých paketů s využitím
knihovny winPcap,
19. BROADCASTpkts – přijaté pakety typu broadcast,
20. MULTICASTpkts – přijaté pakety typu multicast,
21. IPbytes – hodnota, který udává množství bajtů protokolu IP zaznamenaných
na sledovaném rozhraní,
22. TCPbytes – přijaté bajty protokolu TCP,
23. UDPbytes – přijaté bajty protokolu UDP,
24. ICMPbytes – přijaté bajty protokolu ICMP,
25. STPbytes – přijaté bajty protokolu STP,
26. IPSECbytes – počet zabezpečených bajtů pomocí IPsec,
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27. ARPrARPbytes – provoz ARP protokolu,
28. AppleTALKbytes – data proprietárního síťového protokolu AppleTalk,
29. GREbytes – detekované bajty tunelovacího protokolu GRE,
30. IPv6bytes – hodnota, který udává množství bajtů protokolu IPv6 zazname-
naných na sledovaném rozhraní,
31. PEAKthroughput – maximální špičková přenosová rychlost za sledovaný
časový interval,
32. ACTUALthroughput – aktuální přenosová rychlost naměřená v době spuš-
tění programu,
33. PEAKPACKETthroughput – maximální špičková hodnota paketů/s za
měřený interval,
34. ACTUALPACKETthroughput – aktuální hodnota paketů/s naměřená
v době spuštění programu,
35. ALLthroughput – počet bajtů přenesených za měřený časový interval,
36. ALLPKTSthroughput – množství paketů přenesených za daný interval,
37. FTPout – odeslané bajty protokolu FTP,
38. FTPin – přijaté bajty protokolu FTP,
39. PROXYout – zaznamenaný provoz PROXY v odchozím směru v bajtech,
40. PROXYin – zaznamenaný provoz PROXY v příchozím směru v bajtech,
41. HTTPout – odchozí webový provoz v bajtech,
42. HTTPin – příchozí webový provoz v bajtech,
43. DNSout – DNS provoz v odchozím směru,
44. DNSin – DNS provoz v příchozím směru,
45. TELNETout – zaznamenaný počet odchozích bajtů protokolu Telnet,
46. TELNETin – zaznamenaný počet příchozích bajtů protokolu Telnet,
47. NETBIOSout – detekovaný odchozí provoz komunikačního rozhraní NetBios,
48. NETBIOSin – detekovaný příchozí provoz komunikačního rozhraní NetBios,
49. MAILout – počet bajtů odchozí elektronické pošty,
50. MAILin – počet bajtů příchozí elektronické pošty,
51. SNMPout – odchozí provoz SNMP,
52. SNMPin – příchozí provoz SNMP,
53. SSHout – detekovaný odchozí provoz zabezpečeného protokolu SSH v bajtech,
54. SSHin – detekovaný příchozí provoz zabezpečeného protokolu SSH v bajtech,
55. ICMP:SENT_ECHO – počet zachycených zpráv protokolu ICMP typu
SENT_ECHO,
56. ICMP:SENT_ECHOREPLY – počet zachycených zpráv protokolu ICMP
typu SENT_ECHOREPLY,
57. ICMP:RCVD_ECHO – počet zachycených zpráv protokolu ICMP typu
RCVD_ECHO,
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58. ICMP:RCVD_ECHOREPLY – počet zachycených zpráv protokolu ICMP
typu RCVD_ECHOREPLY,
Obr. 4.2: Výpis vlastního programového řešení – platforma Unix
Při vytváření uvedeného výpisu bylo použito příkazu netstat -e, pomocí kterého
byly získány údaje o přijatých a odeslaných bajtech, paketech a zjištěny odmítnuté
a chybové pakety. Další využitý příkaz byl netstat -sp ip, ze kterého byly získány
informace o využití protokolu IPv4. Jedním z dalších využitých příkazů byl netstat
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-sp icmp, který nabízí souhrn informací spojených s využitím protokolu ICMP.
Další využitý příkaz je např. netstat -s, kterým je možné získat podrobnější in-
formace např. o počtu odeslaných a přijatých datagramů protokolem TCP a UDP,
nebo aktivních TCP spojení. Tato získaná data umožňují získat základní přehled
o komunikaci na sledovaném síťovém rozhraní. Pokud vyžadujeme podrobnější infor-
mace, je nutné využit pokročilé nástroje a techniky. Konkrétní podrobnější informace
o sledovaném síťovém provozu jsou vyčítány z databáze, která je spravována pro-
gramem Ntop for Windows. Vybraná data jsou nejprve exportována nástrojem
Data dump, který je integrován do programu Ntop for Windows. Při zpracování
dat je využíván také nástroj wget. Aplikace je navržena tak, že při prvním spuštění
nejprve zjistí aktuální stav všech požadovaných parametrů a vytvoří si svůj soubor,
do kterého uloží hodnoty zjištěných parametrů. Tyto hodnoty jsou při dalším zpra-
cování uvažovány jako referenční. Takto je nejprve zahájeno sledování provozu při
nasazení aplikace. Touto cestou je možné sledovat síťový provoz v různých předem
nadefinovaných časových intervalech.
Unix
Druhou částí vlastního programového řešení je program použitelný na operačních
systémech platformy Unix. V této části jsou rovněž použity nástroje, které jsou
v operačním systému k dispozici současně se základní instalací operačního systému.
Zvolené nástroje slouží ke zjištění základních parametrů, pro podrobnější informace
je využita obsáhlá databáze programu Ntop. Pro hlavní část tvorby aplikace a tes-




Výsledný výpis – obr. 4.2 obsahuje totožné parametry, jaké byly popisovány výše
v části pro platformu Windows. Výstup aplikací je v obou případech navržen s dů-
razem na to, aby byla zvolená strukturou co nejpřehlednější a bylo s ní možné dále
pracovat a co nejjednodušším způsobem z ní získávat požadovaná data. Z tohoto
důvodu umožňuje také vytvořená aplikace tvorbu výstupu ve formátu CSV. Tento
formát byl vybrán z důvodu kompatibility a jednoduchosti případného zpracování
dat.
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4.2 Automatizace sběru dat
Windows
V případě, že byl v rámci vlastního programového řešení k dispozici nástroj, který
jednorázově načetl požadovaná data o síťové komunikaci, bylo na řadě zajistit, aby se
informace shromažďovali v uživatelem nadefinovaných časových intervalech. K tomu
lze experimentálně použít integrovaný nástroj v operačních systémechWindowsPlá-
novač úloh s následujícím postupem:
1. První krok je otevření správce zařízení a otevření sekce Plánovač úloh.
2. Zde je nutné vytvořit novou úlohu.
3. Při vytváření je nutné nastavit tyto parametry:
• Libovolný název úlohy,
• aktivační údálost, resp. kdy a za jakých podmínek dojde ke spuštění po-
žadované aplikace,
• akci, v našem případě spuštění programu.
4. Volitelný krok, který považuji za vhodný, je nastavení parametru aplikace při
spuštění jako „skrytý“, aby nedocházelo k omezení uživatele na koncovém
zařízení, kde bude program spouštěn.
5. Výsledná, správně nastavená úloha která se bude spouštět, v tomto případě
každých 15 minut je znázorněna na obr. 4.3.
Obr. 4.3: Dialog nastavení systémové úlohy.
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Unix
Ze stejného důvodu jako na platformě Windows i zde je nutné zvolit vhodný postup
k automatizaci získávání statistických dat. K tomutu účelu linux nabízí výborný ná-
stroj nazvaný cron. Funguje jako daemon (proces spuštěný na pozadí), který spouští
příkazy (skripty, programy, apod.). S nástrojem cron je spojený instrukční soubor
crontab. Ten umožňuje automatickou inicializaci určených úloh podle předem na-
definovaného časového harmonogramu. [18]
Příkazy
Pro zobrazení, jaké instrukce soubor crontab aktuálně obsahuje slouží příkaz:
sudo crontab − l
K úpravě instrukcí slouží:
sudo crontab −e
Tento příkaz otevře základní editor, pomocí kterého je možné definovat požadované
instrukce v následujícím formátu:
∗ ∗ ∗ ∗ ∗ /bin / execute / t h i s / s c r i p t . sh
Prvních pět znaků „*“ reprezentuje časové údaje v následujícím pořadí:
1. minuta – hodnoty od 0 do 59,
2. hodina – hodnoty od 0 do 23,
3. den v měsíci – hodnoty od 1 do 31,
4. měsíc – hodnoty od 1 do 12,
5. den v týdnu – hodnoty od 0 do 6, 0 udává Sobotu.
Tento příklad tedy bude spouštět script.sh každou minutu, bez jakéhokoli omezení.
S použitím tohoto postupu lze tedy velice jednoduše naplánovat spouštění vlastní
aplikace každých 15 minut. Zprávy, které aplikace vypisuje bude vhodné ukládat do
vlastního adresáře. Takto nakonfigurovanou instrukci znázorňuje obr. 4.4.
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Obr. 4.4: Správně nakonfigurovaná instrukce pomocí crontab.
4.3 Přiložená laboratorní úloha
Závěrečnou částí této práce bylo vytvoření laboratorní úlohy, která je součástí pří-
lohy. Důvodem, proč byla tato úloha vytvořena je předání získaných znalostí dalším
studentům, kteří o ně projeví zájem. Hlavní náplní laboratorní úlohy je seznámení
se základními prostředky operačních systému platformy Windows a Unix, které jsou
standardně dostupné na každé koncové stanici. Tyto nástroje lze využít k základní
analýze probíhající síťové komunikace na konkrétní stanici a jejího síťového rozhraní.
Studiem této laboratorní úlohy lze tedy získat potřebné dovednosti např. ke zjištění,
zda je síťové rozhraní v pořádku připojené, komunikuje a provést základní diagnos-
tiku v případě problému se síťovou komunikací. Součástí laboratorní úlohy je také
popis funkcí, konkrétních nástrojů a postupů, kterými lze docílit získání statistik
o jednotlivých síťových protokolech. Po vypracování úlohy student získá také pře-
hled v tom, jaký je rozdíl v používání základních nástrojů, které mají na zmíněných
platformách stejný účel využití.
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5 ZÁVĚR
Cílem bakalářské práce bylo nastudování problematiky získávání statistických dat
o síťové komunikaci z uživatelských koncových zařízení. Vypracování je zaměřeno
na zadání, postupy a nástroje, které jsou dostupné v operačních systémech rodin
Windows a Unix. Nejprve jsou vybrány takové programové nástroje, které jsou do-
stupné v operačním systému již v rámci základní instalace a je tedy nejjednodušší
z hlediska efektivity nasazení využít právě tyto. Pokud jde o získání detailnějších
parametrů analyzovaného provozu bylo nutné vybrat nástroje, které jsou přímo ur-
čené ke sběru statistických dat. Jejich nevýhodou je nutnost dodatečné instalace na
koncové stanici.
V rámci integrovaných nástrojů platformyWindows byly zkoumány nástroje Net-
stat, Data Collector, Performance counter a Network Monitor. Z uvedených nástrojů
je s ohledem na zadání práce nejvíce vhodný Netstat. Umožňuje jednoduché nasa-
zení a je kompatibilní v rámci operačních systémů Windows. Pokud jde o ostatní
nástroje, např. Data Collector a Performance counter, ty jsou z hlediska jejich funkce
vhodné spíše pro serverové použití. Platforma Unix nabízí stejnojmenný nástroj Net-
stat v kombinaci s programem Ifconfig. Další programy Network Monitor, IPtraf,
NetHogs, iftop a jnettop jsou určené primárně pro sledování reálného provozu, ni-
koliv však k dlouhodobému ukládání statistických dat o síťové komunikaci.
Pro získání detailnějších informací byly testovány komplexní softwarová řešení
určená přímo k analýze a tvorbě statistik o síťovém provozu. Ze všech testovaných
programů, které jsou uvedeny ve vypracování práce je nejvhodnější Ntop. Pomocí
tohoto řešení lze sledovat rozsáhlé spektrum parametrů provozu a efektivně vytvářet
přehledné statistiky. Výhodou je možnost nasazení na platformě Windows i Unix,
vzdálený přístup ke statistickým datům, grafická prezentace získaných dat a v ne-
poslední řadě možnost exportování dat z programové databáze. Tato funkce byla
následně využita i v rámci tvorby vlastního programu pro sběr statistických dat.
Nevýhodou je nutnost dodatečné instalace, která je spojena i s programem Darkstat,
který bohužel neumožňuje ani export získaných dat.
V rámci tvorby vlastního programu pro tvorbu statistiky o síťovém provozu bylo
využito k získání dat několik nástrojů. Netstat byl využit k získání základních infor-
mací, jako je objem přenesených dat, aktivita konkrétních protokolů apod. Podrob-
nější parametry byly exportovány z databáze programu Ntop. Vytvořený program
vytváří výstup v textovém formátu a volitelně také ve formátu CSV. Struktura vý-
stupu byla navržena tak, aby bylo možné jej efektivně dále zpracovávat. Konkrétní
získávané parametry byly vybrány tak, aby nabízely pokud možno detailní přehled
o analyzovaném provozu a totožný výstup bylo možno získávat na obou platfor-
mách. O automatizaci sběru dat se starají integrované funkce operačních systémů,
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pro Windows byl použit Task Manager, v rámci Unixu nástroj Cron.
Takto vytvořený program nabízí v porovnání se softwarem Ntop možnost zjistit
velice podobné informace, zejména v rámci základních parametrů. Výhodou je jedno-
duchá modifikace programu tak, aby zjišťoval pouze požadované informace a v ne-
poslední řadě také možnost pracovat s výstupem ve formátu CSV. Nevýhodou je
závislost na nástrojích, které používá k získávání dat. Ntop nabízí velice jednodu-
ché nasazení a správu pomocí webového rozhraní, které slouží také ke vzdálenému
přístupu. Velkou výhodou je např. ukládání statistik o aktivitě komunikujících kon-
cových stanic na sledovaném rozhraní, pomocí těch lze zjistit např. hodinu, kdy byl
zaznamenán největší síťový provoz a také tvorba grafů s využitím nástroje RRD,
pomocí kterých lze efektivně zjistit průběh charakteristiky sledovaného síťového pro-
vozu.
Součástí práce je také přiložená bakalářská práce, pomocí které se může student
seznámit se základními nástroji pro získání informací o síťovém provozu. Obsahem
této úlohy je popis nástrojů běžně dostupné na koncových uživatelských stanicích.
Student si také může vyzkoušet, jaký je rozdíl v používání konkrétních nástrojů,
které získávají obdobné informace na obou platformách.
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SEZNAM SYMBOLŮ A ZKRATEK
802.1Q – standard sloužící k logickému rozdělení sítě.
AIX Advanced Interactive eXecutive – proprietární UNIXový OS firmy IBM.
API Application programming interface – označuje v informatice rozhraní pro
programování aplikací. Jedná se o sbírku procedur a funkcí, které lze při
programování využít. API určuje, jakým způsobem jsou funkce volány.
AppleTalk – proprietární síťový komunikační protokol firmy Apple.
ARP Address Resolution Protocol – používá se k překladu síťové adresy na MAC
adresu.
BOOTP Bootstrap Protocol – předchůdce DHCP protokolu, slouží ke konfiguraci
síťového rozhraní koncové stanice.
CD Compact Disc – médium sloužící pro ukládání digitálních dat.
CPU Central processing unit – procesor, provádí základní výpočetní operace.
CSV Comma-separated values – formát, ve kterém jsou jednotlivé hodnoty
odděleny čárkami.
Daemon – proces nepřetržitě spuštěný na pozadí.
DecNet – souprava síťových protokolů.
DHCP Dynamic Host Configuration Protocol – používá se pro automatickou
konfiguraci počítačů připojených do počítačové sítě. DHCP server přiděluje
počítačům pomocí DHCP protokolu zejména IP adresu, masku sítě,
implicitní bránu a adresu DNS serveru.
DLC Data Link Control – protokol síťové vrstvy používaný v systémech IBM.
DNS Domain Name System – systém sloužící pro překlad IP adres na jejich
doménové názvy.
DoS Denial of Service – jedná se v překladu o odmítnutí služby. Takto bývají
označovány útoky, které se snaží znepřístupnit určitou službu nebo zařízení.
FDDI Fiber distributed data interface – vysokorychlostní přenosová technologie
s využitím optického vlákna.
FTP File Transfer Protocol – protokol pro přenos souborů mezi stanicemi.
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GRE Generic Routing Encapsulation – protokol sloužící k zapouzdření paketů.
HTTP Hypertext Transfer Protocol – internetový protokol určený pro výměnu
hypertextových dokumentů ve formátu HTML.
HTTPS Hypertext Transfer Protocol Secure – webová komunikace s využitím
protokolu TCP na portu 443 – zabezpečení pomocí OpenSSL.
ICMP Internet Control Message Protocol – jeden z nejdůležitějších protokolů ze
sady protokolů internetu. Používají ho operační systémy počítačů v síti pro
odesílání chybových zpráv a oznámení.
ICMPv6 Internet Control Message Protocol version 6 – protokol, který
implementuje funkci ICMP v sítích založených na IPv6.
IGMP Internet Group Management Protocol – přidává protokolové sadě TCP/IP
podporu multicastu.
IP Internet Protocol – internet Protocol je zodpovědný za směrování
datagramů (paketů) ze zdrojového počítače do cílového hostitele v síti.
IPsec – bezpečnostní rozšíření IP protokolu založené na autentizaci a šifrování IP
datagramu.
IPv4 Internet Protocol version 4 – určuje čtvrtou verzi Internet protokolu, který
je využíván v sítích s přepojováním paketů (např. Ethernet).
IPv6 Internet Protocol version 6 – jedná se o nástupce IPv4, který nabízí
zejména masivní rozšíření adresního prostoru využitím adres s délkou 128
bitů.
IPX Internetwork Packet Exchange – síťový protokol, který se dříve používal
v OS Novell NetWare.
ISDN Integrated Services Digital Network – digitální síť integrovaných služeb.
ISO/OSI International Standards Organization / Open Systen Interconnection –
mezinárodní organizace pro normalizaci / propojení otevřených systémů.
Kazaa – peer-to-peer protokol sloužící ke sdílení multimédií.
KVM Keyboard Video Mouse – zkratka pro Keyboard- klávesnice, Video - obraz,
Mouse - myš.
LAN Local Area Network – lokální počítačová síť.
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MAC Media Access Control address – jedinečný identifikátor síťového rozhraní.
Netbios Network Basic Input Output System – softwarové rozhraní, které slouží
k zpřístupnění dat uložených na vzdálených počítačích.
NetFlow – Protokol, který slouží k monitorování síťového provozu, původně
vyvinutý firmou Cisco.
NPF Netgroup packet filter – ovladač, který je součástí knihovny WinPcap.
OS Operation System – základní programové vybavení počítače, které
umožňuje uživateli jej ovládat.
OSI Open Systems Interconnection – nařízení popisující standart, kterým se
řídí komunikace mezi jednotlivými zařízeními pomocí abstrakčních vrstev.
Autorem je Mezinárodní organizace pro normalizaci (anglicky International
Organization for Standardization), označovaná jako ISO.
OSPF Open Shortest Path First – směrovací protokol.
PPP Point-to-Point Protocol – protokol slouží zejména k přímému propojení
dvou odlehlých sítí.
Proxy – slouží k překladu dotazů mezi serverem a klientem.
Raw IP – představuje surová data, při komunikaci je paket přímo přístupný
aplikaci.
RRD Round Robin Database – kruhová databáze sloužící k ukládání
statistických dat, hodnoty jsou v určitých časových intervalech
aktualizovány.
sFlow – technologie pro monitorování sítě a koncových zařízení.
SIP Session Initiation Protocol – protokol pro přenos signalizace v internetové
telefonii.
SLIP Serial Line Internet Protocol – technologie sloužící pro zapouzdření IP
protokolu k transportu přes sériové rozhraní.
SNMP Simple Network Management Protocol – umožňuje sběr dat pro potřeby
správy sítě.
SQL Structured Query Language – Standardizovaný dotazovací jazyk používaný
pro práci s daty v relačních databázích.
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SSH Secure Shell – zabezpečený komunikační protokol.
STP Spanning Tree Protocol – síťový protokol slouží k zamezení tvorby smyček
v síťové topologii.
TCP Transmission Control Protocol – jedná se o jeden ze základních protokolů,
který patří do sady protokolů Internetu. Konkrétně představuje transportní
vrstvu. Použitím TCP mohou aplikace na počítačích propojených do sítě
vytvořit mezi sebou spojení, přes které mohou přenášet data.
TCP/IP Transmission Control Protocol / Internet Protocol – sada protokolů pro
komunikaci v počítačové síti.
Telnet Telecommunication Network – nezabezpečený komunikační protokol.
UDP User Datagram Protocol – protokol transportní vrstvy. Je označován jako
„nespolehlivý”, protože neposkytuje záruku na doručení zpráv, nebo zda se
nezmění pořadí doručených paketů.
Wget – tento nástroj slouží k přenosu souborů přes HTTP, HTTPS a FTP.
WinPcap – knihovna umožňující programům přistupovat k datům přímo ze
síťového adaptéru.
X11 – síťový protokol pro přístup ke grafickým aplikacím.
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B Laboratorní úloha 64
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A OBSAH PŘILOŽENÉHO CD
Adresář CD Popis
\unix Praktická část – OS Unix.
\windows Praktická část – OS Windows.
\bakalarska_prace Přiložená práce v elektronické podobě.





Během vypracování této úlohy se student seznámí s postupy získávání dat o síťové
komunikaci, kterou generují aplikace běžící na koncové uživatelské stanici. K získání
těchto dat bude použito nástrojů, které jsou běžně dostupné na většině koncových




Pro sledování statistik síťového provozu na koncovém síťovém rozhraní existuje velké
množství nástrojů. Lze využít nástroje předinstalované v operačních systémech plat-
formy Windows, nebo Unix. Další možností je použít volně šiřitelné, tzv. freewarové
nástroje, či komerční aplikace určené pro náročnější použití s vyššími nároky na
spolehlivost. V této úloze bude využito zejména nástroje, který nabízí Microsoft ve
svých operačních systémech platformy Windows, jedná se o Netstat. Mezi základní
vlastnosti tohoto nástroje patří:
• zobrazení aktivních TCP spojení,
• zjištění portů, které jsou ve stavu naslouchání,
• informace o směrování,
• statistiky využití Ethernetu,
• další informace o protokolech IPv4 a IPv6,
které lze filtrovat dle sekcí: IP, ICMP, TCP a UDP. Konkrétní použití dle parametrů,
které tento nástroj podporuje jsou uvedeny v tabulce B.1. Syntaxe nástroje Netstat
(Windows):
ne t s t a t [−a ] [−e ] [−n ] [−o ] [−p Protoco l ] [− r ] [− s ] [ I n t e r v a l ]
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Parametr Popis
a Všechna spojení a naslouchající porty.
b Výpis spuštěných aplikací, které se zúčastnili vytvoření jed-
notlivých připojení, nebo portu naslouchání.
e Statistika sítě Ethernet. Lze kombinovat s parametrem -s
f Pro cizí adresy zobrazí jejich FQDN (Fully Qualified Domain
Name), nebo-li úplný název domény.
n Zobrazí adresy a porty zapsané číselně.
o Zobrazí ID procesu, přiřazené každému připojení.
p Zobrazí připojení náležící protokolu určeného parametrem
protokol. Zde se může jednat o protokol UDP, TCP, TCPv6,
UDPv6. Pokud se parametr použije s parametrem -s pro výpis
statistiky jednotlivých protokolů, může se jednat o protokol
IP, IPv6, ICMP, ICMPv6, TCP, TCPv6, UDP, nebo UDPv6.
r Zobrazí tabulku směrování.
s Zobrazí statistiku jednotlivých protokolů. Výchozí nastavení
zobrazuje statistiku pro protokol IP, IPv6, ICMP, ICMPv6,
TCP, TCPv6, UDP a UDPv6. Parametrem -p je možné určit
podmnožinu výchozího nastavení.
t Zobrazí stav zátěže aktuálního připojení.
Tab. B.1: Volitelné parametry nástroje Netstat (Windows)
Unix
Platforma Unix nabízí stejnojmennou utilitu k získání informací jako na Windows.
Aplikace se ovládá také pomocí příkazové řádky zvolením příslušného parametru.
Jednotlivé parametry a jejich popis uvádí tab. B.2. Syntaxe nástroje Netstat (Unix):
ne t s t a t [−a ] [−n ] [−v ]
n e t s t a t [−g | −m | −p | −s | −f address_fami ly ]
[−n ] [−P pro to co l ]
n e t s t a t [ − i ] [ −I i n t e r f a c e ] [ i n t e r v a l ]
n e t s t a t −r [−a ] [−n ] [−v ]
n e t s t a t −M [−n ] [− s ]
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Parametr Popis
a Zobrazuje stav všech spojení a záznamů ve směrovací tabulce.
n Ukazuje číselně síťové adresy, nepřekládá na jména.
v Slouží k získání dodatečných informací o spojení a směrovací
tabulce.
g Seznam členů jednotlivých multicastových skupin.
p Zobrazí PID identifikátor k vypsanému spojení.
s Zobrazí informace dle jednotlivých protokolů. Parametrem -M
získáme statistiku multicast směrování.
i Informace o stavu jednotlivých rozhraní, které využívají
TCP/IP.
r Směrovací informace.
s Výpis informací o síťovém provozu.
Tab. B.2: Volitelné parametry nástroje Netstat (Unix)
Jednou z aplikací, která umožňuje získat informace o určitém síťovém rozhraní je
ifconfig. Kromě čtení tento nástroj umožňuje také zápis, tedy konfiguraci síťového
rozhraní. Na závěr laboratorní úlohy bude uvedeno několik užitečných příkladů, jak
efektivně využít tuto aplikaci.
Praktická část
Ovládání nástroje Netstat (Windows)
V této části si vyzkoušíte některé z výše uvedených funkcí nástroje Netstat.
1. Prvním krokem bude seznámení s možnostmi, které program nabízí. Spus-
tíme příkazový řádek stisknutím klávesové zkratky WinKey + R a zadáním
příkazu cmd. Zde vložíme příkaz netstat -?, který nám vypíše volitelné pa-
rametry, které nástroj nabízí, tak jak je uvedeno na obr. B.1. Více podrobností
k těmto parametrům je uvedeno v tab. B.1. Pokud budete nadále potřebovat
zjistit všechny funkce programu, využijte k tomu právě tento příkaz.
2. Nyní pomocí příkazu netstat -a zjistíme všechna aktivní spojení. Výpis uvádí
ke každému spojení čtyři hodnoty rozdělené do sloupců. První obsahuje určení
protokolu UDP, nebo TCP. Druhý obsahuje položku Local Address, nebo-
li místní adresu. Další uvádí Foreign Address, cizí adresu a poslední uvádí stav
příslušného spojení, které mohou být např:
• LISTENING – naslouchající,
• ESTABLISHED – navázané.
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Obr. B.1: Přehled všech funkcí aplikace netstat
3. Další volba programu netstat umožňuje výpis statistiky rozhraní. Vypíše se
pomocí příkazu netstat -e. Zde je uvedeno, kolik bylo přijato a odesláno
Bajtů, paketů, informace o chybách a počtu zahozených paketů.
4. Program netstat nabízí také velice užitečné filtrování statistiky pouze pro ur-
čitý protokol. K tomu slouží příkaz -p. Použijeme tedy tento příkaz a zjistíme
aktuální spojení protokolu TCP příkazem netstat -p TCP. Obdobně lze
zobrazit informace pro protokol UDP. Efektivní je také výpis pomocí kom-
binace parametrů -s a -p, tímto spojením zobrazíme podrobnější parametry,
vyzkoušejte.
5. Jedním z dalších funkcí aplikace netstat je výpis směrovacích informací na
koncové stanici. Jedná se vlastně o ekvivalent příkazu route print. Ten mů-
žeme zobrazit zadáním příkazu netstat -r.
6. Parametr s slouží ke zjištění souhrnu informací o všech protokolech, jak je
uvedeno v tab. B.1. Možností je také výpis filtrovat pouze dle požadovaného
protokolu použitím kombinace parametrů sp. Zde je tedy na výběr z: IP, IPv6,
ICMP, ICMPv6, TCP, TCPv6, UDP a UDPv6. Například tedy netstat -sp
IPv6 slouží k získání informací o protokolu IPv6.
7. Na závěr této části si můžeme vyzkoušet opakované vypisování informací zadá-
67
ním požadovaného intervalu. Jako příklad můžeme uvést vypisování informací
o protokolu ICMP. K tomu slouží příkaz netstat -sp ICMP 5, kde číslo
5 na konci udává opakovaný výpis každých 5 sekund. Tuto funkci si můžete
vyzkoušet také pro opakovaný výpis dalších možností aplikace netstat.
Ovládání nástroje Netstat (Unix)
1. Nyní vyzkoušíme základní příkazy a ovládání nástroje netstat na platformě
Unix. Zadáme příkaz netstat -i k získání výpisu základních informací o jed-
notlivých rozhraních.
2. Využijeme příkaz netstat -a k zobrazení jednotlivých připojení a jejich stavů.
Pokud chceme zobrazit statistiku jednotlivých protokolů vložíme netstat -s.
3. Nástroj netstat lze pomocí příkazů přinutit k velice konkrétním výpisům. Vy-
zkoušet lze např. netstat –tcp –numeric. Tento příkaz vypíše pouze TCP
spojení použitím IP adres. Tedy bez překladu na doménová jména.
4. Užitečný může být také příkaz netstat –tcp –listening –program, který
vypíše jednotlivé TCP spojení ve stavu „naslouchání” a identifikátor procesu,
který na příslušeném portu naslouchá.
5. Jedním z užitečných příkazů může být např. netstat –route, který vypíše
směrovací tabulku. Ta může být užitečná např. při řešení problému se síťovým
připojením.
6. Netstat obsahuje také funkci rozšířeného zápisu, např. netstat -s | more
zobrazí výpis informací k jednotlivým protokolům s dodatečnými informacemi.
Naproti tomu příkaz netstat -s –raw vypíše pouze zjednodušené základní
informace.
7. Filtrování provozu např. pro protokol TCP a UDP provedeme zadním prvního
písmene daného protokolu. Tedy pro získání statistiky pouze protokolu TCP,
použijeme netstat -st. Obdobně pro UDP netstat -su.
Ovládání nástroje Ifconfig (Unix)
Užitečné funkce programu Ifconfig pro vyčítání informací a konfiguraci síťového roz-
hraní.
1. Nejdříve zadáním příkazu ifconfig -a získáme výpis nastavení jednotlivých
rozhraní, viz. obr. B.2. Z tohoto výpisu lze získat velice snadno informace
o celkovém provozu na rozhraních, nastavené IP adresy, přenesená data a pod.
2. Pokud bychom chtěli analyzovat síťový provoz, je nutné zajistit aby na síťovém
rozhraní byla všechna příchozí data přijata. Pro tento účel se musí síťové roz-
hraní nastavit do tzv. promiskuitního režimu. K tomu slouží příkaz ifconfig
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eth0 promisc. Vypnutí promiskuitního režimu lze provést příkazem ifconfig
eth0 -promisc.
3. Pro zapnutí a vypnutí rozhraní lze využít přikazu ifconfig eth0 down
a ifconfig eth0 up.
4. Pokud jde o konfiguraci síťového rozhraní, jednoduchým příkladem je ifconfig
eth0 192.168.20.1 netmask 255.255.255.0 up. Jedná se o jednoduché na-
stavení IP adresy 192.168.20.1 s maskou 255.255.255.0 se současným zapnutím
rozhraní eth0.
Obr. B.2: Výpis pomocí nástroje Ifconfig
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