This contribution concentrates on dynamic routing in WDM (Wavelength Division Multiplexing) networks. It is shown that a strategy based on precalculated alternatives and an adaptive dynamic path search performs very well over a wide load range. Moreover, specific effects for the impact of resource allocation strategies in photonic WDM networks are highlighted, especially the influence of wavelength converter usage strategies in networks with partial conversion. The paper also investigates the way non-Poisson traffic behaviour affects performance of routing strategies and presents how results from dynamic routing investigation can help to optimize the network planning process.
Introduction
WDM (Wavelength Division Multiplexing) technology is globally used to cope with rapidly increasing bandwidth demands in telecommunication networks, especially for wide-area transport networks. At the moment pointto-point systems are already widely installed by many network operators and (all-) optical networks including optical routing and switching are approaching. Many different architectures and application areas are described in literature most of which are based on the introduction of a WDM transport layer [35, 37] . Two basic schemes are distinguished in literature. Either there is no wavelength conversion in the network -also called Wavelength Routing (WR) or Wavelength Path (WP) concept -or there is full wavelength conversion in the network -also called Wavelength Interchanging (WI) or Virtual Wavelength Path (VWP) concept [36] . Recently, several concepts with partial or limited wavelength conversion have also been proposed due to the high cost and still uncertain benefit of wavelength converters. Main concepts comprise either a limited number of converters in a node [26] , or a limited number of nodes equipped with converters [43] , or limited range conversion where converters cannot convert from any input wavelength to an arbitrary output wavelength [53] .
The ever increasing transmission capacity of optical fibres leads to large transport streams in the core network. At the moment, WDM networks are used for transporting a high number of low bit rate streams. Moreover, dynamic operation of a WDM network layer still suffers from technological and management problems. Therefore, today's WDM networks usually provide "permanent" channels which are only manually reconfigurable or even completely static. For that reason, many studies and investigations were performed aiming at the optimal design and dimensioning of a WDM layer for static traffic requirements. These investigations comprise various static routing and wavelength assignment (static RWA, also called static lightpath establishment, SLE) problems. Usually, a main goal of such a task is to minimise the required number of wavelengths or fibres in the network, or to show possible improvement by using wavelength converters (see for example many contributions in [9, 17] , including a good overview in [21] ).
However, in the near future a higher dynamic can be expected for the WDM layer due to several reasons. The bit rates available for end users will further increase due to new broadband access techniques (such as xDSL) which are being introduced now by various network operators [13] . In future, there will be more users connected to telecommunication networks and an increasing part of these users will not only use voice services, but also data services with higher bit rates. This leads not only to higher requirements for access networks, but also to more dynamics in the core network.
Moreover, with the increasing use of high bandwidth services in the Internet a higher dynamics of traffic pattern changes will be observed. In addition, there is a lot of work going on to bring the IP (Internet Protocol) layer directly on top of a WDM layer in so-called "IP over WDM" networks [1, 32, 51, 52] . This stresses the importance for transport networks to be able to rapidly adapt to new traffic patterns. A possible future scenario could therefore be a dynamic WDM layer directly controlled by IP routers which are able to request and release wavelength paths to distant routers. This would result in high dynamics for long-haul WDM paths. Similar influence on the WDM layer results from "Optical Burst Switching" ideas as described e. g. in [32] . Such a network concept could also result in high dynamics for In current literature, many work can be found dealing with dynamic routing in WDM networks (often also called dynamic RWA, or dynamic lightpath establishment, DLE). First of all, many analogies exist to dynamic routing in "classical" electronic switching networks [3, 14] . However, several specific aspects have to be considered for WDM networks additionally. A recent overview describes especially the influence of wavelength conversion but investigates also the influence of topology, routing strategy, and several technological parameters, and contains various references to related work [54] . Other overview papers are [21] which presents many references dealing with wavelength conversion gain for static and dynamic traffic conditions, and [33] which describes wavelength conversion technologies and several analytical methods to evaluate performance benefits of wavelength converters. In [34] an approach is shown to develop upper bounds for many static and dynamic RWA algorithms. The influence of wavelength converters on network throughput for both, SLE and DLE is the main focus of [49] . Other work considers the influence of different protection schemes on dynamic routing performance [42] , focuses on effects in ring networks [29] , or describes analytical models for certain approximations [6, 7] .
Most papers dealing with dynamic investigations for WDM networks are based on Poisson traffic assumptions due to the uncertainty concerning real traffic behaviour in future WDM networks. Although various traffic models are known in literature [2] , it is still unclear whether they can be used for the description of traffic in a WDM transport layer. Several measurements in other networks have documented that some connection arrival processes are still well-modelled as Poisson processes [31] whereas some packet arrival processes in wide area networks [31] or Internet dial up behaviour [11] show non-Poisson behaviour. Thus recently, different non-Poisson traffic models were also used for investigating WDM networks. These studies show that in many cases routing performance is influenced by traffic behaviour [29, 39, 40, 45, 54] . Therefore, this work also considers different traffic characteristics.
This paper extends work presented in [40] and [41] . It concentrates on the dynamic routing and wavelength assignment problem and comprises Poisson as well as non-Poisson traffic assumptions. It considers randomly arriving wavelength path requests which are released again after a random holding time (called "path holding time" in the following). An application area is therefore a future core network with a meshed structure carrying large traffic streams with high dynamics. All performance investigations reported in this paper are done by simulation studies owing to the fact that all known analytical approaches require many simplifications and approximations, e. g. for routing strategies or traffic assumptions [6, 7, 16, 24, 43, 47] .
Section 2 describes the large problem complexity due to many input parameters and their complex interrelations. These parameters define the degrees of freedom for routing strategies. In Section 3 a modelling approach is introduced and a simulation tool based on this modelling is shortly described. Section 4 presents a number of results derived with this tool. This comprises a comparison of several routing strategies with a different number of alternatives, dynamic on-line path search (i. e. at the moment of a path request), and adaptive length limits to restrict path lengths. Following that, the strong influence of converter usage strategies for networks with partial wavelength conversion is shown. In Section 4.4, non-Poisson traffic characteristics are used as a first step towards better understanding the influence of traffic behaviour on the developed routing strategies. Finally, Section 4.5 presents an example for an efficient and focused network capacity upgrade based on results from dynamic investigations. Such an iterative approach may help to optimize a comprehensive network planning process that also considers dynamic network operation.
Throughout the paper, a wavelength channel corresponds to a wavelength on a single link whereas a wavelength path (also called lightpath in literature) describes a concatenation of wavelength channels, possibly with some wavelength conversion in between. Finally, a route describes the geographical way of either a wavelength channel or path.
Parameters for the Dynamic Routing Problem
There are many different parameters which influence network performance under dynamic traffic conditions. Many of these parameters are interdependent: the impact of one parameter on blocking may depend upon the value of another parameter. This leads to the conclusion that one has to be careful with results obtained by variations of only one parameter. This section gives various examples for parameters and describes the assumptions made for the studies in the following sections.
Network topology and dimensioning
A network topology can be modelled as a graph, which in general is directed and weighted. This graph plays a very important role for routing investigations since it determines many parameters which directly influence a routing strategy. One example is the diameter of a network which is usually defined as the longest "Shortest Path" for all node pairs, i. e. the largest distance occurring in the graph. Arbitrary measures can be used for describing a path length, e. g. geographical distance, cost, or number of hops.
Another important parameter defined by the network graph is the number of disjoint (i. e. physically independent) alternative paths available for a node pair. In more detail, node disjoint and link disjoint paths can be considered. For both cases, one can further distinguish between fully or only partially disjoint paths. Moreover, also the relation of original and alternative path lengths is an important indication for additional resources required by alternatives. A routing strategy should consider the distribution of path lengths for original as well as for alternative paths, i. e. the number of one hop paths, two hop paths, etc.
The dimensioning of the network is another important parameter closely related to topology. It comprises dimensioning of links (e. g. number of fibres) as well as nodes (e. g. number of available switching elements) and has a strong influence on network performance parameters. The For these networks, which could both represent German national transport networks, an appropriate dimensioning is needed in order to be able to do performance evaluation under dynamic conditions. However, the focus of this paper is not on the static dimensioning phase (recent work related to this is contained e. g. in [9, 17] ) but on the evaluation phase considering dynamic traffic conditions. Therefore, the networks were dimensioned using a simple planning process that is mainly based on Shortest-Path routing. In addition, an optimization step was performed to free links and fibres with low utilization by re-routing appropriate paths on alternative routes.
Dimensioning was done for symmetrical traffic demands derived from a simple model taking population and distance of a node pair into account. This demand is called static traffic demand and network load for dynamic investigations is expressed in relation to this demand. An 8 channel WDM system was assumed for all fibres in the network (leading to multiple fibre links with different number of fibres per link) and therefore all case studies shown in this work were performed for 8 channel WDM systems on all fibres.
The network solutions differ with respect to various parameters. A comparison of some key characteristics resulting from the applied dimensioning process is given in table 1. For the development of several routing strategies topological network parameters were considered in detail (see Section 4.2).
Node functionality
The node functionality -and related to this the network architecturedetermines the possibilities available for a routing process. The two basic node types of specific interest for WDM networks are cross-connects (CC) and add/drop multiplexers (ADM). For both node types there are many variants with different functionality concerning switching (e. g. internal blocking), wavelength conversion (no conversion, full conversion, or partial conversion), or regeneration (which is often related to conversion since e. g. opto-electronical regenerators may incorporate conversion capabilities). **) number of links (hops) for longest "Shortest Path" taking node distances into account ***) total number of end-to-end wavelength paths for dimensioning = mean number of path requests for 100% network load for dynamic investigation There are also many realisation approaches leading to the same functionality. For example, the CCs developed within the European ACTS projects OPEN and PHOTON [10] or the CC described in [23] can be equipped in such a way that they achieve identical functionality with different architectures. Refined node models are required when protection and restoration methods or additional technological or physical limitations are taken into account.
However, implementation details are of less importance for network performance investigation which only takes node functionality into account. This allows a simplified modelling based on CC nodes for the studies in this paper. Section 3 describes the modelling approach in more detail.
Transmission functionality
There are also many technological parameters describing the transmission functionality which influence routing performance. An important example is the available bandwidth for a link. For WDM networks, the total capacity results from the bit rate per wavelength channel multiplied by the available number of wavelength channels per link. The latter is defined by the number of fibres on a link multiplied by the number of wavelengths available on a fibre. In many scenarios (especially when there is not full conversion in the network), not only the total capacity is important, but also in which way this capacity is achieved, i. e. the actual values for bit rate, number of wavelength channels, and number of fibres. This study considers only the "wavelength level", i. e. each path request requires a full wavelength path.
Another technological parameter is the transmission distance achievable for a certain bit rate. Related to this are regenerator requirements to achieve a certain transmission performance. These parameters have a strong influence on network cost, but they may also influence routing functionality (for example, some long routes may not be realisable although resources are available).
Strategies for the routing process
Obviously, the routing strategy plays a central role for network performance under dynamic traffic conditions. Many different "basic" routing strategies can be distinguished, such as shortest-path routing, or least-loaded link routing. In addition, there are various search strategies for allocating network resources which also can influence network performance.
For routing in WDM networks, many well-known strategies from electronic switching networks can be adapted, but several specific features of WDM networks have to be taken into account. Some examples are given in the following whereas in Section 4 several strategies are developed and investigated in detail.
WDM networks with multiple fibres on a link provide an additional degree of freedom for channel assignment due to the availability of space and wavelength (or frequency) dimension. It is possible either to search along all fibres for one wavelength before changing to the next wavelength, or to search along all wavelengths on one fibre before going to the next fibre (see Fig. 3 ). For the search order there are also different possibilities such as first fit, sequential, or random search. In WDM networks with partial or no conversion these strategies usually lead to different network performance whereas in the case of full conversion there is no difference.
The mentioned wavelength dimension also leads to an additional degree of freedom for routing decisions. To route a path between a node pair, in addition to the way also a wavelength has to be chosen. This allows for example two strategies called "path priority" and "wavelength priority" (see Fig. 4 ). The "wavelength priority" strategy performs a search among all possible routes for a given wavelength before trying another wavelength (i. e. colour), whereas the "path priority" strategy checks all wavelengths on a given route before trying another route. These strategies can result in different network performance for networks with restricted or no conversion capability and were investigated in [38] .
Another example are converter usage strategies which are important for networks with partial conversion. In this case, there is often a trade-off between the length of a path and the required number of converters. For the example shown in Fig. 5 there are two options for establishing a path between nodes s and d: there is a short route (2 hops) which requires a converter due to already occupied wavelength channels along this route, and there is a longer route (3 hops) which doesn't require any conversion. It was ...
already demonstrated that different converter usage strategies have a strong impact on the achievable network performance and that there are situations in which more converters lead to a blocking increase due to disadvantageous routing decisions [39] . Section 4.3 will investigate this aspect in more detail.
Traffic parameters
The traffic assumptions made for a routing investigation have a strong influence on performance results. It is always difficult to find traffic descriptions which are on one hand accurate enough to cover all effects, but are on the other hand as simple as possible to simplify the analytical calculations or the required software tools for an investigation. The following parameters can be distinguished for a traffic description: 
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1. • traffic volume: This parameter describes the absolute traffic values. For WDM networks, it usually is expressed in terms of the number of wavelength paths needed between each node pair.
3.

4.
• traffic distribution: This parameter describes the distribution of traffic among the network nodes. Common examples are a uniform distribution (e. g. the same traffic between all node pairs) or a distance dependent traffic pattern (e. g. decreasing traffic with increasing node distance).
• traffic characteristics: This parameter describes the behaviour of traffic streams. For this description many different models known from literature are available [2] . To characterize traffic behaviour for circuit switched (telephone) networks, very often the two parameters call interarrival time and call holding time are used [14] . In the following, this approach is also applied by describing these two parameters with their mean value and their coefficient of variation (see Section 3).
For WDM networks, the traffic description problem is further complicated because there are not enough measurements available up to now. Therefore, many work on dynamic behaviour of WDM networks reported in literature is based on a simple Poisson traffic model (see for example [15, 49, 55] ). Recently, also various non-Poisson models for WDM networks were introduced but these models are not based on real measurement data (see for example [29, 39, 45, 54] ). However, it is well-known from many traffic theoretical work that traffic behaviour strongly influences network performance. Therefore, results have to be checked if better traffic models become available. In Section 4.4, this point is investigated in more detail and the influence of path interarrival and path holding time parameters on the routing performance is demonstrated.
Modelling Approach and Tool Realisation
This study concentrates on the WDM network layer by considering routing of individual wavelength paths, i. e. each path request requires one end-toend wavelength path (which may include wavelength conversion). Concerning ITU-T Recommendation G.872 (former G.otn) for optical network architecture, this corresponds to the Optical Channel Layer Network [19] . Thus, neither physical transmission aspects nor higher network layers such as SDH or other client layers are taken into account. Moreover, the network is assumed to be in a "normal operation" state, i. e. no failure events and corresponding restoration mechanisms are considered.
The network model is shown in Fig. 6 . Network nodes are connected via links which contain an arbitrary number of fibres (according to the network planning phase that has to be performed before a simulation). At each node, traffic may originate or end. One traffic generator for each possible node pair is used to model traffic between a source-destination node pair. This generator describes the traffic behaviour using two parameters:
• interarrival time between two wavelength path requests of a node pair
• path holding or service time, i. e. the time a wavelength path remains established
For the studies in this paper, first exponential time distributions for interarrival times (corresponding to a Poisson traffic behaviour) and path holding times are used. To investigate the influence of traffic behaviour, other traffic characteristics are investigated in Section 4.4.
All studies in the following consider symmetrical, bidirectional traffic (which is still the usual case in today's transport networks) where paths for both directions are routed along the same way. Other path types such as unidirectional paths or bidirectional paths with separate routing for both directions could be realized by small extensions of the model. Path handling is as follows: a path request is randomly generated by an end node. If the path cannot be established, it is lost (no special repeat behaviour is considered). If the path can be established, the corresponding wavelength channels are released after a random time span following the path holding time distribution.
It is assumed that routing is managed by a central routing instance (Routing Control Centre, RCC). The RCC has complete knowledge on link and node ...
. . .
...
... states. This model corresponds in reality to central routing (with a real RCC) or to source routing (with each node having a full picture of the whole network). This approach seems feasible since in the foreseeable future WDM networks will be widely managed by a central instance. In earlier work, a model and several strategies were also developed for decentralised routing where nodes have only a local view of the network [38, 39] .
The node model is shown in Fig. 7 . Basically, the nodes are assumed to have cross-connect functionality. Multiple input and output links each equipped with an arbitrary number of fibres are attached to a node. Additionally, wavelength paths may start or end at a node. The space switching matrix is assumed to be non-blocking. However, the conversion capability of a node may be limited. All nodes have a "share-per-node" structure where all converters are located in a converter pool which is shared by all wavelength paths passing through the node [26] . An empty pool corresponds to the WR (WP) case, a pool with as many converters as incoming wavelengths corresponds to the WI (VWP) case. By using a number of converters in between, partial conversion is realised. Furthermore, it is assumed that all converters are able to switch from any incoming wavelength to any outgoing wavelength. In the following, the conversion degree (in %) is introduced to describe the converter pool equipment. For example, with a conversion degree of 25% the number of converters in the pool corresponds to 25% of the number required for the WI (VWP) case. It has to be noted that due to this definition a node with many input fibres has a higher number of converters than a node with few fibres for the same conversion degree.
To perform quantitative studies, a discrete event simulation tool based on the model described above has been implemented. The tool uses a complex object-oriented simulation library that supports simulations in many ways, e. g. by providing modules for simulation control, traffic generators, and statistical evaluations [22] . An important design criterion for the tool is a flexible and modular structure which has been achieved by an appropriate object-oriented design. In this way further enhancement of the tool, e. g. by defining new routing strategies is simplified. Moreover, the tool allows a flexible handling of input parameters such as network topology, traffic description, or routing strategy parameters.
The tool was realised in C++ and can be executed on several platforms. It delivers a large variety of results which are usually given as mean values with confidence intervals. Examples are total network blocking, blocking of an end-to-end node pair, converter occupancy in a node, mean path lengths for successful path establishments, and lengths of alternative routes compared to the original "first way". The following section presents several case studies performed with this tool.
Case Studies and Results
First, an adaptive dynamic routing strategy with "biased" alternatives is developed and the performance of this strategy is compared with some simpler strategies. Then, the influence of additional length limit strategies is shown before a specific effect for WDM networks -the influence of converter usage strategies -is presented. Section 4.4 investigates the influence of different non-Poisson traffic characteristics. Finally, it is demonstrated how simulation results can help to improve network planning in a very efficient way. All results are presented with 95% confidence intervals.
An adaptive dynamic routing strategy with biased alternatives
This section introduces the basic routing strategy used for the following investigations. Many routing strategies for traditional circuit switched (telephone) networks are broadly investigated in literature (see for example in [3, 14] ). Many insights are still valid or can at least be transformed for WDM networks. In addition, several specific aspects have to be taken into account, mainly resulting from the influence of wavelength conversion.
First of all, routing performance strongly depends upon the number of alternatives allowed for routing a path request. Multiple alternatives reduce blocking significantly compared to the case where only a single route is allowed [15] . These so-called "alternative routing" schemes can be further improved by an additional route calculation at the moment of a path request [3, 20, 30] .
Furthermore, a routing strategy which considers the decisions and assumptions made during network planning, especially the static routing decisions, improves performance. Such schemes were also called "biased" routing schemes [48] . In the planning phase used for the case studies in this work, mainly Shortest-Path routing is applied to determine the necessary network dimensioning, and therefore dynamic routing is biased accordingly. However, such a scheme implies that the traffic patterns considered during planning and those considered during dynamic investigations are similar.
To show the influence of these elements the following basic routing strategies are compared [40] :
• Fixed Central Routing (FCR): This simple strategy allows only one fixed pre-calculated route for each possible path request. If no wavelength path (which may include wavelength conversion if possible) along this route can be found, the request is blocked.
• Alternative Central Routing on partially Link-Disjoint paths (ACR-LD): This strategy provides for each shortest route (comprising l links) between a node pair a set of alternatives which is developed as follows.
One of the links of the original route is removed and in the resulting topology the shortest path between the node pair is calculated. This is repeated for all links of the original route resulting in l alternatives. Finally, also a route completely disjoint to the original shortest route is added. Thus, there are in general l+1 alternatives, but depending on the network topology some of these alternatives may be identical. When a path request occurs, the path search with this strategy is done as follows. First, the shortest route is used. If this route is blocked, it is checked whether blocking occurred on only one link of the original route. In this case, the shortest route disjoint to this link is used. If this route is also blocked, or if multiple links on the original shortest route are blocked, the completely disjoint route is tried as last alternative.
• Adaptive Dynamic Routing with x pre-calculated routes (ADRx): This strategy is the most complex strategy shown here and tries to incorporate all elements described above. It comprises x pre-calculated routes for each node pair which are the x shortest routes being completely disjoint among each other. In addition, it allows a dynamic (on-line) calculation of a new shortest path in case all pre-calculated routes are blocked. This dynamic path calculation can be adapted to the actual network state by using one or both of the following adaptation mechanisms. First, links loaded above a configurable threshold (which is described as number of occupied channels divided by the total number of channels on a link) can be excluded from the searchable network topology. Second, it is possible to consider length limits for alternative paths to avoid very long alternatives (see Section 4.2). Fig. 8 shows some results for a specific case study which is representative for many studies which were performed with differing parameters. The horizontal axis represents the offered load (i. e. mean value of dynamic traffic) in relation to the so-called static traffic demand, which describes the static traffic demand assumed for network dimensioning. The parameter settings for Fig. 8 are as follows. The 18-node network is investigated for 0% and 25% conversion degree in the network nodes. The ADRx strategy is shown for 2 pre-calculated alternatives (ADR2) without any length limit and without considering a threshold for the dynamic path search. Other values for x lead to similar blocking for the ADRx strategy with a slightly higher blocking for ADR1, especially for a low conversion degree.
Main results from the figure are the following:
• influence of number of alternatives and dynamic route calculation:
The results show that in principle all strategies which allow multiple alternatives perform much better than FCR for low network load. If the lines for a given conversion degree are compared (thin lines for 0% conversion, thick lines for 25% conversion), it can be seen that ADR2 achieves lowest blocking values over a broad load range. In the given scenario, ADR2 without conversion performs even slightly better than ACR-LD with 25% conversion. This demonstrates the great importance and benefit of a dynamic path calculation with a central view on the network state.
• influence of offered load: It can be seen that the statements above are only valid for the "low load" area (up to a network load of approximately 85% of the static traffic demand in the case study), whereas for higher loads the different strategies converge. In other studies it was shown that for even higher loads an intersection of the curves for different strategies occurs and that FCR can achieve best performance [40] . This effect can be explained by looking to the path lengths (given in number of links) shown for the different strategies in Fig. 9 . The mean number of links per path is reduced for the FCR strategy with increasing load because path requests for nodes with a large distance are more probably to be blocked. For the other strategies, mean length is increasing because some paths are accommodated along longer alternatives, but the price is that multiple short paths then might be blocked leading to higher overall blocking. • influence of conversion degree: For the FCR scheme only one line is shown since the results for all conversion degrees (from 0 to 100%) were very close together. The lines for 100 % conversion degree are not shown in the figure because they are nearly identical to the lines achieved for 25% conversion for all strategies. Thus one conclusion is that a small number of converters may improve network throughput under dynamic conditions, especially for strategies which allow multiple alternatives, but a 100% conversion provides almost no benefit compared to a smaller conversion degree. It has to be mentioned that the specific numbers for sufficient conversion or achievable throughput improvement strongly depend on almost all input parameters (e. g. topology, network dimensioning, routing strategy, traffic distribution). Section 4.3 will elaborate in more detail on the influence of partial wavelength conversion on network performance.
Finally, such studies allow to determine which mean load for dynamic traffic behaviour can be accepted in order to stay below a certain blocking probability. This mean load may have to be significantly below the static load used for network dimensioning. For example, in the case study shown here even with the best routing strategy the load must be lower than 70% of the static traffic demand in order to achieve a network blocking of less than . However, a routing strategy also has to perform well for "overload" scenarios and therefore the following section describes an important strategy extension.
Length limit strategies
The above mentioned behaviour for high load leads to the conclusion that some kind of additional limitation strategy could be beneficial for the overall performance. This section introduces and compares several limitation strategies for the following representative scenario: the 9-node network with 25% conversion degree is investigated for the ADR2 strategy.
The most simple limitation strategy is to set an absolute limit for any path length. In Fig. 10 the influence of such a strategy is shown for several limit values. The number of hops is chosen as length parameter. It can be seen that a limit of 3 hops is too small since several node pairs are not able at all to establish a wavelength path. On the other hand, this limit leads to lowest blocking for very high load. Although the other limitation strategies are rather close together, it can be stated that a limit of 4 hops achieves good performance for very high loads, but results in higher blocking for low network load compared to a limit of 5 hops or the case without limit.
Thus, although an "absolute limit" strategy is simple to realise it has the following main drawbacks:
• there are unnecessary restrictions for low network load for which longer alternatives could be accepted without throughput degradation,
• unfairness occurs because node pairs with a short distance may still have many alternatives while in the worst case other node pairs may not be able at all to establish a path. This aspect is getting more critical with increasing network size due to increasing differences of node pair distances.
Therefore the following improved strategies are proposed:
• relative length limit: With this strategy, length limits consider the length of the shortest route (i. e. the first alternative). Again, such a relative limit can be realised in various ways. After a detailed consideration of the network topology and traffic pattern an approach for the 9-node network has been chosen where the length of alternative routes is limited to k i times the original length of a route according to Table 2 .
• adaptive length limit: This strategy combines the relative limits described above with a consideration of the load on network links. For an alternative route, a relative length limit is only applied if at least one link of the alternative route carries a load higher than a configurable threshold. Such an adaptive consideration could also be combined with various other strategies, e. g. an absolute limit strategy. Moreover, other threshold definitions are possible, e. g. by considering the average load of all alternative links. However, a difficulty occurs for WR networks. In this case the number of channels occupied on a link is no longer a sufficient measure due to the wavelength continuity constraint: a path request arriving at a link on a certain wavelength may be blocked although some other wavelengths are still free. Therefore, simple threshold mechanisms are especially useful with sufficient conversion.
Some results for the scenario described above can be found in Fig. 11 Table 2 : Parameters for the relative length limit strategy (9-node network) shows unnecessary blocking increase for low loads. This is improved by using the adaptive strategy (with a threshold equalling 90% load on a link for the results in the figure). In conclusion, the results show that a biased, alternative, dynamic and adaptive strategy achieves very good performance results over the whole load range.
Moreover, another effect could be observed. For all studies without length limits blocking probability for traffic between a node pair increased with the node distance. The introduction of appropriately chosen length limits helps to improve the fairness in terms of a decreasing difference of blocking probabilities for paths between node pairs with different distances (similar to the definition in [4] , where the difference between the node pairs with the shortest and the longest distance was used, respectively).
Converter usage strategies
WDM cross-connect networks offer several new degrees of freedom for routing decisions. In literature, the influence and interworking of different "wavelength selection" and "path selection" algorithms was already investigated for WR networks [30] . However, there are some more degrees of freedom which were only recently investigated [41] . In the following, the influence of the wavelength converter usage strategy is presented. This effect is specific for WDM networks and plays an important role in networks with partial wavelength conversion. Two different strategies are investigated:
• MinOff tries to minimize the path lengths while using converters arbitrarily (this strategy was used for all studies described above)
• MinOn tries to minimize the number of converters while accepting longer routes
For the results in Fig. 12 and Fig. 13 the ADR strategy is investigated with 1 or 2 pre-calculated alternatives and no length limit for the 9-node network. Again, different load levels have to be distinguished. Fig. 12 shows the network blocking probability versus conversion degree (0% equals "no conversion", 100% equals "full conversion"). The figure is shown for a network load of 80% of the static traffic demand. In principle, already few converters decrease blocking significantly whereas for more than 25% conversion degree -which equals 2 converters per fibre -no further improvement can be seen (the occurrence of a local optimum for ADR1, MinOn for a conversion degree of approximately 6% is explained later).
So far, in literature similar results are already reported where performance is increasing with increasing number of converters, but the improvement rate is decreasing for higher conversion degrees (see for example [8] , [46] , or [43] where the strong influence of network connectivity is shown). There are also some results describing similar behaviour for various static network dimensioning problems. For example, in [27] a path accommodation algorithm is presented which tries to minimize the required number of converters for a given static traffic demand matrix. The optimization criteria is the number of cross-connect ports. One conclusion is that with an optimized algorithm about 10% conversion was sufficient to achieve the same cross-connect size as in the VWP case (although the specific number strongly depends on the actual case study parameters). In [44] an optimal converter placement is investigated for a WDM path and for WDM bus and ring networks. Again, for an optimized placement a rapid blocking reduction is achieved with some converters, whereas further increasing the number of converters leads only to small (in some cases even no) additional improvement.
But in addition to the effects described above, Fig. 12 also shows the strong influence of the MinOn strategy for low conversion degree: starting from identical blocking values for "no conversion", blocking is quickly and significantly reduced with an increasing conversion degree and the optimum performance is already achieved with a conversion degree of only ≈6%
(equalling 0.5 converters per fibre). For higher conversion degrees MinOn and MinOff strategies converge. Moreover, the results show that for low conversion degree ADR2 performs slightly better than ADR1, which is expected due to the additional pre-calculated biased route. For a higher conversion degree the results become comparable, in some cases ADR1 is even better than ADR2. This indicates that in these cases an "early" dynamic path search (i. e. already after the first alternative is blocked) is more efficient than using an additional pre-calculated route.
Whereas the behaviour shown in Fig. 12 is very similar for all load levels below 80%, the situation changes for 90% network load (Fig. 13) . This case reveals several effects very astonishing at the first glance. First, ADR2 leads now to higher blocking values than ADR1 for a broad range of conversion degree. Second, only for a very low conversion degree additional converters reduce network blocking. For more converters, blocking is increasing, for ADR2 even above the value for 0 converters. The reason is that in a congested (heavy loaded) network more converters allow some longer paths which on the other hand may block several shorter paths. Although in general the difference between ADR1 and ADR2 is larger than the difference between MinOn and MinOff, for low conversion degree the converter usage strategy still influences blocking significantly.
These results -which could be confirmed for many other scenarios -allow the conclusion that an optimal routing strategy for WDM networks has to be adapted to the available conversion capability of the network as well as the network load due to different behaviour for low and high network load. Another interesting result is shown in Fig. 14 and Fig. 15 which present the converter occupancy -given as mean value over time -in several nodes versus conversion degree for both strategies, MinOn and MinOff. For these studies ADR2 was applied for the 9-node network shown in Fig. 2a ) with a load of 80%.
Fig. 14 shows the converter occupancy for the MinOn strategy. The converter occupancy in border nodes is significantly lower than in central network nodes which is expected for the topology, traffic distribution, and routing strategy of the case study. Moreover, already for rather low conversion degree the converter usage reaches very low values. This changes significantly for the MinOff strategy which leads to generally higher converter occupancy levels (Fig. 15 ). In addition, the relative order of nodes according to the occupancy level may change: e. g. Cologne has the lowest occupancy for MinOn but requires a rather high number of converters for MinOff due to the "greedy" converter usage strategy in this case. Thus, the actual converter requirement in a network node strongly depends not only on topology or traffic requirements, but also on the routing and converter usage strategy applied.
Results like this -which where derived for many other scenarios including studies for decentral routing strategies [38] -allow an optimized network dimensioning by implementing wavelength converters at the optimum locations. This can help to further improve results from wavelength converter placement strategies, for which several heuristics were proposed recently [44, 46, 50] . But it is important to note that such a focused network upgrade not only depends on given input parameters as topology or traffic but also on the routing strategy and therefore has to be done specifically for each parameter configuration.
Influence of Poisson and non-Poisson traffic characteristics
Most investigations of WDM networks reported in literature are based on the assumption of Poisson traffic. Basically, there are two reasons for this:
• The approximation of real network traffic with Poisson arrival processes and exponentially distributed call holding times has been proven to be a good and analytically tractable approximation for many traditional (telephone) networks [14] .
• Up to now there are no better or more accurate traffic models for WDM networks because no measurements are available for this kind of networks.
However, recent measurements for Internet dial up traffic have shown that Poisson behaviour for various scenarios [11] . Traffic behaviour has a strong influence on network performance evaluation. Therefore, the question how routing strategies for WDM networks will behave under non-Poisson traffic is important and increasing work in this direction recently appeared although it is not clear at all how traffic in future WDM networks will behave. For example in [29, 45, 54 ] different approaches to model non-Poisson traffic are reported by other authors. A detailed comparison of these models still has to be done.
In this study, non-Poisson traffic is generated as follows. The coefficient of variation (CoV) for the interarrival and the path holding times is varied, respectively. With a negative-exponential distribution for the time variable a CoV = 1 is achieved. With hyper-exponential time distributions a CoV > 1 is realised similar to the approaches described in [12] and [25] . This type of distribution allows for example a simple description for bursty behaviour neglecting autocorrelation. A distribution with hypo-exponential behaviour is used to achieve a CoV < 1 [25] . This can be interpreted as a "more deterministic behaviour". In [39] the influence of non-Poisson traffic for hop-by-hop routing strategies was studied whereas in the following central strategies are investigated. The results shown below were derived for the 9-node network and the ADR2 strategy without length limits. 
0% conversion
100% conversion Fig. 16 shows the influence of the path holding time (i. e. service time) characteristics under the assumption of negative-exponentially distributed interarrival times, i. e. the path arrival process is Poisson. It can be seen that in this case the holding time CoV has almost no influence on network performance although the CoV is varied between 0 (corresponding to deterministic holding times) and 10 (which is a very high value for CoV).
The figure shows that this holds for a network without converters as well as for a network with full conversion capability. Moreover, the difference between the two conversion strategies is much more significant than between different CoV values.
The results are completely different if the interarrival time CoV is varied while path holding times are negative-exponentially distributed. Fig. 17 shows a strong influence of the interarrival time CoV. Blocking probabilities are higher for CoV > 1 and lower for CoV < 1 compared to CoV = 1. This influence is much more significant than the difference between no, partial and full conversion capabilities.
Several cases were also investigated where both, interarrival and holding times are not exponentially distributed. In these cases, also the variation of the holding time CoV gets an important influence. Thus, only for a Poisson arrival process the path holding time behaviour didn't show a significant 
Network dimensioning improvement using simulation results
Finally, this section shows how simulative network investigations for dynamic load can help to optimize link dimensioning. In the following, endto-end blocking probabilities for different node pairs are presented. The node numbers used in Fig. 18 and Fig. 19 can be found in the network graph in Fig. 2a) . Each line describes the blocking of paths originating at the node assigned to this line and ending at the node depicted on the horizontal axes (lines are used to highlight which discrete points belong together). For the studies, ADR2 with minimisation of converter usage (MinOn) was applied to the 9-node network with a conversion degree of 12.5% (1 converter per fibre) and a network load of 80% of the static traffic demand. Poisson traffic with negative-exponential path holding times was used. Fig. 18 gives the results for the "standard" network dimensioning (used for all studies presented so far) for selected node pairs. Only four lines are Fig. 18 : End-to-end blocking without capacity increase (for ADR2 strategy with MinOn applied to 9-node network loaded with 80% and 12.5% conversion degree) shown, all lines for the other nodes are in the same region or even below the lower three (broken) lines. The figure allows several conclusions which are specific for the case study performed and which were not obvious from the planning phase:
• For some destination nodes there is a tendency for higher blocking values compared to other nodes. In the example, nodes 2, 6, and especially node 8 show this behaviour.
• All paths starting in Stuttgart (node 8, solid line) experience a significantly higher blocking probability than the other paths.
This insight has been used for a selected network upgrade: the link between Stuttgart and Frankfurt has been equipped with one additional fibre for each direction. The result is shown in Fig. 19 . Now, all node pairs are in the same region concerning blocking values. Moreover, the total network blocking was also decreased significantly: from for the standard dimensioning to for the case with improved dimensioning. This shows that already a very small (the two additional fibres correspond to a total network capacity increase of only 0.92%) but well placed capacity increase can lead to a drastically network performance increase (≈46% for the mean values). In addition, fairnesswith regard to differences in blocking probabilities -concerning different node pairs is increased as well: now, all node pairs experience similar mean blocking values.
Finally, it is remarkable that the right place for a capacity increase could not be found by looking to the blocking events occurring on a link. These statistics show no unusual behaviour of the link Stuttgart-Frankfurt. For various other links with similar number of blocking events a capacity increase didn't lead to comparable throughput improvement (although some blocking reduction was achieved as well).
Conclusions and Outlook
In this paper several routing strategies and specific effects for dynamic wavelength path routing in a WDM transport network based on crossconnects were investigated. Several cases for conversion capability in the nodes were considered, including partial conversion for share-per-node cross-connects. A new routing strategy was developed based on precalculation of "biased" alternatives (i.e. oriented according to the network design rules), a dynamic path search in case all alternatives are blocked, and an adaptive consideration of length limits to achieve good performance over the whole load range.
The influence of various parameters such as number of available alternative routes, offered load, and wavelength conversion degree on network performance was presented. Specifically, two strategies for wavelength converter usage were presented and compared. It was pointed out that converter usage strategies can be very important for networks with partial conversion. It was demonstrated that an increasing number of converters may lead to higher blocking if the routing strategy does not take into account conversion capability. This shows that for WDM networks there may occur unexpected effects which are partly new compared to traditional networks based on electrical switching, especially for low conversion degree and for high network load in WDM networks.
Moreover, the influence of traffic characteristics different to Poisson traffic was investigated. It turned out that in many cases the performance of routing strategies strongly differs for Poisson and non-Poisson traffic whereas for a Poisson arrival process the path holding time characteristic only has a small influence. From this follows that all results derived for Poisson traffic have to be checked if better models based on real network measurement become available in future. Finally, it was demonstrated that results from a dynamic network investigation provide a valuable feedback for a comprehensive network planning process that takes network operation into account. It allows to avoid unnecessary network equipment (shown for the number of wavelength converters in this paper), and to achieve significant performance improvement already with small but well placed additional network capacities (shown for additional link capacity in this paper).
Further work could improve this insight by providing some kind of "automatic feedback loop" for the network planning process to take results from the investigation of dynamic behaviour for dimensioning of nodes and links into account automatically. Moreover, a better traffic description for various network scenarios (including transport of SDH networks as well as IP networks by the WDM layer) should be developed and considered for the routing process. Finally, other routing strategies and strategies for resource allocation can be developed, for example by improving the adaptive path search. It will be interesting to see whether these strategies can achieve better performance and avoid drawbacks of the strategies described in this work.
