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1. Introduction
Let Fq be the ﬁnite ﬁeld of q elements and p its characteristic. Let f (x1, . . . , xn) be a nonzero poly-
nomial in n variables over Fq. For each positive integer r, let Nqr (f ) denote the number of Fqr -rational
points on the afﬁne hypersurface f = 0 in An(Fqr ), namely,
Nqr (f ) = #{(x1, . . . , xn) ∈ An(Fqr )|f (x1, . . . , xn) = 0}.
To investigate the value of Nqr (f ) is of both theoretical importance and practical background (e.g.,
cryptology and coding theory). However, it is difﬁcult to give an explicit formula for Nqr (f ) in general,
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except for some special cases (see [2,19], etc.). In [4], we observed that the constraints on exponents
in [2,19] can be translated into “non-singularity” in matrix language and discovered Theorem 1 along
this direction. Before stating our result, we need to introduce some related concepts and notations.
Suppose that f (x1, . . . , xn) ∈ Fq[x1, . . . , xn] is written in sparse representation as a sum ofm nonzero
monomials:
f (x1, . . . , xn) =
m∑
j=1
ajx
Dj , aj ∈ F∗q,
where
Dj = (d1j , . . . , dnj) ∈ Zn0, xDj = x
d1j
1
· · · xdnjn .
The degree matrix of f , denoted Df , is deﬁned to be the n × mmatrix
Df = (D1, . . . ,Dm) = (dij)1in,1jm,
where each Dj is written as a column vector. The augmented degree matrix of f is deﬁned to be the
corresponding (n + 1) × mmatrix
D˜f = (D˜1, . . . , D˜m),
where D˜j = (1,Dj) is also written as a column vector. Then
x0f (x1, . . . , xn) =
m∑
j=1
ajx
D˜j .
Let  be a subset of the set {0, 1, . . . , qr − 1} and m =∏mj=1 be the direct product of . For any
k = (k1, . . . , km) ∈ m, deﬁne σ(k) and s(k) to be the number of nonzero entries in (k1, . . . , km) and
k1D˜1 + · · · + kmD˜m, respectively. Recall that for an arbitrary ring R, the notation GLn(R) denotes the
general linear group of degree nwhose elements are n × n invertible matrices with entries in R. Since
αq
r = α for all α ∈ Fqr , the degree matrix Df can be equivalently reduced to a matrix over Z/(qr − 1)Z
by the division algorithm, and thus we can assume that Df is a matrix over Z/(q
r − 1)Z. The main
result in [4] can be stated as
Theorem 1 [4]. With the notation as above, if there exists an m × m(m n) square submatrix of Df that
belongs to GLm(Z/(qr − 1)Z), then we have = {0, qr − 1} and
Nqr (f ) =
∑
k∈m
(−1)σ(k)(qr − 1)s(k)−σ(k)qr(n−s(k)+σ(k)).
It should be noted that in Theorem 1 the degreematrix demands that the number of columnsmust
be less than or equal to that of rows, i.e., the number of monomials must be less than or equal to that
of variables. For the other cases, Theorem 1 is not valid. When studying the Markoff–Hurwitz-type
equations in n variables whose degree matrices are the n × (n + 1) matrices, we [3] overcome this
shortcoming by replacing the degree matrix in Theorem 1 by the augmented degree matrix. Thus
Theorem 1 can be generalized as
Theorem 2 [3]. With the notation as above, if there exists an m × m(m  n + 1) square submatrix of D˜f
that belongs to GLm(Z/(qr − 1)Z), then we have = {0, qr − 1} and
Nqr (f ) =
∑
k∈m
(−1)σ(k)(qr − 1)s(k)−σ(k)qr(n−s(k)+σ(k)).
Both Theorems 1 and 2 require us ﬁrstly to ﬁnd anm × m square (non-singular) submatrix, which
is not necessary and also misses some important information on “non-singularity” of the matrix that
will be seen in Section 3. This paper will solve this problem by the tool of the Smith normal form. The
following theorem can be regarded as the ﬁnal generalization of Theorems 1 and 2 along this direction.
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Theorem 3 (Main theorem). With the notation as above, assume D˜f ∈ Zn×m with m n + 1. Suppose
that D˜f has the Smith normal form with the diagonal entries λ1, . . . , λm where λi|λi+1 for i = 1, . . . ,m − 1
and λm > 0. If gcd(λm, q
r − 1) = 1, then we have = {0, qr − 1} and
Nqr (f ) =
∑
k∈m
(−1)σ(k)(qr − 1)s(k)−σ(k)qr(n−s(k)+σ(k)). (1)
One beneﬁt from this theorem is that there are algorithms for ﬁnding the Smith normal form of
a matrix, and these are programmed into common computer algebra packages such as Maple and
MuPAD.
The rest of the paper is organized as follows. Section 2 is devoted to the proof of Theorem 3, before
which some necessary knowledge (such as the Smith normal form and Gauss sum)will be introduced.
In Section 3, we take a simple example of diagonal equation to compare the above three theorems.
According to the suggestion of the reviewer, we extend Theorem 3 to the system of polynomial equa-
tions in Section 4. Some remarks on the calculation of the Smith normal form in our situation will be
given at the end of the paper.
2. Proof of Theorem 3
Let M ∈ Zn×n be an integer square matrix. The matrix M is called unimodular if its determinant is
±1, which in notation means thatM ∈ GLn(Z). Smith [13] proved that
Proposition 4. Let A ∈ Zn×m be an integer matrix of rank s. There exist two unimodular matrices U ∈
GLn(Z) and V ∈ GLm(Z) such that A is equivalent to UAV = (λij) with λij = 0 for i /= j and the diagonal
entries, denoted λi := λii, satisfying the following properties:
(a) λi > 0, λi|λi+1 for i = 1, . . . , s − 1 and λs > 0;
(b) The λi (i = 1, . . . , s) are uniquely determined by the matrix A; precisely speaking, the product δi =
λ1 · · · λi equals the (non-negative) greatest common divisor of all determinants of i × i-submatrices
of A.
The λi and δi are called the ith invariant factor and the ith determinantal divisor ofA, respectively.UAV
is called the Smith normal form of A, denoted by SNF(A) := UAV . The unimodular matrices U and V are
called transformation matrices. The Smith normal form also has many applications in computational
number theory and group theory aswell as computations in homology theory (see [5,7,12]). This paper
gives another application, i.e., to count the number of rational points of a hypersurface in ﬁnite ﬁelds.
Lemma 5. With the notation as in Proposition 4. There exists a one-to-one correspondence between the
integer solutions to AX = 0 and these to SNF(A)Y = 0. In particular, AX = 0 has only the trivial solution if
and only if SNF(A)Y = 0 has only the trivial solution.
Proof. It is trivial by letting X = VY and the fact that V ∈ GLm(Z). 
Lemma 6. With the notation as in Section 1, the system D˜f k ≡ 0modqr − 1 has only the trivial solution if
and only if SNF(D˜f )Y ≡ 0mod qr − 1 has only the trivial solution.
Proof. Immediately from Lemma 5 and the fact that both U and V are unimodular. 
Next we give a well known formula for Nqr (f ) in terms of Gauss sums. To make the paper self-
contained, we include the deduction that is essentially due to Daqing Wan (see [17] or [18]). For the
knowledge about p-adic analysis and Gauss sum, refer to [1,8,9].
Let Qp denote the p-adic rationals and Cp the completion of an algebraic closure of Qp. Let ζp be
a primitive pth root of unity in Cp and χ be the Teichmüller character of the multiplicative group F
∗
q.
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For a ∈ F∗q, the value χ(a) is just the (q − 1)th root of unity inCp such that χ(a) modulo p reduces to a.
Deﬁne the (q − 2) Gauss sums over Fq by
G(k) =
∑
a∈F∗q
χ(a)−kζ Tr(a)p , 1 k  q − 2,
where Tr denotes the absolute trace map from Fq to the prime ﬁeld Fp. We claim that for all a ∈ Fq,
the Gauss sums satisfy the following interpolation relation
ζ
Tr(a)
p =
q−1∑
k=0
G(k)
q − 1χ(a)
k ,
where
G(0) = q − 1, G(q − 1) = −q.
In fact, by the Vandermonde determinant, there are numbers C(k) (0 k  q − 1) such that for all
a ∈ Fq, one has
ζ
Tr(a)
p =
q−1∑
k=0
C(k)
q − 1χ(a)
k.
It sufﬁces to prove that C(k) = G(k) for all k. Taking a = 0, one ﬁnds that C(0)/(q − 1) = 1. This proves
that C(0) = q − 1 = G(0). For 1 k  q − 2, one computes that
G(k) =
∑
a∈F∗q
χ(a)−kζ Tr(a)p =
C(k)
q − 1 (q − 1) = C(k).
Finally,
0 =
∑
a∈Fq
ζ
Tr(a)
p =
C(0)
q − 1q +
C(q − 1)
q − 1 (q − 1).
This gives C(q − 1) = −q = G(q − 1). The claim is proved.
Using the formula
∑
t∈Fq
χ(t)k =
⎧⎨
⎩
0, if (q − 1)k,
q − 1, if (q − 1)|k and k > 0,
q, if k = 0,
one then calculates that
Nq(f ) = 1
q
∑
x0,...,xn∈Fq
ζ
Tr(x0f (x))
p =
1
q
∑
x0,...,xn∈Fq
m∏
j=1
ζ
Tr(ajx
D˜j )
p
= 1
q
∑
x0,...,xn∈Fq
m∏
j=1
q−1∑
kj=0
G(kj)
q − 1χ(aj)
kjχ(xD˜j )kj
= 1
q
q−1∑
k1=0
· · ·
q−1∑
km=0
⎛
⎝ m∏
j=1
G(kj)
q − 1χ(aj)
kj
⎞
⎠ ∑
x0,...,xn∈Fq
χ(xk1D˜1+···+kmD˜m )
=
∑
∑m
j=1 kjD˜j≡0modq−1
(q − 1)s(k)qn−s(k)
(q − 1)m
m∏
j=1
χ(aj)
kjG(kj). (2)
Recall that s(k) denotes be the number of nonzero entries in k1D˜1 + · · · + kmD˜m.
Proof of Theorem 3.Weonly deal with the case r = 1, and other cases can be easily proved the similar
way. The assumption that gcd(λm, q − 1) = 1means that D˜f has full column rank overZ/(q − 1)Z. From
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linear algebra, we know that SNF(D˜f )Y ≡ 0mod q − 1 has only zero solution. So D˜f k ≡ 0mod q − 1 has
only zero solution k ≡ 0mod q − 1 by Lemma 6. Note that χ(aj)0 = χ(aj)q−1 = 1 for all aj ∈ F∗q and
G(0) = q − 1,G(q − 1) = −q. Formula (1) follows immediately from (2) by elementary calculation. 
We give two trivial consequences without proof.
Corollary 7. With the notation as above, if D˜f is of full column rank and its greatest invariant factor equals
1, then we have = {0, qr − 1} and
Nqr (f ) =
∑
k∈m
(−1)σ(k)(qr − 1)s(k)−σ(k)qr(n−s(k)+σ(k)).
Corollary 8. With the notation as above, if the augmented degree matrix D˜f is unimodular itself , i.e.,
D˜f ∈ GLm(Z), then we have = {0, qr − 1} and
Nqr (f ) =
∑
k∈m
(−1)σ(k)(qr − 1)s(k)−σ(k)qr(m−s(k)+σ(k)).
Note that the assumptions in Corollaries 7 and 8 above do not depend on q and are valid for any
ﬁnite ﬁeld.
3. Comparison
We take an example to compare the three theorems in Section 1. Let f denote the diagonal equation
a1x
d1
1
+ a2xd22 + · · · + anxdnn = 0,
where a1, . . . , an ∈ F∗q. Its degree matrix and augmented degree matrix are
Df =
⎛
⎜⎜⎝
d1 · · · 0
.
.
.
. . .
.
.
.
0 · · · dn
⎞
⎟⎟⎠ , D˜f =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 1 · · · 1
d1 0 · · · 0
0 d2 · · · 0
.
.
.
.
.
.
. . .
.
.
.
0 0 · · · dn
⎞
⎟⎟⎟⎟⎟⎟⎠
,
respectively. Clearly, det(Df ) = d1 · · ·dn. Put d := det(Df ) for convenience. By Theorem 1, we have
Proposition 9. If gcd(d, qr − 1) = 1, then Nqr (f ) = qr(n−1).
It is easy to see that all of the n × nminors of D˜f are: d, d/d1, . . . , d/dn. By Theorem 2, we have
Proposition 10. If either gcd(d, qr − 1) = 1 or gcd(d/di, qr − 1) = 1 for some 1 i  n, then Nqr (f ) =
qr(n−1).
From the (b) part of Proposition 4, we can calculate the nth determinantal divisor is
δn = λ1 · · · λn = gcd(d, d/d1, . . . , d/dn).
By Theorem 3, we have
Proposition 11. If gcd(d, d/d1, . . . , d/dn, q
r − 1) = 1, then Nqr (f ) = qr(n−1).
Obviously, Proposition 10 is stronger than Proposition 9 and Proposition 11 is stronger than Propo-
sition 10.
W. Cao/Linear Algebra and its Applications 431 (2009) 1778–1784 1783
4. Extension to a system of polynomial equations
As the reviewer pointed out, the technique of this paper can be used to prove a more general
theorem of similar type for a system of polynomial equations. Let fi(x1, . . . , xn)(i = 1, . . . , s) be a system
ofpolynomials innvariables overFq. LetV be theafﬁnealgebraic set deﬁnedby the commonvarnishing
of the fi. For each positive integer r, let Nqr (V) be the number of Fqr -rational points on V , namely,
Nqr (V) = #{(x1, . . . , xn) ∈ Fnqr |fi(x1, . . . , xn) = 0 for all i = 1, . . . , s}.
With the notation as introduced before, write
D˜f1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
0
.
.
.
0
Df1
⎞
⎟⎟⎟⎟⎟⎟⎠
, D˜f2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
1
.
.
.
0
Df2
⎞
⎟⎟⎟⎟⎟⎟⎠
, . . . , D˜fs =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
0
.
.
.
1
Dfs
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where 1 := (1, . . . , 1) and 0 := (0, . . . , 0) for short. Note that the ﬁrst s rows of Dfi are zero rows except
the ith row of Dfi being (1, . . . , 1). Deﬁne the augmented degree matrix of V to be
D˜V = (D˜f1 , . . . , D˜fs ).
Now write
g(x, y) =
s∑
i=1
yifi(x1, . . . , xn),
where yi’s denote s distinct variables. Suppose that g(x, y) has l nonzero monomials and thematrix D˜V
has the form of column vectors D˜V = (D˜1, . . . , D˜l), then g(x, y) can be rewritten in sparse representation
as
g(x, y) =
l∑
j=1
cjz
D˜j , cj ∈ F∗q.
The studyofV canbe reduced to considering the single polynomial g(x, y). As before, letbe a subset of
the set {0, 1, . . . , qr − 1} andl =∏lj=1 be the direct product of. For any k = (k1, . . . , kl) ∈ l , deﬁne
σ(k) and s(k) to be the number of nonzero entries in (k1, . . . , kl) and k1D˜1 + · · · + klD˜l , respectively. By
the similar deduction as in formula (2), one can get
Nq(V) = 1
qs
∑
y
1
,...,ys ∈Fq
x
1
,...,xn ∈Fq
ζ
Tr(g(x,y))
p =
1
qs
∑
z
1
,...,zn+s∈Fq
l∏
j=1
ζ
Tr(cjz
D˜j )
p
=
∑
∑l
j=1 kjD˜j≡0modq−1
(q − 1)s(k)qn−s(k)
(q − 1)l
l∏
j=1
χ(cj)
kjG(kj).
Thus one has
Theorem 12. With the notation as above, assume D˜V ∈ Zn×l with l  n + s. Suppose that D˜V has the
Smith normal form with the diagonal entries λ1, . . . , λl where λi|λi+1 for i = 1, . . . , l − 1 and λl > 0. If
gcd(λl , q
r − 1) = 1, then we have = {0, qr − 1} and
Nqr (V) =
∑
k∈l
(−1)σ(k)(qr − 1)s(k)−σ(k)qr(n−s(k)+σ(k)).
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5. Some remarks on practical computations
1. Once we know that the augmented degreematrix D˜f has full column rank overZ/(q
r − 1)Z, the
computation of Nqr (f ) can be performed under “binary”-like operation. First note that from the
deﬁnitions of s(k) and σ(k), one easily sees that the set  = {0, qr − 1} in Theorems 1, 2, 3 and
12 can be replaced by the set  = {0, 1}. Next, we need neither care the concrete values of the
coefﬁcients nor those of the degrees in computing Nqr (f ). Precisely speaking, we can transform
the augmented degree matrix D˜f = (dij) into the (0,1)-matrix Bf = (bij) as follows:
bij =
{
0, if dij = 0,
1, if dij > 1.
This fact is supposed to reduce the storage space and speed up calculation in programming.
2. There are many algorithms for computing the Smith normal form (for example, see [6,7,14–16],
etc.). The calculations are basically Gaussian elimination with greatest common divisor calcu-
lations replacing division. We recommend the EDIM designed by Lübeck, which is particularly
powerful when the prime divisors of the determinant are known in advance (see [11]; there is
a GAP package EDIM containing implementations of most algorithms mentioned in the paper
[10]). The reason lies in the fact that qr − 1 is already known and we just need to judge wether
gcd(λm, q
r − 1) = 1 or not. And we expect more effective algorithm for our situation.
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