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Melanoma is one the most easily detectable types of cancer in the world. Still,
about 16% of Caucasians, 28% of Hispanics and as high as 52% of black patients
in the U.S. get their initial diagnosis only when the cancer is already at a late
stage. [1] This matters, because the earlier we can diagnose the disease, the
more treatable and, consequently, survivable it is. If caught at an earlier stage,
melanoma can have as high as a 95% 10-year survivability rate, but that figure drops
to a mere 10% for the latest stages of the disease. Thus, early screening is critical. [2]
The problem is, getting a checkup from a highly skilled dermatologist can be
very expensive or even outright unattainable for the average person. Even if one is
able to get it, it’s still not a scalable solution, given that a doctor is only exposed
to a subset of all the possible appearances of skin cancer during his or her lifetime.
In contrary to this, an automatic diagnostic system can only get better as
more and more data surfaces. Retraining the system with new data is trivial, and
the underlying model can also be extended to include all sorts of other medical
information into its prediction. This can be especially advantageous with the rise
of personalized medicine and cheap DNA sequencing. [3]
Why now, the reader might ask. As we will describe at length in a subsequent
chapter, the rise of automatic diagnosis from medical images in recent years comes
from the fact that we now have the ability to teach specialized systems that can
learn from data in a statistical manner as opposed to the earlier rule based systems
that used hand-engineered features to distinguish between photographs. It turns out
that this shift makes all the difference, as this makes it possible for us to utilize two
of the most important resources of our time: big data and artificial intelligence: the
oil and the electricity of the 21st century. [4][5]
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2 Outline and goals
This work documents the author’s first introduction to the field of medical image
analysis in general and skin lesion classification in particular. It serves both as a
building block towards larger projects (see: Chapter 7) and as a self contained work
aimed towards finding the best architectures, hyper-parameters and data processing
techniques for skin lesion classification.
The results can be used by other researchers who would like to get started
in this field to inform them about the particularities of deep learning techniques
applied to medical images.
In order to get a benchmark for our results, we used last year’s International Skin
Imaging Collaboration Challenge, ISIC2017. [8] Even though our first motivation
was to gain more understanding about this problem, by the end we were able to
get a score that outperformed the winner of that challenge.
We will start out by talking about the methods used by medical professionals
to arrive at a diagnosis, and the first efforts that tried to automate this process via
rule based systems as well as the statistical learning methods that followed suite
and ultimately became the dominant tool.
In chapter 4, we’ll get into the execution and describe the system we’ve built
by going through the process of constructing it step by step from the description of
the dataset to the model’s architecture and the special techniques used to boost its
performance. We will explain the reasons for choosing certain techniques and share
the results we’ve gotten from experimenting with different configurations.
Finally, in chapter 5 to 7 we’ll discuss these results in more depth and share with
the reader the many ideas that were either out of the scope of this work or that we
didn’t have the time/resources to implement yet. We will also show the prototype




The Handbook of Dermoscopy [6] teaches rule based techniques for skin lesion di-
agnosis. It shows the reader specific structures as well as color distributions to look
for when faced with a new lesion. The most prominent patterns even get their own
categories so that doctors can use them as quasi-templates. Some examples of such
patterns can be seen on figure 1.
It then goes on to introduce the “Two-step dermoscopy algorithm” (see figure
2) which can be summarized as follows (see figure 2):
1. Classify the lesion as melanocytic or non-melanocytic based on the above-
mentioned criteria.
2. If the lesion has criteria for a melanocytic lesion, we need further methods to
differentiate between benign nevi and melanoma.
In the second part of the algorithm, novice dermatologists can then use rule
based methods like the ABCD rule, the Menzies method or the 7-point checklist.
More experienced dermoscopists usually rely on pattern recognition instead.
Arguably the most well-known algorithm for differentiating between benign nevi
and melanoma is the ABCD rule. This method uses the following four criteria (with
different weights) to arrive at a decision [6] (see figure 3):
• Assymetry: The lesion is bisected by two lines that are placed 90◦ to each
other. The first line attempts to bisect the lesion at the division of “most
symmetry” and the other line is then placed 90◦ to it. Symmetry takes into
account the contour, colors and structures within a lesion. Lesions that are
symmetric in both axes are given zero points, one axis asymmetry 1 point and
biaxial asymmetry 2 points. Thus, the points range from 0 to 2.
• Border sharpness: First, the lesion is divided into eight equal pie-shaped pieces.
Next, one counts the number of segments that have an abrupt perimeter cutoff.
Thus, the points range from 0 to 8.
• Colors: Number of the following colors present: light brown, dark brown, black,
red, white, blue-gray. Thus, the points range from 1 to 6.
• Dermoscopic structures: Number of following 5 structures: dots, globules,
structureless (homogeneous) areas, network and branched streaks. Thus, the
points range from 1 to 5.
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Figure 1: Lesion patterns used for medical diagnosis [6]
4
Figure 2: The two-step dermoscopy algorithm [6]
5
Figure 3: Illustration of the ABCD rule’s criteria [6]
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3.2 Convolutional Neural Networks
In this section we introduce to the reader the basic components of Convolutional
Neural Networks.
Artificial neural networks are mathematical abstractions of biological neural net-
works. They build on the idea of having many simple but densely connected com-
putational units called “artificial neurons”.
Artificial neurons work by having adjustable weights, biases, and an activation
function. They take multiple input values, apply their corresponding weight values,
add a bias then finally apply their activation function to make the resulting output




wi · xi + b)
where xi is the i
th input, wi is the i
th weights of the neuron, b is the bias of the
neuron and f is the activation function.
We can stack these neurons to create many different networks that are useful
for many different tasks (see figure 4).
A very popular family of networks used for computer vision tasks is called
“Convolutional Neural Networks” or CNN’s. They are inspired by the visual cortex
of the mammalian brain, and use an explicit assumption about the nature of their
input values, namely that they’re images. Their neurons are arranged in three
dimensions: width, height and depth. Here width refers to the input image’s width,
height to its height and depth to its color (R,G,B).
CNN’s work by applying a number of transformations that layer by layer squash
the input image into a vector of predictions by making its width and height smaller
and the depth bigger until both the width and height dimensions reduce to 1 and
the depth dimension becomes equal to the number of possible categories we want to
predict (see figure 5).
To this end, most CNN architectures use the following types of layers stacked
one after another in particular arrangements [7] (see figure 6):
• Convolutional Layers (CONV) compute the output of neurons that are con-
nected to local regions in the input, each computing a dot product between
their weights and a small region they are connected to in the input volume.
This may result in volume such as [32x32x12] if we decided to use 12 filters.
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• Rectified Linear Units (RELU) apply an elementwise activation function, such
as the max(0,x) thresholding at zero. This leaves the size of the volume un-
changed ([32x32x12]).
• Pooling Layers (POOL) perform a downsampling operation along the spatial
dimensions (width, height), resulting in volume such as [16x16x12].
• Fully Connected Layers (FC) compute the class scores, resulting in volume of
size [1x1x10], where each of the 10 numbers correspond to a class score. As
with ordinary Neural Networks and as the name implies, each neuron in this
layer will be connected to all the numbers in the previous volume.
8
Figure 4: Illustration of an ordinary neural network architecture [7]
Figure 5: The transformations of the input image into predictions by a CNN [7]




The dataset we’re using comes from the ISIC2017 challenge which is the latest
version (at the time of this publication) of a yearly challenge organized by researchers
and for researchers with the goal of improving the performance of skin lesion analysis.
It contains images of lesions collected from leading clinical centers internationally
and acquired from a variety of devices within each center. [8] In order to make it
a supervised learning task, they also included the diagnosis associated with each of
the images as ground truth.
The dataset is split into training, validation and testing subsets. As usual in data
science, the training data is there for training the predictor, the validation data for
validating the model and the test data is only used for computing the final score
after all training steps are over.
In the following, we will list some important statistics about the aforementioned
subsets of the input dataset.
4.1.1 Statistics
Number of images:
• Training: 2000 images and labels
• Validation: 150 images and labels
• Test: 600 images and labels
Categories: Melanoma, Seborrheic Keratosis, Naevus.
Distribution of categories:
• Training: 18.7% melanoma, 12.7% seborrheic keratosis, 68.6% naevus
• Validation: 20% melanoma, 28% seborrheic keratosis, 52% naevus
• Test: 19.5% melanoma, 15% seborrheic keratosis, 65.5% naevus
Image sizes: The images were varied in size. There were many different clusters of
images with the same dimensions that probably came from the same sources. To get
a better sense of the exact distribution, we have created boxplots and histograms:
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Figure 7: Image size distributions for training, validation and testing data sets
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Figure 8: Image size distributions after cropping
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Figure 9: Example of three categories from our dataset (after cropping)
4.1.2 Description of skin lesions
Melanoma: Malignant melanoma is the most dangerous type of skin cancer. It
develops from the pigment-containing cells known as melanocytes.
Naevus: Naevus is an umbrella term for visible, circumscribed, chronic lesions of
the skin.
Seborrheic Keratoses: Seborrheic keratoses is a benign skin tumour that origi-
nates from cells in the outer layer of the skin. It appears more often as people age





• CPU: Intel Core i5-5200 @ 2.20GHZ
• GPU0: Nvidia GeForce 920M
• GPU1: Intel HD Graphics 5500
• OS: Windows 10, 64bit
4.2.2 Software
The code is written in Python 3 and uses the following libraries on top of it:
• Numpy (used for efficient linear algebraic computations)
• Scipy (used for scientific computation)
• Tensorflow (machine learning framework)
• Keras (high level API for neural networks on top of Tensorflow)
• Matplotlib (used for plotting and figures)
• Sklearn (tools for data analysis)
• Python Imaging Library (used for image manipulation)
• Pickle (used for object serialization)
• Miscellaneous: itertoools, zipfile, csv, random, os, sys
Training with CPU can be very slow because of its sequential nature. In order
to leverage the inherent parallelism in our Graphical Processing Unit we have used
Nvidia’s CUDA and cuDNN toolkits. That said, the code will run just fine without
GPU support too, only slower. [9][10]
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4.3 Building the classifier
4.3.1 Making results reproducible
In the name of reproducible research, we are attaching all the source code and
experimental configurations alongside the results. We have also tried to fix the seeds
for random number generation at every step of the way in the code in order to be
able to get rid of the stochastic behavior, but it seems that some of the libraries lack
the proper support to do for this and no matter how hard we tried, some stochastic
behavior managed to creep in.
So we gave up and accepted that the results are not fully reproducible. Still,
we tried to draw our conclusions in a way that the small stochastic fluctuations in
repeated experiments probably wouldn’t change our conclusions significantly. In the
future we’d like to run the experiments multiple times and use statistical tests to
reach more solid conclusions.
4.3.2 Preparing the images
Cropping around segmentation mask: Looking at the images, we noticed that
they are not very uniform in scale. On some images, the lesion took all of the space
and on others it was only a spec in the middle. Luckily for us, for every lesion in the
datasets the organizers also included a segmentation mask. We took these masks to
determine a bounding box around the original images and created a new dataset
with images only containing the part of the original images inside this rectangle.
Resizing and pickling: Our network needs every image to have the same dimen-
sions. In order to ensure this, we needed to resize the images to a predefined width
and height. After resizing them, we saved them by serializing them using pickle.
This way we didn’t have to recreate them for every new training instance.
One hot encoding: It’s a standard convention for supervised machine learning
to encode the input labels as vectors with length the number of possible categories
which contain 0 for every element except the one associated with the ith class. This
technique is called “One hot encoding”. We have also used this convention.
Transforming to tensors: As its name suggests, Tensorflow works with tensors.
We used Numpy to convert our RGB pixel values into 3D tensors with the three
dimensions being the width, height and color channels. The numbers were also con-
verted to Numpy’s custom float32 type.
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Figure 10: Examples of training images before cropping and augmentation
Normalizing: Another convention for neural networks is to normalize all input
variables in every dimension to the range [0,1] in order to speed up the convergence.
Our input variables were originally RGB values in the range of [0,255] so all we
needed to do to normalize them was to divide each of them by 255.
Shuffling: In order to ensure that the data is randomly sampled and there is no
bias in its order, we shuffled the list of input images randomly for the training,
validation and test samples as well.
4.3.3 Choosing the Network architecture
In the last few years, we have seen a lot of improvement in neural network architec-
tures. The deeper a neural network is, the more information it can extract out from
its input. The reason for the fast improvement comes from the fact that there are
several factors restricting these very deep models from being useful.
First of all, deeper networks crave more data and resources to train: both the
amount of data available and our computational resources get better all the time.
Secondly, the deeper the model gets, the more prone to over-fitting it becomes.
This can be solved by clever regularization techniques.
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Figure 11: Examples of training images after cropping and augmentation
Thirdly, we have the problem of vanishing gradients during deep back-
propagation. Several models use a clever tactics for avoiding this problem.
In the following, we’ll briefly describe the architecture of the models used in our
later experiments:
VGG: VGG networks were developed in 2014 by the Visual Geometry Group at
University of Oxford. [12] Their role was to study the effect of changing the number
of layers in an otherwise same architecture. They went up to 19 layers which was at
the time considered “very deep”.
The most important features of this network were its choice of very small (3x3)
convolutional kernels and its stacked convolutional layers. With these parameters
they were able to achieve large receptive fields with less parameters to tune.
In our experiments we used the 16 and the 19-layer versions of this network.
ResNet: Up until the publication of this paper, very deep networks had a big
flaw: vanishing (or exploding) gradients. During backpropagation the resulting gra-
dients get smaller and smaller (or conversely larger and larger) the more layers they
17
Figure 12: The architecture of VGG16 [11]
Figure 13: Schematic drawing of a residual block
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Figure 14: Comparison between a 19-layered VGG, a 34 layered “plain” and a 34
layered residual network [13]
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Figure 15: An Inception module [15]
propagate through until in the end they become numerically unrepresentable. This
makes their training more and more difficult the deeper they get.
Residual Networks [14] offered a clever solution to this problem in the form of
“skip connections”. These are extra connections between layers that are seperated
by one layer from each other. Using these skip connections, we can form so-called
“residual blocks”. See figure 13.
We can describe this formally by changing the equation for the activation of a
layer l + 2 from
a[l+2] = g(z[l+2])
to
a[l+2] = g(z[l+2] + a[l])
where a[l] is the activation of the lth layer, z[l] = W [l+1] · a[l] + b[l+1], W [l+1] and b[l+1]
are the weight and the bias of the (l + 1)th layer and g is the activation function.
The final architecture then uses these residual blocks as building blocks to build
networks of various depth out of them. In our experiments we used ResNet50, that
is a Residual Network with a total of 50 layers.
Inception: There are already several versions of Inception network, but they all
share the same main principles.
The main idea of Inception is as the name suggests, building smaller networks
within a network. Convolutional neural networks usually have many hyperparame-
ters and architectural choices whose configurations cannot be derived formally but
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Figure 16: Version 3 of the Inception network [16]
Figure 17: Illustration of an Xception module [18]
has to be figured out by experimentation. At least that was the convention until
Inception showed up.
This network uses convolutional operators with multiple filter sizes and a pooling
operator at the same layer then concatanates all of them. It then uses machine
learning to decide which of these operations the model should actually use at each
layer. These mini-networks inside our network are called Inception modules and
Google used these Inception blocks to build a deep network of networks.
We are using the 3rd version of the Inception network. [17]
Xception: Xception [18] is inspired by Inception with the modification that here
the Inception modules have been replaced by depthwise separable convolutions (see
figure 17).
DenseNet: DenseNet’s are basically the logical extensions of ResNets. Instead of
skip connections that only skips one layer, it connects each layer to every other layer
to form a dense connections. This way the information from the more shallow layers
can travel to the really deep layers. [19]
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Figure 18: Illustration of a Densenet [19]
4.3.4 Regularization
Networks that contain many parameters are prone to over-fitting, that is fitting
the non-generalizable patterns of the training data alongside the generalizable ones.
This is something we usually want to avoid, as this will improve performance for
the training set but worsen it for the test set.
There are many techniques for minimizing over-fitting, for example: using simpler
models, more data, cross-validation, l1 and l2 regularization, and so on. All of those
techniques have specific downsides as well.
One notable technique experts usually use as we will too alongside our extra
fully connected layers is a so called dropout layer.
Dropout: Dropout works by taking as input the previous layer and for every
neuron in the network, dropping each neuron with a probability p. The output from
this pruned network then will be given as input to the next layer.
This produces a different network for every input sample with approximately 1-p
times the neurons of the original network. So this procedure basically generates lots
of simpler but slightly different networks and averages them with a lot of weight
sharing.
22
Figure 19: Illustration of dropout [20]
This way, we can get rid of much of the over-fitting as the non-generalizable
features in each of the generated networks will be different and as we know from
basic probability theory, noises tend to cancel each other. Generalizable features will
remain invariant though.
4.3.5 Transfer learning
Training a deep neural network can take a lot of time. The procedure usually starts
by a smart way of randomly initializing the weights and continues by feeding the
training images to the network in batches for a certain number of epochs.
But what if we didn’t start the weights randomly but used a model that’s been
already trained for a very long time on a very large dataset? That’s what transfer
learning does. We usually differentiate two types of it, namely “feature extraction”
and “fine tuning”.
Feature extraction: When the dataset we’d like to fit to our pre-trained network
is either very similar to the ones the pre-trained network was trained on or contains
few examples, we can do the following: freeze all the pre-trained weights, and only
train one or several final classification layer(s): Fully Connected Layers, Support
Vector Machines, etc... This will use the features extracted from the pre-trained
network alongside with our own input data to reach its final prediction.
Fine tuning: If however our new dataset is very different or it contains a large
enough number of samples, we can train some or all of the original layers too, moving
from the deeper (close to the output) ones to the shallower (close to the input) ones.
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Figure 20: Illustration of transfer learning [21]
If we train a large enough proportion of the layers with a large enough learning rate
for a long enough time, we will get to the point where we’re basically overwriting
all the original weights of the network and the pre-trained weights will only serve as
a speed-up to make the converge easier.
4.3.6 Training the model
Initialization: Before we can start the training of our model, we need to initialize
its weights. We used pre-trained networks and initialized their weights with the
ones provided by Keras that were trained on the famous ImageNet dataset [22] as
is industry standard for transfer learning.
Loss function: The last layer of the network outputs the probabilities that the
input images (x) belong to a certain category (c) for every possible category:
f(x)c = p(y = c|x)
The network updates its weights based on the loss between its predicted output
with its current weights and the ground truth.
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Figure 21: Example of gradient descent with 1 parameter (w) [24]
The function we used for computing our loss is called categorical cross-entropy.
It’s defined as the average number of bits needed to identify an event from a set
of possibilities, if a coding scheme is used based on a given probability distribution
q, rather than the “true” distribution p and can be represented by the following
function:




where p(x) is the true distribution and q(x) is the predicted distribution for all x
one hot encoded categories. [23]
Gradient descent and learning rate: The loss function gets as input all the
d non-fixed parameters of the model. Our goal is to find the minimum of this d
dimensional function. This is usually done by computing the local gradient and
stepping a certain distance towards the direction of the steepest descent at every
time step.
The step size is governed by the learning rate. This is important because the
smaller the learning rate, the longer time it takes for the model to converge, but if
its too big, the loss can hop over the minimum and fluctuate instead of converging.
The learning rate is usually chosen by experimentation. We have found by manual
trial and error that for our gradient descent algorithm Adam [25], a learning rate of
10−5 seemed to work fine.
Batch size: We can’t always fit all the training data into our CPU or GPU mem-
ory at the same time. Batch size refers to the number of training images we use for
one step of training.
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Epochs: We call an epoch a whole training cycle that uses all the available traning
data. So if we have n number of training samples and a batch size of m, we will have
to do n/m training steps to reach an epoch.
Early stopping: After a certain number of epochs, we need to stop our training,
otherwise it would start overfit to the training data too much after a while. Early
stopping works like this: evaluate the loss function for a hold out validation set,
and train until we did at least n epochs with the validation loss not getting better.
Although we have to be cautious with this tactic as this could lead to an implicit
over-fitting to the validation data. This is one of the reasons why we should use
another set of examples for evaluation at test time.
Forward propagation: We call forward propagation the part of a training where
we compute the output of our model given a batch of input samples using the model’s
parameter values as they are at that time. Then we use backward propagation to
calculate the loss using these predictions and the ground truths.
Backward propagation: Backward propagation comes after forward propagation
and uses the calculated loss to compute the corresponding gradient. It then updates
the model’s parameters by taking a step in the direction of these gradients in the
direction of the steepest descent.
4.3.7 Training-time augmentation
We want to use random transformations of the input images and train the model with
these augmented datasets. If we use transformations that preserve the correspoding
labels every time, this method will create a bigger sample set that is also more
representative of the true population.
To this end we took some examples of transformations that we were sure wouldn’t
impact the diagnosis and applied them to the training batches randomly.
The following augmentations were made:
• Random rotations from a uniform distribution of rotation angles in [-180,180]
• Flipping with 50% probability
• Mirroring with 50% probability
4.3.8 Testing the model
After the training is over, we usually perform a single forward propagation through
the network with the testing dataset. This generates a set of probabilities for every
category.
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Figure 22: Illustration of ensemble learning [26]
4.3.9 Test-time augmentation
Very similar concept as in train-time augmentation, but here we already have a
trained model and we augment the test set into many transformed replicas, then
predict the labels on all of them. Finally, we average the results of all these predic-
tions.
4.3.10 Ensemble learning
Similarly to dropout, we want to get rid of the inherent biases of our model. But
here, we use several different architectures in order to achieve this. We train all of
those architectures, predict with all of them, then average their predictions. We can
also use this technique for the same architecture with differently trained weights.
For example we had the idea to train the same model with cropped images at one




Accuracy: The number of times where the model’s prediction matches the ground




Confusion Matrix: A matrix whose rows represent the classes predicted by the
model and whose columns represent the true classes. Its diagonal elements show the
instances where the model is predicting the right class, and all other elements show
the instances where the predicted label doesn’t match the true label i.e. where the
model is confusing a two specific classes.
Sensitivity vs Specificity: Statistics used for binary classification problems. Sen-
sitivity measures the proportion of true positives (that were correctly identified pos-
itive - e.g.: a patient with melanoma who is diagnosed with melanoma). Specificity
measures the proportion of true negatives (that were correctly identified negative -







We can see that in the context of medical diagnosis sensitivity is much more
important than specificity, because the cost of incorrectly classifying someone as
healthy and thus not providing them with the much needed medical attention is
a much more serious problem than just simply falsely diagnosing them to have a
condition and sending them for further examination. The first case can cost lives,
while the second only costs time and money. That said, time and money are not
infinite resources either. So we’ll have to have a trade-off at some point.
Receiver operating characteristic: Also known as ROC curve. It’s a function
that shows the accuracy of a binary classifier as a function of its discrimination
threshold. In other words, it shows the classifier’s true positive rate as a function of
its false positive rate.
Area Under the Curve: The area under the ROC curve is the probability that
a classifier will rank a randomly chosen positive instance higher than a randomly
28





TPR(T )FPR′(T ) dT = P (X1 > X0)
where TPR(T) is the true positive rate (sensitivity), FPR is the false positive rate
(1-specificity), X1 is the score for a positive instance, and X0 is the score for a
negative instance.
As we’ve seen, the ROC AUC score can only be used for scoring binary classifica-
tion. Because of this, the organizers of the ISIC2017 challenge divided the categories
into two sets in two ways, then took the average of those to arrive at the final score.
We followed suite:
• Melanoma ROC AUC (MRA): Area under the curve of the ROC for melanoma
vs all other types (naevus and seborrheic keratosis).
• Seborrheic keratosis ROC AUC (SRA): Area under the curve of the ROC for
seborrheic keratosis vs all other types (naevus and melanoma).




5.2.1 Part I: The effectiveness of augmentations
In the first part of the experiments, we tested whether or not the pre-cropping and
the training time augmentation techniques produce significantly better results than
the same models without those modifications.
To this end, we first ran 4 different networks in a particular configuration and
chose two of them that produced the best validation results: VGG16 with an image
size of 128x128 and ResNet50 with an image size of 224x224. All those networks
used weights pre-trained on Imagenet and worked as feature extractors, so only the
last densely connected layers were trained. We used a batch size of 10 for VGG16
and 5 for ResNet50 and permitted a maximum number of 50 epochs with an early
stopping of 5 in all configurations.
We then ran both models in 8 different configurations using a combination of
croppping (C), flipping (F) and rotations (R) and evaluated the scores on both the
validation and the test set:
Table 1: The effectiveness of augmentations (validation score in ARA)
augmentations used: CFR CF CR FR C F R None
VGG16 (128x128) 0.908 0.905 0.915 0.851 0.858 0.873 0.878 0.846
ResNet50 (224x224) 0.908 0.888 0.92 0.911 0.837 0.863 0.903 0.858
Table 2: The effectiveness of augmentations (test score in ARA)
augmentations used: CFR CF CR FR C F R None
VGG16 (128x128) 0.878 0.868 0.865 0.850 0.839 0.853 0.849 0.863
ResNet50 (224x224) 0.874 0.854 0.872 0.843 0.824 0.837 0.866 0.830
We can see from these results that a combination of cropping and rotations
definitely has a significant positive effect on the results. Flipping on the other hand
seems to have almost no effect or even a slight negative effect.
Still, we decided to use all three augmentation methods in the next experiments
because flipping doesn’t seem to make too much of a harm and we suspect it might
even help in the long term when combined with test time augmentation and ensemble
models.
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5.2.2 Part II: The impact of the architecture and image size
After we made sure our augmentation methods worked, we began a more detailed
experiment.
In this part, we used 6 different networks and 3 different image dimensions. We
have also changed the maximum number of epochs to 100 and the early stopping to
10 and switched from feature extraction to fine tuning all the layers of the models.
Table 3: The impact of the architecture and image size (validation score in ARA)
input image type: cropped original
VGG16 (128x128) 0.915 0.872
VGG19 (128x128) 0.908 0.864
Xception (160x160) 0.871 0.889
ResNet50 (224x224) 0.887 0.902
InceptionV3 (224x224) 0.918 0.890
DenseNet121 (224x224) 0.954 0.952
Table 4: The impact of the architecture and image size (test score in ARA)
input image type: cropped original
VGG16 (128x128) 0.873 0.843
VGG19 (128x128) 0.858 0.815
Xception (160x160) 0.874 0.846
ResNet50 (224x224) 0.863 0.866
InceptionV3 (224x224) 0.851 0.860
DenseNet121 (224x224) 0.879 0.883
It’s hard to ascertain any strong conclusions from these results. It seems like
cropping usually helps for smaller image sizes and/or shallower models, given that
it helped the most with the VGG networks, but we would need more configurations
and runs to be able to say that with strong confidence.
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5.2.3 Part III: Test-time augmentation
Given the varied results we got from the last experiment, we decided to try test-time
augmentations in order to separate the noise from the signal.
The augmentation methods at test time were the same as the ones we used in the
first experiment at training-time, namely random rotations, vertical and horizontal
flipping.
For every model, we wrote down its original score without test-time augmen-
tation used, then created 1, 2, 4, 8 and 16 sets of augmented images, produced
predictions with all of them then took their mean prediction as the final prediction.
As we can see on figure 23, test-time augmentations seem to help larger models
more than the smaller ones. This can be explained by the fact that more complicated
models with larger images are more prone to over-training.
They also seem to cause a larger effect the more augmented images we use
until about 8-16 images, where adding more images don’t seem to help the models
generalize anymore.
Table 5: Test-time augmentation for original images (validation score in ARA)
# transformed images: no aug 1 2 4 8 16
VGG16 (128x128) 0.872 0.866 0.867 0.869 0.870 0.871
VGG19 (128x128) 0.864 0.851 0.854 0.856 0.856 0.859
Xception (160x160) 0.889 0.879 0.893 0.894 0.897 0.897
ResNet50 (224x224) 0.902 0.903 0.917 0.914 0.921 0.925
InceptionV3 (224x224) 0.890 0.895 0.898 0.909 0.912 0.910
DenseNet121 (224x224) 0.952 0.935 0.938 0.947 0.951 0.952
Table 6: Test-time augmentation for original images (test score in ARA)
# transformed images: no aug 1 2 4 8 16
VGG16 (128x128) 0.843 0.844 0.847 0.853 0.854 0.854
VGG19 (128x128) 0.815 0.822 0.822 0.827 0.825 0.824
Xception (160x160) 0.846 0.841 0.855 0.861 0.873 0.879
ResNet50 (224x224) 0.866 0.845 0.863 0.867 0.871 0.879
InceptionV3 (224x224) 0.860 0.849 0.858 0.865 0.872 0.876
DenseNet121 (224x224) 0.883 0.879 0.890 0.894 0.898 0.901
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Table 7: Test-time augmentation for cropped images (validation score in ARA)
# transformed images: no aug 1 2 4 8 16
VGG16 (128x128) 0.915 0.909 0.908 0.909 0.911 0.912
VGG19 (128x128) 0.908 0.902 0.905 0.904 0.904 0.905
Xception (160x160) 0.871 0.925 0.921 0.926 0.936 0.936
ResNet50 (224x224) 0.887 0.895 0.916 0.925 0.924 0.924
InceptionV3 (224x224) 0.918 0.929 0.944 0.949 0.948 0.950
DenseNet121 (224x224) 0.954 0.943 0.938 0.946 0.954 0.954
Table 8: Test-time augmentation for cropped images (test score in ARA)
# transformed images: no aug 1 2 4 8 16
VGG16 (128x128) 0.873 0.863 0.867 0.866 0.869 0.870
VGG19 (128x128) 0.858 0.847 0.855 0.856 0.858 0.860
Xception (160x160) 0.874 0.868 0.886 0.894 0.900 0.899
ResNet50 (224x224) 0.863 0.861 0.867 0.876 0.882 0.884
InceptionV3 (224x224) 0.851 0.857 0.864 0.869 0.871 0.873
DenseNet121 (224x224) 0.879 0.876 0.889 0.899 0.900 0.900
Figure 23: Results of test-time augmentations
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5.2.4 Part IV: Ensembles
The final trick we’ve tried is Ensemble Learning.
First we took the predictions generated using the cropped images and the original
ones as input then calculated the mean of these two predictions. We did this with
all models. Surprisingly, this always gave a better prediction than the best one of
the two predictions we averaged.
Second we average the first n models. This seemed to stop working after the first
2-3 models.
We repeated this for the test-augmented predictions as well.
Table 9: Ensembles (validation score in ARA)
16 aug no aug
VGG16 (original) 0.871 0.872
VGG16 (cropped) 0.912 0.915
VGG16 (cropped+original) 0.912 0.921
VGG19 (original) 0.859 0.864
VGG19 (cropped) 0.905 0.908
VGG19 (cropped+original) 0.906 0.910
Xception (original) 0.897 0.889
Xception (cropped) 0.936 0.871
Xception (cropped+original) 0.939 0.911
ResNet50 (original) 0.925 0.902
ResNet50 (cropped) 0.924 0.887
ResNet50 (cropped+original) 0.946 0.916
InceptionV3 (original) 0.910 0.890
InceptionV3 (cropped) 0.950 0.918
InceptionV3 (cropped+original) 0.958 0.942
DenseNet121 (original) 0.952 0.952
DenseNet121 (cropped) 0.954 0.954
DenseNet121 (cropped+original) 0.963 0.961
Best model 0.963 0.967
Best 2 models 0.967 0.962
Best 3 models 0.966 0.967
Best 4 models 0.964 0.962
Best 5 models 0.960 0.963
All models 0.956 0.961
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Table 10: Ensembles (test score in ARA)
16 aug no aug
VGG16 (original) 0.854 0.843
VGG16 (cropped) 0.870 0.873
VGG16 (cropped+original) 0.886 0.882
VGG19 (original) 0.824 0.815
VGG19 (cropped) 0.860 0.858
VGG19 (cropped+original) 0.864 0.859
Xception (original) 0.879 0.846
Xception (cropped) 0.899 0.874
Xception (cropped+original) 0.910 0.891
ResNet50 (original) 0.879 0.866
ResNet50 (cropped) 0.884 0.863
ResNet50 (cropped+original) 0.900 0.889
InceptionV3 (original) 0.876 0.860
InceptionV3 (cropped) 0.873 0.851
InceptionV3 (cropped+original) 0.897 0.886
DenseNet121 (original) 0.901 0.883
DenseNet121 (cropped) 0.900 0.879
DenseNet121 (cropped+original) 0.921 0.911
Best model 0.921 0.915
Best 2 models 0.922 0.922
Best 3 models 0.923 0.915
Best 4 models 0.924 0.922
Best 5 models 0.924 0.924
All models 0.921 0.926
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5.2.5 Part V: The Final Model
At every step of the way, we’ve used the validation score to inform our decisions on
which models and configurations to keep.
In the end of all the experiments, we did the same thing. We took the model
that produced the best validation score. This is exactly what we would’ve done if
we have participated in the ISIC2017 challenge. This way we were able to make
sure that our results are comparable to those on the official ISIC2017 leader board.
The model we took from the last part of our experiments and designated to be
the final model was the ensemble of the “Best 2 models” with test augmentation.
This model gave us an average ROC AUC score of 0.967 on the validation dataset
and a score of 0.922 on the test dataset.
To our amazement, these scores were enough to take 1st place on both the
validation and the test scoreboard (see figure 25 and 26).
In order to get more insight about the final model’s predictions, we’ve also created
a ROC curve, and two confusion matrices (a non-normalized and a normalized one)
(see figure 24).
36
Figure 24: Statistics about the final model
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Figure 25: Scores for the ISIC2017 validation round + our model in red
Figure 26: Scores for the ISIC2017 test round + our model in red
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6 Discussion
The thesis started by talking about how important a problem automated skin lesion
detection is and by describing how it differs from traditional techniques used by
medical professionals.
We then continued by an introduction to Convolutional Neural Networks - the
state of the art algorithms in Computer Vision, the ISIC2017 challenge and dataset,
data preprocessing and augmentation techniques. We have also looked at several
advanced methods for deep learning, like Transfer and Ensemble learning.
By clever and careful implementation of a combination of the techniques
mentioned above and some of our own ideas, we have not only managed to get
a working model for skin lesion detection but also one with a state of the art
performance as suggested by the fact that our final score would have placed 1st on
the ISIC2017 challenge leader board if we had done it a year ago.
This was surprising given that the participants of that challenge were able to
use external data from the ISIC archive which many of them used to increased
the number of their training images by as much as a factor of 10. The best scoring
participants were also usually groups of researchers with much better hardware than
we did, which gave them the advantage of being able to train more and deeper models
and to use larger input images.
The only advantage we had over them was the fact that we were able to use the
official segmentation masks for the training images in order to estimate a bounding
box for cropping. Although this could have been easily substituted by other methods.
In conclusion: We managed to get a very competitive score even though we had
severe limitations. We are excited about the possibilities of what we could achieve
by combining our existing techniques with future ones as well as by training with
more data and by utilizing hardware that is better suited to deep learning.
39
7 Future Work
7.1 Larger Scale study
Throughout this study, we were restricted in multiple dimensions, both by outside
factors that we had no control over like time and processing power and by self-
imposed strategical ones that we undertook in order to better separate the variables.
Statistical tests: Deep learning architectures are notoriously hard to tune and
give stochastic output. Both of these problems have solutions though: hyper-
parameter optimization and statistical tests. The problem with these solutions is
the fact that they both require the network to be trained multiple times. This
wasn’t an option for us in these experiments because of time restrictions.
Larger search space: In order to try out more of the possible configurations, the
next logical step would be to switch from a simple desktop computer to a High Per-
formance Computing Workstation, add some more parameters to our search space
then do a strategical hyper-parameter search on it.
More lesion categories: So far we have only tried to classify three distinct types
of skin lesion, but in the real world there exist hundreds of them. It would be
interesting to see how our algorithm could tackle all of them, and how much it
would help the final binary classification of malignant vs non-malignant.
Diameter and Evolution in time: The diameter and the evolution in time of
the lesions were not included in our dataset, but could help a lot.
Clark level: The hardest task for the model seems to be distinguishing between
naevus and melanoma. This is unfortunate because it is arguably also the most
important decision. We can observe that earlier stages of melanoma look so different
from the later ones and so similar to naevus, they deserve their own categories. And
that’s exactly what Clark’s level provides. It’s a staging scheme for melanoma based
on the disease’s progression. [27] Its inclusion to our model could be a very valuable
asset.
Additional patient information: Age, sex, race, medical history, etc.. Anything
that correlates highly with the correct labels could work. For example, age seems to
be highly (negatively) correlated with survivability.
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Data mining: In general, the more data we have, the better our predictions will
be. Here we only used the official dataset provided by the ISIC2017 challenge or-
ganizers, but a training set with 2000 samples is considered very small for deep
learning. The more examples we get, the more our samples can represent the true
population of skin lesions.
Automatic segmentation Our dataset contained the hand-drawn ground truth
segmentation masks associated with the lesion images and we were able to use this
information to draw bounding boxes around the lesions to separate them from their
background. But in general this information isn’t available. So if we want to use
more data, we need to apply a segmentation algorithm to predict the bounding
boxes ourselves. There already exist several neural networks especially designed for
this task, for example U-Net and R-CNN. [28][29]
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7.2 Android application
The most important application of skin lesion detection would be early diagnosis
that the patient could make themselves with as little extra effort as possible. This
use case could also help people in regions where professional medical diagnosis is
unreachable for example in small villages or developing countries.
To this end, we have started a project to create an Android application that
could ultimately use the a smart-phone’s camera to make automatic predictions.
Below we shortly introduce our plan and the state of the application so far.
Saving the computational graph: For saving the computational graph gener-
ated by our trained neural network in a language and platform-neutral way, we can
use Google’s so-called protocol buffers. They are part of Tensorflow and can be used
to serialize our data in a way that can be later accessed by our Android application.
[30]
Loading it into the application: Android NDK is a toolset that lets develop-
ers implement parts of their application in native code, using languages such as C
and C++.[32] This alongside the Tensorflow Android release package (AAR) that
contains all the C++ dependencies bridges the gap between the Java specific SDK
and our saved Tensorflow model (see Figure 27).
Proposed architecture: Now that we’ve got our neural network loaded and ready
to go, all we’ve got to do is to build an application around it. The magic of deep
learning is that even though at training time it consumes a large amount of time
and resources, at test time, it’s incredibly fast and efficient.
Given this reality, we plan to design our client-server model in the following
manner:
Let the user capture an image of his or her lesion with the phone’s camera
and make the inference off-line, entirely on the client side. We can also give the
option of regular updates where the client can communicate its data to the server
and the server can use this data to retrain the network periodically. The client can
then receive regular updates from the server containing the newly configured neural
network.
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Figure 27: Communication between Android SDK and NDK [31]
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