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基于改进差别矩阵的核增量式更新算法
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摘 　要 :分析发现杨明教授给出的改进的差别矩阵中存在不必要的计算 ,为此提出了改进的差别矩阵定义和求
核方法 ;在此基础上提出一种基于改进差别矩阵的核增量式更新算法 ,主要考虑对象动态增加情况下核的更新问题。
理论分析表明改进的核增量式更新算法具有近线性时间和空间复杂度。实验结果显示算法有效可行。
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Abstract: Through analysis, it was found out that the imp roved discernibility matrix p resented by Professor Yang M ing
had unnecessary calculations. Therefore, an imp roved discernibility matrix definition togetherwith a method for computing core
was introduced. The authors introduced an incremental updating algorithm for computing core based on imp roved discernibility
matrix, which mainly considered core updating when objects dynam ically increased. Theoretical analyses show that incremental
updating algorithm for computing core has nearly linear time and space comp lexity; and the experimental results show that the
algorithm is efficient and effective.
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0　引言







阵的求解核方法是经典的核求解方法之一 [ 2 ]。Hu方法在某
些情况下不能得到正确的核 ,叶东毅等人在 Hu的差别矩阵
定义基础上 ,提出新的差别矩阵并证明其求核方法是正确
的 [ 3 ] ,但计算量大 ,为此杨明等人 [ 4 ]提出了一种新的改进的
差别矩阵及其求核方法 ,该方法在纠正 Hu方法的错误的同
时 ,可有效地降低计算代价 ,对它进行分析之后 ,提出更有效






定义 1　一个决策表信息系统 S = (U, A, V, f) ,其中 , U
为论域 , A = C ∪D, C ∩D = Á , C为条件属性集 , D为结果属
性集 ,一般只含有一个属性 , V =∪ {V r | r∈A }是属性值的集
合 , V r表示 r∈A的值域 , f: U ×A →V是一个信息函数 ,它指
定 U中每个对象 x的属性值。
定义 2　给定一个决策表信息系统 S = (U, C ∪D, V, f) ,
对于 X Α U和 R Α C, X的下近似集与 X的上近似集分别定义
为 R3 (X ) =∪ { Y | Y ∈U /R且 Y Α X } 和 R
3 (X ) =∪ { Y |
Y ∈U /R且 Y ∩ X ≠ Á }。
在信息系统 (或决策表 ) 中 ,若一些数据具有相同的条件
属性而具有不同的分类 ,则称这类数据是不一致的 ;否则为一
致的。
不失一般性 ,假设仅有一个决策属性 D,其取值范围是 1,
2, ⋯, k,由 D导出的等价类构成划分 : {ψ1 ,ψ2 , ⋯,ψk } , 其中
ψi = { x ∈U | f ( x, D ) = i} , i = 1, 2, ⋯, k。







定义 4　设 P Α C,若γP =γC ,且不存在 R < P,γR =γC ,
则称 P为 C的一个 (相对于决策属性 D的 ) 属性约简。所有 C
的属性约简的交称为 C的核 ,记为 Core (C)。
定义 5　如果属性 a ∈C满足γC - { a} ; γC ,则称属性 a为
不可缺少的 ,否则 ,称属性为冗余的。




方法不能得到例 1的核 ,却可得到例 2的核 ,详见文献 [ 3 ]。
例 1　表 1为二值数据表 ,其中共有 5个元素和 4个属性 ,
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例 2　在例 1中删除第 1个对象 (即第 1条记录 )即得到
表 2。
表 1　数据表 ( I)
元素
属性
C1 C2 C3 D
x1 1 0 1 1
x2 1 0 1 0
x3 0 0 1 1
x4 0 0 1 0
x5 1 1 1 1
表 2　数据表 ( II)
元素
属性
C1 C2 C3 D
x1 1 0 1 0
x2 0 0 1 1
x3 0 0 1 0
x4 1 1 1 1
针对 HU方法的缺陷 ,叶东毅等人 [ 3 ]提出了新的差别矩
阵定义并给出求核方法 ,但计算量大。为改进文献 [ 3 ]的不
足 ,杨明等人 [ 4 ]提出了改进的差别矩阵定义以及求解核方
法 ,详细内容可参见文献 [ 4 ]。杨明等人 [ 5 ]在文献 [ 4 ]的基础
上 ,提出了基于差别矩阵的核增量式更新算法。
定义 6[5 ]409 　对给定的信息系统 IS,定义差别矩阵 M 2 =
{m ij } 为 :
m ij =
{ a ∈ C: f ( xi , a) ≠ f ( xj, a) } ,
　　 f ( xi , D ) ≠ f ( xj, D ) 且 xi ∈U1, xj ∈U1
{ a ∈ C: f ( xi , a) ≠ f ( xj, a) } ,
xi ∈U1, xj ∈U2
Á , 其他
(1)
其中 : U1 = ∪
k
i =1
C3 (ψi ) , U2 = U - U1, U2′= delrep (U2)。函数
delrep (U2) 描述如下 :
begin
U2′= Á ;
for任意 x ∈U2 do




定理 1[5 ]401 　对于信息系统 IS,若记 IDM (C, M 2) = {m ij
| m ij ∈M 2且 m ij为单个属性 } ,则有 IDM (C, M 2) = Core (C) ,
即当且仅当某个 m ij为单个属性时 ,该属性属于核 Core (C)。




Á { C2} { C1}
{ C2} Á { C1, C2}
x1 x4 x2
由这个例子可以看出 ,当 xi ∈U1, xj ∈U1时 m ij = m ji的 ,
式 (1) 计算了 m ij及 m ji ,我们只需要计算 m ij就能正确的求核 ,
所以对 m ji的计算是多余的。当 | U1 | 较大时 ,这种多余的计
算量就很大 ,特别当决策表一致时 ,增加的不必要计算量是求
核实际所需计算量的一倍。
故当 xi ∈U1, xj ∈U1时 ,通过限定 i > j只计算 m ij,而不
计算与 m ij对称且相等的 m ji ,给出定义 6的改进且与其等价的
定义如下。
定义 7　对给定的信息系统 IS, 定义差别矩阵 M 3 =
{m ij } 为 :
m ij =
{ a ∈C: f ( xi , a) ≠ f ( xj, a) } ,
　f (xi , D ) ≠ f ( xj, D ) 且 xi ∈U1, xj ∈U1, i > j
{ a ∈C: f ( xi , a) ≠ f ( xj, a) } , xi ∈U1, xj ∈U2
Á , 其他
(2)
其中 U1, U2, U2′同定义 6。
定理 2　上对于信息系统 IS,若记 IDM (C, M 3) = {m ij |
m ij ∈M 3且 m ij为单个属性 } ,则有 IDM (C, M 3) = Core (C) ,
即当且仅当某个 m ij为单个属性时 ,该属性属于核 Core (C)。
证明 　由 IDM (C, M 3) 与 IDM (C, M 2) 相等。 证毕。
3　已有的核增量式计算方法
定理 3[5 ]411 　对于信息系统 IS,若记 DM SC (C) = { (m ,
coun t) : m ∈M 2且为单个属性 , coun t (≥1)为 m在 M 2中出现
的次数 } , IDM (C, M 2) = {m : (m , coun t) ∈ DM SC (C) } , 其
中 , M 2为由定义 6得到的差别矩阵 , 则有 IDM (C, M 2) =
Core (C) ,即当且仅当某个 m 为单个属性时 , 该属性属于核
Core (C)。
当信息系统 (或决策表 ) 动态增加对象时 ,动态更新差别
矩阵并对 DM SC (C) 中各属性出现次数进行修改。文献 [ 5 ]把
它分为三种情况分别进行讨论 ,并提出了两个算法 ,分别为算
法 1和算法 2,算法 2优于算法 1,本文对算法 2进行改进 ,两算
法的具体情况参见文献 [ 5 ]。
新增对象时如何修改差别矩阵 ,文献 [ 5 ]举了以下三个
例子 ,如下所示。
1) 对实例 2,若新增对象 x为 (1, 0, 0, 0) ,则由算法 1可得




Á { C2} Á { C1}
{ C2} Á { C2, C3} { C1, C2}
Á { C2, C3} Á { C1, C3}
　x1 x4 x x2 　
2) 对实例 2,若新增对象 x为 (1, 0, 1, 1) ,则由算法 1可得
U1 = { x4 } , U2′= { x1 , x2 } , M 2 ( x) 为 :
　　　　x1 　　x4 　　　x2
　　　x4 　[ { C2} Á { C1, C2} ]
3) 对实例 2,若新增对象 x为 (0, 0, 1, 1) ,则由算法 1可得
U1 = { x1 , x4 } , U2′= { x2 } , M 2 ( x) 不变。
由于本文提出的算法不存储差别矩阵 ,针对文献 [ 5 ]的
三种情况本文分别做如下处理。
①x与 (U1 ∪U2′) 一致 ,计算 x与 U1 ∪U2′间的 m ij,并按
规则增加至 DM SC (C) , U1 = U1 ∪ { x}。具体的规则见算法 2。
②x与 U1不一致时 ,在 U1中找出与 x不一致的 y,计算 y
与 U1 ∪U2′之间的 m ij,并把 DM SC (C)中的相应的 m ij按规则
删除 ; U2′= U2′∪ { y} , U1 = U1 - { y};计算 y与 U1之间的
m ij,按规则增加至 DM SC (C)。





输入 : U1, U2′(其中 U1, U2′同定义 4)
输出 : DM SC (C)
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begin
for each x i ∈U1 do {
for each x j ∈U1 ∪U2′do {
m ij = Á ;
f lage = 0;
if ( (x j ∈U1, f (x i, D ) != f (x j, D ) and i > j)‖x j ∈U2)
for each a ∈C {
f lage ++;
if (f (x i, a) != f (x j, a) ) then m ij = m ij ∪ a;
if (f lage > 1) break;
}
if (f lage = 1) then {
if存在 (m ij, coun t) ∈DM SC (C) then
从 DM SC (C)删除 (m ij, coun t)后插入 (m ij, coun t + 1) ;





算法 2　改进的核增量式算法 ( Imp roved Op tim ization for
Incremental Updating A lgorithm of a Core, IO IUAC)
输入 : 1) U1, U2′,由算法 1计算得到的 DM SC (C) ; 2) 新
增对象为 x。
输出 : Core (C)。
begin
if x与 (U1 ∪U2′) 一致 then {
for each x i ∈U1 ∪U2′do {
m ij = Á ; f lage = 0;
if ( (f (x i, D ) != f (x, D ) and x i ∈U1)‖x i ∈U2′)
for each a ∈ C {
f lage ++;
if (f (x i, a) != f (x, a) ) then m ij = m ij ∪ a;
if (f lage > 1) break;
}
if (f lage = 1) then {
if存在 (m ij, coun t) ∈DM SC (C) then
从 DM SC (C)删除 (m ij, coun t)后插入 (m ij, coun t + 1) ;
else插入 (m ij, 1)到 DM SC (C)中 ;
}
}
U1 = U1 ∪ {x};
}
else if x与 U1不一致 then{
在 U1找到与 x不一致的对象 y;
for each x i ∈U1 ∪U2′do { / /此时的 y ∈U1
m ij = Á ; f lage = 0;
if ( ( (f (x i, D ) != f (y, D ) and x i ∈U1)‖x i ∈U2′)
for each a ∈C{
f lage ++;
if (f (x i, a) != f (y, a) ) then m ij = m ij ∪ a;
if (f lage > 1) break;
}
if (f lage = 1) then {
if相应的 coun t > 1 then从 DM SC (C) 删除 (m ij, coun t)
后插入 (m ij, coun t - 1) ;
else从 DM SC (C)中删除 (m ij, coun t) ;
}
}
U2′= U2′∪ {y}, U1 = U1 - {y};
for each x i ∈U1 do { / /此时的 y ∈U2′
m ij = Á ; f lage = 0;
for each a ∈C{
f lage ++;
if (f (x i, a) != f (y, a) ) then m ij = m ij ∪ a;
if (f lage > 1) break;
}
if (f lage = 1) then {
if存在 (m ij, coun t) ∈DM SC (C) then
从 DM SC (C)删除 (m ij, coun t)后插入 (m ij, coun t + 1) ;




由 DM SC (C)得到核 Core (C) ;
end
分析算法 1可知 :由于当且仅当某个 m ij为单个属性时 ,
该属性属于核 Core (C)。所以当 m ij 有两个或两个以上属性
时 ,停止此 m ij的计算 ,它必不是核。把单个属性的 m ij保存至
DM SC (C)。
分析算法 2可知 ,如下。
1) x与 (U1 ∪U2′) 一致时 , x将加入 U1,文献 [ 5 ]对差别
矩阵增加了一行一列 ,由上面的分析可知 m ij = m ji ,当 xi ∈
U1, xj ∈U1,增加的列 ,对于核计算来说是多余的 ,所以只需
计算一行 ;其计算量 | U1 | +| U2′|。判断 x与 (U1 ∪U2′) 是
否一致的时间为 | U1 | +| U2′|。故总的时间为 2 ×( | U1 | +
| U2′| )。
2) x与 U1不一致时 ,计算 U1中与 x不一致的对象 y,删除
DM SC (C) 中 y 所在行的单个属性 ; 其计算量为 | U1 | +
| U2′|。然后 y作为 U2′中的对象计算相应的 DM SC (C) ;其计
算量为 | U1 |。判断一致性的时间为 | U1 | +| U2′| ,所以 x与
U1不一致时总的时间为 3 ×| U1 | + 2 ×| U2′|。
3) 故本文的算法 2的时间复杂度为 O (3 ×| U1 | + 2 ×
| U2′| ) 小于文献 [ 5 ]算法 2的时间复杂度 O (5 ×| U1 | + 3 ×
| U2′| )。
4) 算法 2空间复杂度为 O ( | C | ) , C为决策属性数 ,
| C | ν | U1 | +| U2′|。文献 [ 5 ]空间复杂度为 O ( | U1 | ×
( | U1 | + | U2′| ) )。故本文较文献 [ 5 ]空间复杂度有显著的
改善。
5　实验
在内存为 1 024 MB, CPU 为 P4 2. 9 GHz,操作系统为
W indows XP的联想 PC上 , EcliTPe下 Java实现了文献 [ 5 ]的
算法 2及本文中的算法 2。标记文献 [ 5 ]的算法 2为 O IUAC,
本文算法 2为 IO IUAC。利用 UC I上所提供的蘑菇数据库
(mushroom)来进行实验 ,该数据库有 8 124个对象。将蘑菇
数据库看作决策表 ,并进行以下两组实验。
1)从 8 124个对象中选择 7 000个对象作为基准决策表
(基准决策表的含义是指该决策表生成的差别矩阵作为算法
O IUAC和 IO IUAC的输入 ) ,从剩下的 1 124个对象中依次选
择 200, 500, 800, 1 124个对象作为增量 ,实验结果如图 1。
2)由蘑菇数据库生成 8 000个对象 ,其中不一致对象数
为 1 000,从生成的 8 000个对象中选择 7 500条作为基准决策
表 ,从剩下的 500个对象中依次选择 100, 200, 300, 5 000个对
象作为增量 ,实验结果如图 2所示。
分析实验可得如下结果。
第一组实验 , 8 124个对象为一致性对象。算法 O IUAC
计算及遍历差别矩阵相应的行和列 ,而 IO IUAC只需计算一
行且我们优化了核属性计算算法 ,所以 IO IUAC的计算时间
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比较少。
第二组实验 ,当 x与 U1不一致时 , O IUAC得先遍历差别
矩阵中与 x相应的行和列 ,删除 DM SC (C) 中相关的核属性 ,
然后把该对象插入U2,计算U2中 x相应的差别矩阵 ,把核属
性插入 DM SC (C) [5 ]411。此时 IOUAC 的计算量明显少于
O IUAC。
实验过程监测显示 ,因为 O IUAC存储差别矩阵 ,随着对
象数从 7 200个增加到 8 124个 ,内存的使用增加很快 ,从
225MB至 285MB;而 IO IUAC一直保持稳定且比较小的内存






效应对大数据集的挑战 ,是对文献 [ 5 ]算法的有效改进。
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