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Living systems evolve one mutation at a time, but a single mutation can alter the effect of
subsequent mutations. The underlying mechanistic determinants of such epistasis are unclear. Here,
we demonstrate that the physical dynamics of a biological system can generically constrain epistasis.
We analyze models and experimental data on proteins and regulatory networks. In each, we find that
if the long-time physical dynamics is dominated by a slow, collective mode, then the dimensionality
of mutational effects is reduced. Consequently, epistatic coefficients for different combinations of
mutations are no longer independent, even if individually strong. Such epistasis can be summarized
as resulting from a global non-linearity applied to an underlying linear trait, i.e., as global epistasis.
This constraint, in turn, reduces the ruggedness of the sequence-to-function map. By providing a
generic mechanistic origin for experimentally observed global epistasis, our work suggests that slow
collective physical modes can make biological systems evolvable.
Function in biology arises from the concerted, collec-
tive action of individial components. A mutation in any
one component can alter the collective state of the sys-
tem, modulating the effect of later mutations. Multi-
ple mutations can therefore have effects distinct from
the sum of their parts. Such epistasis, or non-additivity
(Fig. 1a), is found across scales of biological organisa-
tion: from individual proteins [1–3], to intracellular ge-
netic [4, 5] and metabolic [6, 7] networks, to complex
ecosystems of many species [8, 9]. Apart from being dif-
ficult to measure experimentally, epistasis can also hin-
der the natural evolution of a biological system, by mak-
ing sequence-to-function maps highly rugged [10], with
many local fitness peaks that can trap evolutionary tra-
jectories and thus make evolution more contingent, less
predictable, and less reversible[1, 3, 11, 12].
However, recent analyses of deep mutagenesis data [13–
15] have suggested that epistasis in some real biological
systems may instead be highly constrained. Known as
global or non-specific epistasis[1], such epistasis takes the
form of a global non-linearity distorting an underlying
additive trait. For example, mutations themselves might
be effectively additive in determining the folding energy
E of a protein, but folding stability, quantified by a non-
linear function f(E) of energy (e.g., f ∼ exp(−E/kBT )),
will nevertheless show strong epistasis. [14]. In this case,
only a few independent numbers – and thus only a few
measurements – suffice to specify all other mutational
interactions. In addition, the evolutionary consequences
of global epistasis are also different: the fitness landscape
is expected to be less rugged and easier to navigate [16].
What are the mechanistic determinants of constrained
epistasis [3, 14, 17–19]? That is, what kinds of under-
lying physical interactions or mechanisms give rise to
fully rugged, or ‘specific’ [1], epistasis – with accompany-
ing unpredictability and complexity – versus interactions
that give rise to a simplified global epistasis instead? One
obvious answer is that strong and direct physical interac-
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tions give rise to specific epistasis, while non-interacting
or weakly interacting sites (e.g., additive contributions
to free energy [14]), with a non-linearity introduced else-
where (e.g., in measurement, or in relating function to
fitness [17]), leads to global epistasis. While weak inter-
actions surely lead to global or no epistasis, many cases
of interest in biology involve strong physical interactions,
as in interactions between residues in the compact core
of a protein structure.
Here, we argue that global epistasis can generically
arise in biological systems, if their long-time physical dy-
namics – their response to transient perturbations – is
described by only a few collective degrees of freedom.
These include proteins with a few ‘soft’ mechanical or
vibrational modes, as well as gene regulatory networks
whose expression levels relax primarily along a few slow
collective modes. We show that these systems exhibit a
stereotyped response to mutations, with combinations of
mutations forced to interact only through the few slow
collective physical modes. This, in turn, implies global
epistasis, which, in a small perturbation approximation,
we diagnose by a reduced rank of the epistatic matrix:
that is, the matrix of O(N2) pairwise epistatic interac-
tions between N mutations is specified entirely by O(N)
numbers. The corresponding evolutionary fitness land-
scapes is found to be less rugged and easier to navigate,
suggesting that ‘evolvability’ can be selected for by se-
lecting for a separation of biophysical timescales.
Notably, while our arguments rely on testable assump-
tions about mutations – which we confront with struc-
tural data on proteins and proteomic data in E. coli – our
analysis applies broadly to any fitness function in such
systems, and might also apply to other non-mutational,
high-order interacting systems in biology, such as drug in-
teractions [20–22] or ecological networks [9, 23]. Overall,
our results suggest a physical origin for constrained evolu-
tionary epistasis, and rationalizes the occurrence of slow,
collective modes in proteins and biological networks.
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We present our results in terms of distinct models of
protein and regulatory network function. In each, we find
that if there is a slow dynamical mode (Fig. 1c,d), then
mutations only perturb the biological system along a low-
dimensional contour in an otherwise high-dimensional
configuration space (Fig. 1e,f). As a result, epistasis is
global, arising from the non-linearity of fitness along that
slow mode.
A. Soft Modes in a Protein Constrain Epistasis
We begin with proteins. The three-dimensional ar-
rangement of atoms in folded proteins forms the physical
basis of protein function (i.e. binding to a ligand, or the
catalysis of a reaction). A mutation in sequence – i.e. the
replacement of one amino acid for another – leads to a
deformation in the folded structure (or in an ensemble of
folded structures), and a concomitant change in function
(e.g. an altered Kd).
Interestingly, many proteins are known to be con-
strained in their physical deformations – i.e., in their
response to applied forces due to e.g. ligand binding.
Fig. 2a shows an example from a normal mode analysis,
which decomposes the physical motions of a protein into a
spectrum of orthogonal modes (also known as vibrational
modes) [24]. A few ‘soft’ collective motions are found to
be of lower energy and thus easier to actuate than other
stiffer motions. These collective motions have been ex-
tensively studied by molecular dynamics techniques [25],
compared against NMR and time-resolved X-ray crystal-
lography [24, 26], and have been proposed as the mechan-
ical basis for protein function, e.g. ligand specificity and
allosteric communication [27–31].
Notably, several studies have found that physical soft
modes constrain mutation-induced deformations of a pro-
tein to be low dimensional. For e.g., in Fig.2b, we sum-
marize results[32] from a study that compared the vari-
ations of protein crystal structure across a protein fam-
ily, due to mutations, to the geometry of normal modes
of single proteins in that family. For 35 different pro-
tein families, [32] found that the structural variations
across a given family are relatively low-dimensional (4
or 5 dims) and are mostly contained in the subspace
spanned by the lowest energy physical modes of any pro-
tein in that family. Other studies have performed similar
but detailed analyses for particular protein families such
as globins[33], the Ras superfamily[34], DHFR [35], HIV-
1 protease [36], and T4 lysozyme [37].
We argue that this empirical relationship between
physical soft modes and mutation-induced deformations
is to be expected mathematically. Assuming only lo-
cal physical interactions between residues, we derive the
structural deformation δir, induced by a mutation at
residue i, in terms of the physical modes of the protein.
config space config space
proteins
regulatory
 networks
Epistasis matrix
site i
si
te
 j
(a)
(c)  (d)  
(e) (f)
(b)
config spaceconfig space
WT
i
m
n
m+n
i+j
j
Contours of fitness F
Global epistasisSpecific epistasis
slow
mode
slow
mode
Physical dynamics
Mutational perturbations
i
m
n
m+n
i+j
j
WT
WT fixed pointWT fixed point
FIG. 1. Slow physical modes can constrain mutational
interactions. a The non-additivity of two mutations i and j
on fitness F defines the epistatic coupling ∆∆Fij ; b epistatic
couplings are found at many scales, from within a single pro-
tein to across the genome. c, d We contrast epistasis in
systems with qualitatively different physical dynamics, e.g.,
the relaxational dynamics of protein structure or expression
levels in a regulatory network. Some biological systems d
naturally show a large gap in the spectrum of timescales of
such relaxation modes; i.e., some relaxation modes (orange)
are much slower than others. e We argue that without slow
modes as in c, the effect of mutations is idiosyncratic in the
high-dimensional configuration space of the system (e.g. the
molecular coordinates of all atoms in a protein). f In contrast,
with a slow mode as in d, we argue that the effect of mutations
is mostly confined to the low dimensional subspace (orange)
defined by the slow mode. Consequently, while epistatic cou-
pling for each pair (i, j) or (m,n) can still be as strong as in
e, the couplings are now related to each other through the
non-linearity of the fitness function F (purple) along the slow
mode (orange), leading to global epistasis.
In the limit of small perturbations, we find (see SI)
δir ≈ H−10 ~∇δiE(r0) ≈
1
λ0
(
vˆ0 · ~∇δiE
)
vˆ0 +O
(
1
λ1
)
(1)
where H0 is the Hessian of the wildtype protein’s folding
energy about its folded structure r0, δiE is the pertur-
bation in folding energy induced by the mutation. λ0
and vˆ0 are the energy and geometry of the softest mode;
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FIG. 2. Soft modes in proteins constrain mutation-induced structural deformations and thus simplify epistasis.
a Many proteins exhibit one, or a few, soft modes of deformation (orange); quantified by a gap ∆E in their normal mode
spectrum (shown for Myosin V, PDB ID: 1W7J). b Variations in protein structure across a protein family (due to mutations)
are (i) low dimensional (4-5 PCA components); further, (ii) these components have highest overlap with the softest normal
modes of a given protein in that family. (PCA components and Z-scores for overlap reproduced from [32]) c, d Simulated
mutation-induced deformations in an elastic network model without (c) and with (d) a soft mode, shown in the space spanned
by the two lowest normal modes; mutations in the background of a soft physical mode deform the protein mostly along that
soft mode (energy contours of WT shown in gray). e We perform double mutant cycles in a family of ENMs with varying mode
gap ∆E (i.e. the ratio of the two lowest normal mode energies), measuring three arbitrarily chosen fitness functions F (r) of
structure (symbols, see SI). The resultant epistatic matrices ∆∆Fij , and their rank-1 approximations, ∆∆F
(1)
ij , are shown. f
The epistatic complexity, defined as the median residual ∆∆F
(1)
ij −∆∆Fij , decreases as the physical mode gap ∆E increases.
while λ1 is the energy of the next softest mode.
That is, in the presence of a soft physical mode, each
mutation deforms the protein along that one mode vˆ0,
and mutated structures populate a one-dimensional con-
tour in the high-dimensional space of possible structures.
This stereotyping of mutation-induced deformations,
Eq. 1, is sufficient to simplify epistasis. Consider a fitness
function, F , representing, say, the binding affinity for a
ligand, or catalytic efficiency – we place no constraints on
the fitness function, supposing only that it can be written
as a function of protein structure: F (r). As shown in the
SI, in general the epistatic co-efficient between mutations
i and j is ∆∆Fij = (δir ·∇)(δjr ·∇)F (r0), which reduces
in the presence of a single soft mode to
∆∆Fij ∝ 1
λ20
θiθj + cij , (2)
i.e., a rank-1 matrix θiθj (here, θi = vˆ0 · ~∇δiE), and a
sparse matrix cij that is non-zero only for residues i, j
in physical contact. Notably, rank-1 matrices are highly
constrained, with much fewer independent numbers than
a full-rank matrix, and can therefore be reconstructed by
fewer measurements. If multiple deformation modes are
soft, say k soft modes, the predicted rank of ∆∆Fij is k.
Similar observations about epistasis have been made for
functions related to protein allostery [28, 38].
Intuitively, this reduction in complexity is due to a
dimensional reduction in mutational effects. In princi-
ple, the fitness F (r) is a function of all molecular co-
ordinates, and thus can be extremely complex. However,
if mutations can sample only a limited set of deforma-
tions, as in Eq. 1, the fitness landscape depends only
on those few collective coordinates; see Fig. 1d. Mathe-
matically, in the background of a soft mode, the fitness
function is simply F ({si}) = g(
∑
i θisi) where g(φ) is
the non-linearity of the fitness function F (r) along the
soft mode, si = 0, 1 is the genotype, and
∑
i θisi is
4the total mutation-induced deformation along the soft
mode. This form, with an overall non-linearity applied
to an underlying linear trait, is that of global epistasis
[13]. Moreover, expanding any global epistatic function
F (si) = g(
∑
θisi) generates strong yet low-rank epistasis
of all orders: the 2nd order term is rank-1 (as in Eq. 2)
and higher order terms are similarly constrained.
The above result applies for an infinitely large gap ∆E
in the normal mode spectrum. We sought to test our re-
sults for finite gaps by simulating elastic network models
(ENM) of proteins with varying gap ∆E. ENMs have
been widely used to analyze ligand binding[39–41] and
allostery [27, 28, 30], and are believed to robustly cap-
ture the low-frequency motions of many proteins [24, 42].
Introducing mutations in the family of ENMs (see SI for
details), we find that mutations in the background of
a soft mode result in deformations along that one mode
(Fig. 2c,d), confirming Eq. 1. We then performed double-
mutant cycles in our simulated networks, measuring epis-
tasis for three arbitrarily chosen fitness functions F (r)
detailed in the SI. Fig. 2e presents the epistatic matrix
∆∆Fij , compared against a rank-1 approximation.
We find that as the gap ∆E in the physical mode spec-
trum increases, the epistatic ‘complexity’ (here, deviation
from rank-1) decreases (Fig. 2f), confirming Eq. 2.
B. Slow Modes in Molecular ensembles
An alternative picture of proteins emphasizes the sta-
tistical ensemble over a set of discrete configurations
a = 1, . . . S; e.g., these configurations could correspond
to small structural re-arrangements of the protein, such
as broken hydrogen bonds, salt bridges or shifted helices
[43]. The WT sequence leads to occupancies ψ
(WT)
a of
these different states a = 1, . . . S, while mutants can al-
ter the energies of these states and thus result in a differ-
ent set of occupancies ψ
(mut.)
a . Fitness F ({ψa}) is deter-
mined by these occupancies; such molecular ensembles
can generically lead to epistasis [19].
If we perturb the steady state occupancies ψ
(WT)
a to
ψ
(pertub.)
a by some transient physical perturbation (e.g.,
raising and lowering temperature), ψ
(pertub.)
a will relax
back to ψ
(WT)
a in a way determined by the network of
kinetic barriers between states. Such a relaxation process
is described by a master equation,
dψa
dt
=
∑
b
Mbaψb −
∑
b
Mabψa (3)
where Mab,Mba are kinetic rates of transition between
states a, b. The lowest eigenvalue of M is always zero,
reflecting conservation of probability and the correspond-
ing eigenvector gives the steady-state distribution. The
next eigenvalue λ1 and corresponding eigenvector of M
determine the slowest relaxation mode in the system. If
this mode is much slower than the subsequent modes,
i.e., if |λ1|  |λp|, p > 1, then the system is characterized
by a slow relaxation mode λ1, vˆ1. For example, such a
mode can physically correspond to a meta-stable state (or
more generally, a meta-stable ensemble) that generic en-
sembles quickly relax to; the meta-stable ensemble then
slowly relaxes to the steady state distribution.
In the presence of such a slow mode, our earlier analysis
follows through. Mutations shift the ensemble in a low-
dimensional stereotyped manner. Consequently, epistasis
is of the global type and in a perturbative expansion, we
find that the 2nd order epistatic term ∆∆Fij is rank-1;
see SI for detailed calculations.
C. Slow Modes in Regulatory Networks
Informed by our protein results, we wondered if similar
constraints on epistasis may be at play at higher levels of
biological organization. In fact, epistasis has been widely
investigated at the genomic, metabolic and even ecolog-
ical levels, often through the lens of the topology of the
underlying interaction networks [3–8].
Instead of network topology, we focus here on the un-
derlying dynamics. The dynamics of these biological net-
works can be characterized by relaxation modes and an
accompanying spectrum of timescales (Fig. 3a). For e.g.,
when a cell is transiently perturbed by changing exter-
nal conditions (e.g., available nutrients or stressors), the
initial perturbation to gene expression levels excites a
combination of modes. However, modes with fast relax-
ation timescales decay rapidly and the response on longer
timescales is dominated by the slowest modes.
If a few modes are significantly slower than all other
modes, most perturbations will result in shifts in expres-
sion levels along the same low dimensional subspace, as
measured on longer timescales. Such low dimensional-
ity of expression levels has been reported in proteomics
experiments [44, 45] (reproduced in Fig.3c), analyzed in
[46–49], and have also been discussed in the context of
metabolic regulation of the proteome [50, 51].
Just as a soft mode in a protein stereotypes its response
to mutations, a slow manifold in a regulatory network
stereotypes its response to mutations or sustained exter-
nal perturbations. Mathematically, if δif represents, say,
a change in some regulatory rates due to a mutation i, the
shift in steady state expression levels δn may be written
as:
δin ≈ J−10 δif ∝
1
λ0
θi vˆ0 +O
(
1
λ1
)
(4)
where J0 is the Jacobian of the dynamical equations of
unperturbed network near its steady state, 1λ0 , vˆ0 are the
timescale and direction of the slow manifold (computed
as eigenvalues and eigenvectors of J0), and θi = δif · vˆ0.
Thus, just as with proteins, mutations in the background
of a slow manifold perturb the network along a charac-
teristic direction.
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FIG. 3. Slow modes in regulatory networks constrain perturbation of expression levels and simplify epistasis. a
Regulatory genetic or metabolic networks exhibit a spectrum of relaxation timescales when perturbed. If a few modes (orange)
are significantly slower than others, quantified by a gap ∆λ in the rate spectrum, most perturbations quickly relax to that low
dimensional manifold (orange in b) defined by those modes; consequently, expression levels, if measured on longer timescales,
are mostly contained within these few slow modes. c Data from [44, 45] suggests that the changes in the E. coli proteome
(assessed by PCA,orange), measured across 17 different growth conditions, are contained within a low-dimensional manifold (i.e.
only 3-4 principal components; gray datapoints obtained by scrambling measured expression levels across growth conditions).
d, e We simulate the effect of mutations in a family of regulatory networks (only top 50% of links shown for clarity, node size
represents WT expression level) without (d) and with (e) a slow mode, showing changes in expression in the subspace spanned
by the lowest mode and an orthogonal direction. In the presence of a slow mode, mutations shift expression levels mostly along
the slow mode. f Epistasis ∆∆Fij , and its low-rank approximation ∆∆F
(1)
ij , from simulated double mutant cycles in regulatory
networks, for three randomly generated fitness functions (see SI). g The epistatic complexity κ ∝ |∆∆F (1)ij −∆∆Fij |, reduces
as the gap in the relaxation spectrum, ∆λ, increases.
Correspondingly, as in Eq. 2 for proteins, we expect
that the epistasis is explained by a global non-linearity
and, in a small perturbation expansion, the epistatic ma-
trix is low-rank; see SI for derivation.
To test this result, we construct a generic, statistical
family of models that are representative of biochemical
networks. To be concrete, we consider a family of genetic
networks, in which each node represents a gene and edges
correspond to, e.g., transcriptional regulation. If na is
the expression level of gene-product a, the dynamics of
the network may be written as:
∂
∂t
na =
∑
b
kab
nb
nb +Kab
− λa na (5)
where we have chosen Michaelis-Menten kinetic forms for
the regulatory terms, with kab and Kab parameterizing
the regulation b→ a, and λa are decay-rates for each gene
product due to dilution or degradation. For simplicity, we
consider only positive regulation, and suppose that each
mutation affects the kinetic parameters kab and Kab for
a particular link b→ a (see Fig. 3d,e).
We perform simulated double mutant cycles, varying
the gap ∆λ in the spectrum of relaxational timescales,
and measure fitness F (n) with three randomly generated
fitness functions (see SI). We again find that epistatic
complexity κ, defined as deviation from rank-1, reduces
with an increasing gap ∆λ, Figs 3f,g.
Thus, we find that even without tuning the motifs
and topology of the network [5, 6], slow collective modes
in strongly interacting biological networks lead to con-
strained, low-rank epistasis.
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FIG. 4. Low-rank epistasis makes the sequence-to-
function map less rugged. We simulated adaptive walks
on fitness landscapes of varying epistatic complexity, interpo-
lating between low-rank and full-rank epistasis. The number
of distinct fitness maxima found, a measure of the rugged-
ness of the fitness landscape, decreases as epistasis is tuned
to be low-rank (error bars show standard deviation over 100
generated fitness landscapes; see SI for details). In conjunc-
tion with Figs. 2f, 3f, these results show that slow dynamical
modes in proteins and regulatory networks lead to low-rank
epistasis and consequently less rugged sequence-to-function
maps.
D. Evolutionary consequences
Our work here proposes that slow collective physicals
modes constrain the epistatic coefficients ∆∆Fij mea-
sured in deep mutational screens. Such constrained,
or global, epistasis might also affect the ruggedness of
sequence-to-function maps and thus have evolutionary
consequences [16]. To test this, we considered a family
of epistatic matrices ∆∆Fij = (1 − κ) θiθj + κJij , pa-
rameterising fitness landscapes that interpolate between
those with complex epistasis as seen with no physical
mode gap (when κ = 1) and those with simplified epista-
sis as elicited with a large mode gap (when κ = 0). Here
Jij is a randomly generated full-rank matrix, while θiθj
is a random rank-1 matrix.
We simulated adaptive walks on fitness landscapes cor-
responding to different κ. As shown in Fig. 4, for small
κ, adaptive walks discover and get trapped at many more
local maxima than for large κ, even though the size of in-
dividual epistatic couplings ∆∆Fij are equally large for
all κ. See SI for more details.
When combined with Figs. 2f, 3g, our results suggest
a striking relationship between physical mode gap ∆E,
the complexity κ (or equivalently, rank) of the resulting
mutational epistatic matrix and consequently the rugged-
ness of evolutionary fitness landscapes.
DISCUSSION
We have argued that the physical dynamics of a bi-
ological system can easily and generically constrain its
epistatic complexity. We considered proteins and regula-
tory networks whose response to perturbations is domi-
nated by a few slow collective modes on longer timescales.
We argued, with support from analyses of existing data
sets, that such slow collective modes can effectively limit
accessible deformations to a low dimensional subspace
of a high-dimensional configuration space (e.g., atomic
structure or ensemble occupancies for proteins, expres-
sion levels for gene regulatory networks). Correspond-
ingly, epistasis is predicted to be global (i.e., a global
non-linearity applied to an underlying linear trait) and
the pairwise epistatic matrix is predicted to be low rank.
Our theory relies on experimentally testable assump-
tions about mutation-induced deformations and their re-
lationship with physical modes. For instance, a conserva-
tive estimate of the mode gap required to give global epis-
tasis gives a scaling with system size N as
√
N . For a pro-
tein with ∼ 100 amino acids or a regulatory network with
a 100 genes, this requires a mode-gap of λ1/λ0 ≈ 10. This
is in line with estimates for mode gaps in real proteins
[52]. We also presented evidence from the literature for
how such slow modes constrain mutational-deformations
in proteins, which typically compare experimentally de-
termined mutation-induced structural deformations to
computed normal modes [33, 37], and generally find a
non-trivial overlap between the two [32].
A deeper test of our ideas requires a detailed experi-
mental comparison between physical and mutational ex-
periments. For instance, in proteins a direct experi-
mental characterization of soft modes is to be compared
against measured epistasis via deep mutational scans.
Data of both types are currently coming online. Deep
mutational scans have been performed for a few proteins
[53–55] (and in fact, shown to be consistent with global
epistasis [13]). Meanwhile, electric-field stimulated X-ray
(EFX) experiments have directly probed the soft modes
of a protein, by applying an electric field and captur-
ing the deformations of a protein by time-resolved X-ray
crystallography on the 100 ns timescale [26]. Similarly, in
the context of gene regulation, one should correlate the
effects of mutagenesis with physiological perturbations
such as nutrient shifts [44, 51], as well as with measure-
ments of genetic epistasis.
Notably, while our results rely on the nature of
mutation-induced deformations, we make few assump-
tions about the fitness function itself; any fitness func-
tion of coordinates in which a slow mode dominates is
predicted to show global epistasis. Further, we showed
that the relevant slow modes can exist in diverse spaces -
structure (quantified by normal mode energies), statisti-
cal ensembles (eigenvalues of a master equation) or non-
linear regulatory networks (Lyapunov exponents). Note
that the latter two systems may not have any equilib-
rium energy function, with Lyapunov exponents playing
the role of normal mode energies.
More broadly, our work highlights the need to under-
stand the connection between the underlying dynamics
of a system and its observed epistasis [19, 56]. Tradi-
tionally, strong specific epistasis is often interpreted as
evidence of direct interaction, and global epistasis seen
as the result of weak or no interactions (e.g., due to ad-
7ditive contributions to free energy) [15]. Our work shows
that, counterintuitively, global epistasis can also result
from strong interactions, if the interactions result in a
collective slow mode.
In conclusion, we have analyzed the evolutionary con-
sequences of a biophysical slow mode. Such slow modes
are often linked to particular functions, such as allostery
in proteins [29] or metabolic control of gene expression
[51]. Our work suggests an alternative benefit of such
slow modes, namely evolvability. This suggests that per-
haps slow modes might have evolved for evolvability first,
and only later been repurposed for other functions.
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I. GLOBAL AND LOW-RANK EPISTASIS IN PROTEINS WITH A SOFT MECHANICAL MODE
A. Theory
We begin, as in the main text, with proteins. Our goal is to relate the epistatic co-efficient, ∆∆Fij , of some
(arbitrary) function (e.g. binding affinity for a ligand) to the mechanical modes of the protein. Recall the sequence-
to-function map of the protein
sequence s→ function F (s) (1)
from which we define epistasis in the usual single reference manner, as an expansion of the fitness function F (s)
around the wildtype genotype (here, s is a binary vector representation of the genotype, where si = 1 if residue i is
mutated and 0 otherwise):
F (s) ≡ F (r(s)) = F0︸︷︷︸
WT fitness
+
∑
i
∆Fi si +
∑
i>j
∆∆Fij sisj +
∑
i>j>k
∆∆∆Fijk sisjsk + . . . (2)
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Key to the calculation is to express the function of the protein (e.g., its binding affinity or enzymatic activity),
F , in terms of its physical structure, schematically denoted r (we shall more precisely define r in a moment): F (r).
The sequence-to-function map then conceptually decomposes into two steps: sequence to structure, and structure to
function:
sequence s→ structure r(s)→ function F (r (s))
Before proceeding, we note that the function of the protein may additionally depend on sequence directly, i.e. not
through the structure r, F (r(s), s). For instance, the precise chemical identity of the amino acid at a particular site
may be crucial – however, it is difficult to imagine that this is true outside of the small number of residues that form
the protein’s active site. Thus, for the remainder of the paper, we neglect this potential direct dependence.
Mutation-induced deformations
First, we compute the structural deformation induced by mutations in a protein, in a small perturbation approxima-
tion. Represent the structure of the protein by a single vector r – containing, say, the concatenated spatial positions
of all N atoms in the structure. In the absence of external forcing, the structure relaxes in the folding energy E (r):
∂
∂t
r = −∇E (r) (3)
The sequence specifies the form of the energy E – we shall discuss this dependence in a moment, but first let us
denote the wildtype energy by E0. The wildtype structure r0 is found at the minimum of E0(r), satisfying:
−∇E0 (r0) = 0 (4)
Consider now a mutation (or multiple mutations), which perturbs the folding energy function E(r). We compute
the resultant deformation in structure. This is easily done if we use a book-keeping parameter . Denote the modified
energy function by E (r) = E0 (r) + δE (r). We look for a new minimum perturbatively in : r = r0 + δr + . . ..
Expanding Eq. 3 to first order in  at steady state:
0 = −∇E0 (r0 + δr+ . . .)− ∇δE (r0 + δr+ . . .)
≈ −∇E0 (r0)−  (H0 δr+∇δE (r0)) (5)
where the matrix H0 is the Hessian of the wildtype energy E0 (r) evaluated at the wildtype structure r0. The first
term is identically 0, and so we obtain for the mutation-induced deformation:
δr = −H−10 ∇δE (r0) (6)
where the inverse H−10 is to be understood in the Morse-Penrose sense (i.e. projecting out the trivial zero-modes
corresponding to global rotations and translations).
Now let us suppose that the wildtype protein has a single soft mode. Mathematically, this corresponds
to an eigenvector of H0, vˆ0, with an eigenvalue λ0 much smaller than any other eigenvalue λm, m 6= 0. Expanding
H−10 in the eigenbasis and keeping only the largest term (which corresponds to the eigenmode vˆ0):
δr = −
(
1
λ0
vˆ0vˆ
T
0 + · · ·
)
∇δE
= −
3N−7∑
m=0
1
λm
vˆm (vˆm · ∇δE)
≈ 1
λ0
vˆ0 (−vˆ0 · ∇δE)︸ ︷︷ ︸
φ
(7)
where we have defined the deformation magnitude along the soft mode, φ. Thus, as advertised in the main text,
mutations in the background of the soft mode deform the protein preferentially along that mode, with a magnitude
given by φ.
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Global epistasis
To proceed, we need to discuss how the deformation magnitude φ depends on the number of mutations made. For
concreteness, let us introduce the binary variable si = 0 (1) when residue i is wildtype (mutant). The vector s, with
elements si, thus represents the sequence of the protein. If we suppose that the energy function E(r) is a sum of
pairwise terms between atoms, then the most general form for the perturbed energy function δE is
δE =
∑
i
δiE si +
∑
i>j
δijE sisj (8)
where δiE is the change in energy due to the mutation i alone, and δijE is the contribution of the double mutant
i and j. Notably, δijE will only be non-zero only when residues i and j are directly interacting physically. As we
suppose that physical interactions are local, δijE is thus non-zero only when i and j are in contact – that is, the
matrix δijE is sparse and has the structure of the contact matrix of the protein.
Inserting the expression for δE into Eq. 7:
φ =
∑
i
−vˆ0 · ∇δiE︸ ︷︷ ︸
θi
si +
∑
i>j
−vˆ0 · ∇δijE︸ ︷︷ ︸
Cij
sisj (9)
which serves as a defintion of θi and Cij . Note that the deformation magnitude φ is nearly additive in mutations –
differing only by a sparse second-order term induced by physical contacts.
Now consider a fitness function for the protein (representing, for instance, the binding affinity of the protein for a
ligand, or the catalytic rate of an enzymatic reaction). In general, this quantitative trait is a function of both protein
structure and sequence: F (r, s). Let us assume, however, the direct dependence on sequence is negligible: likely
involving only residues directly at the active site of the protein. We thus write it as only a function of structure F (r).
The fitness of a mutated sequence, with sequence s and structure r0 + δr is F (r0 + δr(s)). We use Eqs. 7 and 9 to
rewrite the fitness in terms of the scalar variable φ:
g (φ) ≡ F
(
r0 +
vˆ0
λ0
φ
)
φ (s) =
∑
i
θi si +
∑
i>j
Cij sisj (10)
which, except for the sparse matrix Cij , is in the standard form for global epistasis, as defined in, e.g., [1].
Low-rank epistasis
Let us further suppose that φ is small and we can Taylor expand g(φ) to second order. Grouping terms by the
order of mutations (i.e. si):
g(φ) ≈ g(0) +
∑
i
(g′(0) + g′′(0) θi) θi si +
∑
i>j
g′′(0) (θiθj + cij) sisj (11)
where cij are terms that involve Cij and correspondingly have the structure of the contact matrix.
By comparison with the standard form of an epistatic expansion:
F (si) = F0 +
∑
∆Fi si +
∑
∆∆Fij sisj + · · · (12)
we arrive at the low-rank form of epistasis advertised in the main text:
∆∆Fij ∝ θiθj + cij (13)
A slightly different derivation of Eq. 13 is instructive. For simplicity, let us neglect the contact term in Eq. 8,
writing the structural deformation as a function of sequence as:
δr (s) =
∑
i
δir si (14)
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Then,
F (r0 + δr) ≈ F (r0) +
∑
i
(δri · ∇)F (r0) si + 1
2
∑
i,j
(δri · ∇) (δrj · ∇)F (r0) sisj (15)
Notice that we have not yet invoked the existence of a soft mode. In braket notation, the co-efficient of sisj – the
epistatic co-efficient – is 〈δir|∇2F |δjr〉, where the matrix ∇2F is the Hessian of the fitness function, evaluated at r0.
Expanding δir in terms of the WT modes vˆm:
∆∆Fij ∼ 〈δir|∇2F |δjr〉
=
3N−7∑
m=0
1
λ2m
〈vˆm|∇2F |vˆm〉 〈vˆm|∇δiE〉 〈vˆm|∇δjE〉
≈ 1
λ20
〈vˆ0|∇2F |vˆ0〉 θiθj +O
(
1
λ21
)
(16)
where the final simplification holds only when there is a sufficiently (see next section) soft mode. The expression
above makes clear that without a soft mode, each ∆∆Fij is a different matrix element of the matrix ∇2F , and is thus
an arbitrary number that depends on the idiosyncratic deformations δir, δjr. With a soft mode, however, the matrix
element reduces to a const. × the product of scalars, θiθj – and thus the epistatic matrix ∆∆Fij is rank 1.
How big a gap?
How large a gap in the normal mode spectrum is required to obtain global epistasis? Consider Eq. 7,
δr =
1
λ0
vˆ0 (vˆ0 · g) +
M−1∑
m=1
1
λm
vˆm (vˆm · g) (17)
where we have defined the mutation-induced force g ≡ −∇δE, and use M to represent the number of modes (M =
3N − 6 for N atoms in 3D).
As argued above, global epistasis arises when the deformation δr is along the soft mode vˆ0 for an arbitrary mutation-
induced force g. That is, the projection of δr onto vˆ0 is of much greater magnitude than the projection orthogonal to
vˆ0:
1
λ20
(vˆ0 · g)2 
M−1∑
m=1
1
λ2m
(vˆm · g)2 (18)
We compute the required mode-gap in the following manner. Let us suppose that all λm, m > 0, are of similar
magnitude λ1 > λ0. As we are interested in a typical mutation-induced force g, we estimate vˆm · g by the average
magnitude of two random vectors in a space of dimension dN (where d is the spatial dimension and N is the number
of atoms), denoted by α:
1
λ20
α2  (M − 1) 1
λ21
α2 (19)
Rearranging, we arrive at:
∆E ≡ λ1
λ0
 √M − 1 (20)
As the number of modes M grows linearly with the number of components of the system, N , we arrive at the
√
N
scaling advertised in the main text.
B. Simulation
Model
To mimic protein mechanics, we follow in the footsteps of recent work [2–4] and simulate a 2D arrangement of
nodes and springs (a so-called ‘elastic network model’ or ENM), where nodes represent, e.g., the C-α atoms of each
4
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residue. Indexing nodes by i, the energy is:
E =
1
2
∑
i>j
kij (|ri − rj | − lij)2 (21)
where the spring constant kij = k if i, j are in contact and 0 otherwise, and lij is the rest-length of the spring between
i and j. We choose k = 1, and set the rest length lij by the distance between i and j in the wildtype structure r0
(that is, the wildtype is unstrained).
All spring networks are initialised with a slightly perturbed hexagonal lattice, of size 9× 9 nodes, with each node
connected by springs to its nearest neighbours. All springs are initialised with rest lengths such that the network, in
its resting configuration, is unstressed. Units of length are set by the average distance between a node and its nearest
neighbour. We treat all deformations in the linear approximation, as is commonly done with elastic network models
of protein mechanics [2, 3, 5].
Obtaining a soft mode: Monte Carlo algorithm
We engineer in a soft mode by a simple Monte Carlo algorithm. Briefly, at each step the algorithm selects a node
and displaces it by a small amount δx, each of whose components is picked uniformly from the interval [−0.025, 0.025].
The rest lengths of all springs connected to the node are recomputed so that the structure remains unstressed. The
Hessian of the network is computed and diagonalised, and the ratio of the two lowest modes is computed,
∆E ≡ λ1
λ0
(22)
after excluding the 3 modes corresponding to global translations and rotations, that have eigenvalue 0. The move is
accepted if two criteria are met:
1. ∆E increases
2. The inverse participation ratio of the softest mode vˆ0, defined as
∑
(v0)
4
i /
∑
(v0)
2
i , decreases, or is already below
a set threshold (here taken to be 2/N , where N = 9 × 9 = 81 is the number of nodes). This is to prevent the
formation of a localised soft mode, as opposed to the desired collective motion.
If these criteria are met, the move is accepted; otherwise, it is rejected. The process continues until the desired
value of ∆E is achieved.
Mutations in the ENM
We simulate the effect of mutations in our ENM by first supposing that each residue has only one possible mutant
– a simplification of the more complex 21 possible amino acids. The mutant residue at each site is either ‘larger’ or
‘smaller’ than the wildtype residue – functionally, this corresponds to a choice of a number σi = ±σ for each residue,
where the sign is randomly chosen. σi represents the fractional change in amino acid size upon mutation of residue i.
That is, for a given sequence s, each rest length lij is modified from its wildtype value:
lij → (1 + σi)sj (1 + σj)sj lij (23)
We choose σ = 0.1, corresponding to a roughly 10% difference in size between the wildtype and mutant amino
acids.
To compute the deformation upon mutation, we update the rest lengths and then compute the force f = −∇Emut(r0)
experienced by the mutant protein in the wildtype configuration r0 (where Emut is Eq. 21, with rest lengths given by
Eq. 23). Mathematically, this is identical to −∇δE (r0), as defined in 8. The mutation-induced deformation is then
computed from Eq. 6.
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Fitness functions, double-mutant cycles, and analysis of epistatic matrix
To compute the epistatic matrix, we perform a complete set of double mutant cycles for each simulated elastic
network, recording – for each pair of mutants i and j – the structural deformations induced by the single mutants,
δir and δjr, as well as that elicited by the double mutant, δrij .
We then measure the fitness of each (single or double) mutant by a weighted mean-squared displacement from the
wildtype protein:
F (r) ≡ F (r0 + δr) = − 1
N
N∑
α=1
κα|δrα|2 (24)
where N = 9 × 9 = 81 is the number of residues, indexed by α. By construction, the wildtype has fitness 0. We
choose each κα uniformly from the interval [0, 1]. Note that the choice of fitness function made here is not essential
for our results.
The epistatic co-efficient ∆∆Fij is then computed in the standard way:
∆∆Fij = F (r0 + δrij)− (F (r0 + δir) + F (r0 + δjr)− F (r0)) (25)
To give the numbers an appropriate scale, we normalise the epistatic matrix by the average magnitude of the first
order mutational effects (i.e 〈|∆Fi|〉).
To analyse the rank of the epistatic matrix, we first compute ∆∆F
(1)
ij – a rank-1 approximation of ∆∆Fij – from
the singular valued decomposition ∆∆F = U S V T , where S is a diagonal matrix with entries {s1, s2, . . .}, with
s1 > s2 > . . ., as:
∆∆F (1) = U × diag (s1, 0, . . . , 0)× V T (26)
The matrix ∆∆F (1) is known to be the ‘best’ rank-1 approximation of ∆∆F (i.e. minimises the Frobenius norm
of ∆∆F (1) −∆∆F ).
We then assessed the complexity of epistasis by computing:
κ =
median
(
|∆∆Fij −∆∆F (1)ij |
)
〈|∆∆Fij |〉 (27)
which is plotted, for each fitness function and each simulated elastic network, in Fig. 2 of the main text.
C. ENM-derived normal mode analysis of PDB structures
Pertaining to Figure 2a of the main text
We compute the normal mode spectrum of a protein from an elastic network model (ENM) built from the PDB
structure of the protein. We choose the simplest variant of a ENM; briefly, a unstrained spring with unit spring
constant is placed between C−α atoms within 10 angstroms of each other in the crystal structure. The Hessian of
the resulting elastic network is computed and diagonalised to obtain the normal mode energies (i.e. the eigenvalues).
D. Relating evolutionary and physical deformations
Pertaining to Figure 2b of the main text
In Fig. 2b we reproduce results from [6], which related the physical deformations of a protein family (as computed
from an elastic network based normal mode analysis) to the structural deformations seen between members of a
protein family. In particular, we replot:
• i The number of principal components required to explain 70% of the structural variation seen across a protein
family (quantified from Table 1 in [6], shown in orange in Fig. 2b,i in the main text). As a comparison, we
computed the same for a randomly generated dataset of 200 protein family with similar sampling as considered
in [6] (i.e. 25 protein structures per family, 100 residues per protein), in which the structural changes of each
residue are drawn from a normal distribution with zero mean and unit variance. This is plotted in grey in Fig.
2b,i in the main text.
• ii The z-score of the relationship between the top principal components (as defined above) in a protein family,
and the lowest normal modes. The plot in Fig. 2b,ii of the main text is obtained by digitising Fig. 6c from [6];
see [6] for details of analysis.
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II. GLOBAL AND LOW-RANK EPISTASIS IN PROTEIN ENSEMBLES
A. Theory
Our results above take a mechanical viewpoint of protein function, with a single ground state structure whose low
energy vibrational excitations (i.e. its soft mechanical modes) stereotype and simplify epistasis. In contrast, protein
function can also be analysed from the point of view of an ensemble of protein conformations. Labelling different,
discrete conformations by a, b..., the protein is statistically described by a (normalised) ensemble ψa, which is the
probability of finding the protein in state a.
The function F of a protein may quantitatively be described as F (ψa) – that is, different occupancies of the confor-
mational ensemble can change the functional ability of the protein. A classic example is of allostery in hemoglobin,
in which allosteric communication from neighbouring hemoglobin molecules shifts an internal equilibrium to alter its
affinity for oxygen.
Generally speaking, the distribution ψa obeys a master equation of the form:
dψa
dt
=
∑
b 6=a
Mbaψb −
∑
b6=a
Mabψa (28)
where Mab is the transition rate from state a to state b. In accordance with detailed balance, the transition rates obey
Mab/Mba = exp (β∆E), where β is the inverse temperature and ∆E ≡ Ea − Eb is the difference in energies between
states a and b.
By the conservation of probability, and assuming that the ensemble is ergodic, the matrix Mab has a single, unique
eigenvector with zero eigenvalue. This eigenvector, ψ
(WT)
a , is the steady-state (Boltzmann) distribution, describing the
native-state thermal ensemble. The remaining eigenvectors, with eigenvalues λp, p ∈ {1, ...}, correspond to distinct
modes of relaxation to the native-state ensemble, with characteristic rates λp. If |λ1|  |λ1|, any perturbation of the
steady state ensemble quickly relaxes to the quasi-steady-state ensemble defined by ψ
(1)
a , and only then slow relaxes
back to the steady state ψ
(WT)
a .
Consider now the effect of mutations. A single mutation in the protein could alter the energy of each conformation,
leading in general to a change in the transition rate matrix Mab →M ′ab = Mab+δMab, where we have used the book-
keeping variable  to signify a small perturbation. In matrix notation, the new steady state ~ψ(perturb) = ~ψ(WT) + δ ~ψ
is, to first order in :
δ ~ψ = −M−1
(
δM ~ψ(WT)
)
where M−1 is the pesudo-inverse of M ; more precisely, if the eigendecomposition of M is QΛQ−1, where the columns
of Q are the eigenvectors ~ψ(p) and Λ is a diagonal matrix with the eigenvalues λp, then:
M−1 =
∑
p≥1
1
λp
~ψ(p) ~uTp (29)
where ~up is the pth row of the matrix Q
−1
Using the expansion of M−1 into eigenmodes, we have
δ ~ψ = −
 ∑
modes p≥1
1
λp
~ψ(p)
(
~ψ(p) · δM ~ψ(WT)
)
≈ 1
λ1
~ψ(1)
(
−~ψ(1) · δM ~ψ(WT)
)
︸ ︷︷ ︸
φ
(30)
where, in analogy with Eq.7, we have defined the mutation-induced perturbation of the ensemble, φ. Thus, just
as mutations in a mechanical system actuate the low-energy, soft mechanical mode, mutations alter the ensemble
of protein conformations along the direction of the slowest relaxational modes of the ensemble. Consequently, as
mutations only sample the low-dimensional space defined by ψ(1), the function F (~ψ) reduces to a function of only
the scalar variable φ, F (~ψ) = g(φ). Then, writing the effect of multiple mutations i, j on the transition rates as
δM = δiM + δjM + ..., we once again obtain global epistasis, with F (~ψ) = g(φ), where φ = −
∑ ~ψ(1) · δiM ~ψ0 is the
cumulative perturbation of the system to due the mutations i; see derivation in Sec. 1 for details and for derivation
of low-rank epistasis.
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III. GLOBAL AND LOW-RANK EPISTASIS IN REGULATORY NETWORKS WITH A SLOW
MANIFOLD
A. Theory
Generalising from models of single proteins, we now discuss epistasis in complex genetic, metabolic, or signalling
regulatory networks. In each of these systems, the chemical state is specified by a set of expression levels or abun-
dances n, with an abundance for each of the constituents of the system. In analogy to the molecular coordinates or
conformational states of a protein, this a extremely high-dimensional configuration space which collectively specifies
the biological function F performed by the network: F (n). Examples include the net metabolic flux through a cell,
or the growth rate as a function of the proteome.
As before, we shall show that if mutations can be made to perturb the steady state of the network along only one
dimension, then the resultant epistasis is global and, in a small-perturbation approximation, low-rank.
We begin with a general dynamical system which describes the dynamics of expression levels n(t) of P components,
∂
∂t
n(t) = f(n) (31)
where the (vector) function f(n) contains terms that describe postive or negative regulation, as well as production
and degradation terms. We suppose only that f(n) depends only on the instantaneous expression level n(t), and does
not have any explicit time-dependence of its own.
Denoting by f0 the dynamics of the wildtype regulatory network, the wildtype reaches a steady-state satisfying
f0(n0) = 0. The dynamics close to this steady state is described by the Jacobian J0 ≡ ∇f(n0), which plays a
role analogous to the Hessian of an elastic network. In particular, the eigenvectors of the Jacobian, J0, vˆm (m ∈
{0, ..., P − 1}), describe the relaxational modes of the system. The eigenvalues λm determine the timescales of
relaxation of each mode.
Analogous to a soft mechanical mode is a slow relaxational mode, defined by |λ0|  λm for m > 0, associated
with a slow manifold defined by the eigenvector vˆ0. Slow modes describe the long-time dynamics of relaxation to the
steady state – an initially perturbed system will relax quickly to the slow manifold, and only then relax slowly back
to the steady state with timescale −1/λ0. See [7–9] for a description of how slow manifolds could arise in evolved
regulatory networks.
Note that, if there is a single slow mode, λ0 is by necessity real. Therefore, while we shall use λm in this section to
denote the (potentially complex) eigenvalue itself, in the main text and elsewhere in the SI we shall use λm to denote
only its real part (the so-called Lyapunov exponent).
Mutations, or sustained external perturbations such as a change in nutrients, modify the regulatory dynamics
f0 (n) → f0 (n) + δf(n). We shall suppose that multiple mutations i and j alter the regulatory dynamics as δf =
δif + δjf , as would be expected for mutations that perturb different components or physical processes of a network
[10, 11]. The new steady state n0 + δn satisfies
f0 (n0 +  δn) +  δf (n0 +  δn) = 0 (32)
where we have introduced the book-keeping variable  to indicate that the perturbation δf is small. To first order in
:
δn ≈ −J−10 δf (n0) ≈
1
λ0
(−vˆ0 · δf)︸ ︷︷ ︸
φ
+O
(
1
|λ1|
)
(33)
where in the last step we have invoked the existence of a slow manifold, and defined the mutation-induced perturbation
φ, in analogy with Eq. 7 for the mechanical networks. Thus, mutations in the background of a slow manifold vˆ0
perturb the system primarily along the slow manifold. Consequently, exactly as we have described for proteins,
epistasis between mutations will be global; see derivations above for details.
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B. Numerical methods
Model
We simulate a family of regulatory networks with P = 30 species (‘genes’) whose expression levels na, a ∈
{1, . . . ,M}, evolve as:
∂
∂t
na =
∑
b
kab
nb
nb +Kab
− λa na (34)
where, as described in the main text, Kab, kab parameterise the regulation b→ a, and λa is the decay-rate for species
a. The choice of these parameters completely specify the particular regulatory network.
For simplicity, we set the decay rates of all species a to λa = 5, which sets the units of time in the simulation. Eq.
34 is solved by the Euler method with time-step ∆t = 0.01. Given initial conditions, the steady state n0 is found by
solving the equation until the change in each species na over a unit interval of time is less than a specified tolerance
(here, 10−7).
Varying the gap in the Lyapunov spectrum
To obtain a regulatory network with a specified gap in its Lyapunov spectrum, we begin with a randomly generated
regulatory network. Explicitly, we first choose which of the 435 possible regulatory edges to include in the network,
by including each with a probability p = 0.3 (i.e., giving a directed Erdos-Renyi graph). Then, for each included
regulatory edge, the values of the constants Kab and kab is set by sampling uniformly over the unit interval, resulting
in a fully specified random regulatory network.
The steady state is found by solving the equations of motion, Eq. 34, with initial conditions na = 0.5; diagonalising
the Jacobian J0 around the steady state, we obtain the (sorted) Lyapunov exponents λi as the negative of the real
part of the eigenvalues. Our quantity is interest is the gap between the first two exponents:
∆λ ≡ λ1
λ0
(35)
For the initially random regulatory networks, we find that ∆λ ∼ 1.5.
We then use a Monte Carlo algorithm to obtain networks with varying ∆λ. Briefly, at each step of the algorithm, a
single regulatory edge b→ a is chosen, and its parameters kab, Kab are perturbed by an amount uniformly distributed
in [−0.2, 0.2]. Parameters are not allowed to become negative, or to grow greater than 1. The steady state and
Lyaponov spectrum of the new network is computed, and the change in parameters accepted if:
1. The gap ∆λ increases
2. The inverse participation ratio, defined in terms of the elements of the lowest eigenvector va as:
IPR =
P∑
i=1
(vav
∗
a)
2
(36)
decreases or is already below 2/P , where P = 30 is the total number of species in the network.
The algorithm terminates when the desired mode gap is reached. We generated a total of 320 regulatory networks,
the results of which (as detailed in the next section) are shown in Figure 3 in the main text.
Mutations, fitness, and epistasis
For each network, the effect of M = 50 single mutations (and their double mutants) is simulated, and the epistatic
matrix ∆∆Fij computed. Each mutation i is taken to affect a single regulatory edge b→ a – representing, for instance,
mutations in the domain of species b responsible for regulating a. The set of M mutants is chosen by computing the
‘regulatory strength’ kabnb/ (Kab + nb), at the wildtype steady state, for each edge and choosing the top M . The
effect of each mutation is to increase or decrease kab and Kab (for the regulatory edge associated with that mutation)
by 10%; the new steady state n = n0 + δn is found by solving Eq. 34 initialised at the wildtype fixed point n0.
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We choose as a fitness function the following:
F (n) = exp
(
−1
2
(n− n0)T K (n− n0)
)
(37)
where n is they steady state of the mutated network, and n0 is the wildtype steady state. The matrix K is chosen
randomly to realise different randomly generated fitness functions (plotted as different symbols in Fig.3 of the main
text).
The epistatic matrix, its rank-1 approximation, and the epistatic complexity κ is then computed just as for the
elastic network simulation.
C. Principal component analysis of E. coli proteomics data
A key consequence of the existence of a slow manifold in a regulatory network is a low-dimensional response to
perturbations, be they mutations or a change in external condition. We tested this with data from the experiments
of [12], as obtained from data the repository in [13]. The dataset consists of protein copy number in E. coli quantifed
across 17 different growth conditions (the dataset originally consisted of 19 conditions; however, we excluded two
stationary phase measurements from the analysis). After excluding proteins whose copy number were below the
quantitation limit in any one condition, we end up with 1971 protein copy numbers quantified across growth conditions.
We perform principal component analysis on this dataset, the results of which are plotted in orange in Fig. 3c of the
main text. As a control, we randomly scrambled the copy numbers across conditions and protein labels, resulting in
the grey data points in Fig. 3c in the main text.
IV. LOW-RANK EPISTASIS AND EVOLUTIONARY RUGGEDNESS
To gauge the evolutionary implications of low-rank epistasis, we carried out a simple numerical calculation to assess
the ruggedness of a fitness landscape with a tunable rank of epistasis. For simplicity, we choose a fitness landscape
with only second-order epistasis:
F (s) =
∑
i
∆Fi si +
∑
i>j
∆∆Fij sisj (38)
where, as earlier, si ∈ {0, 1}, for i between 1 and the sequence length L, specifies the genotype, and ∆Fi, ∆∆Fij are
the first and second order epistatic coefficients, respectively. We parameterise ∆∆Fij as:
∆∆Fij = (1− κ) θiθj + κJij (39)
where Jij is a symmetric, full-rank matrix. The variable κ is the epistatic complexity, comparable to the defintion in
Eq. 27, which tunes ∆∆Fij from rank-1 (κ = 0) to full-rank (κ = 1).
We simulate greedy adaptive walks in the landscape Eq. 38. At each step, the mutation that leads to the largest
gain in fitness is chosen. The simulation is terminated when the population reaches a local fitness maximum, i.e.
when all mutations are deleterious.
We use a genome length of L = 50, and sample κ in steps of 0.05 between 0 and 1. For each κ, 100 random fitness
landscapes are generated, by sampling ∆Fi, θi, and Jij from a normal distribution with mean 0 and variance 1. For
each landscape, 100 adaptive walks are performed starting from random initial conditions, and the number of unique
fitness maxima reached is recorded. This, averaged over landscapes, is plotted (along with its standard deviation), in
Fig. 4 of the main text.
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