This paper studies information criteria for selecting covariance structure models using the generalized least squares (GLS) procedure. A risk based on the predictive GLS discrepancy function is introduced and used to determine the quality of a model. By correcting the biases in the sample GLS discrepancy function, four information criteria are proposed. Monte Carlo results illustrate the merits of each criterion in model selection and in minimizing the risk.
Introduction
Let y 1 , . . . , y n be a random sample from a p dimensional population represented by y.
We are interested in modeling the covariance matrix of y. (1.1)
For simplicity, we write Σ(θ) as Σ . Of course, the interesting model is likely misspecified.
The alternative hypothesis or true model is
In practice, we may simultaneously consider multiple models. Among all the candidate models, the one with the fewest number of parameters that fits the data well is regarded as a good model. The idea can be executed through the so-called risk, commonly defined as the predictive discrepancy between the candidate model M and the true model M * . The one having the smallest risk is regarded as the best model among all the candidate models.
In covariance structure analysis, the normal distribution based maximum likelihood (ML) procedure is commonly used in practice. The risk associated with the ML procedure in model selection has been extensively studied (e.g., Cudeck & Browne, 1983 
MPLUS, SAS CALIS)
. Although the GLS procedure has been shown to be equivalent to the ML procedure under certain conditions, they are not equivalent with typically misspecified covariance structure models in practice (e.g., Yuan & Chan, 2005) . Thus, it is necessary to study the risk associated with the GLS procedure in model selections.
This paper conducts such a study with covariance structure analysis. We will show that, for the GLS procedure, the target risk can be defined through a mean square error (MSE) of the estimated covariance matrix. This directly implies that the best model enjoys the smallest MSE. Like the development in the ML case, we will show that the GLS discrepancy estimated at the current sample is a biased estimator of the target risk. By adding the estimated bias to the sample GLS discrepancy, we propose four information criteria according to model specification and the distribution of the data. The proposed information criteria are more close to Mallows' C p criterion (Mallows, 1973; , we call them the C p -type criteria for covariance structure models.
In Section 2, we propose four criteria based on the predictive GLS discrepancy. In Section 3, we verify performance of our criteria. Technical details are provided in an appendix.
Information Criteria Based on Predictive GLS Discrepancy
Letȳ be the sample mean of y 1 , . . . , y n , and S be the unbiased sample covariance matrix. We use d(Σ , S) to denote a discrepancy between Σ and S. The GLS discrepancy used in this paper is defined as
When replacing Σ * in equation (2.1) by S, the estimated GLS discrepancy function
which is the commonly used GLS discrepancy function in covariance structure analysis.
The GLS estimator is defined byθ
Let U = (u 1 , . . . , u n ) be an n × p future observation matrix, which is independent and has the same distribution with Y , and W be the unbiased sample covariance matrix corresponding to U . We define the risk based on the predictive GLS discrepancy as In covariance structure analysis and many other contexts of statistical modeling, the aim is to determine the best model. Obtaining an unbiased estimator of R p will enable us to correctly evaluate the discrepancy between data and model, which will further facilitate the selection of the best model. The simplest estimator of R p is the sample GLS discrepancy functiond(Σˆ , S). However, as when estimating the risk by directly using the sample quantities in other context of statistical modeling,d(Σˆ , S) generally underestimates the R p . An information criterion can be defined asd(Σˆ , S) +B, wherê B is a n-consistent estimator of the bias
The following technical development is around obtaining B and its estimates.
In order to simplify the formula of the bias, we consider a certain fourth cumulant of the true distribution of y.
where K p is the commutation matrix (see Magnus & Neudecker, 1999, p. 48) . Notice that
is just the multivariate kurtosis considered by Mardia (1970) . It follows from vec(I p ) (B ⊗ C)vec(I p ) = tr(BC) and tr{(B ⊗ C)K p } = tr(BC) that, for any p × p symmetric matrices B and C,
The above kurtosis was used by Yanagihara (2007b) for simplifying coefficients in an asymptotic expansion of a test statistic in the context of generalized MANOVA.
To simplify the following presentation, we denote
Suppose that θ 0 is a q × 1 vector such thatθ a.s.
−→ θ 0 as n → ∞. Under proper conditions, as specified in Swain (1975) and White (1982) , θ 0 satisfies
where 0 q is a vector of q zeros, and
We also use
With the above notation, we have the following result.
Theorem 1. Under standard regularity conditions, the bias ofd(Σˆ , S) is expanded as
The proof of the theorem is given in the Appendix. From now on, the candidate model in (1.1) will be called overspecified if Σ 0 = Σ * ; otherwise, it is an underspecified model.
If the model is overspecified
A ; and the bias B can be simplified for overspecified models.
Corollary 1. Under standard regularity conditions, the bias ofd(Σˆ , S) for an overspecified model is
Thus, when M is an overspecified model, B generally increases with the tails of y and the number of parameters; the bias B is also identical to that of the ML procedure (see e.g., Yanagihara, 2005) . So, for overspecified models, ML and GLS discrepancy functions are equivalent up to the order of O(n −1 ). When y is normally distributed, all kurtoses vanish, which further leads to the following result.
Corollary 2. If y follows a multivariate normal distribution, then
It follows from the two corollaries that B = 2q/n + o(n −1 ) when the candidate model is overspecified and y is normally distributed. Combining Theorem 1, and Corollaries 1 and 2, we proposed the following information criteria:
(i) For normally distributed data and overspecified models:
(ii) For overspecified models with nonnormally distributed y (corrected C p ):
whereΠˆ is obtained when replacing Σ * by S in Πˆ , and
(iii) Normally distributed data with underspecified models (modified C p under normal assumption):
whereΩˆ is defined by replacing Σ * with S in Ωˆ .
(iv) No assumptions on either the model or data (modified C p ):
From above definitions, we can see that the bias correction terms in C p and CC p are always positive. The terminologies "corrected" and "modified" were used in Fujikoshi and Satoh (1997), implying that the bias is reduced after the correction or modification.
Notice that the coefficient in the definition ofΨ κ is not 1/n but (n + 1)/{n(n − 1)}, which makes trΨ κ an unbiased estimator of κ
4 . Such an estimator was proposed Mardia (1970) in estimating the population kurtosis.
Numerical Study
In this section, we verify the performance of the proposed information criteria C p , CC p , MC p and MC p,N using Monte Carlo. We will mainly consider linear structure models due to its wide applications (Anderson, 1969; Siotani, Hayakawa & Fujikoshi, 1985 pp. 375-378).
Let y = Σ 1/2 * ε with p = 6. Two population covariance matrices are given by Σ * 1 = I 6 + 1 6 1 6 and Σ * 2 = diag(1, 1, 2, 2, 3, 3). For each of the covariance matrices, six distributions are created when the elements ε j of ε = (ε 1 , . . . , ε 6 ) are independently and identically distributed standardized variables from each of the following six distributions: 
4 ≈ 19.56).
5. Chi-Square distribution: ε j is generated from the chi-square distribution with 2 degrees of freedom, standardized by mean 2 and standard deviation 2 (κ 6. Log-Normal distribution: ε j is generated from the lognormal distribution such that log ε j ∼ N(0, 1/2), standardized by mean e 1/4 and standard deviation e 1/2 (e 1/2 − 1)
3,3 ≈ 17.64 and κ
4 ≈ 111.06).
Here, κ
3,3 and κ
3,3 are multivariate skewnesses (see e.g., Mardia, 1970 ) defined respectively by
where ε 1 and ε 2 are independent random vectors having the same distribution as ε. The skew-Laplace distribution was proposed by Balakrishnan and Ambagaspitiya (1994) (for the probability density function, see e.g., Yanagihara & Yuan, 2005) . The distributions in 1, 2, and 3 are symmetric, and distributions in 4, 5, and 6 are skewed.
A sample of size 50 is generated from each of the six y's. For each population, we consider the following five candidate models:
When Σ * = Σ * 1 , models M 2 , M 4 and M 5 are all overspecified, but M 2 has the fewest number of parameters. When Σ * = Σ * 2 , models M 3 , M 4 and M 5 are all correctly specified, but M 3 has the fewest number of parameters. In addition to models, the four criteria are also affected by the population distributions, which will be evaluated next by Monte Carlo. replications,R, is regarded as the risk R p . Let IC be the average of any of the four criteria, the bias of the criterion is evaluated asR − IC. The smallest IC at each replication for a given model is recorded, so is its frequency among the 10,000 replications. LetΣ best,l be the estimated covariance matrix for the "best model"(the model with the smallest IC)
at the lth replication. Then, the MSE of the estimated covariance matrix is evaluated by Tables 1 and 2 contain the risks, the biases, the frequency of each of the models being selected by the information criteria and MSEs when Σ * = Σ * 1 and Σ * = Σ * 2 , respectively.
As κ (1) 4 increases, the biases and MSEs become large and the frequencies of choosing the best model become low. By comparing the results of distributions in 2 and 4, we can see that the size of skewness of the distribution hardly influences the results, which parallels the analytical results of inference for correlations (Yuan & Bentler, 2000) . Both tables clearly show that MC p has the smallest bias among all the criteria. However, biases still remain even in MC p . This is mainly because the correction terms in the criteria CC p and MC p contain the sample estimates of kurtosis, and population kurtosis tends to be grossly underestimated by the sample kurtosis even when the sample size is relatively large (see e.g., Yanagihara, 2007a) . Although biases were not reduced sufficiently, comparing with MC p,N , we will notice that MSEs of MC p are smaller even when κ (1) 4 is large. Improved estimation of kurtosis may further improve the MSE. Among all the criteria, CC p enjoys the smallest MSE. The criterion attaining the highest frequency changes with the true covariance matrix. When Σ * = Σ * 1 , CC p works best in choosing the true model; when Σ * = Σ * 2 , C p works the best in choosing the true model. However, when Σ * = Σ * 1 for distribution conditions 5 and 6, C p performs poorly.
Insert Tables 1 and 2 around here Based on the empirical results, we recommend CC p and MC p for selecting covariance structure models with the GLS procedure.
Appendix
This appendix contains the proof of Theorem 2.1. The bias ofd(Σˆ , S), defined in (2.4), can be written as
where
.
for any p × p constant matrices A, B, C and D, we have
Applying (A.2) to β 1 , β 2 and β 3 in (A.1) leads to
Similarly, it follows from
) and
. Substituting them into (A.1) yields
By applying (A.2) to α 3 and α 4 using
, we obtain
Combining (A.3), (A.4) and (A.5) yields
Next, we give some stochastic expansions that will be used to obtain the leading terms of the quantities in (A.5). Let
Inverting (A.7) leads to
Sinceθ is defined by (2.2), there exists
where Δ is given by (2.7). Substituting (A.8) into the above equation yields
where Ω and Γ are given by (2.6). Notice that
and both sides of (A.9) are functions ofθ. Applying the Taylor expansion to (A.9) at θ 0 and comparing the O p (n −1/2 ) term on both sides of the resulting equation,
The above equation further leads to
where A is any p × p constant matrix.
Applying (A.7), (A.8) and (A.10) to S, S −1 and Σˆ in (A.5), respectively, we obtain
where A is any p 2 × p 2 matrix. Combining (A.11) and (A.12) leads to
, we obtain tr(Π 0 K p ) = trΠ 0 , where Π 0 is given by (2.8). These equations imply that
Substituting (A.14) and α 32 and α 43 in (A.13) into (A.6) yields the equation (2.9) in Theorem 1. The model with the smallest risk among all the candidate models is marked in bold, which is also the best model (overspecified with fewest number of parameters). diag(1, 1, 2, 2, 3, 3) ) The model with the smallest risk among all the candidate models is marked in bold, which is also the best model (overspecified with fewest number of parameters) except for distribution condition 6.
