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Abstract— Troposphere effect mitigation based on numerical 
weather prediction (NWP) is an actual research topic in SAR 
interferometry (InSAR) and especially in persistent scatterer 
interferometry (PSI). This is the reason, a scientific troposphere 
effect mitigation processing system has been developed. The 
objective of this paper is to provide the methodology of four 
developed algorithms, demonstrate application examples, discuss 
the methods characteristic and recommend techniques for 
operational systems. 
 
Index Terms—persistent scatterer interferometry (PSI), 
atmospheric phase screen (APS), numerical weather prediction 
(NWP), wide area processing (WAP) 
I. INTRODUCTION 
adar wave propagation effects being the most dominant 
error source in InSAR data has long been recognized [1], 
[2],[3],[4],[5],[6]. The three main effects relevant for InSAR 
i.e. (a) hydrostatic delays, (b) wet delays, and (c) ionosphere 
effects are first considered by Zebker et al. [4]. Later on, 
Hanssen [5], [7] has completed this list with (d) the liquid 
water effect. The ionosphere effects (c) are mitigated straight 
forward by the split-spectrum method [8], [9] based on the fact 
it is a dispersive medium [10], [3]. In recent years, the 
mitigation of troposphere impacts (a) and (b) have attracted 
strong interest, however their mitigation is still a challenge. 
Williams et al. [6] have analyzed the spatial and temporal 
characteristic of InSAR tropospheric effects by the spatial and 
temporal structure function and provided the covariance 
between two points separated in time and/or space. Much 
progress has been achieved, by optimizing the algorithmic 
InSAR processing scheme. Essentially, Zebker et al. [4] have 
suggested the central principle for mitigation of troposphere 
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effects for surface deformation monitoring. I.e. knowing the 
troposphere is uncorrelated in time, averaging of N 
deformation measurements by stacking mitigates the effects 
standard deviation by a factor √𝑁. This principle has been 
brought to perfection by Ferretti et al. [11], [12], [13] via the 
long time span series analysis technique named persistent 
scatterer interferometry (PSI). Another well-known stacking 
development is the Small BAseline Subset (SBAS) algorithm 
[14]. Although stacking techniques now separate the InSAR 
measurement components i.e. topography, deformation, and 
troposphere, mitigating the tropospheric contribution is still 
vital. Due to the relation between the number of scenes and 
the expected variance of errors of the atmospheric estimates 
provided by Emardson et al. [15] and Rocca [16], 
compensation of troposphere by independent data reduces the 
number of required radar scenes or improves the deformation 
measurement precision [6], [17]. This is a direct consequence 
of the principle that the correction of the atmosphere and the 
stacking are complementary as pointed out by Williams et al. 
[6]. The correction of the atmosphere effects by independent 
data is denoted also calibration [6], [18], [15], [19]. In order to 
implement this, many different tropospheric mitigation 
techniques have been developed that reduce (a) hydrostatic 
delays and/or (b) wet delays because of their different 
characteristics. Hydrostatic delays result in a vertically 
stratified component, which correlates with the topography. 
For constant altitudes, it is spatially smooth because it can be 
modelled by temperature and pressure of the local 
troposphere. The wet delay corresponds to the turbulent water 
vapor component and is for this reason temporally and 
spatially very variable and consequently most difficult to 
compensate. The published calibration techniques can be 
classified into six categories. A) Vertical stratification directly 
estimated from InSAR data [20], [21], [22], [23], [24], [25], 
[26], [27]. (B) GNSS data i.e. based on Zenith Tropospheric 
(or Total) Delay (ZTD) respectively Zenith Path Delay (ZPD) 
or Zenith Wet Delay (ZWD) data [28], [6], [18], [15], [19], 
[29], [30], [31]. (C) Troposphere models using ground 
meteorological data e.g. Hopfield or Saastamoinen together 
with a mapping function e.g. Niell [4], [18], [32]. (D) Global 
coarse resolution meteorological data e.g. NARR, NH3D, 
ERA-Interim or the Climate Forecast System Reanalysis 
(CFSR) [33] [34], [35], [25], [36], [37]. (E) Imaging 
spectrometer e.g. MERIS and MODIS [32], [38], [25], [37] 
and (F) High resolution weather model data based on 
numerical weather prediction (NWP) [39], [40], [41], [42], 
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[25]. All the above techniques, except the first, use 
independent auxiliary data. 
Extensive research is still being done for troposphere 
mitigation e.g. in 2017 with the Toolbox for Reducing 
Atmospheric InSAR Noise (TRAIN) [25] and in 2018 with 
GACOS [31], [43] or [26], [27]. In the broader context of 
geosynchronous synthetic aperture radar, troposphere and APS 
models are also proposed [44], [45], [46]. However, little is 
published recently on troposphere mitigation based on F) high 
resolution weather model data based on NWP. Besides, prior 
research concluded NWP data cannot mitigate the turbulent 
water vapor [47] and support InSAR simply on long spatial 
wavelength i.e. longer than 20 km [48]. 
This paper’s contribution is summarized as follows. First, 
the presented research demonstrates by practical applications 
that troposphere mitigation based on NWP is attractive. 
Particularly, it overcomes limitations of the alternative 
techniques e.g. the sparse sampling of GNSS (B) and ground 
meteorological (C) data, the coarse resolution of global 
meteorological (D) and imaging spectrometer (E) data as well 
as the acquisition restrictions of imaging spectrometer (cloud 
free, at day time). Second, the manuscript verifies that NWP 
techniques (F) are suitable for an operational mitigation 
service which is relevant for completed (e.g. ERS-1/2, 
RADARSAT-1), current (e.g. Sentinel-1, TerraSAR-X) and 
proposed (e.g. Tandem-L) SAR missions. This is a present-
day topic as monitoring the Earth’s ground motion with 
millimeter precision from space on a global scale requires 
operationally troposphere corrections with all SAR scenes as 
proposed by Eineder et al. [49] or provided by von Allmen et 
al. [50]. Third, the paper contributes directly to wide area PSI 
(WAP). In mountainous and non-urban areas, the reference 
network typically cannot represent the troposphere effect. In 
this case, atmosphere mitigation is the key to avoid 
disconnected regions and error propagation. The paper 
demonstrates the typical SNR improvement of four NWP 
based methods comparing uncalibrated and troposphere 
calibrated data for each method independently. Also, it is 
intended to increase the attention for NWP based troposphere 
mitigation in the context of WAP. Fourth in the course of the 
authors developments, four mitigation techniques are 
implemented and were demonstrated and validated in projects 
e.g. Terrafirma [24] and a pilot study [51]. Each of these 
methods has its own characteristic, advantages and limitation. 
Subject of this paper is to provide the methodology, 
demonstrate application examples and discuss the methods 
characteristic. 
This paper is organized as follows. Section II describes the 
methods. Respective application demonstrations are provided 
in the results section III. In section IV, the characteristics of 
these methods are discussed. Finally, section V presents the 
conclusions. 
II. METHODS 
Numerical weather prediction (NWP) forecasts or hindcasts 
the atmosphere state based on coarse spatial and temporal 
initial data through the use of physical modelling and 
numerical approaches. The Weather Research and Forecasting 
(WRF) model [52] is an available and well supported 
implementation of NWP providing the temporal evolution of 
pressure, temperature and water vapor at high spatial 
resolution and finally at the time of a SAR acquisition. 
The Smith-Weintraub equation forms the basis of the NWP 
based troposphere effect mitigation [53]. 
 
 
𝑁(𝑟) = 𝑘1
𝑃𝑑(𝑟)
𝑇(𝑟)
+ 𝑘4
𝑃𝑐(𝑟)
𝑇(𝑟)
+ 𝑘2
𝑒𝑤(𝑟)
𝑇(𝑟)
+ 𝑘3
𝑒𝑤(𝑟)
𝑇2(𝑟)
 (1) 
 
It models the scaled-up atmospheric refractivity 𝑁(𝑟) 
[unitless] by the partial pressures of dry air Pd and of carbon-
dioxide Pc, absolute temperature T and the water vapor partial 
pressure ew. Rüger established the scaling constants k1, k2, k3 
and k4 [54]. The range error d
NWP
 can be estimated by the 
integrated scaled-up refractivity 𝑁(𝑟) along the wave 
propagation path i.e. the line of sight (LOS) 
 
 𝑑𝑁𝑊𝑃 = 10−6 ⋅ ∫ 𝑁(𝑟) 𝑑(𝑟)
𝑅𝑠𝑒𝑛𝑠𝑜𝑟
𝑅𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑟
 [m] (2) 
 
Via the radar wavelength λ, the atmospheric phase screen 
(APS) φNWP is calculated by the straight forward relation 
 
 𝜑𝑁𝑊𝑃 =
4𝜋
𝜆
𝑑𝑁𝑊𝑃   [rad] (3) 
 
This basic principle is suitable for implementing various 
methods. CFSR data [55], [56] are common to all and feature 
the global consistent state of the atmosphere every six hours 
with ca. 38 km horizontal resolution starting in year 1979. The 
data are made available by the National Center for 
Atmospheric Research (NCAR) and are the input to the NWP 
producing the right hand side parameters Pd/c, T and ew of Eq. 
(1). In Eq. (2), the integration path can be chosen along the 
line of sight or in zenith direction. The latter results in a 
computationally very efficient characterization of the 
troposphere impact. It can be used for the master selection 
support which is an indirect mitigation. In contrast, the LOS 
integration allows a direct calibration and is implemented in 
the following methods. If one limits to the characterization of 
the troposphere along vertical profiles, it results the vertical 
stratification mitigation. A computationally very efficient 
integration algorithm makes the high resolution APS 
mitigation and the high resolution and high precision APS 
mitigation practically feasible. The high precision in the 
second method is based on the utilization of the PSI data to 
correct the timing error of the NWP. In the following 
subsections, the developed methods are described. 
A. Master Selection Support 
For PSI on small urban areas, the master selection in the 
center of the time baseline diagram is a suitable concept [57]. 
However for the WAP, the master choice is essential for the 
PSI precision and final quality. Due to the PSI single master 
concept, the troposphere effect of the master acquisition is 
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included in all interferograms. Within PSI, the interferometric 
APS, i.e. the sum of master and slave effect, is estimated by a 
reference network. In practice, the PSI processing includes a 
sparse phase unwrapping followed by a Kriging for the spatial 
interpolation as well as the separation of noise and the 
interferometric atmosphere effect. A spatially smooth APS is a 
requirement for the successful phase unwrapping and Kriging 
filtering. Conversely, an unsuitable master scene needs to be 
compensated by a denser reference network. The subject of 
the master selection support is to predict the tropospheric 
power for each scene and select a master scene with the 
spatially least variable APS. 
Using the WRF system [52], the atmosphere state is com-
puted at the time of each SAR acquisition with a horizontal 
resolution of 3 km x 3 km and 50 vertical levels. Now, the 
scaled-up atmospheric refractivity 𝑁 is computed separately 
for the dry 𝑁𝑑𝑟𝑦 (i.e. terms with Pd and Pc) and the wet 𝑁𝑤𝑒𝑡 
(i.e. terms with ew) component using Eq. (1) as 
 
 𝑁 = 𝑁𝑑𝑟𝑦 + 𝑁𝑤𝑒𝑡 [unitless] (4) 
 
Given the WRF variables total pressure 𝑃𝑡𝑜𝑡 [hPa], the 
absolute temperature 𝑇𝐾  [°K] and the vapor mixing ratio 
𝑄𝑘𝑔 𝑘𝑔⁄ [kg/kg], Eq. (4) is composed of 
 
 
𝑁𝑑𝑟𝑦 = 𝑘1
0.622 ⋅  𝑃𝑡𝑜𝑡
(0.622 + 𝑄𝑘𝑔 𝑘𝑔⁄ ) ⋅ 𝑇𝐾
 (5) 
 
and 
 
 
𝑁𝑤𝑒𝑡 =
𝑃𝑡𝑜𝑡 ⋅ 𝑄𝑘𝑔 𝑘𝑔⁄ ⋅ (0.622 ⋅ 𝑘3 + 𝑘2 ⋅ 𝑇𝐾)
(0.622 + 𝑄𝑘𝑔 𝑘𝑔⁄ ) ⋅ 𝑇𝐾
2
 (6) 
 
In doing this, the dry and wet scaled-up atmospheric 
refractivity is available at a 3D-grid (blue dots in Fig. 1). 
For the characterization of the atmosphere, Eq. (2) needs to 
be implemented. In practice, the zenith direction integration 
path (Fig. 1) is convenient. A five-point Newton-Cotes 
integration formula integrates the tabulated data (i.e. the WRF 
grid) fast and without heavy CPU load. At the end, a metric is 
needed to compare the expected APS roughness of all scenes. 
Conventionally, a semivariogram describes this characteristic 
and is defined by 
 
 
𝛾(ℎ) =
1
2⋅𝑁𝑝(ℎ)
∑ {𝑍(𝑥𝑖) − 𝑍(𝑥𝑖 + ℎ)}
2𝑁𝑝(ℎ)
𝑖=1
 [rad
2
] (7) 
 
𝑁𝑝(ℎ) is the number of data pairs {𝑍(𝑥𝑖), 𝑍(𝑥𝑖 + ℎ)} which 
are separated by lag h and 𝑥𝑖 is the data location. In order to 
arrive at a straight forward master scene selection, a single 
value needs to characterize an applicable master scene. It was 
found that a small mean value of the wet component in the 
scene area is a suitable criterion. The process flow diagram is 
visualized in Fig. 2. 
 
 
Fig. 1.  Integration paths on the NWP data grid. 
 
 
Fig. 2.  Process flow diagram of the master selection support. 
 
B. Vertical Stratification Mitigation 
At few scene locations, vertical profiles of the troposphere 
effect are calculated (Fig. 3). For this method, the integration 
along the LOS is required and Eq. (2) is implemented by the 
Gauss–Kronrod quadrature formula. In practice, the increased 
computation time of this quadrature algorithm is uncritical 
because a coarsely sampled grid of vertical profiles (e.g. every 
10 km) is adequate. Starting from points along the vertical 
profiles (e.g. every 50 m), the troposphere range error along 
the LOS is calculated as a function of altitude for the master 
and slave atmosphere independently. In Fig. 3, the respective 
LOS integration path is visualized. Of course, the height 
dependent interferometric vertical stratification correction is 
calculated from the difference of these two values (Fig 4 left). 
Typically, a third order polynomial can approximate this 
function. In the next step, the coefficients of the fitted 
polynomials are spatially interpolated into the resolution of the 
input phase resulting in a unique vertical stratification 
polynomial for each interferogram sample. Notably, the 
method is model free i.e. the polynomial approximation makes 
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merely the spatial horizontal and vertical interpolation straight 
forward. Similar to DInSAR topography correction, the DEM 
is transformed into the master scene SAR geometry. Once the 
actual height at each interferogram sample is available, it is 
the input argument for the evaluation of the vertical 
stratification polynomial which provides the correction phase 
(Fig. 4 right). The overall process flow diagram is visualized 
in Fig. 5. 
 
Fig. 3.  Principle of vertical stratification mitigation. 
 
 
Fig. 4.  Interferometric stratification correction. Left: polynomial for a single 
sample, right: 100 km x 100 km interferogram correction. 
 
 
Fig. 5.  Process flow diagram of the vertical stratification mitigation. 
 
C. High Resolution APS Mitigation 
For high resolution mitigation, the integration along the real 
LOS needs to be performed on the raster of the master scene 
directly using the 3D positions of the resolution cells from a 
radarcoded DEM as the start locations. Fig. 6 visualizes the 
principle and that this algorithm copes with local topography 
as well as the local distribution of humidity, temperature and 
air pressure. In this figure, the points P1 and P2 provide a 
typical example of how the APS can change significantly from 
sample to sample caused by topography and the respective 
integration distances LP1 and LP2 through a NWP grid cell. A 
general problem of a straight forward implementation using 
the adaptive quadrature is the execution time making it 
practically infeasible. A newly developed algorithm 
approximates the integral of each LOS segment (red lines in 
Fig. 1) between vertical WRF grid layers [24].  
For temperature 𝑇𝐾  and water vapor 𝑄𝑘𝑔 𝑘𝑔⁄ , the segment-
wise parametric integration is based on a linear interpolation 
(Li) at orthometric height ℎ {ℎ|ℎ1 ≤ ℎ ≤ ℎ2} parameterized by 
the adjacent WRF grid layer heights ℎ1and ℎ2 as well as the 
respective values 𝑣1, 𝑣2 of 𝑇𝐾  and 𝑄𝑘𝑔 𝑘𝑔⁄ . 
 
 
𝐿𝑖(ℎ, ℎ1, ℎ2, 𝑣1, 𝑣2) =
ℎ ⋅ (𝑣1 − 𝑣2) − ℎ2 ⋅ 𝑣1 + ℎ1 ⋅ 𝑣2
ℎ1 − ℎ2
 (8) 
 
The total pressure 𝑃𝑡𝑜𝑡 is represented along orthometric height 
by a log-linear interpolation (LogLinInt) 
 
 𝐿𝑜𝑔𝐿𝑖𝑛𝐼𝑛𝑡(ℎ, ℎ1, ℎ2, 𝑣1, 𝑣2)
= 𝐸𝑥𝑝(𝐿𝑖(ℎ, ℎ1, ℎ2, 𝐿𝑜𝑔(𝑣1), 𝐿𝑜𝑔(𝑣2))) 
(9) 
 
between the adjacent WRF grid layers at heights ℎ1and ℎ2 and 
their respective values 𝑣1, 𝑣2 of 𝑃𝑡𝑜𝑡. Inserting this 
parameterization into Eq. (5) and (6), the interpolated values at 
orthometric height ℎ {ℎ | ℎ[𝑖] ≤ ℎ ≤ ℎ[𝑖 + 1]} in the vertical 
WRF grid segment with index 𝑖 depend only on the 
neighbouring layer heights ℎ[𝑖], ℎ[𝑖 + 1] and the respective 
layer values 𝑇𝐾[𝑖], 𝑇𝐾[𝑖 + 1], 𝑄𝑘𝑔 𝑘𝑔⁄ [𝑖], 𝑄𝑘𝑔 𝑘𝑔⁄ [𝑖 + 1], 
𝑃𝑡𝑜𝑡[𝑖] and 𝑃𝑡𝑜𝑡[𝑖 + 1]. Fig. 7 visualizes the respective 
parameters. As a result, the scaled-up refractivity 
 
 𝑁(ℎ, 𝑖) = 𝑓(ℎ, 𝑇𝐾[𝑖], 𝑇𝐾[𝑖 + 1], 𝑄𝑘𝑔 𝑘𝑔⁄ [𝑖], 𝑄𝑘𝑔 𝑘𝑔⁄ [𝑖
+ 1], 𝑃𝑡𝑜𝑡[𝑖], 𝑃𝑡𝑜𝑡[𝑖 + 1]) 
(10) 
 
can now be evaluated directly along the vertical line segment. 
Unfortunately, the non-linear Eq. (10) cannot be integrated 
analytically and numerical integration is the straight forward 
solution. In order to gain performance i.e. evaluating the 
integral directly, Eq. (10) is approximated by a Taylor series 
around the center point of the respective interval [ℎ[𝑖], ℎ[𝑖 +
1]]. For a typical vertical profile, the maximum relative error 
of the dry effect refractivity is less than 0.5% and of the wet 
effect less than 1.5% with a first order series expansion. With 
a second order, the maximum relative error reduces to 0.02% 
for the dry effect and to 0.06% for the wet effect refractivity 
[24]. For the Taylor series, an analytical integral is evaluated 
and the LOS incidence angle 𝜗 with respect to the orthometric 
height axis is corrected by the factor cos(ϑ)−1 [24] (Fig. 7). 
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As a consequence, the integral 𝐼[𝑖] for each segment is 
calculated directly from the intersection values of the LOS 
with the vertical WRF grid layers (orange dots in Fig. 7). An 
algorithm similar to raytracing provides these intersection 
points. In doing this, 3D-interpolation and numerous function 
evaluations can be avoided and the troposphere range effect 
𝑑𝑁𝑊𝑃 is the sum of few segment integral values. The detailed 
process flow diagram is visualized in Fig. 8. 
 
Fig. 6.  Principle of high resolution APS mitigation. 
 
 
 
Fig. 8.  Process flow diagram of the high resolution APS mitigation (swp: 
segment-wise parametric). 
 
D. High Resolution and High Precision APS Mitigation 
NWP hindcasts are solutions of partial differential equations 
and as a result, they are sensitive to initial atmosphere 
conditions. Similar to chaotic systems, the uncertainty in a 
hindcast increases exponentially with elapsed time. A typical 
example is the wind which is imprecise in speed and direction. 
As a result, humidity and cold or warm air are misplaced at the 
simulated SAR acquisition time. In order to deal with this 
effect, ensembles of N hindcasts 𝝋𝑖
𝑁𝑊𝑃 are computed [17]. 
𝝋𝑖
𝑁𝑊𝑃 are APS candidates generated from NWP at different 
times close to the SAR acquisition time, with different physics 
parameters, or both. Essentially, a weighted ensemble mean 
provides the high resolution and high precision APS 
correction ?̂?𝐴𝑃𝑆 
 
 ?̂?𝐴𝑃𝑆 = ∑ 𝑎𝑖  𝝋𝑖
𝑁𝑊𝑃𝑁
𝑖=1  [rad] (11) 
 
The actual implementation estimates additionally to the 
weights ai a systematic phase component parameterized by the 
offset c0 and the linear trends c1 respectively c2. Effects not 
part of the NWP and undefined in InSAR can be modelled by 
this principle e.g. the phase offset, orbit errors and ionospheric 
effects. A practical solution is obtained by the constrained 
minimization 
 
 
arg min
(𝑎𝑖,𝑐0,1,2)
‖𝝋𝐴𝑃𝑆 − 𝑐0 − 𝑐1𝒙
𝑃𝑆 − 𝑐2𝒚
𝑃𝑆 − ∑ 𝑎𝑖 𝝋𝑖
𝑁𝑊𝑃
𝑁
𝑖=1
‖
1|2
 
subject to:  𝑎𝑖 ≥ 0 ∩ ∑ 𝑎𝑖
𝑁
𝑖=1
= 1  
(12) 
 
𝝋𝐴𝑃𝑆 is the APS estimated from PSI at the locations (xPS,yPS). 
Assuming the deformation phase is much smaller in 
magnitude and extension compared to the APS, or is known 
beforehand and is masked, the unwrapped DInSAR phase 
𝝋𝐷𝐼𝑛𝑆𝐴𝑅 can be used likewise. In this case, ensembles of 𝑁𝑚 
and 𝑁𝑠 APS candidates 𝝋𝑖
𝑁𝑊𝑃𝑚 and 𝝋𝑖
𝑁𝑊𝑃𝑠 are generated for 
the master and the slave respectively. It is apparent that the 
interferometric APS ?̂?𝐴𝑃𝑆 is estimated from the master and 
the slave ensembles 
 
 
?̂?𝐴𝑃𝑆 = ∑ 𝑎𝑖  𝝋𝑖
𝑁𝑊𝑃𝑚
𝑁𝑚
𝑖=1
− ∑ 𝑏𝑖  𝝋𝑖
𝑁𝑊𝑃𝑠
𝑁𝑠
𝑖=1
 (13) 
 
and the constrained minimization 
 
 arg min
(𝑎𝑖,𝑏𝑖,𝑐0,1,2)
‖𝝋𝐷𝐼𝑛𝑆𝐴𝑅 − 𝑐0 − 𝑐1𝒙
𝑠𝑒𝑙 − 𝑐2𝒚
𝑠𝑒𝑙 − ?̂?𝐴𝑃𝑆‖
1|2
 
subject to:  𝑎𝑖 ≥ 0 ∩ ∑ 𝑎𝑖
𝑁𝑚
𝑖=1
= 1 ∩ 𝑏𝑖 ≥ 0 ∩ ∑ 𝑏𝑖
𝑁𝑠
𝑖=1
= 1  
(14) 
 
𝒙𝑠𝑒𝑙 and 𝒚𝑠𝑒𝑙 are positions of coherent and deformation masked 
differential interferogram pixels 𝝋𝐷𝐼𝑛𝑆𝐴𝑅. The overall process 
flow diagram of this technique is visualized in Fig. 9. 
The choice of 𝐿1 or 𝐿2 norm indicated by ‖. ‖1|2 in Eq. (12) 
and Eq. (14) depends on the actual test case. For DInSAR 
input data 𝝋𝐷𝐼𝑛𝑆𝐴𝑅, the 𝐿1 norm is recommended because it 
copes with outliers e.g. small unknown deformation areas and 
 
Fig. 7.  Geometry and principle of the segment-wise parametric integration. 
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small phase unwrapping errors. In case of an APS input 
estimated from PSI 𝝋𝐴𝑃𝑆, deformations are compensated 
already. Now, the 𝐿1 norm provides a sparse estimate of 𝑎𝑖 
selecting the best fitting APS candidates by close to zero-
weights of the other coefficients. Such a solution is preferred 
if the APS candidates are generated from different physics 
parameters in WRF. On the other hand, the 𝐿2 norm is optimal 
in case of Gaussian errors and is straight forward to 
implement. 
The ensemble size N, Nm, and Ns and the time interval 
between the ensemble members depend on the WRF 
horizontal grid size Δ𝑥𝑊𝑅𝐹  [km], the maximum wind speed 
inside a scene 𝑣𝑚𝑎𝑥  [km/h], the expected wind speed 
uncertainty 𝑣𝑒𝑟𝑟  [m/s] and the WRF hindcast evolution time 
span Δ𝑡ℎ𝑒𝑡𝑠 [h]. In practice, the typical uncertainty of wind 
speed 𝑣𝑒𝑟𝑟  is about 1 m/s. For CFSR input data, the temporal 
sampling is six hours. This explains the maximum hindcast 
evolution time span Δ𝑡ℎ𝑒𝑡𝑠
𝑚𝑎𝑥 = 6 hours because the SAR 
acquisition time is always within this time frame. The hindcast 
evolution time span is parameterized by the factor 𝑓𝑡 with 
{𝑓𝑡 ∈ ℝ | 0 < 𝑓𝑡 ≤ 1}. It is the hindcast evolution time span 
parameter which for instance is ½ in the middle of the time 
frame i.e. after three hours and 1 for a radar acquisition after 
six hours. 
 Δ𝑡ℎ𝑒𝑡𝑠 = 𝑓𝑡 ⋅ Δ𝑡ℎ𝑒𝑡𝑠
𝑚𝑎𝑥 [h] (15) 
 
Additionally, for tuning the precision, a partial change factor 
𝑓𝑃𝐶 with {𝑓𝑃𝐶 ∈ ℝ | 0 < 𝑓𝑃𝐶 ≤ 1} is introduced. It is the 
fractional amount of the WRF grid area of which the change 
wants to be observed. In case, the completely changed grid 
cell becomes an ensemble member, 𝑓𝑃𝐶 is one. More precise 
results are obtained with smaller values. E.g. with 𝑓𝑃𝐶 = 0.5, 
ensemble members are added after half of the grid cell is 
changed. The maximum offset 𝑥𝑒𝑟𝑟  [km] of humidity and cold 
or warm air caused by using 𝑣ℎ𝑖𝑛𝑑𝑐𝑎𝑠𝑡  instead of the true wind 
speed 𝑣𝑡𝑟𝑢𝑒 follows from the fact 𝑣ℎ𝑖𝑛𝑑𝑐𝑎𝑠𝑡 = 𝑣𝑡𝑟𝑢𝑒 ± 𝑣𝑒𝑟𝑟 . 
 
 𝑥𝑒𝑟𝑟 = ±
3600 [𝑠/ℎ]
1000 [𝑚/𝑘𝑚]
⋅ 𝑣𝑒𝑟𝑟 ⋅ Δ𝑡ℎ𝑒𝑡𝑠 [km] (16) 
 
The maximum wind speed 𝑣𝑚𝑎𝑥 [km/h] in the scene translates 
the offset 𝑥𝑒𝑟𝑟  [km] into a maximum timing error 
 
 𝑡𝑒𝑟𝑟 = ±
𝑥𝑒𝑟𝑟
𝑣𝑚𝑎𝑥
 [h] (17) 
 
It specifies the required time span around the radar acquisition 
time 𝑡𝑆𝐴𝑅 of the WRF hindcast to [𝑡𝑆𝐴𝑅 − 𝑡𝑒𝑟𝑟 , 𝑡𝑆𝐴𝑅 + 𝑡𝑒𝑟𝑟]. 
The time interval between the ensemble members 𝛥𝑡𝑒𝑛𝑠 [min] 
depends on the hindcast grid size 𝛥𝑥𝑊𝑅𝐹  [km], the maximum 
wind speed 𝑣𝑚𝑎𝑥  [km/h] and the partial change factor 𝑓𝑃𝐶. 
 
 𝛥𝑡𝑒𝑛𝑠 = 60 [𝑚𝑖𝑛/ℎ] ⋅
Δ𝑥𝑊𝑅𝐹
𝑣𝑚𝑎𝑥
⋅ 𝑓𝑃𝐶 [min] (18) 
 
The ensemble size N (also Nm, and Ns) follows from the 
maximum timing error 𝑡𝑒𝑟𝑟 [h] and the time interval between 
the ensemble members 𝛥𝑡𝑒𝑛𝑠 [min] with ⌈. ⌉ being the ceiling 
function. 
 
 
𝑁 = ⌈60 [𝑚𝑖𝑛/ℎ] ⋅
2 ⋅ 𝑡𝑒𝑟𝑟
𝑡𝑒𝑛𝑠
⌉ 
    = ⌈
36 [𝑠/ℎ]
5 [𝑚/𝑘𝑚]
⋅
𝑓𝑡
𝑓𝑃𝐶
⋅
Δ𝑡ℎ𝑒𝑡𝑠
𝑚𝑎𝑥⋅𝑣𝑒𝑟𝑟
Δ𝑥𝑊𝑅𝐹
⌉ 
(19) 
 
For the examples in Table I, 𝑓𝑃𝐶 = 1 and  𝑓𝑡 = 1 are 
chosen. 
 
TABLE I 
Ensemble size N and the time interval between the ensemble members. 
 Δ𝑥𝑊𝑅𝐹 = 3 km Δ𝑥𝑊𝑅𝐹 = 1 km 
 Δtens [min] N Δtens [min] N 
vmax=10 km/h 18.0 15 6.0 44 
vmax=20 km/h 9.0 15 3.0 44 
vmax=30 km/h 6.0 15 2.0 44 
vmax=40 km/h 4.5 15 1.5 44 
vmax=50 km/h 3.6 15 1.2 44 
vmax=60 km/h 3.0 15 1.0 44 
 
A suggestion of Richard Bamler is relaxing the constraints 
in Eq. (12) and Eq. (14) to ∑ 𝑎𝑖
𝑁𝑚
𝑖=1 ≅ 1 and ∑ 𝑏𝑖
𝑁𝑠
𝑖=1 ≅ 1. As a 
consequence, the APS estimation can cope with biased 
hindcasts. The actual implementation follows this suggestion 
and the examples presented in the following section include 
this feature. 
 
 
Fig. 9.  Process flow diagram of the high resolution and high precision APS 
mitigation (swp: segment-wise parametric). 
III. RESULTS 
A. Master selection support 
Fig. 10 compares three geocoded zenith wet delay products 
taken from ERS acquisitions (black rectangle). The mean 
values in the scenes areas are 105.7 mm (left) 96.5 mm 
(middle) and 37.1 mm (right). In this example, the right 
acquisition taken on Mar 23, 1998 is a better master scene. It 
follows from two facts. First, more humidity impacts the radar 
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wave propagation in the two left acquisitions (from Sep 25, 
1995 and Jan 8, 1996) as the mean is a substitute for the total 
amount of humidity. And second, humidity predicted from 
WRF follows a power law which explains the expected higher 
variation on the high resolution InSAR scale. It is based on 
wind transport plus mass and energy conservation equations. 
In reality, water vapor is mainly contained in the near-ground 
surface troposphere where a strong turbulent mixing process 
occurs [32]. As a consequence, it is spatially heterogeneous. 
However, WRF cannot model turbulent processes. Fig 11 
confirms the power law characteristic of the WRF output and 
the previous master scene selection by the visualization of the 
respective semivariograms. 
 
 
Fig. 10.  Geocoded zenith wet delay products; left: acquisition (1) from Sep 
25, 1995; middle: acquisition (2) from Jan 8, 1996 and right: acquisition (3) 
from Mar 23, 1998. 
 
 
Fig. 11.  Semivariograms of the geocoded zenith wet delay for the examples 
from Fig. 10. 
 
B. Vertical stratification mitigation 
Fig. 4 (right) visualizes a vertical stratification mitigation 
phase. It corrects each interferogram sample with an 
individual value. In plain areas, only little correction is 
applied. The correction is very smooth in such areas because it 
uses the NWP hindcast on a very coarse grid only and as a 
consequence, local atmosphere effects are not mitigated. 
However, this mitigation is very valuable if the relative 
estimation spans a height difference. Applying the 
stratification mitigation, more PSs in mountainous areas can 
be connected by relative estimates. Fig. 12 provides an 
example. The periodogram |𝛾| [unitless] 
 
 |𝛾(Δ𝑣𝑃𝑆1,2, Δℎ𝑃𝑆1,2)|
= |
1
𝐾
∑ 𝑒𝑗⋅(𝜑𝑘
𝐷𝐼𝑛𝑆𝐴𝑅𝑃𝑆1  − 𝜑𝑘
𝐷𝐼𝑛𝑆𝐴𝑅𝑃𝑆2) ⋅ 𝑒−𝑗⋅𝑚𝑜𝑑𝑒𝑙
𝐾
𝑘=1
| 
(20) 
 
represents the likelihood of an estimate [12] and is visualized 
for uncorrected (upper left) 
 
 𝑚𝑜𝑑𝑒𝑙𝑢 = 𝐵𝑘 ⋅ Δℎ𝑃𝑆1,2 + 𝑇𝑘 ⋅ Δ𝑣𝑃𝑆1,2 [rad] 
(21) 
 
and stratification corrected (upper right) 
 
 𝑚𝑜𝑑𝑒𝑙𝑐 = 𝐵𝑘 ⋅ Δℎ𝑃𝑆1,2 + 𝑇𝑘 ⋅ Δ𝑣𝑃𝑆1,2 +
                    (𝜑𝑘
𝐴𝑃𝑆𝑃𝑆1 − 𝜑𝑘
𝐴𝑃𝑆𝑃𝑆2) [rad] 
(22) 
 
data. In the equations above, the relative (i.e. between PS1 and 
PS2) DEM update Δℎ𝑃𝑆1,2 [m] and the relative deformation 
rate Δ𝑣𝑃𝑆1,2 [mm/yr] are the PSI estimates. 𝐾 is the number of 
differential interferograms 𝜑𝑘
𝐷𝐼𝑛𝑆𝐴𝑅 [rad] in the stack. 
𝜑𝑘
𝐷𝐼𝑛𝑆𝐴𝑅𝑃𝑆1  and 𝜑𝑘
𝐷𝐼𝑛𝑆𝐴𝑅𝑃𝑆2  denote the data from PS1 and PS2 
respectively. 𝐵𝑘 [rad/m] is the respective height to phase 
conversion factor and 𝑇𝑘 [rad yr mm
-1
] is the respective 
velocity to phase conversion factor with the corresponding 
velocity expressed in mm/yr. 𝜑𝑘
𝐴𝑃𝑆𝑃𝑆1  and 𝜑𝑘
𝐴𝑃𝑆𝑃𝑆2  are the 
interferometric stratification corrections for the interferogram 
with index k at the location of PS1 and PS2 respectively. Only 
in the corrected data (upper right), the peak can 
unambiguously be detected. The coherence improvement 
depending on the relative height difference has a quadratic 
characteristic. It is plotted in Fig. 13. For a typical ERS stack, 
the coherence improves approximately by 10% for a height 
difference of 200 m and by 20% for 300 m. 
 
 
Fig. 12.  Top row: periodograms demonstrating an improved estimation, 
bottom figure: distribution of the respective PSs in a mountainous area 
(topography is background). 
 
 
Fig. 13.  Coherence improvement depending on height difference. 
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C. High resolution APS mitigation 
Fig. 14 right provides an example for an interferometric 
APS calculated from NWP hindcasts with 3 km resolution. 
The test site is in the North German lowlands with very little 
topography variation. Now, the mitigation phase shows local 
tropospheric effects. Fig. 15 provides a semivariogram of the 
residual phase after a PSI processing with uncompensated 
(solid line) and compensated (dotted line) data. In this 
example, the SNR of the interferometric data is doubled. It 
results directly from the high resolution atmosphere correction 
because of the lack of topography. The semivariogram 
demonstrates the improvement for a single interferogram. In 
contrast, the periodogram includes all interferograms and can 
indicate the improvement for all scenes. Fig. 16 compares the 
 
Fig. 14.  APS estimated from 3 km x 3 km NWP (WRF). Left: master APS, 
middle: slave APS, right: interferometric APS. 
 
Fig. 15.  Semivariogram of uncompensated (solid line) and compensated 
(dotted line) data. 
 
 
Fig. 16.  Top row: periodograms demonstrating an improved estimation, 
bottom figure: distribution of the respective PSs in the test site (topography is 
background). 
 
periodograms (Eq. (20) – (22)) for the uncompensated (upper 
left) and compensated (upper right) data. The coherence 
improves from 0.486 to 0.685 which corresponds to an SNR 
improvement of about 3.6 dB. 
 
D. High resolution and high precision APS mitigation 
The weighted ensemble compensates best for the 
tropospheric effect. The reason is the use of DInSAR or PSI 
data to correct for the NWP uncertainties. Fig. 17 shows an 
ERS example for an area of about 100 km x 100 km with the 
interferometric data (top row) and the estimated components 
(middle and bottom rows). In this test case, the residual phase 
(i.e. the APS) of the input interferogram spans more than a 
phase cycle (upper left figure). However, the compensated 
interferogram (upper right figure) is within half a phase cycle. 
In the upper middle figure, the estimated InSAR APS is 
corrected but not the residual trend caused e.g. by an orbit 
error or the ionospheric effect. 
 
Fig. 17.  Estimated components for an area of 100 km x 100 km. 
 
In this example, the ensemble of APS candidates is 
generated from WRF hindcasts with 1 km x 1 km resolution 
and time separations of 10 minutes from each other close to 
the SAR acquisition time. Fig. 18 visualizes a subset of the 
used master APS candidates. To illustrate the change of 
troposphere, a time separation of 20 minutes and the wet 
component solely, i.e. without the dominant dry effect, is 
presented. The weighted combination of the APS candidates 
provides the estimated APS of the master (Fig. 17 bottom row 
left figure), of the slave (bottom row middle figure) and finally 
of the differential interferogram (middle row left figure). All 
these APS estimates show the high resolution spatial pattern of 
humidity. The semivariogram provides the statistical figure on 
the SNR improvement and is provided in Fig. 19. A solid line 
is used for the uncompensated and a dotted line for the APS 
mitigated data. First, a small variance is observed for both data 
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sets. It results from the selected test case. To better 
demonstrate the difficult compensation of the wet effect, a one 
day separated ERS-TANDEM acquisition pair and a test site 
with only little topography (the North German lowlands) are 
used. The scenes are acquired in summer on Jul 6, 1996 and 
Jul 7, 1996. This approach results in small dry and vertical 
stratification components confirmed in the semivariogram. 
Second, Fig. 19 shows that the estimation can mitigate the wet 
troposphere effect down to a resolution of 5 km. By means of 
larger ensembles of NWP candidates and with better spatial 
resolution, this characteristic can be improved. 
        
 
Fig. 18.  Visualization of a subset of the master APS candidates (time 
separation of 20 minutes and wet component solely, i.e. without dry effect). 
 
Fig. 19.  Semivariogram of uncompensated (solid line) and compensated 
(dotted line) data. 
IV. DISCUSSION 
Four options to implement atmosphere mitigation are pres-
ented, namely the master selection support, the vertical 
stratification mitigation, the high resolution APS mitigation 
and the high resolution and high precision APS mitigation. All 
have different characteristics e.g. complexity of implement-
ation, requirements on the hardware and input data, mitigation 
precision and spatial resolution. 
The choice of the quadrature method for Eq. (2) affects the 
precision and computational effort. Both are essential aspects 
of operational systems and an acceptable trade-off specific for 
each mitigation method needs to be implemented. The 
Newton-Cotes integration, used in the master selection 
support, integrates a tabulated set of data. Simplified, the 
WRF output parameters are first transformed into the scaled-
up refractivity on the given 3D-grid and then integrated. 
Additionally, the Newton-Cotes algorithm fits polynomials for 
the integration assuming the refractivity can be modelled by a 
polynomial in vertical direction. For the master selection 
support, these simplifications can be tolerated because the 
computed wet effect is not applied directly on the InSAR data. 
In contrast to Newton-Cotes, the Gauss-Kronrod quadrature, 
implemented in the vertical stratification mitigation, is a 
nested iterative method which varies the step size and the 
polynomial order based on an error estimate. As a 
consequence, it requires 3D-interpolation in the given 3D-grid 
of WRF. Due to the fact the Smith Weintraub Eq. (1) is non-
linear, the WRF output parameters 𝑃𝑡𝑜𝑡, 𝑇𝐾  and 𝑄𝑘𝑔 𝑘𝑔⁄  need 
to be interpolated and transformed into the scaled-up 
refractivity in each integration step. It is more precise, 
however much more computationally intensive compared to 
Newton Cotes. For the high resolution mitigation methods it is 
inexpedient. The newly developed segment-wise parametric 
integration solves the performance problem. 
In practice, the master selection support and basic vertical 
stratification mitigation can be implemented using coarse 
resolution atmosphere data directly (e.g. CFSR or ECMWF) 
without the need of a weather model execution. This can 
reduce the CPU and memory cost compared to the other 
techniques. However, for all methods, the mitigation 
performance depends on the spatial and temporal sampling of 
the hindcast. Simply, the master selection support is less 
demanding in the spatial sampling. In this technique, the 
predicted wet effect is no longer considered after selecting an 
appropriate master scene based on it. Currently, the 
implementation in the TEMP framework generates WRF 
hindcasts with 3 km horizontal resolution because of only 
moderate hardware requirements. Nowadays, hindcasts with 1 
km resolution are easily available using fast CPUs and CFSR 
input data. The high horizontal resolution is an important 
advantage and the basis for a better mitigation compared to the 
sparse sampling of the alternative techniques (B, C, D and E). 
In vertical direction, the number of levels is fixed to 50 in the 
developed processing system and the demonstrated examples. 
Abrupt changes in temperature and water vapor mixing ratio 
are physically realistic in this direction. In practice, the 
vertical sampling in the WRF model should allow the 
representation and physical modelling of these abrupt effects. 
Tests have demonstrated, the hindcast does not improve with 
more than 50 levels [24] and as a consequence increasing the 
number of levels does not affect the mitigation performance. 
The master selection support, the vertical stratification 
mitigation and the high resolution APS mitigation are 
independent of interferometric data whereas, the high 
resolution and high precision APS mitigation utilizes the 
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interferometric phase in order to correct for the NWP 
uncertainties. As a consequence, the high resolution and high 
precision APS mitigation is available in parallel to a PSI 
processsing only and is not suitable for an independent 
service. As shown, it provides the best troposphere effect 
mitigation on a price of being computationally more costly. 
The high resolution APS mitigation and the high resolution 
and high precision APS mitigation are considered advanced 
methods due to the mitigation of local troposphere effects with 
high resolution. At least one of the two should be implemented 
in an operational system. 
V. CONCLUSION 
Troposphere effect mitigation is a key methodology in order 
to improve the InSAR measurement precision, support PSI 
wide area processing and InSAR applications in mountainous 
areas. For this reason, the techniques are relevant for 
completed (e.g. ERS-1/2, RADARSAT-1), current (e.g. 
Sentinel-1, TerraSAR-X) and proposed (e.g. Tandem-L) SAR 
missions. In practice, all four presented methods improve the 
SNR of the interferometric data. Compared to other 
techniques, the NWP based methods overcome limitations of 
spatial sampling, global data availability and temporal 
interpolation. For operational InSAR systems, it is 
recommended to implement the master selection support and 
at least one of the advanced methods i.e. high resolution APS 
mitigation or high resolution and high precision APS 
mitigation. 
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