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Abstract
Rayleigh functions σl(ν) are defined as series in inverse powers of the Bessel function zeros λν,n = 0,
σl(ν) =
∞∑
n=1
1
λ2lν, n
,
where l = 1,2, . . . ; ν is the index of the Bessel function Jν(x) and n = 1,2, . . . is the number of the zeros.
Convolutions of Rayleigh functions with respect to the Bessel index,
Rl(m) =
∞∑
k=−∞
σl
(|m− k|)σl(|k|) for l = 1,2, . . . ; m = 0,±1,±2, . . . ,
are needed for constructing global-in-time solutions of semi-linear evolution equations in circular domains
[V. Varlamov, On the spatially two-dimensional Boussinesq equation in a circular domain, Nonlinear Anal.
46 (2001) 699–725; V. Varlamov, Convolution of Rayleigh functions with respect to the Bessel index,
J. Math. Anal. Appl. 306 (2005) 413–424]. The study of this new family of special functions was initiated
in [V. Varlamov, Convolution of Rayleigh functions with respect to the Bessel index, J. Math. Anal. Appl.
306 (2005) 413–424], where the properties of R1(m) were investigated. In the present work a general repre-
sentation of Rl(m) in terms of σl(ν) is deduced. On the basis of this a representation for the function R2(m)
is obtained in terms of the ψ-function. An asymptotic expansion is computed for R2(m) as |m| → ∞. Such
asymptotics are needed for establishing function spaces for solutions of semi-linear equations in bounded
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1462 V. Varlamov / J. Math. Anal. Appl. 327 (2007) 1461–1478domains with periodicity conditions in one coordinate. As an example of application of Rl(m) a forced
Boussinesq equation
utt − 2bΔut = −αΔ2u +Δu+ βΔ
(
u2
)+ f
with α,b = const > 0 and β = const ∈ R is considered in a unit disc with homogeneous boundary and initial
data. Construction of its global-in-time solutions involves the use of the functions R1(m) and R2(m) which
are responsible for the nonlinear smoothing effect.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Rayleigh functions are defined by the formula (see [20, p. 502])
σl(ν) =
∞∑
n=1
1
λ2lν,n
for l = 1,2,3, . . . , (1.1)
where λν,n = 0 are zeros of the Bessel function Jν(z) numbered in the order of increasing magni-
tudes of their real parts (so that n = 1,2, . . . is the number of the zeros). The sums (1.1) were first
used by Euler to determine the three smallest zeros of J0(2
√
z ) while Rayleigh independently
computed the smallest positive zeros of Jν(z) with the help of these functions. They were also
studied by Cayley, Graf, Gubler, Graeffe and Kapteyn (see [20, p. 502] and references therein).
The sums (1.1) appear in a large class of physically important problems related to investigation
of vibrating drumheads, heat conduction in cylinders, normal modes in resonant cavities and
Fraunhofer diffraction through circular apertures (see, e.g., [4]).
Convolutions of Rayleigh functions with respect to the power l were considered in [1,3,4,7,
10,11]. N. Meiman [10] was the first to obtain a compact recursion formula
σl(ν) = 1
ν + l
l−1∑
k=1
σl−k(ν)σk(ν) for l = 2,3,4, . . . . (1.2)
Later it was also established by N. Kishore [7]. Combined with the representation for the first
Rayleigh sum (see [20, p. 502]),
σ1(ν) = 122(ν + 1) for ν = −1, (1.3)
(1.2) provides a convenient tool for calculating the Rayleigh sums of any index.
It turns out that different types of convolutions are needed for constructing global-in-time so-
lutions of semi-linear equations in circular domains [18,19]. These are convolutions with respect
to the Bessel function index
Rl(m) =
∞∑
p,k=−∞
∞∑
q,s=1
1
λ2lp,q
1
λ2lk,s
for l = 1,2, . . . ; m = 0,±1,±2, . . . . (1.4)
p+k=m
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nate. Due to the symmetry property of the zeros of Bessel functions of integer indices (1.4) can
be rewritten as
Rl(m) =
∞∑
k=−∞
σl
(|m− k|)σl(|k|). (1.5)
The study of the family of functions (1.4) was initiated in [19], where R1(m) was considered
and its representation in terms of the ψ -function was derived, namely
R1(0) = 116
(
π2
3
− 1
)
,
R1(m) = 18(|m| + 2)
[
2
(|m| + 1)γ +ψ(|m| + 1)|m| − 1
]
for m = 0.
The function R1(m) has a removable singularity at m = 0 and satisfies the inequality [19]
0 <R1(m) < 0.15. The asymptotics of R1(m) for |m| → ∞ is
R1(m) ∼ 14
[
ln |m|
|m| +
2γ − 1
2|m| +O
(
ln |m|
|m|2
)]
. (1.6)
In the present paper we continue this investigation and deduce a general representation of the
special functions Rl(m) in terms of the Rayleigh sums σi(k), namely
Rl(m) =
|m|∑
k=0
1
(|m| − k + l)(l + k)
l−1∑
i,j=1
Sl−i,i
(|m| − k)Sl−j,j (k)
+ 2
∞∑
k=1
1
(|m| + k + l)(l + k)
l−1∑
i,j=1
Sl−i,i
(|m| + k)Sl−j,j (k), (1.7)
where l = 2,3,4, . . . ; m = 0,±1,±2, . . . and Si,j (k) = σi(k)σj (k) are the elements of the
dyadic product of the vector σ (k) = {σi(k)}l−1i=1 with itself. On the basis of this formula we com-
pute R2(m) and obtain its asymptotics as |m| → ∞. The latter issue is important for treating
solutions of semi-linear equations in bounded domains with periodicity conditions in one coor-
dinate.
The paper has the following structure. Section 2 contains some basic facts from the theory
of special functions involved in the current analysis. In Section 3, the forced Boussinesq equa-
tion in a disc is considered as an example of application of the convolutions (1.5) for solving
initial-boundary-value problems in circular domains. Construction of its global-in-time solutions
leads to the appearance of the functions R1(m) and R2(m). A distinctive feature of such initial-
boundary-value problems is the presence of periodicity conditions in the angular coordinate. The
author’s earlier paper [17] dealt with the radially symmetric case, where the functions Rl(m)
could not have appeared in principle. In the paper [18] the homogeneous damped Boussinesq
equation in a disc was considered with nonhomogeneous initial data without taking notice of
the functions Rl(m) and the corresponding smoothing effect. The use of the functions R1(m)
and R2(m) allows one to raise the index of the Sobolev space Hs(Ω) where the solutions are
constructed. In Section 4, the general representation of the functions Rl(m) for integers l  2
is deduced (see (1.7)). In Section 5, on the basis of this formula R2(m) is considered and its
asymptotics for |m| → ∞ is computed.
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It is well known that for ν > −1 the zeros of Bessel functions Jν(x) are real (see [20, p. 482]).
Also, Bessel functions of integer indices satisfy the relation
J−m(x) = (−1)mJm(x) for m = 0,1,2, . . . .
Therefore zeros of the Bessel functions of integer indices are real and have the property
λ−m,n = λm,n for m = 0,±1,±2, . . . , n = 1,2,3, . . . . (2.1)
For m  n large positive zeros of Jm(z) have the following asymptotic expansion uniform
in m (McMahon’s expansion, see [12, p. 247]):
λm,n = υm,n +O
(
1
υm,n
)
, (2.2)
where
υm,n =
(
m+ 2n− 1
2
)
π
2
for n → +∞.
Take some q > 0 and denote by ‖Jm(q·)‖2L2(0,1) =
∫ 1
0 J
2
m(qr)r dr the norm of Jm(qx) in the real
space L2(0,1). For sufficiently large q > 0 there exist such positive constants C1 and C2 that the
following estimate holds (see [16, p. 219]):
C1
q

∥∥Jm(q·)∥∥2L2(0,1)  C2q . (2.3)
A ψ -function of Gauss (sometimes also called digamma function) is defined as [15]
ψ(z) = d
dz
ln(z),
where (z) is the gamma-function. The function ψ(z) is analytic in the whole complex plane
excluding the points z = 0,−1,−2, . . . , where it has simple poles. For integer values of the
argument it has the following properties:
ψ(1)+ γ = 0 (2.4)
and
ψ(m+ 1)+ γ =
m∑
k=1
1
k
for m 1, (2.5)
where γ = 0.577215 . . . is the Euler constant. Also,
ψ(z + 1) = ψ(z) + 1
z
and ψ ′(z + 1) = ψ ′(z) − 1
z2
. (2.6)
The derivative of ψ(z) defined as ψ ′(z) = d2(ln(z))/dz2 has a representation
ψ ′(z) =
∞∑
k=0
1
(z + k)2
which implies that ψ ′(1) = π2/6. The functions ψ(z) and ψ ′(z) have the following asymptotic
expansions for |z| → ∞ and |arg z| π − ε (ε > 0) (see [5,15]):
ψ(z) ∼ ln z − 1 − 1 2 + O
(
1
4
)
2z 12z z
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ψ ′(z) ∼ 1
z
+ 1
2z2
+ 1
6z3
+O
(
1
z5
)
. (2.7)
The ζ -function is given by the formula [5]
ζ(z) =
∞∑
k=1
1
kz
for z > 1. (2.8)
Therefore taking into account that
ψ ′′(z) = −2
∞∑
k=0
1
(z + k)3 and ψ
′′′(z) = 6
∞∑
k=0
1
(z + k)4
we deduce that (see [5,15])
ψ ′′(1)
2
= −ζ(3) ≈ −1.202
and
ψ ′′′(1)
6
= ζ(4) = π
4
90
≈ 1.0823. (2.9)
Introduce a unit disc Ω = {(x, y): x2 + y2 < 1} and denote by 〈·,·〉 = 〈·,·〉L2(Ω) a usual inner
product in the complex space L2(Ω) and by ‖ · ‖ = ‖ · ‖L2(Ω) a corresponding norm. We shall
use the Sobolev spaces Hs(Ω) = Ws2 (Ω) with s ∈ R equipped with the norm (see [9, p. 37])
‖u‖2s = ‖u‖2Hs(Ω) =
∑
m,n
λ2sm,n|uˆm,n|2‖χm,n‖2, (2.10)
where χm,n are bounded eigenfunctions of the Laplace operator in Ω with homogeneous Dirich-
let conditions and λm,n > 0 are the corresponding eigenvalues. Here and in the sequel the notation
is used
∑
m,n =
∑∞
m=−∞
∑∞
n=1 .
Let Hs0 (Ω), s  0, be the completion of the space C∞0 (Ω) endowed with the inner product〈·,·〉s and the corresponding norm ‖ · ‖s . For s = 0 the subindex s will be omitted in the notations
〈·,·〉s and ‖ · ‖s . For any Banach space X denote by L∞(R+,X) the class of L∞-mappings from
R+ to X. This space is equipped with the norm
‖u‖L∞(R+,X) = ess sup
t∈R+
∥∥u(·, t)∥∥
X
. (2.11)
The space Cb(R+,X) is the space of continuous and bounded mappings t → u(·, t) from R+ to
X and is equipped with the same norm (2.11).
3. Initial-boundary-value problem
In this section we provide an example of an initial-boundary-value problem leading to an
appearance of R1(m) and R2(m). These special functions are responsible for the smoothing effect
due to quadratic nonlinearity and circular geometry. Consider the following initial-boundary-
value problem:⎧⎪⎨⎪⎩
utt − 2bΔut = −αΔ2u+ Δu + βΔ(u2)+ af, (x, y) ∈ Ω , t > 0,
u(x, y,0) = ut (x, y,0) = 0, (x, y) ∈ Ω , (3.1)
u|∂Ω = Δu|∂Ω = 0, t > 0.
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of elastic membranes. It also appears in the context of describing long wave propagation in
shallow water (see [2,14,18] and references cited therein). Here b = const > 0 is the viscosity
coefficient, α = const > 0, Δ2 = ΔΔ, f = f (x, y, t) is a real function and a = const > 0 is a
parameter controlling the source term f . Parameter a must be bounded by a certain constant
in order to guarantee existence of global-in-time solutions and avoid blow-up (see [6,8] in this
context). The fact that we consider homogeneous initial data in (3.1) is not a matter of principle.
An adjustment for the case of nonhomogeneous initial data can be done along the lines of [18].
Rewriting (3.1) in polar coordinates, so that Ω = {(r, θ): r < 1, θ ∈ [−π,π]}, and keeping
the same notation for the function f = f (r, θ, t) we add periodicity and boundedness conditions
u(r, θ + 2π, t) = u(r, θ, t), (r, θ) ∈ Ω, t > 0,∣∣u(0, θ, t)∣∣< ∞, t > 0. (3.2)
Denote by A the operator −Δ defined on sufficiently smooth functions χ(r, θ) satisfying the
homogeneous Dirichlet conditions and periodicity conditions (3.2) and let
ω(A) = (μA2 +A)1/2 where μ = α − b2 > 0.
The case α > b2 is the most interesting one from the point of view of both mathematics and
physics since it corresponds to existence of an infinite number of damped oscillations. The “over-
damping case” 0 < α < b2 does not present any difficulties but is much less interesting since
aperiodic processes play the main rôle.
Definition. A function u(·, t) is called a mild solution of the problem (3.1) if it satisfies the
integral equation
u(·, t) = a
t∫
0
exp
[−b(t − τ)A](ω(A))−1 sin(ω(A)(t − τ))f (·, τ ) dτ
− β
t∫
0
exp
[−b(t − τ)A](ω(A))−1 sin(ω(A)(t − τ))Au2(·, τ ) dτ
in the Banach space Cb(R+,H s0 (Ω)). Here the operator functions exp(−btA) and sin(ω(A)t)
and the nonlinear term Au2(·, t) are understood via their eigenfunction expansions.
Now we present a formal scheme of constructing global-in-time solutions for (3.1) (see, e.g.,
[18]). We look for solutions in the form of a series
u(r, θ, t) =
∞∑
m=−∞
∞∑
n=1
uˆm,n(t)χm,n(r, θ), (3.3)
where
χm,n(r, θ) = Jm(λm,nr)eimθ
are the bounded eigenfunctions of the Laplace operator in Ω . In contrast to Galerkin’s
method, we use a projection onto the infinite-dimensional space spanned by the whole system
{χm,n}m∈Z, n∈N. The result of expanding the nonlinearity into such a series is [18]
V. Varlamov / J. Math. Anal. Appl. 327 (2007) 1461–1478 1467u2(r, θ, t) =
∑
m,n
û2m,n(t)χm,n(r, θ),
where
û2m,n =
∑
p,q,k,s:
p+k=m
b(m,n;p,q, k, s)uˆp,q(t)uˆk,s(t), (3.4)
b(m,n;p,q, k, s) = 〈χp,q · χk,s, χm,n〉‖χm,n‖2 =
∫ 1
0 Jp(λp,qr)Jk(λk,sr)Jm(λm,nr)r dr
‖Jm(λm,n·)‖2L2(0,1)
.
The orthogonality condition for the angular eigenfunctions,
π∫
−π
ei(p+k−m)θdθ =
{2π, p + k = m,
0, p + k = m,
reduces the quadruple series
∑
p,q,k,s to the triple one, so that the convolution with respect to
the angular indices p and k appears in (3.4). This is a direct consequence of the periodicity
conditions in (3.1).
Expanding the source term f into the eigenfunction series
f (r, θ, t) =
∑
m,n
fˆm,n(t)χm,n(r, θ)
and substituting this expansion, (3.3) and (3.4) into (3.1) we obtain a Cauchy problem for the
coefficients uˆm,n(t). After integrating with respect to t we arrive at a nonlinear integral equation
uˆm,n(t) = a
t∫
0
e−bλ2m,n(t−τ) sin(ωm,n(t − τ))
ωm,n
fˆm,n(τ ) dτ
− βλ2m,n
t∫
0
e−bλ2m,n(t−τ) sin(ωm,n(t − τ))
ωm,n
û2m,n(τ ) dτ, (3.5)
where
ωmn = λmn
√
μλ2mn + 1 and μ = α − b2 > 0.
Next, we represent the coefficients uˆm,n(t) as a series of iterations
uˆm,n(t) =
∞∑
N=0
aN+1vˆ(N)m,n(t), (3.6)
where the zero iteration vˆ(0)m,n(t) corresponds to the solution of the linear problem and vˆ(N)m,n(t)
with N  1 are the nonlinear iterations. Equating coefficients of equal powers of a in (3.5) yields
vˆ(0)m,n(t) =
t∫
e−bλ2m,n(t−τ) sin(ωm,n(t − τ))
ωm,n
fˆm,n(τ ) dτ, (3.7)0
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βλ2m,n
ωm,n
t∫
0
e−bλ2m,n(t−τ) sin
(
ωmn(t − τ)
)
×
∑
p,q,k,s:
p+k=m
b(m,n;p,q, k, s)
N∑
j=1
vˆ
(j−1)
p,q (τ )vˆ
(N−j)
k,s (τ ) dτ. (3.8)
The following statement can be found in [18, Lemma 4].
Lemma 1. For all integers m, p, k and natural n, q , s the following inequality holds true:
∣∣b(m,n;p,q, k, s)∣∣ C√ λm,n
λp,qλk,s
. (3.9)
The next lemma shows a nonlinear smoothing effect with respect to the angular index m. The
functions R1(m) and R2(m) appear in the estimates of nonlinear iterations vˆ(N)m,n(t) with N  1.
Lemma 2. If f ∈ L∞(R+,L2(Ω)), then the following estimates hold for m = 0,±1,±2, . . . and
n = 1,2,3, . . . :∣∣vˆ(0)m,n(t)∣∣ c0
λ
7/2
m,n
, (3.10)
∣∣vˆ(1)m,n(t)∣∣ c0c1R2(m)
λ
3/2
m,n
(3.11)
and ∣∣vˆ(N)m,n(t)∣∣ c0cN1(N + 1)2 R1(m)λ3/2m,n for N  2, (3.12)
where
c1 = |β|√
μ
Cc0 and c0 = ‖f ‖L∞(R+,L2(Ω))
b
√
2πμC1
.
Here C and C1 are the constants from the estimates (3.9) and (2.3), respectively. The constants
c0 and c1 are independent of m, n and N .
Proof. By the hypothesis, (2.3) and the Cauchy–Schwartz inequality,∣∣fˆm,n(t)∣∣= |〈f (·, t), χm,n〉|‖χm,n‖2  ‖f ‖L∞(R+,L2(Ω))‖χm,n‖  ‖f ‖L∞(R+,L2(Ω))√2πC1 √λm,n.
Consequently,
∣∣vˆ(0)m,n(t)∣∣ t∫
0
e−bλ2m,n(t−τ) | sin(ωm,n(t − τ))|
ωm,n
∣∣fˆm,n(τ )∣∣dτ  c0
λ
7/2
m,n
.
In view of Lemma 1 we have for N = 1,
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t∫
0
e−bλ2m,n(t−τ)
∑
p,q,k,s:
p+k=m
∣∣b(m,n;p,q, k, s)∣∣∣∣vˆ(0)p,q(τ )vˆ(0)k,s (τ )∣∣dτ
 Cc20
|β|√
μ
λ
5/2
mn
1 − exp(−bλ2m,nt)
λ4m,n
∑
p,q,k,s:
p+k=m
1
λ4p,q
1
λ4k,s
= c0c1R2(m)
λ
3/2
m,n
.
Next, we use an induction on the number N in order to prove (3.12). For N = 2 using (3.7)
and (3.11) we can write that
∣∣vˆ(2)m,n(t)∣∣ |β|λ2mnωmn
t∫
0
e−bλ2m,n(t−τ)
×
∑
p,q,k,s:
p+k=m
∣∣b(m,n;p,q, k, s)∣∣(∣∣vˆ(0)p,q(τ )vˆ(1)k,s (τ )∣∣+ ∣∣vˆ(1)p,q(τ )vˆ(0)k,s (τ )∣∣)dτ
 |β|√
μ
Cc20c1λ
5/2
mn
1 − exp(−bλ2m,nt)
λ4m,n
∑
p,q,k,s:
p+k=m
[
R2(k)
λ4p,qλ
2
k,s
+ R2(p)
λ2p,qλ
4
k,s
]

c0c21
λ
3/2
m,n
∑
p,q,k,s:
p+k=m
1
λ2p,qλ
2
k,s
= c0c
2
1R1(m)
λ
3/2
m,n
.
Assuming that the estimates (3.12) hold for all vˆ(l)m,n(t) with 2  l  N − 1 and taking into
account the inequality
N∑
j=1
1
j2(N + 1 − j)2 
2
(N + 1)2
N∑
j=1
[
1
j2
+ 1
(N + 1 − j)2
]
 4
(N + 1)2
∞∑
j=1
1
j2
= 2π
2
3(N + 1)2
we have for l = N ,
∣∣vˆ(N)m,n(t)∣∣ 1 − exp(−λ4m,nt)
λ
3/2
m,n
c0c1
N∑
j=1
c
j−1
1 c
N−j
1
1
j2(N + 1 − j)2
∑
p,q,k,s:
p+k=m
1
λ2p,qλ
2
k,s

c0c
N
1
(N + 1)2
R1(m)
λ
3/2
m,n
.
This completes the proof. 
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and f ∈ L∞(R+,L2(Ω)), then there exists a unique mild solution of the problem (3.1) u ∈
Cb(R+,H s0 (Ω)) with s < 3/2 represented in the form
u(r, θ, t) =
∞∑
m=−∞
∞∑
n=1
uˆm,n(t)Jm(λmnr)e
imθ ,
where the coefficients uˆm,n(t) are defined by (3.6)–(3.8). If −1 < s < 3/2, then this solution is
unique.
Remark. Instead of providing the full proof which in general follows that of [18, Theorem 1]
we concentrate our attention on the differences brought about by the use of the special functions
R1(m) and R2(m).
Proof. Existence and construction of solutions. Using the method described in Section 3 we
construct a mild solution of the problem (3.1) in the form (3.3), (3.6)–(3.8). In order to establish
the function space to which this solution belongs, we recall the norm representation (2.10). In
view of (3.6) and Lemma 2 we can write that∣∣uˆm,n(t)∣∣ ∞∑
N=0
aN+1
∣∣vˆ(N)m,n(t)∣∣
 ac0
λ
7/2
m,n
+ a
2c0c1R2(m)
λ
3/2
m,n
+ ac0R1(m)
λ
3/2
m,n
∞∑
N=0
(ac1)N
(N + 1)2 . (3.13)
Now we choose a < 1/c1 in order to secure the convergence of the series in (3.13). Taking into
account the asymptotics of R1(m) (see (1.6)),
R1(m) ∼ 14
ln |m|
|m| for |m| → ∞,
and the asymptotics of R2(m) which will be deduced in Section 5 (see (5.20)),
R2(m) ∼ 128
(
2π2
3
− 5
)
1
|m|3 for |m| → ∞,
we deduce that for sufficiently large m and n,∣∣uˆm,n(t)∣∣ c ln |m||m|λ3/2m,n .
The last estimate together with the asymptotics of the Bessel function zeros λm,n (2.2) allows
one to establish convergence of the series (2.10) for s < 3/2 uniformly in t  0. Therefore
u ∈ Cb(R+,H s0 (Ω)) with s < 3/2.
Uniqueness is established by the arguments similar to those used for proving uniqueness in
[18, Theorem 1]. 
4. General representation for Rl(m)
For integers m Rayleigh functions σl(m) inherit the symmetry property of the Bessel function
zeros λm,n (see (2.1)), namely
σl(m) = σl
(|m|) for m ∈ Z.
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Rl(m) =
∞∑
k=−∞
σl
(|k −m|)σl(|k|).
Theorem 2. Let l  2 be a fixed integer and S(k) be a dyadic product of the vector of Rayleigh
functions σ ={σi(k)}l−1i=1 with itself (see (1.1)), so that the elements of the tensor S(k) are
Si,j (k) = σi(k)σj (k) for i, j = 1,2, . . . , l − 1; k = 0,1,2, . . . .
Then the functions Rl(m) defined by (1.5) have the following representation for m = 0,±1,
±2, . . . :
Rl(m) =
|m|∑
k=0
1
(|m| − k + l)(l + k)
l−1∑
i,j=1
Sl−i,i
(|m| − k)Sl−j,j (k)
+ 2
∞∑
k=1
1
(|m| + k + l)(l + k)
l−1∑
i,j=1
Sl−i,i
(|m| + k)Sl−j,j (k). (4.1)
Proof. Consider first the case of integer nonnegative m. Splitting the sum in k in (1.5) into three
we can write that
Rl(m) =
−1∑
k=−∞
σl
(|k −m|)σl(|k|)+ m∑
k=0
σl
(|k −m|)σl(|k|)+ ∞∑
k=m+1
σl
(|k −m|)σl(|k|)
=
m∑
k=0
σl
(|k − m|)σl(|k|)+ 2 ∞∑
k=1
σl
(|m| + k)σl(|k|).
Therefore
Rl(m) =
|m|∑
k=0
σl
(|m| − k)σl(k) + 2 ∞∑
k=1
σl
(|m| + k)σl(k). (4.2)
Substituting (1.2) into (4.2) we deduce that
Rl(m) =
|m|∑
k=0
1
(|m| − k + l)(l + k)
l−1∑
i=1
σl−i
(|m| − k)σi(|m| − k) l−1∑
j=1
σl−j (k)σj (k)
+ 2
∞∑
k=1
1
(|m| + k + l)(l + k)
l−1∑
i=1
σl−i
(|m| + k)σi(|m| + k) l−1∑
j=1
σl−j (k)σj (k).
(4.3)
Rewriting this result with the use of the tensor S(k) we obtain (4.1). Convergence of the series in
(4.3) follows from (1.3) and (1.2).
Consider now the case of integers m < 0. Setting m = −|m| and using (2.1) we get
Rl(m) =
0∑
σl
(∣∣−|m| − k∣∣)σl(|k|)+ ∞∑σl(∣∣−|m| − k∣∣)σl(|k|)k=−∞ k=1
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∞∑
k=0
σl
(∣∣k − |m|∣∣)σl(k) + ∞∑
k=1
σl
(|m| + k)σl(k)
=
|m|∑
k=0
σl
(∣∣|m| − k∣∣)σl(k) + ∞∑
k=|m|+1
σl
(∣∣k − |m|∣∣)σl(k)+ ∞∑
k=1
σl
(|m| + k)σl(k)
=
|m|∑
k=0
σl
(|m| − k)σl(k)+ 2 ∞∑
k=1
σl
(|m| + k)σl(k).
The last formula implies (4.2) for integers m < 0 and the use of (1.2) leads to (4.3). This com-
pletes the proof. 
Corollary 1. For l = 2 and m = 0,±1,±2, . . . the formula (4.1) simplifies to read
R2(m) = 128
[
Λ(m) + 2Ξ(m)], (4.4)
where
Λ(m) =
|m|∑
k=0
1
(|m| − k + 1)2(k + 1)2(k + 2)(|m| − k + 2) (4.5)
and
Ξ(m) =
∞∑
k=1
1
(k + |m| + 1)2(k + 1)2(k + 2)(k + |m| + 2) . (4.6)
5. Representation of R2(m)
In this section we obtain another representation of R2(m) convenient for computing the as-
ymptotics as |m| → ∞ . In view of (4.5) and (4.6) it suffices to consider only integers m 0.
First, we list a table result from [13, p. 600]
m∑
k=0
1
k + a =
m∑
k=0
1
m− k + a = ψ(m+ a + 1)−ψ(a). (5.1)
Introduce
qm(a, b, c) =
m∑
k=0
1
(m − k + a)(k + b)(k + c) (5.2)
and
Qm(a,b, c) =
m∑
k=0
1
(m− k + a)2(k + b)2(k + c) .
Lemma 3. For a, b, c > 0 and m = 0,1,2, . . . the following representation holds true:
Λ(m) = 2
(m+ 2)(m + 3)(m + 4)
{[
ψ(m+ 2)−ψ(1)] 2(3m+ 8)
(m+ 2)2(m+ 3)
− [ψ ′(m+ 2)−ψ ′(1)]m+ 4
m+ 2 −
m+ 1
m+ 3
}
. (5.3)
V. Varlamov / J. Math. Anal. Appl. 327 (2007) 1461–1478 1473Proof. First, we notice that
Qm(a,b, c) = ∂2baqm(a, b, c),
where
qm(a, b, c) = 1
b − c
[
ψ(m+ c + 1)−ψ(c)+ψ(m+ a + 1)−ψ(a)
m+ a + c
− ψ(m+ b + 1)−ψ(b)+ψ(m+ a + 1)−ψ(a)
m+ a + b
]
.
Therefore we can deduce that
Qm(a,b, c) = 1
(b − c)2
[
ψ(m+ c + 1)− ψ(c)+ ψ(m+ a + 1)− ψ(a)
(m + a + c)2
− ψ(m+ b + 1)− ψ(b)+ ψ(m+ a + 1)− ψ(a)
(m+ a + b)2
]
+ 1
b − c
[
− ψ
′(m+ a + 1)−ψ ′(a)
(m + a + c)(m+ a + b)
+ ψ
′(m + b + 1)−ψ ′(b)+ψ ′(m+ a + 1)−ψ ′(a)
(m + a + b)2
]
− 2[ψ(m+ b + 1)− ψ(b)+ ψ(m+ a + 1)− ψ(a)]
(b − c)(m + a + b)3 . (5.4)
Next, we observe that
Λ(m) = 2
m+ 4Λ1(m), Λ1(m) =
m∑
k=0
1
(m− k + 1)2(k + 1)2(k + 2) .
Therefore
Λ(m) = 2
m+ 4Qm(1,1,2).
Using (5.4) we deduce (5.3). 
Our next goal is computing Ξ(m) (see (4.6)). To this end we first calculate
P(a, b) =
∞∑
k=1
1
(k + a)4(k + b)2 .
Lemma 4. The following formula holds:
P(a, b) = 4[ψ(a)− ψ(b)]
(b − a)5 +
[3ψ ′(a)+ψ ′(b)]
(b − a)4 +
ψ ′′(a)
(b − a)3 +
ψ ′′′(a)
6(b − a)2 −
1
a2b2
. (5.5)
Proof. Introduce
B(a, b) =
∞∑ 1
(k + a)2(k + b)2
k=0
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B(a, b) = 2[ψ(a)− ψ(b)]
(b − a)3 +
[ψ ′(a)+ ψ ′(b)]
(b − a)2 .
Evidently,
P(a, b) = 1
6
∂2aB(a, b)−
1
a2b2
which yields (5.5). 
Corollary 2.
P(1,2) =
∞∑
k=1
1
(k + 1)4(k + 2)2 =
2π2
3
− 2ζ(3)+ ζ(4)− 21
4
. (5.6)
Proof. By (5.5), we have
P(1,2) = 4[ψ(1)−ψ(2)]+ 3ψ ′(1)+ ψ ′′(1)+ψ ′(2)+ ψ ′′′(1)
6
− 1
4
.
Applying (2.6) and (2.9) we deduce (5.6). 
Returning to the computation of Ξ(m) (see (4.6)), we can write that
Ξ(m) = 1
m
[
Ξ1(m)− Ξ2(m)
]
, (5.7)
where
Ξ1(m) =
∞∑
k=1
1
(k +m+ 1)2(k + 1)2(k + 2) and
Ξ2(m) =
∞∑
k=1
1
(k +m+ 1)2(k + 1)2(k + m+ 2) .
Lemma 5. The function Ξ(m) has the following representation:
Ξ(0) = 2π
2
3
− 2ζ(3)+ π
4
90
− 21
4
, (5.8)
Ξ(1) = π
2
4
− 11
3
+ ζ(3), (5.9)
Ξ(m) = (1 − γ )m
2 + 4m+ 2
m3(m+ 1)2 −
3/2 − γ
m(m − 1)2 +
π2/6 − 1
m2(m+ 1)
+ 2(3m
2 − 1)ψ(m+ 2)
m3(m − 1)2(m + 1)2 −
ψ ′(m+ 2)
m2(m− 1) +
1
m(m + 1)2(m + 2)
for m = 2,3,4, . . . . (5.10)
Proof. According to [13], for all a, b, c ∈ R,
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∞∑
k=0
1
(k + a)(k + b)(k + c)
= −
[
ψ(a)
(b − a)(c − a) +
ψ(b)
(a − b)(c − b) +
ψ(c)
(a − c)(b − c)
]
.
Differentiating the previous representation with respect to a and b we obtain
∞∑
k=1
1
(k + a)2(k + b)2(k + c)
= ∂2baG(a, b, c)−
1
a2b2c
= 2ψ(a)
(b − a)3(c − a) +
[
ψ(a)
(b − a)2(c − a)2 +
ψ ′(a)
(b − a)2(c − a)
]
+ 2ψ(b)
(a − b)3(c − b) +
ψ(b)
(a − b)2(c − b)2 +
ψ ′(b)
(a − b)2(c − b)
− ψ(c)
(a − c)2(b − c)2 −
1
a2b2c
. (5.11)
Next, setting a = m+ 1, b = 1 and c = 2 in (5.11) we find that
Ξ1(m) =
∞∑
k=1
1
(k +m+ 1)2(k + 1)2(k + 2)
= 2ψ(m+ 1)
m3(m− 1) +
ψ(m+ 1)
m2(m− 1)2 −
ψ ′(m+ 1)
m2(m− 1) +
2ψ(1)
m3
+ ψ(1)
m2
+ ψ
′(1)
m2
− ψ(2)
(m− 1)2 −
1
2(m+ 1)2 .
In a similar way, setting a = m+ 1, b = 1 and c = m+ 2 we obtain
Ξ2(m) =
∞∑
k=1
1
(k +m+ 1)2(k + 1)2(k +m+ 2)
= −2ψ(m+ 1)
m3
+ ψ(m+ 1)+ ψ
′(m + 1)
m2
+ 2ψ(1)
m3(m + 1) +
ψ(1)
m2(m+ 1)2
+ ψ
′(1)
m2(m+ 1) −
ψ(m+ 2)
(m + 1)2 −
1
(m+ 1)2(m+ 2) . (5.12)
Using (5.7) and performing some transformations we deduce (5.10). Since Ξ(m) is not defined
at m = 0,1, we compute these values separately using (5.7). In fact, Ξ(0) =P(1,2), and Corol-
lary 2 immediately yields (5.8). Next we calculate Ξ(1). We represent it as
Ξ(1) =
∞∑
k=1
1
(k + 1)2(k + 2)3(k + 3) = Ξ1(1) −Ξ2(1),
where
Ξ1(1) =
∞∑ 1
(k + 1)2(k + 2)3 =
∞∑ 1
k2(k + 1)3 −
1
8
(5.13)
k=1 k=1
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Ξ2(1) =
∞∑
k=1
1
(k + 1)2(k + 2)2(k + 3) . (5.14)
In order to compute the sum in the right-hand side of (5.13) we start with the table formula (see
[13])
L(n) =
∞∑
k=0
1
(k + 1)2(k + n + 1)2 =
∞∑
k=1
1
k2(k + n)2 =
π2
3n2
− 1
n2
n∑
k=1
1
k2
− 2
n3
n∑
k=1
1
k
= π
2
3n2
+ ψ
′(n + 1)−ψ ′(1)
n2
− 2[ψ(n+ 1)+ γ ]
n3
and differentiate it with respect to n. As a result we get
L′(n) = −2
∞∑
k=0
1
(k + 1)2(k + n+ 1)3
= −2π
2
3n3
− 2[ψ
′(n + 1)−ψ ′(1)]
n3
+ ψ
′′(n + 1)
n2
+ 2 · 3[ψ(n+ 1)+ γ ]
n4
− 2ψ
′(n + 1)
n3
.
Consequently
−1
2
L′(1) = π
2
3
+ ψ ′(2) −ψ ′(1)− ψ
′′(2)
2
− 3[ψ(2)+ γ ]+ψ ′(2)
= π
2
2
− ψ
′′(2)
2
− 5 = π
2
2
+ ζ(3)− 6.
Therefore
Ξ1(1) = −12L
′(1) − 1
8
= π
2
2
+ ζ(3) − 49
8
.
In order to compute Ξ2(1) we use (5.12) with m = 1 and get that
Ξ2(1) = π
2
4
− 59
24
.
Thus,
Ξ(1) = Ξ1(1)−Ξ2(1) = π
2
2
+ ζ(3) − 49
8
− π
2
4
+ 59
24
= π
2
4
+ ζ(3) − 11
3
. 
Remark. Consider an extension of the function Ξ(m) to the set {x ∈R: x > 0, x = 1}, i.e.,
Ξ+(x) = (1 − γ )x
2 + 4x + 2
x3(x + 1)2 −
3/2 − γ
x(x − 1)2 +
π2/6 − 1
x2(x + 1)
+ 2(3x
2 − 1)ψ(x + 2)
3 2 2 −
ψ ′(x + 2)
2 +
1
2 . (5.15)x (x − 1) (x + 1) x (x − 1) x(x + 1) (x + 2)
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that
lim
x→0+
Ξ+(x) = Ξ(0) and lim
x→1Ξ
+(x) = Ξ(1), (5.16)
where the values Ξ(0) and Ξ(1) are given by (5.8) and (5.9), respectively. It can be identified
with a continuous function on [0,∞) if we set its values in x = 0 and x = 1 as those given by
(5.8) and (5.9).
Theorem 3. The following representation holds for the function R2(m):
R2(0) = 128
{
1
4
+ 2
(
2π2
3
− 2ζ(3) + π
4
90
− 21
4
)}
, (5.17)
R2(±1) = 128
[
1
12
+ 2
(
π2
4
+ ζ(3)− 11
3
)]
(5.18)
and for m = ±2,±3,±4, . . . ,
R2(m) = 127
{
1
|m| + 4
[
2(3|m| + 8)[ψ(|m| + 2)− ψ(1)]
(|m| + 2)3(|m| + 3)2
− [ψ
′(|m| + 2)−ψ ′(1)](|m| + 4)
(|m| + 3)(|m| + 2)2 −
|m| + 1
(|m| + 2)(|m| + 3)2
]
+ (1 − γ ) |m|
2 + 4|m| + 2
|m|3(|m| + 1)2 −
3/2 − γ
|m|(|m| − 1)2 +
π2/6 − 1
|m|2(|m| + 1)
+ 2(3|m|
2 − 1)ψ(|m| + 2)
|m|3(|m| − 1)2(|m| + 1)2 −
ψ ′(|m| + 2)
|m|2(|m| − 1) +
1
|m|(|m| + 1)2(|m| + 2)
}
.
(5.19)
Proof. According to (5.3), Λ(0) = 14 and Λ(1) = 112 . Therefore, taking into account (4.4), (5.8)
and (5.9) we get
R2(0) = 128
[
Λ(0)+ 2Ξ(0)]= 1
28
[
1
4
+ 2
(
2π2
3
− 2ζ(3) + ζ(4) − 21
4
)]
and
R2(1) = 128
[
Λ(1)+ 2Ξ(1)]= 1
28
[
1
12
+ 2
(
π2
4
+ ζ(3) − 11
3
)]
.
Combining (5.3) and (5.10) yields (5.19). 
Remark. Consider an extension of R2(m) to the set {x ∈ R: x > 0, x = 1}, i.e., the function
R+2 (x) defined by (5.19) with |m| replaced by x. Using (5.16) one can show that
lim
x→0+
R+2 (x) = R2(0) and lim
x→1R
+
2 (x) = R2(1).
Therefore the function R+2 (x) can be identified with a function continuous on [0,∞) which is
defined by (5.17)–(5.19) with |m| replaced by x. In a similar way, making an extension of R2(m)
to the set {x ∈R: x < 0, x = −1}, we can define a function R−2 (x) continuous on (−∞,0].
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R2(m) ∼ 128
[(
2π2
3
− 5
)
1
|m|3 −
(
2π2
3
− 5
)
4
|m|4
+ 34π
2/3 − 165 + 24(γ + ln |m|)
|m|5 +O
(
ln |m|
|m|6
)]
. (5.20)
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