This paper depicts the novel three-dimensional reconstruction techniques for our developed semi-automatic system to reconstruct three-dimensional models of jadeite material from image sequences. There are two major challenges from the 3D model reconstruction for treasures of jadeite material from uncalibrated image sequences. The first is the semi-diaphaneity as well as the highly specular property of jadeite materials and the other is the unknown camera information from given image sequences, including intrinsic (calibration) and extrinsic (position and orientation) parameters. The proposed modeling process first recovers the camera information and the rough structure through a structure from motion algorithm, and then further extracts the fine details of the model from dense correspondences between image patches. We have developed three robust techniques for this challenging task, including structure from motion algorithm, image registration, and dense depth computation. Finally, experimental results of the three-dimensional model reconstruction from the image sequence of the Chinese treasure, Jadeite Cabbage with Insects, are shown to demonstrate the performance of the developed system.
INTRODUCTION
Three-dimensional digital preservation of historical treasure has become a major focus of research in computer vision and graphics recently. It possesses the advantages of invariant preservation, remote display, ease of browsing and study, 3D model copy, etc. It is particularly important for digital library systems that have been successfully established in many countries. Furthermore, there have been some pioneering researches on preserving cultural and historical relics, e.g. famous pictures, stone carvings, and well-known architectures and landscape. There are many priceless Chinese treasures of jadeite material, but existing 3D scanning techniques are unable to be applied to such curio because of the semi-transparent and reflective material properties as well as the safety consideration. Considering not only the specific properties but also the qualities, we developed a semi-automatic system for reconstruction of such treasures.
RELATED WORKS
There are several closely related works to the developed techniques, and we give the brief summary in the following subsections.
STRUCTURE FROM MOTION
Affine reconstruction is a common approach for solving structure from motion problem. Christy and Horaud [3] propose an affine-iterative reconstruction method for the Euclidean reconstruction problem with a perspective camera model. Their method converges fast and solves the sign ambiguity. It can also be combined with factorization methods, which are a popular way to solve the affine reconstruction problem. Though the factorization algorithms work well for perfect images, they are very sensitive to noise. In addition, they usually require a set of correspondent points, which often suffers from occlusion in real cases. Based on the rank theorem, Tomasi and Kanade [6] reduce the effect of noise.
Besides, they develop an iterative procedure to handle the situation where the tracking of features is not complete. Aanas and Fisker [1] enable the use of arbitrary noise models in the factorization scheme. Errors in the 2D features are dealt effectively by robust statistical technique. They also include a method for Euclidean reconstruction that significantly improves convergence of the factorization algorithm. Martinec and Pajdla's [5] method handle perspective views and occlusion together. They solve occlusion by the extension of the method by Jacobs [4] for filling of missing data.
Besides, their method is particularly suited for wide base-line multiple view stereo. Chen and Suter [2] also deal with the occlusion problem. They develop a criterion which is used to judge which tracks should be used in the recovery process.
They also present an iterative imputation strategy to recover the missing components in a large noisy low-rank matrix and prove its weak convergence.
In the projective reconstruction, some methods that use two, three or four images to obtain a projective reconstruction by geometric relations associated with the images have been proposed, such as fundamental matrix (two views), trifocal tensor (three views) and quasi tensor (four views). However, the more images are involved, the more complicated the multiple-view tensor is. As for multiple images, Triggs and Sturm proposed a factorization-based method called "Projective Factorization Method" for obtaining the projective reconstruction [B. Triggs, 1996] [P. Sturm, 1996 ]. This method is the extension of the "Orthographic Factorization Method" which is firstly developed by Tomasi and Kanade and the key idea is to find the projective depths by estimating a set of fundamental matrices or trifocal tensors to chain all the images together and then using the factorization method to recover the motions and the structure matrices. Furthermore, there are many researchers followed such ideas (Projective Factorization Method) and used different approached to improve the robustness or speed-up the convergence [Q. Chen, 1999] [A. Heyden, 1999] [S. In the above methods, the feature points, used for 3D reconstruction, extracted from images are assumed known in advance with negligible correspondence errors. But, in practice, feature points are found and matched by the tracking methods, such as corner detection or optical-flow, tracking errors are inevitable. This problem either directly influences the accuracy of the SfM results or makes the SfM algorithm infeasible. Another crucial problem is that feature points may disappear due to occlusions. This problem occurs very often, especially pronounced for the long-term image sequences with large view changes. Our proposed method will overcome these problems.
IMAGE REGISTRATION
Searching correspondences is a critical problem in camera calibration and object 3D structure recovery. Its accuracy directly influences the results of 3D model reconstruction. Traditional correspondence searching is achieved by matching a neighborhood region between different views. Obviously, the success of this method hinges on the brightness constancy assumption which is often violated for those objects with semi-transparent and high reflection material, for instance, the jade. To overcome this problem, a delicate method considering the brightness variations should be developed. Optical flow computation provides such a solution if a correct image brightness model is assumed.
There are many optical flow computation algorithms reported in literature. Among these techniques, gradient-based regularization method is a quite suitable one. It can yields very dense image matching rather than on some sparse image points. Moreover, the effect of brightness variations can be somewhat relieved if an extended optical flow constraint is applied. In addition, the matching in the highlight region, where the information for matching is generally lost, can be compensated via neighborhood region by the imposed smoothness constraint. Thus, optical flow computation by gradient-based regularization method is good choice for our application. However, there is a restriction for this method. The motion between corresponding points should not be too large; otherwise the algorithm will be breakdown. Fortunately, this problem can be easily solved if an initial motion field is given. This initial motion filed can be generated by some sparse and pre-selected points via some interpolation techniques, for example, the radio basis function [?].
SYSTEM OVERVIEW
The flow diagram of the developed system is shown in the figure1. The initial landmark selection is necessary because of the material property, which the correspondences can not be automatically extracted. This intensity inconsistency is due to the semi-transparency and the highly specular reflection effects. The manually selected points provide the information not only for the recovery of camera information but also for the initialization of the optical flow computation in the refinement process. The dash lines represent the data flows. The red line is the data flow for structure refinement; the blue one points out the data flow for structure from silhouette; the green one is for the texture computation.
There are four state-of-the-art techniques involving in the system. The first one is the structure from motion, which recovers the camera information, including extrinsic parameters indicating the camera locations and intrinsic parameters indicating the calibration. The second technique is visual hull, which recovers the 3D structure from the object boundary.
Note that the boundary information stands more robust compare to the color intensity in this case. However, the visual hull has natural drawback of recovery for the concave shape unobservable in the boundaries. The third technique is the dense depth computation, which combines all the recovered information from previous steps with the color intensity in order to obtain a refined structure as well as the lighting and occlusion conditions. The final step is to calculate the texture information, which also integrates all the recovered information for model rendering. The last two techniques take the advantage of the view-dependent techniques on maintaining a per-pixel projection map as the same size as the input frame.
First of all, for the highly specular material, we manually select some corresponding feature points between adjacent images, because it is very difficult to reliably establish the correspondences from the image sequences. These established correspondences supply the information to recover the camera parameters and the initial guess for the dense matching of the image patches. For the structure from motion algorithm, it consists of two steps; the first step is the projective reconstruction and the second step is the self-calibration and the metric update. Considering the high feature missing rate due to the highly specular material property, we proposed a robust method for projective reconstruction to recover the missing points, which greatly reduces the traditional error accumulation problem. The self-calibration and metric update process makes use of the image acquisition assumptions to obtain the camera parameters. It iteratively performs the following two steps; the first is the closed-form solution from the linear constraints on camera calibration matrix based on absolute conic, and the second is an optimization process to fit the nonlinear constraints. Then the obtained solution offers the initial guess for the strategic bundle adjustment algorithm. As to the image registration, existing techniques failed due to the complex lighting effect on jadeite material. By including the brightness variation factors into the model and considering the reflective highlight effect, we developed a novel optical flow computation technique to reliably compute the dense matching through the image patches. Based on the extracted camera information and registered image patches, the dense depth information of the jadeite object can be computed. And we can refine the original rough model by the supplied dense depth information through subdivision and adaptation of the 3D rough mesh model.
STRUCTURE FROM MOTION
For more robustly reconstruction of the three-dimensional model, we proposed the following procedures to efficiently handle the error inaccuracy data due to false matches or image resolution as well as the missing data due to occlusions.
The proposed method overcomes the traditional bottleneck for the structure from motion suffering from highly sensitivity to the noise disturbances, especially for a long sequence. There are two major contributions proposed in this paper-one is the robust projective reconstruction method; the other is the iterative projective to metric upgrading chnique.
An image po te

Robust Projective Structure from Motion
For the projective reconstruction, we take the homogeneous representations.
int re-project projective ed from space through the projective camera parameters can formulated as , where represents the homogeneous 3-vector as an image point which is indexed observed at view; is a ( )
First of all, we calculate the fundamental matrix for each pair of images, detect and maintain an outlier map (step 2, 3).
Setting those detected outliers as missing and divide the long-term image sequences into sub-sequences (step 4, 5). For each sub-sequences, applying the robust projective factorization method (Algorithm 2.1) and different to the method we proposed in [Huang et al., 2004] , we adding a refinement step to refine the previous obtained results (Algorithm 2.2). For each sub-sequence, update the outlier map (step 7). After all sub-sequences are treated, choosing some confident points, propagating those points from visible views to invisible view by re-projection method (step 8). Finally, using those propagated points to calculate the overall structure and motions and refining the obtained results with all points that are visibl t noise and the tolerance of to e and considered as inliers (step 9).
There are two simulations to test our proposed method, including the robustness agains missing data and outliers. Each simulation takes 10 trials, and it turns out the average results.
The first case is the lerance of missing data, we generate 10 views with 100 scene points, and add different levels of Gaussian noise, from σ =1 to 5, incremented by 1, onto the image points. Different amount of missing data, from percentage = 0 to 60, incremented by 10, is applied randomly as missing data. Figure 2 .1 shows the results. X-axis is the amount of missing data (%). Y-axis is the re-projection error (pixel). The 'Valid' means visible points, 'Miss' means missing data, 'Refine' means the result after applying Algorithm 2.2 that uses the initial projection matrix P and image oints to minimize the re-projection error of those visible points. p The second case is the tolerance of outliers, we generated 10 views with 100 points added with Gaussian noise with the spatial constant ranging fromσ =1 to 5, incremented by 1. Outliers added as the random noise ranging between 30 and 50 pixels. The amount of outliers is added from 0 to 60, increment by 10. The amount of outliers we add is to decide how many 3D points are outliers. For example, suppose there are 10 views with 100 points, we add 10% outliers means that we randomly select 10 3D points as outliers and randomly select the 5 views of its projections to be outliers. 
where W s is the 3n x m scaled measurement matrix, P is the 3n x 4 projective matrix by putting all P i together and X is the 4 x m shape matrix containing all 3D points X j . With correct scale factors λ ij , the matrix W s is rank-4 and we can obtain P and X by using a rank-4 SVD approximation. How to recover the scale factors λ ij becomes very critical to this method. Similar to the previous methods 6. 8. 9 . , the projective factorization algorithm can be stated as:
Iterative Projective Factorization Algorithm
1.
Normalize each image coordinate using isotropic scaling 7.
2.
Initial set λ ij = 1, for i=1…n, j=1...m
3.
Normalize each column of λ ij 7. 8. 9. and fill matrix W s by equation (2) 4. Perform rank-4 SVD on W s ,W s = UDV, to obtain P and X
5.
Update λ ij by setting λ ij = P i (3) X j , where P i (3) denote the third row of P i
6.
If the fifth singular value, D(5,5), is small enough or stabilized then stop, Else go to step 3.
In the projective reconstruction step, the structure and motion can only be recovered up to a 4 x 4 nonsingular projective transformation H.
[ ] 
Take the right part of equation (4) The factorization-based method needs Ws to be fully filled, but it is usually impossible for the sequences of images t correspondences of feature points. In the above discussion, the SFM is derived based on the assumption of correc in practice, feature tracking faults are inevitable especially in the low texture areas. The feature tracking errors directly degrade the results of SFM, sometimes even crash all the system. So we propose a robust method to eliminate the outliers from the feature trajectories. To achieve the robust SFM, we use the following adaptive RANSAC algorithm 7 . on each subset of image sequence. Re-build the model using maximal in d, the 3D structure is recovered by projecti ed by its re-projection error compared with some threshold T.
To merge the results obtain from all subsets of the image s ing entries of the matrix W s . Due to the missing data, the factorization method can not handle all views and points all together. After partial filling up of the W s , the factorization from all views becomes possible. The key idea is to re-project 3D points onto the images to fill up the missing entries.
A simple example is given in fig. 3 to describe the idea of the proposed method. In fig. 3 (a) , each row corresponds the compute the structure and motion are denoted by the symbol to tracking life time for a point. The circular symbol means visible and detected, the cross symbol denotes missing or un-detected. Each row corresponds to a view and each column is associated with a feature point. Therefore, there are total 5 views and 12 scene points in fig. 3 (b) . Suppose we choose each subset to contain 4 images and the adjacent subsets are overlapped by 3 images, therefore we have two subsets in this example. In the first subset, the points used to and the points recovered from the computed he projection matrix by the triangulation method and re-projected onto t image are represented as . Fig.3 (c) depicts the second subset with the symbol denoting the point obtained from the previous subset.
(a) (b) (c) As we can see, every tim respectively. After working on all views, the map will gradually be filled with recovered and corrected data. Because it is a top-down processing, some missing data may still be unfilled after processing the previous views, such as the top-right of fig. 3 (c). So we have to go back to fill up the map from the bottom-down direction.
After obtaining the partial fill map, we can take all views into account. In the beginn ing, we said to 'partial fill', but why not 'full fill' the map. It is because firstly the SVD method becomes slower when the number of data points becomes larger, and secondly using partial confident points for reconstruction provides better results. To decide the confident points for each subset, we use the number of supportable views for each point as its votes. In details, for each point in a subset, we can decide if its projections on some views of the subset are outlier, and those views correspond to inliers are the supportable views. Therefore the confident points are used to partially fill the map for doing the final reconstruction step by taking all views into account.
After recovering the motion, camera intrinsic and extrinsic parameters, we apply the aforementioned robust method
The recovered three-dimensional data in the previous section do not serve as an appropriate description of the shape of again on each point through triangulation method to recover its 3D point. In this phase, the model of the algorithm becomes to compute the 3D point with outlier determined by its re-projection error with some threshold T.
RECONSTRUCTING SURFACE FROM NOISY RANGE DATA
the object because they are only discrete samples on the object surface. A number of approaches have been developed to reconstruct more desirable surface representations, such as polygonal meshes, depending on their applications. The main challenge in reconstructing surfaces from 3D data recovered from images is that these data points are often noisy and sparse and they may contain holes due to occlusion. Many existing algorithm take an interpolating strategy to connect these data points to form surfaces. This is not proper because the noises accompanying the input data result in poor
surfaces. An implicit surface representation is used in this work to reconstruct smooth, continuous surface from noisy range data. There are many brilliant pioneering research works in the area of implicit surface modeling. We strongly suggest the interested readers to read the papers by Turk and O'Brien 10. 11. which define a variational implicit surface representation and also give many instructive discussions. In this paper, we developed a new cluster-based algorithm that gracefully inherits the benefits from the variational implicit surfaces and also greatly improves the computation efficiency.
IMPLICIT SURFACES WITH REGULARIZATION
on the surface we want to model. The implicit description
In the above equation, w i are the weights and P(x) is a degree one polynomial. For 3D interpolation, the basis function stem of lin
.2 CLUSTER-BASED ALGORITHM
Notice that the aforementioned linear system is symmetric and positive semi-definite and thus can be solved directly Given a set of data points {x 1 , x 2 , …, x k } that we know lying of surface we adopt is a scalar-valued function f(x) defined over the domain of interest, such that for each given x i , associated with a function value
The above statement briefly formulates the scattered data interpolation problem, which can be solved by forming f(x) as a weighted combination of radial basis functions (RBFs) centered at the constraint points x i . The radial basis functions automatically minimize the energy function that measures the smoothness of a function f. The function f(x) thus defined is one that satisfies all the given constraints and one that is "smoothest" among all the possible f which also match the given constraints. In general, the interpolation function can be written in the form:
, which is also used in this work. To determine w i and P(x), we can substitute each x i in (8) and we get a sy ear equations. In addition, a regularization parameter λ can be added on the diagonal elements of the formed linear system to further control the smoothness of f. The addition of λ is to break the interpolation conditions because the noise presented in the input data and can be used to specify how closely to approximate the data points rather than to interpolate. With increasing value of λ, the reconstructed surface will become smoother. More detailed discussions about variational implicit surfaces and regularization can be found in the previous literatures 10. , 11. . respectively. With increasing number of constraints, the RBF interpolation problem may become unmanageable. This is our motivation to develop the new cluster-based algorithm to put more emphasis on the issue of computational complexity. There are also other published methods that made most efforts in reducing the time complexity of RBF interpolation. For example, Morse et al. 12. uses compactly supported radial basis functions to reduce the complexity of surface building process whereas Carr et al. 13 . apply fast evaluation methods to speedup the originally time-consuming problem. Our method differs from theirs in that we have made only algorithm improvement and the problem is intrinsically the same. We believe that some concepts in both papers could be elegantly applied to our method.
To avoid solving a large linear system associated with the RBF interpolation problem, we take a divide-and-conquer n is that when creating implicit surfaces, in order to help orient the surface and approach to decompose a large and complex RBF interpolation problem into a number of smaller and simpler problems.
We have implemented the clustering algorithm used by Heckel et al. 14. . However, we believe that any clustering algorithms such as k-means algorithm and spatial-partitioning, will work well under this framework. For each cluster, an RBF is interpolated and each implicitly approximates the local surface patch. Moreover, to obtain seamless surface between adjacent clusters, the RBF centers are padded with points from neighboring clusters. It is not desirable to take all points from neighboring clusters because the advantage of RBF subdivision will be diminished. A more appropriate choice is to take only the nearest points from neighboring clusters. There are no absolute guidelines in padding RBF centers except that one should always takes both computational cost and smooth transition between clusters into account.
By now, we have modeled the unknown surface with a set of RBFs instead of a single one. Thus, the distance of a point
x to the object surface is determined by the corresponding RBF of the cluster closest to this point.
CONSTRAINT SPECIFICATION
The last part we want to place emphasis o avoid trivial solutions, additional constraints need to be added. The term "orient" means that the implicit function must know on which side of the surface it takes positive or negative values. No matter how these additional constraints are specified, the implicit function always takes zero value on surface constraints. Turk and O'Brien 10. discuss how these constraints help determine which part of space belongs to the interior or exterior of the surface and they classify them into three main categories: interior, exterior, and normal. As implied by the names, these constraints are located in the interior, exterior or along the normal direction of surface respectively. Huong Quynh Dinh, Greg Turk and Greg Slabaugh 11. conclude that it is sufficient to specify exterior constraints only to orient the implicit surfaces and interior constraints are unnecessary. Normal constraints are not appropriate because robust estimation of surface normal is not usually not available when dealing with noisy range data. However, they also point out that reconstructing "open" surfaces using the implicit representations is not guaranteed, which is the case of our reconstructed models. We can by no means recover the occluded region in the bottom of object. In our experiments, exterior constraints alone cannot create surface with boundaries properly. But we found that the situation gets improved when some interior constraints are introduced. This is because these interior constraints help separate the interior part of the originally closed object from the open surface. However, because the clustered RBFs are intrinsically open and the data size of our reconstructed model is not large, we did not use the cluster-based algorithm to generate the final surfaces. We plan to do more experiments toward this direction to examine this option. 
TEXTURE MAPPING
Once we obtain the 3D structure and corresponding pose information for each view, we can extract the texture information for the object surface from the input frames 16. . For the proposed system, we adopt the polygon-based greedy algorithm to fill the object surface with the corresponding image texture. This method is suitable to integrate hundreds of frames. The flow diagram is shown in Figure 5 .
Note that the active polygon is the polygon visible in the current image but have not been assigned to any other views. The initialization step is to set all polygons active and all views available. Then we iteratively select a suitable view from the set of available views based on the criterion of the maximal area of the re-projected active polygons until either of the terminate statements is satisfied. 
EXPERIMENTAL RESULTS
Initialization
Select a view from available views based on the maximal area of re-projected active polygons
In this section, we present experimental results of recovering the 3D model from a video sequence by using the proposed system. In our experiment, we put the target on a rotating turntable and captured the video sequence by a digital video camera. The frame rate of the camera is thirty frames per second and the frame size is . Figure 6 shows some of the captured frames. However, there are still some defects caused by the tracking error due to the lack of texture information and occlusions, such as the chimney and the tree of the sample. 
CONCLUSION
In this paper, we proposed a 3D object reconstruction system that recovers 3D models of general objects from video. Te main contributions of this paper are two-folded. Firstly, we proposed a robust structure from motion algorithm that integrates all views of the image sequence in a robust framework. Secondly, we present an efficient cluster-based surface reconstruction algorithm to reconstruct the 3D surface model from the sparse 3D data set. Experimental results are given to show its performance.
