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Internal erosion can be present in almost any environment in which fluid flows through
a rock matrix. In almost all cases this phenomenon is a problem to be avoided. Internal
erosion weakens the rock structure, which can cause collapse of the surrounding matrix.
In the geotechnical field, this is most common with earthen dams and levees. The conse-
quence of internal erosion in an oil and gas reservoir setting is to create a high–permeability
link between injection and production wells, by–passing resource containing volumes of the
reservoir.
In this thesis, I present feasibility studies to examine the effectiveness of electrical resis-
tivity tomography (ERT) for monitoring both fluid flow and the resultant internal erosion.
This is conducted in both the laboratory and reservoir scales. Because the success of ERT is
highly dependent on the configuration of electrodes, significant time is spent on developing
configurations that image internal erosion while also limiting the number of data required.
This work gives evidence that ERT can have beneficial use in the geotechnical monitor-
ing scenario. The feasibility study for the small–scale geotechnical experiment on internal
erosion shows that a 10 cm diameter sample can be imaged effectively when the electrode
configuration is properly designed. This feasibility study is further confirmed through a
data set collected in the laboratory. This experiment produced sufficient results in terms of
the model recovered through inversion. The feasibility study evaluating ERT in a reservoir
setting shows that the monitoring target is the total 410 m long swept zone, rather than the
small fractures, due to low signal strength from the fractures. The capability of ERT in the
reservoir scenario depends on the degree of internal erosion and the electrode configuration
used to take measurements. If data can be collected in boreholes in close proximity to the
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Electrical resistivity tomography (ERT) is a geophysical method used to detect variations
in the resistivity of the subsurface. As ERT is sensitive to electrical resistivity, it follows
that it is most useful in detecting metallic objects, conductive fluids, and varying lithologies.
It is widely used in both the mining industry and for environmental purposes. However, its
use in deeper–scale applications is limited due to the signal decay rate of the method. The
problem of decay rate can be remedied with close placement of measurements to the target.
Unlike most geophysical methods in which the range of physical property values remains
in a single order of magnitude, electrical resistivity values can range over 9 orders of mag-
nitude. This variability gives the possibility for much higher contrast levels in the signal
and thus more distinct interpretation. In this work we deal with large ranges of resistivity
created by eroded void spaces.
Of primary analysis in this thesis is a process called internal erosion. Simply, this is
erosion occurring inside a volume of soil or rock. This process can occur in a multitude of
environments and length scales, from small near–surface earthen structures to deep reser-
voirs. We first analyze internal erosion on a small laboratory scale. This is done by simulating
internal erosion with a test called the hole erosion test (HET). The HET gives descriptive
information of the erosion properties of soils, but suffers from assumptions about the geome-
try of the eroded void. Through synthetic modeling we have found that monitoring the HET
with an ERT survey will give information to benefit the description of erodibility of soils.
Additionally, a laboratory experiment has been conducted to validate the synthetic results.
Both the synthetic and real uses of ERT to image internal erosion have proved successful.
The second analysis of internal erosion is on the reservoir scale. Enhanced oil recovery
(EOR) has become standard industry practice to rejuvenate an older reservoir. In simple
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terms, EOR is simply the repressurization of a reservoir with the intention to further recover
hydrocarbons. This is necessary because a reservoir will naturally lose its internal pressure
as hydrocarbons are extracted. Typically, water or CO2 is injected to increase the internal
pressure. When water is injected the process is called waterflooding. The water is injected
into the reservoir at some distance from the producing well, creating a pressure gradient.
The pressure gradient and fluid flow will sweep some percentage of the hydrocarbons from
their in–place location towards the producing well to be recovered.
Problems can arise when repressurizing a reservoir. Of principal concern is a phenomenon
called a matrix breakthrough event (MBE). An MBE, also known as a thief zone or a worm-
hole, occurs when a high–permeability pathway forms between the injection and production
wells. The result of this is to divert injected fluid into the pathway and away from effectively
sweeping hydrocarbons from the reservoir. Once an MBE occurs, the injection/production
well pair is essentially nonfunctional. That well pair can no longer be used for EOR as
any injected fluid will flow in the preferential pathway. To help prevent and mitigate MBE
formation, we have tested the use of time–lapse ERT measurements for monitoring purposes.
The final topic discussed involves the interpretation and use of time–lapse data. We
particularly focus on processes which are directional with time, such as non–reversible fluid
flow and erosion. We make use of a 4-D inversion scheme and add a term to control the
directional nature of the studied physical process. This term restricts models in future time
to be further progressed than models in current and past time.
We first examine the HET simulation of internal erosion. Important in this use is to
develop a measurement configuration on which to take the ERT data. We next apply the
principles learned from the small–scale test to image internal erosion on a reservoir scale.
To aid in interpretation and use imaging internal erosion with time–lapse data, we develop
and test an inversion methodology that restricts processes to a directional nature. Finally,




LABORATORY–SCALE INTERNAL EROSION MODELING
2.1 Introduction
Internal erosion is the movement of soil particles within the soil structure itself. It
is one of the most prevalent causes of earthen structure collapse. Additionally, it can be a
major factor in the failure of enhanced oil recovery (EOR) techniques, especially in soft–rock
regimes. The detection of internal erosion is important in identifying subsurface regions
which require remediation or avoidance. In order to gain a better understanding of how
internal erosion progresses, we study a laboratory simulation of the process, known as the hole
erosion test (HET). While the HET is a valuable study of internal erosion, our understanding
could be further improved if we could visualize the time–lapse changes inside the eroded
material. We test the feasibility of using electrical resistivity tomography (ERT) as the
method of visualization. ERT is a non–invasive and efficient method, making it ideal to
image progressive erosion without disturbing the erosional process.
Internal erosion, also known as piping, is a regressive process that initiates on the down-
stream end of an existing crack or fracture in the soil structure. Fluid flow in the fracture
applies a shear stress on the soil particles, causing them to dislodge from the soil structure.
Erosion of particles from the wall of the fracture occurs if the shear stress from the fluid
exceeds the critical shear stress of the soil matrix. Over time, this can progress until the
fracture becomes unstable, collapsing onto itself.
The main difficulty in understanding piping lies in understanding the spatial expansion
of the internal pipe. As noted, one of the foremost tests to study piping is the HET (Fell
& Wan, 2002). The HET is a small laboratory simulation of piping that is conducted on
a standardized cylindrical soil sample. Fluid travels through the soil matrix of the sample,
eroding the edges of the pre–drilled pipe. The enlarging pipe inside the sample cannot be
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observed during the test and is thus assumed to remain cylindrical throughout. However,
this assumption is almost always violated. The pipe usually forms with a variable diameter
and irregular surface. If the pipe is not cylindrical, then how does it grow during ongoing
internal erosion?
We propose and test the feasibility of using ERT to image internal erosion. ERT has
been used extensively to monitor fluid flow in the subsurface (Daily et al., 1992; Müller et al.,
2010). To determine our ERT electrode measurement configuration, we use synthetic forward
and inverse modeling to test many such configurations. This is an iterative process that is
refined by the quality of the recovered model. Using our designed electrode configuration,
we then perform a set of synthetic inverse modeling to simulate laboratory HET setups. The
recovered models from these tests show that ERT is able to image the eroded void inside the
soil sample.
An ERT experiment is conducted by injecting electrical current into the ground and
measuring the electrical potential at some distance away. Typically, for increased signal
resolution, current is injected at an electrode pair and the potential is measured at a pair, as
shown in Figure 2.1. Potential measurements are taken during steady–state current injection,
after charge accumulation effects have stabilized. The accumulated charges occur at elec-
trical resistivity gradients, and these charges produce anomalous potential fields. Thus, the
measured potential gives information about the distribution of resistivity in the subsurface.
Figure 2.1: Set up of a typical ERT measurement. Current is injected at the AB pair of
electrodes and the electrical potential is measured at the MN pair.
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Figure 2.2: Image of the soil sample holder. Four–point ERT measurements are taken on
the 200 electrodes that are housed in the sample holder.
2.2 Internal erosion
Internal erosion occurs through four processes identified as follows: (1) progression of
cracks in the soil matrix; (2) regressive erosion; (3) internal suffusion (particle transport) of
fine materials, in which the soil structure is modified; and (4) external suffusion between two
soils (Bonelli et al., 2006). The process of focus in this study is regressive erosion, commonly
referred to as “piping”. Piping is a scalable process, such that small–scale conclusions can
be adapted to other problems of differing size (Bonelli & Brivois, 2008; Bonelli et al., 2006).
Soil erodibility can be described in terms of two aspects: the ease of erosion initiation
and the rate of erosion given an applied hydraulic shear stress. Piping occurs when the shear
stress applied by a fluid exceeds the critical shear stress of the matrix. This can be expressed
as equation 2.1, which describes the relationship between the applied shear stress and the
rate of erosion:
ε̇t = Ce(τt − τc) , (2.1)
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where ε̇t = rate of erosion at time t per unit surface area of the hole (kg/s/m
2); Ce =
proportionality constant described as the coefficient of soil erosion (s/m); τt = hydraulic
shear stress along the hole at time t (N/m2); and τc = critical shear stress (N/m
2) (Wan &
Fell, 2004). The most widespread method of measuring the coefficient of soil erosion is the
HET.
2.2.1 Hole erosion test
The Hole Erosion Test (HET) is one of the most common laboratory tests performed to
determine the erosional characteristics of soils. It was developed in order to reproduce and
study the phenomenon of piping in the realm of geotechnical engineering (Fell & Wan, 2002).
The test provides valuable information on the erodibility of soils, but makes assumptions
which are commonly violated. Imaging the true erosional pattern would give a better idea
of the soil’s characteristics.
The HET studies erodibility on a standard cylindrical Proctor soil sample, which is 4
inches (10.16 cm) in both height and diameter. A small 6 mm diameter hole is drilled
coaxially through the soil sample. This small hole is the pipe through which internal erosion
initiates. A hydraulic pressure gradient is then applied across the soil sample parallel to
the pre–drilled hole. The data collected from the HET is the flow rate of fluid through the
sample, which is used as an indirect measure of the size of the central hole (Wan & Fell,
2004). This hole is assumed to remain cylindrical throughout the test. In the HET, the





where ρw = density of the eroding fluid (kg/m
3); g = acceleration due to gravity (9.8 m/s2);
st = hydraulic gradient across the soil sample at time t; and φt = diameter of the cylindrical
pipe at time t (m).
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2.3 Modeling algorithms
We employ the use of both forward and inverse modeling algorithms. The forward mod-
eling algorithm uses a finite volume method and is solved using the conjugate gradient
method. The finite volume method discretizes the model into prismatic cells, each having a
uniform conductivity value (Dey & Morrison, 1979). Current sources are linearly approxi-
mated to the mesh nodes and the potential is calculated at all other nodes. The algorithm
can accommodate resistivity contrasts of at least three orders of magnitude.
The inverse method is formulated as an optimization problem that utilizes Tikhonov
regularization, shown in equation 2.3 (Tikhonov & Arsenin, 1977). We seek to minimize a
total objective function ψ that contains two terms: the data misfit and the model objective
function. The data misfit ψd determines how well the recovered model fits the observed data.
The model objective function ψm requires a smooth model with minimum complexity. The
regularization parameter µ controls the trade–off between minimizing the data misfit and
the model complexity.
minimize ψ = ψd + µψm




Additional information on these algorithms can be found in Section 4.2 of this thesis, as
well as in Li & Oldenburg (1999) and Li & Oldenburg (2000).
2.4 Electrode measurement configuration
In this study we image a standard Proctor soil sample. We have created a sample holder
to encase the sample, shown in Figure 2.2. The casing of the sample holder is solid resistive
plastic and the electrodes are stainless steel. There are a total of 200 stainless steel electrodes
in the sample holder organized in twenty columns of ten electrodes each. The electrodes are
equally spaced both vertically and radially.
In general, with N total electrodes, there are N∗(N−1)∗(N−2)∗(N−3)/8 possible four–
point measurements when excluding reciprocal measurements (Xu & Noel, 1993). With 200
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electrodes, this gives an approximate total of 2.0 × 108 possible combinations. Clearly this
is an exorbitant number of measurements that is neither feasible nor necessary. Thus, we
design the configuration using significant limitations.
Electrode configuration is designed with three major considerations:
1. The data are required to be 3-D:
We require our data to be 3-D. This helps to ensure that 3-D model features are fully
imaged instead of approximated as 2-D structures. We do this by measuring both in–
line and cross–line data relative to current injection. If we only measured independent
in–line surveys along each row, then we would only be taking 2-D slices through the
sample.
2. Current density is maximized in the center of the sample:
The most difficult region to image is at the center of the sample. The data has the low-
est sensitivity to these center cells because they generally receive the smallest amounts
of current and generate the least amount of secondary potential. A properly designed
configuration will give high current density to the center cells. Such configurations
typically have large current electrode spacing and large offset between current and
potential electrode pairs.
3. Balance between the quality of the recovered model versus the total number of data
acquired:
We want to adequately image the sample while also minimizing the total measurement
time. Given the availability of 200 electrodes, there are numerous combinations for
data acquisition. For rapid imaging of the piping process during the HET, we cannot
afford to acquire all possible combinations, nor do we need to.
We first choose a configuration that meets the above three considerations. Using this
configuration, we simulate a data set by performing forward calculations on a synthetic
model. This model can be homogeneous or have significant structure. A homogeneous model
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is easy to interpret in that a successful inversion should yield a nearly constant conductivity
in the sample. A recovered model for a homogeneous test will fluctuate slightly around the
background value due to local noise, but the average value will be very close to background.
Alternatively, a structured model will provide more realistic recovered results. The tested
model should resemble the structure of the expected true laboratory model.
In order to emulate real–world data, random Gaussian noise is added with a standard
deviation equal to a percentage of the accurate potential magnitude, plus a minimum level
of noise. The minimum level of noise represents the constant background noise, while the
data–dependent noise represents noise that occurs in the ERT equipment itself. The data
are then inverted to recover a conductivity model. If the model is not adequately recovered,
then we examine the model deficiencies to determine whether we should change the basic
measurement design or add additional measurements that would complement the existing
configuration. We repeat this process a number of times with different electrode configura-
tions, and we ultimately pick the configuration that recovers a model that closely matches the
true model, minimizes the number of readings, and is easy to implement on the laboratory
set up.
The decision to increase or decrease the number of data depends on recovered model qual-
ity. The addition of a datum to a data set is only beneficial if that datum contains significant
information that is unique to the remainder of the data set. A datum that replicates the
existing information should not be included. The scenario of repeated information becomes
increasingly likely as the data set becomes larger. This is because a larger data set tends to
encompass a larger percentage of the total information content, leaving less remaining infor-
mation for any new data to contain. At this point a data set would be defined as saturated.
At saturation, the majority of the available information is already represented in the data
set. When creating a measurement configuration, we want to add datum values until the
increasing information content becomes insignificant, or when saturation is reached.
9
There is a positive relationship between the size of a data set and the number of reliably
resolved model cells, given that each datum contains significant information. As the number
of data is increased, the number of cells which can be reliably recovered also increases. This
relationship holds until the saturation point is reached, at which point further increase in
the number of data will not improve model recovery. This relationship is non–linear as
there is a large value of information per additional datum with a small data set. The added
information per datum decreases as more data are added, until it reaches approximately zero
at the saturation point.
The number of data required also depends on the complexity of the model. Less data are
needed to resolve the model features if the model is relatively simple with few large contrasts.
A complex model with small–scale features and large contrasts will generally require a larger
amount of data to resolve. A data set should be selected on the type of model expected. A
more complex model should be assumed in synthetic simulations to err on the side of caution
when evaluating measurement configurations.
We tested many formulations of measurement configuration. In these formulations we
varied both the type of current injection and potential measurement, creating “families” of
grouped configurations that were similar to each other. Additionally, the quantity of data
was varied within each family of configuration. We have compared the most promising family
of configuration with varying numbers of data. We compared 1,092, 1,960, and 7,460 data
using this style, each shown in Figure 2.3. These configurations are respectively referred to
as “sparse”, “well–fit”, and “dense”.
The recovered model using the well–fit data set gives a quality geometric representation
of the true void space. The recovered model from the sparse data also does this, but has a
rough outline on the outside of the eroded conical shape. The recovered model of the dense
data set displays the same geometry as the well–fit model. However, the magnitude of the
eroded void was estimated as much higher than the true conductivity. While the sparse data
set may be sufficient, we anticipate true models that are more complex than we have shown
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here. To err on the side of caution we have used more data in order to ensure that the model
complexity is captured. In addition, the time required to measured a full data set using
our automated switching device is about 4 minutes for the well–fit data set. This is a short
enough time that many measurements can be taken over the course of the HET. If shorter
time or more rapid model changes were expected, the number of data could be reduced.
Our final measurement configuration is shown in Figure 2.4. This configuration satisfies
all three criteria for measuring a 3-D volume. This configuration attempts to resolve the
entire sample by increasing the current density through the center cells. This was achieved
by placing the current electrodes on directly opposite columns and opposite rows, as shown
in Figure 2.4(a). This is performed on all twenty columns of electrodes. Figure 2.4(b) shows
the location of 3-D potential measurements taken in both the in–line and cross–line direc-
tions at constant electrode spacing. We place potential electrode pairs vertically along the
same column (in–line measurements) as well as horizontally along the same row (cross–line
measurements). As the arrows in Figure 2.4(b) indicate, we then move the potential read-
ings across the sample. This set of potential readings is taken for every current electrode
pair. This configuration uses a total of 40 current electrode pair locations and 1960 potential
readings.
2.5 Synthetic example
To simulate a DC resistivity experiment a model must be created over which to take the
survey. This model should have reasonable conductivity values for the material and process
we are studying. The structure of the model can range from homogeneous to complex. A
homogeneous model is a good first test for a particular electrode configuration, simply for the
reason that the interpretation is straight-forward. We can also create a “final state” of the
sample. This final state represents the soil sample after the experiment has been performed,
and it consists of a in–place outer cylinder and an eroded inner volume that is fluid filled.
The inner volume has been modeled as either a smaller cylinder or as a cone. This inner
shape represents the volume from which particles have been eroded away by the flow and is
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(a) Sparse data set with 1,092 data.
(b) Well–fit data set with 1,960 data.
(c) Dense data set with 7,460 data.
Figure 2.3: Comparison of recovered models using three measurement configurations. Each
configuration uses the same basic current and potential schemes with only the number of
data varied.
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(a) Current injection electrode locations, with corresponding pairs
of the same number. Lines through the sample represent idealized
current flow paths.
(b) Potential electrode locations taken at every current electrode
pair. Arrows show how the locations shift across the sample.
Figure 2.4: Measurement configuration on the sample holder
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therefore only fluid-filled. Examples of different void space shapes are shown in Figure 2.5.
Figure 2.5: A set of casts made from the eroded void space created during the HET.
To approximate a typical end–result of the HET, we simulate a model with a resistive
eroded cone, shown in Figure 2.6(a) and Figure 2.7(a). This model represents the sample
after the HET has been performed, when the core has been eroded away and only soil on the
outer zone of the sample remains in place. In the HET, the fluid contains no solutes and is
thus resistive. The fluid-filled core contains a 1000 Ωm resistive fluid, and the remaining soil is
50 Ωm. The recovered model for this simulation is shown in Figure 2.6(b) and Figure 2.7(b).
The data misfit term was 2,104 compared to 1,960 data, indicating through the discrepancy
principle that the data were well–fit. The conical shape of the true model has been recovered
by the inversion. The magnitude of resistivity has also been recovered in the thick region of
the core, although it has not been recovered fully in the thin region.
We now attempt to increase the recovery of the central core. For this purpose, we
simulate a model with a conductive eroded core, shown in Figure 2.8(a) and Figure 2.9(a).
Theoretically it should be easier to image a conductive body than a resistive body because
of the increased current density inside the conductive body. This model displays the same
erosion pattern as the model with a resistive core. The resistivity of the soil is kept at 50
Ωm, but the fluid resistivity is changed to 20 Ωm. Figure 2.8(b) and Figure 2.9(b) show the
14
(a) Vertical slice through the true model with resistive core.
(b) Recovered model from inversion.
Figure 2.6: True and recovered models. Scale is in units of resistivity from 50 Ωm to 1000
Ωm. Both figures use the same color bar and scale.
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(a) Horizontal slice through the true model with resistive
core.
(b) Recovered model from inversion.
Figure 2.7: True and recovered models. Scale is in units of resistivity from 50 Ωm to 1000
Ωm. Both figures use the same color bar and scale.
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(a) Vertical slice through the true model with conductive
core.
(b) Recovered model from inversion.
Figure 2.8: True and recovered models. Scale is in units of resistivity from 20 Ωm to 70 Ωm.
Both figures use the same color bar and scale.
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(a) Horizontal slice through the true model with conductive
core.
(b) Recovered model from inversion.
Figure 2.9: True and recovered models. Scale is in units of resistivity from 20 Ωm to 70 Ωm.
Both figures use the same color bar and scale.
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recovered model for this simulation. The conical shape of the eroded core is well–defined in
the recovered model. In addition, the magnitude of resistivity is recovered in both the thick
and thin regions of the core. A comparison of the true and recovered models from Figure 2.8
and Figure 2.9 show that the model with a conductive core is more resolved in both the shape
of the core and the magnitude of resistivity. Therefore we recommend using a conductive
fluid to perform this test as long as solutes in the fluid do not affect the erodibility of the
soil.
2.6 Dynamic case
Previously we only addressed the static case in which the HET is paused for the ERT
reading to be taken. However, our objective is to take ERT readings as the internal erosion
is actively progressing. This is a more complicated problem in which the intake and outtake
tubes that transport fluid through the sample must also be modeled. This causes the mesh
size and the computational cost of inversion to be much larger than in the static case. In
addition, our measurement must be fast enough to image a snapshot of the internal pipe. In
preliminary tests, we were able to conduct a full set of readings in about four minutes. This
time interval is short enough to give good temporal resolution.
2.7 Discussion
The problem of internal erosion is a serious one in both near–surface and reservoir pro-
duction settings. In order to evaluate how internal erosion progresses, we have performed
synthetic modeling of the HET. Although the HET provides valuable information, it assumes
many factors of how internal erosion occurs over time. An accurate image of the HET sample
is essential to either validate or refute these assumptions. We have tested the ERT method
in order to acquire this image.
In this chapter, we have developed a method of designing an effective measurement
configuration. This method is empirical in the sense that we improve our configuration
iteratively by using a process of forward and inverse modeling. Using this technique, we
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have refined our list of important considerations when creating a measurement configuration.
This list can be summarized into three considerations: 1) Maintain a balance between the
total number of data and the quality of the recovered model, 2) Require the data to be 3-D,
and 3) Maximize current density in the model region that is most difficult to image. In our
experience these three considerations are by far the most important is designing an effective
configuration.
In order to increase the conductivity contrast between the in–place soil matrix and eroded
volume, we recommend that the eroding fluid be conductive. We simulated the HET with
both a resistive and conductive fluid. These tests demonstrated that, although both mod-
els have good contrast, using a conductive fluid would produce a more easily detectable
difference.
We have demonstrated the effectiveness of ERT for imaging the HET sample. We have
shown that when using our measurement configuration, ERT can image the signature of
internal erosion in a synthetic example. Both the geometry and conductivity distribution of
the HET sample were well–recovered. Imaging the HET provides a realistic representation
of the piping process. This approach can be scaled and the knowledge applied to problems




MODELING OF MATRIX BREAKTHROUGH EVENTS
3.1 Introduction
In the previous chapter we analyzed the imaging of a small–scale internal erosion ex-
periment. In this chapter we adapt our findings to a larger and more realistic case in the
reservoir setting.
The process of enhanced oil recovery (EOR) is increasingly used as a method to more
fully recover the hydrocarbons in a reservoir. EOR is often an attempt to re–pressurize
the reservoir in order to replace the in–place hydrocarbons. While there are multiple EOR
techniques, the waterflood method is a common technique in which pressurized fluid is
injected into the reservoir. This creates a pressure gradient in the reservoir pointing from
the injecting well to the production well. The injected fluid pushes the hydrocarbons along
this pressure gradient to be recovered in the production well. An optimal waterflood would
occur as uniformly as possible, without bypassing any region of the reservoir volume. This
optimal result is influenced by factors including reservoir heterogeneity, fluid properties, and
fluid injection rate, among others (Bibars & Hanafy, 2004; Groenenboom et al., 2003).
However, problems can arise when injecting fluid into a reservoir at high pressures. In
our particular case in a soft–rock reservoir, problems arise when the injected fluid erodes
the rock matrix. The eroded void is susceptible to becoming a preferential flow path of
fluid. This phenomenon is called a matrix breakthrough event (MBE). The consequence of
an MBE is to channelize the injected fluid, preventing it from effectively sweeping the entire
reservoir volume. The hydrocarbons in the unswept volume would then remain in–place.
This is a serious problem we want to avoid.
The prevention of the MBE scenario is one of the main reasons to monitor ongoing EOR.
In this chapter we analyze the use of the electrical resistivity tomography (ERT) method to
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monitor EOR operations. To do this we first develop a conceptual model of how an MBE
progresses over time. This model is then converted into a usable synthetic model that is
a first–order approximation to the MBE. The electrical resistivity values of the synthetic
model are derived from true large–scale reservoir parameters.
3.2 Progression of MBE
The characteristics of MBE progression are not fully understood and this is an area of
active research. Our understanding of the process has been revised several times during
this work. However, our current and most advanced understanding dictates that an MBE is
composed of two distinct regimes, depicted in Figure 3.1. The first regime extends from the
injection well and is composed of the “Swept Zone” and an internal fracture. This fracture
is thought to only propagate within the swept zone itself. The second regime is called the
“Dilation Zone” and extends from the production well.
The swept zone is elliptical, with its long direction in the direction of fluid flow. The
long dimension will typically extend up to 450 m, with the width ranging from 60–150 m.
The thickness can approach the thickness of the target layer, but it is usually less. In our
scenario the swept zone thickness is 12 m.
Similarly to the swept zone, the fracture extends lengthwise in the direction of fluid flow.
As noted, the fracture is completely enclosed in the swept zone and has a length which is
slightly smaller. The fracture can also extend in the vertical direction up to the thickness of
the swept zone, but is usually less. However, the width of the fracture is severely restricted,
typically on the order of only 1 millimeter on average. In total, the volume of the fracture
is from 10–30 barrels. The fracture propagates only inside the swept zone because the rock
matrix is weakened in the swept zone. During waterflooding, the more viscous and binding
hydrocarbons, along with small particles, are removed from the rock matrix. This weakens
the matrix enough for collapse of the structure in some locations.
The dilation zone is the second regime in an MBE scenario. This zone forms when
material is eroded into the well by fluid flow. This erosion begins at the production well and
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propagates in the direction opposite of flow, described in Chapter 2 as piping. This type of
erosion forms a dendritic channel system that extends in a tongue away from the production
well. Most of the matrix is left in place, but some high–permeability channels will form.
Typically this feature extends from 45–150 m and has a width from 12–30 m.
In a reservoir prone to MBE occurrence, both of these regimes can progress simultane-
ously. The swept zone and fracture grow concurrently with the dilation zone. However, the
MBE does not fully occur until a direct high–permeability connection is formed between
the injection and production wells. This takes place when the dilation zone joins with the
fracture.
Figure 3.1: Schematic diagram of MBE progression. Fluid is injected at the vertical injection
well and recovered in the horizontal production well. Figure courtesy of Anya Reitz.
3.3 Linking MBE models to reservoir scale
We have determined a model geometry through a conceptual model of MBE progression.
However, we still require electrical resistivity values. To approach this problem, we focus
our attention on a large reservoir model in which an MBE has been known to occur. The
MBE was confirmed to have occurred by using tracer dye tests during fluid injection. We
focus specifically on the region of this model where the MBE is located, between a set of
injection and production wells. Granted, in comparison to the small–scale conceptual model,
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the large–scale reservoir model is coarsely sampled. We must therefore solve the problem of
converting large–scale reservoir models into models that contain small–scale details, including
the MBE fracture itself. This is difficult due to greatly differing length scales.
To retain this information we select average model values in our region of interest from
the larger reservoir model. We can then create our small–scale model on the basis of these
carefully selected values. A summary of the selected porosities and water and oil saturation
values from the large–scale model are shown in Table 3.1. “Initial” refers to the reservoir
before EOR techniques have been used. The other regions have been described previously.
Note that only the values for the regions initial and swept zone were determined from direct
observation of the reservoir model.
The values for the dilation zone and fracture were determined indirectly through an
assumption of the physical model characteristics. The porosity and saturation values these
regions were not taken directly from the reservoir model because these features are too
small to be directly observed. Therefore, these values had to be estimated in some way.
The fracture values are straightforward to estimate, as we have a simple model of how the
fracture should manifest. Simply, the fracture is a void space filled with the injected fluid,
in this case brine. Thus, the fracture has 100% porosity and is completely saturated with
water. However, the dilation zone values were more difficult to estimate, and they likely
have a higher level of uncertainty. This is due to our lack of knowledge about the structure
of the dilation zone. As previously described, we believe that the dilation zone is a dendritic
channel system. This process would increase the porosity compared to the initial state of
the reservoir. We estimate it would give a 10% increase in porosity. This is represented as a
value of 38% porosity in the dilation zone as compared to a 28% initial porosity. However,
we were unsure how the dendritic channel system would affect the oil recovery in the region.
Since we are unsure of this effect, we decided to simply assume that the percentage of oil





Table 3.1: Porosity and saturation values for given model regions.
Initial Swept Zone Fracture Dilation Zone
Porosity (φ) 28% 28% 100% 38%
Water Saturation (Sw) 35% 52% 100% 52%
Oil Saturation (So) 65% 48% 0% 48%
Table 3.2: Conductivity for bulk model regions with time–lapse contrast ratio.
Initial Swept Zone Fracture Dilation Zone
Bulk Conductivity (σ, Sm−1) 2.57×10−2 5.24×10−2 1.68 9.08×10−2
Bulk Resistivity (ρ, Ωm) 38.9 19.1 0.6 11.0
Conductivity Ratio to Initial 1:1 2:1 65:1 3.5:1
We now must convert our reservoir parameters (water and oil saturation, water and oil
conductivity, and porosity) into bulk electrical conductivity. We calculate the conductivities
of model regions using a cumulative Archies Law, as shown in equation 3.1, where m is
the cementation exponent, n is the saturation exponent, σ is the bulk conductivity, σw is
water conductivity, and σo is oil conductivity, with the other parameters listed previously
in Table 3.1. For a clean sandstone, reasonable values of the cementation and saturation
exponents are m = n = 1.8. The calculated conductivity values are shown in Table 3.2. We
observe that the conductivity contrast is largest between the initial state of the reservoir
and the fracture. The contrast ratio between the initial and swept zone is 2:1, which is
significant, yet smaller than anticipated.
3.4 MBE as a geophysical target
We have now developed a first–order approximation of the MBE geometry. We have
also calculated resistivity values for each model region using reservoir parameters. The
combination of these results gives us the model shown in Figure 3.3.
It is apparent that the fracture associated with an MBE is relatively small, typically on
the order of several millimeters wide. For this reason, even if this fracture is filled with a
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Figure 3.2: Cross–section of the laboratory MBE experiment showing the swept zone with
the main fracture and filter cake. Figure from Jasarevic et al. (2010).
highly contrasting conductive fluid, the signal from such a target would be negligible at any
reasonable distance. We also do not expect to recover the dilation zone as it is a thin feature.
Certainly, the true signal from an MBE does not come directly from the fracture or dilation
zone. Instead, the signal comes from the volume of the reservoir that has been swept and
produced. This is sufficient as we know that the fracture will be contained inside the swept
zone. We do not need to know the exact location of the fracture itself, just the location and
extent of the swept zone.
Even if an MBE has already occurred it is still useful to know the dimensions of the swept
zone. This knowledge helps to avoid the swept zone when choosing locations for new wells.
By avoiding the entire swept zone, we not only avoid redundant fluid sweeping, but we also
avoid the pre–existing fracture. If we were to reconnect with an existing fracture, it is likely
that the new injection well would also be rendered ineffective due to a newly–created MBE.
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Figure 3.3: MBE model. Red vertical borehole in bottom right is the injection well. Green
horizontal borehole to the left is the production well.
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3.5 Synthetic modeling
We now test if the synthetic model can be detected by ERT. Due to that fact that the
MBE occurs exclusively inside the swept zone, we will first test the ability of ERT to detect
swept zone progression. For this we have two instances of the swept zone at different times,
shown in Figure 3.4. The early–time model is superimposed onto the late–time model. The
extent of the early–time swept zone is located just around the injection well in the lower right.
The late–time swept zone has expanded significantly and almost reaches the production well
to the upper left. By analyzing the data difference between the two models, we can test if
this progression is detectable.
Given our model of swept zone progression, we next need to determine measurement
locations. We begin by assuming that the choice of measurement locations in a reservoir will
be severely limited to either existing wells or a small set of planned wells. These injection
and measurement locations are shown in Figure 3.4. We create a simple measurement sur-
vey in which the current injection locations (labeled A and B–B’ ) are located nearby the
injection and production wells. The current thus flows between the two wells and prefer-
entially through the swept zone, considering that the swept zone is more conductive than
background. The potential measurement line (labeled M ) is placed perpendicular to fluid
flow. The measurement locations are chosen to be restricted to a horizontal line 10 m above
the target swept zone. The measurement locations are maintained in a straight line as per
our restrictions of following a well path. This configuration has the benefit of a broad angle
to guarantee capturing the signal of the swept zone as it approaches and passes. However,
it lacks information about swept zone progression at early times.
We now generate synthetic data at the determined locations using dipole–pole measure-
ments. This means that current is injected at an A and B electrode while the potential is
measured at an M electrode. To test whether we can detect model changes over time and
to ignore background signal, we have simulated data for both an early–time and a late–time
swept zone. We then take the difference between these two data sets. If the difference is
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Figure 3.4: Diagram showing location of current injection wells (A and B–B’ ) and potential
measurement well (M ). The red vertical borehole in the bottom right is the injection well.
The green horizontal borehole to the left is the production well.
above the level of noise, then we should be able to detect swept zone progression. Typical
noise levels are composed to two parts: an absolute level that is constant for all datum and
a relative error that is a certain percentage of each datum. In this scenario, absolute errors
can range from 50 µV to 0.1 mV, while relative error is typically 2–3%.
A compilation of the absolute data difference between the late–time and early–time swept
zones is shown in Figure 3.5. Each line of this plot represents a specific A and B–B’ in-
jection electrode pair. Each point along a single line represents the potential measurements
traversing the M borehole. The measured data values range from approximately 0.15–0.6
mV. These values are significantly higher than the typical error of 50 µV –0.1 mV. For better
visualization, one of the injection electrode pairs is shown in Figure 3.6. Additionally, Fig-
ure 3.7 shows the relative data difference between a late–time and early–time swept zone.
The range of values falls between 3–8%. This is higher than the typically seen 2–3% error. In
both absolute and relative terms the synthetic data are above typical error levels. Thus, the
synthetic data from this set up suggests that ERT should be capable of detecting progression
of the swept zone.
Based on this test it seems feasible that ERT should be able to detect the changes in size
of the swept zone as it progresses in time. To test our hypothesis of a detectable swept zone,
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Figure 3.5: Absolute value of data difference between final and initial plumes. Each line
represents a single injection electrode pair, while each point along the line is a measurement
of the potential.
Figure 3.6: Absolute value of data difference between final and initial plumes.
30
Figure 3.7: Percentage of data difference between final and initial plumes.
we now complete a full inversion with the model in late–time. For better data coverage we
use a series of three measurement wells parallel to fluid flow, as shown in Figure 3.8(a). In
this more complete test we decided to perform a standard dipole–dipole survey on each of
the three wells. These data are displayed in pseudosections in Figure 3.9(a), Figure 3.10(a),
and Figure 3.11(a). A pseudosection is simply a method of displaying the data to examine
data quality. It is not a display method for the resistivity model itself. The predicted data,
shown in Figure 3.9(b), Figure 3.10(b), and Figure 3.11(b), is the data simulated over the
recovered model. As it should, the predicted data looks similar to the observed data. The
predicted data avoids the small–scale noise contained in the observed data as the recovered
model was not fit to the noise. The data residuals, which is the observed data minus the
predicted data, are shown in Figure 3.9(c), Figure 3.10(c), and Figure 3.11(c).
Based on the typical errors levels discussed, we added a absolute minimum of 0.1 mV plus
2% relative noise of each datum. The errors for each line are shown in Figure 3.9(d), Fig-
ure 3.10(d), and Figure 3.11(d).
The recovered model for this test is shown in Figure 3.8(b). The lateral extension of
the swept zone was recovered particularly well between the injection and production wells.
The absolute value of the resistivity is also well recovered. This would be a considered
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successful monitoring the swept zone. As expected, the dilation zone and the fracture were
both omitted in the recovered model. This is likely due to both features being very thin.
(a) True model
(b) Recovered model
Figure 3.8: Comparison between true and recovered models. Points in three measurement
lines on the 2-D plane above the model represent electrode locations. Lines are labeled L1,
L2, and L3.
3.6 Conclusion
Monitoring the progression of the swept zone during EOR is important to minimize the
detrimental effect of an MBE. ERT was selected as the monitoring tool as there is sufficient
contrast between the swept zone and unswept background. We tested the feasibility of ERT
for this purpose using a simple borehole–restricted survey design. The simulated data are
larger than typical error levels in both magnitude and relative percentage. This suggests






Figure 3.9: Pseudosections for L1. (a) Observed apparent resistivity data (b) Predicted
data (c) Residual data (observed - predicted) (d) Error percentage of measured voltage. A






Figure 3.10: Pseudosections for L2. (a) Observed apparent resistivity data (b) Predicted
data (c) Residual data (observed - predicted) (d) Error percentage of measured voltage. A






Figure 3.11: Pseudosections for L3. (a) Observed apparent resistivity data (b) Predicted
data (c) Residual data (observed - predicted) (d) Error percentage of measured voltage. A
pseudosection displays the data but does not represent the true model.
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that the progression of the swept zone can be recovered within normal noise levels.
ERT should be useful to detect the extent of the swept zone as it progresses. However,
it does not seem capable of detecting either the fracture itself or the dilation zone. This is
suitable however, as the extent of the swept zone will give information on where the fracture





In the previous two chapters we have studied specific cases of internal erosion. We
developed feasible models of how internal erosion occurs and measurements configurations
for imaging. This chapter focuses on interpretation of such time–lapse data. We develop
an inversion algorithm to incorporate as much prior knowledge about the erosion process as
possible, namely, that erosion occurs asymmetrically in time.
Most physical properties vary with time. The physical property, be it density, velocity,
susceptibility, resistivity, etc., can change over time due to factors including varying pore
content, temperature, or even changes to the rock matrix itself. Furthermore, in addition to
being time–dependent, most physical properties are directionally linked with time. In other
words, both time and the physical property of interest progress in a directional nature. The
practical implication of asymmetric time means that, in general, an action that occurs in
forward time cannot be replicated in reverse time. In contrast, a typical spatial dimension
contains no inherent directionality. Therefore, we seek to describe time not just as an extra
spatial dimension, but to treat it as unique in the framework of an asymmetric system.
The simplest method of time–lapse interpretation is through independent inversion at
each time step. However, it has been shown that the results from independent inversions can
be contaminated with errors due to data noise or inversion artifacts (Kim, 2005). To solve
these problems, a 4-D inversion algorithm was developed to include both space and time (Kim
et al., 2009). This formulation includes time–regularization and is able to successfully reduce
inversion artifacts and improve inverse stability.
We first review the inverse formulation of a combined spatial and temporal model. We
then impose asymmetric time constraints on time–lapse data by use of the logarithmic barrier
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method. We demonstrate our algorithm on a simple and smooth synthetic model.
4.2 Inverse Formulation
In our formulation we use a 4-D model configuration developed to combine both space
and time into a single model (Kim et al., 2009). By using this formulation we help to avoid
stability issues and reduce possible inversion artifacts. Another benefit of this formulation
is to invert all the data in only one inversion procedure. We briefly present this model and
data formulation.
We assume that a M -dimensional space–time model ~m is sampled at several distinct
reference times τk, k = 1, . . . , T . The spatial models ~mk for each corresponding reference








Accordingly, the N -dimensional data space ~d is also discretely sampled at the correspond-
ing reference times. The data vectors ~dk at reference times τk each have Nk data, and are








The forward model operator G relates the model space to the data space:
~d = G(~m) . (4.3)
We now seek to find a model that agrees with the observed data. In general, we seek
to solve an under–determined problem in which the number of model cells (M) is greater
than the number of data (N). Due to the inherent model uncertainty in under–determined
problems, we regularize the inverse solution to display expected model characteristics. We
introduce model constraints that require the recovered model to show the minimum structure
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needed to fit the data. In addition, we impose model smoothness in both time and space.
At this stage, the temporal dimension is treated simply as an additional spatial dimension.
Equation 4.4 shows the model objective function using these regularization terms for a time–





















The reference model m0 can hold any value, but is typically set to either zero or to our
best assumption of the solution. The coefficients αs, αx, and αt determine the weight given
to each term, and control the influence of each regularization term in the final solution. We
can also write equation 4.4 in matrix form for use in numerical calculations, as shown in
equation 4.5:
ψm = (~m− ~m0)T (αsW TsW s + αxW TxW x+
αtW
T
t W t)(~m− ~m0) ≡ ‖Wm(~m− ~m0)‖2 .
(4.5)
We adopt a standard measure of data misfit:
ψd = ‖W d(~dpre − ~dobs)‖2 , (4.6)
where ~dpre is the predicted data and ~dobs is the observed data, and where W d is the
diagonal datum weighting matrix W d = diag{1/ε1, . . . , 1/εN}. Here, εi is the standard
deviation of the ith datum and i = 1, . . . , N .
If it is given that each datum is contaminated with independent Gaussian noise with zero
mean, then the data misfit becomes a χ2 distribution with N degrees of freedom. This gives
us an expected value of N, and thus our target data misfit ψ∗d = N .
We can now form the model objective function and data misfit into an optimization
problem using the method of Tikhonov regularization:
minimize ψ = ψd + µψm
subject to ψd = N ,
(4.7)
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where the regularization parameter µ controls the relative importance of the model ob-
jective function versus the data misfit.
4.3 Asymmetric time constraints
In the previous section, we gave an inverse formulation to solve a two–dimensional model,
with one dimension in space and the other in time. However, we have so far treated the
temporal dimension simply as an additional spatial dimension. Instead, we wish to treat
time uniquely as a directional dimension. For this purpose, we now enact asymmetric time
constraints on the temporal dimension by implementing the log barrier method.
Given two 1-D models adjacent in time, ~mk and ~mk+1, we constrain the model at time τk+1
to be greater than or equal to the model at time τk. This is done with the knowledge that the
model is positively correlated linked with time. Of course, if it is known that the temporal
relationship is negative, either the equality or the model order can be reversed. Assuming
a positive relationship, we add this constraint to our previous regularization ψd = N . Our
formulation then becomes
minimize ψ = ψd + µψm
subject to ~mk+1 ≥ ~mk and ψd = N .
(4.8)
To enact these asymmetric time constraints, we have chosen to implement the logarithmic
barrier method, given in equation 4.9 (Gill et al., 1991; Saunders, 1996):




This log barrier function enacts positivity on all model cells. Instead, we adapt this
function to enact positivity on the difference between model cells adjacent in time, which we
give here in equation 4.10:








where λ is called the barrier parameter, the entire summation term is called the barrier
term, and µ is called the trade–off parameter and is kept constant throughout the inversion
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process. This nonlinear function is minimized beginning with an initial model that strictly
satisfies the asymmetric time constraints; ~mk+1 ≥ ~mk for all k. Initially the barrier term
is heavily weighted with a large barrier parameter. The solution is found by iteratively
reducing the barrier parameter at each step, therefore increasing the influence of the model
objective function and data misfit terms. As the log barrier term approaches zero, the
solution approaches the solution that only includes the model objective function and data
misfit terms. We also choose to enact positivity on all model cells as this helps to further
regularize the solution (Li & Oldenburg, 2003). The final objective function with both
positivity and asymmetric time constraints is shown in equation 4.11.











For the nth iteration, one step of the Newton method to minimize equation 4.11 is given
as
(GTWTd WdG + µW
T
mWm + λ
(n)X−2 + λ(n)Y−2)∆~m =
−GTWTd Wdδ~d− µWTmWmδ ~m+ λ(n)X−1~e+ λ(n)Y−1~e ,
(4.12)
where the asymmetric time log barrier matrix is X = diag{(m1t2−m
1
t1




the positivity log barrier term is Y = diag{m1, . . . ,mM}, ~e = {1, . . . , 1}, δ~d = G~m(n−1)− ~dobs
and δ ~m = ~m(n−1) − ~m0.
To form the asymmetric time log barrier matrix in the same dimensions as the other
regularization matrices, we are required to repeat the difference terms along the diagonal.
This should not affect the final solution, but does change in degree of weighting that should
be placed on this term.
Since we have a relatively small problem, we solve equation 4.12 for the search direction
∆~m using a least–squares solution. However, for larger problems, it would be prudent to
solve using another linear solver such as the Conjugate Gradient method.
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Given our search direction ∆~m, we then determine the maximum allowable step length
so as to keep the updated model in the feasible region:
~m(n) = ~m(n−1) + γβ∆~m , (4.13)
where β is the maximum allowable step length, given by
β =
{




|∆~mj | , otherwise .
(4.14)
The parameter γ should be close to unity, and be in the range (0,1). This parameter
mainly affects the speed of convergence, and only has little affect on the final solution. We
have used γ = 0.99 with success.
To reduce λ at each iteration we use the formula
λ(n+1) = [1−min(β, γ)]λ(n) . (4.15)
Again, as the log barrier term goes to zero, our solution approaches that of the solution
which does not include the log barrier term. We continue to iterate until two convergence
criteria are less than the predetermined threshold values ε1 and ε2. The first criteria (equa-
tion 4.16) is the ratio between the influence of the logarithmic barrier term and the summa-
tion of the model objective function and data misfit. The second criteria (equation 4.17) is
the relative change at each iteration of the model objective function and data misfit. As the






















< ε2 ≈ 10−4 (4.17)
We choose a regularization parameter such that when these two criteria are met, the
achieved data misfit is approximately equal to the target data misfit. Because a full inversion
procedure is required for every regularization parameter, this would be a costly operation
with a full–scale model. In that case, we could use an automatic method to determine the
regularization parameter such as the L-curve or GCV algorithms.
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4.4 Results
To evaluate the asymmetric temporally constrained inverse procedure we perform a series
of tests to determine its’ efficacy. The most informative examination of the asymmetric time
constrained inversion is to take a comparison between the asymmetric time results and
the results using standard inverse procedures. We will test three inverse regularizations;
standard time regularization, positivity constraints, and asymmetric time constraints. We
will compare the ability of our method and the standard methods to recover a time–lapse
synthetic model. By incrementally adding each regularization, we can gauge the relative
importance of each regularization term on the final model result.
We first create a synthetic time–lapse model on which to simulate data (Figure 4.1). This
model contains regions in which there is both little change and significant change. This blend
should test the ability of the asymmetric time constraints to successfully represent change
in regions that underwent change, and to keep unchanging regions static. This model has
200 total model cells (100 cells at each time step) and 20 data (10 data per time step).
Since we have created the true model, we next need to simulate the data. Each datum





gi(x)m(x)dx, i = 1, . . . , 20 (4.18)
The sensitivity matrix (Gij) is the sensitivity of each kernel function to each of the model







e−(i−1)π/4, i = 1, . . . , 20 (4.19)
Each element in the sensitivity matrix is the integral of the ith kernel function over the




gi(x)dx, i = 1, . . . , 20; j = 1, . . . , 200 (4.20)
The sensitivity matrix formed using the constructed model is shown in Figure 4.2.
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We next add 5% random Gaussian noise to the synthetic data so as to recreate field data.
The true and noisy data at both time steps are shown in Figure 4.3. Using the noisy data,
we perform inversions using asymmetric time constraints regularization. In order to evaluate
the benefits of asymmetric time constraints, we compare its’ results to that of a previously
described standard Tikhonov inversion method without asymmetric time constraints.
To begin the inversion, as mentioned earlier, we need a strictly feasible initial model as
shown in Figure 4.1. We also make sure that the two time steps of the initial model are
sufficiently separated. This prevents premature enactment of regularization that is intended
to take effect later in the inverse procedure.
We first perform an inversion with minimal regularization; we only include smallest model
and spatial smoothing. The results from this first inversion can be seen in Figure 4.4 to Fig-
ure 4.6. The inversion required 12 iterations to complete with the regularization parameter
µ = 100, and trade–off parameters αs = 0.001, αx = 1.0, and αt = 0.0.
Figure 4.1: True model at times t0 (blue) and t1 (black), with initial model overlain (dashed
green and red).
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Figure 4.2: Sensitivity matrix, partitioned at each time step. The individual sensitivity for
times t0 and t1 are labeled. Each partition appears identical, but is just very similar due to
the closeness between the model at each time step. The off–diagonal partitions are zero due
to independence between each time step.
Figure 4.3: True and noisy data at each time step.
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Figure 4.4: Model norm versus iteration; inversion without time regularization, without
positivity, and without time asymmetry.
Figure 4.5: Data misfit versus iteration; inversion without time regularization, without pos-
itivity, and without time asymmetry. Red horizontal line is the target misfit equal to the
number of data.
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Figure 4.6: Recovered model compared to true model; inversion without time regularization,
without positivity, and without time asymmetry.
4.4.1 Time regularization
We next add the most common time regularization for a time–lapse problem, which
is regularization in time. This regularization simply controls how smooth the change for a
particular model cell is over time. Almost identically to the first inversion that did not include
time regularization, this inversion required 12 iterations to complete with the regularization
parameter µ = 100, and trade–off parameters αs = 0.001, αx = 1.0, and αt = 1.0. The results
from this second inversion can be seen in Figure 4.7 to Figure 4.9. The results of these two
inversions are practically identical, giving us reason to believe that time regularization is of
little importance at this stage for this problem. Perhaps a more realistic problem could have
benefited from time regularization, as opposed to a smooth synthetic one.
It is important to note that in assuming time asymmetry, we seek a directional progression
through time of the model. This means that we want to impose this asymmetry on our
results. Therefore, it is important that the asymmetry not already exist without the applied
constraints. We can clearly see in Figure 4.6 and Figure 4.9 that the model has advanced
in most regions, but has regressed in others. This does not follow our assumptions of a
47
directional movement. Clearly, we should be able to improve this region of the model with
further regularization.
4.4.2 Positivity
Positivity is a useful regularization to keep the recovered model bounded in a feasible
region. This feasible region can be adjusted depending on the problem. In this case, positivity
means that the recovered model cannot be negative.
We added the positivity constraints to the previous inversion, giving four regularization
terms total. To implement the positivity constraints, we had to use a different set of code
because the logarithmic barrier method was now applied (equation 4.9). Figure 4.10 through
Figure 4.12 show the results with the addition of the positivity constraints. The inversion
required 11 iterations to complete with the regularization parameter µ = 3000, and trade–off
parameters αs = 0.001, αx = 0.01, and αt = 1.0. This lowered value of the spatial trade–off
parameter was necessary to achieve convergence to the target misfit.
The use of positivity constraints clearly improved the recovered model. The region is
which model direction was originally reversed is now consistent with our asymmetric time
assumption. However, it seems as if this was at least partially coincidental, and due to the
shape of the model itself. It is doubtful that the time asymmetry would be kept for any
arbitrarily shaped time–lapse model. For that to be guaranteed, explicit constraints must
be enacted.
4.4.3 Asymmetric time constraints
In this section we impose our assumption that the model’s physical property is asymmet-
ric with time. The implementation of the time constraints was not too different from the
positivity constraints as both use the logarithmic barrier method. To directly compare asym-
metric time constraints to positivity constraints, we first remove the positivity constraints
and then apply asymmetry. Figure 4.13 shows the inversion with asymmetric constraints
instead of positivity constraints. The inversion required 7 iterations to complete with the
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regularization parameter µ = 163, and trade–off parameters αs = 0.001, αx = 0.15, and
αt = 1.0. There is only a slight difference in the recovered models between Figure 4.12
and Figure 4.13. However, both solutions using asymmetric time constraints has smaller
deviation from the true model than the solutions using positivity. This is particularly true
in the problematic region where time asymmetry had not been upheld in the first inverse
problem.
Figure 4.14 through Figure 4.16 show the inversion results when all five regularizations
are applied. The inversion required 9 iterations to complete with the regularization parameter
µ = 1000, and trade–off parameters αs = 0.001, αx = 0.05, and αt = 1.0. It does not appear
that the positivity constraint adds much quality information to the final result. This is
because of the similar characteristics between recovered models with and without positivity.
Figure 4.7: Model norm versus iteration; inversion with time regularization, without posi-
tivity, and without time asymmetry.
4.5 Discussion
We have conducted a synthetic comparison between standard time–lapse regularization
and a new method called asymmetric time constrained regularization. We sequentially added
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Figure 4.8: Data misfit versus iteration; inversion with time regularization, without posi-
tivity, and without time asymmetry. Red horizontal line is the target misfit equal to the
number of data.
Figure 4.9: Recovered model compared to true model; inversion with time regularization,
without positivity, and without time asymmetry.
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Figure 4.10: Model norm versus iteration; inversion with time regularization, with positivity,
and without time asymmetry.
Figure 4.11: Data misfit versus iteration; inversion with time regularization, with positivity,
and without time asymmetry. Red horizontal line is the target misfit equal to the number
of data.
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Figure 4.12: Recovered model compared to true model; inversion with time regularization,
with positivity, and without time asymmetry.
Figure 4.13: Recovered model compared to true model; inversion with time regularization,
without positivity, and with time asymmetry.
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Figure 4.14: Model norm versus iteration; inversion with time regularization, with positivity,
and with time asymmetry.
Figure 4.15: Data misfit versus iteration; inversion with time regularization, with positivity,
and with time asymmetry. Red horizontal line is the target misfit equal to the number of
data.
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Figure 4.16: Recovered model compared to true model; inversion with time regularization,
with positivity, and with time asymmetry.
regularization to the problem to determine how each regularization benefits the final recov-
ered model. From these tests, it appears that asymmetric time constraints offer similar
benefits to positivity constraints, and in addition, they are more adaptable to different prob-
lem sets. For example, positivity can only set a lower (and/or higher) bound for the model
value, while asymmetric time constraints are a relative constraint that can be tailored for
each problem. It also appeared that in model regions of little change, asymmetric time
constraints minimized artifacts in the recovered model compared to positivity constraints.
However, although results did improve, it required the lessening of other regularization
terms in order to meet the target misfit. Due to the higher regularization from positivity
and asymmetric time constraints, the trade–off parameter for model smoothness was signifi-
cantly decreased. Perhaps these two regularization terms act in opposing directions for this
problem, requiring this change. In addition, it seems that as more advanced regularization
was employed, the solution to the inverse problem became increasingly unstable. This is an





In Chapter 2 we described a series of synthetic modeling to image the hole erosion test
(HET). This modeling was performed to determine the feasibility of using electrical resistivity
tomography (ERT) for imaging internal erosion. ERT should be well–suited to imaging
internal erosion, as the electrical resistivity contrast between the eroded and in-place volumes
is large. Synthetic modeling was also used as an effective method to determine a measurement
configuration on which to take the ERT data. We developed a measurement configuration
that keeps a balance between the total number of four-point measurements and the quality
of the recovered eroded void. This measurement configuration is crucial because the desired
signal is heavily dependent on the pattern of current injection. Despite this success, we have
not yet shown laboratory validation for our measurement configuration in this thesis. In this
chapter we present this validation in the form of an ERT imaging experiment in its entirety,
including model construction, data collection, and accompanying inversion results.
5.2 Experimental set up
We begin with the laboratory sample shown in Figure 5.1. The sample holder is 8
inches (20.32 cm) in height and 4 inches (10.16 cm) in diameter. This size of sample was
chosen over the original 4 inch tall sample to help increase signal strength in the center cells.
The sample is packed similarly to how the sample would typically erode during the HET.
The sample has symmetric eroded cones at either end, with the apexes of the cones at the
sample’s center. As these eroded cones are purely fluid–filled, they are given the electrical
resistivity of the eroding fluid. The laboratory sample also has a fully–resistive rod located
coaxially through the sample’s center. Although this rod would not be found in the HET,
it was necessary to include in this case to hold the packing material in place. The rest of
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the sample is fluid–saturated sand, and represents the material that has not been eroded
during the HET. The sample holder is composed of hard plastic with approximately–infinite
resistivity. The electrodes on which to take a reading are made of rust–resistant stainless
steel of approximately zero resistivity. The sample was packed as described and left still for
one day to reach a steady–state phase.
Given this model geometry, the next step is to determine the electrical resistivity values
given to each model region. The resistivity values of model regions, given in Table 5.1, were
calculated with four–point measurements using a voltmeter and a standard Miller soil box.
These values were combined with the previously described model geometry to create the
synthetic model shown in Figure 5.2.
5.3 Data collection and analysis
Utilizing the measurement locations determined from synthetic modeling, we have com-
pleted the measurement of a full data set. The experiment took place over two days as the
electrical connections were removed and reattached manually. The instrument used to take
these measurements was the ABEM SAS 300 Resistivity Meter. The level of injected cur-
rent varied, as too large of an injected current caused electrolysis and rusting at the injection
electrodes. On the other hand, too small of an injection current leads to a reduced signal to
noise ratio. The current range we found appropriate ranged from 0.2 - 0.5 mV, depending
on the bulk resistance between the injection electrode pair.
We next wish to validate the quality of the laboratory data. One method to accomplish
this is to compare the observed laboratory data to the data we would expect, or the predicted
synthetic data. The synthetic data are created by performing forward modeling on the
synthetic model at the same data locations as the observed data. Assuming that the true
sample is accurately modeled in both its geometry and electrical resistivity, the synthetic
data should approximate the observed measurements.
We now have an observed data set and a predicted data set that are collocated. Because
these data sets share the same measurement configuration, we can compare them directly.
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(a) Separated pieces of the laboratory
model. The sample holder is in back,
while the cones to hold together the
packing materials are in front.
(b) The cones are placed into the sam-
ple holder.
(c) Homogeneous sand is packed into
the sample, leaving the inside of the
cones unfilled. The entire sample is
then saturated with fluid.
Figure 5.1: Construction of the laboratory sample.
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Table 5.1: Electrical resistivity values for model regions. Units are in Ωm.
Electrical resistivity (ρ, Ωm)
Fluid 408
Fluid–Saturated Sand 75
Resistive Plastic Rod 1×108
Figure 5.2: Synthetic model of the laboratory sample. The conical shapes are fluid and the
remaining cylinder is fluid–saturated sand. The resistive central rod is omitted here but its
gap is visible. Units are in Ωm.
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Figure 5.3: Crossplot of synthetic (predicted) and laboratory (observed) data. Outliers are
not shown in this plot. Error bars represent standard deviation of 7% of each datum plus a
minimum of 20 Ω. The linear trend is y = 3.26x− 1.79 with a correlation value of R2 = 0.71
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In Figure 5.3 we show the crossplot between the synthetic and observed data. There
are a total of 1,930 measurements in this plot, less than the 1,960 data in our original
designed measurement configuration. This discrepancy is due to the removal of 30 outliers
from the laboratory data. Error bars in the y-direction show the standard deviation of the
observed data. The error is greater for large data values because the laboratory noise is
data–dependent.
From this crossplot it is apparent that there is a distinct linear trend between the mea-
sured laboratory data and the synthetic data. This demonstrates that we have somewhat
accurately recreated the resistivity distribution of the laboratory sample. However, our syn-
thetic model is skewed towards being less resistive. The least squares linear trend between
the data sets is y = 3.26x−1.79, with x and y representing the synthetic and observed data,
respectively. While the linear trend lies approximately through the origin, showing good cor-
relation, the slope shows that each synthetic datum is on average 3.26 times smaller than its
corresponding observed data. This means that the laboratory sample has been synthetically
modeled as less resistive than the true laboratory sample. This discrepancy was expected,
as we did not account for the resistive plastic funnels used to hold the packing material in
place.
While the synthetic data are accurate in reference to our synthetic model, our observed
data are contaminated with an unknown level of noise. We can assume that the measured
data points are the mean values at each location, but we also need an estimation of the error
associated with each reading. We derive a level of noise by calculating the standard deviation
of repeated measurements at the same location. We performed repeated measurements
at several predetermined measurement locations for this purpose. However, this value of
error is certainly smaller than the level of error required by the inverse problem. While
repeated measurements can measure the error in the instrument, it cannot measure other
errors that should be included in the inversion. These errors arise from factors such as model
inaccuracies, location inaccuracies, time–lapse model perturbations, model anisotropy, and
60
ambient electrical field changes. Thus, we use the repeated measurement error only as a
base minimum.
Beginning with this base minimum, we increase the estimated noise until we find a
realistic value such that we can perform a consistent inversion procedure. This noise is
composed of two parts: the absolute noise and the relative noise. Absolute noise is constant
across the entire data set, while the relative noise varies as a percentage of each datum.
Our final noise estimate was composed of 20 Ω minimum (4-10 mV depending on injected
current) with a relative error equal to 7% of each datum. We chose this level of noise
because it allowed for both a stable inversion and for the data misfit to be on the same order
of magnitude as the total number of data.
5.4 Inversion results
The inversion procedure was formulated as an optimization problem using Tikhonov
regularization, as described in Chapter 2. We imposed both model simplicity and smoothness
in this inversion. For details on inverse problem specifics, please see Li & Oldenburg (1999)
and Li & Oldenburg (2000).
The recovered model using a constant background resistivity is shown in Figure 5.4(a)).
This model has features similar to the synthetic model in Figure 5.4(d), shown again here
for comparison and on the same scale. The recovered model exhibits conical volumes at both
ends of the cylinder. These cones are similar in resistivity to the true model, but they are
in general more resistive. Their geometry is close to that of the true model, excepting the
asymmetry of the cones. The upper cone is significantly larger than the lower cone. We
speculate that this may be caused by inconsistent packing of the sample. It was difficult
to compress the sand uniformly inside the sample holder. Additionally, the sharp contrast
between the resistive central rod and surrounding volume could have introduced inversion
errors into the recovered model.
The achieved data misfit was 7,023 compared to the total number of data of 1,930.
This may imply that we have underfit the data. However, the model appears to have enough
61
complexity to justify that our data have been well fit. We can also observe from the Tikhonov
curve in Figure 5.5 that our selected trade-off parameter is located at a balance point between
the model objective function and data misfit, where curvature is maximized.
The predicted data, or the data predicted by the recovered model, should match the
laboratory data to within the expected level of noise. These data sets should be strongly
correlated. A crossplot of the data, shown in Figure 5.6, demonstrates the strong linear
correlation between the predicted and observed data sets. The linear trend shown has a
slope of approximately one.
The data residuals, or the difference in value between the observed and predicted data,
are examined next. The residuals are theoretically independent and normally distributed
for an inverse calculation. The data residuals thus give information about the inversion
assumptions. A table of descriptive statistics is shown in Table 5.2. While the mean of the
residual data are approximately zero, the distribution is skewed negatively. Additionally, the
excess kurtosis is large, indicating a distribution with a heavy central peak and light tails.
Even though these statistics cannot prove normality, they suggest that the distribution is
normal enough to justify meeting the inversion assumptions of normality. This is also helped
due to the large size of the data set, as a large data set inherently has more latitude to be
considered normal than a small one due to the central limit theorem.
To better understand the data residuals a visual representation is often used. In Fig-
ure 5.7 we present a histogram of the residuals to gauge its appearance. The distribution is
centrally aligned around a mean of zero. As expected from the value of kurtosis, the residual
distribution displays a heavy central peak. This gives further evidence that the data errors
are approximately close to normally distributed. Note that we have omitted some extreme
values as to highlight the central majority of the distribution. These extreme values are due
to the non–linearity of the inverse problem.
We choose to further quantify the information content of the observed data set in terms
of the quality of the recovered model. While the visual appearance of the recovered model
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can be illustrative, a more quantitative appraisal of model quality is to examine the ability
of the data to resolve individual model values. This is done by performing a volume of
investigation (VOI) analysis (Oldenborger et al., 2007). In this analysis two inversions at
varying reference models are performed. One reference model is given a reasonable resistivity
value and the other is given a higher or lower resistivity value. The two resultant recovered
models are compared for the model cells that remained similar to each other despite the
change in reference model. The model cells that remain similar are considered to be reliably
resolved by the data, as the change in reference model did not deviate its value. Those
cells that differ would have low dependence on the data and are considered unreliable. The
information content of the data set can be quantified by the number of cells that remain
similar.
To perform volume of investigation (VOI) analysis we performed multiple inversions
using varying reference models. As shown before, Figure 5.4(a) is the recovered model
using a background resistivity value. The second recovered model we display is shown
in Figure 5.4(b). This model is the result of using a reference model resistivity that is five
times smaller than that of the previous recovered model. The VOI was performed on these
two models to produce Figure 5.4(c). This VOI model retains the same resistivity values of
the first recovered models. However, the cells that varied too much with varying reference
models were excluded. We can see that the cells most reliant on the observed data are those
cells which compose the eroded cones. Most of these cells were kept. The cells in the non–
eroded sections of the model changed significantly with the reference model, indicating low
reliance on the data and high reliance on the inversion parameters.
Table 5.2: Summary of the statistics of data residuals.
Mean Standard deviation Skewness Kurtosis
Residual distribution 0.097 320.01 -2.27 161.59
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(a) Recovered model using background re-
sistivity values.
(b) Recovered model using low resistivity
reference model.
(c) Volume of investigation between two dif-
ferent recovered models.
(d) Synthetic “true” model.
Figure 5.4: Comparison between true and recovered models. Both colorbars use the same
scale. Units are in Ωm.
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Figure 5.5: Tikhonov curve created by multiple inversions of laboratory data at varying
trade-off parameter values. The chosen trade–off parameter is highlighted in red.
5.5 Conclusion
In this chapter we have verified our measurement configuration developed in Chapter 2.
We did this by testing our configuration on a laboratory sample of known characteristics.
An analysis of the observed data showed that its residuals have an approximately normal
distribution, giving support to the inversion assumptions. Further evidence towards data
reliability was given by VOI analysis. Using multiple inversions at varying reference models,
VOI showed which model cells are primarily determined by the observed data. It was also
shown that we can approximately recover the geometric distribution of the eroded volume,
although the absolute magnitude has not been reliably recovered. However, the geometry of
the eroded void is by far the most important aspect of monitoring internal erosion. Thus,
for our purposes, we care less about the absolute magnitude of the resistivity.
Future work on this topic is to model and perform a time–lapse experiment as internal
erosion progresses. This would not be possible with manual experiments, as each measure-
ment requires too much time compared to the span of the HET. However, there is existing
equipment that could take the complete measurement in approximately 4 minutes. The
equipment is connected to all 200 electrodes concurrently, allowing rapid switching between
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Figure 5.6: Crossplot of predicted and observed data from the inversion. Outliers are not
shown in this plot. Error bars represent standard deviation of 7% of each datum plus a
minimum of 20 Ω. The linear trend has a slope close to one.
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Figure 5.7: Data residual between observed and predicted data.
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them. This equipment would allow from 5 to 15 complete measurements to be taken over
the span of a typical HET. This scenario would need to first be synthetically modeled as




The chapters of this thesis all relate to the application of ERT for imaging the erosion of
matrix due to fluid flow. The feasibility of using ERT to image internal erosion is examined
first. We selected to image the HET as a laboratory–scale approximation to internal erosion.
We designed modifications to the HET in order to take ERT measurements on the sample,
which included metal electrodes imbedded into a resistive sample holder. We then devel-
oped an electrode measurement configuration that can efficiently image the sample. This
configuration was based on several founding ideas, including: a balance between recovered
model quality and total number of data, requiring 3-D data, and maximizing the current
in the sample’s center. Through an iterative process using forward and inverse modeling
we refined our measurement configuration. Once we developed this configuration we could
test the feasibility of ERT with different laboratory samples. We showed that a variety of
samples can be effectively imaged, but that samples eroded with conductive fluids are better
resolved.
Our next examination is of internal erosion in a EOR reservoir setting, which is otherwise
known as an MBE. We modeled the MBE scenario using properties taken from an existing
reservoir with known MBE occurrences. Model geometry was developed and refined through
discussions with reservoir engineers and geophysicists working on the internal erosion prob-
lem. We conducted synthetic modeling to determine whether ERT is a feasible tool for
monitoring and detecting an MBE. It was determined that within typical levels of error we
can successfully image the swept zone that encompasses the MBE. Imaging the swept zone
gives the region which we should avoid in future EOR endeavors.
We next completed a laboratory experiment to empirically test the effectiveness of ERT
and our measurement configuration. We packed the sample holder with sand and fluid in
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such a way as to resemble a possibility in which internal erosion may occur in the HET.
Manual data were taken over the course of three days at electrode locations predetermined
by synthetic modeling. We compared this collected data to data predicted by a synthetic
approximation of the laboratory model. This comparison demonstrated to us that our data
were mostly consistent with the exception of a minimal number of outliers. After removal of
the outliers, we inverted the data to recover the resistivity distribution of the sample. We
were able to adequately recover the geometry of the sample, which is the most important
aspect in monitoring internal erosion.
Since internal erosion is a process that happens over time, a logical progression would
be the use of 4-D inversion. Asymmetric time constraints build upon previous work for
time regularization, in which the model can vary with both time and the three spatial
dimensions. Asymmetric time constraints are based on the idea that processes such as
erosion are directional in nature. The use of this constraint seems to have moderately
positive effects on the recovered model, but at the expense of achieving convergence more
difficult. In the future, we would like to apply these constraints to more practical problems
with more dimensions.
To extend the use of ERT for monitoring internal erosion, future work should include a
time–lapse experiment in which erosion of the sample occurs during and between measure-
ments. Between 5 to 15 measurements could be taken during a single HET using an already
existing automated machine. The inversion of this data would be an ideal scenario in which
to implement asymmetric time constraints, as erosion occurs directionally.
Reservoir monitoring of a potential MBE can be put to immediate practical use. Only
a field data set need be acquired. Measurement configurations in a reservoir are severely
restricted to a limited number of existing or designed monitoring wells. Once acquired, the
data can be processed similarly to the data we collected in the laboratory experiment in
Chapter 5. Additionally, as this would be time–lapse data of a directional process, the com-
plete 4-D data set can be inverted in a single procedure using asymmetric time constraints.
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