Abstract-Based on unique decoding of the polynomial residue code with non-pairwise coprime moduli, a polynomial with degree less than that of the least common multiple of all the moduli can be accurately reconstructed when the number of residue errors is less than half the minimum distance of the code. However, once the number of residue errors is beyond half the minimum distance of the code, the unique decoding may fail and lead to a large reconstruction error. In this brief, assuming that all the residues are allowed to have errors with small degrees, we consider how to reconstruct the polynomial as accurately as possible in the sense that a reconstructed polynomial is obtained with only the last τ number of coefficients being possibly erroneous, when the residues are affected by errors with degrees upper bounded by τ . In this regard, we first propose a multi-level robust Chinese remainder theorem for polynomials, namely, a tradeoff between the dynamic range of the degree of the polynomial to be reconstructed and the residue error bound τ is formulated. Furthermore, a simple closed-form reconstruction algorithm is also proposed.
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I. INTRODUCTION
C HINESE remainder theorem (CRT) is a fundamental result in number theory, which has been widely used in computer architecture, digital signal processing, cryptography, etc. over the past few decades [1] - [3] , as it decomposes a ring of bigger size into several independent rings of smaller sizes. In order to protect systems again errors, errorcorrecting codes based on the CRT (called residue codes) have been developed for residue error detection and correction in the literature [4] - [14] . In this brief, motivated by faulttolerant polynomial-type operations (e.g., cyclic convolution, correlation and FFT computations [15] - [22] ) with reduced complexity in digital signal processing systems, we consider polynomial reconstruction via the CRT for polynomials in the presence of residue errors. It is known that when the number of the residue errors is limited (e.g., less than half the minimum distance of the code), a polynomial with degree less than that of the least common multiple (lcm) of all the moduli can be accurately reconstructed as a unique output in the decoding of the polynomial residue code with non-pairwise coprime moduli [10] . However, if the number of the residue errors is larger (e.g., beyond half the minimum distance of the code), the decoding of the polynomial residue code may fail and lead to a large reconstruction error, and in this case, how we can reconstruct the polynomial as accurately as possible is of interest in this brief.
In [23] , a robust CRT for polynomials has been studied when all the residues are allowed to have errors but the degrees of the errors are restricted to be small. It basically says that a reconstructed polynomial can be obtained with only the last τ number of coefficients being possibly erroneous, when the residues are affected by errors with degrees upper bounded by τ , where τ is called the residue error bound. A sufficient condition for τ is proposed in [23] . It is not surprising in the robust CRT for polynomials proposed in [23] that the degree of the polynomial to be reconstructed has to be less than the degree of the lcm of all the moduli the same as the CRT for polynomials. In this brief, we propose a multi-level robust CRT for polynomials, which is a generalization of the robust CRT for polynomials proposed in [23] . It reveals a tradeoff between the range of the degree of the polynomial to be reconstructed and the residue error bound. In other words, we may increase the residue error bound at the cost of decreasing the dynamic range of the degree of the polynomial to be reconstructed. Moreover, a simple closed-form reconstruction algorithm is also proposed. Note that there is also some work on the multi-level robust CRT for integers [24] , [25] , where the residue vectors of all nonnegative integers less than the dynamic range are presented as points connected by the slanted lines with the slope of 1 in a high-dimensional space, and a robust reconstruction is obtained by finding the closest point to the erroneous residues on one of the slanted lines. Obviously, this geometric representation method does not work for polynomial cases here. Therefore, the result of this brief is not directly related to that work [24] and [25] .
The following notations will be used. Let F be a field and F[x] denote the set of all polynomials with coefficients in F and indeterminate x. The highest power of x in a polynomial f (x) is termed the degree of the polynomial, and denoted by deg ( f (x) ). All the elements of F can be expressed as polynomials of degree 0 and are termed scalars. A polynomial of degree n is called monic if the coefficient of x n is 1. We denote the greatest common divisor (gcd) and lcm of a set of polynomials
, respectively. For the uniqueness, gcd(·) and lcm(·) are both taken to be monic polynomials. Two polynomials are said to be coprime if their gcd is 1. The residue of f (x) modulo g(x) is denoted by | f (x)| g (x) . Throughout the brief, all polynomials considered are in F[x].
II. PRELIMINARIES
Then, a polynomial a(x) with degree less than that of the lcm of all the moduli can be equivalently represented by its
Conversely, a(x) can be reconstructed from its residues via the CRT for polynomials [1] , [10] .
If t errors with values e i 1 (x), . . . , e i t (x) have occurred in the transmission, then the received residues will be given by, for
The residue errors
In [10] , the residue error correction capability in the polynomial residue code with non-pairwise coprime moduli and code distance d has been studied. It is stated in [10] that
) can be accurately reconstructed by the unique decoding when only t ≤ (d − 1)/2 errors of arbitrary values are in the residues, where · stands for the floor function. Unfortunately, if the number of residue errors is beyond the error correction capability of the polynomial residue code, the unique decoding may fail and lead to a large reconstruction error. In this case, what we can do is to reconstruct the polynomial as accurately as possible.
In this brief, we are interested in a robust reconstruction problem, that is, a reconstructed polynomialâ(x) can be obtained such that deg(â(x) − a(x)) ≤ τ when all residues a i (x) are allowed to have errors e i (x) with small degrees upper bounded by τ (i.e., deg(
where τ is called the residue error bound. Recently, a robust CRT for polynomials has been proposed in [23] as stated in the following result.
Proposition 1 [23] : If the residue error bound τ satisfies
then a(x) with degree less than deg(lcm(
can be robustly reconstructed. A closed-form reconstruction algorithm for Proposition 1 is also proposed in [23] . For more details, we refer the reader to [23] . According to Proposition 1, when all the residue errors have small degrees upper bounded by τ in (3), we can obtain a reconstructed polynomialâ(x) for a(x) with degree less than deg(lcm (m 1 (x) , . . . , m L (x))) such that only the last τ number of coefficients ofâ(x) may be different from those of a(x) while the other coefficients are accurately determined. One can see that the dynamic range of the degree of a(x) is deg(lcm (m 1 (x) , . . . , m L (x))) in the robust CRT for polynomials. In the following, by relaxing the dynamic range of the degree of a(x), we generalize the robust CRT for polynomials in Proposition 1 in a multi-level strategy, called a multi-level robust CRT for polynomials in this brief.
III. MULTI-LEVEL ROBUST CRT FOR POLYNOMIALS
In this section, we first investigate a multi-level robust CRT for polynomials for two-modular systems. A trade-off between the dynamic range of deg(a(x)) and the residue error bound τ is exactly formulated. A simple closed-form reconstruction algorithm is then proposed. By the cascade architecture of CRT as in [25] , some multi-level result for multi-modular systems can be easily obtained, and thus we skip it in this brief.
Let
, and m(x) and M(x) be their gcd and lcm, respectively, i.e., m(
, and for i ≥ 1, we define
It is not hard to see that there must exist an index K with K ≥ 0 such that
Proof: It is straightforward that
Thus, we now only need to prove the former inequality in (6), i.e., deg(m(
and (1), it is readily seen that
Furthermore, from (1), we get
and then by doing modulo 1 (x) in both sides of (9), we have
From (7), (10), (11) and
From (7), (10) and (12), there exists a polynomial c 1 (
If (4), (13) becomes
, then by doing modulo m(x)σ 1 (x) in both sides of (14), we have
Due to deg(c 1 (x)) < deg(σ 1 (x)) − deg(σ i (x)) and (15), there exists a polynomial c 2 (x) with deg(c 2 
If c 2 (x) = 0, we have r
, and we can get deg(a 1 (14) and (15), since
, and we have
Continuing this procedure, let
, and we can have, for some c i−1 (x) = 0 with deg
If deg(a 1 
and (18), we get
with c i−1 (x) = 0, and thereby deg(a 1 
where¯ 21 (x) is the modular multiplicative inverse of
(iii) Otherwise, letk 2 (x) = 0.
When the residues a 1 (x), a 2 (x) have small degree errors with the residue error bound τ , i.e., deg(e i (x)) ≤ τ for i = 1, 2, letã 1 (x),ã 2 (x) be the two erroneous residues, and we define
Based on Lemma 1, we then have the following result. Lemma 2: Let a(x) be a polynomial with deg(a(x)) < deg(M(x)) − deg(σ i (x)) for some i with 1 ≤ i ≤ K + 1, and the residue error bound τ satisfy
We can obtain the following three cases:
. Proof: Based on the method of proof by contradiction, we give an indirect proof as follows. When deg(a 2 (x)) < deg(m 1 (x)) and a 1 (x) = a 2 (x), from Lemma 1 we have (6) . So, from (20) and (19) we get deg(m 1 (m 1 (x) ). So, from (20) and (19) we get deg(q 21 
, and from (20) we get deg(q 21 
This completes the proof.
In the following, we propose a simple closed-form reconstruction algorithm for a polynomial a(x) with deg(a(x)) < deg(M(x))−deg(σ i (x)) for some i with 1 ≤ i ≤ K+1 such that it can be robustly reconstructed from the erroneous residues a 1 (x),ã 2 (x) with the error bound in (20) .
As seen in Algorithm 1 above, f i (x) or g i (x) is obtained by taking i or i + 1 consecutive modulo operations, and then the folding polynomialk 2 (x) is immediately obtained by (21) or (22) . Hence, Algorithm 1 is concise as compared to that for the multi-level robust CRT for integers in [25] , where a number of searches are needed to obtain the folding integers. In Algorithm 1, the computational complexity is mainly due to the computations of f 1 g 1 (x), . . . , g i (x) , in which modulo operation requires polynomial division. In order to reduce the computational cost in each of these modulo operations, we expect to change the modulus m(x)σ l (x) into a lower-degree modulus σ l (x), and f l (x) into a lower-degree polynomialf l (x). So, we next present an efficient approach as follows. In 2: (i), calculatef
, and then let
Similarly, we can calculateg
then by Algorithm 1 we can accurately determine the folding polynomial k 2 (x), i.e.,k 2 (x) = k 2 (x), and thus a(x) can be robustly reconstructed from the erroneous residues. Proof:
, from Lemma 2 we get deg(a 2 (x)) < deg(m 1 (x)) and a 1 (x) = a 2 (x). Based on (19) and (26), one can see that 2 (x) . Following the procedure (13)- (18) in the proof of Lemma 1, there must exist an index j with
. By the Bézout's lemma for polynomials [3] in (9), the folding polynomial k 2 (x) can be determined by
where¯ 21 (x) is the modular multiplicative inverse of 2 (x)
, we obtain from (10) and (11) 
Then, similar to the analysis of (13)- (18) in the proof of Lemma 1, there must exist an index j with
Moreover, based on (19) and (26), one can see that
. By the Bézout's lemma for polynomials in (9), the folding polynomial k 2 (x) can be determined by
Hence,
(iii) Otherwise, we know a 1 (x) = a 2 (x) from Lemma 2. In this case, it is immediate to have k 2 (x) = 0, and therebŷ
Therefore, by Algorithm 1 the folding polynomial k 2 (x) can be accurately determined, and a(x) can be robustly reconstructed as in (23) from the erroneous residues.
Remark 1: Due to deg(σ K+1 (x)) = 0, Theorem 1 coincides with Proposition 1 in the case of two moduli. When the dynamic range attains the maximum, i.e., the degree of the lcm of the moduli, the residue error bound τ decreases to the degree of the gcd of the moduli.
To well illustrate Theorem 1 and Algorithm 1, we next present an example.
Example 1: Let F 2 denote the finite field with two elements 0 and 1, and F 2 [x] denote the set of all polynomials with coefficients in F 2 . Let m 1 (x) = (x 2 + 1)(x 6 + x 3 + 1) and m 2 (x) = (x 2 + 1)(x 9 + x 7 + x + 1) be two polynomial moduli in F 2 [x] . The gcd of the two moduli is m(x) = x 2 + 1, 1 (x) = x 6 + x 3 + 1, 2 (x) = x 9 + x 7 + x + 1, and the degree of the lcm of the two moduli is deg(M(x)) = 17. By (4), we have σ 1 (x) = x 4 , σ 2 (x) = x 3 + 1, σ 3 (x) = x and σ 4 (x) = 1. According to Theorem 1, we have the following result in Table I , where the last row, i.e., Level I, is the known result in Proposition 1. More specifically, given a polynomial a(x) = x 15 +x 11 +x 7 +x 6 +x+1, its two residues and the folding polynomial k 2 (x) can be calculated as a 1 (x) = x 7 + x 2 + x + 1, a 2 (x) = x 5 + x 4 + x + 1 and k 2 (x) = x 4 , respectively. We next use Algorithm 1 for i = 3 (or Level II in Table I ) in Theorem 1 to robustly reconstruct a(x) when the erroneous residues are given byã 
where max(deg(e 1 (x)), deg(e 2 (x))) < 3 makes the condition (26) hold.
• Calculate q 21 (x) = x 7 + x 5 + x 4 + 1.
• 
So, we obtaink 2 (x) = x 4 .
• We getâ(x) =k 2 (x)m 2 (x)+ã 2 (x) = x 15 +x 11 +x 7 +x 6 +1. Clearly, the above obtainedâ(x) is a robust estimation of a(x), i.e., deg(â(x) − a(x)) = 1 < 3.
IV. CONCLUSION
In this brief, we studied a multi-level robust CRT for polynomials, which shows that a polynomial with different levels of dynamic ranges can be robustly reconstructed from the erroneous residues with correspondingly different levels of error bounds. Furthermore, a simple closed-form reconstruction algorithm was proposed. Note that for multi-modular systems, when the dynamic range decreases, the code distance in the perspective of [10] may increase and hence more (but not all) residue errors can be corrected, while in this brief the solution of our multi-level robust CRT method may not be accurate but robust against the residue errors and all the residues are allowed to have errors that may not be too large.
