A new method for diffusion tensor MRI (DT-MRI) regularization is presented that relies on graph diffusion. We represent a DT image using a weighted graph, where the weights of edges are functions of the geodesic distances between tensors. Diffusion across this graph with time is captured by the heat-equation, and the solution, i.e. the heat kernel, is found by exponentiating the Laplacian eigen-system with time. Tensor regularization is accomplished by computing the Riemannian weighted mean using the heat kernel as its weights. The method can efficiently remove noise, while preserving the fine details of images. Experiments on synthetic and real-world datasets illustrate the effectiveness of the method.
Introduction
Diffusion tensor MRI is an important tool for non-invasive exploration of the anatomic structure of the white matter in vivo. It endows each voxel with a 3 × 3 symmetric positive-definite matrix, which measures the anisotropic behavior of water diffusion in white matter. Due to the motion of the ventricles and the partial volume effect, DT images are often noisy. Thus, regularization is necessary before fiber tracking can commence. Because of the high dimensionality of the tensor data and constraints imposed by the curved feature space of tensors, traditional scalar image smoothing techniques are often no longer applicable. Generally, tensor field regularization can be realized in one of the three ways: smoothing the whole tensors [1, 2] , separately smoothing the eigenvectors and eigenvalues of tensors [3, 4, 5] , and directly smoothing the diffusion weighted images before estimation of the tensor [6] .
The aim of this paper is to show how the heat kernel can be used to develop a graph-spectral method for tensor field regularization by working on the Riemannian feature space of tensors. Unlike prior literature on image smoothing using continuous partial differential equations (PDEs), our method is based on the heat equation for discrete structures [7] . We represent tensor-valued images as weighted undirected graphs, where the edge weights are functions of geodesic distances between tensors. Diffusion across this weighted graph with time is captured by the heat-equation, and the solution, i.e. the heat kernel, is found by exponentiating the Laplacian eigen-system with time. Diffusion tensor image regularization is accomplished by convolving the heat kernel with the image, which is equal to the Riemannian weighted mean due to the fact that tensors are points on a Riemannian manifold [8, 9, 2] .
The next section of this paper summarises the Riemannian space of the tensors, and defines the geodesic distance and Riemannian weighted mean on it, which are necessary for the main algorithm. Section 3 proposes the new graph diffusion-based method for tensor field regularization. Experiments on synthetic and real DT-MRI data are shown in Section 4. Section 5 concludes the paper.
Riemannian Space of Tensors
Let Σ(r) be the set of r × r real matrices. Recall that in Σ(r) the Euclidean inner products, which is known as the Frobenius inner product, is defined as
, where tr(·) denotes the trace and superscript T denotes the transpose. For a matrix A whose eigen-decomposition is A = U ΛU T , the exponential of A is given by exp A = ∞ k=0
, and the inverse logarithm of A is given by log A = − ∞ k=1
where I is the identity matrix.
Let S(r) be the space of r × r symmetric matrices and S + (r) be the space of symmetric positive-definite matrices. Thus, the space M of diffusion tensors is identified with S + (3). Through the identity mapping ψ : We can turn S + (r) into a Riemannian manifold by introducing a Riemannian metric g at P [10] , i.e. g(
. This is the same as the affine-invariant inner product used by [8, 11, 2] 
The distance between two points A, B ∈ S + (r) is the infimum of lengths of curves connecting them, i.e. d(x, y) := argmin
The curve satisfying this infimum condition is a geodesic. In S + (r) the geodesic with initial point at identity matrix I and tangent vector X ∈ T I S + (r) is given by exp(tX). Using invariance under group actions [11] , an arbitrary geodesic Γ (t) such that Γ (0) = P and Γ (0) = X is given by Γ (P,X) (t) = P 1 2 exp(tP
. Thus, the geodesic distance between two points A and B in S + (r) is
where λ i are the eigenvalues of
We can relate an open subset of the tangent space T P S + (r) with a local neighborhood of P in S + (r) using the exponential map Exp :
, which is defined as Exp P (X) = γ (P,X) (1). Geometrically, Exp P (X) is a point of S + (r) obtained by marking out a length equal to |X| commencing from P , along a geodesic which passes through P with velocity equal to
Since Exp P is a local diffeomorphism, it has an inverse map, the so-called logarithmic map Log P :
where Log P (γ (P,X) (t)) = tX. Thus, for a point A near P it also follows
Riemannian Weighted Mean
Consider a set of n points (or tensors) p 1 , ..., p n residing on the Riemannian manifold M = S + (3) of tensors, with corresponding weights a 1 , ..., a n ∈ R such that n k=1 a k = 1. An efficient way of characterising the points is to compute their weighted mean. If the points are in Σ(3), recall that the arithmetic Euclidean weighted mean q can be defined as the linear combination q = n k=1 a k p k , From a variational standpoint the Euclidean weighted mean minimizes the sum of the weighted squared distances f (q) to the given points
To generalise the least squares minimization to the manifold M , one intuitive way is to replace d e (q, p k ) by the shortest geodesic distance d g (q, p k ) on M between the mean q and the point p k . Thus, we can define the Riemannian weighted mean as the point q that minimizes the sum of geodesic distances
The mean q is a critical point of f , i.e. the location where the directional first derivatives of f are all zero. To locate the minimum of f , one widely used and easy to implement numerical method is to use steepest gradient descent [8, 9, 2] . At a point q ∈ M , the gradient of f with respect to q is ∇f (q) = − n k=1 a k Log q (p k ). The minimum of f is located at the critical point q, ∇f (q) = 0, where the Euclidean weighted mean of tangent vectors Log q (p k ) ∈ T q M is zero. The iteration of the classical gradient descent method can be stated as q t+1 = q t −∇f . This iteration scheme means that the estimated mean q t+1 moves towards mean q in the direction of steepest descent. Thus, the intrinsic gradient descent algorithm on M gives the following iteration scheme for estimating the Riemannian weighted mean of the tensor set p 1 , ..., p n ,
where Exp and Log operators are defined in Eq. 2 and Eq. 3 respectively.
Graph Tensor Regularization
Let be the diffusion tensor image under regularization. Following recent work on graph-spectral methods for image segmentation [12] we abstract a tensorvalued image using a weighted graph G = (V, E, w), where the nodes V of the graph are the voxels of the image , and an edge is formed between every pair of nodes. The weight of each edge, w(i, j) ∈ [0, 1], is a function characterizing the relationship between the voxels i and j.
Since we wish to adopt a graph-spectral approach, we introduce the weighted adjacency matrix W for the graph where the elements are 
Heat Kernel on Graphs
We here introduce the heat equation associated with the Laplacian [13] , i.e.
where h t is the heat kernel and t is time. The heat-kernel satisfies the initial condition h 0 = I |V | where I |V | is the |V | × |V | identity matrix. The heat kernel can hence be viewed as describing the flow of heat across the edges of the graph with time. The rate of flow is determined by the Laplacian of the graph. The solution to the heat equation is found by exponentiating the Laplacian eigen-spectrum, i.e.
The heat kernel is a |V | × |V | matrix, and for the nodes i and j of the graph G the resulting element is h t (i, j) =
When t tends to zero, then h t I − Lt, i.e. the kernel depends on the local connectivity structure or topology of the graph. If, on the other hand, t is large, then h t e −tλ2 φ 2 φ T 2 , where λ 2 is the smallest non-zero eigenvalue and φ 2 is the associated eigenvector, i.e. the Fiedler vector. Hence, the large time behavior is governed by the global structure of the graph.
Regularization as Graph Diffusion
It is useful to consider the following picture of the heat diffusion process on graphs. Suppose that we inject a unit amount of heat at the node k of a graph, and allow the heat to diffuse through the edges of the graph. The rate of diffusion along the edge E(i, j) is determined by the edge weight w(i, j). At time t, the value of the heat kernel h t (k, j) can be interpreted as the amount of heat accumulated at node j.
We would like to regularise the tensor image using the heat flow on graph G. To do this we inject at each node of G an amount of heat energy equal to the tensor of the associated voxel. The heat at each node diffuses through the graph edges as time t progresses. The edge weight plays the role of thermal conductivity. If two voxels belong to the same region, then the associated edge weight is large. As a result heat can flow easily between them. On the other hand, if two voxels belong to different regions, then the associated edge weight is very small, and hence it is difficult for heat to flow from one region to another. From the viewpoint of geometry, tensors are points of the Riemannian manifold M = S + (3). The above process means we let the tensor points move according to its local neighbors. We believe that the difference between two tensor points belonging to the same region is a result of noise only. We therefore, want them to move toward each other. Contrarily, if two tensor points belong to different regions, we want them stay where they are. The prior similarity between two voxels of is expressed in terms of the edge weight of G, which depends on two factors: 1). The geodesic distances between the tensors. 2). The Euclidean distances between the locations of the voxels. We encode all the tensors associated with the voxels of the image as a block column vector I 0 , whose elements I 0 (i) are 3 × 3 tensors. We would like to minimize the influence of one region on another. This behavior is captured by the weight matrix
o t h e r w i s e
where the symbols used are as follows: X(i) is the location of the voxel i; d e (X(i)−X(j)) is the Euclidean distance between voxels i and j; d g (I 0 (i), I 0 (j)) is the geodesic distance between tensors I 0 (i) and
The values of κ I and κ X are usually set to 10% ∼ 20% of the total range of the distance functions d g and d e . They has the effect of controlling the velocity of the diffusion process.
The heat diffusion process described above is governed by the same PDE as Eq. 5, however the initial conditions are different. Now the initial heat residing at each node is determined by the corresponding tensor. The evolution of the tensors I 0 of image follows the equation
In fact, if we view each tensor is composed of six independent components, the above diffusion equation comprises a system of six coupled PDEs. The coupling results from the fact that the edge weight of G depends on all the components of the tensors. The solution of Eq. 8 is I t = e −tL I 0 = h t I 0 . As a result the smoothed tensor of the voxel j at time t is
This is a measure of the total energy to flow from the remaining nodes to node j during the elapsed time t. When t is small, we have I t (I − Lt)I 0 . Each row i of the heat kernel h t satisfies the conditions 0 ≤ h t (i, j) ≤ 1 for ∀j and |V | j=1 h t (i, j) = 1. Due to the constraints of the tensors I 0 (i) imposed by the Riemannian space M = S + (3), the smoothed tensors I t (j) should always stay on the manifold M . According to section 2.1, I t (j) in Eq. 9 is the Riemannian weighted mean of the tensor set {I 0 (i)|i = 1, ..., |V |}. The Riemannian weighted mean has the heat kernel as its weight set {h t (i, j)|i = 1, ..., |V |}. Thus, I t (j) for voxel j at time t can be easily found by the intrinsic gradient descent, as stated in Eq. 4, i.e.
where Exp and Log operators on M are defined in Eq. 2 and Eq. 3 respectively.
Experiments
We have applied our Riemannian graph-spectral filter to synthetic and real-world tensor-valued images. In top row of Fig. 1 , we generate a tensor field with three different regions, and add IID additive noise to eigenvectors and eigenvalues of the tensors respectively. As the figure shows, our graph diffusion well restore the coherence of the the field inside each structure without destroying the interfaces between regions. In order to better evaluate our algorithm on real-world DT-MRI, we generate a synthetic fiber bundle in the bottom row of Fig. 1 , which is again corrupted by additive noise. The result shows our method perfectly recovers the fine details of the structure, while smoothes out the noise. Since for real-world DT-MR brain images, typically 128×128×n(n > 40) , the number of image voxels is very large, it is time and space consuming to find the exact solution of our algorithm. We thus introduce the following approximation scheme to simplify the computations involved. Here we make use of the fact that the elements of the heat kernel h t (i, j) decay exponentially with the path length (the shortest distance) between nodes i and j. As a result when we compute I t (j) for node j, we could ignore the effect of node i if the path length between nodes i and j is larger than . Hence, we can restrict our attention to voxels that are close to one another. To do this, we use a smaller n 1 × n 2 × n 3 volume window surrounding each voxel to construct a smaller sub-graph. We then use the heat kernel of this smaller sub-graph to calculate the Riemannian weighted mean I t (j) of the voxel j at time t. 2 shows a slice of the results of applying our method to a brain DT-MRI dataset of size 128 × 128 × 58. The top row gives ellipsoid representation of the sample slice and it's regularized counterpart. The region with same color implies it's homogeneous structure inside. Thus, our method can sufficiently smooth each region. The bottom row gives the fractional anisotropy map [14] of the corresponding slice in the top row. The bright regions are potential places where fibers can be tracked. As the figure shows, discontinuities are preserved and the local coherence of the anisotropy map is enhanced after regularization.
