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We have examined within a fully self-consistent theoretical framework the energy difference between the
anti-analog giant dipole resonance (AGDR) and the isobaric analog state (IAS), EAGDR − EIAS, as an indicator
of the neutron skin and of the density behavior of the symmetry energy. We have improved two specific points in
our HF+RPA calculations: (1) the exchange term of the two-body Coulomb interaction is treated exactly without
Slater approximation; and (2) the two-parameters spin-orbit interaction is treated in a consistent way within the
energy density functional theory. The estimated values for the neutron skin in 208Pb and the slope parameter of
symmetry energy are compared with previous analysis available in the literature.
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I. INTRODUCTION
A comprehensive effort is currently being devoted to the
determination of the nuclear symmetry energy, in particular
as far as its density dependence is concerned. The symmetry
energy is defined starting from the nuclear matter equation of
state. The energy per particle in a uniform system characterized
by a density ρ and a relative neutron-proton asymmetry β ≡
(ρn − ρp)/ρ can be estimated by expanding up to second order
in β as
E
A
(ρ,β) = E
A
(ρ,β = 0) + S(ρ)β2. (1)
This truncation has been found to be accurate for densities
up to at least 2ρ0, where ρ0 is the saturation density [1].
Hence, the symmetry energy S(ρ) can be seen as the difference
between the energy per particle in neutron matter (β = 1) and
symmetric matter (β = 0). Its value at saturation density is
often defined as J ≡ S(ρ0). Expanding S around ρ0 in terms
of (ρ − ρ0)/ρ0 leads to the definition of the well-known, and
highly debated, slope parameter L ≡ 3ρ0S ′(ρ0). We recall that
L and the neutron skin thickness rnp ≡ 〈r2〉1/2n − 〈r2〉1/2p in
a medium-heavy nucleus are strongly correlated [2–4]. There-
fore, works aimed at extracting L from various observables
can also give an estimate for the neutron skin. Conversely,
new measurements of the neutron skin have contributed to
our understanding of the behavior of the symmetry energy.
Examples are experiments on parity violating elastic electron
scattering [5], elastic proton scattering [6,7], antiprotonic and
pionic atoms [8,9], or coherent pion photoproduction [10].
Continuous efforts from both experimental and theoretical
sides have narrowed significantly the possible range of values
of J and L. Review papers [11–14] and even a whole volume
[15] have been devoted to such strenuous efforts. Note that
nuclear structure studies, the analysis of nuclear collisions
with different projectile combinations and different incident
energies, as well as several astrophysical observations have
complemented with one another and been all instrumental
to reach the present status. A fair account of the overall
conclusion (yet not final) of this quest can be given by quoting
the numbers of Table 1 in Ref. [16]: the values that have been
pointed out for J and L (with the average error bars) are
≈32 MeV and ≈59 MeV, respectively (with an average error
of ≈3 MeV and ≈16 MeV, respectively).
Some of the observables which are sensitive to the symme-
try energy have been extensively exploited. Within the nuclear
structure realm, we have chiefly in mind isovector excitations
like the isovector giant dipole resonance (IVGDR) [17], the
isovector quadrupole resonance (IVGQR) [18], and the total
dipole polarizability [19–21]. It is worth noting that several
works in the literature [22–26] where the same observables
have been independently analyzed provide actually consistent
conclusions for J and L. Masses can also of course give
valuable indications on such quantities [27–29].
At the same time, either crosschecks or improvements of
these findings can be obtained by exploiting the well-known
concept of isospin symmetry. This was the spirit of Ref. [30],
in which it has been argued that the mass formula can be
extended to isobaric analog resonances, and these are more
specifically sensitive to the symmetry energy. Along a similar
line, one can look, rather than the energy of the GDR with
respect to the ground state of nucleus (N,Z), at the energy
difference between the corresponding states in the nucleus
(N − 1,Z + 1). This has been the purpose of our previous
work [31]. Therein, we have also presented a model that
substantiates our intuition, that is, we have explicitly shown
with a simplified yet realistic model that the energy difference
EAGDR − EIAS can be correlated with the neutron skin and at
the same time with the slope parameter L of the symmetry
energy. This correlation has been shown to be fulfilled by
microscopic calculations, although in a model-dependent way,
and has allowed the extraction of the quantities of interest
based on available experimental data.
Specifically, it is well known that the IAS is the analog of
the mother ground state with T = T0. On the other hand, the
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GDR in the daughter nucleus Tz = T0 − 1 has three isospin
components, analog (T = T0 + 1,T = T0), and anti-analog
(T = T0 − 1) components. However, in a nucleus with neutron
excess the lowest isospin component is the dominant one. In
fact, the transition probabilities of the three isospin compo-
nents are weighted by the isospin factors (2T0 − 1)/(2T0 + 1),
1/(T0 + 1), and 1/(T0 + 1)(2T0 + 1) in the cases, respectively,
of T = T0 − 1,T0, and T0 + 1. Consequently, in 208Pb the
lowest component exhausts almost 98% of the GDR strength,
and the GDR in the daughter nucleus can be identified with
the so-called anti-analog T0 − 1 component. We shall use the
label AGDR in this work, as in the previous one, in order not
to make any confusion with existing conventions.
Two experiments have been recently performed with the
goal of measuring the energy difference EAGDR − EIAS in
208Pb [32,33]. In our previous work, we have used both
experimental results to pin down the constraint for the
symmetry energy parameters. The results for L and for the
neutron skin have been found to be significantly larger than
those previously obtained in the literature. Understanding the
discrepancy between these results is the main motivation of our
current work. To this aim, we have improved the theoretical
analysis in several ways.
In this work, as in the previous Ref. [31] and in similar
papers [34], the basic idea is to use nuclear energy density
functionals (EDFs) that provide different values for J , L,
and the neutron skin, and calculate the energy difference
EAGDR − EIAS in 208Pb. After checking the existence of the
above-mentioned linear correlations, one can employ the
experimental value for the energy difference EAGDR − EIAS,
and deduce the corresponding values of J , L, and the neutron
skin. Proper consideration of the relevant sources of error is
a big issue as we shall see below. In Refs. [24,31] a family
of EDFs called SAMi-J has been introduced: they are fitted
by using the same protocol of the original SAMi interaction
[35]. They are used within the self-consistent charge-exchange
random phase approximation (RPA) model, that is the tool of
choice to calculate IAS and AGDR energies.
Here, we have improved in three ways in our self-consistent
model and its analysis: (i) the two-body spin-orbit interaction
had not been taken into account in Ref. [31], while we adopt
its exact form in the present study; (ii) we have checked the
effect of implementing the exact Coulomb exchange; and
(iii) we have checked also the way to extract the energy
centroid of the AGDR from the charge-exchange RPA cal-
culations.
The structure of the paper is as follows. In Sec. II we discuss
the theoretical framework. We of course refrain from repeating
what has been discussed at length in Ref. [31], and we instead
focus on the introduction of exact two-body spin-orbit matrix
elements and exact Coulomb exchange. As we have stressed
above, these points may be of interest in itself for the reader, as
they may impact other kinds of nuclear structure research. New
results for the AGDR energies, comparisons with previous
ones, and consequences for the symmetry energy parameters
are the subject of Sec. III. Finally, our conclusions are drawn
in Sec. IV.
II. THEORY FRAMEWORK
The calculations whose results are reported below parallel
those already reported in Ref. [31]. We shall not repeat
here the discussion about the general charge-exchange RPA
framework and the numerical details, that is already available
in that work. We shall focus on the main differences between
those calculations and the new ones, that are the proper
implementation of the residual interaction associated with the
two-parameter spin-orbit functional, and the inclusion of exact
Coulomb exchange.
A. Two parameter spin-orbit functional
The functionals of the SAMi family [24,35] include a spin-
orbit term of the form
Es.o. =
∫
d3r
(
b4J · ∇ρ + b′4
∑
q
Jq · ∇ρq
)
, (2)
where ρ is the usual density, J is the spin-orbit density,
and q labels either protons or neutrons. This form, which
is characterized by two parameters b4 and b′4, has been first
introduced in Ref. [36], and cannot be trivially derived from
an effective Hamiltonian. Consequently, the two-body matrix
elements of the associated residual RPA interaction have to be
calculated by means of functional derivative (cf., e.g., p. 130
of Ref. [37]). The form of this interaction has been given in
Refs. [38,39] in the case of non-charge-exchange excitations.
In the case of charge-exchange excitations, the spin-orbit term
can be found in Ref. [40] as
V = −2i(C∇J0 + C∇J1 τ1τ2)VLS,
VLS ≡ (σ1 + σ2)k′ × δ(r1 − r2)k, (3)
where
C∇J0 = −b4 −
b′4
2
, C∇J1 = −
b′4
2
.
We propose in our model an alternative consistent way
to recover Eq. (2) from Eq. (3). This can be done by using
non-antisymmetrized (NAS) matrix elements of Eq. (3). That
is, if and only if one calculates the direct matrix element as
Es.o. = 12
∑
ij
〈ij |V |ij 〉NAS, (4)
it can be shown that the matrix element reads back to Eq. (2).
We first take into account an identity
−2i(C∇J0 + C∇J1 τ1τ2) = −2i[C∇J0 + C∇J1 (2Pτ − 1)]
= −2i[(C∇J0 − C∇J1 )+ 2C∇J1 Pτ ],
where Pτ is the isospin exchange operator. We then write our
force as
V = −2(C∇J0 − C∇J1 )VLS − 4C∇J1 VLSPτ , (5)
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so that we can use the well-known result of Appendix B of
[41] to arrive at
Es.o. = −
(
C∇J0 − C∇J1
) ∫
d3r ∇ρ · J
−2C∇J1
∑
q
∫
d3r ∇ρq · Jq
= b4
∫
d3r ∇ρ · J + b′4
∑
q
∫
d3r ∇ρq · Jq, (6)
which is indeed identical to Eq. (2).
In our previous work [31], we had not implemented the
two-body spin-orbit in the residual interaction. As we shall
see below, its implementation is important to ensure that self-
consistent RPA does properly restore the isospin symmetry,
and has also an effect on the energy centroids.
B. Coulomb exchange
In connection with the Skyrme interaction, it is customary
to adopt the so-called Slater approximation for the Coulomb
exchange. The Slater approximation is local and, hence, it
does not break the assumption of zero-range; thus, it allows
the use of simpler codes when working in coordinate space.
The HF equation for protons includes the effect of the direct
and exchange Coulomb field on the wave function. The direct
part reads
U dir.C (r)ϕi(r) =
e2
2
∫
d3r ′
ρp(r ′)
|r − r ′|ϕi(r), (7)
and the exchange part is also local within the Slater approxi-
mation,
U
x,Slater
C ϕi(r) = −
e2
2
(
3
π
)1/3
ρ1/3p ϕi(r), (8)
where e is the elementary electric charge, ρp is the proton
density, and ϕi is the single particle wave function of the
ith nucleon. The exact exchange has instead the well-known
nonlocal form,
U
x,exact
C ϕi(r) = −
e2
2
∫
d3r ′
ϕ∗j (r ′)ϕj (r)
|r − r ′| ϕi(r
′). (9)
Since the early pioneering calculations done with the
Skyrme force, the Slater approximation has been known to
work quite well. In particular, the relative difference between
the exact total energy and that calculated with the Slater
approximation has been found to be of the order of 3–6% in
Ref. [42]. Thus, we may expect that the effects arising from the
replacement of the Slater approximation by the exact exchange
can be treated in a perturbative prescription described below.
Our strategy is that we replace the single particle energies
with those calculated with exact Coulomb matrix elements,
but do not change the HF wave functions calculated by the
Slater approximation (see the Appendix for details). While the
Coulomb interaction contributes to the HF field, the Coulomb
residual interaction have no contribution to charge-exchange
RPA matrix elements.
In practice, the HF equation has been firstly solved within
the Slater approximation,[
H + U dir.C + Ux,SlaterC
]
ϕi = εiϕi . (10)
Then, in a second step, the single-particle energies εi have
been corrected perturbatively, namely, new energies ε˜i have
been extracted from
ε˜i = εi +
∫
d3rϕ∗i (r)
(
U
x,exact
C − Ux,SlaterC
)
ϕi(r). (11)
As we shall see below, the single-particle energies undergo
small changes due to the correction U ≡ Ux,exactC − Ux,SlaterC ,
that is, at most ≈500 keV (cf. Table II). Thus, considering the
wave functions as unchanged is a fairly good assumption. We,
therefore, will perform RPA with exact Coulomb exchange by
just replacing proton single-particle energies εi with their new
values ε˜i .
III. RESULTS
A. Testing the two-body spin-orbit residual force
We have tested the RPA charge-exchange code, and in
particular the implementation of the two-body spin-orbit
residual force, by running it without the Coulomb interaction.
It is well known that a fully self-consistent RPA restores the
symmetries that are broken at the HF level, such as the isospin
symmetry. In the case of no Coulomb interaction, we should
obtain a single IAS peak at zero energy that exhausts the full
sum rule value strength N − Z due to the restoration of isospin
symmetry. In Table I we report the results we have obtained
for the test case of 90Zr by switching off the Coulomb force.
The IAS is very close to zero, as its energy never exceeds
8 keV. The strength is essentially N − Z in all cases, and no
systematic deviation is observed. This is the best proof of the
numerical accuracy of our calculations.
In Table I, we also report the unperturbed energy differ-
ence ε between the proton and neutron 1g9/2 states that
corresponds to the dominant transition in the IAS of 90Zr,
the associated diagonal matrix element Vph and their sum.
TABLE I. Energy of the IAS, EIAS, and strength S calculated in
90Zr by dropping the Coulomb term in the Hamiltonian. We also
report the unperturbed energy difference ε between the proton and
neutron 1g9/2 states, the corresponding diagonal matrix element Vph
and their sum.
Force EIAS S ε Vph ε + Vph
[MeV] [MeV] [MeV] [MeV]
SAMi-J27 0.008 9.99 −4.61 5.39 0.78
SAMi-J28 0.005 10.00 −4.86 5.44 0.58
SAMi-J29 0.003 10.00 −4.99 5.41 0.42
SAMi-J30 0.002 10.00 −5.05 5.40 0.34
SAMi-J31 0.002 9.99 −5.06 5.39 0.33
SAMi-J32 0.002 9.99 −5.03 5.41 0.37
SAMi-J33 0.003 9.99 −4.97 5.42 0.45
SAMi-J34 0.004 9.99 −4.91 5.45 0.54
SAMi-J35 0.006 9.99 −4.84 5.48 0.63
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TABLE II. Single-particle proton levels in 208Pb calculated with the SAMi interaction. Results obtained with the exact Coulomb exchange,
introduced as explained in the text, are compared with those obtained with the Slater approximation.
Slater approximation Exact Coulomb Diff.
εi 〈i|U dirC + Ux,SlaterC |i〉 ε˜i 〈i|U dirC + Ux,exactC |i〉 〈i|U |i〉
[MeV] [MeV] [MeV] [MeV] [MeV]
1s1/2 −44.980 22.203 −45.501 21.681 −0.521
1p3/2 −39.386 21.211 −39.863 20.735 −0.477
1p1/2 −39.107 21.272 −39.574 20.805 −0.467
1d5/2 −32.482 20.371 −32.903 19.949 −0.422
1d3/2 −31.815 20.513 −32.209 20.119 −0.394
2s1/2 −28.509 21.317 −28.899 20.928 −0.390
1f7/2 −24.692 19.598 −25.045 19.244 −0.354
1f5/2 −23.352 19.826 −23.648 19.531 −0.295
2p3/2 −19.410 20.451 −19.702 20.159 −0.292
2p1/2 −18.625 20.492 −18.906 20.211 −0.281
1g9/2 −16.338 18.867 −16.605 18.600 −0.267
1g7/2 −14.018 19.155 −14.175 18.999 −0.157
2d5/2 −10.255 19.579 −10.411 19.422 −0.157
2d3/2 −8.846 19.563 −8.987 19.422 −0.141
3s1/2 −7.672 19.799 −7.813 19.658 −0.140
1h11/2 −7.662 18.177 −7.802 18.037 −0.140
1h9/2 −4.121 18.462 −4.001 18.583 +0.121
2f7/2 −1.100 18.749 −0.973 18.877 +0.128
1f5/2 0.776 18.579 0.917 18.720 +0.141
1i13/2 1.171 17.527 1.285 17.641 +0.114
1i11/2 5.995 17.702 6.211 17.917 +0.215
Although this is the main component of the IAS wave function,
the unperturbed energy and the p-h matrix element cancel out
only at the level of hundreds of keV, and not at the keV scale.
This means that the whole model space is needed to ensure the
proper behavior of RPA, due also to the zero-range nature of
the force.
In the case of the full calculations, including the Coulomb
interaction, for 208Pb, the implementation of the exact two-
body residual force has a non-negligible effect as we shall
discuss below.
B. The exact Coulomb exchange
The effect of the Coulomb exchange on the proton levels
of 208Pb can be seen in Table II in the case of the SAMi
interaction. Nonetheless, we have seen that the results obtained
with the other interactions of the SAMi-J family are quite
similar to the present ones.
The single-particle levels are moved by hundreds of keV
by the exact Coulomb exchange. With shifts of this order, the
wave functions are not expected to vary and the choice of
using the perturbative treatment seems to be well justified.
The Coulomb exchange has an attractive effect on proton
levels, that counteracts partly the direct Coulomb repulsion.
For bound states, the Slater approximation underestimates
this effect, but the difference between exact exchange and
approximate exchange tends to decrease when approaching
the Fermi energy. This is quite natural, since the Slater
approximation identifies the exchange potential with the one
generated by a free particle gas with the same average density
[43], and the wave functions close to the Fermi energy are more
distributed in space and more likely to sample an averaged
exchange potential. For bound and quasibound states above
the Fermi energy the Slater approximation provides instead
slightly more attraction than the exact exchange, although by
only ≈100 keV. These features are entirely due to the nature of
Slater approximation in which the relative distance in Eq. (9)
between interacting particles is replaced by a constant value
appropriate to those around the Fermi level. Thus, the Slater
approximation gives smaller contributions to hole states below
the Fermi level when compared to exact calculations, but larger
for particle states above the Fermi level.
In charge-exchange RPA, for a nucleus having neutron
excess like 208Pb, the t− and t+ channels are rather decoupled.
In the channel of interest here, namely t−, the excited states are
expected to feel the consequence of unoccupied proton levels
being pushed upwards. In fact, the IAS energy increases by
about 100 keV or so, when the exact exchange is implemented.
The same could happen for other charge-exchange states. The
calculated IAS energies are shown in Fig. 1 as a function
of neutron skin in 208Pb. We can see clearly that the exact
treatment of Coulomb exchange raises the IAS energy by
more than 100 keV making it closer to the experimental value
and the DD-ME results [44] compared with that of Slater
approximation. We can see also a variation of IAS energy for
different size of neutron skin while the variation of Coulomb
energy is around 100 keV among different SAMi-J interaction.
This trend is the same in the relativistic model DD-ME.
044313-4
FULLY SELF-CONSISTENT STUDY OF CHARGE- . . . PHYSICAL REVIEW C 94, 044313 (2016)
0.12 0.16 0.2 0.24 0.28
ΔRnp (fm)
17.6
17.8
18
18.2
18.4
18.6
18.8
E I
A
S (
M
eV
)
DD-ME
SAMi-J (Slater approx.)
SAMi-J (Exact Coul.)
Exp
FIG. 1. The energy of the IAS as a function of neutron skin in
208Pb calculated with SAMi-J interactions with the exact Coulomb
exchange (empty circles) and the Slater approximation (full circles).
We also display (stars) the results obtained with the covariant DD-ME
Lagrangians [44].
We would like to raise two open problems in the IAS
study with microscopic models: (1) while the charge radius
of 208Pb is properly obtained by the calculations, within a
0.2% spread with respect to the optimal value of 5.50 fm
predicted by the SAMi interaction [35], the calculated IAS
energy is still lower than the experimental observation by
200–900 keV; (2) a variation of about 1 MeV of the IAS
energy among different parameter sets is observed, in both
SAMi-J and DD-ME calculations, while the charge radius is
only slightly changed (by 0.2% at most in the case of SAMi-J).
These two problems should be addressed in a future study with
more stringent constrain for the proton density profile together
with the charge radius in a self-consistent microscopic theory.
C. Difference between AGDR and IAS energies and the impact
on the symmetry energy and neutron skin
In this subsection, we display some of the results that
have been already presented in Ref. [31], and we discuss how
and why they have changed by the present new calculations.
The most important outcome is displayed in Fig. 2. The
experimental results and the theoretical results obtained by
means of relativistic mean field (RMF) calculations with the
DD-ME effective Lagrangian introduced in Ref. [34], are
obviously the same as in Fig. 4 of [31]. The introduction of
the exact two-body spin-orbit has changed the SAMi-J results
in absolute value (by about 200–400 keV), and has induced
a change in the correlation between EAGDR − EIAS and the
neutron skin thickness. Specifically, the correlation coefficient
is now 0.9996 and the slope of the linear fit is −9.8 MeV/fm
instead of 0.997 and −5.5 MeV/fm, respectively, of our
previous calculation. As we have mentioned, we have also
tried to identify the AGDR centroid in a more precise way than
it has been done before: such centroid has been here defined in
the region where the strength is larger than 10% of the value
associated with the height of the AGDR peak. We also note
that this provides an energy range as wide as the experimental
FIG. 2. The energy difference EAGDR − EIAS of AGDR and IAS
as a function of the neutron-skin thickness, obtained by using
the SAMi-J family of Skyrme functionals. The calculated values
are presented as solid circles. Two different experimental data
[32,33] are also shown as solid (magenta) and dashed (blue) lines,
respectively. The arrows indicate the neutron skin constrained by
these experimental data. We also display results obtained with the
covariant DD-ME Lagrangians of Ref. [32].
one although slightly shifted. Finally, the Coulomb exchange
impacts the IAS and AGDR peaks because of the shift of
the unoccupied proton states that has been illustrated in the
previous subsection; but since the two peaks are affected in a
similar way, no significant shift of EAGDR − EIAS is produced.
By comparing Fig. 2 with Fig. 4 of our previous work, one
can see that the predictions for the neutron skin are moved
down. The effect is tiny in the case of the value deduced from
the experimental data of Krasznahorkay et al. from Ref. [32],
i.e., the change is from 0.218 ± 0.015 fm to 0.216 ± 0.010 fm.
On the other hand, it is larger if we adopt the experimental data
by Yasuda et al. from Ref. [33]: the neutron skin is moved down
from 0.254 ± 0.062 fm to 0.239 ± 0.038 fm. We recall that,
consistently with our previous work [31], the reported errors
are just propagated from the experiment. That is, no systematic
errors or theoretical errors have been assessed here.
This triggers, in turn, an effect on the deduced values of
J and L within our model as highlighted in Fig. 3. If we
compare this figure with Fig. 5 of [31], we observe that the
predictions for J and L are shifted towards lower values as
well. By considering the data from [32] our prediction for J
moves down from 32.2 ± 0.9 MeV to 32.0 ± 0.6 MeV, while
by considering the data from [33] we move down from 34.2 ±
3.5 MeV to 33.3 ± 2.1 MeV. Concerning the slope parameter,
by using the data from [32] our prediction for L moves down
from 86.1 ± 9.1 MeV to 85.3 ± 5.9 MeV, whereas by using
the data from [33] we move down from 108.5 ± 35.8 MeV to
98.8 ± 23.6 MeV. As above, the changes are small if the data
of Ref. [32] is used, but are significantly larger (up to ≈10%
on L) if that of Ref. [33] is used. This goes in the direction of
reconciling to some extent our results with those available in
the existing literature.
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FIG. 3. (a) and (b) show the correlations between the neutron-skin
thickness and either the symmetry energy J at saturation density or
the corresponding slope parameter L, respectively. The constraints
provided by the experimental data already shown in Fig. 2.
In Ref. [31] we had chosen to report weighted averages
of the results obtained from the two experiments. Clearly,
the error bars that we have reported only correspond to
the propagation of the experimental error bars. The possible
systematic errors are not taken into account as well as the
theoretical uncertainties associated with the model-dependent
extraction of the results for J , L, and the neutron skin
thickness. In this respect, these are lowest-limit estimates of
the possible errors and one should take weighted averages,
in which the error further decreases, with great care. In the
current work we prefer to report the whole range covered by the
estimates of J , L, and the neutron skin when both experiments
are considered. Such ranges are shown in Table III.
TABLE III. Allowed range for J , L, and the neutron skin when
both experimental data from [32,33] are considered. The estimates
from the previous theoretical calculations of Ref. [31] and from the
current work are compared with each other.
Ref. [31] Present work
J Allowed range 30.7–37.7 MeV 31.2–35.4 MeV
L Allowed range 72.7–144.3 MeV 75.2–122.4 MeV
Rnp Allowed range 0.192–0.316 fm 0.201–0.277 fm
IV. CONCLUSIONS
We have studied within a fully self-consistent theoretical
framework the energy difference between the anti-analog
giant dipole resonance (AGDR) and the isobaric analog state,
EAGDR − EIAS, as an indicator of the neutron skin and of
the density behavior of the symmetry energy. In the present
study, we have improved in three ways the fully self-consistent
model and its analysis: (i) while the two-body spin-orbit
interaction had not been considered in Ref. [31], we adopt
the two-parameter form of spin-orbit interaction in the present
calculations. It has a profound effect on the restoration of
the isospin symmetry in the HF+RPA results. The centroid
energies of ADGR and IAS are also affected by about 200–
400 keV and the correlation and slope of the linear fit between
the differenceEADGR − EIAS and the neutron skin are changed;
(ii) we have checked the effect of implementing the exact
Coulomb exchange in charge-exchange HF+RPA. The effect
on the IAS is of shifting up the energy by more than 100 keV
and making the calculations closer to the experimental value
as compared to the case in which the Slater approximation is
adopted. On the other hand, the effects on the AGDR and IAS
centroids tend to cancel out and be small in the final results; (iii)
we have checked also the way to extract the energy centroid
of the AGDR from the charge-exchange RPA calculations.
However, this does not have a profound effect on the results.
The final results for the symmetry energy parameters J and
L are changed by 10% at most and tend to be slightly closer to
the empirical values obtained by other analysis in the literature.
There are still open problems, such as how to obtain a better
agreement with the experimental energy of IAS in 208Pb, and
the strong correlation of the IAS energy with the neutron skin,
in which the variation of the IAS energy is larger than expected
from the change of the charge radii within the SAMi-J family.
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APPENDIX: EXACT COULOMB EXCHANGE ENERGY
The exact Coulomb exchange energy is calculated by the
perturbative method described in the main text. Here, we
provide some more detailed information together with the
formulas that have been input in our code. First, the Hartree-
Fock (HF) single-particle wave functions are calculated by
taking a conventional treatment of the Coulomb exchange term
in the HF field, i.e., the Slater approximation. Then, the exact
Coulomb exchange field of Eq. (9) is calculated, together with
the exact Coulomb exchange contribution to the total binding
energy. This latter is of course obtained from the sum of the
matrix elements associated with the exact exchange interaction
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energy for two-particle configurations:∫
dr
∫
d r ′ϕ∗1 (r)ϕ2(r)
e2
|r − r ′|ϕ
∗
2 (r ′)ϕ1(r ′). (A1)
In Eqs. (9) and (A1), the Coulomb interaction can be
decomposed as
e2
|r − r ′| = e
2
∑
l
Pl(θ ) r
l
<
rl+1>
= e2
∑
lm
4π
2l + 1Y
∗
lm( ˆr ′)Ylm(rˆ)
rl<
rl+1>
, (A2)
where Pl(θ ) is the Legendre polynomial, Ylm(rˆ) are spherical
harmonics and the radial variables r> and r< are defined to
be r> = r , and r< = r ′ for r > r ′ and r> = r ′ and r< = r ′
for r > r for r ′ > r . The HF single-particle wave function is
expressed as
ϕ(r) = Rlj (r)
r
Yljm(rˆ ,σ ), (A3)
where Yljm(rˆ ,σ ) is the spherical vector harmonics.
The Coulomb exchange energy (A1) for the two particle
orbits (1,2) is expressed in a compact form,
∑
l
e2〈j11/2l0|j21/2〉2
2j2 + 1
[∫ ∞
0
dr
∫ r
0
dr ′
(r ′)l
r l+1
+
∫ ∞
0
dr
∫ ∞
r
dr ′
rl
(r ′)l+1
]
Rl1j1 (r)Rl2j2 (r ′)Rl1j1 (r ′)Rl2j2 (r),
(A4)
in which the Clebsch-Gordon coefficient is used.
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