Let K = I~' = R((tl, ... , tm)) be a field of formal power series in one or several variables with real coefficients. We prove that every symmetric square matrix A E Matn(K) can be diagonalized by means of an orthogonal matrix U E Matn(K). Our proof is based on a recursive construction and prepares the way for effectively computing the transition matrix U (and therefore the eigenvalues of A and their multiplicities). The result carries over to certain Henselian fields of power series in infinitely many variables.
Introduction. The most prominent result in the theory of real or complex matrices is the Spectral Theorem which says that every symmetric [resp. hermitian] square matrix can be put into diagonal form by means of an orthogonal [resp. a unitary] matrix. The farreaching applications of this result and its generalization to bounded linear operators on infinite-dimensional Hilbert spaces have been intensively studied. However, little is known about analogous decompositions of matrices with entries in more general fields. Diarra [2] showed that symmetric matrices over fields of p-adic numbers cannot be diagonalized in general. In turn, Adkins [1] proved a theorem on diagonalization of matrices with entries in discrete hermitian rings.
In the present paper we consider fields ~i' = R((tl, ... , tm)) of formal power series in one or several variables with real coefficients. Our main result states that over these fields K every symmetric matrix can be orthogonally diagonalized. We shall show that this result even carries over to fields of generalized power series in infinitely many variables.
In the classical case of a real symmetrix matrix A the diagonalization is obtained by computing the characteristic polynomial of A and using the fact that the quadratic extension C = is algebraically closed. In the present case this way of reasoning fails. For, our fields K = R((tl, ... , tm)) are too far from being algebraically closed; in fact these fields admit finite extensions of any degree. Our method of proof combines two ideas and can be outlined as follows. First, write K = R((tl, ... , tm)) _ Ko((t)) where t = tm and Ko = R((tl, ... , t,~_~ )). The [3] and [4] . 1 (1) . Then there ezist an integer r with 1 r n -1 along with an orthogonal matrix U E Matn(K) such that U*AU is (r, n -r)..blockdiagonal. The proof will be divided into several steps and will cover the next three subsections. 4 (4) are (r, n -r) -blockdiagonal. 4.5. We start the recursive construction by putting Uo := I.
Then (2) (5) where Qm is any antisymmetric matrix. Since Sm is determined by the matrices Uo,..., Umalready constructed, the task is to choose Qm in such a way that the resulting matrix Vm given by (4) By construction the matrix U = Uo + U1 . t + !72 ' t2 + ... is orthogonal and U* AU is block-diagonal. The proof of Lemma 2 is complete. 4.6. We can now finish the proof of Theorem 1 by an easy induction on the size n. The case n = 1 is trivial, so assume n > 1. Let there be given a symmetric matrix A in Matn(K) with initial coefficient Ao satisfying (1) . By Lemma The valued field (K, 03C6) is complete and henselian; for details we refer to [5] or [6] . If all the eigenvalues of the given matrix A are simple then (7) is automatically satisfied as is shown by a routine verification. In the case where A has multiple eigenvalues then the orthogonal matrices ~/~ are not unique and one has to choose a suitable basis in each eigenspace.
Since K is complete we easily deduce from (7) that the sequence m~N0 converges in the valuation topology to some matrix U by continuity we conclude that U is orthogonal and U* AU is diagonal. This completes the proof.
