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We present here the minimal tight–binding model for a single layer of transition metal dichalco-
genides (TMDCs) MX2 (M–metal, X–chalcogen) which illuminates the physics and captures band
nesting, massive Dirac Fermions and Valley Lande and Zeeman magnetic field effects. TMDCs
share the hexagonal lattice with graphene but their electronic bands require much more complex
atomic orbitals. Using symmetry arguments, a minimal basis consisting of 3 metal d–orbitals and 3
chalcogen dimer p–orbitals is constructed. The tunneling matrix elements between nearest neighbor
metal and chalcogen orbitals are explicitly derived at K, −K and Γ points of the Brillouin zone.
The nearest neighbor tunneling matrix elements connect specific metal and sulfur orbitals yielding
an effective 6 × 6 Hamiltonian giving correct composition of metal and chalcogen orbitals but not
the direct gap at K points. The direct gap at K, correct masses and conduction band minima at
Q points responsible for band nesting are obtained by inclusion of next neighbor Mo–Mo tunneling.
The parameters of the next nearest neighbor model are successfully fitted to MX2 (M=Mo, X=S)
density functional (DFT) ab–initio calculations of the highest valence and lowest conduction band
dispersion along K−Γ line in the Brillouin zone. The effective two–band massive Dirac Hamiltonian
for MoS2, Lande g–factors and valley Zeeman splitting are obtained.
I. INTRODUCTION
There is currently renewed interest in understanding
the electronic and optical properties of transition metal
dichalcogenides (TMDCs) with formula MX2 (M - metal
from group IV to VI, X=S, Se, Te)1–29. Recent exper-
iments and ab–initio calculations show that while bulk
TMDCs are indirect gap semiconductors, single layers are
direct gap semiconductors with direct gaps at K points
of the Brillouin zone1–29. The existance of the gaps at
K points of the Brillouin zone (BZ) could be anticipated
from graphene, as the two materials share the hexago-
nal lattice. If in graphene we were to replace one sublat-
tice with metal atoms and second with chalcogen dimers,
we might expect band structure similar to graphene but
with opening of a gap at K points in the BZ. If this anal-
ogy was correct, the gap opening in a spectrum of Dirac
Fermions would lead to massive Dirac Fermions and non-
trivial topological properties associated with broken in-
version symmetry and valley degeneracy. However, in
graphene the bandstructure can be understood in terms
of a tight binding model with electrons tunneling be-
tween nearest neighbor’s pz orbitals. The results of ab–
initio calculations2–4,6,7,17,20,21,23 for MX2 show that the
conduction band (CB) minima and valence band (VB)
maxima wavefunctions are composed primarily of metal
d–orbitals, i.e., next–nearest neighbors. If only metal
orbitals are retained the lattice structure changes from
hexagonal to triangular and the physics changes. Addi-
tional complication is the presence of secondary conduc-
tion band minima at Q points, at intermediate wavevec-
tors between K and Γ points. These minima lead to
conduction and valence band nesting which significantly
enhances interactions of TMDCs with light6,17. A tight–
binding model which illuminates these aspects and allows
for inclusion of magnetic field, confinement and many–
body interactions is desirable.
There are already several tight-binding approaches to
TMDCs by, e.g., Rostami et al. 30 , Liu et al. 31 , Cappel-
luti et al. 32 , Zahid et al. 33 , Fang et al. 34 and others35–41
as well as k · p approaches by Korma´nyos et al. 42 . Each
contribution brings new physics and adds on to our un-
derstanding of TMDCs. In this work we build on previ-
ous theoretical works as well as our ab–initio results6,23
to develop the simplest tight–binding model which illumi-
nates the physics of TMDCs, especially the role of hexag-
onal lattice, tunneling from metal to dimer orbitals, band
nesting, effective two band massive Dirac Fermion model,
Lande g–factors and valley Zeeman splitting and Landau
levels.
II. THE MODEL
We start with the structure of a single layer of MX2
and for definiteness we focus on MoS2. Fig. 1 shows
the top view of a fragment of MoS2 hexagonal lattice,
with Mo positions marked with blue circles and sulfur
dimers marked with red circles. The lattice structure is
almost identical to graphene, the differences are visible
in the side view showing the sulfur dimers and three,
sulfur - metal - sulfur, layers of a single layer of MoS2.
Fig. 1 shows a central metal atom (large blue circle)
of sublattice A surrounded by three first neighbor sul-
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2FIG. 1: Structure of MX2: blue Mo atoms, red sulfur atoms.
Vectors ~RB1, ~RB2, ~RB3 point to nearest neighbors of central
Mo atom; ~RA1 − ~RA6 to next nearest neighbors of Mo atom.
fur dimers of sublattice B marked with positions ~RB1,
~RB2 and ~RB3. The positions of second neighbors belong-
ing to metal sublattice A are marked with ~RA1,...,~RA6.
We now construct the wavefunction out of orbitals lo-
calized on metal atoms and sulfur dimers. We start
by selecting orbitals on a metal atom. Guided by re-
sults of ab–initio calculations6 we first consider d–orbitals
l=2,with m
d
=±2,±1, 0. Out of 5 m
d
orbitals, orbitals
with m
d
=±2, 0 are even with respect to the Mo layer.
We select three d–orbitals ϕl=2,m
d
(~r− ~RA,i) localized on
i-th Mo atom of sublattice A at ~RA,i. For a sulfur dimer
we select 3 p orbitals with l=1,m
p
=±1, 0 on lower (L)
and upper (U) sulfur atoms. We first construct dimer
orbitals which are even with respect to the Mo plane:
ϕl=1,mp=±1 (~r) =
1√
2
[
ϕUl=1,mp=±1 (~r) + ϕ
L
l=1,mp=±1 (~r)
]
and
ϕl=1,mp=0 (~r) =
1√
2
[
ϕUl=1,mp=0 (~r)− ϕLl=1,mp=0 (~r)
]
.
We note the minus sign in the m
p
=0 orbital due to odd
character of m=0 pz orbital. With 3 orbitals on Mo atom
we can write the wavefunctions on the sublattice A for
each wavevector ~k and orbital m
d
as:
Ψ
~k
A,m
d
(~r) =
1√
NUC
NUC∑
i=1
ei
~k·~RA,iϕl=2,m
d
(
~r − ~RA,i
)
(1)
where NUC is number of unit cells. In the same way
we can write the three wavefunctions for sublattice B of
sulfur dimers:
Ψ
~k
B,mp
(~r) =
1√
NUC
NUC∑
i=1
ei
~k·~RB,iϕl=1,mp
(
~r − ~RB,i
)
(2)
We now seek the LCAO electron wavefunction Ψ
~k
n (~r) =[∑
m
d
A
~k
m
d
(n)Ψ
~k
A,m
d
(~r) +
∑
mp
B
~k
mp
(n)Ψ
~k
B,mp
(~r)
]
with
coefficients A
~k
m
d
(n), B
~k
mp
(n) for band ”n” and wavevec-
tor ~k to be obtained by diagonalizing the Hamiltonian
matrix in the space of wavefunctions Ψ
~k
A,m
d
(~r) and
Ψ
~k
B,mp
(~r).
III. THE NEAREST-NEIGHBOR TUNNELING
HAMILTONIAN
We now proceed to construct matrix elements〈
Ψ
~k
A,m
d
∣∣∣ Hˆ ∣∣∣Ψ~kB,mp〉 of the Hamiltonian describing tun-
neling from Mo orbitals to sulfur dimer orbitals. The
matrix elements for tunneling from Mo atom in Fig. 1
to it’s 3 nearest–neighbors ~RB1, ~RB2 and ~RB3 can be
explicitly written in analogy to graphene:〈
Ψ
~k
A,m
d
∣∣∣ Hˆ ∣∣∣Ψ~kB,mp〉 = ∫ d~rϕ∗l=2,md (~r)VA (~r) ·[
ei
~k·~RB1ϕl=1,mp
(
~r − ~RB1
)
+ ei
~k·~RB2ϕl=1,mp
(
~r − ~RB2
)
+
ei
~k·~RB3ϕl=1,mp
(
~r − ~RB3
)]
,
(3)
where VA(r) is a potential on sublattice A. We can evalu-
ate matrix elements, Eq. 3, at theK point of the Brillouin
zone
(
K =
[
0, 4pi/
(
3
√
3d||
)])
to obtain〈
Ψ
~k=K
A,m
d
∣∣∣ Hˆ ∣∣∣Ψ~k=KB,mp〉 =(
1 + ei(1−md+mp)2pi/3 + ei(1−md+mp)4pi/3
)
Vpd
(
m
d
,mp
)
(4)
where Vpd(md ,mp) is a Slater–Koster matrix element for
tunneling from Mo atom orbital m
d
to nearest sulfur
dimer orbital m
p
. We see in Eq. 4 that tunneling from
central Mo atom to three nearest neighbor sulfur dimers
generates additional phase factors which depend on the
angular momentum of orbitals involved. The pairs of
orbitals giving non–vanishing tunneling matrix element
must satisfy selection rule 1+m
p
−m
d
= 0,±3. The only
pairs of orbitals which satisfy this rule at K point are:[
m
d
=0,m
p
=−1] , [m
d
=2,m
p
=1
]
,
[
m
d
=−2,m
p
=0
]
.
(5)
Hence the Hamiltonian at the K point is block–diagonal.
Similar calculations lead to different selection rules at the
nonequivalent −K point:[
m
d
=0,m
p
=1
]
,
[
m
d
=2,m
p
=−1] , [m
d
=−2,m
p
=1
]
,
(6)
while at the Γ point different pairs of orbital are coupled:[
m
d
=0,m
p
=0
]
,
[
m
d
=2,m
p
=−1] , [m
d
=−2,m
p
=1
]
.
(7)
3We see that the three m
d
orbitals are coupled to a dif-
ferent p dimer orbital each. Which pairs are coupled de-
pends on the K and Γ points. This has important conse-
quences for the response to magnetic field discussed later.
We can now write tunneling Hamiltonian with first–
nearest–neighbor tunneling only. Here we put together
the group of 3 degenerate d orbitals of Mo and a group of
three degenerate p-orbitals of S2. The tunneling matrix
elements depend on tunneling amplitudes Vi with depen-
dence on ~k expressed by functions fi(~k). The function
f0(~k) is the only function finite at K =
[
0, 4pi/
(
3
√
3d||
)]
.
Looking at the tunneling matrix elements of Hamilto-
nian, Eq. 8, containing f0(~k) gives the coupled pairs of
orbitals given by Eq. 5. Explicit forms of fi(~k) and Vi
are given in the Appendix A.
H
(
~k
)
=

Em
d
=−2 0 0 V1f−1(~k) −V2f0(~k) V3f1(~k)
Em
d
=0 0 −V4f0(~k) −V5f1(~k) −V4f−1(~k)
Em
d
=2 −V3f1(~k) −V2f−1(~k) V1f0(~k)
Emp=−1 0 0
Emp=0 0
Emp=1

(8)
FIG. 2: Evolution of eigenenergies at K point as a function
of tunneling matrix element t between Mo d and S2 dimer
p orbitals. Orbital composition – red circles md= 0, blue
circles md= + 2. Conduction band C and valence band V
are marked. Lower energy orbitals are S2 p orbitals. The
removal of degeneracy of d orbitals and opening of the gap
between md= 0 and md= + 2 orbitals is shown. All energies
are measured from the top of the valence band V.
We parameterize tunneling matrix elements, Hij = tij ,
of Eq. 8 with tunneling parameter t. t=0 means no tun-
neling and t=1 means full tunneling matrix, Eq. 8. Fig. 2
shows the evolution of the energy spectrum of the first–
nearest–neighbor Hamiltonian at K point, Eq. 8, as a
function of tunneling strength t. At t=0 we have 3 de-
generate d-orbitals with energies E
d
and 3 degenerate
p-orbitals on sulfur dimers with energy E
p
. As the tun-
neling from Mo to S2 orbitals is turned on the degeneracy
of d-orbitals is removed as they start hybridizing with p-
FIG. 3: Nearest neighbor tunneling model. Black -TB
model, white circles DFT (no SO). Left: Energy bands from
K to Γ, K to M and M to Γ points in the Brillouinn zone
obtained for MoS2 with only nearest neighbor tunneling in-
cluded. Note band gap closing along M − Γ direction due to
different symmetry of Mo orbitals at K and Γ. Right: Com-
parison of C and V bands close to K point. Note local energy
gap at K point but incorrect masses leading to lowest energy
gap between K and Γ points.
orbitals. The orbital m
d
=2 is the lowest energy valence
band orbital. The m
d
=0 evolves as a conduction band or-
bital and m
d
=−2 gives rise to the higher energy conduc-
tion band orbital. The magnitude of the bandgap is fitted
to the ab–initio result using ABINIT and ADF6,23. Fig. 3
shows the energy bands across the BZ obtained by fitting
the first neighbor Hamiltonian, Eq. 8, using genetic al-
gorithm to ab–initio results obtained using ABINIT6,23.
We see that such a simple Hamiltonian predicts a correct,
finite, gap at K point but it also predicts closing of the
gap in the Brillouin zone, here shown between M and Γ
points. The closing of the gap is a consequence of the
4reversal of the role of m
d
=0 d–orbital: it is a conduction
band orbital at K point but valence band orbital at Γ.
Therefore without level repulsion there must be closing
of the gap. In the right panel we also show close up of
the dispersion of valence and conduction band along the
K−Γ line. We see that the gap at K point is correct but
the masses of holes and electrons are incorrect, leading
to the lowest energy gap away from the K point and a
lack of CB maximum at the Q point. Hence the simplest
nearest-neighbor tunneling model which successfully de-
scribes Dirac Fermions in graphene captures the opening
of the gap at K point of the BZ and composition of VB
and CB wavefunctions in terms of d–Mo and p–S2 or-
bitals. However, it fails to capture important properties
of CB and VB away from the K points. In order to cap-
ture the effective masses of CB and VB bands and CB
maximum leading to band nesting we need to include
tunneling between second neighbor Mo atoms.
IV. THE FIRST AND SECOND NEIGHBOR
TUNNELING HAMILTONIAN
We now consider tunneling from Mo atom to its 6 near-
est neighbors ~RA1− ~RA6 Mo atoms as illustrated in Fig. 1,
with same for sulfur dimers. The second neighbor tun-
neling matrix elements are parameterized by tunneling
amplitudes Wi with dependence on ~k expressed by func-
tions gi(~k). Explicit forms of gi(~k) and Wi are given in
the Appendix B. The explicit form of the Hamiltonian
contains now dispersion of and coupling between d− and
p− orbitals:
H
(
~k
)
=

Em
d
=−2
+W1g0(~k)
W3g2(~k) W4g4(~k) V1f−1(~k) −V2f0(~k) V3f1(~k)
Em
d
=0
+W2g0(~k)
W3g2(~k) −V4f0(~k) −V5f1(~k) −V4f−1(~k)
Em
d
=2
+W1g0(~k)
−V3f1(~k) −V2f−1(~k) V1f0(~k)
Emp=−1
+W5g0(~k)
0 W7g2(~k)
Emp=0
+W6g0(~k)
0
Emp=1
+W5g0(~k)

(9)
Fig. 4 shows the energy bands obtained using first and
second neighbor Hamiltonian, Eq. 9, black squares, and
ab–initio energy bands without spin–orbit (SO) coupling.
We see that the gap opens up across the entire BZ due
to direct interaction of d–orbitals. The right hand side
of the figure shows excellent agreement of ab–initio and
TB, Eq. 9, conduction (CB) and valence (VB) energy
bands. In particular, we see the second minimum in the
CB at Q point. The origin of the minimum at Q point is
analyzed in the left panel of Fig. 5 where different colors
mark contributions from different d-orbitals. The size
of circles denotes the contribution of different orbitals.
At the K point the top of the VB is composed mainly of
m
d
=2 orbital and bottom of CB has m
d
=0 character. At
Γ point top of the VB has m
d
=0 character and bottom
of the CB has m
d
=±2 character. Hence the higher en-
ergy band with m
d
=−2 character has to cross the m
d
=0
CB. The crossing of m
d
=0 and m
d
=−2 bands leads to a
maximum in the conduction band followed by a second
minimum atQ. Around the minimum atQ point the con-
duction and valence bands are parallel. The nesting of
CB and VB leads to a maximum in joint optical density
of states, shown in the right panel of Fig. 5 and discussed
already by, e.g., Castro–Neto and co–workers17.
V. EFFECTIVE TWO-BAND MASSIVE DIRAC
FERMION MODEL
With the 6-band model understood we now proceed to
fit our results to the two–band massive Dirac Fermion
model applicable in the vicinity of K points. Following
Korma´nyos et al. 42 we write our two–band Hamiltonian
H2B as a function of deviation q from the wavector k =
K + q as:
H2B(~k) = a·t
(
τqx−iqy
τqx+iqy
)
+
∆
2
(
1
−1
)
+
(
αq2
βq2
)
+κ
(
q2+
q2−
)
−τ η
2
q2
(
q+
q−
)
(10)
where q±=qx ± qy and τ=±1 for K,−K valley’s. Fig. 6
shows the results of fitting eigenenergies of Eq. 10 to our
ab–initio results and results obtained by k · p theory of
Korma´nyos et al. 42 . We see a good agreement of all three
results. The two–band model parameters used in Fig. 6
are a=3.193 A˚, t=1.4111 eV, ∆=1.6850 eV, α=0.8341
eVA˚2, β=0.8066 eVA˚2, κ=−0.0354 eVA˚2, η=−0.0833
eVA˚3. For α=β=κ=η=0 Eq. 10 reduces to a massive
5FIG. 4: First and second neighbor tunneling model. Black –
nn tb model, white circles – DFT (no SO). Left: Energy bands
from K to Γ, K to M and M to G points in the Brillouinn
zone obtained for Mo–S2 first and second neighbor tunneling
model. Note gap opened across entire BZ. Right: Comparison
of C and V bands close to K point. Note direct energy gap
at K point, correct masses and CB minimum at Q point.
FIG. 5: Origin of Q point minima in CB and its effect on
joint optical density of states. Left: Evolution of energy bands
from K to Q and from Q to Γ points in the Brillouin zone.
In CB note md=0 contribution at K and md=−2 at Q while
in VB note md=+2 at K and md=0 at Q. Vertical arrows
indicate VB to CB transitions. Right: Joint optical density of
states as a function of transition energy calculated for whole
BZ.
Dirac Fermion model proposed by Xiao et al.[8] for the
description of conduction and valence bands close to the
K point. Note that wavevector k is measured from the K
point. Best parameters for massive Dirac Fermion model
are a=1.46 A˚, t=1.4677 eV and ∆=1.6848 eV.
VI. MAGNETIC FIELD - LANDE G-FACTORS
We now describe response of TMDC’s to the applied
magnetic field11,23,35,38,43–56. The perpendicular mag-
FIG. 6: : Energy dispersion of effective massive Dirac Fermion
model in the vicinity of K point: DFT (empty circles),
ref.[42]-red circles, this work-black squares.
netic field B couples to the orbital angular momentum
L as H2 = µBBzLz. From symmetry analysis at the
K point the wavefunctions of conduction band are com-
posed of m
d
=0 and m
p
=−1 orbitals as:
Ψ↑CB
(
~K,~r
)
=
A
~k= ~K
m
d
=0(CB)√
NUC
NUC∑
i=1
ei
~K·~RA,iϕl=2,m
d
=0
(
~r − ~RA,i
)
+
B
~k= ~K
mp=−1(CB)√
NUC
NUC∑
i=1
ei
~K·~RB,iϕl=1,mp=−1
(
~r − ~RB,i
)
(11)
With details of the analysis found in the Appendix C
the energy of electron in CB at K point is given by the
contributions from the m
d
=0 orbital, equal to zero, and
finite contribution from m
p
=−1 orbital as
ECB
(
~K
)
=
〈
Ψ↑CB
(
~K
)∣∣∣ Lˆz/h¯ ∣∣∣Ψ↑CB ( ~K)〉µBBz =
(−1)
∣∣∣B~k= ~Kmp=−1(CB)∣∣∣2 µBBz.
At −K point the energy of electron in CB is given by the
contributions from the m
d
=0 orbital (no contribution)
and contribution from mp=+1 orbital as
ECB
(
− ~K
)
=
〈
Ψ↑CB
(
− ~K
)∣∣∣ Lˆz/h¯ ∣∣∣Ψ↑CB (− ~K)〉µBBz =
(+1)
∣∣∣B~k=− ~Kmp=+1(CB)∣∣∣2 µBBz.
The valley Lande energy splitting ∆CBVL in the conduction
band is given by
∆CBVL = ECB(+ ~K)−ECB(− ~K) =[
−1
∣∣∣B~k= ~Kmp=−1(CB)∣∣∣2−1 ∣∣∣B~k=− ~Kmp=1 (CB)∣∣∣2
]
µBBz =
(−2)
∣∣∣B~k= ~Kmp=−1(CB)∣∣∣2 µBBz,
(12)
where we used the fact that orbital compositions
of mp=±1 orbitals at K and −K are equal. A
6similar analysis carried out for the valley Lande
energy splitting ∆VBVL in the valence band gives
∆VBVL = 2
(
2
∣∣∣A~k= ~Km
d
=2(VB)
∣∣∣2 +1 ∣∣∣B~k= ~Kmp=+1(VB)∣∣∣2)µBBz.
Using results from the 6 band model, Eq. 9, gives the
effective Lande g–factors of gCBVL = −2|B~k= ~Kmp=−1(CB)|2 =
−0.4 in the conduction band and ∆VBVL =
2
(
2
∣∣∣A~k= ~Km
d
=2(VB)
∣∣∣2 +1 ∣∣∣B~k= ~Kmp=+1(VB)∣∣∣2)µBBz = 3.996.
By comparison, values deduced from Ref.[34] give
gCBVL = −0.88, gVBVL = 3.20 and those from Ref.[32] give
gCBVL = −0.24, gVBVL = 3.44.
VII. MAGNETIC FIELD - VALLEY ZEEMAN
AND LANDAU G-FACTORS
We now discuss valley Zeeman splitting due to Landau
quantization. We start with the massive Dirac Hamilto-
nian for K point derived in Eq. 10:
H2B(~k) =
∆
2
(
1
−1
)
+ vF
(
τqx−iqy
τqx+iqy
)
(13)
With magnetic field ~B = Bzˆ in the symmetric
gauge, vector potential ~A=B/2(−y, x, 0). We substitute
~q→~q+e/c ~A, measure length in units of magnetic length
r→r/l0, where l0=
√
eB/c. Transformation into creation
and annihilation operators57
aˆ† =
1√
2
(
−∂x − i∂y + 1
2
(x+ iy)
)
,
aˆ =
1√
2
(
∂x − i∂y + 1
2
(x− iy)
) (14)
gives massive Dirac Fermion Hamiltonian in magnetic
field as
Hm.DF(~k) =
∆
2
(
1
−1
)
+ v
( −iaˆ
+iaˆ†
)
(15)
where v=
√
2vF /l0. The eigenfunctions
Ψ
C/V
n,m =
(
α
C/V
n |n−1,m〉 , βC/Vn |n,m〉
)T
of Hamilto-
nian, Eq. 15, are spinors in the basis of CB and VB
states at K (−K), with eigenenergies of the nth Landau
level E
C/V
n = ±
√
(∆/2)2 + v2n. Here, massive Dirac
Fermion nature manifests itself in eigenvectors expressed
as a combination of states with different n, which differs
for both valleys. The energy spectrum contains three
types of states for K and −K points: positive (negative)
energies with n ≥ 1 for conduction (valence) band states
indicated by indices C(V) and n = 0 Landau level (0LL)
in each valley. The key result43,44 is that in the K
valley the 0LL is attached to the top of the valence
band (negative energy) while in the −K valley 0LL is
attached to the bottom of the conduction band (positive
FIG. 7: : Landau energy levels at K and −K points. Note
the splitting of the (0)-energy level – it is attached to the top
of the valence band at K and to the bottom of the CB at −K
point. The energy difference of Landau n=+1 level at +K
and n=0 Landau level at −K gives Valley Zeeman splitting.
energy). Fig. 7 shows the energy spectrum for K and
−K valleys, with n = 0 LL shown in red.
The valley Zeeman splitting in the conduction band is
given by the energy difference between electron in +K
valley, E1(+K)=
√
(∆/2)
2
+
(√
2vF /l0
)2
and electron in
the −K valley E0(−K)=
√
(∆/2)
2
+
(√
2vF /l0
)2
:
∆V Z =E
C
1 (K)− EC0 (−K) =
∆
2
√1 + ( 2v
∆l0
)2
− 1
 ≈
∆
2
(√
2vF
∆l0
)2
= ∆
(
vF
∆l0
)2
h¯ωc,
(16)
where h¯ωc is the cyclotron energy. We see that valley
Zeeman splitting is proportional to the cyclotron energy
and the ratio of Fermi velocity to the energy gap56.
We can now compare the valley Lande and Zeeman
contributions for MoS2. For magnetic field B=1 T, we
obtain the following values of splitting:
∆CBVL = −2
∣∣∣BCBmp=−1(K)∣∣∣2 µBB = −0.023 meV (17)
∆VBVL = 2
(
2
∣∣∣ACBm
d
=2
∣∣∣2 +1 ∣∣∣BCBmp=−1∣∣∣2)µBB = 0.231 meV
(18)
∆VZ = ∆
(vF
∆
)2
h¯ωc = ∆
(vF
∆
)2
h¯
eB
m0
= 1.395 meV
(19)
First two values are in excellent agreement with re-
cently reported45 experimental Lande splitting of approx-
imately 0.230 meV T−1.
We now discuss the effect of spin-orbit interaction on
the Landau level spectrum. The Hamiltonian for both
7spin down and up at the K point can be written as:
H =

∆
2 −∆
C
SO
2 −ivaˆ
ivaˆ† −∆2 −∆
V
SO
2
∆
2 +
∆CSO
2 −ivaˆ
ivaˆ† −∆2 +∆
V
SO
2
 ,(20)
where ∆
C/V
SO is the spin splitting for conduction (valence)
band. In analogy with Eq. 15 we obtain the eigenvec-
tors Ψ±,σn,m=
(
α
C/V,∆SO
n,σ |n−1,m〉 , βC/V,∆SOn,σ |n,m〉
)T
for K and eigenvectors
Ψ±,σn,m=
((
α
C/V,−∆SO
n,σ
)∗
|n,m〉 , βC/V,−∆SOn,σ |n−1,m〉
)T
for the −K valley. The corresponding eigenval-
ues are given by E
C/V
n,σ = σ(∆CSO + ∆
V
SO)/4 ±√(
∆ + σ
(
∆CSO −∆VSO
)
/2
)2
/4 + v2n, where σ=±1
for spin up or down. The LL spectrum becomes even
more asymmetric between the valleys. Because of the
interaction between valence and conduction band the
strong SO coupling in the valence band leads to spin
splitting in the conduction band.
VIII. CONCLUSIONS
We presented here a tight–binding theory of transi-
tion metal dichalcogenides. We derived an effective tight
binding Hamiltonian and elucidated the electron tunnel-
ing from metal to dichalcogenides orbitals at different
points of the BZ. This allowed us to discuss the band
gaps at K points in the BZ, the origin of secondary con-
duction band minima at Q points and their role in band
nesting and strong light matter interaction. The Lande
and Zeeman valley splitting as well as the effective mass
Dirac Fermion Hamiltonian in the magnetic field was de-
termined.
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Appendix A: Nearest neighbor matrix elements
Matrix elements of nearest neighbor tunneling Hamil-
tonian, Eq. 8, are expressed by k-independent parame-
ters Vi
V1 =
1√
2
[√
3
2
(
d2⊥
d2
− 1
)
Vdpσ −
(
d2⊥
d2
+ 1
)
Vdppi
]
d‖
d
,
V2 =
1
2
[√
3Vdpσ − 2Vdppi
] d⊥
d
(
d‖
d
)2
,
V3 =
1√
2
[√
3
2
Vdpσ − Vdppi
](
d‖
d
)3
,
V4 =
1
2
[(
3
d2⊥
d2
− 1
)
Vdpσ − 2
√
3
d2⊥
d2
Vdppi
]
d‖
d
,
V5 =
1
2
[(
3
d2⊥
d2
− 1
)
Vdpσ − 2
√
3
(
d2⊥
d2
− 1
)
Vdppi
]
d⊥
d
(A1)
and k-dependent factors (kxd‖ → kx, kyd‖ → ky)
f0(~k) = e
ikx + e−ikx/2ei
√
3ky/2e−i2pi/3
+ e−ikx/2e−i
√
3ky/2ei2pi/3,
f−1(~k) = eikx + e−ikx/2ei
√
3ky/2ei2pi/3
+ e−ikx/2e−i
√
3ky/2e−i2pi/3,
f+1(~k) = e
ikx + e−ikx/2ei
√
3ky/2 + e−ikx/2e−i
√
3ky/2.
(A2)
Appendix B: Next nearest neighbor matrix elements
Parameters of the second neighbor tunneling in Eq. 9
are given by k-independent terms Wi
W1 =
1
8
(3Vddσ + 4Vddpi + Vddδ) ,
W2 =
1
4
(Vddσ + 3Vddδ) ,
W3 = −
√
3
4
√
2
(Vddσ − Vddδ) ,
W4 =
1
8
(3Vddσ − 4Vddpi + Vddδ) ,
W5 =
1
2
(Vppσ + Vpppi) ,
W6 = Vpppi,
W7 =
1
2
(Vppσ − Vpppi) ,
(B1)
and k-dependent functions gi
g0(~k) = 4 cos (3kx/2) cos
(√
3ky/2
)
+ 2 cos
(√
3ky
)
,
8g2(~k) = −2 cos
(√
3ky
)
+ 2 cos
(
3kx/2 +
√
3ky/2
)
eipi/3
+ 2 cos
(
3kx/2−
√
3ky/2
)
e−ipi/3
g4(~k) = 2 cos
(√
3ky
)
+ 2 cos
(
3kx/2 +
√
3ky/2
)
ei2pi/3
+ 2 cos
(
3kx/2−
√
3ky/2
)
e−i2pi/3
(B2)
Slater-Koster parameters found by fitting our second
nearest neighbor model to DFT bandstructure used to
create Fig. 4 and Fig. 5 are given in Table I.
parameter best fit (in eV) parameter best fit (in eV)
Em
d
=0,±2 -0.03 Vddσ -1.10
Emp=±1 -3.36 Vddpi 0.76
Emp=0 -4.78 Vddδ 0.27
Vdpσ -3.39 Vppσ 1.19
Vdppi 1.10 Vpppi -0.83
TABLE I: Slater-Koster parameters fitted to DFT bandstruc-
ture.
Appendix C: Lande g–factor
To calculate Lande g–factor in perpendicular magnetic field Bz we first analyze expectation value of Lz operator
for wavefunctions of A and B sublattices written as:
ΨmA
(
~k,~r
)
=
1√
NUC
NUC∑
i=1
ei
~k·~RA,iϕm
(
~r − ~RA,i
)
,
ΨlB
(
~k, ~r
)
=
1√
NUC
NUC∑
j=1
ei
~k·~RB,jϕl
(
~r − ~RB,j
)
.
(C1)
For Lz = −ih¯
(
~r × ~∇~r
)
z
we have therefore
〈
ΨlB
(
~k,~r
)∣∣∣ (−ih¯)(~r × ~∇~r)
z
∣∣∣ΨmA (~k, ~r)〉 = −ih¯NUC
NUC∑
i,j=1
∫
d~rei
~k·~RABϕ∗l
(
~r − ~RB,j
)(
~r × ~∇~r
)
z
ϕm
(
~r − ~RA,i
)
, (C2)
where ~RAB = ~RA,i − ~RB,j . To evaluate Eq. (C2) we introduce new variables ~ui = ~r − ~RA,i to analyze the action of
operator ~∇~r on orbitals localized at ~RA,i(
~r × ∂
∂~r
)
ϕm
(
~r − ~RA,i
)
= mϕm (~ui) +
(
~RA,i × ~pui
)
z
ϕm (~ui) . (C3)
Using this and shifting variables on sites B as ~r − ~RB,j = ~ui + ~RA,i − ~RB,j we obtain〈
ΨlB
(
~k, ~r
)∣∣∣ (−ih¯)(~r × ~∇~r)
z
∣∣∣ΨmA (~k, ~r)〉 =m (−ih¯)NUC
NUC∑
~RAB , ~RA
∫
d~uei
~k·~RAB ϕ∗l
(
~u+ ~RAB
)
ϕm (~u)︸ ︷︷ ︸
6=0 only for ~RAB=0
+
(−ih¯)
NUC
NUC∑
~RAB , ~RA
∫
d~uei
~k·~RABϕ∗l
(
~u+ ~RAB
)(
~RA × ~p~ui
)
z
ϕm (~u)
(C4)
First term on RHS of Eq. (C4) can be more transparently written as
m
(−ih¯)
NUC
NUC∑
~RA
∫
d~uϕ∗l (~u)ϕm (~u)︸ ︷︷ ︸
δlm
= m
(−ih¯)
NUC
NUC∑
~RA
δlm = m
(−ih¯)
NUC
NUCδlm = (−ih¯)mδlm (C5)
while the second term vanishes
(−ih¯)
NUC
NUC∑
~RA
[
~RA
NUC∑
~RAB
ei
~k·~RAB
∫
d~uϕ∗l
(
~u+ ~RAB
)
(~p~ui)z ϕm (~u)︸ ︷︷ ︸
~RA independent
]
= 0, (C6)
9because the sum over ~RA is taken over an isotropic system. Finally, we get〈
ΨlB
(
~k, ~r
)∣∣∣ (−ih¯)(~r × ~∇~r)
z
∣∣∣ΨmA (~k, ~r)〉 = (−ih¯)mδlm, (C7)
which is used to calculate Lande energy splitting, e.g. for conduction band ECB(±K) = (∓1)
∣∣∣B~k=Kmp=∓1(CB)∣∣∣2 µBBz.
Analogous analysis can be performed for the valence band.
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