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We present a numerical study of the charge dynamical structure factor N(k, ω) of a one-dimensional
(1D) ionic Hubbard model in the Mott insulator (MI) phase. We show that the low-energy spectrum of
N(k, ω) is expressed in terms of the spin operators for the spin degrees of freedom. Numerical results for the
spin degrees of freedom, obtained by the Lanczos diagonalization method, well reproduce the low-energy
spectrum of N(k, ω) of the 1D ionic Hubbard model. In addition, we show that these spectral peaks probe
the dispersion of the spin-singlet excitations of the system and are observed in the wide parameter region
of the MI phase.
1. Introduction
The ionic Hubbard model, a Hubbard model with
an alternating single-electron potential, has been exten-
sively studied from several points of view in condensed
matter physics, such as a quantum phase transition,1–8)
the existence of a non-trivial intermediate phase,1–4)
superconductivity,9,10) ferromagnetism,11) ferroelectric
properties of transition-metal oxides,12) and the neutral-
ionic transition of mixed-stack organic complexes.13,14)
Ground state properties of the ionic Hubbard model
at half-filling are mainly governed by the competition
between the on-site Coulomb interaction U and the al-
ternating potential ∆. For ∆ >> U , the periodicity of
the lattice makes the system to the band insulator (BI)
phase while, for U >> ∆, the strong on-site interaction
leads the system to the Mott insulator (MI) phase. The
existence of the intermediate phase between them has
been established in one-dimensional (1D) systems.1–4)
Properties of excited states of this model are also gov-
erned by U and ∆. In the BI phase, excited states are de-
scribed by using the particle, hole, and their pair excita-
tions while, in the MI phase, there exist low-lying spin ex-
citations and charge excitations with the higher energy of
the order of U . Focusing on 1D systems, continuous uni-
tary transformation method is applied to study excited
states of the BI phase.15–17) In the vicinity of the bound-
ary between BI and MI, domain wall excitations are in-
vestigated for the 1D system related to a mixed-stack
organic complex TTF-CA.14) In the MI phase, a theoreti-
cal work by Katsura et al. has analytically demonstrated
that, in the optical conductivity σ(ω), spin excitations
have finite intensity ascribed to the finite ∆.18) Some of
the authors and a coworker also have numerically con-
firmed that there appear spectral peaks resulting from
the spin excitations in σ(ω).19)
Here it should be noted that, in general, excitations
∗maeshima@ims.tsukuba.ac.jp
with the wave number k = 0 are probed by σ(ω) while
the excitations with k 6= 0 are detected by the dynamical
charge structure factor N(k, ω).20) Thus the preceding
studies for the MI phase imply that the spin excitations
with k 6= 0 can be detected by N(k, ω). In this work,
we have studied low-energy properties of N(k, ω) of the
1D ionic Hubbard model in the MI phase. We represent
the charge disproportionation per site and N(k, ω) in
terms of the spin operators of the spin degrees of free-
dom of this model, and then, numerically calculate these
quantities by using the Lanczos diagonalization method.
Obtained results of Ns(k, ω), the contribution to N(k, ω)
from the spin degrees of freedom, well reproduce the low-
energy component of N(k, ω). In addition, spectral peaks
of Ns(k, ω) are in good agreement to the dispersion of
the two-spinon singlet excitations obtained by the Bethe
ansatz for the uniform chain. Thus the spin-singlet exci-
tations can be probed by examining N(k, ω) in the ionic
Hubbard model. We also confirmed that these spectral
peaks resulting from the spin excitations are observed in
the wide parameter region of the MI phase.
2. Theoretical Framework
The Hamiltonian of the 1D ionic Hubbard model reads
H = −t
∑
iσ
(c†iσci+1σ +H.c.) + U
∑
i
ni↑ni↓
+
∑
i
ei(ni − 1), (1)
where c†iσ (ciσ) is the creation (annihilation) operator of
an electron with spin σ at site i, niσ = c
†
iσciσ, and ni =
ni↑ + ni↓. The parameter t denotes the nearest-neighbor
transfer integral and the on-site Coulomb interaction is
represented by U . The site-dependent potential at site i
is defined by
ei = −(−1)i∆
2
+ φi, (2)
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where ∆ is the strength of the alternating potential and
φi represents an external scalar field. we focus on the case
of the half-filling and thus the total number of electrons
is equivalent to the system size N .
The dynamical charge structure factor of the 1D ionic
Hubbard model is given by
N(k, ω) =
1
N
∑
α
|〈α|nk|0〉|2δ(ω − Eα + E0), (3)
where
nk =
∑
l
e−iklnl (4)
and k = 2pin/N(n = 0, 1, · · · , N−1) is the wave number.
We note that nl is replaced by the charge disproportiona-
tion from the unity δnl ≡ nl− 1 in order to subtract the
trivial contribution from the total number of electrons
for k = 0.
To elucidate the contribution to N(k, ω) from the spin
degrees of freedom in the MI phase, we introduce the
effective Hamiltonian of the model (1) following Ref. 18.
The effective Hamiltonian Hs is represented by
Hs =
∑
i
4t2
U − ei + ei+1
(
Si · Si+1 − 1
4
)
, (5)
where Si is the spin operator at site i. The charge dis-
proportionation is derived as
δnsl =
∂Hs
∂φl
=
∑
j=l±1
8t2U(el − ej)
[U2 − (el − ej)2]2
(
Sl · Sj − 1
4
)
(6)
and the superscript ”s” of quantities in the following
means the contribution from the spin degree of freedom.
For φl = 0, Hs and δnsl are simplified as
Hs = K
∑
l
Sl · Sl+1 (7)
and
δnsl = (−1)lη
∑
j=l±1
(
Sl · Sj − 1
4
)
, (8)
where
K =
4t2U
U2 −∆2 and η =
8t2U∆
[U2 −∆2]2 . (9)
By replacing nk in Eq. (3) by δn
s
k =
∑
l e
−iklδnsl we
obtain the contribution to the dynamical charge struc-
ture factor from the spin degrees of freedom and it is
represented by Ns(k, ω). It should be noted that when
computing Ns(k, ω) the eigenstate |α〉 and the eigenen-
ergy Eα of the Hamiltonian (1) are also replaced by their
counterparts, |α〉s and Esα of the Heisenberg model (5).
By using these results, δnsk is derived as
δnsk =
∑
l
e−i(k+pi)lη
∑
j=l±1
Sl · Sj , (10)
where the constant 1/4 is omitted because it has no
physically-important contribution to Ns(k, ω) for ω > 0.
Equation (10) suggests that the state δnsk|0〉s has the
Fig. 1. (Color online) The expectation values of δnl of the 1D
ionic Hubbard model and its counterpart δnsl of the corresponding
1D Heisenberg model. Here we set U/t = 20 and N = 12.
wave number k+pi. Then the α-th eigenstate |α〉s of the
model (5) with the finite matrix element 〈α|sδnsl |0〉s also
has the wave number k + pi within the Hilbert space of
the model. That is, Ns(k, ω) probes excited states of the
spin system with the wave number k+pi, and therefore we
represent and plot the charge dynamical structure factor
as a function of k + pi ≡ k′ in the following.
In actual calculations, we use the Lanczos diagonaliza-
tion to calculate eigenstates including the ground state
and other quantities. Here it should be also noted that we
impose the periodic boundary condition. As for the dy-
namical charge structure factor the δ-function is replaced
by the Lorentzian with finite broadening  = 0.01t.
3. Result
Before analyzing the charge dynamical structure fac-
tor, we confirm that the charge disproportionation (8)
gives valid results. Figure 1 shows 〈δnl〉 of the ionic Hub-
bard chain and 〈δnsl 〉 of the Heisenberg chain for even site
(l = 0) and odd site (l = 1) in an N = 12 system with
U/t = 20, where 〈O〉 is the expectation value of an ob-
servable O in the ground state. It can be seen that the
results of 〈δnl〉 and 〈δnsl 〉 are in good agreement, showing
that the formula (8) works well.
Results of N(k′, ω) and Ns(k′, ω) for the system with
U/t = 20, ∆/t = 2, and N = 16 are displayed in Fig. 2.
We can see that Ns(k′, ω) shows almost the same peak
structure as N(k′, ω). It is also found that the domi-
nant spectral peaks are located around k′ = pi/2 and
3pi/2, which are clearly different from those of the spin
dynamical structure factor S(k′, ω) with the dominant
spectral peaks around k′ = pi.21) However, the region
where the peaks of N(k′, ω) exist is almost the same
as that of S(k′, ω); both are inside the upper and lower
bounds of the two-spinon excitation in the thermody-
namic limit,22,23) suggesting that N(k′, ω) mainly probes
the two-spinon excitations.24,25)
To further examine excited states contributing to
N(k′, ω) we calculate the two-spinon singlet and triplet
excitations of the 1D Heisenberg model with N = 16 us-
ing the Bethe ansatz following Ref. 26. It can be found
that the main spectral peaks of N(k′, ω) are coincident
with the two-spinon singlet excitations while those of
2
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Fig. 2. (Color online) The charge dynamical structure factor
N(k, ω) (green dotted lines) and Ns(k, ω) (black solid lines) of the
system with U/t = 20, ∆/t = 2, and N = 16. The orange dotted
lines represent the upper and lower bounds of the two-spinon ex-
citations in the thermodynamic limit. The red circles and the blue
crosses show the two-spinon singlet excitations and the two-spinon
triplet excitations for N = 16, respectively.
S(k′, ω) are coincident with the two-spinon triplet ex-
citations.26) Thus our results suggest that by probing
N(k′, ω) we obtain the dispersion relation of the two-
spinon singlet excitations. This is consistent with that
δnsl commutes with the total spin Stot =
∑
l Sl and that
σ(ω) of the 1D ionic Hubbard model detects the singlet
excitations.18) Our results, of course, do not deny the
possibility that N(k′, ω) may have a finite contribution
from the multi-spinon state as S(k′, ω) does.27) Investi-
gating that point is, however, beyond the scope of this
paper.
To examine the spectral intensity around k′ = pi/2
and 3pi/2, we generalize the formulae (8) and (10) de-
rived from the Heisenberg Hamiltonian (5) to those of
the XXZ model by replacing Si · Sj in these formu-
lae by (Si · Sj)λ = Sxi Sxj + Syi Syj + λSzi Szj ,18) where
λ is the anisotropic parameter. Further, by using the
Jordan-Wigner transformation, the charge dispropor-
tionation (8) for the XXZ model is represented as
δnsk′(λ) =
∑
l
e−ik
′lη
∑
j=l±1
[
1
2
(
f†l fj +H.c.
)
+ λ
(
nl − 1
2
)(
nj − 1
2
)]
, (11)
where f†l (fl) is the creation (annihilation) operator of
the spinless fermion and nl = f
†
l fl. The charge dynami-
cal structure factor Ns(k′, ω;λ) for the XXZ model with
λ is also defined by the replacement of nk in Eq. (3)
by δnsk′(λ) of Eq. (11). Hence N
s(k′, ω) is equal to
Ns(k′, ω;λ = 1) in the following.
For λ = 0, which corresponds to the XY model,
δnsk′(λ) is simplified as
δnsk′(λ = 0) = −2η
∑
p
f†p+k′fp cos
(
k′
2
)
× cos
(
k′
2
+ p
)
, (12)
Fig. 3. (Color online) (a) The one-particle dispersion e(p) =
K cos p (dotted line) of the XY model (λ = 0) and an excita-
tion process with the wave number k′ (arrow). The solid line for
pi/2 ≤ p ≥ 3pi/2 represents the Fermi sea representing the ground
state of the XY model. (b) Ns(k′, ω;λ = 0) and the upper and
lower bounds of the hole-particle pair excitation. (c) The integrated
intensity Is(k′;λ = 0). (d) Ns(k′ = pi/2, ω;λ) for N = 16. All the
results are obtained for systems with K/t = 0.202020 · · · , corre-
sponding to U/t = 20 and ∆/t = 2.
where fp =
∑
l e
−iplfl/
√
N is the annihilation opera-
tor of the spinless fermion with the wave number p and
f†p is its Hermite-conjugate. Equation (12) tells us that
δnsk′(λ = 0) consist of the process with the annihilation
of the particle with the wave number p and the creation
of the particle with p+ k′. When operating δnsk′(λ = 0)
to the ground state |0〉s of the XY model, a typical key
process corresponds to the excitation depicted by Fig. 3
(a), where the particle in the Fermi sea with the wave
number p ∈ [pi/2, 3pi/2] and the energy e(p) = K cos p is
annihilated and the particle with p+k′ is created; this is
considered to be the hole-particle pair excitation process.
The charge dynamical structure factor for λ = 0 is
obtained as
Ns(k′, ω;λ = 0) =
4η2
N
∑
pi/2≤p≤3pi/2
cos2
(
k′
2
)
× cos2
(
k′
2
+ p
)
Θ [e(p+ k′)] Θ [−e(p)]
×δ[ω − e(p+ k′) + e(p)], (13)
where Θ[x] is the step function with Θ[x] = 1(0) for
x ≥ 0(< 0). We numerically evaluate Eq. (13) with
replacing the δ-function by the Lorentzian with finite
broadening  = 0.01t. The obtained result shown in
Fig. 3 (b) is qualitatively similar to that of the Heisen-
berg model (λ = 1) shown in Fig. 2. The formula (13)
also tells us that the coefficient cos2 (k′/2) gives the van-
ishing spectral intensity around k′ ∼ pi. In addition, the
spectral intensity around k′ ∼ 0 is also suppressed be-
cause the associated excitations occur only for p ∼ pi/2
or 3pi/2 and then the coefficient cos2(k′/2+p) has a small
value. Hence the finite spectral intensity is observed in
the remaining areas. The integrated intensity
Is(k′;λ) =
∫ ∞
0
dωNs(k′, ω;λ) (14)
3
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Fig. 4. (Color online) N(k′ = pi/2, ω) (green dotted lines) and
Ns(k′ = pi/2, ω) (black solid lines) of the system with U/t = 20
and N = 16.
for λ = 0, plotted in Fig. 3 (c), shows that the peaks
spread over the wide range centered on k′ ∼ 0.6pi or
1.4pi/, which suggests that the excitations with k′ = pi/2
or 3pi/2 are not the extremely dominant excitation pro-
cesses. As λ increases, the spectrum does not change
qualitatively while the lowest spectral peak develops [see
Fig. 3 (c)]; this is possibly attributed to the excitonic ef-
fect induced by finite λ.18) The blue shift of the peaks is
merely caused by the increasing bandwidth of the two-
spinon excitations.
All the results shown above are obtained for systems
with sufficiently large U and small ∆, where the per-
turbation theory can be undoubtedly applied. To clar-
ify the region where the perturbative treatment works
well, we calculate Ns(k′, ω) and N(k′, ω) at k′ = pi/2 for
larger ∆/t (see Fig. 4). It can be found that Ns(k′, ω)
quantitatively reproduce the low-energy spectral peaks
of N(k′, ω) up to around ∆/t = 12. For ∆/t = 16, we
can observe apparent deviation between them; the lowest
excitation gap of N(k′, ω) is slightly smaller than that
of Ns(k′, ω) and the peak intensity of N(k′, ω) is also
smaller than that of Ns(k′, ω). The low-lying peaks for
∆/t = 16 are, however, well separated from the charge
transfer (CT) excitations with the CT gap ∆CT ∼ 4t
and are roughly inside the upper and the lower bounds
of the two-spinon continuum of the Heisenberg model,
as shown in Fig. 5. Thus the significant part of the low-
lying excited states are possibly caused by the spin exci-
tation even for ∆/t = 16, some part of which would be
from other excitations including the domain wall excita-
tions.14)
As discussed above, the low-lying spectral peaks of
N(k′, ω) are basically attributed to the two-spinon sin-
glet excitations in the wide region of the MI phase. In
particular, the excitation energies of these peaks are
well explained by using the Heisenberg model. To ex-
amine this point, we plot the lowest excitation energy
∆1 = E1 − E0 for N(k′ = pi/2, ω) of the 1D ionic Hub-
bard model in Fig. 6 (a), where ∆1 is well coincident
with its counterpart ∆s1 = E
s
1 − Es0 of the Heisenberg
model; even at ∆/t = 16, ∆1 is only about 20% smaller
than ∆s1. By contrast, the corresponding matrix element
|〈1|nk′ |0〉|2 of the 1D ionic Hubbard model deviates from
Fig. 5. (Color online) N(k′, ω) (green solid lines) of the system
with U/t = 20, ∆/t = 16, and N = 16. The orange dotted lines
are the upper and the lower bounds of the two-spinon continuum.
|〈1|snsk′ |0〉s|2 of the Heisenberg model for large ∆/t. At
∆/t = 16, |〈1|nk′ |0〉|2 is roughly half of |〈1|snsk′ |0〉s|2.
Thus we conclude that the energy dispersion of the two-
spinon singlet excitations can be detected with some de-
gree of accuracy even for considerably large ∆/t.
It is well-known that the charge dynamical structure
factor N(k′, ω) can be experimentally observed.28) From
the theoretical point of view, the key ingredient to de-
tect the contribution to N(k′, ω) from the spin degrees
of freedom is its total spectral intensity in addition to
that the spin excitations are sufficiently separated from
the CT excitations. To discuss this point, we calculated
the total intensity
I(k′) =
∫ ∞
0
dωN(k′, ω) (15)
of the 1D ionic Hubbard model and its low-energy con-
tribution
Ilow(k
′) =
∫ ωu
0
dωNs(k′, ω), (16)
where the upper limit ωu is set to just below ∆CT for
each k′. Figure 6 (c) shows the ratio Ilow(k′)/I(k′) for
U/t = 10, 15 and 20 at k′ = pi/2. Calculations are carried
out in the parameter region where the low-lying peaks
are separated from the CT peaks for each U/t. It can be
found that the ratio monotonically increases and reaches
at most the order of 10−2 within the MI phase where the
spin excitations are sufficiently separated from the CT
excitations. This increasing behavior results from the ∆-
dependence of η in Eq. (9). In the vicinity of the phase
boundary between the MI phase and the BI phase, much
larger value of Ilow(k
′)/Itot(k′) is expected. Since the
CT excitations approach the spin excitations in that re-
gion, however, it is difficult to distinguish between them.
Therefore, fine tuning of physical parameters including
∆/t in the MI phase would be necessary for observing
Ns(k′, ω).
4. Summary
In this work, we have studied the low-energy spec-
trum of the charge dynamical structure factor N(k, ω)
of the 1D ionic Hubbard model in the MI phase. We
represent the charge disproportionation δnl and N(k, ω)
4
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Fig. 6. (Color online) (a) The lowest excitation gap ∆1 = E1 −
E0 for N(k′ = pi/2, ω) of the 1D ionic Hubbard model (red cir-
cles) and its counterpart ∆s1 = E
s
1 − Es0 of the Heisenberg model
(blue crosses). (b) The matrix element |〈1|nk′ |0〉|2 (red circles) and
|〈1|sns
k′ |0〉s|2 (blue crosses) at k′ = pi/2. (c) The ratio of the inte-
grated intensity Ilow(k
′ = pi/2)/I(k′ = pi/2). All the calculations
are carried out for systems with N = 12.
in terms of the spin operators of the 1D Heisenberg
model and numerically calculated these quantities by us-
ing the Lanczos diagonalization. Then the notable point
is that Ns(k, ω), the contribution from the spin degrees
of freedom, probes excited states of the Heisenberg model
with the wave number k + pi = k′. Obtained results of
Ns(k′, ω) well reproduce the low-energy component of
N(k′, ω), and spectral peaks of Ns(k′, ω) are in good
agreement to the dispersion of the two-spinon singlet ex-
citations obtained by the Bethe ansatz for the 1D Heisen-
berg model. Most of the large peaks are located around
k′ ∼ pi/2 or 3pi/2, which is qualitatively explained on
the basis of the analysis for the 1D XXZ model. We
confirmed that the low-lying spectral peaks of N(k′, ω)
resulting from the spin excitations are observed in the
wide parameter region of the MI phase. We have also
shown that, although the low-energy spectral intensity is
basically small, it rapidly increases with ∆ owing to in-
creasing η. Therefore, in order to experimentally observe
Ns(k′, ω), it would be necessary to use the system where
the parameter ∆/t is large but the spin excitations can
be distinguished from the CT excitations.
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