Abstract. In this paper, we investigate whether differences exist among forecasts using real-time or latest-available data to predict gross domestic product (GDP). We employ mixed-frequency models and real-time data to reassess the role of surveys and financial data relative to industrial production and orders in Germany. Although we find evidence that forecast characteristics based on real-time and final data releases differ, we also observe minimal impacts on the relative forecasting performance of indicator models. However, when obtaining the optimal combination of soft and hard data, the use of final release data may understate the role of survey information.
MOTIVATION
Macroeconomic forecasting faces many serious challenges. A major challenge in forecasting real activity is that both target and indicator variables are subject to data revisions, which implies that early available information (e.g., first GDP releases or early available predictors for GDP) may differ from later-available information for a specific point in time. This variation presents important implications for evaluating forecasts from different models because forecasts typically depend strongly on past observations via parameter estimates and starting levels.
In practice, macroeconomic forecasters often ignore the fact that data used for conducting forecasts may be revised from time to time. It is common practice to use final data -the latest-available data vintage of a given variable -to specify and evaluate a particular model. In this case, forecast comparisons are conducted by so-called pseudo (real-time) out-of-sample forecast exercises that use the latest-available data recursively for model selection, model averaging, and model evaluation (e.g., Stock and Watson, 2003; Banerjee et al., 2005) . Thus, researchers simulate the real-time situation, but, instead of using data that are available at the time the forecasts are made, apply only a rolling or recursive estimation scheme. This procedure is strongly criticized by some researchers, namely Stark based on dynamic factor models, the effect of data revisions may be washed out by using a composite index. Therefore, the question arises whether the effect is more prominent in leading indicator models.
Motivated by this question, we investigate the forecasting performance of typical indicator models for nowcasting German GDP and document the differences obtained when using final and current data releases. Our leading indicator models consist of bivariate mixed-frequency vector autoregressive models (MF-VARs), where we can directly take into account the ragged-edge and mixed-frequency problem (Hyung and Granger, 2008; Mariano and Murasawa, 2010; Kuzin et al., 2011) . More specifically, we analyze the predictive power of surveys (ifo, esi, pmi, and ZEW) and financial indicators, relative to hard data [industrial production (IP) , orders] when data revisions are taken into account. Therefore, we ask whether data revisions on IP and orders (which are substantially revised over time) present any impact on their relative importance compared with soft data, which are rarely revised.
The results show that the forecast performance of different models does not differ much according to the data vintage applied. On the one hand, we find that forecasts from real-time data can systematically differ from those based on latest data release, which can be explained by the existence of benchmark revisions leading to mean shifts of the entire time series. In most cases, forecasts based on real-time data are less volatile than forecasts based on latest-available data. On the other hand, the relative forecasting performance of the employed models is not especially affected by the data vintage used. Although indicatorbased forecasts tend to perform relatively better than when the latest-available data are used, the general ranking is only marginally affected. Generally, we find that forecasts based on real-time data reject the null hypothesis of equal forecast accuracy less often than those based on the latest-available vintage. Moreover, we find that latest-available data are harder to predict than first releases. This finding is consistent with the news hypothesis of Mankiw and Shapiro (1986) , which implies that earlier releases are revised by newly available information and these revisions cannot be predicted by past available data. By using encompassing tests and simple model combination, we find evidence that model averaging might be slightly more beneficial once real-time data are used (relative to final release data). Based on German evidence, this implies that under real-time conditions, surveys may contribute more to improve forecasts based on hard data than indicated by final vintages.
The remainder of this paper is structured as follows: We briefly characterize in Section 2 the dataset used in the analysis. Then, in Sections 3 and 4, we present our forecasting models and procedures to evaluate forecasts. We proceed with a discussion of our main results in Section 5, describe some robustness checks in Section 6, and finally provide overall conclusions in Section 7.
obtained from the Deutsche Bundesbank at monthly frequency. In total, 192 monthly data vintages from January 2000 to December 2015 are used.
Other indicators, such as economic tendency survey data and financial indicators are taken from Thomson Reuters Datastream database and are also available at monthly frequency. To be more precise, ifo and ZEW survey data are analyzed as well as the Purchasing Managers Index (pmi) of the manufacturing sector 1 and the Economic Sentiment Indicator (esi) for Germany published by the European Commission. These data are only marginally revised, and we take only the latest vintage data of these variables in levels.
2 Furthermore, financial indicators, such as German stock index DAX, short-term interest rate and the spread between short-term and long-term interest rates are taken into account. These indicators are not revised, interest rates and spreads are used in levels, while stock prices are used in percentage deviations.
The revision process of new orders and IP was analyzed by Knetsch and Reimers (2009) , who found that first releases of growth rates understate later estimates on average. Jacobs and Sturm (2005) find some evidence that the ifo index is able to predict future revisions of IP. Taken together, these findings suggest that first estimates of IP and new orders may be not fully optimal; instead, these estimates may be biased and/or inefficient. Faust et al. (2005) report that German GDP revisions tend to be relatively large compared with those in other industrialized countries (at least until the 1990s); they also find some predictability for German GDP revisions. Since we use seasonally adjusted data (including calender adjustment) in our analysis -which most business cycle analysts do -an important source of data revisions is purely technique and a consequence of the adjustment procedure. Figure 1a shows different vintages of GDP growth, IP, and new orders. Figure 1b shows the corresponding differences between the first and latest data releases. While the mean revision for GDP growth is nearly zero (see Table 1 ), that of the two monthly indicators is around À0.15 percentage points. This result is in line with previous findings by Jung (2003) , who reported a mean IP revision of À0.14 percentage points and mean order revision of À0.12 percentage points. Hence, in both cases, the first release underestimates the final one. Standard deviations are also similar to those found by Jung (2003) .
Another important feature of our dataset is that the target variable, GDP, as well as the indicators are released with different publication lags. Once these publication lags are taken into account in the forecasting setup, missing observations are generated at the end of the estimation sample ('ragged edges'). These publication lags have to be taken into account during short-term forecasting (Giannone et al., 2008; Heinisch and Scheufele, 2017) even when using the latest-available data. For instance, German GDP is published about 6 weeks after the reference quarter but many monthly indicators are released in a more timely manner. Hard data, such as IP and new orders, are released relatively late (lag of 1. Although a composite PMI index for Germany is available as well, the manufacturing PMI index has the advantage that it has a longer history and that it is released before the composite index. 2. In principle, these series may be revised over time, but the major source of revision is seasonal adjustment. Changes in ifo indices and esi over time may also occur because of the reweighting of subsectors. Employing complete vintages would clearly produce more realistic results, but we are unable to do so because the real-time dataset of these indicators in real-time is not available.
Real-Time Data to Evaluate GDP Predictions? about 1.5 months) compared to soft data, such as tendency surveys (ifo, ZEW, pmi, esi), and financial data which are available within the same month. Besides timeliness, soft data have the additional advantage that they are hardly revised, while hard data -as shown above -may be subject to substantial and systematic data revisions. However, many studies have shown that once hard data are available, they feature strong predictive power for GDP (Banbura and R€ unstler, 2011; Banbura et al., 2013) .
MODEL SPECIFICATIONS
Leading indicator models play an important role in assessments of the current and short-term economic outlook. Typically, these models consist of bridge equation(s) that link GDP to one or more indicators (see Kitchen and Monaco, 2003 , for the US). For Germany, economic tendency surveys (e.g., ifo climate or ZEW) and new orders, all of which are observed at monthly frequency, are often considered indicators with some predictive power for short-term GDP. Most of the existing studies do not explicitly take into account the mixed-frequency nature of the data and aggregate higher frequent variables (usually leading indicators) to quarterly frequency (Hinze, 2003; Dreger and Schumacher, 2005; Kholodilin and Siliverstovs, 2006; Drechsel and Scheufele, 2012a) . However, the temporal aggregation of monthly information may be associated with information loss, which could be sizable in typical nowcasting settings (see Wohlrabe, 2009b; .
To address the mixed-frequency problem, researchers have proposed methods that explicitly take into account different sampling frequencies (see Wohlrabe, 2009a; Kuzin et al., 2011; Marcellino, 2013, 2014) .
3 From this discussion, two methods that are successful in dealing with mixed frequencies have been established: MIDAS models and MF-VARs. While the former method takes into account higher frequency information via distributed lag polynomials and provides a direct forecast of the low-frequency variable, MF-VARs jointly model the variables under investigation at the higher frequency and deal with missing observations of the low-frequency variable. In the following sections, we make use of MF-VARs to analyze different leading indicators for forecasting German GDP in real-time (as proposed by Mittnik and Zadrozny, 2005; Hyung and Granger, 2008; Mariano and Murasawa, 2010; Kuzin et al., 2011) . The great advantage of MF-VARs is that they impose no a priori restrictions on the dynamics of the calculations (as most of the MIDAS models do, except for the UMIDAS as suggested by Foroni et al., 2015) . 4 More specifically, the model can be represented in state-space form via the following measurement equation:
3. For Germany, only a small number of papers have explicitly taken into account the mixed-frequency problem by investigating leading indicators (Mittnik and Zadrozny, 2005; Schumacher and Breitung, 2008; Wohlrabe, 2009b; Heinisch and Scheufele, 2017) . 4. See Kuzin et al. (2011) for a description of the pros and cons of MIDAS and MF-VARs and their application to forecasting euro area GDP. recently provided a literature review on MF-VARs and applied them to forecast US GDP. From a theoretical perspective, Bai et al. (2013) demonstrated that MF-VARs could provide optimal forecasting properties in a mixed-frequency setup.
where x t is the quarterly GDP growth, z t is the indicator observed at monthly frequency, and s t consists of the monthly state variables. The lag polynomial H t is defined as 
Note that the specification of H t implies that GDP growth x t is only observed every third month, and that it links month-to-month growth rates x z t ! $ Nð0; RÞ. Given this system, 11 parameters must be estimated (eight VAR parameters, two variances, and one covariance).
5 Note that we do not estimate constants in the VAR; instead, we demean both time series for the estimation sample and add the mean to the forecasts afterwards. Estimation of the parameters is done by maximum likelihood. 6 After parameter estimation, GDP growth predictions are possible with the Kalman smoother, which allows prediction irrespective of the real-time availability of GDP and the respective indicator. Those forecasts are delivered iteratively.
Our initial estimation sample covers the period 1991M2-1999M12 and expands with each new monthly release of the indicators. Similar to Schumacher 5. All of our results are based on a VAR(2), as suggested by Mittnik and Zadrozny (2005) . Kuzin et al. (2011) find evidence that the lag length of their MF-VAR varies between one and two lags. For robustness, we also analyzed alternative lag specifications (one and three lags). The same conclusions can be drawn with alternative lag lengths, but the forecast errors are on average slightly larger. 6. It is crucial to use good starting values for parameter estimation so that the estimates converge.
Therefore, we choose to estimate an auxiliary regression in which apply a monthly interpolated GDP series (using a local quadratic polynomial) and the monthly indicator. From this regression, we use the starting values for the VAR parameters and the covariance matrix. Additionally, we restrict the covariance matrix to be positive definite.
and Breitung (2008), recursive estimations for the 192 vintages and, hence, 192 real-time forecasts (comprising three different forecasts for each quarter) are conducted until December 2015.
To compare real-time and pseudo real-time results, we additionally run pseudo real-time regressions, where the final vintages of GDP and indicators are truncated manually and the real-time situation is mimicked as closely as possible. Similar to the real-time situation, we also take into account publication lags; thus, the availability of indicators differs between the middle and end of a month. More specifically, we take into account nine different forecasting rounds with different states of information. The first forecasting round is conducted in the middle of the first month. In this case, only information from the previous quarter is available (specifically, surveys from the last month of the previous quarter). As hard data are released later, they cannot be employed for the first two forecasting rounds. For all indicators under investigation, we look at four different cases: the last month of the previous quarter, only one month, two months, and the complete quarter (all three months).
FORECAST EVALUATION
Does a model's forecasting performance differ when real-time data or last releases are used to conduct forecasts? To answer this question, we proceed in four steps. First, we compare forecasts from the two different approaches with each other. Second, we look at the relative performance of indicator forecasts relative to univariate benchmark forecasts. Third, we investigate whether forecasts based on IP may be improved by the combination with other sources of information. In particular, we look at encompassing tests and investigate the difference between real-time and pseudo real-time data. Finally, we check how well the different approaches are in forecasting GDP contractions.
Relationship between real-time and pseudo real-time forecasts
In this section, we compare model forecasts obtained from the real-time database with those obtained from final data. Using simple measures such as plots, correlations, and moments, we provide a fundamental comparison of the two forecasting approaches. Additionally, we conduct simple tests on bias and efficiency to determine whether forecasts obtained from real-time data systematically differ from those obtained from pseudo real-time settings. More specifically, we investigate whether forecasts obtained from the latest-available vintage are good predictors of forecasts based on real-time vintages. Therefore, we look at forecast optimality tests.
First, we investigate whether the forecast means of the two approaches differ systematically, which can be tested by running the following regression: x r;i equation using final and real-time forecasts. Similar tests have been applied for testing forecast efficiency (Mincer-Zarnowitz regressions) testing the news/noise hypotheses of data revisions (see e.g., Mankiw et al., 1984; Faust et al., 2005) . In our case, the test indicates how the real-time based forecasts differ from the one obtained with latest available data.
Whenever a = b = 0, forecasts based on final data can be seen as optimal predictors of forecasts based on real-time data. 
Relative forecasting performance
In this section, we focus on forecast accuracy relative to a benchmark model. Since absolute forecast errors are difficult to interpret, we follow common practice and compare the leading indicator forecasts based on the MF-VARs with those of univariate time-series models (Granger and Newbold, 1977; Stock and Watson, 2003) .
8 As a result, we obtain information describing by how much a leading indicator-based forecast is better than the benchmark (in percentage points).
Our analysis is based on a squared loss function; thus it utilizes the same criteria for forecast evaluation as those applied for model estimation. Note that forecast errors can be calculated in different ways and typically vary with the target variable. In this study, we distinguish two cases. First, we consider the first releases of GDP as our benchmark. This benchmark type takes account of the fact that in practice many forecasts are judged by the first official estimate. Second, the latest-available vintage of GDP is used as the benchmark since this series can be seen as the best from today's perspective and closest to true GDP growth.
9
Besides the average relative performance of a model's forecast, we evaluate whether an indicator-based forecast is systematically better than the benchmark. This evaluation must be judged by statistical tests of equal predictive ability.
10
Given the squared loss function, the corresponding null hypothesis of an indicator model i can be expressed as
where DL i t is the loss differential of the time series. One popular test for this hypothesis is the Diebold-Mariano test of equal predictive ability (Diebold and Mariano, 1995) . However, due to the obvious deviation from the normality assumption we opt for sign-rank statistics instead (see appendix).
7. Note that Faust et al. (2005) tested for a different hypothesis. Namely, they ask whether earlier releases are good (efficient) predictions of later releases. In our case, we investigate how we can mimic real-time predictions with final vintage predictions. 8. We use the AR(1) model as our benchmark univariate time-series model. Note that AR-forecasts differ when using real-time and pseudo real-time data. 9. While levels may differ due to main revisions and, hence, level shifts, growth rates remain comparable. 10. Typically, inference is complicated by the fact that forecasts are generated by estimated models and depend on parameter uncertainly (West, 1996) . However, since our models under investigation are non-nested, the issue of parameter estimation uncertainty can be ignored in our setting (West, 2006) . The issue of employing real-time data has been analyzed by Clark and McCracken (2009) . In general, tests should be valid in the case of unpredictable revisions (and non-nested models).
Benefits of using additional information sources
Next, we check whether GDP nowcasts based on hard data (i.e., IP) can be improved by combining them with other information sources. This endeavor is related to the issue of whether combining two models results in higher forecast accuracy. Bates and Granger (1969) , Clemen (1989) , and Timmermann (2006) provide theoretical and empirical evidence that model combination results in higher forecast accuracy. In our case, this issue is investigated by means of forecast encompassing (Chong and Hendry, 1986 ), and we employ Harvey et al. 
for each indicator i. The corresponding null hypothesis equals H 0 : k = 0, where k is the optimal weight of the combined forecast of indicator i with the ip forecast. Whenever the null hypothesis is rejected, the combined forecast is superior to the single IP-based model. In this case, our particular interest lies in whether the optimal combination weights differ when real-time data are used.
To judge the potential benefits from forecast combination, we apply the equal weighting scheme (which is found to work well in many applications) to the ip forecast and some promising indicator forecasts.
Binary event predictions
So far, all of the criteria used to compare the different procedures were based on squared loss. In this section, we show how the procedures perform when the aim is to signal GDP contractions (i.e., negative GDP growth). This may be of high practical importance for policy institutions, because negative GDP growth might preannounce an upcoming recession and may require certain policy responses (e.g., adjustment of interest rates, higher expenditures).
The evaluation of point predictions for binary forecasts is straight forward. As argued by Lahiri and Liu (2013) , contingency tables, which cross-classify forecasts and actuals, are convenient tools from which a variety of evaluation measures about skill and value can be constructed. The skill-based measure that we use here is the threat score (TS) or critical success index (CSI), which combines the information of the hit rate and false alarm ratio.
12 It can be defined as
which is the number of hits (negative GDP growth forecast and actual negative GDP growth rate) in relation to the number of false alarms (negative GDP growth forecast and actual positive GDP growth rate) and misses (positive GDP 11. To achieve the encompassing tests, we opted for standard parametric tests and did not use nonparametric procedures since no strong evidence of violation of the basic assumptions was observed. Note that these tests can be formulated in terms of forecast errors instead of squared errors, which is the case in comparisons of forecast accuracy. 12. Lahiri and Liu (2013) favor the odds ratio, defined as the ratio between the two odds from hit rate and false alarm rate. However, this measure is not defined when the hit rate or the false alarm rate is zero.
growth forecast and actual GDP growth being negative). This score ranges from zero (poor forecast) to one (perfect forecast), can be used to compare the success of different procedures and is a reliable measure in rare event cases.
RESULTS
In this section, we present our major results. First, we show how forecasts differ when models are estimated with real-time or final data. Second, we look at the relative performance of the indicator models. Third, we investigate how encompassing tests are affected by using real-time or latest-available data. Finally, we present the results for predicting GDP contractions. Figure 2 illustrates the association between the two forecast procedures. Table 2 shows a more systematic approach to investigate the relation between real-time and pseudo real-time forecasts. These two ways of looking at the results suggests a very high correlation between forecasts obtained with real-time and final data. The Spearman rank correlation is quite high and ranges from 0.71 (IP) to close to 1 in the case of the surveys. Among the surveys, forecasts based on pmi have notably lower correlations between real-time and pseudo-real time predictions. Forecasts based on stock prices also show higher variability between real-time and pseudo real-time forecasts.
Forecast differences
To determine whether a systematic difference exists between the two ways of conducting forecasts, we test for bias and efficiency. For IP and new orders, we find clear evidence of the systematic downward bias of real-time forecasts when compared with those obtained from final-released data. This result implies that GDP growth forecasts based on real-time data are, on average, lower than those obtained from final data. Two reasons may explain this finding. First, the downward bias in early IP and new order figures (see Section 2) may cause a lower GDP growth nowcast. Second, the higher mean in GDP growth of final estimates may also translate into higher average forecasts.
In terms of surveys and financial indicators, we find a different pattern. The efficiency tests are mostly significant, which indicates the absence of an one-toone relation between real-time and final data forecasts (with exception of pmi). Instead, GDP forecasts based on final-available data are slightly more volatile than those based on real-time data. Therefore, one has to multiply the latestavailable forecast by a factor of 0.83-0.91 to obtain the real-time forecast. In those cases, the forecasts based on real-time data are less volatile compared to final data forecasts.
In the next subsection, we will discuss whether these forecast differences present practical implications for model comparisons.
Relative forecasting performance
Our analysis features several dimensions. First, we differentiate between two different target variables: (a) the last-available GDP vintage and (b) the first- Interestingly, final available data on industrial production is more successful in forecasting GDP (whether targets are final or provisional) than real-time industrial production. This indicates that early industrial production data are noisy and get 'improved' by revisions. This is indicated by the findings of Table 1 , where it is shown that revisions are on average positive. Hard indicators are more advantageous than soft indicators when one month of the respective quarter is available, which is the case in the middle of the third month of a quarter (M3 mid). In this case, hard data can improve benchmark forecasts by up to 30%-40%. Surveys dominate earlier in the quarter, but offer only marginal improvements when additional data are available. Forecasting gains based on the most promising survey data (ifo climate and expectations, esi and pmi) are around 20%.
When differences between real-time or final data used for estimation are compared, we see that hard data forecast accuracy is slightly better when it is based on final data. The same pattern is found among some survey based forecasts (esi and pmi). The overall ranking of different indicators given the specific state of information is not much affected.
However, slight differences in the tests on equal forecasting ability are observed. For IP and pmi, these tests reject the null hypothesis of equal forecasting ability more often in the case of final data than in the case of real-time data. ifo expectations and esi are the only two indicators that do significantly better than the benchmark in most of the cases studied. One reason that most of the tests are not significant suggests that stability might be a problem (although average improvements are quite sizable).
Forecast target: First GDP
When the first GDP release is used as the benchmark for forecasting comparisons, the overall results are very similar (Table 4 ). In terms of relative gains in forecast accuracy and significance, the results differ only slightly.
However, the relative gains for hard data are slightly larger when compared with first GDP releases. This finding suggests that the statistical office relies on IP and new orders as inputs for early GDP estimates when other information is relatively scarce.
Another interesting finding from using first GDP releases as the forecast target is that first GDP releases are easier to predict, as reflected by the lower RMSFEs of the benchmark AR model. This result implies that first GDP releases are less volatile than later releases, consistent with the news hypothesis (Mankiw and Shapiro, 1986) , which states that first GDP releases are efficient predictors of later Real-Time Data to Evaluate GDP Predictions?
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releases. Furthermore, it should be noted that the case of forecasting provisional targets using final predictors is not of much practical relevance.
Combination of different sources of information
To assess whether the forecast accuracy improves when combining the IP forecast with other information sources, we conducted encompassing tests. Table 5 indicates that orders and survey indicators (ifo, esi, and pmi) offer significant improvements once they are combined with IP. Even after some months of IP are known, surveys provide some added value. The weights tend to be somewhat higher for surveys once real-time data are used. Financial indicators provide no additional information. Additionally, we undertake simple model combinations by using the IP forecasts together with one other promising indicator forecast (using an equal weighting scheme). In many cases, this leads to an additional improvement relative to the pure IP based forecast, even though less than 10%.
Overall, these results imply that survey data present important value as an additional data source. In the presence of data revisions, the weight of surveys may be even higher than that indicated in the case of pseudo out-of-sample comparisons. Thus, forecast combination might be very beneficial in a real-time forecast setting.
Ability of forecasting GDP contractions
Once the forecaster is only interested to predict GDP contractions, the CSI measure is a useful tool to measure the performance (Table 5) . IP is helpful only in cases where most of information is already available. Surveys (in particular esi, pmi and ifo climate) do a relative good job and reach CSI values around 0.3, relatively early in time. 13 Stock prices seem less successful in signaling GDP contractions. Although there is a slight variation between the forecasting results based on real-time and final releases, there is no clear pattern which indicator or Note: End-of-month forecasts based on real-time and final data compared with finalavailable releases for December 2015.
13. As CSI values may range from 0 to 1, a value of 0.3 is not very impressive and means that the models produce a substantial fraction of 'wrong' predictions (once evaluated with final GDP). Interestingly, the CSI values are almost twice as high one compared to first GDP releases. Nevertheless, the absolute values of the CSI is of minor importance, as it is only used as a relative measure to compare the forecasting skill of the procedures used. Real-Time Data to Evaluate GDP Predictions? Note: Real-time and pseudo real-time forecasts compared with first GDP releases. Tests on equal forecast ability are based on signed-rank tests. *, ** and *** indicate significance at the 10%, 5%, and 1% levels, respectively. II. Relative RMSFEs (relative to IP-based forecast). The two models are weighted equally. *, ** and *** indicate significance at the 10%, 5%, and 1% levels, respectively.
indicator group is more or less affected by using real-time vintages or not. Therefore, the general finding from the previous comparisons hold in this case as well, namely that the forecasting properties vary only to some small degree.
ROBUSTNESS
To check the robustness of our results we consider two additional tests. First, we investigate how our results change when forecasts are conducted using only first GDP releases for estimation. Second, we check how stable the results are over time.
6.1. Models estimated based on first releases Koenig et al. (2003) argue that one should include only first-available estimates for the target variable in the forecasting equation and use current vintages as indicator variables to obtain reasonably good forecasts for first official GDP releases. This setting avoids the problem where the values of the targeted time series correspond to different revision stages. As an indicator, the authors suggest including only data that have been available to the forecaster at this point in time. They argue that the initial release is an efficient estimate of subsequent releases, meaning revisions are unpredictable using data at the time of the release. Table 6 shows that the relative RMSFEs are only marginally smaller compared with the ones given in Table 4 .
The results in Table 6 indicate that using only first GDP releases as the dependent variable hardly changes the earlier conclusions, where models were estimated based on real-time vintages. All of our results show that different variants of the dependent variable have little impact on the relative forecasting performance of the models.
Overall, these results indicate that using only first GDP releases for the target variable does not lead to systematic error reductions compared to using current vintages of the target. Only for pmi and interest rates, some improvements are observed.
Stability over time
The financial crisis exerted a large impact on forecast error comparisons (Drechsel and Scheufele, 2012b) . Therefore, instead of looking only at the average performance over time, we take into account potential instabilities of forecasting performance. More precisely, we apply Giacomini and Rossi's (2010) fluctuation test. This test is based on rolling regression of the Diebold-Mariano test. However, as stated earlier, this test may not be very reliable because our loss differential is far from normality; thus, we do not over-interpret this test. Since the test statistic is basically a weighted mean difference, we look at the relative performance of the indicator-based forecast over time ( Figure 5) . Figure 6 shows the test statistic for different information stages (a-c) and different indicator combinations. Positive (negative) differences indicate that the indicator model produces better (worse) forecasts than the AR model. ). This result rationalizes previous findings that the forecasting performance obtained using hard data is not always significantly better than that of univariate models. In 2005, the relative forecasting performance using hard data is notably improved, but no episodes where single indicators offer very significant improvements are observed. This finding is in line with the results on average performance. Overall, the forecasting performances of the models over time using real-time or final data are very similar.
CONCLUSION
In this paper, we analyzed whether GDP forecasts differ when using real-time or latest-available data. Using an MF-VAR methodology, we take into account the mixedfrequency and ragged-edge problems in a realistic nowcasting setting for Germany. We find that real-time and pseudo real-time forecasts differ in certain aspects. For hard data and some other indicators, GDP forecasts in real-time are systematically lower than the corresponding forecasts based on latest-available data. This result may be explained by the systematic downward bias of first indicator releases or by benchmark revisions that shift the mean GDP growth up. For survey evaluations, real-time GDP forecasts are less variable than forecasts based on pseudo real-time data. This result is an indirect consequence of the news hypothesis, which implies that early GDP releases are less volatile than later releases. The understated variability of first releases seems to transmit via the MF-VAR model to short-term forecasts.
Interestingly, the different characteristics of the forecasts do not much affect the relative forecasting performance of different indicators. As expected, the pseudo real-time setting slightly overstates the forecasting accuracy of indicator forecasts. Interestingly, this pattern is not only restricted to hard data (which undergo certain revisions), but is also observed for certain surveys (e.g., pmi or esi) that are assumed to be not affected by data revisions. Overall, differences are small, and the rankings of different indicator forecasts do not much change whether real-time or pseudo real-time data are used in forecasting comparisons. It is much more important to take into account the specific timing of data releases (confirming findings by Banbura et al., 2013) .
These results imply that using real-time data is of minor importance when leading indicators are ranked according to their relative nowcasting performance. However, we find some evidence that ignorance of data revisions in forecast comparisons may lead to over-rejections of tests on average forecasting accuracy, such as signed-rank tests. Additionally, latest-available data releases may understate the role of surveys in improving forecasts in combination with hard data. Forecast combination seems to be even more beneficial in a real-time setting.
The study has two obvious limitations. First, it only considers just one type of leading indicator models. However, other model types, in particular, nonlinear and time-varying models may be better suited in a period of large economic turbulences such as the consequences of the financial crisis, but those models may be more sensitive to the dataset used for estimation and prediction. We leave this issue for future research. Second, the impact of data revisions on forecasting performance may be affected by the properties of the national revision process, as well as by the quality of the survey data. Therefore, although our results provide substantial background for German forecasters they may not be directly applicable to other countries.
APPENDIX A
A.1. Application of the Wilcoxon rank test to judge differences in forecasting performance
Instead of relying on parametric tests such as the Diebold-Mariano (DM) test, we apply nonparametric tests based on signed-rank statistics. A clear advantage of these tests is that they are invariant to deviations from standard assumptions, such as those of normality or homoscedasticity (Lehmann, 1975) . The applied Wilcoxon signed-rank test is robust to (conditional) heteroscedasticity, heavy tails, and outliers in the loss-differential series, which is particularly important when analyzing samples including specific events such a financial crises where loss differences are subject to unusual behavior (large outliers and heteroscedasticity). 14 Nevertheless, these tests present very good power characteristics compared with the DM test (Luger, 2004) .
The test statistic is given by
where u(DL t )=1 if the loss differential is positive (DL t >0) and 0 otherwise. Critical values for W are tabulated and, for T>20, an approximation by normality exists. This test has been discussed and applied in similar settings by Campbell and Dufour (1995) , Campbell and Ghysels (1995) , and Diebold and Mariano (1995) . One shortcoming of the basic test, however, is that it requires the absence of serial correlation in the loss differential. As we also consider multiperiod forecasts (e.g., when GDP of the previous quarter is not available), this assumption may not be satisfied. Therefore, we follow the suggestion of Campbell and Dufour (1995) and apply split-sample techniques. We divide our original dependent loss differential into k independent ones. For instance, in the case of MA (1) in the loss differential, we would define two sample sets (A and B) consisting of observations T A = 1,3,5,. . . and T B = 2,4,6,. . .. Then, the signed-rank test is applied on each of the two subsamples A and B. The null hypothesis can be rejected if either W A or W B is significant at the a/2 level, which implies that we apply a Bonferroni correction for multiple comparisons. To decide whether the split-sample technique is applicable, we use the test of serial dependence by 14 . By looking at our loss differences DL t we see very substantial deviations from normality, specifically, very large excess kurtosis and outliers.
Real-Time Data to Evaluate GDP Predictions? Dufour (1981) , which is also based on the signed-rank principle and shares the similar robustness properties. 15 
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