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CRITERIA FOR THE DENSITY OF THE GRAPH OF THE ENTROPY
MAP RESTRICTED TO ERGODIC STATES
HENRI COMMAN†
Abstract. We consider a non-uniquely ergodic dynamical system given by a Zl-action
(or (N∪{0})l-action) τ on a non-empty compact metrisable space Ω, for some l ∈ N. Let
(D) denote the following property: The graph of the restriction of the entropy map hτ
to the set of ergodic states is dense in the graph of hτ . We assume that hτ is finite and
upper semi-continuous. We give several criteria in order that (D) holds, each of which is
stated in terms of a basic notion: Gateaux differentiability of the pressure map P τ on
some sets dense in the space C(Ω) of real-valued continuous functions on Ω, level-2 large
deviation principle, level-1 large deviation principle, convexity properties of some maps
on Rn for all n ∈ N. The one involving the Gateaux differentiability of P τ is of particular
relevance in the context of large deviations since it establishes a clear comparison with
another well-known sufficient condition: We show that for each non-empty σ-compact
subset Σ of C(Ω), (D) is equivalent to the existence of an infinite dimensional vector space
V dense in C(Ω) such that f+g has a unique equilibrium state for all (f, g) ∈ Σ×V \{0};
any Schauder basis (fn) of C(Ω) whose linear span contains Σ admits an arbitrary small
perturbation (hn) so that one can take V = span({fn+hn : n ∈ N}). Taking Σ = {0}, the
existence of an infinite dimensional vector space dense in C(Ω) constituted by functions
admitting a unique equilibrium state is equivalent to (D) together with the uniqueness
of measure of maximal entropy.
1. Introduction
Let (Ω, τ) be a dynamical system in the sense of [17] (i.e. Ω is a non-empty compact
metrizable space and τ an action of Zl (resp. (N ∪ {0})l) on Ω for some l ∈ N. Let C(Ω),
M(Ω),Mτ (Ω), E τ (Ω), hτ , P τ denote respectively the set of real-valued continuous functions
on Ω endowed with the uniform topology, Borel probability measures on Ω endowed with
the weak-∗ topology, τ -invariant elements of M(Ω), ergodic elements of Mτ (Ω), measure-
theoretic entropy and pressure maps. We assume that Mτ (Ω) is not a singleton and hτ is
finite and upper semi-continuous.
In some basic dynamical systems as above (e.g. full shifts) the set Mτ (Ω) fulfils a fun-
damental density property: Not only E τ (Ω) is dense in Mτ (Ω) (i.e. Mτ (Ω) is the Poulsen
simplex) but the set {µ ∈ E τ (Ω) : hτ (µ) > r} is dense in the set {µ ∈ Mτ (Ω) : hτ (µ) > r}
for every real r; thanks to the upper semi-continuity of hτ , this is equivalent to the den-
sity of the graph of the restricted map hτ |E τ (Ω) in the graph of h
τ ; the importance of this
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property has long been recognized, cf. [9], [10], [19] (in particular, it implies the nowhere
Frechet differentiability of P τ ); following [9] let us denote it by (D). Since a measure on Ω
is ergodic if and only if it is the unique equilibrium state for some element in C(Ω) ([14]),
(D) is also equivalent to Property 5.1 of [3] which turns out to be sufficient to ensure the
large deviation principle for any net (να) of Borel probability measures on M(Ω) and any
net (tα) of positive real numbers converging to zero fulfilling for some (arbitrary) f ∈ C(Ω),
∀g ∈ C(Ω), lim
α
tα log
∫
M(Ω)
et
−1
α ĝ(µ)να(dµ) = P
τ (f + g)− P τ (f), (1)
where ĝ(µ) =
∫
Ω g(ξ)µ(dξ) ([3], Theorem 5.2). Another well-known sufficient condition to
get the large deviation principle for nets (να, tα) fulfilling (1) is the existence of a vector
space V dense in C(Ω) such that f + g has a unique equilibrium state for all g ∈ V ([12],
[2]); note that by taking g = 0 this implies the uniqueness of equilibrium for f , whereas (D)
does not impose any conditions on f .
A basic problem is to compare the two above conditions: Does one imply the other? Are
they equivalent? If not, which extra hypotheses have to be added to get an equivalence?
We can also compare them with the large deviation property: Do the large deviation prin-
ciples imply one (or both) of these conditions? If not, do exist simple extra hypotheses on
the rate function in order to get an equivalence? The same questions araise for the net
((f̂1, ..., f̂n)[να]) image of (να) by the map (f̂1, ..., f̂n) for any ((f1, ..., fn), n) ∈ C(Ω)n × N
(and more generally for any net of Borel probability measures on Rn admitting the same
limiting log-moment generating function as ((f̂1, ..., f̂n)[να])). As long as one is only con-
cerned by (D), more than the nature of the net satisfying the large deviation principle, the
most relevant object is the rate function; more specifically, some fine convexity properties of
the rate function play a major role. This leads us to consider convexity properties of some
maps involving only the restriction of P τ to finite dimensional spaces (or equivalently, its
dual version with hτ ) as a new element of comparison.
In this paper we answer to the preceding questions, showing that the five above properties
(i.e. (D), Gateaux differentiability of P τ , large deviation principle onM(Ω), large deviation
principle on Rn for all n ∈ N, convexity properties of some maps on Rn for all n ∈ N)
are in fact equivalent once specified how they take place (Theorem 1); in particular, we
obtain a plain and simple comparison between the two above mentioned general sufficient
conditions to get the large deviation principle for nets (να, tα) as in (1): (D) is equivalent
to the Gateaux differentiability of P τ on an infinite dimensional vector space V dense in
C(Ω) possibly excepting zero; furthermore, for each Schauder basis (fn) of C(Ω) and for
each sequence (εn) of positive real numbers converging to zero, there is a sequence (hn) in
C(Ω) \ {0} with || hn ||≤ εn so that one can take V = span({fn + hn : n ∈ N}); when such
a space V is obtained, a Schauder basis may be used to get another vector space linearly
independent from V whose direct sum with V fulfils the same property as V ; iterating
this process gives rise to a new criterion for the validity of (D) (Theorem 2). When there
is a unique measure of maximal entropy, the above conditions can be greatly simplified
3(Corollary 1). As a by-product, the large deviation results of [2] are both generalized and
strengthened (Example 1).
In the next section we review some basic notions of thermodynamic formalism, large
deviation theory and convex analysis. The results are stated in Section 3. The proofs are
given in Section 4. The proof of the main theorem uses a particular case of two results of
Israel and Phelps ([9]) that we recall in Appendix A.
2. Preliminaries
2.1. Thermodynamic formalism. Let (Ω, τ) be a dynamical system as in §1. Put Λ(a) =
{(x1, ..., xl) ∈ (N ∪ {0})l : xi < ai, 1 ≤ i ≤ l} and let |Λ(a)| denote the cardinality of Λ(a)
for all a ∈ Nl. For each ε > 0 and for each a ∈ Nl let Ωε,a be a maximal (ε,Λ(a))-separated
set. Order Nl lexicographically. Recall that P τ (g) is defined for each g ∈ C(Ω) by
P τ (g) = lim
ε→0
lim sup
a
1
|Λ(a)|
log
∑
ξ∈Ωε,a
e
∑
x∈Λ(a) g(τ
xξ), (2)
and fulfills
P τ (g) = lim
ε→0
lim inf
a
1
|Λ(a)|
log
∑
ξ∈Ωε,a
e
∑
x∈Λ(a) g(τ
xξ) = sup
µ∈Mτ (Ω)
{µ(g) + hτ (µ)}. (3)
([17], §6.7, §6.12 and Exercise 2 p. 119 for Zl-action, §6.18 for (N ∪ {0})l-action). Since
Mτ (Ω) is compact and hτ is finite and upper semi-continuous, the above supremum is a
maximum, and each element realizing this maximum is called an equilibrium state for g.
The map P τ is finite convex and continuous on C(Ω)([17], §6.8 and §6.18). The right hand
side of (2) may be called the topological pressure versus the variational pressure appearing
in the right hand side of the last equality in (3); the equality between both quantities is
known as the variational principle. The map hτ is affine; the set Mτ (Ω) is a non-empty
metrizable Choquet simplex and E τ (Ω) is the set of extreme points of Mτ (Ω) ([17], §6.1,
§6.5 and §6.18).
A sequence (fn) in C(Ω) is a Schauder basis of C(Ω) if for each f ∈ C(Ω) there exists
a unique sequence (λn(f)) of real numbers such that limn || f −
∑n
k=1 λk(f)fk ||= 0. It
is known that C(Ω) admits a Schauder basis ([18], Theorem 4.4.13 and Notes pp. 8-9);
furthermore, each vector space dense in C(Ω) contains a Schauder basis of C(Ω) ([18],
Corollary 1.1.9). Each Schauder basis (fn) of C(Ω) fulfils
∀n ∈ N, sup
f∈C(Ω),||f ||≤1
| λn(f) |< +∞
([18], Proposition 1.1.6). We will use the following result: For each Schauder basis (fn) of
C(Ω) and for each sequence (hn) in C(Ω) fulfilling
+∞∑
n=1
(
sup
f∈C(Ω),||f ||≤1
| λn(f) |
)
|| hn ||< 1,
the sequence (fn + hn) is a Schauder basis of C(Ω) ([18], Theorem 1.1.8).
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2.2. Convex analysis. Let X be a Hausdorff real topological vector space and let X∗ be
the topological dual of X endowed with the weak-∗ topology. Let A be a nonempty convex
subset of X and let I be a ]−∞,+∞]-valued function on A. The function I is convex if
∀(x, y, λ) ∈ A2 × [0, 1], I(λx+ (1 − λ)y) ≤ λI(x) + (1− λ)I(y).
The set of all x ∈ A such that I(x) ∈ R is called the effective domain of I. The function I
is proper if the effective domain of I is nonempty; in this case, for each convex subset C of
the effective domain of I, I is said to be strictly convex on C if
I(λx + (1− λ)y) < λI(x) + (1− λ)I(y)
for all (x, y, λ) ∈ C2× ]0, 1[ with x 6= y.
Let us assume furthermore that A = X . The Legendre-Fenchel transform (also called
convex conjugate) I∗ of I is the function defined on X∗ by
∀u ∈ X∗, I∗(u) = sup
x∈X
{u(x)− I(x)} ;
note that I∗ is a proper convex function on X∗ when I is proper. An element u ∈ X∗ is a
subgradient of I at x ∈ X if
∀y ∈ X, I(y) ≥ I(x) + u(y − x);
note that when I is proper the above inequality implies that x belongs to the effective
domain of I. An element u ∈ X∗ is a subgradient of I at x ∈ X if and only if one of the
following conditions holds:
• I∗(u) + I(x) ≤ u(x);
• I∗(u) + I(x) = u(x).
If I is lower semi-continuous, then u ∈ X∗ is a subgradient of I at x ∈ X if and only if
x ∈ X is a subgradient of I∗ at u ∈ X∗ ([7], Corollary 5.2). For each (x, y) ∈ X2 we put
dI(x; y) = lim
ε→0+
I(x+ εy)− I(x)
ε
;
dI(x; y) is a well-defined element of the extended real line (by convexity) and called the
directional derivative of I at x in the direction y; I is Gateaux differentiable at x if there
exists u ∈ X∗ such that
∀y ∈ X, dI(x; y) = u(y);
such an element u is unique and called the Gateaux differential of I at x. When furthermore
X is locally convex we have I = I∗∗|X ([7], Proposition 3.1 and Proposition 4.1) and the
two following results hold for all x ∈ X : If I(x) ∈ R and I is continuous at x, then I is
Gateaux differentiable at x if and only if I has a unique subgradient at x; in this case, this
subgradient is the Gateaux differential of I at x ([7], Proposition 5.3).
The above notions will be applied in a finite as well as infinite dimensional setting; in
this latter case we shall consider X = C(Ω) and I = P τ . Some results recalled in §2.1
may then be rephrased in terms of convex analysis: For each g ∈ X , an element µ ∈ X∗
is a subgradient of P τ at g if and only if µ is an equilibrium state for g; in particular, g
admits a unique equilibrium state if and only if P τ is Gateaux differentiable at g. The
5variational principle asserts that the entropy map hτ is the restriction to Mτ (Ω) of the
Legendre-Fenchel transform of P τ .
In the finite dimensional setting we will need the notion of essential differentiability. Let
n ∈ N. We assume that X = Rn and I is proper. Let dom δI denote the set of points where
I has a subgradient; note that dom δI 6= ∅ when the effective domain is not a singleton (cf.
[16], Theorem 23.4). Then, I is said to be essentially strictly convex if I is strictly convex
on every convex subset of dom δI. The function I may be essentially strictly convex but
not strictly convex on its effective domain; on the other hand, I may be strictly convex on
the relative interior of its effective domain, but not essentially strictly convex (cf. [16]). It
is known that when I is lower semi-continuous and I∗ has effective domain Rn, then I is
essentially strictly convex if and only if I∗ is differentiable on Rn ([16], Theorem 26.3).
2.3. Large deviations. Let (να, tα) be a net where να is a Borel probability measure on a
Hausdorff regular topological space X , tα > 0 and (tα) converges to zero. We say that (να)
satisfies a large deviation principle with powers (tα) if there exists a [0,+∞]-valued lower
semi-continuous function I on X such that
lim sup tα log να(F ) ≤ − inf
x∈F
I(x) ≤ − inf
x∈G
I(x) ≤ lim inf tα log να(G)
for all closed sets F ⊂ X and all open sets G ⊂ X with F ⊂ G; such a function I is then
unique and called the rate function.
Assume furthermore that X is a real topological vector space with topological dual X∗
endowed with the weak-∗ topology. The map L defined on X∗ by
∀λ ∈ X∗, L(λ) = lim sup
α
tα log
∫
X
et
−1
α λ(x)να(dx)
is called the generalized log-moment generating function (associated with (να, tα)); it is a
]−∞,+∞]-valued proper convex function; when the above upper limit is a limit it is called
the limiting log-moment generating function at λ.
The net (να) is said to be exponentially tight with respect to (tα) if for each real M there
exists a compact set KM ⊂ X such that
lim sup
α
tα log να(X\KM ) < M.
It is known that if (να) is exponentially tight with respect to (tα) and L is R-valued, then
L is weak-∗ lower semi-continuous; when furthermore X is locally convex and (να) satisfies
a large deviation principle with powers (tα) and convex rate function I, then I = L
∗
, where
L
∗
is the Legendre-Fenchel transform of L ([6], Theorem 4.5.10; [4], Corollary 2); in this
case we have I∗ = L by the lower semi-continuity of L. If X = Rn for some n ∈ N and the
limiting log-moment generating function exists and is real-valued and differentiable on Rn,
then a Ga¨rtner’s theorem asserts that (να) satisfies a large deviation principle with powers
(tα) and rate function L
∗
([8]; [6], Theorem 2.3.6).
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If (να) satisfies a large deviation principle with powers (tα) and rate function I, then for
each real-valued continuous function λ on X fulfilling
lim
M→+∞
lim sup
α
tα log
∫
{x∈X:λ(x)>M}
et
−1
α λ(x)να(dx) = −∞ (4)
the limiting log-moment generating function at λ exists and given by
L(λ) = sup
x∈X
{λ(x)− I(x)}. (5)
The above result is a particular case of the Varadhan’s theorem whose original statement
requires the compactness of the level sets {x ∈ X : λ(x) ≤ r} for all r ∈ R ([6], Theorem
4.3.1); this hypothesis has been removed in [5], Corollary 3.4. When I is convex and λ ∈ X∗,
the equality (5) can be written as L(λ) = I∗(λ), where I∗ denotes the Legendre-Fenchel
transform of I.
Let M˜(Ω) denote the set of signed Radon measures on Ω endowed with the weak-∗ topol-
ogy. The above notions will be applied with X = M˜(Ω), X = M(Ω) and X = Rn for all
n ∈ N. Since M˜(Ω)∗ = {ĝ : g ∈ C(Ω)}, the equation (1) means that the limiting log-moment
generating function associated with (να, tα) exists and coincides with the map
M˜(Ω)∗ ∋ ĝ 7→ P τ (f + g)− P τ (f)
(the net (να) is thought of as a net of measures on M˜(Ω)). In all cases, the exponential
tightness holds: This is obvious when X = M˜(Ω) (resp. X =M(Ω)) since (να) is supported
by the compact set M(Ω); in particular, (4) holds for all λ ∈ X∗; it is known that in such
a situation the large deviation principle in M˜(Ω) with rate function I is equivalent to the
large deviation principle in M(Ω) with rate function I|M(Ω); furthermore, I takes the value
+∞ on M˜(Ω) \M(Ω) ([6], Lemma 4.1.5). When X = Rn, the exponential tightness follows
from the finiteness of the limiting log-moment generating function on Rn, which will always
be the case with the nets we shall consider. In the above setting, a large deviation principle
in M(Ω) (resp. Rn) is commonly referred as level-2 (resp. level-1).
The result of convex analysis recalled in the last sentence of §2.2 will be applied in particu-
lar with I∗ the limiting log-moment generating function associated with ((f̂1, ..., f̂n)[να]), tα),
where (να, tα) fulfils (1) and f1, ..., fn are suitable elements of C(Ω); the function I will be
the rate function governing the large deviation principle.
2.4. Linking large deviations with thermodynamic formalism by convex analysis.
Given f ∈ C(Ω), the relation (1) is a crucial equality that not only makes the bridge
between the large deviation theory and thermodynamic formalism by relating the limiting
log-moment generating function Lf associated with (να, tα) to the pressure function P
τ ,
but when furthermore (να) satisfies a large deviation principle in M(Ω) with powers (tα)
and convex rate function If , it allows to express most basic ingredients of thermodynamic
formalism in terms of If ; in particular, (D) can be formulated in terms of a well-known
sufficient condition on a convex rate function to get the large deviation principle (cf. [3],
Theorem 2.1, Property 5.1 and Theorem 5.2). Indeed, in this case, If = L
∗
f |M(Ω)
and the
7net (να) satisfies a large deviation principle in M˜(Ω) with powers (tα) and rate function
I˜f = L
∗
f (cf. §2.3); since
∀µ ∈ M˜(Ω), L∗f(µ) = sup
ĝ∈M˜(Ω)
∗
{ĝ(µ)− Lf(ĝ)} = sup
g∈C(Ω)
{µ(g)−Qf (g)} = Q
∗
f (µ),
where Qf is the map defined on C(Ω by
∀g ∈ C(Ω), Qf(g) = P
τ (f + g)− P τ (f),
we get (cf. Lemma 8),
∀µ ∈ M˜(Ω), I˜f (µ) =
{
P τ (f)− hτ (µ)− µ(f) if µ ∈ Mτ (Ω)
+∞ if µ ∈ M˜(Ω) \Mτ (Ω).
Therefore,Mτ (Ω) is the effective domain of If ; the entropy map hτ coincides with If |Mτ (Ω)
modulo an affine function; given a measure µ ∈ M(Ω), µ is an equilibrium state for f
if and only if If (µ) = 0, µ is ergodic if and only if µ is the unique zero of If for some
f ∈ C(Ω); for every net (µi) of ergodic measures, limi(µi, hτ (µi)) = (µ, hτ (µ)) if and
only if limi(µi, If (µi)) = (µ, If (µ)). It follows from the above correspondences that (D) is
equivalent to Property 5.1 of [3], which is nothing but a particular case of the condition
appearing in Baldi’s theorem in large deviation theory (cf. [3], Theorem 2.1 and the proof
of Theorem 3.3).
It is worth noticing that (1) is also necessary in order that (να) satisfy the large deviation
principle in M(Ω) (resp. M˜(Ω)) with powers (tα) and the above convex rate function If
(resp. I˜f ); this is a consequence of Varadhan’s theorem; indeed, in this case, since (4) holds
for all λ ∈ X∗ with X = M˜(Ω), the limiting log-moment generating function Lf associated
with (να, tα) exists as a convex lower semi-continuous function on X and fulfils Lf = I˜f
∗
by (5); since I˜f = Q
∗
f and Qf is continuous we have Q
∗∗
f = Qf hence Lf(ĝ) = Qf(g) for all
g ∈ C(Ω), which is exactly (1).
3. Results
As a natural candidate for (να, tα) as in (1), for each f ∈ C(Ω) we introduce a basic
net (ντf,α, t
τ
α) canonically associated to the system (Ω, τ): Let ℘ denote the product set
]0,+∞[×Nl
]0,+∞[
pointwise directed, where ]0,+∞[ (resp. N, Nl) is endowed with the
inverse of the natural order on R (resp. natural order, lexicographic order), i.e. (ε, u) ∈ ℘ is
less than or equal (ε′, u′) ∈ ℘ if ε ≥ ε′ and u(δ) is lexicographically less than or equal u′(δ)
for all δ ∈ ]0,+∞[ (cf. [11]). For each α = (ε, u) ∈ ℘ we put
tτα =
1
| Λ(u(ε)) |
and
∀f ∈ C(Ω), ντf,α =
∑
ξ∈Ωε,u(ε)
e
∑
x∈Λ(u(ε)) f(τ
xξ)∑
ξ′∈Ωε,u(ε)
e
∑
x∈Λ(u(ε)) f(τ
xξ′)
δ 1
|Λ(u(ε))|
∑
x∈Λ(u(ε)) δτx(ξ)
.
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The first equality in (3) implies that (ντf,α, t
τ
α) fulfils (1) (Lemma 2); this is obvious when τ
is expansive, in which case the above net is in fact a sequence indexed by elements of Nl.
Here is the main result.
Theorem 1. Let f0 ∈ C(Ω), let E be a set generating a σ-compact vector space W dense
in C(Ω) and let Σ be a nonempty subset of W .
a) The following statements are equivalent:
(i) {µ ∈ E τ (Ω) : hτ (µ) > r} is dense in {µ ∈ Mτ (Ω) : hτ (µ) > r} for all r ∈ R;
(D)≡ (ii) The graph of hτ|E τ (Ω) is dense in the graph of h
τ .
(iii) For each n ∈ N there exists a set Dn dense in C(Ω)n such that for each (g1, ..., gn) ∈
Dn and for each ε > 0 there is g ∈ C(Ω) \ span{g1, ..., gn} with || g ||< ε such that
g +
∑n
k=1 tkgk has a unique equilibrium state for all (t1, ..., tn) ∈ R
n.
(iv) There exists an infinite dimensional vector space V dense in C(Ω) such that f + g
has a unique equilibrium state for all (f, g) ∈ Σ× V \ {0}.
(v) The net (ντf0,α) satisfies a large deviation principle in M(Ω) with powers (t
τ
α) and
a convex rate function I such that the graph of I|E τ (Ω) is dense in the graph of
I|Mτ (Ω).
(vi) There exists an infinite dimensional vector space V dense in C(Ω) such that for
each (f, g) ∈ Σ × V \ {0} the net (ντf+g,α) satisfies a large deviation principle in
M(Ω) with powers (tτα) and a convex rate function vanishing at a unique point.
(vii) There exists an infinite dimensional vector space V dense in C(Ω) such that the
net ((f̂1, ..., f̂n)[ν
τ
f+g,α]) satisfies a large deviation principle in R
n with powers (tτα)
and an essentially strictly convex rate function for all (f, g, (f1, ..., fn), n) ∈ Σ ×
V \ {0} × En × N.
(viii) There exists an infinite dimensional vector space V dense in C(Ω) such that the
map
R
n ∋ (x1, ..., xn) 7→ sup
(t1,...,tn)∈Rn
{
n∑
k=1
tkxk − P
τ
(
f + g +
n∑
k=1
tkfk
)}
is essentially strictly convex for all (f, g, (f1, ..., fn), n) ∈ Σ× V \ {0} × En × N.
(ix) There exists an infinite dimensional vector space V dense in C(Ω) such that the
map
R
n ∋ x 7→ inf {−µ(f + g)− hτ (µ) : µ ∈M τ (Ω), (µ(f1), ..., µ(fn)) = x}
is essentially strictly convex for all (f, g, (f1, ..., fn), n) ∈ Σ× V \ {0} × En × N.
Furthermore:
1) If an infinite dimensional vector space V dense in C(Ω) fulfils one of the conditions
(iv), (vi), (vii), (viii), (ix), then V fulfils all of them.
2) The rate function in (v) (resp. (vi)) is
M(Ω) ∋ µ 7→
{
P τ (f0)− hτ (µ)− µ(f0) if µ ∈Mτ (Ω)
+∞ if µ ∈M(Ω) \Mτ (Ω)
9(
resp. M(Ω) ∋ µ 7→
{
P τ (f + g)− hτ (µ)− µ(f + g) if µ ∈Mτ (Ω)
+∞ if µ ∈M(Ω) \Mτ (Ω)
)
,
and the rate function If+g,(f1,...,fn) in (vii) fulfils for each (x1, ..., xn) ∈ R
n,
If+g,(f1,...,fn)(x1, ..., xn)− P
τ (f + g) = sup
(t1,...,tn)∈Rn
{
n∑
k=1
tkxk − P
τ
(
f + g +
n∑
k=1
tkfk
)}
= inf {−µ(f + g)− hτ (µ) : µ ∈M τ (Ω), (µ(f1), ..., µ(fn)) = (x1, ..., xn)} .
3) In (iii) one can take Dn = V
n with V as in (iv) (resp. (vi), (vii), (viii), (ix)).
b) Part a) holds verbatim with any one of the following changes:
1) Replacing in (v) the net (ντf0,α) and (t
τ
α) respectively by any net (να) of Borel
probability measures on M(Ω) and any net (tα) of positive real numbers converging
to zero fulfilling for each h ∈ C(Ω),
lim
α
tα log
∫
M(Ω)
et
−1
α
∫
Ω
h(ω)µ(dω)να(dµ) = P
τ (f0 + h)− P
τ (f0);
2) Replacing in (vi) the net (ντf+g,α) and (t
τ
α) respectively by any net (να) of Borel
probability measures on M(Ω) and any net (tα) of positive real numbers converging
to zero fulfilling for each h ∈ C(Ω),
lim
α
tα log
∫
M(Ω)
et
−1
α
∫
Ω
h(ω)µ(dω)να(dµ) = P
τ (f + g + h)− P τ (f + g);
3) Replacing in (vii) the net ((f̂1, ..., f̂n)[ν
τ
f+g,α]) and (t
τ
α) respectively by any net
(µα) of Borel probability measures on R
n and any net (tα) of positive real numbers
converging to zero fulfilling for each (t1, ..., tn) ∈ Rn,
lim
α
tα log
∫
Rn
et
−1
α
∑n
k=1 tkxkµα(d(x1, ..., xn)) = P
τ (f + g +
n∑
k=1
tkfk)− P
τ (f + g).
4) Requiring furthermore that V ∩W = {0} in (iv) (resp. (vi), (vii), (viii), (ix)).
c) If each element of Σ has a unique equilibrium state, then part a) holds verbatim replacing
V \{0} by V . If one of the conditions (iv), (vi), (vii), (viii), (ix) holds replacing V \{0}
by V , then all these conditions hold replacing V \ {0} by V (in particular, each element
of Σ has a unique equilibrium state) and part b) remains true with this change.
When W contains an element admitting several equilibrium states, the proof of Theorem
1 reveals that V is obtained as a proper subspace of a direct sum W ⊕ W˜ , where W˜ is
a σ-compact infinite dimensional vector subspace of C(Ω) such that f + h has a unique
equilibrium state for all (f, h) ∈W × (W˜ \{0}); the space W˜ is given by Lemma 12 and V is
obtained by means of a Schauder basis of C(Ω) included in W ; the existence of such a space
W˜ can in turn be recovered from Theorem 1: The condition (iv) implies V ∩W = {0} so that
W˜ can be taken as any σ-compact infinite dimensional vector subspace of V . When each
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element of W has a unique equilibrium state, one considers the space W ′ =W ⊕ span({f}),
where f ∈ C(Ω) has several equilibrium states (such an element exists by Theorem 3.4 of
[9], cf. Lemma 11) and the preceding case applies with W ′ in place of W . Note that in all
cases, the space W˜ so obtained may furthermore chosen as to be dense in V , and thus dense
in C(Ω), which is an extra property that is not given by Lemma 12 neither by Theorem 3
in Appendix A on which Lemma 12 is based.
The following theorem specifies the nature of V and explains the use of Schauder bases;
it establishes a method that permits us from any σ-compact space V as above to get a new
one V1 linearly independent from V and such that V ⊕V1 fulfils the same properties as V ; by
iterating this process, we obtain a infinite direct sum
⊕∞
n=0 Vn with V0 = V , whose existence
furnishes a new criterion for the validity of (D); furthermore, starting with
⊕∞
n=1 Vn and
using only subspaces of this sum, the above method allows us to build another direct sum⊕∞
n=1 V˜n linearly independent from
⊕∞
n=1 Vn and fulfilling the same properties as
⊕∞
n=1 Vn.
Theorem 2. Let E, Σ and W be as in Theorem 1. Let V be an infinite dimensional vector
space dense in C(Ω) fulfilling one of the conditions (iv), (vi), (vii), (viii), (ix) of Theorem
1 with E, Σ and W . Let V0 be a σ-compact vector space dense in V .
a) There exists an infinite direct sum
⊕∞
n=1 Vn, where each Vn is a σ-compact infinite
dimensional vector space dense in C(Ω) and linearly independent from V0, such that for
each nonempty subset N of N ∪ {0} the direct sum
⊕
n∈N Vn fulfils all the conditions
(iv), (vi), (vii), (viii), (ix) of Theorem 1 applied with W +
⊕
n∈N∪{0}\N Vn in place of
W (putting
⊕
n∈∅ Vn = {0} when N = N ∪ {0}).
b) An infinite direct sum as in part a) may be obtained by recurrence in the following way:
For each n ∈ N ∪ {0}, given V0, ..., Vn, we consider a σ-compact infinite dimensional
vector space W˜n such that f + g has a unique equilibrium state for all (f, g) ∈ W +⊕n
j=0 Vj × (W˜n \ {0}) and we put
Vn+1 = span({fn,k + hn,k : k ∈ N}),
where (fn,k) is a Schauder basis of C(Ω) included in W +
⊕n
j=0 Vj and {hn,k : k ∈ N}
a linearly independent subset of W˜n fulfilling
+∞∑
k=1
(
sup
f∈C(Ω),||f ||≤1
| λn,k(f) |
)
|| hn,k ||< 1, (6)
where (λn,k(f)) denotes the coordinates of f in the basis (fn,k). Furthermore, if V0 ∩
W = {0} then the above assertion holds verbatim replacing W + V0 by W and taking
W˜0 = V0; this is the case in particular when W contains an element admitting several
equilibrium states.
c) Let
⊕∞
n=1 Vn be as in part a), let (mn) be a strictly increasing sequence in N and for
each n ∈ N let Vn be a σ-compact infinite dimensional vector subspace of
⊕j=mn+1
j=mn
Vj .
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Put V˜0 = V0 and
∀n ∈ N ∪ {0}, V˜n+1 = span({fn,k + hn,k : k ∈ N}),
where (fn,k) is a Schauder basis of C(Ω) included in W +
⊕n
j=0 V˜j and (hn,k) a linearly
independent subset of Vn+1 fulfilling (6). Then, the direct sum
⊕∞
n=1 V˜n is linearly
independent from
⊕∞
n=1 Vn and fulfils the same properties as
⊕∞
n=1 Vn stated in part
a). If V0 ∩W = {0}, then the above assertion holds verbatim replacing W + V˜0 (resp.
V1) by W (resp. V0).
The conclusions of part c) of Theorem 1 with Σ = {0} concerning the level-1 large devia-
tions and the convex functions related with the associated rate functions (namely, conditions
(vii), (viii) and (ix)) can be substantially improved as shows the following corollary.
Corollary 1. The following statements are equivalent:
(i) There exists a unique measure of maximal entropy and the graph of hτ|E τ (Ω) is dense
in the graph of hτ .
(ii) There exists an infinite dimensional vector space V dense in C(Ω) such that each
element of V has a unique equilibrium state;
(iii) There exists an infinite dimensional vector space V dense in C(Ω) such that the map
R
n ∋ (x1, ..., xn) 7→ sup
(t1,...,tn)∈Rn
{
n∑
k=1
tkxk − P
τ
(
n∑
k=1
tkfk
)}
is essentially strictly convex for all ((f1, ..., fn), n) ∈ V n × N.
(iv) There exists an infinite dimensional vector space V dense in C(Ω) such that the map
R
n ∋ x 7→ inf {−hτ(µ) : µ ∈M τ (Ω), (µ(f1), ..., µ(fn)) = x}
is essentially strictly convex for all ((f1, ..., fn), n) ∈ V n × N.
(v) There exists an infinite dimensional vector space V dense in C(Ω) such that the net
((f̂1, ..., f̂n)[ν
τ
0,α]) satisfies a large deviation principle in R
n with powers (tτα) and an
essentially strictly convex rate function for all ((f1, ..., fn), n) ∈ V n × N.
Furthermore:
1) If an infinite dimensional vector space V dense in C(Ω) fulfils one of the conditions
(ii), (iii), (iv), (v), then for each σ-compact vector space V0 dense in V there exists
an infinite direct sum
⊕∞
n=1 Vn, where each Vn is a σ-compact infinite dimensional
vector space dense in C(Ω) and linearly independent from V0, such that
⊕∞
n=0 Vn
fulfils all the conditions (ii), (iii), (iv), (v).
2) The above equivalences hold verbatim replacing in (v) the net ((f̂1, ..., f̂n)[ν
τ
0,α]) and
(tτα) respectively by any net (µα) of Borel probability measures on R
n and any net
(tα) of positive real numbers converging to zero fulfilling for some (arbitrary and
independent of n) f ∈ V and for each (t1, ..., tn) ∈ Rn,
lim
α
tα log
∫
Rn
et
−1
α
∑n
k=1 tkxkµα(d(x1, ..., xn)) = P
τ
(
f +
n∑
k=1
tkfk
)
− P τ (f).
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In this case, the rate function If,(f1,...,fn) governing the large deviation principle of
the above net (and in particular the net ((f̂1, ..., f̂n)[ν
τ
f,α]) of (v) with f = 0) fulfils
for each (x1, ..., xn) ∈ Rn,
If,(f1,...,fn)(x1, ..., xn)− P
τ (f) = sup
(t1,...,tn)∈Rn
{
n∑
k=1
tkxk − P
τ
(
f +
n∑
k=1
tkfk
)}
= inf {−µ(f)− hτ (µ) : µ ∈M τ (Ω), (µ(f1), ..., µ(fn)) = (x1, ..., xn)} .
Remark 1. The statements (i), (ii) and (iii) of Theorem 1 depend neither on Σ nor on E
nor on f0. Therefore, Theorem 1 holds verbatim replacing Σ by any non-empty subset of
W in (iv) (resp. (vi), (vii), (viii), (ix)); similarly, one can replace E by any set generating
W in (vii) (resp. (viii), (ix)); in other words, the sets Σ and E may be different in each
condition where they appear. The condition (v) holds for some f0 ∈ C(Ω) if and only if (v)
holds for all f0 ∈ C(Ω).
Remark 2. The space W˜n in part b) of Theorem 2 may be obtained by Lemma 12 as well as
by applying Theorem 1 with W +
⊕n
j=0 Vj in place ofW . In any case, the proof reveals that
given a linearly independent subset {hk : k ∈ N} of W˜n, any set {fk : k ∈ N} ⊂W+
⊕n
j=0 Vj
such that span({fk + hk : k ∈ N}) is dense in C(Ω) would do (cf. first assertion of Lemma
14). It turns out that the concept of Schauder basis captures more than the properties
needed: indeed, when (fk) is a Schauder basis of C(Ω), there is a sequence (εk) of positive
real numbers converging to zero such that the sequence (fk + h
′
k) is a Schauder basis for
every sequence (h′k) satisfying
∀k ∈ N, || h′k ||≤ εk (7)
(cf. §2.1); therefore, when || hk ||≤ εk for all k ∈ N, this allows us to choose not only
(h′k) = (hk), but any linearly independent set {h
′
k : k ∈ N} ⊂ W˜n fulfilling (7); note that the
linear independence of {h′k : k ∈ N} is necessary since {fk : k ∈ N} is linearly independent
(cf. second assertion of Lemma 14). The same observation holds regarding the proof of the
implication (i)⇒ (iv4) of Theorem 1.
Remark 3. The condition (ii) (resp. (iii), (iv), (v) with the changes 2)) of Corollary 1 with
V σ-compact is equivalent to the condition (iv) (resp. (viii), (ix), (vii) with the changes
b)3)) of Theorem 1 with Σ = W = V = E and replacing V \ {0} by V . Therefore (by the
properties a)1) and c) of Theorem 1) given V as in Corollary 1, all the conditions in part a)
of Theorem 1 (as well as those obtained with the changes b)1), b)2), b)3)) hold with W any
σ-compact vector space dense in V and replacing V \ {0} by V in (iv), (vi), (vii), (viii),
(ix).
It is worth putting into perspective the achievements of Theorem 1 as regards their proofs
and respective relevance: The equivalences of Theorem 1 involving (D) (except (D)⇔ (i),
which is only technical and given by Lemma 1) can be classified in three categories depending
on the terms in which (D) is formulated:
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- variational form of the pressure in an infinite dimensional setting in (iii), (iv);
- topological form of the pressure in (v), (vi), (vii), b)1), b)2), b)3) (i.e. involving the
large deviations);
- variational form of the pressure or entropy in a finite dimensional setting in (viii), (ix).
Once the equivalences of the first above class are obtained, the ones of the second class are
essentially based on the variational principle (thanks to Lemma 2); deriving those of the
last class from the preceding ones is done by means of convex analysis, in finite as well as
infinite dimensional setting. So, regardless the large deviation aspect, the main achievement
of Theorem 1 is certainly the equivalences (D)⇔ (iii)⇔ (iv)⇔ (viii)⇔ (ix) and especially
(D)⇔ (iv), the proof of which relies on a variant of two results of [9] (namely, Theorem 3
and Theorem 4 of Appendix A) given by Lemma 12 and Lemma 13; Schauder basis are used
for the proof of the implication (D)⇒ (iv).
Form the large deviation point of view, the fact that (D) implies the level-2 large deviation
results (v) with the changes b)1), (vi) with the changes b)2) and the form of the rate function
given in a)2) is well-known ([3], Theorem 5.2); the statements (v) and (vi) follow also from
Theorem 5.2 of [3] once it is known that (ντf,α, t
τ
α) fulfils (1), which is given by Lemma 2.
The novelties are the converse implications, which follow easily from (D)⇔ (iv) and the
form of the level-2 rate function (Lemma 8).
The key ingredient that allows to prove the equivalence between (D) and the level-1 large
deviations results (vii) (resp. (vii) with the changes b)3)) and especially the essential strict
convexity of the rate function is the peculiar form of the limiting log-moment generating
function (cf. Lemma 5 and Lemma 7); since the proof does not depend on the nature
of the nets satisfying these large deviation principles, once the existence of such a net is
established (which is given by (vii)) one also obtains (D)⇔ (viii); once the latter is known,
the equivalence (D)⇔ (ix) relies on Lemma 9 and Lemma 10.
Example 1. Let (Ω, τ) be the system given by the iteration of a rational map T of degree
at least two ([1]). More precisely, Ω is the Julia set of T endowed with the induced chordal
metric, and the action τ is defined by
N ∪ {0} ∋ n 7→ τ(n) = (T|Ω)
n;
such a system has a unique measure of maximal entropy ([13]). We assume furthermore
that T fulfils a weak form of hyperbolicity, the so-called Topological Collet-Eckman (TCE)
condition: There exists λ > 1 such that every periodic point p ∈ Ω with period n satisfies
| (T n)′(p) |≥ λn.
(see Main Theorem of [15] for other equivalent definitions). Let H denote the space of
Ho¨lder continuous functions on Ω; since every element of H has a unique equilibrium state
(Theorem A of [2]) we obtain the following:
• The conditions (ii), (iii), (iv), (v) of Corollary 1 hold with V = H . All the conditions
in part a) (and thus also those given by the changes b)1), b)2), b)3)) of Theorem 1
hold; consequently, the hypotheses (and thus the properties a), b), c)) of Theorem 2 are
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fulfilled. Furthermore, when W is a σ-compact vector space dense in H , the conditions
(iv), (vi), (vii), (viii), (ix) of Theorem 1 hold with V = H and replacing V \ {0} by V
(cf. Remark 3).
• The foregoing allows us to generalize and strengthen all the level-2 as well as level-1 large
deviation results of [2]; as regards the level-2, the strengthening consists in the property
of the rate function given by (v) and b)1); with respect to level-1, the improvement is
given by the essential strict convexity of the rate function and the fact that this holds
in any finite dimension; in both cases, the generalization is done by considering other
nets (for instance, (ντf,α, t
τ
α)) as well as allowing the parameter function f (as in (1))
to be an arbitrary element of C(Ω). More specifically, the connection with [2] works as
follows:
- The level-2 large deviation results of [2] (namely, Theorem B) follow from Theorem
A of [2] together with Theorem 5.2 of [3] in place of Theorem C of [2]; alternatively,
in place of Theorem 5.2 of [3] one can use the condition (vi) and b)2) of Theorem
1 with Σ = {0} (the equality in b)2) for the nets considered in [2] is proved in
Lemmas 4.2, 4.3 and 4.4 of that paper). Furthermore, the statements (v), (vi) and
(vii) of Theorem 1 furnish large deviations results that have not been considered
in [2]. It is easy to derive them using Theorem A and Theorem C of [2] and Lemma
2 when f0 ∈ H and Σ ⊂ H ; however, the statement (v) when f0 6∈ H and the
statements (vi), (vii) when Σ 6⊂ H required (D) and thus cannot be obtained
directly from [2]; indeed, one need to know that Theorem A of [2] implies (D) (in
other words, (ii)⇒ (i) of Corollary 1).
- The level-1 large deviation results of [2] (namely, Corollary 1.1 of that paper) are
strengthened by the statements (vii) together with b)3) of Theorem 1 (alternatively,
by (v) and the assertion 2) of Corollary 1) by giving a n-dimensional version for
all n ∈ N and establishing the essential strict convexity of the rate function; in
particular, the last assertion of Corollary 1.1 of [2] is a direct consequence of this
fact. The same improvements apply to Theorem 3.5 of [3] concerning the level-1
large deviation result for hyperbolic rational maps (i.e. expanding on Ω): indeed,
the hyperbolicity implies that both the parameter function (i.e. −t log | T ′ |) as
well as the function by which the net is pushed forward (i.e. log | T ′ |) belong to
H .
Remark 4. The implication (iv)⇒ (v) with the changes b)1) of Theorem 1 strengthens the
large deviation results of Theorem C of [2] (as well as their generalization given by Remark
B.2) by weakening the general hypothesis, i.e. allowing f0 to have several equilibrium states,
and keeping the conclusions (namely, the first and the last assertions) unchanged.
4. Proofs
Lemma 1. Let J and L be directed sets, let s be a real-valued function on J×L, let ℘ denote
the set J×LJ pointwise directed, let (si)i∈℘ be the net in R defined by putting si = s(j, u(j))
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for all i = (j, u) ∈ ℘. For each r ∈ R we have
lim sup
i
si ≤ r ⇐⇒ lim sup
j
lim sup
l
s(j, l) ≤ r;
in particular,
lim
i
si = r ⇐⇒ lim inf
j
lim inf
l
s(j, l) = lim sup
j
lim sup
l
s(j, l) = r.
Proof. Let δ > 0. First assume that lim supi si ≤ r. There exists j0 ∈ J and u0 ∈ L
J
such that s(j, u(j)) < r + δ for all (j, u) greater than or equal (j0, u0). Suppose that
lim supj lim supl s(j, l) > r + δ. There exists (j1, l1) in J × L with j1 (resp. l1) greater
than or equal j0 (resp. u0(j1)) such that s(j1, l1) > r + δ. Putting u1(j1) = l1 and
u1(j) = u0(j) for all j ∈ J \ {l1}, we get an element (j1, u1) ∈ ℘ greater than or equal
(j0, u0) fulfilling s(j1, u1(j1)) > r + δ, which gives the contradiction. Therefore, we have
lim supj lim supl s(j, l) ≤ r + δ hence lim supj lim supl s(j, l) ≤ r since δ is arbitrary.
Assume now that lim supj lim supl s(j, l) ≤ r. There exists j0 ∈ J and for each j ∈ J
greater than or equal j0 there exists u0(j) ∈ L such that s(j, l) < r + δ for all j and l
greater than or equal j0 and u0(j), respectively. Putting u0(j) = u0(j0) for all j lesser
than j0, we get an element (j0, u0) ∈ ℘ such that s(j, u(j)) < r + δ for all (j, u) ∈ ℘
greater than or equal (j0, u0); therefore, lim supi si ≤ r + δ hence lim supi si ≤ r since δ is
arbitrary. The first assertion is proved; the second assertion is a direct consequence since
lim infi si ≥ r if and only if − lim supi −si ≥ r if and only if lim supi −si ≤ −r if and only
if lim supj lim supl −s(j, l) ≤ −r if and only if − lim infj lim inf l s(j, l) ≤ −r if and only
if lim infj lim inf l s(j, l) ≥ r (where the third equivalence follows from the first assertion
applied to the net (−si) and the real −r). 
Lemma 2. For each (f, g) ∈ C(Ω)2 we have
lim
α
tα log
∫
M(Ω)
e(t
τ
α)
−1
∫
Ω
g(ω)µ(dω)ντf,α(dµ) = P
τ (f + g)− P τ (f).
Proof. Let (f, g) ∈ C(Ω)2. For each (a, h, ξ) ∈ Nl × C(Ω)× Ω we put
SτΛ(a)(h)(ξ) =
∑
x∈Λ(a)
h(τxξ).
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We have
P τ (f + g)− P τ (f) =
lim
ε→0
lim inf
a
1
|Λ(a)|
log
∑
ξ∈Ωε,a
eS
τ
Λ(a)(f+g)(ξ) − lim
ε→0
lim sup
a
1
|Λ(a)|
log
∑
ξ∈Ωε,a
eS
τ
Λ(a)(f)(ξ)
≤ lim
ε→0
lim inf
a
1
|Λ(a)|
log
(∑
ξ∈Ωε,a
eS
τ
Λ(a)(f+g)(ξ)∑
ξ∈Ωε,a
e
Sτ
Λ(a)
(f)(ξ)
)
≤ lim
ε→0
lim sup
a
1
|Λ(a)|
log
(∑
ξ∈Ωε,a
eS
τ
Λ(a)(f+g)(ξ)∑
ξ∈Ωε,a
e
Sτ
Λ(a)
(f)(ξ)
)
≤ lim
ε→0
lim sup
a
1
|Λ(a)|
log
∑
ξ∈Ωε,a
eS
τ
Λ(a)(f+g)(ξ)
− lim
ε→0
lim inf
a
1
|Λ(a)|
log
∑
ξ∈Ωε,a
eS
τ
Λ(a)(f)(ξ) = P τ (f + g)− P τ (f),
hence
lim
ε→0
lim inf
a
1
|Λ(a)|
log
(∑
ξ∈Ωε,a
eS
τ
Λ(a)(f+g)(ξ)∑
ξ∈Ωε,a
e
Sτ
Λ(a)
(f)(ξ)
)
= lim
ε→0
lim sup
a
1
|Λ(a)|
log
(∑
ξ∈Ωε,a
eS
τ
Λ(a)(f+g)(ξ)∑
ξ∈Ωε,a
e
Sτ
Λ(a)
(f)(ξ)
)
. (8)
Since for each α = (ε, u) ∈ ℘,
tτα log
∫
M(Ω)
e(t
τ
α)
−1
∫
Ω
g(ω)µ(dω)ντf,α(dµ) =
1
|Λ(u(ε))|
log
∑ξ∈Ωε,u(ε) eSτu(ε)(f+g)(ξ)∑
ξ∈Ωε,u(ε)
e
Sτ
u(ε)
(f)(ξ)
 ,
the conclusion follows from (8) together with Lemma 1 applied with J = ]0,+∞[ and L = Nl
with their respective orders (defined before Theorem 1) and s defined by
∀(ε, a) ∈ J × L, s(ε, a) =
1
|Λ(a)|
log
(∑
ξ∈Ωε,a
eS
τ
a (f+g)(ξ)∑
ξ∈Ωε,u(ε)
eS
τ
a (f)(ξ)
)
.

Lemma 3. (Phelps) For each µ ∈ Mτ (Ω), µ ∈ E τ (Ω) if and only if µ is the unique
equilibrium state for some element in C(Ω).
Proof. The fact that each µ ∈ E τ (Ω) is the unique equilibrium state for some element in
C(Ω) is exactly Theorem 1 of [14]; the converse follows from the fact that hτ is affine. 
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Recall that the directional derivative of P τ at f in the direction g is denoted by dP τ (f ; g)
for all (f, g) ∈ C(Ω)2 (cf. §2.2).
Lemma 4. Let f ∈ C(Ω) and let W be a vector space dense in C(Ω). If the map W ∋ g 7→
dP τ (f ; g) is real-valued and linear, then P τ is Gateaux differentiable at f .
Proof. Let δP τ (f) denote the set of subgradients of P τ at f (i.e. δP τ (f) is the set of
equilibrium states for f , cf. §2.2). For each (µ, g) ∈ δP τ (f)×W we have
∀ε > 0, P τ (f + εg)− P τ (f) ≥ εµ(g);
dividing by ε and letting ε → 0 yields dP τ (f ; g) − µ(g) ≥ 0 hence dP τ (f ; g) = µ(g) by
linearity of dP τ (f ; ·)|W and µ|W . Since W is dense in C(Ω) it follows that δP
τ (f) is a
singleton, which proves the lemma ([7], Proposition 5.3; cf. §2.2). 
For each ((f, f1..., fn), n) ∈ C(Ω)n+1×N let Lf,(f1,...,fn) be the function defined on R
n by
∀(t1, ..., tn) ∈ R
n, Lf,(f1,...,fn)((t1, ..., tn)) = P
τ
(
f +
n∑
k=1
tkfk
)
− P τ (f);
clearly, Lf,(f1,...,fn) is real-valued and convex; note that when (να, tα) is a net as in
(1), Lf,(f1,...,fn) is the limiting log-moment generating function associated with the net
((f̂1, ..., f̂n)[να], tα) (§2.3).
Lemma 5. Let ((f, f1, ..., fn), (t1, ..., tn), n) ∈ C(Ω)n+1 × Rn × N. If
∀j ∈ {1, ..., n}, dP τ (f +
n∑
k=1
tkfk; fj) = −dP
τ (f +
n∑
k=1
tkfk;−fj),
then Lf,(f1,...,fn) is differentiable at (t1, ..., tn).
Proof. For each ε > 0 and for each j ∈ {1, ..., n} we have
Lf,(f1,...,fn)((t1, ..., tj + ε, .., tn))− Lf,(f1,...,fn)((t1, .., tn))
= P τ
(
f +
n∑
k=1
tkfk + εfj
)
− P τ
(
f +
n∑
k=1
tkfk
)
and
Lf,(f1,...,fn)((t1, ..., tj − ε, .., tn))− Lf,(f1,...,fn)((t1, .., tn))
= P τ
(
f +
n∑
k=1
tkfk − εfj
)
− P τ
(
f +
n∑
k=1
tkfk
)
.
Dividing by ε and letting ε→ 0 in both above expressions shows that the jth-partial deriv-
ative of Lf,(f1,...,fn) at (t1, ..., tn) exists and fulfils
δjLf,(f1,...,fn)
δtj
(t1, ..., tn) = dP
τ (f +
n∑
k=1
tkfk; fj);
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furthermore,
δjLf,(f1,...,fn)
δtj
(t1, ..., tn) is finite since the effective domain of Lf,(f1,...,fn) is R
n;
the conclusion follows from Theorem 25.2 of [16]. 
Lemma 6. Let f ∈ C(Ω) and let W be a vector space dense in C(Ω). If Lf,(g,h) is differ-
entiable at zero for all (g, h) ∈W 2, then P τ is Gateaux differentiable at f .
Proof. For each ((g, h), (λ, λ′)) ∈W 2 × R2 and for each ε > 0 we have
Lf,(g,h)(ε(λ, λ
′)) = P τ (f + ε(λg + λ′h))− P τ (f);
dividing by ε and letting ε→ 0 yields
dP τ (f ;λg + λ′h) = D(0,0)Lf,(g,h)((λ, λ
′))
hence dP τ (f ; ·)|W is real-valued and linear on W ; the conclusion follows from Lemma 4. 
Lemma 7. Let f ∈ C(Ω) and let E be a set generating a vector space W dense in C(Ω).
If Lf,(f1,...,fn) is differentiable on R
n for all ((f1, ..., fn), n) ∈ En × N, then P τ is Gateaux
differentiable at f + g for all g ∈W .
Proof. For each ((f1, ..., fmax{m,m1,m2}), (t1, ..., tm, u1, ..., um1 , v1, ..., vm2), (m,m1,m2)) ∈
Emax{m,m1,m2} × Rm+m1+m2 × N3, for each ε > 0 and for each ε′ > 0 we have
Lf+
∑
m
k=1 tkfk,(
∑m1
k=1 ukfk,
∑m2
k=1 vkfk)
((ε, ε′))
= Lf+
∑
m
k=1 tkfk,(f1,...,fm1 ,f1,...,fm2)
((εu1, ..., εum1 , ε
′v1, ..., ε
′vm2))
= (P τ (f +
m∑
k=1
tkfk + ε
m1∑
k=1
ukfk + ε
′
m2∑
k=1
vkfk)− P
τ (f)) + (P τ (f)− P τ (f +
m∑
k=1
tkfk))
= Lf,(f1,...,fm,f1,...,fm1 ,f1,...,fm2)((t1, ..., tm, εu1, ..., εum1 , ε
′v1, ..., ε
′vm2))
− Lf,(f1,...,fm,f1,...,fm1 ,f1,...,fm2)((t1, ..., tm, 0, ..., 0))
so that the differentiability of Lf,(f1,...,fm,f1,...,fm1 ,f1,...,fm2) at (t1, ..., tm, 0, ..., 0) implies the
differentiability of Lf+
∑
m
k=1 tkfk,(
∑m1
k=1 ukfk,
∑m2
k=1 vkfk)
at 0; the conclusion follow from Lemma
6. 
For each f ∈ C(Ω) let Qf be the map defined on C(Ω by
∀g ∈ C(Ω), Qf(g) = P
τ (f + g)− P τ (f).
Lemma 8. For each f ∈ C(Ω) the function Qf is proper convex continuous and its Legendre-
Fenchel transform Q∗f fulfils
∀µ ∈ M˜(Ω), Q∗f (µ) =
{
P τ (f)− hτ (µ) − µ(f) if µ ∈Mτ (Ω)
+∞ if µ ∈ M˜(Ω) \Mτ (Ω).
In particular, Q∗f vanishes exactly on the set of equilibrium states for f .
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Proof. Let f ∈ C(Ω). Clearly, Qf is proper convex and continuous since P
τ and f̂ are (cf.
§2.1 and §2.2). Putting
U(µ) =
{
−µ(f)− hτ (µ) if µ ∈Mτ (Ω)
+∞ if µ ∈ M˜(Ω) \Mτ (Ω),
we have
P τ (f + g) = sup
Mτ (Ω)
{µ(f + g) + hτ (µ)} = sup
µ∈M˜(Ω)
{µ(g)− U(ω)}.
Since hτ is bounded affine and upper semi-continuous (cf. §2.1), U is proper convex and
lower semi-continuous; consequently, we have U = U∗∗ (cf. §2.2) i.e.
∀µ ∈ M˜(Ω), U(µ) = sup
g∈C(Ω)
{µ(g)− P τ (f + g)} = sup
g∈C(Ω)
{µ(g)− P τ (f)−Qf(g)} =
−P τ (f) + sup
g∈C(Ω)
{µ(g)−Qf(g)} = −P
τ (f) +Q∗f (µ),
which proves the lemma. 
For each ((f, f1, ..., fn), n) ∈ C(Ω)n+1 × N let If,(f1,...,fn) be the function defined on R
n
by
∀x ∈ Rn, If,(f1,...,fn)(x) = inf{Q
∗
f(µ) : µ ∈M(Ω), (µ(f1), ..., µ(fn)) = x}.
Since Mτ (Ω) is compact and Q∗f is lower semi-continuous, If,(f1,...,fn)(x) is a minimum if
and only if x ∈ (f̂1, ..., f̂n)(Mτ (Ω)) by Lemma 8, hence
If,(f1,...,fn)(x) =
{
Q∗f(µx) for some µx ∈ M
τ (Ω) if x ∈ (f̂1, ..., f̂n)(Mτ (Ω))
+∞ if x 6∈ (f̂1, ..., f̂n)(Mτ (Ω)).
(9)
Lemma 9. The function If,(f1,...,fn) is proper convex and lower semi-continuous for all
((f, f1, ..., fn), n) ∈ C(Ω)n+1 × N.
Proof. Let ((f, f1, ..., fn), n) ∈ C(Ω)n+1 × N, let x ∈ Rn, let (xi) be a net in Rn converging
to x, and assume that lim inf If,(f1,...,fn)(xi) < δ for some real δ. There exits a subnet (xj)
of (xi) such that eventually If,(f1,...,fn)(xj) < δ and thus Q
∗
f (µj) < δ for some µj ∈M
τ (Ω)
satisfying (µj(f1), ..., µj(fn)) = xj . Let (µ
′
j) be a subnet of (µj) converging to some µ
′ ∈
Mτ (Ω); note that (µ′(f1), ..., µ′(fn)) = x. We get
If,(f1,...,fn)(x) ≤ Q
∗
f (µ
′) ≤ lim inf Q∗f(µ
′
j) < δ,
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which proves the lower semi-continuity of If,f1,...,fn . For each (x1, x2, β) ∈ R
n × Rn× ]0, 1[
we have
If,(f1,...,fn)(βx1+(1−β)x2) = inf{Q
∗
f(µ) : µ ∈M(µ), (µ(f1), ..., µ(fn)) = βx1+(1−β)x2}
≤ inf{Q∗f(βµ1 + (1 − β)µ2) : (µ1, µ2) ∈M(Ω)
2, (µ1(f1), ..., µn(fn)) = x1,
(µ2(f1), ..., µ2(fn)) = x2}
≤ inf{βQ∗f (µ1) + (1− β)Q
∗
f (µ2) : (µ1, µ2) ∈M(Ω)
2, (µ1(f1), ..., µm(fn)) = x1,
(µ2(f1), ..., µ2(fn)) = x2} ≤ βIf,(f1,...,fn)(x1) + (1− β)If,(f1,...,fn)(x2),
hence If,f1,...,fn is convex; If,(f1,...,fn) is proper by (9). 
Lemma 10. We have If,(f1,...,fn) = L
∗
f,(f1,...,fn)
for all ((f, f1, ..., fn), n) ∈ C(Ω)
n+1 × N.
Proof. Let ((f, f1, ..., fn), n) ∈ C(Ω)n+1 × N and let 〈 , 〉 denote the scalar product in Rn.
Suppose there exists t = (t1, ..., tn) ∈ Rn such that
sup
x∈Rn
{〈t, x〉 − If,(f1,...,fn)(x)} < Lf,(f1,...,fn)(t).
Since
Lf,(f1,...,fn)(t) = Qf
(
n∑
k=1
tkfk
)
= Q∗∗f
(
n∑
k=1
tkfk
)
= sup
µ∈Mτ (Ω)
{〈t, (µ(f1), ..., µ(fn))〉−Q
∗
f (µ)}
by Lemma 8, there exists µ ∈Mτ (Ω) such that
sup
x∈Rn
{〈t, x〉 − If,(f1,...,fn)(x)} < 〈t, (µ(f1), ..., µ(fn))〉 −Q
∗
f(µ),
which gives the contradiction by taking x = (µ(f1), ..., µ(fn)) in the left hand side; therefore,
we have
∀t ∈ Rn, I∗f,(f1,...,fn)(t) ≥ Lf,(f1,...,fn)(t). (10)
If supx∈Rn{〈t, x〉 − If,(f1,...,fn)(x)} > Lf,(f1,...,fn)(t) for some t ∈ R
n, then
〈t, x〉 − If,(f1,...,fn)(x) > sup
µ∈Mτ (Ω)
{〈t, (µ(f1), ..., µ(fn))〉 −Q
∗
f (µ)}
for some x = (µx(f1), ..., µx(fn)) with µx ∈Mτ (Ω) fulfilling If,(f1,...,fn)(x) = Q
∗
f (µx), which
gives the contradiction; consequently, we have I∗
f,(f1,...,fn)
(t) ≤ Lf,(f1,...,fn)(t) for all t ∈ R
n,
which together with (10) yields I∗
f,(f1,...,fn)
= Lf,(f1,...,fn); the conclusion follows from the
foregoing equality together with Lemma 9. 
Lemma 11. C(Ω) contains an element admitting several equilibrium sates.
Proof. Since Mτ (Ω) is not a singleton, Theorem 3.4 of [9] ensures the existence of some
a ∈ A(Mτ (Ω)) where P−hτ is not Gateaux differentiable. Since the map C(Ω) ∋ f 7→ f̂ ∈
A(Mτ (Ω)) is surjective, there exists f ∈ C(Ω) such that f̂ = a. By the equations (18) in
Appendix A the function P τ is not Gateaux differentiable at f ; equivalently, f has several
equilibrium sates (cf. §2.2). 
21
Lemma 12. Let W be a σ-compact vector space dense in C(Ω). Assume that property
(i) of Theorem 1 holds. There exists a σ-compact infinite dimensional vector space W˜
linearly independent from W such that f + h has a unique equilibrium state for all (f, h) ∈
W × (W˜ \ {0}).
Proof. (We use the notations and results of Appendix A.) By Lemma 11 there exists f0 ∈
C(Ω) admitting several equilibrium states. Put W0 = W + span({f0}). For each n ∈ N
let P(n) denote the following property: There exists a n-dimensional vector space Wn
linearly independent from W0 such that f + h has a unique equilibrium state for all (f, h) ∈
W0 × (Wn \ {0}). Put S = {f̂ : f ∈ W0} so that S is a σ-compact vector space dense in
A(Mτ (Ω)). Let G1 be the subset of A(Mτ (Ω)) as in Theorem 3 of Appendix A for the
above choice of S; we have G1 ⊃ {f̂ + ta1 : f ∈ W0, t ∈ R \ {0}} for some a1 ∈ A(Mτ (Ω)).
Let h1 ∈ C(Ω) such that ĥ1 = a1. The equations (18) in Appendix A shows that P−hτ is
Gateaux differentiable at f̂ + ta1 if and only if P
τ is Gateaux differentiable at f + th1 for
all (f, t) ∈ W0 × R \ {0}. Note that h1 6∈ W0 (because P τ is not Gateaux differentiable
at f0). Therefore, P(1) holds by putting W1 = span({h1}). Assume that P(n) holds
for n ∈ N. Put W ′ = W0 ⊕ Wn. Since W ′ is a σ-compact vector space dense in C(Ω)
and containing f0, the conclusion of the preceding case with W
′ in place of W0 and n = 1
ensures the existence of some hn+1 ∈ C(Ω) \W ′ such that that f + thn+1 has a unique
equilibrium state for all (f, t) ∈ W ′ × R \ {0}. Therefore, P(n + 1) holds by putting
Wn+1 = Wn + span({hn+1}). Consequently, P(n) holds for all n ∈ N and the conclusion
follows by putting W˜ = span(
⋃
n∈NWn). 
Lemma 13. If property (i) of Theorem 1 does not holds, then there exists an integer m ≥ 2,
ε > 0 and a nonempty open subset G of C(Ω)
m
such that for each (g1, ..., gm) ∈ G and for
each g ∈ C(Ω) \ span{g1, ..., gm} with || g ||< ε the function P τ is not Gateaux differentiable
at g +
∑m
k=1 tkgk for some (t1, ..., tm) ∈ R
m.
Proof. (We use the notations and results of Appendix A.) Let n be an integer as in Theo-
rem 4 of Appendix A and put Aε(Mτ (Ω)) = {a ∈ A(Mτ (Ω)) :|| a ||< ε} for all ε > 0.
The proof of Theorem 4 of Appendix A reveals that n ≥ 3 and there is a nonempty
open subset Un−1 of A(M
τ (Ω))
n−1
and ε > 0 such that for each ((a1, ..., an−1), a) ∈
Un−1 × Aε(Mτ (Ω)) \ span({a1, ..., an−1}) the function P−hτ is not Gateaux differen-
tiable at a +
∑n−1
k=1 tkak for some (t1, ..., tn−1) ∈ R
n−1. Note that when A(Mτ (Ω)) =
span({a1, ..., an−1}), the above assertion holds trivially by emptiness of the premise (be-
cause Un−1 × Aε(Mτ (Ω)) \ span{a1, ..., an−1}) = ∅). Taking account of the equations (18)
in Appendix A together with the continuity and linearity of the map C(Ω) ∋ g 7→ ĝ, the
conclusion follows by putting m = n− 1 and G = {g ∈ C(Ω) : ĝ ∈ Um}. 
Lemma 14. Let W and W˜ be linearly independent infinite dimensional vector subpaces of
C(Ω), let (fn) (resp. (hn)) be a sequence in W (resp. W˜ ) and let us consider the following
inclusion:
span({fn + hn : n ∈ N}) \ {0} ⊂W + (W˜ \ {0}). (11)
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If the set {hn : n ∈ N} is linearly independent, then (11) holds. If the set {fn : n ∈ N} is
linearly independent and (11) holds, then the set {hn : n ∈ N} is linearly independent.
Proof. Suppose that the set {hn : n ∈ N} is linearly independent and (11) does not hold.
Since span({fn + hn : n ∈ N}) ⊂ W + W˜ there exists N ∈ N, {c1, ..., cN} ⊂ R and g ∈ W
such that
0 6=
N∑
k=1
ck(fnk + hnk) = g (12)
hence
N∑
k=1
ckhnk = g −
N∑
k=1
ckfnk ∈W.
Since W ∩ W˜ = {0}, the above expression implies
∑N
k=1 ckhnk = 0 hence ck = 0 for all
k ∈ {1, ..., N} by linearly independence of {hn : n ∈ N}, which contradicts (12).
Conversely, suppose that set {fn : n ∈ N} is linearly independent, (11) holds and the set
{hn : n ∈ N} is not linearly independent. Let {hn1 , ..., hnN } be a linearly dependent subset
of {hn : n ∈ N}. There are real numbers c1, ..., cN with ck0 6= 0 for some k0 ∈ {1, ..., N} such
that
∑N
k=1 ckhnk = 0. The linear independence of {fn : n ∈ N} implies
∑N
k=1 ckfnk 6= 0
hence
0 6=
N∑
k=1
ck(fnk + hnk) =
N∑
k=1
ckfnk ,
which together with (11) yields
N∑
k=1
ckfnk ∈ W ∩ (W + (W˜ \ {0})).
The contradiction follows from the above expression since the hypothesis W ∩ W˜ = {0}
implies W ∩ (W + W˜ \ {0}) = ∅. 
Proof of Theorem 1. Let (v1) (resp. (vi2), (vii3), (iv4)) denote the statement obtained from
(v) (resp. (vi), (vii), (iv)) with the changes described in b)1) (resp. b)2), b)3), b)4)).
• Proof of (iv4) ⇒ (iv), (v1) ⇒ (v), (vi2) ⇒ (vi) and (vii3) ⇒ (vii), with the same
space V in the premise as in the conclusion regarding the last two implications: The first
implication is obvious; all the others as well as the clarification on V follow from Lemma 2
and the observation before Lemma 5.
• Proof of (i) ⇒ (ii): Assume that (i) holds. Let µ ∈ Mτ (Ω). For each ε > 0 there is a
sequence (µε,n) in E
τ (Ω) converging to µ and fulfilling hτ (µε,n) > h
τ (µ) − ε for all n ∈ N.
Let us consider the product set ℘ = ]0,+∞[×N]0,+∞[ directed as before Theorem 1 (with
l = 1), let (µi)i∈℘ be the net defined by putting µi = µε,u(i) for all i = (ε, u) ∈ ℘ and let s
be the function defined on ]0,+∞[×N by
∀(ε, n) ∈ ]0,+∞[×N, s(ε, n) = hτ (µε,n).
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We have
∀ε > 0, hτ (µ) ≥ lim sup
n
hτ (µε,n) ≥ lim inf
n
hτ (µε,n) ≥ h
τ (µ)− ε
and letting ε→ 0 yields
hτ (µ) = lim sup
ε
lim sup
n
hτ (µε,n) = lim inf
ε
lim inf
n
hτ (µε,n)
and
lim
ε
lim
n
µε,n = µ.
The last above expression shows that limi µi = µ ([11], Theorem on Iterated Limits, p. 69)
and the first one together with Lemma 1 (applied with J = ]0,+∞[ and L = N) yields
limi h
τ (µi) = h
τ (µ), which proves (ii).
• Proof of (i) ⇒ (iv4): Assume that (i) holds. Let W˜ be as in Lemma 12. Let (fn)
be a Schauder basis of C(Ω) included in W (cf. §2.1) and let {hn : n ∈ N} be a linearly
independent subset of W˜ fulfilling
+∞∑
n=1
(
sup
f∈C(Ω),||f ||≤1
| λn(f) |
)
|| hn ||< 1
(with λn(f) as in §2.1). The sequence (fn+hn) is a Schauder basis of C(Ω) (cf. §2.1) hence
span({fn + hn : n ∈ N}) is dense in C(Ω); clearly, span({fn + hn : n ∈ N}) is σ-compact;
since W ∩ W˜ = {0} and W˜ is infinite dimensional, span({fn + hn : n ∈ N}) is infinite
dimensional and linearly independent from W ; furthermore, we have
span({fn + hn : n ∈ N}) \ {0} ⊂W + (W˜ \ {0})
by Lemma 14; therefore, (iv4) holds with V = span({fn + hn : n ∈ N}).
• Proof of (ii) ⇒ (i): Assume that (ii) holds. Let r ∈ R. If r ≥ supMτ (Ω) h
τ then
{µ ∈ Mτ (Ω) : hτ (µ) > r} = ∅ and (i) holds trivially. Assume that r < supMτ (Ω) h
τ and
let µ ∈ Mτ (Ω) fulfilling hτ (µ) > r. The condition (ii) applied to the point (µ, hτ (µ)) of
the graph of hτ ensures the existence of a net (µi) in E
τ (Ω) converging to µ and such that
limhτ (µi) = h
τ (µ); thus, hτ (µi) > r eventually, and (i) holds.
• Proof of (ii) ⇒ (v1) with the rate function given in a)2): Assume that (ii) holds. Let
(να, tα) be a net where να is a Borel probability measure onM(Ω), tα > 0 and (tα) converges
to zero. Assume that
∀g ∈ C(Ω), lim
α
tα log
∫
M(Ω)
et
−1
α
∫
Ω
g(ω)µ(dω)να(dµ) = Qf0(g).
Taking account of Lemma 3, the condition (ii) together with the above equality shows that
the hypotheses of Theorem 5.2(b) of [3] hold; therefore, the net (να) satisfies a large deviation
principle inM(Ω) with powers (tα) and rate function Q∗f0 |M(Ω). By Lemma 8, the condition
(ii) is equivalent to the density of the graph of Q∗f0 |E τ (Ω) in the graph of Q
∗
f0 |Mτ (Ω)
, which
proves (v1).
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• Proof of (v) ⇒ (ii): Assume that (v) holds. Since I is convex and for each g ∈
C(Ω), Qf0(g) coincides with the value at ĝ of the limiting log-moment generating function
associated with (ντf0,α, t
τ
α) by Lemma 2, we have I = Q
∗
f0 |M(Ω)
(cf. §2.3) so that (ii) follows
from Lemma 8.
• The second equality in a)2) follows from Lemma 10.
We have proved
(i)⇔ (ii)⇔ (v)⇔ (v1)⇒ (iv4)⇒ (iv) and property a)2) concerning v1). (13)
• Proof of (iv) ⇒ (iii) with Dn as in a)3) for all n ∈ N: Assume that (iv) holds. Let V
as in (iv), let (f, (g1, ..., gn), n) ∈ Σ× V
n × N and let ε > 0. Since V is infinite dimensional
and dense in C(Ω) there exists gn+1 ∈ V \ span{f, g1, ..., gn} such that || f + gn+1 ||< ε.
Therefore, f + gn+1 6∈ span{g1, ..., gn} and f + gn+1 +
∑n
k=1 tkgk has a unique equilibrium
state for all (t1, ..., tn) ∈ Rn, which proves (iii) by putting Dn = V n and g = f + gn+1.
• Proof of (iii) ⇒ (i): Assume that (iii) holds. Let n ∈ N and let ε > 0. The set of
all (g1, ..., gn) ∈ C(Ω)n such that for each g ∈ C(Ω) \ span{g1, ..., gn} with || g ||< ε the
function g +
∑n
k=1 tkgk has several equilibrium states for some (t1, ..., tn) ∈ R
n, has empty
interior; since g+
∑n
k=1 tkgk has several equilibrium states if and only if P−hτ is not Gateaux
differentiable at ĝ +
∑n
k=1 tkĝk (by (18) in Appendix A), (i) follows from Lemma 13.
The last two above implications together with (13) yield
(i)⇔ (ii)⇔ (iii)⇔ (iv4)⇔ (iv)⇔ (v)⇔ (v1) and property a)3) concerning iv) and iv4).
(14)
• Proof of (iv)⇒ (vi2) with the rate function given in a)2): Assume that (iv) holds. Let
V as in (iv). Since (iv)⇔ (v1) by (14), and since f0 in (v1) is an arbitrary element of C(Ω),
(v1) holds in particular with f0 = f + g for all (f, g) ∈ Σ × V ; then, (vi2) with V follows
from the last assertion of Lemma 8.
• Proof of (vi) ⇒ (iv): Assume that (vi) holds. Let V as in (vi). The same argument
as in the proof of (v) ⇒ (ii) shows that the rate function associated with (ντf+g,α, t
τ
α) is
Q∗f+g|M(Ω)
so that (iv) with V follows from the last assertion of Lemma 8.
We have proved
(iv)⇔ (vi)⇔ (vi2) and property a)2) concerning vi2). (15)
• Proof of (iv) ⇒ (vii3) with the rate function given in a)2): Assume that (iv) holds.
Let V as in (iv). Since (i) ⇔ (iv) by (14), and since (i) does not depend on Σ, one can
assume that Σ = W . Let (f, g, (f1, ..., fn), n) ∈ Σ× V \ {0} × En × N and let (µα, tα) be a
net as in b)3). By Lemma 5 (applied with f + g in place of f) the function Lf+g,(f1,...,fn) is
differentiable on Rn for all ((f1, ..., fn), n) ∈ En × N and consequently its Legendre-Fenchel
transform L∗
f+g,(f1,...,fn)
is essentially strictly convex (cf. §2.2). By Ga¨rtner’s theorem (cf.
§2.3) the net (µα) satisfies a large deviation principle in Rn with powers (tα) and rate
function L∗
f+g,(f1,...,fn)
, which proves (vii3) with V .
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• Proof of (vii) ⇒ (viii): Assume that (vii) holds. Let V be as in (vii) and let
(f, g, (f1, ..., fn), n) ∈ Σ × V \ {0} × En × N. Lemma 2 implies that Lf+g,(f1,...,fn) is the
limiting log-moment generating function associated with ((f̂1, ..., f̂n)[ν
τ
f+g,α], t
τ
α). Since the
rate function governing the large deviation principle of the net ((f̂1, ..., f̂n)[ν
τ
f+g,α]) is con-
vex, it must be the Legendre-Fenchel transform L∗
f+g,(f1,...,fn)
of Lf+g,(f1,...,fn) (cf. §2.3)
hence (viii) holds with V .
• Proof of (viii)⇒ (ix) with the same space V in the premise as in the conclusion: This
follows from Lemma 10.
• Proof of (ix) ⇒ (iv): Assume that (ix) holds. Let V be as in (ix). For each
(f, g, (f1, ..., fn), n) ∈ Σ× V \ {0}×En ×N the function L∗f+g,(f1,...,fn) is essentially strictly
convex by Lemma 10 hence Lf+g,(f1,...,fn) is differentiable on R
n (cf. §2.2) and (iv) with V
follows from Lemma 7.
We have proved
(iv)⇔ (vii3)⇔ (vii)⇔ (viii)⇔ (ix) and property a)2) concerning vii3). (16)
The above proof reveals that the rate function in (v1), (vi2), (vii3) is given by the Legendre-
Fenchel transform of the limiting log-moment generating function associated with the net
concerned; since this limiting log-moment generating function is the same in (v1), (vi2),
(vii3) as in (v), (vi), (vii), respectively (by Lemma 2 and the observation before Lemma 5)
it follows that property a)2) concerning v), vi), vii) hold.
Taking into account the foregoing observation and putting together (14), (15), (16) proves
part b), property a)2) and all the equivalences of part a) as well as property a)3) concerning
iv); furthermore, the above proof shows that the same vector space V may be used in each
of the condition appearing in (15) (resp. (16)), which gives property a)1) and property a)3)
in full. The proof of part a) is complete.
The first assertion of part c) follows noting that the above proof works verbatim replacing
V \ {0} by V when each element of Σ has a unique equilibrium state.
Let (iv0), (vi0), (vi2,0), (vii0), (vii3,0), (viii0) and (ix0) denote the conditions obtained
respectively from (iv), (vi), (vi2), (vii), (vii3), (viii) and (ix) replacing V \ {0} by V . The
equivalences
(iv0)⇔ (vi0)⇔ (vi2,0)⇔ (vii0)⇔ (viii3,0)⇔ (viii0)⇔ (ix0)
with the same space V in all the above conditions follows replacing V \ {0} by V in the
proof of (15) and (16); this proves the last assertion of part c).
Proof of Theorem 2. We can assume that Σ = E =W (cf. Remark 1). Let N be a nonempty
subset of N ∪ {0}.
First assume that N = N∪{0}. For each n ∈ N∪{0} let P(n) denotes the following prop-
erty: There exists a finite sequence V0, ..., Vn of mutually linearly independent σ-compact
infinite dimensional vector subpaces of C(Ω) such that
⊕n
j=0 Vj fulfils the conditions (iv),
(vi), (vii), (viii), (ix) of Theorem 1. We know that P(0) holds by property 1) in part a)
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of Theorem 1; note that in particular (D) holds. Let n ∈ N ∪ {0} and assume that P(n)
holds. Put Wn = W ⊕
⊕n
j=0 Vn; note that Wn is a σ-compact vector space dense in C(Ω)
and thus it satisfies the hypotheses of Theorem 1. Since (D) holds, Lemma 12 ensures the
existence of a σ-compact infinite dimensional vector space W˜n linearly independent from
Wn and such that f + g has a unique equilibrium state for all (f, g) ∈ Wn × (W˜n \ {0}).
(alternatively, the space W˜n can be obtained applying Theorem 1 with Wn in place of W ,
taking into account property b)4)). Let (fn,k) be a Schauder basis of C(Ω) included in Wn
(cf. §2.1) and let {hn,k : k ∈ N} be a linearly independent subset of W˜n fulfilling
+∞∑
k=1
(
sup
f∈C(Ω),||f ||≤1
| λn,k(f) |
)
|| hn,k ||< 1,
where (λn,k(f)) denotes the coordinates of f in the basis (fn,k). Put
Vn+1 = span({fn,k + hn,k : k ∈ N}).
The sequence (fn,k + hn,k) is a Schauder basis of C(Ω) (cf. §2.1) hence Vn+1 is dense in
C(Ω); clearly, Vn+1 is σ-compact; since W˜n ∩Wn = {0} and W˜n is infinite dimensional, it
follows that Vn+1 is infinite dimensional and fulfils Vn+1 ∩Wn = {0}; furthermore, Lemma
14 applied with Wn and W˜n in place of W and W˜ yields
Vn+1 \ {0} ⊂Wn ⊕ (W˜n \ {0})
hence
W + Vn+1 \ {0} ⊂Wn ⊕ (W˜n \ {0}).
The recurrence hypothesis at rank n implies that f + g has a unique equilibrium state for
all (f, g) ∈ W ×
⊕n
j=0 Vj \ {0}. Since
n+1⊕
j=0
Vj \ {0} =
n⊕
j=0
Vj \ {0}
⋃
Vn+1 \ {0},
it follows that the space
⊕n+1
j=0 Vj fulfils the condition (iv) of Theorem 1, which givesP(n+1)
by property a)1) of Theorem 1. Therefore, P(n) holds for all n ∈ N hence the infinite direct
sum
⊕∞
j=0 Vj fulfils the condition (iv) of Theorem 1 since each element of
⊕∞
j=0 Vj (resp.⊕∞
j=0 Vj \ {0}) belongs to
⊕n
j=0 Vj (resp.
⊕n
j=0 Vj \ {0})) for some n ∈ N; consequently,
property a)1) of Theorem 1 implies that the conclusion of part a) holds when N = N∪ {0}.
Let N 6= N ∪ {0}. Note that W +
⊕
n∈N∪{0}\N Vn is a σ-compact vector space dense in
C(Ω) and thus it fulfils the hypotheses of Theorem 1. Since
(W +
⊕
n∈N∪{0}\N
Vn) + (
⊕
n∈N
Vn \ {0}) ⊂W +
⊕
n∈N∪{0}
Vn \ {0},
the preceding case (when N = N ∪ {0}) implies that
⊕
n∈N Vn fulfils the condition (iv) of
Theorem 1 applied with W +
⊕
n∈N∪{0}\N Vn in place of W ; the conclusion of part a) when
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N 6= N ∪ {0} follows by property a)1) of Theorem 1 (applied with W +
⊕
n∈N∪{0}\N Vn in
place of W ). We have proved part a) and the first assertion of part b).
If furthermore V0 ∩W = {0}, then the above proof works verbatim with W in place of
W0 and taking W˜0 = V0 (indeed, the choice of W + V0 and not just W as general definition
of W0 is made in order to ensure that W0 ∩ W˜0 = {0}); if W contains an element admitting
several equilibrium states, then V0 ∩ W = {0} by the condition (iv) of Theorem 1; this
proves the last assertion of part b).
For each n ∈ N ∪ {0} let Vn+1 and Wn be the spaces defined in part c). Put V0 = V0 and
for each n ∈ N ∪ {0} let Q(n) denote the following inclusion:
W +
n∑
j=0
V˜j ⊂W +
n⊕
j=0
Vj .
By definition Q(0) holds. Let n ∈ N∪ {0} and assume that Q(n) holds. Since by definition
V˜n+1 ⊂W +
n⊕
j=0
V˜j + Vn+1,
we have
W +
n+1∑
j=0
V˜j ⊂W +
n⊕
j=0
V˜j + Vn+1;
the recurrence hypothesis at rank n together with the above inclusion yields
W +
n+1∑
j=0
V˜j ⊂W +
n+1⊕
j=0
Vj ,
which proves Q(n + 1). Therefore, Q(n) holds for all n ∈ N ∪ {0}. Let n ∈ N ∪ {0}. Since
Vk ⊂
⊕j=mk+1
j=mk
Vj for all k ∈ N with
⊕∞
j=1 Vj as in part a), it follows that f + g has a
unique equilibrium state for all (f, g) ∈ W × (
⊕n+1
j=0 Vj \ {0}) and in particular for all
(f, g) ∈ W × (
⊕n
j=0 Vj ⊕ Vn+1 \ {0}); this property together with Q(n) shows that all the
hypotheses of part b) hold replacing Vn by V˜n and taking W˜n = Vn+1 for all n ∈ N ∪ {0},
which gives all the conclusions of part c).
Proof of Corollary 1. Let (vf ) denote the statement obtained from (v) with the change
described in the property 2) with f ∈ V . Let (iiσ) (resp. (iiiσ), (ivσ), (vσ), (vσ,f )) denote
the statement obtained from (ii) (resp. (iii), (iv), (v), (vf )) assuming furthermore that V
is σ-compact.
The condition (iiiσ) is equivalent to the condition (viii) of Theorem 1 with Σ = {0},
V = W = E; furthermore, the equalities V = W = E allows us to replace V \ {0} by V .
Therefore, the last assertion of part c) of Theorem 1 yields
(i)⇔ (iiσ)⇔ (iiiσ)⇔ (ivσ)⇔ (vσ,f )⇔ (vσ) (17)
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and the validity of the property 2); furthermore, by the property a)1) of Theorem 1, if a
vector space fulfils one of the conditions (iiσ), (iiiσ), (ivσ), (vσ,f ), (vσ) then it fulfils all of
them. Since (iiσ) (resp. (iiiσ), (ivσ), (vσ,f )) is clearly equivalent to (ii) (resp. (iii), (iv),
(vf )) we have proved all the assertions of Corollary 1 except the property 1) (note that the
property 2) does not depend on the σ-compactness of V ).
If an infinite dimensional vector space V dense in C(Ω) fulfils one of the conditions (ii),
(iii), (iv), (v), then for each σ-compact vector space V0 dense in V the hypotheses of
Theorem 2 hold with E = Σ = W = V0 (cf. Remark 3); therefore, property 1) follows from
part a) of Theorem 2.
Appendix A.
The paper [9] deals with a nonempty convex compact subset K of some Hausdorff lo-
cally convex real topological vector space, the set A(K) of all real-valued affine continuous
functions on K endowed with the uniform topology, a convex bounded non-positive-valued
lower semi-continuous function l on K and the function Pl on A(K) associated to l in the
following way:
∀a ∈ A(K), Pl(a) = sup
x∈K
{a(x)− l(x)};
the map Pl is real-valued convex and continuous ([9], Proposition 2.3). When K =Mτ (Ω)
it is known that the map C(Ω) ∋ g 7→ ĝ ∈ A(Mτ (Ω)) is surjective ([9], Proposition 2.1);
when furthermore l = −hτ we have
∀(f, g, t) ∈ C(Ω)2 × R, P−hτ (f̂ + tg) = P−hτ (f̂ + tĝ)) = P
τ (f + tg); (18)
in particular, dP τ (f ; g) coincides with the directional derivative of P−hτ at f̂ in the direction
ĝ. Since hτ is affine and E τ (Ω) is the set of extreme points of K, Theorem 3.2 and Theorem
3.3 of [9] take respectively the following forms:
Theorem 3. (Israel-Phelps) Assume that property (i) of Theorem 1 holds. Then, for
each σ-compact subset S of A(Mτ (Ω)) and for each n ∈ N, the set Gn of all elements
(a1, ..., an) ∈ A(Mτ (Ω))n such that P−hτ is Gateaux differentiable at b+
∑n
k=1 tkak for all
(b, (t1, ..., tn)) ∈ S × R
n \ {0}, is a Gδ set dense in A(M
τ (Ω))n.
Theorem 4. (Israel-Phelps) If property (i) of Theorem 1 does not hold, then there exists
n ∈ N such that the set of all (a1, ..., an) ∈ A(Mτ (Ω))
n for which P−hτ is not Gateaux
differentiable at
∑n
k=1 tkak for some (t1, ..., tn) ∈ R
n \ {0}, has nonempty interior.
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