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しかし,Ueno and Miyazawa [5] で用いられている IRT モデルは,学習過程での
能力の時系列変化が考慮されていないために,支援後の予測正答確率が正しく推
定されていない可能性が高いことが指摘されている[6].この問題を解決するた


































本論文は,本章を含めて 6 章から構成される.第 2 章では,提案モデルに関連す
る段階的ヒントモデルについて説明する.第 3 章では,学習者の母集団と独立性
を仮定しないテスト理論 IDRTについて説明する.第 4 章では,IDRTを拡張して
いるヒントを予測できるアダプティブラーニングモデルについて説明する.第 5 



































のシステムでは,各課題 i に対して K − 1 個の段階的ヒント{k}, (k = 1, ··· , K − 
1) が用意されている.初めはヒントを表示しない状態で学習者 j に課題 i を提
示する.学習者が課題 i に誤答した場合はヒント k = 1 を提示し,更に誤答する
ごとにヒント k = K − 1 までを順次提示する.正答するか,最後のヒントが提示さ
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れても誤答した場合は,フィードバックを提示し,次の課題 i + 1 を提示する. 課
題数 I に達するまでこの操作を繰り返し行う.学習者数を J,課題数を I とする
















IRT(Item Response Theory)を説明する [8]~[12]. 
IRTモデルでは学習者 j が課題 i に対してヒント k,(k = 1, ··· , K − 1) で正答
する確率 𝑃#":を式(2.3)(2.4)で与える. 
𝑃#": = 𝑃#":;<∗ − 𝑃#":∗ 																																																												(2.3) 
𝑃#":∗ =
1
1 + exp D−𝑎#F𝜃" − 𝑏#:IJ
																																														(2.4) 
 
ただし,𝑃#"L∗ = 1, 𝑃#"M∗ = 0である.ここで,𝑎#  は課題 i の識別力を表すパラメー
 9 































































(𝒊) + 𝝉(UY)J																																					(3.2) 
𝜃\
(#) = 𝑾(U])𝜽𝟐

















項目ネットワークでは j 番目の項目を表現するため,j 番目の要素のみが 1,




(") = tanhF𝑾(bV)𝒒" + 𝝉(bV)I																																							(3.5) 
𝜷X
(") = tanhD𝑾(bY)𝜷𝟏
(𝒋) + 𝝉(bY)J																																				(3.6) 
𝛽\
(") = 𝑾(b])𝜷𝟐






















(")J + 𝝉(i)																																																	(3.8) 
 
学習者 i の項目 j への反応確率を以下のように求める. 
 




























4.2.1 ヒントの one-hot vector データ 
一般的に,項目ごとに設定されているヒント数は異なるため,ヒントの one-hot 
vectorは全ての項目に含まれているヒントの総数とする.ヒントネットワークで
は i番目の学習者の j 番目が項目に正答するまでに用いたヒントの個数 hijkを
表現するため,ヒント 0〜kまでのヒントを用いて正答した場合には,hij0…hijk番
目の要素のみが 1,他の要素は 0 の one-hot vector𝒉#":を入力とする. 
 
4.2.2 ネットワーク 




(:) = tanhF𝑾(uV)𝒉#": + 𝝉(uV)I																																																					(4.1) 
aX
(:) = tanhD𝑾(uY)a𝟏
(𝒌) + 𝝉(uY)J																																																				 (4.2) 
a\
(:) = reluD𝑾(u])a𝟐














具体的には,ヒント kでの学習者 i の項目 j への予測正答確率𝒑(#,",:)を以下の
ように求める. 
 
𝒑(#,",:) = (𝑾(i))j D𝜃\
(#) − 𝛽\
(") + a\
(:)J + 𝒃(i)																																(4,4) 
 
ヒント kでの学習者 i の項目 j への反応を以下のように求める. 
 
𝑦m#,"









本研究で式(4.6) Lossclass [19]によりパラメータを学習する. 
 
𝐿𝑜𝑠𝑠 = ℓF𝑢#", 𝑢m#"I
"#
+ 𝛾1   ℓ(𝑢#", 𝑢m#")
"(<)#;#
+ 𝛾2   ℓ(𝑢#", 𝑢m#")
"(L)#;#
+ 𝛾3   ℓ(𝑢#", 𝑢m#")
#(<)";#
+ 𝛾4   ℓ(𝑢#", 𝑢m#")
#(L)





ここで,L − examinee は正答率が αL−examinee 以下の受検者集合 ,H − 
examinee は正答率が αH−examinee 以上の受検者集合,L − item は正答率が 
αL−item 以下の項目集合,H − item は正答率が αH−item 以上の項目集合である.




























では,大学習者 81 人を対象に講義の確認テストにおける 22 課題について,植野 

















表 5.1 : 各課題におけるヒント数とヒントなしでの正答率 
 
課題 1 2 3 4 5 6 
ヒント数 5 4 8 6 6 8 
正答割合
(%) 
49.38% 79.01% 25.93% 16.05% 28.40% 45.68% 
課題 7 8 9 10 11 12 
ヒント数 5 7 7 1 5 7 
正答割合
(%) 
46.91% 37.04% 46.91% 48.15% 18.52% 22.22% 
課題 13 14 15 16 17 18 
ヒント数 5 6 6 6 6 6 
正答割合
(%) 
77.78% 28.40% 30.86% 14.81% 13.58% 8.64% 
課題 19 20 21 22   
ヒント数 15 8 7 11   
正答割合
(%) 











パラメータ 値 パラメータ 値 
𝜃<
(#)
のノード数 100 γ1 0.1 
𝜃X
(#)
のノード数 100 g2 0.1 
𝛽<
(")
のノード数 100 g3 0.1 
𝛽X
(")
のノード数 100 g4 0.1 
𝛿<
(:)
のノード数 100 αL−examinee 0.2 
𝛿X
(:)
のノード数 100 αH−examinee 0.8 
エポック数 500 αL−item 02 
µ 0.01 αH−item 0.8 
ϵ 10-8   
α1 0.9   








θ～N(0, 1), a～LN(0, 1), b～N(1, 0.4)               (5.1) 
 






1. 学習者学習者 j の項目 i における実際のヒント利用数𝑥#"と予測利用ヒ









ここで,𝜓F𝑥m#", 𝑥#"Iは𝑥m#"と𝑥#"が一致するときに 1,そうでないときに 0 
をとる関数とする[28]. 
2. 手順 (1) で求めた一致割合を全ての課題について平均し,提案モデルの
予測精度 c として式(5.3)を求める. 
𝑐 =
1












































 課題 1 課題 2 課題 3 課題 4 課題 5 課題 6 課題 7 課題 8 
提案モ
デル 
37.5% 75.00% 25.00% 6.25% 37.50% 37.50% 31.25% 31.25% 
IRT モ
デル 
37.50% 56.25% 43.75% 18.75% 25.00% 37.50% 18.75% 31.25% 
 課題 9 課題 10 課題 11 課題 12 課題 13 課題 14 課題 15 課題 16 
提案モ
デル 
56.25% 50.00% 25.00% 75.00% 75.00% 25.00% 37.50% 50.00% 
IRT モ
デル 
56.25% 50.00% 31.25% 18.75% 68.75% 18.75% 25.00% 31.25% 
 課題 17 課題 18 課題 19 課題 20 課題 21 課題 22 平均 
提案モ
デル 
68.75% 62.50% 43.75% 56.25% 56.25% 12.50% 43.18% 
IRT モ
デル 
37.50% 25.00% 56.25% 31.25% 56.25% 43.75% 37.22% 
 






























表 5.4: 予測利用ヒント数の過大予測率と過少予測率 
 
  課題 1 課題 2 課題 3 課題 4 課題 5 課題 6 課題 7 課題 8 
提案モデ
ル 
extra 37.50% 18.75% 56.25% 62.5% 25.00% 37.50% 50.00% 18.75% 
missing 25.00% 6.25% 18.75% 25.00% 37.50% 37.50% 18.75% 43.75% 
IRT モデ
ル 
extra 12.50% 6.25% 25.00% 56.25% 25.00% 50.00% 43.75% 25.00% 
missing 50.00% 37.50% 31.25% 25.00% 50.00% 12.50% 37.50% 43.75% 
  課題 9 課題 10 課題 11 課題 12 課題 13 課題 14 課題 15 課題 16 
提案モデ
ル 
extra 37.50% 37.50% 50.00% 6.25% 18.75% 37.50% 37.50% 37.50% 
missing 6.25% 12.50% 18.75% 12.50% 6.25% 31.25% 18.75% 6.25% 
IRT モデ
ル 
extra 43.75% 50.00% 68.75% 75.00% 25.00% 75.00% 68.75% 68.75% 
missing 0.00% 0.00% 0.00% 6.25% 6.25% 6.25% 6.25% 0.00% 
  課題 17 課題 18 課題 19 課題 20 課題 21 課題 22 平均 
提案モデ
ル 
extra 12.50% 12.50% 31.25% 37.50% 37.50% 50.00% 34.09% 
missing 12.50% 18.75% 25.00% 25.00% 6.25% 37.50% 19.89% 
IRT モデ
ル 
extra 62.50% 75.00% 37.50% 68.75% 43.75% 50.00% 49.43% 
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