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Abstract
In this paper, we study C∗-algebraic quantum groups obtained through the bicrossed product construc-
tion. Examples using groups of adeles are given and they provide the first examples of locally compact
quantum groups which are not semi-regular: the crossed product of the quantum group acting on itself by
translations does not contain any compact operator. We describe all corepresentations of these quantum
groups and the associated universal C∗-algebras. On the way, we provide several remarks on C∗-algebraic
properties of quantum groups and their actions.
1 Introduction
What is the quantum analogue of a locally compact group? Several authors addressed this question and
came out with various answers. G.I. Kac, Kac-Vainerman and Enock-Schwartz gave a quite satisfactory set
of axioms in [7, 9, 11] defining what Enock-Schwartz called Kac algebras. In the 1980’s, new examples, which
were certainly to be considered as quantum groups, but were not Kac algebras, were constructed, see e.g.
[22]. Many efforts were then made to enlarge the definition of Kac algebras.
Already in the Kac algebra setting, it was known that all the information on the quantum group could be
encoded in one object: this was called a multiplicative unitary in [2]. It was then quite natural to try and
make constructions with a multiplicative unitary as a starting point.
In order to be able to construct C∗-algebras out of a multiplicative unitary, some additional assumptions
were made: this multiplicative unitary was assumed to be regular in [2], semi-regular in [1], manageable
in [21], ... In fact, a multiplicative unitary can really be quite singular: in Remark 4.5 below, we give an
example of a multiplicative unitary which should certainly not be considered as the quantum analogue of a
locally compact group.
In [14, 15], a definition of a locally compact quantum group along the lines of Kac algebras, but with a
weaker set of axioms, was given and was shown to lead to a manageable multiplicative unitary. We believe
that the definitions of [14, 15] can be considered as the final ones, at least from the measure theoretic (von
Neumann) point of view.
On the other hand, regularity and semi-regularity are natural conditions and present some additional features
– that will be discussed below. In particular, regularity is very much connected with the Takesaki-Takai
duality.
All this leaves us with many questions: what are the relations between the properties of semi-regularity and
manageability? We actually really tried hard to prove that these properties are equivalent. All previously
known examples were locally compact quantum groups whose multiplicative unitary was semi-regular.
The main result of this paper is the construction of a locally compact quantum group whose multiplicative
unitary is not semi-regular. This is done using a construction which goes back to G.I. Kac [10] and was used
by several authors [2, 3, 16, 18, 19, 20, ...]. Let G be a locally compact group and let G1 and G2 be closed
subgroups such that the map θ : (x1, x2) 7→ x1x2 from G1 × G2 into G is a measure class isomorphism.
Associated to this situation, there is a locally compact quantum group. We will show that its associated
multiplicative unitary is semi-regular if and only if θ is a homeomorphism from G1×G2 onto an open subset
of G. Moreover, we will be able to identify all the associated operator algebras.
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In fact, in the examples considered up to now, G was a real Lie group and one could easily see that the
associated multiplicative unitary is always semi-regular (by differentiability considerations).
The examples that we consider here are just adelic analogues of these Lie groups. In particular, we will
consider the case were G is an adelic ax+ b group and G1, G2 are natural subgroups.
Note that in the non-regular case, the image of θ is a countable union of compact sets with empty interior
and the complement of the image of θ has measure 0. Although this is a relatively common phenomenon in
topology, it was quite a surprise to us to encounter it in the locally compact group case. It was taken for
granted in [3] that such a phenomenon could not occur. Because of this, the main result in [3] is incorrect as
stated. One has either to add the extra assumption that the associated multiplicative unitary is semi-regular,
or to change the conclusion: the product map (g1, g2) 7→ g1g2 is not a homeomorphism from G1 ×G2 onto
a dense open subset of G but a measure class isomorphism. This is discussed in Subsection a).
We conclude the introduction by explaining the structure of the paper. In Section 2, we recall the definition
and main properties of multiplicative unitaries and locally compact quantum groups. In Section 3, we
introduce the most general definition of a matched pair of locally compact groups. We describe the associated
locally compact quantum groups obtained through the bicrossed product construction. We compute the
different associated C∗-algebras, as well as the corepresentations and the covariant representations. We give
necessary and sufficient conditions for (semi-)regularity. In Section 5, we give several examples, providing
the first examples of locally compact quantum groups that are not semi-regular. Finally, in Section 5, we give
different characterizations of (semi-)regularity and we consider some C∗-algebraic properties of coactions.
2 Preliminaries
In this paper, all locally compact groups are supposed to be second countable.
When X is a subset of a Banach space, we denote by [X ] the norm closed linear span of X . We denote by
K(H) and L(H) the compact, resp. the bounded operators on a Hilbert space H . We use Σ to denote the
flip map from H ⊗K to K ⊗H , when H and K are Hilbert spaces.
By ⊗, we denote several types of tensor products: minimal tensor products of C∗-algebras, von Neumann
algebraic tensor products or Hilbert space tensor products. There should be no confusion.
a) Multiplicative unitaries and locally compact quantum groups
Multiplicative unitaries were studied in [2]. We have the following definition.
Definition 2.1. A unitary W ∈ L(H ⊗H) is called a multiplicative unitary if W satisfies the pentagonal
equation
W12 W13 W23 =W23 W12 . N
We associate to any multiplicative unitary two natural algebras S and Sˆ defined by
S = [(ω ⊗ ι)(W ) | ω ∈ L(H)∗] , Sˆ = [(ι⊗ ω)(W ) | ω ∈ L(H)∗] . (2.1)
In general, the norm closed algebras S and Sˆ need not be C∗-algebras, but they are when the multiplicative
unitary is regular or semi-regular, see Definition 2.5 and the papers [1, 2], or when it is manageable, see [21].
In these cases, we can define comultiplications δ and δˆ on the C∗-algebras S and Sˆ by the formulas
δ : S → M(S ⊗ S) : δ(x) =W (x⊗ 1)W ∗ , δˆ : Sˆ → M(Sˆ ⊗ Sˆ) : δˆ(y) = W ∗(1⊗ y)W .
Multiplicative unitaries appear most naturally as the right (or left) regular representation of a locally compact
(l.c.) quantum group. The theory of locally compact quantum groups is developed in [14, 15].
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Definition 2.2. A pair (M, δ) is called a (von Neumann algebraic) l.c. quantum group when
• M is a von Neumann algebra and δ :M →M ⊗M is a normal and unital ∗-homomorphism satisfying
the coassociativity relation : (δ ⊗ ι)δ = (ι⊗ δ)δ.
• There exist normal semi-finite faithful weights ϕ and ψ on M such that
– ϕ is left invariant in the sense that ϕ
(
(ω⊗ ι)δ(x)
)
= ϕ(x)ω(1) for all x ∈M+ with ϕ(x) <∞ and
all ω ∈M+∗ ,
– ψ is right invariant in the sense that ψ
(
(ι ⊗ ω)δ(x)
)
= ψ(x)ω(1) for all x ∈ M+ with ψ(x) < ∞
and all ω ∈M+∗ . N
There is an equivalent C∗-algebraic approach to l.c. quantum groups and the link is provided by the right (or
left) regular representation. So, suppose that (M, δ) is a l.c. quantum group with right invariant weight ψ.
Represent M on the GNS-space H of ψ and consider the subspace Nψ ⊂M of square integrable elements:
Nψ = {x ∈M | ψ(x
∗x) <∞} .
Denote by Γ : Nψ → H the GNS-map. Then, we define a unitary V ∈ L(H ⊗H) by the formula
V
(
Γ(x) ⊗ Γ(y)
)
= (Γ⊗ Γ)
(
δ(x)(1 ⊗ y)
)
for all x, y ∈ Nψ .
The unitary V is a multiplicative unitary and it is called the right regular representation of (M, δ). The
comultiplication δ is implemented by V as above: δ(x) = V (x ⊗ 1)V ∗.
Although V need not be regular or semi-regular in general (see the discussion below), it is always manageable
(see [14]) and we have C∗-algebras S and Sˆ defined by Equation (2.1) and we have the comultiplications δ
and δˆ on the C∗-algebraic level.
To compare notations between this paper and the papers [14, 15], we observe that in [14, 15], the left regular
representation is the main object. The (S, δ) agrees with the (A,∆) of [14], but Sˆ agrees with JˆAˆJˆ and δˆ(y)
agrees with (Jˆ ⊗ Jˆ)∆ˆ(JˆyJˆ)(Jˆ ⊗ Jˆ).
b) Representations and corepresentations
Next, we recall the notion of a representation and a corepresentation of a multiplicative unitary, see Defini-
tion A.1 in [2].
Definition 2.3. Suppose that W is a multiplicative unitary on the Hilbert space H . We call x ∈ L(K ⊗H)
a representation of W on the Hilbert space K if x12 x13 W23 = W23 x12. We call y ∈ L(H ⊗ K) a
corepresentation on the Hilbert space K if W12 y13 y23 = y23 W12. N
We remark that, ifW is the (left or right) regular representation of a l.c. quantum group, then a representation
x satisfies x ∈ M(K(K) ⊗ S) and a corepresentation y satisfies y ∈ M(Sˆ ⊗ K(K)). The defining relations
become (ι ⊗ δ)(x) = x12 x13 and (δˆ ⊗ ι)(y) = y13 y23. It is clear that, conversely, if x and y satisfy these
relations, they give a representation, resp. a corepresentation of W .
In the same way as C∗(G), we can define the universal C∗-algebras Su and Sˆu for any l.c. quantum group
(see [13]). There exists a universal corepresentation Wu ∈ M(Sˆ ⊗ Su) such that
Su = [(ω ⊗ ι)(Wu) | ω ∈ L(H)∗] .
There is a bijective correspondence between representations π : Su → L(K) of the C∗-algebra Su and
corepresentations y of W on K given by y = (ι ⊗ π)(Wu). All this is developed in [13].
When we want to stress the distinction between the reduced and the universal C∗-algebras, we denote S by
Sr.
The following definition is taken from page 482 in [2].
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Definition 2.4. LetW be a multiplicative unitary. A pair (x, y) of a representation x and a corepresentation
y of W on the same Hilbert space K is called covariant if
y12 W13 x23 = x23 y12 . N
We remark that Proposition A.10 of [2] remains valid in the setting of l.c. quantum groups. Hence, if W
is the (left or right) regular representation of a l.c. quantum group and (x, y) is a covariant pair, then x is
stably isomorphic to W as well as y, but not jointly, and that is a very crucial point.
c) Regularity and semi-regularity
Let V be a multiplicative unitary. Then, we have a naturally associated algebra (see [2]), defined by
C(V ) = {(ι⊗ ω)(ΣV ) | ω ∈ L(H)∗} .
We have [C(V )C(V )] = [C(V )], but [C(V )] is in general not a C∗-algebra.
Next, we recall the notions of regularity [2] and semi-regularity [1] of a multiplicative unitary.
Definition 2.5. A multiplicative unitary V is called regular if the closure of C(V ) is K(H) and semi-regular
if this closure contains K(H). N
When V is the regular representation of a l.c. quantum group, we have the following characterization of
regularity and semi-regularity.
Proposition 2.6. Let V be the right regular representation of a l.c. quantum group on the Hilbert space H.
Then, [C(V )] ∼= S ⋊r Sˆ.
So, V is regular if and only if S ⋊r Sˆ = K(H) and V is semi-regular if and only if S ⋊r Sˆ contains K(H).
Remark that we consider δ as a right coaction of (S, δ) on the C∗-algebra S. Then, the reduced crossed
product S ⋊r Sˆ is, by definition, given by [δ(S)(1 ⊗ Sˆ)]. Using the left regular representation, this last
C∗-algebra is isomorphic to [SSˆ] ⊂ L(H).
Proof. Suppose that V is the right regular representation of (M, δ). From [14, 15], we know that we have
two modular conjugations J and Jˆ at our disposal: J is the modular conjugation of the left invariant weight
ϕ and, up to a scalar, also the modular conjugation of the right invariant weight ψ, while Jˆ is the modular
conjugation of the left invariant weight on the dual. We put U = JJˆ . Then, U is a unitary and U2 is scalar.
From [14, 15], we know enough formulas to apply Proposition 6.9 of [2] and to conclude that (Σ(1 ⊗ U)V )3
is scalar. Hence, up to a scalar, we have
ΣV = (U ⊗ 1)V ∗(1⊗ U)ΣV ∗Σ(U ⊗ 1) . (2.2)
Using the fact that (J ⊗ Jˆ)V (J ⊗ Jˆ) = V ∗ and the fact that [(y ⊗ 1)δˆ(x) | x, y ∈ Sˆ] = Sˆ ⊗ Sˆ, we get
[C(V )] = [(ι⊗ ω)
(
(1⊗ JyJ)ΣV (1 ⊗ JˆxJˆ)
)
| x, y ∈ Sˆ, ω ∈ L(H)∗]
= [(ι⊗ ω)
(
(Σ(J ⊗ Jˆ)(y ⊗ 1)δˆ(x)V ∗(J ⊗ Jˆ)
)
| x, y ∈ Sˆ, ω ∈ L(H)∗] = [Jˆ SˆJˆC(V )] .
Observing that JSˆJ = Sˆ, we get that [UC(V )U ] = [SˆUC(V )U ]. We combine this last equality with Equa-
tion (2.2) and the fact that V ∈M(Sˆ ⊗K(H)) to conclude that
[UC(V )U ] = [(ι⊗ ω)
(
(x⊗ k)V ∗(1 ⊗ U)ΣV ∗Σ
)
| x ∈ Sˆ, ω ∈ L(H)∗, k ∈ K(H)] = [SˆS] .
Corollary 2.7. Let V be the (left or right) regular representation of a l.c. quantum group on the Hilbert
space H. Then, [C(V )] is always a C∗-algebra.
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Remark 2.8. The isomorphism [C(V )] ∼= S ⋊r Sˆ is typical for the regular representation. Suppose that,
on the Hilbert space K, (x, y) is a covariant representation of the right regular representation V of a l.c.
quantum group (in the sense of Definition 2.4 below). Because both x and y are necessarily amplifications
of the regular representation (individually, but not jointly, see the remark after Definition 2.4), this means
that we have representations π of S and πˆ of Sˆ on K such that x = (πˆ ⊗ ι)(V ), y = (ι ⊗ π)(V ) and which
are covariant for the action δ of (S, δ) on S in the sense that
(π ⊗ ι)δ(a) = x(π(a) ⊗ 1)x∗ for all a ∈ S .
So, we have a representation of the full crossed product S ⋊f Sˆ, whose image is [π(S)πˆ(Sˆ)].
On the other hand, we can write V = (πˆ ⊗ π)(V ), which is a multiplicative unitary on K. Then, the image
of S ⋊f Sˆ is equal to [SV SˆV ]. We claim that, [C(V)] is Morita equivalent to [C(V )] ∼= S ⋊r Sˆ. More precisely,
[C(V)] is a C∗-algebra and [C(V)] ⊗ K(K ⊗ H) is spatially isomorphic to [C(V )] ⊗ K(K ⊗ K). Hence, up
to Morita equivalence, [C(V)] is always the same, while [SV SˆV ] changes when V runs through the covariant
images of V . Here, we can also observe that, if V is semi-regular or regular, then the same holds for any
covariant image V of V .
From the proofs of Proposition 3.19 and Corollaire 3.20 of [1], we know that the multiplicative unitaries V14V24
and V36 on K⊗K⊗H are unitarily equivalent. It follows that [C(V )]⊗K(K⊗K) ∼= [C(V13V23)]⊗K(H). An
easy calculation shows that B := [C(V13V23)] = [C(V) ⊗ K(K)]ΣV . From the isomorphism above, we know
that B is a C∗-algebra. Because [(1 ⊗ K(K))B] = B and B is a C∗-algebra, we have B = [B(1 ⊗K(K))] =
[C(V)C(V)]⊗K(K) = [C(V)]⊗K(K). Our claim is proven.
We make a more detailed study of regularity and semi-regularity of l.c. quantum groups in Section 5.
3 Bicrossed products of locally compact groups
Definition 3.1. We call G1, G2 a matched pair of l.c. groups, if there is a given l.c. group G such that G1
and G2 are closed subgroups of G satisfying G1 ∩G2 = {e} and such that G1G2 has complement of measure
0 in G. N
Suppose, throughout this section, that we have fixed a matched pair G1, G2 of closed subgroups of G. We
always use g, h, k to denote elements in G1, s, t, r to denote elements in G2 and accordingly, dg, ds, . . . to
denote integration on G1, G2 with respect to a fixed right Haar measure. We use x, y to denote elements in
G and dx for the corresponding integration. The right Haar measure on G is fixed such that the following
proposition holds. We denote by ∆1,∆2 and ∆ the modular functions on G1, G2 and G.
Proposition 3.2. The map
θ : G1 ×G2 → G : θ(g, s) = gs
preserves sets of measure zero and satisfies
∫
F (x) dx =
∫∫
F (gs)∆1(g)∆(g)
−1 dg ds =
∫∫
F (sg)∆2(s)∆(s)
−1 dg ds ,
for all positive Borel functions F on G.
Proof. The proof of Lemma 4.10 in [19] can essentially be copied: ifK ∈ Cc(G1×G2), we define the bounded,
compactly supported, Borel function K˜ on G by the formula K˜(gs) = K(g, s)∆1(g)
−1∆(g) and K˜(x) = 0
for x ∈ G \ G1G2. Then, we define I(K) =
∫
K˜(x) dx. The same calculation as in [19] shows that I is a
right invariant integral. Because we supposed that G is second countable, G1×G2 is σ-compact and so, the
integral I must be non-zero.
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From the point of measure theory, we can not distinguish G1 ×G2 and G. We define almost everywhere on
G the Borel functions p1 : G→ G1 and p2 : G→ G2 such that
x = p1(x) p2(x) .
Then, we can define
τ : L∞(G1)⊗ L
∞(G2)→ L
∞(G2)⊗ L
∞(G1) : τ(F )(s, g) = F (p1(sg), p2(sg)) .
The ∗-automorphism τ will be a (von Neumann algebraic version of an) inversion of (L∞(G1), δ1) and
(L∞(G2), δ2) in the sense of [2], Definition 8.1. Denoting by σ the flip map, it means that τσ is a matching
of (L∞(G2), δ2) and (L
∞(G1), δ
op
1 ) with trivial cocycles, in the sense of [19], Definition 2.1:
(τ ⊗ ι)(ι ⊗ τ)(δ1 ⊗ ι) = (ι⊗ δ1)τ and (ι⊗ τ)(τ ⊗ ι)(ι ⊗ δ2) = (δ2 ⊗ ι)τ . (3.1)
Referring to Section 2.2 and in particular, Theorem 2.13 of [19], we can construct a l.c. quantum group using
τ . Because we have chosen to follow systematically the conventions of [2] and [3], we will state explicitly the
needed formulas.
Define α : L∞(G1)→ L
∞(G2)⊗ L
∞(G1) and β : L
∞(G2)→ L
∞(G2)⊗ L
∞(G1) by
α(F ) = τ(F ⊗ 1) and β(F ) = τ(1 ⊗ F ) .
Then, α defines a left action of G2 on L
∞(G1) while β defines a right action of G1 on L
∞(G2). In fact, if
we consider τσ as a matching of (L∞(G2), δ2) and (L
∞(G1), δ
op
1 ) in the sense of [19], these two actions α
and β precisely agree with the actions α and β appearing in Definition 2.1 of [19]. We also have the obvious
formulas
α(F )(s, g) = F (p1(sg)) and β(F )(s, g) = F (p2(sg)) .
If we equip the quotient spaces G/G2 and G1\G with their canonical invariant measure class, the embedding
G1 7→ G/G2 identifies G1 with a Borel subset of G/G2 with complement of measure zero. Because of
Proposition 3.2, this embedding, as well as its inverse, respects Borel sets of measure zero. Hence, it induces
an isomorphism between L∞(G1) and L
∞(G/G2). Then, p1 can be considered as the projection of G to
G/G2. Any s ∈ G2 acts as a homeomorphism on G/G2, preserving Borel sets of measure zero and hence,
the map p1(s ·) is defined almost everywhere on G1, preserves Borel sets of measure zero and gives precisely
the automorphism αs of L
∞(G1). Similar considerations can be made for β.
We also conclude that, for a fixed s ∈ G2, sg ∈ G1G2 for almost all g ∈ G1. An analogous statement holds
for a fixed g ∈ G1. It follows that p1(sg) and p2(sg) are defined almost everywhere if either s or g is fixed.
This will allow us to use freely p1(sg) and p2(sg) in integrals, see e.g. Equation (3.4).
We denote by X and Y the usual multiplicative unitaries on H1 := L
2(G1) and H2 := L
2(G2) respectively,
defined by (Xξ)(g, h) = ξ(gh, h) and (Y η)(s, t) = η(st, t). Then Yˆ is the multiplicative unitary on L2(G2)
given by (Yˆ η)(s, t) = ∆2(s)
1/2η(s, s−1t).
Following [2] and [19], we can define the main actors of the paper.
Definition 3.3. Defining
W = (β ⊗ ι)(Yˆ )123(ι⊗ α)(X)234 ,
we get a multiplicative unitary W , which is the right regular representation of the l.c. quantum group (M, δ)
given by
M = (α(L∞(G1)) ∪ L(G2)⊗ 1)
′′ = G2 ⋉α L
∞(G1) with δ(z) = W (z ⊗ 1)W
∗ ,
where L(G2) denotes the left regular representation of the group von Neumann algebra of G2, generated by
the unitaries λs defined by (λsξ)(t) = ∆2(s)
1/2ξ(s−1t). N
The right Haar measure of G1 is the left Haar measure of G
op
1 and secondly, using the modular function ∆2,
the L2-spaces of G2 with right or left Haar measure are naturally isomorphic. Under this isomorphism W
agrees exactly with the Wˆ of [19], Definition 2.2 (one just has to interchange the indices 1 and 2 referring
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to G1 and G2 everywhere). Hence, the (M, δ) defined above agrees with (M,∆
op) in [19], where ∆op = σ∆
with σ the flip map. So, we get indeed that W is the right regular representation of the l.c. quantum group
(M, δ).
Dually, we have
Mˆ = (β(L∞(G2)) ∪ 1⊗R(G1))
′′ = L∞(G2)⋊β G1 with δˆ(z) =W
∗(1 ⊗ z)W ,
where R(G1) denotes the right regular representation of the group von Neumann algebra of G1, generated
by the unitaries (ρgξ)(h) = ξ(hg).
Then, (Mˆ, δˆ) above and (Mˆ, ∆ˆ) in [19] really agree.
From Equation (3.1), we get the following formulas for the comultiplication on the generators of M and Mˆ :
δα = (α⊗ α)δ1 and (ι⊗ δ)(Yˆ12) = Yˆ12 ((ι ⊗ α)β ⊗ ι)(Yˆ )1234 , (3.2)
δˆβ = (β ⊗ β)δ2 and (δˆ ⊗ ι)(X23) = (ι⊗ (β ⊗ ι)α)(X)2345 X45 . (3.3)
Remark 3.4. If we interchangeG1 andG2 and keepG, we also have a matched pair of l.c. groups. Performing
the bicrossed product construction again, we get a multiplicative unitary on L2(G1 × G2), which through
the unitary (vξ)(s, g) = ∆1(g)
1/2∆2(s)
1/2ξ(g−1, s−1) corresponds to ΣW ∗Σ. So, S and Sˆ are interchanged
and the comultiplications are flipped.
So, the von Neumann algebraic picture of the l.c. quantum group (M, δ) is completely clear. In this paper,
we study the associated C∗-algebras. To determine these, the following lemma will be crucial.
Lemma 3.5. Using the embedding C0(G/G2)→ M(C0(G1)) ⊂ L∞(G1), we have
[(ω ⊗ ι)α(F ) | ω ∈ L(H2)∗, F ∈ C0(G1)] = C0(G/G2) .
Proof. We have to prove that for all Fi ∈ Cc(Gi), the function
H(g) :=
∫
F1(p1(sg))F2(s) ds (3.4)
belongs to Cc(G/G2) and that these functions H span a dense subspace of C0(G/G2). It suffices to look at
F1 = K˜1 ∗ P1 with K1, P1 ∈ Cc(G1), i.e.
F1(g) =
∫
K1(h)P1(hg) dh .
Take some P2 ∈ Cc(G2) such that
∫
P2(s
−1) ds = 1. On G, we define bounded Borel functions K and P
with compact support by
K(hs) = K1(h)F2(s)∆1(h)
−1∆(h) and P (hs) = P1(h)P2(s)
and such that K and P equal 0 outside G1G2. In particular, K,P ∈ L2(G) and defining Q = K˜ ∗ P , i.e.
Q(x) =
∫
K(y)P (yx) dy ,
we have Q ∈ Cc(G).
We claim that
H(g) =
∫
Q(gt−1) dt .
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Take g ∈ G1. Then, using Proposition 3.2,∫
Q(gt−1) dt =
∫∫
K(y)P (ygt−1) dy dt
=
∫∫∫
K(hs)P (hsgt−1)∆1(h)∆(h)
−1 dh ds dt
=
∫∫∫
K1(h)F2(s)P1(hp1(sg))P2(p2(sg)t
−1) dt dh ds
=
∫∫
K1(h)F2(s)P1(hp1(sg)) dh ds = H(g) .
This proves our claim. We conclude that H ∈ Cc(G/G2). Moreover, the functions H span a dense subset of
C0(G/G2), because in the proof above, the functions K and P both span a dense subset of L
2(G), so that
the functions Q span a dense subset of C0(G).
From [19], we know that the multiplicative unitaryW is the (right) regular representation of the l.c. quantum
group (M, δ). Hence, we have two associated C∗-algebras:
S = [(ω ⊗ ι)(W ) | ω ∈ L(H2 ⊗H1)∗] and Sˆ = [(ι⊗ ω)(W ) | ω ∈ L(H2 ⊗H1)∗] . (3.5)
The comultiplications δ and δˆ restrict nicely to morphisms δ : S → M(S ⊗ S) and δˆ : Sˆ → M(Sˆ ⊗ Sˆ).
As a first application of Lemma 3.5, we can identify S and Sˆ. We use λ to denote the left regular represen-
tation of C∗r (G2) on L
2(G2).
Proposition 3.6. The following equalities hold:
S = G2 ⋉r C0(G/G2) =
[
(λ(C∗r (G2))⊗ 1)α(C0(G/G2))
]
and α : C0(G1)→ M(S) is non-degenerate ,
Sˆ = C0(G1\G)⋊r G1 =
[
(1 ⊗ C∗r (G1))β(C0(G1\G))
]
and β : C0(G2)→ M(Sˆ) is non-degenerate .
Proof. Observe that β(F ) = B(F ⊗ 1)B∗ for all F ∈ L∞(G2) where B ∈M(K(H2)⊗C0(G1)) is a represen-
tation of X , the canonical implementation of β. Because B is a representation of X , we get
S = [(ω ⊗ µ⊗ ι⊗ ι)(Yˆ13(ι⊗ ι⊗ α)(B
∗
12X23)) | ω ∈ L(H2)∗, µ ∈ L(H1)∗]
= [(ω ⊗ µ⊗ ι⊗ ι)(Yˆ13(ι⊗ ι⊗ α)(B13X23)) | ω ∈ L(H2)∗, µ ∈ L(H1)∗]
= [(ω ⊗ ι⊗ ι)
(
Yˆ12(ι ⊗ α)(B(1 ⊗ C0(G1)))
)
| ω ∈ L(H2)∗] = [(λ(C
∗
r (G2))⊗ 1)α(C0(G1))] .
Because S is a C∗-algebra and because of Lemma 3.5, we get
S = [(λ(C∗r (G2))⊗ 1)α(C0(G1))(λ(C
∗
r (G2))⊗ 1)] = [(λ(C
∗
r (G2))⊗ 1)α(C0(G/G2))(λ(C
∗
r (G2))⊗ 1)] .
By definition, G2 ⋉r C0(G/G2) = [(λ(C
∗
r (G2)) ⊗ 1)α(C0(G/G2))] and this is a C
∗-algebra. Hence, S =
G2 ⋉r C0(G/G2). So, we have proven the first line of the statement above. The second line is analogous (or
follows by interchanging G1 and G2 and applying Remark 3.4).
Next, we prove the corresponding result for the universal C∗-algebras.
Proposition 3.7. Suppose that W is a corepresentation of W on a Hilbert space K.
a) There exist unique corepresentations y of Yˆ and x of X on K such that
W = (β ⊗ ι)(y) x23 .
b) If we denote by π1 and πˆ2 the representations of C0(G1) and C
∗(G2) corresponding to x and y and if
we define the representation π˜1 of C0(G/G2) using the extension of π1 to M(C0(G1)), then the pair
(π˜1, πˆ2) is a covariant representation for the left action of G2 on C0(G/G2).
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c) The representation π of Su associated to W and the representation π˜1 × πˆ2 of G2 ⋉f C0(G/G2) have
the same image.
Conversely, every covariant representation for the left action of G2 on G/G2 is obtained in this way from a
corepresentation W of W .
In particular,
Su ∼= G2 ⋉f C0(G/G2)
in a natural way. An analogous statement holds for Sˆu and in particular, Sˆu ∼= C0(G1\G)⋊f G1 .
Proof. a) This follows from [4]. Observe that x ∈M(C∗r (G1)⊗K(K)) and y ∈M(C0(G2)⊗K(K)).
b) Because W is a corepresentation, we get the following equality in L(H2 ⊗H1 ⊗H2 ⊗H1 ⊗K).
(δˆ ⊗ ι)(x23) = (β ⊗ ι)(y
∗)345 x25 (β ⊗ ι)(y)345 x45 . (3.6)
Define the non-degenerate representation π˜1 of C0(G/G2) as in the statement of the proposition.
We know that, in L(H2 ⊗H1 ⊗H2 ⊗H1 ⊗H1),
(δˆ ⊗ ι)(X23) = (ι⊗ (β ⊗ ι)α)(X)2345 X45 . (3.7)
From Proposition 3.6, it follows that X23 ∈ M(Sˆ ⊗ C0(G1)) and so, it follows that (ι ⊗ (β ⊗ ι)α)(X)2345 ∈
M(Sˆ ⊗ Sˆ ⊗ C0(G1)), from which we conclude that
(β ⊗ ι)α : C0(G1)→ M(Sˆ ⊗ C0(G1)) (3.8)
is a well-defined and non-degenerate ∗-homomorphism. From Equation (3.7) and the fact that (ι⊗π1)(X) =
x, we conclude that, in L(H2 ⊗H1 ⊗H2 ⊗H1 ⊗K),
(δˆ ⊗ ι)(x23) = (ι⊗ (ι⊗ ι⊗ π1)(β ⊗ ι)α)(X)2345 x45 .
Combining with Equation (3.6), we find that
(ι⊗ (ι⊗ ι⊗ π1)(β ⊗ ι)α)(X) = (β ⊗ ι)(y
∗)234 x14 (β ⊗ ι)(y)234 , (3.9)
which yields in L(H2 ⊗H1 ⊗K) the equality
(ι⊗ ι⊗ π1)(β ⊗ ι)α(F ) = (β ⊗ ι)(y
∗)(1 ⊗ 1⊗ π1(F ))(β ⊗ ι)(y) (3.10)
for all F ∈ C0(G1). Because of non-degenerateness, the same holds for all F ∈ M(C0(G1)) and hence, for
F ∈ C0(G/G2). As G2 acts continuously on C0(G/G2), we have α : C0(G/G2) → M(C0(G2) ⊗ C0(G/G2))
and so, we arrive at the formula
(ι⊗ π˜1)α(F ) = y
∗(1⊗ π˜1(F ))y ,
for all F ∈ C0(G/G2). This precisely gives the required covariance of (π˜1, πˆ2).
c) Denote by π and π˜1× πˆ2 the corresponding representations of Su and G2⋉fC0(G/G2). We have to prove
that they have the same image and this will be analogous to the proof of Proposition 3.6. We use again the
canonical implementation B ∈ M(K(H2)⊗ C0(G1)) of β. Observe that
π(Su) = [(ω ⊗ µ⊗ ι)(W) | ω ∈ L(H2)∗, µ ∈ L(H1)∗] = [(ω ⊗ µ⊗ ι)(y13 B
∗
12 x23) | ω ∈ L(H2)∗, µ ∈ L(H1)∗] .
Because B12 B13 X23 = X23 B12, we get B
∗
12 x23 = (ι⊗ π1)(B)13 x23 B
∗
12 and hence,
π(Su) = [(ω ⊗ µ⊗ ι)(y13 (ι⊗ π1)(B)13 x23) | ω ∈ L(H2)∗, µ ∈ L(H1)∗]
= [(ω ⊗ ι)(y (ι ⊗ π1)(B) π1(C0(G1)) | ω ∈ L(H2)∗] = [πˆ2(C
∗(G2)) π1(C0(G1))] .
From Equation (3.10), it follows that
π˜1((ωβ ⊗ ι)α(F )) = (ω ⊗ ι)
(
(β ⊗ ι)(y∗) (1⊗ 1⊗ π1(F )) (β ⊗ ι)(y)
)
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for all F ∈ C0(G1) and ω ∈ L(H2 ⊗H1)∗. Combining this with Lemma 3.5, it follows that
[πˆ2(C
∗(G2)) π˜1(C0(G/G2)) πˆ2(C
∗(G2))] = [πˆ2(C
∗(G2)) π1(C0(G1)) πˆ2(C
∗(G2))] .
The image of π˜1× πˆ2 is given by [πˆ2(C∗(G2)) π1(C0(G/G2))] and is a C∗-algebra. Also π(Su) is a C∗-algebra,
so that the calculation above shows that, indeed π and π˜1 × πˆ2 have the same image. This concludes the
proof of the first part of the proposition.
Suppose now, conversely, that we have a covariant representation (π˜1, πˆ2) on K for the left action of G2 on
G/G2. Denote by y the corepresentation of Yˆ corresponding to πˆ2. The representation π˜1 defines a measure
class on G/G2 which, by covariance, is invariant under the action of G2. We claim that this measure class
is supported by the image of G1 in G/G2. By invariance, the transformation (s, x¯) 7→ (s, sx) of G2 ×G/G2
preserves sets of measure zero and so, we have to prove that the set of pairs (s, x¯) such that sx 6∈ G1 has
measure zero. Using the Fubini theorem, it is enough to prove that, for any x ∈ G, the set of all s ∈ G2 such
that sx 6∈ G1 has measure zero. But this last set is equal to the set of all s ∈ G2 such that gs 6∈ G1G2x−1
for all g ∈ G1. And here, we get a set of measure zero and our claim has been proved.
Because the measure class on G/G2 is supported by G1, we can use the Borel calculus to find a non-
degenerate representation π1 of C0(G1) on K such that π˜1 is indeed obtained by extending π1 to M(C0(G1)).
Put x = (ι ⊗ π1)(X). We have to prove that W := (β ⊗ ι)(y) x23 is a corepresentation of W . Because π˜1
makes sense on all bounded Borel functions on G/G2 (which is essentially the same thing as bounded Borel
functions on G1), we get, by covariance
π˜1(F (p1(s ·))) = y
∗
s π˜1(F )ys ,
for all bounded Borel functions on F on G1. Integrating, we conclude that
π˜1((ω ⊗ ι)α(F )) = (ω ⊗ ι)(y
∗(1⊗ π˜1(F ))y) ,
for all bounded Borel functions on F on G1 and ω ∈ L(H2)∗. From this, it follows that Equation (3.10)
holds for all F ∈ C0(G1) and as we saw above, this yields that W is a corepresentation of W .
Observe that it follows immediately that the projection ∗-homomorphism of Su onto S corresponds exactly to
the projection ∗-homomorphism of the full crossed product G2⋉fC0(G/G2) onto the reduced crossed product
G2 ⋉r C0(G/G2). From the proof of the previous proposition, it also follows that we have a non-degenerate
∗-homomorphism C0(G1)→ M(Su).
Next, we consider covariant representations and we identify S ⋊r,f Sˆ.
Proposition 3.8. Suppose that V is a representation and W is a corepresentation of W , such that (V ,W)
is a covariant representation of W .
Take the unique corepresentations x of X and y of Yˆ and the unique representations a of X and b of Yˆ such
that
V = b12 (ι⊗ α)(a) and W = (β ⊗ ι)(y) x23 .
Denote by π1 and π2 the representations of C0(G1) and C0(G2) associated with x and b, respectively.
a) The ranges of π1 and π2 commute and we can define a non-degenerate representation π of C0(G1×G2).
Extending first to Cb(G1×G2) and then restricting to C0(G) using the map (g, s) 7→ gs, we get a non-
degenerate representation π˜ of C0(G).
b) The unitaries ag and ys commute for all g ∈ G1, s ∈ G2.
c) The pair (π˜, (ys ag)(s,g)) is a covariant representation for the action of G2 ×G1 on C0(G), where G2
acts on the left and G1 on the right.
d) The images of the associated representations of S ⋊f Sˆ and (G2 ×G1)⋉f C0(G) coincide.
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Conversely, every covariant representation for the action of G2 ×G1 on C0(G) is obtained in this way from
a covariant pair for W .
In particular,
S ⋊f Sˆ ∼= (G2 ×G1)⋉f C0(G)
in a natural way.
Proof. Let (V ,W) be a covariant pair for W on K and take, using Proposition 3.7, x, y, a and b as in the
statement of the proposition. As we remarked right after Definition 2.4, bothW and V are stably isomorphic
to W , but not jointly. This means that we have faithful, normal ∗-homomorphisms η : M → L(K) and
ηˆ : Mˆ → L(K) such that W = (ι⊗ η)(W ) and V = (ηˆ⊗ ι)(W ). Restricting to the von Neumann subalgebras
α(L∞(G1)) and L(G2)⊗ 1 of M and β(L
∞(G2)) and 1 ⊗R(G1) of Mˆ , we obtain faithful, normal
∗-homo-
morphisms π1, πˆ2, π2 and πˆ1 respectively, such that
x = (ι ⊗ π1)(X) , y = (ι⊗ πˆ2)(Yˆ ) , a = (πˆ1 ⊗ ι)(X) and b = (π2 ⊗ ι)(Yˆ ) .
The covariance of the pair (V ,W) is equivalent to each of the following formulas:
(η ⊗ ι)δ(z) = V(η(z)⊗ 1)V∗ for all z ∈M (ι⊗ ηˆ)δˆ(z) =W∗(1⊗ ηˆ(z))W for all z ∈ Mˆ .
Evaluating these formulas on the generators of M and Mˆ following Equations (3.2) and (3.3), covariance is
equivalent to each of the following two lines of formulas:
x12 (ι⊗ α)(X)134 = V234 x12 V
∗
234 , y12 ((ι⊗ π1)β ⊗ ι)(Yˆ )123 = V234 y12 V
∗
234 , (3.11)
(β ⊗ ι)(Yˆ )124 b34 =W
∗
123 b34 W123 , (ι⊗ (π2 ⊗ ι)α)(X)234 a34 =W
∗
123 a34 W123 . (3.12)
Using the explicit expression of V , the second formula of Equation (3.11) becomes
b∗23 y12 ((ι⊗ π1)β ⊗ ι)(Yˆ )123 b23 = (ι⊗ ι⊗ α)(a23 y12 a
∗
23) . (3.13)
Because α(L∞(G1))∩L(G2)⊗1 = C, we find a unitary v ∈ L(H2⊗K), such that a23 y12 a∗23 = v12. Treating
in the same way the second formula of Equation (3.12), we find that y∗12 a23 y12 ∈ 1 ⊗ L(K ⊗ H1). But,
y∗12 a23 y12 = y
∗
12 v12 a23, which yields the existence of u ∈ L(K) such that v = y(1 ⊗ u). Because clearly
both v and y are corepresentations of Yˆ , we find that u = 1. Hence, we arrived at the commutation of a23
and y12. This means that the unitaries ag and ys commute for all g ∈ G1, s ∈ G2.
Next, we observe that b∗(1 ⊗ F )b = (π2 ⊗ ι)δ2(F ) for all F ∈ L
∞(G2). Combining this with the formula
(δ2 ⊗ ι)α = (ι⊗ α)α, we can rewrite the first formula of Equation (3.11) in the form
b∗23 x12 b23 = (ι⊗ ι⊗ α)
(
a23 x12 a
∗
23 (ι⊗ (π2 ⊗ ι)α)(X
∗)
)
. (3.14)
As above, it follows that b∗23 x12 b23 ∈ L(H1⊗K)⊗1. Treating similarly the first formula of Equation (3.12),
we find
x23 b34 x
∗
23 = (β ⊗ ι⊗ ι)
(
((ι ⊗ π1)β ⊗ ι)(Yˆ
∗) y∗12 b23 y12
)
(3.15)
and hence, that x12 b23 x
∗
12 ∈ 1 ⊗ L(K ⊗H2). A similar reasoning as above yields now the commutation of
x12 and b23. This means that the ranges of π1 and π2 commute. Combining this with Equation (3.15), we
get
((ι⊗ π1)β ⊗ ι)(Yˆ ) b23 = y
∗
12 b23 y12 . (3.16)
Denote by π the non-degenerate representation of C0(G1×G2) on K such that π(F1⊗F2) = π1(F1) π2(F2).
Dualizing the continuous map (g, s) 7→ gs, we embed C0(G) into M(C0(G1 × G2)) and obtain the non-
degenerate representation π˜ of C0(G) on K. We have to prove that (π˜, (ag ys)) is a covariant representation.
We claim that
γ := ((β ⊗ ι)τ ⊗ ι)(ι ⊗ δ2) : C0(G1 ×G2)→ M(K(H2 ⊗H1)⊗ C0(G1 ×G2))
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is well-defined and non-degenerate. It suffices to verify this statement on C0(G1) ⊗ 1 and 1 ⊗ C0(G2)
separately. For C0(G1)⊗ 1, it follows from Equation (3.8). On the other hand, we observe that
(γ ⊗ ι)(Yˆ23) = B12 B13 Yˆ15 B
∗
13 B
∗
12 Yˆ45 ∈M(K(H2 ⊗H1)⊗ C0(G1 ×G2)⊗K(H2)) ,
where B ∈ M(K(H2) ⊗ C0(G1)) is again the canonical implementation of β. This proves our claim. Using
this last equation and Equation (3.16), we also observe that
(ι⊗ ι⊗ π ⊗ ι)(γ ⊗ ι)(1 ⊗ Yˆ ) = B12 ((ι⊗ π1)β ⊗ ι)(Yˆ )134 B
∗
12 b34
= (β ⊗ ι⊗ ι)(y∗12 b23 y12) = (β ⊗ ι)(y
∗)123 (π ⊗ ι)(1 ⊗ Yˆ )34 (β ⊗ ι)(y)123 .
Combining this with Equation (3.10), which holds because W is a corepresentation of W , we get
(ι ⊗ ι⊗ π)γ(F ) = (β ⊗ ι)(y∗) (1⊗ 1⊗ π(F )) (β ⊗ ι)(y) , (3.17)
for all F ∈ C0(G1 ×G2). By non-degenerateness, the same holds for F ∈ C0(G), which exactly means that
π˜(F (s ·)) = y∗s π˜(F ) ys ,
for all F ∈ C0(G) and s ∈ G2.
One similarly proves that π˜(F (· g)) = ag π˜(F ) a∗g for all F ∈ C0(G) and g ∈ G1. So, (π˜, (ag ys)) is a
covariant representation.
Denote the image of the representation of S ⋊f Sˆ associated with (V ,W) by A. Then, by definition
A = [(ι⊗ ω)(V) (µ⊗ ι)(W) | ω, µ ∈ L(H2 ⊗H1)∗] .
It follows from Proposition 3.7 and its proof that
A = [πˆ2(C
∗(G2) π1(C0(G1)) π2(C0(G2)) πˆ1(C
∗(G1))] = [πˆ2(C
∗(G2) π(C0(G1 ×G2)) πˆ1(C
∗(G1))] .
From Equation (3.17), we know that
π
(
(ω ⊗ ι⊗ ι)(τ ⊗ ι)(ι ⊗ δ2)(F )
)
= (ω ⊗ ι)(y∗ (1⊗ π(F )) y)
for all F ∈ C0(G1 × G2) and ω ∈ L(H2)∗. Lemma 3.9 following this proof, tells us that the left hand side
spans a dense subset of π˜(C0(G)). So, we get
[πˆ2(C
∗(G2) π˜(C0(G)) πˆ1(C
∗(G1)] = [πˆ2(C
∗(G2) π(C0(G1 ×G2)) πˆ1(C
∗(G1)] .
Because both A and the image of (G2 × G1) ⋉f C0(G) are C
∗-algebras, we easily get that A indeed equals
the image of (G2 ×G1)⋉f C0(G).
Suppose now that, conversely, we have a covariant representation (π˜, (ys ag)) for the action of G2 × G1 on
C0(G). The representation π˜ gives rise to a measure class on G which is invariant by multiplication on the
left by G2 and on the right by G1. We claim that this measure class is supported by G1G2. Because the
transformation (s, x) 7→ (s, sx) on G2×G preserves Borel sets of measure zero, it is enough to prove that for
any x ∈ G, the set of all s ∈ G2 such that sx 6∈ G1G2 has measure zero. But this is the case, as we already
saw in the proof of Proposition 3.7.
Hence, the Borel functional calculus provides a non-degenerate representation π of C0(G1×G2) such that π˜
is obtained by extending π to M(C0(G1 ×G2)) and then restricting to C0(G) through the map (g, s) 7→ gs.
We denote by π1 and π2 the corresponding representations of C0(G1) and C0(G2). Then, we can define
x = (ι⊗ π1)(X) and b = (π2 ⊗ ι)(Yˆ ). Defining
V = b12 (ι ⊗ α)(a) and W = (β ⊗ ι)(y) x23 ,
it follows from Proposition 3.7 that V is a representation of W and W is a corepresentation of W .
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We know that π˜(F (s ·)) = y∗s π˜(F )ys for all s ∈ G2 and all bounded Borel functions F on G. Integrating, it
follows in particular that
π˜
(
(ω ⊗ ι⊗ ι)(β ⊗ ι)δ2(F )
)
= (ω ⊗ ι)(y∗(1⊗ π2(F ))y)
for all ω ∈ L(H2)∗ and all F ∈ C0(G2). Evaluating this formula on F = (ι⊗ µ)(Yˆ ), we get
((ι⊗ π1)β ⊗ ι)(Yˆ ) b23 = y
∗
12 b23 y12 ,
which makes sense because β : C0(G2)→ M(K(H2)⊗C0(G1)) is well-defined and non-degenerate (using the
canonical implementation of β). Because a23 and y12 commute, it follows that Equation (3.13) holds and
hence, also the second formula of Equation (3.11) holds.
Because π˜(F (· g)) = agπ˜(F )a∗g for all g ∈ G1 and all bounded Borel functions F on G, we find similarly that
π˜
(
(ι⊗ ι⊗ ω)(ι⊗ α)δ1(F )
)
= (ι⊗ ω)(a(π1(F )⊗ 1)a
∗)
for all ω ∈ L(H1)∗ and all F ∈ C0(G1), which yields, in the same way,
x12 (ι ⊗ (π2 ⊗ ι)α)(X) = a23 x12 a
∗
23 ,
where (π2 ⊗ ι)α makes again sense using the canonical implementation of α. Because x12 and b23 commute,
we get that Equation (3.14) holds and hence, also the first formula in Equation (3.11). Combining both
formulas of Equation (3.11) and the definitions of V , W and W , we get
V345 W123 V
∗
345 = (β ⊗ ι)(y)123 ((ι⊗ ι⊗ π1)(ι⊗ δ1)β ⊗ ι)(Yˆ )1234 x23 (ι⊗ α)(X)245
=W123 (β ⊗ ι)(Yˆ )124 (ι⊗ α)(X)245 =W123 W1245 ,
where we used the formula (ι⊗ π1)δ1(F ) = x(F ⊗ 1)x∗ for all F ∈ C0(G1). So, we precisely get that (V ,W)
is a covariant pair for W .
The following lemma was needed to prove the previous proposition. It is completely analogous to Lemma 3.5
above.
Lemma 3.9. Using the map (g, s) 7→ gs, we embed C0(G) → M(C0(G1 ×G2)) ⊂ L∞(G1 ×G2). Then, we
have
C0(G) = [(ω ⊗ ι⊗ ι)(τ ⊗ ι)(ι ⊗ δ2)(C0(G1 ×G2)) | ω ∈ L(H2)∗] .
Proof. We have to prove that the functions
gt 7→
∫
K2(s)F1(p1(sg))F2(p2(sg)t) ds
belongs to Cc(G) whenever F1 ∈ Cc(G1),K2, F2 ∈ Cc(G2) and that they span a dense subset of C0(G). It
suffices to consider F1 of the form K˜1 ∗ P1 with K1, P1 ∈ Cc(G1) and
F1(g) =
∫
K1(h)P1(hg) dh .
Then, we can define bounded Borel functions K and P with compact support on G by the formulas
P (gs) = P1(g)F2(s) , K(gs) = K1(g)K2(s)∆1(g)
−1∆(g)
and P and K equal 0 outside G1G2. Because K and P belong to L
2(G) and have compact support, the
function H := K ∗ P defined by
H(x) =
∫
K(y)P (yx) dy
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belongs to Cc(G). But, using Proposition 3.2,
H(gt) =
∫
K(y)P (ygt) dy =
∫∫
K(hs)P (hsgt)∆1(h)∆(h)
−1 dh ds
=
∫∫
K1(h)K2(s)P1(hp1(sg))F2(p2(sg)t) dh ds =
∫
K2(s)F1(p1(sg))F2(p2(sg)t) ds .
This ends the proof, because it is clear that the functions K and P span dense subspaces of L2(G) and hence
the functions H span a dense subspace of C0(G).
We also characterize the reduced crossed products in the following easily proved proposition.
Proposition 3.10. The regular covariant pair (W,W ) for W corresponds through the procedure of Proposi-
tion 3.8 to a representation of (G2 ×G1)⋉f C0(G) which is stably isomorphic to the regular representation.
In particular,
S ⋊r Sˆ ∼= (G2 ×G1)⋉r C0(G)
and the projection ∗-homomorphisms from the full onto the reduced crossed products are intertwined by the
isomorphisms S ⋊f,r Sˆ ∼= (G2 ×G1)⋉f,r C0(G).
Proof. Because the orbit of e under the action of G2 ×G1, which is G2G1, is dense in G, it follows that the
covariant representation associated with this orbit, on the Hilbert space L2(G2 ×G1), is stably isomorphic
to the regular representation of (G2 × G1) ⋉f C0(G). It is clear that the V and W corresponding to this
covariant representation are twice W .
Using this proposition, we prove our main theorem.
Theorem 3.11. The multiplicative unitary W of the bicrossed product l.c. quantum group (M, δ) is regular
if and only if the map
θ : G1 ×G2 → G : θ(g, s) = gs
is a homeomorphism of G1 ×G2 onto G. The multiplicative unitary W is semi-regular if and only if θ is a
homeomorphism of G1 ×G2 onto an open subset of G with complement of measure zero.
Proof. In the proof of the previous proposition, we have seen that S ⋊r Sˆ is precisely given by the image,
denoted by A, of the irreducible representation of (G2×G1)⋉f C0(G) corresponding to the free orbit G2G1.
From Lemma 3.12, it follows that A = K(H2 ⊗H1) if and only if this orbit is closed and homeomorphic to
G2 ×G1 and that K(H2 ⊗H1) ⊂ A if and only if this orbit is locally closed and homeomorphic to G2 ×G1.
Because the orbit is dense and because of Proposition 2.6, we precisely arrive at the statement of the theorem,
using also that G1G2 = (G2G1)
−1.
In the next section, we will give examples were the image of θ is not open and hence, the associated
multiplicative unitary is not semi-regular. Nevertheless, it should be observed that W , being the regular
representation of a l.c. quantum group, is always manageable in the sense of [21]. So, not all manageable
multiplicative unitaries are semi-regular.
The next lemma is well known (see [8] for a related result), but we include a short proof for completeness.
Lemma 3.12. Suppose that a l.c. group G acts continuously (on the right) on a l.c. space X. Let x0 ∈ X
have a free orbit, i.e. the map θ : G→ X : θ(g) = x0 · g is injective.
Denote by π the representation of C0(X)⋊f G on L
2(G) corresponding to the orbit of x0. Then,
a) The image of π contains K(L2(G)) if and only if the orbit θ(G) is locally closed and θ is a homeomor-
phism of G onto θ(G).
b) The image of π is equal to K(L2(G)) if and only if the orbit θ(G) is closed and θ is a homeomorphism
of G onto θ(G).
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Proof. Suppose first that the image of π contains K(L2(G)). Equip θ(G) with its relative topology and
assume that θ−1 is not continuous. Then, we find elements gn ∈ G such that gn (n ≥ 1) remains outside a
neighborhood of g0, but x0 · gn → x0 · g0. Consider the dense subalgebra of the image of π consisting of the
operators γ(F ), F ∈ Cc(G×X), defined by
(
γ(F )ξ)(g) =
∫
G
F (h, x0 · g) ξ(gh) dh .
Take a function η ∈ L2(G) with ‖η‖ = 1 and with small enough support such that 〈λgnη, λg0η〉 = 0 for all
n ≥ 1, where (λg) is the left regular representation of G. One verifies immediately that
〈λgnη, γ(F )λgnη〉 → 〈λg0η, γ(F )λg0η〉 for all F ∈ Cc(G×X) .
Hence, the same holds for all a ∈ π(C0(X) ⋊f G) instead of γ(F ) and, in particular, for all a ∈ K(L2(G)).
This gives a contradiction when we take for a the projection on λg0η. So, θ
−1 is continuous. This means
that θ(G) is locally compact in its relative topology, which precisely means that θ(G) is locally closed in X .
Suppose next that the image of π is precisely K(L2(G)). Denote by Y the closure of θ(G). From the previous
paragraph, we already know that θ(G) is open in Y and that θ is a homeomorphism. Suppose that θ(G) 6= Y ,
take x1 ∈ Y \ θ(G) and take gn ∈ G such that x0 · gn → x1. Then, gn goes to infinity. Writing π1 for the
representation of C0(X) ⋊f G on L
2(G) corresponding to the orbit of x1, whose image contains the dense
subalgebra of operators γ1(F ), F ∈ Cc(G×X), we observe that
〈λgnη, γ(F )λgnη〉 → 〈η, γ1(F )η〉 for all η ∈ L
2(G), F ∈ Cc(G×X) .
But, λgnη → 0 weakly, as gn →∞. Because the image of π is supposed to be exactly the compact operators,
it follows from the previous formula that 〈η, γ1(F )η〉 = 0 for all F and η. This is a contradiction.
The converse implications are easy to prove.
Using the theory that we developed so far, it is also easy to give examples of l.c. quantum groups such that
the projection ∗-homomorphism from S ⋊f Sˆ onto S ⋊r Sˆ is not faithful. Loosely speaking, this means that
the action of (S, δ) on itself by translation is not amenable and in particular, not proper (whatever this
means).
Proposition 3.13. Suppose that G1 and G2 are conjugated, i.e. there exists an element z0 ∈ G such that
G2 = z0G1z
−1
0 .
a) S ⋊f,r Sˆ is strongly Morita equivalent with Su,r.
b) The projection ∗-homomorphism from S ⋊f Sˆ onto S ⋊r Sˆ is faithful if and only if G1 is amenable.
c) M ∼= Mˆ ∼= L(L2(G1)).
Proof. a) We use an argument which is essentially contained in Rieffel’s paper [17], but we include a sketch
of it for completeness. Write B = C0(G/G1). On Cc(G), the continuous compactly supported functions on
G, we define a B-valued inner product by
〈ξ, η〉(x) =
∫
G1
(ξη)(xg−1) dg .
Completion yields the Hilbert B-module E . Because the right action of G1 on G is proper, there is only
one crossed product C0(G)⋊G1, which can be identified with K(E), the ‘compact’ operators on the Hilbert
B-module E . Because E is full, we have a Morita equivalence between C0(G)⋊G1 and B. Then, we have
S ⋊f,r Sˆ ∼= (G2 ×G1)⋉f,r C0(G) ∼= G2 ⋉f,r K(E) ∼= K(G2 ⋉f,r E) ,
where all isomorphisms are natural and intertwine the projection of full onto reduced crossed products and
where G2 ⋉f,r E is the obvious full Hilbert G2 ⋉f,r C0(G/G1)-module. In the identifications above, only the
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isomorphism G2⋉fK(E) ∼= K(G2 ⋉f E) requires some care: consider the C∗-algebra K(E ⊕B) in which K(E)
is a full corner and on which G2 acts by automorphisms. Then, G2⋉fK(E) is a full corner of G2⋉fK(E ⊕B)
and is as such identified with K(G2 ⋉f E).
Observing that the right multiplication by z−10 gives a homeomorphism of G/G1 onto G/G2 intertwining
the left action of G2, we see that G2 ⋉f,r C0(G/G1) ∼= Su,r. So, we have proven the required strong Morita
equivalence.
b) Because of the Morita equivalence above, the projection of S⋊f Sˆ onto S⋊r Sˆ is faithful if and only if the
projection of Su onto S is faithful. From Theorem 15 in [6], it follows that this last projection is faithful if
and only if G2 is amenable. Because of conjugacy, this is equivalent to the amenability of G1.
c) As above, we observe that the left action of G2 on G/G2 is isomorphic to the left action of G2 on G/G1.
Using the isomorphism L∞(G/G1) ∼= L∞(G2), we see that the action of G2 on L∞(G/G2) is isomorphic to
the left translation of G2 on L
∞(G2). Hence, M ∼= L(L2(G2)).
Remark 3.14. Although in the situation of Proposition 3.13, we have a strong Morita equivalence between
S ⋊f Sˆ and Su and hence, an isomorphism S ⋊f Sˆ ⊗K ∼= Su⊗K, this isomorphism is very much ‘twisted’ for
the following reason: if G1 is non-amenable, Su is very different from S, but nevertheless, we claim that, for
any l.c. quantum group (M, δ), we have a natural, injective ∗-homomorphism M → M(S ⋊f Sˆ). As usual we
write S and Sˆ for the underlying C∗-algebras as in Equation (2.1).
From the remark after Definition 2.4, it follows that we can realize (in a natural way) S ⋊f Sˆ on a Hilbert
space K such that there exist normal, faithful ∗-homomorphisms π : M → L(K) and πˆ : Mˆ → L(K) such
that S ⋊f Sˆ = [π(S) πˆ(Sˆ)]. We prove that π(M) ⊂M(S ⋊f Sˆ). Take x ∈ S′′ and observe that
(πˆ ⊗ ι)(V )(π(x) ⊗ 1) = (π ⊗ ι)δ(x)(πˆ ⊗ ι)(V ) = (π ⊗ ι)(W ∗)(1 ⊗ x)(π ⊗ ι)(W )(πˆ ⊗ ι)(V ) ,
where V ∈ M(Sˆ ⊗ K) is the right regular representation of (M, δ) and W ∈ M(S ⊗ K) is the left regular
representation. Hence,
(S ⋊f Sˆ)π(x) = [π(S)(ι ⊗ ω)
(
(π ⊗ ι)(W ∗)(1 ⊗ x)(π ⊗ ι)(W )(πˆ ⊗ ι)(V )
)
| ω ∈ L(H)∗]
= [(ι⊗ ω)
(
(π(S) ⊗ x)(π ⊗ ι)(W )(πˆ ⊗ ι)(V )
)
| ω ∈ L(H)∗] ⊂ S ⋊f Sˆ .
So, we are done.
4 Examples
We start off by presenting a fairly general example. Suppose that A is a l.c. ring, with unit, but not
necessarily commutative and A 6= {0}. Denote by A⋆ the group of invertible elements in A. Then, A⋆ is a
l.c. group by considering it as the closed subspace {(a, b) | ab = 1 = ba} of A×A.
Next, we can define the ax+ b-group on this l.c. ring A.
G = A⋆ ×A with (a, x)(b, y) = (ab, x+ ay) .
Defining the closed subgroups (isomorphic with A⋆)
G1 = {(a, a− 1) | a ∈ A
⋆} and G2 = {(b, 0) | b ∈ A
⋆} ,
we observe that G1G2 consists of all pairs (a, x) such that x+ 1 ∈ A⋆. Hence, we get a matched pair of l.c.
groups if and only if A⋆ has complement of (additive) Haar measure zero in A. Observe that G1 and G2 are
conjugated by the element (−1,−1) ∈ G.
Suppose that A is a l.c. ring, different from {0}, with A \ A∗ of (additive) Haar measure zero.
Denote the bicrossed product multiplicative unitary associated to the above matched pair by WA and the
associated l.c. quantum group by (M, δ)A.
Proposition 4.1. We have the following properties.
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• The multiplicative unitary WA is not regular. It is semi-regular if and only if A⋆ is open in A.
• The projection of S ⋊f Sˆ onto S ⋊r Sˆ is faithful if and only if the l.c. group A⋆ is amenable.
• The dual (Mˆ, δˆ)A is isomorphic to the opposite quantum group (M, δop)A.
• The associated C∗- and von Neumann algebras are given by
Su,r ∼= Sˆu,r ∼= A
⋆ ⋉f,r C0(A) where A
⋆ multiplies A on the left ,
M ∼= Mˆ ∼= L(L2(A⋆)) ,
S ⋊f,r Sˆ ∼= K(L
2(A⋆))⊗
(
A⋆ ⋉f,r C0(A)
)
.
Proof. Using Theorem 3.11 and Proposition 3.13, we get immediately the first two statements of the propo-
sition.
To prove the third statement, define the unitary U on L2(A⋆ ×A⋆) by the formula
(Uξ)(b, a) = ∆A⋆(ab)
1/2ξ(a−1, b−1) ,
where ∆A⋆ is the modular function of A⋆. A straightforward calculation on the generators shows that
UMU∗ = Mˆ and that this isomorphism intertwines δop on M and δˆ on Mˆ
There is a homeomorphism from G/G2 onto A mapping (a, x) to x, intertwining the left action of G2 on
G/G2 with the left multiplication of A⋆ on A. So, using Propositions 3.6 and 3.7, we get Su,r ∼= A⋆⋉f,rC0(A)
where A⋆ multiplies A on the left. Because of the already proven third statement, we have Su,r ∼= Sˆu,r and
so, we have proven the first formula of the fourth statement.
The second formula of the fourth statement follows from Proposition 3.13.
Finally, using the homeomorphism (d, x) 7→ (d, x− d) of G, the action of G2 ×G1 on G is isomorphic to the
action b · (d, x) · a = (bda, bx) of G2 ×G1 on G. If we take the crossed product with the action of a ∈ A⋆,
we obtain K(L2(A⋆)) ⊗ C0(A), on which A
⋆ acts diagonally. This diagonal action is isomorphic with the
amplified action on C0(A) and we obtain the third formula, using Propositions 3.8 and 3.10.
Observe that the von Neumann algebraic picture of (M, δ)A is fairly trivial, because M ∼= L(L
2(A⋆)).
Nevertheless, the C∗-algebra picture is far from trivial. As we will see in concrete examples below, the
C∗-algebra S need not be type I.
An example of a non-amenable A∗ is, for instance, given by A = M2(R). In that case the projection of
S ⋊f Sˆ onto S ⋊r Sˆ is not an isomorphism.
Example 4.2. Let P be an infinite set of prime numbers such that
∑
p∈P
1
p
<∞ .
Define
A =
∏
p∈P
′
Qp ,
where Qp is the l.c. field of p-adic numbers and where the prime means that we take the restricted Cartesian
product: we only consider elements (xp) that eventually belong to the compact sub-ring Zp of p-adic integers.
When we equip A with the usual l.c. topology, we obtain a l.c. ring such that A⋆ has complement of measure
zero in A but A⋆ has empty interior in A. The fact that A⋆ has complement of measure zero follows from a
straightforward application of the Borel-Cantelli lemma: normalizing the Haar measure on Qp such that Zp
has measure one, we observe that Zp \ Z⋆p has measure
1
p , which is assumed to be summable over p ∈ P .
Observe that A is a (restricted) ring of adeles and that SA ∼= A⋆ ⋉ C0(A). Such a C∗-algebra SA is not of
type I and is intensively studied by J.B. Bost and A. Connes in [5]1.
1More precisely, they study the Hecke algebra, which is p(A⋆ ⋉C0(A))p for a natural projection p.
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Remark 4.3. Observe that in the previous example, we can replace Qp by the field of formal Laurent series
over the finite field Fp with p elements. We have the compact sub-ring of formal power series over Fp and
can perform an analogous construction.
Example 4.4. Another, more canonical example can be given, much in the same spirit as Example 4.2.
Denote for every prime number p by Kp the (unique) non-ramified extension of degree 2 of Qp. Let O(Kp)
be the compact ring of integers in Kp. Because the extension is non-ramified, the Haar measure of O(Kp) \
O(Kp)⋆ is
1
p2 . Because this sequence is summable, we can take
A =
∏
p prime
′
Kp .
Remark 4.5. Consider the easiest case A = R. Define K = L2(R∗). A covariant representation on the
Hilbert space K for G2 ×G1 acting on C0(G) is given by
π(F )(x) = F (x, x) for F ∈ C0(G), x ∈ R
∗ and (λbρa)(b,a)∈G2×G1 .
We can then take the covariant image of the bicrossed product multiplicative unitary WR and this yields the
multiplicative unitary W on K given by
(Wξ)(x, y) = ξ(
xy
x+ y + 1
,
y
x+ 1
) .
Observing that (W∗ξ)(x, y) = ξ(x(y+1)y , x + y + xy), we see that both W and W
∗ leave L2(R∗+) ⊗ L
2(R∗+)
invariant. So, the restriction of W gives us a multiplicative unitary W˜ on K+ := L2(R∗+). It is easy to check
that the weak closure of S
W˜
consists precisely of all the operators T ∈ L(K+) such that P[x,+∞[K+ is an
invariant subspace of T for all x ∈ R∗+. Hence, this weak closure is not invariant under involution. This
means that S
W˜
is not a C∗-algebra. Analogously, Sˆ
W˜
is not a C∗-algebra.
The multiplicative unitary W˜ is very singular and should certainly not be considered as the multiplicative
unitary of a quantum group.
Using the transformation v :]0, 1[→ R∗+ : v(x) =
x
1−x , the multiplicative unitary W˜ is transformed to a
multiplicative unitary X on L2(]0, 1[, dµ) given by
(Xξ)(x, y) = ξ(xy, y
1− x
1− xy
) .
The transformation v(x, y) = (xy, y 1−x1−xy ) is studied in [12] and is shown to be essentially the only pentagonal
transformation on ]0, 1[ of the form v(x, y) = (xy, u(x, y)) with u continuously differentiable.
We can construct an even more singular multiplicative unitary Y on the Hilbert space l2(Q∗+) which is
formally given by the same formula as W˜ . It is easy to check that SY = [θesθ
∗
er | 0 < r < s, r, s ∈ Q], where
(eq) denotes the obvious basis in l
2(Q∗+). Instead of Q, we can as well take any countable subfield of R.
Example 4.6. Up to now, we considered in fact only one example: the ax+ b group over an arbitrary l.c.
ring with two natural subgroups. If A = R, this example is the easiest non-trivial example of a matched
pair of real Lie groups (and the only non-trivial example when G is of dimension 2). But, there are a lot of
examples of matched pairs of algebraic groups, even in low dimensions, see e.g. [20]. Often, the field R or C
can be replaced by any l.c. ring A with A \ A⋆ of measure zero and A 6= {0}. Fix such a l.c. ring A.
We give two examples. First, define G = GL2(A), the two by two matrices over A. Take
G1 =
(
A⋆ A
0 1
)
and G2 =
(
1 0
A A⋆
)
.
Observe that G1 and G2 are conjugated by
(
0 1
1 0
)
.
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Next, we give an example in the same spirit as [19], Section 5.4. Fix q ∈ A and suppose q to be central.
Define on Bq := A4 the structure of a l.c. ring by putting
(
a b
c d
)
q
+
(
a′ b′
c′ d′
)
q
=
(
a+ a′ b+ b′
c+ c′ d+ d′
)
q
and
(
a b
c d
)
q
·
(
a′ b′
c′ d′
)
q
=
(
aa′ + qbc′ ab′ + bd′
ca′ + dc′ dd′ + qcb′
)
q
.
Defining πq
(
a b
c d
)
q
=
(
a b
qc d
)
⊕
(
a qb
c d
)
, we identify Bq with the closed subring of M2(A) ⊕M2(A) consisting
of the elements
(
a b
c d
)
⊕
(
a b′
c′ d
)
satisfying b′ = qb and c = qc′. If q ∈ A⋆, the first component of πq gives an
isomorphism Bq ∼=M2(A).
Define Gq = (Bq)
⋆ and
Gq1 = {
(
a b
0 d
)
q
| a, d ∈ A⋆, b ∈ A} and Gq2 = {
(
1 0
x 1
)
q
| x ∈ A} .
Observe that Gq1
∼= G11
∼= the group of upper triangular matrices in GL2(A) and G
q
2
∼= G12
∼= (A,+) for all
q ∈ A.
For any q ∈ A, we get a bicrossed product l.c. quantum group (M, δ)q whose right regular representation
Wq lives on the constant Hilbert space L
2(G12 × G
1
1). It is easy to check that the application q 7→ Wq is
strongly∗ continuous. So, we have a continuous family of l.c. quantum groups. If q ∈ A⋆, it is clear that
(M, δ)q ∼= (M, δ)1, because then, the first component of πq is an isomorphism. On the other hand, if q = 0,
we observe that G02 is a normal subgroup of G
0. So, G01 acts by automorphisms on (A,+) and G
0 ∼= G01⋉A.
So, (M, δ)0 is commutative and isomorphic to (L
∞(H), δH), where H := G
0
1 ⋉ Aˆ and Aˆ is the Pontryagin
dual of (A,+).
In this precise sense, the l.c. quantum groups (M, δ)q are continuous deformations of the l.c. group H .
If A is commutative, we can remain closer to [19], Section 5.4 and quotient out the center of Gq consisting
of the matrices ( a 00 a )q , for a ∈ A
⋆.
5 Concluding remarks
a) Pentagonal transformations
Following [3], we call v : X ×X → X ×X a pentagonal transformation, when X is a (standard) measure
space and v is a measure class isomorphism satisfying the pentagonal relation
v23 ◦ v13 ◦ v12 = v12 ◦ v23 .
Associated to any pentagonal transformation v, we have a multiplicative unitary V on the Hilbert space
L2(X), defined by (V ξ)(x, y) = d(x, y)1/2ξ(v(x, y)), where d is the right Radon-Nikodym derivative.
Not all pentagonal transformations are nice: in Remark 4.5, we obtained a pentagonal transformation such
that SV and SˆV are not even C
∗-algebras.
In [3], there was given a natural sufficient condition for a pentagonal transformation to be good. As explained
in the introduction, the result in [3] is incorrect as stated, but can be repaired as follows.
Proposition 5.1. Let v be a pentagonal transformation on X. Introduce binary composition laws on X by
writing v(x, y) = (x • y, x ♯ y). Suppose that the transformations φ(x, y) = (x • y, y) and η(x, y) = (x, x ♯ y)
are measure class isomorphisms.
Then, there exists a matched pair G1, G2 of closed subgroups of a l.c. group G (in the sense of Definition 3.1),
commuting actions on X of G2 on the left and G1 on the right, and a G2 ×G1-equivariant measurable map
f : X → G, such that
v(x, y) =
(
x · p1
(
p2(f(x))
−1f(y)
)
, p2(f(x))
−1 · y
)
for almost all (x, y) ∈ X ×X .
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We sketch the proof of this result, following [3] (there only appears an error in the proof of Proposition 3.4 a)
of [3]). In order to find G1, G2 and G, we write v
−1(x, y) = (x ⋄ y, x ∗ y) and further, ψ′(x, y) = (y ∗ x, y),
w(a, b, c, d) = (a • (b ♯ c), d ∗ (b • c), c, d). One can check that φ and ψ′ are pentagonal transformations on X
and w is a pentagonal transformation on X ×X . Because the pentagonal transformations φ, ψ′, w are all of
the form (r, s) 7→ (. . . , s), it follows from Lemme 2.1 in [3] that we can find l.c. groups G1, G2 and G, right
actions of Gi on X and of G on X ×X , and equivariant measurable maps fi : X → Gi, F : X × X → G
such that
φ(x, y) = (x · f1(y), y) , ψ
′(x, y) = (x · f2(y), y) and w(a, b, c, d) = ((a, b) · F (c, d), c, d) .
One also verifies that w = ψ′24v21φ13v
−1
21 .
Denote by V the multiplicative unitary associated to v and by V 1, V 2 and W the multiplicative unitaries
associated to φ, ψ′ and w, resp. So, we have W = V ∗21V
1
13V21V
2
24. Hence, the group von Neumann algebras
of G1 and G2 are von Neumann subalgebras of the group von Neumann algebra of G and so, G1 and G2
can be considered as closed subgroups of G. Under this identification, one has F (c, d) = f1(c)f2(d) almost
everywhere. Because F is surjective (from a measure theoretic point of view), it follows that the complement
of G1G2 has measure zero. From the formula for W , we also get that L
∞(G) ⊂ L∞(G1 ×G2) and we have
to prove that we have an equality. Then, G1 ∩G2 = {e} and we have a matched pair G1, G2 in G. Denote
by − σ-weak the weak closure. Then,
L∞(G) = [(ω ⊗ ι⊗ ι)(V ∗21V
1
13V21V
2
24) | ω ∈ L(L
2(X ×X))∗]
−σ-weak
= [(ω ⊗ ι⊗ ι)
(
V 113
(
(L∞(X)⊗ 1)V (1⊗ L∞(X))
)
21
V 224
)
| ω ∈ L(L2(X ×X))∗]
−σ-weak .
If H,K ∈ L∞(X), we observe that (H ⊗ 1)V (1 ⊗ K)V ∗ is the function (x, y) 7→ H(x)K(x ♯ y). As the
transformation (x, y) 7→ (x, x ♯ y) is a measure class isomorphism, the weak closure of these functions is the
whole of L∞(X ×X). So,
L∞(G) = [(ω ⊗ ι⊗ ι)
(
V 113L
∞(X)1V21V
2
24
)
| ω ∈ L(L2(X ×X))∗]
−σ-weak
= [(ω ⊗ ι⊗ ι)
(
V 113(Sˆ
′
V 1L
∞(X))1V21V
2
24
)
| ω ∈ L(L2(X ×X))∗]
− σ-weak
= [(L∞(G1)⊗ 1)(ω ⊗ ι⊗ ι)(V
2
24) | ω ∈ L(L
2(X ×X))∗]
− σ-weak = L∞(G1 ×G2) ,
where we used that Sˆ′V 1L
∞(X) is weakly dense in L(L2(X)). We conclude that we indeed get a matched
pair G1, G2 in G.
Because η′(x, y) = (y ♯ x, y) is a measure class isomorphism, we associate with it a unitary operator B on
L2(X ×X). One checks that ψ′23η
′
12η
′
13 = η
′
12ψ
′
23 and hence, B13B12V
2
23 = V
2
23B12. It follows that B
∗ is a
representation of V 2. Hence, B ∈ L(L2(X))⊗ L∞(G2). It follows that there exists a left action ⊲ of G2 on
X such that y ♯ x = f2(y) ⊲ x almost everywhere.
Analogously, we can find a right action of G1 on X such that x ⊳ f1(y)
−1 = x ⋄ y. The left action of G2 and
the right action of G1 commute and defining f(x) = f1(x)f2(x)
−1, we have a G2×G1-equivariant measurable
map f : X → G. One can show that this map and the commuting actions of G1 and G2 satisfy the conclusion
of the proposition.
Remark 5.2. Combining Proposition 5.1 and Proposition 3.8, we observe that the multiplicative unitary V
associated to a good pentagonal transformation v is precisely a covariant image of the regular representation
of the associated bicrossed product. In particular, (SV , δV ) is always a bicrossed product l.c. quantum group.
Remark 5.3. In the beginning of Section 3, we started with a matched pair G1, G2 of closed subgroups of G
and constructed with them a ∗-automorphism τ : L∞(G1 ×G2)→ L∞(G2×G1) such that τσ is a matching
of (L∞(G2), δ2) and (L
∞(G1), δ
op
1 ) with trivial cocycles, in the sense of [19], Definition 2.1. Suppose now
that, conversely, τ is such that τσ is a matching. Hence, τ is a faithful ∗-homomorphism satisfying
(τ ⊗ ι)(ι ⊗ τ)(δ1 ⊗ ι) = (ι⊗ δ1)τ and (ι⊗ τ)(τ ⊗ ι)(ι ⊗ δ2) = (δ2 ⊗ ι)τ .
Defining α and β to be the restrictions of τ to L∞(G1) and L
∞(G2) respectively, we get a left action of
G2 on L
∞(G1) and a right action of G1 on L
∞(G2). Hence, we can write τ(F )(s, g) = F (αs(g), βg(s)) for
20
almost all g, s and where (αs) and (βg) are actions of G2, resp. G1 by measure class isomorphisms of G1,
resp. G2. We can define with the same formula as in Definition 3.3, the multiplicative unitary W , which
corresponds to the pentagonal transformation
v(s, g, t, h) = (s, g αβg(s)−1t(h), βg(s)
−1t, h)
on X := G2 × G1. Corresponding to v, we have the mappings φ and η as above. It is clear that η
is a measure class isomorphism. We prove that the same holds for φ. Because we have a pentagonal
transformation, we can define the (measure theoretically) surjective mapping P (x, y) = x • y. Defining the
measure class isomorphism uα(s, g) = (s, αs(g)) and the surjective mapping P1(s, g, t, h) = (s, gh), one checks
that uαP = P1(uα×uα), where we use the relation αs(gh) = αs(g)αβg(s)(h) for almost all s, g, h, which follows
from (ι⊗ δ1)α = (τ ⊗ ι)(ι⊗ α)δ1. It follows that P = u−1α P1(uα × uα) and so φ = (u
−1
α × u
−1
α )φ
1
24(uα × uα),
where φ1(g, h) = (gh, h). Hence, also φ is a measure class isomorphism and we can apply Proposition 5.1.
We find a l.c. group G and going through the construction, we observe that we identify G1 and G2 with
closed subgroups of G such that G1, G2 is a matched pair and αs(g) = p1(sg), βg(s) = p2(sg).
b) Regularity and semi-regularity
We will give several characterizations of regularity and semi-regularity of l.c. quantum groups. In fact, it
will become clear that it is very amazing that there indeed exist non-semi-regular l.c. quantum groups.
Terminology 5.4. A l.c. quantum group is said to be regular, resp. semi-regular, if its right (or, equivalently,
left) regular representation is a regular, resp. semi-regular multiplicative unitary.
Let V be the right regular representation of a fixed l.c. quantum group (M, δ), as in Section 2. Denote by S
its underlying C∗-algebra as in Equation (2.1).
In the proof of Proposition 2.6, we introduced the modular conjugations J and Jˆ , that we will use extensively.
They are anti-unitary operators on the Hilbert space H , which is the GNS-space of the invariant weights.
Observe that JMJ =M ′, JˆMˆ Jˆ = Mˆ ′, JˆSJˆ = S and JSˆJ = Sˆ.
When we write K, we always mean K(H).
From Proposition 2.6, we know that regularity is equivalent with K = [S Sˆ] and this is not always the case.
However, if we put slightly more, we do get K.
Lemma 5.5. We have [JSJ S Sˆ] = K.
Proof. From Equation (2.2) and using the notation U = JJˆ , we know that, up to a scalar
(1 ⊗ U)Σ = (U ⊗ U)V ∗(1⊗ U)ΣV ∗Σ(U ⊗ 1)V ∗ .
Applying ω ⊗ ι, it follows that
K = [(ω ⊗ ι)
(
(U ⊗ U)V ∗(1⊗ U)ΣV ∗Σ(U ⊗ 1)V ∗
)
| ω ∈ L(H)∗] .
Because K = [JSJ K S] and because V ∈M(K ⊗ S), it follows that
K = [JSJ (ω ⊗ ι)(ΣV ∗Σ) S | ω ∈ L(H)∗] = [JSJ Sˆ S] .
Because [Sˆ S] is a C∗-algebra, we are done.
Recall that V ∈M(K ⊗ S) and S = [(ω ⊗ ι)(V ) | ω ∈ L(H)∗]. So, the following result is quite surprising.
Proposition 5.6. The l.c. quantum group (M, δ) is semi-regular if and only if
[(ω ⊗ ι)(V ∗(1 ⊗ S)V ) | ω ∈ L(H)∗] ∩ S 6= {0} .
If this is the case, we have S ⊂ [(ω ⊗ ι)(V ∗(1 ⊗ S)V ) | ω ∈ L(H)∗]. The quantum group is regular if and
only if the equality holds.
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Proof. We first claim that in general
[Sˆ JSJ (ω ⊗ ι)(V ∗(1⊗ S)V ) | ω ∈ L(H)∗] = [Sˆ JSJ ] .
We make the following calculation, where we use the pentagonal equation, Lemma 5.5 and the formula
V ∗ = (J ⊗ Jˆ)V (J ⊗ Jˆ).
[Sˆ JSJ (ω ⊗ ι)(V ∗(1⊗ S)V ) | ω ∈ L(H)∗] = [(ω ⊗ ι⊗ µ)(V23V
∗
12(1⊗ JSJ S ⊗ 1)V12) | ω, µ ∈ L(H)∗]
= [(ω ⊗ ι⊗ µ)(V ∗13V
∗
12V23(1⊗ JSJ S ⊗ 1)V12) | ω, µ ∈ L(H)∗]
= [(ω ⊗ ι)(V ∗(1⊗ Sˆ JSJ S)V ) | ω ∈ L(H)∗]
= Jˆ [(ι ⊗ ω)(ΣV (1⊗K)V ∗Σ) | ω ∈ L(H)∗]Jˆ
= Jˆ [C(V )C(V )∗]Jˆ = [Sˆ JSJ ] ,
where, in the end, we used the calculation of C(V ) from the proof of Proposition 2.6. This proves our claim.
Suppose that a 6= 0 and a ∈ [(ω⊗ι)(V ∗(1⊗S)V ) | ω ∈ L(H)∗]∩S. Take b ∈ S and x ∈ Sˆ such that xJbJa 6= 0.
Combining our claim with Lemma 5.5, we see that xJbJa ∈ [Sˆ JSJ ]∩K. Hence, [Sˆ JSJ ]∩K 6= {0}. Because
the C∗-algebra [Sˆ JSJ ] acts irreducibly on H , it follows that K ⊂ [Sˆ JSJ ] and so, the l.c. quantum group
is semi-regular.
Conversely, suppose that the l.c. quantum group is semi-regular. Then,
[(ω ⊗ ι)(V ∗(1 ⊗ S)V ) | ω ∈ L(H)∗] = [(µ⊗ ω ⊗ ι)(V
∗
23V
∗
13V23) | ω, µ ∈ L(H)∗]
= [(µ⊗ ω ⊗ ι)(V ∗23V12V23) | ω, µ ∈ L(H)∗]
= [(ω ⊗ ι)(V ∗(S ⊗ 1)V ) | ω ∈ L(H)∗]
= [(ω ⊗ ι)(V ∗(Jˆ SˆJˆ S ⊗ 1)V ) | ω ∈ L(H)∗]
⊃ [(ω ⊗ ι)(V ∗(K ⊗ 1)V ) | ω ∈ L(H)∗] = S .
If the l.c. quantum group is regular, the ⊃ above is an equality. If, finally, [(ω ⊗ ι)(V ∗(1 ⊗ S)V ) | ω ∈
L(H)∗] = S, it follows from our claim above and Lemma 5.5 that
[Sˆ JSJ ] = [Sˆ JSJ S] = K .
This precisely gives the regularity.
Another characterization of semi-regularity is in terms of coactions of l.c. quantum groups.
LetB be a C∗-algebra and α : B → M(S⊗B) a non-degenerate ∗-homomorphism satisfying (ι⊗α)α = (δ⊗ι)α.
We say that α is a coaction of S on B.
A seemingly natural definition for the continuous elements under the coaction is
T := [(ω ⊗ ι)α(B) | ω ∈ L(H)∗] .
Proposition 5.7. The l.c. quantum group (M, δ) is semi-regular if and only if the above closed linear space
T of continuous elements is a C∗-algebra for all coactions α of S on a C∗-algebra B.
Proof. Suppose first that (M, δ) is semi-regular. Then,
T ⊃ [(ω ⊗ ι)α
(
y (µ⊗ ι)α(x)
)
| ω, µ ∈ L(H)∗, x, y ∈ B]
= [(µ⊗ ω ⊗ ι)(α(y)23 V12α(x)13V
∗
12) | ω, µ ∈ L(H)∗, x, y ∈ B]
= [(µ⊗ ω ⊗ ι)(α(y)23
(
(K ⊗ 1)V (1⊗K)
)
12
α(x)13) | ω, µ ∈ L(H)∗, x, y ∈ B]
⊃ [(µ⊗ ω ⊗ ι)(α(y)23(K ⊗K ⊗ 1)α(x)13) | ω, µ ∈ L(H)∗, x, y ∈ B] = [TT ] .
Hence, T is an algebra. It is clear that T ∗ = T and so, T is a C∗-algebra.
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If conversely, the space of continuous elements is always a C∗-algebra, we define B := K(H⊕C). Consider the
left regular representationW ∈M(S⊗K) satisfying (δ⊗ ι)(W ) = W13W23 and put X := W ⊕1 ∈M(S⊗B).
Define α(x) = X∗(1 ⊗ x)X for all x ∈ B. Writing θξ for the obvious operator in K(C, H) whenever ξ ∈ H ,
we observe that
T =
{(
[(ω ⊗ ι)(W ∗(1⊗K)W ) | ω ∈ L(H)∗] θξ
θ∗η C
)
| ξ, η ∈ H
}
.
So, because T is a C∗-algebra, we get
K ⊂ [(ω ⊗ ι)(W ∗(1⊗K)W ) | ω ∈ L(H)∗] .
Using the fact that W = Σ(U ⊗ 1)V (U∗ ⊗ 1)Σ, we conclude that
K ⊂ U [(ι⊗ ω)(V ∗Σ(1⊗K)ΣV ) | ω ∈ L(H)∗]U
∗ = U [C(V )∗C(V )]U∗ = [S Sˆ] .
So, (M, δ) is semi-regular.
We conclude that the notion of continuous elements is problematic for coactions of non-semi-regular quantum
groups. Hence, it is not surprising that is equally problematic to define continuous coactions.
There are at least two natural definitions. Let α : B → M(S ⊗B) be a coaction.
• We call α continuous in the weak sense when B = [(ω ⊗ ι)α(B) | ω ∈ L(H)∗].
• We call α continuous in the strong sense when S ⊗B = [α(B)(S ⊗ 1)].
We have the following result.
Proposition 5.8. Consider a coaction α : B → M(S ⊗B) of S on B. If (M, δ) is regular, continuity in the
weak sense implies continuity in the strong sense.
If (M, δ) is semi-regular, but not regular, there exists a coaction α that is continuous in the weak sense, but
not in the strong sense.
Proof. If (M, δ) is regular, we know from [2] that [(K ⊗ 1)V (1 ⊗ S)] = K ⊗ S. So, if α is continuous in the
weak sense, we get
[α(B)(S ⊗ 1)] = [α((ω ⊗ ι)α(B))(S ⊗ 1) | ω ∈ L(H)∗]
= [(ω ⊗ ι⊗ ι)(V12α(B)13V
∗
12(K ⊗ S ⊗ 1)) | ω ∈ L(H)∗]
= [(ω ⊗ ι⊗ ι)(V12α(B)13(1⊗ S ⊗ 1)) | ω ∈ L(H)∗]
= [(ω ⊗ ι⊗ ι)
(
((K ⊗ 1)V (1 ⊗ S))12α(B)13
)
| ω ∈ L(H)∗]
= S ⊗ [(ω ⊗ ι)α(B) | ω ∈ L(H)∗] = S ⊗B .
Hence, α is continuous in the strong sense.
Suppose now that (M, δ) is semi-regular, but not regular. Define
B :=
{(
[Sˆ S] θξ
θ∗η C
)
| η, ξ ∈ H
}
with α
(
x θξ
θ∗η λ
)
=
(
W ∗(1 ⊗ x)W W ∗(1 ⊗ θξ)
(1 ⊗ θ∗η)W 1⊗ λ
)
,
where W ∈ M(S ⊗ Jˆ SˆJˆ) is again the left regular representation. It is easy to verify that α is a coaction
which is continuous in the weak sense, but not in the strong sense.
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