A coarse grained model in the frame work of principal component analysis is presented. We used a bath of harmonic oscillators approach, based on classical mechanics, to derive the generalized Langevin equations of motion for the collective coordinates. The dynamics of the protein collective coordinates derived from molecular dynamics simulations have been studied for the Bovine Pancreatic Trypsin Inhibitor. We analyzed the stability of the method by studying structural fluctuations of the C α atoms obtained from a 20 ns molecular dynamics simulation. Subsequently, the dynamics of the collective coordinates of protein were characterized by calculating the dynamical friction coefficient and diffusion coefficients along with time-dependent correlation functions of collective coordinates. A dual diffusion behavior was observed with a fast relaxation time of short diffusion regime 0 2 − 0 4 ps and slow relaxation time of long diffusion about 1 − 2 ps. In addition, we observed a power law decay of dynamical friction coefficient with exponent for the first five collective coordinates varying from −0 746 to −0 938 for the real part and from −0 528 to −0 665 for its magnitude. It was found that only the first ten collective coordinates are responsible for configuration transitions occurring on time scale longer than 50 ps.
Introduction
Molecular dynamics (MD) is one of the most widely used techniques in the simulation of the molecular systems, due, in part, to its simplicity and ability to accurately sample the conformational phase space of a molecular system. By integrating Newton's equations of motion, this technique provides a time-dependent behavior and evolution of the system as it samples conformation space. Atomistic MD methods have provided important contributions to the understanding of the link between protein structure, dynamics and function [1] [2] [3] . However, many interesting dynamic properties of biological molecules cannot, unfortunately, be simulated directly using atomistic simulations due to the time scale limitations of the method (up to tens or hundreds of nanoseconds for large systems). Therefore, efforts have been made to develop MD techniques for exploring the conformation phase space of biomolecular systems [4] [5] [6] [7] [8] [9] [10] .
Proteins are systems with a complex energy landscape topology and a large number of energy minima, and in addition, their dynamics involve motions at different time and size scales [11] . The biological function of a protein is generally determined by a collective motion or correlated fluctuations involving large portions of the structure. These dominant correlated motions in macromolecules will certainly influence their behaviors on micro-and nano-scales, and must be understood and appropriately handled in order to enable rational protein-based technologies. Thus, developing advanced numerical methods that are capable of efficiently determining the equilibrium conformation of proteins in aqueous solvent is a major goal of structural biology. Further unfolding of these activities would allow researchers to investigate and predict the structure and function of proteins.
To overcome the problems arising from the time and size scale limitations, in particular for the proteins, the coarse grained models have shown great promise [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Coarse grained representations combined with enhanced computer power has allowed the simulations of systems of biologically relevant size and time scale [24, 25] . The main challenge with coarse-grained protein models is in how to obtain an effective energy potential that captures the physics of the actual potential for the space and time resolution of interest, and hence that they can be as predictive as the atomistic models.
The principal component analysis (PCA) [26] has often been used to reduce the number of degrees of freedom of the biomolecular systems. A detailed implementation of the method for use in the MD simulations can be found in Refs. [27, 28] . In the context of the protein systems, this method is also known as quasi-harmonic analysis and has been introduced by Karplus and co-workers [29, 30] . The method has also been employed to describe molecular dynamics trajectories in terms of a small number of variables, namely essential degrees of freedom which are responsible for all relevant structural transitions in these molecules [31] [32] [33] [34] [35] [36] [37] . In this method, the covariance matrix of the atomic positional fluctuations obtained from a MD trajectory is constructed and only relevant directions with significant non-zero eigenvalues are considered [33] . For a protein, only a few components are sufficient to describe the motions with the largest amplitude in the system, and the rest can be considered as constraints responsible for small fluctuations. It appears that it is possible to use the PCA method to reduce the phase space of proteins for long time molecular dynamics. In particular, one may determine a small number of important modes by PCA and project equations of motion on the resulting lowdimensional vector space. However, an important question arises at this point, whether the correlation functions obtained by molecular dynamics trajectory are accurate enough to capture the correlations that exist between the slow and fast modes [38] (and the references therein). Recently, Lange and Grubmüller [39] have shown that it is possible to derive the equations of motion in the essential degrees of freedom subspace in order to describe long time protein dynamics. The same approach has also been used in Ref. [40] to rewrite these equations of motion.
In this paper we will use another approach to characterize the differential equations on the reduced phase space defined by the PCA method, which can then be used in molecular dynamics simulations with respect to the reduced space. This method is based on the coupling of the essential degrees of freedom to a bath of harmonic oscillators. The approach described here is attractive from the physics point of view, which allows us to quantify the physical parameters coupled to the equations of motion of the so-called collective coordinates. In the PCA analysis we usually consider only a small number of degrees of freedom (M 3N), called collective coordinates, which can be used to characterize the slow motion of the protein.
These degrees of freedom are coupled to other degrees of freedom of the system, for example the protein can be solvated and also the slow degrees of freedom of the protein.
Here, we will present a harmonic bath model which is often used to describe the weak coupling to the environmental degrees of freedom [41] [42] [43] [44] (see also the references therein). It is straightforward to use the same model to describe the coupling of the proteins collective motion of slow degrees of freedom to a harmonic bath, which in this context describes the fast degrees of freedom of system. We use a pure classical frame work and show that based on this formalism we derive the well known generalized Langevin equation [41] [42] [43] of slow motion of proteins.
The advantage of the method presented in this paper compared to other coarse-grained models is that the model depends on a smaller parameter set, which can be estimated directly from the atomistic simulations. On the other hand, the number of degrees of freedom of the reduced dimensional space can be very small, since only a few components are sufficient to describe the motions with the largest amplitude in the system, and the rest can be modeled as constraints responsible for small fluctuations. This model can be used to drive the system to the transition to other conformations faster, which is dominated only by a few collective degrees of freedom. The main trade off of this method is that there is some loss of information due to dimensionality reduction but this factor is outweighed by the ability to effectively model protein flexibility in a subspace of largely reduced dimensionality. There is inevitably some loss of accuracy due to the truncation, but the modulation of the kernel memory function as described in our model will help shed light on the mechanism of conformational transitions with acceptable accuracy.
The proper assessment of subspace similarities and their interpretation is nontrivial. In this paper, the convergence of the PCA subspaces is tracked by computing the overlap between two halves of the full trajectory of length 20 ns. To assist proper interpretation, we have also compared the results to the convergence obtained for PCA subspaces of a multidimensional random walk, that is, between the short MD trajectory of 1.5 ns long and a longer MD trajectory of 20 ns in which multiple conformation states were observed. It has been shown [45] that collective coordinates obtained from PCA of MD simulations of a few nanoseconds can provide collective degrees of freedom that should be suitable for an effective dimension reduced description of protein dynamics; for example, for the protein T4 lysozyme (a 164 residue protein, which is known to undergo significant conformational dynamics), 10% of the principal components obtain from a 5 ns trajectory describe more than 90% of the total atomic displacements observed in a long 200 ns simulation. This was true even though three different conformational states were visited for extended periods of time (> 50 ns each) during the 200 ns simulation, of which only one contributed to the PCA [45] . In addition, in Ref. [46] it is shown that the fluctuations around one conformation can be sampled to a reasonable extent from MD simulations of the order of nanoseconds and that the conformational dynamics within a single conformational state can contain significant information of the transitions to other conformations. Our hope in this work is that from running short MD simulations (of a few nanoseconds), we can then use the Langevin dynamics of collective variables to drive the system faster to the transition to other conformations.
Computational methods

Method for determining dynamic friction
In order to calculate the dynamic friction coefficient ξ ( ) we refer to Equation (B7) (Appendix B) and the velocity autocorrelation functions of the collective coordinates, V. Multiplying by V (0) both sites of Equation (B7) (Appendix B) and taking an ensemble average on both sites, one can write
which can be further written as
since V (0)R ( ) = 0 (see Appendix B). In Equation (1), C V V is the velocity autocorrelation function and C F V is the correlation function between the force ( − U X ) and velocity (V ). By definition, the potential of the mean force, U(X ) is determined from the equilibrium distribution function of the system by integrating out all degrees of freedom, except X , i.e., [47] 
where (X ) is the equilibrium distribution function along X , Z 0 is the partition function, and δ(X ) is the Dirac-delta function, which guarantees that the integrand in Equation (2) is non-zero only when the coordinate X has the desired value, i.e.,X (X P) = X . Calculating the correlation functions from MD simulation and substituting them into the integral Equation (1), followed by numerical integration, gives ξ ( ). Alternatively, one can evaluate the Fast Fourier transform of both sites of Equation (1), giving 
Alternatively, one can use the Einstein diffusion equation [48, 49] (see also a very recently discussion about this problem [50] ), which relates the diffusion coefficient, D , of the collective coordinate X with ξ
In addition, one can use the Green-Kubo equation relating the correlation function integrals to the transport coefficients [51] :
where is the number of diffusion dimensions. Equation (6) can be derived from the Einstein formula [48] , which relates the diffusion coefficient with the average square displacement of X as
In Equations (6) and (7), · · · denotes an ensemble average over many starting times 0 and is the MD simulation time. Recently, diffusion calculation results have been presented for Lennard-Jones liquids [52, 53] . It is interesting to note that the relations 6 and 7 are valid for the limit of long simulation run ( → ∞). Therefore, D can not be calculated locally in time (short trajectory), but only globally, i.e. the system has to be simulated by molecular dynamics for a long time accounting for all possible correlations between slow and fast modes on the system. Here, we have employed the same theoretical frame work as in Ref. [54] , which corresponds to a double diffusion model, i.e. a short time diffusion D 0 within a configurational space region which can be approximated by a single harmonic well, followed by a diffusion between harmonic well regions that can be approximated by a long time diffusion constant D ∞ . Based on this model we have used this theoretical curve to model the short time decay of the negative tail of the autocorrelation function
where τ 0 corresponds to fast relaxation time, i.e. the time when first C V V ( ) is negative, τ is the short relaxation time and C 0 is a constant. Note that Equation (8) is valid only for τ 0 . Then, by integrating expression given by Equation (8), we can simply find a general expression for the double diffusion model, which has also been used elsewhere [54] 
which similarly is valid only for τ 0 . In Equation (9) . It is important to mention that the full dynamics of the collective coordinates, similarly to the internal degrees of freedom of the system, cannot simply be described by this model to full equilibration, because due to the time limits the coordinates have not sampled the whole available phase space. Therefore, D ∞ , calculated here, describes only approximately the dynamical behavior of D( ) in very long simulation times.
Equilibration and molecular dynamics simulations
Here we considered the bovine pancreatic trypsin inhibitor (BPTI) protein, which contains 58 amino acids. To prepare the structure for the simulation, all the crystallographic water molecules were removed from 1 09 Å crystal structure in the Brookhaven Protein Data Bank (PDB code 1BPI). [55] the LEAP module from AMBER 8.0 [56] was then used to place hydrogens. The system was placed in a ∼ 3600 TIP3P water box with the LEAP module. Six chloride ions were added to neutralize the system using the LEAP module.
Simulations were performed with the SANDER module using Amber protein force field [57, 58] . Periodic boundary conditions and particle-mesh Ewald [59] treatment of the electrostatics were employed. All bond lengths were constrained using the SHAKE algorithm [60] . At the start of the equilibration, the protein was restrained during 10000 steps of minimization using 500 kcal mol −1 Å 2 harmonic constraints, while allowing water molecules and ions to move. These restrains were maintained through a 20 ps gradual warming from 0 to 300 K under constant volume and temperature (N V T ) conditions. The equilibration was continued under the same conditions for 50 ps at 300 K with 500 kcal mol . Further unrestrained N P T MD simulations for about 1 ns completed the equilibration phase. Then, a 20 ns of production stage was performed using the unrestrained N P T MD simulations. The snapshots of the MD simulation were collected every 1 0 ps. The resulting trajectories were used to do the principal component analysis. In order to evaluate the dynamics of the collec-tive coordinates, we used these configurations to start new shorter MD simulations, of about 1 0 ns, from which we calculated the velocity autocorrelation functions, memory kernel function and diffusion coefficients as a function of time. In these calculations we used shorter time interval of 0 1 ps between snapshots to avoid any effects on the measurements due to the short-time dynamical behavior of the correlation function relaxation.
Results and discussion
Principal component analysis were performed to extract the essential dynamics [33] of the structural freedom in proteins. Only C α atoms were included in PCA in this work because it has been shown [33, 34, 61] that this approach best detects the large-scale concerted motions in proteins.
Our results show that only a few eigenvectors were found with significant eigenvalues; for example, the first three modes contribute about 70% to the overall motion, shown in Figure 1A . Projection of the trajectory on the subspace spanned from the first two modes (see Figure 1B) , which contribute about 62% to the overall motion, indicates that the conformations from the MD simulations fall into twelve clusters, considered as the regions of the lowest energy. (We used the -means clustering algorithm [62] to obtain the clustering of the configuration space density, presented with different colors.)
To obtain the essential dynamic properties of a protein, the trajectory should be sufficiently long to sample the system in equilibrium. [38, 61] That is, the initial state points of the trajectory obtained during the equilibration process of a system by MD simulations may represent a nonphysical process, thus they should not be taken into account during PCA. [61] From the statistical point of view, [63] the elements of the covariance matrix are greatly influenced by the state of statistical control of the data upon which the matrix is based. Here we compare two halves of the MD trajectory of the BPTI protein to show that the essential subspace obtained from one half of the trajectory is similar to that calculated from the other half. Figure 2A shows the fluctuations in the two halves and of the full trajectories onto corresponding subspace, indicating that all modes that show large fluctuation in one-half of the trajectory also show significant fluctuation in the other half and the sum of the fluctuations in both halves is almost equal to the fluctuations of the full trajectory. In other words, the subspaces spanned by each half are similar to each other and to the one obtained from the full trajectory analysis. In addition, the eigenvectors obtained from the two halves independently were cross projected and the following matrix is defined [38] P αβ = e (1) α · e (2) β (10) where e ( ) α is the α-th eigenvector obtained from the -th trajectory window ( = 1 2) and α β = 1 · · · M. The results presented in Figure 2B show that the projections of the principal modes are nearly diagonal, indicating that all modes of one half have high projections on the modes of other half. Thus, the directions in the configurational space of both halves of the trajectory are ordered similarly with respect to the amount of fluctuation. We have also calculated the autocorrelation functions C X X of the projections (X ) of trajectory onto the eigenvectors corresponding to the five largest eigenvalues λ of the covariance matrix, plotted in Figure 3 . Our results demonstrate that motion along these eigenvectors exhibits a relaxation time which is longer than 500 ps for the first projection, X 1 , and about 250 ps for X 2 . A shorter relaxation time of about 100 ps for the other projections X 3 to X 5 . The fact that the projections along some of the eigenvectors, in particular those associated with the largest eigenvalues, exhibit longer relaxation time may also be explained with presence of many local minima in the potential energy function along the corresponding mode. This was also confirmed from the potential of mean force U(X ) calculated from the probability distribution function (X ) as described in the methods section (data not shown).
To investigate the time scale of the configurational fluctuations obtained from MD simulations, we studied the dynamics of the collective coordinates. We used first a large set of configurations generated from 20 ns MD simulations from which we defined the essential subspace. Then, we used these configurations to start new shorter MD simulations of 1 5 ns from which we calculated the velocity autocorrelation, dynamical friction coefficient and diffusion as a function of time. Here we considered a large number of configurations separated by very short time interval of 100 fs in the subspace spanned by the eigenvectors defined by the previous MD simulations run of 20 ns. (Sampling in short time intervals (100 fs) is used here to avoid any effects on the measurements due to the short-time dynamical behavior of velocity autocorrelation function relaxation process). Our results plotted in Figure 4 indicate a good overlap between the subspaces spanned by the principal modes of 20 ns and 1 5 ns MD trajectories. For example, an overlap of about 80% is achieved with the first thirty eigenvectors, 70% with the first twenty and 65% with the first ten eigenvectors. A lower overlap is obtained with the first five, about 50% (see also Figure 4 ).
We calculated the fast relaxation time, which corresponds to the relaxation within a small region of configurational space by analyzing the velocity autocorrelation functions, C V V ( ). This local region of configurational space can be approximated by a single harmonic potential. Figure 5A shows C V V for the first five collective coordinates. For these coordinates, the fast relaxation time (τ 0 ) is in the range 0 3 − 0 4 ps. After the first short relaxation the system undergoes a second one, which is a long relaxation time and it is characterized by a slow decay to zero of the negative tail of the velocity autocorrelation function (see Figure 5A ). The time evolution of the diffusion is obtained as the cumulative numerical integration of the velocity autocorrelation function, Equation (6). Our results, plotted in Figure 5B for the first five principal components, clearly show two regimes in the diffusion behavior. The first, which is related to the fast diffusion of the collective coordinate in a single harmonic potential well in absent of harmonic bath friction, has a fast relaxation time of 0 3 − 0 4 ps, followed by a slower diffusion between the potential wells in the presence of the friction of the bath, with a longer relaxation time. To evaluate the long relaxation time (τ ) and diffusion D ∞ , we fitted the diffusion D ( ) ( τ 0 ) to the theoretical curve given by Equation (9) . Results reported in Table 1 show that the long time relaxation τ of the first four collective coordinates are in the range 0 8−2 ps. The theoretical fitted curves along with the MD data are also plotted in Figure 6 . For the BPTI protein studied here, the long time diffusion coefficient along the first principal eigenvector is D ∞ = 0 082 nm 2 ns
and the relaxation time τ = 1 97 ps. The long time diffusion D ∞ decreases as one goes from X 1 to X 4 (see also 16−20 . From the 21-th eigenvector on, the convergence to the equilibration was very fast, within 5 ps. From our results, it is evident that only the first 10 eigenvectors will describe the most relevant structural fluctuations which involve time scales longer than 50 ps. Note also that the short time diffusion coefficient D 0 is larger than the long-time diffusion D ∞ , which is due to slow convergence to zero of the negative part of the velocity autocorrelation function C V V .
The dynamical friction coefficient, Equation (A4), is also calculated. Since only C α atoms are considered in the PCA and the set of eigenvectors forms an orthogonal basis set, the effective mass tensor M eff is diagonal with diagonal elements equal to the mass of the carbon atom (M eff = 12 a.m.u., = 1 M). We considered only the first few collective coordinates and the results are plotted in Figure 7 (for X 1 to X 4 ). The dynamical friction coefficient ξ ( ) fits remarkably well to a power-law decay ξ ( ) ∼ α , see also Figure 7 . The results of fitting ξ ( ) obtained from the MD trajectory to the power-law theoretical curve are reported in Table 3 . We found that the power exponent of the real part of ξ , α, varies from −0 712 obtained for X 3 to −0 938 for X 2 . For the magni-tude of ξ the exponents are slightly smaller varying over a smaller interval from −0 528 for X 5 to −0 665 for X 4 . We also calculated the static friction coefficient ξ 0 as an integral of the dynamical friction coefficient ξ ( ) over time, Equation (B10). (Note that in our calculations the upper limit of the integral is equal to the MD simulation time (1 5 ns) .) The results, presented in the results with D ( ) calculated using the Green-Kubo relation given by Equation (6) . The results shown graph-ically in Figure 8 for the first two collective coordinates indicate a remarkable agreement between the two methods. The average eigenvalue ( λ 2T , where T is the total simulation time T = 1 5 ns) of the corresponding mode is also presented, which defines the limit to which the average value will converge. 
Conclusions
In this paper we employed a bath of harmonic oscillators model to derive the equations of motion of the collective coordinates defined by the PCA of a molecular dynamics trajectory. These equations (see Equation (B7)) have the form of the well known generalized Langevin equations. We also discussed the structural fluctuations of the C α coordinates as obtained by the PCA. We found that the internal dynamics of the proteins can be well approximated by local dynamics of a limited number of harmonic wells. We further showed that it is possible to describe the dynamics of the collective coordinates using a double diffusion model. We found that the characteristic relaxation time τ of the long time diffusion of the fastest components was in the range 1 − 2 ps. The short time diffusion of the first diffusion regime was characterized by a higher diffusion constant, because the harmonic both requires a certain time (τ 0 ) to act to the collective coordinates. Thus, the motion of the collective coordinates corresponds to free motion in a single harmonic well during that time τ 0 . The second diffusion regime it is interpreted here to be related to the motion of the collective coordinates from one minimum to the other and it is smaller in magnitude due to the friction caused by the harmonic bath resulting from the equilibration of the system (bath and the collective coordinates).
In addition, from the study of the local dynamics of the collective coordinates, which are responsible for the largest structural fluctuations, we found that only the first 10 collective coordinates are associated with low conformational transitions which occur at time scale of 50 ps or longer.
Here we showed that within time range of the MD simulations the dynamic friction coefficient has a simple power law decay. We also found that the power law exponent of ξ varies from −0 528 to −0 665 for the magnitude of ξ and from −0 712 to −0 938 for the real part of ξ . We think that this power law decay of the collective coordinates for the proteins might be a general law.
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A. Principal component analysis
Collective motions of biomolecular systems such as proteins can be investigated in an effective way by the principal component analysis method [31] [32] [33] [34] [35] [36] [37] . The detailed algorithm for PCA is as follows [27, 28] . After the translational and rotational motions of all system are removed, the structure of the system at each time step of the MD trajectory is represented by single vec-
T in the multi-dimensional configuration space, where N is the total number of atoms of the system and Y ( ) are the mass-weighted Cartesian coordinates, ( ), as Y ( ) = √ ( ).
Note that the overall protein translational and rotational motions are removed to describe the fluctuations due to the protein internal motion. Unfortunately, there is no unique way of removing whole-protein rotation motion from MD trajectories [64, 65] . Furthermore, MD algorithms that periodically remove overall translation and rotation of the simulated system potentially introduce artificial anticorrelations [66] . Removing the overall translational and rotational motions may also be complicated due to the fact that for a non-rigid body, the internal and wholemolecule motion cannot be strictly distinguished. However, the standard PCA on the Cartesian coordinates has been proven to be a useful method on studying the internal motion of the proteins and its validity has also been checked against experimentally derived data [67] . The intention of this paper is to describe the dynamics of the collective coordinates, or the essential degrees of freedom, which characterize the reduced dimensional space of the system, and it is independent on the method of how these essential degrees of freedom are determined, hence, other more promising methods [68] [69] [70] can equally be used in this context. These representative points are distributed in the phase space during a MD trajectory production. The variancecovariance matrix, C, of the distribution represents the fluctuations of the system, and it is defined as:
where · · · denotes the ensemble average. C is a 3N×3N symmetric matrix, which is diagonalized in order to perform principal component analysis. In its principal frame the covariance matrix C can be written as
where E is an orthogonal matrix whose -th column is the eigenvector e of C and λ is a diagonal matrix with diagonal elements the eigenvalues of C. The variance of the -th principal component, λ , is given by
which is the mean-square fluctuation along the -th principal axis. The projection,X = (
T , of the vector y on the principal frame of the correlation matrix C is defined asX
In the coarse-grained model, M coordinates can be selected [39, 40] , called collective coordinates,
T with the largest eigenvalues λ . This choice is based in the observation that the remaining X with small eigenvalues describe localized, high frequency, nearly harmonic vibration modes with small amplitudes, which are expected not to reflect the conformational transitions. In contrast, the dynamics of the M conformational coordinates is slow, essentially anharmonic and it is known to dominate the collective motion in proteins [31] [32] [33] [34] [35] [36] [37] . Therefore, it is assumed that with this choice we capture the relevant degrees of freedom of the protein dynamics. The number M of the conformational degrees of freedom, which are explicitly considered, determines the level of coarse-graining. The autocorrelation function of the collective coordinate X ( ) and its velocity (V = X ) can be calculated as
The Fourier transform, S (ω),
B. Equations of motion of the collective coordinates
Starting with the Newton's equations of motion:
where m is a diagonal matrix with diagonal elements corresponding to the particle masses for each degree of freedom and U(y) is the potential energy function. The projection of the force
, which acts along each degree of freedom of the system, on the principal frame of the correlation matrix C as
where the relation given by Equation (B1) is used. Furthermore, we write FX =M effẌ , whereM eff is called here the effective mass tensor. Using Equation (A2), after some simple algebra, we can express the effective mass tensor asM
In this formM eff is not diagonal, however it is completely defined in terms of the diagonal matrix of particle masses and principal components of the correlation matrix. Thus, there exists a frame in which the effective mass matrix is diagonal. Note that if all the real degrees of freedom of the system are characterized by the same mass then the effective mass tensorM eff is diagonal by definition. This could be the case when, for example, only the C α atoms are considered in the PCA, which is often the case. The diagonalization of the effective mass matrixM eff , which is also convenient from the calculations point of view, will be presented in the next section. Denoting V as a 3N × 3N orthogonal matrix of eigenvectors in which M eff is diagonal, one can write
where M eff is now a diagonal matrix. Each diagonal element corresponds to the effective mass of coordinateX , ( = 1 3N). As mentioned above we consider only M of the principal components, those with the largest eigenvalues of the correlation matrix C, therefore only the first M diagonal elements of M eff will be taken into account for further calculations. At this point, we also have to project the collective coordinates vector X on the principal frame ofM eff , which is denoted as X ≡ V T X, for the clarity of the exposition.
B.1. Bath of harmonic oscillators
In this model the degrees of freedom associated with fast motion are replaced by a set of harmonic oscillators and these associated with slow motion are coupled to the bath linearly. The Hamiltonian of the model can be written as:
where the first two terms represent the kinetic and the potential energy function of the collective coordinates. The third, fourth and fifth terms represent, respectively, the kinetic and the potential energy of the bath (the index runs over all the harmonic oscillators), and the linear coupling between the collective coordinates and the bath of harmonic oscillator. The last term represents the potential energy of the collective coordinates in the bath environment. In Equation (B4), P is the conjugate momentum of X , is the conjugate momentum of the harmonic oscillator coordinate , is the harmonic oscillator mass, K is the force constant of harmonic oscillator, which is related to the harmonic frequency, ω as ω 2 = K , Γ is the coupling constant between the bath and the coordinate X and µ is the force constant of the harmonic potential energy of the collective coordinate in the bath, which will be defined explicitly in the following discussion. Applying the Hamilton's equations of motion for the above Hamiltonian, we founḋ
In terms of the second derivatives, respectivelyẌ and¨ , the equations of motion (Equation (B5)) can be written as
The second order differential equation with respect to (see Equation (B6)) is the well known driven undamped classical harmonic oscillator equation, which can be solved by taking the Laplace transform of both sides. The solution, , can be substituted into the first equation to get a second order differential equation with respect to X . The final second order differential equation, after taking
can easily be shown to take the form: are the so-called, dynamic friction kernel and random force, respectively. Equation (B7) is the well known generalized Langevin equation [41] [42] [43] . This equation (Equation (B7)) takes the form of a one dimensional particle, for each coordinate X , moving under the force − ∂U ∂X , driven by the force R ( ) with a nonlocal in time damping term − 0 τẊ (τ)ξ ( − τ), which depends on entire history of X .
The random term force R ( ) under the context of the formalism discussed here depends completely on the dynamics of the bath. However, for a large bath with many degrees of freedom we might not be interested in following the time evolution of all degrees of freedom, then we can define R ( ) as a random force. The stochastic behavior of the R ( ) can also be interpreted from the fact that it depends on the initial values of (0) and X (0), Equation (B9). Hence, we can model R ( ) as a random process satisfying certain conditions. From the expression of R ( ), Equation ( cates that the bath requires a finite time to respond to any changes on the motion of the collective coordinate (X ), which in turn indicates how the bath acts back to the system. We expect that fluctuations ofẊ decay to zero quickly after a certain interval of time τ 0 . Hence, the integral can be written as τ 0 τẊ (τ)ξ ( − τ). This indicates that the kernel function ξ ( ) also decays to zero with time. We consider two distinct cases for the time behavior of the kernel function or dynamical friction coefficient ξ ( ). First we consider the case when the bath responds infinitely quickly to any changes on the motion of the coordinate X , which can be seen as the case when M eff . Then the bath retains no memory to what the coordinate X did in the past, and we can take the kernel function to be δ-function in time
where ξ 0 is the static friction coefficient. It is easy to show that the the friction kernel term becomes 2ξ 0 Ẋ ( ), and Equation (B7) can be written as
which is known as the Langevin equation and it is often used to describe Brownian motion [71] . The second case would be the case of a bath which responds slowly to the fluctuations of the coordinate X , i.e. M eff . In this case we can write ξ ( ) = ξ ( = 0), which is constant all the time. It can be shown that the friction kernel integral becomes ξ (0) (X ( ) − X (0)), and the Equation (B7) takes the form:
ξ (0) (X ( ) − X (0)) 2 + R ( ) (B12) In this case, the friction term is added to the potential energy function as a harmonic term, which has the effect of trapping the system in a local configuration space.
