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Abstract
We extend the weak universality of KPZ in [HQ15] to weakly asymmetric interface
models with general growth mechanisms beyond polynomials. A key new ingredient
is a pointwise bound on correlations of trigonometric functions of Gaussians in terms
of their polynomial counterparts. This enables us to reduce the problem of a general
nonlinearity with sufficient regularity to that of a polynomial.
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1 Introduction
1.1 Weak universality of KPZ
The weak universality conjecture for KPZ states that any “reasonable” weakly asymmet-
ric interface fluctuation model in 1 + 1 dimensions should rescale to the KPZ equation
[KPZ86], formally given by
∂th = ∂
2
xh+ a(∂xh)
2 + ξ. (1.1)
Here, ξ denotes space-time white noise on the one-dimensional torus T, and a ∈ R is
a coupling constant describing the strength of the asymmetry. The term “reasonable”
refers to the following three features in the microscopic model:
• There is a smoothing mechanism which erodes high peaks and fills deep valleys.
• The fluctuation mechanism depends on the slope of the interface in a nontrivial
way.
• The system is influenced by a random fluctuation with short range correlations.
These features are clearly visible in the macroscopic equation (1.1), represented by
the Laplacian, the nonlinearity (∂xh)2, and the noise ξ respectively. The additional
requirement, namely that of the microscopic model being “weakly asymmetric”, is also
essential for its large scale limit to be given by the KPZ equation. It refers to that the
strength of the growth at microscopic level should be very weak, and is tuned according
to the scale at which one looks at the system. The presence of this weak parameter
features the so-called “crossover regime”.
In fact, for completely symmetric models (that is, the strength of the growth is 0), it
is widely believed that their scaling limit is described by the stochastic heat equation, so
that they belong to the Edwards–Wilkinson universality class [EW82], which exhibits
Gaussian fluctuations at large scales. On the other hand, if the strength of asymmetry is
of order 1, then it is believed that the large scale behaviour of such models is described
by the “KPZ fixed point” and they are said to belong to the KPZ universality class.
Very recently, the breakthrough by [MQR16] established the convergence of TASEP to
the KPZ fixed point, which in particular yields a complete characterisation of the latter.
There has also been substantial progress in the understanding of various statistics for
other models in this class (see for example [ACQ11, BC14, BQS11] and references
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therein). So far however, all these results strongly rely on the presence of a suitable
“integrable structure” in the model, so that the underlying reason for the universal
behaviour is still unclear from a mathematical perspective.
A natural related question is to investigate the crossover regime – that is, the object(s)
that lie in between these two universality classes. This is where the KPZ equation comes
in. The equation was first derived in [KPZ86] for height functions of droplets, and is
expected to be a universal object for weakly asymmetric growth models at large scales.
What is usually referred to as the “weak KPZ universality conjecture” can be interpreted
as saying that the KPZ equation (1.1) is the only object that interpolates between the
Edwards–Wilkinson and KPZ universality classes in the sense that solutions to the
KPZ equations are expected to be the only stationary space-time Markov process that
converges to the stochastic heat equation when “zooming in” and the KPZ fixed point
when “zooming out”. Unfortunately, such a characterisation of the KPZ equation
appears to be far out of reach of current techniques. One possible step in this direction
which has been investigated in recent years is to exhibit a class of models that is as
large as possible and depends on a parameter ε tuning their asymmetry in the sense that
models with ε = 0 belong to the EW universality class and models with ε 6= 0 (are
expected to) belong to the KPZ universality class. The weak universality conjecture
then suggests that if one simultaneously sends ε to 0 and considers such a system
at a large scale L(ε), then there exists a specific choice of L such that one observes
convergence to the KPZ equation as ε→ 0.
One mathematical obstacle towards the understanding of such a claim is that (1.1)
is ill-posed. Nevertheless much progress has been made towards this conjecture over
the past years. The first rigorous statement was in the seminal work [BG97], where
the authors showed that the height function of weakly asymmetric simple exclusion
processes (WASEP) rescale to (1.1). The proof uses the Hopf–Cole transform of the
KPZ equation, which amounts to showing that the exponential of the system converges
to the multiplicative stochastic heat equation. There have been other recent works
in this direction, see for example [CS16, CST16, CT17, DT16, Lab17]. The systems
considered in these works are all related to WASEP and rely on its various structures.
Since most particle systems do not have the same structures, and they are usually not
very well behaved under exponentiation, it is not clear how the methods employed in
these works would generalise to other not so closely related situations.
In [GJ14], the authors introduced the notion of an “energy solution” to the KPZ
equation in equilibrium. A slightly stronger notion of solution was subsequently
introduced in [GP18] and shown to be unique and coincide with the Hopf–Cole solution.
This characterisation of the solutions to the KPZ equation was very fruitful in showing
“weak universality” results as discussed above for a variety of models. In particular, this
includes a large class of particle systems generalising WASEP but requiring much less
structure [GJ14], systems of interacting Brownianmotion [DGP17], as well as stochastic
PDE models [GP16]. The only drawback of this technique is that it requires a priori
knowledge of the invariant measure of the microscopic model. Furthermore, it only
appears to cover Markovian models with the additional property that the decomposition
L = S + A of the generator into a symmetric and an antisymmetric part is such that
both A and S are local operators (or at least “almost local”).
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In [Hai13, Hai14], a pathwise notion of solution was developed based on the theory
of rough paths / regularity structures. (See also [GIP15, GP17] for a pathwise approach
using paracontrolled calculus that is quite different in its technical implementation
but very similar in spirit.) This approach avoids using the Hopf–Cole transform as
well as the use of the invariant measure, so that it covers non-Markovian models in
particular. It also allows to show the stability of quite general discrete approximations
[EH17], including some standard ones which had been shown to be stable earlier
[HP15, HS17]. In addition, a universality result was shown in [HQ15] for quite a large
class of continuous random PDE models with polynomial growth mechanism (see
below for details). The present article pursues this line of investigation and shows that
the polynomial growth mechanism that was essential in the proof of [HQ15] can be
replaced by an arbitrary sufficiently smooth function with subpolynomial growth at
infinity.
1.2 Main result
In [HQ15], the authors explored continuous microscopic growth models in weak
asymmetry regime of the type
∂th = ∂
2
xh+
√
εF (∂xh) + ξ̂, (1.2)
where F is an even polynomial and ξ̂ is a space-time Gaussian random field with smooth
short range covariance that integrates to 1. They showed that the large scale behaviour
of h, when properly rescaled and re-centered, is described by the KPZ equation. One
surprising fact revealed by this result is that the coupling constant a depends on all
coefficients of the polynomial F . The aim of this article is to remove the polynomial
requirement on the nonlinearity. Our precise assumption on F is the following.
Assumption 1.1. The function F : R → R is symmetric. Furthermore, there exist
α ∈ (0, 1) and constants C,M > 0 such that F ∈ C7+α and satisfies the bounds
sup
0≤`≤7
|F (`)(u)| ≤ C(1 + |u|)M , sup
|h|<1
|F (7)(u+ h)− F (7)(u)|
|h|α ≤ C(1 + |u|)
M
for all u ∈ R.
Remark 1.2. The above assumption onF implies certain decay of the local distributional
norm of its Fourier transform, as stated in Proposition 4.9. In fact, the bounds (4.8) and
(4.9) in that proposition are the only two properties of F we will use.
One specific example of function F that satisfies our assumptions is given by
F (u) =
√
1 + u2.
Assumption 1.3. There exists a compactly supported smooth function ρ : R2 → R
which is symmetric in its space variable x and integrates to 1 (in space-time), and such
that
ξ̂
law
= ξ ∗ ρ , (1.3)
where ξ denotes space-time white noise.
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Remark 1.4. The assumption on the symmetry of ρ in its space variable is mainly for
technical convenience. Without the symmetry assumption, one also needs to shift the
frame horizontally in order to establish the convergence. But that will not change the
limiting equation, and we keep this symmetry assumption here for technical simplicity.
We now give our main result. Let Ψ̂ = P ′∗ ξ̂, whereP ′ denotes the spatial derivative
of the heat kernel P , and ∗ is the convolution in space-time. Then, Ψ̂ is stationary, and
we use µ to denote its law at any space-time point. We define the constant a to be
a :=
1
2
EF ′′(Ψ̂) =
1
2
∫
R
F ′′(x)µ(dx). (1.4)
Let h be the process (1.2), and define
hε(t, x) := ε
1
2h(t/ε2, x/ε)− Cεt.
Then, hε solves the equation
∂thε = ∂
2
xhε + ε
−1F (ε
1
2∂xhε) + ξε − Cε, (1.5)
where ξε(t, x) = ε−
3
2 ξ̂(t/ε2, x/ε) is an approximation (in law) to the space-time white
noise ξ at scale ε. There is a slight abuse of notation here since h itself also depends on
ε, but since we are mostly working with the rescaled process hε, the omission of ε in
the microscopic process should not create confusion.
From now, rather than considering (1.5) on all of R, we will assume that the space
variable takes values in the one-dimensional torus T of size 1. This means that the
original equation (1.2) and hence the noise ξ̂ are actually defined on the torus of size
ε−1 and Assumption 1.3 should be interpreted accordingly. The constant a defined in
(1.4) however still uses the process defined on the whole space.
Returning to (1.5), if F has sufficient regularity one can expand the nonlinearity as
ε−1F (ε
1
2∂xhε) =
a0
ε
+ a1(∂xhε)2 + a2ε(∂xhε)4 + · · · .
The term a0
ε
can be killed by the choice of the large constant Cε in (1.5). Since each of
the higher powers of ∂xhε (≥ 4) is multiplied by a positive power of ε, it seems that
only the quadratic term would survive in the limit ε→ 0, and one might expect that hε
converges to the KPZ equation with coupling constant a1. However, as already shown
in [HQ15] for polynomial F , this is simply not the case. The main result of this article
is an extension of [HQ15] to nonlinearities F that satisfy Assumption 1.1. We state it
as follows.
Theorem 1.5. Let hε be the solution to (1.5)with initial data h(ε)0 , where the nonlinearity
F satisfies Assumption 1.1. Suppose there exists η ∈ (1
2
− 1
M+4
, 1
2
) and h0 ∈ Cη(T)
such that for some γ ∈ (3
2
, 5
3
), ‖h(ε)0 ;h0‖γ,η;ε → 0 in the sense of (3.6). Then, there
exists Cε → +∞ such that for every T > 0, hε converges in probability in Cη([0, T ],T)
to the Hopf–Cole solution to the KPZ equation with coupling constant a given by (1.4).
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Remark 1.6. The large constant Cε is of the form Cε = âε +O(1), where â = EF (Ψ̂).
This can be easily deduced by combining the definition of the renormalisation constants
(5.1) and their behaviours in Section 5.3, the form of Cε in Theorem 3.8, and the
convergence of renormalised models in Theorem 5.2.
In the case of polynomial F , one can see from (1.4) that a is a linear combination
of all its coefficients (except the zero-th term). This suggests that all the higher powers
have contributions to the limit rather than simply vanishing. For the F we consider
in this article, even though it is in general not infinitely differentiable to have a power
series expansion, the combined effects of all these “higher powers” still exist, and is
given explicitly by (1.4).
Similar universality questions have been studied in the context of Φ43 equation. In
[HX18], the authors considered the 3D microscopic phase coexistence models of the
type
∂tu = ∆u− εV ′θ (u) + ξ̂
for an even polynomial potential V near a critical point θ = 0 and a smooth Gaussian
field ξ̂. It was shown that the large scale behaviour of the field u was described by the
Φ43 equation. This result was extended to non-Gaussian noise [SX18] and general even
potential with Gaussian noise [FG17].
The difficulties of extending from polynomial to general nonlinearities are essentially
the same in both situations: one needs to control arbitrary high moments of a general
function of a Gaussian field (or a more general random field). The methods developed
in this article and the ones in [FG17] however are very different. We include a brief
discussion on this towards the end of Section 2.
1.3 Possible generalisations
We discuss two possible generalisations of the result in this article.
1. Regularity of F . Our assumption of 7+ differentiability of F comes from the
form of the bound we develop in this article and it is clear that this requirement is
not optimal. In fact, the expression (1.4) suggests that it may be possible to take
any F that is Lipschitz continuous and not growing too fast at infinity.
One very interesting example would be F (x) = |x|, but it is not clear at this stage
whether our technique could be sharpened to include that case. Since there is a
big gap between Assumption 1.1 and Lipschitzness, we expect that new ideas are
needed to treat low regularity functions.
2. Non-Gaussian noise. The essential part of the paper where we use Gaussianity
of the noise is in Section 6, where we develop a pointwise bound for correlations
of trigonometric functions of Gaussian fields. If one is able obtain a similar
bound for a class of non-Gaussian random fields, then the arguments in the rest
part of the paper can be used in exactly same way. However it is not clear at this
moment how such bounds can be obtained for non-Gaussian noises.
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1.4 Notations
Throughout the article, we use M to denote the growth of the derivatives of F (in
Assumption 1.1). For every random variable X , we write 〈〉X〈〉 = X − EX as its
re-centered version. We use  to denote Wick products between Gaussians, for example
Xk1  Y k2  Zk3 . We use A unionsq B to denote the union of two disjoint sets A and B.
Finally, we define the Fourier transform of G such that
G(x) =
∫
R
Ĝ(θ)eiθxdθ. (1.6)
In this article,Gwill always be the nonlinearity F , its derivatives, or their mollifications.
1.5 Organisation of the article
The rest of the article is organised as follows. In Section 2, we briefly explain the
difficulties and give an outline of the strategy. In Section 3, we construct the regularity
structures for (1.5), and solve the corresponding abstract equation in a suitable modeled
distribution space associated to the regularity structures. Section 4 contains a few
preliminary lemmas and bounds. In Section 5, we prove the convergence of the rescaled
processes to the KPZ equation. The main new ingredient of the proof is a general
pointwise bound for correlation functions, which we develop in Section 6. This bound
enables us to reduce the problem of a general nonlinearity F to that of a polynomial,
which has already been treated in [HQ15].
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2 Strategy
In order to prove Theorem 1.5, we use the theory of regularity structures developed in
[Hai14] and its adaption to the case of polynomial F in [HQ15]. Let
Zε = P ∗ ξε, Ψε = P ′ ∗ ξε, (2.1)
where P is the heat kernel on the torus T, and ∗ denotes space-time convolution. If hε
satisfies (1.5), then the remainder uε = hε − Zε solves the equation
∂tuε = ∂
2
xuε + ε
−1F (ε
1
2 (Ψε + ∂xuε))− Cε, u(ε)0 = h(ε)0 − Z (ε)0 , (2.2)
where Z (ε)0 =
∫ 0
−∞ Pt−s ∗ ξε(s)ds. Since ε
1
2 Ψε ∼ N (0, σ2) and, by analogy with
[Hai13], ε 12∂xuε is expected to have size of almost ε
1
2 , we can therefore expand F near
ε
1
2 Ψε, formally yielding
ε−1F (ε
1
2 Ψε + ε
1
2∂xuε) = ε−1F (ε
1
2 Ψε) + ε−
1
2F ′(ε
1
2 Ψε) · (∂xuε)
+
1
2
F ′′(ε
1
2 Ψε) · (∂xuε)2 +O(ε 12−).
(2.3)
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The natural step next is to characterise as ε → 0 the limiting objects F ′′(ε 12 Ψε),
ε−1F (ε
1
2 Ψε), ε−
1
2F ′(ε
1
2 Ψε), as well as the products between them and ∂xuε and (∂xuε)2.
If one expands F ′′, ε− 12F ′ and ε−1F (all with the argument ε 12 Ψε) into Wiener chaos,
then it is easy to see that arbitrary moments of all the higher order chaos vanish
term-wise as ε → 0, and one should expect that the limiting objects are given by
constant multiples of 1, the free field Ψ (limit of Ψε), and its Wick square Ψ2 (after
re-centering) respectively. The behaviour of product of these objects as ε→ 0 can be
seen in a similar way.
In fact, this is the procedure taken in [HQ15] for polynomial F . However, the
main obstacle of implementing the same procedure for general F is that it gives an
infinite chaos series. In order for the term-wise Lp moments to be summable for every
p, even for fixed ε, one needs extremely fast decay of the coefficients in the chaos
expansion. This translates into the condition that the Fourier transform of F should
decay faster than every Gaussian, which is clearly too restrictive for the main statement
to be interesting and widely applicable.
This way of direct chaos expansion is of course far from being optimal when F is
not a polynomial. In fact, different homogeneous chaos are highly correlated in Lp for
large p, and the sum of term-wise Lp norms is simply a bad upper bound for the Lp norm
of the whole series – it does not capture large cancellations between different terms
from the chaos expansion. On the other hand, in order to get a bound that is uniform in
ε, one still needs to chaos expand the object at some point so that the negative power
of ε in front of F or F ′ can be balanced out by the positive powers carried by Wick
powers in the expansion.
It is at this point that our approach starts to deviate from that in [HQ15]. The main
idea is to write the nonlinear function of the free fields in terms of its Fourier transform,
and to use clustering arguments and trigonometric identities to encode cancellations
before chaos expanding them. In this way, we obtain a pointwise bound on correlations
of trigonometric functions of Ψε in terms of their polynomial counterparts. This bound
is uniform in ε and polynomial in the frequency of the trigonometric function. Hence,
as long as F is sufficiently regular, it essentially enables us to reduce the problem of a
general F to that of a polynomial. A systematic procedure to obtain such a pointwise
bound in general situations, which applies to all the objects appearing in the expansion
of (2.3), is developed in Section 6. The same technique applies straight away to all
objects arising in the study of the dynamical Φ43 model and would in principle allow to
recover the results of [FG17] where techniques fromMalliavin calculus are employed to
bound these objects. Conversely, it appears that these techniques may also in principle
be able to treat the KPZ case with Gaussian noise.
One advantage of our present approach is that it isolates the reliance on the
Gaussianity of the noise into the bound of Section 6, while the rest of the argument is
essentially independent of it.
3 Regularity structure and the abstract equation
The aim of this section is to construct the regularity structure that will enable us to
solve the equation (2.2). As long as we can solve for uε, the process hε is just uε + Zε.
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From now on, we focus on the remainder equation (2.2).
3.1 The regularity structure
We start by introducing the collection of symbols in the regularity structure. Let Xk
denote the abstract polynomials, where k = (k0, k1) is a two dimensional index with
ki ∈ N. In particular, we use the special symbol 1 for the case k = 0. We also
use the symbols , and to describe recentered and rescaled versions of F ′′(ε 12 Ψε),
ε−
1
2F ′(ε
1
2 Ψε) and ε−1F (ε
1
2 Ψε) respectively. At the level of the regularity structure,
we impose = 2 even though the canonical lift used later on in this article does not
satisfy the corresponding identity. The reason, as we shall see later, is that if we choose
properly the constant multiples and renormalisations in the model, one converges to the
“Wick square” of the other as ε→ 0.
Let I and I ′ denote the abstract integration maps with respect to the heat kernel
and its spatial derivative. We then generate and add new symbols (basis vectors) to the
regularity structure by applying I and I ′ and pairwise multiplication, as dictated by the
structure of the equation (2.3) where we ignore for the moment the O(ε 12−) error term.
For convenience of notations, we use graphical notations analogous to those used in
[Hai13, HP15] to denote the newly generated symbols by setting
= I ′( ) , = I ′( )2 , = · I ′( · I ′( )) , etc.
Note that solid lines denote I ′ and not I since I does not play much of a role in our
analysis. We now associate to every symbol τ a homogeneity |τ | ∈ R. For the Taylor
polynomial Xk, we let |Xk| = |k| = 2k0 + k1 if k = (k0, k1). Let κ > 0 be small. We
set
| | = −κ, | | = −1
2
− κ,
and define recursively
|τ τ¯ | = |τ |+ |τ¯ |, |I(τ )| = |τ |+ 2, |I ′(τ )| = |τ |+ 1.
Note that since we decreed that = 2, we have in particular | | = −1 − 2κ. The
following is a list of all the symbols of negative homogeneity appearing in the regularity
structure obtained in this way:
, , , , , , , , , (3.1)
The corresponding structure group can be defined in the same way as in [Hai14, HQ15,
BHZ16], so we omit the details here.
3.2 The models
Recall the definition of a in (1.4), and that Ψε = P ′ ∗ ξε. For every ε > 0, we define a
(random) representationΠε of the regularity structure by
(Πε )(z) =
1
2a
F ′′(ε
1
2 Ψε(z))− 1, (Πε )(z) = 1
2a
√
ε
F ′(ε
1
2 Ψε(z)),
(Πε )(z) =
1
aε
F (ε
1
2 Ψε(z))− C (ε),
(3.2)
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where the constant C (ε) is chosen in such a way that E(Πε )(z) = 0. This is extended
canonically to the whole regularity structure by postulating that I and I ′ correspond
to convolution by K and ∂xK respectively, where K is a suitable truncation of
the heat kernel P and equals P in a domain containing the origin, and by setting
(Πετ τ¯ )(z) = (Πετ )(z) · (Πετ¯ )(z).
The reason why we normalise and subtract constants in the way specified in (3.2) is
that, with this choice of normalisation, we will be able to show that the action ofΠε on
these three symbols converges to 0, Ψ, and Ψ2 respectively, with these limits being
independent of F and of the covariance of the noise. This also justifies the relation
= 2 imposed in our regularity structure.
The canonical (random) model Lε = (Πε,Γε) = Z(Πε) is then defined as in
[BHZ16]1, see [BHZ16, Def. 6.7] and the discussion preceding [BHZ16, Def. 6.23].
The fact that the canonical model is indeed a model (i.e. it satisfies the corresponding
analytical bounds) was shown in [BHZ16, Prop. 6.11] (see also [Hai14, Prop. 8.27] for
an essentially equivalent statement).
Given the canonical model Lε, we define a renormalised model L̂ε = (Π̂ε, Γ̂ε) by
stipulating that L̂ε is the model obtained from Lε by BPHZ renormalisation, as defined
in [BHZ16, Thm 6.17]. In our case, this renormalisation procedure is easy to describe
explicitly: we set Π̂
ε
τ = Πετ for τ ∈ { , , } and keep the canonical actions of I, I ′
and products intact, except that we set
(Π̂
ε
)(z) = (Π̂
ε
)2(z)− C (ε) ,
(Π̂
ε
)(z) = (Π̂
ε
)(z) · (Π̂ε )(z)− C (ε) ,
(Π̂
ε
)(z) = (Π̂
ε
)(z) · (Π̂ε )(z)− C (ε) ,
(3.3)
where the values of the constants C (ε)τ are chosen in such a way that E(Π̂
ε
τ )(0) = 0 for
all symbols τ appearing in (3.3). We then set L̂ε = Z(Π̂ε), which is again a model by
[BHZ16, Thm 6.28]. Using the Gaussianity of Ψε, the fact that F is even by assumption,
and our assumption that the covariance of ξε is spatially symmetric, one can verify that
this then implies that E(Π̂
ε
τ )(0) = 0 for all τ with |τ | < 0, which implies that this is
indeed the BPHZ model by the uniqueness statement in [BHZ16, Thm 6.17].
It was shown in [CH16] that, for a rather large class of noises and stochastic
PDEs, the corresponding BPHZ renormalised model is well-defined and stable under
perturbations. Unfortunately, in order to apply this result to our situation, we would
need sharp cumulant bounds of all orders on the three stochastic processes appearing in
(3.3). In our particular example, this does not appear to be any easier than showing the
full convergence of the models, so we will avoid using these results.
3.3 Abstract equation
The aim of this subsection is to formulate and solve an abstract fixed point problem in a
suitable modeled distribution space so that it can be reconstructed back to (2.2). The
1For the purpose of applying the results of [BHZ16], we consider and as unrelated ‘noise types’.
The relation = 2 is really only useful for comparing the limiting model to existing results on the KPZ
equation and plays no role here. In particular, it does not restrict the space of admissible models for our
regularity structure.
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form of the equation (2.2), the Taylor expansion of F in (2.3) and the definition of the
model in (3.2) and (3.3) suggest that we may want to consider the fixed point equation
U = P1+(a( +DU )2 + a (DU )2 + ε−1G(ε 12 Ψε, ε 12RεDU ) · 1) + P̂ u0 , (3.4)
(here we do use the interpretation = 2 when expanding the square) where
G(x, y) = F (x+ y)− F (x)− F ′(x)y − 1
2
F ′′(x)y2 ,
and D is the abstract differentiation operator in the regularity structure. Using (3.2)
and the fact that we are considering the canonical model, one verifies that solving (3.4)
as a fixed point problem in some Dγ space based on the canonical model Lε yields a
solution U which is such that uε = RεU solves (2.2) with Cε = aC (ε). (Here, Rε is
the reconstruction operator associated to Lε.) On the other hand, it turns out that the
solution associated to the model L̂ε defined using (3.3) (in which case we replace of
course the reconstruction operatorRε appearing in (3.4) by the reconstruction operator
Rˆε associated to L̂ε) yields solutions uε to (2.2) with
Cε = aC
(ε) + a3(C (ε) + 4C (ε) + C (ε)) . (3.5)
This will be justified in Theorem 3.8 below.
In order to solve the abstract fixed point problem (3.4), we show that the right hand
side yields a contraction in a suitable space for small enough time T . This will give the
existence of solution for short time, and then we can continue it to maximal time. Since
Ψε is the stationary free field, this requires us in particular to be able to treat initial data
for the equation for u that have regularity just below C 12 .
There is a technical issue in carrying out this procedure. Since we cannot expect
the solution at very short times to behave better than the solution to the heat equation,
we can at best hope for a bound of order t−
1−η
2 on RDU as t → 0 if we start with a
generic initial condition in Cη. In particular, for any positive ε, we would not expect the
term G(ε 12ψ, ε 12RDU ) to be integrable if F (x) grows faster than |x| 21−η as |x| → ∞.
This would require F to have less-than-quartic growth in order to start from initial data
below C 12 . Fortunately, what saves us is that for any fixed ε, the solution is actually
smooth, as long as we consider scales smaller than ε.
In order to quantify this, we proceed as in [HQ15] and introduce ε-dependent spaces
of functions and models. For η ∈ (0, 1) and γ ∈ (1, 2), we let Cγ,ηε be the space of
functions that are Cη at large scales (larger than ε) and Cγ at smaller scales. More
precisely, we define the norm ‖ · ‖γ,η;ε by
‖u‖γ,η;ε := ‖u‖Cη + ‖u
′‖∞
εα−1
+ ‖u′‖∞ + sup
x 6=y
|x−y|≤ε
|u′(x)− u′(y)|
εη−γ|x− y|γ−1 .
Note that Cγ,η0 is the same as Cη. We can also compare two functions u(ε) ∈ Cγ,ηε and
u ∈ Cη by
‖u(ε);u‖γ,η;ε = ‖u(ε) − u‖Cη + ‖(u
(ε))′‖∞
εα−1
+ sup
x 6=y
|x−y|≤ε
|(u(ε))′(x)− (u(ε))′(y)|
εη−γ|x− y|γ−1 . (3.6)
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For a continuous function ϕ : R+ × T→ R, z ∈ R+ × T and λ > 0, we let ϕλz be the
function
ϕλz (z
′) = λ−3ϕ((z′ − z)/λ).
We let B denote the set of smooth functions which are compactly supported in the ball
of radius one, and whose derivatives up to second order (including the function itself)
are uniformly bounded by 1. We let B0 denote the class of functions φ ∈ B such that∫
φ(z)dz = 0. LetMε be the space of admissible models2 (Π,Γ) that further satisfy
the bound
|(Πzτ )(φλz )| . λγ¯ε|τ |−γ¯, τ ∈ U ′, γ¯ = 1− κ
for all test functions φ ∈ B0. Let
‖Π‖ε := sup
z
sup
τ∈U′
|τ |<γ¯
sup
λ≤ε
sup
φ∈B0
λ−γ¯εγ¯−|τ ||(Πzτ )(φλz )|.
We then define the family of “norms” onMε by
|||Π|||ε := |||Π|||+ ‖Π‖ε,
where ||| · ||| is the usual norm on space of models as in [Hai14]. Note thatMε consists
of the same collection of models for all ε > 0, but their “norms” behave very differently
as ε→ 0. We compare a model Πε ∈Mε and a model Π ∈M by
|||Πε; Π|||ε,0 = |||Πε; Π|||+ ‖Πε‖ε.
We have only Πε under the norm ‖ · ‖ε above since ‖Π‖ε may be infinity for positive ε.
We also introduce ε-dependent spaces of modelled distributions as given in [HQ15,
Def. 2.17]. Given a model (Π,Γ) ∈ Mε, define the Dγ,ηε space to be the modelled
distributions U with the norm
‖U‖γ,η;ε := ‖U‖γ,η + sup
z
sup
α>γ
|U (z)|α
εη−α
+ sup
|z−z′|≤
√
|t|∧|t′|
|z−z′|≤ε
|U (z)− Γz,z′U (z′)|
|z − z′|γ−αεη−γ .
Similarly, we compare two functions U (ε) ∈ Dγ,ηε and U ∈ Dγ,η by
‖U (ε);U‖γ,η;ε = ‖U (ε);U‖γ,η+sup
z
sup
α>γ
|U (ε)(z)|α
εη−α
+ sup
|z−z′|≤
√
|t|∧|t′|
|z−z′|≤ε
|U (ε)(z)− Γz,z′U (ε)(z′)|
|z − z′|γ−αεη−γ .
The reason that U does not appear in the latter two terms on the right hand side above
is the same as before – these two supremum may be infinity for general U ∈ Dγ,η0 . Also
here η is allowed to be any real number less than γ (not necessarily positive).
2Admissible models are the ones that act canonically on abstract Taylor polynomials and for which
the abstract integration maps do represent convolution byK, see [Hai14]. All models considered in this
article are indeed admissible.
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Remark 3.1. The readers may have noticed that we have the abuse of notation ‖ · ‖γ,η;ε
to denote both Cγ,ηε and Dγ,ηε norms. But since the precise function space we are
referring to should be clear in relevant contexts, we keep this same notation for both for
simplicity.
Proposition 3.2. Let γ ∈ (1, 2) and η ∈ (0, 1). Let u ∈ Cγ,ηε , and P̂ u be the harmonic
extension of u. Then, P̂ u ∈ Dγ,ηε and ‖P̂ u‖γ,η;ε . ‖u‖γ,η;ε. Furthermore, if u¯ ∈ Cη,
then one has ‖P̂ u; P̂ u¯‖γ,η;ε . ‖u; u¯‖γ,η;ε.
Proof. Same as [HQ15, Prop. 4.7].
Proposition 3.3. Let η ≤ 1− κ, γ = 3
2
+ 2Mκ, and T > 0. Let Uε ∈ Dγ,η be based
on some model Πε ∈Mε. Then, for every t > 0 such that [t− ε2, t+ ε2] ⊂ [0, T ], the
function u(ε)t = (RεUε)(t, ·) belongs to Cγ,ηε with the bound
‖u(ε)t ‖γ,η;ε . ‖Uε‖γ,η|||Πε|||ε,
where the proportionality constant is independent of ε. Furthermore, if U ∈ Dγ,η based
on some model Π ∈M , then ut = (RU )(t, ·) ∈ Cη and one has the bound
‖u(ε)t ;ut‖γ,η;ε . ‖Uε;U‖γ,η(|||Πε|||ε + |||Π|||) + |||Πε; Π|||ε,0(‖Uε‖γ,η + ‖U‖γ,η).
Proof. Same as [HQ15, Prop. 4.8].
Proposition 3.4. Let U ∈ Dγ,ηε for some γ > 1 and η ∈ R. Then, DU ∈ Dγ−1,η−1ε
with the bound
‖DU‖γ−1,η−1;ε ≤ C‖U‖γ,η;ε.
Furthermore, if U¯ ∈ Dγ,ηε , then one has
‖DU ;DU¯‖γ−1,η−1;ε ≤ ‖U ; U¯‖γ,η;ε.
Proof. Same as [HQ15, Prop. 4.9].
Proposition 3.5. For i = 1, 2, let Ui ∈ Dγi,ηiε (V (i)), where V (i) is a sector with
regularity αi. Then, U = U1U2 ∈ Dγ,ηε with
γ = (γ1 + α2) ∧ (γ2 + α1), η = (η1 + α2) ∧ (η2 + α1) ∧ (η1 + η2),
and one has the bound
‖U‖γ,η;ε < C‖U1‖γ1,η1;ε‖U2‖γ2,η2;ε(1 + |||Π|||ε)2.
Further more, if U¯i ∈ Dγi,ηiε with the same parameters as above, and U¯ = U¯1U¯2, then
one has the bound
‖U ; U¯‖γ,η;ε < C(‖U1; U¯1‖γ1,η1;ε + ‖U2; U¯2‖γ2,η2;ε)(1 + |||Π; Π¯|||ε).
Proof. Same as [HQ15, Prop. 4.10].
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Proposition 3.6. Let V be a sector of regularity α, and let U ∈ Dγ,ηε (V ) with
−2 < η < γ∧α. Let 1+ be the restriction of time variables to be positive, and T denote
the length of the interval where the abstract integration takes place. Then, provided
that γ and η are not integers, there exists θ > 0 such that
‖P1+U‖γ+2,η+2;ε ≤ C(T + ε)θ(‖U‖γ,η;ε + |||Π|||ε).
Furthermore, if U¯ ∈ Dγ,ηε , then one has
‖PU ;PU¯‖γ+2,η+2;ε ≤ C(T + ε)θ(‖U ; U¯‖γ,η;ε + |||Π; Π¯|||ε).
Proof. Same as [Hai14, Thm 7.1, Lem. 7.3] and [HQ15, Prop. 4.13].
We are now ready to prove the main theorem on the existence of the solution to
the abstract equation. We restrict our regularity structure to the space spanned by
polynomials and the basis elements listed in (3.1).
Theorem 3.7. Let γ ∈ (3
2
, 5
3
) and η ∈ (1
2
− 1
M+4
, 1
2
), where M is the same as in
Assumption 1.1. Let u(ε)0 ∈ Cγ,ηε , and let ψε : R+ × T → R be a family of smooth
functions such that
sup
ε∈(0,1)
sup
z∈[0,T¯ ]×T
ε
1
2
+κ|ψε(z)| < +∞
for every T¯ > 0, and for some sufficiently small κ > 0. Consider the fixed point
problem
U = P1+
(
a( +DU )2 + · (DU )2 + ε−1G(ε 12ψε, ε 12RDU) · 1
)
+ P̂ u(ε)0 , (3.7)
where P̂ is the harmonic extension operator, and
G(x, y) = F (x+ y)− F (x)− F ′(x)y − 1
2
F ′′(x)y2.
Then, there exists ε0 > 0 such that for every ε ∈ [0, ε0] and every Πε ∈Mε, (3.7) has
a unique solution U (ε) ∈ Dγ,ηε to up to time T . Furthermore, the terminal time T can
be chosen uniformly jointly over bounded sets of initial conditions in Cγ,ηε and bounded
sets inMε.
Now, suppose {u(ε)0 } is a sequence in Cγ,ηε such that ‖u(ε)0 ;u0‖γ,η;ε → 0 for some
function u0 ∈ Cη, and {Πε} is a sequence of models inMε such that |||Πε; Π|||ε,0 → 0
for some model Π ∈M . Let T > 0 be fixed and suppose U ∈ Dγ,η solves the fixed
point problem
U = P1+
(
a( +DU )2 + · (DU )2
)
+ P̂ u0, (3.8)
with the model Π and initial data u0 up to time T . Then, for every ε > 0 sufficiently
small, there exists a unique solution U (ε) ∈ Dγ,ηε to (3.7) with the model Πε and initial
condition u(ε)0 up to the same terminal time T . Furthermore, we have
lim
ε→0
‖U (ε);U‖γ,η;ε = 0.
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Proof. We first show that the fixed point problem (3.7) can be solved in Dγ,ηε with local
existence time uniform in ε. Consider the map
M(ε)T (U ) = P1+
(
a( +DU )2 + ·(DU )2 +ε−1G(ε 12ψε, ε 12RεDU ) ·1
)
+P̂ u(ε)0 , (3.9)
whereRε is the reconstruction operator associated to Πε ∈Mε, and T is the length of
the time interval on which the modelled distribution U is defined. We want to show
that for sufficiently small T and ε,M(ε)T is a contraction map from Dγ,ηε to itself, and
this T can be chosen uniformly over all small ε. For convenience of notations, we omit
the subscript T below and simply denote the map byM(ε).
For the term with the initial condition, by Proposition 3.2, we have
‖P̂ u(ε)0 ‖γ,η;ε < C‖u(ε)0 ‖γ,η;ε. (3.10)
Note that the left hand side above is the norm for Dγ,ηε , while the right hand side is for
Cγ,ηε . We now treat the terms ( +DU )2 and · (DU )2.
SinceDU ∈ Dγ−1,η−1ε with a sector of regularity−2κ, and the two “constant terms”
and are both inD∞,∞ε with sector regularities−12 −κ and−κ respectively, it follows
from Proposition 3.5 that
‖( +DU )2‖γ1,η1;ε . (1 + |||Πε|||ε)2(1 + ‖U‖γ,η;ε)2, γ1 = γ −
3
2
− κ, η1 = 2η − 2,
‖ · (DU )2‖γ2,η2;ε . (1 + |||Πε|||ε)3(1 + ‖U‖γ,η;ε)2, γ2 = γ − 1− 3κ, η2 = 2η − 2− κ.
Thus, the modelled distribution a( +DU )2 + · (DU )2 belongs to Dγ¯,η¯ε with a sector
of regularity α¯ with
γ¯ = γ − 3
2
− κ, η¯ = 2η − 2− κ, α¯ = −1− 2κ.
One can check that these parameters satisfy
−2 < η¯ < γ¯ ∧ α¯, γ¯ + 2 > γ, η¯ + 2 > η,
so one can apply Proposition 3.6 and use the natural inclusion of the Dγ,ηε spaces to
conclude that there exists θ1 > 0 such that
‖P1+(a( +DU )2 + · (DU )2)‖γ,η;ε . (T + ε)θ1(1 + |||Πε|||ε)3(1 +‖U‖γ,η;ε)2. (3.11)
As for the “Taylor remainder” term G, we have
G(x, y) =
1
6
F (3)(x+ h)y3
for some h between 0 and y. Thus, the growth condition |F (3)(x+h)| . (1 + |x+h|)M
and the fact |h| ≤ |y| imply that
‖ε−1G(ε 12ψε(t, ·), ε 12RεDU (t, ·))‖L∞(T)
. ε 12‖(RεDU )(t, ·)‖3L∞(T)
(
1 + ‖ε 12ψε‖∞ + ‖ε 12 (RεDU )(t, ·)‖L∞(T)
)M
.
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SinceDU ∈ Dγ−1,η−1ε , it follows from the assumption Πε ∈Mε and the reconstruction
theorem ([Hai14, Thm 3.10, Prop. 6.9]) that
‖(RεDU )(t, ·)‖L∞(T) . |||Πε|||ε‖U‖γ,η;ε · (
√
t+ ε)η−1.
Together with the assumption on ψε, we see that for every δ > 0, we have
‖ε−1G(ε 12ψε(t, ·), ε 12 (RεDU )(t, ·))‖L∞(T)
. ε 12 (
√
t+ ε)3(η−1)(ε−Mκ + (
√
t+ ε)M (η−
1
2
)) · (1 + |||Πε|||ε‖U‖γ,η;ε)M+3.
One can easily check that for η ∈ (1
2
− 1
M+4
, 1
2
) and sufficiently small κ, we have
ε
1
2 (
√
t+ ε)3(η−1)(ε−Mκ + (
√
t+ ε)M (η−
1
2
)) . εδt−1+δ
for some δ > 0. In particular, the singularity in t near the origin is integrable. Hence,
there exist C, θ2 > 0 such that
ε−1‖P1+G(ε 12ψε, ε 12RεDU )‖γ,η;ε ≤ C(εT )θ2(1 + |||Πε|||ε‖U‖γ,η;ε)M+3. (3.12)
Combining (3.10), (3.11) and (3.12), we see that for every R > 0 sufficiently large,
there exists a final time T > 0 and ε0 > 0 such that for all ε ∈ [0, ε0], the mapM(ε)T
defined in (3.7) maps a ball of radius R in Dγ,ηε into itself provided ‖u(ε)0 ‖γ,η;ε < Λ3C for
the C in (3.10) and
(T + ε)θ <
R
3C(1 + |||Πε|||ε)M+3(1 +R)M+3
.
We now fix Πε ∈Mε, and we will show that the mapM(ε)T is locally Lipschitz from
R-balls of Dγ,ηε into itself for with Lipschitz constant less than 1 for small T . This will
imply that it is a contraction on the R-ball in Dγ,ηε . In fact, using the relation
(DU )2 − (DU¯ )2 = (DU −DU¯ )(DU +DU¯ ),
we can use the same argument as above to show that the map
U 7→ P1+
(
a( +DU )2 + · (DU )2
)
(3.13)
is locally Lipschitz with the Lipschitz constant bounded by
C(T + ε)θ(1 +R)2(1 + |||Πε|||ε)2.
As for the term ε−1G(ε 12ψε, ε
1
2RεDU ), by Taylor’s theorem, there exist space-time
functions φε, φ¯ε with
|φε − ε 12ψε| ≤ ε 12 |RεDU |, |φ¯ε − ε 12ψε| ≤ ε 12 |RεDU¯ |.
such that
ε−1G(ε
1
2ψε, ε
1
2RεDU ) =
√
ε
6
F (3)(φε)(RεDU )3,
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ε−1G(ε
1
2ψε, ε
1
2RεDU¯ ) =
√
ε
6
F (3)(φ¯ε)(RεDU¯ )3.
Using the triangle inequality, we see that
ε−1|G(ε 12ψε,RεDU )−G(ε 12ψε,RεDU¯ )|
. ε 12 |F (3)(φε)| · |RεDU −RεDU¯ | ·
(
|RεDU |2 + |RεDU¯ |2
)
+ ε
1
2 |F (3)(φε)− F (3)(φ¯ε)| · |RεDU¯ |3.
For the second term on the right hand side above, we have
|F (3)(φε)− F (3)(φ¯ε)| ≤ |F (4)(φ˜ε)| · |φε − φ¯ε|
for some φ˜ε with |φ˜ε− ε 12ψε| ≤ |ε 12RεDU |+ |ε 12RεDU¯ |. Thus, using the assumptions
on the uniform boundedness of ε 12 +κψε, the growth of the derivatives of F , and that
|φε− φ¯ε| ≤ ε 12 |Rε(DU −DU¯ )|, we can perform a similar argument as before to obtain
ε−1‖G(ε 12ψε,RεDU )−G(ε 12ψε,RεDU¯ )‖L∞(T)
. εδt−1+δ(1 + |||Πε|||ε)M+4(1 +R)M+4‖U − U¯‖γ,η;ε
for some δ > 0. This implies that the map
U 7→ P1+(ε−1G(ε 12 Ψε,RεDU ) · 1)
is locally Lipschitz with constant bounded by
C(εT )θ(1 + |||Πε|||ε)M+4(1 +R)M+4
for some C, θ > 0. Combining it with the local Lipschitzness of the map in (3.13) (and
the Lipschitz constant there is bounded by R4(T + ε)θ), we deduce that for sufficiently
small T , there is a unique solution in Dγ,ηε to (3.7) up to time T . Furthermore, by the
expressions for the local Lipschitz constants above, we see that there exists ε0 > 0 such
that this local existence time can be chosen uniformly over ε ∈ (0, ε0), over bounded
sets of Πε ∈Mε and bounded sets of initial data u(ε)0 ∈ Cγ,ηε .
We now turn to the second part of the theorem, namely the convergence of the
solutions U (ε) up to the time T for which the limiting abstract solution U is defined.
Here, U (ε) ∈ Dγ,ηε and U ∈ Dγ,η0 are local solutions to the fixed point problems (3.7)
and (3.8) based on Πε ∈ Mε and Π ∈ M respectively. By the same arguments as
above, we know there exists S < T such that (3.7) has a fixed point solution up to
time S for all small ε. LetMεS andMS denote the maps associated to the fixed point
problem (3.7) for ε > 0 and ε = 0 respectively. Previous arguments have already
shown that
‖M(ε)S (U (ε));M(ε)S (U )‖γ,η;ε . (S + ε)θ‖U (ε);U‖γ,η;ε + |||Πε; Π|||ε;0 + ‖u(ε)0 ;u0‖γ,η;ε,
where the proportionality constant is independent of ε. If U (ε) and U are fixed point
solutions, then for small enough S, we have
‖U (ε);U‖γ,η;ε . |||Πε; Π|||ε;0 + ‖u(ε)0 ;u0‖γ,η;ε, (3.14)
which surely converges to 0 (up to time S) as ε → 0. Furthermore, Proposition 3.3
guarantees that we can iterate (3.14) up to time T in finitely many steps, thus completing
the proof.
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3.4 Renormalised equation
Let L̂ε be the model defined in (3.3) and let R be the reconstruction map associated
with L̂ε. We have the following theorem.
Theorem 3.8. Let U ∈ Dγ,ηε be the abstract solution to the fixed point problem (3.7)
with initial data u0 ∈ Cγ,ηε . Then, u = RU solves the classical PDE
∂tu = ∂
2
xu+ ε
−1F (ε
1
2 Ψε + ε
1
2∂xu)− Cε
with initial condition u0, where Cε is given by (3.5).
Proof. Applying the reconstruction operator to both sides of (3.7), we get
u = P ∗ 1+
(
R(a( +DU )2 + a (DU )2) + ε−1G(ε 12 Ψε, ε 12RDU )
)
+ Ptu0. (3.15)
A straightforward calculation shows that, modulo terms of homogeneity strictly greater
than 1
2
, any fixed point U to (3.7) has the form
DU = a + v′ 1 + 2a2 + 2av′ ,
for some space-time function v′. As a consequence, the factor multiplying 1+ in the
right hand side of (3.7) is of the form
a + 2a2 + 2av′ + 4a3 + a3 + 2a2v′ + a3 + 2a2v′ + w 1 ,
for some continuous function w, modulo terms of strictly positive homogeneity. The
claim then follows from the definition of the model in (3.2) and (3.3) in essentially the
same way as [Hai14, Prop. 9.10] for example.
4 Preliminary bounds
In this section, we give some preliminary lemmas and bounds that will be useful later
when we establish a general pointwise bound and prove the main convergence.
4.1 Bounds on the free field
Recall from (1.3) that
ξε
law
= ξ ∗ ρε
for some mollifier ρ symmetric in its space variable and rescaled at scale ε. Here, “*”
denotes the space-time convolution. Also recall that Ψε = P ′ ∗ ξε, where P ′ is the
spatial derivative of the heat kernel P on the torus. We have the following bound on the
correlation function of Ψε. It is the basis for most of the bounds throughout the article.
Lemma 4.1. The correlation E(Ψε(x)Ψε(y)) is a function of x− y, and this function
is symmetric in its space variable. Furthermore, there exists Λ > 0 such that
1
Λ(|x− y|+ ε) ≤ E(Ψε(x)Ψε(y)) ≤
Λ
|x− y|+ ε (4.1)
for all x, y ∈ R+ × T and ε > 0. Here, |x− y| denotes the parabolic distance between
the space-time points x and y.
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Proof. Since Ψε = P ′ ∗ ξε = (P ′ ∗ ρε) ∗ ξ, the delta correlation of the space-time white
noise gives
E(Ψε(x)Ψε(y)) = ((P ′)?2 ∗ (ρ?2ε ))(x− y),
where “*” is the usual space-time convolution, and “?” is the forward convolution in
space-time in the sense that
(f ? g)(x) =
∫
f (x+ y)g(y)dy.
Assumption 1.3 on the symmetry of covariance implies that ρ?2δ is also symmetric in its
space variable. Since (P ′)?2 also has the same symmetry, so does E(Ψε(x)Ψε(y)).
For the second claim, it is easy to check that (P ′)?2 = 1
2
P and ρ?2ε = (ρ?2)ε. Thus,
both bounds in (4.1) follow from the properties of the heat kernel.
By stationarity, we let
%ε(x− y) = E(Ψε(x)Ψε(y)) .
The following lemma, based on Lemma 4.1 and the triangle inequality, will also be
used throughout Section 6 to get the general pointwise bound.
Lemma 4.2. Let K ≥ 1. For every z, z′ ∈ R+ × T with |z′| ≤ K|z| in the parabolic
metric, we have
%ε(z) ≤ KΛ2%ε(z′). (4.2)
Proof. By Lemma 4.1, we have
%ε(z′) ≥ 1
Λ(|z′|+ ε) ≥
1
KΛ2
· Λ|z|+ ε ≥
1
KΛ2
· %ε(z),
where in the second inequality we have used the assumption |z′| ≤ K|z| as well as
K ≥ 1.
4.2 Interchanging the supremum with the expectation
Fix an integer d ≥ 1. For each k = 1, . . . , d, let Jk = [ck, Ck] be a fixed interval. For
every functionΦ onJ = J1×· · ·×Jd and every subset I = {i1, . . . , im} ⊂ {1, . . . , d},
we write
∂IΦ = ∂i1 · · · ∂imΦ.
We also let ΦI be the function of |I| variables such that
ΦI : Ji1 × · · · × Jim → R
is the restriction of Φ to variables from I while the remaining variables take the value
ck for k /∈ I . For convenience, we write
JI = Ji1 × · · · × Jim ,
and use |JI | to denote the volume of JI . Finally, we let θ = (θ1, . . . , θK) and
θI = (θi1 , . . . , θim). With these notations, we have the following lemma.
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Lemma 4.3. Let Φ be a random smooth function on J = J1× · · ·× Jd. Then, we have
E sup
θ∈J
|Φ(θ)|2n ≤ 22nd
∑
I
|JI |2n sup
θ∈J
E|(∂IΦ)(θ)|2n,
where the sum is taken over all subsets I of {1, . . . , d}, and |JI | = 1 if I = ∅.
Proof. By repeatedly applying the fundamental theorem of calculus, we see that for
every θ ∈ J one has the identity
Φ(θ) =
d∑
m=0
∑
I=(i1,...,im)
∫ θi1
ci1
· · ·
∫ θim
cim
(∂IΦ)I(uI)duI ,
where the sum on the right hand side is taken over all size-m subsets I of {1, . . . , d},
and then over allm. We have also used the convention that the term corresponding to
m = 0 (or I = ∅) is the constant term Φ(c1, . . . , cd). We then have the bound
sup
θ∈J
|Φ(θ)| ≤
∑
I
∫
JI
|(∂IΦ)I(uI)|duI .
Since there are 2d terms in the sum, raising both sides to the power 2n, and using
Hölder’s inequality for each of the integrals on the right hand side, we obtain
sup
θ∈J
|Φ(θ)|2n ≤ 22nd
∑
I
|JI |2n−1
∫
JI
|(∂IΦ)I(uI)|2nduI .
Taking expectation on both sides, and replacing the integrals by the supremum norm,
we get
E sup
θ∈J
|Φ(θ)|2n ≤ 22nd
∑
I
|JI |2n sup
θI∈JI
E|(∂IΦ)I(θI)|2n.
Finally, note that the (∂IΦ)I is a function of |I| variables, and the other d− |I| ones are
fixed at values ck’s. Thus, by allowing taking the supremum of all the variables θk’s,
we enlarge the upper bound to match the statement of the lemma. This completes the
proof.
Remark 4.4. In the proof of the lemma, one controls the L∞ norm of Φ by the L1 norms
of its derivatives up to order d. From Sobolev embedding, one can reduce the number
of derivatives by increasing the integrability of them on the right hand side. But it turns
out later that in our context, both ways yield the same control for (E supθ |Φ(θ)|2n)
1
2n .
4.3 Localisation and decomposition of F̂
For every d ≥ 1 and θ ∈ Rd, let Rθ be the rectangle of side length 2 in Rd centred at
θ.The value of d varies in different contexts in this article, and hence so is the dimension
of Rθ. We let |θ| :=
∑d
i=1 |θi|. For every open bounded set Ω ⊂ Rd andM ∈ N, we
define a norm ‖ · ‖BM (Ω) on C∞c (Ω) functions by
‖φ‖BM (Ω) := sup
r:0≤ri≤M
sup
x∈Ω
|(∂rφ)(x)|,
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where x = (x1, . . . , xd), r = (r1, . . . , rd), and ∂r = ∂r1x1 · · · ∂rdxd . Let BM (Ω) be the
closure of C∞c (Ω) under that norm. The space BM is different from the usual Hölder
space CM in that it requires every directional derivative of φ up to orderM , not just
the total number of its derivatives. But they do coincide when d = 1. For every integer
M and open set Ω ⊂ Rd, we define a norm ‖ · ‖M,Ω on distributions on Rd by
‖Υ‖M,Ω := sup
φ:‖φ‖BM (Ω)≤1
|〈Υ,φ〉|,
where the supremum is taken over all φ ∈ C∞c (Ω) with the BM (Ω) norm bounded by 1.
We have the following lemma.
Lemma 4.5. Suppose Υ is a distribution on Rd with the form Υ = ⊗di=1Υi, where each
Υi is a distribution on R. Then, we have
‖Υ‖M,RK ≤
d∏
i=1
‖Υi‖M,RKi
for all K = (K1, . . . , Kd) ∈ Zd.
Proof. The case d = 1 is immediate. For d ≥ 2, we have
|〈Υ,φ〉| = |〈Υd, 〈⊗d−1i=1 Υi,φ(·, . . . , ·, xd)〉〉|
≤ ‖Υd‖M,RKd · sup
rd≤M
sup
xd∈RKd
|〈 ⊗d−1i=1 Υi, (∂rdxdφ)(·, . . . , ·, xd)〉|,
and the claim follows by induction.
Proposition 4.6. Let ρ be a mollifier on R. For every δ > 0, let ρδ(·) = δ−1ρ(·/δ). For
i = 1, . . . , d, let Gi be a Schwartz distribution on R and write Giδ = Gi ∗ ρδ. Let
Υ =
d⊗
i=1
Ĝi, Υδ =
d⊗
i=1
Ĝiδ,
where Ĝi and Ĝiδ are Fourier transforms of Gi and Giδ. Then for every M,N ∈ Z,
there exists C = C(d,M,N ) > 0 such that
‖Υδ‖M,RK ≤ Cδ−N (1 + |K|)−N
d∏
i=1
‖Ĝi‖M,RKi (4.3)
for all K = (K1, . . . , Kd) ∈ Zd and all δ ∈ (0, 1). Furthermore, there exists
C = C(d,M ) > 0 such that
‖Υ−Υδ‖M,RK ≤ Cδβ
d∏
i=1
[
(1 + |Ki|)β‖Ĝi‖M,RKi
]
(4.4)
for all K ∈ Zd, all β ∈ (0, 1) and all δ ∈ (0, 1).
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Proof. We first prove the bound for Υδ. By Lemma 4.5, we have
‖Υδ‖M,RK ≤
d∏
i=1
‖Ĝiδ‖M,RKi . (4.5)
For every i, we have 〈Ĝiδ, φ〉 = 〈Ĝi, ρ̂(δ·)φ〉. Since for every φ ∈ BM (RKi), the
function ρ̂(δ·)φ also belongs to BM (RKi) with the bound
‖ρ̂(δ·)φ‖BM (RKi ) ≤ CM,N (1 + δ|Ki|)−N‖φ‖BM (RKi ),
we can deduce that
‖Ĝiδ‖M,RKi ≤ CM,N (1 + δ|Ki|)−N‖Ĝi‖M,RKi . (4.6)
Plugging (4.6) into (4.5) and noticing that∏
i
(1 + δ|Ki|)−1 ≤ (1 + δ|K|)−1 ≤ δ−1(1 + |K|)−1
for all δ < 1, we obtain the bound (4.3) for Tδ. As for the difference Υ−Υδ, it can be
expressed by
Υ−Υδ =
d∑
j=1
[ j−1⊗
i=1
Ĝiδ ⊗ (Ĝj − Ĝjδ)⊗
d⊗
i=j+1
Ĝi
]
.
By Lemma 4.5 and the bound (4.6) with N = 0, we have
‖Υ−Υδ‖M,RK ≤ CM
d∑
j=1
[
‖Ĝj − Ĝjδ‖M,RKj
∏
i 6=j
‖Ĝi‖M,RKi
]
.
It then suffices to bound ‖Ĝj − Ĝjδ‖M,RKj for each j. In fact, since 〈Ĝj − Ĝ
j
δ, φ〉 =
〈Ĝj, (1− ρ̂(δ·))φ〉, and
‖(1− ρ̂(δ·))φ‖BM (RKj ) ≤ CMδβ(1 + |Kj|)β‖φ‖BM (RKj )
for every β ∈ (0, 1), we deduce immediately from the definition of ‖ · ‖M,RKj that
‖Ĝj − Ĝjδ‖M,RKj ≤ CMδβ(1 + |Kj|)β‖Ĝj‖M,RKj .
The bound (4.4) then follows.
Lemma 4.7. Let G be a Schwartz distribution on R. Then, for every `,M ∈ N, there
exists a constant C > 0 such that
‖Ĝ(`)‖M,RK ≤ C(1 + |K|)`‖Ĝ‖M,RK
for all K ∈ Z.
Preliminary bounds 23
Proof. We have 〈Ĝ(`), φ〉 = 〈Ĝ, φ˜〉, where φ˜(θ) = (iθ)`φ(θ). For φ ∈ C∞c (RK), φ˜ also
belongs to C∞c (RK) with the bound
‖φ˜‖BM (RK ) .`,M (1 + |K|)`‖φ‖BM (RK ).
The claim then follows immediately.
Lemma 4.8. Suppose F ∈ Ck+α for some integer k and α ∈ [0, 1), and its derivatives
satisfy the bounds
sup
0≤`≤k
|F (`)(x)| ≤ C(1 + |x|)M , sup
|h|<1
|F (k)(x+ h)− F (k)(x)|
|h|α ≤ C(1 + |x|)
M
for all x ∈ R. Then, there exists C = C(k,M ) > 0 such that
‖F̂‖M+2,RK ≤ C(1 + |K|)−k−α
for every K ∈ Z.
Proof. For φ : R→ R, let φK(·) = φ(· −K). By definition, we have
‖F̂‖M+2,RK = sup
φ
|〈F̂ , φK〉| = sup
φ
∣∣∣ ∫
R
F (x)φ̂(x)e−iKxdx
∣∣∣, (4.7)
where the supremum is taken over all φ ∈ C∞c (R0) such that ‖φ‖CM+2(R0) ≤ 1. Here,
theBM andCM norms are equivalent since we are in dimension one. We need to look at
‖ ·‖M+2;RK norm of F̂ since F has growth of orderM , and the (M+2)-differentiability
of φ implies the derivatives of its Fourier transform has the decay
|φ̂(`)(x)| .` (1 + |x|)−M−2
for all ` ≥ 1, so the right hand side of (4.7) is integrable. If k = 0, we can write the
right hand side of (4.7) as∫
R
F (x)φ̂(x)e−iKxdx =
1
2
∫
R
(
F (x)φ̂(x)− F (x− pi
K
)φ̂(x− pi
K
)
)
e−iKxdx.
Then, by the Hölder continuity of F and the decay of φ̂ and its derivatives, we have
‖F̂‖M+2,RK ≤ C(1 + |K|)−α.
If k ≥ 1, integrating by parts k times, we have (for |K| 6= 0)
∣∣∣ ∫
R
F (x)φ̂(x)e−iKxdx
∣∣∣ = |K|−k∣∣∣ k∑
`=0
(
k
`
)∫
R
F (`)(x)φ̂(k−`)(x)e−iKxdx
∣∣∣.
For the terms with ` ≤ k − 1 in the sum above, one can further integrate by parts to
get the decay of order O(|K|−k−1). For ` = k, since F (k) ∈ Cα, the decay O(|K|−k−α)
follows from the pre-factor |K|−k and the previous case for Cα functions. This completes
the proof.
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The next proposition is the main property of F we will use in this article.
Proposition 4.9. Let F : R → R satisfy Assumption 1.1. Let ` = (`1, . . . , `d) ∈ Nd,
and
Υ =
d⊗
i=1
F̂ (`i), Υδ =
d⊗
i=1
F̂ (`i)δ .
Then, for every N > 0, there exists a constant C depending on N and ` such that
‖Υδ‖M+2,RK ≤ Cδ−N (1 + |K|)−N (4.8)
for all K ∈ Zd and δ ∈ (0, 1). For the difference T − Tδ, we have the bound
‖Υ−Υδ‖M+2,RK ≤ Cδβ
d∏
i=1
(1 + |Ki|)−7−α+`i+β (4.9)
for all K ∈ Zd, δ ∈ (0, 1) and β ∈ (0, 1). Here, α and M are the same as in
Assumption 1.1.
Proof. This follows directly from Assumption 1.1, Lemmas 4.7, 4.8 and Proposition 4.6
by setting Gi = F (`i).
We also need the following proposition later.
Proposition 4.10. Let Υ be a distribution on Rd and Φ ∈ C∞(Rd), which is allowed to
grow at infinity. Then, we have
|〈Υ,Φ〉| .M
∑
K∈Zd
‖Υ‖M+2,RK sup
r:rj≤M+2
sup
θ∈RK
|∂rΦ(θ)|. (4.10)
Proof. Multiply Φ by a partition of unity and estimate the terms separately.
4.4 Behaviour of the coefficients in the chaos expansion
In [HQ15], after Wick renormalisation, each homogeneous chaos component of a
polynomial model has logarithmically divergent, finite and vanishing parts as ε→ 0.
The same is true in our context with a general F . Thus, in order to identify the limits
of our models with that of the KPZ equation, we need to distinguish these three parts
for each of our objects. The situation here is more complicated as the models are
constructed from a general function F rather than a polynomial, so we need to get fine
control on the coefficients of the terms in the chaos expansion. The aim of this section
is to give a few lemmas that provide the necessary controls for the object τ = . This
is the most complicated object among those in Table (3.1), and will be treated in detail
in Section 5.
Throughout, we fix the mollifier ρ on R. For every δ > 0, write ρδ(·) = δ−1ρ(·/δ)
and Fδ = F ∗ ρδ. Let aδ be defined as the same as the coupling constant a in (1.4)
except that one replaces F ′′ by F ′′δ in (1.4). It is easy to check that |a− aδ| . δ. For
space-time points x, y, z, we will use the notation
X = ε
1
2 Ψε(x), Y = ε
1
2 Ψε(y), Z = ε
1
2 Ψε(z). (4.11)
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We omit the dependence of these random fields on ε for notational simplicity. Our aim
is to have control on the coefficients that is uniform over all space-time points and all
ε > 0. Also recall the re-centering notation 〈〉W 〈〉 = W − EW . We have the following
lemmas.
Lemma 4.11. With the notation (4.11), we have the decomposition
E(F ′′(X)F ′(Y )F ′(Z))− 8a3EY Z (4.12)
= E(〈〉F ′′(X)〈〉F ′(Y )F ′(Z)) + 2aE(F ′(Y )F ′(Z)− 4a2Y Z).
For the first term on the right hand side, there exist N, β > 0 such that
|E(〈〉F ′′(X)〈〉F ′(Y )F ′(Z))| . δ−N (EXY )(EXZ) + δβEY Z, (4.13)
where the proportionality constant is uniform over δ ∈ (0, 1). For the second term,
there exists β′ > 0 such that
|E(F ′(Y )F ′(Z)− 4a2Y Z)| . (EY Z)1+β′ . (4.14)
Both bounds above are uniform over all ε ∈ (0, 1) and all locations of the points x, y, z.
Proof. The identity (4.12) is immediate since EF ′′(X) = 2a. To see the bound (4.13),
we let Υ = F̂ ′′ ⊗ F̂ ′ ⊗ F̂ ′, and Tδ be the distribution that replaces every appearance of
F (`) in Υ by F (`)δ . We then write
E(〈〉F ′′(X)〈〉F ′(Y )F ′(Z)) = 〈Υδ,EΦε〉+ 〈Υ−Υδ,EΦε〉,
where
Φε(θ;x, y, z) = 〈〉cos(θxX)〈〉 sin(θyY ) sin(θzZ),
is viewed as a test function in the variable θ = (θx, θy, θz). Following the notation in
Section 6.1, the type space here is T˜ = {x, y, z} with O˜ = {y, z} and E˜ = {x}. For the
term 〈Υδ,EΦε〉, we have by Proposition 4.10
|〈Υδ,EΦε〉| ≤
∑
K∈Z3
‖Υδ‖M+2;RK sup
|r|∞≤M+2
sup
θ∈RK
|∂rθEΦε|, (4.15)
where |r|∞ denotes the largest component of the multi-index r. Interchanging differen-
tiation and expectation and applying the bound (6.6), we get
sup
θ∈RK
|∂rθEΦε| = sup
θ∈RK
|E(∂rθΦε)| . (1 + |K|)4(EXY )(EXZ).
Here, the power of |K| is 4 since O˜ has cardinality 2 and E˜ is a singleton. Plugging the
above bound back into (4.15) and applying (4.8) to the term ‖Υδ‖M+2;RK , we get
|〈Υδ,EΦε〉| . δ−N (EXY )(EXZ)
for some N . As for the term with Υ−Υδ, we let
φε = cos(θxX) sin(θyY ) sin(θzZ),
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and write Φε = φε + (Φε −φε). We estimate the action of Υ−Υδ on these two terms
separately. For the one with φε, (6.7) implies
sup
θ∈RK
|∂rθEφε| .r (1 + |K|)2(EY Z).
Here, there are only two powers on |K| since we counted the cardinality of the set O˜
only. We then use Proposition 4.10 and the bound (4.9) to conclude that
|〈Υ−Υδ,Eφε〉| . δβEY Z.
The same bound holds for 〈Υ−Υδ,Φε −φε〉. The derivation is only simpler since the
field involving X is averaged out. This proves the bound (4.13).
To see (4.14), one can write F ′ in terms of chaos expansion and use Wick’s formula
to get the expression
E(F ′(Y )F ′(Z)− 4a2Y Z) =
∑
n≥1
c2n
(2n+ 1)!
(EY Z)2n+1, (4.16)
where cn = E(F (2n+2)(Y )). Let σ2 = EY 2 = EZ2. Since
E(F ′(Y ))2 =
∑
n≥0
c2nσ
4n+2
(2n+ 1)!
< +∞,
and EY Z ≤ σ2, we can replace the term (EY Z)2n+1 in (4.16) by σ2(2n−β′)(EY Z)1+β′
and still get a convergent series. This implies the bound (4.14) and hence completes
the proof.
Lemma 4.12. There exist β,N > 0 such that
|E(F ′′(X)F ′′(Y )F ′′(Z))− 8a3| . δ−N((EXY )2 + (EY Z)2 + (EZX)2) + δβ.
Proof. Again, we decompose the quantity into a main smooth part and a small remainder
by
E(F ′′(X)F ′′(Y )F ′′(Z))− 8a3 = E(F ′′δ (X)F ′′δ (Y )F ′′δ (Z))− 8a3δ + remainder,
where aδ is given at the beginning of this subsection. The remainder is easily seen to
be bounded by δβ for some β > 0. As for the main smooth part, we write it as
E(F ′′δ (X)F
′′
δ (Y )F
′′
δ (Z))− 8a3δ = E(〈〉F ′′δ (X)〈〉〈〉F ′′δ (Y )〈〉〈〉F ′′δ (Z)〈〉)
+ 2aδE(〈〉F ′′δ (X)〈〉〈〉F ′′δ (Y )〈〉+ 〈〉F ′′δ (Y )〈〉〈〉F ′′δ (Z)〈〉+ 〈〉F ′′δ (Z)〈〉〈〉F ′′δ (X)〈〉)
+ 4a2δE(〈〉F ′′δ (X)〈〉+ 〈〉F ′′δ (Y )〈〉+ 〈〉F ′′δ (Z)〈〉).
The last term above vanishes by definition of 〈〉·〈〉. For the second term, the same
argument via chaos expansion as in the proof for (4.14) gives the bound (EXY )2 +
(EY Z)2 + (EZX)2 uniformly in δ. As for the first one, we repeat the same argument
as for the term 〈Tδ,EΦε〉 in Lemma 4.11 and apply (6.6) to obtain the bound
E(〈〉F ′′δ (X)〈〉〈〉F ′′δ (Y )〈〉〈〉F ′′δ (Z)〈〉) . δ−N (EXY )(EY Z)(EZX)
. δ−N((EXY )2 + (EY Z)2 + (EZX)2).
This completes the proof of the lemma.
Preliminary bounds 27
Lemma 4.13. We have the decomposition
E(F ′(X)F ′(Y )〈〉F (Z)〈〉 − 4a3XY Z2) = H (1) +H (2), (4.17)
where
H (1) = E
(
T(1)(F ′(X))F ′(Y )〈〉F (Z)〈〉
)
, H (2) = 2aE
(
XT(1)(F ′(Y ))〈〉F (Z)〈〉
)
,
and we use the notationT(j)(·) from Section 6.1 to denote the random variable · obtained
by removing its components belonging to the homogeneous Wiener chaoses of order
up to (and including) j. Furthermore, H (1) and H (2) satisfy the following bounds and
properties. For H (1), there exist β,N > 0 such that
|H (1)| . δ−N (EXY )(EXZ)2 + δβ(EXZ)(EY Z) (4.18)
for every δ > 0. H (2) has the further decomposition
H (2) = (EXY )E(〈〉F (Y )〈〉〈〉F (Z)〈〉) + (EXZ)E(T(1)(F ′(Y ))T(1)(F ′(Z))), (4.19)
and there exists β′ > 0 such that
|H (2)| . (EXY + EXZ)(EY Z)1+β′ . (4.20)
Proof. With the above definition of H (j), the difference between the left and right hand
sides of (4.17) is 4a2E(XYT(2)(F (Z))), which is 0 since T(2)(F (Z)) has components
only in fourth and higher order chaos, and hence is orthogonal toXY . This verifies the
decomposition (4.17).
The decomposition (4.19) can be verified by chaos expanding F ′(Y ) and F (Z) and
applying Wick’s formula. The bound for H (2) then follows in the same way as the
argument for proving (4.14).
As forH (1), we let Υ = F̂ ′⊗ F̂ ′⊗ F̂ , and Υδ be the distribution that replaces every
F (`) in Υ by F (`)δ . Similar as before, we write
H (1) = 〈Υδ,Eφε〉+ 〈Υ−Υδ,Eφε〉,
where
φε(θ;x, y, z) = T(1)( sin(θxX)) sin(θyY )〈〉cos(θzZ)〈〉.
For the term with Υδ, the function φε does not fall exactly into the assumption of the
general bounds in Section 6, but one can still get the bound
sup
θ∈RK
|∂rθEφε| . (1 + |K|)N
′
(EXY )(EXZ)2
for some N ′ > 0. This can be achieved either by performing the same clustering
argument as in Section 6 or by exact computation of Eφε using trigonometric identities
(this is possible since there are only three terms in the product). Combining this bound
with (4.8), we get
|〈Υδ,Eφε〉| . δ−N (EXY )(EXZ)2.
The main convergence theorem 28
As for the term 〈Υ−Υδ,Eφε〉, we let
Φε = sin(θxX) sin(θyY )〈〉cos(θzZ)〈〉,
and write
φε = Φε + (φε − Φε).
Note that Φε precisely falls within the assumption of Theorem 6.4, and Φε−φε has the
same form as the corresponding term appearing in H (2). We can then estimate the two
terms separately. More precisely, applying Proposition 4.10 together with Theorem 6.4
and then (4.9), we get
|〈Υ−Υδ,Φε〉| . δβ(EXZ)(EY Z).
Using the same procedure for H (2) and applying (4.9), the other term can be bounded
by δβ(EXZ)(EY Z)2. Since we always have EY Z . 1, it gives the same bound as
|〈Υ−Υδ,Φε〉|. We have thus completed the proof of the lemma.
5 The main convergence theorem
In this section, we will assume the bounds stated in Theorems 6.2 and 6.4, and use
them to establish the convergence of our models to the limiting model which describes
the KPZ equation. By stationarity of the input Ψε, we can use 0 as the base point of
our models without loss of generality. Again, X , Y and Z denote the value of the field
ε
1
2 Ψε(·) at the point x, y and z respectively.
5.1 Convergence of the models
Recall that the renormalised model defined in (3.2) and (3.3) is built from Ψε with the
renormalisation constants
C (ε) =
1
aε
EF (ε
1
2 Ψε) =
â
ε
,
C (ε) =
1
a2ε2
∫
K(x− y)K(x− z)E(〈〉F (Y )〈〉〈〉F (Z)〈〉) dy dz,
C (ε) =
1
4a3ε2
∫
K(x− y)K(y − z)E(F ′(X)F ′(Y )〈〉F (Z)〈〉) dy dz,
C (ε) =
1
2a3ε2
∫
K(x− y)K(x− z)E(〈〉F ′′(X)〈〉〈〉F (Y )〈〉〈〉F (Z)〈〉) dy dz.
(5.1)
Here, C (ε)τ is precisely the mean ofΠ
ετ . By stationarity of Ψε, the above definitions of
these constants are all independent of the location of x.
Remark 5.1. Note that since E〈〉F ′′(X)〈〉 = 0, we also have
C (ε) =
1
2a3ε2
∫
K(x− y)K(x− z)E(〈〉F ′′(X)〈〉(〈〉〈〉F (Y )〈〉〈〉F (Z)〈〉〈〉)) dy dz,
which does indeed coincide with the mean of Π̂ε · Π̂ε , as mentioned just after (3.3).
We also note that the symbols and are both of negative homogeneities. The
reason why they do not exhibit renormalisations is because of the spatial anti-symmetry
of P ′, which leads the corresponding expectation to vanish.
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With the above choice of the constants C (ε)τ , we can show the convergence of our
models to the KPZ model. This is the content of the following theorem.
Theorem 5.2. Let Ψε = P ′ ∗ ξε, and Π̂ε = L̂ε(Ψε) be the renormalised model defined
in (3.2) and (3.3) with input ψ = Ψε and constants C (ε)j defined in (5.1). Let ΠKPZ be
the KPZ model described the Appendix. Then, there exists ζ > 0 such that for every τ
in (3.1) with |τ | < 0, we have
(E|〈Π̂εzτ − ΠKPZz τ, ϕλz 〉|2n)
1
2n .n εζλ|τ |+ζ , (5.2)
where the bound holds uniformly over all ε ∈ (0, 1), all λ ∈ (0, 1) and all space-time
points z in compact sets. As a consequence, we have |||Π̂ε; ΠKPZ|||ε,0 → 0 in probability
as ε→ 0.
As long as the bound (5.2) holds for all τ with negative homogeneities, we can
proceed as in [HQ15, Prop. 6.3] to conclude the convergence of Π̂ε to the limiting KPZ
model. From now on, we will focus on proving (5.2) for symbols with |τ | < 0.
5.2 Proof of Theorem 5.2
According to Table (3.1), there are ten basis elements with negative homogeneities,
and hence we need to check the bound (5.2) for all of them. The bounds on are a
consequence of those for . Thus, there are nine essentially different ones to check.
For the sake of conciseness of the presentation, we provide details for three of them:
, and . The element is simple but still illustrative enough to explain the general
procedure. On the other hand, the symbol is much more complicated, but contains
all the subtleties that appear when dealing with the other symbols. Finally, is the
one whose convergence (to 0) requires the strongest differentiability assumption on F
(C7+), so we also include details for it.
Before we start giving details for the above three symbols, we list the requirement
on the decay of local norm of ‖F̂‖ that guarantees the convergence for each symbol:
‖F̂‖M+2,RK 3 3 3 3 4 5 6 7 7
τ
(5.3)
Here, the number n in the first row indicates that we need the decay ‖F̂‖M+2,RK =
O(|K|−n−) in order for the corresponding process to converge. We will see that for the
three symbols which we give detailed arguments below, the requirements listed above
are indeed sufficient. The decay requirement for the other symbols can also be easily
deduced in the same way. In the rest of the section, we use the notations
x = (x1, . . . , x2n), ϕλ(x) =
2n∏
k=1
ϕλ(xk).
Also, F (`)δ is F (`) regularised by a symmetric mollifier at scale δ. Hence, F
(`)
δ is even if
` is, and it is odd if ` is odd. Finally, by translation invariance, it suffices to check the
bound (5.2) with z = 0.
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5.2.1 The case τ =
We start with τ = . In what follows, we will always write τε = Π̂ε0τ for simplicity.
Recall that X = ε 12 Ψε(x). By (3.2), we have
τε(x) =
1
2a
√
ε
F ′(X) =
1
2a
√
ε
T(1)(F
′(X)) + Ψε(x) =: τ (1)ε (x) + τ
(2)
ε (x),
whereT(1)(F ′(X)) is F ′(X) with the first chaos removed. Since Ψε → Ψ in probability
in C− 12−κ, it suffices to check τ (1)ε vanishes in the same topology as ε→ 0.
Following the notations in Section 6, we let Φε(θ, x) = sin(θX). The dependence
of Φ on ε is viaX = ε 12 Ψε(x). Also recall that for every test function ϕ on R+×T and
λ > 0, we write ϕλ(x) = λ−3ϕ(x/λ). For every function F : R× (R+ × T) 7→ R, let
(Aε,λF)(θ) :=
1
2a
√
ε
∫
R+×T
F(θ, x)ϕλ(x)dx,
where we have omitted in notation the dependence of A on ϕ for simplicity. We split
F ′ into a regular part F ′δ and a small remainder F ′ − F ′δ. Since F ′ and F ′δ are both odd,
by the definition of the Fourier transform in (1.6), we have
〈τ (1)ε , ϕλ〉 = i〈F̂ ′δ,Aε,λT(1)(Φε)〉θ + i〈F̂ ′ − F̂ ′δ,Aε,λT(1)(Φε)〉θ, (5.4)
where we have used Fubini to change the order of integration on the right hand side,
and the notation 〈·, ·〉θ refers to integration in the θ variable. We deal with the two
terms in (5.4) separately. For the first one, by Proposition 4.10, we have
|〈F̂ ′δ,Aε,λT(1)(Φε)〉θ| .
∑
K∈Z
‖F̂ ′δ‖M+2,RK · sup
r≤M+2
sup
θ∈RK
|(Aε,λT(1)(Φε))(r)(θ)|. (5.5)
Taking the 2nth moment on both sides and using Lemma 4.3 to interchange the
supremum and expectation for each term on the right hand side, we get
‖〈F̂ ′δ,Aε,λT(1)(Φε)〉θ‖2n .
∑
K∈Z
‖F̂ ′δ‖M+2,RK · sup
r≤M+3
sup
θ∈RK
‖(Aε,λT(1)(∂rθΦε))(θ)‖2n,
where we have used the notation ‖ · ‖2n = (E| · |2n)
1
2n . The maximum in the number of
derivatives is now taken over the range r ≤M + 3 since one pays one more derivative
from Lemma 4.3. The term inside the supremum above, when raised to the 2n-th power,
has the expression
E|(Aε,λT(1)(∂rθΦε))(θ)|2n = (4a2ε)−n
∫
ϕλ(x)
[
E
2n∏
k=1
T(1)
(
∂rθΦε(θ, xk)
)]
dx. (5.6)
Applying Theorem 6.2 to the object in the bracket above, we get the bound
E|(Aε,λT(1)(∂rθΦε))(θ)|2n . ε−n(1 + |θ|)N
∫
|ϕλ(x)|
(
E
2n∏
k=1
PN (Xk)
)
dx (5.7)
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for someN ≥ 1, wherePN (Xk) =
∑N
j=1X
(2j+1)
k . Since ε−
1
2X(2j+1)k = ε
jΨ(2j+1)ε (xk)
and the sum in PN starts from the third order term, we see that the right hand side
is a linear combination of the 2n-moments of the quantities 〈εjΨ(2j+1)ε , |ϕλ|〉 with
j = 1, . . . , N . These are higher order version of 〈Ψε, |ϕλ|〉 with additional Wick
powers in Ψε and ε balanced, so we have the bound
‖(Aε,λT(1)(∂rθΦε))(θ)‖2n . εκ
′
λ−
1
2
−κ′(1 + |θ|)N
for someN and all κ′ < κ. Note that here we have relaxed the upper bound by replacing
the exponent N
2n
with N , but this would not affect our result. Plugging the above bound
into (5.5) and applying (4.8) to ‖F̂ ′δ‖M+2;RK with N replaced by 2N , we get the bound
‖〈F̂ ′δ,Aε,λT(1)(Φε)〉θ‖2n . εκ
′
δ−2Nλ−
1
2
−κ′ . (5.8)
We now turn to the second term in (5.4). Write
(Aε,λT(1)(Φε))(θ) = (Aε,λΦε)(θ)−
θ
2a
e−
θ2σ2
2
∫
Ψε(x)ϕλ(x)dx, (5.9)
where σ2 = EX2, and we estimate the action of F̂ ′ − F̂ ′δ on these two terms separately.
For the first one, similar as before, we have
‖〈F̂ ′ − F̂ ′δ,Aε,λΦε〉θ‖2n .
∑
K∈Z
‖F̂ ′ − F̂ ′δ‖M+2,RK sup
r≤M+3
sup
θ∈RK
‖(Aε,λΦε)(r)(θ)‖2n.
(5.10)
The quantity ‖ · ‖2n inside the supremum above (raised to the 2n-th power) has the
expression
E|(Aε,λΦε)(r)(θ)|2n = (4a2ε)−n
∫
ϕλ(x)
[
E
2n∏
k=1
∂rθΦε(θ, xk)
]
dx.
The difference between here and (5.6) is that the first chaos component of ∂rθΦε is not
removed. We can then apply the bound (6.7) to the expression inside the bracket above
with T˜ = O˜ = {1, . . . , 2n} so that
∣∣∣E 2n∏
k=1
∂rθΦε(θ, xk)
∣∣∣ . (1 + |θ|)2n(E 2n∏
k=1
Xk
)
.
Here, the power 2n on (1 + |θ|) is precisely |O˜| in (6.6). This immediately gives
E|(Aε,λΦε)(r)(θ)|2n . ε−n(1 + |θ|)2n
∫
|ϕλ(x)|
(
E
2n∏
k=1
Xk
)
dx.
Note that the right hand side (without θ) is precisely the 2n-thmoment of
∫
Ψε(x)|ϕλ(x)|dx,
so we have the bound
‖(Aε,λΦε)(r)(θ)‖2n . (1 + |θ|)‖〈Ψε, |ϕλ|〉‖2n . (1 + |θ|)λ−
1
2 .
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By (4.9), we have
‖F̂ ′ − F̂ ′δ‖M+2,RK . δβ(1 + |K|)−6+β
for every β ∈ (0, 1). Plugging this, together with the above bound for ‖(Aε,λΦε)(r)(θ)‖2n,
back into (5.10), we obtain
‖〈F̂ ′ − F̂ ′δ,Aε,λΦε〉θ‖2n . δβλ−
1
2
for some β ∈ (0, 1). The same bound holds for the second term in (5.9) but the
procedure is simpler. Thus, the remainder part of τ (1)ε satisfies the bound
‖〈F̂ ′ − F̂ ′δ,Aε,λT(1)(Φε)〉θ‖2n . δβλ−
1
2 . (5.11)
Now, choosing δ = ε κ
′
4N , applying the two bounds (5.8) and (5.11) back to (5.4), and
recalling that κ′ can be arbitrarily small, we have thus proved (5.2) for τ = .
5.2.2 The case τ =
We now turn to the case τ = . Again, we write τε = Π̂ε0τ . By (3.2), (3.3) and (5.1),
we have
τε(x) =
1
4a3ε2
∫
(K(x− y)−K(−y))K(y − z)F ′(X)F ′(Y )〈〉F (Z)〈〉 dy dz
− 1
4a3ε2
∫
K(x− y)K(y − z)E(F ′(X)F ′(Y )〈〉F (Z)〈〉) dy dz.
For simplicity, we write K(x, y) = K(x − y) −K(−y). Following the notations in
Section 6, we let T = {x, y, z} be the type space with categories O = {x, y} and
E = {z}. These reflect the roles of the fields X , Y and Z appearing in τε.
We write θ = (θx, θy, θz) ∈ R3. For each multi-indexm = (mx,my,mz) ∈ NT , let
Cm denote the coefficient of the term Xmx  Y my  Zmz in the chaos expansion of
H(X, Y, Z) def= F ′(X)F ′(Y )〈〉F (Z)〈〉. Note that these coefficients do depend on (x, y, z)
and are given by the formula
Cm(x, y, z) =
1
m!
E(∂mH)(X, Y, Z) . (5.12)
Finally, letM⊂ NT be
M = {(0, 0, 0), (1, 0, 1), (0, 1, 1), (0, 0, 2), (1, 1, 2)},
and let TM(H(X, Y, Z)) be the chaos expansion ofH(X, Y, Z) with the components
inM3 removed. With these notations, we now decompose τε into
τε(x) =
6∑
j=1
τ (j)ε (x),
3Components inM are terms of the form Xmx  Y my  Zmz with m = (mx,my,mz) ∈M.
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where the six terms are given by
τ (1)ε (x) =
1
4a3ε2
∫
K(x, y)K(y − z)TM(F ′(X)F ′(Y )〈〉F (Z)〈〉) dy dz,
τ (2)ε (x) =
1
4a3ε2
∫
K(x, y)K(y − z) · C1,0,1(x, y, z) X  Z dy dz,
τ (3)ε (x) =
1
4a3ε2
∫
K(x, y)K(y − z) · C0,1,1(x, y, z) Y  Z dy dz,
τ (4)ε (x) =
1
4a3ε2
∫
K(x, y)K(y − z) · C0,0,2(x, y, z) Z2 dy dz,
τ (5)ε (x) =
1
4a3ε2
∫
K(x, y)K(y − z) · C1,1,2(x, y, z) X  Y  Z2 dy dz,
τ (6)ε (x) = −
1
4a3ε2
∫
K(−y)K(y − z) · C0,0,0(x, y, z) dy dz,
with the constants Cm given by (5.12).
In what follows, we will prove the convergence of each τ (j)ε to their corresponding
limit, which altogether give the limiting KPZ model for . We start with τ (1)ε . For
θ = (θx, θy, θz), let
Φε(θ, x, y, z) = sin(θxX) sin(θyY )〈〉cos(θzZ)〈〉.
We also define the operator Aτε,λ for τ = by
(Aτε,λF)(θ) =
∫
ϕλ(x)K(x, y)K(y − z)F(θ, x, y, z)dzdydx.
Here and below, we omit the symbol τ in A for simplicity. With these notations, we
have the expression
〈τ (1)ε , ϕλ〉 = 〈Υδ,Aε,λTM(Φε)〉θ + 〈Υ−Υδ,Aε,λTM(Φε)〉θ, (5.13)
where Υ = F̂ ′ ⊗ F̂ ′ ⊗ F̂ , Υδ is the distribution that replaces every appearance of F (`)
in Υ by F (`)δ , and TM(Φε) is the chaos expansion of Φε in terms of X , Y and Z with
components inM removed. For the first term in (5.13), similar as before, we have
‖〈Υδ,Aε,λTM(Φε)〉θ‖2n .
∑
K∈Z3
‖Υδ‖M+2,RK sup
r:|r|∞≤M+3
sup
θ∈RK
‖(Aε,λTM(∂rθΦε))(θ)‖2n.
(5.14)
We first control ‖(Aε,λTM(∂rθΦε))(θ)‖2n. Raising it to the 2n-th power, we have
E|(Aε,λTM(∂rθΦε))(θ)|2n =
∫
ϕλ(x)
2n∏
k=1
(K(xk, yk) ·K(yk − zk))
·
[
E
2n∏
k=1
TM(∂rθΦε(θ, xk, yk, zk))
]
dzdydx.
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It is straightforward to check that the setM satisfies B(n) ∩M = for all n ∈Mc, so
we apply Theorem 6.2 to the expectation above to get
E|(Aε,λTM(∂rθΦε))(θ)|2n .(1 + θ)N
∫
|ϕλ(x)|
2n∏
k=1
(
|K(xk, yk)K(yk − zk)|
)
[
E
2n∏
k=1
TM(PN (Xk)PN (Yk)QN (Zk))
]
dzdydx,
which holds for some N ≥ 2, and PN (X) =
∑N
j=1 X
(2j−1), QN (Z) =
∑N
j=1 Z
(2j). It
is also straightforward to check that the right hand side above corresponds to a higher
order version of the object
in the sense that every additional two Wick powers of any of these variables are
accompanied by one power of ε. It is also strict so that there is at least one additional
power of ε. This then implies deduce the bound
‖(Aε,λTM(∂rθΦε))(θ)‖2n . (1 + θ)N · εκ
′
λ−κ
′
for all κ′ < κ. Plugging this bound into (5.14) and employing (4.8) to control
‖Υδ‖M+2,RK , we then obtain
‖〈Υδ,Aε,λTM(Φε)〉θ‖2n . εκ′δ−2Nλ−κ′ . (5.15)
As for the second term in (5.13), we write
TM(Φε) = Φε −
∑
m∈M
Cm ·Xmx  Y my  Zmz , m = (mx,my,mz),
and estimate each term above separately. For the action of Aε,λ on Φε, we have
E|(Aε,λ∂rθΦε)(θ)|2n =
∫
ϕλ(x)
2n∏
k=1
(
K(xk, yk)K(yk − zk)
)
·
[
E
2n∏
k=1
(∂rθΦε)(θ, xk, yk, zk)
]
dzdydx.
Now, let T˜ = T × {1, . . . , 2n} where the types of the elements in T˜ are the same as
their projections onto T . We then apply (6.6) to the right hand side above to get
E|(Aε,λ∂rθΦε)(θ)|2n . θ8n
∫
|ϕλ(x)|
2n∏
k=1
∣∣∣K(xk, yk)K(yk − zk)∣∣∣
·
[
E
2n∏
k=1
(XkYkZ
2
k )
]
dzdydx,
(5.16)
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where θ = 1 + |θ|. Here, the power of θ is 8n since there are 4n points in O˜ (each
contributing 1 power) and 2n points in E˜ (each contributing 2). Note that the right hand
side (without θ) is precisely the 2n-th moment of the quantity 〈ΠKPZ;ε0 , ϕλ0〉 without
logarithmic renormalisation (that is, one sets C (ε)2 = 0 in the model), and hence it is
bounded by | log ε|nλ−2nκ′ . Thus, we deduce the bound
‖(Aε,λ∂rθΦε)(θ)‖2n . (1 + |θ|)4| log ε|λ−κ
′
.
A similar bound, both in terms of the powers of θ and of the powers of ε and λ, holds
for the action of Aε,λ on Cm(θ, x, y, z)Xmx  Y my  Zmz . Since (4.9) implies
‖Υ−Υδ‖M+2;RK . δβ(1 + |Kx|)(1 + |Ky|)(1 + |K|)−7−α+β,
we then have
‖〈Υ−Υδ,Aε,λTM(Φε)〉θ‖2n . δβ| log ε|λ−κ′ . (5.17)
Now, combining (5.15) and (5.17), taking δ = ε κ
′
4N , and noting that both κ′ and
β ∈ (0, 1) can be arbitrarily small, we can then deduce that there exists ζ > 0 such that
‖〈τ (1)ε , ϕλ〉‖2n . εζλ|τ |+ζ .
We now turn to τ (2)ε . Let
C (1)1,0,1 = E(〈〉F ′′(X)〈〉F ′(Y )F ′(Z)), C (2)1,0,1 = 2aE(F ′(Y )F ′(Z)− 4a2Y Z),
and C (3)1,0,1 = 8a3EY Z. We then write τ (2)ε =
∑3
j=1 τ
(2;j)
ε , where
τ (2;j)ε (x) =
1
4a3ε
∫
K(x, y)K(y − z) · C (j)1,0,1(x, y, z)Ψε(x) Ψε(z) dy dz.
There is only ε−1 left since the other negative power is combined with X  Z so that
we have Ψε(x) Ψε(z) in the expression. We analyse the three terms separately. For
τ (2;3)ε , we have
〈τ (2;3)ε , ϕλ0〉 = 2 = 2 , (5.18)
where we have identified
=
This is because the correlation function E(Ψε(x)Ψε(y)), represented by the two dashed
arrows above, is symmetric under the reflection of its space variable with respect to the
origin. Since the kernel K is anti-symmetric in the space variable, the whole kernel
on the left hand side above is anti-symmetric, and hence we can identify it with its
renormalised version. The right hand side of (5.18) is precisely one of the terms in
〈ΠKPZ;ε0 , ϕλ0〉 in the Appendix, so it does converge to the desired limit with the error
bound (5.2). For 〈τ (2;1)ε , ϕλ0〉, according to the bound (4.13), it can be decomposed into
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two parts. The first one, corresponding to the first term on the right hand side of (4.13),
can be represented by
εδ−N = δ−N .
Here, the highlights on the edges mean that they are upper bounds for the corresponding
parts in the object itself. By the bounds in [HQ15, Sec. 6.2.6], the L2n-th moment
of the above graph is controlled by εκ′δ−Nλ−2κ′ . The second one, corresponding to
the second term on the right hand side of (4.13), carries a logarithmic divergence but
multiplied by δβ . Altogether, we have the bound
‖〈τ (2;1)ε , ϕλ0〉‖2n . (εκ
′
δ−N + δβ| log ε|)λ−2κ′ .
We then choose δ = ε κ
′
4N so that ‖〈τ (2;1)ε , ϕλ0〉‖2n . εκ′λ−2κ′ . Finally, for τ (2;2)ε , we
note that the kernelK(y − z)E(F ′(Y )F ′(Z)− 4a2Y Z) is anti-symmetric in the space
variable, and hence can be identified with its renormalised kernel. Hence, it can be
controlled by the graph
.
Here, the highlight on the renormalised kernel means that we have the bound
‖RQε‖3+β′ . εβ′ for some β′ > 0. This is the same β′ as in (4.14). Hence, we
have ‖〈τ (2;2)ε , ϕλ0〉‖2n . εκ′λ−2κ′ as well. This completes the proof for τ (2)ε .
The situations for τ (3)ε and τ (4)ε are similar. One can show that their main parts are
given by
2 and −
respectively, and their other parts vanish with the correct order just as in the case for
τ (2;1)ε and τ (2;2)ε . This implies that both τ (3)ε and τ (4)ε converge to the right limit.
For τ (5)ε , its main part (when tested against ϕλ0 ) is given by
(5.19)
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which does converge to the right limit. By Lemma 4.12, we see that the remainder can
be decomposed into two parts. The first one can be controlled by the graph
(2)
+
(2)
+
(2)
multiplied by δ−N . The other one from the remainder is the same as (5.19) but
accompanied by a positive power of δ. Hence, the ‖ · ‖2n norm of the remainder (after
testing against ϕλ0 ) is bounded by εκ
′(δ−N + δβ)λ−2κ′ . One can again choose δ to be a
small positive power of ε so that the it vanishes in the correct order.
Finally for τ (6)ε , according to Lemma 4.13, we write
C0,0,0 = H
(1) +H (2) + 4a3E(XY Z2).
The part with 4a3E(XY Z2) is precisely
−2 ,
while the other two parts can be shown (with a similar argument as for τ (2)ε ) to vanish
with the correct order in λ. This finishes the proof for τ = .
5.2.3 The case τ =
We now turn to the last symbol τ = . By (3.2), (3.3) and (5.1), we have
τε(x) = τ¯ε(x)− C
(ε)
2a
· 〈〉F ′′(X)〈〉,
where
τ¯ε(x) =
1
2a3ε2
∫
K(x− y)K(x− z)〈〉〈〉F ′′(X)〈〉〈〉F (Y )〈〉〈〉F (Z)〈〉〈〉 dy dz.
We deal with the second term first. Since E〈〉F (Y )〈〉〈〉F (Z)〈〉 . (EY Z)2, it is not
hard to see that C (ε) = O(| log ε|). The same procedure as above also implies
‖〈〈〉F ′′(X)〈〉, ϕλ〉‖2n . εκ′λ−κ′ . Thus, the term 12C (ε)〈〉F ′′(X)〈〉 vanishes at the correct
order. It then suffices to show that τ¯ε vanishes and satisfies the bound (5.2).
If we brutally implement the above procedure with the general bound (6.6), then
because of the two derivatives on F (with X), we will end up with requiring 9+
The main convergence theorem 38
differentiability of F in order for τ¯ε to satisfy the desired bound4. However, a more
careful observation reveals that, up to the subtraction of C (ε), τ¯ε is the product of three
almost bounded processes: Π̂ε and (Π̂ε )2. By writing F ′′ = F ′′δ + (F ′′ − F ′′δ ), we
can ignore the bad effect of two derivatives on Fδ. As for the small remainder, we can
separate the product of the three “almost bounded” processes into sub-products with
less terms. This will reduce the requirement on the regularity of F .
More precisely, we write τ¯ε(x) = τ¯ (1)ε,δ (x) + τ¯
(2)
ε,δ (x), where
τ¯ (1)ε,δ (x) =
1
2a3ε2
∫
K(x− y)K(x− z)〈〉〈〉F ′′δ (X)〈〉〈〉F (Y )〈〉〈〉F (Z)〈〉〈〉 dy dz,
τ¯ (2)ε,δ (x) =
1
2a3ε2
∫
K(x− y)K(x− z)〈〉〈〉F ′′(X)− F ′′δ (X)〈〉〈〉F (Y )〈〉〈〉F (Z)〈〉〈〉 dy dz.
For τ¯ (1)ε,δ , similar as before, we get a power (1 + |K|)6 from the norm of “test functions”
localised in RK. As for the norm of distributions, by Assumption 1.1 and Lemma 4.5,
we have
‖F̂ ′′δ ⊗ F̂ ⊗ F̂‖M+2,RK .N δ−N (1 + |Kx|)−N((1 + |Ky|)(1 + |Kz|))−7−α
for all large N . By choosing δ = ε κ
′
4N as before, we obtain the bound
‖〈τ¯ (1)ε,δ , ϕλ〉‖2n . ε
κ′
2 λ−κ
′
. (5.20)
As for τ (2)ε,δ , we have the expression
〈τ (2)ε,δ , ϕλ〉 =
∫
〈〉F ′′(X)− F ′′δ (X)〈〉 ·
(
ε−1
∫
K(x− y)〈〉F (Y )〈〉dy
)2
ϕλ(x)dx.
We first separate the two terms in the integrand so that
|〈τ (2)ε,δ , ϕλ〉| . sup
x
|〈〉F ′′(X)− F ′′δ (X)〈〉| · 〈( ε)2, |ϕλ|〉, (5.21)
where ε = Π̂ε = K ∗ Π̂ε . Considering the L2n norm of both sides and applying
Hölder’s inequality, we get
‖〈τ (2)ε,δ , ϕλ〉‖2n . (E sup
x
|〈〉F ′′(X)− F ′′δ (X)〈〉|4n)
1
4n · ‖〈( ε)2, |ϕλ|〉‖4n.
The first term is easily seen to be bounded by some positive power of ε since exchanging
the supremum with the expectation costs an arbitrary small power of ε, but we have
δ = ε
κ′
4N . For the second term, we have ‖〈( ε)2, |ϕλ|〉‖4n . | log ε| · λ−κ
′ . This
logarithmic factor can be killed by the positive power of ε from the first term, so that
we get
‖〈τ (2)ε,δ , ϕλ〉‖2n . εκ
′′
λ−κ
′
. (5.22)
The bound for τ¯ε and hence the symbol then follows immediately by combining
(5.20) and (5.22).
4The 9+ differentiability arises as follows. The product 〈〉cos(θxX)〈〉〈〉cos(θyY )〈〉〈〉cos(θzZ)〈〉 gives
rise to θ6, and another two powers of θ come from F ′′. Thus, if we brutally bound things in this way, we
need ‖F̂‖ to decay faster than θ−9−.
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Remark 5.3. It is clear from the above argument that the 7+ differentiability of F
exactly guarantees the bound (5.20) for τ¯ (1)ε,δ . The readers may wonder why we only
separate F ′′δ from F ′′ but not the other two F ’s. The reason is that in (5.21) when we
apply L∞ and L1 bounds to separate the integrands, it is essential to have the stochastic
part of the latter integrand positive (like ( ε)2) so that we can keep the structure of the
stochastic objects without adding absolute value to them.
5.3 Behaviour of renormalisation constants
We now explore behaviour of the renormalisation constants C (ε)τ ’s defined in (5.1). It
is clear that C (ε) diverges at order ε−1. As for the other constants, we will see that
both C (ε) and C (ε) diverge logarithmically. However, the two logarithmic divergences
actually cancel each other out, as already shown in [Hai13, HQ15] for polynomial F .
Finally, C (ε) is uniformly bounded in ε.
We first show the cancellation of the two logarithmic divergences for general F .
This follows from that for the polynomial F and Lemma 4.13. We give it in the
following proposition.
Proposition 5.4. We have
sup
ε∈(0,1)
(C (ε) + 4C (ε)) < +∞.
Proof. Let
C˜ (ε) =
∫
K(x− y)K(x− z)E(Ψ2ε (y)Ψ2ε (z)) dy dz,
C˜ (ε) =
∫
K(x− y)K(y − z)E(Ψε(x)Ψε(y)Ψ2ε (z)) dy dz.
We first show that these two quantities contain all the logarithmic divergence for C (ε)
and C (ε) in the sense that both C (ε) − C˜ (ε) and C (ε) − C˜ (ε) are uniformly bounded in ε.
To see this, note that
C (ε) − C˜ (ε) = 1
a2ε2
∫
K(x− y)K(x− z)E(〈〉F (Y )〈〉〈〉F (Z)〈〉 − a2Y 2Z2) dy dz.
One can directly perform a chaos expansion and show as in the proof of Lemma 4.13
that
|E(〈〉F (Y )〈〉〈〉F (Z)〈〉 − a2Y 2Z2)| . (EY Z)4.
This implies the bound
|C (ε) − C˜ (ε)| . ε
∫
|K(x− y)K(y − z)| · E(Ψ4ε (y)Ψ4ε (z)) dy dz.
By the bounds for polynomial models in [HQ15] (second part of Thm 6.5), the right
hand side above converges to a finite limit as ε→ 0, and hence C (ε) − C˜ (ε) stays finite.
As for C (ε), we have
C (ε) − C˜ (ε) = 1
4a3ε2
2∑
j=1
∫
K(x− y)K(y − z)H (j)(x, y, z) dy dz,
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whereH (j) are given by Lemma 4.13. The bound forH (2) implies that the integral with
H (2) stays finite as ε→ 0. As for H (1), one can choose δ to be a small positive power
of ε so that the bound in Lemma 4.13 is sufficient to guarantee that the integral with
H (1) vanishes in the limit as ε→ 0. Hence, C (ε) − C˜ (ε) is also uniformly bounded in ε.
Since C˜ (ε) and C˜ (ε) are precisely the logarithmically divergent quantities from the
KPZ equation (with F (u) = u2), it then follows from [HQ15, Thm 6.5] that C˜ (ε) + C˜ (ε)
converges to a finite limit. This completes the proof of the proposition.
We have the following proposition on the behaviour of C (ε) as ε→ 0.
Proposition 5.5. The constant C (ε) defined in (5.1) is uniformly bounded in ε ∈ (0, 1).
Proof. We would like to have the control
E(〈〉F ′′(X)〈〉〈〉F (Y )〈〉〈〉F (Z)〈〉) . E(X2Y 2Z2). (5.23)
This will immediately reduce the problem to the polynomial case and gives the claim.
However, similar as in the case for the symbol , if we Fourier expand F ′′ and F
and brutally apply Theorem 6.4, then we would need F ∈ C9+ to get the bound (5.23).
Fortunately, there are only three terms in the product, and hence we can do exact
computations with the trigonometric identities. This will give us the desired bound
(5.23) under Assumption 1.1, and hence the claim follows.
Remark 5.6. With some extra effort, it is possible to show that both C (ε) + 4C (ε) and
C (ε) converge to a finite limit as ε → 0. But the convergence does not really matter
here, so we omit those details and only claim uniform boundedness.
5.4 Identification of the limit
We now have all the ingredients in place to prove the main result of the article.
Theorem 5.7. Let γ ∈ (3
2
, 5
3
) and η ∈ (1
2
− 1
M+4
, 1
2
). Let {h(ε)0 } be a sequence of
functions in Cγ,ηε such that ‖h(ε)0 ;h0‖γ,η;ε → 0 for some h0 ∈ Cη. Then, there exists
Cε → +∞ such that for every T > 0, the solution hε defined in (1.5) with initial data
h(ε)0 converge in probability in Cη([0, T ]× T) to the solution to the KPZ equation with
parameter a and initial condition h0.
Proof. Let ΠKPZ be the standard KPZ model described in the Appendix. Let Π̂ε be the
sequence of models defined in (3.2) and (3.3) with input ψ = Ψε and the constants C (ε)j
specified in (5.1). Let u(ε)0 = h
(ε)
0 − Zε(0, ·) where Zε = P ∗ ξε. By the convergence of
Zε to Z = P ∗ ξ and the convergence of h(ε)0 , we have ‖u(ε)0 ;u0‖γ,η;ε → 0 in probability
where u0 = h0 − Z(0, ·).
Now, let U (ε) ∈ Dγ,ηε and U ∈ Dγ,η denote the solutions to the fixed point problem
with models Π̂ε and ΠKPZ and initial datum u(ε)0 and u0 respectively. Let
uε := R̂εU (ε) , u := RKPZU ,
where R̂ε andRKPZ are the reconstruction maps associated to the corresponding models.
By Theorem 3.8, uε solves the remainder equation 2.2 with initial data u(ε)0 and constant
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Cε as in (3.5), so that hε = uε + Zε solves (1.5) with initial condition h(ε)0 . Similarly,
combining its definition with [HQ15, Thm 1.2] (see also [FH14, Thm 15.1]), it follows
that there exists a constant c such that h := u + Z − ct solves the KPZ equation (in
the sense of Hopf–Cole) with parameter a and initial condition h0. Since Zε → Z in
probability in Cη([0, T ]× T), the convergence of hε to h is established if we show that
uε → u in the same space. The additional term ct can of course easily be generated for
hε as well by adding c to Cε.
By Theorem 5.2, we have ‖Π̂ε; ΠKPZ‖ε,0 → 0. Also, one can easily check that
lim
ε→0
E sup
z∈[0,T ]×T
ε
1
2
+κ|Ψε(z)| = 0 .
Furthermore, we know from [Hai14, Prop. 7.11] and the fact that the Hopf–Cole
solutions to the KPZ equation are global in time almost surely, that we can find U
solving (3.8) up to any fixed time T > 0. Hence, Theorem 3.7 and continuity of the
reconstruction maps imply that uε → u in probability in Cη([0, T ]×T) as required.
Remark 5.8. Note that for any fixed ε > 0, there may be a set ΩT of strictly positive
probability such that for realisations ξε ∈ ΩT , the solution to (1.5) explodes before time
T . This is not a problem, convergence in probability should be interpreted as stating
that the probability of this event converges to 0 and that the solution conditioned on
survival converges in probability.
6 A general pointwise bound
In this section, we state and prove two general bounds that control the correlation
functions of trigonometric polynomials of Gaussian processes by those of suitable
polynomials. These bounds, combined with the convergence of polynomial models in
[HQ15], are the main ingredient for the convergence result in Theorem 5.2.
6.1 The statement
For every finite set A , let NA be the set of multi-indices on A . We define the length
of a multi-index by |n| = ∑α∈A nα. For B ⊂ A , we write NAB ⊂ NA for those
multiindices that vanish onB. For every collection of joint Gaussian random variables
X = (Xα)α∈A and every n ∈ NA , we write Xn = αXnαα .
For H : RA → R a continuous function with at most exponential growth, X =
(Xα)α∈A a collection of jointly Gaussian random variables, andM⊂ NA finite, we
define
TM(H(X)) = H(X)−
∑
n∈M
CnXn, (6.1)
where Cn = E(∂nH)(X)/n! is the coefficient of the term Xn in the chaos expansion of
H(X).
Let T be a finite set of “types”, which comes equipped with a partition T = O unionsq E ,
with O denoting “odd” points and E standing for “even” points. We now consider T ,
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O and E as being fixed. For every n ∈ NT , we define the following sets:
O1(n) = {t ∈ O : nt odd}, O2(n) = {t ∈ O : nt even},
E1(n) = {t ∈ E : nt odd}, E2(n) = {t ∈ E : nt ≥ 2 even},
E0(n) = {t ∈ E : nt = 0}.
(6.2)
Note that O2(n) includes those t ∈ O for which nt = 0, while for t ∈ E we separate 0
and strictly positive even indices. We will sometimes omit the argument n from the
sets Oj and Ej and we use | · | to denote the cardinality of a set. We also define
B(n) = {2k + n : k ∈ NTE0(n)} , (6.3)
and we call this the “branching” of n. Note that in B(n), we add positive even integers
only to the components t which are not in E0(n).
Consider a T -tuple of space-time points (xt)t∈T in R+ × T, and recall the notation
Xt = ε
1
2 Ψε(xt). Also let θt ∈ R for every t. For convenience, we define trigt = sin if
t ∈ O and trigt = cos if t ∈ E . Since E sin(θtXt) = 0, we have
Φ(θ,X) :=
∏
t∈O
sin(θtXt)
∏
t∈E
〈〉cos(θtXt)〈〉 =
∏
t∈T
〈〉trigt(θtXt)〈〉, (6.4)
where we have used the shorthand notation θ = (θt)t∈T and X = (Xt)t∈T . For every
n ∈ NT , we write Cn(θ,X) for the coefficient of Xn in the chaos expansion of Φ(θ,X),
defined as in (6.1). In this section, we will be interested in the correlation functions for
quantities of the form TM(Φ(θ,X)). The setM of removed chaos components will
always be chosen such that it satisfies the following assumption.
Assumption 6.1. M ⊂ NT is finite and there exists a finite set of “roots” R ⊂ Mc
such that
⋃
m∈R B(m) =Mc.
For every t ∈ T and K ≥ 1, fix K space-time points {xk,t : k ∈ [K]}. Here
and below, we use [K] to denote the set {1, . . . , K}. For every k ∈ [K], we write
xk = (xk,t)t∈T and Xk = (Xk,t)t∈T , where as before Xk,t = ε
1
2 Ψε(xk,t). For every
N ≥ 1 and every Gaussian random variable X , we also write PN and QN for the
random variables
PN (X) =
N∑
k=1
X(2k−1), QN (X) =
N∑
k=1
X(2k).
Note that QN has no constant term. The main statement is the following.
Theorem 6.2. LetM⊂ NT satisfy Assumption 6.1. Let r ∈ NT . Then, there exists N
depending on K, |T | andM only such that∣∣∣∣E K∏
k=1
TM
(
∂rθΦ(θ,Xk)
)∣∣∣∣ . θNE K∏
k=1
TM
[(∏
t∈O
PN (Xk,t)
)(∏
t∈E
QN (Xk,t)
)]
, (6.5)
where θ = 1 + maxt |θt|, and the proportionality constant depends on K, r and |T |
only. In particular, the bound is uniform over all locations of the points {xk,t} and all
ε ∈ (0, 1).
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Remark 6.3. We do not claim that this is a general statement about arbitrary collections
of Gaussian random variables. Instead, this only holds for collections of the type
Xt = ε
1
2 Ψε(xt) as always considered in this article. In particular, we exploit the fact
that the Xt are all positively correlated and the fact that their covariances are related in
a specific way to the distances between the corresponding space-time locations, which
themselves satisfy the triangle inequality. Both of these ingredients are crucial in the
proof.
We will mainly use the above bound for arbitrary even K and for K = 1. In the
case K = 1, if 0 ∈ M, then both sides of (6.5) vanish and the bound holds trivially.
If 0 /∈ M (still with K = 1), then both sides of (6.5) are the same as ifM = ∅, and
hence one can removeM. In this case, we have an improved bound in terms of a better
power of θ. It can be stated in a more general form as follows.
Theorem 6.4. Let T˜ be a finite set of types with even and odd categories E˜ and O˜.
Then, we have
|E∂rθΦ(θ,X)| . θ|O˜|+2|E˜|E
[(∏
t∈O˜
Xt
)(∏
t∈E˜
X2t
)]
, (6.6)
where θ = 1 + maxt |θt|. If we do not recenter the factors of Φ, then we have the bound∣∣∣E∂rθ(∏
t∈T˜
trigt(θtXt)
)∣∣∣ . θ|O˜|E∏
t∈O˜
Xt. (6.7)
In particular, if |O˜| is odd, then both sides of (6.7) vanish.
Remark 6.5. Theorem 6.4 will be applied in two places. We will first use it to get a fine
control of the coefficients Cn(θ,Xk) (see the expression (6.8)) right after we prove it in
Section 6.7. In this case we take T˜ = T . Second, we apply it to the small “remainder”
part of the nonlinearity F to reduce the regularity assumption for the convergence in
Section 5. In this case, we will take T˜ = [K] × T , and each point xk,t should be
thought of as having a unique type in T˜ .
In the remaining part of this section, we will first set up a general method to prove
Theorem 6.4. Since the bound (6.5) is trivial whenK = 1 and 0 ∈M, and is indifferent
between all otherM that do not contain 0 (including the empty set), this already
establishes (6.5) forK = 1. We will then use Theorem 6.4 to prove Theorem 6.2 for
K ≥ 2. Also note that when bothK and |O| are odd (or just |O˜| being odd in the case
of Theorem 6.4), all of the above bounds are trivial since both sides of the inequality
are 0.
6.2 Factorial decay of the coefficients
In this subsection, we give a bound on the decay of Cn(θ,X), as defined in (6.4) and
(6.1). Recall (6.2) and in particular that Oi and Ei depend on n. The definition of
Cn(θ,X) immediately yields the identity
Cn(θ,X) = (−1) 12 (|n|+|E1|−|O1|) · θ
n
n!
·E
[( ∏
t∈O2∪E1
sin(θtXt)
)( ∏
t∈O1∪E2
cos(θtXt)
)(∏
t∈E0
〈〉cos(θtXt)〈〉
)]
.
(6.8)
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The following proposition is then an easy consequence.
Proposition 6.6. There exists C > 0 depending on the multi-index r only, such that for
every n ∈ NT with |n| having the same parity as |O|, every (θt)t∈T and every (xt)t∈T ,
one has
|∂rθCn(θ, x)| ≤
(Cθ)|n|
n!
, (6.9)
where θ = 1 + maxt |θt|. As a consequence, we have∑
|n|=N
|∂rθCn(θ, x)| ≤
(Cθ)N
N !
(6.10)
if N has the same parity as |O|, and 0 otherwise. The constant C in (6.10) depends on
r and |T |.
Proof. The parity of |O| determines whether Φ(θ,X) expands into an odd or even
chaos series. Thus, Cn(θ,X) = 0 if |n| has a different parity as |O|. As for the bounds,
the first claim is an immediate consequence of (6.8), and the second claim follows from
the multinomial theorem.
Remark 6.7. Proposition 6.6 gives the factorial decay of the coefficients, and (a simple
variant of it) is enough to prove Theorem 6.4. On the other hand, the proof of
Theorem 6.2 requires finer control of the Cn’s beyond factorial decay, namely the
dependence on x. We will obtain this control from Theorem 6.4.
6.3 Clustering
Let T = O unionsq E be the type space described in Section 6.1, and denote the whole
collection of K|T | points by (xu)u∈I with I = [K] × T . We also fix a finite set
M⊂ NT satisfying Assumption 6.1 as well as a “root set”R.
Let (θt)t∈T be a fixed collection of “frequencies”, and θ = 1 + maxt |θt|. Our aim
is to obtain the bound in Theorem 6.2 uniformly over all locations of the points as well
as the θt’s, except of course for the polynomial dependence in θ that is already explicit
in the statement.
To do this, we divide the points into clusters of size of order θ2ε in the following way.
Let∼ be the transitive closure of the relation onI given by u ∼ u′ if |xu− xu′ | ≤ θ2ε.
We write C for the partition of I into clusters obtained in this way. For U ⊂ I , we
also write C (U) for the collection of clusters in C that contain at least one point in U .
LetSmax denote the set of indices s such that for every cluster C ∈ C , C∩({s}×T ) =
C or ∅. In other words, indices s in Smax are such that, starting from a point x(s,t) with
any t ∈ T and performing steps of size at most θ2ε, it is only possible to reach other
points x(s,t′). Recall the definitions of TM and Φ from (6.1) and (6.4). For any S ⊂ K
(but we will always choose S ⊂ Smax), we then have
K∏
k=1
TM(∂rθΦ(θ,Xk)) =
∑
IunionsqJ=[K]\S
(−1)|I|
[(∏
s∈S
TM(∂rθΦ(θ,Xs))
)
(∏
i∈I
∑
p∈M
∂rθC
(i)
p X
p
i
)(∏
j∈J
∂rθΦ(θ,Xj)
)]
,
(6.11)
A general pointwise bound 45
where the sum is taken over all disjoint subsets I and J such that I ∪ J = [K] \ S.
Here, C (i)p denotes the coefficient of the term X
p
i in the chaos expansion of Φ(θ,Xi),
and hence ∂rθC (i)p denotes the coefficient for the same term in ∂rθΦ(θ,Xi). We keep the
superscript i to emphasise its dependence on the locations xi = (xi,t)t. Note that each
term on the right hand side above depends on S, while the left hand side does not.
Remark 6.8. While (6.11) holds for any subset S ⊂ [K], only S ⊂ Smax gives us useful
control on its right hand side. Such sets S have the property that for every s ∈ S , every
k 6= s and all t, t′ ∈ T , one has
|xs,t − xk,t′ | ≥ θ2ε. (6.12)
This is the only property that the analysis in Sections 6.4 and 6.6 is based on, and Smax
is the maximal subset of [K] with this property. On the other hand, the final proofs
of Theorems 6.4 and 6.2 require more specific choice of S (either ∅ or Smax), but this
happens only from Section 6.7. Hence, for this moment, we assume S ⊂ Smax. When
we reach the final stage of the proof of the main theorems, we will make clear the
specific choice of S in those situations.
We now proceed with an arbitrary (fixed) S ⊂ Smax. Each term in the sum on
the right hand side of (6.11) is a product of three terms, each being a product over a
(possibly empty) subset of [K]. For s ∈ S , considering the corresponding factor in the
first term, let R be any set of “roots” forM described above, so we have the chaos
expansion
TM(∂rθΦ(θ,Xs)) =
∑
m∈R
∑
k∈NTE0(m)
∂rθC¯
(s)
2k+mX
2k+m
s , (6.13)
where we set
C¯ (s)n = C
(s)
n /|{(k,m) : m ∈ R, k ∈ NTE0(m), 2k + m = n}| . (6.14)
Now we turn to the term involving the product over j ∈ J . For every J ⊂ [K] \ S , let
U J := {C ∩ (J × T ) : C ∈ C , |C ∩ (J × T )| ≥ 1}.
We write U J = U J0 unionsqU J1 unionsqU J2 , where
U J2 = {u ∈ U J : |u| = 1, u ⊂ J × E} , (6.15)
U J1 = {u ∈ U J : |u ∩ (J ×O)| is odd} ,
U J0 = {u ∈ U J : |u| ≥ 2, |u ∩ (J ×O)| is even} .
For u ∈ U J , we furthermore define subsets Ni(u) ⊂ Nu by
N2 = {n : |n| ≥ 2 is even}, N1 = {n : |n| is odd}, N0 = {n : |n| ≥ 0 is even},
and we set N¯ (u) = Ni for u ∈ U Ji . These sets do depend on u since we only consider
n ∈ Nu. Note that in N2, the “multi-indices” n are really positive even integers since
|u| = 1. We still write it in n in order to keep the same notation for all Ni.
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Introduce now variables β = (βj,t)j∈[K],t∈T and write βj = (βj,t)t∈T . Also let
a = (aj,t)j∈[K],t∈T be given by aj = r, so that the third product on the right hand side
of (6.11) can be written as∏
j∈J
∂rθΦ(θ,Xj) =
∏
j∈J
∂
aj
βj
Φ(βj,Xj)
∣∣∣
βj=θ
.
For any u ⊂ [K]× T , write au for the restriction of a to u, and similarly for β, so that∏
j∈J
∂
aj
βj
Φ(βj,Xj) =
∏
u∈U J
∂auβuΦu(βu,Xu) ,
where we further used the notation
Φu(βu,Xu) =
∏
(j,t)∈u
〈〉trigt(βj,tXj,t)〈〉 .
Writing similarly to before C (u)n (βu) for the coefficient of Xnu in the Wiener chaos
expansion of Φu(βu,Xu), we conclude that∏
j∈J
∂rθΦ(θ,Xj) =
∏
u∈U J
∑
n∈N¯ (u)
∂auβuC
(u)
n (βu)X
n
u
∣∣∣
βj=θ ,∀j∈J
. (6.16)
In principle, one would think that the sum on the right hand side of (6.16) should be
taken over the whole set Nu, but since C (u)n = 0 for n ∈ Nu \ N¯ (u), we can write the
sum as above. We will also write ∂ruθuC
(u)
n (θu)Xnu for each corresponding term on the
right hand side of (6.16), so that we have∏
j∈J
∂rθΦ(θ,Xj) =
∏
u∈U J
∑
n∈N¯ (u)
∂ruθuC
(u)
n (θu)X
n
u . (6.17)
Note that the right hand side of (6.17) is a notation for that of (6.16). Plugging (6.13)
and (6.17) back into (6.11) and expanding the product, we obtain the expression
E
K∏
k=1
TM(∂rθΦ(θ,Xk)) =
∑
IunionsqJ=[K]\S
(−1)|I|
∑
m∈RS
p∈MI
GI,J ,m,p(θ,X), (6.18)
where the range of the outer sum is as before and the terms in the inner sum are given by
GI,J ,m,p(θ,X) =
∑
k,n
(∏
s∈S
(∂rθC¯
(s)
2ks+ms)
)(∏
i∈I
(∂rθC
(i)
pi )
)( ∏
u∈U J
(∂ruθuC
(u)
nu )
)
· E
[(∏
s∈S
X(2ks+ms)s
)(∏
i∈I
Xpii
)( ∏
u∈U J
Xnuu
)]
.
(6.19)
Here, the sum is taken over k = (ks)s∈S where each ks runs over NTE0(ms), and
n = (nu)u∈U J where each nu runs over N¯ (u). We also use the usual convention that
empty products equal 1.
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As for Theorem 6.2, forK ≥ 2 and S = Smax, we will show that each G in (6.19) is
bounded by the right hand side of (6.5) (note that this term-wise bound is in general
false for S 6= Smax unlessM = ∅). Since Smax,M and R are all finite, Theorem 6.2
(for K ≥ 2) then immediately follows from (6.18). Also, as we will obtain the same
bound for each choice of I, J , m and p, we drop these subscripts and simply write
G(θ,X) for (6.19). We will also drop the dependence on these subsets in other situations
whenever no confusion may arise (for example, in (6.15)).
In the caseK = 1, we always have Smax = {1} whatever the location of the points.
Taking S = Smax in this case simply gives the chaos expansion of the left hand side
of (6.18), and no information of the clustering can be used with that expansion. As
mentioned in Section 6.1, the only interesting situation under K = 1 is when 0 /∈M,
which is exactly the same asM = ∅. Hence, it is reduced to Theorem 6.4, which can
be shown by choosing S = ∅.
Note that I,J ,m,p (and alsoH) all depend on S . Since most of the intermediate
bounds below are true for all S ⊂ Smax, and there are only finitely many choices of S,
varying S only changes the proportionality constants in these bounds. Thus, we will
still keep the notation and proceed with general S ⊂ Smax. We will specify which S
we use only when it becomes necessary. Also, although Smax and hence any S ⊂ Smax
depends on the location of the points {xk,t}, the bounds below will be uniform over all
locations.
Notations
In what follows, we use the notations
ms = (mts)t∈T , m = (ms)s∈S , |ms| =
∑
t∈T
|mts|, |m| =
∑
s∈S
|ms|,
and similarly for other multi-indices k = (ks)s∈S , p = (pi)i∈I and n = (nh)h∈H.
6.4 The representative point
We now start to develop ingredients that are needed to bound the right hand side of
(6.19). For this, we choose in an arbitrary way one representative point u∗(u) from
each cluster u ∈ U J and we write Xu instead of Xu∗(u) for the corresponding random
variable. We then show that all of the Wick powers Xnuu appearing in (6.19) can be
replaced by X|nu|u , at the cost of a polynomial factor in θ, independently of the specific
choice of u∗(u). The precise statement is the following.
Proposition 6.9. Let S ⊂ Smax andU J be as described above. Let |n| =
∑
u |nu| and
|p| = ∑i |pi|. Then, there exists C > 0 such that
E
[(∏
s∈S
X(2ks+ms)s
)(∏
i∈I
Xpii
)( ∏
u∈U J
Xnuu
)]
≤ C |n|θ2|p|E
[(∏
s∈S
X(2ks+ms)s
)(∏
i∈I
Xpii
)( ∏
u∈U J
X|nu|u
)]
,
(6.20)
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uniformly over the exponents (ks), (pi), (nu), and all locations of points satisfying the
constraints enforced by the definitions of S, I and J . The constant C can be taken
C = 2Λ2 maxu |u|, where Λ is as in (4.1).
Remark 6.10. Note that on the left hand side of (6.20), the boldface letter Xu refers to
the collection of random variables (Xu)u∈u, so
Xnuu =
u∈u
Xn
u
u .
On the other hand, Xu with the normal capital X on the right hand side refers to
the random variable Xu∗(u). Hence, the Wick power |nu| is an integer instead of a
multi-index.
Proof. When the sum of the exponents |2k + m|+ |p|+ |n| is odd, then both sides of
(6.20) are 0, so we only consider the case when it is even.
By Wick’s formula, both sides of (6.20) are a sum over products of pairwise expec-
tations, and the number of pairings for the pairwise products are equal. Furthermore,
there is a natural one-to-one correspondence between the pairings on the two sides in
that every factor ofXu on the left hand side with u ∈ u for some u ∈ U J is replaced by
Xu on the right hand side. Since all correlations are positive, it thus suffices to control
the effect of such replacements. Consider (i, t) ∈ [K]× T , u ∈ U J , and u, u∗ ∈ u.
We then distinguish two cases. In the first case, one has |x(i,t) − xu| ≥ θ2ε, in which
case the triangle inequality and the definition of a cluster imply that
|x(i,t) − xu∗ | ≤ |x(i,t) − xu|+ |xu − xu∗| ≤ |u||x(i,t) − xu| .
It then follows from Lemma 4.2 that in this case
E(Xi,tXu) ≤ Λ2|u|E(Xi,tXu∗) .
If instead |x(i,t) − xu| < θ2ε, then |x(i,t) − xu∗| ≤ |u|θ2ε. We then conclude from
Lemma 4.1 that
E(Xi,tXu∗) ≥ 1
Λ(1 + |u|θ2) ≥
1
2|u|Λ2θ2E(X(i,t)Xu) .
Note now that by the properties of theWick product, correlations of the type E(X(i,t)Xu)
only ever show up with either (i, t) ∈ u′ for some u′ 6= u in U J , or i ∈ S, or i ∈ I.
In the first two cases, it follows from the definitions of S and our clusters that we are
necessarily in the situation |x(i,t) − xu| ≥ θ2ε, so the converse can only arise for i ∈ I.
In order to conclude, it suffices to note that the number of factors with i ∈ I is
precisely |p|, while the total number of factors that require a substitution is |n| =∑
u |nu|.
Remark 6.11. The proposition says that the replacement by a single representative point
for all u ∈ U J costs 2|p| powers of θ. Since by (6.11), we are only interested in those
p with each pi ∈M, the total cost of powers in θ is always finite and depends onM
and K only. In particular, for fixedM, it is linear in K.
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Now, for every u ∈ U J and i = 0, 1, 2, let qu = i if u ∈ U Ji . We have the
following proposition.
Proposition 6.12. Recall that |p| = ∑i |pi|. There exists C > 0 depending on Λ, r
and the total number of points such that for every G in (6.19), we have
|G(θ,X)| ≤ θ2|p|
∑
k,`
(∏
s∈S
|∂rθC¯ (s)2ks+ms|
)(∏
i∈I
|∂rθC (i)pi |
)( ∏
u∈U J
(Cθ)2`u+qu
(2`u + qu)!
)
· E
[(∏
s∈S
X(2ks+ms)s
)(∏
i∈I
Xpii
)( ∏
u∈U J
X(2`u+qu)u
)]
,
(6.21)
where the sum is taken over k = (ks)s∈S where every ks runs through N TE0(ms), and
` = (`u)u∈U J ∈ NU J . The bound is uniform over all locations of points.
Proof. Applying Proposition 6.9 to (6.19), we get
|G(θ,X)| ≤ θ2|p|
∑
k,n
(∏
s∈S
|∂rθC¯ (s)2ks+ms|
)(∏
i∈I
|∂rθC (i)pi |
)( ∏
u∈U J
C |nu||∂ruθuC (u)nu |
)
· E
[(∏
s∈S
X(2ks+ms)s
)(∏
i∈I
Xpii
)( ∏
u∈U J
X|nu|u
)]
,
where we have used |n| = ∑u |nu| to decompose the constant C |n| from Proposition 6.9
into factors of C |nu| and distributed them into the corresponding terms in the product.
The sum over k has the same range as in (6.19), while n = (nu)u∈U J with each nu
running through
N¯ (u) = {nu : |nu| = 2`u + qu, `u ≥ 0}.
By Proposition 6.6, the coefficient ∂ruθuC
(u)
nu satisfies the bound
|∂ruθuC (u)nu | ≤
(Cθ)|nu|
nu!
.
We then sum these coefficients over the level sets {nu : |nu| = 2`u + qu} for every fixed
`, and the claim follows from the multinomial theorem.
Propositions 6.9 and 6.12 hold for all possible choices of u∗(u) ∈ u. But in the
context below, it will be convenient to make more specific choices based on the cluster
u. More precisely, we let u∗(u) be any point in u ∩ (J ×O) if u ∈ U J1 , and arbitrary
otherwise. Note that for u ∈ U J2 , since the only point there belongs to J × E , so u∗
has to be even. We fix this choice throughout the rest of this section.
The parities of the chosen points will only be used in Sections 6.7 and 6.9 below.
Hence, we will still use the notation xu or Xu when we do not use those properties.
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6.5 The graphic representation
Our aim now is to bound the right hand side of (6.21), which contains the expectation
of products of arbitrarily high Wick powers of Gaussians. Such an expectation can be
written as a sum over products of pairwise expectations. In order to describe our objects
and bounds in a convenient way, we introduce graphical notations to describe products
of pairwise expectations, and we perform most operations at the graphical level.
Given a set V, write V2 for the set of all subsets {u, v} ⊂ V with exactly two
elements. A (generalised) graph is a pair Γ = (V,E), where V is a set of vertices
and E : V2 → N is the set of edges with multiplicities. More precisely, each edge
{u, v} ∈ V2 has a multiplicity E(u, v) = E(v, u). We do not allow self-loops, so
E(u, u) = 0 for all u ∈ V.
Given a graph Γ = (V,E), for every u ∈ V, we define the degree of u by
deg(u) :=
∑
v∈V
E(u, v) ,
and the total degree of the graph Γ is defined by
deg(Γ) :=
∑
u∈V
deg(u) = 2
∑
{u,v}⊂V2
E(u, v) .
In this article, the vertex setVwill always be a subset of [K]×T , andwe identify vertices
of Γ with a finite collection of space-time points {xu}. Recall that Xu = ε 12 Ψε(xu).
Defining R : V2 → R+ by R(u, v) = EXuXv, we assign to Γ a (positive) value
|Γ| = ∏e∈V2 (R(e))E(e). It is then clear that |Γ| is one of the terms appearing in the
expectation E(
∏
uX
`u
u ). On the other hand, in order to encode Wick products between
Xu and Xv for u 6= v, we introduce the notion of admissible graphs.
Definition 6.13. LetA,B be finite index sets, let pi : A → B, and let x = {xa}a∈A be a
collection of points. For every m ∈ NA and every k ∈ B, let mk denote the restriction
ofm to pi−1(k). Then a graph Γ with vertex setA is admissible with respect to (pi,m) if
deg a = ma and if E(a, b) = 0 as soon as pi(a) = pi(b).
Remark 6.14. We will use Definition 6.13 in the context of bounding products of the
type ∏
b∈B
( 
a∈pi−1(b)
Xmaa
)
. (6.22)
In this case, we also say that “Γ is admissible with respect to (6.22)”, with pi and m
implied from the expression appearing on the right hand side.
Given a graph of total degree N , we would like to bound its value by that of a new
graph with smaller degree, obtained by an explicit operation on the edges of the original
graph. We introduce a few more notions to better describe these operations.
Since we will always ignore isolated vertices, we say that Γ′ = (V′,E′) is a subgraph
of Γ = (V,E) if V′ = V and E′ ≤ E. We say that the collection {Γk = (V,Ek)} of
subgraphs of Γ adds up to Γ = (V,E) if
∑
k Ek = E. The definition of |Γ| then implies
that |Γ| = ∏k |Γk| if {Γk} adds up to Γ. Lemma 4.1 also simply translates into the
following lemma.
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Lemma 6.15. For a, b, c ≥ 0, we have the bound∣∣∣∣∣∣∣
x
y z
a + 1 b + 1
c
∣∣∣∣∣∣∣ ≤
2Λ3ε
min {|x− y|, |x− z|}+ ε ·
∣∣∣∣∣∣∣
x
y z
a b
c + 1
∣∣∣∣∣∣∣ ,
where Λ is the same as in (4.1).
Note that there is a factor ε in the numerator since an edge between two points u
and v stands for the correlation E(XuXv) = εE(Ψε(u)Ψε(v)).
Remark 6.16. Strictly speaking, the value of a graph depends on ε since the random
field itself does, so a more proper notation is |Γ|ε instead of |Γ|. However, as we shall
see later, all the bounds we obtain in this section are uniform in ε, so we omit it in
notation for simplicity.
6.6 Backward induction
Proposition 6.12 reduces proving Theorem 6.2 to bounding the right hand side of (6.21).
It involves a sum over indices ks and `u all the way to infinity. In order to control it
by polynomials up to a fixed degree to match the right hand side of (6.5), we control
correlation functions of products of Wick polynomials with high degrees by those with
lower degrees via a backward induction argument.
Recall the index sets S, I,J and collection of sub-clusters U J described above.
We fix as before an arbitrary u∗(u) ∈ u for every u ∈ U J and write xu = xu∗(u),
Xu = Xu∗(u), etc. Also recall the notations xs = (xs,t)t∈T and xi = (xi,t)t∈T . In this
subsection, we fix the vertex set to be
V = ((S ∪ I)× T ) ∪ {u∗(u) : u ∈ U J } . (6.23)
Henceforth, for i ∈ S ∪ J , xi may denote either a T -tuple (xi,t)t∈T or a collection of
|T | points {xi,t}t∈T . Fixm = (ms)s∈S ∈ RS , p = (pi)i∈I ∈MI and q = (qu)u∈U J ∈
NU J . Here in this subsection, we do not use any of the properties ofM, R or q
described before, so they can be any subset of NT (or any integer for qu). In particular,
Proposition 6.20 below does not depend onM satisfying Assumption 6.1.
For every pair (k, `) such that
k = (ks)s∈S ∈×
s∈S
NTE0(ms) and ` = (`u)u∈U J ∈ NU
J
,
let Ωk,` be the set of admissible graphs, in the sense of Remark 6.14, for the product(∏
s∈S
X(2ks+ms)s
)(∏
i∈I
Xpii
)( ∏
u∈U J
X(2`u+qu)u
)
. (6.24)
Our aim is to control the value of graphs in Ωk,` for large (k, `) by those in Ωk′,`′ with
smaller (k′, `′). To be more precise about the type of graphs which control those in
Ωk,`, we introduce the following definition.
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Definition 6.17. Let Ω∗ be the set of graphs Γ with vertex set V given in (6.23) such
that all of the following hold:
1. Γ ∈ Ωk,` for some (k, `).
2. If kts ≥ 1 for some (s, t) ∈ S × T , then precisely one of the following is true for
the corresponding point xs,t:
• There exists s′ ∈ S \ {s} such that E(xs,t, xv) = 0 whenever v /∈ {s′} × T .
Furthermore, if E(xs,t, xs′,t′) ≥ 2 for that s′ and for some t′, then kt′s′ = 0.
• There exists u ∈ U J with `u = 0 such that E(xs,t, xv) = 0 whenever v 6= u.
• There exists i ∈ I such that E(xs,t, xv) = 0 whenever v /∈ {i} × T .
3. If `u ≥ 1 for some u ∈ U J , then precisely one of the following is true for the
corresponding point xu:
• There exists s ∈ S such that E(xu, xv) = 0 whenever v /∈ ({s} ∪ I)× T .
Furthermore, if E(xu, xs,t) ≥ 1 for that s and some t ∈ T , then kts = 0.
• There exists u′ ∈ U J \ {u} such that E(xu, xv) = 0 whenever v /∈
{u′} ∪ (I × T ). Furthermore, if E(xu, xu′) ≥ 2, then `u′ = 0.
Remark 6.18. The second and third conditions above impose some constraints on the
pair (k, `) in the first condition. In particular, Ω∗ ∩ Ωk,` 6= ∅ only when
2kts +m
t
s ≤ max
s˜,i,u˜
{|ms˜|+ |T |, |pi|, qu˜} and 2`u + qu ≤ max
s˜,u˜
{|ms˜|, qu˜ + 1}+ |p| ,
(6.25)
for all (s, t) ∈ S × T and all u ∈ U J , where the maximum over s˜ and u˜ are taken
over S and U J respectively. As a consequence, there can be only finitely many graphs
(depending on |m|, |p|, |q| and |T |) in Ω∗.
Remark 6.19. The main difference between the second and third constraints is that in
the third one, we do not remove “extra” edges between xu and xi,t. The main reason
is that there is no assumption on the distance between xi and the clusters {u ∈ U J }.
Reducing the situation to one with the third constraint analogous to the second one
would cause some additional powers of θ in the bound, which compensates the decrease
of the degrees. It also complicates the argument, so we leave it as it is for simplicity.
This will not make a difference in the final statement since the regularity we require for
F follows from Theorem 6.4, which does not involve any point in I × T .
Proposition 6.20. There exists C ≥ 1 depending only on the value Λ in (4.1) such that
max
Γ∈Ωk,`
θdeg(Γ)|Γ| ≤ C |k|+|`| max
Γ∗∈Ω∗
θdeg(Γ
∗)|Γ∗| , (6.26)
for every pair (k, `).
Proof. We claim that whenever Γ ∈ Ωk,` \ Ω∗, there exists a Γ¯ ∈ Ωk¯,¯` for some k¯ ≤ k
and ¯` ≤ ` with k¯ + ¯` < k + ` such that
|Γ| ≤ C |k−k¯|+|`−¯`|θdeg(Γ¯)−deg(Γ)|Γ¯| . (6.27)
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This bound can then be iterated until one reaches Γ¯ ∈ Ω∗. Since furthermore Ω0,0 ⊂ Ω∗,
this necessarily happens after at most |k + `| steps, which then concludes the proof. It
remains to exhibit a Γ¯ as above for every Γ. We distinguish four different cases which
cover the set Ωk,` \ Ω∗.
Case 1: There exists (s, t) ∈ S × T such that kts ≥ 1 and such that we can find two
other vertices u and v with E((s, t), u) ∧ E((s, t), v) ≥ 1 and such that Γ¯ ∈ Ωk,` does
not imply E(u, v) = 0. In this case, we define Γ¯ so that it differs from Γ solely by
decreasing E((s, t), u) and E((s, t), v) by 1, while at the same time increasing E(u, v)
by 1. It is then immediate that Γ¯ ∈ Ωk¯,¯` with k¯ = k− 1(s,t) and ¯` = `. By Lemma 6.15
and the fact that min{|xs,t − xu|, |xs,t − xv|} ≥ θ2ε by the definition of S (and the fact
that neither u nor v belong to {s} × T by the definition of Ωk,`), one has the bound∣∣∣∣∣∣∣∣ (s, t)
u v
a + 1 b + 1
c
∣∣∣∣∣∣∣∣ ≤ 2Λ
3θ−2
∣∣∣∣∣∣∣∣ (s, t)
u v
a b
c + 1
∣∣∣∣∣∣∣∣ .
Since deg Γ¯ = degΓ− 2, this bound is indeed of the from (6.27) as required.
Case 2: There exists (s, t) ∈ S × T such that kts ≥ 1 and one of the following two
conditions hold:
• There existsu = (s′, t′) ∈ S×T with s′ 6= s and kt′s′ ≥ 1 such thatE((s, t), u) ≥ 2.
• There exists u = u ∈ U J with `u ≥ 1 and E((s, t), u) ≥ 2.
In this case, we define Γ¯ so that it differs from Γ solely by decreasing E((s, t), u) by 2, so
that Γ¯ ∈ Ωk¯,¯` with k¯ = k−1(s,t)−1(s′,t′) and ¯` = ` in the first case, while k¯ = k−1(s,t)
and ¯` = `− 1u in the second case. By Lemma 4.1 and the fact that |xs,t − xu| ≥ θ2ε,
we then obtain the bound∣∣∣ (s, t) ua + 2 ∣∣∣ ≤ Λ2θ−4 ∣∣∣ (s, t) ua ∣∣∣ , (6.28)
Since this time deg Γ¯ = degΓ− 4, this is again of the from (6.27) as required.
Case 3: There exists u ∈ U J with `u ≥ 1 and such that we can find two other vertices
u and v with E(u, u) ∧ E(u, v) ≥ 1 such that u, v 6∈ I × T and such that Γ¯ ∈ Ωk,`
does not imply E(u, v) = 0. In this case, we proceed exactly as in Case 1, with (s, t)
replaced by u. Here, the fact that u, v 6∈ I × T is crucial to guarantee that both points
are at distance at least θ2ε from xs,t.
Case 4: There exist u, u′ ∈ U J such that `u ≥ 1 and E(xu, xu′) ≥ 2. In this case we
proceed as in Case 2, noting that Γ¯ ∈ Ωk¯,¯` with k¯ = k and ¯` = `− 1u− 1u′ and that we
have again the bound (6.28), but with (s, t) replaced by u, which is again of the from
(6.27) as required.
It remains to show that the four cases above do indeed cover all of Ωk,` \Ω∗. Comparing
these cases to Definition 6.17, the only way in which Γ could possibly fail to belong
to Ω∗ which is not obviously covered by these cases is to have points u ∈ U J and
(s, t) ∈ S × T such that E((s, t), u) = 1, `u ≥ 1, and kts ≥ 1. However, this case must
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either be covered by Case 1, or (s, t) is only connected to u, in which case one must
have E((s, t), u) = 2kts +mts ≥ 2 by the definition of Ωk,`, implying that it is covered
by Case 4.
6.7 Proof of Theorem 6.4
We are now ready to prove Theorem 6.4. We will show it for our fixed type space
T = O unionsq E , and the statement of the theorem for T˜ is just a change of notation. We
will mainly focus on the bound (6.6), and briefly explain how one can obtain (6.7) by
slightly modifying the argument.
We assume |O| is even, for otherwise both sides of (6.6) and (6.7) vanish and there
is nothing to prove. Let θ = (θt)t∈T be a collection of frequencies and θ = 1+maxt |θt|
as before. The left hand side of (6.6) corresponds to the case K = 1 andM = ∅ in
the identity (6.18). We choose S = ∅, so there are two terms on its right hand side.
If I is not empty, then the corresponding term vanishes sinceM is empty. Hence,
we only need to control (6.19) in the case I = ∅ and J = [K] = {1}. We will then
simply drop the notation involving J or elements from it. For example, we will write
U instead of U J , and u ∈ E instead of u ∈ {1} × E , etc.
For j ∈ {0, 1, 2}, recall the definition of Uj from (6.15). By Proposition 6.12, we
then have the bound
|E∂rθΦ(θ,X)| ≤
∑
`∈NU
E
[ ∏
u∈U
(Cθ)2`u+qu
(2`u + qu)!
X(2`u+qu)u
]
, (6.29)
where C depends on Λ, |T | and r only, and qu = j if u ∈ Uj (j = 0, 1, 2). As before,
we write |`| = ∑u `u and |q| = ∑u qu. For ` ∈ NU , let Ω` denote the collection of
admissible graphs for the product
∏
u∈U X
(2`u+qu)
u , which is consistent with the notation
in the previous section since S = I = ∅. Since there are at most (2|`| + |q| − 1)!!
graphs in Ω`, we can further control (6.29) by
|E∂rθ(θ,X)| ≤
∑
`∈NU
(
C2|`|+|q|
(2`+ q)!
· (2|`|+ |q| − 1)!! · max
Γ∈Ω`
(θ2|`|+|q||Γ|)
)
, (6.30)
where we have used the shorthand notation (2` + q)! =
∏
u(2`u + qu)!. Applying
Proposition 6.20 to control the term θ2|`|+|q||Γ| and using the multinomial theorem for
the sum over `, we get
|E∂rθΦ(θ,X)| ≤ C max
Γ∈Ω∗
(θdeg(Γ)|Γ|) . (6.31)
We want to show that the right hand side above can be controlled by the right hand side
of (6.6). In order to show this, we note first that since we are in the case S = I = ∅,
the nodes of the graphs Γ ∈ Ω∗ are indexed by elements of U . Furthermore, these
graphs Γ are such that nodes indexed by u ∈ Uj have degree j, with the exception of
nodes in U0 that can have degree either 0 or 2. In other words, there exists a (unique)
A ⊂ U0 such that Γ is admissible for the product( ∏
u∈U1
Xu
)
·
( ∏
u∈U2∪A
X2u
)
. (6.32)
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We then show that for any Γ ∈ Ω∗ there exists a graph Enh(Γ) with nodes indexed by T
such that Enh(Γ) is admissible for the product appearing on the right hand side of (6.6)
and such that
|Γ| . θdeg(Enh(Γ))−degΓ|Enh(Γ)| . (6.33)
Since deg(Enh(Γ)) = |O|+ 2|E| by the definition of admissibility, the claimed bound
then follows immediately from the fact that the covariances of the random variables Xt
are all positive.
As previously, Enh(Γ) is built iteratively and it suffices to show that (6.33) holds
at each step of the iteration. At each step, one of the nodes of Γ indexed by u is
replaced by a collection of nodes indexed by the elements u ∈ u. We again describe our
enhancement procedure in graphic notations. We use to represent a point in O, and
to represent a point in E . A point in a grey area represents a point outside the cluster
under consideration, and the parity of that point does not matter. Also, a grey area is
not necessarily a cluster – it just means an area outside the cluster in consideration. In
particular, two ’s drawn in the same grey area may belong to different clusters.
For any cluster u ∈ U , we write Ou = O ∩ u and Eu = E ∩ u5. We also let
u∗ = u∗(u) denote the representative point of u. Fix an arbitrary Γ ∈ Ω∗, and let
A ⊂ U0 be the set in (6.32). For this Γ, we have deg(u∗(u)) = 1 for every u ∈ U1,
deg(u∗(u)) = 2 for every u ∈ U2 ∪A, and 0 otherwise. We now iterate over all clusters
and construct Enh(Γ) in the following way.
1. If u ∈ U2, then u consists of a single point u = u∗ with deg(u) = deg(u) = 2,
and we do not change anything, except for relabeling u by u.
2. For u ∈ U1, u∗ belongs to O. By definition of Ω∗, deg(u∗) = 1 and this edge
connects to a point outside u. Then, depending on whether |Eu| = 1 or not, we
do the following operations:
. . .
u∗
≤ Cθ|Ou|−1+2|Eu|
u∗ . . .
. . . , |Eu| 6= 1,
. . .
u∗
≤ Cθ|Ou|−1+2|Eu| u∗
. . .
, |Eu| = 1.
(6.34)
When |Eu| 6= 1, we pair all points in u ∩ O except u∗ (this is possible since
there are an even number of them), and link all points in u ∩ E cyclically. When
|Eu| = 1, we connect u∗ with the unique even point, then move the previously
5These are different notations from Oj and Ej defined at the beginning of the section.
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existing edge attached to u∗ to that even point as well, and finally pair all the
remaining “odd” points. The corresponding bounds are immediate from the fact
that the covariance between points belonging to the same cluster is greater than
θ−2 by Lemma 4.1, as well as Lemma 4.2 which allows us to move endpoints of
edges within a given cluster at the cost of some fixed multiplicative constant.
3. For u ∈ A, the situation is more complicated. By (6.32), u∗ has two edges and
both of them are connected to points outside u. There are four possibilities
depending on whether u∗ ∈ O or E , and whether |Eu| = 1 or not. If u∗ ∈ O and
|Eu| = 1, we perform the operation
. . .
u∗
≤ Cθ|Ou|+2(|Eu|−1)
u∗
. . . , u
∗ ∈ O, |Eu| = 1. (6.35)
Here we have moved the two edges from u to the “even” point, and paired all
the odd points (since A ⊂ U0, so every cluster in A contains an even number of
them). For the other three situations, we can “move edges around” in a similar
way, pair all the odd points, and cyclically connect the even ones as in one of the
situations from (6.34). In this way, we get bounds with the same power of θ as
(6.35).
4. For u ∈ U0 \ A, all the points in this cluster have degree 0 and |Ou| is even, so
we have
1 ≤ Cθ|Ou|+2|Eu|
. . .
, |Eu| = 1. (6.36)
The bound for the case |Eu| 6= 1 is the same.
Iterating over all u ∈ U , we obtain indeed a graph with nodes indexed by T and such
that all nodes inO have degree 1, while nodes in E have degree 2, so that it is admissible
for the right hand side of (6.6) as required, and such that (6.33) holds, thus concluding
the proof of (6.6).
We now briefly explain how one can prove (6.7). The argument would be a simple
modification of that for (6.6). We first note that after the same clustering and backward
reduction procedure, we arrive at the bound of type (6.31), with its left hand side
replaced by that in (6.7). However, the difference here is that Ω∗ in this case contains
different set of graphs than those admissible for (6.32).
In fact, since the cosines are not re-centered, the Wick power series for those points
inU2 starts at 0th order rather than 2nd. As a consequence, for the qu in (6.21), we will
have qu = 0 for u ∈ U2. Hence, it is natural in this case to define Ωk,` as before, but
setting now qu = 0 for u ∈ U2 in (6.24). Besides this change in the definition of Ωk,`,
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we keep Definition 6.17 for Ω∗. By this definition, we see that Ω∗ in this case simply
consists of graphs admissible for the product
∏
u∈U1 Xu.
Then, in the enhancement procedure for Γ ∈ Ω∗, we only pair the remaining points
in O within each cluster but do not add any edges to points in E . This will produce a
graph admissible for the right hand side of (6.7), together with the correct power of θ.
6.8 Simplifying the interim bound for G
The bound (6.6) provides us with finer controls on the coefficients ∂rθC¯
(s)
2ks+ms and
∂rθC
(i)
pi in (6.21). Recall the definitions of Oj and Ej from (6.2). For s ∈ Smax, i ∈ I,
and j = 1, 2, we let Osj = Oj(ms) and Oij = Oj(pi). We define Esj and E ij similarly for
j = 0, 1, 2. We have the following lemma on the controls of the coefficients.
Lemma 6.21. The coefficients ∂rθC¯ (s)2ks+ms and ∂rθC (i)pi satisfy the bound
|∂rθC¯ (s)2ks+ms | ≤ Cθ2|T | ·
(Cθ)|2ks+ms|
(2ks + ms)!
· E
[( ∏
t∈Os2∪Es1
Xt
)( ∏
t∈Os1∪Es2
(1 +X2t )
)(∏
t∈Es0
X2t
)]
,
|∂rθC (i)pi | ≤ Cθ2|T |θ|pi| · E
[( ∏
t∈Oi2∪Ei1
Xt
)( ∏
t∈Oi1∪Ei2
(1 +X2t )
)(∏
t∈Ei0
X2t
)]
.
Proof. In the expression (6.8), for k ∈ S ∪ I and t ∈ Ok1 ∪ Ek2 , we write
cos(θtXt) = 〈〉cos(θtXt)〈〉+ E cos(θtXt).
We then expand the product and apply (6.6) to each term in the sum. The lemma then
follows immediately. Note that for the sum in the first term, we haveOsj = Oj(2ks+ms)
and the same for Esj .
We can now further simplify the bound for G given in Proposition 6.12. The
statement is as follows.
Proposition 6.22. FixM⊂ NT as well as a root setR satisfying Assumption 6.1. Let
S, I,J be any disjoint subsets of [K] such that their union equals [K]. Fixm ∈MS
and p ∈MI . Let Ω∗ be the collection of graphs characterised by Definition 6.17 with
the vertex set V in (6.23). Then, we have
|G(θ,X)| ≤ Cθ2|p|+2|T |(|S|+|I|)+deg(Ω∗)
( ∑
Γ∗∈Ω∗
|Γ∗|
)
·
[ ∏
k∈S∪I
E
(( ∏
t∈Ok2∪Ek1
Xt
)( ∏
t∈Ok1∪Ek2
(1 +X2t )
)( ∏
t∈Ek0
X2t
))] (6.37)
where deg(Ω∗) = maxΓ∗∈Ω∗ deg(Γ∗). The constant C depends on |T |,K, r and Λ only.
Proof. Applying Lemma 6.21 to (6.21), we get
|G(θ,X)| ≤ Cθ2|p|+2|T |(|S|+|I|)
[∑
k,`
(
C |2k+m|+|2`+q|
(2k + m)!(2`+ q)!
·
∑
Γ∈Ωk,`
θdeg(Γ)|Γ|
)]
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·
[ ∏
k∈S∪I
E
(( ∏
t∈Ok2∪Ek1
Xt
)( ∏
t∈Ok1∪Ek2
(1 +X2t )
)( ∏
t∈Ek0
X2t
))]
,
where the range of the sum of (k, `) is the same as that in (6.21). Note that the factor
θ2|p| comes from the bound (6.21), while the other |2k + m| + |p| powers of θ from
Lemma 6.21 are in the term θdeg(Γ). By Proposition 6.20 and the multinomial theorem,
we can control the term in the bracket in the first line by
∑
Γ∗∈Ω∗ θ
deg(Γ∗)|Γ∗|. The claim
then follows.
6.9 Enhancement and proof of Theorem 6.2
We now start to develop the final ingredients to prove Theorem 6.2. From now on, we
take S = Smax. We also assume K ≥ 2 for otherwise the bound (6.5) is either trivial
(M 6= ∅) or implied by (6.6) (M = ∅).
Let the vertex set V be the whole collection ofK|T | points {(k, t)}k∈[K],t∈T . Fix
any Γ∗ ∈ Ω∗ as given by Definition 6.17. For every k ∈ S ∪ I , we also fix an arbitrary
graph Γ(k) that is admissible for the product6( ∏
t∈Ok2∪Ek1
Xt
)( ∏
t∈Ok1∪Ek2
(1 +X2t )
)( ∏
t∈Ek0
X2t
)
. (6.38)
Let
Γ¯ =
( ⋃
k∈Smax∪I
Γ(k)
)
∪ Γ∗. (6.39)
Note that some of the points in Γ¯ may have degree 0. In view of (6.37), it suffices to
control |Γ¯|, possibly with a few extra powers of θ, by the right hand side of (6.5). To
do this, we perform an enhancement procedure to Γ¯ similar to the one in Section 6.7.
The enhanced graph Enh(Γ¯) will need to control |Γ¯| in its value and at the same time
also match a subset of the terms on the right hand side of (6.5). This will immediately
imply (6.5).
Before we do the enhancement, let us first check the parities of the degrees of
vertices in Γ¯. For every (s, t) ∈ Smax × T , the contribution to deg(s, t) comes from
both Γ(s) and Γ∗. By (6.38) and the definition of Ω∗, we have
deg(s, t) = mts + 1{t∈O2(ms)∪E1(ms)} (mod 2).
It is straightforward to check that deg(s, t) is odd if and only if t ∈ O. The same is true
for (i, t) ∈ I × T (just replacems by pi) so that, for every u ∈ (Smax ∪ I)× T , deg(u)
is odd if u ∈ (Smax ∪ I)×O and even if u ∈ (Smax ∪ I)× E .
We now turn to the points in J × T . The only contribution to the degrees of these
points are from Γ∗. For every u ∈ U J , by the choice of the representative point u∗ ∈ u
described in Section 6.7, we see that deg(u∗) is odd if and only if u ∈ U J1 . Then,
deg(j, t) is even if (j, t) ∈ J × E , and in particular is 0 if it is not a representative point
for any u ∈ U J .
6Here and below, when we say a graph is admissible for a product where some factors contain a
sum of Wick powers, we mean that the graph is admissible for one of the terms in the expansion of the
product.
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Hence, the only points whose parity of degree are inconsistent with their types are
those in (J ×O) \ {u(u)}u∈U J1 . To keep track of these points, we let
Vu = {v ∈ u ∩ (J ×O) : deg(v) is even}.
One can check that Vu = u ∩ (J × O) for u ∈ U J0 , Vu = (u ∩ (J × O)) \ {u∗(u)}
for u ∈ U J1 , and is empty for u ∈ U J2 . In particular, |Vu| is even for every u ∈ U J .
Hence, we perform the following operation to Γ¯:
1 ≤ Cθ|Vu| . . . , ∀ u ∈ U J , (6.40)
where we paired the points in Vu for every u and linked each pair with an edge of
multiplicity 1. Note that this operation is performed only to points in Vu but not all of
u, so the notion for odd points is justified. We do this operation for every u. Hence,
all the points in the set {v ∈ Vu, u ∈ U J } are affected in this operation, which adds
exactly one degree to each of these points. After this procedure, deg(v) is odd for every
v ∈ J ×O.
Thus, at this stage, all points have parities consistent with their types: deg(u) is odd
if u ∈ [K]×O and is even if u ∈ [K]× E . Since we will not make use of the choice
of representative points any more, we use u to denote generic points rather than just the
representative ones chosen before.
We now turn to the clusters in C (Scmax × T ) = C ((I ∪ J ) × T ) (not restricting
to points in J × T any more). For every cluster W in this collection, if |W| = 1,
then we do not change anything to that cluster. If |W| ≥ 2, then for N¯ > maxp∈M |p|,
we cyclically connect all the points in W with edges of multiplicity N¯ in addition
to the edges and multiplicities they already have. The effect of the operation can be
graphically described by
1 ≤ Cθ2N¯ |W|
· · · · · ·
+N¯
+N¯
+N¯
+N¯
+N¯
+N¯
+N¯
, |W| ≥ 2, (6.41)
where all the points on the right hand side are in the same clusterW , and “+N¯” refers
to that the integer N¯ is added in addition to the multiplicity that might already exist.
The exact order of the points in the cycle is arbitrary, and the notion refers to a
generic point inW whose parity does not matter. We perform this operation for every
W ∈ C (Scmax × T ) with |W| ≥ 2. This operation adds 2N¯ degrees to every point in
(I ∪ J )× T that is not a singleton, so the parities of the degrees do not change. The
graph obtained at the end of this procedure is our desired enhanced graph, which we
denote by Enh(Γ¯).
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We now show that Enh(Γ¯) does satisfy a number of properties that will allow us
to deduce Theorem 6.2 from this construction. In order to precisely describe those
properties, for (k, t) ∈ [K]× T , we define the external degrees of (s, t) and k by
degex(k, t) =
∑
u/∈{k}×T
E((k, t), u), degex(k) = ( degex(k, t))t∈T ,
with |deg(k)| being the sum of its components. We now summarise the properties of
Enh(Γ¯) in the following proposition.
Proposition 6.23. Let Enh(Γ¯) be the graph obtained from Γ¯ as above. Then, we have
the bound
|Γ¯| ≤ Cθ(2N¯+1)K|T ||Enh(Γ¯)|. (6.42)
Furthermore, Enh(Γ¯) has the following properties:
1. One has deg(u) ≥ 1 for all u ∈ [K] × T . Furthermore, deg(u) is odd if
u ∈ [K]×O and even if u ∈ [K]× E .
2. For every s ∈ Smax, there exists ks ∈ NTE0(ms) such that degex(s) = 2ks + ms.
3. For every k ∈ Scmax, there exist k′ ∈ Scmax \ {k} and (t, t′) ∈ T × T such that
E((k, t), (k′, t′)) ≥ N¯ .
Remark 6.24. The definition of Smax excludes the possibility that |Smax| = K − 1.
Hence, if Scmax is not empty, then it has at least two points, so the third property above
at least makes sense. If Smax = ∅, then Property 2 is automatically true. On the other
hand, if Smax = [K], then Property 3 is automatically true.
Proof of Proposition 6.23. The bound (6.42) follows from the bounds (6.40) and (6.41)
and that the total degree of θ is bounded by∑
u∈U J
|Vu|+ 2N¯
∑
W∈C (Scmax×T )
|W| ≤ (2N¯ + 1)K|T |.
We now turn to the three properties. For the first one, the positivity of the degrees can
be checked as follows. For s ∈ Smax, since the enhancement procedure does not change
anything to points in Smax × T , deg(s, t) consists precisely the contributions from the
original graphs Γ(s) and Γ∗. By (6.38) and the definition of Ω∗, we have
deg(s, t) ≥ 2kts +mts + 1{t∈Os2∪Es1} + 2 · 1{t∈Es0}.
If mts ≥ 1, then there is nothing to prove. If mts = 0, then we have t ∈ Es0 = E0(ms)
and hence deg(s, t) ≥ 2. The same is true for points in I × T by noting that the
enhancement procedure (6.41) can only add 2N¯ degrees to those points. For u ∈ J ×T ,
there are two possibilities. If {u} is a singleton (that is, itself alone is a cluster), then
u is the representative point for some u ∈ U J1 ∪ U J2 . Hence, deg(u) ≥ 1. If {u}
is not singleton, the u belongs to some W ∈ C (Scmax × T ) with |W| ≥ 2. By the
enhancement (6.41), we have deg(u) ≥ N¯ . This shows that all points in Enh(Γ¯) have
strictly positive degrees.
A general pointwise bound 61
As for the consistency of the parities, we have shown this property after Procedure
(6.40), and that it remains unchanged under Procedure (6.41). Thus, Property 1 is true
for Enh(Γ¯).
For Property 2, note that the enhancement procedures above do not affect any point
in Smax ×T , and the graph Γ(s) only contributes to internal degrees of {(s, t)}t∈T (total
multiplicities of edges linking to the collection of points in {(s, t)}t∈T ). Thus, all
contributions to degex(s) come from Γ∗. The property then follows immediately from
the first constraint in Definition 6.17.
Property 3 is the only one which we use S = Smax. By definition of Smax, for every
k ∈ Scmax, there exists a clusterW ∈ C (Scmax × T ) which contains at least one point
from both {k} × T and (Scmax \ {k})× T . For thatW , since it contains at least two
points, so it has gone through the operation 6.41. In the cyclic ordering in that operation,
there exists t ∈ T such that (k, t) ∈ W and is adjacent to some (k′, t′) in the cycle for
some k′ 6= k. This implies E((k, t), (k′, t′)) ≥ N¯ .
Proof of Theorem 6.2. We are now ready to prove the main theorem. By the bounds
(6.37) and (6.42), we know that up to some power of θ, |G(θ,X)| and hence the left
hand side of (6.5) is controlled by
∑ |Enh(Γ¯)| where the sum is taken over all possible
graphs Γ¯ obtained from (6.39). It then suffices to show that each Enh(Γ¯) is admissible
for the product on the right hand side of (6.5) for large enough N . This will imply
|Enh(Γ¯)| is controlled by that right hand side, and hence completes the proof of the
theorem.
To show the admissibility, we match the three properties of Enh(Γ¯) in Proposi-
tion 6.23 with those of the admissible graphs to the right hand side of (6.5). The
collection of graphs admissible for the product
K∏
k=1
TM
(∏
t∈O
PN (Xk,t)
∏
t∈E
QN (Xk,t)
)
can be completely characterised as follows:
1. deg(u) ∈ {1, 3, . . . , 2N − 1} if u ∈ [K] × O, and deg(u) ∈ {2, 4, . . . , 2N} if
u ∈ [K]× E .
2. For every k ∈ [K], degex(k) /∈M.
For the first criterion, the consistency of parity and strict positivity of the degrees is
given directly by Property 1 in Proposition 6.23. Also, the degrees are bounded by
2N − 1 and 2N if N is large enough.
We now turn to the second one. For s ∈ Smax, by Property 2, we have degex(s) =
2ks + ms ∈ B(ms). Since ms ∈ R ⊂ Mc, the assumption onM explicitly states
that B(ms) ⊂ Mc and hence degex(s) /∈ M. For k ∈ Scmax, Property 3 implies that
|degex(k)| ≥ N¯ > maxp∈M |p|. Hence, we also have degex(k) /∈M for k ∈ Scmax.
Finally, the degree of the power in θ is also bounded by large enough N . This
completes the proof.
Remark 6.25. If we carefully keep track of the powers in θ in all of the above arguments,
we see that we can take N = CK, where C depends on T ,M andR only.
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Appendix A The standard KPZ model
For the sake of completeness, we briefly describe the standard KPZ model and its
approximations. These approximations correspond to the renormalised model Π̂ε
defined in Section 3.1 in the special case when F (u) = au2. We denote it by ΠKPZ;ε.
Note that since those models are normalised, every a 6= 0 gives rise to the same model.
One of the main results in [Hai13] and [HQ15] says that ΠKPZ;ε converges to a limit
model, which we denote by ΠKPZ. It is called the standard KPZ model. By stationarity,
we can take the base point to be 0 in all cases. Recall the collection of symbols in
Table 3.1. For and , we set
ΠKPZ;ε0 = Π
KPZ;ε
0 ≡ 0.
For the symbols , , , , and and using the same graphical notations as in
[HQ15], we decompose them into different homogeneous chaos so that
〈ΠKPZ;ε0 , ϕλ0〉 = , 〈ΠKPZ;ε0 , ϕλ0〉 = , 〈ΠKPZ;ε0 , ϕλ0〉 = − ,
〈ΠKPZ;ε0 , ϕλ0〉 = + 2 , 〈ΠKPZ;ε0 , ϕλ0〉 = + 4 ,
〈ΠKPZ;ε0 , ϕλ0〉 = + − + 2 + 2 − 2 .
The following result shown in [HQ15, FH14] (but see also [Hai13] for an earlier similar
result in a slightly different context) is the main convergence result for the KPZ model /
equation.
Theorem A.1. The model ΠKPZ;ε converges to a limiting model ΠKPZ, which is the KPZ
model. For
τ ∈ { , , , , , },
the object 〈ΠKPZ0 τ, ϕλ0〉 is described by the same combination of the trees in 〈ΠKPZ;ε0 τ, ϕλ0〉
except that each decorated arrow is replaced by the plain kernel . In
addition, there exists some κ′ > 0 such that one has the bound
(E|〈ΠKPZ;ε0 τ − ΠKPZ0 τ, ϕλ0〉|2n)
1
2n .n εκ
′
λ|τ |+κ
′
. (A.1)
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