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Abstract
Let kq(n) denote the minimal cardinality of a q-ary code C of length n and covering radius
one. The numbers of elements of C that lie in a xed k-dimensional subspace of f0; : : : ; q− 1gn
satisfy a certain system of linear inequalities. By employing a technique for dealing with ‘large’
values of k (i.e. unbounded with increasing n) we are able to derive lower bounds for kq(n).
The method works especially well in cases where the sphere covering bound has not been
substantially improved, for example if q=3 and n  1 (mod 3). As an application we show that
the dierence between kq(n) and the sphere covering bound approaches innity with increasing
n if q is xed and (q − 1)n + 1 does not divide qn. Moreover, we present improvements of
already known lower bounds for kq(n) such as k3(10)>2835. c© 2000 Published by Elsevier
Science B.V. All rights reserved.
1. Introduction
Let q be an integer greater than one and let A be the set f0; 1; : : : ; q − 1g. The
Hamming distance between two elements x= (x1; : : : ; xn) and y= (y1; : : : ; yn) in An is
dened by
d(x; y) = jfi 2 f1; : : : ; ng: xi 6= yigj:
Let Cq(n) denote the set of the subsets of An with covering radius one, i.e.
Cq(n) = fC An: 8x 2 An 9y 2 C with d(x; y)61g
and let us dene
kq(n) = min
C2Cq(n)
jCj:
Then we have the known sphere covering bound
kq(n)>q(n) =

qn
(q− 1)n+ 1

; (1)
where dse denotes the least integer greater than or equal to s. It is well known [6]
that if q is a prime power and (q − 1)n + 1 divides qn, the equality holds in (1).
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In most other cases the inequality in (1) can be improved (see for instance [1{7]).
So Habsieger [2] proved, that kq(n)>q(n) if (q − 1)n + 1 does not divide qn and
(q; n) 62 f(2; 2); (2; 4)g.This gives rise to the question whether
kq(n)− q(n)!1 for n!1
if q is xed and (q− 1)n+ 1 does not divide qn: (2)
This was proved by van Wee [7] in the cases q = 2, n 6 1; 3 (mod 6) and q = 3,
n 6 1 (mod 3). The method depends on certain congruence properties of the counting
excess function on some subsets of An. In the cases q=2, n  1; 3 (mod 6) and q=3,
n  1 (mod 3) the necessary congruence properties are not satised and therefore the
method does not work.
To deal with these cases we go back to the well-known system of linear inequal-
ities which is satised by the number of elements of C 2 Cq(n) that lie in a xed
k-dimensional subspace of An (see [2]). We restate this system in Section 2.
In Section 3 we prove (Theorem 2) that the solutions of such systems are ‘large on
average’ if k is ‘favourable’ (depending on the occurring parameters). The eectivity
of Theorem 2 grows with increasing k.
In Section 4 we show that the covering inequalities from Section 2 always possess
‘favourable’ values of k which are unbounded with increasing n. An application of
Theorem 2 now proves (2) in all cases. More precisely we prove:
Theorem 1. Let q be an integer greater than one. Then there is a constant c> 1
depending only on q; such that if n>n0(q) and (q − 1)n+ 1 does not divide qn we
have
kq(n)− q(n)>cn: (3)
In Section 5 we use Theorem 2 to derive a general lower bound for kq(n) and
improve a few already known lower bounds listed in [1]. For instance, we show
k2(21)>95360 and k3(10)>2835. The notation of this paper is partially taken from
Habsieger [2].
2. The covering inequalities
Let C 2 Cq(n). For  2 Ak , 16k6n we dene
n = jfx 2 C: x= (x1; : : : ; xn) with (x1; : : : ; xk) = gj;
N () = f 2 Ak : d(; ) = 1g: (4)
In the following, we shall make frequent use of jN ()j= (q− 1)k for each  2 Ak .
Lemma 1 (Habsieger [2]). If C 2 Cq(n) we have for each  2 Ak
[(q− 1)(n− k) + 1]n +
X
2N ()
n>qn−k : (5)
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Proof. For  2 Ak let
A = fx 2 An: x= (x1; : : : ; xn) with (x1; : : : ; xk) = g:
It is required, that C covers each of the qn−k elements from A,  2 Ak . This can be
done only by elements of C \A and by the elements of C \A with  2 N (). Since
each of the n elements of C \ A covers exactly (q − 1)(n − k) + 1 elements of A
and each of the n elements of C \ A covers exactly one element of A, (5) follows.
3. The main tool
Theorem 2. Let q; k; l; r; h be positive integers with q>2. Assume the non-negative
integers x;  2 Ak satisfy
lx +
X
2N ()
x>h for each  2 Ak: (6)
If
h>l(r − 1) + (q− 1)k(r + 1)− (q− 2) (7)
and
l>(q− 1)k (8)
holds; then we haveX
2Ak
x>rqk : (9)
Proof. Assume the assumptions of Theorem 2 are satised, butX
2Ak
x6rqk − 1 (10)
holds. We set B = f 2 Ak : x < rg, N = jBj and use the abbreviation
Z =
P
2B (r − 1− x).
We dene y for  2 Ak by
y =

x − r if x>r;
0 otherwise:
(11)
Of course y>0 for each  2 Ak . Furthermore, for each  2 Ak we haveX
2N ()
y =
X
2N ()
(x − r) +
X
2N ()\B
(r − x)
>
X
2N ()
x − r(q− 1)k +
X
2N ()\B
1
> h− lx − r(q− 1)k +
X
2N ()\B
1 by (6)
> (q− 1)(k − 1) + 1 + l(r − 1− x) +
X
2N ()\B
1 by (7): (12)
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Therefore, we have
X
2B
X
2N ()
y>N [(q− 1)(k − 1) + 1] + lZ +
X
2B
X
2N ()\B
1: (13)
On the other side by (11), we have
X
2Ak
y =
X
2Ak
(x − r) +
X
2Ak
x<r
(r − x)
6 rqk − 1− rqk +
X
2B
(r − x) by (10)
= N − 1 + Z:
Therefore,
X
2B
X
2N ()
y =
X
2Ak
y
X
2B
2N ()
1
= (q− 1)k
X
2Ak
y −
X
2Ak
y
X
2N ()nB
1
6 (N − 1)(q− 1)k + lZ −
X
2Ak
y
X
2N ()nB
1 by (8): (14)
About the sums occurring on the right-hand side of (13) and(14) we show:
Lemma 2.
X
2B
X
2N ()\B
1 +
X
2Ak
y
X
2N ()nB
1>N (q− 2):
We rst nish the proof of Theorem 2 and give the proof of Lemma 2 afterwards.
From (13) and(14) we have
N [(q− 1)(k − 1) + 1] +
X
2B
X
2N ()\B
16(N − 1)(q− 1)k −
X
2Ak
y
X
2N ()nB
1:
If we add the sum on the right-hand side and use Lemma 2 we get N (q − 1)k6
(N − 1)(q − 1)k, a contradiction because of q>2 and k>1. This ends the proof of
Theorem 2.
Proof of Lemma 2. For  2 Ak and 16j6k dene
K(; j) = f 2 Ak :  and  dier at most in the jth coordinateg;
K= fK(; j):  2 Ak; 16j6kg:
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We rst show
for each  2 B there is an integer j with 16j6k andX
2K(;j)
y>jK(; j) \ Bj: (15)
By (12) we have for  2 BX
16j6k
X
2K(;j)
y =
X
16j6k
X
2K(;j)
 6=
y =
X
2N ()
y
>
X
2N ()\B
1 =
X
16j6k
X
2K(;j)\B
 6=
1
=
X
16j6k
(jK(; j) \ Bj − 1):
Therefore for at least one index 16j6k we haveX
2K(;j)
y > jK(; j) \ Bj − 1
and (15) follows.
We are now able to prove Lemma 2. We dene KK by
K =
8<
:K(; j) 2K:
X
2K(;j)
y>jK(; j) \ Bj
9=
; : (16)
We assume jKj= t and K = fK(i; ji): 16i6tg and set
si = jK(i; ji) \ Bj for 16i6t:
By (15) and by the denition of the K(i; ji) we haveX
16i6t
si>N: (17)
Apparently,X
2B
X
2N ()\B
1 +
X
2Ak
y
X
2N ()nB
1
>
X
16i6t
8>>>><
>>>>:
X
2K(i; ji)\B
X
2K(i; ji)\B
 6=
1 +
X
2K(i; ji)
y
X
2K(i; ji)nB
 6=
1
9>>>>=
>>>>;
:
(18)
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To evaluate the inner sums in (18) we noteX
2K(i; ji)\B
X
2K(i; ji)\B
 6=
1 = si(si − 1)
and X
2K(i; ji)
y
X
2K(i; ji)nB
 6=
1>
X
2K(i; ji)
y(q− si − 1)>si(q− si − 1)
(remember that the K(i; ji)’s are elements from K dened in (16)). The last two
statements inserted in (18) yieldX
2B
X
2N ()\B
1 +
X
2Ak
y
X
2N ()nB
1>
X
16i6t
[si(si − 1) + si(q− si − 1)]
= (q− 2)
X
16i6t
si>N (q− 2) by (17);
completing the proof of Lemma 2 and therefore the proof of Theorem 2.
Remark. Theorem 2 is the best possible in the sense that conclusion (9) is not
necessarily valid if one decreases the right-hand side of assumption (7). To see this,
x a 0 2 Ak and dene the integers x,  2 Ak by
x =
8<
:
r + (q− 1)k − 1 if  = 0;
r − 1 if  2 N (0);
r otherwise:
It is easy to check that these numbers satisfy (6) with h= l(r− 1)+ (q− 1)k(r+1)−
(q− 2)− 1, if (8) is satised and q>3 or q= 2 and l>k + 1 (a small strengthening
of (8)), but we have
P
2Ak x = rq
k − 1.
4. Proof of Theorem 1
The proof starts with a lemma about certain rationals ‘not near’ to an integer. As
convenient, jjjj denotes the distance of  to a nearest integer and log means the natural
logarithm.
Lemma 3. Let q; n; s be integers with q>2; n>2 and 3 log n+16s6n. If (q−1)n+1
does not divide qn; then there exists a natural number k in the interval [s− 3 log n; s]
such that the inequality
 q
n−k
(q− 1)n+ 1

> 12q (19)
holds.
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Proof. Let d be a nearest integer to qn−s=((q − 1)n + 1) and write qn−s=
((q − 1)n + 1) = d +  with jj6 12 . We have  6= 0 because (q − 1)n + 1 does
not divide qn. Furthermore, qn−s = d[(q − 1)n + 1] + [(q − 1)n + 1] and therefore
[(q− 1)n+ 1] is an integer r 6= 0. It follows
qn−s
(q− 1)n+ 1 = d+
r
(q− 1)n+ 1 with
 r(q− 1)n+ 1
612 : (20)
Now let m be the smallest nonnegative integer satisfying r(q− 1)n+ 1
 qm> 12q : (21)
Such an integer m exists because r 6= 0 and q>2. If m = 0, (19) holds with k = s
by (20). If m> 0 then we have by denition jr=((q− 1)n+ 1)jqm−1< 1=2q, i.e. r(q− 1)n+ 1
 qm612 : (22)
This further implies qm6[(q−1)n+1]=2jrj6[(q−1)n+1]=26qn=26qn and therefore
m6
log qn
log q
= 1 +
log n
log q
62
log n
log 2
< 3 log n (23)
because of q>2 and n>2. Now we claim that k = s − m satises (19). k lies in the
interval [s− 3 log n; s] because of m>0 and (23). Moreover, we have
qn−k
(q− 1)n+ 1 =
qn−(s−m)
(q− 1)n+ 1 =
qn−s
(q− 1)n+ 1q
m = dqm +
r
(q− 1)n+ 1q
m;
which implies (19) by (21) and (22). This completes the proof of Lemma 3.
Proof of Theorem 1. Assume C 2Cq(n) with jCj= kq(n). Let s = bn=4qc, where btc
denotes the greatest integer 6t. For n>n1(q) the integer s satises 3 log n+16s6n.
According to Lemma 3 we choose a natural number k with
s− 3 log n6k6s (24)
and 
 q
n−k
(q− 1)n+ 1

> 12q : (25)
We further dene r = dqn−k =[(q− 1)n+ 1]e. From (25) follows
r =
qn−k
(q− 1)n+ 1 +  (26)
with
1
2q
661− 1
2q
: (27)
We now use Theorem 2. Lemma 1, (5) tells us, that the numbers n dened in (4)
satisfy (6) with l= (q− 1)(n− k) + 1 and h= qn−k for each  2 Ak . Furthermore, we
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have
l(r − 1) + (q− 1)k(r + 1)− (q− 2)
6l(r − 1) + (q− 1)k(r + 1)
=qn−k + (− 1)[(q− 1)n+ 1] + 2k(q− 1) by (26)
6h− 1
2q
(q− 1)n+ 2k(q− 1) by (27)
6h by (24)
and thus (7) is satised. From k6n=2 follows that (8) is satised. An application of
Theorem 2 now yields by (9)
kq(n) = jCj=
X
2Ak
n>rqk>
qn
(q− 1)n+ 1 + q
k by (26)
>

qn
(q− 1)n+ 1

− 1 + 1
2
qk−1 by (27)
> q(n)− 1 + 12qbn=4qc−3 log n−1 by (24)
>q(n) + cn
with c = q1=5q if n>n0(q)>n1(q). This completes the proof of Theorem 1.
5. A general lower bound for kq(n)
Theorem 3. Let q; n; k be integers with q>2 and 16k6n=2. Then
kq(n)>

qn−k + (q− 1)(n− 2k + 1)
(q− 1)n+ 1

qk : (28)
Proof. Assume C 2 Cq(n) with jCj = kq(n). We use Theorem 2. By Lemma 1 the
numbers n dened in (4) satisfy (6) with l=(q−1)(n−k)+1 and h=qn−k . Condition
(7) is easily seen to be equivalent to
r6
h+ l− (q− 1)k + (q− 2)
l+ (q− 1)k ;
i.e.
r6
qn−k + (q− 1)(n− 2k + 1)
(q− 1)n+ 1 :
Therefore (7) is satised if we choose r= b[qn−k +(q− 1)(n− 2k +1)]=(q− 1)n+1c.
To check that r>1 as required in Theorem 2 one uses induction on k to show
that qk>(q − 1)(2k − 1) + 1 holds if q>2, k>1. By n − k>k this implies qn−k>
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(q − 1)(2k − 1) + 1, which is equivalent to [qn−k + (q − 1)(n − 2k + 1)]=(q − 1)n +
1>1, i.e. r>1. Eq. (8) is satised because of k6n=2. By (9) we now have
kq(n) = jCj=
X
2Ak
n>rqk =

qn−k + (q− 1)(n− 2k + 1)
(q− 1)n+ 1

qk ;
completing the proof of Theorem 3.
The best-known lower bounds for kq(n) are summarized in [1]. We list
ve improvements of these values (given in brackets, all of them are due to
Habsieger [2]).
Corollary.
k2(21)>95360 (95330);
k2(33)>252:645:376 (252:645:140);
k3(10)>2835 (2818);
k4(7)>752 (748);
k5(9)>52800 (52796):
Proof. Use Theorem 3 with k =7; 9; 4; 2; 2 in that order (the optimal choice of k may
not be unique).
6. Concluding remarks
It was shown in van Wee [7] that there are polynomials p2; p3, such that for
suciently large values of n
k2(n)− 2(n)> 2
n
p2(n)
; n 6 1; 3 (mod 6); (29)
k3(n)− 3(n)> 3
n
p3(n)
; n 6 1 (mod 3) (30)
holds. In these cases Theorem 3 does not lead to any new result. The reason is that the
proof of Theorem 1 does not lead to the best-possible constant c in (3). Nevertheless
Theorem 1 together with (29) and (30) gives good rise to the following conjecture.
Conjecture. For every integer q there is a polynomial pq such that if n is suciently
large and (q− 1)n+ 1 does not divide qn, we have
kq(n)− q(n)> q
n
pq(n)
:
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