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Abstract
Deep learning has been at the foundation of large
improvements in image classification. To improve
the robustness of predictions, Bayesian approx-
imations have been used to learn parameters in
deep neural networks. We follow an alternative
approach, by using Gaussian processes as build-
ing blocks for Bayesian deep learning models,
which has recently become viable due to advances
in inference for convolutional and deep structure.
We investigate deep convolutional Gaussian pro-
cesses, and identify a problem that holds back
current performance. To remedy the issue, we
introduce a translation insensitive convolutional
kernel, which removes the restriction of requir-
ing identical outputs for identical patch inputs.
We show empirically that this convolutional ker-
nel improves performances in both shallow and
deep models. On MNIST, FASHION-MNIST
and CIFAR-10 we improve previous GP models
in terms of accuracy, with the addition of hav-
ing more calibrated predictive probabilities than
simple DNN models.
1. Introduction
Deep learning has had tremendous successes over the last
couple of years, solving many problems that previously had
been within the remit of humans only. Deep neural networks
have been particularly successful in solving a wide variety
problems with natural data, like audio or image classifica-
tion or generation. Despite their successes, deep learning
systems can still benefit from improvements to make them
more applicable in integrated real-world scenarios.
Deep neural networks work best in situations where large
training datasets are available, and test cases remain closely
related. Less good performance is observed in edge cases
for which few examples have been given (e.g. a self-driving
car which is suddenly blinded by the low-hanging sun),
or known objects in unlikely configurations (Alcorn et al.,
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2018). Introducing explicit measures of uncertainty has
been suggested as a method of improving the robustness of
predictions, and any decisions that are taken on the basis of
them. Recent methods (Blundell et al., 2015; Kingma et al.,
2015; Gal and Ghahramani, 2016) are inspired by Bayesian
inference, but have been constrained to fit closely in the
current computational framework of modern deep learning,
in order to retain existing benefits.
While Bayesian deep learning methods have been empiri-
cally successful in improving the robustness of DNN pre-
dictions, it is unclear to what extent they accurately approx-
imate the true posteriors (Hron et al., 2018). Additionally,
they do not deliver on an important promise of the Bayesian
framework: automatic regularisation of model complexity
which allows the training of hyperparameters (Rasmussen
and Ghahramani, 2001). Current marginal likelihood es-
timates are not usable for hyperparameter selection, and
the strong relationship between their quality and the quality
of posterior approximations suggests that further improve-
ments are possible with better Bayesian approximations.
In this paper, we investigate using Gaussian processes (GPs)
as an alternative building block for creating deep learning
models with the benefits of Bayesian inference. GPs allow
interpretable incorporation of prior knowledge, and provide
accurate Bayesian inference with robust uncertainty esti-
mates, due to their non-parametric nature. Their practical
application has been limited due to their large computa-
tional requirements for big datasets, and due to the limited
inductive biases that they could encode. In recent years,
however, advances in stochastic variational inference have
allowed Gaussian processes to be scaled to large datasets for
both regression and classification models (Hensman et al.,
2013; 2015). More sophisticated model structures that are
common in the deep learning community, such as depth
(Damianou and Lawrence, 2013; Salimbeni and Deisenroth,
2017) and convolutions (van der Wilk et al., 2017), have
been incorporated as well. Notably, inference is still accu-
rate enough to provide marginal likelihood estimates that
are routinely used for hyperparameter selection.
The accuracy of a Bayesian method, and the quality of its
posterior uncertainties, depends strongly on the suitability
of the assumptions made in the prior, as well as the qual-
ity of inference. In recent years, improving inference has
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received the most research attention. We set out to im-
prove current convolutional Gaussian process models by
investigating problems in their posterior. We find that cur-
rent translational invariant properties are too restrictive, and
propose the Translation Insensitive Convolutional Kernel
(TICK) as a remedy. We found a significant improvement
in performance, in both accuracy and uncertainty quantifi-
cation. Although more improvements are still necessary to
achieve the classification accuracies of deep learning, we
do demonstrate the effectiveness and elegance of Bayesian
modelling and critiquing, together with variational approxi-
mations, for creating models which give useful uncertainties
and automatically tune hyperparameters.
2. Background
2.1. Gaussian process models
Gaussian processes (GPs) (Rasmussen and Williams, 2006)
are non-parametric distributions over functions similar to
Bayesian neural networks. The core difference, is that neu-
ral networks represent distributions over functions through
distributions on weights, while a Gaussian process specifies
a distribution on function values at a collection of input loca-
tions. Using this representation allows us to use an infinite
number of basis functions, while still allowing Bayesian
inference (Neal, 1996). In a GP, the joint distribution of
these function values is Gaussian and is fully determined
by its mean µ(·) and covariance (kernel) function k(·, ·).
Taking the mean function to be zero without loss of general-
ity, function values at inputs Z = {zm}Mm=1 are distributed
as f(Z) ∼ N (f(Z); 0,KZZ), where [KZZ]ij = k(zi, zj).
The Gaussianity, and the fact that we can manipulate func-
tion values at some finite points of interest without taking the
behaviour at any other points into account (marginalisation
property) make GPs particularly convenient to manipulate
and use as priors over functions in Bayesian models.
Gaussian processes can be used in many machine learn-
ing tasks where some function has to be learned from data,
e.g. in classification, where we learn a mapping from an
image to a logit (f : RD → R). For models where a GP is
directly used as a prior on the function mapping, the kernel
has the strongest influence on the model’s generalisation
ability. A good choice of kernel will impose as much struc-
ture in the prior as possible, while still retaining enough
flexibility to fit the data. Common kernels, such as the
Mate´rn or squared exponential (SE), only impose varying
levels of smoothness. More complicated structure like peri-
odicity (MacKay, 1998) can also be encoded which greatly
improves generalisation when appropriate. Models based
on compositions of functions, analogous to deep neural net-
works, can also be given a Bayesian treatment by placing
Gaussian process priors on the functions, resulting in deep
Gaussian processes (Damianou and Lawrence, 2013).
2.2. Convolutional Gaussian processes
In this work, we focus on creating models for image inputs.
While existing GP models with kernels like the Squared
Exponential (SE) kernel have the capacity to learn any well-
behaved function when given infinite data (Rasmussen and
Williams, 2006, chapter 7), they are unlikely to work well for
image tasks with realistic dataset sizes. Local kernels, like
the SE, only constrain functions in the prior to be smooth,
and allow the function to vary along any direction in the
input space. This will allow these models to only generalise
in neighbourhoods near training data, with large uncertain-
ties being predicted elsewhere. This excessive flexibility
is a particular problem for images, which have high input
dimensionality, while exhibiting a large amount of structure.
When designing (Bayesian) models it is crucial to think
about sensible inductive biases to incorporate into the model.
For instance, convolutional structure has been widely used
to address this issue (LeCun et al., 1989; Goodfellow et al.,
2016). Recently, Van der Wilk et al. (2017) introduced this
structure into a Gaussian process model together with an ef-
ficient inference scheme, and showed that this significantly
improved performance on image classification tasks.
Van der Wilk et al. (2017) construct the convolutional kernel
for functions from images of size D = W ×H to real-
valued responses f : RD → R. Their starting point is a
patch response function g :RE→R operating on patches
of the input image of size E = w×h. The output for
a particular image is found by taking a sum of the patch
response function applied to all patches of the image. A
vectorized image x of height H and width W contains
P = (H−h+1)× (W −w+1) overlapping patches when
we slide the window one pixel at a time (i.e. vertical and
horizontal stride of 1), and we denote the pth patch of an
image as x[p]. Placing a GP prior on g(·) with kernel kg(·, ·)
implies a GP prior on f(·):
f(x) =
P∑
p=1
g
(
x[p]
)
and g(·) ∼ GP(0, kg(·, ·)) (1)
=⇒ f(x) ∼ GP
0, P∑
p=1
P∑
p′=1
kg
(
x[p],x[p
′]
). (2)
The convolution kernel places much stronger constraints
on the functions in the prior, based on the idea that sim-
ilar patches contribute similarly to the function’s output,
regardless of their position. This prior places more mass
in functions that are sensible for images, and therefore al-
low the model to generalise more aggressively and with
smaller uncertainty than, for example, the SE kernel. If
these assumptions are appropriate for a given dataset this
leads to a model with a higher marginal likelihood and better
generalisation on unseen test data.
Analogous to the link between neural networks and existing
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Gaussian processes (Neal, 1996), the convolutional GP can
also be obtained from a particular limit of infinite filters in a
convolutional neural network (van der Wilk, 2019). Other
limits have also been investigated (Garriga-Alonso et al.,
2018; Novak et al., 2018), resulting in different kernels.
2.3. Deep Gaussian processes
The convolutional structure discussed in the previous section
is an example of how the kernel and its associated feature
representation influence the performance of a model. Deep
learning models partially automate this feature selection
by learning feature hierarchies from the training data. In
image tasks, the first layers of a deep network identify edges,
corners, and other local features, while combining them into
more complicated silhouettes and structures further into the
hierarchy. Eventually a simple regressor solves the task.
Deep GPs (DGPs) share this compositional nature, by com-
posing layers of GPs (Damianou and Lawrence, 2013). They
can be defined as f(·) = fL(. . . f2(f1(·))), where each
component is a GP, itself f`(·) ∼ GP(0, k`(·, ·)). DGPs
allow us to specify priors on flexible functions with com-
positional structure, and open the door to non-parametric
Bayesian feature learning. Salimbeni and Deisenroth (2017)
showed that this is crucial to achieve state-of-the-art per-
formance on many datasets and that DGP models never
perform worse than single-layer GPs.
2.4. Contributions
The goal of this paper is to build sensible Bayesian models
for image data, that simultaneously achieve high accuracy
and provide good uncertainty estimates. Given the success
of deep learning, it is a natural choice to blend both depth
and convolution into our model. A couple of works on
ArXiv (Blomqvist et al., 2018; Kumar et al., 2018) have
combined the DGP approach of Salimbeni and Deisenroth
(2017) with the convolutional structure of Van der Wilk et al.
(2018), leading to a Deep Convolutional Gaussian processes
(DCGP). In this work we start by re-formulating the hidden
layers of a DCGP as a multi-output GP. We have developed
an extension to GPflow (Matthews et al., 2017) for the conve-
nient handling of multi-output GPs for this purpose (van der
Wilk et al., 2019). To find avenues for improvement, we
study posterior samples from the original Conv-GP (van der
Wilk et al., 2017), which show us that the model is too
constrained, leading to reduced classification accuracy and
overconfidence in predictions. As a solution we propose
a “translation insensitive” convolutional kernel, which we
validate on a series of experiments on MNIST, FASHION-
MNIST, Semeion and CIFAR-10. The accuracies we obtain
enter the region that started interest in deep learning, only
with better uncertainty estimates and automatic adjustment
of hyperparameters that our Bayesian approach provides.
3. Bayesian Modelling of Images
3.1. Limits of the Conv-GP kernel
In this section we focus on analysing the behaviour of single-
layer convolutional Gaussian processes (Conv-GPs, sec-
tion 2.2), so we can develop improvements in a targeted
way. The convolutional structure in eq. (1) introduces a
form of translation invariance, as the same GP g(·) is used
for all patches in the image, regardless of location. Depend-
ing on the task, a strict form of invariance may or may not
be beneficial. For example, in MNIST classification, a hori-
zontal stroke near the top of the digit indicates a ‘7’, while
the same stroke near the bottom indicates a ‘2’, as shown
in Appendix A. The construction of eq. (1) will apply the
same g(·) to patches, which is undesirable if we wish to
distinguish between the two classes using g(·)’s output.
Van der Wilk et al. (2017) circumvented the translation
invariance problem of the Conv-GP in two ways. Firstly,
by introducing weights it is possible to rescale the contri-
bution of each patch, turning the uniform sum of eq. (1)
into a weighted sum f(x) =
∑
p wp g(x
[p]). This is a rudi-
mentary approach which may be both too flexible, in that
it allows wildly varying weights for neighbouring pixels,
and not flexible enough, in that an image evaluation will
always be a linear combination of evaluations of g(·) at the
input patches. As a second solution, Van der Wilk et al.
(2017) proposed to add a flexible non-invariant kernel, e.g. a
squared exponential (SE), to model any residuals, making
the modelling function f(·) = fconv(·) + fSE(·). Adding
this additional SE kernel should be seen as a last resort to
capture any residuals, as it reintroduces properties we set
out to improve in the first place.
We illustrate the problem of the the original Conv-GP being
too constrained in fig. 1. We trained a model to classify
MNIST 2 vs 7 only, and display the deviations from the
mean of samples from the posterior of g(·) before applying
the summation. On the left (a) we show posterior samples
for the original Conv-GP and on the right (b) samples from
our modified Translation Insensitive Convolutional GP. Note
that all samples in (a) and (b) are plotted using the same
color range. We immediately notice that the samples in
(a) are less vibrant than in (b), indicating the smaller vari-
ance of the Conv-GP. The small variance is the result of the
Conv-GP being too constrained, which leads to a collapsed
posterior predictive distribution that is not able to accommo-
date for patches that can be both positive and negative (i.e.
belong to both classes). We also notice that all background
pixels within an image have the exact same value.
3.2. Translation insensitive convolutional kernel
A better modelling assumption would be to relax the “same
patch, same output” constraint and have a patch response
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Figure 1. Classification of 2s vs 7s. We show two images (black and white – left) of the training set that are incorrectly classified by the
Conv-GP (a), but correctly classified by the TICK-GP (b). The orange and blue images are deviations from the mean of posterior samples.
function g(·) that is able to vary its output depending on
both the patch input and the patch location. Inspired by
kernels for “locally invariant” or “insensitive” functions
(Raj et al., 2017; van der Wilk et al., 2018) we call this
property translation insensitivity. To this end, we propose a
product kernel between the patches and their locations:
kg
(
(x[p], p), (x[p
′], p′)
)
=
kpatch
(
x[p],x[p
′]
)
× kloc(`(p), `(p′)),
(3)
where `(p) returns the location of the upper-left corner of
the patch in the image, kpatch and kloc are the kernels we use
over the patches and patch locations, respectively. In our
experiments we used SE kernels for both. We refer to this
kernel as the Translation Insensitive Convolutional Kernel
(TICK). The term “insensitive” was used by Van der Wilk
et al. (2018) as a relaxation of invariance. We use the term
to indicate that the output is slightly sensitive to translations.
The degree of insensitivity (i.e. the degree to which the
output of g(·) depends on the location of the input patch) is
determined by the lengthscale of kloc. Large lengthscales
recover the original convolutional kernel, while very short
lengthscales allow large variation between locations, result-
ing in an additive kernel (Duvenaud et al., 2011; Durrande
et al., 2012). We expect reasonable lengthscales to be on
the order of the size of the image, so the model can learn
that a patch near the bottom of the image may contribute
differently than the same feature at the top. We will learn
this lengthscale automatically together with other hyperpa-
rameters using the marginal likelihood approximation.
Returning to fig. 1 (b) we see that the deviation from the
mean for the TICK-GP is much larger, which show the larger
variance and indicates that the model is less constrained.
More interestingly, the samples vary in a way that’s consis-
tent with our modelling assumptions. This can most easily
be observed by inspecting the background of the images
(away from the digit), where the mapping varies smoothly.
Also, the mapping of similar patches varies smoothly across
the stroke: the response of horizontal and vertical lines in
the image gives locally similar responses.
3.3. Deep Convolutional Gaussian processes
With the ideas of (improved) convolutional kernels and deep
Gaussian processes in place, it is straightforward to conceive
of a model that does both: a deep GP with convolutional
kernels at each layer. To do this we need to make these
convolutional layers map from images to images, which we
do using a multi-output kernel.
This can be done by a minor reformulation to the convolu-
tional kernel of eq. (1): instead of summing over the patches
we simply apply g(·) to all patches in the input image. As
a result, we obtain a vector-valued function f : RD → RP
defined as
f(x) = {fp(x)}Pp=1 =
{
g(x[p])
}P
p=1
, (4)
where fp(·) indicates the pth output of f(·). Since the same
g(·) is applied to the different patches, there will be corre-
lations between outputs. For this reason, we consider the
mapping f(·) a multi-output GP (MOGP), and name it the
Multi-Output Convolutional Kernel (MOCK). Multi-output
GPs (Alvarez et al., 2012) can be characterised by their co-
variance between the different outputs fp and fq of different
inputs x and x′, giving in our case
Cov[fp(x), fq(x
′)] = kg
(
x[p],x′[q]
)
. (5)
Note that based on this equation, the covariance matrix corre-
sponding to P patches andN images has a sizeN×N×P×P .
For MNIST with N = 60000, 28×28 sized images and
P = 576 for patches of 5×5 size, the calculation and in-
version of this matrix is infeasible. Efficient inference for
MOGPs relies strongly on choosing useful inducing vari-
ables. To this end, we developed a framework for generic
MOGPs, that allows for the flexible specification of both
multi-output priors and inducing variables, in a way that can
take computational advantage of independence properties
of the prior (van der Wilk et al., 2019).
The DCGP is built out of multiple convolutional GP layers,
where the first layers use image-to-image mappings based
on the MOCK. For a flattened D = W ×H dimensional
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input image, these layers will produce a P = (H − h +
1)× (W − w + 1) dimensional output vector. The next
MOCK layer will then act on the output of the first layer
and produce an even smaller flattened image of size (H −
2h+ 2)× (W − 2w+ 2), and so forth. Eventually, the final
layer of the DCGP will use the formulation of eq. (1) and
sum over all the outputs to produce a single scalar output
prediction for each class. In each of these convolutional
layers we have the choice whether or not we add the TICK
or original Conv kernel.
4. Inference
Consider a dataset X = {xn}Nn=1,y = {yn}Nn=1, consist-
ing of N images xn ∈ RD each accompanied by their class
label yn ∈ [1, C], where C is the number of classes. We
want to learn f(·) : RD → RC from image to logits. We set
our deep convolutional GP model up as
hn,` = f`(hn,`−1), where each
f`(·) ∼ GP(m`(·), k`(·, ·)), 1 ≤ ` ≤ L, and
yn ∼ p
(
yn |hn,L
)
We define hn,0 := xn, f(·) := fL(. . . f2(f1(·))) and P` to
be the output dimension of f`(·).
We are interested in both the posterior p(f(·) |y) for mak-
ing subsequent predictions and the marginal likelihood (ev-
idence) p(y) to optimise the model’s hyper-parameters.
Calculating both these quantities is intractable because of
1) the O(N3) cost of operations on covariance matrices,
2) the non-conjugate likelihood p(yn |hn,L), 3) the infeasi-
bly large number of kernel evaluations that are required for
dealing with images on a patch basis, and 4) the propagation
of the outputs of lower layer GPs h` through the next layer.
Stochastic variational inference (Hoffman et al., 2013; Hens-
man et al., 2013) takes care of all the aforementioned issues
within one framework. Following the standard variational
approach, we construct a lower bound to the marginal like-
lihood (known as the Evidence Lower BOund, or ELBO)
which we then optimise to find the optimal approximate
posterior and the model’s hyperparameters.
To derive the ELBO, we start with the joint density, slightly
abusing the notation to denote the density of a GP
p({yn}n, {hn,`}n,`, {f`(·)}`) =∏
n
p(yn |hn,L)
∏
`
p(hn,` |hn,`−1, f`(·))p(f`(·)),
and a variational posterior q({hn,`}n,`, {f`(·)}`) which we
give the form
∏N
n=1
∏L
`=1 p(hn,` |hn,`−1, f`(·)) q(f`(·)).
The repetition of p(hn,` |hn,`−1, f`(·)) in both the prior
and variational posterior leads to their cancellation inside
the expectation of the final ELBO
log p(y) ≥
E∏
n,` p(hn,` |hn,`−1,f`(·)) q(f`(·))
[∑
n
log p(yn |hn,L)
]
−
∑
`
KL[q(f`(·))||p(f`(·))].
The particular form of p(hn,` |hn,`−1, f`(·)) is impor-
tant and different choices give rise to different DGPs.
For instance, the original DGP formulation of Dami-
anou and Lawrence (2013) used a Gaussian distribution
N (hn,` | f`(hn,`−1), σ`). We, however, follow Salim-
beni and Deisenroth (2017) and use a deterministic re-
lation between hn,` and hn,`−1 given the latent func-
tion f`(·), corresponding to a Dirac function in the prior
p(hn,` |hn,`−1, f`(·)) = δ{hn,` = f`(hn,`−1)}.
Minibatching Because the likelihood factorises, the
ELBO decomposes into a sum over all data points, allowing
an unbiased estimate to be created using a subset of the data.
Reparameterisation Obtaining the expectation in the
ELBO in closed-form is impossible, so we follow the Monte
Carlo estimate of Salimbeni and Deisenroth (2017). The
variational approximation can be sampled from by succes-
sively sampling hn,` through the layers. We start with
hn,1 = f1(xn), where f1(·) is sampled from q(f1(·)), and
continue similarly for every layer hn,` = f`(hn,`−1), with
f`(·) ∼ q(f`(·)), so that the input of the current layer is the
sampled output of the previous one. We choose q(f`(·)) to
be Gaussian processes, which have Gaussian marginals to
which the ‘re-parametrization trick’ (Rezende et al., 2014;
Kingma et al., 2015) can be applied for learning their pa-
rameters using gradient-based optimisation.
Sparse Gaussian processes We specify the variational
distribution for the latent functions following Titsias (2009),
Hensman et al. (2013), and Matthews et al. (2016). This
framework conditions the prior on inducing variables
u`, and then specifies a free Gaussian density q(u`) =
N (m`,S`). This gives the approximation q(f`(·)) =∫
p(f`(·) |u`) q(u`) du` for each layer. The original frame-
work chose the inducing outputs u` to be observations of
the GP to some inducing inputs Z` = {z`,m}Mm=1, i.e.
u` = f`(Z`). The key idea of the sparse GP framework
is to choose M  N , which makes the size of the matrix
that we perform cubic operations on M ×M . Note that
the posterior is still a full-rank GP, which predicts using an
infinite number of basis functions thanks to the use of the
prior conditional. This maintains the desirable error bars of
the original GP. The overall approximate posterior has the
form q(f`(·)) = GP(µ`(·),Σ`(·)) with
µ`(·) = k>u`(·)K−1u`u`m` (6)
Σ`(·) = k(·) + k>u`(·)K−1u`u`(S` −Ku`u`)K−1u`u`ku`(·),
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where m` ∈ RM , and S` ∈ RM×M . When we predict for
a single point, the size of ku`(·) is P` ×M , the number
of outputs by the number of inducing variables, while k(·)
returns the P` × P` covariance matrix for all outputs.
In order to evaluate the expectation in the ELBO as de-
scribed above, we need to generate samples with the covari-
ance Σ`(hn,`−1). This requires taking a Cholesky of this
covariance, of which we have one for each datapoint in the
minibatch. This presents a significant computational prob-
lem, as its size is P` × P`, with P` being roughly the same
as the number of patches in the input image. For MNIST,
with P = 576, this Cholesky has a cost that is comparable
to the inversion of the M ×M inducing variable covariance
Ku`u` , asM is usually taken to be 500–1000. However, the
total cost is much larger, as we only need to perform a single
Cholesky of Ku`u` per layer. The deep convolutional GP
model of Blomqvist et al. (2018) suffers from this problem
as well, although it is not discussed. Blomqvist et al. (2018)
avoid this computational cost by simply sampling from the
P` marginals. In this work, we also follow this approach, as
it seems to work well in practice, despite it not being strictly
mathematically correct.
Inter-domain inducing patches We have two types of
convolutional layers which cause problems. First, the multi-
output convolutional layers (MOCK) and second, the final
convolutional layer following eq. (1) that performs sum-
pooling. Using inducing points for the latter results in im-
practically large double sums over all patches for computing
Ku`u` . For the MOCK case, we need some bookkeeping
to avoid u` being defined as all outputs in response to the
inducing inputs Z`. Making use of inter-domain inducing
variables (La´zaro-Gredilla and Figueiras-Vidal, 2009) in
both these cases solves the mathematical, organisational,
and software problems. We follow Van der Wilk et al.
(2017) to define for each layer u` as evaluations of the patch
response function g`(·), and we place the inducing inputs in
Z` in the patch space Rwh, rather than image space RP`−1 .
To apply this approximation, we need to find the appropriate
covariances for ku`(·) and Ku`u` , which can then be used
in (6) for the conditional mean and covariance
ku`(hn,`−1) = E[g`(Z`)f`(hn,`−1)] =
[
kg`(Z`,h
[p]
n,`−1)
]P`
p=1
Ku`u` = E[g(Z`)g(Z`)] = kg(Z`,Z`).
Choosing the inducing variables in this way greatly reduces
the computational cost of the method, since we now only
require covariances between the patches of the input image
h
[p]
`−1 and the inducing patches Z`.
The final layer fL(·) performs sum-pooling, as in the orig-
inal formulation of Van der Wilk et al. (2017), removing
the problem of correlations between output patches. We
still use inducing patches to avoid needing to calculate co-
variances between all pairs of patches, which results in a
cross-covariance of
kuL(hn,L−1) =
PL∑
p=1
kgL(ZL,h
[p]
n,L−1),
which is now a vector of length M and can directly be
plugged into eq. (6).
Conv-GP vs. TICK-GP The main difference between
both models lies in the kernel of the patch response function
kg`(·, ·). The kernel in the Conv-GP acts solely on patches,
while in the TICK-GP the kernel is constructed as in eq. (3),
acting on patches and their corresponding location. As a
result, in the TICK-GP each inducing patch z in every layer
is accompanied by an inducing location `(z) ∈ R2, which
is also optimised during training.
5. Experiments
In this section we present results using our translation in-
sensitive convolutional kernel. We show that TICK-GP
improves over Conv-GP and achieves the highest reported
classification result for a shallow GP model on MNIST,
CIFAR-10 and FASHION-MNIST. Crucially, we find that
while the classification accuracy rivals CNNs, the uncer-
tainty estimates are superior. The CNN is confidently wrong
on some ambiguous cases, but TICK-GP provides appro-
priate uncertainty. We demonstrate further that this effect
is even more pronounced in a transfer learning task, where
the CNN predicts wrong labels with high confidence despite
the distributional shift. We also demonstrate the benefits of
translation insensitivity in a DCGP.
5.1. MNIST, FASHION-MNIST and CIFAR-10
We evaluate TICK-GP on three standard image benchmarks
(MNIST, FASHION-MNIST and grey-scale CIFAR-10) and
compare its performance to a SE-GP, Conv-GP and CNN.
All GP models in this experiment are shallow and trained
using the procedure outlined in section 4. We compare
the GP models to a simple CNN architecture, consisting of
two convolutional layers followed by two full dense layers.
We use dropout with 50% keep-probability to prevent over-
fitting. All other neural network settings can be found in
Appendix B. Although we acknowledge that the network
is simple compared to other networks which may perform
even better, we believe that this network uses a representa-
tive collection of standard training techniques, and therefore
is a reasonable comparison to assess uncertainty quality on.
The SE-GP model is a vanilla Sparse Variational GP (SVGP)
(Hensman et al., 2013) using a SE kernel defined directly on
the images. For MNIST and FASHION-MNIST, we use the
de-facto standard split on the data: 60,000 images are used
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Table 1. Results of classification experiments for four different model and three different datasets. The metrics we report are top-n error
rate, Negative Log-Likelihood (NLL) and Expected Calibration Error (ECE). The top-n error rate is the percentage of test images for
whom the true class label is not within the highest n predictive probabilities. (Lower is better for all metrics.)
MNIST FASHION-MNIST GREY CIFAR-10
metric SE-GP Conv-GP TICK-GP CNN SE-GP Conv-GP TICK-GP CNN SE-GP Conv-GP TICK-GP CNN
top-1 error 2.31 1.7 0.83 0.81 12.15 11.06 10.01 8.23 58.24 41.65 37.82 34.77
top-2 error 0.69 0.49 0.11 0.14 3.67 3.18 2.69 1.96 38.91 24.09 20.52 18.65
top-3 error 0.35 0.19 0.05 0.04 1.21 1.11 0.92 0.63 27.18 14.93 12.21 10.98
NLL full test set 0.0601 0.057 0.029 0.0302 0.268 0.252 0.228 0.2673 1.556 1.168 1.056 1.0897
NLL misclassified 1.86 1.968 1.698 12.5195 1.896 1.903 1.886 10.0749 2.204 2.118 2.097 5.4281
ECE 0.0226 0.00594 0.0078 0.0045 0.0161 0.0159 0.0135 0.0321 0.0492 0.0588 0.059 0.0753
for training, and 10,000 for testing. The CIFAR-10 dataset
consists of 60,000 32x32 images, which we convert to grey-
scale: 50,000 training images and 10,000 test images. All
datasets contain examples of 10 different classes, C = 10.
For comparison’s sake, we set up TICK-GP and Conv-GP as
similar as possible. They are both configured to have 1000
inducing 5x5 patches, which are initialised using randomly
picked patches from the training examples. Further, we
choose a SE kernel for the patch response function and
follow Van der Wilk et al. (2017) who multiply the patch
response outputs with learned weightswp before summation.
Finally, we initialise the inducing patch locations `(Z) of
TICK-GP to random values in [0, H] × [0,W ], and use a
Mate´rn-3/2 kernel with lengthscale initialised to 3 for the
location kernel kloc from eq. (3).
All GP models use a minibatch size of 128 and are trained
using the Adam optimiser (Kingma and Ba, 2014) with a
t−1 decaying learning rate, starting at 0.01. The models are
ran until converges on a single GeForce GTX 1070 GPU.
We are dealing with a multi-class classification problem,
so we use the softmax likelihood with 10 latent GPs. As
the softmax likelihood is not conjugate to the variational
posterior we need to evaluate the predictive distribution
using Monte Carlo estimates, 1K
∑
k p(yn | f (k)(·)), where
f (k)(·) ∼ q(f(·)). In our experiments we set K = 5.
Table 1 reports the error rate, Negative Log-Likelihood
(NLL) and Expected Calibration Error (ECE) (Naeini et al.,
2015). We use NLL as our main metric for calibration, as
it is a proper scoring rule (Gneiting and Raftery, 2007) and
has a useful relationship to returns obtained from bets on the
future based on the predicted belief (Roulston and Smith,
2002). We see that TICK-GP outperforms the other models
in terms of NLL, both on the complete test set and on the
misclassified images, while still being competitive with the
CNN in terms of error rate. The shallow TICK-GP also
sets the new records of classification with GP models on the
listed datasets.
In fig. 2 we show the predictive probability for a few ran-
domly selected misclassified images, demonstrating better
Figure 2. Posterior prediction probabilities for eight randomly se-
lected misclassified images (top row) form the MNIST dataset.
The bars show the probabilities for each of the classes, 0 to 9. The
largest orange-coloured bar, is the class with highest probability
and thus used as prediction from the model; blue-coloured bar is
the true class label.
calibrated probabilities of GP based models compared to the
parametric NN model, and the improvements of the newly
presented TICK-GP over the Conv-GP. In Appendix C we
show the complete set of misclassified images.
Table 2. Results of Out-Of-Distribution test set experiment. The
models are trained on MNIST digits and tested on the different
Semeion digit dataset. (Lower is better.)
metric Conv-GP CNN TICK-GP
top-1 error 36.72 14.44 16.26
top-2 error 16.63 5.27 5.71
top-3 error 9.10 1.95 1.76
NLL full test set 1.027 2.115 0.474
NLL misclassified 2.221 14.614 1.941
5.2. Out-Of-Distribution test set
In this experiment we test the generalisation capacity of
the models presented in section 5.1. In particular, we are
interested in studying their behaviour when a distribution
shift occurs on the test set. This is an important application
as most machine learning models will eventually be used in
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Figure 3. Deep convolutional GP error rate traces in function of optimisation time on the MNIST dataset. We plot TICK (solid) and
Conv-GP (dashed) models, with one (blue), two (orange) and three (green) layers. All models ran for 300,000 iterations. The three-layered
models are initialised with the trained values of the two-layered model.
domains broader than what their training dataset encloses.
It is therefore crucial that the models are able to detect this
change of environment, and adjust their uncertainty levels
so that appropriate actions can be taken.
The models in table 2 are trained on MNIST but the reported
metrics, error rate and NLL, are calculated for the Semeion
digit dataset. The Semeion dataset (UCI) has 1593 images
of 16x16 pixels size. To be able to re-use MNIST trained
models we pad the Semeion images with zero pixels to
match the MNIST size. The table shows that TICK-GP
outperforms the CNN and to lesser extent the Conv-GP in
terms of NLL, and performs comparably to a CNN in terms
of accuracy. In Appendix D, in the same way as in fig. 2,
we show the predictive probability for the models for a few
randomly selected misclassified images. The image clearly
illustrates the fact that the CNN is making wrong predictions
with a very high certainty, explaining the low NLL values.
5.3. Deep Convolutional GPs
In this final experiment we show that the translation insensi-
tivity of TICK-GP can be incorporated in deep convolutional
Gaussian processes and improve its performance. In table 3
we list the results of a deep Conv-GP and a deep TICK-GP
on MNIST and CIFAR-10. We train models with one, two
and three layers. We configure all models identically: each
layer uses 384 inducing 5x5 patches (initialised using ran-
dom patches from the training images), an identity Conv2D
mean function for the hidden layers, and a SE kernel for the
patch response function. The hidden layers for the L=2 and
L=3 models are identical for both the deep Conv-GP and
deep TICK-GP, as the translation insensitivity is only added
to the final layer. We use a minibatch of size 32 and 64 for
MNIST and CIFAR, respectively. All models are optimised
using Adam with exponentially decaying learning rate, start-
ing at 0.01, and decreased every 50,000 optimisation steps
by a factor of 4. We run all models for the same number of
iterations 300,000 and plot their error rates for MNIST as a
function of time in fig. 3.
Table 3. Results of DCGP models on MNIST and CIFAR-10.
MNIST CIFAR-10
# layers metric Conv-GP TICK-GP Conv-GP TICK-GP
L = 1 top-1 error 1.87 1.19 41.06 37.10
NLL full test set 0.064 0.038 1.169 1.081
NLL misclassified 2.010 1.634 2.061 2.035
ELBO negative 8286 5834 65720 63508
L = 2 top-1 error 0.96 0.66 28.60 25.59
NLL full test set 0.035 0.023 0.835 0.752
NLL misclassified 1.879 1.666 2.025 2.022
ELBO negative 5374 4246 52814 48305
L = 3 top-1 error 0.93 0.64 25.33 23.83
NLL full test set 0.029 0.019 0.743 0.693
NLL misclassified 1.616 1.525 2.033 2.001
ELBO negative 5045 4189 49382 47534
For the initialisation of the hidden layers’ variational param-
eters we follow Salimbeni and Deisenroth (2017) and set
m = 0 and S = I · 10−6. The zero mean and small covari-
ance turn off the non-linear GP behaviour of the first layers,
making them practically deterministic and completely deter-
mined by their identity mean function. In the final layer we
set m = 0 and S = I, as we do for the single-layer mod-
els in section 5.1. For the initialisation of the three-layer
models we set the first and last layer to the trained values
of the two-layered model, as was done in Blomqvist et al.
(2018). This is why we plot the optimisation curves for the
three-layered models after the two-layer models in fig. 3.
Table 3 lists the performance for the DCGP models on
MNIST and CIFAR-10. We observe that 1) our model with
TICK-GP as final layer outperforms a vanilla deep Conv-GP
in terms of accuracy and NLL, 2) adding depth improves the
performance and uncertainty quantification for both models,
and 3) that there is a strong correlation between the ELBO
and the model’s performance, making it possible to use the
ELBO for model selection. The modelling improvement
that comes with the addition of translation insensitivity in
the final layer is also clearly visible in fig. 3, where TICK-
GP models (solid) are consistently below Conv-GP (dashed)
models.
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6. Conclusion
Overall, we believe this work to be a step towards bring-
ing the advantages of Gaussian processes into deep learn-
ing. Deep and convolutional structures, once a preserve
for deep learning models, are now applicable within GP
models. In this work we’ve demonstrated a clear advantage
of the Bayesian framework, we’ve critiqued a modelling as-
sumption (translational invariance) and adjusted the model
accordingly. We’ve demonstrated that our proposed TICK
kernel closes the performance gaps on several benchmarks.
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A. MNIST 2 and 7 classification example
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Figure 4. Simple example why translation invariance may be a bad modelling assumption. Both these images contain the same patches
(x
[p]
1 ,x
[q]
2 ) and (x
[p′]
1 ,x
[q′]
2 ) at different location in the image. A translation invariant patch response function g(·) returns the same output
for both patches, which is undesirable as the classifier needs to regress to different values to correctly classify both images.
B. CNN architectures
The Convolutional neural network (CNN) used in the classification experiments consists of two convolutional layers. The
convolutional layers are configured to have 32 and 64 kernels, respectively, a kernel size of 5x5 and a stride of 1. Both
convolutional layers are followed by max pooling with strides and size equal to 2. The output of the second max pooling
layer of size 1024 is fed into a fully connected layer with ReLU activation, the result of which is passed through a drop-out
layer with rate 0.5. The final fully connected layer has 10 units with softmax non-linearity. We initialised the convolutional
and fully-connected weights by a truncated normal with standard deviation equal to 0.1 and the bias weights were initialised
to 0.1 constant. The CNN is trained using the Adam optimiser (Kingma and Ba, 2014) with constant learning rate 0.0001.
We followed the architecture used in TensorFlow.
C. Predictive probabilities of misclassified MNIST images
4
9
7
1
5
9
9
8
9
7
0
8
9
4
5
1
7
2
6
9
3
5
0
5
0
2
9
5
6
2
8
3
0
1
6
5
7
0
5
9
6
4
9
4
7
3
3
5
0
6
9
4
1
7
6
4
8
1
0
1
0
6
9
4
6
5
1
7
4
9
4
8
1
6
9
5
9
4
3
1
3
2
6
1
9
7
4
9
7
2
0
5
9
4
8
3
6
5
6
2
9
7
6
4
9
4
6
4
6
1
3
5
7
3
6
4
3
5
4
9
4
9
9
4
0
2
9
4
5
3
Figure 5. CNN model’s prediction probabilities for misclassified MNIST images.
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Figure 6. ConvGP model’s prediction probabilities for misclassified MNIST images.
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Figure 7. TICK-GP model’s prediction probabilities for misclassified MNIST images.
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D. Predictive probabilities of misclassified Semeion images
Figure 8. Prediction probabilities for eight randomly selected misclassified images (top row) form the Semeion dataset. The bars show
the probabilities for each of the classes, 0 to 9. The largest orange-coloured bar, is the class with highest probability and thus used as
prediction from the model; blue-coloured bar is the true class label.
