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A “smarter grid” is expected to be more flexible and more reliable than 
traditional electric power grids. Among technologies required for the “smarter 
grid” deployment, this dissertation presents a sustainable microgrid and a spatial 
and temporal model of plug-in electric vehicle charging demand for the “smarter 
grid”. First, this dissertation proposes the dynamic modeling technique and 
operational strategies for a sustainable microgrid primarily powered by wind and 
solar energy resources. Multiple-input dc-dc converters are used to interface the 
renewable energy sources to the main dc bus. The intended application for such a 
microgrid is an area in which there is interest in achieving a sustainable energy 
solution, such as a telecommunication site or a residential area. Wind energy 
variations and rapidly changing solar irradiance are considered in order to explore 
the effect of such environmental variations to the intended microgrid. The 
 viii
proposed microgrid can be operated in an islanded mode in which it can continue 
to generate power during natural disasters or grid outages, thus improving disaster 
resiliency of the “smarter grid”. 
In addition, this dissertation presents the spatial and temporal model of 
electric vehicle charging demand for a rapid charging station located near a 
highway exit. Most previous studies have assumed a fixed charging location and 
fixed charging time during the off-peak hours for anticipating electric vehicle 
charging demand. Some other studies have based on limited charging scenarios at 
typical locations instead of a mathematical model. Therefore, from a distribution 
system perspective, electric vehicle charging demand is still unidentified quantity 
which may vary by space and time. In this context, this study proposes a 
mathematical model of electric vehicle charging demand for a rapid charging 
station. The mathematical model is based on the fluid dynamic traffic model and 
the M/M/s queueing theory. Firstly, the arrival rate of discharged vehicles at a 
charging station is predicted by the fluid dynamic model. Then, charging demand 
is forecasted by the M/M/s queueing theory with the arrival rate of discharged 
vehicles. The first letter M of M/M/s indicates that discharged vehicles arrive at a 
charging station with the Poisson distribution. The second letter M denotes that 
the time to charge each EV is exponentially distributed, and the third letter s 
means that there are s identical charging pumps at a charging station. This 
 ix
mathematical model of charging demand may allow grid’s distribution planners to 
anticipate charging demand at a specific charging station. 
 x
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1.1 SMARTER GRID 
The capacity of traditional electric power grids seems to be rapidly 
reaching their limitations [1]. The symptoms of reaching their limitations have 
been shown by increased signs of stress on the electric power grids [2] such as the 
2000 and 2001 California's electricity crisis [3], the 2003 blackout in the U.S. and 
Canada [4], and the 2003 blackout in Sweden and Denmark [4]. The fundamental 
problems of these crises can be traced back to the centralized architecture of the 
initial electric power grids in the late 1800s [2]. These centralized designs are 
relatively inflexible and vulnerable to natural disasters [5] or intentional attacks 
[2]. In order to overcome these weaknesses, the next generation electric power 
grids are expected to be more flexible and more resilient than the traditional 
electric power grids. Therefore, the next generation electric power grid is called 
by a “smarter grid” [1] in this dissertation. Although smart grid technologies are 
often considered as the advanced metering infrastructure (AMI) and real-time 
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pricing signals that allow electric consumers to be involved in the electric market 
indirectly, these AMI and real-time pricing can only provide very limited 
functionalities in reality [2]. Therefore, the “smarter grid” herein refers to a more 
advanced smart grid in which electric customers can interact with utility 
companies indirectly by real-time pricing signals and directly by distributed 
generation [6]. 
1.2 SCOPE OF THE WORK 
Full deployment of the “smarter grid” may require incorporating various 
technologies to the traditional electric power grids. The most important 
technologies are advanced autonomous control methods, distributed energy 
storage, distributed generation, and plug-in electric vehicles [2]. Among these 
technologies, this study presents a sustainable microgrid and a spatial and 
temporal model of plug-in electric vehicle (EV) charging demand. This 
sustainable microgrid can be operated in an islanded mode in which it can 
continue to generate power even during natural disasters or grid outages. Thus, 
this sustainable microgrid can improve disaster resiliency of the power system. In 
addition, the spatial and temporal EV charging demand model can help to 
understand how the increased electrification of the consumer’s transportation 
sector will impact on smart grids demand. 
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1.2.1 Sustainable Microgrid 
One purpose of this study is to present the dynamic modeling technique 
and operational strategy of a sustainable microgrid primarily powered by wind 
and solar energy. These sources are integrated into the main bus through current-
source-interface multiple-input dc-dc converters. In order to provide the context 
for the discussion, this microgrid could be applied to a telecommunication site or 
a residential area part of a future “smarter grid” power system. The proposed 
system is equipped with energy storage devices such as batteries. In addition, a 
utility grid connection is provided in order to replenish energy levels in case of 
emergency conditions such as power shortage from the renewable energy sources. 
Due to its diverse sources, power supply availability of such system may exceed 
that of the utility grid [7], [8]. Outage possibility in this power system is close to 
zero because it is highly unlikely that all energy sources in this power system are 
unavailable at the same time. Moreover, the combination of a wind generator and 
photovoltaic modules may reduce vulnerability to natural disasters [9]-[12] 
because they do not require lifelines. 
1.2.2 Plug-in Electric Vehicle Charging Demand 
The other goal of this study is to present the spatial and temporal model of 
electric vehicle (EV) charging demand for a rapid charging station on a highway. 
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In order to limit the scope of the analysis, this study only focuses on the charging 
station on a highway and not on urban or rural roads. Commercial plug-in electric 
vehicles (PEVs) have been produced by a few automakers such as Cooper, 
Nissan, and Tesla, and the first generation of plug-in hybrid electric vehicles 
(PHEVs) has been emerging into the market since 2010 [13]. This transportation 
electrification is expected to reduce gasoline consumption, thus, decreasing 
greenhouse gas emissions [14]-[17]. However, [18] showed that un-controlled 
day-time EV charging pattern may increase stress on the power system during the 
peak-time, which may result in extensive grid outages. On the other hand, a recent 
study [19] concluded that the transportation electrification can fuel up to 84 % of 
the U.S. light-duty vehicle fleet with the existing electricity infrastructure in the 
U.S. However, since the analysis in [19] is based on a “valley-filling” approach, 
the “infrastructure” mentioned in [19] refers to the generation infrastructure. In 
fact, [19] also acknowledged that additional limitations may exist in distribution 
transformers. These limitations are aggravated by the uneven PEVs and PHEVs 
penetration favoring high-income areas [20], by the temporally and spatially 
changing nature of PEVs and PHEVs as loads [21], and by distribution planning 
difficulties caused by lack of historic data on PHEVs and PEVs behavior as loads. 
Reference [19] also acknowledged that high PEVs and PHEVs penetration may 
lead to higher electricity costs, lower reliability, and effects that could even 
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worsen the impact of extreme events or grid emergencies to society. Thus, 
although PHEVs and PEVs are identified as one of smart grid motivating 
technologies [1], their highly disruptive impact if left unaddressed may hinder 
both smart grid development and PHEV adoption. Thus, it is critically important 
to understand how the increased electrification of the consumer’s transportation 
sector will impact on smart grids demand in order to avoid PHEVs and PEVs to 
become smart grid’s “killer app” [1]. 
1.3 PROBLEM DESCRIPTIONS, METHODOLOGY, AND CONTRIBUTIONS 
1.3.1 Problem Descriptions 
1.3.1.1 Sustainable Microgrid 
Among the earlier work in the literature, the idea of developing a 
sustainable microgrid for telecommunication applications using multiple-input dc-
dc converters was introduced in [11] and expanded in [22]. A variant of such 
system with a different multiple-input converter topology was later on described 
in [23] suggested a telecommunication power system in which a diesel generator 
and an automatic transfer switch were replaced with fuel cells and a micro-turbine 
using a multiple-input dc-dc converter. The power system in [11] and [22] had the 
following advantages: (1) the use of the multiple-input dc-dc converter reduces 
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unnecessary redundancy of additional parallel converters in each energy source, 
and (2) the investment in micro-sources is recuperated because the energy sources 
in this power system can be used during normal operation as well as grid power 
outages [10], [11], [22], [23]. Nevertheless, one issue with the system in [23] is 
that it still requires fuel for the local sources in normal operation.  
In addition, the daily complementary generation profiles of a wind turbine 
and a photovoltaic module [24], [25] have stimulated research on similar power 
systems with a dc link method rather than an ac coupling method [26]-[37]. 
However, these similar power systems in [26]-[37] combined renewable energy 
sources with parallel dc-dc converters which may lead to unnecessary redundancy 
in components of the power systems. This problem can be resolved with an 
alternative combining method which uses multiple-input dc-dc converters 
previously proposed in [7], [8], [11], [22]-[23], [38]-[52]. In addition to removing 
redundant converters, a multiple-input dc-dc converter had other advantages such 
as the possibility of de-centralized control and modularity. Despite these 
promising advantages, few studies seem to have explored the dynamic modeling 
technique for the wind/solar hybrid power system with multiple-input dc-dc 
converters in contrast to those parallel converters. Although the hybrid power 
systems in [45] and [47] considered a wind generator as a local source for a 
multiple-input converter, they did not consider the dynamics of wind energy and 
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the ac characteristics of a wind generator which likely affect the controllability 
and performance of the system. 
1.3.1.2 Plug-in Electric Vehicle Charging Demand 
Despite the recognized importance of developing spatial and temporal 
electric vehicle (EV) charging demand, almost none of the studies seem to have 
explored the charging demand at a rapid charging station although it can severely 
increase electricity demand during the peak-time. Most of previous studies [17], 
[19], [53]-[58] have postulated a fixed charging location—e.g. in a residential 
area—and fixed charging starting time, most of which occurs in the evening or at 
night. 
Although some studies [18], [59]-[63] on EV charging demand have been 
based on limited charging scenarios and deterministic models, these studies may 
not be able to capture the uncertainties of EV users' charging behaviors. EV 
charging demand was predicted in [59] and [60] with three charging scenarios 
based on electricity tariff structures (i.e., fixed, time-of-use, and real-time 
electricity rate). These electricity tariffs were considered to determine EV 
charging behaviors in the uncontrolled, controlled off-peak, and smart charging 
scenarios respectively. In the controlled off-peak charging scenario, economic 
incentives are provided to EV users in order to shift the load curve. In the smart 
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charging scenario, EV users are expected to charge their EVs with a real-time 
electricity rate. Reference [61] investigated EV charging demand in the 
distribution system in Stockholm, Sweden based on a six-step scenario planning 
method [64]. This study [61] also considered two charging behaviors called by 
unregulated and regulated charging. In the case of unregulated charging, EV users 
charge their vehicles on their interests since they don’t receive any incentives for 
charging and information on the electricity rate. EV users in the regulated 
charging case receive the incentive that is designed to fill the “valleys” in the load 
curve [19]. The authors in [62] also studied EV charging load profiles with similar 
charging scenarios (i.e., dumb charging and dual tariff policy corresponding to 
uncontrolled and controlled off-peak charging respectively). However, in the 
smart charging they focused more on utility companies’ interests such as 
congestion prevention and voltage control. In this smart charging, utility 
companies can actively control EV charging demand by a hierarchical 
management system. Although some studies [18], [63] used the Bass model [65] 
in order to predict the penetration of EVs, these studies still used uncontrolled and 
controlled charging scenarios. 
In contrast, several researchers [21], [66]-[69] have proposed methods for 
anticipating EV charging demand with stochastic models; however, these studies 
are still limited to EV charging demand in residential areas. An EV user may want 
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to charge his/her vehicle at a rapid charging station when he/she forgets to charge 
it at night. This behavior is similar to that of a conventional gasoline vehicle user 
who can refuel the vehicle at any gas stations and any time. Reference [68] 
attempted to predict domestic EV charging demand in the UK by a sequential 
Monte Carlo method with historical driving data on thousands of conventional 
vehicle users from the UK Time of Use Survey 2000 [70]. Although [68] may 
estimate stochastic EV charging demand, its analysis is still limited because 
charging behaviors were assumed to be unregulated since there were no 
incentives or smart charging methods and it only focused on EV charging demand 
in residential areas. On the other hand, [21], [66], [67] considered smart charging 
schemes when they predicted EV impacts on residential distribution networks 
with probabilistic analyses. Reference [69] anticipated EV charging demand in 
residential areas with the M/M/nmax queueing theory; however, its analysis may 
not be reliable since the mean inter-arrival time to a charging location is assumed 
to equal the mean charging completion time. 
Some other precedent studies [71]-[73] have suggested EV charging 
demand at various locations such as residential areas, office areas, retail areas, 
and public parking lots. Specifically, [71] anticipated EV charging demand in 
these areas through a survey from potential EV users. However, these studies 
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[71]-[73] used limited charging scenarios at typical locations instead of a 
mathematical model of EV charging demand. 
1.3.2 Methodology and Contributions 
1.3.2.1 Sustainable Microgrid 
This study presents the dynamic modeling and control strategy of a wind/ 
solar hybrid power system with a multiple-input dc-dc converter in which the 
dynamics of wind energy and the ac modeling are considered in the wind 
generator model. A direct-driven permanent magnet synchronous generator 
(PMSG) is used for the wind generator model because a direct-driven PMSG has 
drawn attention for the residential-scale power level due to its gearless system 
which does not require frequent mechanical maintenance. Moreover, PMSG’s 
control hardware is simpler than brushed machine’s hardware since it does not 
require a dc excitation circuit because of its permanent magnet excitation [74]. In 
addition to the dynamics of wind energy, this study also considers the rapidly 
changing solar irradiance that may happen during the day and that affects 
generated power from photovoltaic modules in the proposed power system. 
Moreover, the herein proposed microgrid does not require any fuel for the local 
sources because it is powered by inherently self sustainable energy sources. Thus, 
it does not rely on lifelines—e.g., roads or pipes for fuel or natural gas delivery—
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for operation, which makes it a truly self sustainable power system ideal to 
provide power not only in normal conditions but also during extreme events when 
lifeline operation is not expected. Furthermore, the proposed power system not 
only can produce electricity from the renewable energy sources but may also 
inject surplus power to the utility grid in normal operation. 
1.3.2.2 Plug-in Electric Vehicle Charging Demand 
This study also presents the mathematical model of rapid charging 
station’s electricity demand which may vary both spatially and temporally. 
Specifically, the methodology of this mathematical model is based on the fluid 
traffic model [75]-[77] and the M/M/s queueing theory [78]. Firstly, the arrival 
rate of discharged electric vehicles at a specific charging station is anticipated by 
the fluid traffic model proposed in wireless communication studies [75]-[77]. The 
idea of this fluid traffic model was introduced as the highway Poisson-Arrival-
Location Model (PALM) in [77] and expanded in [75] and [76]. This traffic 
model was called by the highway PALM since these studies assumed that vehicles 
enter a highway with the Poisson distribution. The purpose of the highway PALM 
was to study the performance of wireless communication network on a highway 
such as calling and hand-off rates of mobiles [75]-[77]. Although the mobile user 
can initiate a call at any location on a highway, an EV user may only charge the 
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vehicle at a specific location, generally a charging station near a highway exit. 
Therefore, the fluid traffic model here is modified from the highway PALM in 
[75]-[77]. Secondly, EV charging demand is predicted by the M/M/s queueing 
theory [78] once the arrival rate of discharged electric vehicles at a specific 
charging station is identified. The first letter M of M/M/s indicates that discharged 
vehicles arrive at a charging station with the Poisson distribution. The second 
letter M denotes that the time to charge each EV is exponentially distributed, and 
the third letter s means that there are s identical charging pumps at a charging 
station. Details of the M/M/s queueing theory [78] will be described in Section 
4.3.2. 
This mathematical model of charging demand may allow grid’s 
distribution planners to anticipate a charging demand profile for a specific 
charging station. The charging demand profile may also facilitate determination 
of the size of energy storage systems in the charging station in order to charge 
EVs during the peak-time by the extra energy saved from the off-peak time. With 
this load shifting strategy, the charging station may participate in a demand 
response program [79]-[83] since the charging demand at the rapid charging 
station is expected to sharply increase during the day, although contrary to 
conventional demand response techniques, the charging station participation is 
based on actual, not virtual, energy storage. Energy storage systems at a charging 
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station may also allow EVs to be charged by a diverse combination of energy 
sources, such as renewable energy sources in addition to the utility grid. 
Moreover, the mathematical model of charging demand requires relatively known 
traffic data such as traffic velocities which can be accessed through Global 
Positioning Systems (GPSs) or Closed-Circuit Televisions (CCTVs) on a highway 
without much difficulty [84]-[87]. 
1.4 ORGANIZATION OF THE DISSERTATION 
The remainder of this dissertation is organized as follows. Chapter 2 
describes the dynamic modeling technique of a sustainable microgrid primarily 
powered by wind and solar energy resources. In this chapter, the architecture and 
integrated components of the proposed sustainable microgrid are discussed for a 
dynamic modeling purpose. 
Chapter 3 presents control strategies of the sustainable microgrid 
presented in Chapter 2. In this chapter, the simulated results and discussion of the 
proposed microgrid are described in order to illustrate the dynamics of the 
proposed power system. 
Chapter 4 presents the spatial and temporal model of electric vehicle 
charging demand for a rapid charging station located near a highway exit. First, 
the detailed highway model in this study is described. Second, the model 
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formulations of a deterministic fluid model and a stochastic model are discussed. 
Then, a numerical example is presented in order to illustrate spatial and temporal 
dynamics captured by the proposed charging demand model for a rapid charging 
station. 
Chapter 5 presents flexible charging strategies for a rapid charging station 
on a highway. A sustainable microgrid which may enable these flexible charging 
strategies for the rapid charging station is also presented in this Chapter. 
Chapter 6 summarizes and concludes this dissertation. Finally, it is 





Dynamic Modeling of a Sustainable Microgrid with Wind and 
Solar Energy Resources 
 
2.1 INTRODUCTION 
This chapter presents a dynamic modeling for a sustainable microgrid 
primarily powered by wind and solar energy resources. Multiple-input dc-dc 
converters are used to interface the renewable energy sources to the main dc bus. 
The intended application for such a microgrid is an area in which there is interest 
in achieving a sustainable energy solution, such as a telecommunication site or a 
residential area part of a future smarter grid. Wind energy variations and rapidly 
changing solar irradiance are considered in this study in order to explore the effect 
of such environmental variations to the intended microgrid. A direct-driven 
permanent magnet synchronous wind generator is used because it has drawn 
attention for the residential-scale power level due to low maintenance 
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requirements and simple control hardware. The proposed power system not only 
can produce electricity from the renewable energy sources but may also inject 
surplus power to the utility grid. 
The rest of this chapter is organized as follows. The architecture and 
integrated components of the proposed microgrid for a dynamic modeling purpose 
are discussed in Sections 2.2 and 2.3 respectively. Section 2.4 concludes with the 
summary of findings. The control strategies and simulation studies of the 
proposed power system will be discussed in Chapter 3. 
2.2 PROPOSED SUSTAINABLE MICROGRID ARCHITECTURE 
Figure 2.1 shows the architecture of the proposed microgrid with wind and 
photovoltaic (PV) resources. Its main energy sources, wind and solar radiation, 
are transformed in a wind generator and photovoltaic modules as indicated in Fig. 
2.1. In order to combine these energy sources, a current-source-interface (CSI) 
multiple-input (MI) converter, such as an MI Ćuk converter or an MI SEPIC 
converter [43] with a dc bus system, is used because an MI CSI converter is more 
effective for maximum power point tracking in photovoltaic modules and for the 
input current control method used in this power plant. MI converters were chosen 
because they provide a cost-effective and flexible method to interface various 
renewable energy sources [11], [22], [43]. In addition, a dc power distribution 
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system is chosen because dc power systems may achieve higher availability and 
energy efficiency in a simpler way than equivalent ac power systems [7], [8], 
[88]. A voltage level of 380 V is considered to be the main dc bus voltage in this 
microgrid because it is more suitable for bidirectional power flow between the 
intended power system and the utility grid [22] and because it is the likely voltage 
to be chosen in a future standard for industrial applications with dc distribution, 
such as in data centers. The higher bus voltage system than conventional power 
plants also reduces both copper costs and cables installation costs because 
conductors have a smaller cross-sectional area [22], [89]. As depicted in Fig. 2.1, 
energy storage devices are also connected to the main dc bus in order to overcome 
the intermittent properties of renewable energy sources and to support local power 
production in an islanded mode particularly during blackouts or natural disasters. 
 
Figure 2.1: Architecture of the proposed microgrid with wind and PV resources. 
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As shown in Fig. 2.1, dc loads in a telecommunication application require 
an additional dc-dc converter in order to meet the traditional terminal voltages, 
such as 24 or 48 V. If the proposed system is used in a residential area part of a 
future “smarter grid” power system, a plug-in electric vehicle can be a dc load in 
such system. Ac loads can be connected to the conjunction between an inverter 
and a transformer, as also shown in Fig. 2.1. This conjunct configuration for the 
ac loads ensures that power can be always delivered from the renewable energy 
sources, batteries, or the utility grid. 
2.3 DESCRIPTIONS OF MODELING COMPONENTS OF THE PROPOSED MICROGRID 
2.3.1 Dynamic Wind Model 
This study uses a wind model presented in [90] which allows us to 
simulate the spatial effect of dynamic wind components such as gusting, rapid 
ramp changes, and background noises. This dynamic wind model has four 
components and is defined by [90] 
wind base gust ramp noiseV V V V V= + + + ,   (2.1) 
where Vbase is a base wind velocity, Vgust is a gust wind component, Vramp is a 
ramp wind component, and Vnoise is a background noise wind component. The 
base wind component is constant, and the gust wind component can be 
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represented with a cosine function. The ramp wind component is used for 
mimicking rapid wind changes, and the noise wind component is implemented by 
random noises. Figure 2.2 shows this dynamic wind model used for the simulation 
study which will be discussed in Chapter 3. 
 
 
Figure 2.2: Dynamic wind model used for the simulation study. 
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2.3.2 Wind Turbine Model 
The mechanical power (Pm) captured by the wind blades of a wind turbine 
is described as follows [91]: 
2 31 ( , )
2m p wind
P C R Vβ λ ρπ=     (2.2) 
where Cp is the power coefficient of a rotor, β is the pitch angle of a blade, λ is a 
tip-speed ratio (TSR), ρ is an air density, R is the radius of a wind turbine blade, 
and Vwind is a wind speed. A TSR can be defined as the function of a wind speed 





ωλ =      (2.3) 
where ωm is the rotor speed of a wind turbine. Then, from (2.2), (2.3), and 
considering that Tm = Pm/ωm, the aerodynamic input torque (Tm) by which a wind 













= .     (2.4) 
The rotor power coefficient (Cp) depends on the blade aerodynamics, 
which is the function of a blade pitch angle (β) and a tip-speed ratio (λ) [35], [36], 
[91]. The rotor type of a wind turbine may also be another factor affecting the 
rotor power coefficient (Cp). However, the Cp of [91] in which a general blade 
type was assumed is used in this study for the sake of simplicity [35], [36]: 
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( 2)
(0.44 0.0167 ) sin 0.00184( 2)
13 0.3p
C
π λβ λ β
β
−= − − −
−
.  (2.5) 
The parameters of the investigated wind turbine model in this study are 
shown in Table 2.1. According to (2.4) and (2.5), the aerodynamic torque is 
maximized at a given wind speed when the blade pitch angle (β) is 0º. Therefore, 
a constant pitch angle (β = 0º) is used in this study as shown in Table 2.1. 
Table 2.1: Parameters and specifications of the wind turbine model. 
parameter value unit 
rated power 20 kW 
rated wind speed 12 m/s 
rated rotor speed 27.5413 rad/s 
blade radius 3.7 m 
blade pitch angle 0 degree 
air density 1.225 kg/m3 
2.3.3 Direct-driven Permanent Magnet Synchronous Generator 
The wind generator considered here is a gearless direct-driven permanent 
magnet synchronous generator (PMSG). This PMSG does not require frequent 
mechanical maintenance because it does not use gears between wind blades and 
the generator. A low mechanical speed, one disadvantage of the gearless system, 
does not cause any problems because the proposed power system uses not only a 
power electronics interface for variable wind speed control but also a multi-pole 
PMSG. Another advantage of the direct-driven PMSG is that a permanent magnet 
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eliminates the dc excitation circuit that may complicate the control hardware [74]. 
Table 2.2 shows the specifications of the direct-driven PMSG model used in the 
simulation study. 
Table 2.2: Specifications of the direct-driven permanent magnet synchronous 
generator model. 
Parameter value unit 
rated power 20 kW 
rated line voltage 519.6 Vrms 
stator phase inductance 8.5 mH 
stator phase resistance 0.05 Ω 
number of poles 12  
rated mechanical speed 263 rpm 
electrical base frequency 26.3 Hz 
2.3.4 Photovoltaic Module Model 
Several circuit-based photovoltaic (PV) models that mimic PV arrays non-
linear I-V characteristic have been proposed in the literature. Among them, the 
PV model proposed in [92] is used in this study because it is a circuit-based 
model suitable for commercial PV systems. Another advantage of the PV model 
in [92] is that it only requires a few parameters, such as an open-circuit voltage 
and a short-circuit current, which every commercial PV module includes in its 
datasheet. Moreover, this PV model is able to represent solar irradiance and 
temperature changes which may happen commonly during the day [92]. 
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The rated power of the PV system simulated in this study is 10 kW, which 
is composed of fifty KC200GTs manufactured by Kyocera Solar Energy Inc. The 
configuration of the simulated PV system is an array of 5 by 10 modules which 
are arranged in a rectangular shape. Figure 2.3 shows the nominal I-V and P-V 
characteristics of the investigated 10 kW PV array system. As indicated in Fig. 
2.3, the maximum power point of the PV system is 10 kW which is achieved for 
261.3 V and 38.1 A. 
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Figure 2.3: Electrical characteristics of 10 kW photovoltaic modules. (a) Current 
vs. voltage characteristics. (b) Power vs. voltage characteristics. 
2.3.5 Multiple-input Current-source-interface Converter 
Among multiple-input (MI) dc-dc converter topologies in [7], [8], [11], 
[22]-[23], [38]-[52], MI current-source-interface (CSI) converters such as an MI 
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Ćuk converter [38], [43], [52] and an MI SEPIC converter [43], [51], [52] can be 
used in the proposed power system because of two reasons. Firstly, these MI CSI 
converters are more suitable for the input current control method which will be 
used in this power plant and is explained in Chapter 3. Secondly, these MI CSI 
converters provide nearly continuous input current waveforms due to their CSI 
input legs. Hence, these MI CSI converters provide more operational flexibility 
than an MI buck-boost converter [39], [40] because these converters allow the 
integration of input sources that require a relatively constant current, such as a 
current controlled permanent magnet synchronous generator [38]. Simulated 
results of the MI Ćuk converter [38], [43], [52] are similar to those of the MI 
SEPIC converter [43], [51], [52] except for the output voltage inversion. 
However, since there are more past works focusing exclusively on the MI SEPIC 
[51], the analysis here focuses on the MI Ćuk converter shown in Fig. 2.4. 
Figure 2.5 illustrates the switching diagram of a multiple-input Ćuk 
converter. If this MI Ćuk converter is assumed to be operated in a continuous 
conduction mode, circuit operation in a steady-state condition can be described 
based on the following three operational modes. 
1) Mode 1 (see Fig. 2.6(a); 0 < t < D1Ts): It is assumed that the voltage level of 
the first input source (Vin1) is higher than that of the second input source (Vin2). 
Although active switches Q1 and Q2 are turned on in this mode as depicted in Fig. 
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2.5, only Q1 conducts current since the diode Qd2 is reverse-biased due to the 
assumption that Vin1 is greater than Vin2. The diode D at the common output stage 
is also reverse-biased. 
2) Mode 2 (see Fig. 2.6(b); D1Ts < t < D2Ts): As illustrated in Fig. 2.5, only an 
active switch Q2 is turned on and conducts current in this mode since the diode 
Qd2 is also turned on. The diode D at the common output stage is still reverse-
biased. 
3) Mode 3 (see Fig. 2.6(c); D2Ts < t < Ts): All switches except the diode D are 
turned off in this mode. Therefore, the diode D only conducts current. 
Based on the described operational modes, the switched dynamic model of 
this MI Ćuk converter in continuous conduction mode is governed by 
1
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where q1(t) and q2(t) are the switching functions of the MI Ćuk converter, and 
q1eff(t) and q2eff(t) are the effective switching functions of each input cell 
respectively. In an average sense, the derivatives of an inductor current and a 
capacitor voltage are zero. In addition, switching functions, q1(t), q2(t), and q2eff(t), 
can be considered as duty cycles, D1, D2, and D2eff respectively in the average 
model. Then, the average model of this MI Ćuk converter is equal to be 
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,             (2.10) 
where Vc1, Vc2, and Vo are the average voltages on capacitors C1, C2, and C 
respectively, and IL1, IL2, and IL are the average currents of inductors L1, L2, and L 
respectively, and Po is the output power of the MI Ćuk converter. 
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Figure 2.4: Multiple-input Ćuk dc-dc converter [38]. 
Therefore, the steady-state output voltage of the MI Ćuk converter is 










.     (2.11) 
Moreover, the average output voltage in the n-input case can be calculated from 
the energy conversion rule ( ( ) ( )in i in i o LV I V I = ). The average input current for a 
generic leg, Iin(i), can be obtained from the relationship that the charges delivered 
to each input capacitor (i.e., C1, C2,..., Cn) through each input inductor (i.e., L1, 
L2,..., Ln) are equal to the charge dissipated through the output stage inductor, L 
[93]. Thus, the average input current and output voltage in the n-input case are 
( ) ( )
( )
( )1 1 max( )
eff i eff i







,  (2.12) 
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,              (2.13) 
where Deff(i) is the effective duty cycle of each input cell. If the voltage indices are 
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Figure 2.5: Switching diagram of the multiple-input Ćuk dc-dc converter. 
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Figure 2.6: Operational modes of the multiple-input Ćuk dc-dc converter.      
(a) (Top) Mode I (only Q1 conducts current). (b) (Center) Mode II 




This chapter presented the dynamic modeling of a sustainable microgrid 
primarily powered by wind and solar energy. These renewable sources are 
integrated into the main bus through multiple-input current-source-interface dc-dc 
converters. The intended application for such a microgrid is an area in which there 
is interest in achieving a sustainable energy solution, such as a telecommunication 
site or a residential area part of a future smarter grid. Wind energy variations and 
rapidly changing solar irradiance were considered in this study in order to explore 
the effect of such environmental variations to the intended microgrid. A direct-
driven permanent magnet synchronous wind generator was used because it has 
drawn attention for the residential-scale power level due to low maintenance 
requirements and simple control hardware. 
The proposed power system has the following advantages: (1) It is able to 
reduce additional parallel converters with a multiple-input dc-dc converter, (2) the 
dynamics of wind and solar energy and the ac modeling of the wind generator 
were considered in the proposed model in contrast that the previous studies in 
[45] and [47] with a multiple-input dc-dc converter topology did not investigate 
these dynamics and modeling techniques, (3) the proposed power system not only 
can produce electricity from the renewable energy sources but may also transmit 
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surplus power to the utility grid in normal operation, and (4) this power system 









This chapter presents a control method for a sustainable microgrid 
presented in Chapter 2. A 30 kW wind/solar hybrid power system dynamic model 
is developed with MATLAB Simulink/Simpowersystems. As discussed in 
Chapter 2, dynamic wind components (including gusting, rapid ramp changes, 
and noises) and rapidly changing solar irradiance are considered in the simulation 
study in order to explore the proposed power system’s response to such 
environmental variations. For the wind generator, this study uses a variable speed 
control method whose strategy is to capture the maximum wind energy below the 
rated wind speed. Specifically, an input current control method is used for this 
variable speed control. Photovoltaic modules are controlled by an incremental 
conductance method in order to track their maximum power point. The simulated 
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dynamics of the herein proposed power system attests that the control strategy and 
proposed power architecture is a valid solution for a sustainable microgrid with 
wind and photovoltaic resources. 
The rest of this chapter is organized as follows. The control strategies of 
the proposed power system are discussed in Section 3.2. The simulated results and 
discussion of the proposed microgrid are included in Section 3.3 in order to 
illustrate the dynamics of the proposed power system. Section 3.4 concludes with 
the summary of findings. 
3.2 CONTROL STRATEGIES 
3.2.1 Wind Turbine: Variable Speed Control 
This study uses a variable speed control method whose strategy is to 
capture the maximum wind energy below the rated wind speed and to use a stall 
regulation above the rated wind speed. Figure 3.1 shows mechanical power 
captured by wind turbine blades at each rotor speed of the wind turbine (ωm) and 
various wind speeds (Vwind). As Fig. 3.1 illustrates, mechanical power from the 
wind turbine depends on the wind turbine rotor speed (ωm). In addition, the 
optimal power line can be obtained by connecting maximum power points at each 
wind speed because a single maximum power point exists at each wind speed as 
shown in Fig. 3.1. Hence, the operation of the wind turbine at the optimal rotor 
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speed (ωmopt) along the optimal power curve ensures that the wind turbine 
captures the maximum wind energy below the rated wind speed. On the other 
hand, the stall regulation is used above the rated wind speed beyond which the 
output power of the generator is regulated at the rated power. This variable speed 
control strategy reduces stress in the shaft between wind blades and the wind 
turbine and prevents the turbine from overheating above the rated wind speed. 
 
Figure 3.1: Mechanical power captured by wind turbine blades at various wind 
speeds [94], [95]. 
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One feasible method to operate the wind turbine along the optimal power 
line below the rated wind speed is to control the output current of the three-phase 
rectifier (IR) with the wind turbine rotor speed (ωm) [35], [36], [94]-[96]. This 
control method requires that the wind turbine rotor speed (ωm) is measured by a 
position sensor in the rotor of the wind turbine. In order to elucidate how the wind 
turbine can be operated on the maximum power points by controlling IR with ωm, 














= =    (3.1) 
where Cpmax is the maximum rotor power coefficient, and λopt is the optimal value 
of tip-speed ratios. Then, we may define an optimal power constant (Kopt) when a 











= .    (3.2) 
If power efficiencies of the wind generator and the three-phase rectifier in 
Fig. 2.1 are assumed to be constant at ηG and ηR respectively, the real output 
power (PR) from the three-phase rectifier is 
R R R G R mP V I Pη η= =      (3.3) 
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where VR and IR are the filtered output voltage and current from the three-phase 
full-bridge diode rectifier respectively. Therefore, from (3.1) and (3.3), the 
optimal power output at the three-phase rectifier (PRopt) can be defined as follows: 
3
optR R R R R opt m
P V I Kη η ω= = .    (3.4) 
If a permanent magnet synchronous generator (PMSG) is assumed to be 
an ideal generator, the line-to-line voltage of a PMSG (VLL) is  
( ) sin( )LL v e eV t K tω ω=     (3.5) 
where Kv is the voltage constant of the generator, and ωe is the electrical angular 
frequency of the generator. The ωe can be expressed as the generator’s 
mechanical speed (ωm) and the number of poles in the generator (p) as follows:  
2e m
pω ω= .     (3.6) 
Then, the dc output voltage from the three-phase rectifier (VR) is defined as 
3 3
pR LL e s R
V V L Iω
π π
= −     (3.7) 
where VLLp is the peak value of the line voltage which equals Kvωe, and Ls is a 
stator phase inductance [97], [98]. Now, from (3.4), (3.5), and (3.7), PRopt can be 
obtained as follows: 
2 3
optR R R a m R b m R G R opt m
P V I K I K I Kω ω η η ω= = − = .  (3.8) 
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where constants Ka and Kb in the third term from the left side of (3.8) are 









= = .    (3.9) 
By solving the quadratic equation with respect to IR in (3.8), the reference 
rectified current (IRopt) is obtained by  
( )2 44
2opt
a m a m G R opt b m
R
b m
K K K K
I
K
ω ω η η ω
ω
− −
= .   (3.10) 
Hence, the wind turbine can be operated along the optimal power curve 
below the rated wind speed if IR is controlled to its reference value (IRopt) by 
adjusting the duty ratios of the multiple-input dc-dc converter at each ωm 
according to (3.10). On the other hand, the stall regulation is used above the rated 
speed beyond which IR is regulated at the reference value (IRopt) of the rated wind 
speed in order to reduce mechanical stress and to prevent the wind turbine from 
overheating. This study uses a PI controller, depicted in Fig. 3.2, in order to 
achieve this target current IRopt. 
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Figure 3.2: Current mode controller. 
3.2.2 Photovoltaic Module: Maximum Power Point Tracking 
Photovoltaic (PV) modules in the proposed microgrid are controlled so 
that they operate at their maximum power point (MPP). An incremental 
conductance method [99], [100], [101] is used for this purpose. This method uses 
the output current and voltage information of PV modules based on polarity 
changes in the derivative of PV modules’ power with respect to their voltage, 
which is zero at the MPP, positive at the left of the MPP, and negative at the right 
of the MPP. The characteristics of these voltage polarity changes lead to the 
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(at the right of the MPP).   (3.13) 
Once the maximum power point is calculated with this method, the 
controller of the dc-dc converter regulates PV modules’ output voltage towards 
the obtained reference voltage by adjusting the converter’s duty ratios. The 
detailed flow chart of this control method is provided in Fig. 3.3. As indicated in 
Fig. 3.3, a tolerance (ε) which is equal to zero is used for these criteria in the 
simulation study because this tolerance (ε) allows the PV module controller to 
remain at the MPP once it reaches the MPP of the PV system. Otherwise, the PV 
system may oscillate around the MPP when it reaches MPP, thus producing 
steady-state error at the operating points of the PV system. Practical ways of 
addressing this issue in real situations [102] have extensively been studied in the 
past and are out of the scope of this study. 
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Figure 3.3: Flow chart of the solar maximum power point tracking method 
(Incremental conductance method) [99], [100], [101]. 
3.3 RESULTS AND DISCUSSION 
Figure 3.4 shows the overall configuration of the simulated 30 kW 
wind/solar hybrid power system. As this figure suggests, in order to focus on 
wind energy variations and rapidly changing solar irradiance, this study only 
considers the simulation of a wind turbine and photovoltaic (PV) modules for the 
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micro-energy sources of the proposed microgrid. Detailed components inside each 
building block in Fig. 3.4 are illustrated in Fig. 3.5 to 3.8. As indicated in Fig. 3.5, 
the wind turbine is modeled by (2.3), (2.4), and (2.5) as discussed in Chapter 2. 
Detailed specifications of the wind turbine and the permanent magnet 
synchronous generator (PMSG) model are shown in Tables 3.1 and 3.2 
respectively. Figure 3.6 depicts the wind turbine controller developed based on 
(3.10) and the current mode controller shown in Fig. 3.2. Figure 3.7 illustrates the 
digital PV module controller that is realized based on the incremental 
conductance control method discussed in Section 3.2.2. The multiple-input (MI) 
Ćuk dc-dc converter is modeled with built-in circuit-based components in 
MATLAB Simulink/Simpowersystems, and the circuit schematic and component 
values are illustrated in Fig. 3.8. For this study, the internal models of the PMSG 
and the three-phase rectifier in MATLAB Simulink/Simpowersystems are used. 
The circuit-based PV model proposed in [92] is used for this simulation study 
with the parameters presented in the previous Section 2.3.4. In addition, batteries 
are assumed to be connected to the 380 Vdc output stage of the MI Ćuk dc-dc 
converter in Fig. 3.4 since energy storage devices can be connected to the main dc 
bus of the proposed microgrid, depicted in Fig. 2.1. Since the main dc bus voltage 
is fixed and determined by the batteries in Fig. 3.4, the purpose of the controllers 
for the MI Ćuk converter is to track the maximum power points of each micro-
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energy sources in this study. These controllers of which principles are discussed 
in Section 3.2 are illustrated in Fig. 3.6 and 3.7. 
 
 
Figure 3.4: Configuration of the simulated 30 kW wind/solar hybrid microgrid. 
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Figure 3.5: Block diagram of the wind turbine in Figure 3.4. 
Table 3.1: Parameters and specifications of the wind turbine model in Figure 3.5. 
Parameter Value Unit 
rated power 20 kW 
rated wind speed 12 m/s 
rated rotor speed 27.5413 rad/s 
blade radius 3.7 M 
blade pitch angle 0 Degree 
air density 1.225 kg/m3 
Table 3.2: Specifications of the direct-driven permanent magnet synchronous 
generator model in Figure 3.4. 
Parameter value unit 
rated power 20 kW 
rated line voltage 519.6 Vrms 
stator phase inductance 8.5 mH 
stator phase resistance 0.05 Ω 
number of poles 12  
rated mechanical speed 263 rpm 
electrical base frequency 26.3 Hz 
 45
 
Figure 3.6: Block diagram of the wind turbine controller in Figure 3.4. 
 
Figure 3.7: Block diagram of the photovoltaic panel controller in Figure 3.4. 
ADC: Analog-to-digital converter. PWM: Pulse width modulator. 
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Figure 3.8: Detailed schematic of the multiple-input Ćuk dc-dc converter in 
Figure 3.4. 
Two control blocks in Fig. 3.4, wind turbine and PV panel controllers, are 
used for harvesting the maximum power from wind and solar energy respectively. 
The wind turbine controller shown in Fig. 3.6 uses the variable speed control 
method whose strategy is to operate the wind turbine at the optimal rotor speed 
(ωmopt) along the optimal power curve below the rated wind speed. On the other 
hand, this turbine controller uses the target IRopt of the rated wind speed for the 
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stall regulation above the rated wind speed for the sake of reducing possible 
damage from mechanical stress and overheating. The other control block in Fig. 
3.4, PV panel controller, tracks the maximum power points of solar energy with 
the incremental conductance method discussed in the previous Section 3.2.2. 
3.3.1 Control Performance of the Wind Turbine 
In order to illustrate the proposed control strategy in the previous Section 
3.2.1, a dynamic wind model presented in Section 2.3.1 is considered to simulate 
the spatial effect of dynamic wind components such as gusting, rapid ramp 
changes, and background noises. Figure 3.9 shows the control performance of the 
wind turbine in the proposed power plant when the dynamic wind model is 
considered. As indicated in Fig. 3.9(a), 3.9(b), and 3.9(d), when wind speed 
increases, the wind turbine rotor speed (ωm) also accelerates so that the output 
power from the wind turbine (Ptur) increases. On the other hand, when wind speed 
decreases, the wind turbine rotor speed (ωm) also slows down so that the output 
power from the wind turbine (Ptur) decreases. In addition, the wind turbine is 
operated at the optimal rotor speed (ωmopt) and harvests the maximum power from 
wind energy at each wind speed since a rotor power coefficient (Cp) keeps 
constant at 0.44, which is its maximum possible value as shown in Fig. 3.9(c). 
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Figure 3.10 shows the output terminal electrical characteristics of the 
three-phase rectifier with dynamic wind components including gusting, rapid 
ramp changes, and noises. As shown in Fig. 3.10(a) and 3.10(b), the reference 
input current (IRopt) elevates when wind speed increases. Thus, the rectified output 
current (IR) is controlled toward the reference current (IRopt), and the terminal 
rectified output voltage increases as indicated in Fig. 3.10(c). Therefore, the 
output power from the wind turbine (Ptur) elevates when the wind speed also 
increases. Similarly, when wind speed decreases, the reference input current (IRopt) 
declines, thus decreasing the rectified output current (IR) and the terminal rectified 
output voltage as shown in Fig. 3.10(a), 3.10(b), and 3.10(c). Hence, the output 
power from the wind turbine (Ptur) declines when wind speed decreases. 
Therefore, it can be concluded that the wind generator of this proposed microgrid 
operates in the optimal power point despite different environmental conditions 
such as sudden increases or decreases of the wind speed, which likely happen 
during the day. Moreover, the controller of the wind generator expeditiously 
reacts to such rapidly changing environmental conditions. 
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Figure 3.9: Control performance of the wind turbine with wind energy variations. 
(a) Wind speed (Vwind). (b) Wind turbine rotor speed (ωm). (c) Wind 




Figure 3.10: Output terminal electrical characteristics of the three-phase rectifier 
with wind energy variations. (a) Wind speed (Vwind). (b) Reference 
current (IRopt) and three-phase rectified output current (IR). (c) Three-
phase rectified output voltage (VR). (d) Wind turbine output power 
(Ptur). 
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3.3.2 Control Performance of the Photovoltaic Modules 
In addition to the dynamic wind model, this study also investigates the 
dynamics of rapidly changing solar irradiance. The temperature of the PV panel 
surface is assumed to be fixed at 25ºC during the entire simulation period. Figure 
3.11 shows the control performance of PV modules with rapidly changing solar 
irradiance when dynamic wind components such as gusting, rapid ramp changes, 
and background noises are considered as shown in Figs. 3.9 and 3.10. As attested 
in Fig. 3.11, the operating power points of PV modules are well-followed toward 
the maximum power points because the power output curve tracks the solar 
irradiance changing curve. Thus, this PV system controller tracks the maximum 
power points of solar energy regardless of the wind speed variations. Specifically, 
this PV system controller immediately locates the maximum power point as if the 
PV system operates without the wind generator. Considering that the 
performances of these wind and PV controllers illustrated from Fig. 3.9 to Fig. 
3.11, it is verified that the discussed control strategy is an adequate one for the 




Figure 3.11: Control performance of the PV system. (a) Solar irradiance. (b) PV 
system’s current. (c) PV system’s voltage. (d) PV system’s power. 
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3.3.3 Control Performance of the Multiple-input Ćuk Converter 
Figure 3.12 shows the control performance of the multiple-input (MI) Ćuk 
dc-dc converter when wind speed and solar irradiance change in the same manner 
than in Figs. 3.9 and 3.11 respectively. As depicted in Fig. 3.12(a), the wind 
generator output power elevates as wind speed increases, while the wind 
generator output power declines as wind speed decreases. Similarly, the 
maximum power point of PV modules are tracked upon rapidly changing solar 
irradiance, as shown in Fig. 3.12(a). These results verify that the wind and PV 
controller independently locates the optimal operating point of the wind generator 
and the PV system respectively. 
The traces of Fig. 3.12(b) show the input and output power of the MI Ćuk 
converter. There seem to be differences between the input and output power 
curves due to the switching and conduction losses in active circuit components, as 
shown in Fig. 3.8. Figure 3.13 shows the input current waveforms of the MI Ćuk 
dc-dc converter presented in [38] from a hardware experimental prototype. This 
hardware experiment suggests that an MI Ćuk dc-dc converter is feasible to 
combine multiple dc sources with a single converter. In this experiment, two dc 
sources are combined with an MI Ćuk converter. As attested in Fig. 3.13, the 
input current waveforms of the MI Ćuk converter are continuous, thus providing 
operational flexibilities discussed in Section 2.3.5. 
 54
 
Figure 3.12: Control performance of the MI Ćuk dc-dc converter with wind 
energy variations and rapidly changing solar irradiance. (a) Wind 
turbine and PV modules’ power. (b) MI Ćuk dc-dc converter input 
power (Pi) and output power (Po).  
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Figure 3.13: Current and output voltage waveforms of the multiple-input Ćuk dc-
dc converter. 
3.4 CONCLUSION 
This chapter presented an operational strategy for a sustainable microgrid 
presented in Chapter 2. A 30 kW wind/solar hybrid power system dynamic model 
was developed with MATLAB Simulink/Simpowersystems. The dynamic wind 
model discussed in Chapter 2 and rapidly changing solar irradiance were 
considered in the simulation study. For this purpose, this study focused on the 
maximum power point tracking of the renewable micro-energy sources for the 
proposed system including a wind turbine and photovoltaic (PV) modules. For the 
wind generator, this study used a variable speed control method whose strategy is 
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to capture the maximum wind energy below the rated wind speed. Specifically, an 
input current control method was used for this variable speed control. In addition, 
a circuit-based PV model with an incremental conductance control method was 
used for the simulation study of PV modules. The simulated dynamics in Section 
3.3 attested that the control strategy proposed in this chapter is feasible when 
deploying a wind/solar hybrid power system with a multiple-input current-source-









This chapter presents the spatial and temporal model of electric vehicle 
charging demand for a rapid charging station located near a highway exit. Most 
previous studies have assumed a fixed charging location and fixed charging time 
during the off-peak hours for anticipating electric vehicle charging demand. Some 
other studies have based on limited charging scenarios at typical locations instead 
of a mathematical model. Therefore, from a distribution system perspective, 
electric vehicle charging demand is still unidentified quantity which may vary by 
space and time. In this context, this study proposes a mathematical model of 
electric vehicle charging demand for a rapid charging station. The mathematical 
model is based on the fluid dynamic traffic model and the M/M/s queueing 
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theory. Firstly, the arrival rate of discharged vehicles at a charging station is 
predicted by the fluid dynamic model. Then, charging demand is forecasted by the 
M/M/s queueing theory with the arrival rate of discharged vehicles. This 
mathematical model of charging demand may allow grid’s distribution planners to 
anticipate a charging demand profile at a charging station. A numerical example 
shows that the proposed model is able to capture the spatial and temporal 
dynamics of charging demand in a highway charging station. 
The rest of this chapter is organized as follows. The detailed highway 
model in this study is described in Section 4.2. The model formulations of a 
deterministic fluid model and a stochastic model are discussed in Section 4.3. A 
numerical example is included in Section 4.4 in order to illustrate spatial and 
temporal dynamics captured by the proposed charging demand model for a rapid 
charging station. Section 4.5 concludes with a summary of findings. 
4.2 HIGHWAY MODEL DESCRIPTION 
In order to provide the context for the analysis here, this section describes 
a highway for the fluid traffic model modified from the highway Poisson-Arrival-
Location Model (PALM) [75]-[77]. This modified highway model here is called 
herein the highway electric vehicle (EV) PALM so as to differentiate it from the 
highway PALM [75]-[77] in wireless communication network studies. Figure 4.1 
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depicts the basic highway model here based on a semi-infinite, one-way, single-
lane freeway in the highway PALM [75]-[77]. The horizontal line of Fig. 4.1 
represents a unidirectional single-lane highway, and a point x indicates a distance 
along the highway from the spatial origin which is the beginning point of the 
highway on the left side of Fig. 4.1. In addition, v(x,t) and t represent the velocity 
field of each vehicle and time, respectively. Charging stations are located on each 
exit or entrance as illustrated in Fig. 4.1. Since the basic highway model is semi-
infinite as shown in Fig. 4.1, the highway location space is defined as the interval 
[0, ∞). In order to ensure that the basic highway is unidirectional, the velocity 
field of each vehicle is assumed to be greater than zero (i.e., v(x,t) ≥ 0), for all x 
and t with x ≥ 0 and -∞ ≤ t ≤ ∞ as depicted in Fig. 4.1. This study also postulates 
that a vehicle arrives at each entrance of the highway with the Poisson 
distribution; however, after the vehicle enters the highway, it is assumed to move 
according to the deterministic function of space and time based on its velocity 
field as the highway PALM [75]-[77] assumed. Despite this postulation, the 
highway model still captures stochastic behaviors as well as deterministic 
behaviors of vehicles according to the highway PALM [75]-[77]. 
This fundamental highway model can also be used as the building block 
for a multiple-lane highway in Fig. 4.2 and a bidirectional highway model in Fig. 
4.3 as elucidated in [77]. As illustrated in Fig. 4.2, a multiple-lane highway traffic 
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model is constructed by combining basic highway models in which vehicles have 
different velocities. As depicted in Fig. 4.3, a bidirectional highway traffic model 
is built by combining two independent unidirectional highway models with 
reverse-directional traffic flow; velocities of all vehicles on the bottom highway 
model in Fig. 4.3 are eastbound (i.e., ve(x,t)≥0), while velocities of all vehicles on 
the top highway model in Fig. 4.3 are westbound (i.e., vw(x,t)≥0). Figure 4.4 
illustrates a more elaborate highway network which can be developed by 
superimposing groups of these multiple-lane and bidirectional highways 
according to [77]. 
 
Figure 4.1: Fundamental model of the highway EV PALM. 
 
Figure 4.2: Multiple-lane highway model of the highway EV PALM [77]. 
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Figure 4.3: Bidirectional highway model of the highway EV PALM [77]. 
 
Figure 4.4: Elaborate highway network model of the highway EV PALM [77]. 
4.3 MODEL FORMULATIONS 
As briefly discussed in the Introduction, the first step to calculate EV 
charging demand is to identify the arrival rate of discharged EVs at a charging 
station based on the fluid traffic theory [75]-[77]. In Section 4.3.1, a deterministic 
 62
fluid dynamic model is presented, which will be used to estimate the arrival rate 
of discharged EVs at a charging station. This deterministic fluid model is based 
on the conservation equation of traffic flow, which will be used for drawing 
Partial Differential Equations (PDEs) whereby general engineering problems can 
be solved. In Section 4.3.2, EV charging demand will be calculated by the M/M/s 
queueing theory with the arrival rate of discharged EVs. In Section 4.3.3, a 
stochastic charging demand model is discussed, which illustrates the expected EV 
charging demand. 
This study assumes that 
1) batteries for an already charged vehicle entering the highway have a full 
state-of-charge (e.g., due to the night-time charging at home) and 
2) fully charged batteries can last for the entire range of the trip, which for  
typical trips it is a short one [54], [55]. Hence, the user of an EV that 
enters the highway fully charged EV may exit the highway not because the 
batteries are discharged but rather because he/she may require to rest. 
Therefore, in this study it is considered that an already charged vehicle 
entering the highway does not require visiting a fast charging station during the 
trip. In contrast, a discharged vehicle on a highway denotes an EV of which 
batteries are almost drained, thus requiring charging at the closest charging 
station. In other words, this study focuses on the discharged EV’s user who does 
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not charge at night, thus requiring visiting a charging station on a highway. 
Before elucidating the highway EV PALM, the definitions for the random 
variables used in this section and that are represented in Figs. 4.5 (a) and (b) are 
summarized as follows: 
1) R(x,t): The number of discharged EVs remaining in the interval (0, x] at 
time t 
2) Hd(x,t): The number of discharged EVs that have already passed through 
the position x before time t 
3) Fd+(x,t): The number of discharged EVs that have entered the highway 
along the interval (0, x] before time t 
4) Fd¯(x,t): The number of discharged EVs that have exited the highway 
along the interval (0, x] before time t 
As illustrated in Fig. 4.5(a), R(x,t) represents a static view of the highway 
status in terms of discharged vehicles within a location interval (0, x] at a given 
time t. In contrast, Fig. 4.5(b) depicts traffic flow of discharged vehicles during 
the time interval (-∞, t]. Specifically, Hd(x,t) denotes the number of discharged 
vehicles which have already passed through the position x before the time t. 
Fd
+(x,t) and Fd¯(x,t) denote respectively the influx and efflux of discharged 
vehicles along the interval (0, x] before the time t. In other words, Fd
+(x,t) 
indicates the number of discharged vehicles which have entered the highway 
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through any entrances between the highway starting point and a position indicated 
by x before time t. Fd¯(x,t) is analogous to Fd
+(x,t), but Fd¯(x,t) indicates instead 
the number of discharged vehicles which have left the highway between those 
same highway markers before time t. In this context, discharged EVs leaving the 
system (i.e., Fd¯(x,t)) are divided into 
1) discharged EVs that permanently depart from the highway and that are 
recharged at their final destinations which are close to the highway exit 
and, of course, it is not the highway charging station; or 
2) discharged EVs which temporarily leave the highway in order to recharge 
their batteries at the highway exit charging station. These discharged 
vehicles which will return to the highway after recharging their batteries at 
the highway charging station. 
 
Figure 4.5: Representation of the four variables of discharged vehicles considered 




4.3.1 Deterministic Fluid Dynamic Model 
Based on the illustration in Fig. 4.5 and the assumption that all vehicles 
only move toward the right side, the net flux of discharged vehicles in the interval 
(0, x] before time t equals the sum of the following quantities: 1) all discharged 
EVs remaining in location (0, x] at time t (i.e., R(x,t)) and 2) all discharged EVs 
which have passed through the position x before the time t (i.e., Hd(x,t)). This 
equality can be summarized as the following equation, called the conservation 
equation: 
( , ) ( , ) ( , ) ( , )d d dR x t H x t F x t F x t
+ −+ = − .  (4.1) 
If all random variables in (4.1) are assumed to be finite and differentiable 
in both space and time, the density of discharged vehicles at location x and time t 








.    (4.2) 
In the same way, the traffic flow of discharged vehicles at location x and 
time t is hd(x,t), defined by 
( , )






.    (4.3) 
Similarly, the densities of discharged vehicles entering or leaving the 
highway at location x and time t are respectively fd
+(x,t) or fd¯(x,t). That is, 
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.  (4.4) 
Based on the definitions in (4.2) to (4.4), the following PDE can be 
obtained by partially differentiating both sides of the conservation equation (4.1) 
with respect to the location x and time t: 
( , )( , )
( , ) ( , )d d d
h x tr x t
f x t f x t
t x
+ −∂∂ + = −
∂ ∂
.       (4.5) 
According to the fundamental law of traffic flow in traffic theory [103], 
traffic flow can be defined as the multiplication of a traffic density by a vehicle’s 
velocity. Thus, the traffic flow of discharged vehicles at location x and time t, 
hd(x,t), can be calculated with multiplying the density of discharged vehicles, 
r(x,t), by the discharged EVs’ velocity at location x and time t, v(x,t). That is, 
( , ) ( , ) ( , )dh x t r x t v x t= .   (4.6) 
By substituting this traffic flow into (4.5), the differential form of the 
conservation equation can be obtained as follows: 
( , )
[ ( , ) ( , )] ( , ) ( , )d d
r x t
r x t v x t f x t f x t
t x
+ −∂ ∂+ = −
∂ ∂
.  (4.7) 
This PDE (4.7) is analogous to the law of conservation of mass in fluid 
dynamics [104]. In order to simplify (4.7), it can be considered that the velocity 
field v(x,t) is defined as the time derivative of the location x(t) which is a function 







= .    (4.8) 
Next, the following equation can be obtained based on the chain rule: 
[ ( , )] [ ( , )] [ ( , )] ( )d r x t r x t r x t dx t
dt t x dt
∂ ∂= +
∂ ∂
.   (4.9) 
By replacing the first time partial derivative in (4.7) with (4.8) and (4.9), 
the following simplified equation can be obtained: 
[ ( , )] ( , )
( , ) ( , ) ( , )d d
d r x t v x t
r x t f x t f x t
dt x
+ −∂+ = −
∂
.  (4.10) 
As briefly discussed at the beginning of this section, discharged EVs 
entering the highway (i.e., Fd
+(x,t)) denote discharged EVs which actually arrive 
at the highway. In contrast, discharged EVs leaving the highway (i.e., Fd¯(x,t)) are 
subdivided into discharged EVs which permanently depart from the system to 
their final destination different from the highway charging station, and discharged 
EVs which temporarily leave the highway for recharging their batteries at the 
highway charging station. Hence, the following notations are provided for further 
discussions. 
1) Bd+(x,t): All discharged EVs actually arriving at the highway in the 
interval (0, x] before time t. Thus, Fd
+(x,t) and Bd
+(x,t) are equivalent 
variables. 
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2) Bd¯(x,t): All discharged EVs permanently departing from the highway in 
the interval (0, x] before time t 
3) Cd¯(x,t): All discharged EVs temporarily leaving the highway in order to 
recharge their batteries in the interval (0, x] before time t 
In other words, Bd
+(x,t) and Bd¯(x,t) denote arriving and permanently 
departing discharged EVs, and their densities can be defined as follows: 
2 ( , )
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.  (4.11) 
These rate densities can be identified with the actual arrival rate (i.e., αi(t)) and 
the permanent departure rate (i.e., βi(t)) of discharged EVs at the ith highway 
entrance/exit and at time t typically measured in the number of vehicles per 
minute. The condition, which discharged vehicles can only arrive at and depart 
from the highway through entrances/exits, can be expressed with a dirac delta 
function (i.e., δ(x)) as follows [76]: 
( , ) ( , ) ( ) ( )d d i iib x t f x t t x yα δ
+ += = − ,  (4.12) 
( , ) ( ) ( )d i iib x t t x yβ δ
− = − ,    (4.13) 
where yi is a distance from the spatial origin to the ith highway entrance/exit. For 
simplicity, αi(t) and βi(t) are assumed here to be constant values. However, in the 
future, as EV penetration increases and historical data of their use become 
available, more complex forms for αi(t) and βi(t) can be considered. 
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On the other hand, Cd¯(x,t) indicates discharged EVs that have temporarily 
left the highway for visiting the charging station in the interval (0, x] before time 
t. The density associated to Cd¯(x,t) can be defined by  
2 ( , )







.     (4.14) 
This temporarily departing discharged EVs’ density can be characterized based on 
the temporarily departing rate per minute (i.e., λ(x,t)) and the density of 
discharged EVs (i.e., r(x,t)). If it is assumed that discharged EVs will return to the 
highway immediately after finishing to recharge their batteries, then, 
( , ) ( , ) ( , )dc x t r x t x tλ
− = .    (4.15) 
The temporary departing rate per minute (i.e., λ(x,t)), at which discharged vehicles 
temporarily leave the highway to recharge their batteries, can be defined with the 
dirac delta function as: 
( , ) ( ) ( )o iix t t x yλ μ δ= − .    (4.16) 
Similar to the role played in (4.12) and (4.13), bd
+(x,t) and bd¯(x,t), the dirac delta 
function is included in the temporary departing rate in order to represent that 
discharged vehicles can only be recharged at a charging station located near the 
ith exit of the highway. The charging completion rate per minute (i.e., μo(t)) can 
be approximated to a function of the average charging power per vehicle (i.e., pav 
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[kW]) and the average recharged state-of-charge per vehicle at a charging station 








μ = ,    (4.17) 
where k1 is a proportional constant that equals 1 over 60 [hour/minute]. The time 
to complete charging an EV can also be defined as the reciprocal of the charging 
completion rate. 
In summary, the densities of discharged vehicles which enter or leave the 
system at exits between the origin and location x and at time t—that is, fd
+(x,t) and 
fd¯(x,t), respectively—can be expressed with (4.12) and (4.15) as follows: 
( , ) ( , )d df x t b x t
+ += ,    (4.18) 
( , ) ( , ) ( , ) ( , ) ( , ) ( , )d d d df x t b x t c x t b x t r x t x tλ
− − − −= + = + .  (4.19) 
By substituting the right sides of (4.10) with (4.18) and (4.19), the following 
simplified equation can be derived: 
[ ( , )] ( , )
( , ) ( , ) ( , ) ( , )d d
d r x t v x t
b x t b x t x t r x t
dt x
λ+ − ∂ = − − + ∂ 
. (4.20) 
Because of the partial derivative of v(x,t) with respect to x, (4.20) is 
considered an ordinary differential equation (ODE) if and only if v(x,t) is not a 
function of r(x,t). Therefore, (4.20) can be solved with numerical methods without 
much difficulty. The solution of (4.20) is the density of discharged vehicles at 
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location x and time t, r(x,t). In order to obtain the boundary condition for (4.20), 
the following points are considered: 
1) There does not exist discharged EVs permanently leaving from the 
spatial origin of the highway but exist discharged EVs entering the 
spatial origin because the basic highway model is semi-infinite. 
2) Since the arrival rate of discharged EVs at the spatial origin (i.e., α0(t) 
[number of vehicles per minute]) can be considered the traffic flow at 
the spatial origin, α0(t) can be estimated with (4.6). That is, 
0( ) (0, ) (0, )t r t v tα = .    (4.21) 
Hence, the boundary condition for r(0,t), for all t > 0, is given by 





α= .    (4.22) 
Next, the solution of r(x,t) from (4.20) can be used to calculate the exiting 
traffic flow of discharged EVs at the ith exit at time t (i.e., hd(yi,t)) based on (4.6). 
The exiting traffic at the ith exit at time t can be considered the sum of the 
permanent and temporary departing discharged EV. Thus, the arrival rate of 
discharged EVs at the ith highway charging station (i.e., z(yi,t)) can be considered 
the difference between hd(yi,t) and βi(t), that is 
( , ) ( , ) ( ) ( , ) ( , ) ( )i d i i i i iz y t h y t t r y t v y t tβ β= − = − ,  (4.23) 
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assuming that discharged EVs depart from the highway exit at the same velocities 
as were on the highway. Therefore, the arrival rate of discharged vehicles at a 
charging station can be obtained with the solution of (4.20) (i.e., r(x,t)), the 
exiting speed of discharged EVs at location yi and time t (i.e., v(yi,t)), and the 
permanent departing rate at ith exit (i.e., βi(t)). 
4.3.2 EVs’ Charging Demand by the M/M/s Queueing Theory 
The next step is to estimate the EVs’ charging demand at a rapid charging 
station with (4.23) and the M/M/s queueing theory [78]. A queue is a waiting line 
which we may encounter at a bank, a post office, or a grocery store. In this case, 
EV users are customers in the charging station, and they may require waiting at a 
charging station in order to recharge their batteries. As illustrated in Fig. 4.6, the 
following conditions are assumed in the highway charging station: 
1) Discharged vehicles arrive at a charging station based on the Poisson 
distribution whose mean is z(yi,t). 
2) There are s identical charging pumps in the highway charging station 
under study. 
3) The charging completion rate whose mean is μ0(t) as described in 
(4.17) is independently and exponentially distributed. 
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4) The discharged vehicles form a single queue on their arrivals, which 
will be charged by the next available charging pump based on a first-
come-first-served rule. 
 
Figure 4.6: M/M/s queueing system in the highway charging station. 
These assumptions allow an EV charging service at a fast charging station 
to follow the M/M/s queueing theory. According to the M/M/s queueing theory 
[78], the queueing system is stable if and only if the occupation rate of charging 
pumps (i.e., ρ) is less than 1. This occupation rate of charging pumps denotes the 
probability that a charging pump is not inactive (i.e., it is in use), and it can be 
obtained by dividing the arrival rate of discharged EVs at a charging station (i.e., 
z(yi,t)) by the number of charging pumps in a charging station (i.e., s) and by the 









= .     (4.24) 
Based on the necessary and sufficient condition for the stability of the 
queueing system and (4.24), the minimum number of charging pumps should 
meet the following inequality in order to ensure that the queueing system of the 






> .     (4.25) 
Next, the limiting-state probability (i.e., Qn(t)) that there are n numbers of 
discharged EVs in the highway charging station is required to determine the 
expected number of busy charging pumps. According to [78], the limiting-state 
probability that there are n number of customers—that is, the number of 
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      
 = +     −       
 .  (4.27) 
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Since n and s are the number of discharged EVs and charging pumps in the 
highway charging station, respectively, the number of busy charging pumps is 
given by min(n,s). Then, the expected number of busy charging pumps (i.e., B(t)) 













= = .  (4.28) 
Derivation of (4.26) to (4.28) is out of the scope of this chapter. However, a 
reader may refer to [78] for an explanation of such equations. 
Now, the power demand of the ith exit charging station (i.e., Pd(yi,t)) can 
be estimated by the multiplication of the average charging power per pump (i.e., 
pav) and the expected number of busy charging pumps (i.e., B(t)). That is, the 
charging demand is 
0
( , )
( , ) ( )
( )
i
d i av av
z y t
P y t p B t p
tμ
= = ,   (4.29) 
where yi is a distance from the spatial origin to the ith exit on the highway. 
4.3.3 Stochastic Model 
The purpose of the stochastic highway EV PALM presented here is to 
identify the expected value of the stochastic EV charging demand. As the 
deterministic fluid dynamic model in Section 4.3.1, the same highway 
environment and notations are used here for the stochastic model unless stated 
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otherwise. Thus, the same conservation equation can be applied to the stochastic 
highway EV PALM as follows: 
( , ) ( , ) ( , ) ( , )d d dR x t H x t F x t F x t
+ −+ = − .  (4.30) 
Similar to the highway PALM [75]-[77], the density and traffic flow of 
discharged vehicles at location x and time t—that is, <r(x,t)> and <hd(x,t)>, 
respectively—in the stochastic model should be expressed with the expected 
values of discharged vehicles so that the model reflects stochastic behaviors of 
discharged vehicles on a highway. That is, 
[ ( , )]
( , )






[ ( , )]
( , ) dd






where E[·] indicates the expectation of the operand. In order to capture stochastic 
behaviors, the densities, <fd
+(x,t)>, <fd¯(x,t)>, <bd
+(x,t)>, <bd¯(x,t)>, and 
<cd¯(x,t)> should similarly be defined by  
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.   (4.32) 
In the stochastic model, discharged EVs randomly enter the highway at 
location x and time t with the mean rate of <αi(t)>, while discharged EVs 
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randomly depart from and then never return to the highway with the mean rate of 
<βi(t)>. Then, similar to (4.12) and (4.13), <fd
+(x,t)>, <bd
+(x,t)>, and <bd¯(x,t)> 
are expressed with <αi(t)> and <βi(t)> 
( , ) ( , ) ( ) ( )d d i iib x t f x t t x yα δ
+ += = − ,   (4.33) 
( , ) ( ) ( )d i iib x t t x yβ δ
− = − .   (4.34) 
With the mean temporarily departing rate <λ(x,t)>, discharged EVs randomly 
leave the highway to charge their batteries. Then, similar to (4.15) and (4.16), the 
associated density (i.e., <cd¯(x,t)>) is given by 
( , ) ( , ) ( , ) ( , ) ( ) ( )d o iic x t r x t x t r x t t x yλ μ δ
− = = − ,  (4.35) 








μ = .    (4.36) 
With these definitions, the mean density of discharged vehicles at location 
x and time t (i.e., <r(x,t)>) can be obtained  by solving the following ODE, 
similar to (4.20): 
( , ) ( , )
( , ) ( , ) ( , ) ( , )d d
d r x t v x t
b x t b x t x t r x t
dt x
λ+ − ∂ = − − + ∂ 
. (4.37) 









= .    (4.38) 
Then, <r(x,t)> can be obtained by solving (4.37) with (4.38), and the mean arrival 
rate of discharged EVs at the ith exit charging station (i.e., <z(yi,t)>) can be 
considered the difference between the expected exiting traffic flow at location yi 
and time t (i.e., <hd(yi,t)>) and the mean rate of <βi(t)>, similar to (4.23). That is, 
( , ) ( , ) ( ) ( , ) ( , ) ( )i d i i i i iz y t h y t t r y t v y t tβ β= − = − .  (4.39) 
By applying the mean arrival rate of discharged EVs into the M/M/s 
queueing theory [78], the expected charging demand of the ith exit charging 
station (i.e., E[Pd(yi,t)]) can be estimated by 
0
( , )





E P y t p
tμ
= ,   (4.40) 
which is similar to (4.29). 
4.4 NUMERICAL EXAMPLE AND DISCUSSIONS 
This section provides a numerical example in order to illustrate the spatial 
and temporal dynamics of the highway EV PALM presented in Section 4.3. A 
numerical example of the stochastic model is presented here because planning 
activities will typically be based on such model. Nevertheless, extension into the 
deterministic model is straightforward because both models are analogous, as 
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demonstrated by (4.20) and (4.37) showing the same form. Likewise, (4.29) and 
(4.40) show that the expected charging demand in the stochastic model and the 
charging demand in the deterministic model are also analogous. 
For the sake of simplicity, the example provided here assumes 
1) that two entrances/exits are located one at the spatial origin and the 
other at 5 km from the spatial origin, respectively, 
2) that discharged vehicles arrive to the spatial origin and to the 5 km 
entrance at the mean rate of 3 vehicles/min (indicated by <α0(t)> = 
<α1(t)> = 3), and 
3) that only one rapid charging station is located near the exit at 5km as 




Figure 4.7: Basic highway model for a numerical example. 
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In addition, it is postulated that discharged vehicles only depart from the 
highway through the 5 km exit in order to recharge their batteries at a rapid 
charging station. Although standards of charging power for a rapid charging 
station have not been finalized yet, it is expected that an EV can be charged with 
50 to 70 kW at a level 3 charging station [13]. In this example, it is assumed that 
an EV will be charged with 70 kW at the highway fast charging station (i.e., 
pav=70 kW). The EV considered here is a PHEV33 compact sedan [19] whose 
electric mode driving range and battery size are 33 mile—that is, about 53 km—
and 8.6 kWh, respectively. Since the EV user may also recharge it at the final 
destination (e.g., office), every user will not fully charge it at the highway 
charging station whose charging price may be more expensive than that of the 
slow charging station (e.g., home or office). Thus, it is assumed that the average 
charge per vehicle at the highway charging station (i.e., socav) is 4 kWh which is 
about 50 % of the battery capacity and can last for the one-way trip to the final 
destination. Then, the mean charging completion rate per minute (i.e., <μo(t)>) 
can be calculated by (4.36), which results equal to 0.3. Hence, it requires 3.4 
minutes to charge 4 kWh with a 70 kW charging rate. 
In order to mimic traffic congestion during rush hour, it is hypothesized in 
this example that the velocity fields of vehicles on the highway v(x,t) is 1 km/min 
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for all x ≥ 0 when t ≤ 40 or t > 55 min and that v(x,t) during the time interval (40, 
55] min corresponding to rush hour is described as follows: 
1                if 3
1 0.6( 3)   if 3 < 4
( , ) 0.4                   if 4 < 6
0.4 0.6( 6) if 6 < 7
1                 if 7
x
x x




 − − ≤= ≤
 + − ≤
≥
.   (4.41) 
Figure 4.8 depicts the velocity fields of vehicles on a highway as a function of the 
distance from the spatial origin during the time interval (40, 55] min representing 
rush hour. As can be seen in Fig. 4.8, vehicles on a highway reduce their 
velocities starting from 3 km and then recover their normal speeds at 7 km. The 
velocity drop in the interval (3, 7] during the time interval (40, 55] min in Fig. 4.8 
can represent reduced speeds in a congested area during rush hour. 
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Figure 4.8: Velocity fields of vehicles on a highway during the time interval (40, 
55] min. 
Under those aforementioned assumptions and parameters of this example, 
the mean traffic density of discharged vehicles on a highway is solved with 
numerical methods using (4.37) during normal hours and rush hour. The boundary 
condition for <r(0,t)> is <α0(t)>/v(0,t) for all t > 0 as obtained from (4.38). 
Figures 4.9 and 4.10 illustrate the simulated mean densities of discharged vehicles 
on a highway at t = 35 min and t = 45 min respectively. As revealed by Fig. 4.9, 
the mean density of discharged vehicles is constant at 3 vehicles/min, which is the 
same than the boundary condition. This result indicates that during the normal 
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hours if the mean rate of discharged vehicles entering the highway is constant the 
expected EV charging demand at a highway charging station is almost constant. 
In contrast, as attested in Fig. 4.10, the simulated mean density of discharged 
vehicles during the rush hour—the time interval (40, 55] min—increases sharply 
starting from 3 km due to reduced velocities in the interval (3, 7]. This high mean 
traffic density in these locations implies that there is traffic congestion in this area 
and that the expected EV charging demand of a rapid charging station located 
near the 5 km exit increases due to the high mean density of discharged vehicles 
in this region. Figures 4.11 and 4.12 obtained by (4.6) describe the simulated 
mean traffic flow of discharged vehicles on a highway at t = 35 min and t = 45 
min respectively. Assuming that the EV charging service is followed by the 
M/M/s queueing theory, the expected charging demand of the 5 km charging 
station can be predicted by (4.39) and (4.40) as can be seen in Fig. 4.13. Since it is 
assumed that discharged EVs only depart for visiting the charging station, there is 
no permanent departing discharged EV traffic at the 5 km exit in this example 
(i.e., <β1(t)> = 0 at the 5 km exit). The expected charging demand during the time 
interval (40, 55] min was 2.42 times greater than that during the normal hours due 
to traffic congestion as indicated in Fig. 4.13. In addition, based on (4.25) and 
considering that the time intervals (40, 55] min in this example represents the 
worst scenario during the day in which traffic jams occur at this location, at least 
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Figure 4.9: Simulated mean density of discharged vehicles at t = 35 min. 
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Figure 4.10: Simulated mean density of discharged vehicles at t = 45 min. 
 
Figure 4.11: Simulated mean traffic flow of discharged vehicles at t = 35 min. 
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Figure 4.12: Simulated mean traffic flow of discharged vehicles at t = 45 min. 
 
 
Figure 4.13: Expected Number of charging pumps in service and expected 
charging demand at the 5 km fast charging station on a highway. 
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4.5 CONCLUSION 
This chapter proposed a mathematical model of EV charging demand for a 
rapid charging station on a highway. This mathematical model can help to 
identify EV charging demand which varies by space and time. The charging 
demand model is based on the fluid traffic model in wireless communication 
studies [75]-[77] and the M/M/s queueing theory [78]. Specifically, the first step 
is to identify the arrival rate of discharged EVs at a charging station with the 
highway EV PALM. This highway EV model is modified from the fluid traffic 
model [75]-[77] so that an EV user can charge the EV only at a charging station 
located near a highway exit. Secondly, EV charging demand is calculated with the 
arrival rate of discharged EVs by the M/M/s queueing theory [78]. As described 
in Section 4.2, a basic model of the highway EV PALM (i.e., a semi-infinite, 
unidirectional, single-lane model) is presented for a fundamental building block 
by which elaborate highway networks can be developed. 
EVs change utility distribution planning approach in many ways but a 
significant change is the following: traditionally, distribution planners only 
require focusing on local demand or on demand within the domain of the electric 
utility. With EVs, demand may move from another utility into the area of the 
utility for which the planner works. Thus, distribution planning is no longer local 
but may, actually, require coordination among neighboring utilities. The proposed 
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model may help distribution planners to coordinate each other since a numerical 
example provided here showed that the proposed model is able to capture the 
spatial and temporal dynamics of charging demand at a highway charging station. 
Hence, it can be concluded that the proposed spatial and temporal model may help 
distribution utility planners to identify charging demand for a specific highway 
charging station and may allow city and rural planners to determine the location 
and size of a rapid charging station on a highway. 
The proposed charging demand model can also facilitate computer 
implementation of the planning or analysis tool for the distribution system of the 
highway charging station because it consists of an ODE which can be solved by a 
difference equation using a digital computer. Moreover, this model requires 
relatively known traffic data which are traffic velocities and the number of 
vehicles entering or leaving the highway at a given exit and for a given time. 
Utility distribution planners may identify these traffic data from GPSs or CCTVs 





Sustainable Microgrid with Flexible Charging Strategies for a 
Rapid Charging Station 
 
5.1 INTRODUCTION 
This chapter presents flexible charging strategies and a sustainable 
microgrid for a rapid charging station on a highway. As discussed in Chapter 4, 
the highway electric vehicle (EV) Poisson-Arrival-Location Model (PALM) may 
allow distribution planners to anticipate an EV charging demand profile at a 
specific charging station on a highway. Based on this demand profile, distribution 
planners can consider flexible charging strategies in which they may install 
energy storage devices in a rapid charging station. These energy storage devices 
may allow an EV to be charged with a reasonable charging price even during the 
peak time if they can be charged with inexpensive electricity from the utility grid 
during the off-peak time or with low-priced and “green” electricity from 
renewable energy sources. For these flexible charging strategies, the sustainable 
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microgrid proposed in Chapter 2 is applied to the distribution system of a rapid 
charging station on a highway. A 2MW wind/solar sustainable power system for 
this rapid charging station is developed with MATLAB Simulink/ 
Simpowersystems based on the predicted EV charging demand discussed in 
Chapter 4. 
The rest of this chapter is organized as follows. The flexible charging 
strategies for a rapid charging station are discussed in Section 5.2. A sustainable 
microgrid which may enable these flexible charging strategies for the rapid 
charging station is presented in Section 5.3. Section 5.4 concludes with the 
summary of findings. 
5.2 FLEXIBLE CHARGING STRATEGIES IN A RAPID CHARGING STATION 
As the numerical example in Chapter 4 predicts the EV charging demand 
of a rapid charging station on a highway, the highway EV PALM may allow 
power system engineers to estimate a charging demand profile for a specific 
charging station. Based on this demand profile, appropriate distribution systems 
such as transformers and underground cables can be installed up to the charging 
station [56]-[58]. In addition, depending on the demand profile, adequate size of 
energy storage systems can be determined, which will provide flexible energy 
sources such as renewable energy sources in order to reduce the price of charging 
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an EV as illustrated in Fig. 5.1. The energy storage system shown in Fig. 5.1 may 
be charged with inexpensive electricity from the utility grid during the off-peak 
hours or with low-priced and “green” electricity from renewable energy sources 
such as wind and solar energy. This energy storage system may provide electricity 
for charging batteries of EVs with a reasonable price during the peak hours as 
depicted in Fig. 5.2. The charging station may also participate in a demand 
response program [79]-[83] in this way. Moreover, this charging demand model 
may allow city planners to determine the geographical location and size of a rapid 
charging station on a highway depending on the charging demand profile. 
Furthermore, this EV charging demand model requires relatively known traffic 
data which are traffic velocities and the number of vehicles entering or leaving the 
highway at a given exit and for a given time. The former traffic data can be 
collected through GPSs or CCTVs on a highway without much difficulty [84]-
[87], and the latter data can be estimated with demographic data. 
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5.3 SUSTAINABLE MICROGRID FOR A RAPID CHARGING STATION 
The dynamic modeling and operational strategy of the sustainable 
microgrid proposed in Chapter 2 and 3 can be applied to the power system of a 
rapid charging station shown in Figs. 5.1 and 5.2. Figure 5.3 shows the 
sustainable microgrid architecture for a rapid charging station with wind and solar 
energy resources. Although standards of charging voltage and power levels for a 
rapid charging station have not been determined yet, it is expected that an electric 
vehicle can be charged with a voltage level of 480 V at a level 3 charging station 
[13]. Thus, a voltage level of 480 V is considered to be the main dc bus voltage in 
this power system because electric vehicle charging pumps can be directly 
connected to the main dc bus. It is also more suitable for bidirectional power flow 
between the intended microgrid and the utility power grid [22]. In addition, based 
on results from the numerical example presented in Chapter 4, the base and peak 
demand of this rapid charging station as shown in Fig. 4.13 are expected to be 0.7 
MW and 1.7 MW respectively. It is assumed that the time intervals (40, 55] min 
in the example represent the worst scenario during the day in which traffic jams 
occur at this rapid charging station. To cope with this electric vehicle charging 
demand, a 2 MW wind/solar sustainable power system is considered for this rapid 
charging station as shown in Fig. 5.3. 
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Figure 5.3: Sustainable microgrid architecture of a rapid charging station with 
wind and solar energy resources. 
An 1 MW wind turbine is used for the sustainable microgrid of this rapid 
charging station shown in Fig. 5.3. Detailed specifications of the wind turbine and 
the permanent magnet synchronous generator (PMSG) are described in Tables 5.1 
and 5.2 respectively. In addition, 1 MW photovoltaic modules are used for the 
microgrid of this rapid charging station, and detailed specifications of 1 MW 
photovoltaic modules are explained in Table 5.3. Similar to Chapter 3, this study 
only focuses the simulations of the wind generator and photovoltaic modules for 
the micro-sources for this microgrid in order to explore wind energy variations 
and rapidly changing solar irradiance. 
 96
Table 5.1: Parameters and specifications of the wind turbine model in Figure 5.3. 
Parameter value unit 
rated power 1 MW 
rated wind speed 12 m/s 
rated rotor speed 3.873 rad/s 
blade radius 26.14 m 
blade pitch angle 0 degree 
air density 1.225 kg/m3 
 
Table 5.2: Specifications of the direct-driven permanent magnet synchronous 
generator model in Figure 5.3. 
Parameter value unit 
rated power 1 MW 
rated line voltage 1558.8 Vrms 
stator phase inductance 2.5 mH 
stator phase resistance 0.005 Ω 
number of poles 12  
rated mechanical speed 37 rpm 
electrical base frequency 3.7 Hz 
 
Table 5.3: Specifications of PV modules in Figure 5.3. 
Parameter value unit 
total rated power 1 MW 
rated irradiance 1000 W/m2 
rated temperature 25 °C 
modules' voltage at the MPP 1315 V 
modules' current at the MPP 761 A 
number of series modules 50  
number of parallel modules 100  
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Simulation study results based on MATLAB Simulink/Simpowersystems 
are provided in Fig. 5.4 in order to illustrate the control performance of the 
sustainable microgrid for this rapid charging station. As depicted in Fig. 5.4 (a), 
this simulation study uses the wind model that was presented in [90] and that 
consists of a base wind component, a gusting wind component, a rapid ramp wind 
component, and background noises. Despite these dynamic wind speed changes, 
the wind turbine power coefficient maintains its maximum possible value (i.e., 
0.44), as depicted in Fig. 5.4 (b). As attested in Figs. 5.4 (c) to 5.4 (e), the wind 
generator output power elevates when wind speed increases. On the other hand, 
the wind generator output power declines when wind speed decreases. Hence, it 
can be concluded that the wind generator of this microgrid operates in the optimal 
power point despite different environmental conditions such as sudden increases 
or decreases of the wind speed, which likely happen during the day. In addition, 
this simulation study also investigates the dynamics of rapidly changing solar 
irradiance as shown in Fig. 5.4 (a). As attested in Figs. 5.4 (c) to 5.4 (e), the 
operating power points of PV modules are well-controlled toward the maximum 




Figure 5.4: Control performance of the sustainable microgrid for a rapid charging 
station with wind and PV resources. (a)Wind speed and solar 
irradiance. (b)Wind turbine power coefficient. (c)Wind generator 
rectified current and PV modules’ current. (d)Wind generator 
rectified voltage and PV modules’ voltage. (e)Wind turbine, PV 
modules, and total renewable energy sources’ power. 
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5.4 CONCLUSION 
This chapter presented a sustainable microgrid with flexible charging 
strategies for a rapid charging station on a highway. The spatial and temporal EV 
charging demand model discussed in Chapter 4 may help distribution utility 
planners to identify an EV charging demand profile at a specific charging station 
on a highway. Based on this demand profile, they can consider flexible charging 
strategies including using energy storage devices or participating a demand 
response program [79]-[83]. The sustainable microgrid presented in Chapter 2 
was considered for these flexible charging strategies of a rapid charging station on 
a highway. A 2MW wind/solar sustainable power system for this rapid charging 
station was developed with MATLAB Simulink/Simpowersystems based on the 







A “smarter grid” is expected to be more flexible and more reliable than 
traditional electric power grids. For full deployment of the “smarter grid”, various 
technologies such as advanced autonomous control methods, distributed 
generation, and plug-in electric vehicles, may be required to be incorporating into 
the traditional electric power grids. Among these technologies, this dissertation 
presented a sustainable microgrid and a spatial and temporal model of plug-in 
electric vehicle (EV) charging demand for the “smarter grid”. This sustainable 
microgrid can be operated in an “islanded” mode in which it can continue to 
generate power during natural disasters or grid outages, thus improving disaster 
resiliency of the “smarter grid” and of the more electric transportation system. In 
addition, the proposed spatial and temporal EV charging demand model can help 
to identify the impact of increased transportation electrification on the “smarter 
grid”. 
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Chapters 2 and 3 presented the dynamic modeling and operational strategy  
of a sustainable microgrid primarily powered by wind and solar energy. These 
renewable sources are integrated into the main bus through multiple-input current-
source-interface dc-dc converters. The intended application for such a microgrid 
is an area in which there is interest in achieving a sustainable energy solution, 
such as a telecommunication site or a residential area part of a future “smarter 
grid” power system. Wind energy variations and rapidly changing solar irradiance 
were considered in this study in order to explore the effect of such environmental 
variations to the intended microgrid. A 30 kW wind/solar hybrid microgrid 
dynamic model was developed with MATLAB Simulink/Simpowersystems. The 
proposed sustainable microgrid is able to reduce additional parallel converters 
with a multiple-input dc-dc converter. The dynamics of wind and solar energy and 
the ac modeling of the wind generator were considered in the proposed model in 
contrast that the previous studies. In addition, the proposed microgrid not only can 
produce electricity from the renewable energy sources but may also transmit 
surplus power to the utility grid in normal operation. Moreover, the proposed 
microgrid can improve disaster resiliency of the “smarter grid” because it can be 
operated in an islanded mode during natural disaster or grid outages. 
In Chapter 4, a mathematical model of electric vehicle (EV) charging 
demand for a rapid charging station on a highway was presented. This 
 102
mathematical model can help to identify EV charging demand which varies by 
space and time. The charging demand model is based on the fluid traffic model in 
wireless communication studies [75]-[77] and the M/M/s queueing theory [78]. 
The proposed spatial and temporal model may help distribution utility planners to 
identify charging demand for a specific highway charging station so that they 
coordinate each other. In addition, this EV charging demand model may allow 
city and rural planners to determine the location and size of a rapid charging 
station on a highway. The proposed charging demand model can also facilitate 
computer implementation of the planning or analysis tool for the distribution 
system of the highway charging station because it consists of an ODE which can 
be solved by a difference equation using a digital computer. Moreover, this model 
requires relatively known traffic data which are traffic velocities and the number 
of vehicles entering or leaving the highway at a given exit and for a given time. 
Utility distribution planners may identify these traffic data from GPSs or CCTVs 
on a highway and from demographic data. 
Chapter 5 presented a sustainable microgrid with flexible charging 
strategies for a rapid charging station on a highway. Based on EV charging 
demand, distribution planners can consider flexible charging strategies including 
using energy storage devices or participating a demand response program [79]-
[83]. The sustainable microgrid presented in Chapter 2 was considered for these 
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flexible charging strategies of a rapid charging station on a highway. A 2MW 
wind/solar sustainable power system for this rapid charging station was developed 
with MATLAB Simulink/Simpowersystems based on the predicted base and peak 
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