Abstract. We consider infinitely convolved Bernoulli measures (or simply Bernoulli convolutions) related to the β-numeration. A matrix decomposition of these measures is obtained in the case when β is a PV number. We also determine their Gibbs properties for β being a multinacci number, which makes the multifractal analysis of the corresponding Bernoulli convolution possible.
Introduction
The Bernoulli convolutions have been studied since the early 1930's [12, 5, 13, 8] and more recently, in the 1990's onward, following the work of Alexander and Yorke [1] . They have also been considered in view of their applications to fractal geometry [19, 18, 16, 27, 14] and ergodic theory [30, 29] (see [23] for further details and references). Our approach is motivated by the fact that the Bernoulli convolution associated with the golden ratio (usually called the Erdős measure) proves to be weak Gibbs [7] and thus satisfies the multifractal formalism. In the present paper we aim to generalize this result.
We focus our attention on the Bernoulli convolutions related to β-numeration for with the probability p i . We speak of the uniform Bernoulli convolution when p i = 1/d
for each i.
The measure µ is self-similar and thus, satisfies the so-called law of pure types. Recall that this means that µ is either absolutely continuous or purely singular with respect to the Lebesgue measure. Moreover, when each p i is positive, the measure µ is fully supported by an interval.
Because of their nontrivial multifractal structure, we will consider the Bernoulli convolutions known to be purely singular, namely, those parameterized by Pisot-Vijayaraghavan (PV) number β. In Section 2 we use an important arithmetic property of PV numbers (Garsia's separation lemma) to obtain, in Lemma 2.2, a decomposition of the Bernoulli measure µ which involves a matrix product (see [16] for a similar approach). Moreover, from the β-shift being of finite type it follows (Section 2.3 and 2.4) that µ may be decomposed into a finite number of measures having a specific structure; we call them M-measures, where M is a finite set of square matrices with nonnegative entries.
In Section 3 we consider the case when µ is the (β, 2)-Bernoulli convolution, where β is a multinacci number of order m ≥ 2 (see the definition below). The main result of this section (Theorem 3.2) concerns the "local" Gibbs properties of µ.
Finally, in Section 4 we show that the "local" Gibbs properties allow one to apply the multifractal analysis of µ (see Theorem 4.2) . Moreover, in the same section we show how to use the multifractal analysis as a classification tool and discuss the existence of 
Recall that the product topology on A N is given by the metric such that the distance between ξ and ζ is 2 −k , where k is the length of the largest common prefix of ξ and ζ. log K n = 0 such that, for any ξ ∈ A N and any n ≥ 1,
When a sequence (K n ) can be taken constant, η is F-Gibbs in the sense of Bowen [3] .
The continuous map φ n : A N → R (n ≥ 1) is called the n-step potential of η. Assume that the sequence φ n converges uniformly to a potential Φ; it is then straightforward that for n ≥ 1,
By a well known lemma on the Cesàro sums, the sequence (K n ) n is subexponential, whence (3) means η is F-weak Gibbs. Note that if n Φ − φ n ∞ < +∞, then the K n are bounded and therefore, η is a F-Gibbs measure.
We also consider quasi-Bernoulli measures. 
The net F itself is said quasi-Bernoulli if the Lebesgue measure (restricted to
Notice that a Gibbs measure is always quasi-Bernoulli.
-Multifractal analysis -
We need a number of extra definitions. Recall that the local dimension at a point x which belongs to the support of the measure η, is lim r→0 log η (B r (x))/ log r-provided the limit exists. (Here B r (x) stands for the closed ball of radius r centered at x.) Given an arbitrary real α, the level set E η (α) is defined as the set of x in the support of η such that the local dimension at x exists and is equal to α.
The multifractal domain Dom(η) is the set of α ∈ R for which E η (α) is nonempty. The singularity spectrum is the map which associates to any α ∈ R the Hausdorff dimension dim H E η (α). The scale spectrum (also called L q -spectrum) is the map τ η from R to R ∪ { + ∞} defined as follows:
where {J i } i runs over the family of covers of the support of η by closed intervals J i whose length is equal to r. (We refer to the Book of Y. Pesin [25] for analogue and equivalent definitions of the scale spectrum.)
One usually says that η satisfies the multifractal formalism if the singularity spectrum and the scale spectrum of η form a Legendre transform pair. The multifractal formalism is trivially not universal, but it has been established for wide classes of measures [28, 4, 10, 26, 22] , when some conditions of geometric homogeneity are satisfied (self-similarity, conformality or Gibbs properties, etc.). For our purpose, we refer to the multifractal formalism of the quasi-Bernoulli and weak Gibbs measures stated in the two following theorems:
and η be a positive measure fully supported by [a, b] . If η is a E-quasi-Bernoulli measure, then 1. The scale spectrum τ η of η is concave and differentiable on the whole real line and moreover,
2. The multifractal domain of η is Dom(η) = [α; α] and for any α ≤ α ≤ α,
meaning that η satisfies the multifractal formalism. 
meaning that η satisfies the multifractal formalism. [6, 7] 
Throughout this paper, we consider the following two alphabets:
Recall that the p-distributed (β, d)-Bernoulli convolution is the measure µ such that, for any Borel set B ⊂ R,
where X(ω) = The β-numeration is usually related to the s.a.c.
i=0 defined as follows:
From now on, i will always stand for an arbitrary fixed element in B; denoting by σ : 
Suppose that R The set I (β,d) is always nonempty, because it contains at least 0; moreover, it is clearly finite or countable and we denote by 0 = i 0 , i 1 , . . . the sequence of its elements. Actually, in order to determine I (β,d) explicitly, we present an equivalent definition using induction (see also [17] and [2, Section 2]).
Firstly, since 0 = i 0 ∈ I (β,d) , we define I 0 := {i 0 }; then, assuming that I n = {i 0 , . . . , i kn }, we put
and finally,
Notice that I (β,d) is finite whenever I n−1 = I n for some n ≥ 1; in that case,
It follows from (4) that, for
where M i is the nonnegative matrix defined as follows: for the row index h and the column index k, with i h and i k in I (β,d) , by definition,
0, otherwise. . . .
Example 2.3 Let β be the algebraic integer such that β 2 = 5β + 3 with 5 < β < 6 and d = 6, so that B = D = {0, . . . , 5}. We apply the argument described above to determine the set I (β,6) and the matrices M 0 , . . . , M 5 . Following the induction process leading to the definition in (5) , one has I 0 = {i 0 = 0} and using the fact that 1 < α µ = 5/(β − 1) < 2, one obtains successively: When i h i ⊲ i k , the label j of the arrow from state i h to state i k , means that j = βi h − i k + i; then, j ∈ D and according to (7) one has M i (h, k) = p j .
(with 0 ⊲ 0 and 0 ⊲ 1)
(with, 1 ⊲ β − 5)
(with β − 5 ⊲ 0 and β − 5 ⊲ 1) Figure 1 shows the graph of the relation · ⊲ · on I (β, 6) . Moreover, the algorithm we use to determine the set I (β, 6) provides us with extra information sufficient to obtain the matrices M 0 , . . . , M 5 as defined in (7)-see Figure 2 .
We thus have (for i = 0, . . . , 5):
where, by convention, p i = 0, for any i ≤ −1 or i ≥ 6 (see [20] for the general case when β is a quadratic number).
Example 2.4
Assume now β to be the PV number satisfying β 3 = 3β 2 − 1. The set
has then eight elements which we present in the form of the list:
The graph of the relation · ⊲ · on I (β, 3) , is represented in Figure 3 . The matrices associated by (7) to the (p q r)-distributed (β, 3)-Bernoulli convolution are: 
This proposition is the starting point of our analysis of the Bernoulli convolution in an integral basis developed in [21] ; however, the methods used in that paper are different from the ones we use here.
The second case for which we know that I (β,d) is finite arises when β is a noninteger PV number, i.e., an algebraic integer β = β s > 1 whose Galois conjugates β 1 , . . . , β s−1 are strictly less than 1 in modulus. Given any polynomial
is necessary that A(β k ) = 0 for k = 1, . . . , s and thus the integer |A(
where M is the maximum of the absolute values of the coefficients of A(X): in other words,
The fact that (10) is satisfied by the PV numbers has been discovered by Garsia [8] and is usually called Garsia's separation lemma (see also [16] ).
Return to the question of the cardinality of I (β,d) and note that for any element i in The proof immediately follows from the fact that I (β,d) contains the orbit of 1 under the β-shift; then we may use the results of Solomyak [31] . We leave details to the reader. Recall that a (β, d)-Bernoulli convolution µ is supported by the interval [0, α µ ] with
we define the measure µ j by putting , for any Borel set B of the real line,
If both B and R . . .
. . .
Our second assumption is the existence of s words w 0 , . . . , w s−1 in B * which satisfy the two conditions: firstly, R w [0, 1] ⊂ [0, 1], for any suffix w of any of the words w j , for
The s.a.c R is associated to a s-fold net of [0, 1[, say F, whose basic intervals are coded by the words in {0, . . . , s − 1} * . Recall that the basic interval of F generated by a
has successively: Figure 4 : The first plot contains the two affine contractions R 0 and R 1 associated with the β-shift in the case when β = (1 + √ 5)/2. In the second plot we give an example of a s.a.c. R = { R k } 3 k=0 which is adapted to the unit interval.
Therefore, denoting by M j := M w j , a recursive application of (12) yields:
, it is clear from (13) that µ 0 , . . . , µ r−1 are M-measures w.r.t. the s-fold net F .
Finally, we would like to make a simple remark which may simplify the analysis of µ.
Let U 0 , . . . , U r−1 be the elements of the canonical basis of the 1 × r-matrix vector space.
We make the third assumption that any of the matrices M j (j = 0, . . . , s − 1) leaves the vector space generated by U k 1 , . . . , U kt , invariant; we denote by M ′ j (j = 0, . . . , s − 1) the corresponding t-dimensional submatrices. Then (13) can be reduced to 
Let us introduce an auxiliary measure which we denote by µ * . It is associated to the Bernoulli convolution µ by putting, for any Borel subset B of the real line:
where
In general, the Bernoulli convolution µ itself needs not be an M-measure, which is why one of the main advantages of introducing successively the measures µ k 1 , . . . , µ kt and µ * is the fact that they all are M-measures. The measure µ * proves to be a better candidate for studying its Gibbs properties; roughly speaking, this is due to the fact that the left row vector in (15) has strictly positive entries. Thus, our study of the Gibbs properties of µ * (and, consequently, of µ) will be reduced to the analysis of the convergence of the n-step potential φ n (n = 1, 2 . . .)-which, in the present case, is defined for any
As we will see, when µ is a Bernoulli convolution associated with the multinacci numbers, the measure µ * displays a clear Gibbs structure which will be analyzed in detail below (Theorem 3.2) and which ensures that the multifractal formalism holds.
Nevertheless, it is worth noting that the Bernoulli convolution µ itself may not be Gibbs or weak Gibbs in a rather strong sense (see Remark 1.5). In fact, the importance of the measure µ * lies in the fact that in a sense it reflects the local Gibbs structure of µ (see Proposition 4.4), which proves to be sufficient for us to show that µ itself satisfies the multifractal formalism.
2.4. -Example: β-shift of finite type -In this section we assume that
. . , i r−1 }, for some r ≥ 1. We also assume that the β-shift is of finite type, which allows us to exhibit a s.a.c naturally associated to β. Recall that the β-shift is of finite type if and only if there exists T ≥ 2 and ε i ≥ 0, such that
together with the lexicographic conditions
, . . . , s − 1} can be written as follows: 
Consider now the family of the matrices M :
j=0 ; according to the definition of the measures µ k in (11), the identity (16) 
which means that the µ k are indeed M-measures w.r.t. the R-net.
Bernoulli convolution in multinacci bases
Let µ be the (p q)-distributed (β, 2)-Bernoulli convolution with p, q > 0 and β the multinacci number of degree m ≥ 2, i.e., the PV number which is defined as the appropriate root of
The set I (β,2) from Definition 2.1 has precisely m + 1 elements, namely, i 0 = 0, i 1 = 1
defined in (7) is the incidence matrix of the finite automaton represented in Figure 5 . It has the state set I (β,2) and the labels p = p 0 and q = p are cases for which µ cannot be F-weak Gibbs for any "reasonable" s-fold net F. However, the multifractal analysis of µ is still possible via introducing the intermediate probability measure µ * , which turns out to be weak Gibbs (Theorem 3.2) and equivalent to µ in a "strong" sense (specified in Proposition 4.4). The measure µ * defined in (18) below, will be given by an application of the process described in section 2.3.
To begin with, notice that the β-shift associated to the multinacci number is of finite the alphabet {0, 1} for which the system of affine contractions { R j = R w j } j is adapted to the unit interval. However, for the sake of simplicity, our family of words will be different , where
and { · } stand respectively for the integral and the fractional part of a number).
given two integers x and y, one has successively:
and
Put α = (q/p) m−1 ; a straightforward computation yields the following Lemma 3.1 For any j ∈ J := 0, . . . , m(m − 1) one has XM w j = P j X, where
• P j := p m q j 1 1 α α when 0 < j < m (i.e., w j = 0 m−1 1 j−1 10);
• P m := q m 1/α 1/α 0 1 when j = m (i.e., w j = 0 m−2 10);
From here on, we will consider the basic intervals associated to the adapted system R.
For any word w ∈ J * we denote [[w]] = R w [0; 1[; by (14) and Lemma 3.1,
We introduce the probability
so that, for any word w ∈ J * ,
. Now we are ready to formulate one of the central claims of the present paper: (ii) when m ≥ 3, the measure µ * is weak Gibbs if p = q and Gibbs if p > q.
Remark 3.3
The measure µ * is not even F-weak Gibbs when m ≥ 3 and p < q: consider
it is clear that the ratio
does not satisfy the condition
together with lim n 1 n log K n = 0 (this will be explained in more detail in Remark 3.5 3.2. -The potential associated to µ * -In order to compute the limit potential of the n-step potential associated to the measure µ * , we need some classical facts about continued fractions which can be found in [24] . Let u 0 , u 1 , . . . and v 0 , v 1 , . . . be two infinite sequences of real numbers, both assumed to be positive, except, possibly, u 0 which is allowed to be nonnegative. For any n ≥ 0 the positive reals p n and q n are defined by
and by convention,
. Then p n /q n is the continued fraction associated with u 0 , . . . , u n and v 0 , . . . , v n in the usual sense: for any n ≥ 0,
(see [24] for the proof). A direct consequence of (19) is the following relation:
Also, for n ≥ 1, we have 
By convention, put u 0 = 0 in either case when a 0 = 0. Then the sequences (p n )
and (q n ) ∞ n=−1 are defined by (22) . The sequence (p 2n /q 2n ) ∞ n=0 is nondecreasing while (p 2n+1 /q 2n+1 ) ∞ n=0 is nonincreasing, and p 2n /q 2n ≤ p 2n+1 /q 2n+1 . Moreover, setting ρ := min{ √ α, 1/ √ α}, for any n ≥ 1, one has
This is a property of the regular continued fractions when α = 1 (see, e.g., [15] We also define the matrix
and, for any column vector x y with nonnegative entries,
Notice that if ∆ denotes 0 1 1 0 , then for any n ≥ 0,
, if n + κ is even and
This allows to compute the potential Φ : J N → R associated with µ * . To do so, let us first introduce a suitable notation for the words in {0, m} * : given ξ = 0 or m, we denote by ξ | a the word ξ a , for any nonnegative integer a. Furthermore, for any sequence of nonnegative integers a 1 , . . . , a n (n ≥ 2), we define the word ξ | a 1 , . . . , a n by the induction relation ξ | a 1 , . . . , a n = ξ | a 1 m − ξ | a 2 , . . . , a n .
Before proving the uniform convergence of the n-step potential associated with µ * , we
give an explicit formula for the limit potential which we denote by Φ. Given j ∈ J , we distinguish between the same cases as in Lemma 3.1. Put
and when 0 < j < m,
Given κ ∈ {0, 1}, we denote κ = 1 − κ and κ ⋆ m stands for either 0 or m when κ is either 0 or 1 respectively; hence, κ ⋆ m is just "multiplication" of κ by m, which is not be confused with the concatenation κm.
. . , a n , j ∈ J \{0, m} and ω ∈ J N .
Assume κ = 0 (the case κ = 1 is symmetric); for k ≥ 1 + a 1 + . . . + a n direct computation yields
More generally, for κ ∈ {0, 1}, j ∈ J \{0, m} and ω ∈ J N ,
• Φ(wjω) = log Ξ(κ ⋆ m) κ|1; a 1 , . . . , a n |∆ κ+n X i if w = κ ⋆ m | a 1 , . . . , a n ;
• Φ(jω) = log Ξ(j) ;
We have sketched the proof of the pointwise convergence of the n-step potential φ k to the potential Φ whose expression is given above. Indeed, by (24) , this is a simple consequence of the convergence of the continued fractions involved. We need however to show that the convergence is uniform; this is dealt with in the following theorem, by means of considering the two alternative cases p = q and p = q. Proof. Given an arbitrary rank n and any ε > 0, the pointwise convergence of φ n to φ implies that for any ξ ∈ Ω, there exists an integer N(ξ) ≥ n such that
Since the product space Ω is compact, there exists a finite set X ⊂ Ω such that
In the product space Ω, the intersection of any pair of cylinders is either empty or coincides with one of them, whence we may take a set smaller than X so that the union in (28) becomes disjoint. For any ω ∈ Ω put
Since by definition
we obtain, in view of (27),
and thus,
Since ( In what follows, the sequences (u n )
. . are always associated with κ ∈ {0, 1} and a 0 , a 1 , . . ., as in (23), (19) and (25) . For any n ≥ 1, we introduce the following quantity:
We need two lemmas which involve δ n .
Lemma 3.7 For any integer n ≥ 1 and any column vector with nonnegative entries x y = 0 0 , one has:
and since q n ≥ u n q n−1 , we are done.
(ii) We obtain (ii) by simply applying (i) to the vector x y = u n+1 1 .
Lemma 3.8 (i) :
For an arbitrary rank n ≥ 1 we have δ n+1 ≤ δ n , and
in either of the following cases: n + κ is even and α > 1; or n + κ is odd and α < 1;
(ii) : if α = 1, then for any n ≥ 1,
, then there exists a constant K > 0 such that, for arbitrary rank n ≥ 1 and any integer 0 < a < a n ,
Proof. (i) :
We are going to establish the inequality in (i) in the case when n + κ even with α > 1; this implies the inequality in the opposite case, as the value of δ n remains the same whenever a pair (α, κ) is replaced by (α ′ = 1/α > 1, κ = 1 − κ).
Assume now n + κ is even, and let k ≤ n be such that k + κ is even as well. Then, on one hand, Lemma 3.7 (ii) implies
and on the other hand, since δ k−1 /δ k−2 ≤ 1,
This proves (i), as δ 1 = v 0 /u 1 is bounded by α 1+a 0 if κ = 0 and by 1/α
(ii) and (iii) : Part (ii) is a straightforward consequence of (i) and the definition of ρ. In order to prove (iii), we consider, for any integer 0 < a < a ′ , the quantity
Since [κ|a 0 ; a 1 , . . . , a n−1 , i + 1] = [κ|a 0 ; a 1 , . . . , a n−1 , i, 1], we obtain, in view of (ii),
The inequality in (iii) follows from the fact that ρ < 1.
Proof of Theorem 3.4. In view of Lemma 3.6, it suffices to establish the desired estimate of Var n (Φ). Fix w ∈ J n ; if w / ∈ {0, m} n , then
so from here on we assume that w ∈ {0, m} n . Let ξ ∈ [[w]] be of the form ξ = w ′ jω, where
(with κ = 0 or 1), j ∈ J \{0, m} and ω ∈ J N (the case of ξ ∈ {0, m} N is handled in the same way). Then there exist 0 < k n ≤ k and 0 < a ′ kn ≤ a kn such that
We have κ|1; a 1 , . . . , a kn−1 , a kn ] ,
(notice that φ w = Φ(w(m + 1)w(m + 1) . . .) in the case m ≥ 3). Lemma 3.8 (iii) now yields
In order to establish a suitable upper bound of |A k | in (30) 
It remains to establish the upper bound for |A k | in the case k = k n . Note that by Lemma 3.7,
where x 1 and x 2 are the coordinates of ∆ κ+k X j . Consider three different cases.
• The case α < 1. -On one hand, if κ + k is odd, then
On the other hand, if κ + k is even, then there exists a constant K ′ > 0 such that
The claim now follows from (34), (35) and the fact that α (a 1 +···+a k )/2 ≤ ρ n .
• The case α > 1 with m = 2. -If κ + k is even, then
If κ + k is odd, then
follows from (36), (37) and the fact that ρ a 1 +···+a k ≤ ρ n .
• The case α = 1. -By (30),
Since these continued fractions are regular, it follows from the well known relations (see [15] ) that
By induction, q kn ≥ a 1 + . . . + a kn and q
4 The multifractal analysis of the measure µ 4.1.-General case -The measure µ * is F-weak Gibbs in all the cases described in 
and for any α ≤ α ≤ α,
We are now in position to state a multifractal formalism satisfied by the Bernoulli convolution µ itself.
Theorem 4.2 Assume p ≥ q whenever m ≥ 3; then α < α < α whenever dim H E µ (α) > 0, and for any α ≤ α ≤ α, 
Therefore, when p < q and m ≥ 3, the multifractal formalism of µ is deduced by an application of Theorem 4.2 to the measure µ ′ .
It remains to prove Theorem 4.2; actually, it is a consequence of Theorem 4.1 and of the next proposition. Loosely speaking, the latter asserts that µ has a local Gibbs structure whenever µ * has a global one (recall that the support of the measure µ is the interval [0, α µ ] with α µ = 1/(β − 1)). 
Moreover, ( 1 0 ) P η ≥ p m q m ( 1 1 ) and ( 1 1 
Since the upper bound
] ≤ 2 is always valid, we obtain 
(ii) : Now, let x ∈ ]1, α µ [. The Bernoulli convolutions µ and µ ′ associated with the probability vectors (p, q) and (q, p) respectively, satisfy the relation µ = µ ′ • S, where
we apply (39) to the measures µ ′ and µ ′ * at x ′ and obtain
This yields (ii), as µ ′ (B r (x ′ )) = µ(B r (x)), and
where λ > 0 is a constant.
4.2.-Case of the Erdős measure -As we have seen, "local" Gibbs properties of the Bernoulli convolution in a multinacci base are sufficient to establish the multifractal formalism of the level sets with positive Hausdorff dimension. However, a natural question would be to determine whether or not there exists a reasonable net with respect to which the measure in question has a "global" Gibbs structure.
In the rest of the paper we concentrate on the case of the Erdős measure, i.e. m = 2 or, equivalently, β = (1 + √ 5)/2. Following our notation introduced in Section 3.1, the β-shift is associated with the two affine contractions:
The corresponding s.a.c. R consists of the three contractions:
It is adapted to the interval [0, 1] (see Figure 4) . Recall that the measure µ is supported by the interval [0, β]; to study the global Gibbs properties of µ, it is thus more convenient to make an affine scale change from [0, 1] to [0, β]. Thus, instead of R we consider the
Clearly, S is adapted to the interval [0; β] and we denote the associated 3-fold net by F. 
We are going to use two key properties of this model. Firstly, the probability measure µ satisfies the following well known self-similar equation:
Secondly,
where the identity R 100 = R 011 plays a crucial role. Let J be a subinterval of [0, β]; then, one has successively
We conclude by the fact that, for any η ∈ {0, 1, 2} and any w ∈ {0, 1, 2} * , one has
Consider two subcases.
4.2.1.-The uniform case -We first consider the uniform Erdős measure, i.e., p = q = 1/2. Then for η ∈ {0, 1, 2} and w ∈ {0, 1, 2} * : 
We are going to show that µ is F-weak Gibbs. Consider the probability measure µ * with the support equal to the interval [0, β] defined as follows: for any word w ∈ {0, 1, 2} * ,
By Theorem 3.4, µ * is a F-weak Gibbs measure with the potential Φ : {0, 1, 2} N → R; the formula for Φ can in fact be given by means of regular continued fractions: let a 0 , . . . , a 2n be 2n integers (n ≥ 0) with a 0 , . . . , a 2n−1 > 0 and a 2n ≥ 0, when n ≥ 1. Then for any
with f (0) = 1 and f (a 0 , . . . , a 2n ) = 1 + 1
Theorem 4.5 The uniform Erdős measure µ is a F-weak Gibbs measure of the potential Φ.
This theorem is a consequence of the fact that µ * is itself a F-weak Gibbs measure of Φ and of the following proposition: Proposition 4.6 For any ω ∈ {0, 1, 2}
N and any integer n ≥ 1, + 2) ). Now, given n ≥ 2, we assume that w = η a νw ′ ∈ {0, 1, 2} n , with a < n. Without loss of generality we assume η = 0 and ν = 2 (the other cases with η ∈ {0, 2} and η = ν ∈ {0, 1, 2} are similar .
We would like to stress that µ is not a F-Gibbs measure. Actually, if 0 := (ω i = 0) were a Gibbs measure of ψ, then there would exist a constant K > 1 such that for any
which is impossible. Hence µ is not F-Gibbs.
Furthermore, in this specific case one can prove a much more refined result, namely that µ is not Gibbs in a very strong sense-see Theorem 4.7 below.
Assume that E is an arbitrary s-fold net which is quasi-Bernoulli; if µ is E-Gibbs then, in particular, it is E-quasi-Bernoulli and by Theorem 1.3 (i), its scale spectrum τ µ is differentiable on the whole real line. However, this is not the case, since it is known [6, 7] that there exists q c < −2 such that τ µ is not differentiable at q c .
Thus, we have proved 
On the other hand, a direct computation yields that for any integer n ≥ 0, 
Given any 0 < r < β, let n r be the integer satisfying 1/β 2(nr+1) ≤ r < log µ(B r (0)) log r = log p log(1/β) > log(pq) 2 log(1/β) ≥ α. A detailed multifractal analysis of γ ′ presented in [11] shows that the multifractal domain 
