In this paper, we provide near-optimal accelerated first-order methods for minimizing a broad class of smooth nonconvex functions that are strictly unimodal on all lines through a minimizer. This function class, which we call the class of smooth quasar-convex functions, is parameterized by a constant γ ∈ (0, 1], where γ = 1 encompasses the classes of smooth convex and star-convex functions, and smaller values of γ indicate that the function can be "more nonconvex." We develop a variant of accelerated gradient descent that computes an -approximate minimizer of a smooth γ-quasar-convex function with at most O(γ −1 −1/2 log(γ −1 −1 )) total function and gradient evaluations. We also derive a lower bound of Ω(γ −1 −1/2 ) on the number of gradient evaluations required by any deterministic first-order method in the worst case, showing that, up to a logarithmic factor, no deterministic first-order algorithm can improve upon ours.
Introduction
Acceleration [38, 39] is one of the most powerful tools for improving the performance of firstorder optimization methods. Nesterov's accelerated gradient descent method obtains asymptotically optimal runtimes for minimizing smooth convex functions [39] . Furthermore, acceleration is prevalent in stochastic optimization [2, 22, 28, 50, 51] , is useful in coordinate descent methods [17, 24, 41, 45] , can improve proximal methods [19, 32, 34] , and yields tight rates for higher-order optimization [10, 20, 27] . In addition, there has been extensive work giving alternative interpretations of acceleration [3, 9, 46] , and acceleration has been shown to be successful in a variety of practical applications, such as image deblurring [7] and neural network training [47] .
More recently, acceleration techniques have been applied to compute -stationary points (i.e., points where the gradient has norm at most ) of nonconvex functions with smooth derivatives [1, 12, 14] . In particular, using a first-order method (i.e. using only function and gradient queries), one can find an -stationary point in O( −5/3 log( −1 )) iterations [12] , which improves on gradient descent's iteration bound of O( −2 ). Furthermore, Carmon, Duchi, Hinder, and Sidford [11] show that under the same assumptions, any dimension-free deterministic first-order method requires at least Ω( −8/5 ) iterations to compute an -stationary point in the worst case. These bounds are significantly worse than the corresponding O( −1/2 ) bound that accelerated gradient descent (AGD) achieves for smooth convex functions [39] .
Still, in practice it is often possible to find approximate stationary points, and even approximate global minimizers, of nonconvex functions faster than these lower bounds suggest. This performance gap stems from the fairly weak assumptions underpinning these generic bounds. For example, Carmon et al. [11, 13] only assume Lipschitz continuity of the gradient and some higher-order derivatives. However, functions minimized in practice often admit significantly more structure, even if they are not convex. For example, under suitable assumptions on their inputs, several popular nonconvex optimization problems, including matrix completion, deep learning, and phase retrieval, display "convexity-like" properties, e.g. that all local minimizers are global [6, 21] . Much more research is needed to characterize structured sets of functions for which minimizers can be efficiently found; our work is a step in this direction.
The "structured" class of nonconvex functions that we focus on in this paper is the class of functions we term quasar-convex. Informally, quasar-convex functions are unimodal on all lines that pass through a global minimizer. This function class is parameterized by a constant γ ∈ (0, 1], where γ = 1 implies the function is star-convex [42] (itself a generalization of convexity), and smaller values of γ indicate the function can be even "more nonconvex." We produce an algorithm that, given any smooth γ-quasar-convex function, uses O(γ −1 −1/2 log(γ −1 −1 )) function and gradient evaluations to find an -optimal point. Additionally, we provide nearly matching query complexity lower bounds of Ω(γ −1 −1/2 ) for any deterministic first-order method applied to this function class. Minimization on this function class has been studied previously [23, 43] ; our bounds more precisely characterize its complexity.
Basic notation Throughout this paper, we use · to denote the Euclidean norm (i.e. · 2 ). We say that a function f : R n → R is L-smooth, or L-Lipschitz differentiable, if ∇f (x) − ∇f (y) ≤ L x − y for all x, y ∈ R n . (We say a function is smooth if it is L-smooth for some L ∈ [0, ∞).) We denote a minimizer of f by x * , and we say that a point x is " -optimal" or an " -approximate minimizer" if f (x) ≤ f (x * ) + . We use log to denote the natural logarithm and log + (·) to denote max{log(·), 1}. The function f is γ-quasar-convex with respect to x * if for all x ∈ R n ,
Further, for µ ≥ 0, the function f is (γ, µ)-strongly quasar-convex 2 (or (γ, µ)-quasar-convex for short) if for all x ∈ R n ,
We simply say that f is quasar-convex if (1) holds for some minimizer x * of f and some constant γ ∈ (0, 1], and strongly quasar-convex if (2) holds with some constants γ ∈ (0, 1], µ > 0. We refer to x * as the "quasar-convex point" of f . Assuming differentiability, in the case γ = 1, condition (1) is equivalent to what is known as star-convexity [42] ;
3 if in addition the conditions (1) or (2) hold for all y ∈ R n instead of just for x * , they become the standard definitions of convexity or µ-strong convexity, respectively [8] . We also note that Definition 1 can be straightforwardly generalized to the case where the domain of f is a convex subset of R n (see Definition 3 in Appendix B). Thus, our definition of quasar-convexity strictly generalizes the standard notions of convexity and star-convexity in the differentiable case. Lemma 10 in Appendix B.2 shows that quasar-convexity is equivalent to a certain "convexity-like" condition on line segments to x * .
We say that a one-dimensional function is unimodal if it monotonically decreases to its minimizer and then monotonically increases thereafter; a function is strictly unimodal if the same holds with monotonicity replaced by strict monotonicity. As Observation 1 shows, quasar-convexity is closely related to unimodality. Therefore, like the well-known quasiconvexity [5] and pseudoconvexity [35] , quasar-convexity can be viewed as an approximate generalization of unimodality to higher dimensions. We remark that beyond one dimension, neither quasiconvexity nor pseudoconvexity subsumes or is subsumed by quasar-convexity. The proof of Observation 1 appears in Appendix B.1, and follows fairly directly from the definitions. such that c ∈ argmin x∈ [a,b] f (x). Additionally, if h : R n → R is γ-quasar-convex with respect to a minimizer x * , then for any d ∈ R n with d = 1, the one-dimensional function f (θ) h(x * + θd) is γ-quasar-convex.
There are several other 'convexity-like' conditions in the literature related to quasar-convexity. For example, star-convexity is a condition that relaxes convexity, and is a strict subset of quasarconvexity in the differentiable case. Nesterov and Polyak [42] introduce this condition when analyzing cubic regularization. Lee and Valiant [31] further investigate star-convexity, developing a cutting plane method to minimize general star-convex functions. Star-convexity is an interesting property because there is some evidence to suggest the loss function of neural networks might conform to this structure in large neighborhoods of the minimizers [30, 54] . Therefore, understanding acceleration for quasar-convex functions is pertinent to understanding acceleration for neural network training. Furthermore, Hardt, Ma, and Recht [26] show that, under mild assumptions, the objective for learning linear dynamical systems is quasar-convex; the problem of learning dynamical systems is closely related to the training of recurrent neural networks. Another relevant class of functions is those for which a small gradient implies approximate optimality. This is known as the Polyak-Łojasiewicz (PL) condition [44] and is weaker than strong quasar-convexity [23] . For linear residual networks, the PL condition holds in large regions of parameter space [25] . In addition to pseudoconvexity, quasiconvexity, star-convexity, and the PL condition, other relaxations of convexity or strong convexity include invexity [15] , semiconvexity [49] , quasi-strong convexity [37] , restricted strong convexity [52] , one-point convexity [33] , variational coherence [55] , the quadratic growth condition [4] , and the error bound property [16] .
We are not the first to study acceleration on quasar-convex functions. Recent work by Guminov and Gasnikov [23] and Nesterov et al. [43] shows how to achieve accelerated rates for minimizing quasar-convex functions. For a function that is L-smooth and γ-quasar-convex with respect to a minimizer x * , with initial distance to x * bounded by R, the algorithm of Guminov and Gasnikov [23] yields an -optimal point in O(γ −1 L 1/2 R −1/2 ) iterations, while the algorithm of Nesterov et al. [43] 
For convex functions (which have γ = 1), these bounds match the iteration bounds achieved by AGD [39] , but use a different oracle model. In particular, to achieve these iteration bounds, Guminov and Gasnikov [23] rely on a low-dimensional subspace optimization method within each iteration, while Nesterov et al. [43] use a one-dimensional line search over the function value in each iteration. However, quasar-convex functions are not necessarily unimodal along the arbitrary low-dimensional regions or line segments being searched over. Therefore, even finding an approximate global minimizer within these subregions may be computationally expensive, and thus the total number of function and gradient evaluations required by these methods may be large. In addition, neither paper provides lower bounds nor studies the "strongly quasar-convex" regime. Independently, recent work by Zhang et al. [53] uses a differential equation discretization to approach the accelerated O(κ 1/2 log( −1 )) rate for minimization of smooth strongly quasar-convex functions in a neighborhood of the optimum, in the special case γ = 1. Similarly, in the γ = 1 case, geometric descent [9] achieves O(κ 1/2 log( −1 )) running times in terms of the number of calls to a one-dimensional line search oracle (although, as previously noted, the number of function and gradient evaluations required may still be large). 
Our results
For functions that are L-smooth and γ-quasar-convex, we provide an algorithm that finds an -optimal solution in O(γ −1 L 1/2 R −1/2 ) iterations (where, as before, R is an upper bound on the initial distance to the quasar-convex point x * ). Our iteration bound is the same as that of Guminov and Gasnikov [23] , and a factor of γ 1/2 better than the O(γ −3/2 L 1/2 R −1/2 ) bound of Nesterov et al. [43] . Additionally, we are the first to provide bounds on the total number of function and gradient evaluations required; our algorithm uses O(γ −1 L 1/2 R −1/2 log(γ −1 −1 )) function and gradient evaluations to find a -optimal solution.
We also provide an algorithm for L-smooth, (γ, µ)-strongly quasar-convex functions; our algorithm uses
) total function and gradient evaluations to find an -optimal point, where κ L/µ. For constant γ, this matches accelerated gradient descent's bound for smooth strongly convex functions up to a logarithmic factor.
The key idea behind our algorithm is to take a close look at which essential invariants need to hold during the momentum step of AGD, and use this insight to carefully redesign the algorithm to accelerate on general smooth quasar-convex functions. By observing how the function behaves along the line segment between current iterates, we show that for any smooth quasar-convex function, there always exists a point along this segment with the properties needed for acceleration. Furthermore, we show that an efficient binary search can be used to find such a point, even without the assumption of convexity along this line segment.
To complement our upper bounds, we provide lower bounds of
for the number of gradient evaluations that any deterministic first-order method requires to find an -approximate minimizer of a quasar-convex function. This shows that up to logarithmic factors, our lower and upper bounds are tight. Our lower bounds extend the techniques of Carmon, Duchi, Hinder, and Sidford [11] to the class of smooth quasar-convex functions, remarkably allowing an almost exact characterization of the complexity of minimizing these functions.
Paper outline In Section 2, we provide a general framework for accelerating the minimization of smooth quasar-convex functions. In Section 3, we apply our framework to develop specific algorithms tailored to both quasar-convex and strongly quasar-convex functions. In Section 4, we provide lower bounds to show that the upper bounds for quasar-convex minimization of Section 3 are tight up to logarithmic factors.
Quasar-Convex Minimization Framework
In this section, we provide and analyze a general algorithmic template for accelerated minimization of smooth quasar-convex functions. In Section 3.1 we show how to leverage this framework to achieve accelerated rates for minimizing strongly quasar-convex functions, and in Section 3.2 we show how to achieve accelerated rates for minimizing non-strongly quasar-convex functions (i.e. when µ = 0). For simplicity, we assume the domain is R n .
can be observed that the µ-strong convexity requirement in [9] may be relaxed to the requirement of (1, µ)-strong quasar-convexity, with no changes to the algorithm necessary.
Our algorithm (Algorithm 1) is a simple generalization of accelerated gradient descent. Given a differentiable function f ∈ R n → R with smoothness parameter L > 0 and initial point x (0) = v (0) ∈ R n , the algorithm iteratively computes points x (k) , v (k) ∈ R n of improving "quality." However, it is challenging to argue that Algorithm 1 actually performs optimally without the assumption of convexity. The crux of circumventing convexity is to show that there exists a way to efficiently compute the momentum parameter α (k) to yield convergence at the desired rate. In this section, we provide general tools for analyzing this algorithm; in Section 3, we leverage this analysis with specific choices of the parameters α (k) , β, and η (k) to derive our fully-specified accelerated schemes for both quasar-convex and strongly quasar-convex functions.
k=0 are computed as defined by the particular algorithm instance, where
We first define notation that will be used throughout Sections 2 and 3:
In the remainder of this section, we analyze Algorithm 1. We assume that f is L-smooth and (γ, µ) strongly quasar-convex (possibly with µ = 0) with respect to a minimizer x * . First, we use Lemma 1 to bound how much the function error of x (k) and the distance from v (k) to x * decrease at each iteration. To prove this lemma we use the following elementary fact (see [40] for proof).
2 for all y.
Lemma 1 (One Step Framework Analysis) Suppose f is L-smooth and (γ, µ)-quasar-convex with respect to a minimizer x * . Then, in each iteration k ≥ 0 of Algorithm 1 applied to f , it is the case that
Using the definitions of z (k) and y (k) , we have
Further, since
Since (γ, µ)-strong quasar-convexity of f implies −
by Fact 1, combining with (3), (4), and (5) yields the result.
Lemma 1 provides our main bound on how the error (k) changes between successive iterations of Algorithm 1. The key step necessary to apply this lemma is to relate f (y (k) ) and ∇f (y
In the standard analysis of accelerated gradient descent, convexity is used to obtain such a connection. In our algorithms, we instead perform binary search to compute the momentum parameter α (k) for which the necessary relationship holds without assuming convexity. The following lemma shows that there always exists a setting of α (k) that satisfies the necessary relationship.
, the inequality trivially holds at α = 0. If neither of these conditions hold, g (1) > 0 and g(0) > g(1), so Fact 2 from Appendix A.1 implies that there is a value of α ∈ (0, 1) such that g (α) = 0 and g(α) ≤ g (1), and therefore this value of α satisfies (6). Figure 2 illustrates this third case graphically.
In our algorithms we will not seek α ∈ [0, 1] satisfying (6) exactly, but instead α ∈ [0, 1] such that
Figure 2: Illustration of Lemma 2. g(α) is defined as in the proof of the lemma; here, we depict the case where g(0) > g(1) and g (1) > 0. The points highlighted in green satisfy inequality (6); the circled point has g (α) = 0 and g(α) ≤ g (1) . Here c = 10.
for some b, c,˜ ≥ 0. As (7) is a weaker statement than (6), the existence of α satisfying (7) directly follows from Lemma 2. Moreover, we will show how to lower bound the size of the set of points satisfying (7), which we use to bound the time required to compute such a point.
We can thus bound the quantity Q (k) from Lemma 1 by selecting α (k) to satisfy (7) with appropriate settings of b, c,˜ , which we do in Lemma 3.
Alternatively, suppose β = 0. Then
and (8) trivially holds for any˜ , as
Now, in Algorithm 2 we show how to efficiently compute an α satisfying inequality (7).
The basic idea behind Algorithm 2 is as follows: as in the proof of Lemma 2, let g(α) f (αx+(1−α)v) be the restriction of the function f to the line from v to x. If either g(0) ≤ g (1), or g is decreasing at α = 1, then (6) is immediately satisfied. If this does not happen, then g(0) is greater than g(1) but g (1) > 0, which means that at some α ∈ (0, 1) with g(α) < g (1), the function g must switch from decreasing to increasing, and so g (α) = 0. Such a value of α also satisfies (6). Algorithm 2 uses binary search to exploit this type of relationship and thereby efficiently compute a value of α approximately satisfying (6) (i.e., satisfying (7)). In Lemma 4, we bound the maximum number of iterations that this algorithm can take until (7) holds and it thereby terminates. The proof of Lemma 4 is given in Appendix A.1.
Lemma 4 (Line Search Runtime) For L-smooth f : R n → R, points x, v ∈ R n and scalars b, c,˜ ≥ 0, Algorithm 2 computes α ∈ [0, 1] satisfying (7) with at most 5 + 2 log
function and gradient evaluations.
In summary, we achieve our accelerated quasar-convex minimization procedures by setting η (k) , β, and appropriately and computing an α (k) satisfying (7) via binary search (Algorithm 2). By carefully lower bounding the length of the interval of values of α (k) satisfying (7), we ultimately show that this binary search only costs a logarithmic factor in the algorithm's overall runtime.
Algorithms
In this section, we develop algorithms for accelerated minimization of strongly quasar-convex functions and quasar-convex functions, respectively, and analyze their running times in terms of the number of function and gradient evaluations required.
Strongly Quasar-Convex Minimization
First, we provide and analyze our algorithm for (γ, µ)-strongly quasar-convex function minimization, where µ > 0. The algorithm (Algorithm 3) is a carefully constructed instance of the general AGD framework (Algorithm 1).
As in the general AGD framework, the algorithm maintains two current points denoted x (k) and v (k) and at each step appropriately selects
as a convex combination of these two points. Intuitively, the algorithm iteratively seeks to decrease quadratic upper and lower bounds on the function value. L-smoothness of f implies for all
where
We leverage the analysis from Section 2 to analyze Algorithm 3. First, in Lemma 5 we show that the algorithm converges at the desired rate, by building off of Lemma 1 and using the specific parameter choices in Algorithm 3.
Lemma 5 (Strongly Quasar-Convex Convergence) If f is L-smooth and (γ, µ)-strongly quasarconvex with minimizer x * , γ ∈ (0, 1], and µ > 0, then in each iteration k ≥ 0 of Algorithm 3,
by Observation 2 and
,˜ = 0. Consequently, by combining Lemmas 1 and 3, for each iteration k ≥ 0 of Algorithm 3 we have
.
Multiplying by µ/2 and using the definition of β as 1 − γ √ κ yields (9) . Now, by (9) and induction,
Therefore, whenever k ≥ √ κ γ log
By Corollary 1,
Note that when f is (1, µ)-strongly quasar-convex with µ > 0, Lemma 5 implies that the number of iterations Algorithm 3 needs to find an -approximate minimizer of f is of the same order as the number of iterations required by standard AGD to find an -approximate minimizer of a µ-strongly convex function [40] . In each iteration of Algorithm 3, we compute α (k) and then simply perform O(1) vector operations to compute y (k) , x (k+1) , and v (k+1) . Consequently, to obtain a complete bound on the overall complexity of Algorithm 3, all that remains is to bound the cost of computing α (k) , which we do using Lemma 4. This leads to Theorem 1. 
Lemma 4 implies that each iteration uses
function and gradient evaluations. In this case, compute such an x (k) . Thus, Algorithm 3 produces an -optimal point using at most this many evaluations; however, of course, the algorithm need not return instantly and may still continue to run if the specified number of iterations K is larger. (Future iterates will also be -optimal.) Standard AGD on L-smooth µ-strongly-convex functions requires O κ 1/2 log
function and gradient and evaluations to find an -optimal point [40] . Thus, as the class of L-smooth
(1, µ)-strongly quasar-convex functions contains the class of L-smooth µ-strongly convex functions, our algorithm requires only a O(log(κ)) factor extra function and gradient evaluations in the smooth strongly convex case, while also being able to efficiently minimize a much broader class of functions than standard AGD.
Non-Strongly Quasar-Convex Minimization
Now, we provide and analyze our algorithm (Algorithm 4) for non-strongly quasar-convex function minimization, i.e. when µ = 0. Once again, this algorithm is an instance of Algorithm 1, the general AGD framework, with a different choice of parameters. We assume L > 0, since otherwise quasar-convexity implies the function is constant and thus trivial to minimize.
Return output of Algorithm 1 on f with initial point x (0) and parameter β = 1, where for all k, η
Lemma 6 (Non-Strongly Quasar-Convex AGD Convergence) If f is L-smooth and γ-quasarconvex with respect to a minimizer x * , with γ ∈ (0, 1], then in each iteration k ≥ 0 of Algorithm 4,
Combining the bound on the number of iterations from Lemma 6, and the bound from Lemma 4 on the number of function and gradient evaluations during the line search, leads to the bound in Theorem 2 on the total number of function and gradient evaluations required to find an -optimal point. The proofs of Lemma 6 and Theorem 2 are given in Appendix A.2.
Theorem 2 If f is L-smooth and γ-quasar-convex with respect to a minimizer x * , with γ ∈ (0, 1] and
Note that standard AGD on the class of L-smooth convex functions requires O L 1/2 R −1/2 function and gradient evaluations to find an -optimal point; so, again, our algorithm requires only a logarithmic factor more evaluations than does standard AGD.
Lower bounds
In this section, we construct lower bounds which demonstrate that the algorithms we presented in Section 3 obtain, up to logarithmic factors, the best possible worst-case iteration bounds for deterministic first-order methods. We use the ideas of Carmon et al. [13] , who mechanized the process of constructing such lower bounds. Their idea is to construct a zero-chain, which is defined as a function f for which if x j = 0, ∀j ≥ t then ∂f (x) ∂xt+1 = 0. On these zero-chains, one can provide lower bounds for a particular class of methods known as first-order zero-respecting algorithms. First-order zero-respecting algorithms [13] are algorithms that only query the gradient at points x (t) with x (t) i = 0 if there exists some j < t with ∇ i f (x (j) ) = 0. Examples of zero-respecting first-order methods include gradient descent, accelerated gradient descent, and nonlinear conjugate gradient [18] . It is relatively easy to form lower bounds for zero-respecting algorithms applied to zero-chains, because one can prove that if the initial point is x (0) = 0, then x (T ) has at most T nonzeros [13, Observation 1]. The particular first-order zero-chain we use to derive our lower bounds is
This functionf T,σ is very similar to the functionf T,µ,r of Carmon, Duchi, Hinder, and Sidford [11] . However, the lower bound proof is different because the primary challenge is to showf T,σ is quasar-convex, rather than showing that ∇f T,σ (x) ≥ for all x with x T = 0. Our main lemma shows that this function is in fact
Lemma 7 Let σ ∈ (0, 10
-quasar-convex and 1-smooth, with unique minimizer x * = 1. Furthermore, if x t = 0 for all t = T /2 , . . . , T , then
The proof of Lemma 7 appears in Appendix C.1. The argument rests on showing that the quasar-convexity inequality
holds for all x ∈ R T . The nontrivial situation is when there exists some j 1 < j 2 such that x j1 ≥ 0.9, x j2 ≤ 0.1, and 0.1 ≤ x i ≤ 0.9 for i ∈ {j 1 + 1, . . . , j 2 − 1}. In this situation, we use ideas closely related to the transition region arguments made in Lemma 3 of Carmon, Duchi, Hinder, and Sidford [11] . The intuition is as follows. If the gaps x i+1 − x i are large, then the convex function q(x) dominates the function value and gradient off T,σ (x), allowing us to establish quasar-convexity. Conversely, if the x i+1 − x i 's are small, then a large portion of the x i 's must lie in the quasar-convex region of Υ, and the corresponding Υ (x i )(x i − 1) terms make ∇f T,σ (x) (x − 1) sufficiently positive. 
This function is L-smooth and γ-quasar-convex, and its minimizer x * is unique and has x * = R.
The proof of Lemma 8 appears in Appendix C.1. Combining Lemma 8 with Observation 1 from Carmon et al. [13] yields a lower bound for first-order zero-respecting algorithms. Furthermore, we can use the argument from [13] to extend our lower bounds for first-order zero-respecting methods to the class of all deterministic first-order methods. This leads to Theorem 3, whose proof appears in Appendix C.2.
, and assume L 1/2 R −1/2 ≥ 1. Let F denote the set of L-smooth functions that are γ-quasar-convex with respect to some point with Euclidean norm less than or equal to R. Then, given any deterministic first-order method, there exists a function f ∈ F such that the method requires at least Ω(γ −1 L 1/2 R −1/2 ) gradient evaluations to find an -optimal point of f . Theorem 3 demonstrates that the worst-case bound for our algorithm for quasar-convex minimization is tight within logarithmic factors. We note that by reduction (see Remark 4), one can prove a lower bound of Ω(γ −1 κ 1/2 ) for strongly quasar-convex functions, demonstrating that our algorithm for strongly quasar-convex minimization is also optimal within logarithmic factors.
Although the construction of the lower bounds in [11] is quite similar to our construction, there are some important differences between our lower bounds and those in [11] . First, the assumptions differ significantly; we assume quasar-convexity and Lipschitz continuity of the first derivative, while Carmon et al. [11] assume Lipschitz continuity of the first three derivatives. Next, we have only logarithmic gaps between our lower and upper bounds, whereas there is a gap ofÕ( −1/15 ) between the lower bound of Ω( −8/5 ) given by [11] and the best known upper bound of O( −5/3 log( −1 )) given by [12] for the minimization of functions satisfying the assumptions in [11] . Another key difference is that the bounds in [11] and [12] apply to finding -stationary points, rather than -optimal points. Finally, we require x t = 0 for all t > T /2 to guaranteef (x) − inf zf (z) > , whereas Carmon et al. [11, 13] only need x T = 0 to guarantee ∇f (x) > .
Conclusion
In this work, we introduce a generalization of star-convexity called quasar-convexity and provide insight into the structure of quasar-convex functions. We show how to obtain a near-optimal accelerated rate for the minimization of any smooth function in this broad class, using a simple but novel binary search technique. In addition, we provide nearly matching theoretical lower bounds for the performance of any first-order method on this function class. Interesting topics for future research are to further understand the prevalence of quasar-convexity in problems of practical interest, and to develop new accelerated methods for other structured classes of nonconvex problems.
A Algorithm analysis
Here, we provide missing proofs for Sections 2-3.
A.1 Line search analysis
We first present a simple fact that is useful in our proofs of Lemmas 2 and 4. Proof If g (b) ≤ 0, the claim is trivially true. If not, then g (b) > 0, so the minimum value of g on [a, b] is strictly less than g(b) (and therefore strictly less than g(a) as well). By continuity of g and the extreme value theorem, g must therefore attain its minimum on [a, b] at some point in c ∈ (a, b). By differentiability of g and the fact that c minimizes g, we then have g (c) = 0.
Using Lemma 2 and another simple fact, we can prove Lemma 4.
By definition of g and the Cauchy-Schwarz inequality,
Proof
DefineL L x − v 2 ; by Fact 3, g isL-smooth. Thus, if g (1) >˜ + p, then g (t) > + p −L|1 − t| for all t ∈ R, so, recalling that τ = 1 −˜ +p L , we have g (τ ) > 0 and
2L
Recall that the loop termination condition in Algorithm 2 is α(g (α) − αp) ≤ c(g(1) − g(α)) +˜ . First, we claim that the invariants g(lo) > g(τ ), g(hi) ≤ g(τ ), and g (hi) >˜ hold at the start of every loop iteration. This is true at the beginning of the loop, since otherwise the algorithm would return before entering it. In the loop body, hi is only ever set to a new value α if g(α) ≤ g(τ ). If the loop does not subsequently terminate, this also implies g (α) >˜ since then
Similarly, lo is only ever set to a new value α if g(α) > g(τ ). Thus, these invariants indeed hold at the start of each loop iteration. Now, suppose α = (lo + hi)/2 does not satisfy the termination condition. If g(α) ≤ g(τ ), this implies g (α) >˜ . As g(lo) > g(τ ) ≥ g(α), by Fact 2, there must be anα ∈ (lo, α) with g (α) = 0 and g(α) ≤ g(τ ) [and thus satisfying the termination condition]. The algorithm sets hi to α, which will keepα in the new search interval [lo, α].
Similarly, if g(α) > g(τ ), then since g(τ ) ≥ g(hi) and g (hi) > 0, there must be anα ∈ (α, hi) with g (α) = 0 and g(α) ≤ g(τ ) [and thus satisfying the termination condition], by applying Fact 2. The algorithm sets lo to α, which will keepα in the search interval. Thus, there is always at least one pointα ∈ [lo, hi] satisfying the termination condition. 
The reason is that if a point α satisfies the termination condition we terminate immediately. If not, then α is not in an interval of points satisfying the termination condition, so either z 2 < α or z 1 > α. Thus, all intervals of points satisfying the termination condition either disjointly lie in the set of points that remain in our search interval, or the set of points we throw away (i.e. an interval of satisfying points never gets split).
Suppose that α ∈ [0, 1], g (α) = 0, and g(α) ≤ g(τ ). Note that if p ≥L and g (α) = 0, then bŷ L-smoothness of g, we have g (1) ≤ p ≤˜ + p. So, it must be the case that p <L if Algorithm 2 enters the binary search phase. ByL-Lipschitz continuity of g , we have that for all t,
So, every point α ∈ [0, τ ] with g (α) = 0 and g(α) ≤ g(τ ) is contained within an interval of length 
Note that
Also recall that by assumption, p ≤L, and so the interval length is at least
Since we know at least one such interval of points satisfying the termination condition is always contained within our current search interval, this implies that if we run the algorithm until the current search interval has length at most max
, we will terminate with a point satisfying the necessary condition. As we halve our search interval (which is initially
at every iteration, we must therefore terminate in at most log
Before each loop iteration (including the last which does not get executed when the termination condition is satisfied), we compute g(α) and g (α), so there are two function and gradient evaluations per iteration; there are also (at most) three before the loop, to evaluate g(0), g(1), g (1) . Thus, the total number of function and gradient evaluations made is at most 5+2 log
Note that we define min{x, +∞} = x for any x ∈ R ∪ {±∞}. Note also that if b = 0 and L = 0, or if˜ = 0 and either L = 0 or x = v, the above expression is technically indeterminate; however, observe that g is constant in all of these cases, so at most one gradient evaluation is performed and the point α = 1 is returned.
A.2 Quasar-convex algorithm analysis
Lemma 9 Suppose ω (−1) = 1 and
for k ≥ 0. In the following sub-lemmas, we prove various simple properties of this sequence:
for all k ≥ 0.
Proof The case k = 0 is clearly true as
for all x and the fact that ω (i) ∈ (0, 1),
y . Thus, setting y = i + 5 yields that ω (i) ≤ 4 i+6 by the inductive hypothesis.
) is increasing for all x. Therefore,
Now, it just remains to show that
To prove this, note that
Thus,
Proof The fact that ω (k) > 0 follows from Lemma 9.2. To show the rest, we simply observe that
for all k ≥ 0, the result follows.
and so
Lemma 6 (Non-Strongly Quasar-Convex AGD Convergence) If f is L-smooth and γ-quasar-convex with respect to a minimizer x * , with γ ∈ (0, 1], then in each iteration k ≥ 0 of Algorithm 4,
Proof In the non-strongly quasar-convex case, µ = 0 and β = 1.
satisfies (7) with
Define
From (12) and the fact that
So, as r (k) ≥ 0,
Now,˜ = γ 2 by definition and s (k) −1 ≤ 8 (k + 2) 2 by Lemma 9.1, which proves the bound on (k) .
For the iteration bound, we simply require K large enough such that
Observe that as f (
So, it suffices to have
iterations are needed to get an -optimal point. Lemma 4 implies that each line search uses O log
function and gradient evaluations. In this case, b = 0, c = Lη
. By Lemma 9.2 and 9.3, 1 < 1 ω (k) ≤ k + 2 for all k ≥ 0. Thus, the number of function and gradient evaluations required for the line search at iteration k of Algorithm 4 is O log
Recall that equation (13) in the proof of Lemma 6 says that
L (as previously shown in the proof of Lemma 6). Now, by Lemma 9.2 we have that
, and by L-smoothness of f and
as r (0) = R 2 and k + 3 ≤ 4k for all k ≥ 1. In fact, the above holds for k = 0 as well, because r (k) is simply r (0) in this case.
By the triangle inequality,
Now, by definition of
, and y (k−1) ,
Therefore,
where the first inequality is the triangle inequality, the third inequality uses that
and that γ, ω (k−1) ∈ (0, 1], the fourth inequality uses (14) , and the final inequality uses that
As this holds for all k ≥ 1, we have by induction that for all k ≥ 0,
; this inequality holds for k = 0 as well, as
Recall that the line search at iteration k requires O log
As the number of iterations k is
, the total number of function and gradient evaluations required is thus O γ
As in the strongly convex case, the algorithm may continue to run if the specified number of iterations K is larger; however, this theorem combined with Lemma 6 shows that x (k) will be -optimal if
, and this x (k) will be produced using O γ Proof See Theorem 1 in [23] .
B The structure of quasar-convex functions
In this section, we prove various properties of quasar-convex functions. First, we state a slightly more general definition of quasar-convexity on a convex domain.
Definition 3 Let X ⊆ R n be convex. Furthermore, suppose that either X is open or n = 1. Let γ ∈ (0, 1] and let x * ∈ X be a minimizer of the differentiable function f : X → R. The function f is γ-quasar-convex on X with respect to x * if for all x ∈ X ,
Suppose also µ ≥ 0. The function f is (γ, µ)-strongly quasar-convex on X if for all x ∈ X ,
If X is of the form [a, b] ⊆ R, then ∇f (a) and ∇f (b) here denote lim
respectively. Differentiability simply means that ∇f (x) exists for all x ∈ X .
Definition 3 is exactly the same as Definition 1 if the domain X = R n . We remark that it is possible to generalize Definition 3 even further to the case where X is a star-convex set with star center x * .
B.1 Proof of Observation 1
Observation 1 
Proof First, we prove that if f is continuously differentiable and unimodal with nonzero derivative except at minimizers, then f is γ-quasar-convex for some γ > 0.
Let x
* be a minimizer of f on [a, b], and let x ∈ [a, b] be arbitrary. Define g x (t) = f ((1 − t)x * + tx). g x is differentiable and increasing on [0, 1], so g x (t) ≥ 0 for t ∈ [0, 1], and
is constant on [0, 1] by unimodality and so g x (t) = 0 for all t ∈ [0, 1].
, where we define the inner supremum to be 1 if f (x) = f (x * ). By continuity of each g x over [0, 1] and the fact that
is a continuous function of x. Thus as the outer supremum is over the compact interval [a, b], C x * indeed exists; note that C x * ∈ [1, ∞).
). This also holds for all x such that f (x) = f (x * ), as either x = x * or f (x) = 0 in these cases. Thus, f is 
If x is not a minimizer of f , then the last inequality is strict; otherwise, either x ∈ {a, b} or f (x) = 0. In other words, assuming x is not a minimizer, when x < x * [i.e. to the left of x * ], f < 0 and so f is strictly decreasing, while when x > x * [i.e. to the right of x * ], f > 0 and so f is strictly increasing. This implies that f is unimodal.
Finally, suppose h : R n → R is γ-quasar-convex with respect to a minimizer x * , suppose d ∈ R n has d = 1, and define f (θ) h(x * + θd). Note that f (θ) = d ∇h(x * + θd) and that θ = 0 minimizes f . By γ-quasar-convexity of h with respect to x * , we have for all θ ∈ R that
meaning that f is γ-quasar-convex.
B.2 Characterizations of quasar-convexity
Lemma 10 Let f : X → R be differentiable with a minimizer x * ∈ X , where the domain X ⊆ R n is open and convex. 6 Then, the following two statements:
are equivalent for all µ ≥ 0, γ ∈ (0, 1].
Proof First, we prove that (16) implies (15) .
Suppose (16) holds and µ = 0. Let x ∈ X be arbitrary and for all t ∈ [0, 1] let x t (1 − t)x * + tx and let g(t) f (x t ) − f (x * ). Since g (t) = ∇f (x t ) (x − x * ) and x * − x t = −t(x * − x), substituting these equalities into (16) 
Rearranging, we see that the inequality in (15) [for fixed x] is equivalent to the condition that g(t) ≤ (t) for all t ∈ [0, 1], where (t) (1 − γ(1 − t))g (1) . We proceed by contradiction: suppose that for some α ∈ [0, 1] it is the case that g(α) > (α). Note that α > 0 necessarily. Let β be the minimum element of the set {t ∈ [α, 1] : g(t) = (t)}. Since g(1) = (1), such a β exists with α < β. Consequently, for all t ∈ (α, β) we have g(t) ≥ (t) and so
and
6 We remark that this lemma still holds if X is open and star-convex with star center x * , or if X is any subinterval of R.
Remark 2 A modified version of Lemma 10 holds if x * is replaced with any pointx ∈ X , where either γ = 1 or (15) and (16) hold for all x ∈ X with f (x) ≥ f (x). If f satisfies either of these equivalent properties, we then say that f is "(γ, µ)-strongly quasar-convex with respect tox." Remark 3 Using Remark 2, we can show that even ifx is not a minimizer of the function f , Algorithms 3 and 4 can still be applied to efficiently finding a point that has an objective value of at most f (x) + ; the respective runtime bounds are the same, and the proofs remain essentially unchanged.
Note that when γ = 1, µ = 0, and (15) is required to hold for all minimizers of f , it becomes the standard definition of star-convexity [42] .
Proof Plug in t = 1 to (15) to get
Simplifying yields
Thus, if f is (γ, µ)-strongly quasar-convex and L-smooth, we have
for all x, which means that we must have L ≥ γµ 2−γ .
Observation 3 If f is γ-quasar convex, the set of its minimizers is star-convex.
Proof Recall that a set S is termed star-convex (with star center x 0 ) if there exists an x 0 ∈ S such that for all x ∈ S and t ∈ [0, 1], it is the case that tx 0 + (1 − t)x ∈ S [36].
Suppose f : X → R is γ-quasar-convex with respect to a minimizer x * ∈ X , where X is convex. Suppose y ∈ X also minimizes f . Then for any t ∈ [0, 1], equation (15) implies that f (tx
. So, tx * + (1 − t)y is in X and also minimizes f . Thus, the set of minimizers of f is star-convex, with star center x * .
C.1 Proof of Lemma 8
Before we prove Lemma 8, we prove two useful results related to the properties of q and Υ. For convenience, these functions are restated below:
Observation 7 q is convex and 1 2 -smooth with minimizer x * = 1. Also, for any 1 ≤ j 1 < j 2 ≤ T ,
Proof Convexity and 1 2 -smoothness of q follow from definitions. It is easy to see that q is always nonnegative and q(1) = 0, so 1 minimizes q. In fact 1 is the unique minimizer, since q is strictly positive for all nonconstant vectors and all vectors with x 1 = 1.
Notice that as q is a convex quadratic, q(x) = 
By Lemma 11.2 and 11.6 we deduce i∈B∪C Υ(x i ) ≤ |B ∪ C|Υ(−0.1) ≤ 11T , so it follows that f T,σ (x) ≤ q(x) + 11T σ + σ i∈A Υ(x i ), and therefore using T ≥ σ −1/2 and nonnegativity of Υ and q, we havef 
We now consider three possible cases for the values of x.
1. Consider the case that x 1 ∈ [0.9, 1.1]. We have where the the first inequality holds by (19) , the second inequality uses Observation 7, the third inequality uses Lemma 11.4 and 11.7, the fourth inequality uses that m = √ 1.6σ −0.5 ≥ 2 minimizes the previous expression, and the final inequality uses (20) [and the fact that 0.16/ √ 1.6 > 0.11].
Finally, suppose x t = 0 for all t = T /2 , . . . , T . Then we havef T,σ (x) −f T,σ (1) =f T,σ (x) ≥ σ T /2 Υ(0) ≥ 2T σ, where the first inequality uses that Υ ≥ 0 and q ≥ 0, and the last inequality uses that T ≥ 1 and Υ(0) ≥ 5.
With Lemma 7 in hand, we are able to establish Lemma 8 which is a scaled version of Lemma 7. 
This function is L-smooth and γ-quasar-convex, and its minimizer x * is unique and has x * = R. Furthermore, if x t = 0 ∀t ∈ Z ∩ [T /2, T ], thenf (x) − inf zf (z) > .
Proof We have σ −1/2 = 10 2 T γ ≤ T and σ = Let us verify the properties off . The optimal solution tof T,σ is 1, but after this rescaling it becomes x * = R √ T 1, for which x * = R. For all x, y ∈ R T , by 1-smoothness off T,σ we have
Thereforef is L-smooth. By the definition of σ we have
√ σ = γ, sof T,σ is γ-quasar-convex.
As quasar-convexity is invariant to scaling (Observation 6), we deduce thatf is γ-quasar-convex as well. Finally, given x (k) t = 0 for t = T /2 , . . . , T , we havê
where the first transition uses Lemma 7, the third transition uses that σ = 
C.2 Proof of Theorem 3
Before proving Theorem 3 we recap definitions that were originally provided in Carmon, Duchi, Hinder, and Sidford [13] .
Definition 4 A function f is a first-order zero-chain if for every x ∈ R n , x i = 0 ∀i ≥ t ⇒ ∇ i f (x) = 0 ∀i > t.
Definition 5 An algorithm is a first-order zero-respecting algorithm if its iterates x (0) , x (1) , ... ∈ R n satisfy ∇ i f (x (k) ) = 0 ∀k ≤ t ⇒ x (t+1) i = 0
for all i ∈ {1, . . . , n}.
