For groups of rational rank equal to one we show how the geometric side also can be computed further.
A simple trace formula
We derive a simple version of Arthur's trace formula by inserting functions with certain restrictive properties (1.5) which guarantee the vanishing of the parabolic terms in the trace formula.
1.1 Let G be a semi simple simply connected linear algebraic group over Q and write G for the group of real points. Let A denote the adele-ring over Q. On the locally compact group G(A) we will fix a Haar measure. Let A f in denote the subring of finite adeles then A ∼ = A f in × R, hence G(A) ∼ = G(A f in ) × G(R). We will distribute the Haar measure onto the factors.
According to Harish-Chandra [12] , every Haar-measure on G comes from a scalar multiple B of the Killing form and this form fixes Haar-measures on the closed subgroups on G. We will keep this form B at our disposal and will only fix it in later sections.
1.2
We will consider G as a subgroup of some GL m . Let Γ be a congruence subgroup, i.e. Γ is a rational lattice which contains a principal congruence subgroup Γ(N ) = {g ∈ (G(Q) ∩ GL m (Z))|g ≡ 1 mod(N )} for some natural number N .
Invariantly stated the congruence property is pronounced as follows: Γ ⊂ G(Q) is a congruence subgroup if there is a compact open subgroup K Γ ⊂ G(A f in ), where A f in is the ring of finite adeles over Q, such that Γ = G(Q) ∩ K Γ . By strong approximation [18] there is a canonical bijection Ψ : Γ\G = Γ\G(R)− → G(Q)\G(A)/K Γ given by Γg → G(Q)gK Γ . We will further assume Γ to be weakly neat, i.e. Γ is torsion free and for any γ ∈ Γ the adjoint morphism Ad(γ) on the g has no root of unity other then 1 as an eigenvalue. Note that any arithmetic Γ has a weakly neat subgroup of finite index [4] .
1.3 Let P = G denote a parabolic subgroup defined over Q and let P 1 ⊂ P be a minimal parabolic defined over R. Let P = LN and P 1 = L 1 N 1 denote Levi decompositions and write A resp. A 1 for the split components where we assume A ⊂ A 1 . Note that we have 1 is the subgroup of all m ∈ L(R) such that χ(m) has absolute value 1 for all rational characters χ of L.
1.4 Fix a maximal compact subgroup K ⊂ G = G(R) such that the Lie algebra of K is orthogonal to the Lie algebra of
, this is achieved by assuming K p to be a good maximal compact subgroup for all p. We assume K Γ ⊂ K max .
Consider the function
of the compact open subgroup divided by the volume. On the function f ∞ : G → C we put the following restriction: At first we insist that f ∞ has compact support and is j-times continuously differentiable for some j ∈ N which is assumed to be large enough [1] . We further insist that for any Q-parabolic P = M AN = G we have
for any x ∈ G and q ∈ M N . This implies that f (man) = 0 for man ∈ M AN if a = 1. One might call these elements P -singular. Elements which are not P -singular will be called P -regular. So we insist that f ∞ vanishes on all P -singular elements for all nontrivial Q-parabolic subgroups. We say for short that f vanishes on Q-parabolically singular elements.
1.8 Fix a Q-parabolic P. As in [1] , p.923 define
To define the geometric side, Arthur fixes some functionsτ p (H(δx) − T ).
Here the only thing we need to know is that this factor equals 1 for the trivial parabolic P = G. Then Arthur defines
and
We will show Lemma 1.9 Suppose P = G and f satisfies 1.5, then K P,o (x, x) = 0 for any x ∈ G(A).
Proof: Let γ ∈ L(Q) ⊂ L(A) 1 and n ∈ N (A). Then γn ∈ P(A) 1 . Now let q ∈ P(A) 1 be arbitrary and x ∈ G(A). we will show that f (x −1 qx) = 0. Assume therefore q = q f in q ∞ with x −1 q f in x ∈ supp(f f in ) = K Γ , then it follows that q f in ∈ xK Γ x −1 ∩ P(A), a compact subgroup of P(A). Any continuous quasicharacter with values in ]0, ∞[ will therefore be trivial on q f in , hence q f in ∈ P(A) 1 . Since q already was in P(A) 1 it follows q ∞ ∈ P(A) 1 
Q.E.D.
1.10
For g ∈ C c (G) and y ∈ G define the orbital integral as
Where G y denotes the centralizer of y in G. (Recall our conventions on Haar-measures.) It is known that the integral always converges.
1.11
Let R denote the representation of G(A) on L 2 (G(Q)\G(A)) and let R(f ) denote the operator defined by f . From the lemma it follows that along the diagonal the kernel K coincides with the modified kernel as in [1] . So it follows that the integral over G(Q)\G(A) of the diagonal K(x, x) exists.
Theorem 1.12
Let the function f on G(A) satisfy 1.5 then the geometric side of the trace formula J geom (f ) equals:
where the sum on the right hand side runs over the set of all conjugacy classes [γ] in the group Γ.
Proof: Consider the bijection Ψ : Γ\G → G(Q)\G(A)/K Γ and let Ψ * denote the unitary map
At first note that by construction
Arthur showed absolute convergence in [1] . The rest is the usual calculation expressing the integral of the diagonal as a sum of orbital integrals. Q.E.D.
1.13
Now we consider the spectral side. We will now assume that the rank of G over Q equals 1. Then there is, up to conjugation, only one nontrivial Q-parabolic P in G. By Arthur's kernel identity we get that
equals the sum of
where m π is the multiplicity of π in L 2 (G(Q)\G(A)) disc , the discrete part, further the sum χ runs over all cuspidal representations of L(A) and B P,χ is a orthonormal basis of the χ-isotype and ∧ T E is the truncated Eisenstein series as in [2] . Using the fact that the above is independent of the cutoff parameter T , by the Maaß-Selberg relations ( [19] , [2] ) and the usual Fourier analysis [11] the latter summand is seen to be
where M (λ) is the intertwining operator of [2] and I λ is the induced representation on the space of which M (λ) acts. For the convenience of the reader we will recall the definition of I λ and M (λ) next.
We have the decomposition G(A)
In this decomposition any y ∈ G(A) writes as y = nm exp(Y )k f k where Y ∈ a is uniquely determined. We define a map H P : G(A) → a mapping y to Y . Let H 0 P be the space of functions
is the center of the universal enveloping algebra of l = Lie(L(R)),
• ϕ is right K max K-finite,
The last point defines an obvious scalar product on H 0 P . Let H P be the Hilbert space completion of H 0 P . For λ ∈ a, ϕ ∈ H P and x, y ∈ G(A) put
We will write I λ for the resulting G(A)-representation. Note that this is just the induced representation from
1.15 Let w ∈ K max K ∩ G(Q) be a representative for the nontrivial element of the Weyl group W (g, a). For λ ∈ a with Re(λ) >> 0 we define an operator
Langlands has shown that this operator extends meromorphically in λ and satisfies
These equations especially imply that M (λ) is unitary if λ is purely imaginary. Let Pr : H P → H K Γ P be the projection to the space of K Γ -fixed vectors. In our considerations only the operator M (λ) Γ := Pr M (λ) Pr will occur.
Since
where the sum runs over the unitary dual of L(A) 1 and the multiplicities N (χ) are finite. Therefore
Write π χ,λ for Ind
Since any irreducible admissible representation of L(A) can be written as a tensor product of local representations we get
For example, χ λ,∞ is a representation of L(R) = M A. For later use we introduce the notation χ ∞ := χ λ,∞ | M , which does not depend on λ. Accordingly we get
Note that with this notation we have π χ λ ,∞ = π χ∞,λ . For the space of K Γ -fixed vectors we get
The representation π χ λ ,∞ equals the direct Hilbert sum of its K-isotypes
and each isotype is finite dimensional. The Weyl-group W = W (A, G) acts on the unitary dualM of the group M = L(R) 1 . Write O for an orbit in M , then H
with π O (τ ) = χ λ,∞ ∈O π χ λ,∞ (τ ) (here any λ will give the same space, but the representation on it varies.) The spaces π O (τ ) are finite dimensional and stable under M (λ) for any λ.
1.17
For any measure space (Ω, µ) and any Hilbert space V we write L 2 (Ω, V ) for the space of all V -valued square integrable functions on Ω.
We now come to the discussion of π χ,λ (f ) = P r Γ ⊗π χ∞,λ (f ∞ ); recall 1.16 for notations. Using the compact model of induction we see that π χ∞,λ (f ∞ ) can be written as an integral operator on the space
for a compactly supported functionf on K × K × A. Thus we may view the kernel k f,λ pointwise as a Paley-Wiener function in λ.
Lemma 1.18 For any irreducible admissible representation χ λ of L(A) it holds
To this corresponds the decomposition
where
Since the operator π χ λ ,∞ (f ) is given by the smooth kernel k f (k, k ′ ) it follows that the operator π χ λ ,∞ (f )P r τ is given by the kernel
The latter is smooth, so it follows
It follows
by the Fourier-inversion theorem. Since f ∞ vanishes on P -singular elements it follows thatf τ (k, k, 1) = 0 for any k ∈ K, τ ∈K M .
Up to this point we have shown:
Theorem 1.19 Let the function f on G(A) satisfy 1.5, then the sum
[γ] vol(Γ γ \G γ )O γ (f ∞ ) equals π∈Ĝ N Γ (π)tr π(f ∞ ) − 1 4 tr(M (0)I 0 (f )) + 1 4πi ia * 0 tr((M (λ) −1 M ′ (λ))I λ (f ))dλ.
The continuous contribution
In this section we will give the continuous contribution
a different shape. This section is more general then the rest of the paper since we can take for f ∞ an arbitrary element of C j c (G).
2.1
For r > 0 and a ∈ C let B r (a) be the closed disk around a of radius r. Let g be a meromorphic function on C with poles a 1 , a 2 , . . .. We say that g is essentially of moderate growth if there is a natural number N , a constant C > 0 and a sequence of positive real numbers r n , tending to zero such that the disks B rn (a n ) are pairwise disjoint and that on the domain D = C − n B rn (a n ) it holds |g(z)| ≤ C|z| N . In that case the constant N is called the growth exponent.
Lemma 2.2 Let f be a meromorphic function of finite order and let g = f ′ /f be its logarithmic derivative. Then g is essentially of moderate growth with growth exponent equals the order of f plus two.
Proof: This is a direct consequence of Hadamard's factorization theorem applied to f .
2.3
Recall the definition of M (λ). The integral over N (A) may be written as a product of an integral over N (A f in ) and an integral over N (R). Thus
with a scalar-vlued meromorphic function r f in (λ). Property (R 6 ) in Theorem 2.1 of loc. cit. implies that R f in (λ) is of finite order, the order being independent on O and τ , hence the same holds for det(R f in (λ)). Further p. 39 of loc. cit. shows that r f in is of finite order independent on O and τ .
Lemma 2.4 The function
is of essentially moderate growth with growth exponent independent of O and τ .
, so by Lemma 2.2 it suffices to show that the order of ψ is independent on O and τ . This is clear by the above.
Lemma 2.5 The matrix valued function
is essentially of moderate growth with growth exponent independent on O and τ .
Proof: For the length of this proof write
. In [20] ,p. 514, it is shown that M (λ) is a matrix valued meromorphic function of order dim G/K + 2. Above we showed that M f in is of finite order independent of O and τ . Together the same follows for M ∞ (λ). According to Theorem 2.1 in [3] we have
. By formula (3.5) of [3] it follows that the normalizing factor r ∞ satisfies the same growth conditions as M ∞ (λ). Now Lemma 2.2 applies to the first summand. The second summand is rational by p. 29 in [3] and the proof on page 37 of [3] implies that the degree of R ∞ (λ) and R ∞ (λ) −1 and hence of R(λ) −1 R ′ (λ) does only depend on G.
2.6
We want to give the integral over ia * 0 in Theorem 1.19 a different shape. To this end recall that the kernel k f,λ is a Paley-Wiener function in the argument λ.
We will formulate a general remark on Paley-Wiener functions. For a natural number n let C n c (R) denote the space of n-times continuously differentiable compactly supported functions on R. By a Paley-Wiener function of order n we mean a function h which is the Fourier transform of some g ∈ C n c (R). Since it better fits into our applications we will change coordinates from z to iz. So a Paley-Wiener function h will be of the form
for some g ∈ C n c (R).
Proposition 2.7 Let h be a Paley-Wiener function of order n and fix a ∈ C. There is a unique decomposition
such that the functions h ±n a are holomorphic in C − {a}, both have at most a pole of order < n at a. Further for some C > 0 the following estimates hold:
Proof: Let us show uniqueness first. Suppose we are given two decom-
|z−a| n for all z = a. Therefore the entire function (z − a) nh (z) is bounded, hence constant. But this function vanishes at a by the pole order condition, whence the claim.
For the existence assume
for some g ∈ C n c (R). Now define
a , the rest is clear. Q.E.D.
2.8
Note that if g vanishes at t = 0 to order j + 1 and n ≤ j, then
and this further equals
In this case we say that h is orthogonal to polynomials of degree ≤ j.
If a = 0, we will generally drop the index, so h ±,n 0 = h ±,n . Finally note that, by the formula given above one sees that if g depends differentiably or holomorphically on some parameter then the same holds for h ± .
2.9
Fix some n ≤ j, but still large and denote by k ±,n f,λ,a the kernels we get by applying this construction to k f,λ as a function in λ. Write T ±,n f,λ,a for the corresponding operator at infinity and I ±,n λ,a (f ) for the global operator P r Γ ⊗ T ±,n f,λ,a . Suppose a ∈ a * has negative real part and does not coincide with a pole of M (λ) −1 M ′ (λ). We get that
We move the integration paths to the left and the right resp. to get the residues plus a term which tends to zero according to the Lemmas 2.4 and 2.5. The above becomes
2.10
We say that a function f ∈ C j c (G) is orthogonal to polynomials of degree ≤ j if the operator valued function λ → π ξ,λ (f ) satisfies this condition for any ξ ∈M . In that case 2.8 immediately gives that the above equals 1 2 Re λ<0 
2.11
Recall the definition of M (λ) as an integral over N (A). This integral can be written as a product of an integral over N (A f in ) and an integral over N (R) giving a decomposition M (λ) = M f in (λ) ⊗ M ∞ (λ). The second factor, restricted to the contribution of a single χ ∈L(A) 1 , coincides with the Knapp-Stein intertwining operator at the infinite place and can separately be continued to a meromorphic function on the plane [22] . Therefore the first also extends meromorphically and we get M (λ) Q.E.D.
2.13
Letf ∞ be the trace of the Fourier-transform of f ∞ , i.e. for an admissible representation π of G of finite length letf ∞ (π) := trπ(f ∞ ). The function λ →f ∞ (π χ λ ,∞ ) is a Paley-Wiener function and so it decomposes as above where we writef ∞ (π χ λ ,∞ ) =f +,n ∞ (χ, λ) +f −,n ∞ (χ, λ). Since the trace equals the integral over the kernel it follows trπ +,n χ λ ,∞ (f ∞ ) =f +,n ∞ (χ, λ). We can summarize the results of this section in Proposition 2.14 Let f ∞ in C j c (G) be even and orthogonal to polynomials of degree ≤ j, then 
