In this article we examine whether survey interviewers are biased in their views of certain classes of respondents, thereby introducing unobserved bias into survey results. There has been a great deal of previous research on how racial and gender dynamics affect the responses given by respondents during face-to-face surveys, but not on the question of how interviewer perceptions may shape responses. If interviewers are positively or negatively disposed toward certain classes of respondents, this may impede their ability to conduct interviews in a consistent, nonjudgmental, and unbiased manner.
Previous research has noted that face-to-face interviews are particularly susceptible to bias because of the dynamics of personal contact between interviewer and respondent. Especially well investigated are biases caused by racial and gender dynamics. For gender, researchers have found that respondents will often answer the same questions differently, depending on the gender of the interviewer (Huddy & Bracciodieta, 1992; Kane & McCauley, 1993) .
There are similar problems with race (Abramson, 1990; Anderson, Silver, & Abramson, 1988; Campbell, 1981; Cotter, Cohen, & Coulter, 1982; Davis, 1997; Hatchett & Schuman, 1976; Schuman & Converse, 1971; Weeks & Moore, 1981) . Not only do response rates decline when the interviewers and respondents are of different races (Brehm, 1993) , but answers to particular questions are systematically biased depending on the race of the interviewer and respondent. For example, Whites interviewed by Blacks in 1989 were more likely to say that they supported the gubernatorial candidacy of Douglas Wilder, a Black Democrat, than when they were interviewed by Whites (Finkel, Guterbock, & Borg, 1991) . Asher (1995) generally found that "When black respondents are queried about the American political system, they are more likely to give supportive positive answers to white interviewers than to black interviewers. Likewise, white respondents are less likely to reveal attitudes of racial hostility when interviewed by blacks than when interviewed by whites" (p. 79). Nor is this a new problem. Brehm (1993) pointed out that Hyman, Cobb, Feldman, Hart, and Stember (1942) found differences as large as 20%, depending on the race of the interviewer, even for innocuous questions.
These racial dynamics do not only apply to Black-White interactions. Consistent with the results presented by Finkel et al. (1991) , Reese, Danielson, Shoemaker, Chang, and Hsu (1986) found that Anglos (non-Hispanic Whites) were more likely to respond sympathetically to questions about Latino culture when the questioner was Latino.
Although these "race-of-interviewer" issues have been thoroughly researched, there are more subtle problems in the respondentinterviewer interaction that have not been investigated. Brehm (1993) touched on these problems when he noted that "situations where the respondent and interviewer are of a different race lead to more than a simple refusal: the interactions of respondents and interviewers of different races often lead to antagonism. . . . For every one of the antago-nistic attitudes (rude, hostile, threatening and suspicious), interviewers reported black respondents as more antagonistic [in the 1988 National Election Survey]" (p. 58). Black interviewers, however, did not code Black respondents in this way. Brehm worried whether this effect was due to interviewer racial attitudes toward Blacks, or whether this tension was in fact present in the interaction of White interviewers and Black respondents. Brehm lamented that "without being an omniscient fly-on-the-wall, we don't know whether or not interviewers recorded these attitudes fairly" (p. 59).
A more general question therefore emerges: Do interviewers hold negative personal opinions toward some of their subjects during the course of the interview, and if so, does this somehow bias the data they collect? Poll takers might introduce bias in several different ways. First, a negative personal reaction by the interviewer toward the respondent based on the latter's socioeconomic class, race, or gender may lead the respondent to provide biased responses to questions that deal with those very issues. For example, if a member of a minority group perceives that the interviewer is somehow biased against him due to race, then this might affect his responses to questions on racial issues (such as perceptions of discrimination, evaluations of race relations, or support for affirmative action).
Second, respondents may also vary in the likelihood that they will offer "don't know" responses, depending on how worried they are about appearing uninformed or unintelligent to the interviewer. Additionally, perceived disdain might make respondents less likely to offer answers considered socially unacceptable. For instance, polling consistently understates support for controversial political figures like David Duke, suggesting that large numbers of respondents are unwilling to admit their preferences to interviewers. It is entirely possible that this reticence is not random, but correlates with the nature of the interviewer-respondent interaction.
Fourth, a hostile questioner may lead the respondent to slant answers on certain topics (e.g., political participation) so as not to be judged even more negatively by the interviewer. Fifth, the interviewer's perceptions of the respondent may cause the interviewer to behave differently in managing the pace of the survey, or to pay less attention to giving prompts, thus allowing respondents less time to understand the questions and formulate meaningful responses.
Surveyor biases may well affect respondents because most people are skilled at picking up even subtle signs of friendliness or hostility. According to Feldman (1981) , "an abundance of literature now reports that the questioners' unconscious biases often betray themselves in subtle ways to respondents. Respondents may answer with these biases in mind [italics added]" (p. 23). Asher (1995) noted that "Because the interview is a social situation, poorly trained interviewers may alter the interpersonal dynamics of the interview and thereby influence respondents' answers in undesirable and unpredictable ways" (p. 76).
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Body language, a particular tone to the voice, and even a cool, formal questioning style may all signal some kind of negative vibe to the respondent. Because face-to-face interviews are often lengthy, there is ample opportunity for a personal dynamic to intrude on what is ideally just a transfer of information. In addition, this relates to an older body of survey research arguing that various negative response effects exist when the social distance of the interviewer and respondent differ (Dohrenwend, Colombotos, & Dohrenwend, 1968) .
To avoid bias, surveyors should treat all respondents identically, regardless of their personal reactions to the respondents. However, it is difficult for surveyors to live up to that standard, and there are good reasons to think that surveyors are not as skilled as we might hope. Rubenstein (1995) argued, "One of the difficulties of finding talented interviewers is that the work is generally intermittent and not particularly well paying for a college-educated person. Although the tasks associated with the interviewing process present much to challenge bright, talented people, not many can afford to pursue this type of work" (pp. 249-250) .
If systematic interviewer bias is found, this would suggest that research using interviewer assessments of respondent information or intelligence as proxy measures for these qualities or for political sophistication may produce biased results. Some previous research has suggested that this is not a problem. Zaller (1991 Zaller ( , 1992 , for example, used interviewer ratings of respondent information levels as part of his measurement of political awareness.
2 Zaller (1992) wrote of these ratings, "I have extensively analyzed the performance of these ratings scales and concluded that, at least in surveys involving faceto-face interviews and considerable political content, they perform extremely well (Zaller, 1985) " (p. 338). More significantly for this study, he went on to state that "A fear in relying upon such interviewer ratings is that they might be systematically biased in favor of higherstatus persons, notably whites and males. However, I checked carefully for evidence of such bias and was able to find none (Zaller, 1985)" (p. 338) . This is an important question, and this article will build on his work by examining several data sets for evidence of interviewer bias.
Zaller is not the only researcher to rely on these evaluations. Bartels (1996) used National Election Survey (NES) interviewer ratings of respondents' political information to "simulate the behavior of a hypothetical 'fully informed' electorate" (p. 204). He found that the differences in vote probabilities between actual voters and the hypothetical voters were not trivial, but unlike Zaller, he did not discuss possible bias in the information measures. Luskin (1990) , in his study of political sophistication, used intelligence as one of his primary explanatory variables. This measure was based on NES interviewer ratings of respondents' apparent intelligence, a rating that will be examined in this article. He acknowledged two potential problems with this measure: "interviewers are hardly expert judges, and their ratings may in part be seepage from other variables" (p. 341).
3 In the end, he argued that it was the only good proxy for intelligence available in the NES. 4 This may be true, but if there are quantifiable biases then future researchers might be able to statistically account for them.
This topic should be of interest not only to survey designers and methodologists, but to all who use face-to-face surveys in their research and particularly those interested in political sophistication. Such surveys are employed when a large number of questions need to be asked, or when more in-depth answers are required than can be received via a relatively short telephone interview. The possibility that this research design-which is designed to extract better informationmay actually introduce a unique source of bias should be an important subject of investigation.
DATA AND MODELS
To test for the presence of interviewer bias in the assessment of respondents, we examined three public opinion surveys that asked the interviewers to grade the respondents according to the respondents' level of political information and their general understanding of the survey questions. If, other things being equal, the data show that interviewers were more likely to classify certain groups of respondents more positively or negatively than others, it is possible (but not certain) that these attitudes will produce biased interviews. Because these three surveys include different populations at different time periods, consistent findings across the surveys increase the reliability of any findings regarding potential bias.
Because we want to examine whether interviewer codings are the result of bias and are not simply accurate observations, we must in some way control for the respondents' actual level of political information and understanding. Brehm (1993) , for example, regressed various demographic factors on a dependent variable that measured interviewer ratings of the respondents' suspicion level. He found that Blacks were rated as more suspicious, but the results were inconclusive because there was no way to control for the Black respondents' actual level of suspicion.
The three surveys used in this article allow us to control for objective levels of respondent understanding and information. We did this by creating an independent variable in each survey that consists of four political information questions of two different types.
We therefore used a model in which the subjective interviewer ratings of respondents' political knowledge and intelligence were analyzed as the dependent variable. The independent variables include the income, education, age, gender, and race of the respondents, along with the objective measure of the respondents' political knowledge. These models thereby test whether interviewers are systematically biased toward certain respondents while controlling for an objective sense of how positively or negatively the respondents should in fact be judged.
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SURVEYS
The first face-to-face survey is the American Citizen Participation Survey (ACPS), conducted by Sidney Verba, Kay Lehman Schlozman, Henry Brady, and Norman Nie in 1990. This study was the basis of the Verba, Schlozman, and Brady book Voice and Equality (1995) . This survey consists of 2,517 interviews with an average length of almost 2 hours.
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The second survey is the Latino National Political Survey (LNPS), which took place between August 1989 and April 1990. It interviewed 2,817 respondents of Mexican, Puerto Rican, and Cuban heritage, of whom 1,038 were not citizens. It is representative of 91% of the Mexican, Puerto Rican, and Cuban-American populations in the continental United States (de la Garza, DeSipio, Garcia, Garcia, & Falcon, 1992) . The respondents were given the option of answering in either English or Spanish, an important improvement over other surveys of Latinos. 6 The third survey is the 1996 postelection version of the well-known NES conducted by the University of Michigan and comprising a total of 684 usable face-to-face interviews.
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DEPENDENT VARIABLES
In the ACPS, the interviewers were asked to judge the respondent's level of information about politics and the respondent's understanding of the questions. The former question had five possible values, whereas the understanding measure had four. The LNPS asked the interviewer to rate the respondent's overall understanding of the questions. There were six values to this variable. For the NES, the interviewer rated each respondent's general level of information about politics and public affairs, as well as the respondent's apparent intelligence. There were five response categories for each question.
INDEPENDENT VARIABLES
As discussed above, we controlled for objective level of political awareness using variables consisting of four measures of political knowledge. Included were two types of questions that measured dif-474 AMERICAN POLITICS QUARTERLY / OCTOBER 1999 ferent components of political awareness. The first type of question asked the respondent to identify certain political figures. In the ACPS, the respondent was asked to name one of his or her senators, then the other senator, and then his or her representative in the U.S. House of Representatives. A second type of question tested for broader knowledge of the political system. In the ACPS, this consisted of a question that asked whether the federal government spent more money on Social Security than on the National Aeronautics and Space Administration (NASA). In the LNPS, the political figure identification questions asked the respondent to identify Dan Quayle, William Rehnquist, and César Chávez. To measure broader political knowledge, the respondent was asked to identify the party with the majority in the House. In the NES, we used the questions that asked the respondents to identify Al Gore, Newt Gingrich, and William Rehnquist, and to state which party held the majority in the House.
Though there are several other information questions available in the ACPS, they asked respondents to name minor figures, such as the local school board president. In the LNPS, we likewise used the major political information questions asked. For purposes of comparability, our NES information measure was kept as similar as possible to those of the two other surveys. Without these political information variables, it would hardly be unexpected to find that less educated and poorer people appeared less informed than those who were better educated or richer.
The objective information variable in each data set therefore has five levels because it consists of four dummy variables added together. It ranges from zero (when the respondent could not correctly answer any of the four questions) to four (when the respondent correctly answered all four).
These scaled information variables are similar to those developed by Delli Carpini and Keeter (1993). Although they pointed out that there is "no generally accepted measure of the public's knowledge about national politics" (p. 1180), they suggested a five-level scale using questions found in the NES. Fortunately, two of the questions asked in the LNPS were among those chosen by Delli Carpini and Keeter (1993): identifying Dan Quayle and the party with the majority Leal, Hess / ARE ALL SUBJECTS INTERVIEWED EQUALLY? 475 in the House. In addition, research by Zaller (1986) and Iyengar (1986 Iyengar ( , 1990 on the 1985 NES pilot study showed that the best of the new information questions were those that asked respondents to identify political figures. The LNPS asked respondents to identify the jobs of three people involved in politics (Dan Quayle, William Rehnquist, and César Chávez), so we have some confidence that these questions are useful measures of political information. The two senator identification questions from the ACPS also ranked high according to the Delli Carpini and Keeter (1993) tests, although the representative identification question did not. They also found that government expenditure questions performed poorly, although their National Survey of Political Knowledge did not ask subjects to compare levels of spending as the ACPS did.
These knowledge variables are important not just because they take into account objective levels of political knowledge, but because in all three surveys the responses are known to the interviewers prior to the evaluation questions. This reveals whether respondents from lower socioeconomic status (SES) backgrounds were rated lower than those from higher SES backgrounds after controlling for not just their objective level of political information, but for the facts available to the interviewer about their level of information.
The socioeconomic factors of income and education are included in all models. Because the actual level of political information demonstrated is largely controlled for by the information variables, we hypothesize that these variables represent social class cues that interviewers noticed and responded to in a face-to-face interview. Aside from interviewer knowledge of respondent income from the survey question itself, the interviewer may also notice personal clues. These may include the neighborhood of a respondent's home, the size and appearance of the residence, as well as more personal clues such as clothing or jewelry.
Education may also be demonstrated by a number of cultural cues. Research on social class and cultural capital has suggested that education and class cues like vocabulary, ways of speaking, mannerisms, and dress are interpreted as proxies for knowledge (Bowles & Gintis, 1977; Bruce-Briggs, 1979; Gouldner, 1979; Karabel & Halsey, 1977; Willis, 1977) .
Racial characteristics are another important demographic factor. In the ACPS and NES models, dummy variables are included for Blacks and Latinos. Because all the LNPS respondents were Hispanic, a five-level variable for interviewer coding of skin color is included instead of the racial group dummy variables. This permits us to examine whether darker respondents are coded more positively or negatively than lighter-skinned ones. This kind of variable is not often used in social science research, but it is a useful way to test how people of the same ethnicity may be judged differently.
Gender is controlled for because some interviewers may believe that women are less informed about and less interested in politics than are men, although this kind of attitude is indubitably declining over the years. The age of the respondent must also be controlled for, as older people might be perceived as wiser and more knowledgeable than the young, regardless of actual knowledge.
Citizenship is the last control variable, testing whether interviewers are less charitable to those who are not citizens. This is especially an issue in the LNPS, as over a third of the respondents admitted to being either legal or undocumented aliens (the survey did not distinguish between the two). The NES is limited to American citizens, however, so this variable is not used in the NES models.
One of the limitations of this analysis is that there is no interviewer information in the ACPS and LNPS. Previous research into this field examined whether racial or gender differences between interviewer and respondent lead to different respondent answers to survey questions. For this article to be an absolutely comprehensive test of the hypotheses we discussed above, we would need this type of data.
On the other hand, previous research is also far from comprehensive. Most of the models focus only on either gender or racial interactions. Models that test for different responses depending on the race of the interviewer and respondent, for example, do not include variables that compare the gender of interviewer and respondent.
One last caveat is that the political information variables may work better in some of the regressions than in others. They might be more accurate in controlling for respondent knowledge of politics and public affairs, for example, than for respondent intelligence. For the latter, even if the interviewers rated the respondents with perfect accuracy, we would still expect the coefficients of the independent variables to As the dependent variables encompass five or six responses, we used ordinary least squares (OLS) modeling. These results were compared to an ordinal probit model but the differences were minimal, so the OLS model was used for ease of interpretation. For descriptive statistics of the variables, see the appendix.
RESULTS
ACPS FINDINGS
The findings suggest that interviewers were systematically biased in their assessments of respondent knowledge and understanding. Even after controlling for objective measures of respondent political knowledge, Table 1 shows that interviewers coded respondents of higher socioeconomic status as being better informed and as having a better general understanding of the questions.
In the absence of any control variables for actual respondent knowledge of politics, these findings might be attributed to previously established relationships between education and civic engagement (Rosen-478 AMERICAN POLITICS QUARTERLY / OCTOBER 1999 stone & Hansen, 1993; Verba & Nie, 1972; Wolfinger & Rosenstone, 1980) . It would come as little surprise that less educated people appear to be less informed about politics and do not understand the survey questions well. The fact that the education and income coefficients have statistically significant effects, even after controlling for actual respondent information, suggests that interviewer biases are involved. Although the political information controls are imperfect, we again point out that they capture most or all of the political information cues available to the interviewer.
A substantive analysis of the statistically significant variables shows important effects. In the model for level of political information, interviewers evaluated college graduates as about 0.40 points (on a 5-point scale) more informed than high school dropouts. A one standard deviation increase in income (about $45,000) moved the respondent up approximately 2 points on the 5-point subjective information scale. These findings are consistent with research on cultural capital, which has long suggested that the verbal, behavioral, and social cues absorbed through increased education and income play a crucial role in determining class position in postindustrial society. In both models, Blacks were coded as less informed and less knowledgeable than other respondents, even after controlling for socioeconomic factors. Hispanics, however, were not so categorized. The age of the respondent played a variable role in interviewer evaluations. Age was significant in the information model, but not in the general understanding model. As expected, younger respondents were coded as less informed. We have no clear explanation for this difference between models. Finally, as one would expect, the political information index had a highly significant effect (p < .001 in both cases) on interviewer coding of respondents. This suggests that interviewers are reacting, at least in significant part, to objective criteria when coding respondents.
LNPS FINDINGS
In the two regressions based on the LNPS, income and education both affected the subjective interviewer codings (see Table 2 ). As with the results from the ACPS models, interviewers more negatively assessed respondents of lower socioeconomic status. A college graduate was rated 0.33 higher on the 6-point measure of respondent's general understanding of the questions than was a high school dropout. For income, a respondent at the very top on the income scale was rated about 0.32 higher on the understanding measure than was a respondent at the very bottom. Darker skin color was also associated with more negative interviewer codes. Age, gender, and citizenship status, however, were not relevant. As expected, the political information variable was positively related to good interviewer evaluations.
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NES FINDINGS
Once again, the data show that respondents with less education and less income were judged more negatively by the interviewers (see Table 3 ).
A college graduate was rated 0.47 higher on the 5-point measure of respondent's general level of information than was a high school dropout. A one standard deviation increase in income (from $15,000 to Leal, Hess / ARE ALL SUBJECTS INTERVIEWED EQUALLY? 481 $21,000) moved respondents up over 0.10 points on the 5-point level of information question. In addition, we see that Blacks were more negatively judged in the intelligence model, and older respondents were more positively judged than younger respondents in both models. The political information variable was also significant in both models, just as it was in all the previous models.
CONCLUSIONS
There has been a great deal of previous research on how racial and gender dynamics affect the responses given by respondents during face-to-face surveys. We have turned this issue around, however, and asked whether human interaction affects how the interviewer views the respondents. Using three surveys that required the interviewer to evaluate how informed the respondents appeared to be, we found that interviewers were more likely to downgrade respondents of lower socioeconomic status, while controlling for a variety of other factors.
There is also evidence of racial and age effects in the ACPS. In these cases, interviewers coded Blacks more negatively in both regressions, and younger respondents were also downgraded in one model. In the LNPS, respondents with darker skin were coded more negatively, whereas age was not significant. In the NES, we see that Blacks were coded by interviewers as less intelligent, whereas younger respondents were perceived as less intelligent and less informed.
Most important, this evidence of potential bias exists even after objective knowledge of politics is taken into account. In the absence of any such control variables, some of these findings would be interpreted very differently. We already know that education is related to voting and other forms of civic voluntarism (Rosenstone & Hansen, 1993; Verba & Nie, 1972; Wolfinger & Rosenstone, 1980) , so it would come as little surprise that less educated people appear to the interviewer as less informed about politics and do not understand the questions well. The presence of the informational control variables, however, suggests that bias may be involved. Therefore, researchers who use these interviewer evaluations should carefully consider whether their conclusions might be affected by this bias.
The income and education findings most likely reflect the deepseated human tendency to see those of a higher social station in a more positive light. Better interviewer training may be able to improve on this, even if only by making interviewers aware of the problem. This may not be a simple matter, however. Rubenstein (1995) recently wrote of the difficulty of attracting well-qualified interviewers, and training may not necessarily affect those who are unable or unwilling to internalize the lessons. Because most interviews occur without any supervision, it will be difficult to determine whether improvements have taken place until the survey in question has been analyzed.
We acknowledge that this article is a first cut at the questions raised. A more comprehensive study would have compared the income, education, and race of interviewers and respondents for all three surveys, in the same way that the gender and racial effects literature is interested in how the answers of respondents change when the interviewer is of a different race or gender. We hope that the findings in this article will encourage future researchers to explore this aspect so that the issue of interviewer bias can be more comprehensively addressed. More demographic data on interviewers would be useful, and perhaps even attitudinal information could be collected. Additionally, we hope that researchers will design experiments that help to better assess the interview dynamics that may produce interviewer bias. Leal Asher (1995) also added that "For most respondents, the personal interview is a new experience with all the attendant uncertainties and ambiguities of unfamiliar activity. Unsure of how to behave, respondents may look to the interview situation for appropriate cues. The two most important sources of cues are the survey instrument itself and the person who administers the questionnaire, the interviewer. The cues provided by the survey itself are direct (even if the questions are flawed), but the cues provided by the interviewer can be far more subtle. Moreover, if interviewers are inconsistent in the cues they give to different respondents, the reliability of the survey results may be undermined" (pp. 76-77).
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2. In The Nature and Origins of Mass Opinion (Zaller, 1992) , see pp. 340-344 of the Measures Appendix for details on how awareness variables were constructed in each year. In "Information, Values, and Opinion," see Appendix A (Zaller, 1991 (Zaller, , pp. 1233 (Zaller, -1234 .
3. Luskin (1990) even began his conclusion, "I offer this analysis with some diffidence, given its reliance on the interviewer ratings of intelligence. These may indeed bear some responsibility for the results, in which intelligence looks quite important and education unimportant. They may inflate intelligence's effect, perhaps at the expense of education's. . . . Further studies, with better measures, will tell how far they are right" (pp. 347-348).
4. Luskin (1987) also compared various models of political sophistication to assess their validity, using five criteria based on data from the 1976 National Election Survey (NES). One of the five is the NES interviewer ratings of respondent's political information level. Using this proxy is not particularly problematic in this case because interviewer ratings were just one of his five criteria, and because he is dealing with aggregate levels of political knowledge and sophistication across the entire electorate. If any similar analyses were to rely more heavily on this proxy, however, their authors would need to be aware of its potential biases.
5. For further information on this survey, see the appendix of . 6. A more detailed description of the Latino National Political Survey (LNPS) is available in chapter 1 of de la Garza, DeSipio, Garcia, Garcia, and Falcon (1992) .
7. For the 1996 NES, the codebook reported that 948 respondents received only personal interviews. The objective knowledge questions were asked in the postelection study, which reduced the number of observations, and another cause of missing data is income. Self-reported family income frequently generates refusals, and thus the final number of usable cases is 684.
8. To further control for respondent awareness of politics, we also tested another model that included two variables for the number of respondent likes/dislikes for Clinton and Dole. These additions did not affect any of the other measures, however.
9. This is important because it could systematically bias the survey, but this article does not provide direct evidence of such an effect.
