Abstract-This paper evaluates the effect of time-jitters in the equally spaced sampling wattmeters on the hypothesis of jitters uncorrelated with the input signals. The general case of two distinct time-jitters is considered, one common to the two channels and the other different for each one of them. The performance of the wattmeter has been evaluated by considering the asymptotic statistic parameters of the output. It has been shown that the different time-jitters introduce a bias and that both time-jitters contribute to the variance of the output. In any case, time-jitters introduce further bandwidth limitations which must be taken into account in the wattmeter accuracy evaluation. The theoretical results have been compared with simulated and experimental findings. Experimental results were obtained with a prototype in which both common and different time-jitters were separately added to the equally spaced sampling instants of the two input channels. In both cases, all the results were in good agreement with theoretical expectations.
I. INTRODUCTION

R
ANDOM fluctuations with respect to the nominal sampling time are commonly called timing jitter. Its effect in the amplitude and phase estimates of sampled signals [1] , [2] and on the recovery of a signal from noise by averaging [3] has been studied by different authors. In a previous paper, we investigated the effect of time-jitter in digital wattmeters based on equally spaced sampling techniques on the hypothesis of a time-jitter common to the voltage and current channels and uncorrelated with the input signals [4] . In this paper, the study has been generalized by also considering the effect of different time-jitters in each channel.
Because time-jitter introduces random fluctuations in the sampling instants of the voltage and current channels, its effect can be evaluated by adding two random intervals to each nominal sampling instant, one common to the two input channels of the wattmeter and one different for each channel. Therefore, the difference between the corresponding sampling instants of the two channels is slightly random.
A criterion previously introduced by the authors [5] - [7] has been used to assess exact statements about the performance of equally spaced sampling wattmeters in the presence of time-jitters. To this end, the output quantity is expressed as a function not only of the measurand, i.e., the mean cross power, and of the superimposed jitters but also of all the parameters which can influence it. Those parameters are not known a priori and occur as nuisance, or incidental, quantities; the value of each of these parameters is regarded as a realization of a random variable with a priori probability distribution which must be consistent with the prior information available. By using this criterion, the uncertainty can be quantified through the asymptotic mean square error of the output of the wattmeter referred to the measurand, i.e., the mean cross power of the input signals.
In Section II, the effect of time-jitter in the equally spaced sampling wattmeter is analyzed and the output is expressed as a function of the sampling instants. In Section III, the criterion for the performance analysis is applied to this particular case. In Section IV, the expressions of the asymptotic statistic parameters of the output of the wattmeter are given on the hypothesis of jitters uncorrelated with the input signals, and the theoretical findings are compared with the simulated results. In Section V, the measurement results of a prototype in which common and different time-jitters can be separately added to the sampling instants of the input channels are compared with the theoretical ones.
II. THE OUTPUT OF THE WATTMETER
IN THE PRESENCE OF TIME-JITTER Let us suppose that the voltage and current of a single-port device are alternated signals with period ; therefore, the instantaneous cross power entering the one-port is periodic with the same period and can be expressed as a function of the Fourier series of and as follows:
0018-9456/98$10.00 © 1998 IEEE where (2) with the th harmonic component of (frequency-domain convolution) and (3) is the mean value of i.e., the value of the measurand. This equation is a generalization of the Parseval theorem applied to the two periodic signals and and shows that the average cross power of each th Fourier component of the input signals must be added to determine the total average power [8] .
For the digital implementation of a wattmeter, the instantaneous cross power is evaluated by multiplying the sampled values of the instantaneous voltage and current. The sampling technique considered here is theoretically of an equally spaced type, i.e., any sampling instant differs from the preceding one by a constant lag (4) where is an integer, is the sampling interval, and is the shift between the initial sampling instant and the time origin of . In the synchronous case, is related to the instantaneous voltage or current through the synchronizing circuit, while in the asynchronous one is independent of it. Time-jitter introduces random fluctuations with respect to the nominal sampling instants both in the voltage and current channels. For example, the noise associated with the clock generator can cause common random independent fluctuations in the sampling instants; the unpredictable temporal variations of the aperture delay of each sample and hold (S/H) of the two channels produces instead different random effects in the sampling instants of each of them. Therefore, the effects of time-jitter must be analyzed by considering separately the sampling instants of the two channels, and each of them can be determined by adding to the second term of (4) two quantities:
, common to the two channels, and for the voltage channel or for the current channel (the random variables are written in boldface). The three variables , and are the th ones of three independent sets of random continuous variables with null mean value. We assume that the two variables and have the same distribution with a common density function and their characteristic function is defined as follows: (5) where and . (7) where the random variables and are the sampling instants of the voltage and current channels (8) (9) Obviously, and are mutually interdependent due to the common component ; further, their mean values coincide with (4) if is substituted with . By taking into account (8) and (9), (7) can be rewritten as follows: (10) which defines the influence of both common and different time-jitters on any measured value ; time-jitters are represented by the random variables and . When time-jitters are missing [ (10) with ], the discrete output of the equally spaced sampling wattmeter can be easily deduced by recalling (2) [4] ; in particular, by imposing , the synchronous sampling strategy can be studied [5] , [6] , [9] , in which strategy the sampling instants are taken in periods (11) with a positive integer having no common submultiple with .
III. CRITERION FOR THE PERFORMANCE ANALYSIS
The output quantity in (10) depends not only on the time-jitters through the vectors of the random variables (with , but also on two parameters which are unknown a priori. Although these parameters are essential to evaluate they are a nuisance in the formulation of exact statements about the performance. The labeling mark identifies a generic discrete output of the instrument; therefore, the integer is random in nature because it can be considered randomly picked up from a sequence of successive potential measurement occasions each of which has an equal chance of being selected. In the asynchronous case, the shift is strictly related to the turnon instant of the instrument. Instead, in the synchronous operation, the shift depends on the synchronizing circuit used and, possibly, also on the waveform of the signal at its input. In both cases, the value of is not known a priori and one is led to interpret any value of as an outcome of a random variable with a continuous set of values uniformly distributed in some generic time interval ( being unknown) which ideally encompasses all the possible circuital implementations. Therefore, we introduce as a discrete random variable uniformly distributed in the interval and as a continuous random variable uniformly distributed in the time interval . Obviously, the variability of the output in the synchronous sampling strategy without time-jitter is due uniquely to the hypothesized variability of [5] , [6] . The statements of and are subjective guesses based on available known properties of the measuring instrument.
On the basis of the proposed criterion, the output quantity becomes a function of the random variables and of the vectors of the random variables (with ) used to obtain the output corresponding to . An appropriate characterization of the output uncertainty can be obtained by evaluating the statistical parameters of i.e., the mean value and the mean square error . In order to incorporate all the a priori chances into the instrument's performance, in the asynchronous case the number of the measurement occasions, i.e., , must be sufficiently large and theoretically tend to infinite; in the synchronous one, it is the excursion of the initial shift , i.e., , which must tend to infinite [6] . Therefore, in any case, we consider the asymptotic statistical parameters, i.e., the asymptotic mean where is the asymptotic variance while is the asymptotic bias.
IV. THEORETICAL AND SIMULATION RESULTS
By assuming that the correct scaling condition is satisfied [4] , it can be shown that the asymptotic mean output value can be expressed as follows [see (A6) in the Appendix]: (14) where is the characteristic function common to the two random variables and which characterize the different time-jitters of the two channels (5) . From (14), we deduce that the presence of separate time-jitters in the two channels determines an asymptotic bias which depends on their common characteristic function in the case of a normal one with mean zero and standard deviation . To compare the effects of these two random distributions, we can assume for both the same variance, i.e., . In Fig. 1 , the two weights and are plotted as functions of in the range of the weights from zero to 1.5 10 . It should be noted that, in this range, they practically coincide. It is interesting to observe that, according to this plot, the separate time-jitters in the two channels actually introduce a bandwidth limitation in the input signals, if we assume that the measurement bias due to time-jitter should not exceed the contributions due to other causes of error in the wattmeter. In fact, once the parameter has been fixed, the bandwidth of the instrument due to the time-jitter can be deduced by imposing a maximum value of the weight in (15).
In order to validate (15), a synchronous wattmeter with a sampling interval s was simulated. By assuming Hz, and consequently according to (11), the asymptotic bias in the absence of time-jitter is null and only the spectral components' multiple integer of kHz contributes to the estimated mean value (see [4, eq. (8) ]). In the presence of different time-jitters in the two channels, the average cross power of each th Fourier component of the input signals, weighted by the squared modulus of the common characteristic function, gives a contribution to the asymptotic mean value (14), leading to the corresponding bias according to (15). On the hypothesis of a uniform distribution of the sampling instants in the interval with the upper limit of the frequency of the input signals for two given upper limits of the asymptotic bias (10 and 10 ) was theoretically deduced from (15). By assuming a unique spectral component at this frequency and a unit mean power, the asymptotic bias was estimated for four phase shifts between the two input signals. The results are reported in Table I, where  is  the theoretical asymptotic bias, is the estimated one, and is their difference. The experimental results of the simulated instrument are in very good agreement with the theoretical findings.
On the hypothesis of a rectangular filtering window [ in (10) ], the asymptotic mean squared error (13) in the presence of different and common time-jitters can be expressed as (18), shown at the bottom of the page [see (A6) and (A13) in the Appendix], where and are the characteristic functions of the random variables which characterize the different and the common time-jitters of the two channels (5) and (6), respectively, while is the frequency response of the digital filter [4] (19) According to (18), it can be easily shown that, for tending to infinite, the residual asymptotic mean square error coincides with the squared bias In the case of two sinusoidal input signals at frequency it can be shown that the asymptotic variance, when the effect of the common time-jitter is negligible, can be expressed as follows: (22) The normalized quantity (18) for input signals in phase is plotted in Fig. 2 as a function of , in the presence (thick line) and absence (thin line) of different time-jitters, on the hypothesis of sampling instants uniformly distributed in the jitter interval with . These values of and were assumed in order to highlight the effect of time-jitter; in particular, the variance at the frequencies corresponding to the null values of the spectral response of the filter [see (19)] becomes increasingly greater with frequency, while those corresponding to the peak-amplitude values are instead attenuated.
The asymptotic standard error has been computed, according to (22), under the same operating conditions considered for Table I, and Table II reports the comparison with the  corresponding simulated values .
When the effect of both the random variables and due to the different time-jitters is negligible, we can assume . In this case, we obviously obtain the same results already outlined in [4] , i.e., the asymptotic mean of the output coincides with the mean value of (23) and the asymptotic mean squared error coincides with the (25) with is a function which weights the contribution of each spectral component of the instantaneous power to the asymptotic variance. Finally, when the effect of all the random variables is negligible, we can assume also and the weighting function (24) becomes coincident with the square of the modulus of the frequency response of the digital filter used, as it is well known [4] .
It can be noted that, in the special case of (23)-(25) lead to the results found for a random sampling strategy proposed by the authors [10] . In this case, in fact, as it can be seen from the plot in Fig. 3 , a time-jitter with uniform distribution with gives better frequency-independent performance in the high frequency range; therefore, this special type of "jitter" actually corresponds to a convenient sampling strategy.
V. EXPERIMENTAL RESULTS
A sampling wattmeter with s has been realized to experimentally evaluate the effects of time-jitters. To this end, the sampling time generator of the wattmeter has been modified in order to sum separately common or different timejitters to the equally spaced sampling instants of the voltage and current channels; the selected random distribution of the sampling instants has been the uniform one. By imposing and by considering 2 successive measurements, the effects of common and different time-jitters have been evaluated (on the hypothesis of input signals in phase) at the frequencies of the input signals corresponding to null values of the digital filter [see (19)] in the range 5.0-9.7 kHz of the input 
VI. CONCLUSIONS
This paper evaluates the effect of time-jitter on the equally spaced sampling wattmeter. Time-jitter introduces random fluctuations with respect to the nominal sampling instants both in the voltage and current channels; it can be caused by elements which are common to the two channels, or different. The latter makes the sampling instants of the two channels slightly different.
The effect of time-jitter can be evaluated by superimposing two random intervals on the nominal sampling instants, one common to both input channels and the other separate for each channel. We postulate that the two random variables, which take into account the separated time-jitter, are identically distributed and that time-jitters are uncorrelated to the input signals.
According to a criterion previously introduced by the authors, the performance of the instrument has been evaluated by considering the statistical properties of the output, i.e., the asymptotic mean and the asymptotic mean square error. It has been shown that an asymptotic bias appears when different time-jitters for the two channels are present (a typical example is the time-jitters separately introduced by each S/H); this bias can be deduced by weighting the mean cross power of the individual Fourier components of the input signals with a function that is the complement to the squared modulus of the common characteristic function of the time-jitters. In order to obtain a bias comparable with the accuracy of the instrument, the maximum frequency of the input signal must therefore be limited. The simulated and experimental results obtained with a prototype wattmeter are in very good agreement with the theoretical findings. The asymptotic mean square error is influenced both by common and separate time-jitters. The general expression of the asymptotic mean squared error has been theoretically deduced, and a simplified expression of the asymptotic variance has been deduced in the presence of only different time-jitters for the two channels on the hypothesis of two sinusoidal input signals. When the effect of the different time-jitters is negligible, the asymptotic variance can be obtained by weighting each spectral component of the instantaneous power, excluding the dc one, with a convenient function. Due to these effects, a further bandwidth limitation is introduced. Both simulated and experimental results, obtained with a prototype wattmeter, have confirmed the validity of the theoretical findings for each of the two types of time-jitters.
APPENDIX
For the evaluation of the statistical mean of , we must consider the simultaneous contributions of the independent random variables and and of the independent random vectors and . The components of each random vector are mutually independent and identically distributed with a common probability density which is independent from . By introducing the random variables and into (10), we deduce (A1)
The continuous random variable is uniformly distributed in the interval (A2)
The discrete random variable is uniformly distributed in the interval (A3) By recalling that is the characteristic function of the vector (6), we have (A4)
In the asynchronous or quasi-synchronous case, the asymptotic mean is derived by considering the limit, for tending to infinite, of (A3), and in the synchronous one the limit, for tending to infinite, of (A2) [6] ; in both cases, it results in for for (A5) Therefore, by recalling (5), the final expression of the asymptotic mean of given by (A1) becomes
where is the common characteristic function of the vectors and . To evaluate the asymptotic mean square error (13), we must first determine By introducing into (7) and (10) 
is the frequency response of the digital filter.
