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Pn-FUNCTORS
RINA ANNO AND TIMOTHY LOGVINENKO
Abstract. We propose a new theory of (non-split) Pn-functors. These are F : A → B for which the adjunc-
tion monad RF is a repeated extension of IdA by powers of an autoequivalence H and three conditions are
satisfied: the monad condition, the adjoints condition, and the highest degree term condition. This unifies
and extends the two earlier notions of spherical functors and split Pn-functors. We construct the P-twist of
such F and prove it to be an autoequivalence. We then give a criterion for F to be a Pn-functor which is
stronger than the definition but much easier to check in practice. It involves only two conditions: the strong
monad condition and the weak adjoints condition. For split Pn-functors, we prove Segal’s conjecture on their
relation to spherical functors. Finally, we give four examples of non-split Pn-functors: spherical functors,
extensions by zero, cyclic covers, and family P-twists. For the latter, we show the P-twist to be the derived
monodromy of associated Mukai flop, the so-called “flop-flop = twist” formula.
1. Introduction
In the literature to date there appeared several distinct, yet related notions of twist autoequivalences. In all
of them, an autoequivalence of the derived categoryD(X) of an algebraic varietyX is cooked up from an object
of D(X) or a functor D(Z) → D(X) from another variety Z. The result is usually a non-trivial, genuinely
derived autoequivalence, which can nonetheless retain a lot of geometric sense if the defining object was itself
geometric in nature. This allowed to construct interesting new categorical actions on D(X), to categorify
existing such actions on the cohomology ring H∗(X), and to explain some other phenomena e.g. wall-crossing
for moduli of sheaves or derived monodromy of flops. Before long, these constructions became ubiquitous in
algebraic geometry, representation theory, and theoretical physics. In this paper we construct the theory of
Pn-functors, which both unifies and generalises all the existing notions of twist autoequivalences. It provides
a common framework which they all fit in, while simultaneously opening up a wealth of new examples.
First, Seidel and Thomas introduced spherical objects [ST01]. They were inspired via mirror symmetry
by Dehn twists associated to a Lagrangian sphere on a symplectic manifold [Sei00, §5a]. A spherical object
E ∈ D(X) has the numerical properties of such sphere, however its spherical twist TE ∈ AutD(X) is
constructed intrinsically in D(X). Next, the notion of spherical objects was gradully generalised to that of
spherical functors [Hor05], [Rou04], [Tod07], [AL17b]. In its full generality in [AL17b] it works in the setting
of arbitrary enhanced triangulated categories and enhanced exact functors [BK90]. A functor F : A → B with
left and right adjoints L,R : B → A is spherical if the following four conditions hold:
(1) The adjunction comonad FR is an extension of IdB by an autoequivalence T ∈ Aut(B).
(2) The adjunction monad RF is a coextension of IdA by an autoequivalence C[1] ∈ Aut(A).
(3) R is canonically isomorphic to LT [−1].
(4) R is canonically isomorphic to CL[1].
The autoequivalences T and C are the spherical twist and cotwist of F . They are uniquely determined by
taking cones of the adjunction counit and unit. Moreover, any two of the above conditions imply all four and
can thus be taken as the definition [AL17b, Theorem 5.1]. A spherical object E ∈ D(X) is a spherical functor
D(pt)→ D(X) sending C to E. Conversely, twists by spherical functors could be viewed as twists by a family
of objects in D(X) parametrised by Z. The individual objects are not necessarily spherical, but the whole
family is. The applications of spherical functors include categorifications of link homology [KT07], [CK08],
moduli of sheaves, stability and wall-crossing on K3 surfaces [Muk87], [Bri08], [BM14], McKay correspondence
[Bri09], [IU05], derived monodromy of Atiyah flops [Tod07], [DW16], [BB15], semiorthogonal decompositions
and mutations [Bon90], variation of GIT and window shifts [HLS16], [DS14], and perverse schobers [KS14].
At the same time, Huybrechts and Thomas introduced Pn-objects [HT06]. These were inspired by La-
grangian CPns on symplectic manifolds for which Seidel constructed analogues of Dehn twists [Sei00, §4b].
The definition of a Pn-object E ∈ D(X) asked for Ext∗X(E,E) to be isomorphic as a graded ring to
H∗(Pn,C) ≃ C⊕ 0⊕ C⊕ · · · ⊕ 0⊕ C ≃ C[h]/(hn+1) with deg(h) = 2.
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and for E ⊗ ωX ≃ E. Thinking of E as a functor F : D(pt) → D(X), we have Ext
∗
X(E,E) ≃ RF (C) as
graded algebras. This led Addington [Add16] and Cautis [Cau12] to define a (split) Pn-functor to be a functor
F : A → B as above which satisfies
(1) RF ≃ IdA⊕H ⊕ · · · ⊕Hn for some autoequivalence H ∈ Aut(A).
(2) The monad condition. The restriction of the monad multiplication RFRF
m
−→ RF to the map
H(Id⊕ · · · ⊕Hn−1)→ H ⊕ · · · ⊕Hn (1.1)
is an upper triangular matrix with Ids down the main diagonal.
(3) The adjoints condition. R ≃ HnL.
The P-twist of F was constructed as a certain convolution (double cone) of the two-step complex
FHR
ψ
−→ FR
tr
−→ IdB, (1.2)
where tr is the adjunction counit and ψ is the map FHR →֒ FRFR
FR tr− trFR
−−−−−−−−−→ FR. In this setup Pn-objects
are the Pn-functors D(pt) → D(X) with H = [−2]. The condition (1) gives Ext∗X(E,E) ≃ C[h]/(h
n+1) as
vector spaces, the monad condition upgrades this to an isomorphism of graded rings, and the adjoints condition
ensures that E ⊗ωX ≃ E. The applications of split Pn-functors include Hilbert schemes of points on K3 and
abelian surfaces [Add16] [Mea15] [KM17], moduli of torsion sheaves on K3 surfaces [ADM16], and derived
monodromy of Mukai flops [ADM19].
From a flurry of applications that followed, it was clear that split Pn-functors were an important notion
and a major step forward. It was equally clear that it was not the whole story:
(1) In their papers Addington and Cautis referred to the notion they introduced as Pn-functors. It is
better referred to as split Pn-functors since the monad RF splits as a direct sum Id⊕H⊕H2⊕· · ·⊕Hn.
By contrast, in the case of spherical functors RF is an extension of Id by H . Thus, while it would
be logical for P1-functors to be the spherical functors, the P1-case of the definition above yields only
the split spherical functors — those where RF splits up as Id⊕H .
(2) A split Pn-functor F must have KerF = 0. Indeed, if Fa = 0 for some a ∈ A, then RFa = 0. Since
IdA is a direct summand of RF , we must then have a = 0 as well. By contrast, spherical functors
can have a non-trivial kernel and frequently do, e.g. the derived pullback to a divisor. This is due to
RF being a non-trivial extension of IdA in that case.
(3) There was an issue with uniqueness of P-twists. A two-step complex like (1.2) can apriori have
several convolutions. A certain choice was made in [Add16], but would making different choices yield
a different twist autoequivalence? This was resolved by the present authors in [AL17a] where much to
their own surprise they proved that every complex of the form (1.2) has a unique convolution. Thus
taking the double cone in any order with any choices always produces the same result.
(4) In [Add16] and [Cau12] the theory of split Pn-functors was worked in a non-enhanced setting. They
used Fourier-Mukai kernels and for technical reasons only worked with the derived categories of
smooth, projective varieties. To make the theory more universally applicable it was necessary to
extend it to arbitrary enhanced triangulated categories.
In this paper, we propose the notion of Pn-functors which deals with all the issues above, incorporates
spherical functors and split Pn-functors as special cases, and covers a whole lot of new ground. To start with,
while being a spherical functor is a condition on the functor F , being a Pn-functor is an extra structure on F
which then has to satisfy certain conditions. This structure consists of:
(1) An enhanced autoequivalence H ∈ Aut(A) with H(KerF ) = KerF .
(2) A degree n cyclic coextension Qn of Id by H , that is — the data of a filtration
Id Q1 Q2 . . . Qn−2 Qn−1 Qn,
H H2 . . . Hn−1 Hn
⋆
ι1 ι2
µ1
⋆ µ2 ⋆
ιn−1
µn−1
ιn
⋆ µn
(1.3)
where ⋆ denotes exact triangles and dashed arrows — morphisms of degree 1. For any i let ι denote
the composition Qi
ιn◦···◦ιi−−−−−→ Qn and let Jn be defined by the exact triangle Id
ι
−→ Qn
κ
−→ Jn → Id[1].
(3) An isomorphism Qn
γ
−→ RF which intertwines the adjunction unit IdA
act
−−→ RF and IdA
ι
−→ Qn.
One of the major difficulties in generalising Pn-functors to include the non-split case was that the map
ψ : FHR → FR in the definition (1.2) of P-twist involved the direct summand inclusion H →֒ RF . In the
non-split case, this no longer exists. However, since F
F act
−−−→ FRF is split, so must be F
Fι
−→ FQn. It follows
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that FR
Fι1R−−−→ FQ1R is split, see §4.1. Choose any splitting FQ1R ≃ FR ⊕ FHR and define ψ be the
composition of FHR →֒ FQ1R with
FQ1R
ιn◦...◦ι2−−−−−→ FQnR
FγR
−−−→ FRFR
FR tr− trFR
−−−−−−−−−→ FR. (1.4)
This is independent of the choice of splitting since (1.4) ◦ Fι1R = (FR tr− trFR) ◦ F actR = 0.
Definition (Definition 4.1). Let A and B be enhanced triangulated categories. Let F be an enhanced functor
A → B with enhanced left and right adjoints L,R : B → A. The structure of a Pn-functor on F is a collection
(H,Qn, γ) as above which satisfies the following three conditions:
(1) The monad condition. The following composition is an isomorphism:
ν : FHQn−1
FHιn−1
−−−−−→ FHQn
ψF
−−→ FQn
Fκ
−−→ FJn. (1.5)
(2) The adjoints condition. The following composition is an isomorphism:
FR
FR act
−−−−→ FRFL
FµnL
−−−−→ FHnL. (1.6)
(3) The highest degree term condition. There exists FHnL
∼
−→ FHHnH ′L making the diagram
FHQn−1L FHRFL FRFL FH
nL
FHQn−1L FHRFL FHRFH
′L FHHnH ′L
FHιnL ψFL FµnL
isomorphism
FHιnL FHRψ
′ FHµnH
′L
(1.7)
commute. Here ψ′ : FL→ FH ′L is the left dual of ψ.
Our monad condition is strictly weaker than the one in the definition of a split Pn-functor above. In §5.1
we show that in the split case treated by Addington the objects FHQn−1 and FJn are both isomorphic to
FH ⊕ · · · ⊕ FHn (1.8)
in the way that identifies the map ν : FHQn−1 → FJn with the image under F of the map (1.1) of left
monad multiplication by H minus a strictly upper triangular matrix. Thus our monad condition is strictly
weaker than Addington’s condition on two counts: we only consider the image of (1.1) under F and we only
ask for that to be invertible rather than upper triangular with Id’s down the main diagonal.
Unfortunately, this weakening of the monad condition necessitates the highest degree term condition.
Equally unfortunately, while we weaken Addington’s adjoints condition by applying F to it, we then strengthen
it by asking for a specific map FR→ FHnL to be an isomorphism. Fortunately, if a certain Ext−1-vanishing
holds, both issues can be resolved by strengthening our monad condition to what is essentially a non-split
version of the original monad condition of [Add16]. To formulate it in the non-split case, we use the filtration
on Qn provided by its structure of a cyclic coextension:
• Strong monad condition: For any 0 < j < n the map
Q1Qj
ιι
−→ QnQn
m
−→ Qn, (1.9)
filters through Qj+1
ι
−→ Qn via some map m1j : Q1Qj → Qj+1. Here m is the monad multiplication.
Moreover, there is an isomorphism ρ1j : HH
j ∼−−→ Hj+1 making the following diagram commute:
Q1Qj Qj+1
HHj Hj+1.
m1j
µ1µj µ1+j
ρ1j
(1.10)
• Weak adjoints condition: There exists some isomorphism FR ≃ FHnL.
The first of the two main theorems of this paper is:
Theorem (Theorem 5.2). Let (H,Qn, γ) be as above and suppose that the strong monad condition and the
weak adjoints condition hold. If additionally
Hom−1(Id, Hi) = 0, 1 ≤ i ≤ n
then (H,Qn, γ) is a structure of a P
n-functor on F .
The second main theorem is that our whole theory works:
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Theorem (Theorem 4.1). Let A and B be enhanced triangulated categories. Let F be an enhanced functor
A → B with enhanced left and right adjoints L,R : B → A and a structure (H,Qn, γ) of a Pn-functor.
Define the P-twist PF to be the unique convolution of the two-step complex
FHR
ψ
−→ FR
tr
−→ IdB . (1.11)
Then PF is an autoequivalence of B.
We also prove the conjecture made by Segal in [Seg17] on the relation between split Pn-functors of [Add16]
and spherical functors. Let F : A → B be a split Pn-functor with RF ≃ Id⊕H⊕· · ·⊕Hn. In [Seg17, §2] Segal
constructed an enhanced category AH which can be considered as the derived category of objects supported
on the zero section of the non-commutative line-bundle over A defined by H . It comes with the direct image
functor j∗ : AH → A and a natural lift H˜ of H . The map h : FH →֒ FRF → F defines a deformation F˜ of
the functor FHj∗ : AH → B. In [Seg17, Remark 4.6] Segal conjectured the following, which we now prove:
Theorem (Theorem 5.1). If F : A → B is a split Pn-functor satisfying the strong monad condition, then
F˜ : AH → B
is a spherical functor whose twist is the P-twist of F , and whose cotwist is H˜n+1.
Next we give four families of examples of non-split Pn-functors which exist naturally in the wild. We hope
these to be the first few of the many the notion of Pn-functors now covers. The first two examples are more
formal. One is the spherical functors. We prove that a functor F : A → B is spherical if and only if it is a
P1-functor and in such case PF ≃ T
2
F , the P-twist is the square of its spherical twist (Prop. 7.1 and 7.2).
The other example are extensions by zero of existing Pn-functors. Let D ≃ 〈A, C〉 be an enhanced semi-
orthogonal decomposition with the gluing functor N : C → A. Let F : A → B have a Pn-functor structure
(H,Qn, γ). If QiN = 0 for odd i and QiN = N [i] for even i, we can extend F to a P
n-functor F˜ : D → B
with F˜ |A = F and F˜ |C = 0 and PF˜ ≃ PF (Prop. 7.5). Such P
n-functor is necessarily non-split since it has
by construction a non-trivial kernel. Moreover, the strong monad condition doesn’t hold for such functors
making it necessary to check all three conditions from the definition of a Pn-functor above.
The remaining two examples are more geometrical in nature. First are cyclic covers. Let Z and X be
algebraic varieties and f : Z → X be a degree n+1 cyclic cover ramified in an effective Cartier divisor D ⊂ X ,
as per §7.3.1. Let E be the divisor 1n+1f
−1(D) on Z and σ ∈ µn+1 be a primitive generator of the cyclic group
µn+1 whose action on Z permutes the branches of the cover. The fiber product Z ×X Z has n+1 irreducible
components: the graphs Γλ of λ ∈ µn+1 which can be viewed as the λ-twisted diagonals (z, λz) ⊂ Z ×X Z.
Hence OZ×XZ has a filtration whose factors are the sheaves O∆,OΓσ , . . . ,OΓσn .
Theorem (Theorem 7.1). With f : Z → X as above let F∗ and F ! be the standard Fourier-Mukai enhance-
ments of the direct image functor f∗ and its right adjoint f
!, as per §2.6.2. Let H ≃ OΓσ(0, E) ∈ D(Z × Z)
be the standard enhancement of the autoequivalence h = σ∗(−)⊗OZ(E) of D(Z).
The structure of the degree n cyclic coextension of IdZ by H given on F
!F∗ ≃ OZ×XZ(0, nE) by the above
decomposition of the fiber product Z ×X Z into its irreducible components defines a Pn-functor structure on
F∗ whose twist is the autoequivalence (−)⊗OX(D) of D(X).
Our last example are family Pn-twists where F : D(Z) → D(X) is defined by a flat Pn-fibration over Z.
The P-twist is the derived monodromy of the associated Mukai flop, the so-called “flop-flop = twist” formula.
A limited case of this was done in [ADM19] under the restrictive assumption of HHodd(Z) = 0 which forced
the adjunction monad RF to split up as a sum of its cohomologies. In general this is not the case, however
our new non-split theory works just as well with the standard filtration of RF by its cohomology sheaves:
Theorem (Theorem 7.2). Let Z be a smooth projective variety and let V be a vector bundle of rank n + 1
over Z. Let P = PV and let π : P ։ Z be the resulting flat Pn-fibration. Let X be another smooth projective
variety and let ι : P →֒ X be a codimension n closed immersion with NP/X ≃ Ω
1
P/Z . Let
fk
def
= ι∗ (OP (k)⊗ π
∗(−)) : D(Z)→ D(X),
let rk be its right adjoint, and let h = [−2]. Let Fk, Rk, and H be their standard enhancements.
The structure of a cyclic coextension of Id by H of degree n on the adjunction monad RkFk provided by the
standard filtration by cohomology sheaves makes Fk into a P
n-functor. Let PFk be its P-twist. If the Mukai
flop X
β
←− X˜
γ
−→ X ′ exists we have an isomorphism in D(X ×X):
KN ′−k ◦KNn+k+1 ≃ PFk , “ flop-flop = twist ” (1.12)
where KNn+k+1 and KN
′
−k are Kawamata-Namikawa derived flop equivalences D(X)⇄ D(X
′), cf. §7.4.1.
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We finish with some speculation:
Symmetricity: If F : A → B is spherical, so are its adjoints L and R. The definition of a spherical functor is
symmetrical with respect to A and B. Could we have made our definition of a Pn-functor equally symmetric?
Asking also for FR to be a cyclic extension of IdB by some autoequivalence J satisfying analogues of the
monad, the adjoints, and the highest degree term conditions? Thus L and R would also be Pn-functors.
This question wasn’t asked before, when only the split notion was considered, since in almost all the known
examples FR is not split. Indeed, it is probably too strong to expect all known Pn-functors to be symmetrical,
but it would be interesting to study the ones that are. Our first example are the cyclic covers f : Z → X
considered above. In §7.3.6 we prove that while f∗ is a non-split P
n-functor, f∗ and f ! are split Pn-functors.
P-twist data: Let (H,Qn, γ) be a P
n-functor struncture on a functor F : A → B. By its definition (1.11) the
P-twist PF is completely determined by F and the map ψ defined using a fraction of the data of (H,Qn, γ).
In §3 we axiomatise this and define P-twist data (H,Q1, γ1) for an arbitrary functor F , though the resulting
P-twist is not in general an autoequivalence. Each Pn-functor structure (H,Qn, γ) contains P-twist data
(H,Q1, γ1). Is (H,Qn, γ) determined by its (H,Q1, γ1) in some sense? In §2.5 we give a natural construction
which takes any P-twist data (H,Q1, γ1) and produces a degree n cyclic coextension Qn of IdA by H and
a map γ : Qn → RF . If we apply this to the P-twist data of a Pn-functor structure is the result another
Pn-functor structure on F? Having the same P-twist data as the old structure it would therefore have the
same P-twist. This question is non-trivial even in the split case. For a split Pn-functor satisfying the strong
monad condition, i.e. the definition of [Add16], the answer is yes. We prove this in Corollary 5.3 and we
also prove that the newly obtained Pn-functor structure satisfies the strongest possible monad condition: the
matrix of the map (1.1) is not just upper triangular with Ids down the main diagonal, but the identity matrix
itself. Thus, asking whether the same is true of a general split Pn-functor, is asking whether the monad
multiplication which satisfies the monad condition can be made to satisfy the strong monad condition. In
the Appendix we provide some evidence towards this by studying the case when A = D(Vect).
Segal’s conjecture: Our proof of Segal’s conjecture raises two questions. The first is whether its converse
is true. Let F : A → B be an enhanced functor, H be an autoequivalence of A and γ1 : H →֒ RF be a direct
summand inclusion. As before, the map h : FH →֒ FRF → F defines a functor F˜ from the non-commutative
line bundle AH to B. If F˜ is spherical, is there n such that F a split Pn-functor satisfying the strong monad
condition? If it is true, our Corollary 5.3 gives a way to try and prove it. It constructs γ : IdA⊕ · · ·⊕H
n → RF
which is an isomorphism if F is a Pn-functor. To prove the converse to Segal’s conjecture one needs to
find a way to exploit the fact that F˜ is spherical to show that γ is an isomorphism. However, it doesn’t
seem straightforward. The second question is whether Segal’s conjecture can be generalised to non-split
Pn-functors. Here, we do not see what should be the analogue of the map h. In the non-split case, it
is perfectly possible to have Hom0D(A-B)(FH,F ) = 0. For example, in the cyclic cover example in §7.3.1
F ∈ D(Z ×X) is OΓf where Γf is the graph of the cyclic cover f : Z → X , while FH ≃ OΓf (E, 0) where σ
is a deck-permuting automorphism of Z. For smooth projective Z and non-trivial E there are no non-zero
sheaf morphisms OΓf (E, 0) → OΓf . More conceptually, in the split case Segal’s construction works because
the map ψ : FHR → FR defining the P-twist is a difference of two natural maps. One is hR, where h is
the map defining F˜ , and the other is Fh′, where h′ is the map defining the right adjoint R˜ of F˜ . Hence
F˜ R˜ ≃ Cone(ψ), and the twist of F˜ is the P-twist of F . In the non-split case the map ψ does exist, but it is
no longer a difference of hR and its right adjoint for some map h. Thus it is not clear how to proceed.
On the structure of the paper. In §2 we give preliminaries on DG- and A∞-categories, enhancements,
repeated and cyclic extensions, truncated twisted tensor algebras, and Fourier-Mukai kernels. In §3 we give
the formalism of P-twist data for arbitrary enhanced functors. In §4 we give our new definition of a Pn-functor
and prove its P-twist to be an autoequivalence. In §5 we first, in the split case, compare our definition of
a Pn-functor with the definition of a split Pn-functor in [Add16]. With that insight in mind, we go back to
the fully general situation, write down a non-split analogue of Addington’s definition and prove it to imply
ours. In §6 we give a brief survey of all the examples of split Pn-functors which appeared in literature to date.
Then in §7 we give four brand new examples of non-split Pn-functors using our new theory.
Acknowledgements: We would like to thank Nicolas Addington, Alexei Bondal, Will Donovan, Alexander
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2. Preliminaries
2.1. DG- and A∞-categories. For a brief introduction to DG-categories, DG-modules and the technical
notions involved we direct the reader to [AL17b], §2-4. The present paper was written with that survey in
mind. Below we employ freely any notion or piece of notation introduced in [AL17b], §2-4. We particularly
stress the importance of the material on twisted complexes in [AL17b], §3. We also recall that the derived
category D(A) of a DG-category A is the localisation of the homotopy category H0(Mod -A) of (right) DG-
modules by the class of quasi-isomorphisms. It is constructed as Verdier quotient of H0(Mod -A) by the full
subcategory H0(AcA) consisting of acyclic modules, thus it comes with a projection H0(Mod -A)→ D(A).
For an introduction to A∞-categories we recommend [Kel06], for a comprehensive technical text – [LH03].
For the summary of the technical details relevant to this paper, see [AL16a]. In this paper, we employ freely
any notion or a piece of notation introduced in [AL16a], particularly that of the bar category of modules
Mod(A) as a DG-enhancement of the derived category D(A) of a DG-category A.
The rest of this section contains several useful technical results which we needed to set up the theoretical
machinery of Pn-functors in the language of DG-bimodules and their bar-categories. To our knowledge, these
results are original to this paper.
Recall [Dri04, §3.7], [Tab05], [AL17b, Appendix A] that in any DG-category any homotopy equivalence
y
α
−→ x can be completed to the following system of morphisms and relations:
dθx = α ◦ β − Idx,
dθy = Idy −β ◦ α,
dα = dβ = 0,
dφ = −β ◦ θx − θy ◦ β.
x y
β
φ
θx
α
θy (2.1)
Lemma 2.1 (Replacement Lemma). Let E ∈Mod -A and let its underlying graded module split as Q⊕ R.
Let the differential of E with respect to that splitting be(
dQ η
ζ δ
)
. (2.2)
Assume futher that dQ is a differential on Q. Let P ∈Mod -A be homotopy equivalent to Q ∈Mod -A.
More specifically, let Q
β
−→ P and P
α
−→ Q be homotopy equivalences such that there exist θQ ∈ Hom
−1
A (Q,Q),
θP ∈ Hom
−1
A (P, P ) and φ ∈ Hom
−2
A (Q,P ) as on (2.1).
Then E is homotopy equivalent to P ⊕R equipped with the differential(
dP β ◦ η
ζ ◦ α δ − ζ ◦ θQ ◦ η
)
. (2.3)
Proof. By assumption, d2Q = 0. Since (2.2) is a derivation, δ is also a derivation, while η and ζ are maps of
graded A-modules. Since (2.2) squares to zero, we have
η ◦ ζ = 0,
dQ ◦ η + η ◦ δ = 0,
ζ ◦ dQ + δ ◦ ζ = 0.
ζ ◦ η + δ2 = 0,
We first claim that (2.3) is a differential, and thus makes P ⊕ R into DG A-module. Indeed, the map
(2.3) is a derivation as it is the sum of the derivation
(
dP 0
0 δ
)
and the graded A-module map
(
0 β◦η
ζ◦α −ζ◦θQ◦η
)
.
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Moreover, we have
d2P + β ◦ η ◦ ζ ◦ α = 0+ β ◦ 0 ◦ α = 0,
dP ◦ β ◦ η + β ◦ η ◦ (δ − ζ ◦ θQ ◦ η) = dP ◦ β ◦ η − β ◦ dQ ◦ η − β ◦ 0 ◦ θQ ◦ η =
= (dP ◦ β − β ◦ dQ) ◦ η = 0 ◦ η = 0,
ζ ◦ α ◦ dP + (δ − ζ ◦ θQ ◦ η) ◦ ζ ◦ α = ζ ◦ α ◦ dP − ζ ◦ dQ ◦ α− ζ ◦ θQ ◦ 0 ◦ α =
= ζ ◦ (α ◦ dP − dQ ◦ α) = ζ ◦ 0 = 0,
ζ ◦ α ◦ β ◦ η + (δ − ζ ◦ θQ ◦ η)
2 = ζ ◦ (IdQ−dθQ) ◦ η + δ
2 − δ ◦ ζ ◦ θQ ◦ η − ζ ◦ θQ ◦ η ◦ δ + ζ ◦ θQ ◦ η ◦ ζ ◦ θQ ◦ η =
= ζ ◦ η + δ2 − ζ ◦ dθQ ◦ η + ζ ◦ dQ ◦ θQ ◦ η − ζ ◦ θQ ◦ dQ ◦ η + ζ ◦ θQ ◦ 0 ◦ θQ ◦ η =
= 0− ζ ◦ dθQ ◦ η + ζ ◦ (dQ ◦ θQ − θQ ◦ dQ) ◦ η = −ζ ◦ dθQ ◦ η + ζ ◦ dθQ ◦ η = 0.
Now, consider the following degree 0 maps of A-modules:
Q⊕R
(
β 0
−ζ◦θQ Id
)
−−−−−−−−−→ P ⊕R, (2.4)
P ⊕R
(
α −θQ◦η
0 Id
)
−−−−−−−−→ Q⊕R. (2.5)
These maps are readily seen to commute with the differentials, and thus are closed. We claim that they define
mutually inverse homotopy equivalences Q ⊕R
∼
−→ P ⊕ R and P ⊕R
∼
−→ Q⊕R in Mod -A. Indeed,
(2.5) ◦ (2.4) =
(
α −θQ◦η
0 Id
)
◦
(
β 0
−ζ◦θQ Id
)
=
(
α◦β −θQ◦η
−ζ◦θQ Id
)
=
(
Id 0
0 Id
)
−
(
dθQ θQ◦η
ζ◦θQ 0
)
= Id−d
(
θQ 0
0 0
)
(2.6)
while
(2.4) ◦ (2.5) =
(
β 0
−ζ◦θQ Id
)
◦
(
α −θQ◦η
0 Id
)
=
(
β◦α −β◦θQ◦η
−ζ◦θQ◦α ζ◦θ
2
Q◦η+Id
)
=
(
Id 0
0 Id
)
−
(
−dθP β◦θQ◦η
ζ◦θQ◦α −ζ◦θ
2
Q◦η
)
=
=
(
Id 0
0 Id
)
+ d
(
θP 0
0 0
)
−
(
0 (θP ◦β+β◦θQ)◦η
ζ◦(α◦θP+θQ◦α) −ζ◦θ
2
Q◦η
)
.
Now let
ψ = α ◦ φ ◦ α+ θ2Q ◦ α+ α ◦ θ
2
P + θQ ◦ α ◦ θP
then
dψ = −α ◦ θP − θQ ◦ α.
We then further have(
0 (θP ◦β+β◦θQ)◦η
ζ◦(α◦θP+θQ◦α) −ζ◦θ
2
Q◦η
)
= d
(
0 −φ◦η
ζ◦ψ 0
)
+
(
0 0
0 ζ◦(ψ◦β−α◦φ−θ2Q)◦η
)
.
For any map f : Q→ Q we have d
(
0 0
0 ζ◦f◦η
)
=
(
0 0
0 ζ◦df◦η
)
, thus it remains to show that ψ ◦ β − α ◦ φ+ θ2Q is
a boundary. Indeed, it can be readily checked that
ψ ◦ β − α ◦ φ− θ2Q = d(α ◦ φ ◦ θQ + θQ ◦ α ◦ φ+ α ◦ θP ◦ φ+ θ
3
Q).

Next is the lemma which allows us to cancel an additive functor F from certain natural transformations
involving its right or left adjoint:
Lemma 2.2 (Cancellation Lemma). Let A and B be two additive categories. Let F : A → B be an additive
functor and R,L : B → A be its right and left adjoints.
Let C be an additive category. Let G : A → C, H : B → C, I : C → B, and J : C → A be additive functors.
(1) For any natural transformation GR
α
−→ H we have α = 0 if and only if αF = 0.
(2) For any natural transformation J
α
−→ RI we have α = 0 if and only if Fα = 0.
(3) For any natural transformation H
α
−→ GL we have α = 0 if and only if αF = 0.
(4) For any natural transformation LI
α
−→ J we have α = 0 if and only if Fα = 0.
Proof. We only prove the assertion (1), as the rest are proved similarly.
The “only if” implication is trivial. For “if” implication, assume that
GRF
αF
−−→ HF
is the zero morphism. Then so is the composition
GRFR
αFR
−−−→ HFR
H tr
−−→ H.
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By naturality it equals the composition
GRFR
GR tr
−−−→ GR
α
−→ H
which is therefore also zero. But GRFR
GR tr
−−−→ GR has the left inverse GR
G actR
−−−−→ GRFR, thus we conclude
that GR
α
−→ H must be zero. 
Recall that in the bar category of bimodules we have left (resp. right) dualisation functor which sends
any left (resp. right) perfect bimodule to its left (resp. right) homotopy adjoint [AL16a, §4.2]. The next
lemma describes the action of the left dualisation functor on morphisms between bimodules in terms of the
corresponding homotopy adjunctions. There is also an identical result for the right dualisation functor, which
we leave to the reader.
Lemma 2.3 (Dualisation Lemma). Let A and B be two DG-categories. Let M,N ∈ A-Mod-B be A-perfect.
For any f ∈ HomA-B(M,N) the composition
N A¯
act ⊗ Id
−−−−−→M A¯ ⊗M ⊗N A¯
Id ⊗f ⊗ Id
−−−−−−−→M A¯ ⊗N ⊗N A¯
Id ⊗ tr
−−−−→M A¯
is homotopic to the map f A¯ ∈ HomB-A(N A¯,M A¯).
Proof. The following diagram commutes up to homotopy:
N A¯ M A¯ ⊗M ⊗N A¯ M A¯ ⊗N ⊗N A¯ M A¯
HomA(N,A) HomA(M,M) ⊗HomA(N,A) HomA(M,N) ⊗HomA(N,A) HomA(M,A).
act ⊗ Id Id ⊗f ⊗ Id Id ⊗ tr
act ⊗ Id (f◦(−)) ⊗ Id cmps

Corollary 2.4. Let A and B be two DG-categories. Let M,N ∈ A-Mod-B be A-perfect bimodules. For any
f ∈ HomA-B(M,N) the following square commutes up to homotopy:
B M A¯ ⊗M
N A¯ ⊗N M A¯ ⊗N.
act
act Id ⊗f
fA¯ ⊗ Id
Proof. The top contour is the element in HomD(B-B)(B,M
A¯ ⊗N) that corresponds to f under the isomorphism
HomD(A-B)(M,N) ≃ HomD(B-B)(B,M
A¯ ⊗N)
and the bottom contour is the element that corresponds to f A¯ under the isomorphism
HomD(B-B)(B,M
A¯ ⊗N) ≃ HomD(B-A)(N
A¯,M A¯).
By Lemma 2.3 the element of HomD(B-A)(N
A¯,M A¯) that corresponds to f under the composition of the above
adjunction isomorphisms is f A¯, whence the top and the bottom contour are equal in D(B-B) as desired. 
The next two lemmas give a criterion for a map between one-sided twisted complexes to be itself one-sided:
Lemma 2.5. Let C be a DG category. Let X = (Xi, αij) and Y = (Yi, βij) be one-sided twisted complexes in
Pre-Tr C. Denote by X≥i (resp. Y≥i) the subcomplex of X (resp. Y ) that sits in degrees ≥ i. Let f : X → Y
be a map of twisted complexes. If for every i the restriction of f to X≥i is homotopic to a map which filters
through Y≥i, then f is homotopic to a one-sided map of twisted complexes.
Proof. Without loss of generality let Y sit in degrees 0 to n. We are going to construct a chain of homotopic
maps fm : X → Y with f−1 = f and such that the projection of fm onto Y≤m is one-sided. Suppose we have
constructed the map fm−1. The restriction of fm−1 to X≥m filters through Y≥m. Thus so does the restriction
of fm−1 to X≥m+1. Since X is one-sided the inclusion of X≥m+1 into X is closed. Hence the restrictions of
f and fm−1 to X≥m+1 are homotopic. Hence fm−1|X≥m+1 is still homotopic to a map that filters through
Y≥m+1. Let
hm : X≥m+1 → Y≥m
be the homotopy. Let h˜m be the map X → Y that has the same components as hm. Since Y is one-sided dh˜m
coincides with dhm on all terms of X in degrees ≥ m+ 1. Define fm to be fm−1 + dh˜m. By one-sidedness of
Y again, the projection of dh˜m to Y≤m−1 is 0, thus the projection of fm to Y≤m−1 is still one-sided. On the
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other hand, by construction fm has no components going from the degrees ≥ m+ 1 to the degrees ≤ m. We
conclude that the projection of fm to Y≤m is also one-sided.
We can thus construct fm for any m ≥ −1. The map fn is one-sided and homotopic to f , as desired. 
Lemma 2.6. Let C be a DG category. Let X = (Xij , αij,kl) be a twisted bicomplex over C which is one-sided
in both directions, i.e. αij;kl = 0 for i > k or j > l. Then the complex Tot(X)≥m is homotopy equivalent to
the cone of the map of twisted complexes⊕
i+j=m+1
Tot(X≥i,≥j)
∑
ιi−1,jij −
∑
ιi,j−1ij
−−−−−−−−−−−−→
⊕
i+j=m
Tot(X≥i,≥j), (2.7)
where ιklij is the totalization of the natural map X≥i,≥j → X≥k,≥l for i ≥ k, j ≥ l.
Proof. The natural map from the cone of (2.7) to Tot(X)≥m given by Σm=i+jι
m
ij where
ιmij : Tot(X≥i,≥j)→ Tot(X)≥m
can be readily checked to be a homotopy equivalence.

Lemma 2.7. Let C be a DG category. Let X = (Xij , αij,kl) be a twisted bicomplex over C which is bounded
above and one-sided in both directions, i.e. αij,kl = 0 for i > k or j > l. Let Y = (Yi, βij) be a one-sided
bounded below twisted complex over C. Assume also that Hom−1D(C)(Xij [−(i+ j)], Yk[−k]) = 0 for i+ j > k.
Let f be a map Tot(X) → Y . If for every i, j with i + j ≥ m the restriction of f to Tot(X≥i,≥j) is
homotopic to a map which filters through Y≥m, then the restriction of f to Tot(X)≥m filters through Y≥m.
Proof. By Lemma 2.6 the complex Tot(X)≥m is homotopy equivalent to the totalisation of the two-step
twisted complex (2.7) in Pre-Tr(Pre-Tr C). Moreover, this homotopy equivalence identifies the map
Tot(X)≥m → Tot(X)
f
−→ Y → Y≤m−1
in Pre-Tr C with (the totalisation of) some map⊕
i+j=m+1
Tot(X≥i,≥j)
⊕
i+j=m
Tot(X≥i,≥j)
deg.0
Y≤m−1
deg.0
∑
ιi−1,jij −
∑
ιi,j−1ij
0
∑
ηij
(2.8)
of the twisted complexes in Pre-Tr(Pre-Tr C). Now, by assumption all ηij are null-homotopic. Thus we can
find degree −1 map h with dh =
∑
ηij . Therefore (2.9) is homotopic to the map⊕
i+j=m+1
Tot(X≥i,≥j)
⊕
i+j=m
Tot(X≥i,≥j)
deg.0
Y≤m−1
deg.0
∑
ιi−1,jij −
∑
ιi,j−1ij
−h◦(
∑
ιi−1,jij −
∑
ιi,j−1ij )
0
(2.9)
Since Hom−1D(C) (Tot(X≥i,≥j), Y≤m−1) = 0 for all i+ j ≥ m every such map is null-homotopic, as desired. 
2.2. DG-enhancements of categories and functors. Our main setup in this paper is two enhanced
triangulated categories A and B and an enhanceable functor
F : A → B
which has enhanceable left and right adjoints
L,R : B → A.
For technical details on DG-enhancements, pretriangulated categories, quasi-functors, twisted complexes,
etc. see [AL17b, §3] or [LO10]. Below we give a brief summary and fix the notation.
An enhanced triangulated category is a pre-triangulated DG-category. For any DG-category A there is a
natural triangulated structure on H0(Mod -A) induced fromMod -k. The DG-category A is pre-triangulated
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if the Yoneda embedding of H0(A) into H0(Mod -A) is a triangulated subcategory. In our context, the
truncation H0(A) is the underlying triangulated category and A its DG-enhancement. We consider enhanced
triangulated categories up to quasi-equivalences, the DG-functors A → B for which H∗(A) → H∗(B) and
hence H0(A)→ H0(B) are equivalences. An exact functor f : H0(A)→ H0(B) is enhanceable if there exists
a DG-functor between some pair of DG-categories quasi-equivalent to A and B whose H0-truncation is f up
to identifications of its domain and image with H0(A) and H0(B). See [Toe¨07] for further detail.
For technical reasons, it is best to work with Morita enhancements. These are DG-categories of DG-
modules over a small DG-category. Given a small enhanced triangulated category A we can enlarge it to
PPerf (A), the (still small) category of h-projective, perfect DG A-modules. On the underlying triangulated
categories this has the effect of Karoubi completion, since H0(PPerf (A)) is the Karoubi envelope of H0(A).
More concretely, it is the direct summand completion of H0(A) inside H0(Mod -A). It is also canonically
isomorphic to Dc(A), the derived category of perfect A-modules. If the underlying triangulated category
H0(A) was Karoubi complete to start with, then the Yoneda embedding A →֒ PPerf (A) is a quasi-equivalence,
and A and PPerf (A) are equivalent enhancements of the triangulated category H0(A) ≃ Dc(A). Thus any
small Karoubi-complete enhanced triangulated category can be identified with the standard enhancement of
the derived category Dc(A) of some small A. Here the standard enhancement is the quasi-equivalence class
containing e.g. PPerf (A) or Mod
Perf
(A), the bar-category of perfect A-modules introduced in [AL16a].
The Morita point of view has the advantage that all functors are naturally enhanced by bimodules: any
enhanceable exact functor f : Dc(A) → Dc(B) is a tensor functor, that is — isomorphic to (−)
L
⊗AM for
some B-perfect M ∈ D(A-B) [Toe¨07, Theorem 7.2]. We say that the bimodule M enhances the functor f .
Such f has an enhanceable left adjoint l : Dc(B)→ Dc(A) if and only if M is also A-perfect. In such case l
is enhanced by the bimodule M A¯. On the level of full derived categories, the functor f always has a right
adjoint r : D(B) → D(A) which is enhanced by the bimodule M B¯. This right adjoint restricts to a functor
Dc(B)→ Dc(A) if and only if M B¯ is A-perfect. See [AL16a, §5.1] for the details. Thus, enhanceable functors
f : Dc(A)→ Dc(B) with enhanceable left and right adjoints form a triangulated category which is equivalent
to the full subcategory of D(A-B) consisting of A- and B-perfect bimodulesM for whichM B¯ is also A-perfect.
In this paper we prove our results working in this subcategory of D(A-B). They immediately apply to
all enhanceable functors between small Karoubi-complete enhanced triangulated categories and to the tensor
functors between big categories. These are precisely the continuous enhanceable functors, i.e. those which
commute with arbitrary direct sums, cf. [AL16a, §5.1]
Does this mean that our results do not apply to discontinuous exact f : A → B between big A and B?
No, because we can enlarge our universe to make A and B small. Then A and B can be considered in
Morita enhancement framework, where every enhanceable functor is a tensor functor. A reader may well be
confused at this stage: how did we make a discontinuous functor into a continuous one by mucking about
with set-theoretic issues? The authors were also pretty confused by this, until they realised the following:
On continuity, enhanceability, and the universe:
Let A be a small enhanced triangulated category. It doesn’t have arbitrary (indexed by a set) direct sums.
Otherwise, it would have to contain a direct sum of all its objects, which is impossible. However, it may still
have some infinite direct sums, e.g. indexed by Z. E.g. let A be the unbounded derived category Dqc(X) of
quasi-coherent sheaves on a given scheme X and choose a Grothendieck universe in which A is small.
The embedding Dc(A) →֒ D(A) doesn’t preserve infinite direct sums!
Thus a continuous f : D(A)→ D(B) doesn’t have to respect the direct sums in Dc(A) and Dc(B). Hence,
somewhat counter intuitively, in Morita enhancement framework all functors Dc(A)→ Dc(B), including the
discontinuous ones, are enhanced by bimodules and thus extend to continuous functors D(A)→ D(B).
Another way to say the same thing is as folows. Let A and B be two small enhanced triangulated categories
and let f : D(A) → D(B) be a discontinous exact functor. Then it can’t be enhanced by an A-B-bimodule.
However D(A) ≃ Dc(Mod-A) and D(A) ≃ Dc(Mod-B). The induced functor f : D(Mod-A)→ D(Mod-B)
is, by construction, continuous. Thus while f can not be enhanced by A-B-bimodule, it can be enhanced by
a (Mod-A)-(Mod-B)-bimodule, provided we enlarge the universe appropriately.
2.3. Repeated extensions. We begin by fixing terminology for some well-known concepts:
Definition 2.8. Let C be a triangulated category and let E,F ∈ C. We say that X ∈ C is an extension of F
by E, and, correspondingly, a co-extension of E by F , if there exists an exact triangle
E → X → F → E[1].
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Up to shifts, the extensions correspond to the cones of morphisms of two objects. The following corresponds
to convolutions of complexes of several objects, or, more precisely, to the convolutions of twisted complexes
of them in a DG-enhancement:
Definition 2.9. Let C be a triangulated category and let E0, E1, . . . , En ∈ C. We say that Q ∈ C is a repeated
extension of E0 by E1, . . . , En if there exist objects Q1, . . . , Qn−1 ∈ C and exact triangles
E1 → Q1 → E0 → E1[1]
E2 → Q2 → Q1 → E2[1] (2.10)
. . .
En → Q→ Qn−1 → En[1].
Similarly, we say that Q ∈ C is a repeated co-extension of En by En−1, En−2, . . . , E1 if there exist objects
Q1, . . . , Qn−1 ∈ C and exact triangles
En → Q1 → En−1 → En[1]
Q1 → Q2 → En−2 → Q1[1] (2.11)
. . .
Qn−1 → Q→ E0 → Qn−1[1].
The data (2.10) fits into the diagram:
E0 Q1 Q2 . . . Qn−2 Qn−1 Q
E1 E2 . . . En−1 En
⋆  ⋆   ⋆ 
⋆ (2.12)
The dotted arrow morphisms define of a differential complex on the objects E0, E1[1], . . . , En[n] and the
diagram (2.12) is an instance of a Postnikov tower associated to this complex. In particular, the object Q is
its convolution. Thus repeated extensions of E0 by E1, . . . , En are convolutions of differential complexes with
objects E0, E1[1], . . . , En[n]. Similarly, repeated co-extensions of En by En−1, . . . , E0 are also convolutions of
differential complexes with these objects. This can be made more precise in the language of twisted complexes:
Proposition 2.10. Let C be an enhanced triangulated category and let E0, . . . En ∈ C. For any objects Q ∈ C
the following are equivalent:
(1) Q is a repeated extension of E0, by E1, . . . , En.
(2) Q is a repeated co-extension of En by En−1, . . . , E0.
(3) Q is the convolution of a one-sided twisted complex whose objects are Ei[i] in degrees 0 ≤ i ≤ n and
0 in all other degrees.
(4) Q is the convolution of a one-sided twisted complex whose objects are En−i[−i] in degrees −n ≤ i ≤ 0
and 0 in all other degrees.
Proof. Straightforward verification . 
2.4. Cyclic extensions. Throughout the paper we apply the constructions outlined in this section to an
autoequivalence h of D(A). This requires us to fix a DG-enhancement of h. As per §2.2 this is equivalent to
a choice of a bimodule H ∈ D(A-A). However, the constructions below do not need the functor enhanced by
H to be an autoequivalence, so we present them in this greater generality:
Definition 2.11. Let H ∈ D(A-A). A cyclic extension of degree n (resp. co-extension) of IdA by H is a
repeated extension (resp. co-extension) of IdA by H , H
2, . . . , Hn.
It is more convenient for us in this paper to use the language of cyclic co-extensions. To this end, we
introduce some standard notation. By the definition above, the structure of a degree n cyclic co-extension of
Id by H on an object Qn ∈ D(A-A) is the following diagram in D(A-A):
Id Q1 Q2 . . . Qn−2 Qn−1 Qn.
H H2 . . . Hn−1 Hn
⋆
ι1 ι2
µ1
⋆ µ2  ⋆
ιn−1
 µn−1
ιn
 ⋆ µnσ1
σ2 σn
(2.13)
Define ι : Id→ Qn to be the composition ιn ◦ · · · ◦ ι1.
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On DG level, the data above can be lifted to a twisted complex Q¯n over A-Mod-A and an isomorphism
of its convolution to Qn. The twisted complex is of form
H ⊗n[−n] H ⊗(n−1)[−(n− 1)] . . . H ⊗2[−2] H [−1] A
deg.0
σn σ2 σ1 (2.14)
where, by abuse of notation, σi denote arbitrary lifts of the maps σi in (2.13) to A-Mod-A. The isomorphism
identifies the objects Qi with the convolutions of the subcomplexes
H ⊗i[−i] . . . H ⊗2[−2] H [−1] A
deg.0
σ2 σ1 (2.15)
of (2.14), the maps ιi : Qi−1 → Qi with the twisted complex inclusions
H ⊗i−1[−(i− 1)] . . . H ⊗2[−2] H [−1] A
deg.0
H ⊗i[−i] H ⊗i−1[−(i− 1)] . . . H ⊗2[−2] H [−1] A
deg.0
,
σ2 σ1
σi σ2 σ1
(2.16)
and the maps µi : Qi → Hi with the twisted complex projections
H ⊗i[−i] H ⊗i−1[−(i− 1)] . . . H ⊗2[−2] H [−1] A
deg.0
.
H ⊗i[−i]
deg.−i
σi σ2 σ1
(2.17)
For the computations on DG level, we fix a choice of any such DG lift Q¯n. We can then replace the objects
Qi and the maps ιi and µi with the convolutions of the twisted complexes (2.15) and of the maps (2.16) and
(2.17) and work with the latter instead.
Definition 2.12. Let Qn be a degree n cyclic co-extension of Id by H . Define Jn ∈ D(A-A) as
Jn := Cone
(
Id
ι
−→ Qn
)
. (2.18)
Let now J¯n be the following subcomplex of Q¯n
H ⊗n[−n] H ⊗(n−1)[−(n− 1)] . . . H ⊗2[−2] H [−1]
deg.-1
.
σn σ2 (2.19)
Define λ : J¯n[−1]→ A to be the closed degree zero map
H ⊗n[−n] H ⊗(n−1)[−(n− 1)] . . . H ⊗2[−2] H [−1]
deg.0
A
deg.0
σn σ2
σ1
(2.20)
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whose components are the differentials in (2.14) with the image A. Define κ : Q¯n → J¯n to be the closed
degree zero map
H ⊗n[−n] H ⊗(n−1)[−(n− 1)] . . . H ⊗2[−2] H [−1] A
deg.0
H ⊗n[−n] H ⊗(n−1)[−(n− 1)] . . . H ⊗2[−2] H [−1]
deg.-1
.
σn σ2 σ1
σn σ2
(2.21)
We then have:
Lemma 2.13. The following is an exact triangle in H0(Pre-Tr(A-A))
J¯n[−1]
λ
−→ A
ι
−→ Q¯n
κ
−→ J¯n (2.22)
Proof. This is an exercise in understanding the total complex functor Pre-Tr(Pre-Tr(A-A))
Tot
−−→ Pre-Tr(A-A)
of [BK90]. It is an equivalence and the Yoneda embedding Pre-Tr(A-A) →֒Mod(Pre-Tr(A-A)) identifies it
with the standard convolution of twisted complexes. Thus, in particular, Pre-Tr(A-A) is strongly pretrian-
gulated with Tot as the convolution functior.
Recall, quite generally, that for any strongly pre-triangulated category C and any closed degree 0 morphism
c1
γ
−→ c2 in C, there is an exact triangle in H0(C)
c1
γ
−→ c2 →
{
c1
γ
−→ c2
}
→ c1[1] (2.23)
whose other two maps are induced by the twisted complex maps
c2
deg.0
Id

c1
γ
// c2
deg.0
and
c1
γ
//
Id

c2
deg.0
c1
deg.-1
. (2.24)
See [AL17b, §3.3] for the details and a vastly more general statement.
Now observe that the map
J¯n[−1]
λ
−→ A
is closed of degree 0 and its total complex is Q¯n. Thus, the general fact given above with C = Pre-Tr(A-A)
and γ = λ yields the desired exact triangle in H0(Pre-TrA-A). 
Corollary 2.14. For any DG-lift Q¯n of Qn, we have
Jn ≃
{
J¯n
}
.
We can therefore simply replace Jn by the convolution of J¯n, and work with it and the exact triangle
IdA
ι
−→ Qn
κ
−→ Jn
λ
−→ IdA[1] (2.25)
induced by (2.22), instead.
2.5. Truncated twisted tensor algebras. The most obvious example of a degree n cyclic coextension of
Id by H is the direct sum
Hn ⊕ · · · ⊕H ⊕ Id . (2.26)
It has a natural structure of an algebra in D(A-A) defined by truncating the tensor algebra
⊕∞
i=0H
i.
An arbitrary cyclic coextension of Id by H does not carry a natural structure of an algebra in D(A-A).
However, the definition of a Pn-functor requires the adjunction monad of the functor to be isomorphic to a
cyclic co-extension, thus equipping the latter a posteriori with an algebra structure.
We therefore consider the following family of cyclic coextensions with a natural algebra structure. It is
parametrised by the elements σ ∈ Ext1D(A-A)(H, Id). The case σ = 0 is the truncated tensor algebra example
above. We construct these cyclic co-extensions on DG level, however we then prove it to be independent
of the choices of DG lifts involved. It is somewhat suprising that, though the isomorphism class of the pair
(H,σ) ∈ D(A-A) uniquely determines the isomorphism class of the resulting cyclic co-extension, the authors
were unable to find a construction that works purely on the level of the triangulated category D(A-A).
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Definition 2.15. Let (H,σ) be a pair consisting of a bimodule H ∈ A-Mod-A and a closed morphism of
degree minus one H
σ
−→ A. Define TTH,σ,n of (H,σ) (denoted by TTn where no confusion is possible) to be
the following twisted complex over A-Mod-A:
H ⊗n[−n]
ξn
// . . . // H ⊗2[−2]
ξ2
// H [−1]
ξ1
// A
deg.0
(2.27)
where
ξk+1 =
k∑
i=0
(−1)i Id ⊗(i) ⊗σ ⊗ Id ⊗(k−i)
and all the higher differentials are zero.
The convolution of TTn in D(A-A) has a natural A-algebra structure defined as follows:
(1) The unit map ǫ : A→
{
TTn
}
is defined by the twisted complex map:
A
deg.0
Id

H ⊗n[−n]
ξn
// . . . // H ⊗2[−2]
ξ2
// H [−1]
ξ1
// A
deg.0
(2.28)
(2) As per [AL16a, Lemma 3.42(1)] the bimodule
{
TTn
}
⊗A
{
TTn
}
is isomorphic in D(A-A) to the
convolution of a twisted complex whose degree −i part is ⊕k+l=iH ⊗k ⊗AH ⊗l[−i] for −2n ≤ −i ≤ 0.
The multiplication map µ :
{
TTn
}
⊗A
{
TTn
}
→
{
TTn
}
is defined by the following map from
that twisted complex to (2.27):
(−i,−i) :
⊕
k+l=i
H ⊗k ⊗AH
⊗l[−i]
∑
Id
−−−→ H ⊗i[−i] − n ≤ −i ≤ 0. (2.29)
Lemma 2.16. The isomorphism class of the A-algebra
{
TTn
}
in D(A-A) depends only on the isomorphism
class of the pair (H,σ) in D(A-A).
Proof. Let (H,σ) and (H ′, σ′) be isomorphic in D(A-A). Then there exists a homotopy equivalence H
f
−→ H ′
in A-Mod-A such that σ = σ′ ◦ f + dβ for some β ∈ Hom
−1
A-A(H,A).
Let ι be the twisted complex map TTH,σ,n → TTH′,σ′,n whose component H
⊗i+k[−i− k]→ H ′ ⊗i[−i] is:∑
0≤i1<···<ik≤i+k−1
(−1)ik+
1
2k(k−1)(−1)i1+···+ik φ0 ⊗ . . . ⊗φi+k−1 where φj =
{
β if j ∈ {i1, . . . , ik}
f otherwise.
(2.30)
For the readers convenience we’ve illustrated ι for n = 3:
H ⊗H ⊗H[−3]
σ ⊗ Id ⊗ Id− Id ⊗σ ⊗ Id+ Id ⊗ Id ⊗σ
//
f ⊗f ⊗f

β ⊗f ⊗f−f ⊗β ⊗f+f ⊗f ⊗β
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
,,❳❳
❳
❳
❳
β ⊗β ⊗f−β ⊗f ⊗β+f ⊗β ⊗β
--
β ⊗β ⊗β
,,
H ⊗H[−2]
σ ⊗ Id− Id ⊗σ
//
f ⊗f

−(β ⊗f−f ⊗β)
❯
❯
❯
❯
❯
❯
❯
❯
**❯
❯
❯
β ⊗β
,,
H[−1]
f

σ
//
β
❏
❏
❏
❏
%%❏
❏
❏
❏
A
Id

H′ ⊗H′ ⊗H′[−3]
σ′ ⊗ Id ⊗ Id− Id ⊗σ′ ⊗ Id+ Id ⊗ Id ⊗σ′
// H′ ⊗H′[−2]
σ′ ⊗ Id− Id ⊗σ′
// H′[−1]
σ′
// A
The map ι is clearly of degree 0 and is readily seen to be closed. Since all the degree zero components
of ι are quasi-isomorphisms f ⊗i we conclude by the Rectangle Lemma [AL16a, Lemma 2.12] that ι itself
is a quasi-isomorphism. It therefore defines an isomorphism
{
TTH,σ,n
} ι
−→
{
TTH′,σ′,n
}
in D(A-A). This
isomorphism is readily seen to intertwine the convolutions of the twisted complex maps (2.28) and (2.29).
Thus ι is an isomorphism of A-algebras, as required. 
The above allows us to make the following definition:
Definition 2.17. Let H ∈ D(A-A) and let σ ∈ Hom1D(A-A)(H, Id). Define the n-truncated twisted tensor
algebra TTH,σ,n ∈ D(A-A) (denoted by TTn where no confusion is possible) to be the convolution of the
twisted complex TTn for any lift of (H,σ) to the DG-enhancement A-Mod-A.
P
n-FUNCTORS 15
2.6. Algebraic geometry and Fourier-Mukai transforms. In this section, we introduce the notation
and state the generalities regarding the bicategory FMuk of Fourier-Mukai kernels on separated schemes of
finite type over a field. We then state and prove several key results which are needed for the Fourier-Mukai
computations in §7 where we give geometric examples of non-split Pn-functors. These results are a part of a
bigger framework which will be treated systematically and in depth in [AL].
2.6.1. Generalities. Let us fix some generalities. For any object F ∈ Dqc(X × Y ) we denote by
ΦF : Dqc(X)→ Dqc(Y )
the corresponding Fourier-Mukai transform
πY ∗ (F ⊗ π
∗
X(−)) .
Here πY and πX denotes the projection from the fibre productX×Y to the corresponding components. Where
it is more convenient we also use the notation where πi1...ik denotes the projection from a fibre product to
the product of its components numbered i1, . . . , ik from left to right.
For the details on the twisted inverse image functor f !, the projection formula, the base change morphisms,
the Ku¨nneth morphism, etc., see an excellent in-depth exposition in [Lip09] or its summary in [AL12, §2].
Let f : X → Y be a map of separated schemes of finite type over k. Let
f∗ → Hom(f !OY , f
!) (2.31)
be the morphism right adjoint to the natural map f∗ ⊗ f !OY → f ! via Tensor-Hom adjunction. We define
f!
def
= f∗(f
!OY ⊗ (−)) : Dqc(X)→ Dqc(Y ).
Thus f! is the left adjoint to the RHS of (2.31). When f is perfect and proper, (2.31) is an isomoprhism
[AIL10, Lemma 2.1.10]. It follows that f! is then the left adjoint of f
∗. The adjunction unit is given by
Id→ Hom
(
f !OY , f
!OY ⊗ (−)
)
→ Hom
(
f !OY , f
!f∗(f
!OY ⊗−)
)
∼
−→ f∗f!,
where the first two morphisms are the units of Tensor-Hom adjunction and of (f∗, f
!) adjunction, respectively.
The adjunction counit is given by
f!f
∗ = f∗(f
!OY ⊗ f
∗)
∼
−→ f∗f
∗ → Id,
where the last morphism is the counit of (f∗, f∗) adjunction.
Given two objects F ∈ Dqc(X × Y ) and G ∈ Dqc(Y × Z) we have the notion of their composition as
Fourier-Mukai kernels:
G ⋆ F := π13∗ (π
∗
12F ⊗ π
∗
23G) ∈ Dqc(X × Z). (2.32)
Where no confusion is possible, we suppress the ⋆ and write simply GF . This notion of composition gives
the Fourier-Mukai kernels the structure of a bicategory FMuk . For the details on bicategories, which are a
certain kind of weak 2-categories, see [Be´n67]. The objects of FMuk are separated schemes of finite type
over a field, its categories of 1-morphisms are the derived categories Dqc(X × Y ) of their products, the
horizontal composition is given by (2.32), and the identity 1-morphism is the structure sheaf of the diagonal
∆∗OX ∈ Dqc(X × X). The associator and the unitor natural transformations are defined via the usual
combinations of the projection formula and the base-change isomorphisms, see [AL]. For smooth projective
algebraic varieties this bicategory was studied in [CW10].
2.6.2. Standard kernels and the Key Lemma. The Fourier-Mukai kernels for the functors of direct and inverse
image, tensor product, etc. are well-known. For example, in the case of the direct image functor the (structure
sheaf of the) graph of the corresponding map of schemes is usually taken as its Fourier-Mukai kernel. In the
lemma below we define these standard kernels, but in what may seem at first to be a slightly unusual form.
Lemma 2.18 (Standard kernels). Let X be a separated scheme of finite type over k and let Q ∈ Dqc(X).
The object
TQ = π
∗
2Q⊗∆∗OX ∈ Dqc(X ×X)
is the Fourier-Mukai kernel for Q⊗ (−).
Let f : X → Y be a map of separated schemes of finite type over k. We have the maps
(IdX ×f) : X ×X → X × Y,
(IdY ×f) : Y ×X → Y × Y.
The objects
F∗ = (IdX ×f)∗∆∗OX ∈ Dqc(X × Y ),
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F ∗ = (IdY ×f)
∗∆∗OY ∈ Dqc(Y ×X),
are the Fourier-Mukai kernels for f∗ and f
∗, respectively. If f is perfect, then also the object
F ! = (IdY ×f)
!∆∗OY ∈ Dqc(Y ×X),
F! = (IdX ×f)!∆∗OX ∈ Dqc(X × Y ),
are the Fourier-Mukai kernel for f ! and f!, respectively.
We refer to these as the standard kernels for these functors. Furthermore, for any composition of these
functors its standard kernel is the composition of the standard kernels of its composants. For example, given
a functor f∗(Q⊗ f∗(−)), its standard kernel is F∗ ⋆ TQ ⋆ F ∗.
Proof. This is standard. We have
ΦTQ = π2∗ (π
∗
2Q⊗∆∗OX ⊗ π
∗
1) ≃ π2∗∆∗∆
∗(π∗2Q⊗ π
∗
1) ≃ Q⊗ Id,
by the projection formula and since π1 ◦∆ = π2 ◦∆ = Id.
Next, we have two commutative diagrams:
X X ×X X
X × Y Y
∆
(Id,f)
IdX ×f
πX
f
πY
X Y ×X X
Y Y × Y Y.
f
(f,Id)
IdY ×f
πX
f
∆ πY
(2.33)
All three squares are Tor-independent and thus we have the base change isomorphisms for them. Thus
ΦF∗ = πY ∗
(
(IdX ×f)∗∆∗OX ⊗ π
∗
X
)
≃ πY ∗
(
(Id, f)∗OX ⊗ π
∗
X
)
≃ πY ∗(Id, f)∗(Id, f)
∗π∗X ≃ f∗ Id
∗ ≃ f∗,
by the projection formula and since ∆ ◦ (IdX ×f) = (Id, f), πX ◦ (Id, f) = Id, and πY ◦ (Id, f) = f . Similarly
ΦF∗ = πX∗
(
(IdY ×f)
∗∆∗OY ⊗ π
∗
Y
)
≃ πX∗
(
(f, Id)∗OX ⊗ π
∗
Y
)
≃ πX∗(f, Id)∗(f, Id)
∗π∗Y
)
≃ f∗.
Now, assume f to be perfect. The projections πX and πY are flat, thus the two squares on (2.33) involving
them admit twisted base change isomorphisms. Were f to be proper, [Lip09, Theorem 4.7.4] would have
given us the twisted base change for f ! and (IdY ×f)! in the middle square on (2.33). Turns out we still have
it because the middle square splits the rightmost one:
(IdY ×f)
!∆∗ ≃ (IdY ×f)
∗∆∗ ⊗ (IdY ×f)
!OY×Y ≃ (f, Id)∗f
∗ ⊗ π∗Xf
!OY ≃
≃ (f, Id)∗
(
f∗ ⊗ (f, Id)∗π∗Xf
!OY
)
≃ (f, Id)∗
(
f∗ ⊗ f !OY
)
≃ (f, Id)∗f
!,
Thus
ΦF ! ≃ πX∗
(
(IdY ×f)
!∆∗OY ⊗ π
∗
Y
)
≃ πX∗
(
(f, Id)∗f
!OY ⊗ π
∗
Y
)
≃
≃ πX∗(f, Id)∗
(
f !OY ⊗ (f, Id)
∗π∗Y
)
≃ Id∗
(
f !OY ⊗ f
∗
)
≃ f !OY ⊗ f
∗ ≃ f !
with the last isomorphism using again the fact that f is perfect. Finally,
ΦF! = πY ∗
(
(IdX ×f)∗
(
∆∗OX ⊗ (IdX ×f)
!OX×Y
)
⊗ π∗X
)
≃ πY ∗
(
(IdX ×f)∗
(
∆∗OX ⊗ π
∗
Xf
!OY
)
⊗ π∗X
)
≃
≃ πY ∗(IdX ×f)∗∆∗
(
∆∗π∗Xf
!OY ⊗∆
∗(IdX ×f)
∗π∗X
)
≃ f∗
(
f !OY ⊗ Id
)
= f!.

The following crucial result explains the reason for our choice of the standard kernels above:
Lemma 2.19 (The Key Lemma). Let f : X ′ → X and g : Y ′ → Y be maps of separated schemes of finite
type over a field. Let M ∈ Dqc(X) and N ∈ Dqc(Y ). Let Q ∈ Dqc(X × Y ) and Q′ ∈ Dqc(X ′ × Y ′).
(1) There exists the following isomorphism which is functorial in Q:
(f × g)∗Q ≃ G∗ ⋆ Q ⋆ F∗.
(2) If f and g are perfect, there exist the following isomorphism which is functorial in Q:
(f × g)!Q ≃ G! ⋆ Q ⋆ F!.
(3) There exists the following isomorphism which is functorial in Q′:
(f × g)∗Q
′ ≃ G∗ ⋆ Q
′ ⋆ F ∗.
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(4) If f and g are perfect, there exists the following isomorphism which is functorial in Q:
(f × g)!Q ≃ G
! ⋆ Q ⋆ F!.
(5) There exists the following isomorphism which is functorial in Q:
π∗XM ⊗ π
∗
YN ⊗Q ≃ TN ⋆ Q ⋆ TM .
Proof. We only prove the assertion (1), the other assertions are proved similarly. We have
G∗ ⋆ Q ⋆ F∗ ≃ πX′Y ′∗
(
π∗Y Y ′G
∗ ⊗ π∗XYQ⊗ π
∗
X′XF∗
)
≃ πX′Y ′∗
(
π∗Y Y ′(g, Id)∗OY ′ ⊗ π
∗
XYQ⊗ π
∗
X′X(Id, f)∗OX′
)
.
By base change around the squares
X ′ × Y × Y ′ X ′ ×X × Y × Y ′
X ′ X ′ ×X.
i:=(Id,f)×IdY×Y ′
πX′ πX′X
(Id,f)
X ′ ×X × Y ′ X ′ ×X × Y × Y ′
Y ′ Y × Y ′.
j:=IdX′×X ×(g,Id)
πY ′ πY Y ′
(g,Id)
(2.34)
the above is isomorphic to
πX′Y ′∗
(
j∗OX′×X×Y ′ ⊗ π
∗
XYQ⊗ i∗OX′×Y×Y ′
)
. (2.35)
The fiber square
X ′ × Y ′ X ′ × Y × Y ′
X ′ ×X × Y ′ X ′ ×X × Y × Y ′
IdX′ ×(g,Id)
(Id,f)×IdY ′ i
j
(2.36)
is Tor-independent since any pullback from X ′ ×X to X ′ ×X × Y × Y ′ is flat over Y × Y ′. Hence we have
the Ku¨nneth isomorphism
j∗OX′×X×Y ′ ⊗ i∗OX′×Y×Y ′ ≃ h∗OX′×Y ′
where h := (Id, f)× (g, Id) is the composition of the maps along either contour of the square. Thus (2.35) is
further isomorphic to:
πX′Y ′∗
(
h∗OX′×Y ′ ⊗ π
∗
XYQ
)
≃ πX′Y ′∗h∗h
∗π∗XYQ ≃ Id∗(f × g)
∗Q ≃ (f × g)∗Q.

2.6.3. 2-categorical adjunctions for standard kernels. Lemma 2.19 allows us to systematically obtain 2-categorical
adjunctions in FMuk for the standard kernels of Lemma 2.18 from the functorial adjunctions of derived func-
tors:
Proposition 2.20 (2-categorical adjunctions for standard kernels). Let X and Y be separated schemes of
finite type over a field and let f : X → Y be a scheme map.
(1) Let
IdY
ǫ
−→ F∗ ⋆ F
∗ (2.37)
F ∗ ⋆ F∗
µ
−→ IdX (2.38)
be the morphisms identified by the isomorphisms of the Key Lemma (Lemma 2.19) with the morphisms
∆∗OY → (IdY ×f)∗(IdY ×f)
∗∆∗OY (2.39)
(IdX ×f)
∗(IdX ×f)∗∆∗OX → ∆∗OX (2.40)
which are the unit and counit of the corresponding functorial adjunctions. Then (F ∗, F∗, ǫ, µ) is a
2-categorical adjunction in FMuk.
(2) Assume further that f is perfect and proper. Let
IdX
ǫ
−→ F ! ⋆ F∗ (2.41)
F∗ ⋆ F
∗ µ−→ IdY (2.42)
be the morphisms identified by the isomorphisms of the Key Lemma with the morphisms
∆∗OX → (IdX ×f)
!(IdX ×f)∗∆∗OX (2.43)
(IdY ×f)∗(IdY ×f)
!∆∗OY → ∆∗OY (2.44)
which are the unit and the counit of the corresponding functorial adjunctions. Then (F∗, F
!, ǫ, µ) is a
2-categorical adjunction in FMuk.
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(3) Assume further that f is perfect and proper. Let
IdX
ǫ
−→ F ∗ ⋆ F! (2.45)
F! ⋆ F
! µ−→ IdY (2.46)
be the morphisms identified by the isomorphisms of the Key Lemma with the morphisms
∆∗OX → (IdX ×f)
∗(IdX ×f)!∆∗OX (2.47)
(IdY ×f)!(IdY ×f)
∗∆∗OY → ∆∗OY (2.48)
which are the unit and the counit of the corresponding functorial adjunctions. Then (F!, F
∗, ǫ, µ) is a
2-categorical adjunction in FMuk.
(4) Let M ∈ D(X) be a perfect object. Let
IdX
ǫ
−→ TM∨ ⋆ TM (2.49)
TM ⋆ TM∨
µ
−→ IdX (2.50)
be the morphisms identified by the isomorphisms of the Key Lemma with the morphisms
∆∗OX → π
∗
2M
∨ ⊗ π∗2M ⊗∆∗OX (2.51)
π∗2M ⊗ π
∗
2M
∨ ⊗∆∗OX → ∆∗OX (2.52)
which are the the unit and the counit of the functorial adjunction ((−)⊗ π∗2M, (−)⊗ π
∗
2M
∨)). Then
(TM , TM∨ , ǫ, µ) is a 2-categorical adjunction in FMuk.
Proof. One can verify this directly, or see [AL]. 
The unit and the counit of a 2-categorical adjunction are unique up to a unique isomorphism. Throughout
the rest of the paper we shall refer to the morphisms defined in Proposition 2.20 as the units and the counits of
the 2-categorical adjunctions (F ∗, F∗), (F∗, F
!), and (TM , TM∨). Up to isomorphism, they admit the following
descriptions which are frequently more convenient for computational purposes:
Proposition 2.21. Let f : X → Y be a map of separated schemes of finite type over a field.
(1) There is an isomorphism
F ∗ ⋆ F∗ ≃ (IdX ×f)
∗(Id, f)∗OX (2.53)
which identifies the adjunction counit F ∗ ⋆ F∗
µ
−→ IdX with the morphism
(IdX ×f)
∗(Id, f)∗OX → ∆∗OX (2.54)
which is the base change map for the commutative square:
X X
X ×X X × Y.
∆ (Id,f)
IdX ×f
(2.55)
(2) There is an isomorphism
F ∗ ⋆ F∗ ≃ (IdX ×f)
∗(f × IdY )
∗∆∗OY (2.56)
which identifies the adjunction counit F ∗ ⋆ F∗
µ
−→ IdX with the composition
(IdX ×f)
∗(f × IdY )
∗∆∗OY
∼
−→ (IdX ×f)
∗(Id, f)∗OX → i∗OX×YX → ∆∗OX (2.57)
where the first map is the base change isomorphism for the Tor-independent fiber square at the bottom
of the following commutative diagram:
X X ×Y X X ×X
X X × Y
Y Y × Y,
∆ i
π1 IdX ×f
(Id,f)
f f×IdY
∆
(2.58)
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the second map is the base change map for its top fiber square, and the third map is the natural
restriction of sheaves which is the image under i∗ of the adjunction unit OX×YX → ∆∗∆
∗OX×YX .
(3) We have an isomorphism
F∗ ⋆ F
∗ ≃ ∆∗f∗OX (2.59)
which identifies the adjunction unit IdY
ǫ
−→ F∗ ⋆ F ∗ with the morphism
∆∗OY → ∆∗f∗OX (2.60)
which is the image under ∆∗ of the adjunction unit for (f
∗, f∗).
(4) If f is perfect and proper, we have an isomorphism
F∗ ⋆ F
! ≃ ∆∗f∗f
!OY (2.61)
which identifies the adjunction counit F∗ ⋆ F
! µ−→ IdY with the morphism
∆∗f∗f
!OY → ∆∗OY (2.62)
which is the image under ∆∗ of the adjunction counit for (f∗, f
!).
(5) If f is perfect and proper, we have an isomorphism
F ! ⋆ F∗ ≃ (IdX ×f)
!(Id, f)∗OX (2.63)
which identifies the adjunction unit IdX
ǫ
−→ F ! ⋆ F∗ with the morphism
∆∗OX → (IdX ×f)
!(Id, f)∗OX (2.64)
which is the twisted base change map ∆∗ Id
! → (IdX ×f)!(Id, f)∗ for the commutative square (2.55).
(6) If f is perfect and proper, we have an isomorphism
F ! ⋆ F∗ ≃ (IdX ×f)
!(f × IdY )
∗∆∗OY (2.65)
which identifies the adjunction unit IdX
ǫ
−→ F ! ⋆ F∗ with the composition
∆∗OX → i∗π
!
1OX → (IdX ×f)
!(Id, f)∗OX
∼
−→ (IdX ×f)
!(f × IdY )
∗∆∗OY (2.66)
where the first map is the image under i∗ of the adjunction counit ∆∗∆
!π!1OX → π
!
1OX , the second
map is the twisted base change map for the top fiber square in (2.58), and the third map is the base
change isomorphism for the Tor-independent bottom fiber square in (2.58).
Proof. We only prove the assertion (1), as the proofs of the remaining assertions are similar.
Define (2.53) be the composition of the isomorphism of the Key Lemma (Lemma 2.19)
F ∗ ⋆ F∗ ≃ (IdX ×f)
∗(IdX ×f)∗∆∗OX
with the image under (IdX ×f)∗ of the pseudofunctoriality isomorphism
(Id, f)∗OX
∼
−→ (IdX ×f)∗∆∗OX . (2.67)
due to (Id, f) = (IdX ×f)∗∆∗. Then, by its definition, the adjunction counit F ∗ ⋆ F∗
µ
−→ IdX gets identified
by (2.53) with the composition
(IdX ×f)
∗(Id, f)∗OX
(2.67)
−−−−→ (IdX ×f)
∗(IdX ×f)∗∆∗OX → ∆∗OX ,
where the second morphism is the adjunction counit for ((IdX ×f)∗, (IdX ×f)∗). Thus, under this adjunction,
the composition above is the morphism adjoint to the pseudofunctoriality isomorphism (2.67).
On the other hand, by its definition the base change map for (2.55) is the morphism adjoint to the
composition
(Id, f)∗OX
∼
−→ (Id, f)∗ IdX∗ Id
∗
X OX → (IdX ×f)∗∆∗ Id
∗
X OX .
Given that IdX∗ = Id
∗
X = IdD(X), this is tautologically equal to the pseudofunctoriality isomorphism (2.67)
above. We conclude that the morphism identified by (2.53) with the adjunction counit F ∗ ⋆F∗
µ
−→ IdX equals
the base change isomorphism for (2.55), as desired. 
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2.6.4. Exterior algebra, short exact sequences, and dualities. Let X be a scheme and V a locally free sheaf of
rank n on X . Denote the product in the exterior algebra ∧∗V of V by
w : ∧∗ V ⊗ ∧∗V → ∧∗V . (2.68)
By abuse of notation, we also denote by w each of its surjective components
w : ∧i V ⊗ ∧jV ։ ∧i+jV i, j ∈ Z,
(v1 ∧ · · · ∧ vi)⊗ (w1 ∧ · · · ∧ wj)→ v1 ∧ · · · ∧ vi ∧ w1 ∧ · · · ∧ wj .
These are sometimes referred to as the “wedging maps”.
We have the canonical isomorphism
(∧iV)∨ ≃ ∧iV∨ i ∈ Z
and hence we have two canonical evaluation maps
ev : ∧i V ⊗ ∧jV∨ → ∧i−jV ,
ev : ∧i V ⊗ ∧jV∨ → ∧j−iV∨.
The former map is an isomorphism for i = n and the latter for j = n, giving rise to dualities.
Suppose now that we have a short exact sequence
0→ P
ι
→֒ V
π
։ Q → 0 (2.69)
of locally free sheaves on X . Let p and q be the ranks of P and Q.
Proposition 2.22. (1) For any i ∈ Z the composition
∧pP ⊗ ∧iV
∧pι⊗Id
−−−−−→ ∧pV ⊗ ∧iV
w
−→ ∧i+pV
filters through the natural projection
∧pP ⊗ ∧iV
Id⊗∧iπ
։ ∧pP ⊗ ∧iQ
and thus defines a canonical map
∧p P ⊗ ∧iQ → ∧i+pV . (2.70)
For i = q this gives the canonical determinantal isomorphism
∧p P ⊗ ∧qQ
∼
−→ ∧nV . (2.71)
(2) For any i ∈ Z the composition
∧iV ⊗ ∧qQ∨
Id⊗∧qπ∨
−−−−−−→ ∧iV ⊗ ∧qV∨
ev
−→ ∧i−qV
filters through the inclusion ∧i−qP →֒ ∧i−qV giving rise to the canonical projection
∧i V ⊗ ∧qQ∨ ։ ∧i−qP . (2.72)
For i = p this gives the line bundle isomorphism
∧nV ⊗ ∧qQ∨
∼
−→ ∧pP
which is adjoint to the inverse
∧n V
∼
−→ ∧qQ⊗ ∧pP (2.73)
of the canonical isomorphism (2.71).
(3) For any i ∈ Z the following diagram commutes
∧iV ⊗ ∧nV∨ ∧n−iV∨
∧iV ⊗ ∧qQ∨ ⊗ ∧pP∨
∧i−qP ⊗ ∧pP∨ ∧n−iP∨.
ev
∼
Id⊗(2.73)∨∼
∧n−iι∨
(2.72)⊗Id
ev
∼
(2.74)
Proof. All the assertions can be checked locally where they follow by choosing appropriate bases. 
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2.6.5. The excess bundle formula. Let Z be a smooth algebraic variety and let X and Y be locally complete
intersection subvarieties of Z whose intersection W = X ∩ Y is a locally complete subvariety of X and Y .
Consider the fiber square
W Y
X Z,
q
p h j
i
(2.75)
where i, j, p, q, and h are the corresponding regular immersions.
Definition 2.23. The excess bundle EW of the intersection of X and Y in Z is the locally free sheaf on W
which is the cokernel of the following natural injection:
NW/Z → p
∗NX/Z ⊕ q
∗NY/Z . (2.76)
The following is a well-known result which appears e.g. in [Sca15] or [ACH14]:
Theorem 2.1 (The Excess Bundle Formula). The cohomology sheaves of the object i∗j∗OY ∈ D(X) are
H−m(i∗j∗OY ) ≃ p∗(∧
mE∨W ). (2.77)
We need some generalisations of it:
Proposition 2.24. Let F ∈ Coh(Y ) be such that q∗F ∈ D(W ) is concentrated in the degree zero. If q∗F ≃ 0,
then i∗j∗F ≃ i!j∗F ≃ 0. Otherwise:
(1) We have an isomorphism functorial in F :
H−m(i∗j∗F) ≃ p∗(q
∗F ⊗ ∧mE∨W ). (2.78)
Thus the non-zero cohomologies are in the degrees from codimZ(W )− codimZ(X)− codimZ(Y ) to 0.
(2) The base change map
i∗j∗F → p∗q
∗F (2.79)
is the projection onto the rightmost (degree 0) cohomology.
(3) We have an isomorphism functorial in F :
H−m(i!j∗F) ≃ p∗(q
∗F ⊗ ∧codimZ(X)+mE∨W )⊗ ωX/Z . (2.80)
Thus the non-zero cohomologies are in the degrees from codimW (Y ) to codimZ(X).
(4) The twisted base change map
p∗q
!F → i!j∗F
is the inclusion of the leftmost (degree codimY W ) cohomology.
Proof. (1):
By Lemma 2.19 the standard Fourier-Mukai kernel I∗J∗ of i
∗j∗ is isomorphic to the object
(j × i)∗∆∗OZ ∈ D(Y ×X).
Consider the fiber square
W Z
Y ×X Z × Z.
h
(q,p) ∆
j×i
(2.81)
The excess bundle E ′W of the intersection of Y ×X and Z inside Z × Z is the cokernel of the natural map
NW/Z×Z
q1⊕q2
−−−−→ h∗NZ/Z×Z ⊕ (j × i)
∗NY×X/Z×Z . (2.82)
The map q1 is a surjection whose kernel is NW/Z ⊂ NW/Z×Z . On the other hand, we can identify NY×X/Z×Z
with π∗YNY/Z ⊕ π
∗
XNX/Z . Hence the cokernel of (2.82) is isomorphic to the cokernel of (2.76), i.e. E
′
W ≃ EW .
Now, we have
i∗j∗F ≃ πX∗ (I
∗J∗ ⊗ π
∗
Y F) ,
so by the excess bundle formula
H−m(I∗J∗) ≃ (q, p)∗ ∧
m E∨W .
By the projection formula we have
H−m(I∗J∗)⊗ π
∗
Y F ≃ F ≃ (q, p)∗ (∧
mE∨W ⊗ (q, p)
∗π∗Y F) ≃ (q, p)∗ (∧
mE∨W ⊗ q
∗F) . (2.83)
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By assumption q∗F is concentrated in degree zero, and ∧mE∨W ⊗ (−) and (q, p)∗ are exact. Thus (2.83) is also
concentrated in degree 0. It follows by a spectral sequence argument that
H−m (I∗J∗ ⊗ π
∗
Y F) ≃ (q, p)∗ (∧
mE∨W ⊗ q
∗F) .
Finally, since p∗ is exact the object
πX∗H
−m (I∗J∗ ⊗ π
∗
Y F) ≃ πX∗(q, p)∗ (∧
mE∨W ⊗ q
∗F) ≃ p∗ (∧
mE∨W ⊗ q
∗F)
is again concentrated in degree zero. The isomorphism (2.78) now follows by a similar spectral sequence
argument. Its functoriality is due to the functoriality of the spectral sequences involved.
(2):
It suffices to prove that the base change map (2.79) induces an isomorphism on degree 0 cohomology
sheaves. A quick way to establish this is to observe that the induced map is just the base change map in
Coh(X) for the ordinary, non-derived functors. That is readily seen to be an isomorphism.
There is a more conceptual way which also works for (4). Arguing via Fourier-Mukai kernels as in (1) we
reduce to the case F = OY . Then we observe that the question is local on Z. Firstly, being an isomorphism
on degree 0 cohomologies is a local property of a morphism in D(X). Secondly, base change maps commute
with localisation to open subsets or local rings. Indeed, given an open subset U ⊂ Z we can localise the whole
fiber square (2.75) to it. The pullback to X ∩ U of the base change map (2.79) for the original fiber square
is then naturally isomorphic to the base change map of the localised square applied to FU .
Thus it suffices to assume that X and Y are global complete intersections in Z and F = OY . It is then
possible to compute explicitly using Koszul complexes. Computing i∗j∗OY via the Koszul complex of j∗OY
one readily sees that it splits up as the direct sum of its cohomologies and the base change map is the
projection onto the degree zero summand.
(3):
This follows immediately from the isomorphism
i! ≃ i∗ ⊗ i!OZ ≃ i
∗ ⊗ ωX/Z [− codimZ X ].
(4):
The proof is analogous to that of (2): reduction to the global complete intersection case, and then a Koszul
complex computation. Alternatively, the desired statement can be obtained from (2) via the relative Verdier
duality over Z since we have
i!j∗ ≃ DX/Z i
∗j∗DY/Z
and the dualisation exchanges adjunction units and adjunction counits. See [AL16b, §2.1] for more details. 
Suppose now we further have a locally complete intersection subvariety Y ′ ⊂ Y which carves out a complete
intersection subvariety W ′ ⊂ W . We then have the following pair of fiber squares, all of whose maps are
regular immersions:
W ′ Y ′
W Y
X Z.
g
r
s k
q
p h j
i
(2.84)
Let EW be as before and let E ′W be the excess bundle of the intersection of Y
′ and W at W ′. We then have
the following 3× 3 commutative diagram in Coh(W ′) whose rows and columns are short exact sequences:
NW ′/W 0⊕ r
∗NY ′/Y K
NW ′/Z s
∗p∗NX/Z ⊕ r
∗NY ′/Z EW ′
s∗NW/Z s
∗p∗NX/Z ⊕ g
∗NY/Z s
∗EW ,
(2.85)
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where the sheaf K is the cokernel of the natural inclusion NW ′/W →֒ r
∗NY ′/Y .
Proposition 2.25. Let F ∈ Coh(Y ) be such that q∗F ∈ D(W ), k∗F ∈ D(Y ′) and g∗F ∈ D(W ′) are all
concentrated in the degree zero.
(1) Let
i∗j∗F → i
∗j∗k∗k
∗F (2.86)
be the map given by the adjunction unit IdY → k∗k∗. In other words, by the sheaf restriction F ։ FY ′ .
The induced map on degree −m cohomology sheaves is the map
p∗ (∧
mE∨W ⊗ q
∗F)→ p∗ (s∗ ∧
m E∨W ′ ⊗ q
∗F) (2.87)
induced by the natural projection EW ′ → s∗EW of (2.85).
(2) Let d = codimY Y
′ and let
i∗j∗k∗k
!F → i∗j∗F (2.88)
be the map given by the adjunction counit k∗k
! → IdY . The induced map on degree −m cohomology
sheaves is the map
p∗
(
s∗
(
∧m+dE∨W ′ ⊗ r
∗ ∧d NY ′/Y
)
⊗ q∗F
)
→ p∗ (s∗ ∧
m E∨W ⊗ q
∗F) (2.89)
induced by the composition
∧m+dE∨W ′ ⊗ r
∗ ∧d NY ′/Y → ∧
m+dE∨W ′ ⊗ ∧
dK → s∗ ∧m E∨W
where the first map is induced by the natural projection r∗NY ′/Y ։ K and the second map is induced
by the rightmost column of (2.85).
Proof. Both assertions are proved analogously to the proof of Proposition 2.24 (2): we use a Fourier-Mukai
argument to reduce to the case F = OX and a locality argument to reduce to the case of global complete
intersections. Then it is a straightforward Koszul complex computation with both sides of (2.86) and (2.87)
splitting up as sums of their cohomologies. 
2.6.6. Splitting trick. Let X and Y be schemes over a base scheme S. The following result allows us, in
certain circumstances, to deduce that the cohomology sheaves of an external tensor product M ⊠S N split
up as the direct sums of the external tensor products of the cohomology sheaves of M and N :
Lemma 2.26. Let X and Y be schemes over a base scheme S. Let X ×S Y be the fiber product and denote
by (−)⊠ (−) the external tensor product π∗1(−)⊗ π
∗
2(−) on X ×S Y .
Let M ∈ Dqc(X) be such that all its cohomology sheaves Hi(M) are flat over S. Then for all N ∈ Dqc(Y )
and all r ∈ Z we have a natural isomorphism in QCoh(X × Y ):
Hr(M ⊠N) ≃
⊕
p+q=r
Hp(M)⊠Hq(N). (2.90)
Proof. This is a typical instance of the Ku¨nneth map⊕
p+q=r
Hp(M)⊠Hq(N)→ Hr(M ⊠N) (2.91)
being an isomorphism. For a very general exposition, covering this particular case, see [GD63], §6 and
specifically Proposition 6.7.7.
For the benefit of the reader, we give a brief sketch of the argument. Let M• and N• be resolutions of M
and N by bounded above complexes of flat sheaves. We then have a bicomplex
Cp,q =Mp ⊠Nq
and there is a standard spectral sequence, associated to the filtration of its totalisation TotC•,• by columns,
see e.g. [GM03, §III.7.5]. It has
Ep,q0 = Cp,q =Mp ⊠Nq,
Ep,q1 = H
p(C•,q) ≃ H
p(M)⊠Nq,
Ep,q2 = H
p
∗ (H
q
• (C∗,•)) ≃ H
q(Hp(M)⊠N•) ≃ H
p(M)⊠Hq(N),
with the last isomorphism due to Hp(M) being flat over S. Now since Ep,q2 ≃ H
p(M)⊠Hq(N) any class in
it can be represented by a genuine cycle, and not just 2-almost cycle. That is, by an element of Mp ⊠ Nq
which is killed by the differential of the bicomplex. Therefore all the differentials on the page E2 die and the
spectral sequence degenerates. Since the bicomplex is bounded above in both directions, the spectral sequence
converges to its total cohomology. We thus have a filtration on Hr(M ⊠N) whose assocated graded object
is
⊕
p+q=rH
p(M)⊠Hq(N). The Ku¨nneth maps splits this filtration, and is therefore an isomorphism. 
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3. P-twists
In this section, given an enhanced functor between enhanced triangulated categories equipped with P-twist
data, we construct an endomorphism of the target category called the P-twist.
3.1. Generalities. Below we fix some notation to be used throughout the section. Let A and B be two
DG-categories. Let D(A)
f
−→ D(B) be a continuous functor, that is — it commutes with infinite direct sums.
Assume that f has continuous left and right adjoints D(B)
l,r
−→ D(A). Fix an enhancementM ∈ D(A-B) of f .
To be more precise, for the computations on DG level we fix a choice of a specific bimodule M ∈ A-Mod-B.
All our constructions, however, depend only on the isomorphism class of M in D(A-B).
As l and r exist and are continuous, by [AL16a, Prop. 5.2] M is A- and B-perfect and M A¯ and M B¯ are
DG-enhancements of l and r. We therefore denote M , M A¯, and M B¯ by F , L, and R, respectively.
Since the tensor product of bimodules enhances the composition of the corresponding functors we adopt
from now on the “functorial” notation detailed in [AL16a, §5]. To sum it up briefly, we suppress the tensor
signs and write bimodules in the order of the composed functors. For example, we write
FR for M B¯ ⊗AM ∈ B-Mod-B,
LF for M ⊗BM
A¯ ∈ A-Mod-A.
Moreover, we denote the diagonal bimodules A and B by IdA and IdB, or by Id where no confusion is possible.
For further subtleties concerning diagonal bimodules in this notation see [AL16a, note after Defn. 4.6].
Definition 3.1. • The (spherical) twist T and the (spherical) dual twist T ′ of F are the convolutions
in B-Mod-B of the following twisted complexes in Pre-Tr(B-B):
FR
tr
−→ IdB
deg.0
,
IdB
deg.0
act
−−→ FL.
• the (spherical) cotwist C and the dual cotwist of F are the convolutions in A-Mod-A of the following
twisted complexes in Pre-Tr(A-A):
IdA
deg.0
act
−−→ RF,
LF
tr
−→ IdA
deg.0
.
As explained in [AL17b, §3.3] we have the following natural exact triangles in D(B-B) and D(A-A)
FR IdB T,
tr (3.1)
T ′ IdB FL,
act (3.2)
C IdA RF,
act (3.3)
LF IdA C
′.tr (3.4)
Finally, recall that by [AL16a, Theorem 4.1] there is a twisted complex in Pre-Tr(B-B):
FR FRFR FR B
deg.0
.FactR
ξ′B
FR tr− trFR tr (3.5)
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3.2. P-twist data. Conceptually, the P-twist data for D(A)
f
−→ D(B) is an f -split coextension q1 of IdA
by an autoequivalence h ∈ AutD(A) together with a natural transformation q1
γ
−→ rf which intertwines the
natural map IdA → q1 with the adjunction unit IdA → rf . Out of this data we extract a morphism fhr
ψ
−→ fr
and then define the P-twist to be the unique convolution [AL17a] of the three step complex
fhr
ψ
−→ fr
tr
−→ Id .
Aposteriori, the morphism ψ is the only data needed to construct the P-twist of F . However, defined as above
the P-twist data is a natural subset of the data of a Pn-functor, cf. 4.1. Conversely, we conjecture in §1 that
up to an isomorphism each Pn-functor data is, in fact, uniquely determined by its P-twist data.
As usual, in practice we need to work with DG-enhancements of these functors in D(A-A):
Definition 3.2. A P-twist data (H,Q1, γ) for F ∈ D(A-B) is:
(1) H ∈ D(A-A) such that h = (−)
L
⊗AH is an autoequivalence of D(A).
(2) An F -split coextension Q1 ∈ D(A-A) of Id by H.
(3) A morphism Q1
γ
−→ RF in D(A-A) which intertwines IdA
act
−−→ RF and IdA
ι
−→ Q1.
Here by F -split we mean that FQ1 is a split coextension of F by FH .
To construct the P-twist of F from the P-twist data, we need to fix a choice of splitting of FQ1R. We first
show that the resulting morphism ψ doesn’t depend on the choice of the splitting:
Lemma 3.3. Let φ : FHR→ FQ1R be any splitting of the exact triangle
FR
FιR
−−−→ FQ1R
Fµ1R
−−−−→ FHR (3.6)
and define ψ : FHR→ FR to be the composition
FHR
φ
−→ FQ1R
FγR
−−−→ FRFR
FRtr−trFR
−−−−−−−−→ FR. (3.7)
The map ψ is independent of the choice of φ.
Proof. Let δ : FHR → FQ1R be the difference of any two splittings of (3.6). Then δ composes to 0 with
Fµ1R : FQ1R→ FHR, and therefore filters through FιR : FR→ FQ1R.
It now suffices to show that the composition
FR
FιR
−−−→ FQ1R
FγR
−−−→ FRFR
FRtr−trFR
−−−−−−−−→ FR
is zero. But by the definition of P-twist data we have FγR ◦ FιR = F actR, and
FRtr ◦ FactR = trFR ◦ Fact = IdB
since R is the right adjoint of F . 
It was shown in [AL17a, Theorem 3.2] that for any G ∈ D(B-A) and any natural transformation FG→ FR
all convolutions of the three term complex FG→ FR
act
−−→ IdB are isomorphic. We therefore define:
Definition 3.4. Let F ∈ D(A-B) and let (H,Q1, γ) be a P-twist data for F . Then the P-twist PF of F is
the unique convolution of the three-term complex
FHR
ψ
−→ FR
act
−−→ B
deg.0
. (3.8)
3.3. DG construction of P-twists. Any coextension Q1 of IdA by H is realised on the DG-level as the
convolution of a twisted complex
H [−1]
σ1−→ A
deg.0
(3.9)
overA-Mod-A for some closed morphism σ1 : H → A of degree 1, cf. §2.3. The class of σ1 in Ext
1
D(A-A)(H, IdA)
determines Q1 up to isomorphism. The condition that Q1 is F -split is equivalent to Fσ1R being zero in
Ext1D(B-B)(FHR,FR), i.e. to Fσ1R being a boundary in B-Mod-B.
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Since the convolution functor is a quasi-equivalence, any morphism γ : Q1 → RF in D(A-A) lifts to a
closed degree zero map of twisted complexes
H [−1] A
deg.0
RF
deg.0
.
σ1
γ1
γ0 (3.10)
On the other hand, as per §2.3, the natural map IdA
ι
−→ Q1 is the convolution of the twisted complex map
A
deg.0
H [−1] A
deg.0
.
σ1
(3.11)
The condition of γ intertwining ι and the adjunction unit IdA
act
−−→ RF is therefore equivalent to there existing
a lift (γ1, γ0) of γ with γ0 = act. The if implication is clear, and for the converse observe that the composition
of an arbitrary lift of γ with (3.11) is the map A
γ0
−→ FR. If γ ◦ ι = act in D(A-A), then in A-Mod-A we
have γ0 = act+d(δ) for some degree −1 map δ : A → RF . Subtracting from (3.10) the boundary of the map
H [−1] A
deg.0
RF
deg.0
σ1
δ (3.12)
we obtain the desired lift of γ:
H [−1] A
deg.0
RF
deg.0
.
σ1
γ1−δ◦σ1
act (3.13)
We therefore define:
Definition 3.5. A DG P-twist data (H,σ1, γ1) for F is:
(1) H ∈ A-Mod-A such that h = (−)
L
⊗AH is an autoequivalence of D(A).
(2) A closed degree 1 map σ1 : H → A in A-Mod-A with Fσ1R a boundary.
(3) A degree 1 map γ1 : H → RF in A-Mod-A with dγ1 = act ◦σ1.
The induced P-twist data (H,Q1, γ) in D(A-A) is then given by H, the convolution of the twisted complex
H [−1] A
deg.0
σ1 (3.14)
and the convolution of the twisted complex map
H [−1] A
deg.0
RF
deg.0
.
σ1
γ1
act (3.15)
We then have on the DG level the following direct formula for the P-twist of F :
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Proposition 3.6. Let (H,σ1, γ1) be a DG P-twist data for F in A-Mod-A. The P-twist PF ∈ D(B-B)
defined by the induced D(A-A) data is isomorphic to the convolution of
FHR FR IdB
deg.0
.
(FR tr− trFR)◦Fγ1R−ξ
′
B◦Fσ1R tr (3.16)
Proof. It suffices to show that the map
(FR tr− trFR) ◦ Fγ1R− ξ
′
B ◦ Fσ1R (3.17)
equals in D(B-B) the map ψ : FHR→ FR of Lemma 3.3.
By assumption, Fσ1R is a boundary. Let therefore β : FR → FRFR be such that dβ = Fσ1R. The
composition (3.7) defining ψ then lifts to the following composition of twisted complex maps:
FHR[−1]
deg.-1
FHR[−1] FR
deg.0
FRFR
deg.0
FR
deg.0
.
−β
Fσ1R
Fγ1R
FactR
FR tr− trFR
(3.18)
Thus ψ is the image in D(B-B) of the map
(FR tr− trFR) ◦ Fγ1R − (FR tr− trFR) ◦ F actR ◦ β. (3.19)
It remains to show that the difference
(FR tr− trFR) ◦ F actR ◦ β − ξ′B ◦ Fσ1R
between (3.17) and (3.19) is a boundary, and thus vanishes in D(B-B).
Recall now the twisted complex (3.5). The fact that it is a twisted complex implies, in particular, that
dξ′B = (FR tr− trFR) ◦ F actR. We thus have
d(ξ′B ◦ β) = (dξ
′
B) ◦ β − ξ
′
B ◦ (dβ) = (FR tr− trFR) ◦ F actR ◦ β − ξ
′
B ◦ Fσ1R (3.20)
as desired. 
4. Pn-functors
Conceptually, a Pn-functor is a functor f : D(A) → D(B) whose adjunction monad rf is isomorphic to
a cyclic coextension qn of IdA by an autoequvalence h ∈ AutD(A). The isomorphism γ : qn
∼
−→ rf has to
intertwine the adjunction unit act : IdA → RF and the natural map ι : IdA → qn, and to satisfy three more
conditions detailed below: the monad condition, the adjoints condition, and the highest degree term condition.
The data of (h, qn, γ) defines the structure of a P
n-functor on f : D(A) → D(B). The restriction of this
data to the first coextension q1 via the map η : q1
ιn◦...◦ι2−−−−−→ qn is then a P-twist data for f as per §3. Indeed,
qn
γ
−→ rf intertwines act with ι = η ◦ ι1 and hence q1
γ◦η
−−→ rf intertwines act with ι1. On the other hand, by
adjunction fr
f(act)r
−−−−→ frfr is a retract. Since γ is an isomorphism intertwining act and ι, fr
f(ι)r
−−−→ fqnr is
also split, and hence fq1r a split co-extension of fr. Thus (h, q1, γ ◦ η) is a P-twist data for f , and we define
its P-twist Pf constructed in §3 to be the P-twist of the functor f with the Pn-functor data (h, qn, γ).
In this section we make this precise and show the P-twist of a Pn-functor to be an autoequivalence.
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4.1. Pn-functor data. Throughout the section we use the assumptions and the notation introduced in §3.1
which fixes a DG-enhancement F ∈ D(A-B) of an exact functor D(A)→ D(B), its left and right adjoints L
and R, and the corresponding spherical twists T , T ′ and cotwists C and C′.
Let Qn be any cyclic coextension of IdA by H of degree n. Recall that we have exact triangles
Qn−1
ιn−1
−−−→ Qn
µn
−−→ Hn → Qn−1[1] (4.1)
IdA
ι
−→ Qn
κ
−→ Jn
λ
−→ IdA[1] (4.2)
in D(A-A) defined on the level of twisted complexes over A-Mod-A, cf. §2.3.
Assume now that there exists an isomorphism γ : Qn ≃ RF intertwining ι and the adjunction unit. Note
that Jn is then isomorphic to C[1]. Define η : Q1 → Qn to be the composition ιn ◦ ... ◦ ι2, so that ι = η ◦ ι1.
Then γ ◦ η : Q1 → RF intertwines ι1 : Id→ Q1 and the adjunction unit. Moreover, F
Fι
−→ FQn is a retract,
since F
F act
−−−→ FRF is. But then so is F
ι1−→ FQ1, and thus Q1 is an F -split coextension of Id by H and
(H,Q1, γ ◦ η) is a P-twist data for F . This data determines, as per §3, the map ψ : FHR → FR. By abuse
of notation, the map FHQn → FQn identified by γ with FHRF
ψF
−−→ FRF is also denoted by ψF .
Definition 4.1. Let A and B be DG-categories and let F ∈ D(A-B) be an enhanced functor D(A)→ D(B).
A Pn-functor data for F , or alternatively the structure of a Pn-functor on F , is the collection (H,Qn, γ) of
(1) H ∈ D(A-A), an enhanced autoequivalence of D(A) with H(KerF ) = KerF .
(2) An object Qn ∈ D(A-A) with a structure of a cyclic coextension of Id by H of degree n.
(3) An isomorphism Qn
γ
−→ RF in D(A-A) which intertwines IdA
act
−−→ RF and IdA
ι
−→ Qn.
which satisfy the following three conditions
(1) The monad condition: The following composition is an isomorphism:
ν : FHQn−1
FHιn−1
−−−−−→ FHQn
ψF
−−→ FQn
Fκ
−−→ FJn. (4.3)
(2) The adjoints condition: The following composition is an isomorphism:
FR
FR act
−−−−→ FRFL
FµnL
−−−−→ FHnL. (4.4)
(3) The highest degree term condition: There exists FHnL
∼
−→ FHHnH ′L making the diagram
FHQn−1L FHRFL FRFL FH
nL
FHQn−1L FHRFL FHRFH
′L FHHnH ′L
FHιnL ψFL FµnL
isomorphism
FHιnL FHRψ
′ FHµnH
′L
(4.5)
commute. Here ψ′ : FL→ FH ′L is the left dual of ψ.
Remark:
(1) We introduce a separate object Qn ∈ D(A-A) and an isomorphism γ from it to RF for technical rea-
sons. We want the flexibility, as described in §2.4, to replace Qn and all the intermediate coextensions
Qi by the convolutions of some twisted complex of form (2.14) and its corresponding subcomplexes.
In practice, the Pn-functor structure on F can always be given, up to an obvious notion of isomor-
phism of such structures, with Qn = RF and γ = Id. In other words — by an autoequivalence H
and a Postnikov tower (2.13) with Qn = RF and ι equal to the adjunction unit.
(2) The condition H(Ker f) = Ker f holds for all the Pn-functors known to the authors. It can be
weakened to the condition Hn+1(Ker f) = Ker f which we show to be necessary in Corollary 4.3.
However, we would then need to strengthen the adjoints condition. Indeed, under the weakened
assumption Hn+1(Ker f) = Ker f the proof that the Pn-twist is autoequivalence (Theorem 4.1)
works in exactly the same way provided that, in addition to the adjoints condition (4.4), the following
composition is also an isomorphism
FHR
FHR act
−−−−−→ FHRFL
FHγL
−−−−→ FHQnL
FHµnL
−−−−−→ FHn+1L. (4.6)
Of course, (4.4) and (4.6) both follow from the following composition being an isomorphism
R
R act
−−−→ RFL
γL
−−→ FHQnL
µnL
−−−→ HnL, (4.7)
which is closer to the original adjoints condition in [Add16].
Our main result is the following:
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Theorem 4.1. Let A and B be DG-categories and F ∈ D(A-B) an enhanced functor D(A) → D(B). Let
(H,Qn, γ) be the structure of a P
n-functor on F . Then the P-twist PF that we get from the associated P-twist
data (H,Q1, γ ◦ η) is an autoequivalence of the category D(B).
We prove Theorem 4.1 in sections 4.2-4.7 below. Meanwhile, let us explain why for Pn-functor structures
we should only consider those autoequivalences H for which Hn+1(KerF ) = KerF . Addington proved for
split Pn-functors in [Add16, Prop. 3.3] that PFF ≃ FHn+1[2]. This also holds in our more general context:
Proposition 4.2. Let A and B be DG-categories and F ∈ D(A-B) an enhanced functor D(A)→ D(B). Let
H be an enhanced autoequivalence of D(A), Qn a cyclic extension of Id by H, and Qn
γ
−→ RF an isomorphism
intertwining IdA
act
−−→ RF and IdA
ι
−→ Qn. Suppose the monad condition from Definition 4.1 holds.
Let PF be the P-twist we get from the associated P-twist data (H,Q1, γ ◦ η). Then
PFF ≃ FH
n+1[2].
Proof. By the definition of the P-twist, PFF is isomorphic to any convolution of the two-step complex:
FHRF
ψF
−−→ FRF
trF
−−→ F
deg.0
.
The morphism FRF
trF
−−→ F has a right semi-inverse F
F act
−−−→ FRF . Since γ intertwines act and ι, it identifies
the resulting direct sum decomposition of FRF with FQn ≃ F⊕FJn and the projection onto the other direct
summand with the map FQn
Fκ
−−→ FJn. It follows that PF is isomorphic to
Cone
(
FHQn
Fκ◦ψF
−−−−−→ FJn
)
[1]
By the monad condition the composition of Fκ ◦ ψF with
FHQn−1
FHιn−1
−−−−−→ FHQn (4.8)
is an isomorphism, hence
Cone(Fκ ◦ ψF ) ≃ Cone(FHιn−1)[1].
Thus PFF is isomorphic to Cone(FHιn−1)[2]. By the exact triangle
Qn−1
ιn−1
−−−→ Qn
µn
−−→ Hn → Qn−1[1]
we conclude that PFF ≃ FHn+1[2], as required. 
It follows immediately that unless Hn+1(KerF ) = KerF the P-twist of F can not be an autoequivalence:
Corollary 4.3. Let F and (H,Qn, γ) be as in Proposition 4.2. Then H
n+1(KerF ) ⊂ KerF . Moreover, if
this inclusion is strict, then PF is not an autoequivalence.
Proof. Let a ∈ KerF . Then RFa = 0, and hence Qna = 0. Then
FJna ≃ Cone(Fa
Fιa
−−→ FQna) ≃ Fa[1] ≃ 0,
but
FQn−1a ≃ Cone
(
FQna
µna
−−→ FHn+1a
)
[−1] ≃ FHn+1a[−1].
By the monad condition the two are isomorphic, and hence Hn+1a ∈ KerF .
On the other hand, suppose there exists a ∈ KerF such that a /∈ Hn+1(KerF ). Then FH−(n+1)a is not
a zero object, but on the other hand by Proposition 4.2
PF (FH
−(n+1)a) ≃ FHn+1H−(n+1)a[2] ≃ Fa[2] ≃ 0,
whence PF is not an autoequivalence. 
If Hn+1(KerF ) = KerF , then in the proof of Theorem 4.1 we need the condition H(KerF ) = KerF only
for the following:
Lemma 4.4. Let H(KerF ) ⊂ KerF and let the map (4.4) be an isomorphism. Then the map (4.6) is an
isomorphism as well.
Proof. Let X be the cone of the map (4.7). The adjoints condition (4.4) is equivalent to FX ≃ 0, i.e.
X ∈ KerF . Then HX ∈ KerF , so FHX ≃ 0, which is in turn equivalent to (4.6) being an isomorphism. 
Note that H(KerF ) ⊂ KerF and Hn+1(KerF ) = KerF imply that H(KerF ) = KerF .
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4.2. The left adjoint. Recall as per §3.1 that in an enhanced setting if an exact functor f with left and right
adjoints l and r is enhanced by an A-B bimodule M , then l can be enhanced by its left dual M A¯ and r can
be enhanced by its right dual M B¯. Moreover, (−)A¯ and (−)B¯ induce exact functors D(A-B)opp → D(B-A).
Let F ∈ D(A-B) be equipped with the Pn-functor data (H,Qn, γ). Denote by H ′ ∈ D(A-A) the left
dual to H ∈ D(A-A). Since the functor underlying H is an autoequivalence, the same is true for H ′. For
i = 1, . . . , n let Q′i be the left dual of Qi. Let the exact triangles
(H ′)i
µ′i−→ Q′i
ι′i−→ Q′i−1 → (H
′)i[1] (4.9)
be left dual to the exact triangles
Qi−1
ιi−→ Qi
µi
−→ Hi → Qi−1[1]. (4.10)
This gives Q′n the structure of a cyclic extension of IdA by H
′.
Denote by γ′ : LF → Q′n the left dual of the isomorphism γ. It then follows from the functoriality of
dualisation and from the fact that the counit LF → IdA is left dual to the unit IdA → RF that γ′ is an
isomorphism which intertwines the counit LF → IdA with the composition ι′ = ι′1 ◦ . . . ◦ ι
′
n : Q
′
n → IdA.
Let ψ′ : FL→ FH ′L be the left dual to the map ψ : FHR→ FR. Similarly to the results of [AL17a], one
can prove that the left dual
B
act
−−→ FL
ψ′
−→ FH ′L (4.11)
to the complex (3.8) has a unique convolution P ′F which is isomorphic in D(B-B) to the left dual of PF .
4.3. DG Pn-functor data. As described in §2.4, every cyclic coextension of IdA by H is isomorphic in
D(A-A) to the convolution of a twisted complex of form (2.14). Throughout the rest of this section we
make use of the notations and conventions introduced in §2.4 for a complex Q¯n of this form: the truncated
subcomplexes Q¯i and J¯n, the maps ιi, ι, µi, κ, etc.
Definition 4.5. A DG Pn-functor data (H, Q¯n, γ) for F is the collection of
(1) H ∈ A-Mod-A such that h = (−)
L
⊗AH is an autoequivalence of D(A).
(2) A twisted complex Q¯n ∈ Pre-Tr(A-A) of form (2.14).
(3) An homotopy equivalence Q¯n
γ
−→ RF in Pre-Tr(A-A).
such that (H,Qn, γ) is a P
n-functor data in D(A-A).
Let us fix some additional notation. For each (H, Q¯n, γ) as above choose and fix a homotopy inverse to γ:
γ−1 : RF → Q¯n. (4.12)
We use γ and γ−1 to implicitly identify Qn with RF in the following sense: for any map to Qn or from RF ,
e.g. ιn : Qn−1 → Qn, denote by the same letter its composition with γ, e.g. ιn : Qn−1 → RF , and similarly
for any map from Qn or to RF and its composition with γ
−1.
The monad condition asks for the composition
ν : FHQn−1
FHιn−−−−→ FHQn
FHγ
−−−→ FHRF
ψF
−−→ FRF
Fγ−1
−−−→ FQn
Fκ
−−→ FJn (4.13)
to be a homotopy equivalence. Choose and fix a homotopy inverse ν−1 of ν.
Any DG Pn-functor data contains DG P-twist data (H, Q¯1, γ◦ι1). Denote by P¯F the corresponding twisted
complex (3.16) that we have constructed in §3.3. Its first map is a lift of the map ψ from the derived category
to the bar category of modules, so by abuse of notation, we are going to denote it by ψ as well:
P¯F =
(
FHR FR B
ψ tr
)
. (4.14)
By [AL16a, Lemma 3.43] we can construct a twisted complex of form
B FL FH ′L (4.15)
whose convolution is homotopy left dual to the convolution of P¯F . By [AL17b, §2.2] the map IdB
act
−−→ FL is
left dual to the map FR
tr
−→ IdB in D(A-A), hence the map B → FL in (4.15) is homotopic to B
act
−−→ FL.
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Choose and fix a twisted complex P¯ ′F homotopy equivalent to (4.15) where the first map will be act. Denote
its second map by ψ′ and its convolution by P ′F :
P¯ ′F =
 B FL FH ′Lact ψ′
 . (4.16)
4.4. Homotopy splitting. Let C be a pre-triangulated category. Consider a diagram in C
X
f
−→ Y
g
−→ Z (4.17)
that becomes an exact triangle in H0(C). We say that (4.17) is homotopy split if f has a homotopy left inverse
h : Y → X of f . Since retracts are split in triangulated categories the map Y
h⊕g
−−−→ X⊕Z is then a homotopy
equivalence. This situation occurs twice in our setting: the map FRF
trF
−−→ F homotopy splits the diagram
F
F act
−−−→ FRF
Fκ
−−→ FJn,
and the map FHRF
ψF
−−→ FRF
Fκ
−−→ FJn
ν−1
−−→ FHQn−1 homotopy splits the diagram
FHQn−1
FHιn−−−−→ FHRF
FHµn
−−−−→ FHHn.
Therefore, in each of the following cases there exists a morphism in B-Mod-B which replaces (∗) producing
mutually inverse isomorphisms in D(B-B):
FRFL
trFL⊕FκL
−−−−−−−→FL⊕ FJnL
F actL⊕∗
−−−−−−→ FRFL (4.18)
FHRFL
FHµnL⊕(ν
−1L)◦(FκL)◦(ψFL)
−−−−−−−−−−−−−−−−−−−−→FHn+1L⊕ FHQn−1L
∗⊕FHιnL−−−−−−→ FHRFL (4.19)
FRFH ′L
trFH′L⊕FκH′L
−−−−−−−−−−−→FH ′L⊕ FJnH
′L
F actH′L⊕∗
−−−−−−−−→ FRFH ′L (4.20)
FHRFH ′L
FHµnH
′L⊕(ν−1H′L)◦(FκH′L)◦(ψFH′L)
−−−−−−−−−−−−−−−−−−−−−−−−−−−→FHnL⊕ FHQn−1H
′L
∗⊕FHιnH
′L
−−−−−−−−→ FHRFH ′L. (4.21)
Note that in the case of FRFL the map ∗ : FJnL→ FRFL can be given explicitly as
FJnL
ν−1
−−→ FHQn−1L
FHιnL−−−−−→ FHRFL
ψFL
−−−→ FRFL,
since (trFL) ◦ (ψFL) equals zero in D(B-B).
4.5. Breaking down the tensor product. To prove that PF is an equivalence, we first establish that
PFP
′
F is homotopy equivalent to IdB . Here and below by the convolution of a twisted bicomplex we mean
the convolution of its totalization.
Proposition 4.6. PFP
′
F is homotopy equivalent to the convolution of the twisted bicomplex
FR B
deg.0
FHQn−1L FJnL
deg.0
FHHnH ′L
deg.0
.
tr
−(FκL)◦(FR act)
νL
(FHµnH
′L)◦(FHRψ′)◦(FHιnL)
(4.22)
Proof. Our first claim is that PFP
′
F is homotopy equivalent to the convolution of the twisted bicomplex
FHR FR B
deg.0
FHRFL FRFL
deg.0
FL
FHRFH ′L
deg.0
FRFH ′L FH ′L
ψ
FHR act
tr
−FR act
act
ψFL
FHRψ′
trFL
−FRψ′
ψ′
ψFH′L trFH′L
(4.23)
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with some higher differentials going down and right. By [AL16a, Lemma 3.42], since both twisted complexes
P¯F and P¯
′
F are one-sided, PFP
′
F is homotopy equivalent to the convolution of a twisted bicomplex whose
entries are tensor products of those of P¯F and P¯
′
F in B-Mod-B. Its differentials are tensor products of the
differentials in the original complexes with appropriate signs. Thus all differentials in this twisted bicomplex
run right and down. It differs however from (4.23) in the first row and the third column, because in B-Mod-B
the functors (−) ⊗B and B ⊗(−) are homotopic to identity, not isomorphic to it. We now use the Replacement
Lemma (Lemma 2.1) to replace the entries in the first row and the third column one by one. The mutually
inverse homotopy equivalences we use are, in the notation of [AL16a, §3.3]:
(−)
β(−)
−−−→ (−) ⊗B
α(−)
−−−→ (−) for FL and FH ′L
(−)
β(−)
−−−→ B ⊗(−)
α(−)
−−−→ (−) for FR and FHR
B
βlB−−→ B ⊗B
αB−−→ B for B in the top right corner.
By [AL16a], Prop. 3.27 (1) the degree zero differentials in the resulting complex coincide with those in (4.23).
We acquire some higher differentials in the process, but since we replace one node at a time, these new
differentials only go down and right. The claim follows.
Now, we apply the Replacement Lemma to replace FHRFL, FRFL, FHRFH ′L, and FRFH ′L using
the homotopy equivalences (4.19), (4.18), (4.21), and (4.20) respectively. We obtain the bicomplex:
FHR FR Id
FHHnL⊕ FHQn−1L FL⊕ FJnL FL
FHHnH ′L⊕ FHQn−1H ′L FH ′L⊕ FJnH ′L FH ′L
ψ

(FHµnL)◦(FHR act)
∗


tr

 ∗
−(FκR)◦(FR act)

 act
 ∗ ∗
νL ∗



∗ FH(µnH′L◦Rψ′◦ιnL)
∗ ∗


(∼ ∗)

∗ ∗
∗ ∗

 ψ′
 ∗ ∗
νH′L ∗


(∼ ∗)
(4.24)
where (∗) denotes unknown maps, and ∼ denotes homotopy equivalences. Once again, the higher differentials
only go down and right. Finally, the Replacement Lemma allows us to remove acyclic subcomplexes without
acquiring any new differentials if there are no arrows going in or no arrows going out of these subcomplexes.
We apply it to remove parts of (4.24) in the following order:
(1) The subcomplex FH ′L→ FH ′L in the bottom row (no arrows out);
(2) The subcomplex FHQn−1H
′L→ FJnH ′L in the bottom row (no arrows out after the previous step);
(3) The subcomplex FL→ FL in the second row (no arrows out after the previous step);
(4) The subcomplex FHR→ FHHnL in the first column (no arrows in).
We obtain the bicomplex (4.22). It has no higher differentials since at every step of the proof we ensured that
the higher differentials only went down and right. 
4.6. P ′F is fully faithful. By abuse of notation, we use µn to also denote the map Jn → H
n that comes
from the projection of the twisted complex J¯n onto its first term H
n[−n].
Proposition 4.7. The following bicomplex has an acyclic convolution:
FR
FHQn−1L FJnL
deg.0
FHHnH ′L
deg.0
.
(FκL)◦(FR act)
νL
(FHµnH
′L)◦(FHRψ′)◦(FHιnL)
(4.25)
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Proof. Since ν is a homotopy equivalence, the complex FHQn−1L
νL
−−→ FJnL is acyclic. Let b0 and b1 be any
degree −1 maps that lift the boundaries Id−ν−1 ◦ ν and Id−ν ◦ ν−1, respectively. Then the map(
FHQn−1L FJnL
)
(
FHQn−1L FJnL
)
νL
−b1L
ν−1L
b0L
νL
(4.26)
is a contracting homotopy. Thus by the Replacement Lemma the convolution of (4.25) is homotopy equivalent
to the convolution of
FR
(FHµnH
′L)◦(FHRψ′)◦(FHιnL)◦(ν
−1L)◦(FκL)◦(FR act)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ FHHnH ′L. (4.27)
It suffices to show that this map is a homotopy equivalence. By the highest degree term condition, the map
(FHµnH
′L) ◦ (FHRψ′) ◦ (FHιnL) is homotopic to the composition of
(FµnL) ◦ (ψFL) ◦ (ιnL) = (FµnL) ◦ (νL)
with a homotopy equivalence. It remains to show that
(FµnL) ◦ (νL) ◦ (ν
−1L) ◦ (FκL) ◦ (FR act)
is a homotopy equivalence. Since (νL) ◦ (ν−1L) ∼ Id, this follows from the adjoints condition. 
Corollary 4.8. The functor P ′F is fully faithful.
Proof. By Prop. 4.6 and 4.7 we have PFP
′
F ≃ IdB in D(B-B). By Johnstone’s Lemma [Joh02, Lemma 1.1.1]
the adjunction unit IdB
act
−−→ PFP ′F is an isomorphism on every object of D(B), whence P
′
F is fully faithful. 
4.7. PF is an equivalence.
Proof of Theorem 4.1. We have shown in Corollary 4.8 that the left adjoint P ′F of PF is fully faithful. By
[BKR01, Lemma 2.1] if KerPF = 0 then PF is an equivalence. Let a ∈ KerPF , then the complex
FHRa
ψa
−−→ FRa
tr a
−−→ a
is acyclic, whence a ∈ ImF . It now remains to show that KerPFF = KerF . By Proposition 4.2 we have
PFF ≃ FH
n+1[2],
whence KerPFF = KerFH
n+1. By our assumptions in Definition 4.1 we have Hn+1(KerF ) = KerF . Thus
KerF = KerFHn+1 = KerPFF,
as desired. 
We have established in Theorem 4.1 that the exact functor D(B)→ D(B) underlying the enhanced functor
PF ∈ D(B-B) is invertible. It follows trivially that PF is invertible as an enhanced functor. Indeed, the
adjunction unit IdB
act
−−→ PFP ′F and the adjunction counit P
′
FPF
tr
−→ IdB in D(B-B) applied to any object of
D(B) give the adjunction unit and counit of the exact functors underlying PF and P
′
F . Since these exact
functors are equivalences, we conclude that the cones of IdB
act
−−→ PFP ′F and P
′
FPF
tr
−→ IdB are zero on every
object of D(B) and hence are isomorphic to zero in D(B-B). Hence PFP ′F ≃ P
′
FPF ≃ IdB in D(B-B).
5. The strong monad condition
In this section we first analyse the case where the filtration Qi on the monad RF of a P
n-functor F is split.
This was the case treated by Addington in [Add16, §3]. We compare his definition of a (split) Pn-functor with
our Definition 4.1 and show that the former implies the latter. Specifically, the definition in [Add16, §3] also
asks for the adjunction monad RF to be the direct sum of Id, H , . . . , Hn, but then it imposes two different
conditions which we call the strong monad condition and the weak adjoints condition. We show, as our choice
of these names implies, that the strong monad condition implies the monad condition in our Definition 4.1,
while the weak adjoints condition follows from its adjoints condition. We further show that if, in the split
case, the strong monad condition is satisfied, then the weak adjoints condition implies the adjoints condition,
and the highest degree term condition is automatically satisfied.
Motivated by this, we find the appropriate analogue of the strong monad condition in the general (non-
split) case. It turns out to be the condition that the monad multiplication of RF respects the filtration Qi in
an obvious way. We then show, that as in the split case, the strong monad condition implies the monad and
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the highest degree term conditions of our Definition 4.1. We further show that if the strong monad condition
holds and, additionally, Hom−1D(A-A)(Id, H
i) vanishes for all i > 0, then again the weak adjoints condition
implies the adjoints condition. Having to demand this Ext−1 vanishing is unfortunate, however it does hold
in most examples of Pn-functors known to the authors to date.
5.1. The split case. Suppose we have Pn-functor data (H,Qn, γ) where Qn is completely split:
Qn ≃ Id⊕H ⊕ . . .⊕H
n. (5.1)
Then we also have
Q′n ≃ Id⊕H
′ ⊕ . . .⊕ (H ′)n
QnQ
′
n ≃
n⊕
i,j=0
Hi(H ′)j
and the adjunction unit Id
act
−−→ QnQ′n is the sum of Id
act
−−→ Hi(H ′)i. Let γ1 denote the composition
H →֒ Qn
γ
−→ RF.
It is the image in D(A-A) of the map γ1 of any DG-lift of (H,Qn, γ). Let γ′1 : LF → H
′ be its left dual, the
projection of LF onto the direct summand H ′. By Lemma 3.3 we have
ψ = (FR tr− trFR) ◦ Fγ1R.
Let
ckij : H
iHj → Hk
be the components of the monad multiplication
RFRF
R trF
−−−−→ RF
under the identification (5.1). Let Al be the map of the left multiplication by H in the monad RF :
Al := HRF
γ1RF
−−−−→ RFRF
R trF
−−−−→ RF,
and let (aij) be the matrix of its component maps, in other words aij = c
i
1j . Similarly, let Al be the map of
the right multiplication by H :
Ar := RFH
RFγ1
−−−−→ RFRF
R trF
−−−−→ RF
The bimodule RF is an algebra in the category D(A-A). The bimodule LF is a coalgebra, and the map
RF
R actF
−−−−→ RFLF
makes RF a right LF -comodule. Let B be the map of the right coaction of H ′ in this comodule:
B := RF
R actF
−−−−→ RFLF
RFγ′1−−−−→ RFH ′
and let (bij) be its matrix of components, where bij is the component H
j → HiH ′. We can relate Ar and B:
Lemma 5.1. The composition RF
RF act
−−−−→ RFHH ′
ArH
′
−−−→ RFH ′ equals B.
Proof. First, the diagram commutes:
RF RFRF RFRFLF
RF RFLF.
RF act RFR actF
R trF R trFLF
R actF
(5.2)
Therefore,
B = RF
RF act
−−−−→ RFRFLF
R trFLF
−−−−−−→ RFLF
RFγ′1−−−−→ RFH ′
and by functoriality of the tensor product we further have
B = RF
RF act
−−−−→ RFRFLF
RFRFγ′1−−−−−−→ RFRFH ′
R trFH′
−−−−−→ RFH ′,
whence it remains to show that the following diagram commutes:
RF RFHH ′
RFRFLF RFRFH ′.
RF act
RF act RFγ1H
′
RFRFγ′1
(5.3)
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This diagram is RF applied to the diagram
Id HH ′
RFLF RFH ′
act
act γ1H
′
RFγ′1
(5.4)
which commutes by Corollary 2.4 since γ1 is left dual to γ
′
1. 
5.2. Split Pn-functors. In [Add16] Addington defined a (split) Pn-functor as an enhanced functor F equipped
with an isomorphism
RF ≃ Id⊕H . . .Hn
for which the following two conditions hold:
• Strong monad condition: The matrix Al of the left multiplication by H in RF has the form
∗ ∗ . . . ∗ ∗
1 ∗ . . . ∗ ∗
0 1 . . . ∗ ∗
...
...
. . .
...
...
0 0 . . . 1 ∗

, (5.5)
in other words akj = 0 for k > j + 1 and aj+1,j are the identity maps for 0 ≤ j < n.
• Weak adjoints condition: There exists some isomorphism R ≃ HnL.
Recall that aij are the components c
i
1j of the whole monad multiplication of RF . The associativity of the
monad RF implies that the strong monad condition above is equivalent to an even stronger condition:
Lemma 5.2. Strong monad condition holds if and only if the following holds:
• Stronger monad condition:{
ckij = 0 k > i+ j
ci+jij is the identity map i+ j ≤ n.
(5.6)
Proof. The strong monad condition is the restriction of (5.6) to the case i = 1. This shows the “if” implication,
and provides the base for proving the “only if” part by the induction on i. Indeed, suppose that we have
established (5.6) for all i < m. Since for i+ j > n the condition (5.6) is vacuous, it suffices to establish (5.6)
for i = m and 0 ≤ j ≤ n−m. By associativity of the algebra RF the following square commutes:
HHm−1Hj
(
n⊕
s=0
Hs
)
Hj
H
(
n⊕
t=0
Ht
)
n⊕
k=0
Hk.
(5.7)
Let
fk : HHm−1Hj → Hk k ∈ [0, n]
be the corresponding component of the map obtained by travelling around either the top or the bottom
contour of (5.7). By applying the induction assumption to its first map we can decompose the top contour
into the sum of two maps
HHm−1Hj → HmHj →
n⊕
k=0
Hk, (5.8)
HHm−1Hj → (
m−1⊕
s=0
Hs)Hj →
n⊕
k=0
Hk. (5.9)
The composition (5.8) contributes the summand
HHm−1Hj
cm1,m−1
−−−−→ HmHj
ckmj
−−→ Hk
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to each fk. On the other hand, by the induction assumption each summand of the second map in (5.9) whose
target is Hk with k ≥ m+ j vanishes. Hence (5.9) contributes nothing to fk for k ≥ m+ j, and thus we have
fk = ckmj ◦ c
m
1,m−1 for k ≥ m+ j.
On the other hand, applying the induction assumption to both maps in the bottom contour, we see that
fk is 0 for k > m+ j and the identity map for k = m+ j. Hence the same is true of the maps ckmj , since by
the induction assumption cm1,m−1 is the identity map. 
The stronger monad condition makes it possible to choose a different isomorphism RF ≃ Id⊕ · · · ⊕ Hn
which renormalises the monad multiplication maps ckij : H
iHj → Hk to satisfy the best possible conditions:
Corollary 5.3 (Strongest monad condition). Given the stronger monad condition, there exists a new
γ′ : Id⊕ · · · ⊕Hn
∼
−→ RF
which has the same inclusion H →֒ RF (and thus the same map ψ : FHR→ FR and the same P-twist), but
makes the monad multiplication symmetric
∀ i, j, k ∈ [0, . . . , n] ckij = c
k
ji,
and strictly diagonal on lower degree terms
∀ i, j, k ∈ [0, . . . , n] with i + j ≤ n ckij =
{
Id if k = i+ j
0 otherwise.
In particular, this strongest monad condition makes the matrices of the left monad multiplication map
Al : HRF → RF and the right monad multiplication map Ar : RFH → RF both be
0 0 . . . 0 ∗
1 0 . . . 0 ∗
0 1 . . . 0 ∗
...
...
. . .
...
...
0 0 . . . 1 ∗

. (5.10)
Proof. Take the inclusion γ1 : H →֒ RF and define for each 1 ≤ i ≤ n a new map
γ′i : H
i (γ1)
i
−−−→ (RF )i
R(tr)i−1F
−−−−−−→ RF.
Observe that γ′1 = γ1. Now set γ
′
0 = γ0 = act, and define
γ′ : Id⊕ · · · ⊕Hn
∑
γ′i−−−→ RF.
The stronger monad condition ensures that each γ′i filters through the inclusion
Id⊕ · · · ⊕Hi →֒ Id⊕ · · · ⊕Hn
γ
−→ RF,
and is the identity map when composed with the projection γ−1i : RF → H
i, i.e. the matrix of the map
Id⊕ · · · ⊕Hn
γ′
−→ RF
γ−1
−−→ Id⊕ · · · ⊕Hn
is upper triangular with Ids on the main diagonal. The map is thus an isomorphism, and hence so is γ′.
The symmetricity and the lower term strict diagonality of the new maps ckij now follow trivially from the
associativity of the monad multiplication RFRF
tr
−→ RF . 
The strongest monad condition implies trivially the stronger and the strong monad condition. Since the
weak adjoints condition doesn’t involve γ, it also still holds after the renormalisation of Corollary 5.3. Thus,
renormalising if necessary, we can assume that any F which satisfies the strong monad and the weak adjoints
conditions, i.e. the [Add16] definition of a split Pn-functor, also satisfies the strongest monad condition.
Next, we show that our monad condition in §4 is indeed weaker than the strong monad condition:
Lemma 5.4. For split Pn-functors the strong monad condition implies the monad condition.
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Proof. The monad condition of Definition 4.1 asks for the map
ν : FHQn−1 → FJn
defined in (4.3) to be an isomorphism. In the split case, we have
Qn−1 ≃ Id⊕H ⊕ · · · ⊕H
n−1,
Jn ≃ H ⊕H
2 ⊕ · · · ⊕Hn,
and the map ν is the map
FH ⊕ FH2 ⊕ · · · ⊕ FHn → FH ⊕ FH2 ⊕ · · · ⊕ FHn (5.11)
given by
FH(Id)⊕ FHH ⊕ · · · ⊕ FHHn−1 →֒ FRFRF
FR trF−trFRF
−−−−−−−−−−−→ FRF ։ FH ⊕ FH2 ⊕ · · · ⊕ FHn.
The summand of ν which comes from − trFRF leaves the second RF in FRFRF completely untouched
and thus only has components of form (FH → F )Hi. It is therefore given by a strictly upper triangular
matrix. On the other hand, the summand of ν which comes from FR trF is given by F applied to the matrix
Al of the left multiplication by H in RF with the top row and the leftmost column removed. The strong
monad condition asserts that this matrix is upper triangular and has Ids on the main diagonal. We conclude
that the map ν is also given by an upper triangular matrix with Ids on the main diagonal, and thus is an
isomorphism. 
Lemma 5.5. For split Pn-functors the strong monad condition and the weak adjoints condition imply the
adjoints condition.
Proof. The adjoints condition of Definition 4.1 asks for the map (4.4)
FR
FR act
−−−−→ FRFL
FµnL
−−−−→ FHnL
to be an isomorphism. We are going to prove a stronger result: that the map (4.7)
R
R act
−−−→ RFL
µnL
−−−→ HnL
is an isomorphism. By commutativity of the diagram (5.2) the map (4.7)F equals the composition
RF
RF act
−−−−→ RFRFLF
R trFLF
−−−−−−→ RFLF
µnLF
−−−−→ HnLF. (5.12)
The first map here is the sum of the isomorphisms RF (Id → Hj(H ′)j). The second map is the monad
multiplication for which the strong monad condition holds. The last map is the projection onto the Hn term
of the monad RF . It follows that the restriction of (5.12) to the summand Hi of RF has the form
Hi →
n⊕
j=0
HiHj(H ′)j →
n⊕
j=0
min(i+j,n)⊕
k=0
Hk(H ′)j →
n⊕
j=n−i
Hn(H ′)j ,
Moreover, the component Hi → Hn(H ′)n−i is the map
Hi
∼
−→ HiHn−i(H ′)n−i → Hn(H ′)n−i
and thus an isomorphism since by the strong monad condition its second composant is the identity map.
We conclude that the map (4.7)F is a map
Id⊕H ⊕H2 ⊕ · · · ⊕Hn → Hn
(
(H ′)n ⊕ · · · ⊕H ′ ⊕ Id
)
given by an upper triangular matrix with Ids on the main diagonal. It is therefore an isomorphism. The
fact that (4.7) itself is an isomorphism now follows from the weak adjoints condition by the result which we
prove in the next section in Prps. 5.15 since it also holds in the non-split case: if RF
(4.7)F
−−−−→ HnLF is an
isomorphism and there exists some isomorphism R ≃ HnL, then R
(4.7)
−−−→ HnL is also an isomorphism. 
Lemma 5.6. For split Pn-functors the strong monad condition implies the highest degree term condition.
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Proof. The highest degree term condition of Definition 4.1 asks for an existence of an isomorphism, marked
by a dashed arrow on the diagram below, which makes the rest of the diagram commute:
FHQn−1L FHRFL FRFL FH
nL
FHQn−1L FHRFL FHRFH
′L FHHnH ′L
FHιnL ψFL FµnL
FHιnL FHRψ
′ FHµnH
′L
where ψ′ : FL→ FH ′L is the left dual of ψ. In the split case, we can rewrite the diagram above as:
FHQn−1L FHRFL FRFL FH
nL
FHQn−1L FHRFL FHRFH
′L FHHnH ′L
FHιnL ((FR tr− trFL)◦Fγ1R)FL FµnL
FHιnL FHR((actFL−FL act)◦Fγ
′
1L) FHµnH
′L
The summand of the top contour which corresponds to − trFR in its second composant equals zero since
µn◦ιn = 0. Similarly, the summand of the bottom contour which corresponds to −FL act is also zero. Without
those summands the corresponding maps become F (Al)L, and F (HB)L, using the terms introduced in §5.1.
It thus suffices to prove the existence of an isomorphism that makes the following diagram commute:
HQn−1 HRF RF H
n
HQn−1 HRF HRFH
′ HHnH ′
Hιn Al µn
Hιn HB HµnH
′
(5.13)
whence it becomes clear that the highest degree term condition is about the left multiplication by H and the
right comultiplication by H ′ having the same effect when projected onto the highest degree term.
By Lemma 5.1 we can rewrite the right comultiplication of H ′ in terms of the right multiplication by H .
It then remains to show that the top and the bottom contour commute in:
HQn−1 HRF RF H
n
HRFHH ′ HRFH ′ HHnH ′.
Hιn Al
HRF act
µn
HArH
′ HµnH
′
(5.14)
The strong monad condition implies the stronger monad condition, hence both HRF
µn◦Al−−−−→ Hn and
RFH
µn◦Ar−−−−→ Hn are maps
H ⊕H2 ⊕ · · · ⊕Hn ⊕Hn+1 → Hn
which are 0 on the components H, . . . ,Hn−1 and Id on the component Hn. Hence the natural isomorphism
Hn
Hn act
−−−−→ HnHH ′ = HHnH ′
makes the square in the diagram above commute on all components of HRF except for Hn+1. Therefore it
makes the whole diagram commute, since Hn+1 is the complement of HQn−1 in HRF . 
5.3. Segal’s conjecture. Corollary 5.3 allows us to prove a conjecture posed by Segal in [Seg17]. We briefly
recall the setup. Let F : D(A)→ D(B) be a split Pn-functor with
RF ≃ IdA⊕H ⊕ · · · ⊕H
n (5.15)
where H is an enhanced autoequivalence of D(A). Equip the bimodule
AH
def
= A⊕HrA¯[−1] ∈ A-Mod -A
with the structure of a degree 1 truncated tensor algebra ofHrA¯[−1] as per §2.5. Explicitly, the multiplication
AH ⊗AH → AH
is given by the natural isomorphisms
A⊗A (−)
∼
−→ (−) and (−)⊗A A
∼
−→ (−) (5.16)
on the components involving A and by the zero map on HrA¯ ⊗A HrA¯[−2]. The unit map
A → AH
is given by the inclusion of a direct summand.
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Any A-algebra in A-Mod -A defines the structure of a new DG-category with the same set of objects as
A and a functor from A to this category which is identity on objects. For AH , we denote this new category
also by AH , and the functor A →֒ AH is faithful. The category Dc(AH) is the category constructed by Segal
in [Seg17, §2.3], it should be considered as the derived category of objects supported on the zero section of a
noncommutative line bundle over Dc(A) corresponding to H .
Now, let
h = FH →֒ FRF
trF
−−→ F ∈ A-Mod-A
and let F˜ be the convolution in A-Mod-B of the following twisted complex over A-Mod-B
H ⊗AF
h
−→ F
deg.0
.
We next give it the structure of a left AH -module by having HrA¯ act by sending H ⊗AF to F , and F to
zero. To be more precise, consider the map of twisted complexes(
A⊕HrA¯[−1]
)
⊗A
(
H ⊗AF
h
−→ F
deg.0
)
→
(
H ⊗AF
h
−→ F
deg.0
)
(5.17)
whose A ⊗A• components are given by the natural isomorphisms (5.16), whose HrA¯[−1] ⊗AH ⊗AF com-
ponent is given by the adjunction counit HrA¯ ⊗AH
tr
−→ A, and whose HrA¯[−1] ⊗AF component is zero.
Note that (5.17) is fibrewise left-Mod -A-map in the language of [AL16a, §3.4], i.e. all its components are
the A-Mod-B maps whose corresponding A-Mod -B maps filter through τ ⊗ Id. The convolution functor
Pre-TrA-Mod-B → A-Mod-B filters through A-Mod -B and from its definition in [AL16a, §3.6] we see that
applying it to (5.17) yields an A-Mod -B map which is a composition
A¯ ⊗A AH ⊗A F˜
τ⊗Id
−−−→ AH ⊗A F˜ → F˜ ,
whose second composant we use to give F˜ the structure of an AH -B-bimodule.
On the other hand, let H˜ be the convolution in A-Mod-A of the twisted complex
H
deg.0
H ⊗AHrA¯.⊕ (5.18)
Similarly to the above, we give H˜ the structure of an AH -AH -bimodule by having HrA¯[−1] act on the right
by sending H to H ⊗AHrA¯ and sending H ⊗AHrA¯ to zero, and act on the left by sending H to H ⊗AHrA¯
by HrA¯ ⊗AH
tr
−→ IdA
act
−−→ H ⊗AHrA¯ and sending H ⊗AHrA¯ to zero.
We thus have an enhanced functor F˜ : D(AH) → D(B) and an enhanced endofunctor H˜ of D(AH). The
latter is an autoequivalence — its inverse is defined by the convolution of the A-Mod-A twisted complex
HrA¯
deg.0
HrA¯ ⊗AHrA¯,⊕ (5.19)
with HrA¯[−1] acting on the left and on the right by sending HrA¯ to HrA¯ ⊗AHrA¯ and HrA¯ ⊗AHrA¯ to zero.
The following was conjectured by Segal in [Seg17, Remark 4.6]:
Theorem 5.1. If F : D(A)→ D(B) is a split Pn-functor satisfying the strong monad condition, then
F˜ : D(AH)→ D(B)
is a spherical functor with the cotwist H˜n+1 and the twist PF , the P
n-twist of F .
Proof. Let R˜ ∈ A-Mod-A be the convolution of the twisted complex
R
deg.0
h′
−→ HrA¯R,
where
h′ = R
actR
−−−→ HrA¯HR →֒ HrA¯RFR
HrA¯R tr
−−−−−→ HrA¯R.
Similarly to the above, we give R˜ the structure of a right AH -module by having HrA¯ act by sending R to
HrA¯R, and HrA¯R to zero. Thus we have an enhanced functor R˜ : D(B)→ D(AH).
It can readily seen that R˜ is a 2-categorical right adjoint of F˜ with the following adjunction unit and
counit. The composition R˜F˜ is isomorphic in D(AH -AH) to the object defined by the A-A-bimodule{
H ⊗AF
h
−→ F
deg.0
}
⊗B
{
R
deg.0
h′
−→ R ⊗AH
rA¯
}
(5.20)
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with left and right actions of HrA¯[−1] as the in definitions of F˜ and R˜. By [AL16a, Lemma 3.42(1)] it is
therefore isomorphic to the convolution of the twisted complex
H ⊗AF ⊗BR
(
h ⊗ Id
− Id ⊗h′
)
−−−−−−−−→
(
F ⊗BR
)
⊕
deg.0
(
H ⊗AF ⊗BR ⊗AH
rA¯
) ( Id ⊗h′ h ⊗ Id )
−−−−−−−−−−−→ F ⊗BR ⊗AH
rA¯
with the corresponding left and and right actions of HrA¯[−1]. We therefore define the adjunction unit
IdAH
act
−−→ R˜F˜
by the following map of twisted complexes over A-Mod-A
IdA H
rA¯
H ⊗AF ⊗BR
(
F ⊗BR
)
⊕
deg.0
(
H ⊗AF ⊗BR ⊗AHrA¯
)
F ⊗BR ⊗AHrA¯.
( act
(Id ⊗ act ⊗ Id)◦act
) ⊕
ξ act⊗ Id (5.21)
Here ξ is a degree −1 map defined as in [AL16a, Prop.4.10 (2)], and it is irrelevant to this proof. The
map (5.21) commutes with the left and right actions of HrA¯[−1] defined above, and thus defines a map of
AH -AH -bimodules.
On the other hand, the composition F˜ R˜ is isomorphic in D(B-B) to the object{
R
deg.0
h′
−→ R ⊗AH
rA¯
}
⊗AH
{
H ⊗AF
h
−→ F
deg.0
}
.
The tensor product over AH can be computed as the cokernel of the natural map{
R
deg.0
h′
−→ R ⊗AH
rA¯
}
⊗AH
rA¯[−1] ⊗A
{
H ⊗AF
h
−→ F
deg.0
}
→
{
R
deg.0
h′
−→ R ⊗AH
rA¯
}
⊗A
{
H ⊗AF
h
−→ F
deg.0
}
given by the difference between the actions of HrA¯[−1] on R
h′
−→ R ⊗AHrA¯ and H ⊗AF
h
−→ F , respectively.
Thus F˜ R˜ is isomorphic in D(B-B) to the convolution of the cokernel of the map
R ⊗A(H
rA¯) ⊗AH ⊗AF
(
R ⊗A(H
rA¯) ⊗AF
)
⊕
deg.0
(
R ⊗AH
rA¯ ⊗A(H
rA¯) ⊗AH ⊗AF
)
R ⊗AH ⊗AF
(
R ⊗AF
)
⊕
(
R ⊗AH
rA¯ ⊗AH ⊗AF
)
R ⊗AH
rA¯ ⊗AF.
(
Id ⊗ tr ⊗ Id
Id
) (
Id Id ⊗ tr ⊗ Id ⊗2
)(
Id ⊗h
h′ ⊗ Id
) (
h′ ⊗ Id − Id ⊗h
)
Since Id ⊗h− (Id ⊗ tr ⊗ Id) ◦ (h′ ⊗ Id) is the map
R ⊗AH ⊗AF →֒ R ⊗AF ⊗BR ⊗AF
Id ⊗ tr− tr ⊗ Id
−−−−−−−−−−→ R ⊗AF,
which is the map −ψ, we conclude that F˜ R˜ is isomorphic in D(B-B) to the convolution of the twisted complex
R ⊗AH ⊗AF
ψ
−→ R ⊗A
deg.0
F.
We therefore define the adjunction counit
F˜ R˜
tr
−→ IdB
by the following map of twisted complexes over B-Mod-B:
R ⊗AH ⊗AF R ⊗AF
IdB
deg.0
.
ψ
tr (5.22)
With these definitions in mind, we proceed to prove the assertions of the theorem. The cone of F˜ R˜
tr
−→ IdB
is isomorphic to the convolution of the total complex of (5.22) which is the twisted complex defining the
P-twist of F . Hence the spherical twist of F˜ coincides with the P-twist of F , and thus is an autoequivalence.
On the other hand, computing the bar tensor product of the twisted complex of H˜ with itself over AH
shows that H˜n+1 is homotopy equivalent to the convolution of the A-Mod-A twisted complex
H ⊗k
deg.0
H ⊗k ⊗AHrA¯,⊕ (5.23)
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with the left and the right actions of HrA¯[−1] as in the definition of H˜ . We now claim that there exists a
degree −1 map χ : RFH → HrA¯Hn+1 such that the following is a closed degree 0 map of twisted complexes:
H ⊗AF ⊗BR
(
F ⊗BR
)
⊕
deg.0
(
H ⊗AF ⊗BR ⊗AHrA¯
)
F ⊗BR ⊗AHrA¯
Hn+1 Hn+1 ⊗A
deg.0
HrA¯.
(
h ⊗ Id
− Id ⊗h′
)
Id ⊗µn χ
( Id ⊗h′ h ⊗ Id )
(
(Id ⊗ act)◦µn Id ⊗µn ⊗ Id
)
⊕
(5.24)
The claim is equivalent to the following diagram commuting in D(A-A):
RFH RF Hn
RFH HrA¯RFH HrA¯Hn+1.
Rh µn
actHn
h′FH H
rA¯µnH
(5.25)
The map Rh : RFH → RF is the right monad multiplication Ar defined in §5.1, while h′F is the composition
RF
actRF
−−−−→ HrA¯HRF
HrA¯Al−−−−→ HrA¯RF,
where HRF
Al−→ RF is the left monad multiplication. We can therefore ensure the commutativity of the
diagram (5.25) by renormalising the isomorphism γ as per Corrolary 5.3 to have Ar = Al.
The map (5.24) commutes with the left and right actions of HrA¯[−1] on its two twisted complexes. It
therefore defines an AH -Mod-AH map
α : R˜F˜ → H˜n+1[1]. (5.26)
Observe that the twisted complex maps (5.21) and (5.24) compose to zero. Therefore, they form a two-step
twisted complex of twisted complexes. For simplicity, we rewrite in the functorial notation:
IdA H
rA¯
RFH RF ⊕HrA¯RFH HrA¯RF
Hn+1 HrA¯Hn+1
deg.0
.
⊕
 act
HrA¯actH◦act

 ξ actHrA¯( Ar
−HrA¯AlH◦actRFH
)
µnH χ
(HrA¯Al◦actRF HrA¯Ar )
(
actHn◦µn H
rA¯µnH
)
⊕
(5.27)
We claim that the convolution of (5.27) is acyclic in A-Mod-A and hence in AH -Mod-AH . Then the cone of
IdAH
act
−−→ R˜F˜ is isomorphic to H˜n+1[1] in D(AH -AH). Thus F˜ has the spherical twist PF and the spherical
cotwist H˜n+1. Since both of these are autoequivalences, F˜ is spherical by [AL17b, Theorem 5.1].
For the claim, apply the Replacement Lemma (Lemma 2.1) to replace the vertical arrows RFH → Hn+1,
HrA¯RFH → HrA¯Hn+1, HrA¯ → HrA¯RF , and IdA → RF , in that order, by their cones. Since RF splits up
as Id⊕H ⊕ · · · ⊕Hn identifying these four maps with direct summand inclusions/projections, their cones are
simply the direct sums of the remaining summands. We thus obtain a twisted complex
H ⊕ · · · ⊕Hn (H ⊕ · · · ⊕Hn) ⊕
deg.0
HrA¯ (H ⊕ · · · ⊕Hn) HrA¯(H ⊕ · · · ⊕Hn),
?
(
Ar
?
)
( ? HrA¯Ar )
where the question signs denote the maps which are irrelevant to this argument. By the stronger monad
condition established in Lemma 5.2 the following map is a homotopy equivalence:
H ⊕ · · · ⊕Hn
Ar−−→ H ⊕ · · · ⊕Hn.
We can therefore remove the corresponding null-homotopic subcomplex, leaving us with the complex
HrA¯(H ⊕ · · · ⊕Hn)
HrA¯Ar−−−−−→ HrA¯(H ⊕ · · · ⊕Hn)
which is null-homotopic as well. We conclude that (5.27) is homotopy equivalent to zero, as desired. 
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5.4. The general case. Throughout this section we adopt the following shorthand where it doesn’t cause
any confusion. Given a cyclic degree n coextension Qn of Id by H as on (2.13) we denote by
Qi
ι
−→ Qj j ≥ i
the compositions of the corresponding coextension maps:
Qi
ιi−→ Qi+1
ιi+1
−−→ . . .
ιj
−→ Qj .
The weak adjoints condition of [Add16] applies equally well in the general (non-split) case. The strong
monad condition doesn’t, but it has the following natural analogue. Observe that in the split case
Qi ≃ Id⊕ · · · ⊕H
i,
and the condition that HRF
Al−→ RF has no components of form HHi → Hj with i+ 1 < j is equivalent to
HQi
ι
−→ HQn
Al−→ Qn
filtering through Qi+1
ι
−→ Qn. This still has the problem that the map Al doesn’t exist in the non-split case,
but it is further equivalent to
Q1Qi
ι ι
−→ QnQn
monad mult.
−−−−−−−−→ Qn
filtering through Qi+1 → Qn as some map
m1,i : Q1Qi → Qi+1.
In this form, the condition makes sense in the fully general case. The other condition of the components
HHi → Hi+1 of HRF
Al−→ RF being isomorphisms is then equivalent to there existing isomorphisms
HHi+1 → Hi which intertwine with the maps m1,i via the highest degree term projections µ•. The stronger
monad condition can be reformulated in a similar way. We thus arrive at:
Definition 5.7. Let A and B be DG-categories and let F ∈ D(A-B) be an enhanced functor D(A)→ D(B).
Let (H,Qn, γ) be a collection of
(1) H ∈ D(A-A) such that h = (−)
L
⊗AH is an autoequivalence of D(A) and H(KerF ) = KerF .
(2) A cyclic coextension Qn ∈ D(A-A) of Id by H .
(3) An isomorphism Qn
γ
−→ RF in D(A-A) which intertwines the adjunction unit IdA
act
−−→ RF and the
natural map IdA
ι
−→ Qn.
Let
m : QnQn → Qn
be the map induced from the monad multiplication on RF . We define following three conditions:
• Stronger monad condition: For i, j ≥ 0 with i+ j ≤ n the map
QiQj
ιι
−→ QnQn
m
−→ Qn (5.28)
filters through Qi+j
ι
−→ Qn via some map
mij : QiQj → Qi+j .
Moreover, there is an isomorphism
ρij : H
iHj
∼
−−−−−→ Hi+j
that makes the following diagram commute:
QiQj Qi+j
HiHj Hi+j .
mij
µiµj µi+j
ρij
(5.29)
• Strong monad condition: The stronger monad condition with i = 1.
• Weak adjoints condition: There exists some isomorphism FR ≃ FHnL.
In practice, it suffices to only check strong or stronger monad conditions for i, j ≥ 1:
Lemma 5.8. The compositions
QiQ0
ιι
−→ QnQn
m
−→ Qn
Q0Qi
ιι
−→ QnQn
m
−→ Qn
decompose into canonical isomorphisms Qi IdA ≃ Qi and IdAQi ≃ Qi followed by the map Qi
ι
−→ Qn.
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Proof. By one of our assumptions in Definition 4.1 the map
Q0 = IdA
ι
−→ Qn
in D(A-A) is intertwined by the isomorphism γ with the adjunction unit IdA → RF . Therefore
QnQ0
ιι
−→ QnQn
m
−→ Qn
is the canonical isomorphism Qn IdA
∼
−→ Qn. Hence the composition
QiQ0
ιι
−→ QnQn
m
−→ Qn
equals
QiQ0
ιQ0
−−→ QnQ0
∼
−→ Qn
and by functoriality of the canonical isomorphism further equals
QiQ0
∼
−→ Qi
ι
−→ Qn.
The case i = 0 is treated similarly. 
Thus when i = 0 or j = 0 the map (5.28) always filters through Qi+j
ι
−→ Qn, and mij and ρij can be taken
to be the identity map. Moreover, as in the split case, we have:
Lemma 5.9. The strong monad condition implies the monad condition in Definition 4.1.
Proof. Let φ : FH → FQ1 be any splitting such that (Fµ1)◦φ = Id. By Lemma 3.3 the map ν in the monad
condition (4.3) equals the composition
FHQn−1
FHιn−−−−→ FHRF
φRF
−−−→ FQ1RF
FιRF
−−−−→ FRFRF
FR trF−trFRF
−−−−−−−−−−−→ FRF
Fκ
−−→ FJn.
FHQn−1 has a filtration by FHQi and FJn has a filtration by FJi+1 for i = 0, . . . , n− 1. Define
νi : FHQi → FJi+1
to be the difference of two maps: the composition of the top row in the commutative diagram
FHQi FQ1Qi FQi+1 FJi+1
FHHi FHHi FHi+1 FHi+1
φQi
FHµi
Fm1i
Fµ1µi
Fκi+1
Fµi+1 Fµi+1
ρij
∼
and the composition
FHQi
φQi
−−→ FQ1Qi −→ FRFQi
trFQi
−−−−→ FQi
Fκi−−→ FJi
F ιi+1
−−−−→ FJi+1. (5.30)
The maps νi are compatible with each other and induce isomorphisms on the factors of the filtration, i.e. the
following two squares commute:
FHQi FJi+1
FHQi+1 FJi+2
νi
FHιi+1 Fιi+2
νi+1
FHQi FJi+1
FHHi FHi+1.
νi
FHµi Fµi+1
Fρ1i
∼
The map ν0 : FH → FH can be computed explicitly: since the multiplication map Q1Q0 ≃ Q1 → Q1 is
the identity map and the second component is zero since J0 = 0, we have ν0 = Id. Then by induction all νi,
including ν = νn−1, are isomorphisms. 
Unfortunately to have the strong monad condition and the weak adjoints condition imply, as in the split
case, the adjoints condition and the highest degree term condition we need to make an extra assumption.
The filtrations do not offer as much control as direct sums and try as they did the authors couldn’t prove the
results below without assuming:
Definition 5.10. With A and H as in Definition 5.7 we define the Ext−1-vanishing condition to be:
Hom−1D(A-A)(Id, H
i) = 0 1 ≤ i ≤ n. (5.31)
We first introduce some notation. Recall that, as explained in §2.4, we have fixed for our given cyclic
coextensionQn a twisted complex Q¯n overA-Mod-A whose convolution isQn. The intermediate coextensions
Qi are then the convolutions of the subcomplexes of Q¯n which sit in the degrees from −i to 0.
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Definition 5.11. For any i ∈ [0, n] let K¯i+1 be the subcomplex of Q¯n which sits in the degrees from −n to
−(i+1). Denote by πi+1, or just π where it doesn’t cause confusion, the natural projection Q¯n ։ Ki+1. Let
Ki+1 be the convolution of K¯i+1, we then have the following exact triangle in D(A-A):
Qi
ι
−→ Qn
π
−→ Ki+1 → Qi[1]. (5.32)
For any j > i denote further by πi,j , or just π where it doesn’t cause confusion, the natural projection
from K¯i to K¯j with j > i.
Lemma 5.12. Assume that Ext−1-vanishing condition (5.31) holds. Then the strong monad condition implies
that for all i, j the following map filters through Qi+j:
QiQj
ιι
−→ QnQn
m
−→ Qn.
Proof. We prove the assertion of the Lemma by the induction on i and j. The base of the induction are the
cases where i = 0 or j = 0.
By the exact triangle (5.32) to establish that the map
QpQq
ιι
−→ QnQn
m
−→ Qn
filters through Qp+q it suffices to prove that the composition
QpQq
ιι
−→ QnQn
m
−→ Qn
π
−→ Kp+q+1 (5.33)
vanishes. Suppose now that we have established our assertion for all p and q with p ≤ i and q ≤ j except
p = i, q = j. Let us establish it for for p = i and q = j.
Denote by X¯ij the subcomplex of Q¯iQ¯j that sits in degrees −i − j + 1 to 0, and by Xij its convolution.
We thus have an exact triangle
Xij → QiQj
µiµj
−−−→ HiHj → Xij [1].
By Lemma 2.7 the induction assumption that (5.33) vanishes for all p and q with p ≤ i and q ≤ j except
p = i, q = j implies that the composition of Xij → QiQj with (5.33) also vanishes.
Consider now the associativity diagram for the monad multiplication:
Q1Qi−1Qj Q1Qi+j−1
QiQj Qn Ki+j+1.
Q1mi−1,j
m1,i−1Qj m◦ιι
m◦ιι π
By the strong monad condition the composition along the top of the diagram is zero, therefore the composition
along the bottom is zero too. Similar to above, let X1,i−1,j be the convolution of the subcomplex of Q¯1Q¯i−1Q¯j
that sits in degrees −i− j + 1 to 0. The following diagram commutes:
X1,i−1,j Xij
Q1Qi−1Qj QiQj Ki+j+1
HHi−1Hj HiHj
0
m1,i−1Qj
µ1µi−1µj µiµj
ρ1,i−1H
j
λ
Since its composition with Xij → QiQj vanishes, the map QiQj → Ki+j+1 filters through µiµj as some map
λ : HiHj → Ki+j+1. By commutativity of the diagram the following composition vanishes:
Q1Qi−1Qj
µ1µi−1µj
−−−−−−→ HHi−1Hj
ρ1,i−1H
j
−−−−−−→ HiHj
λ
−→ Ki+j+1 (5.34)
Hence, by exactness of the first column, the map λ◦ρ1,i−1Hj filters through some map X1,i−1,j[1]→ Ki+j+1.
Therefore λ ◦ ρ1,i−1Hj = 0 , since by assumption Hom
−1
D(A-A)(X1,i−1,j ,Ki+j+1) = 0. Since ρ1,i−1 is an
isomorphism, the map λ is zero as well, and hence so is QiQj → Ki+j+1 as desired. 
Corollary 5.13. Suppose that Ext−1-vanishing condition (5.31) and the strong monad condition hold. Then:
(1) The monad multiplication map m : QnQn → Qn in D(A-A) lifts to a one-sided map
m¯ : Q¯nQ¯n → Q¯n
of twisted complexes over A-Mod-A.
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(2) The stronger monad condition holds. The requisite maps mij : QiQj → Qi+j and the isomorphisms
ρij : H
iHj → Hi+j can be defined by the appropriate components of the map m¯. Such mij are, in
particular, intertwined by the inclusion maps ι.
Proof. The first assertion follows from applying the Lemma 2.7 and then Lemma 2.5 to the statement es-
tablished in Lemma 5.12. The second assertion then follows in a straightforward way: the assertion that
the maps ρij : H
iHj → Hi+j defined by the appropriate components of the map m¯ are isomorphisms is
established by an induction on i and j analogous to that in the proof of Lemma 5.12. 
Lemma 5.14. Suppose that Ext−1-vanishing condition (5.31) holds or that on DG level the monad multipli-
cation is one-sided as per Corollary 5.13(1). The strong monad condition implies that the canonical map
RF
(4.4)F
−−−−→ HnLF
is an isomorphism.
Proof. By the commutativity of (5.2) the map (4.4)F is identified by the isomorphism γ : Qn → RF with
Qn
Qn act
−−−−→ QnQnQ
′
n
mQ′n−−−→ QnQ
′
n
µnQ
′
n−−−−→ HnQ′n. (5.35)
The first and the third maps in this composition canonically lift to one-sided maps of the corresponding twisted
complexes: the former has a single degree-0-to-degree-0 component equal to the sum of Id
act
−−→ Hi(H ′)i, and
the latter is the projection of Q¯n onto its highest degree term. The second map lifts to a one-sided map of
twisted complexes by the assumptions of this lemma in the view of Corollary 5.13. Thus the whole of (5.35)
lifts to a one-sided map
Q¯n → H
nQ¯′n.
of twisted complexes over A-Mod-A.
By the Rectangle Lemma [AL16a, Lemma 2.12] to establish that (5.35) is a homotopy equivalence it suffices
to establish that so are its closed degree zero components
Hi → Hn(H ′)n−i. (5.36)
We can write these down explicitly: they are the compositions
Hi
Hi act
−−−−→ HiHn−i(H ′)n−i
ρi,n−i(H
′)n−i
−−−−−−−−−→ Hn(H ′)n−i.
Both composants in them are homotopy equivalences: the first since H is an enhancement of an autoequiva-
lence, and the second by Corollary 5.13 (2). 
Proposition 5.15. Let G ∈ D(C-B) for some C. If there is some isomorphism GR
φ
−→ GHnL and the
canonical map
RF
(4.4)F
−−−−→ HnLF
is an isomorphism, then the canonical map
GR
G(4.7)
−−−−→ GHnL (5.37)
is also an isomorphism.
Proof. Complete (5.37) to an exact triangle
GR
(5.37)
−−−−→ GHnL
α
−→ Z
β
−→ GR[1].
Then
GRF
(5.37)F
−−−−−→ GHnLF
αF
−−→ ZF
βF
−−→ GRF [1]
is also an exact triangle. Since (5.37)F is an isomorpshim, we have αF = 0 and βF = 0. Thus the composition
GRF
φF
−−→ GHnLF
αF
−−→ ZF
is zero. By the Cancellation Lemma 2.2(1) so is
GR
φ
−→ GHnL
α
−→ Z.
Since φ is an isomorphism, we conclude that α = 0. Similarly, we obtain that β = 0.
Since α = 0 and β = 0 the morphism GR
(5.37)
−−−−→ GHnL admits both right and left semi-inverse, and is
therefore an isomorphism. 
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Lemma 5.16. Suppose that Ext−1-vanishing condition (5.31) holds or that on DG level the monad multi-
plication is one-sided as per Corollary 5.13(1). The strong monad condition and the weak adjoints condition
imply the adjoints condition.
Proof. By Lemma 5.14 the canonical map RF → HnLF is an isomorphism. Then by Proposition 5.15 the
canonical map FR→ FHnL is an isomorphism as well, which completes the proof. 
Lemma 5.17. Suppose that Ext−1-vanishing condition (5.31) holds or that on DG level the monad multi-
plication is one-sided as per Corollary 5.13(1). The strong monad condition implies the highest degree term
condition.
Proof. As in the proof of Proposition 3.6, we can find a one-sided map of twisted complexes over A-Mod-A
φ :
FH [−1]
deg.-1
FH [−1] F
β
Fσ1
(5.38)
whose convolution φ : FH → FQ1 splits the projection Fµ1 : FQ1 → FH in D(A-A). Similarly, by φ′ we
denote both the left dual of (5.38) and its convolution Q′1L→ H
′L.
The highest degree term condition of Definition 4.1 asks for an isomorphism FHnL → FHHnH ′L that
makes the following diagram commute:
FHQn−1L FRFRFL FRFL FH
nL
FHRFL FHRFLFL FHRFH ′L FHHnH ′L.
(Fγ◦Fι◦φ)ιL
FHιL
(FR tr− trFR)FL FµnL
FHR(actFL−FL act) FHRF (φ′◦ι′L◦γ′L) FHµnH
′L
(5.39)
The composition
(FµnL) ◦ (trFRFL) ◦ ((Fγ ◦ Fι ◦ φ)ιL)
vanishes since µn ◦ ι : Qn−1 → Hn is the zero map. Similarly, the composition
(FHµnH
′L) ◦ (FHRF (φ′ ◦ ι′L ◦ γ′L)) ◦ (FHRFL act) ◦ (FHιL)
vanishes as well. On the other hand by the commutativity of the diagram (5.2) the composition
FHRFL
FHR actFL
−−−−−−−−→ FHRFLFL
FHRF (φ′◦ι′L◦γ′L)
−−−−−−−−−−−−−→ FHRFH ′L
FHµnH
′L
−−−−−−−→ FHHnH ′L
equals the composition
FHRFL
FHRactL
−−−−−−→ FHRFRFLFL
FHRtrFLFL
−−−−−−−−−→ FHRFLFL
FHRF (φ′◦ι′L◦γ′L)
−−−−−−−−−−−−−→ FHRFH ′L
FHµnH
′L
−−−−−−−→ FHHnH ′L.
We can now use the isomorphisms γ : Qn ≃ RF and γ′ : LF ≃ Q′n to rewrite (5.39) as:
FHQn−1L FQnQnL FQnL FH
nL
FHQnL FHQnQnQ
′
nL FHQnQ
′
nL FHH
nH ′L.
(Fι◦φ)ιL
FHιL
FmL FµnL
FHQnactL FHmQ
′
nL FHµn(φ
′◦ι′L)
(5.40)
Now observe that all maps in the diagram (5.40) lift to one-sided maps of corresponding twisted complexes
over A-Mod-A. Moreover, the object FHQn−1L lifts to the twisted complex
{
FH [−1]
deg.-1
}
⊗ Q¯n−1 which
is concentrated in degrees from −n to −1. Similarly, FHnL and FHHnH ′L lift to twisted complexes
concentrated in the single degree −n. Since the maps FHQn−1L→ FHnL and FHQn−1L→ FHHnH ′L in
(5.40) lift to one-sided maps of twisted complexes, we conclude that their only non-zero components are the
degree −n to degree −n ones. These we can write out explicitly:
FHHn−1L
Fρ1,n−1L
−−−−−−→ FHnL,
FHHn−1L
FHHn−1actL
−−−−−−−−−→ FHHn−1HH ′L
FHρn−1,1H
′L
−−−−−−−−−→ FHHnH ′L.
Since H enhances an autoequivalence and since by our assumptions the stronger monad condition holds, these
are both isomorphisms in D(A-A). Hence they can be intertwined by an isomorphism as desired. 
Summarizing the results above , we have proved the following:
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Theorem 5.2. Suppose that Ext−1-vanishing condition (5.31) holds or that on DG level the monad mul-
tiplication is one-sided as per Corollary 5.13(1). Then the strong monad condition and the weak adjoints
condition imply the three conditions from Definition 4.1.
6. Examples of split Pn-functors
In this section, we give an overview of the examples of split Pn-functors which appeared in the algebro-
geometric literature to date. To see that these are indeed Pn-functors in the sense of §4 there is a standard
Morita DG-enhancement framework to apply our results for enhanced triangulated categories in the context
of algebraic geometry. For full details we refer the reader to [AL17b, §5.2],[Toe¨07, §8], [LS16].
In brief, let Z and X be separated schemes of finite type over an algebraically closed field k. Choosing
strong generators identifies D(Z) and D(X) with D(A) and D(B) for some smooth DG-algebras A and B.
We can then identify D(A-B), D(B-A), D(A-A), and D(B-B) with D(X × Z), D(Z ×X), D(X ×X), and
D(Z × Z) in such a way that DG-enhancing bimodules correspond to Fourier-Mukai kernels, the derived
tensor product of bimodules corresponds to the standard composition of Fourier-Mukai kernels via the triple
fibre product, and the dualisation functors are given by the relative Verdier duality. E.g. DG-enhancements
in D(A-B) of exact functors D(A)→ D(B) correspond to Fourier-Mukai kernels in D(X×Z) of exact functors
D(X)→ D(Z).
All the key definitions and the results of §3 and §4 are stated in the terms of the triangulated subcategories
of DG-enhancements of exact functors in the derived categories of DG-bimodules over the respective enhanced
triangulated categories. We can therefore apply them instead to the triangulated subcategories of Fourier-
Mukai kernels in the derived categories of the fibre products of respective varieties.
6.1. Spherical objects [ST01]. These were introduced by Seidel and Thomas in [ST01] as the mirror-
symmetric analogues of Lagrangian spheres on a symplectic manifold and their associated Dehn twists. It
was the genesis of this whole subject.
Let X be a smooth projective variety. An object E ∈ D(X) is said to be a spherical if:
(1)
Homi(E,E) =
{
k, i = 0, dim(X),
0, otherwise.
(2) E ⊗ ωX ≃ E.
For such E an autoequivalence of D(X) called the spherical twist TE was constructed in [ST01]. If mirror
symmetry identifies E with a Lagrangian sphere, then it identifies TE with the corresponding Dehn twist.
Let Z = Spec k. Any object E ∈ D(X) defines the functor
f : D(Z)
(−)⊗kE
−−−−−→ D(X).
Moreover, viewing E as the Fourier-Mukai kernel in D(Z ×X) ≃ D(X) gives a DG-enhancement F of f . If
E is a spherical object, then F is a spherical functor in the sense of [AL17b]. Moreover, we have
R ≃ E∨,
RF ≃ RHomX(E,E) ≃ k ⊕ k[− dim(X)],
thus the adjunction monad RF is a direct sum of IdZ and the autoequivalence H = [− dim(X)]. This
decomposition gives F the structure of a split P1-functor in the sense of this paper and [Add16]. Indeed, E
is a spherical object if and only if F is a spherical/P1-functor, see e.g. [AL16b, Example 3.5].
The spherical twist TE of [ST01] is the cone of the adjunction counit FR → IdX . The P-twist PE is
its square T 2E, as originally observed in [HT06] for spherical objects and later in [Add16] for split spherical
functors. Below, in §7.1 we establish the same for all spherical functors.
The condition of E ⊗ ωX ≃ E implies that on varieties whose canonical bundle is ample or anti-ample the
support of any spherical object must be zero-dimensional. On such varieties, therefore, spherical objects do
not exist when dimX ≥ 2 and are precisely the point sheaves when dimX = 1. Most of the geometrical
examples of spherical objects occur on Calabi-Yau varieties where they include, among many others, all line
bundles, the structure sheaves of (−2)-curves on K3-surfaces, the structure sheaves of (−1,−1)-curves and
P2s with the normal bundle O(−3) on Calabi-Yau 3-folds, etc.
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6.2. Pn-objects and Pn[k]-objects [HT06], [Kru18b]. The Pn-objects were introduced by Huybrechts and
Thomas in [HT06], which began the Pn-chapter of this story. They are the mirror symmetric analogue of
Lagrangian complex projective spaces with their associated Dehn twists in the same way spherical objects
are one for Lagrangian spheres.
Let X be a smooth projective variety. An object E ∈ D(X) is said to be a Pn-object if Hom∗D(X)(E,E) is
isomorphic as a graded ring to H∗(Pn, k), and if E ⊗ ωX ≃ E. Note that the Serre duality then implies that
dimX = 2n.
Again, let Z = Spec k and consider the functor
f : D(Z)
(−)⊗kE
−−−−−→ D(X)
with a DG-enhancement F given by E ∈ D(Z ×X) ≃ D(X). The adjunction monad
RF ≃ RHomX(E,E) ≃ H
∗(Pn, k) ≃ k ⊕ k[−2]⊕ · · · ⊕ k[−2n],
decomposes as a direct sum of IdZ and H , H
2, . . . , Hn, where H is the autoequivalence [−2]. As observed
in [Add16] this decomposition gives F the structure of a split Pn-functor. Indeed, we have
L ≃ E∨ ⊗ ωX [2n],
so the weak adjoints condition is satisfied since E⊗ωX ≃ E. On the other hand, the strong monad condition is
satisfied since the monad structure on RF is the graded ring structure on RHomX(E,E) ≃ Hom
∗
D(X)(E,E)
which is isomorphic as a graded ring to H∗(Pn, k). Thus we can identify the adjunction monad RF with the
graded ring k[h]/hn+1 where deg h = 2. The filtration Qi on RF corresponds to the filtration by the degree
of a polynomial on k[h]/hn+1 and the projection Qi ։ H
i to the projection onto the highest degree term hi.
The strong monad condition now corresponds to the statement that multiplying polynomials of degree ≤ 1
and ≤ n we get a polynomial of degree ≤ n+ 1 and that hhi = hi+1.
Conversely, it is also clear from the above that if F admits a structure of a Pn-functor with H = [−2], then
E is a Pn-object. More generally, D(Z) is the derived category of vector spaces and its only autoequivalences
are the shift functors [k] for k ∈ Z. Thus if F admits a structure of a Pn-functor for any H ∈ AutD(Z),
then E ⊗ ωX ≃ E and Hom
∗
D(X)(E,E) is isomorphic as a graded ring to k[h]/h
n+1 with deg h = k. This
very natural generalisation of Pn-objects was first made by Krug in [Kru18b, Defn. 2.4], who called these the
Pn[k]-objects and noted that they are precisely the split Pn-functors D(Spec k)→ D(X).
Geometrical examples of Pn-objects include the structure sheaves of Pns on a holomorphic symplectic
manifold of dim = 2n and line bundles on a hyperka¨hler manifold of dim = 2n [HT06, Example 1.3].
Geometrical examples of Pn[2k]-objects include all line bundles on the canonical cyclic cover of the fiber
product of k strict Enriques varieties [Kru18b, Theorem 4.5].
6.3. Hilbert schemes of points on K3 surfaces [Add16], This is the example which motivated Addington
to introduce split Pn-functors in [Add16]. Let Z be a projective K3-surface and let X = Z [n], the Hilbert
scheme of n-points on Z. Let F be the DG-enhanced functor D(Z) → D(X) defined on the Fourier-Mukai
level by the universal ideal sheaf I ∈ D(Z ×X).
Addington proved in [Add16, Theorem 2] that we have
RF ≃ Id⊕H ⊕H2 ⊕ ...⊕Hn−1 (6.1)
for the autoequivalence H = IdZ [−2] and that this isomorphism gives F the structure of a split Pn−1-functor.
More specifically, he had shown that the monad multiplication on RF restricts to the map
HRF → RF
as the sum of natural isomorphisms HHi → Hi+1 plus an unknown map HHn−1 → RF . In other words, its
restriction to the map HQn−2 → Jn−1 is the map
H ⊕ · · · ⊕Hn−1 → H ⊕ · · · ⊕Hn−1
given by the identity matrix.
6.4. Generalised Kummer varieties and the Albanese map [Mea15], [KM17]. Let Z be an abelian
surface. Let Z [n+1] be the Hilbert scheme of n+ 1-points on Z and let α : Z [n+1] → Z be the Albanese map.
We can think of α as the composition of the Hilbert-Chow morphism Z [n+1] → Sn+1Z into the symmetric
product, and then the summation map Sn+1Z → Z. Let X be the corresponding generalised Kummer
variety, that is — the fiber of α over 0 ∈ Z. Let F be the DG-enhanced functor D(Z) → D(X) defined by
the Fourier-Mukai kernel of the universal ideal sheaf I ∈ D(Z ×X).
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Generalised Kummer varieties are the other well-known infinite family of hyperka¨hler manifolds, the first
being the Hilbert schemes of points on K3 surfaces. In [Mea15] Meachan had observed that, similar to the
case of the Hilbert schemes of K3 surfaces [Add16], we have
RF ≃ Id⊕H ⊕H2 ⊕ ...⊕Hn−1 (6.2)
for the autoequivalence H = IdZ [−2] and that this isomorphism gives F the structure of a split Pn−1-functor.
He then showed that the restriction of the monad multiplication on RF to the map HQn−2 → Jn−1 is again
the map
H ⊕ · · · ⊕Hn−1 → H ⊕ · · · ⊕Hn−1
given by the identity matrix.
The Albanese map α : Z [n+1] → Z is an isotrivial fibration whose fibers are each isomorphic to the hy-
perka¨hler manifold X . Let F ′ be the standard DG-enhancement of the functor α∗ : D(Z)→ D(Z [n+1]) given
by the Fourier-Mukai kernel (α, Id)∗O(Z[n+1]) ∈ D(Z
[n+1] × Z), the graph of α. It follows that
R′F ′ ≃ ∆∗α∗O(Z[n+1]) ≃ Id⊕H ⊕H
2 ⊕ ...⊕Hn−1
for H = IdZ [−2]. This decomposition gives F ′ the structure of a split Pn−1-functor [Mea15, §5].
Finally, Krug and Meachan showed in [KM17] that the above-mentioned Pn−1-functor F : D(Z)→ D(X)
extends in a family from the zero fibre X to the whole the Albanese map fibration α : Z [n+1] → Z. Let F ′′ be
the DG-enhanced functor D(Z × Z)→ D(Z [n+1]) defined by the Fourier-Mukai kernel (IdZ , (m, IdZ[n+1]))∗I
which is the direct image of the universal ideal sheaf I ∈ D(Z × Z [n+1] under the map
Z × Z [n+1]
IdZ ,(m,IdZ[n+1]−−−−−−−−−−→ Z × Z × Z [n+1].
In [KM17, §2.2] it is shown using equivariant methods and the Bridgeland-King-Reid-Haiman equivalence
[BKR01] [Hai01] that
R′′F ′′ ≃ Id⊕H ⊕H2 ⊕ ...⊕Hn−1
for H = IdZ×Z [−2] and this decomposition gives F ′′ the structure of a split Pn−1-functor and that F ′′ restricts
to F on Z × {0}.
6.5. Symmetric quotient stack of a smooth projective surface [Kru15]. Let Z be a smooth projective
surface. Let [Zn/Sn] be the quotient stack with respect to the natural action of the symmetric group Sn on
the fibre product Zn. Let
d : Z → [Zn/Sn]
be the diagonal embedding and let F the DG-enhancement of the functor d∗ : D(Z)→ D([Zn/Sn]) given by
the Fourier-Mukai kernel (d, Id)∗O[Zn/Sn] ∈ D(Z × [Z
n/Sn]), the graph of d.
Krug showed in [Kru15, §3] that we have
RF ≃ Id⊕H ⊕H2 ⊕ ...⊕Hn−1 (6.3)
for H = ∆∗ω
−1
Z [−2], the inverse of the Serre functor on D(Z) and that this decomposition gives F the
structure of a split Pn−1-functor.
6.6. Pn-functor versions of the Nakajima operators [Kru14]. Let X be a smooth projective surface and
let n, l ∈ Z with n ≥ 2. Let [X l/Sl] be the symmetric quotient stack with respect to the natural action of Sl
on X l, and similarly for [Xn+l/Sn+l]. In [Kru14] Krug had constructed an enhanced functor
Pl,n : D(X × [X
l/Sl])→ D([X
n+l/Sn+l])
whose Fourier-Mukai kernel in D(X × [X l/Sl]× [Xn+l/Sn+l]) is given by the complex of equivariant sheaves
P0
deg.0
→ P1 → P2 → · · · → Pl
where each Pi is a direct sum (with a sign-twisted action of Sn+l) of the structure sheaves of the subvarieties
ΓI,J,µ
def
=
{
(x, x1, . . . , xl, y1, . . . , yl+n | x = xa = yb ∀ a ∈ I, b ∈ J and xc = yµ(c) ∀ c ∈ I¯
}
⊂ X×X l×Xn+l,
where I ⊂ [1, . . . , l] with |I| = i, J ⊂ [1, . . . , n + l] with |J | = n + i, and µ is a bijection I¯ → J¯ . That is,
(x1, . . . , xl) and (y1, . . . , yn+l) contain i and n+ i copies of x in fixed positions, and the remaining elements
of each are the same l− i points of X permuted in a fixed way. Clearly, adding the same element of [1, . . . , l]
to both I and J defines a subvariety of ΓI,J,µ. The differentials in the complex above are given by the sheaf
restriction maps for such subvarieties.
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Krug had proved in [Kru14, Theorem C] that
P r.adj.l,n Pl,n ≃ IdZ ⊕H ⊕H
2 ⊕ · · · ⊕Hn−1
for the enhanced autoequivalence H of D(X × [X l/Sl]) defined by the Fourier-Mukai kernel
∆∗(ωX ⊠OXl)[2] ∈ D(X × [X
l/Sl]×X × [X
l/Sl],
and this decomposition gives Pl,n the structure of a P
n−1-functor. Feeding this through the Bridgeland-King-
Reid-Haiman equivalence [BKR01] [Hai01] produces a Pn−1-functor
Pl,n : D(X ×X
[l])→ D(X [n+l])
whose Fourier-Mukai kernel is supported on the correspondence which defines the Nakajima operator
ql,n : H
∗(X ×X [l],Q)→ H∗(X [n+l],Q).
These were used in [Nak97] [Gro95] to construct the celebrated action of the Heisenberg algebra on
⊕
n≥0H
∗(X [n],Q).
Finally, Krug had shown in [Kru14, §4.12] that when X is an abelian surface, the Pn−1 functor
Pl,n : D(X ×X
[l])→ D(X [n+l])
restricts to the functor
Pˆl,n : D(Kl,n)→ D(Kn+l−1),
whereKl,n ⊂ X×X [l] andKn+l−1 ⊂ X [n+l] are the fibers over 0 ∈ X of the summation maps n·x+x1+· · ·+xl
and y1+ · · ·+yn+l. Note that Kn+l−1 is the generalised Kummer variety. Krug had further proved in [Kru14,
Theorem C’] that
Pˆ r.adj.l,n Pˆl,n ≃ IdKl,n ⊕Hˆ ⊕ Hˆ
2 ⊕ · · · ⊕ Hˆn−1,
for Hˆ = [−2] and this decomposition gives Pˆl,n the structure of a Pn−1-functor.
6.7. Truncated universal ideal functors for even-dimensional Calabi-Yau varieties [KS15]. Let Z
be a smooth projective variety. Let [Zn/Sn] be the quotient stack with respect to the natural action of the
symmetric group Sn on the fibre product Z
n. Let Di ⊂ Z × Zn be reduced subvariety supported on the
closed subset defined by
{(z, z′1, . . . , z
′
n)|z = z
′
i} .
The action of Sn permutes Di giving natural equivariant structure to the sheaf ⊕ni=1ODi . The truncated
universal ideal functor F is the enhanced functor D(Z)→ D([Zn/Sn]) defined by the Fourier Mukai kernel
OZ×[Zn/Sn]
deg.0
−→ ⊕ni=1ODi ∈ D(Z × [Z
n/Sn]), (6.4)
where the differential is the sum of the natural restriction maps.
Krug and Sosna proved in [KS15, Theorem 5.4] that if Z is an even-dimensional Calabi-Yau variety, then
we have
RF ≃ Id⊕H ⊕H2 ⊕ ...⊕Hn−1 (6.5)
for H = IdZ [−2] and that this decomposition gives F the structure of a split Pn−1-functor.
The choice of the name “truncated universal ideal functor” is due to the fact that the complex (6.4) is a
truncation of a larger natural complex of equivariant sheaves on Z × Zn which was shown by Scala [Sca09]
to define the object in D(Z × [Zn/Sn]) which corresponds to the universal ideal sheaf on Z [n] under the
Bridgeland-King-Reid-Haiman derived equivalence D(Z [n]) ≃ D([Zn/Sn]) [BKR01] [Hai01]. For surfaces, the
adjunction monad of F is isomorphic to that of the full universal ideal functor [KS15, Lemma 5.2], and thus F
being a Pn-functor for K3s is equivalent to the original result of [Add16]. For higher dimensional Calabi-Yaus,
the adjunction monads of F and of the universal ideal functor are different and F is the right one to take.
The coincidence of the two in the case of surfaces was further explained in [Kru18a, Theorem 3.6] where
it was shown that there is another natural version of the Bridgeland-King-Reid-Haiman derived equivalence
D(Z [n]) ≃ D([Zn/Sn]), where we use the same Fourier-Mukai kernel but in the opposite direction, and that
this version identifies the universal ideal sheaf directly with the truncated complex (6.4).
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6.8. Family P-twists over the base with HHodd = 0 [ADM19]. Let Z be a smooth projective variety
whose odd Hochschild cohomology vanishes:
HHodd(Z) = 0.
Let V be a vector bundle of rank n + 1 over Z, let PV be its projectificaton, and let π : PV → Z be the
corresponding Pn-fibration. Let ι be a closed embedding of PV into a smooth projective variety X with the
normal bundle isomorphic to Ω1
PV/Z :
PV X.
Z
ι
π (6.6)
Let Fk be the DG-enhancement of the exact functor
ι∗ ◦ (OPV(k)⊗ π
∗(−)) : D(Z)→ D(X)
given by (π, ι)∗OPV(k) ∈ D(Z ×X). Addington, Donovan, and Meachan proved in [ADM19] that we have
RkFk ≃ Id⊕H ⊕ · · · ⊕H
n
with H = IdZ [−2] and observed that this decomposition gives Fk the structure of a split Pn-functor.
Now, let X˜ → X be the blowup of X in PV . Its exceptional divisor E ⊂ X˜ is isomorphic to the incidence
subvariety of PV × PV∨. Suppose the Mukai flop X ← X˜ → X+ exists, where X˜ → X+ contracts E to PV∨.
Addington, Donovan, and Meachan further proved in [ADM19] that the P-twist PFk is, in a sense, the derived
monodromy of this Mukai flop.
More precisely, it was shown by Kawamata [Kaw02, §5] and Namikawa [Nam03] that the derived categories
of D(X) and D(X+) are equivalent and that the structure sheaf of the reducible subvariety
X˜ ∪ (PV × PV∨) ⊂ X ×X+
gives the Fourier-Mukai kernel of such equivalence. Let
KNm : D(X)→ D(X
+)
KN ′m : D(X
+)→ D(X)
be the enhanced functors defined the Fourier-Mukai kernel above twisted by m-th power of the line bundle
obtained by gluing O(E) on X˜ with O(−1,−1) on PV × PV∨. It is shown in [ADM19, Theorem B’] that
PFk ≃ KN
′
−k ◦KNn+k+1 “ flop-flop = twist”.
6.9. Moduli of genus g curves on K3 surfaces of Picard rank 1 and degree 2g− 2 [ADM16]. Let Z
be a K3 surface of Picard rank 1 and degree 2g − 2. Let X be the moduli space of the stable sheaves on Z
with the Mukai vector (0, 1, d+ 1− g). Generic element of X is a smooth genus g curve C ⊂ S in the linear
system |OZ(1)| ≃ Pg equipped with a degree d line bundle. Thus X can be identified with a compactification
Pic
d
(C/Pg) of the relative degree d Picard variety of the universal curve C over |OZ(1)|.
Let α be the Brauer class on X which obstructs the existence of the universal sheaf. Let F be the DG-
enhanced functor D(Z) → D(X,α) into the derived category of α-twisted sheaves on X defined on the
Fourier-Mukai level by the pseudo-universal sheaf F ∈ D(Z ×X, 1⊠ α). Addington, Donovan, and Meachan
found a twisted variant
FM : D(Pic
−1
(C/Pg), β)
∼
−→ D(Pic
d
(C/Pg), α)
of the original Fourier-Mukai equivalence between an Abelian variety and its dual, which identifies F with
the functor
AJ∗ ◦̟
∗(− ⊗OS(l))
where ̟ : C ։ S is the natural Pn−1 fibration, AJ : C →֒ Pic
−1
(C/Pg) is the Abel-Jacobi embedding, and
l ∈ Z is an integer [ADM16, Prop. 3.1]. The embedding AJ satisfies the normal bundle condition in §6.8
with respect to the fibration ̟ and the corresponding Mukai flop exists. It follows immediately that
RF ≃ Id⊕H ⊕ · · · ⊕Hg−1
giving F the structure of a Pg−1-functor whose P-twist is the conjugation by FM of the derived monodromy
of the Mukai flop of Pic
−1
(C/Pg) with the center AJ(C).
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7. Examples of non-split Pn-functors
7.1. Spherical functors. Let, as in §3.1, A and B be two DG categories, let F ∈ D(A-B) be an enhanced
functor D(A) → D(B) which has left and right enhanced adjoints L,R ∈ D(B-A). Let T ∈ D(B-B) be the
spherical twist of F with its natural exact triangle in D(B-B)
FR IdB T,
tr (7.1)
and let C ∈ D(A-A) be the spherical cotwist of F with its natural exact triangle in D(A-A)
C IdA RF.
act (7.2)
The functor F is spherical if the following four conditions hold:
(1) The spherical twist T is an autoequivalence of D(B).
(2) The spherical cotwist C is an autoequivalence of D(A).
(3) “The twist identifies adjoints”: The following composition is an isomorphism:
LT
(7.1)
−−−→ LFR[1]
trR
−−→ R[1]. (7.3)
(4) “The cotwist identifies adjoints”: The following composition is an isomorphism:
R
Ract
−−−→ RFL
(7.2)
−−−→ CL[1]. (7.4)
It is, in fact, enough for any two of these conditions to hold for F to be spherical. See [AL17b] for full details.
Proposition 7.1. The functor F is spherical if and only if it is a P1-functor with H = C[1] and the degree
1 cyclic coextension of IdA by H structure on RF defined by the exact triangle (7.2).
Proof. “Only if”: Suppose (7.2) defines a P1-functor structure on F as per Definition 4.1. Then C is an
autoequivalence, and the condition (2) in the definition of a spherical functor holds.
Let W ∈ D(B-A) be defined by the exact triangle
R
µ1L◦R act
−−−−−−→ CL[1] −→W −→ R[1]. (7.5)
The adjoints condition implies that when we apply F on the left the first map in this triangle becomes an
isomorphism, so FW ≃ 0. Therefore, RFW ≃ 0, so by the exact triangle (7.2) we have CW ≃W . Applying
the autoequivalence C−1[−1] to the triangle (7.5) we get
C−1R[−1] −→ L −→W [−1] −→ C−1R. (7.6)
By [AL17b] Lemma 5.9 (4) the first map in this triangle is the composition
C−1R[−1]
(3.4)R
−−−−→ LFR
L tr
−−→ L. (7.7)
Since FW ≃ 0, it follows that the map
FC−1R[−1]
F (7.7)
−−−−→ FL
is an isomorphism as well. By the proof of Theorem 5.1 in [AL17b] the adjoints condition and the map F (7.7)
being an isomorphism imply that T is an equivalence. Since C is also an equivalence, F is spherical.
“If”: By the exact triangle (7.2) the monad RF is a coextension of Id by C[1]. If F is spherical, then
H = C[1] is an autoequivalence. Moreover, H |KerF ≃ Id[1] and thus Hn+1(KerF ) = KerF .
We next observe that the adjoints condition holds for F since it is the “cotwist identifies adjoints” condition
in the definition of a spherical functor. The strong monad condition also holds. Indeed, it concerns the maps
Q1Qj
ιι
−→ QnQn
m
−→ Qn
for 0 ≤ j ≤ n− 1. We have n = 1, thus we only need to consider the case j = 0. There, as noted in §5.4, the
desired assertion holds automatically by Lemma 5.8.
We would now like to apply Theorem 5.2, but for that we need either the Ext−1-vanishing condition (5.31)
to hold or the monad multiplication be one-sided on DG level as per Corollary 5.13(1). There is little chance
of the former, since H could be an arbitrary autoequivalence. Fortunately, since n = 1, there are not many
ways in which monad multiplication can fail to be one-sided on DG-level.
Indeed, Q¯1Q¯1 and Q¯1 are twisted complexes of form
H2 H ⊕H IdA
deg.0
,act
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H IdA
deg.0
.act
Thus the map Q¯1Q¯1
m
−→ Q¯1 being homotopic to a one-sided map is equivalent to the composition
IdA
ιι
−→ Q¯1Q¯1
m
−→ Q¯1 (7.8)
being homotopic to one-sided map. In D(A-A) the composition (7.8) is identified by the isomorphism γ with
IdA
act ◦ act
−−−−−→ RFRF
R trF
−−−−→ RF
which is just the adjunction unit IdA
act
−−→ RF . Since γ intertwines IdA
act
−−→ RF and IdA
ι
−→ Qn, we conclude
that the composition (7.8) is homotopic to the canonical inclusion of IdA into Q¯1 which is a one-sided map.
Thus the strong monad condition and the adjoints condition hold, while the monad multiplication is
one-sided on DG-level as per Corollary 5.13(1). We conclude by Theorem 5.2 that F is a P1-functor. 
The left duals of the adjunction unit IdA → RF and the adjunction counit FR → IdB are the adjunction
counit LF → IdA and the adjunction unit IdB → FL [AL17b, Lemma 2.13]. Thus a functor is spherical if
and only if both its adjoints are spherical. In particular, spherical functors can easily have non-trivial kernels.
Finally, we have:
Proposition 7.2. We have
PF = T
2
F
where PF is the P-twist of F as a P
1-functor and TF is the spherical twist of F .
Proof. In [AL16a, Theorem 4.2] it was shown that T 2F is isomorphic to a (certain) convolution of the three-step
twisted complex
FR
FactR
−−−−→ FRFR
FR tr− trFR
−−−−−−−−−→ FR
tr
−→ IdB .
As FRFR splits as FR⊕FHR identifying FactR with the direct summand inclusion, we can replace the first
two terms in the complex above by FHR and the map into FR by the composition of the direct summand
inclusion with FR tr− trFR. In other words, by the map ψ : FHR → FR in the definition of a P-twist.
Thus T 2F is isomorphic to a (certain) convolution of the complex
FHR
ψ
−→ FR
tr
−→ IdB .
By [AL17a, Theorem 3.2] all convolutions of this twisted complex are isomorphic and the P-twist PF is defined
to be this unique convolution. Thus PF = T
2
F , as desired. 
7.2. Extensions by zero. Let, as in §3.1, A, B, and C be DG categories. Let F ∈ D(A-B) be an enhanced
functor D(A) → D(B) which has left and right enhanced adjoints L,R ∈ D(B-A). Let n be an odd integer
and let (H,Qn, γ) be a P
n-functor structure on F .
Suppose now that D(A) fits into a DG-enhanced semi-orthogonal decomposition. That is — suppose we
have another DG-category C and a gluing DG-bimodule N ∈ D(C-A). Let D be the DG-gluing of A and C
along N as per [Efi13, §4-§5] [KL15, §4]. The inclusions of A and C into D then induce inclusions of D(A)
and D(C) into D(D) which form a semiorthogonal decomposition
D(D) = 〈D(A), D(C)〉 .
By construction, for any X ∈ D(C) and Y ∈ D(A) we have
HomD(D)(X,Y ) = 0, HomD(D)(Y,X) ≃ HomD(A)(Y,X
L
⊗C N).
We now describe the matrix notation for D-modules and D-D-, B-D-, and D-B-bimodules which we use
throughout the rest of this section. A right D-module E is equivalently described by a matrix of modules(
EC EA
)
EC ∈Mod -C, EA ∈Mod -A (7.9)
and a closed, degree 0 structure morphism
ρ ∈ HomA(MC ⊗C N,MA).
A morphism α ∈ HomiD(E,F ) is then equivalently described by a pair of degree i morphisms(
EC EA
) (αC αA)
−−−−−−−→
(
FC FA
)
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in Mod -C and Mod -A which commute with the structure morphisms of E and F in the following sense:
EC ⊗C N FC ⊗C N
EA FA.
αC⊗Id
ρ ρ
αA
(7.10)
The differential and composition are computed componentwise in Mod -C and Mod -A respectively, e.g.
dMod -D (αC αA) = (dMod -C(αC) dMod -A(αA)) .
Likewise, a D-D-bimodule M is equivalently described by a matrix of bimodules(
CMC CMA
AMC AMA
)
and a closed, degree 0 structure morphism
ρ ∈ HomC-A (CMC ⊗C N, CMA)⊕HomA-A (AMC ⊗C N,AMA)⊕ (7.11)
⊕HomC-C (N ⊗A (AMC), CMC)⊕HomC-A (N ⊗A (AMA), CMA) (7.12)
whose four components make the following diagram commute:
N ⊗A (AMC)⊗C N N ⊗A (AMA)
(CMC)⊗C N CMA.
A morphism α ∈ HomiD-D(M,L) is equivalently described by a quadruple of degree i morphisms(
CMC CMA
AMC AMA
)
( αCC αCAαAC αAA )−−−−−−−−→
(
CLC CLA
ALC ALA
)
(7.13)
which commute with the components of the structure morphisms of M and L in the same sense as in (7.10).
The differential and the composition are again computed componentwise.
The diagonal bimodule D is given by the matrix(
C N
0 A
)
, (7.14)
with the obvious structure morphisms. The bar complex bimodule D¯, cf. [AL16a, §2.2] is given by the matrixC¯
{
C¯ ⊗C N ⊗A A¯
(
− Id⊗τ
τ⊗Id
)
−−−−−−−→
(
C¯ ⊗C N
)
⊕
(
N ⊗A A¯
)
deg.0
}
0 A¯
 , (7.15)
whose non-zero structure morphism components are given by the twisted complex maps
C¯ ⊗C N
C¯ ⊗C N ⊗A A¯
(
C¯ ⊗C N
)
⊕
(
N ⊗A A¯
)
deg.0
(
− Id
0
)
and
N ⊗A A¯
C¯ ⊗C N ⊗A A¯
(
C¯ ⊗C N
)
⊕
(
N ⊗A A¯
)
deg.0
.
( 0Id ) (7.16)
This matrix description of the bar complex of D allows us to give a matrix description of the bar category
Mod-D similar to the one of Mod -D above. The category Mod-D has the same objects as Mod -D, thus
they are given by the data of the matrix (7.9) and a structure morphism ρ. We implicitly identify ρ with
its image under the inclusion Mod -D →֒Mod-D, cf. [AL16a, Prop. 3.3]. A morphism α ∈ Hom
i
D(E,F ) is
equivalently described by a triple (αC , αA, αCA) of degree (i, i, i− 1) morphisms
EC EA
FC FA
αC αA
EC ⊗CN
FA
αCA
in Mod-C, Mod-A, and Mod-A, respectively. The composition is given by
(αC , αA, αCA) ◦ (βC , βA, βCA) = (αC ◦ βC , αA ◦ βA, αA ◦ βCA + αCA ◦ (βC ⊗N)) ,
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and the differential is given by
d (αC , αA, αCA) =
(
dαC , dαA, dαCA − (−1)
i (αA ◦ ρE − ρF ◦ (αC ⊗N))
)
,
with all the differentials, compositions, and tensor products computed in the corresponding bar categories.
In particular, a triple (αC , αA, αCA) defines a closed degree 0 morphism in Mod-D, and hence a morphism
in D(D), if αC and αA are closed degree 0 morphisms in Mod-C and Mod-A, while αCA is a degree −1
morphism in Mod-A whose differential is the commutator of the square (7.10). In other words, we now only
ask that (7.10) commutes up to homotopy and fix that homotopy.
Finally, the category D-Mod-D admits a similar description: its objects are 2× 2 bimodule matrices (7.2)
equipped with a structure morphism ρ as in (7.11). A degree i morphism α : M → L consists of:
• 4 degree i morphisms αCC , αCA, αAC , αAA between the corresponding matrix entries of M and L,
• 4 degree i − 1 morphisms αACCC , αACAA, αAACA, αCCCA each fitting as the diagonal into the four
squares similar to (7.10) formed by the degree i morphisms with the components of ρM and ρL,
• 1 degree i− 2 morphism αACCA : N ⊗A (AMC)⊗C N → CLA. Together with the structure morphisms
of M and L this data fits into a cube
CLC CLA
CMC CMA
ALC ALA
AMC AMA,
ρCCCA
ρCCCA
αC
C
αCCC
A
αC
A
ρACAA
ρ
A
C
C
C
ρ
A
A
C
A
ρACAA
αA
C
ρ
A
C
C
C
α
A
C
C
C
αACA
A
αA
C
C
A
αA
A
ρ
A
A
C
A
α
A
A
C
A
(7.17)
provided we’ve suppressed tensoring the bimodules byN on either side, e.g. the morphism ρACCC : N ⊗A(AMC)→
CMC is represented by the arrow from AMC to CMC .
The composition and the differential are defined similarly to the above. The closed degree 0 morphisms
are those whose degree 0 components are closed and commute with the structure morphisms up to homotopy.
The four degree −1 components are choices of these homotopies, and themselves commute with the structure
morphisms up to homotopy. The degree −2 component is a choice of this homotopy. The AC components of
all the bimodules we work with in this section are always zero, so this degree −2 component is always zero.
Thus, in particular, we have the following useful fact:
Lemma 7.3. Let M,L ∈ D(D-D) with AMC = ALC = 0. If there exists a matrix of isomorphisms
(
ιCC ιCA
0 ιAA
)
(7.18)
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in the corresponding derived categories between the components of M and L such that the diagram
(CLC)
L
⊗C N CLA
(CMC)
L
⊗C N CMA
N
L
⊗A (ALA)
N
L
⊗A (AMA)
ρCCCA
ρCCCA
ιC
C
L
⊗
Id
ιCA
ρ
A
A
C
A
Id
L
⊗
ιA
A
ρ
A
A
C
A
(7.19)
commutes in D(C-A), then M ≃ L in D(D-D)
Proof. Since AMC = ALC = 0, the two squares on (7.19) are the only two remaining faces of the cube defining
a morphism L → M in D-Mod-D as per the diagram (7.17). For a morphism to be closed of degree 0, its
components have to have degrees 0, −1 and −2 and the cube has to homotopy commute. In our case, each
of the two remaining faces has to homotopy commute, independently of each other.
A commutative square in D(C-A) can always be lifted to a homotopy commutative square in C-Mod-A.
Thus we can lift (7.18) to the data of a closed degree 0 morphism ι¯ : M → L whose degree 0 components
are homotopy equivalences. By Rectangle Lemma [AL16a, Lemma 2.12] it follows that ι¯ itself is a homotopy
equivalence, and thus M ≃ L in D(D-D), as desired. 
Definition 7.4. The extension of F by zero from D(A) to D(D) is the enhanced functor
F˜ : D(D)→ D(B)
defined by the bimodule ( 0F ) ∈ D(D-B).
The compositions of F˜ with the natural inclusions of D(A) and D(C) into D(D) are F and 0, respectively,
whence our choice of the terminology. The right adjoint R˜ : D(B)→ D(D) of F˜ is defined by the bimodule
(F˜ )B¯ ≃
(
0 R
)
∈ D(B-D),
and its left adjoint L˜ : D(B)→ D(D) is defined by the bimodule
(F˜ )D¯ ≃
(
(N ⊗AF )
C¯
[−1] {HomA(F,A)
deg.0
f 7→α◦(N ⊗f)
−−−−−−−−−→ HomC(N ⊗AF,N)}
)
∈ D(B-D), (7.20)
where α is the homotopy equivalence N ⊗AA¯ → N as per [AL16a, Defn. 3.19]. The structure morphism ρ of
this bimodule is given by the natural map ηC defined in [AL16a, Defn. 3.34]:
(N ⊗AF )
C¯
⊗CN [−1]
ηC
−→ HomC(N ⊗AF,N)[−1].
Finally, we have
R˜F˜ ≃
(
0 0
0 RF
)
∈ D(D-D).
Now, suppose that in D(C-A) we have
QiN ≃
{
0, i odd,
N [i], i even.
(7.21)
From the description of a cyclic coextension on the diagram (2.13) it follows that in D(C-A)
HiN
σiN−−−→ Hi−1N [1]
is 0 for even i and an isomorphism for odd i. For each 0 < 2j+1 ≤ n, we have apriori different isomorphisms
H2j+1N
H2jσ1N−−−−−→ H2jN [1],
H2j+1N
σ2j+1N
−−−−−→ H2jN [1].
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If Qn is a truncated twisted tensor algebra, as described in §2.5, we have σ2j+1 = H
2jσ1 − σ2jH . Since
σ2jN = 0, the two isomorphisms above are the same:
H2jσ1N = σ2j+1N. (7.22)
This is the condition we would ideally like to have. It turns out something less would do: in D(C-A), the map
(H2jσ1N) ◦ (σ2j+1N)
−1 equals H2jN [1]
α−1
C−−→ H2jN [1] IdC
H2jN [1]φ2j
−−−−−−−→ H2jN [1] IdC
αC−−→ H2jN [1] (7.23)
for some automorphism φ2j of IdC . Here αC is the natural isomorphism C ⊗C (−)→ (−).
Proposition 7.5. Let (H,Qn, γ) be the structure of a P
n-functor on F with n odd. If the conditions (7.21)
and (7.23) hold, then there exists a structure of a Pn-functor on the extension by zero F˜ of F .
Proof. Let
H˜ =
(
C[1] N [1]
0 H
)
∈ D-Mod-D,
with structure morphisms
C ⊗CN [1]
α
−→ N [1],
N ⊗AH
Id ⊗σ1−−−−→ N [1].
One can readily verify that H˜ is an enhanced autoequivalence of D(D). We further have
H˜i ≃
(
C[i] N [i]
0 Hi
)
∈ D-Mod-D,
with the structure morphisms being α and
N ⊗AH
⊗i (Id ⊗σ1)
i
−−−−−−→ N [i].
Let
Q˜2i−1 =
(
0 0
0 Q¯2i−1
)
∈ D-Mod-D,
Q˜2i =
(
C[2i] N [2i]
0 Q¯2i
)
∈ D-Mod-D,
with the structure morphisms for the latter being α and
N ⊗AQ¯2i
Id ⊗µ2i
−−−−−→ N ⊗AH
⊗(2i) (Id ⊗σ1)
2i
−−−−−−−→ N [2i]. (7.24)
Define
γ˜ : Q˜n

0 0
0 γ


−−−−−−→ R˜F˜ , ι˜j : Q˜j

0 0
0 ιj


−−−−−−→ Q˜j+1.
Here and below, whenever we only specify the degree i components of a degree i map in D-Mod-D, the
higher homotopy components are all taken to be zero. By Lemma 7.3 the map γ˜ is an isomorphism, and we
claim that the maps ι˜j give Q˜n the structure of a degree n cyclic coextension of IdD by H˜ .
It suffices to show that the cone of ι˜j is isomorphic D(D-D) to H˜j . The cone of a map in D(D-D) can be
constructed as its convolution in D-Mod-D, thus Cone(ι˜2i) is given by
(
0 0
0 Q¯2i−1
) 0 0
0 ι2i−1


−−−−−−−−−→
(
C[2i] N [2i]
0 Q¯2i
)
deg.0
 =
C[2i] N [2i]
0
{
Q¯2i−1
ι2i−1
−−−→ Q¯2i
deg.0
} (7.25)
with structure morphisms α and{
N ⊗AQ¯2i−1
ι2i−1
−−−→ N ⊗AQ¯2i
deg.0
} (
0 (7.24)
)
−−−−−−−−−→ N [2i].
By definition of the maps ι• and µ• in §2.4, the map{
Q¯2i−1
ι2i−1
−−−→ Q¯2i
deg.0
} (
0 µ2i
)
−−−−−−−→ H2i (7.26)
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is a homotopy equivalence. In the derived categories the matrix of isomorphisms(
Id Id
0 (7.26)
)
is readily seen to satisfy the commutation condition (7.19). Thus, by Lemma 7.3 we have Cone(ι˜2i) ≃ H˜2i,
as desired. Similarly, Cone(ι˜2i+1) is given by
(
C[2i] N [2i]
0 Q¯2i
) 0 0
0 ι2i


−−−−−−−→
(
0 0
0 Q¯2i+1
)
deg.0
 =
C[2i+ 1] N [2i+ 1]
0
{
Q¯2i
ι2i−−→ Q¯2i+1
deg.0
} (7.27)
with the structure morphisms α and{
N ⊗AQ¯2i
ι2i−−→ N ⊗AQ¯2i+1
deg.0
} (
(7.24) 0
)
−−−−−−−−−→ N [2i+ 1].
By construction of the automorphism φ2j of C, the matrix of isomorphisms(
φ2j (7.23)
0 (0 µ2j+1)
)
satisfies (7.19), and thus Cone(ι˜2i+1) ≃ H˜2i+1 in D(D-D), as desired.
It remains to check the monad, the adjoints, and the highest degree term condition for (H˜, Q˜n, γ˜). Define
a D-D-bimodule M to have property (†) if ρ : CMC ⊗ N → CMA is an isomorphism and AMC = 0. The
bimodules H˜j and Q˜j all have this property. This property is preserved by the bar tensor product. Finally,
the bar tensor product of a D-D bimodule M with property (†) and a D-B bimodule K with CKB = 0 has
the only non-zero component: (AMA)⊗A (AKB).
The monad condition for (H˜, Q˜n, γ˜) is readily seen to be equivalent to the monad condition for (H,Qn, γ):
its every term is the tensor product of F˜ whose C-B component is 0 and a bimodule with property (†).
Now, by assumptions (7.21) we have QnN ≃ 0. Since Qn ≃ RF , we have RFN ≃ 0. This implies FN ≃ 0.
Thus the matrix form (7.20) of the bimodule L˜ simplifies to (0 L). With this, all the maps in the adjoints
and the highest degree term conditions for (H˜, Q˜n, γ˜) are simply equal to their counterparts for (H,Qn, γ).

7.3. Cyclic covers.
7.3.1. The setup. Let X be a variety over an algebraically closed field k of characteristic coprime to n + 1.
Let f : Z → X be a cyclic (n + 1)-fold cover of X ramified in an effective Cartier divisor D ⊂ X . In other
words, f is a finite flat map of degree n+1 and Z carries a fibrewise action of the group µn+1 ⊂ k of (n+1)-st
roots of unity which fixes the divisor E = f−1(D) ⊂ Z and acts freely outside it. Choose and fix a primitive
generator σ ∈ µn+1 and denote its action by σ : Z → Z:
E Z
D X.
f1:1 map f(n+1):1 map
σ
(7.28)
Let µ∨n+1 be the group of characters µn+1 → k
×. We identify it with Z/(n + 1) as follows: for any
i ∈ Z/(n + 1) let ξi be the character which sends σ to σi. The direct image f∗OZ is a locally free sheaf of
rank (n+ 1). It carries a natural action of µn+1 and decomposes with respect to it as
f∗OZ ≃ OX ⊕ L
−1 ⊕ L−2 ⊕ · · · ⊕ L−n (7.29)
for some L ∈ Pic(X) with an action of µn+1 by ξ−1. We further have
f∗(L−1) ≃ OZ(−E), (7.30)
L−(n+1) ≃ OX(−D), (7.31)
and the structure of OX -algebra on f∗OZ is given in terms of the decomposition (7.29) by the natural
isomorphisms L−i ⊗OX L
−j ∼−→ L−(i+j) and the inclusion L−(n+1) ≃ OX(−D) →֒ OX .
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Conversely, this whole setup can be recovered starting from L ∈ Pic(X) such that L−(n+1) ≃ OX(−D) for
some divisor D ⊂ X . Define a sheaf of algebras
OX ⊕ L
−1 ⊕ · · · ⊕ L−n (7.32)
on X as above and give it a µn+1-equivariant structure where µn+1 acts on each L
−i by ξi. Define Z to
be its relative Spec. Then (7.32) is the sheaf of algebras f∗OZ and its µn+1-equivariant structure defines an
action of µn+1 on Z. In particular, the map σ : Z → Z corresponds to the endomorphism of f∗OZ which
is the multiplication by σi on each L−i. This is a helpful point of view, as some objects on Z and its fiber
products with itself are easier understood as sheaves on X of modules over (7.32) and its tensor powers.
Since f is a finite morphism, by [Har66, §III.6] the relative dualizing complex f !OX is the object of D(Z)
which corresponds to the following object of D(f∗OZ-Mod):
HomX (f∗OZ ,OX) ≃ HomX
(
OX ⊕ L
−1 ⊕ · · · ⊕ L−n,OX
)
≃
≃
(
OX ⊕ L
−1 ⊕ · · · ⊕ L−n
)
⊗ Ln ≃
≃ f∗(OZ)⊗ L
n ≃ f∗f
∗Ln ≃ f∗(OZ(nE)).
We thus write ωZ/X for the sheaf OZ(nE) and we have
f !(OX) = ωZ/X = OZ(nE).
7.3.2. The geometry of the fiber product Z ×X Z. We next look at the geometry of the fiber product Z ×X Z.
It is a reducible subvariety of Z × Z whose n+ 1 irreducible components are the µn+1-twisted diagonals
ΓId,Γσ, . . . ,Γσn ,
where for each λ ∈ µn+1 the twisted diagional Γλ is the graph of the action of λ on Z:
Γλ
def
= {(z, λz) | z ∈ Z} ⊂ Z ×X Z. (7.33)
Let λ0, . . . , λk ∈ µn+1. We have the natural restriction map
OΓλ0∪···∪Γλk ։ OΓλ0∪···∪Γλk−1 (7.34)
which sends any function on Γλ0 ∪ · · · ∪Γλk to its restriction to Γλ0 ∪ · · · ∪Γλk−1 . Its kernel are the functions
which vanish on Γλ0 , . . . ,Γλk−1 , and, in particular, vanish with the multiplicity of at least k along E. One
can verify this locally on X : if X ≃ SpecR for some k-algebra R and the ideal of D is (w) ⊂ S, then
Z ≃ SpecR[t]/(tn+1 − w) and Z ×X Z ≃ SpecR[t, t′](tn+1 − t′n+1, tn+1 − w) with the twisted diagonals
having the coprime ideals (t′ − σkt). It follows that restricting the kernel of (7.34) to Γλk is injective, and
the image is the ideal subsheaf OΓλk (−kE) ⊂ OΓλk . We thus have an exact triangle
OΓλk (−kE) →֒ OΓλ0∪···∪Γλk ։ OΓλ0∪···∪Γλk−1 . (7.35)
Similarly, we have an exact triangle
OΓλ0∪···∪Γλk−1 (0, (k − 1)E) →֒ OΓλ0∪···∪Γλk (0, kE)։ OΓλk (kE) (7.36)
which is Verdier dual to (7.35) relative to the projection Z ×X Z
π2−→ Z. Note that since we aim to work with
Fourier-Mukai kernels as described in the next section, we apply the convention where the Verdier duality
on a fiber product S1 × S2 relative to either of the projections πi : S1 × S2 → Si takes values in the derived
category D(S2×S1). Thus the relative Verdier dual of OΓλ0∪···∪Γλk with respect to π2 is OΓλ0∪···∪Γλk (0, kE).
By above we have a sequence of projections
O∆∪Γσ···∪Γσn ։ O∆∪···∪Γσn−1 ։ · · ·։ O∆∪Γσ ։ O∆ ։ 0 (7.37)
with kernels OΓσn (−nE), . . . ,OΓσ (−E),O∆. Verdier dually relative to π2 we have a filtration
0 →֒ O∆ →֒ O∆∪Γσ(0, E) →֒ · · · →֒ O∆∪···∪Γσn−1 (0, (n− 1)E) →֒ O∆∪Γσ···∪Γσn (0, nE) (7.38)
with quotients O∆,OΓσ(E), . . . ,OΓσn (nE).
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7.3.3. Enhancing the adjunction monads and comonads. To describe the structure of a Pn-functor on f∗ we
first need to fix its DG-enhancement, i.e. a Fourier-Mukai kernel. Let F∗ ∈ D(Z×X) and F ∗, F ! ∈ D(X×Z)
be the standard kernels of f∗, f
∗, f ! as per §2.6.2. We have
F∗ ≃ (IdZ , f)∗OZ ,
F ∗ ≃ (IdZ , f)∗OZ ,
F ! ≃ (IdZ , f)∗ωZ/X .
(7.39)
We next compute the adjunction monads and comonads. Recall that by Proposition 2.20 we have 2-
categorical adjunctions (F ∗, F∗) and (F∗, F
!). Their units and counits are unique up to unique isomorphism,
thus we can speak of the unit and the counit of each adjunction. By Proposition 2.21 we have isomorphisms
F !F∗ ≃ OZ×XZ(0, nE) ∈ D(Z × Z),
F∗F
! ≃ ∆∗f∗ωZ/X ≃ ∆∗
(
Ln ⊕ Ln−1 ⊕ · · · ⊕ OX
)
∈ D(X ×X),
F ∗F∗ ≃ OZ×XZ ∈ D(Z × Z),
F∗F
∗ ≃ ∆∗f∗OZ ≃ ∆∗
(
OX ⊕ L−1 ⊕ · · · ⊕ L−n
)
∈ D(X ×X),
(7.40)
and these isomorphisms identify:
• The adjunction counit F ∗F∗
µ
−→ IdZ with the map
OZ×XZ → O∆ (7.41)
which is the unit of (∆∗,∆∗) adjunction, i.e. the restriction to the diagonal ∆ ∈ Z × Z.
• The adjunction unit IdX
ǫ
−→ F∗F ∗ with the map
∆∗OX → ∆∗
(
OX ⊕ L
−1 ⊕ · · · ⊕ L−n
)
(7.42)
which is ∆∗ applied to the (f∗, f
∗) adjunction unit, i.e. the inclusion of a direct summand.
• The adjunction counit F∗F !
µ
−→ IdX with the map
∆∗
(
Ln ⊕ Ln−1 ⊕ · · · ⊕ OX
)
→ ∆∗OX , (7.43)
which is ∆∗ applied to the (f∗, f
!) adjunction counit, i.e. the projection onto a direct summand.
• The adjunction unit IdZ
ǫ
−→ F !F∗ with the map
O∆ → OZ×XZ(0, nE) (7.44)
which is the twist by (0, nE) of the inclusionO∆(−nE) →֒ OZ×XZ of the ideal sheaf ofOΓId,σ∪ΓId,σ2∪···∪ΓId,σn .
In other words, it is the composition of the inclusion maps in the filtration (7.38).
7.3.4. The structure of a Pn-functor on f∗. Let
h
def
= σ∗(−)⊗OZ(E).
It is an autoequivalence of D(Z). Let H ∈ D(Z × Z) be its standard Fourier-Mukai kernel. We have
H ≃ OΓσ (E),
Hk ≃ OΓ
σk
(kE).
The filtration (7.38)
0 →֒ O∆ →֒ O∆∪Γσ (0, E) →֒ · · · →֒ O∆∪···∪Γσn−1 (0, (n− 1)E) →֒ OZ×XZ(0, nE) ≃ F
!F∗
has the quotients
Id ≃ O∆, H ≃ OΓσ (E), . . . , H
n ≃ OΓσn (nE),
and thus gives F !F∗ the structure of cyclic coextension of Id by H of degree n.
Theorem 7.1. Let Z and X be algebraic varieties. Let f : Z → X be a cyclic cover of degree n+ 1 ramified
in an effective Cartier divisor D ⊂ X. Let E = 1n+1f
−1(D) on Z and let σ ∈ µn+1 be a primitive generator
of the cyclic group µn+1 whose action on Z permutes the branches of the cover.
Let h : D(Z) → D(Z) be the autoequivalence σ∗(−) ⊗Z OZ(E). Let F∗, F ∗, F !, and H be the standard
enhancements of f∗, f
∗, f !, and h, as per §2.6.2.
Then the structure of a cyclic coextension of Id by H of degree n on the adjunction monad F !F∗ provided
by the filtration (7.38) makes F∗ into a P
n-functor.
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Proof. Since f is affine, KerF∗ = 0. The condition of H(KerF∗) = KerF∗ is thus trivially fulfilled. Next,
observe that the Ext−1-vanishing condition (5.31) holds in our setup since for any 1 ≤ i ≤ n
Hom−1D(Z×Z)(IdZ , H
i) = Hom−1D(Z×Z)(∆∗OZ ,∆∗OΓσi (iE)) = 0
as there are no negative Exts between sheaves. Thus, by Theorem 5.2, to show F∗ to be a P
n-functor it
suffices to show that the strong monad condition and the weak adjoints condition hold.
(1) Strong monad condition: We need to show that for any 0 ≤ k ≤ n− 1 the map
Q1Qk →֒ QnQn
m
−→ Qn (7.45)
filters through Qk+1 →֒ Qn as some map
mk : Q1Qk → Qk+1 (7.46)
for which there exists an isomorphism HHk
∼
−→ Hk+1 which makes the following diagram commute:
Q1Qk Qk+1
HHk Hk+1.
µ1µk
mk
µk+1
∼
(7.47)
It is possible to establish this directly, using a local computation. However, we prefer to give a
more geometric proof. For this, we work with the left adjoint F ∗, which is more geometric, and
establish for it the following equivalent of the strong monad condition above.
Let Q′n = F
∗F∗ ≃ OZ×XZ and Q
′
k be the terms in the cofiltration (7.37). Let H
′ = OΓσ (−E),
thus µ′k : (H
′)k →֒ Q′k are the kernels of the maps in (7.37). We claim that for 0 ≤ k ≤ n− 1 the map
Q′n
m′
−−→ Q′nQ
′
n ։ Q
′
kQ
′
1, (7.48)
where m′ is the comonad comultiplication, filters through Q′n ։ Q
′
k+1 as some map
m′k : Q
′
k+1 → Q
′
kQ
′
1 (7.49)
for which there exists an isomorphism (H ′)k+1
∼
−→ (H ′)kH ′ making the following diagram commute:
(H ′)k+1 (H ′)kH ′.
Q′k+1 Q
′
kQ
′
1.
∼
µ′k+1 µ
′
1µ
′
k
m′k
(7.50)
The strong monad condition above is the 2-categorical right adjoint of this statement. In other words,
it follows by applying the relative Verdier duality functor RHomZ×Z(−, π!2OZ). The map mk and
the diagram (7.47) are obtained as the images of the map m′k and the diagram (7.50).
Let Sk be the subscheme ∆ ∪ Γσ ∪ · · · ∪ Γσk ⊂ Z × Z, thus
Q′k = OSk ∈ D(Z × Z).
The subschemes Sk are flat over both projections to Z, and therefore
Q′iQ
′
j ≃ π13∗OSj×ZSi ∈ D(Z × Z).
We have the commutative diagram of scheme maps
S1 ×Z Sk Sn ×Z Sn Z × Z × Z
Sk+1 Sn Z × Z.
π13 π13 π13 (7.51)
It induces the commutative square of objects in D(Z × Z)
Q′kQ
′
1 Q
′
nQ
′
n
Q′k+1 Q
′
n.
Id→π13∗π
∗
13 Id→π13∗π
∗
13
(7.52)
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It follows from the description of the adjunction unit IdZ → F
∗F∗ in §7.3.3 that the left vertical
arrow in (7.52) is the comonad comultiplication. We thus have shown that the map (7.48) does filter
through Q′k+1 and we define m
′
k to be the right vertical arrow in (7.52), i.e. the adjunction unit
OSk+1 → π13∗OS1×ZSk . (7.53)
Finally, the subsheaf (H ′)k+1 →֒ Q′k+1 is the ideal sheaf of the subscheme
Sk+1 \ Γσk+1 ⊂ Sk+1,
which is the union of all irreducible components complementing Γσk+1 in Sk+1. Similarly, the subsheaf
(H ′)kH ′ →֒ Q′kQ
′
1 is the image under π13∗ of the ideal sheaf of
S1 ×Z Sk \ Γσ ×Z Γσk ⊂ Sk+1.
Since π13 : S1×ZSk → Sk+1 maps the component Γσ×ZΓσk isomorphically onto the component Γσk+1 ,
the adjunction unit (7.53) restricts to an isomorphism on the ideal sheaves of their complementing
components. That is, the map m′k restricts to an isomorphism (H
′)k+1
∼
−→ (H ′)kH ′, as required.
(2) Weak adjoints condition: Straightforward. We have F ∗ ≃ (IdZ , f)∗OZ , F ! ≃ (IdZ , f)∗OZ(nE) and
Hn ≃ OΓσn (nE) ≃ (IdZ , σ
n)∗OZ(nE) ≃ (σ, IdZ)∗OZ(nE). Thus, by the Key Lemma (Lemma 2.19)
HnF ∗ ≃ (f × IdZ)∗(σ, IdZ)∗OZ(nE) ≃ F
!.

7.3.5. The structure of a split Pn-functor on f∗ and on f !. Let J be the standard kernel of the autoequivalence
(−)⊗ L−1 of D(X), as per §2.6.2. Then we have
J ≃ ∆∗L
−1 ∈ D(X ×X),
Jk ≃ ∆∗L
−k ∈ D(X ×X).
The direct sum decomposition (7.40)
F∗F
∗ ≃ ∆∗f∗OZ ≃ ∆∗
(
OX ⊕ L
−1 ⊕ · · · ⊕ L−n
)
∈ D(X ×X)
gives the adjunction monad F∗F
∗ a structure of a (trivial) cyclic coextension of Id by J of degree n.
On the other hand, the right adjoint f ! of f∗ has itself a right adjoint f
!! = f∗(OZ(nE) ⊗ −). Let
F !! ∈ D(Z ×X) be the standard kernel of f !! as per §2.6.2. We have
F !! ≃ (IdZ , f)∗OZ(nE) ∈ D(Z ×X).
The same computation as in §7.3.3 shows that we have
F !!F ! ≃ ∆∗f∗OZ(nE) ≃ ∆∗ (L
n ⊕ · · · ⊕ L ⊕OX) ∈ D(X ×X) (7.54)
and the adjunction counit is again the projection onto the direct summand ∆∗OX . This gives the adjunction
monad F !!F ! as well the structure of a (trivial) cyclic coextension of Id by J−1 of degree n.
Proposition 7.6. Under the same assumptions as those of Theorem 7.1 the direct sum decompositions (7.40)
and (7.54) of the adjunction monads F∗F
∗ and F !!F ! give F ∗ and F ! the structure of (split) Pn-functors.
Proof. We only treat the case of F ∗, as the case of F ! is similar. Since F∗F
∗ has IdX as a direct summand, we
have KerF ∗ = 0 and the condition J(KerF ∗) = KerF ∗ is trivially fulfilled. As before, the Ext−1-vanishing
condition (5.31) holds in our setup since there are no negative Exts between sheaves. Thus it suffices, again,
to demonstrate that the strong monad condition and the weak adjoints condition hold.
(1) Strong monad condition: We have
F∗F
∗ ≃ Id⊕J ⊕ J2 ⊕ · · · ⊕ Jn
and in the split case we need to establish that for any 0 ≤ k ≤ n− 1 the map
JJk →֒ F∗F
∗F∗F
∗ m−→ F∗F
∗
filters through the inclusion
Id⊕J ⊕ · · · ⊕ Jk+1 →֒ Id⊕J ⊕ · · · ⊕ Jn ≃ F∗F
∗
with the component JJk → Jk+1 being an isomorphism. We claim that, in fact, JJk →֒ F∗F ∗ filters
through Jk+1 →֒ F∗F ∗ as the isomorphism JJk ≃ Jk+1.
By the Key Lemma (Lemma 2.19) we have
F∗F
∗F∗F
∗ ≃ (f, f)∗OZ×XZ ≃ ∆∗φ∗OZ×XZ
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where φ is the map Z ×X Z → X of projection to X and thus (f, f) = ∆ ◦ φ. Since
Z ×X Z ≃ SpecOX f∗OZ ⊗ f∗OZ
we have
φ∗OZ×XZ ≃ f∗OZ ⊗ f∗OZ ≃ (OX ⊕ · · · ⊕ L
−n)⊗ (OX ⊕ · · · ⊕ L
−n)
and the map JJk →֒ F∗F ∗F∗F ∗ corresponds to the image under ∆∗ of the map
L⊗ L−k → (OX ⊕ · · · ⊕ L
−n)⊗ (OX ⊕ · · · ⊕ L
−n)
given by the tensor product of the direct summand inclusions.
On the other hand, the monad multiplication m is the image under (f, f)∗ of the restriction map
OZ×XZ ։ O∆. (7.55)
The image of this restriction under φ is the map
f∗OZ ⊗ f∗OZ → f∗OZ
given by the OX -algebra multiplication on f∗OZ = OZ ⊕ · · · ⊕ L−n. We conclude that the monad
multiplication map corresponds to the image under ∆∗ of the map
(OX ⊕ · · · ⊕ L
−n)⊗ (OX ⊕ · · · ⊕ L
−n)→ (OX ⊕ · · · ⊕ L
−n)
given by the maps
L−i ⊗ L−j
∼
−→ L−(i+j) →֒ L−(i+j mod n+1)
where the last inclusion is induced by the inclusion L−(n+1) ≃ OX(−D) →֒ OX .
Since k ≤ n− 1, the above means that the map
JJk → F∗F
∗
is given by the image under ∆∗ of the map
L−1 ⊗ L−k
∼
−→ L−(k+1) →֒ OX ⊕ L
−1 · · · ⊕ L−n,
whence the claim.
(2) Weak adjoints condition: Let F! be the standard kernel of the left adjoint f! of f
∗. We have
F! ≃ (IdZ , f)∗OZ(nE) ∈ D(Z ×X).
Since J is the standard kernel of (−)⊗ L−1, we have by the Key Lemma (Lemma 2.19)
JnF! ≃ (IdZ , f)∗OZ(nE)⊗ π
∗
2L
−n ≃ (IdZ , f)∗
(
OZ(nE)⊗ f
∗L−n
)
≃ (IdZ , f)∗OZ = F∗.

7.3.6. The P-twists for f∗, f
∗ and f !. In this section we compute the P-twists of f∗, f
∗, f ! with the Pn-functor
structures defined in §7.3.4-7.3.5:
Proposition 7.7. Under the assumptions of Theorem 7.1 and Prop. 7.6 the P-twists PF∗ , PF∗ and PF ! of
the Pn-functors F∗, F
∗, and F ! are:
PF∗ ≃ J
−(n+1)[2], (7.56)
PF∗ ≃ H
−(n+1)[2], (7.57)
PF ! ≃ H
n+1[2]. (7.58)
Proof. By definition, the P-twist PF∗ is the unique convolution of the following two step complex in D(X×X):
F∗HF
! ψ−→ F∗F
! µ−→ IdX .
where ψ is the map defined in Lemma 3.3. We have computed in §7.3.3:
Id ≃ ∆∗OX
F∗F
! ≃ ∆∗ (L
n ⊕ · · · ⊕ L ⊕OX)
with µ : F∗F
! → Id being the projection onto the direct summand. Computing similarly, we obtain
F∗HF
! ≃ ∆∗
(
Ln+1 ⊕ · · · ⊕ L
)
.
The map ψ is then identified with the image under ∆∗ of a certain map
Ln+1 ⊕ · · · ⊕ L → Ln ⊕ · · · ⊕ L ⊕OX . (7.59)
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One could compute this directly by working, since everything is affine over X , with sheaves of algebras on
X and sheaves of modules over them. One would obtain that ψ is linear combination of canonical inclusions
Li →֒ Lj for every i ≤ j whose coefficients are various powers of σ. However it is an involved computation,
and there is the following simpler argument.
Taking the cone of µ : F∗F
! → Id first, PF∗ is isomorphic to the image under ∆∗[1] of the cone of a map
Ln+1 ⊕ Ln ⊕ · · · ⊕ L → Ln ⊕ · · · ⊕ L. (7.60)
By the monad condition (7.60)F∗ has a left semi-inverse. So does the natural projection from the LHS to the
RHS of (7.60). Arguing as in Prop. 5.15 we then see that (7.60) must also have a left semi-inverse.
On the other hand, HomX(Li,Lj) = 0 for i > j. In other words, both (7.60) and its left semi-inverse are
one-sided with respect to the grading by the powers of L. It follows immediately that the diagonal components
Li → Li of (7.60) are isomorphisms, and thus the cone of (7.60) is Ln+1[1]. We conclude that
PF∗ ≃ ∆∗L
n+1[2] ≃ J−(n+1)[2].
Similarly, the P-twist PF∗ of F
∗ is the unique convolution of the following complex in D(Z ×X Z):
F ∗JF∗
ψ
−→ F ∗F∗
µ
−→ IdZ .
As per §7.3.3 we have F ∗F∗ ≃ OZ×XZ and therefore
F ∗JF∗ ≃ p
∗L−1
where p is the projection Z ×X Z → X . The counit µ is the natural restriction OZ×XZ ։ ∆∗OZ of sheaves.
The map ψ is also easy to describe, due to the monad F∗F
∗ being split. By definition, ψ is the composition
F ∗JF∗ → F
∗F∗F
∗F∗
F∗F∗µ−µF
∗F∗
−−−−−−−−−−→ F ∗F∗
where the first map comes, as described in §3, from F ∗
F∗ǫ
−−→ F ∗F∗F ∗ being split and F ∗J having a canonical
map into its cone. As per the proof of Proposition 7.6, we have
F ∗F∗F
∗F∗ ≃ p
∗
(
OX ⊕ L
−1 ⊕ · · · ⊕ L−n
)
,
and F ∗JF∗ → F ∗F∗F ∗F∗ corresponds to the direct summand inclusion.
On the other hand, the maps F ∗F∗µ and µF
∗F∗ correspond to the maps
∑n
i=0 li and
∑n
i=0 ri, respectively,
li : p
∗L−i ≃ OZ×XZ(−iE, 0) →֒ OZ×XZ ,
ri : p
∗L−i ≃ OZ×XZ(0,−iE) →֒ OZ×XZ .
We conclude that ψ can be identified with the map
p∗L−1
l1−r1−−−−→ OZ×XZ .
Its kernel and co-kernel are readily seen to be the maps
O∆(−nE)⊗ p
∗L−1 →֒ p∗L−1,
OZ×XZ ։ O∆,
which are the inclusion of the sections which vanish outside the diagonal and the restriction to the diagonal,
respectively. Thus, with the identifications as above, the counit µ coincides with the cokernel of ψ. Hence
PF∗ ≃ O∆(−nE)⊗ p
∗L−1[2] ≃ O∆(−(n+ 1)E)[2] ≃ H
−(n+1)[2].

7.4. Family P-twists and Mukai flops.
7.4.1. The setup. Let Z be a smooth projective variety of dimension m and let V be a vector bundle of rank
n+ 1 over Z. Let P denote the projectification PV of V and let
π : P ։ Z
be the structure map, it is a flat Pn-fibration over Z. Let X be a smooth projective variety and let
ι : P →֒ X
be a closed embedding with
NP/X ≃ Ω
1
P/Z .
Since P and X are both smooth, ι is a regular immersion [Ber71, Prop. 1.10].
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We have
P X.
Z
ι
π (7.61)
and we define fk : D(Z)→ D(X) to be the exact functor
ι∗ ◦ (OP (k)⊗ π
∗(−)) .
By [Har66, §III.2, §III.7] the relative dualizing complexes of P over Z and X are
π!OZ ≃ ωP/Z [n] ≃ OP (−n− 1)[n] (7.62)
ι!OX ≃ ωP/X [−n] ≃ ∧
nNP/X [−n] ≃ OP (−n− 1)[−n]. (7.63)
Suppose now that there exists the Mukai flop
X
β
←− X˜
γ
−→ X ′.
Here β is the blowup of X along P and its exceptional divisor E ⊂ X˜ can therefore be identified with the
incidence subvariety F ⊂ PV ×Z PV∨. By saying that the Mukai flop exists, we mean there existing γ which
blows down E to P ′ ⊂ X ′ in a way that can be identified with the projection of F onto PV∨.
In general, the naive flop functor
γ∗ ◦ β
∗ : D(X)→ D(X ′)
is not a derived equivalence. Namikawa [Nam03] and Kawamata [Kaw02, §5] described how to modify it to
obtain one. The natural map
X˜
β,γ
−−→ X ×X ′
is a closed immersion, thus we can consider X˜ to be a subvariety of X ×X ′. Define
Xˆ
def
= X˜ ∪ (P × P ′) ⊂ X ×X ′
and denote as folows that natural projections
βˆ : Xˆ → X and γˆ : Xˆ → X ′.
The functors γˆ∗ ◦ βˆ∗ and βˆ∗ ◦ γˆ∗ are derived equivalences D(X)⇄ D(X ′). More generally, let L ∈ Pic(Xˆ) be
the line bundle which restricts to X˜ as OX˜(E) and to P ×P
′ as OP×P ′(−1,−1). For any k ∈ Z the functors
kni
def
= γˆ∗
(
Li ⊗ βˆ∗(−)
)
: D(X)→ D(X ′) (7.64)
kn′j
def
= βˆ∗
(
Lj ⊗ γˆ∗(−)
)
: D(X ′)→ D(X) (7.65)
are the Kawamata-Namikawa derived equivalences associated to the Mukai flop. These are not mutually
inverse — the composition kn′j ◦ kni is a non-trivial derived autoequivalence of D(X) which we can think of
as derived monodromy of the flop. Below we prove that for appropriately chosen i and j this monodromy is
a P-twist for a natural Pn-functor structure on fk.
Let KNi and KN
′
j be the standard enhancements of kni and kn
′
j as per §2.6.2. We then have
KNi ≃ OXˆ ⊗ L
i ∈ D(X ×X ′),
KNj ≃ OXˆ ⊗ L
j ∈ D(X ′ ×X).
7.4.2. Enhancing adjunction monads and comonads for ι∗. To compute enhancements of the adjunction
monads and comonads for Fk, we first compute these for ι∗. This is completley general, so for the rest of this
sections the reader may assume X and P to be arbitrary smooth varieties with a closed immersion ι : P →֒ X
of codimension n. Let I∗, I
∗ and I ! be the standard enhancements of ι∗, ι
∗ and ι! as per §2.6.2:
I∗ ≃ (IdP ×ι)∗O∆(P ) ∈ D(P ×X), (7.66)
I∗ ≃ (IdX ×ι)
∗O∆(X) ∈ D(X × P ), (7.67)
I ! ≃ (IdX ×ι)
∗O∆(X) ∈ D(X × P ). (7.68)
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Proposition 7.8. (1) I !I∗ is an object in D(P × P ) with
Hi(I !I∗) =
{
∆∗ ∧i NP/X 0 ≤ i ≤ n,
0 otherwise,
(7.69)
and the adjunction unit IdP
ǫ
−→ I !I∗ is the inclusion of the leftmost (degree 0) cohomology.
(2) I∗I
! is an object of D(X ×X) with
I∗I
! ≃ ∆∗ι∗ι
!OX ≃ ∆∗ι∗ωP/X [−n] (7.70)
and the adjunction counit I∗I
! µ−→ IdX is given by the morphism
∆∗ι∗ι
!OX → ∆∗OX
which is an instance of the functorial adjunction counit ι∗ι
! → Id. In other words, by the element of
ExtnX(ι∗ωP/X ,OX) relative Serre dual to Id ∈ HomP
(
ωP/X , ωP/X
)
.
(3) I !I∗I
!I∗ is an object of D(P × P ) with
Hi(I !I∗I
!I∗) =
{⊕
p+q=i∆∗
(
∧pNP/X ⊗ ∧
qNP/X
)
0 ≤ i ≤ 2n,
0 otherwise,
(7.71)
and the monad multiplication
I !I∗I
!I∗ → I
!I∗ (7.72)
is given on the level of cohomology by ∆∗ applied to the sum of the wedging maps
∧p NP/X ⊗ ∧
qNP/X → ∧
p+qNP/X . (7.73)
Proof. (1):
By Lemma 2.19 we have
I !I∗ ≃ (IdP ×ι)
!(ι× IdP )
∗∆∗OX ≃ (ι × ι)
∗∆∗OX ⊗ π
∗
2 ι
!OX .
The subvarieties P × P and ∆(X) intersect inside X ×X at ∆(P ), forming the fiber square
P X
P × P X ×X.
ι
∆ ∆
ι×ι
(7.74)
The excess bundle E of this map is the the cokernel of the map
N∆(P )/X×X
p1⊕p2−−−−→
(
NP×P/X×X
)
|P ⊕
(
N∆(X)/X×X
)
|P
where pi are the natural surjections. Thus E is isomorphic to the quotient of NP×P/X×X |P by p1Ker(p2).
Identifying NP×P/X×X |P with NP/X ⊕NP/X we obtain a short exact sequence
0→ NP/X
Id⊕ Id
−−−−→ NP/X ⊕NP/X → E → 0, (7.75)
and, in particular, E ≃ NP/X . We have
Hi(I !I∗) ≃ H
i
(
(ι × ι)∗∆∗OX ⊗ π
∗
2 ι
!OX
)
≃ Hi−n ((ι× ι)∗∆∗OX)⊗ π
∗
2
(
∧nNP/X
)
,
and by the excess bundle formula (Proposition 2.24 (1)) we further have
Hi(I !I∗) ≃ ∆∗
(
∧n−iE∨
)
⊗ π∗2
(
∧nNP/X
)
≃ ∆∗
(
∧n−iE∨ ⊗ ∧nE
)
≃ ∆∗ ∧
i E , (7.76)
whence the assertion (7.69).
On the other hand, by Proposition 2.21 (5) we can identify the adjunction unit IdP
ǫ
−→ I !I∗ with a twisted
base change map for a certain intersection fiber square. It then follows by Proposition 2.24 (4) that this map
is the inclusion of the leftmost cohomology sheaf, as desired.
(2):
By Lemma 2.19 we have
I∗I
! ≃ (ι× ι)∗
(
π∗1ι
!OX ⊗∆∗OX
)
≃ (ι × ι)∗∆∗∆
∗π∗1 ι
!OX ≃ ∆∗ι∗ι
!OX
and by Proposition 2.21 (4) this identifies the counit I∗I
! → IdX with the morphism
∆∗ι∗ι
!OX → ∆∗OX ,
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induced by the functorial adjunction counit ι∗ι
! → IdX , as desired.
(3):
We proceed similarly to the proofs of (1) and (2). By Lemma 2.19 we have
I !I∗I
!I∗ ≃
(
(ι× ι)∗∆∗ι∗ι
!OX
)
⊗ π∗2ι
!OX ≃ (ι× ι)
∗∆∗ι∗ ∧
n NP/X ⊗ π
∗
2 ∧
n NP/X [−2n], (7.77)
Hi
(
I !I∗I
!I∗
)
≃ Hi−2n
(
(ι× ι)∗∆∗ι∗ ∧
n NP/X
)
⊗ π∗2 ∧
n NP/X .
The subvarieties P ×P and ∆(P ) intersect inside X ×X , forming the fiber square which can be decomposed
into two fiber squares via the embedding ∆(P ) ⊂ ∆(X):
P P
P X
P × P X ×X.
ι
ι
∆ ∆
ι×ι
(7.78)
Let E ′ denote the excess bundle of this intersection. It is the cokernel of the natural map
N∆(P )/X×X
p1⊕p2
−−−−→
(
NP×P/X×X
)
|P ⊕
(
N∆(P )/X×X
)
,
and hence we have E ′ ≃ NP/X ⊕NP/X . Thus, by the excess bundle formula (Proposition 2.24 (1)) we have
Hi
(
I !I∗I
!I∗
)
≃ ∆∗
(
∧2n−i(E ′)∨ ⊗ ∧nNP/X
)
⊗ π∗2 ∧
n NP/X ≃ (7.79)
≃ ∆∗
(
∧2n−i(E ′)∨ ⊗ ∧nNP/X ⊗ ∧
nNP/X
)
≃
≃ ∆∗
(
∧2n−i(E ′)∨ ⊗ ∧2n(E ′)
)
≃ ∆∗
(
∧i(E ′)
)
,
whence we conclude that, as desired,
Hi
(
I !I∗I
!I∗
)
≃ ∆∗
(
∧i(NP/X ⊕NP/X)
)
≃ ∆∗
 ⊕
i=p+q
(
∧pNP/X ⊕ ∧
qNP/X
) .
By (2) the monad multiplication I !I∗I
!I∗ → I !I∗ can be identified with the map(
(ι× ι)∗∆∗ι∗ι
!OX
)
⊗ π∗2ι
!OX →
(
(ι× ι)∗∆∗OX
)
⊗ π∗2ι
!OX (7.80)
induced by the adjunction counit ι∗ι
!OX → OX . We are now in position to apply Proposition 2.25(2). From
the diagram (2.85) we have the natural short exact sequence of excess bundles
0→ NP/X →֒ E
′
։ E → 0,
which can be identified with the short exact sequence
0→ NP/X
Id⊕ Id
−−−−→ NP/X ⊕NP/X
Id⊕−Id
−−−−−→ E → 0.
It follows that the map induced by (7.80) on the degree i cohomology sheaves is given by
∆∗
(
∧2n−i(E ′)∨ ⊗ ∧nNP/X ⊗ ∧
nNP/X
) ∆∗((2.72)⊗Id)
−−−−−−−−−→ ∆∗
(
∧n−iE∨ ⊗ ∧nNP/X
)
.
By Proposition 2.22 (3) under the identifications (7.76) above and (7.79) above this becomes the map
∆∗ ∧
i E ′ → ∆∗ ∧
i E ,
induced by the projection E ′ ։ E , i.e. the projection NP/X ⊕ NPX
Id⊕−Id
−−−−−→ NP/X . Thus the monad
multiplication is indeed given on the degree i cohomology sheaves by the image under ∆∗ of the wedging map⊕
i=p+q
∧pNP/X ⊗ ∧
qNP/X → ∧
iNP/X .

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7.4.3. Enhancing adjunction monads and comonads for Fk. We now return to the setup of §7.4.1. Let Π∗,
Π∗, Π!, and TO(k) be the standard enhancements of π∗, π
∗, π!, and (−)⊗OP (k) as per §2.6.2:
Π∗ ≃ (IdZ ×π)
∗O∆(Z) ∈ D(Z × P ), (7.81)
Π∗ ≃ (IdP ×π)∗O∆(P ) ∈ D(P × Z), (7.82)
Π! ≃ (IdP ×π)
!O∆(P ) ∈ D(P × Z), (7.83)
TO(k) ≃ π
∗
2(OP (k)) ∈ D(P × P ). (7.84)
Lemma 7.9. (1) The adjunction unit
IdZ
ǫ
−→ Π∗Π
∗ (7.85)
is an isomorphism in D(Z × Z). On the other hand, there is an isomorphism
Π∗Π∗ ≃ OP×ZP
in D(P × P ) which identifies the adjunction counit
Π∗Π∗
µ
−→ IdP (7.86)
with the restriction of sheaves
OP×ZP ։ O∆(P ).
(2) The adjunction unit and counit
IdP → TO(−k)TO(k),
TO(k)TO(−k) → IdP
are isomorphisms in D(P × P ).
Proof. (1):
The natural transformation of exact functors induced by (7.85) is the adjunction unit IdZ → π∗π∗ for the
(π∗, π∗) adjunction. This adjunction unit is an isomorphism, because π : P → Z is an instance of a relative
Proj -construction, and therefore π∗ is fully faithful. More generally, the projection formula identifies the
unit IdD(Z) → π∗π
∗ with the tensor product of IdD(Z) and the adjunction unit OZ → π∗π
∗OZ , which is an
isomorphism since π is a flat Fano fibration.
We can therefore conclude that (7.85) itself is an isomorphism by the general fact that a morphism of
Fourier-Mukai kernels which induces an isomorphism of functors is itself an isomorphism. Indeed, consider its
cone. It is a kernel whose induced Fourier-Mukai transform is the zero functor. In particular, every skyscraper
sheaf gets sent to zero. Hence the pullback of the kernel to every closed point of the product is zero, and
hence the kernel itself is zero.
For the adjunction counit (7.86) the desired statement follows from Propostion 2.21 (2) since π is flat and
hence the base change around the top fiber square in (2.58) is an isomorphism.
(2):
Similarly, this follows from the induced natural transformations of exact functors being isomorphisms as
they are the unit and the counit for the adjunction of autoequivalences ((−)⊗OP (k), (−)⊗OP (−k)). 
We choose the following Fourier-Mukai kernel for fk:
Fk
def
= I∗TO(k)Π
∗ ∈ D(Z ×X),
and by the Key Lemma (Lemma 2.19) we have
Fk ≃ (π × ι)∗∆∗OP (k) ≃ (π, ι)∗OP (k).
Similarly, we choose the following Fourier-Mukai kernels for the left and right adjoints of fk:
Lk
def
= Π!TO(−k)I
∗ ∈ D(X × Z), (7.87)
Rk
def
= Π∗TO(−k)I
! ∈ D(X × Z), (7.88)
and we similarly have
Lk ≃ (ι, π)∗OP (−n− k − 1)[n], (7.89)
Rk ≃ (ι, π)∗OP (−n− k − 1)[−n]. (7.90)
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Proposition 7.10. (1) RkFk is an object in D(Z × Z) with
Hi(RkFk) ≃
{
∆∗OZ 0 ≤ i ≤ 2n, i = 2j
0 otherwise,
(7.91)
and the adjunction unit
IdZ = ∆∗OZ → RkFk (7.92)
is an isomorphism on H0(−).
(2) FkRk is an object in D(X ×X) with
FkRk ≃ (ι× ι)∗z∗OP×ZP (−k, k)⊗ π
∗
1 ι
!OX ≃ (ι× ι)∗z∗OP×ZP (ωP/X − k, k)[−n] (7.93)
where z : P ×Z P →֒ P × P is the natural closed immersion.
The adjunction counit FkRk
µ
−→ IdX is given by the composition
(ι × ι)∗z∗OP×ZP (−k, k)⊗ π
∗
1 ι
!OX ։ I
!I∗ → IdX
where the first morphism is the restriction of a (shifted) line bundle from P ×Z P to ∆(P ):
(ι× ι)∗z∗OP×ZP (ωP/X − k, k)[−n]→ ∆∗ι∗ωP/X [−n], (7.94)
while the second one is the adjunction counit for I !I∗
∆∗ι∗ωP/X [−n]→ ∆∗OX
given by the element of of ExtnX(ωP/X ,OX) relative Serre dual to IdωP/X ∈ HomP
(
ωP/X , ωP/X
)
.
(3) RkFkRkFk is an object in D(Z × Z) with
Hj(RkFkRkFk) ≃
{
∆∗O
⊕(n+1−|i−n|)
Z 0 ≤ j ≤ 4n, j = 2i
0 otherwise,
(7.95)
and the monad multiplication
RkFkRkFk → RkFk (7.96)
is given on cohomologies by the maps
∆∗O
⊕(i+1)
Z
∑
Id
−−−→ ∆∗OZ .
Proof. (1):
We have
RkFk = Π∗TO(−k)I
!I∗TO(k)Π
∗,
and by Lemma 2.19 the object RkFk is the image of I
!I∗ under the functor
W = (π × π)∗ (π
∗
2OP (−k)⊗ π
∗
1OP (k)⊗ (−)) . (7.97)
By Proposition 7.8(1) we have
Hi(I !I∗) ≃ ∆∗ ∧
i NP/X ≃ ∆∗Ω
i
P/Z .
We now observe that there is a functorial isomorphism
W∆∗ =(π × π)∗ (π
∗
2OP (−k)⊗ π
∗
1OP (k)⊗∆∗) ≃ (π × π)∗∆∗ (∆
∗π∗2OP (−k)⊗∆
∗π∗1OP (k)⊗ (−)) ≃ (7.98)
≃(π × π)∗∆∗ (OP (−k)⊗OP (k)⊗ (−)) ≃ (π × π)∗∆∗ ≃ ∆∗π∗,
with the second isomorphism due to projection formula, the third due to the identities π1 ◦∆ = π2 ◦∆ = Id,
and the last due to the commutativity of the square
P P × P
Z Z × Z.
π
∆
π×π
∆
(7.99)
Hence
W (Hi(I !I∗)) ≃ ∆∗π∗Ω
i
P/Z ,
and by relative Bott vanishing we have
π∗Ω
i
P/Z ≃ OZ [i].
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Since RkFk = W (I
!I∗) a standard spectral sequence argument now yields the assertion (7.91), and, in
particular, for 0 ≤ i ≤ n the natural isomorphisms
H2i(RkFk) ≃ H
i(W (Hi(I !I∗)) ≃ H
i(∆∗π∗Ω
i
P/Z ) ≃ ∆∗OZ . (7.100)
The adjunction unit IdZ → RkFk is given by the composition of adjunction units
IdZ → Π∗Π
∗ → Π∗TO(−k)TO(k)Π
∗ → Π∗TO(−k)I
!I∗TO(k)Π
∗.
The first two are isomorphisms by Lemma 7.9. The third is an isomorphism on H0(−) by Proposition 7.8(1).
(2):
We have
FkRk = I∗TO(k)Π
∗Π∗TO(−k)I
!,
By Lemma 7.9 we have Π∗Π∗ ≃ OP×ZP , hence by Lemma 2.19 we have
FkRk ≃ (ι× ι)∗z∗
(
π∗1 ι
!OX ⊗ π
∗
1OP (−k)⊗ π
∗
2OP (k)⊗OP×ZP
)
≃ (ι× ι)∗z∗OP×ZP (−k + ωP/X , k)[−n].
The adjunction counit FkRk → IdX is given by the composition of the adjunction counits
I∗TO(k)Π
∗Π∗TO(−k)I
! → I∗TO(k)TO(−k)I
! → I∗I
! → IdX .
By Lemma 7.9 the first two are induced by the sheaf restriction OP×ZP ։ O∆(P ) and by the isomorphism
OP (−k)⊗OP (k) ≃ OP , respectively. Hence their composition is the line bundle restriction (7.94).
(3):
As in the proof of (1) by Lemma 2.19 we have
RkFkRkFk ≃W (I
!FkRkI∗) (7.101)
where W is the functor (7.97). By (2) we’ve
FkRk ≃ (ι×Z ι)∗OP×ZP (ωP/X − k, k)[−n],
and therefore by Lemma 2.19 again
I !FkRkI∗ ≃ (ι× ι)
∗(ι×Z ι)∗OP×ZP (ωP/X − k, ωP/X + k)[−2n]. (7.102)
The subvarieties P × P and P ×Z P intersect within X ×X forming the fiber square
P ×Z P P ×Z P
P × P X ×X.
z (ι×ι)◦z
ι×ι
(7.103)
Since P ×Z P lies entirely within in P × P , the excess bundle E ′′ of their intersection is given by
E ′′ ≃ NP×P/X×X |P×ZP ≃ π
∗
1NP/X ⊕ π
∗
2NP/X .
It follows by the excess bundle formula (Proposition 2.24 (1)) that
Hi(I !FkRkI∗) ≃ z∗
(
∧2n−i(E ′′)∨ ⊗OP×ZP (ωP/X − k, ωP/X + k)
)
≃ (7.104)
≃ z∗
(
∧2n−i(E ′′)∨ ⊗ ∧2nE ′′ ⊗OP×ZP (−k, k)
)
≃
≃ z∗
(
∧iE ′′ ⊗OP×ZP (−k, k)
)
.
We conclude that
Hi(I !FkRkI∗) ≃ z∗
( ⊕
i=p+q
ΩpP/Z(−k)⊠ Ω
q
P/Z(k)
)
. (7.105)
We next compute the action of the functor W on the cohomology sheaves of I !FkRkI∗:
WHi(I !FkRkI∗) ≃ (π × π)∗
(
π∗1OP (k)⊗ π
∗
2OP (−k)⊗H
i(I !FkRkI∗)
)
≃
≃ (π × π)∗z∗
⊕
i=p+q
ΩpP/Z ⊠ Ω
q
P/Z ≃
≃ ∆∗(π ×Z π)∗
⊕
i=p+q
ΩpP/Z ⊠ Ω
q
P/Z ,
where π ×Z π is the diagonal map in the fiber square
P ×Z P P
P Z.
π2
π1
π×Zπ π
π
(7.106)
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Since the square is Tor-independent its Ku¨nneth map is an isomorphism, and we have
WHi(I !FkRkI∗) ≃ ∆∗
⊕
i=p+q
π∗(Ω
p
P/Z )⊗ π∗(Ω
q
P/Z ).
Finally, by relative Bott vanishing we further conclude that
WHi(I !FkRkI∗) ≃ ∆∗
⊕
i=p+q
OZ [p]⊗OZ [q] ≃ ∆∗O
⊕(n+1−|i−n|)
Z [i].
Since RkFkRkFk =W (I
!FkRkI∗) the assertion (7.95) follows by the usual spectral sequence argument.
For the monad multiplication RkFkRkFk → RkFk, by (2) it is the image under W of the composition
I !FkRkI∗ → I
!I∗I
!I∗ → I
!I∗ (7.107)
whose first map is induced by the map FkRk
(7.94)
−−−−→ I∗I ! which is a restriction of (shifted) line bundles from
P ×Z P to ∆(P ) and whose second map is the monad multiplication for I !I∗.
We next compute the maps induced by (7.107) on the cohomology sheaves. Under the identifications
(7.102) and (7.77) the first map in (7.107) becomes the map
(ι× ι)∗(ι×Z ι)∗OP×ZP (ωP/X − k, ωP/X + k)[−2n]→ (ι × ι)
∗∆∗ι∗ωP/X ⊗ ωP/X [−2n] (7.108)
induced by the restriction of a shifted line bundle OP×ZP (ωP/X − k, ωP/X + k)[−2n] from P ×Z P to ∆(P ).
We are therefore in a position to apply Proposition 2.25(1).
We have a commutative diagram of fibre squares
P P
P ×Z P P ×Z P
P × P X ×X.
∆ ∆
z (ι×ι)◦z
ι×ι
(7.109)
Above we’ve computed the excess bundle E ′′ of the intersection of P × P and P ×Z P to be
E ′′ ≃ π∗1NP/X ⊕ π
∗
2NP/X .
In Proposition 7.8 (1) we’ve shown the excess bundle E of the intersection of P × P and ∆(P ) to be
E ≃ NP/X ⊕NP/X .
The natural map E → ∆∗E ′′ is readily seen to be an isomorphism. Correspondingly, the induced map
(E ′′)∨ → ∆∗E∨ is the natural restriction of sheaves from P ×Z P to ∆(P ). It follows by Proposition 2.25(1)
that the map induced by (7.108) on the degree i cohomology is the map
z∗
(
∧2n−i(E ′′)∨ ⊗OP×ZP (ωP/X − k, ωP/X + k)
)
→ z∗∆∗
(
∧2n−iE∨ ⊗ ωP/X ⊗ ωP/X
)
which is the restriction of a locally free sheaf ∧2n−i(E ′′)∨ ⊗ OP×ZP (ωP/X − k, ωP/X + k) from P ×Z P to
∆(P ). Under the identifications (7.104) and (7.79) this further becomes the map
z∗
(
∧iE ′′ ⊗OP×ZP (−k, k)
)
→ z∗∆∗ ∧
i E
given again by a restriction of a locally free sheaf ∧iE ′′ ⊗OP×ZP (−k, k) from P ×Z P to ∆(P ).
We conclude that the map induced by the first composant of (7.107) on the degree i cohomology can be
identified with the natural sheaf restriction map
z∗
( ⊕
i=p+q
ΩpP/Z(−k)⊠ Ω
q
P/Z(k)
)
։ ∆∗
( ⊕
i=p+q
ΩpP/Z ⊗ Ω
q
P/Z
)
.
On the other hand, the second composant in (7.107) is the monad multiplication for I !I∗ and we’ve computed
in 7.8(3) that the induced map on the degree i cohomology cohomology sheaves
∆∗
( ⊕
i=p+q
ΩpP/Z ⊗ Ω
q
P/Z
)
→ ∆∗
(
∧iΩpP/Z
)
is the image under ∆ of the wedging map.
Thus, the map
Hi(I !RkFkI∗)→ H
i(I !I∗)
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induced by (7.107) on the degree i cohomology sheaves is the composition
z∗
( ⊕
i=p+q
ΩpP/Z (−k)⊠ Ω
q
P/Z (k)
)
→ ∆∗
( ⊕
i=p+q
ΩpP/Z ⊗ Ω
q
P/Z
)
→ ∆∗
(
ΩiP/Z
)
(7.110)
of the sheaf restriction from P ×Z P to ∆(P ) and the wedging map. Note that this is zero unless 0 ≤ i ≤ n.
The image of the first composant of (7.110) under the functor W is therefore the map
∆∗(π ×Z π)∗
( ⊕
i=p+q
ΩpP/Z ⊠ Ω
q
P/Z
)
→ ∆∗π∗
( ⊕
i=p+q
ΩpP/Z ⊗ Ω
q
P/Z
)
(7.111)
which is the the image under ∆∗(π ×Z π)∗ of the restriction of sheaves from P ×Z P to ∆(P ). The Ku¨nneth
isomorphism for the square (7.106) identifies it further with the map
∆∗
( ⊕
i=p+q
π∗Ω
p
P/Z ⊗ π∗Ω
q
P/Z
)
→ ∆∗
( ⊕
i=p+q
π∗
(
ΩpP/Z ⊗ Ω
q
P/Z
))
(7.112)
which is the image under ∆∗ of the natural map π∗(−) ⊗ π∗(−) → π∗(− ⊗ −). On the other hand, since
W∆∗ ≃ ∆∗π∗ the image of the second composant of (7.110) under the functor W is the map
∆∗π∗
( ⊕
i=p+q
ΩpP/Z ⊗ Ω
q
P/Z
)
→ ∆∗π∗
(
∧iΩpP/Z
)
(7.113)
which is the image under ∆∗π∗ of the wedging map.
We conclude that the image
WHi(I !RkFkI∗)→WH
i(I !I∗)
under the functor W of the (7.110) is therefore the image under ∆∗ of the map⊕
i=p+q
π∗Ω
p
P/Z ⊗ π∗Ω
q
P/Z →
⊕
i=p+q
π∗(Ω
p
P/Z ⊗ Ω
q
P/Z )→ π∗Ω
i
P/Z . (7.114)
For 0 ≤ i ≤ n each individual map
π∗Ω
p
P/Z ⊗ π∗Ω
q
P/Z → π∗(Ω
p
P/Z ⊗ Ω
q
P/Z )→ π∗Ω
i
P/Z
is an isomorphism and the relative Bott vanishing identifications π∗Ω
p
P/Z ≃ OZ [p], π∗Ω
q
P/Z ≃ OZ [q],
π∗Ω
i
P/Z ≃ OZ [i] identify this isomorphism with the identity map
OZ [i]→ OZ [i].
Since we have identified the monad multiplication RkFkRkFk → RkFk with the image under W of the map
(7.107) it now follows by the same spectral sequence argument that the induced map on degree 2i cohomology
for 0 ≤ i ≤ n is the sum of identity maps
∆∗O
⊕(n+1)
Z → ∆∗OZ ,
as desired. 
7.4.4. The structure of a Pn-functor on Fk and its P-twist. Let H be the standard enhancements of an
autoequivalence [−2] of D(Z) as per §2.6.2. Then:
H ≃ ∆∗OZ [−2] ∈ D(Z × Z),
Hi ≃ ∆∗OZ [−2i].
In §7.4.3 we have shown that the cohomology sheaves of the object RkFk ∈ D(Z × Z) are
Hi(RkFk) ≃
{
∆∗OZ 0 ≤ i ≤ 2n, i = 2j
0 otherwise.
We have the standard filtration on RkFk built using the truncation functors
τ≤n : D(Z)→ D
≤n(Z),
where D≤n is the subcategory of objects whose cohomologies are concentrated in degrees ≤ n. The functor
τ≤n is the right adjoint to the natural embedding
i≤n : D
≤n(Z)→ D(Z)
and for any Q ∈ D(Z) we have
Hi(τ≤nQ) ≃
{
Hi(Q) i ≤ n
0 otherwise,
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see [Lip09, §1.10] or [GM03, IV.§4.5]. Let now
Qn = RkFk ∈ D(Z × Z)
and define Q0, . . . , Qn−1 inductively by
Qi = τ≤2iQi+1 ≃ τ≤2iQn.
The (i≤n, τ≤n) adjunction counits Qi → Qi+1 are termwise injections of underlying complexes. They form
the standard filtration on RkFk
0→ Q0 → Q1 → · · · → Qn−1 → Qn ≃ RkFk, (7.115)
whose factors, by the above desription of the cohomology sheaves of RkFk, are
IdZ = ∆∗OZ , H = ∆∗OZ [−2], . . . , H
n ≃ ∆∗OZ [−2n].
In particular, the filtration (7.115) gives RkFk the structure of a cyclic coextension of Id by H of degree n.
We need the following technical result:
Lemma 7.11. For any 0 ≤ l,m ≤ n we have a natural isomorphism
Hi(QlQm) ≃
⊕
i=p+q
Hp(Ql)H
q(Qm), (7.116)
which for l = m = n coincides with the isomorphism (7.95).
Proof. We begin by showing that the truncation functors commute with with the functor W used in the proof
of Proposition 7.10. For this we break up W into two: define
W1 = (IdZ ×π)∗ (π
∗
2OP (−k)⊗ (−))
W2 = (π × IdP )∗ (π
∗
1OP (k)⊗ (−)) ,
and note that W ≃W1W2. By Lemma 2.19 we have
RkFk ≃W1(I
!Fk) ≃W2(RkI∗),
and since W1 and W2 applied to degree k cohomology sheaves of I
!Fk and RkI∗ yields sheaves which are
shifted by k to the right, we have by the usual spectral sequence argument:
Ql = τ≤2l(RkFk) ≃ τ≤2lW1(I
!Fk) ≃W1
(
τ≤l
(
I !Fk
))
,
Qm = τ≤2m(RkFk) ≃ τ≤2mW2(RkI∗) ≃W2 (τ≤m (RkI∗)) .
It follows that there exists an isomorphism
QlQm
∼
−→W
(
τ≤l(I
!Fk)τ≤m(RkI∗)
)
, (7.117)
which makes the following square commute
QlQm W
(
τ≤l(I
!Fk)τ≤m(RkI∗)
)
QnQn W
(
I !FkRkI∗
)
.
ιι
(7.117)
∼
(7.101)
∼
(7.118)
Recall that in the proof of Proposition 7.10 we’ve obtained the formula (7.95) for the cohomology sheaves
of RkFkRkFk by establishing an isomorphism
Hi(I !FkRkI∗)
(7.105)
−−−−→
∼
z∗
( ⊕
i=p+q
ΩpP/Z(−k)⊠ Ω
q
P/Z(k)
)
,
and feeding it through the functor W via a Ku¨nneth isomorphism and spectral sequence argument to obtain
H2i(RkFkRkFk) ≃
 ⊕
i=p+q,
∆∗
(
π∗Ω
p
P/Z ⊗ π∗Ω
q
P/Z
) .
Finally, applying the isomorphisms H2i(RkFk)
(7.100)
−−−−→ Hi(∆∗π∗Ω
i
P/Z ) we obtain a natural isomorphism
H2i(RkFkRkFk) ≃
 ⊕
i=p+q
H2p(RkFk)H
2q(RkFk)
 . (7.119)
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We now claim that the isomorphism (7.105) restricts to an isomorphism
Hi
(
τ≤l(I
!Fk)τ≤m(RkI∗)
) ∼
−→ z∗
( ⊕
i=p+q,
ΩpP/Z(−k)⊠ Ω
q
P/Z(k)
)
. (7.120)
The assertion of the lemma then follows immediately by feeding (7.120) through the identifications above to
obtain the truncated version of (7.119), as desired.
For the claim, it suffices to prove that the natural map of sheaves on P × P
Hi
(
τ≤l(I
!Fk)τ≤m(RkI∗)
)
→ Hi
(
I !FkRkI∗
)
is injective and has the right image specified in terms of the isomorphism (7.105). Thus the whole question is
local on P ×P . On the other hand, the isomorphism (7.105) was obtained by identifying Hi(I !FkRkI∗) with
the twisted exterior powers ∧iE ′′(−k,−k) of the excess bundle E ′′ of the intersection of P × P and P ×Z P
in X ×X . The excess bundle E ′′ lives on P ×Z P and splits naturally as
E ′′ ≃ π∗1NP/X ⊕ π
∗
2NP/X .
Locally, these two direct summands are generated by (the duals of) the common generators of the ideal
sheaves of π∗12I
! and π∗23Fk and of the ideal sheaves of π
∗
34Rk and π
∗
45I∗ on P ×X × Z ×X × P restricted to
P ×Z P via the embedding
P ×Z P
(Id,ι,π)×Z(π,ι,Id)
−−−−−−−−−−−→ P ×X × Z ×X × P.
It follows that, locally, truncating I !Fk and RkI∗ at cohomology degrees≤ l and≤ m, respectively, corresponds
to truncating the direct sum decomposition
∧iE ′′ ≃
⊕
i=p+q
∧p(π∗1NP/X)⊗ ∧
q(π∗2NP/X)
at the exterior powers ≤ l of (π∗1NP/X) and ≤ m of π
∗
2NP/X . Since
∧p(π∗1NP/X)⊗ ∧
q(π∗2NP/X)⊗OP×ZP (−k, k) ≃ Ω
p
P/X(−k)⊠ Ω
q
P/X(k),
our claim follows.

We now prove the main theorem of this section: this cyclic coextension structure makes Fk into a P
n-
functor, and if the Mukai flop of X exists, the P-twist of Fk is its derived monodromy:
Theorem 7.2. Let Z be a smooth projective variety and let V be a vector bundle of rank n + 1 on Z. Let
P be the projectification of V and let π : P ։ Z be the corresponding Pn-fibration. Let X be another smooth
projective variety and let ι : P →֒ X be a codimension n closed immersion with NP/X ≃ Ω
1
P/Z .
Let
fk
def
= ι∗ (OP (k)⊗ π
∗(−)) : D(Z)→ D(X),
let rk and lk be its right and left adjoints, and let
h
def
= IdZ [−2] : D(Z)→ D(Z).
Let Fk, Rk, Lk, and H be their standard enhancements as described in §2.6.2.
The structure of a cyclic coextension of Id by H of degree n on the adjunction monad RkFk provided by
the filtration (7.115) makes Fk into a P
n-functor.
Let PFk be the P-twist of Fk. If the Mukai flop X
β
←− X˜
γ
−→ X ′ exists we have an isomorphism in D(X×X):
KN ′−k ◦KNn+k+1 ≃ PFk , “ flop-flop = twist ” (7.121)
where KNn+k+1 and KN
′
−k are Kawamata-Namikawa derived flop equivalences D(X)⇄ D(X
′), cf. §7.4.1.
Proof. The condition that the autoequivalence h preserves Ker fk is trivially fulfilled since h = [−2]. We next
observe that the Ext−1-vanishing condition (5.31) holds in our setup since for any 1 ≤ i ≤ n
Hom−1D(Z×Z)(IdZ , H
i) = Hom−1D(Z×Z)(∆∗OZ ,∆∗OZ [−2i]) ≃ Ext
−2i−1
Z×Z (∆∗OZ ,∆∗OZ) = 0,
as there are no negative Exts between sheaves. Thus, we are once again in the situation where Theorem 5.2
applies and it suffices to show that the strong monad condition and the weak adjoints condition hold:
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(1) Strong monad condition: We need to show that for any 0 ≤ k ≤ n− 1 the composition
Q1Qk
ιι
−→ QnQn
m
−→ Qn (7.122)
filters through Qk+1
ι
−→ Qn and that the resulting map
Q1Qk → Qk+1
descends to an isomorphism
HHk
∼
−→ Hk+1.
Now since Qk+1 ≃ τ≤2(k+1)RkFk we have an exact triangle
Qk+1
ι
−→ RkFk → τ≥2(k+1)+1RkFk → Qk+1[1].
The cohomology sheaves of τ≥2(k+1)+1RkFk are concentrated in degrees ≥ 2(k + 1) + 1. By Lemma
7.11 the cohomology sheaves of Q1Qk are concentrated in degrees ≤ 2(k + 1). Therefore
HomD(Z×Z)(Q1Qk, τ≥2(k+1)+1RkFk) = 0,
and thus any map Q1Qk → Qn filters through Qk+1
ι
−→ Qn.
On the other hand, the maps Qi → Hi are simply projections onto the rightmost (degree 2i)
cohomology. Therefore by Lemma 7.11 Q1Qk → H
1Hk is also the projection of Q1Qk onto its
rightmost (degree 2(k + 1)) cohomology. Since the natural map Qk+1 → Qn is an isomorphism on
the degree 2(k + 1) cohomology, it remains to show that the map
H2(k+1)(Q1Qk)
H2(k+1)(ιι)
−−−−−−−→ H2(k+1)(QnQn)
H2(k+1)(m)
−−−−−−−→ H2(k+1)(Qn) (7.123)
is an isomorphism. By Lemma 7.11 again, we have the natural direct sum decomposition
H2(k+1)(QnQn) ≃
⊕
k+1=p+q
H2p(Qn)H
2q(Qn) ≃ ∆∗O
⊕(k+1)
Z
which identifies the first composant of (7.123) with the inclusion of a direct summand
H2(Q1)H
2k(Qn) →֒
⊕
k+1=p+q
H2p(Qn)H
2q(Qn).
Moreover, this direct sum decomposition coincides with the direct sum decomposition (7.95). In
Proposition 7.10 (3) we’ve computed the second composant of (7.123), the monad multiplication, to
be identified by the direct sum decomposition (7.95)
H2(k+1)(QnQn) ≃ ∆∗O
⊕(k+1)
Z
and the isomorphism (7.91)
H2(k+1)(Qn) ≃ ∆∗OZ
with the sum of the identity maps. It follows that (7.123) is a composition of a direct summand
inclusion with a sum of isomorphisms and thus is an isomorphism.
(2) Weak adjoints condition:
In §7.4.3 we have established the isomorphisms (7.89) and (7.90):
Lk ≃ (ι, π)∗OP (−n− k − 1)[n],
Rk ≃ (ι, π)∗OP (−n− k − 1)[−n].
Thus, as desired, we have
Rk ≃ Lk[−2n] ≃ H
nLk.
Finally, if the Mukai flop X
β
←− X˜
γ
−→ X ′ exists, the “flop-flop = twist” formula (7.121) can be established
using the beautiful method of [ADM19, Prop. 4.6 and 4.8]. It goes through completely unchanged, even though
our Pn-functor is not split and we do not assume the Hochschild cohomology vanishing HHodd(Z) = 0. For
the benefit of the reader we recall the main steps.
First, the formula (7.121) is established in the “local model” case where X = Ω1P/Z . In that case, our
Mukai flop is a hyperplane section of an Atiyah flop X ← X˜ → X˜ ′. For Atiyah flops, the “flop-flop = twist”
formula is established in [ADM19, §2] without assuming the Hochschild cohomology vanishing or that the
corresponding spherical functor Fk is split. Thus it also goes through in our case. Then, we note as in
[ADM19, Prop. 4.6] that the spherical functor Fk is the composition S∗Fk where s is the inclusion X →֒ X ,
and that S∗ intertwines the P
n-twist PFk and the spherical twist TFk . This is deduced by exploiting the
fact that Fk is a family of P
n-objects over Z: Fk and Fk restrict in each fibre over each point of Z to a
76 RINA ANNO AND TIMOTHY LOGVINENKO
Pn-object and a spherical object for which the claim was already established in [HT06, Prop. 1.4]. Since S∗
also intertwines Kawamata-Namikawa flopping equivalences with the Bondal-Orlov flopping equivalences, the
“flop-flop = twist” formula for Fk follows from that for Fk by observing that the only endofunctor of D(X)
which S∗ intertwines with IdX is IdX . Finally, to obtain the “flop-flop = twist” formula for general X , we
use the deformation to the normal cone argument of [ADM19, Prop. 4.8], which also never uses either the
Hoschschild cohomology vanishing or the fact that the Pn-functor is split. 
Appendix A. Pn-functors and truncated twisted tensor algebras: a vector space example
by Rina Anno, Timothy Logvinenko, and Nicolas Restad
A.1. Conjecture. Since the Pn-structure on a functor F is a collection of additional data, the next logical
step is investigating various Pn-structures on a given functor. In particular, since the P-twist only depends
on the autoequivalence H , the map σ : H [−1]→ A, and the map
γ1 :
{
H
σ
−→ A
}
→ RF,
one can ask whether a Pn-structure can be reconstructed from this data. It is clear (see example below) that
a Pn-structure with this data may not be unique. We conjecture, however, that there may be a distinguished
Pn-structure with fixed H , σ, and γ1, for which the cyclic co-extension structure on RF is determined by σ.
Conjecture A.1. Let F : D(A) → D(B) be an enhanceable functor. Suppose that (H,Qn, γ) is a Pn-
structure on F . Let σ : H [−1] → A be the map that makes Q1 a co-extension of Id by H. Then there is a
Pn-structure on F with the same H, σ, and γ1 : Q1 → RF (thus producing the same P-twist) such that Qn is
isomorphic to the truncated twisted tensor algebra as an object of D(A-A).
The theorem below shows that this conjecture holds when A = k and Qn is split. Note that we cannot
require Qn to be isomorphic to the truncated twisted tensor algebra as an algebra, since for A = k that would
mean that the algebra RF is isomorphic to k[x]/(xn+1), while it is easy to show that for any polynomial p(x)
of degree n+1 the algebra k[x]/(p(x)) will work. Another example to consider is extension of a Pn-functor by
zero (see §7.2) where the strong monad condition does not hold, as it would were Qn the truncated twisted
tensor algebra.
Let k be a field and let A = k as a DG algebra concentrated in degree 0. An autoequivalence H then
must be a shift. Suppose (H,Qn, γ) is a P
n-structure on a functor F . If H = [m] with m 6= 0, 1, the cyclic
coextension Qn has to split and the algebra structure on it has to be that of k[x]/x
n+1 with deg x = m.
Consider the case where H = k is the shift by 0. Then Qn is split as a cyclic coextension and as a k-algebra
it is n-dimensional and concentrated in degree 0. Let h ∈ Qn be any non-zero element in H ⊂ Qn.
Apply R to the monad map ν : FHQn−1 → FJn and identify RF and Qn via γ. We get the map
Qn−1 ⊗H ⊗Qn −→ Qn ⊗H ⊗Qn ≃ Qn ⊗Qn
(−)h⊗(−)−(−)⊗h(−)
−−−−−−−−−−−−−−→ Qn ⊗Qn −→ Jn ⊗Qn.
Since this is an isomorphism, the rank of the map in the middle has to be at least n2 − n. The theorem
below then implies that in this case, too, the algebra Qn has to be isomorphic to k[x]/p(x), where p(x) is a
polynomial of degree n + 1 where x is identified with h. Then we can choose a basis {1, h, . . . , hn} of Qn in
which the monad multiplication satisfies the strong monad condition.
A.2. Finite dimensional algebra over a field.
Theorem. Let k be a field, and let Q be a k-algebra of finite dimension n. Choose h ∈ Q, and let
fh : Q⊗k Q→ Q⊗K Q
be given by
fh : q1 ⊗ q2 7→ q1h⊗ q2 − q1 ⊗ hq2.
Then dimker fh ≤ n ⇐⇒ Q ≃ k[x]/(p(x)), h↔ x, for some polynomial p(x) of degree n.
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Proof. Note that we identify k with its isomorphic image in Q.
(⇐= ) Let p(x) = xn +
∑n−1
i=1 aix
i be the minimal polynomial that represents multiplication by x, and let A
be the n× n companion matrix of p(x). Explicitly,
A =

0 −a0
1
. . . −a1
. . . 0
...
1 −an−1

Consider for Q⊗Q the basis{
1⊗ 1, x⊗ 1, . . . , xn−1 ⊗ 1, 1⊗ x, . . . , xn−1 ⊗ xn−1
}
.
Under this basis we may write fh as A⊗ I − I ⊗A, where ⊗ signifies the Kronecker product of the respective
matrices, namely:
A⊗ I =
A . . .
A
 , I ⊗A =

0 −a0 · I
I
. . . −a1 · I
. . . 0
...
I −an−1 · I
 .
So then
fh = A⊗ I − I ⊗A =

A a0 · I
−I
. . . a1 · I
. . . A
...
−I A+ an−1 · I

All that remains is to determine the rank of the matrix A ⊗ I − I ⊗ A. Notice the n − 1 blocks of negative
identity matrices on the subdiagonal: this ensures that the rank is at least n2 − n, so dimker fh ≤ n.
To show equality we adopt a version of row reduction to the n × n blocks, mapping the top “row” R1 to
R1 +AR2 + A
2R3 + · · ·+ An−1Rn. This will ensure that the top “row” is all zero blocks until the very last
block, which will contain the entry
An +
n−1∑
i=0
aiA
i = p(A).
But p is the characteristic polynomial of A; therefore p(A) is the zero matrix, and dimker fh = n.
( =⇒ ) The first step is to construct a basis of Q that is conducive to multiplication by h. Because Q is
finite dimensional, there is necessarily a linear dependence on the powers of h. Let
p(x) = xm +
m−1∑
i=0
aix
i
be the minimal polynomial representing this linear dependence, where m ≤ n. If m = n then {1, h, . . . , hn}
is a basis for Q and the proof is complete.
Assume m < n, and, for now, that Q is commutative. For the purposes of continuing, we will relabel
m := m0, p(x) := p0(x), and A := A0. So far we have constructed a basis for the subalgebra 〈h〉 of Q, where
〈h〉 ≃ k[x]/(p0(x)).
To extend this basis, choose q1 ∈ Q \ 〈h〉, and consider the vector space q1〈h〉. We seek an element that
behaves like a minimal polynomial representing the linear dependence of
{
q1, q1h, q1h
2, . . .
}
. Now, I1 =
{y ∈ 〈h〉 | q1y = 0} is an ideal in the principal ideal ring 〈h〉, and may be generated by a single element. Let
p1(x) be the monic polynomial of minimal degree such that (p1(h)) = I1. The ideals of K[x]/(p0(x)) are
precisely those generated by polynomials that divide p0(x), so we may assume that p1 | p0.
Proceeding in this manner, we inductively choose qj ∈ Q\ (〈h〉⊕ q1〈h〉⊕ · · ·⊕ qj−1〈h〉), with corresponding
polynomials pj as constructed above, and companion matrices Aj . Similar to before, we have for each i that
pi | p0. This gives the basis
{
1, h, h2, . . . , hm0−1, q1, q1h, . . . , qkh
mk−1
}
, with
A =
A0 . . .
Ak

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representing multiplication by h for all of Q, where
∑k
i=0mi = n. For Q⊗K Q, choose the basis{
1⊗ 1, h⊗ 1, . . . , qkh
mk−1 ⊗ 1, 1⊗ h, . . . , qkh
mk−1 ⊗ qkh
mk−1
}
,
under which the map fh is represented by the matrix
A⊗ In − In ⊗A =
A⊗ Im0 − In ⊗A0 . . .
A⊗ Imk − In ⊗Ak
 .
Clearly dimker fh =
∑k
i=0 null(A⊗ Imi − In ⊗Ai). For each 0 ≤ i ≤ k,
A⊗ Imi − In ⊗Ai =

A ai,0 · I
−I
. . . ai,1 · I
. . . A
...
−I A+ ai,mi−1 · I
 7→

0 pi(A)
−I
. . . ai,1 · I
. . . 0
...
−I A+ ai,mi−1 · I

by the same row reduction process outlined above. The null space of the resulting matrix therefore is at least
mi-dimensional; however, because pi | p0 for each i, p0(A) is the zero matrix and dim kerA⊗Im0−In⊗A0 = n.
Therefore
dimker fh =
k∑
i=0
null(A⊗ Imi − In ⊗Ai) =
k∑
i=0
null pi(A) ≥ n+
k∑
i=1
mi > n.
For the noncommutative case we separately construct bases representing multiplication by h on the right
and left, respectively{
1, h, h2, . . . , hm0−1, q1, q1h, . . . , qkh
mk−1
}
, and
{
1, h, h2, . . . , hm0−1, q˜1, hq˜1, . . . , h
m˜1−1q˜1, q˜2, . . . , h
m˜l−1q˜l
}
,
with similar corresponding minimal polynomials p˜j(x) of degree m˜j , and companion matrices A˜j , noting that
p˜0 = p0, and p˜j divides p˜0 for each 1 ≤ j ≤ l, and that
∑k
i=0mi =
∑l
j=0 m˜j = n. Then
fh = A⊗ I − I ⊗ A˜ =
A⊗ Im˜0 − In ⊗ A˜0 . . .
A⊗ Im˜l − In ⊗ A˜l
 .
Once again, dimker fh =
∑l
j=0 null(A⊗ Im˜j − In ⊗ A˜j), and for each j such that 0 ≤ j ≤ l,
A⊗ Im˜j − In ⊗ A˜j =

A a˜j,0 · I
−I
. . . a˜j,1 · I
. . . A
...
−I A+ a˜j,m˜j−1 · I
 7→

0 p˜j(A)
−I
. . . a˜j,1 · I
. . . 0
...
−I A+ a˜j,m˜−1 · I
 .
So then dimker fh =
∑l
j=0 null p˜j(A). For the case j = 0 we have that null p˜0(A) = n, and for j ≥ 1,
null p˜j(A) ≥ m˜j because p˜j |p0. Therefore
dim ker fh =
l∑
j=0
null p˜j(A) ≥ n+
l∑
j=1
m˜j > n.

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