The combinatorial mutation mutw(P, F ) for a lattice polytope P was introduced in the context of mirror symmetry for Fano manifolds in [1] . It was also proved in [1] that for a lattice polytope P ⊆ N R containing the origin in its interior, the polar duals P * ⊆ M R and mutw(P, F ) * ⊆ M R have the same Ehrhart series. For extending this framework, in this paper, we introduce the combinatorial mutation for the Minkowski sum of rational polytopes and rational polyhedral pointed cones in N R . We can also introduce the combinatorial mutation in the dual side M R , which we can apply for every rational polytope in M R containing the origin (not necessarily in the interior). As an application of this extension of the combinatorial mutation, we prove that the chain polytope of a poset Π can be obtained by a sequence of the combinatorial mutation in M R from the order polytope of Π. Namely, the order polytope and the chain polytope of the same poset Π are mutation-equivalent.
Introduction
The key notion of the present paper is the combinatorial mutation for polyhedra. Originally, in [1] , the notion of combinatorial mutation for lattice polytopes was introduced from points of view of mirror symmetry for Fano manifolds. Fano manifolds are one of the most important objects in algebraic geometry and their classification is of particular interest. The original motivation of the introduction of combinatorial mutation in [1] is to classify Fano manifolds by using it. It is expected that every Fano manifold corresponds to a certain Laurent polynomial, called a mirror partner, via mirror symmetry (see [4] ). Here, we say that a Laurent polynomial f ∈ C[x ± 1 , . . . , x ± n ] is a mirror partner of an n-dimensional Fano manifold X if the period π f of f coincides with the quantum periodĜ X of X. (See, e.g., [1] or [4] or the references therein for more details.) It is also expected that a Fano manifold X admits a toric degeneration X P , where P is the Newton polytope of a Laurent polynomial f which is a mirror partner of X and X P denotes the toric variety associated to the lattice polytope P . On the other hand, Laurent polynomials having the same period are not unique, so it can be thought of there are many toric degenerations for the same Fano manifold. For the understanding of the family which gives a toric degeneration for the same Fano manifold, the mutation of the Laurent polynomial, which is a birational transformation analogue to a cluster transformation, was introduced (see [1] and [6] ). Namely, it was shown in [1, Lemma 1] that for Laurent polynomials f, g, the period of f and that of g are equal if g can be obtained by mutations from f . The combinatorial mutation for lattice polytopes just rephrases the mutation for Laurent polynomials in terms of their Newton polytopes. See Section 2 for the precise definition of combinatorial mutation, in particular Subsection 2.2 for polytopes. Notation 1.1. Let us fix our notation used throughout this paper. We employ the usual notation used in the context of toric geometry. Let N ∼ = Z d be a lattice of rank d, let M = Hom(N, Z) ∼ = Z d , N R = N ⊗ Z R and M R = M ⊗ Z R. We denote the natural pairing between N R and M R by ·, · : M R × N R → R.
Remark that the combinatorial mutation in the sense of [1] is the operation for the lattice polytopes in N R (not in M R ).
Some combinatorial invariants on lattice polytopes are preserved under the combinatorial mutation. For example, let P ⊆ N R be a lattice polytope containing the origin in its interior, and let P ′ = mut w (P, F ) ⊆ N R be the lattice polytope obtained from P by a combinatorial mutation with respect to w and F . Note that P ′ is again a lattice polytope containing the origin in its interior. Then the Ehrhart series of the dual polytopes P * ⊆ M R coincides with that of P ′ * ⊆ M R , although those are not unimodularly equivalent in general. (See the definition of the polar dual (−) * in Subsection 2.1.) Moreover, we can directly describe P ′ * ⊆ M R in terms of the operation in M R from P * ⊆ M R . More concretely, we have P ′ * = ϕ w,F (P ), where ϕ w,F : M R → M R is a piecewise-linear map which is a kind of a tropical map (see Definition 3.1).
However, this is only the case for the class "polar duals of lattice polytopes containing the origin in its interior". For example, even if Q ⊆ M R is a lattice polytope, when Q ⊆ M R contains the origin in its boundary, Q * ⊆ N R becomes a polyhedron, i.e., unbounded. The motivation to organize the present paper is to extend this framework of combinatorial mutation for all rational polytopes in M R . More precisely, we introduce the combinatorial mutation for the class P N (see Subsection 2.1). Note that every rational polytope in M R containing the origin (not necessarily in the interior) coincides with the polar dual of some P ∈ P N .
The main result of this paper is an application of the extension of the combinatorial mutation to two poset polytopes, order polytope and chain polytope. More precisely, we prove that given a poset Π, the chain polytope of Π can be obtained by certain combinatorial mutations from the order polytope of Π. See Section 4 for more details.
A brief organization of the paper is as follows: In Section 2, in order to introduce the combinatorial mutation for more general objects than lattice polytopes (i.e., the polyhedra in the class P N ), we first recall some fundamental materials from convex geometry, and next introduce the combinatorial mutation for rational polytopes and rational polyhedral pointed cones, and finally introduce that for P N . All of those are the story in N R . In Section 3, we observe what happens in the dual side, i.e., in M R . This is what we really want to do since the rational polytopes in M R one-to-one corresponds to P ∈ P N by taking the polar dual. In Section 4, as an application of the extension of the combinatorial mutation, we prove the combinatorial mutation-equivalence of two poset polytopes. In Section 5, we mention some kinds of generalizations of the result in Section 4.
Finally, it should be mentioned that according to Alexander Kasprzyk, the authors of [1] also thought of the extension of the framework of combinatorial mutation to rational polyhedral cones, and so did Daniel Cavey and Thomas Hall. Since the authors of [1] needed to treat the combinatorial mutation only for lattice polytopes in the context of mirror symmetry for Fano varieties, they introduced it only for lattice polytopes. Although the author heard the overview of this idea from Alexander Kasprzyk, the precise proofs in the present paper are given by the author himself.
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Extension of Combinatorial Mutation
Originally, the notion of combinatorial mutation for lattice polytopes was developed by Akhtar-Coates-Galkin-Kasprzyk in [1] . In this section, we will extend the framework of combinatorial mutation for lattice polytopes to more general class P N , which is the Minkowski sums of rational polytopes and rational polyhedral pointed cones. For this purpose, we will introduce the combinatorial mutation for rational polytopes and for rational polyhedral pointed cones.
2.1. Preparation from convex geometry. Firstly, we recall some fundamental materials from convex geometry used in the sections below. See, e.g., [13] for the introduction to them.
We consider the family of polyhedra (not necessarily convex polytopes) which are of the following form:
Note that every P in P is non-empty since P always contains the origin of N R . Similarly, we define Q by swapping the roles of N R and M R . Namely, all convex sets in P sit in N R and those in Q sit in M R , but the objects are essentially the same. Note that a convex polytope in N R (resp. M R ) containing its origin belongs to P (resp. Q), but a convex polytope not containing the origin does not belong to P (resp. Q) since one of the supporting hyperplanes of such polytope is of the form H v,≥1 for some v ∈ M R (resp. v ∈ N R ). However, since the parallel translation preserves most of the information which we will consider, we do not lose the generality even if we treat only the objects in P. Given P ∈ P, we consider the polar dual P * ⊆ M R of P defined as
Note that we can also define Q * ⊆ N R from Q ∈ Q in the same way as above.
Proposition 2.1 ([13, Theorem 9.1]). We have the following statements: (i) P * ∈ Q for any P ∈ P, and vice versa;
(ii) (P * ) * = P .
We can find the same statement in [8, Proposition 6.5] as this proposition, so we omit the proof, but let us mention the key for the proof of Proposition 2.1 (i), which we will use later. Let P ∈ P. Since P is a polyhedron, there exist a convex polytope P ′ and a polyhedral cone C such that P = P ′ + C, where + denotes the Minkowski sum (see [13, Corollary 7 .1b]). Let P ′ = conv({u 1 , . . . , u p }) and let C = cone({u ′ 1 , . . . , u ′ q }) for u i , u ′ j ∈ N R . Then we know that P * can be written by
Example 2.2. Let d = 2 and let us regard both N R and M R as R 2 . Let
Then P can be written as the Minkowski sum of P ′ = conv((−1, 0), (0, −1)) and C = cone((1, 0), (0, 1)). Thus, P * can be written as follows:
Equivalently, we have P * = conv({(0, 0), (1, 0), (0, 1), (1, 1)}).
Then Q is a convex polytope if and only if Q * ∈ P is a polyhedron containing the origin in its interior.
We say that a convex polytope P in N R (resp. M R ) is a lattice polytope if all of its vertices are the points in N (resp. M ), and we say that P is a rational polytope if there is a positive integer n such that nP is a lattice polytope. We call a polyhedral cone C in N R (resp. M R ) rational if the generators of C can be chosen from N (resp. M ). We call a polyhedral cone C pointed if C contains no 1-dimensional linear subspace.
In the following sections, we treat the classes P N ⊆ P and Q M ⊆ Q which are defined as follows:
• Let Q M be the set of full-dimensional rational polytopes in M R containing the origin.
Note that every polyhedron P ∈ P N contains the origin in its interior by Proposition 2.3. Moreover, for any P ∈ P N , we have the following unique decomposition:
where P ′ is a rational polytope and C is a rational polyhedral pointed cone.
(
2.2)
See [13, Section 8.9 ]. The pointedness follows from the full-dimensional condition for Q M ([13, Corollary 9.1a (i)]).
2.2.
Combinatorial mutation for rational polytopes. For the introduction of combinatorial mutation for P ∈ P N , we first introduce that for rational polytopes. The idea is the same as [1, Section 3], but we slightly modify it.
In particular, we use the notation w ⊥ = H w,0 . Let V (P ) denote the set of vertices of P . When we take the Minkowski sum, we adopt the convention that A + ∅ = ∅ + A = ∅ for any subset A ⊆ N R .
Definition 2.4 (Combinatorial mutation for rational polytopes, cf. [1, Definition 5]). Let w ∈ M be primitive and take a lattice polytope F ⊆ w ⊥ . Suppose that the triple (P, w, F ) satisfies the following condition: for every h ≤ 0 (not necessary integer), there exists a possibly-empty rational polytope G h ⊆ N R such that
holds. Then we define the rational polytope
The rational polytope mut w (P, F ; {G h }) is called a combinatorial mutation of P with respect to a width vector w and a factor F .
Since we may set G h = ∅ when V (P ) ∩ H w,h = ∅, we may only consider finitely many rational numbers h. We may set G 0 = P w,0 . We notice that for any u ∈ w ⊥ ∩ N , we see that mut w (P, F + u; {G h + hu}) is unimodularly equivalent to mut w (P, F ; {G h }). Thus, we usually take F one of whose vertex is the origin.
Remark that it is straightforward to check that the triple (Q, −w, F ) satisfies the condition (2.3). Then
On the other hand, we have
w,h when h ≤ 0, so we also obtain P ⊆ P ′ , as required.
Proof. Since the second inclusion follows from the first one and Lemma 2.5, we only prove the first one.
Let
On the other hand, by Lemma 2.5, we have
Thanks to Proposition 2.7, we use the notation mut w (P, F ) instead of mut w (P, F ; {G h }).
2.3.
Combinatorial mutation for rational polyhedral pointed cones. Next, we introduce the combinatorial mutation for rational polyhedral pointed cones.
Let and take a lattice polytope F ⊆ w ⊥ . Suppose that the triple (C, w, F ) satisfies the following condition: for every h ≤ 0, there exists a possibly-empty rational polytope G h such that
holds. Then we define the cone
The rational polyhedral pointed cone mut w (C, F ) is called a combinatorial mutation of C with respect to w and F .
Remark 2.9. The condition (2.4) is equivalent to that w, v i > 0 for any i = 1, . . . , m or w, v i < 0 for any i = 1, . . . , m. Thus, we see that one of the following conditions holds;
C w,h = ∅ for any h < 0 and C w,h is a convex polytope for any h > 0; or (2.6) C w,h = ∅ for any h > 0 and C w,h is a convex polytope for any h < 0.
(2.7)
Note that (2.6) (resp. (2.7)) is equivalent to w, v i > 0 (resp. < 0) for any i = 1, . . . , m. Moreover, we may only consider at most one h for the condition (2.5). In fact, in the case (2.6), we need to consider no h, and in the case (2.7), we may only consider h = max{ w, v i | i = 1, . . . , m} since we may set
where a = max{ w, v i | i = 1, . . . , m}. Hence, we can directly see that mut w (C, F ) is always a rational polyhedral pointed cone.
Since all analogies of Subsection 2.2 hold, we can use the notation mut w (C, F ) instead of mut w (C, F ; {G h }), and we have the following for C ′ = mut w (C, F ):
(2.8)
2.4. Combinatorial mutation for P N . Now, we are in the position to define the combinatorial mutation for any polyhedra in P N .
Definition 2.10 (Combinatorial mutation for P ∈ P N ). For P ∈ P N , we write P = P ′ +C along (2.2). Let w ∈ M be primitive and take a lattice polytope F ⊆ w ⊥ . Suppose that the triple (P ′ , w, F ) satisfies the condition (2.3) and (C, w, F ) satisfies the conditions (2.4) and (2.5). (In this case, we say that mut w (P, F ) is well-defined.) Then we define mut w (P, F ) := mut w (Q, F ) + mut w (C, F ).
The new polyhedron mut w (P, F ) ∈ P N is called a combinatorial mutation of P with respect to w and F .
Example 2.11 (Continuation to Example 2.2). Let P, P ′ , C be the same as in Example 2.2. Note that the decomposition P = P ′ + C is the one in (2.2). Let w = (1, 1) and F = conv((0, 0), (1, −1)). Then F ⊆ w ⊥ . Moreover, by letting G −1 = {(−1, 0)} ("0-dimensional lattice polytope"), the condition (2.3) for P ′ is satisfied, and the condition (2.5) for C automatically holds since it is in the case (2.7). Now, we apply the combinatorial mutation mut w (P, F ), i.e., mut w (P ′ , F ) and mut w (C, F ). Then mut w (P ′ , F ) = G −1 and mut w (C, F ) = cone(C w,1 + F ), so mut w (P, F ) = (−1, 0) + cone((2, −1), (0, 1)).
See 
Dual operation of combinatorial mutation
We have introduced the combinatorial mutation for P ∈ P N , i.e., in N R . In this section, we introduce a combinatorial mutation in M R , which is a kind of a tropical map ϕ w,F (see Definition 3.1). More precisely, we analyze what happens to P * ∈ Q M when we apply mut w (P, F ) for P ∈ P N . 
This is a piecewise-linear map analogous to a tropical cluster mutation.
Note that ϕ −w,F • ϕ w,F is the identity, i.e., ϕ −1 w,F = ϕ −w,F . As discussed in [1, Page 12] , the map ϕ w,F can be understood as follows. Let ∆ F be a normal fan of F . Then every cone in ∆ F contains the linear subspace Rw ⊆ M R , so it is never pointed. Let F(∆ F ) denote the set of maximal cones in ∆ F . Since there is a one-to-one correspondence between F(∆ F ) and V (F ), we let v σ ∈ V (F ) be the vertex of F corresponding to σ ∈ F(∆ F ). Given σ ∈ F(∆ F ), there exists ϕ w,σ ∈ GL d (M ) such that ϕ w,F = ϕ w,σ in −σ ⊆ M R . Namely, for u ∈ M R , we have
Therefore, we can see that for a rational polytope Q ⊆ M R , Q and ϕ w,F (Q) have the same Ehrhart quasi-polynomial. (See, e.g., [3] for the introduction to Ehrhart theory.)
As the following proposition shows, we see that ϕ w,F is a "dual" operation of mut w (−, F ). Proof. Write P = P ′ + C as in (2.2) . Let Q ′ = mut w (P ′ , F ), C ′ = mut w (C, F ) and let Q = mut w (P, F ) = Q ′ + C ′ . Take u ∈ P * arbitrarily. Then we can see that u, v P ≥ −1 for any v P ∈ P ′ since v P ∈ P ′ +{0} ⊆ P , and u, v C ≥ 0 for any v C ∈ C since, otherwise, we have u, v P +rv C < −1 for some v P ∈ P ′ and sufficiently large r ∈ R >0 . Consider ϕ w,F (u) = u − u min w ∈ ϕ w,F (P * ). We will claim that u − u min w, v ≥ −1 for any v ∈ Q. Then it suffices to show that u − u min w, v ≥ −1 for any v ∈ V (Q ′ ) and
Take u ∈ Q * . We will claim that there is u ′ ∈ P * such that u = ϕ w,F (u ′ ). Let u ∈ −σ for some σ ∈ F(∆ F ). Then, by the discussion above, we have ϕ w,F (u) = ϕ w,σ (u). Here, for any v P ∈ P ′ and v C ∈ C, we see that w,σ (u) ∈ P * , we conclude that ϕ w,F (u ′ ) = u. Example 3.3 (Continuation to Example 2.11). Let P, w, F be the same as Example 2.11. Then we have mut w (P, F ) = {(−1, 0)} + cone((2, −1), (0, 1)) as we see in Example 2.11. Thus, we obtain that mut w (P, F ) * = H (−1,0),≥−1 ∩ H (2,−1),≥0 ∩ H (0,1),≥0 = conv({(0, 0), (1, 0), (1, 2)}).
On the other hand, let us consider P * = conv({(0, 0), (1, 0), (0, 1), (1, 1)}). Here, we see that F(∆ F ) = {σ 1 , σ 2 }, where σ 1 = cone(±(1, 1), (−1, 1)) and σ 2 = cone(± (1, 1), (1, −1) ). Note that σ 1 (resp. σ 2 ) corresponds to a vertex (0, 0) (resp. (1, −1) ) of F . Then ϕ w,σ 1 (u) = u and ϕ w,σ 2 (u) = u − u, (1, −1) w = u 0 −1 1 2 . Thus, we obtain that ϕ w,F (P * ) = conv({(0, 0), (1, 0), (1, 2)}).
Note that ϕ w,σ 2 ((0, 1)) = (1, 2). See Figure 2 .
Note that ϕ w,F (Q) is not necessarily convex even if Q ⊆ M R is convex. The convexity of ϕ w,F (Q) plays the essential role in N R -side. 
Here, for u ∈ N and k ∈ Z, we see that
where t ϕ denotes the dual map, and this is not necessarily convex. Since ϕ w,F (Q) is convex by our assumption, we see that
if it is required for describing ϕ w,F (Q) and we let u i = u ′ j = 0 if it is not. Thus, we obtain that
. Now, it is enough to prove that (P ′′ , −w, F ) and (C ′′ , −w, F ) satisfy the condition (2.3) and (2.5), respectively. Once we will prove them, we see from Proposition 3.2 that P = mut −w (ϕ w,F (Q) * , F ), and the well-definedness of mut w (P, F ) also automatically follows from the involutivity of mut w (−, F ). Since the case (C ′′ , −w, F ) is similar, we prove the case (P ′′ , −w, F ), i.e., we prove that
Here, for any u ∈ N R and x ∈ M R , we see that
We prove the left inclusion of (3.1). For v ∈ V (P ′′ ), we have v = u i for some u i and σ ∈ F(∆ F ). Then v = t ϕ −1 w,σ (u i ) = u i + w, u i v σ . Let h = −w, v ≤ 0. Then w, u i = −h ≥ 0. Since u i ∈ P −w,h = P w,−h and v σ ∈ F , we obtain that v ∈ P −w,h + (−h)F . For the right inclusion of (3.1), take u ∈ P ′ −w,h and v F ∈ V (F ) and consider u
−w,h holds, as required. Now, we introduce the notion combinatorially mutation-equivalent. Definition 3.5 (Combinatorially mutation-equivalent). Given two polyhedra P, P ′ ∈ P N (resp. rational polytopes Q, Q ′ ∈ Q M ), we write P ∼ N P ′ (resp. Q ∼ M Q ′ ) if P ′ = mut w (P, F ) (resp. Q ′ = ϕ w,F (Q)) with certain w ∈ M and F ⊆ w ⊥ .
We say that two polyhedra P, P ′ ∈ P N are combinatorially mutation-equivalent in N R if there exist polyhedra P = P 0 , P 1 , . . . , P m = P ′ ∈ P N such that P 0 ∼ N P 1 ∼ N · · · ∼ N P m .
Similarly, we say that two rational polytopes Q,
Thanks to Proposition 3.2, for two polyhedra P, P ′ ∈ P N , P and P ′ are combinatorially mutation-equivalent in N R if and only if P * and P ′ * are combinatorially mutationequivalent in M R . Similarly, for two rational polytopes Q, Q ′ ∈ Q M , Q and Q ′ are combinatorially mutation-equivalent in M R if and only if Q * and Q ′ * are combinatorially mutation-equivalent in N R .
Combinatorial mutation-equivalence of two poset polytopes
The goal of this section is to prove the combinatorial mutation-equivalence of two poset polytopes (order polytopes and chain polytopes).
Recall the fundamental things on order polytopes and chain polytopes. Those were originally introduced in [12] . Let Π be a poset equipped with a partial order ≺.
• For p, q ∈ Π, we say that p covers q if q ≺ p and there is no p ′ with p ′ = p, p ′ = q and q ≺ p ′ ≺ p. • We say that α ⊆ Π is a poset filter if α satisfies the following condition:
Note that an empty set is regarded as a poset filter.
• We say that A ⊆ Π is an antichain if p ≺ q and q ≺ p hold for any p, q ∈ A with p = q. Note that an empty set is regarded as an antichain. We define two poset polytopes O(Π) and C(Π) as follows:
The convex polytope O(Π) is called the order polytope of Π, and C(Π) is called the chain polytope of Π. It is known that both O(Π) and C(Π) are (0, 1)-polytopes, i.e., all vertices are (0, 1)-vectors. The vertices of O(Π) (resp. C(Π)) one-to-one correspond to the poset filters (resp. the antichains) of Π. More precisely, a (0, 1)-vector (x p ) p∈Π is a vertex of O(Π) (resp. Q(Π)) if and only if {p | x p = 1} is a poset filter (resp. an antichain) of Π. Hence, both O(Π) and C(Π) contain the origin in their boundaries.
Notice that the poset filters one-to-one correspond to the antichains. Thus, the number of vertices of O(Π) is equal to that of C(Π). Since those are (0, 1)-polytopes, we conclude that ♯(O(Π) ∩ Z Π ) = ♯(C(Π) ∩ Z Π ). Remark that O(Π) and C(Π) are not necessarily unimodular-equivalent. (The necessary and sufficient condition for O(Π) and C(Π) to be unimodularly equivalent is provided in [7, Theorem 2.1].) Moreover, it is proved in [12] that ♯(mO(Π) ∩ Z Π ) = ♯(mC(Π) ∩ Z Π ) holds for any positive integer m. This is proved by using the transfer map φ, which is the map φ : O(Π) → C(Π) defined as follows:
This φ gives a bijection between O(Π) and C(Π) ( [12, Theorem 3.2] ).
In what follows, we regard O(Π) and C(Π) as rational polytopes in M R . In particular, O(Π) ∈ Q M and C(Π) ∈ Q M . The following is the main theorem of the paper. Proof. For each p ∈ Π which is not minimal in Π, let w p := −e p , F p = conv({−e p ′ | p ′ is covered by p}) and let ϕ p := ϕ wp,Fp , where e p for p ∈ Π denotes the p-th unit vector of R Π . Our proof consists of three steps:
(i) For each q ∈ Π, we have
(ii) We see that
where stands for the composition of ϕ q 's and an order of its compositions should be "from top to bottom", more precisely, ϕ p ′ appears after ϕ p if and only if p ′ ≺ p. First, we prove (i). By definition of ϕ q (see Definition 3.1), we see that
Next, the statement of (ii) can be verified from the order of the composition q∈Π ϕ q and the observation that ϕ q changes only the entry x q of (x p ) p∈Π .
Finally, we prove (iii). By the definition of O(Π) and the order of the composition q∈Π ϕ q , for each intermediate step, the image of each vertex satisfies one of the following: for p, p ′ ∈ Π such that p ′ is covered by p, x p = x p ′ = 1 or x p = 1, x p ′ = 0 or x p = x p ′ = 0. This implies that the image of each vertex is always a (0, 1)-vector. Hence, the convexity follows.
Remarks on generalizations of two poset polytopes
In this section, we mention some generalizations of Theorem 4.1 for two kinds of generalized poset polytopes. One is marked order polytopes and marked chain polytopes, and another one is enriched order polytopes and enriched chain polytopes. We will not give a precise proof in this paper, but the proof for the marked version for some certain marked posets will be given in the forthcoming paper [5] . 5.1. Marked poset polytopes. Ardila-Bliem-Salazar [2] introduced the "marked version" of two poset polytopes. Let us recall the notions of marked order polytopes and marked chain polytopes. Let Π be a poset equipped with a partial order ≺ and let A ⊆ Π be a subset of Π such that A contains all minimal elements and maximal elements in Π. Let λ = (λ a ) a∈A ∈ R A be a vector such that λ a ≤ λ b whenever a ≺ b in Π. We call the triple ( Π, A, λ) a marked poset. In [2, Definition 1.2], the marked order polytope O( Π, A, λ) and the marked chain polytope C( Π, A, λ) of a marked poset ( Π, A, λ) are defined as follows:
Note that for a poset Π, by setting Π = Π ∪ {0,1}, where0 (resp.1) is the new minimal (resp. maximal) element not belonging to Π, and A = {0,1} and λ = (λ0, λ1) = (0, 1), we see that the marked order polytope O( Π, A, λ) (resp. C( Π, A, λ)) is nothing but the ordinary order polytope O(Π) (resp. the ordinary chain polytope C(Π)).
In [2, Theorem 3.4], the transfer map φ is provided between marked order polytopes and marked chain polytopes, which is a natural generalization of the transfer map φ for ordinary poset polytopes. Hence, we expect a similar result to Theorem 4.1 on marked poset polytopes. However, there is an example of a marked poset such that its transfer map φ can never be piecewise-linear even if we apply any parallel translation.
On the other hand, for some certain class of marked posets, we can obtain the similar result to Theorem 4.1 for marked poset polytopes. In the forthcoming paper [5] , it will be precisely proved that Gelfand-Tsetlin polytope, which is a special kind of marked order polytopes, and Feigin-Fourier-Littelmann-Vinberg polytope, which is a special kind of marked chain polytopes, are combinatorially mutation-equivalent in M R after certain parallel translation.
5.2.
Enriched poset polytopes. Recently, Ohsugi-Tsuchiya introduced the enriched version of two poset polytopes. Let us recall the notions of enriched order polytopes [10] and enriched chain polytopes [9] . For a subset X ⊆ Π and ε = (ε p ) p∈Π ∈ {±1} Π , let e X := p∈X e p and let e ε X := p∈X ε p e p . For a poset filter α in Π, let α min be the set of minimal elements of α and let α c min = α \ α min . The enriched order polytope [10] and the enriched chain polytope [9] are defined as follows: where J (Π) (resp. A(Π)) denotes the set of all poset filters (resp. antichains) of Π. By Soichi Okada [11] , it is confirmed that there is a transfer map between enriched order polytopes and enriched chain polytopes. We can prove that the enriched version of the transfer map for enriched poset polytopes can be also described as the composition of ϕ w,F 's for some certain w's and F 's. Namely, O (e) (Π) and C (e) (Π) are combinatorially mutation-equivalent in M R .
