We present a finite difference method for a general class of nonlinear singular two-point boundary value problems. The order of convergence of the method for such a general class of problems is higher than the previous reported methods. The method yields a fourthorder convergence for the special case p(x) = w(x) = x α , α ≥ 1.
Under these assumptions, it was shown in [8] that the boundary conditions assumed here are possible and problem (1.1) has a unique solution y(x) which is absolutely continuous on [0, 1] .
Singular boundary value problems occur in many applications such as transport processes, thermal explosions, and electrohydrodynamics. (References are given in [4] .)
Standard numerical methods exhibit loss of accuracy or even lack of convergence when applied to singular problems. (For more details please see [5, 9] .)
There have been many numerical methods proposed for solving special cases of the nonlinear problem (1.1). In particular, for the case w(x) = p(x) = x α , 0 < α < 1, Chawla and Katti [2] constructed a second-order three-point finite difference method. In [3] , the method is extended to α ≥ 1. Later, Chawla et al. [4] constructed a fourthorder method for α ≥ 1.
For the linear problem, Abu-Zaid and El-Gebeily [1] generalized the method in [3] to w(x) = p(x). Recently, El-Gebeily and Abu-Zaid [7] relaxed this requirement and several other assumptions, however, the order of convergence of their scheme is at most 2.
We construct a higher-order method for the nonlinear problem (1.1). Unlike the previous treatment, this method is designed to work for general p and w which are not even required to be smooth. The higher order of convergence is obtained by approximating the function g by a quadratic interpolating polynomial. This method is fourth order for the case p(x) = w(x) = x α , α ≥ 1, and at least third order for the class of problems considered in [1] . Quadrature methods can also be used to set up the integrals associated with this method. So, knowledge of the exact integrals is not necessary (except for those integrals that involve singularities). We start by constructing the finite difference method. Then we analyze the error and find the rate of convergence. Finally, we present some numerical examples.
Exact discretization of the problem.
In this section, we present the exact discretization of (1.1). We first introduce special sets of basis functions that we use for the discretization. Then we get a system of equations for the exact solution at the mesh points. Our working space is the space of continuous functions on the interval [0, 1].
Let π = {0 = x 0 < x 1 < ··· < x N = 1} be a given partition of the interval [0, 1]. We associate two sets of basis functions with the nodes x 1 ,x 2 ,...,x N−1 of this partition:
(1) the set U 1 ,U 2 ,...,U N−1 given by
where
and zero outside I k . We assume that
This assumption is satisfied by many standard problems. For example, one can show, by direct calculations, that this is the case when
Let ᏼ k be the projection
for some ξ k ∈ I k . By multiplying both sides of (1.1) by U k , k = 1,...,N − 1, and integrating over the
where ·, · is defined by
If y is a solution of the boundary value problem (1.1), then our assumptions on the functions p, g, w imply that (py ) is integrable. Hence, integration by parts is justified in our case. It can be easily checked that the integrals in the left-hand side of system (2.7) take the more explicit form
for k = 2,...,N − 1, where y i = y(x i ). Also, by introducing the projections ᏼ k into system (2.7), we get
with
involves the unknown value of the solution at x = 0. We will deal with this difficulty later. It is known (see [8] ), however, that y 0 exists and is finite under our assumptions. In matrix form, system (2.7) can be written as
(2.14)
, following the same derivation in [7] , we can show the following identity:
In particular, at the singular point x = 0, identity (2.15) reduces to
which can also be written as
for some ξ ∈ (x, x 1 ). Now, by using (2.17) and (2.19), we get the identity
3. Numerical method and error analysis. The setup carried out in Section 2 indicates that we intend to obtain a numerical method by truncating the remainder term R in (2.12). However, one difficulty remains which is, how to obtain the value of g 0 . To overcome this difficulty we notice that the basis function U 1 (x) is always unity on the interval [0,x 1 ]. This means that we may use an approximate value of y 1 ,ȳ 1 , as an approximate value for y 0 , and thus approximate g 0 = g(0,y 0 ) byḡ 0 = g(0,ȳ 1 ). The fact that this approximation does not affect the overall order of the method remains to be shown.
Using this approximation of g 0 and truncating the remainder term R in (2.12), we obtain a numerical method that determines an approximationȲ
Then, the approximate valueȳ 0 of y 0 is calculated usinḡ
For the error analysis, let 
T E = L G(Y ) − G(Ȳ ) + B(Y ) − B(Ȳ ) + R. (3.3)
Using the integral form of the mean value theorem, we write
, where
For the term B(Y ), we write an error representation as follows: Hence, the error equation (3.3) can be rewritten as
Note that the entries of D as well as d 0 are nonpositive since g y ≤ 0. The matrix T has the following properties:
(1) T is tridiagonal and diagonally dominant, (2) the diagonal elements are positive, (3) t k t k+1 > 0, for k = 1,...,(N − 2). It follows from these properties that T is irreducible and thus T is irreducibly diagonally dominant (see [10, pages 47-55] ). Moreover, since the off-diagonal elements are nonpositive, T is an M-matrix.
From (2.4), we have L ≥ 0. This implies that LD ≤ 0 and F ≤ 0. Therefore,
for k = 1, 2,...,N − 1, since | ik | ≤ 1. It follows that for h = max 0≤k≤N−1 {x k+1 − x k } sufficiently small, the off-diagonal elements of T dominate the corresponding elements of LD. Hence, for sufficiently small h, T − LD − F is an M-matrix and thus [10] ). Therefore, we have 10) where the matrix T −1 = (τ kj ) is given by
It follows from (2.6) that for 1
and thus
Since the first row of T −1 includes the largest element in each column, it follows from Lemma A.2 that 
and from (2.15) and Lemma A.1,
The last equality holds because the first term in the previous equality is dominated by the second term.
It follows from (3.13) and (3.17) that the order of the error in scheme (3.1) is
As for the error in computing y 0 , we have from (2.20), (3.2), and (3.15)
Thus we have proved the following theorem. 
Theorem 3.1. Under the assumptions (A1), (A2), (A3), (A4), (A5), and (2.4), the finite difference scheme (3.1) and (3.2) converges uniformly to the solution of (1.1) with order of convergence of at least
This results in the extra error term We end this section with a discussion of the question of existence and uniqueness of solutions of system (3.1). The result is best stated as a lemma. Lemma 3.6. System (3.1) has a unique solution.
Proof. The proof uses the theory of monotone operators (see [6] ). We begin by showing that the matrix T is positive definite. Let V be the linear vector space generated by the basis functions
Standard theory for Newton's method and our assumptions (A1), (A2), (A3), (A4), and (A5) guarantee that the iterations (3.28) converge if the initial guess is sufficiently close to the true solution of (3.1).
Examples.
In this section, we provide two numerical examples. The first example shows that with our scheme, we get a higher-order convergence than the scheme in [7] for a linear problem. In the second example, we solve a nonlinear problem. The exact solution is y(x) = cos(π x/2) and the order of convergence, according to the scheme in [7] , is O(h ln h). Numerical results using the new scheme are shown in Table 4 .1. The results show that the order of the convergence of the relative error is about 3.6. The exact solution is y(x) = cos(π x/2). The results are shown in Table 4 .2. The order of the convergence of the relative error is about 2.7. 
