In a previous work we proposed to enhance the performance of FARC-HD fuzzy classifier in multi-class classification problems using decomposition strategies. This synergy was further improved by introducing n-dimensional overlap functions in the learning algorithm and the inference of FARC-HD instead of the product t-norm.
Introduction
There are multiple techniques to solve classification problems in the field of pattern recognition. Among them, Fuzzy Rule-Based Classification Systems (FRBCSs) [1] offer very good performance whilst providing interpretable models by using linguistic labels in their rules.
In classification, two different types of problems can be differentiated depending on the number of classes considered: binary (two classes) and multiclass problems (more than two classes). Normally, facing a multi-class problem is more difficult due to the the higher complexity of the definition of decision boundaries. One way of addressing multiclass problems is applying decomposition strategies [2, 3] , which divide the original problem into easierto-solve binary ones that are faced by independent binary classifiers called base classifiers.
Among decomposition strategies [3] , One-vs-One (OVO) and One-vs-All (OVA) are the most commonly used ones. In OVO scheme the original problem is divided into as many binary sub-problems as possible pairs of classes, whereas in OVA as many sub-problems as classes in the original one are considered. In both strategies each binary problem is solved by an independent base classifier. When classifying a new instance, all base classifiers are queried and their outputs are combined to make the final decision. This technique usually works better than addressing the problem directly [2, 4, 5] .
In our previous work [6] , we proposed to apply decomposition strategies to improve the performance of FARC-HD fuzzy classifier [7] in multi-class problems. We showed that the outputs provided by FARC-HD are not suitable for the aggregation process carried out in decomposition techniques, due to the usage of the product to model the conjunction. The reason is that, when aggregating small values, the values returned by the product have a low variation and tend quickly to zero. This effect is even more accentuated when the number of arguments increases, penalizing those rules with more antecedents.
In order to solve these problems, the concept of n-dimensional overlap function was introduced aiming at modeling the conjunction in the fuzzy rules of FARC-HD. These functions produce outputs with a higher variation and without depending on the number of arguments, providing a significant improvement when applying decomposition strategies.
In this work, we extend this methodology to another state-of-the-art fuzzy classifier such as FU-RIA [8] , since it is one of the most accurate fuzzy classifiers in the literature and its rule structure is clearly different from that of FARC-HD. In this manner, we study the behavior of n-dimensional overlap functions when using FURIA algorithm. To do so, we have adapted the Fuzzy Reasoning Method (FRM) of FURIA to apply these functions. We have tested this adaptation when facing directly multi-class problems as well as when it is applied as base classifier in OVO and OVA schemes.
In order to achieve well-founded conclusions, we carry out an empirical study considering twenty numerical datasets from the KEEL dataset repository [9] and we support the results obtained using nonparametric statistical tests, as suggested in the specialized literature [10] . In this study, we analyze the influence of n-dimensional overlap functions in the baseline FURIA and when it is used as base classifier for both OVO and OVA decomposition strategies. More specifically, we study the effect of these functions on both the final performance and the rule base. All the results obtained by this new combination have been compared against those obtained with FARC-HD.
The structure of this contribution is as follows. A brief explanation of FURIA and FARC-HD fuzzy ) classifiers is shown in Section 2. Section 3 describes OVO and OVA decomposition strategies, along with the two aggregation strategies for OVO considered in this work. In Section 4 we recall the concept of ndimensional overlap functions and we describe the adaptation of the FRM performed to use these functions. The experimental framework and the analysis of the results obtained are presented in Section 5. Finally, in Section 6 we draw the conclusions.
Fuzzy Rule-Based Classification Systems
In order to generate the knowledge base, a fuzzy rule learning algorithm is applied using a training set D T composed of P labeled examples x p = (x p1 , . . . , x pn ), p = {1, . . . , P }, where x pi is the value of the i-th attribute (i = {1, 2, . . . , n}) of the p-th training example. Each example belongs to a class y p ∈ C = {C 1 , C 2 , ..., C m }, where m is the number of classes of the problem.
In the rest of this section we describe the two FRBCSs considered in this work, that is, FARC-HD (Section 2.1) and FURIA (Section 2.2).
FARC-HD
FARC-HD (Fuzzy Association Rule-based Classification model for High-Dimensional problems) [7] is a fuzzy association rule-based classifier. The rule structure used by FARC-HD is the following:
Rule R j : If x 1 is A j1 and . . . and x nj is A jnj then Class = C j with RW j (1) where R j is the label of the j-th rule, x = (x 1 , . . . , x n ) is a vector representing the example, A ji ∈ L i is a linguistic label modeled by a triangular membership function (where
is the set of linguistic labels for the i-th antecedent, being l the number of linguistic labels in this set), C j is the class label and RW j is the rule weight computed using the certainty factor defined in [11] . The learning algorithm of FARC-HD is composed of three steps: (2) 2. Association degree. The association degree of the example x p with each rule in the rule base is computed.
3. Confidence degree. The confidence degree for each class is computed.
4. Classification. The class that obtains the highest confidence degree is predicted.
FURIA
FURIA (Fuzzy Unordered Rule Induction Algorithm) [8] is an extension of RIPPER algorithm [12] that makes use of fuzzy rules instead of conventional rules. The rule structure in FURIA is as follows:
and . . . and x nj is A
I jnj
then Class = C j with RW j (6) where A I ji is a trapezoidal membership function corresponding to the variable i defined as
ji ) the lower and upper bounds of the core and the support, respectively. In this case, RW j is computed using the m-estimate for m = 2 [13] . Note that, in contrast to FARC-HD, each trapezoidal membership function is specific to each antecedent.
The learning algorithm of FURIA is composed of the following stages:
Learn a rule set for each class using RIPPER
algorithm. This phase is divided into the building and the optimization phase.
Fuzzification of rules generated by RIPPER.
The interval representing each antecedent is replaced by a trapezoidal membership function (Eq. (6)) applying a greedy algorithm. To do so, the quality of each fuzzification is computed in terms of rule purity. We must remark that the rule purity is obtained by adding the membership degrees of positive and negative instances to the antecedent, and thus no t-norm is involved in this step.
When classifying a new example, FURIA applies the same FRM as FARC-HD (Eq. (2)- (5)), but using trapezoidal membership functions (µ A I ji ) instead of triangular ones. If the example is not covered by any rule, a rule generalization process (stretching) is performed.
Decomposition strategies
Decomposition strategies [3] divide the original multi-class problem into binary problems, which are faced by independent base classifiers. These strategies are valid both for classifiers that only work with two classes and those with multi-class support. Even in the latter case, better results are obtained when decomposition strategies are applied [2] .
One-Versus-One (OVO) strategy
OVO strategy divides the original m class problem into m(m − 1)/2 binary sub-problems (all possible pairs of classes). Each binary problem is faced by an independent base classifier which distinguishes a pair of classes {C i , C j }. In order to classify a new example, all base classifiers are queried and each one returns a pair of confidence degrees r ij , r ji ∈ [0, 1] in favor of classes C i and C j , respectively. These outputs are stored in the score-matrix R:
Since each binary sub-problem is addressed by an independent base classifier, we need to normalize the score-matrix R to obtain a new one,R, in which all confidence degrees are within the same range of values:
Finally the outputs of base classifiers are aggregated and the predicted class is obtained. In this work we consider two well-studied aggregation methods in the literature:
• Voting strategy (VOTE) [14] . Each base classifier gives a vote for its predicted class. The class having the largest number of votes is given as output:
where s ij is 1 ifr ij >r ji and 0 otherwise.
• Non-Dominance criteria (ND) [15] . The scorematrix is considered as a fuzzy preference relation. Then the non-dominance degree is computed, being the winning class the one with the highest value:
r ji (10) where R is the strict score-matrix (after normalization).
One-Versus-All (OVA) strategy
OVA decomposition divides an m class problem into m binary sub-problems. Each binary sub-problem is addressed by an independent base classifier which distinguishes one of the classes from the remaining ones, learning the model using all examples of the training set. In this manner, the examples of the class to be distinguished are considered as positives, whereas the rest are labeled as negatives. When classifying a new example, all base classifiers are queried and each one returns a confidence degree r i ∈ [0, 1] in favor of the class C i . These outputs are stored in the score-vector R:
For the same reason as in OVO, we need to normalize the score-vector with respect to the confidences obtained by each classifier for the negative class (stored in another score-vector R). Once we obtain both vectors, the normalized score-vector (R) is computed as follows.
Finally, the class with the highest confidence will be predicted.
Adapting the FRM of FURIA to model the conjunction with n-dimensional overlap functions
In this work we study the behavior of n-dimensional overlap functions in FURIA and we compare it with that obtained in FARC-HD. First, we recall the definition of n-dimensional overlap function.
with n ≥ 2 is a n-dimensional overlap function if the following properties hold: Since n-dimensional overlap functions fulfill similar properties to those of t-norms, we can apply overlap functions to model the conjunction, as shown in our previous work [6] . In this contribution, we propose to adapt the FRM of FURIA using these functions. Due to the fact that FURIA applies the same FRM as FARC-HD, the adaptation carried out in FURIA is the same as that performed in FARC-HD. In this manner, we replace the product used in the computation of matching (2) and association (3) degrees by a n-dimensional overlap function:
• Matching degree:
• Association degree:
We must remark that, contrary to FARC-HD, this adaptation does not affect the learning process of FURIA, because it does not make use of the inference in the learning process.
In this work we have considered five different ndimensional overlap functions:
• Product (PROD): The returned value is the product of input values. It recovers the original case of FARC-HD and FURIA.
• Minimum (MIN): Returns the minimum of input values. This is a t-norm as well, but unlike the product, the minimum satisfies the idempotency property.
• Harmonic mean (HM): The returned value is the harmonic mean of input values if all of them are different than zero and 0 otherwise.
• Geometric mean (GM): Returns the geometric mean of input values.
• Sine (SIN): This overlap function returns higher values than means.
where α ≤ 1 2n . In the experiments carried out in Section 5, we take α = 1 2n .
Among the considered overlap functions, first we have the product and the minimum as representative of t-norms, where the minimum satisfies the idempotency property. Then, we consider the harmonic and geometric means, which return higher values than t-norms and they also satisfy the idempotency. Finally, we have the SIN, whose outputs are greater than those of the means.
In Fig. (1a) we can observe the values returned by each overlap function when aggregating a value with 1, whereas Fig. (1b) shows the values returned when aggregating a value with itself.
Experimental study
The two main objectives of the experimental study are the following:
1. To analyze the performance of n-dimensional overlap functions in both baseline FURIA and decomposition strategies, comparing it with that obtained in FARC-HD.
2.
To compare the impact of n-dimensional overlap functions on the rule base of FURIA and FARC-HD.
In the remainder of this section we present the experimental framework (Section 5.1), the analysis of the performance of each method (Section 5.2), and the impact on the rule base (Section 5.3).
Experimental framework
In order to carry out the experimental study we have considered twenty datasets selected from the KEEL dataset repository [9] . In Table 1 , we present a summary of the features of all datasets, indicating for each one the number of examples (#Ex.), number of attributes (#Atts.), number of numerical (#Num.) and nominal (#Nom.) attributes, and the number of classes (#Class.). We have used a 5-fold stratified cross-validation model, i.e., we randomly split the dataset into five partitions of data, each one containing 20% of the examples, and we employed a combination of four of them (80%) to train the system and the remaining one to test it. Additionally, in each partition we consider three different seeds for the execution of each method. In order to correct the dataset shift (when the training and test data do not follow the same distribution [16] ), we have used the Distribution Optimally Balanced Cross Validation procedure [17] , instead of the commonly used crossvalidation.
In order to support the quality of the methods we apply non-parametric statistical tests [10] . More specifically, we use the Wilcoxon rank test to compare two methods, the Friedman aligned ranks test to check whether there are statistical differences among a group of methods and the Holm post-hoc test to find the algorithms that reject the null hypothesis of equivalence against the selected control method.
The configuration used for FARC-HD and FU-RIA are the ones recommended by the authors:
• FARC-HD: 5 labels for each fuzzy partition, the maximum tree depth is 3, minimum support of 0.05, minimum confidence of 0.8, populations formed by 50 individuals, 30 bits per gene for the Gray codification and a maximum of 20000 evaluations.
• FURIA: 2 optimizations and 3 folds. Table 2 shows the average accuracy rate obtained in testing by FARC-HD and FURIA. As we can observe, the results obtained by each baseline classifier along with those achieved when they are used with both OVA scheme and the two aggregation strategies of OVO model (OVO N D and OVO V OT E ) are presented. We show the performance of the five overlap functions (PROD, MIN, HM, GM, SIN) for each method, where the result of the best overlap function is highlighted in bold-face. In order to study the differences among the overlap functions used in this work, we carry out the Aligned Friedman test and the Holm post-hoc test, whose results are shown in Tables 3 and 4 . These are grouped in columns according to the method used to perform the comparison and in rows according to the considered overlap function. The Next, we analyze the behavior of n-dimensional overlap functions in baseline FARC-HD and FU-RIA, as well as when decomposition strategies are applied in each of them.
Analysis of the performance of n-dimensional overlap functions
• FARC-HD -Baseline: Table 2 shows that the five overlap functions obtain similar results when executing the baseline FARC-HD algorithm. This situation is confirmed by the results obtained in the Aligned Friedman test shown in Table 3 , where there are no statistical differences among these functions. The reason is that FARC-HD is able to maintain the classification accuracy when using overlap functions, due to the fact that they are involved in all stages of the learning process and the generated rules are general enough to retain the discrimination capability.
-OVO and OVA models: looking at Tables 2  and 3 , we observe that the greater the overlap function is, the better the results obtained are (even though the GM is greater than the HM, both of them return similar values). However, the SIN does not provide a good performance as it can return a value which is greater than all the input values, losing part of the discrimination capability. Thus, the overlap functions that obtain the best results in almost all cases are those returning the highest values preserving the idempotence property. As we can observe, this algorithm is able to take advantage of the confidences provided by overlap functions, since the classification accuracy is maintained when using these functions in the baseline FARC-HD, as shown in [6] .
• FURIA -Baseline: according to Tables 2 and 4 , the results obtained by all overlap functions are similar when using FURIA (except with the SIN). This is because overlap functions are not involved in the learning algorithm of FURIA, since all rules are generated by RIPPER and the subsequent fuzzification process does not apply any t-norm. Therefore, the rules generated when using different overlap functions are the same. Moreover, the highly adjusted trapezoidal membership functions (whose optimization is not performed using t-norms) used by FURIA return high membership degrees, and hence the values returned by different overlap functions when aggregating large values are more similar (see Fig. 1a and 1a ).
-OVO and OVA models: Tables 2 and 4 show that both OVO and OVA models obtain similar results when using different overlap functions. Although FURIA maintains the classification accuracy when using these functions, the confidences provided by all of them are very similar due to the highly adjusted trapezoidal membership functions, as previously explained. The exception is the SIN, due to the same reasons as in the case of FARC-HD. Table 5 shows the average number of antecedents by rule and the average number of rules for each baseline FRBCS, OVA and OVO models (using as base classifier the same FRBCS).
Impact of n-dimensional overlap functions on the rule base
As we can observe in Table 5 , in the case of FARC-HD, the usage of a greater overlap function implies a growing trend in the number of rules, which is necessary to maintain the discrimination capability. On the other side, the number of antecedents is similar in all overlap functions, even though there is an upward trend when using greater overlap functions.
In FURIA, however, overlap functions are not involved in the learning process and consequently the rules generated are the same for all overlap functions, as shown in Table 5 .
Regarding the differences between baseline and decomposition strategies, Table 5 clearly shows that the rule base becomes simpler when decomposition strategies are applied. Since these strategies divide the original problem into easier-to-solve binary subproblems, a lower number of rules and antecedents is needed to solve each sub-problem. In the same manner, the rule base in OVO is simpler than in OVA because OVO scheme considers only the examples of two classes while OVA takes into account all examples in the training set, increasing the complexity of the decision boundary definition. 
Conclusions
The motivation of this work arises from the significant improvement found in FARC-HD when combining n-dimensional overlap functions and decomposition strategies. Specifically, we have extended this methodology to FURIA with the aim of understanding the behavior of these functions in a different FRBCS.
We have shown that FURIA is not able to take advantage of the benefits provided by n-dimensional overlap functions. Contrary to FARC-HD, although FURIA preserves the classification accuracy when applying overlap functions, the highly adjusted fuzzy intervals return membership degrees that are likely to be 0 or close to 1. This implies that the differences among the values returned by different overlap functions are smaller, and hence the behavior of all overlap functions is similar in FURIA.
Besides the performance, we have analyzed the effect of n-dimensional overlap functions on the rule base of FURIA. We have shown that the rule base of this FRBCS is not affected by the usage of these functions, since they are not involved in its learning process.
