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Abstract
The linear regression model can be used even when the true regression function is not lin-
ear. The resulting estimated linear function is the best linear approximation to the regression
function and the vector β of the coefficients of this linear approximation are the projection
parameter. We provide finite sample bounds on the Normal approximation to the law of the
least squares estimator of the projection parameters normalized by the sandwich-based standard
error. Our results hold in the increasing dimension setting and under minimal assumptions on
the distribution of the response variable. Furthermore, we construct confidence sets for β in the
form of hyper-rectangles and establish rates on their coverage accuracy. We provide analogous
results for partial correlations among the entries of sub-Gaussian vectors.
1 Introduction
Linear regression is a ubiquitous technique in applied statistics. In much of the classic and recent
literature in regression, the theoretical study of ordinary least squares (OLS) estimation has focused
primarily on the well-specified case, where the observations are obtained from a model postulating
a linear regression function. Although widely studied in the statistical and econometric literature,
the properties of the OLS estimator for inference in non-standard settings has gained attraction
only relatively recently (Buja et al., 2019a,b; Kuchibhotla et al., 2018a).
In this paper, we study the finite-sample theoretical properties of the OLS estimator, such as
estimation error and approximation error to a normal distribution, under minimal assumptions on
the data generating distribution and in high-dimensional settings in which the dimension d of the
covariates may grow with the sample size n in such a way that d “ opnq. In particular, we focus on
misspecified regression models in which the regression function is not linear. Specifically, we adopt
the standard regression setting, in which we observe an i.i.d sample pX1, Y1q, . . . , pXn, Ynq from an
unknown distribution P on Rd ˆ R, where Xi is the d-dimensional vector of covariates and Yi the
response variable for the ith sample point. We are interested in providing inferential guarantees for
the best linear approximation to the regression function x P Rd ÞÑ ErY |X “ xs, which may take
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any form. When the underlying distribution P admits a second moment, it is well known (see, e.g.
Buja et al., 2019a) that, even in misspecified models and regardless of true underlying relationship
between the covariate and the response variables, the best (in L2 sense) linear approximation to
the regression function is well-defined. It is equal to the linear function x ÞÑ xJβ, where β P Rd is
any solution to the optimization problem
β “ argmin
bPRd
ErpY ´ bTXq2s,
with pX,Y q „ P . When the Gram matrix Σ “ ErXXJs of the covariate vector is invertible, the
solution is unique and is given by the vector of projection parameters
β “ Σ´1Γ, where Γ “ ErY Xs P Rd.
Making inferential statements on β in these assumption-lean settings (Buja et al., 2019a), i.e. with
random covariates and without a true underlying linear model, is an exceedingly common task
in applied regression. However, as elucidated in Buja et al. (2019a), in this case it is necessary to
apply appropriate modifications to standard theory and methods in order to obtain valid asymptotic
conclusions, even in fixed-dimensional settings. In particular, it is essential to deploy the sandwich
estimator (White, 1980; Buja et al., 2019a) of the variance of the ordinary least squares estimators.
In this paper we follow the assumption-lean framework put forward by Buja et al. (2019a),
Kuchibhotla et al. (2018b) and Rinaldo et al. (2019) and derive novel non-asymptotic inferential
guarantees for the projection parameters that hold under minimal assumptions on the data gen-
erating distribution and in the high-dimensional regime of d increasing in (but of smaller order
than) n. The main goals of this paper are to present (1) precise high-dimensional Berry-Esseen
bounds for the Normal approximation to the law of the OLS estimator pβ of β (normalized by the
sandwich standard error) under weak assumptions, (2) finite sample bounds on the accuracy of the
coverage of a simple and practicable class of confidence intervals for the entries of β and (3) similar
results for the partial correlations of the entries of sub-Gaussian vectors. The confidence sets we
consider are hyper-rectangles, which immediately imply simultaneous confidence intervals for all
the components of β.
To the best of our knowledge, our results provide the sharpest known rates for the projection
parameters under arguably the weakest possible settings considered in the literature.
Related Work
Berry-Esseen bounds for M-estimators such as ordinary least squares is a seasoned topic in statistics.
Pfanzagl (1973) and Paulauskas (1996), among others, have considered Berry-Esseen bounds for
multivariate estimators albeit without explicit focus on the dependence on the dimension. Statisti-
cal inference for linear regression models based on central limit theorems in increasing dimensions
is also a well-established topic in the statistical literature. In a series of paper, Portnoy (1984, 1985,
1986, 1988) established various types of asymptotic normal approximations in increasing dimensions
in a variety of settings. When applied to our problem, those results imply a scaling for the dimen-
sion of order d “ op?nq, assuming a correctly specified model and arguably strong assumptions.
Bickel and Freedman (1983) showed consistency of the bootstrap when d “ op?nq assuming again
a linear regression model, i.i.d. errors and deterministic covariates (see also Mammen, 1989). Un-
der more general settings, but still postulating a correctly specified linear model, Mammen (1993)
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proposed the wild (aka multiplier) bootstrap strategy (see also Liu, 1988) for linear contrasts and
proved its consistency. He and Shao (2000) (see also Welsh, 1989) established component-wise
asymptotic normality of regression parameters and of more general estimators in parametric mod-
els in increasing dimensions.
Recently, in a groundbreaking series of papers Chernozhukov et al. (2013, 2017b, 2019) have
obtained high-dimensional Berry-Esseen rates over hyper-rectangles and certain types of sparsely-
convex sets exhibiting only a poly-logarithmic dependence on the dimension (see also Norvaiˇsa and Paulauskas
(1991, Section 2)). These results, which also hold for the ordinary and multiplier bootstrap, have
been further extended by Kuchibhotla et al. (2018), Deng and Zhang (2017) (only for the bootstrap)
and then by Koike (2019a). They have seen applications in numerous statistical problems and espe-
cially in high-dimensional regression settings: see, e.g., Zhang and Zhang (2014), Wasserman et al.
(2014), Belloni et al. (2014), Chernozhukov et al. (2015b), Zhang and Cheng (2017), Dezeure et al.
(2017), Rinaldo et al. (2019) and Deng and Zhang (2017). The recent statistical literature has
produced a variety of methods for constructing confidence sets for the individual regression param-
eters (or fixed contrast thereof) in high-dimensional settings, some based on the bootstrap. See,
e.g., Javanmard and Montanari (2014), Javanmard and Montanari (2018), Ning and Liu (2017),
Zhu and Bradic (2018b,a), Cai and Guo (2017), Ren et al. (2015), Shah and Bhlmann (2018) and
Bu¨hlmann and van de Geer (2015). What set the present paper apart from much of the existing
literature on the topic is the lack of the linearity and of the sparsity assumptions and, more gen-
erally, reliance on very weak conditions on the underlying data distribution, consistent with the
assumption-lean approach.
Rinaldo et al. (2019) tackled the same misspecified settings considered in this article and formu-
lated general Berry-Esseen bounds for non-linear statistics in increasing dimensions. When applied
to the projection parameters β, the resulting rates are sub-optimal, as they require d “ opn1{5q.
For partial correlations, Wasserman et al. (2014) obtain Berry-Esseen bounds in the increasing di-
mension case. The current paper sharpens these bounds considerably and requires much weaker
assumptions.
Under the assumption-lean settings, Kuchibhotla et al. (2018b) proposed the UPoSI method-
ology for constructing simultaneous confidence sets for the projection parameters of all possible
submodels, which in turn is equivalent to post-selection inference control. For the special case of
the saturated model, UPoSI implies a confidence set for β with coverage guarantees under weaker
scaling for the dimension than the one required by the present paper, though at the cost of larger vol-
umes. We comment on the differences between our results and those of Kuchibhotla et al. (2018b)
below in Section 6.
Summary of our Contributions
The main contributions of the paper can be summarized as follows:
• Theorem 3 provides a Berry-Esseen bound on the difference between the law of pβ ´ β — nor-
malized by the standard errors from the sandwich estimator— and an appropriate Gaussian
distribution. The result is deterministic in the sense that no distributional assumptions are
imposed on the data generating process. In particular, it holds true for data that are not
i.i.d..
• Theorem 5 is our main result. Assuming independence and additional mild conditions, we
bound the error terms in Theorem 3 to derive explicit Berry-Esseen rates where the dimen-
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sion d, as well as other parameters of the underlying distribution (including the condition
number of the Gram matrix and the number of finite moments of the response variable) are
accounted for. To that effect, we apply recent high-dimensional central limit results of Koike
(2019a), and Chernozhukov et al. (2017a) for hyper-rectangles that exhibit only a logarithmic
dependence on the dimension d, albeit at the cost of a worse sample complexity of order
n´1{6 instead of the parametric rate n´1{2. Considering the case where only the dimension d
is allowed to change, and ignoring log terms for convenience, the coverage rates we derive are
vanishing provided that
d “ o
´
min
!
n1{2, npq´3q{pq´1q
)¯
where q is the number of finite moments of Y ´XTβ, assumed to satisfy q ě 4 logpnq{plogpnq´
2q. If q ě 5, this requirement reduces to d “ op?nq, a scaling that has become known
informally as the “Portnoy rate,” based on a body of work by Portnoy (1984, 1985, 1986,
1988) and others, though with different settings, techniques and assumptions. To the best
of our knowledge, this is the sharpest result in the mis-specified case. Our finite sample
bounds immediately yield practicable simultaneous confidence intervals for the projection
parameters, constructed either through a simple Bonferroni or Sˇida´k correction, or using the
bootstrap (see Theorem 8), a more laborious but sharper method. Furthermore, in all these
cases, the length of the (simultaneous) confidence intervals for the entries of the β is of order
1{?n, independently of the dimension. It is noteworthy that the final scaling requirement of
d “ op?nq is imposed to ensure consistency in the operator norm of the sandwich estimator
(see Theorem 4). We conjecture that such scaling cannot be weakened while retaining the
parametric rate of n´1{2 for accuracy. Finally, we mention that by using instead more general
high-dimensional Berry-Esseen bounds for convex sets as in Bentkus (2003); Raicˇ (2019), we
can achieve coverage rates with a root-n dependence on n but with a much worse scaling in
d, namely d “ opn2{7q.
• Leveraging these results and the mathematical relationship between partial correlations and
projection parameters, in Theorem 11 we derive a Berry-Esseen bound for the dˆd matrix of
partial correlations corresponding to a sub-Gaussian random vector X P Rd, which in turns
yield simultaneous confidence intervals for the partial correlation parameters.
Problem Formulation and Notation
Let pX1, Y1q, . . . , pXn, Ynq be a sample of n observations in RdˆR, not necessarily independent nor
identically distributed. If an intercept term is included in the regression fit, as it is customary, the
first coordinate of each covariate vector Xi is set to 1. We seek to draw inference on the projection
parameter
β “ βn :“ argmin
θPRd
1
n
nÿ
i“1
ErpYi ´XJi θq2s.
If the matrix
Σn :“ n´1
nÿ
i“1
ErXiXJi s
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is positive definite, the projection parameter is well-defined and equal to Σ´1n Γn, where Γn :“
n´1E rřni“1XiYis. When the sample points satisfy the linear model
Yi “ XJi β˚ ` ξi, i “ 1, . . . , n
where Erξi|Xis “ 0 for all i, then the projection parameter corresponds to the vector of linear
coefficients, i.e. β “ β˚. In this paper, we will not posit any relationship between the vectors of
covariates Xi and the responses. In this case, the projection parameter lacks a direct interpretation.
In the i.i.d. setting, if the response variable has finite second moment, then the projection parameter
collects the coefficient of the L2 projection of Y1 into the linear space spanned by the coordinates
of X1, i.e. X
J
1 β. See Buja et al. (2019a,b) for a discussion on interpretation of β in a mis-specified
case.
The projection parameter is traditionally estimated using the ordinary least squares (OLS)
estimator pβ “ pβn :“ argmin
θPRd
1
n
nÿ
i“1
pYi ´XJi θq2,
which corresponds to the plug-in estimator of β. Letting
pΣn :“ 1
n
nÿ
i“1
XiX
J
i and
pΓn :“ 1
n
nÿ
i“1
XiYi,
and provided that pΣn is positive definite, the ordinary least squares estimator is well-defined and
can be expressed as pβn :“ pΣ´1n pΓn.
Notation For any x P Rd and a positive-definite matrix A P Rdˆd, }x}A “
?
xJAx represents
the scaled Euclidean norm. If A is a squared matrix, diagpAq is the diagonal matrix with diagonal
elements matching those of A and if, in addition, A a positive definite (thus, a covariance matrix),
we set CorrpAq “ pdiagpAqq´1{2ApdiagpAqq´1{2 to be the corresponding correlation matrix. We
denote with Sd´1 :“ tθ P Rd : θJθ “ 1u the unit sphere in Rd.
Outline Section 2 provides the deterministic CLT for the OLS estimator normalized by an es-
timated standard deviation. Section 3 treats the case of indpendent observations and provides
explicit rate constraints on the growth of dimension d with respect to the sample size n. Section 4
provides explicit confidence sets for the projection parameter βn; we describe three methods based
on Bonferroni, Sˇida´k inequality and wild/multiplier bootstrap. Section 5 derives similar results for
partial correlations. Concluding remarks and future directions are in Section 6.
2 Central Limit Theorems using a Deterministic Inequality
In this section we establish a Berry Esseen bound for the joint law of the entries of pβ ´ β divided
elementwise by the estimated standard errors. The result is deterministic, as it does not hinge
upon any distributional assumptions on the sample. The strategy is to first obtain a deterministic
finite sample bound for the magnitude of the difference between pβ ´ β and a sample average of
natural quantities akin to evaluations of an influence function (Theorem 1). Then the effect of the
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randomness due to the use of the standard errors is bounded by comparing to the average of the
values of the influence function divided by its true standard deviation (Corollary 2). This leads
to the main result, Theorem 3. In the subsequent section we will describe minimal distributional
assumptions that will allows us to explicitly bound the error terms in Theorem 3 and derive rates
of consistency for the normal approximation. The proofs of these results are in Appendix A.
To introduce our deterministic bound, we first define the matrix
Vn :“ Var
˜
1
n
nÿ
i“1
XipYi ´XJi βq
¸
,
which corresponds to the “meat” of the sandwich variance of the OLS estimator in a mis-specified
linear models; see Buja et al. (2019a). Notice that in the above expression the variance cannot be
pushed inside the summation since the observations are not assumed independent. Throughout
this section, for any non-singular matrix A, we let κpAq “ }A´1}op}A}op be its condition number.
Theorem 1. Assume Σn and Vn to be invertible and set
DΣn :“ }Σ´1{2n pΣnΣ´1{2n ´ Id}op. (1)
If DΣn ă 1, then›››››pβ ´ β ´ 1n
nÿ
i“1
ψi
›››››
ΣnV
´1
n Σn
ď κpΣ´1{2n V 1{2n q
DΣn
p1 ´DΣn q
››››› 1n
nÿ
i“1
ψi
›››››
ΣnV
´1
n Σn
,
where
ψi :“ Σ´1n XipYi ´XJi βq P Rd, i “ 1, . . . , n.
The previous result immediately implies the following normalized point-wise bound, which also
holds deterministically.
Corollary 2. Under the same conditions of Theorem 1, we have that
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βj ´ n´1řni“1 ψijbpΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď κpΣ´1{2n V 1{2n q DΣnp1´DΣn q
››››› 1n
nÿ
i“1
ψi
›››››
ΣnV
´1
n Σn
,
where ψij represents the j-th coordinate of ψi P Rd and pΣ´1n VnΣ´1n qjj is the j-th diagonal element
of Σ´1n VnΣ
´1
n .
Note that Σ´1n VnΣ
´1
n is the variance of n
´1
řn
i“1 ψi and hence the statistics defined in Corollary 2
are normalized by their standard deviation. Corollary 2 is a deterministic inequality and can be
used to derive bounds on the Gaussian approximation for the maximum of “z-statistics”. The basic
identity is as follows: if U , W and R ą 0 are real-valued random variables such that |U ´W | ď R
almost surely, then for any ε ą 0 and any function Ψp¨q,
sup
tPR
|PpU ď tq ´Ψptq| ď sup
tPR
|PpW ď tq ´Ψptq|
` PpR ą εq ` sup
tPR
rΨpt` εq ´Ψpt´ εqs. (2)
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See Corollary 10 of Paulauskas (1996) for details. Each term on the right hand side has a nat-
ural interpretation. The first term shows how well the distribution of W is approximated by Ψ.
The second term shows the magnitude of difference between U and W . The third term measures
the distortion in Ψ because of difference between U and V . The third term corresponds to anti-
concentration. A direct application of the inequality (2) with the bound in Corollary 2 yields a
Gaussian approximation for U “ max1ďjďd |pβj ´ βj|{pΣ´1n VnΣ´1n q1{2jj . This can be seen by setting
Ψptq “ Ppmax1ďjďd |Gj | ď tq for t ě 0, where pG1, . . . , Gdq is a centered Gaussian vector with
covariance given by (4) below and V “ max1ďjďd |n´1
řn
i“1 ψij |{pΣ´1n VnΣ´1n q1{2jj . This result is, of
course, only of theoretical interest; for practical inferential purposes, we need a stronger distribu-
tional approximation result with the true standard errors replaced by their estimators. Towards
that end, let {Σ´1n VnΣ´1n be an estimator of Σ´1n VnΣ´1n and consider the event
Eηn :“
"
D
Σ
n ď
1
2
*č#
D
Σ
n
››››› 1n
nÿ
i“1
ψi
›››››
ΣnV
´1
n Σn
ď ηn
+č$&%max1ďjďd
ˇˇˇˇ
ˇˇ
gffepΣ´1n VnΣ´1n qjj
p {Σ´1n VnΣ´1n qjj ´ 1
ˇˇˇˇ
ˇˇ ď ηn
,.- ,
(3)
where ηn ą 0 is a positive number, possibly depending on n. The first two events in Equation (3)
allow us bound the right hand side of the inequality in Corollary 2, while the third event enables
us to replace pΣ´1n VnΣ´1n qjj by p {Σ´1n VnΣ´1n qjj .
Next, define
∆n :“ sup
tě0
ˇˇˇˇ
ˇˇP
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ n´1řni“1 ψijbpΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t‚˛´ Pˆmax1ďjďd |Gj | ď t
˙ˇˇˇˇˇˇ ,
where G “ pG1, . . . , GdqJ is a mean zero Gaussian vector such that
VarpGq “ Corr
˜
1
n
nÿ
i“1
ψi
¸
“ Corr `Σ´1n VnΣ´1n ˘ , (4)
and further set
ΦAC :“ sup
tě0,εą0
1
ε
P
ˆ
t ď max
1ďjďd
|Gj | ď t` ε
˙
,
as the anti-concentration constant. Then, Corollary 2 and the inequality (2) with Ψptq “ Ppmax1ďjďd |Gj | ď
tq yields the following general Berry-Esseen bound for the normalized entries of the OLS estimator.
This is the main result of this section.
Theorem 3. For any ηn ą 0,
sup
tě0
ˇˇˇˇ
ˇˇP
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjb
p {Σ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t‚˛´ Pˆmax
1ďjďd
|Gj | ď t
˙ˇˇˇˇˇˇ
ď 2∆n ` PpEcηnq ` CnpηnqηnΦAC `
d
n
,
(5)
where Eηn is the event given in (3) and Cnpηnq :“ 2κn`2κnηn`
a
2 logp2nq, with κn “ κpΣ´1{2n V 1{2n q.
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The above result is deterministic and holds with minimal assumptions on the data generating
distributions. In particular, it does not require independence or identically distributed observations.
Thus a Berry–Esseen type result for pβ can now be proved under various assumptions of dependence
among the observations, such as m-dependence and time series. Theorem 3 does not even require
the sample size n to be fixed number; in case n is a random variable (for example, a stopping time)
and pXi, Yiq are identically distributed, then the d{n term in (5) is replaced by d{Erns and Cnpηnq
is replaced by 2κn ` 2κnηn `
a
2 logp2Ernsq. In principle, this allows for n to be a stopping time
with respect to the filtration generated by pXi, Yiq, i ě 1 or just a random number independent of
pXi, Yiq, i ě 1.
As mentioned before, we took Ψptq “ Ppmax1ďjďd |Gj | ď tq in identity (2), which is arguably
a natural choice because n´1
řn
i“1 ψij{pΣ´1n VnΣ´1n q1{2jj converges in distribution to Gj for each
1 ď j ď d. There are other choices for Ψp¨q that lead to a faster rate of convergence for ∆n. Such
choices include Edgeworth expansions and moment-matching distributions. Edgeworth expansions
can be found in Bhattacharya and Rao (2010, Theorem 20.1), but the dependence on the dimension
here is not explicit. With moment-matching distributions one replaces the Gaussian vector G by
a different one which matches more than the first two moments of n´1
řn
i“1 ψij{pΣ´1n VnΣ´1n q1{2jj ;
these can be found in Boutsikas (2015) and Zhilova (2020). We leave these refined Berry-Esseen
bounds for future work.
The four terms appearing in the Berry-Esseen bound (5) of Theorem 3 capture different types
of approximations, both of deterministic and stochastic nature. Specifically, the quantity Cnpηnqηn
is a bound on the linearization error, appropriately measured in the } ¨ }
ΣnV
´1
n Σn
, stemming from
replacing pβ´β with its linear approximation n´1řni“1 ψi, and ∆n is its corresponding Berry-Esseen
bound. The term PpEcηnq collects multiple types of estimation errors: for {Σ´1n VnΣ´1n , Σ´1{2n pΣnΣ´1{2n
and for the norm of n´1
řn
i“1 ψi, which, in the i.i.d. settings studied in the next section, happens
to be of the same order of magnitude and are therefore grouped together. The presence of the
anti-concentration constant ΦAC is standard in high-dimensional Berry–Esseen type result (see,
e.g. Chernozhukov et al., 2017b), and allows to separate the effect of the estimation errors from the
choice of the value of the threshold t to produce an approximate 1´ α nominal coverage.
Under a given dependence assumption on the random vectors pXi, Yiq, 1 ď i ď n, the right hand
side of (5) is bounded as follows. For any ηn ą 0, the quantity PpEcηnq is controlled using concen-
tration inequalities for mean zero random vectors and random matrices. For independent observa-
tions, such inequalities are well-known and can be found, for example, in Ledoux and Talagrand
(1991), Einmahl and Li (2008), Vershynin (2012, 2018) and Tropp (2016). For data obeying cer-
tain types of dependence, analogous concentration inequalities can be found in Liu et al. (2013)
and Kuchibhotla et al. (2018a, Section 5 and Appendix B). Then, choosing ηn suitably so that
PpEcηnq tends to zero as n and d increase yields that CnpηnqηnΦAC “ op1q. Finally, the quantity
∆n is controlled using Berry-Esseen bounds for averages of mean zero random vectors with explicit
dependence on the dimension. This can be accomplished in more than one way. For indepen-
dent random vectors, optimal Gaussian approximation bounds holding uniformly over all convex
sets as given in Bentkus (2003) and Raicˇ (2019) would imply the requirement that d “ opn2{7q.
When the dimension d is fixed, this rate is parametric in the sample size. However, in high-
dimensional settings in which d is permitted to grow with n, such scaling is much too pessimistic
for our purposes (Norvaiˇsa and Paulauskas, 1991). Indeed, in our analysis we only require con-
vergence to standard Gaussian distribution over all symmetric rectangles (and not over the much
larger class of convex sets). In this case, we apply the recent high-dimensional Berry–Esseen
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results by Chernozhukov et al. (2017a) and Koike (2019b) (and, for dependent observations, by
Zhang and Wu, 2017) where the dependence on the dimension is only poly-logarithmic. Interest-
ingly, these bounds are sub-optimal in the fixed-dimensional case, where the implied rate would
scale as n´1{6. Recently, improvements to n´1{4 for independent sub-Gaussian random vectors are
provided in Chernozhukov et al. (2019).
3 Explicit Rates in case of Independent Observations
Theorem 3 in the previous section provides a bound on the difference between the distribution
of OLS estimator to that of the Gaussian distribution without assuming any specific dependence
structure on the observations pXi, Yiq, 1 ď i ď n. In order to derive concrete rates from this result,
it remains to construct an estimator {Σ´1n VnΣ´1n and to bound PpEcηnq for a suitable chosen ηn ą 0.
Below, we carry out this program assuming independent and identically distributed observations
and in a high-dimensional framework in which the parameters of the data generating distribution,
including its dimension, are allowed to vary with the sample size. In this case, letting pX,Y q be
identically distributed as the observations pXi, Yiq, 1 ď i ď n, we have that
Σn “ Σ :“ 1
n
nÿ
i“1
ErXiXJi s “ ErXXJs
and
Vn “ Var
˜
1
n
nÿ
i“1
XipYi ´XJi βq
¸
“ 1
n2
nÿ
i“1
VarpXipYi ´XJi βqq
paq“ 1
n
ErXXJpY ´XJβqs.
The first equality follows because pXi, Yiq, 1 ď i ď n are independent and β satisfies
řn
i“1 ErXipYi´
XJi βqs “ 0. It is interesting to note that equality (a) holds only because ErXipYi ´XJi βqs “ 0 for
all i, which does not follow if the observations are non-identically distributed. Furthermore, the
matrix Σ can be estimated by pΣn and the matrix V by the estimator
pVn :“ 1
n
ˆ 1
n
nÿ
i“1
XiX
J
i pYi ´XJi pβq2.
The final plug-in estimator of the asymptotic variance Σ´1n VnΣ
´1
n is the classical sandwich estima-
tor (White, 1980; Buja et al., 2019a): pΣ´1n pVnpΣ´1n .
For notational convenience, set
V :“ ErXXJpY ´XJβq2s and pV :“ 1
n
nÿ
i“1
XiX
J
i pYi ´XJi pβq2,
so that Vn “ n´1V and pVn “ n´1pV .
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We will impose the following, mild, assumptions on the data generating distribution. In partic-
ular, we only require moment conditions on the distribution of the response, which can therefore be
heavy-tailed. This is a significant weakening of the assumptions commonly used in the literature,
where the response variable is often assumed to have moments of all order, independently of d and
n. In contrast we only assume the response variable to have q ě 2 moments, whose values may
depend on the dimension d. As for the covariates, we assume their distribution to be sub-Gaussian,
though this could be relaxed to weaker types of light-tail behavior.
We will first bound the probability of event Ecηn for a specific ηn under the following assumptions.
(DGP) The observations pXi, Yiq P Rd ˆR, 1 ď i ď n are independent and identically distributed
(i.i.d.).
(E)(q) There exists some q ě 2 and a constant Kq P p0,8q such that´
Er|Yi ´XJi β|qs
¯1{q ď Kq ă 8, for all 1 ď i ď n.
(X-SG) There exists a constant Kx P p0,8q such that
E
«
exp
˜
|uJΣ´1{2Xi|2
2K2x
¸ff
ď 2, for all 1 ď i ď n and u P Sd´1.
(Σ-V ) There exist constants 0 ă λ ď λ ă 8 such that
λ ď λminpΣ1{2V ´1Σ1{2q ď λmaxpΣ1{2V ´1Σ1{2q ď λ.
We now provide some comments on these assumptions. Our main result, Theorem 4 below, remains
true even if the condition (DGP) is weakened by requiring the the observations to the independent
and not necessarily identically distributed. However, in this case, the parameter β will depend on
the data generating distributions in complicated ways and only satisfies the optimality condition
1
n
nÿ
i“1
ErXipYi ´XJi βqs “ 0,
with no control on the expectation of individual summands. This leads to an impossibility in
estimating the variance of n´1
řn
i“1XipYi´XJi βq, without further assumptions; see Liu and Singh
(1995) and Bachoc et al. (2020, Proposition 3.5) for details. Condition (E)(q) requires the existence
of q-th order moment of the “errors” Yi ´ XJi β and may be weakened by assuming the response
variables Yi’s’ to only have a finite q-th order moment. Indeed, observe that´
Er|Y ´XJβ|qs
¯1{q ď pEr|Y |qsq1{q ` ´Er|pΣ´1{2XqJΣ1{2β|qs¯1{q .
Now, because 0 ď ErpY ´XJβq2s “ ErY 2s ´ βJΣβ, we have }Σ1{2β} ď pErY 2sq1{2 and hence´
Er|Y ´XJβ|qs
¯ 1
q ď pEr|Y |qsq 1q ` pErY 2sq1{2 sup
aPSd´1
´
Er}pΣ´1{2XqJa}qs
¯1{q
.
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Therefore, assuming that pEr|Y |qsq1{q ď Kx ă 8 for some Kx along with condition (X-SG) implies
condition (E)(q). For the sake of readability, we do not make the dependence on the parameter
Kq in Condition (E)(q) explicit in our bounds, though it could be tracked through the constants
in our proofs, allowing in principle for a dependence of Kq on d. Condition (X-SG) is a rewording
of Kx-sub-Gaussianity of the response variables X1, . . . ,Xn and necessarily requires Kx ě 1. The
condition number assumption (Σ-V ) requires Σ and V to be of the “same order” and appears to
be unavoidable. Noting that
V “ ErXXJpY ´XJβq2s “ E “XXJErpY ´XJβq2|Xs‰ ,
we see that condition (Σ-V ) is satisfied if
λ
´1 ď inf
x
ErpY ´XJβq2|X “ xs ď sup
x
ErpY ´XJβq2|X “ xs ď λ´1,
where infx and supx should be taken as the essential infimum and supremum with respect to the
distribution of X. In particular, Condition (Σ-V ) does not rule out the possibility of vanishing
eigenvalues (in n and/or d). Again, for readability we have not made the dependence on λ and λ
explicit in our rates. Observe that κn “ κpΣ´1{2n V 1{2n q “ κpΣ´1{2V 1{2q ď
asλ{λ.
Finally, it is noteworthy that the constants Kx, λK
2
q , and λ{λ are all unitless. Hence the
dependence of our rates on these constants is unaffected by any re-scaling of the X’s or of the Y ’s.
In our first result we will derive a high-probability estimation error bounds which in turn will
yield a probability bound for the event Ecηn , as well as a choice for the threshold ηn. Because we
impose only polynomial moment assumptions on the response, these bounds are non-trivial. The
proof of the theorem, and of all the results form this section, can be found in Appendix B.
Theorem 4. Assume conditions (DGP), (X-SG), (Σ-V ). If condition (E)(q) holds for some
q ě 4 log n{plog n´ 2q, then there exists a positive constant C “ Cpq,Kx, λK2q , λ{λq ě 1 depending
only on its arguments such that with probability at least 1´ 3d{n´ 3
a
d{n, we have
DΣn ď C
a
pd` logpn{dqq{n,
D
Σ
n
››››› 1n
nÿ
i“1
ψi
›››››
ΣV ´1n Σ
ď C d` logpn{dq?
n
` Cd
1´1{p2qq
a
logpn{dq ` d1{2´1{p2qq logpn{dq
n1´3{p2qq
,
sup
θPRd
ˇˇˇˇ
ˇθJpΣ´1n pV pΣ´1n θθJΣ´1V Σ´1θ ´ 1
ˇˇˇˇ
ˇ ď C p1` d{
?
nq
p1´ 4q´1q
c
d logpedq ` log n
n
` Cd
1´1{q logpedq log n
n1´3{q
,
whenever all the quantities on the right hand side are smaller than 1{2 and we recall that DΣn is
defined in (1).
Because pVn “ n´1pV and Vn “ n´1V , the last inequality of Theorem 4 also holds with ppV , V q
replaced by ppVn, Vnq.
Note that the bounds in Theorem 4 hold only when these bounds are smaller than 1{2 which,
in particular, require that d ď ?n (because C ě 1).
The first inequality of Theorem 4 is a standard concentration inequality (see, e.g. Koltchinskii and Lounici,
2017, Theorem 1) for the average of the outer product of sub-Gaussian random vectors. The second
inequality also follows from concentration inequalities for average of zero-mean random vectors but
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because each terms Yi ´XJi β involved in the definition of ψi only has finite polynomial moments,
we require a careful use of the Fuk-Nagaev inequality of Einmahl and Li (2008). Finally, the third
inequality is more complicated because pΣ´1n pVnpΣ´1n is a non-linear function of averages of random
matrices and pβ.
Theorem 4 is possibly the first result providing a high-dimensional rate of convergence (in
operator norm) of the sandwich variance estimator under only polynomial pq ě 4 log n{plog n´ 2qq
moments on the response. In particular, if the response variable is also sub-Gaussian (and thus
has moments of all orders) and assuming a uniformly bounded condition number throughout, the
sandwich variance estimator is consistent at the usual high-dimensional rate of
a
d{n (ignoring for
simplicity log terms), holding, e.g., for covariance matrix estimation, provided that d “ Op?nq.
Substituting Theorem 4 in Theorem 3, we are now ready to state a Berry-Esseen bound for the
OLS estimator. See Appendix B for the proof.
Theorem 5 (Berry–Esseen bound under Independence). Assume conditions (DGP), (X-SG), (Σ-V ).
If condition (E)(q) holds for some q ě 4 log n{plog n ´ 2q, then there exists a constant C “
Cpq,Kx, λK2q , λ{λq depending only on its arguments such that
sup
tě0
ˇˇˇˇ
ˇˇP
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ n1{2ppβj ´ βjqbppΣ´1n pV pΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t‚˛´ Pˆmax1ďjďd |Gj | ď t
˙ˇˇˇˇˇˇ
ď C plog dq
7{6
n1{6
`C logpnq
«
d` log n?
n
` d
?
log n`?d log n
d1{p2qqn1´3{p2qq
` d log d log n
d1{qn1´3{q
ff
,
Because pVn “ n´1pV ,
n1{2ppβj ´ βjqb
ppΣ´1n pV pΣ´1n qjj “
pβj ´ βjb
ppΣ´1n pVnpΣ´1n qjj ,
for which Theorem 3 applies.
Remark 6. Theorem 5 is proved by combining Theorems 4 and 3. Note that Theorem 4 is true only
under certain constraints on d and n (in particular, d ď ?n), but Theorem 5 does not require such
constraints. The reason is that if the constraints do not hold, then the bound given in Theorem 5
becomes larger than 1 and hence the claim holds trivially.
Ignoring the log d, log n terms, the bound converges to zero if
d “ o
´
min
!
n1{2, npq´3q{pq´1q, np2q´3q{p2q´1q
)¯
, (6)
(we remark that np2q´3q{p2q´1q ě npq´3q{pq´1q for all q ě 1, so the third term in the above expression
is in fact superfluous). Provided that n, q ě 5, requirement (6) reduces to the scaling d “ op?nq,
which matches the one obtained, in different settings and based on more stringent assumptions and
techniques, by Portnoy (1984, 1985, 1986, 1987, 1988), He and Shao (2000) and Spokoiny (2012).
We point out, however, the important difference that in these and related papers, the authors prove
central limit theorems under a well-specified model (e.g., assuming a linear regression function) and
for estimators normalized by their true but unknown variance. In contrast, we prove a finite-sample
Berry-Esseen bound with an estimated variance.
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Importantly, Theorem 5 further yields that the length of the individual confidence intervals for
the entries of β are of order 1{?n, which amounts to a parametric accuracy rate, independent of
the dimension. Indeed, for any fixed t P R, the length of the interval for the jth coordinate is
2tn´1{2ppΣ´1n pV pΣ´1n q1{2jj , which is
2t?
n
b
pΣ´1V Σ´1qjj ` 2t?
n
ˆb
ppΣ´1n pV pΣ´1n qjj ´bpΣ´1V Σ´1qjj˙ “ O
˜c
pΣ´1V Σ´1qjj
n
¸
,
where the bound stems from Theorem 4, which implies, when d “ op?nq and since λ, λ, q and Kx
are of constant order, that the difference inside the parenthesis in the above equation is vanishing
in n.
In both Theorems 4 and 5, we require q ě 4 log n{plog n ´ 2q; specifically, this assumption is
used in the proof of Lemma 23 in Appendix D to demonstrate a consistency rate of the sandwich
estimator. For n large, this amounts to requiring q to be strictly larger than 4 and this conditions
seems unavoidable for the following reason. For the rates of the sandwich variance estimator in
Theorem 4, it is crucial to attain a dependence of n´1{2 on the sample size for the difference between
n´1
řn
i“1XiX
J
i pYi ´XJi βq2 and its expectation. Even if the Xi’s are univariate and bounded, the
rate of n´1{2 still requires two moments on the summands, which amounts to 4 moments on Yi´XJi β
or, equivalently, to q ě 4. Because the Xi’s are not bounded but only sub-Gaussian a requirement
of q ě 4 log n{plog n´ 2q seems unavoidable.
Remark 7 (The role of of High-dimensional Central Limit Theorems). The first term on the
right hand side of the bound given in Theorem 5 is obtained using the high-dimensional Berry-
Esseen bound of Koike (2019b) in order to bound ∆n in inequality (5). We note that, more re-
cently, Chernozhukov et al. (2019, Theorem 2.1) proved a rate of pB2n log5pdnq{nq1{4 for certain
deterministic quantities Bn. In particular, the exponent 1{6 is improved to 1{4. We could not use
Theorem 2.1 of Chernozhukov et al. (2019) because it requires sub-Gaussian summands, a condition
that does not hold under our assumption (E)(q). However, we strongly believe that the first term
in Theorem 5 can be replaced by plog7pdnq{nq1{4; this requires proving an analogue of Theorem 2.1
of Chernozhukov et al. (2019) under weaker moment assumptions which we leave for future research.
Finally, note that this improvement does not impact the requirement on the growth of the dimension
d with respect to the sample size n in Theorem 5.
Rather than deploying the high-dimensional Berry-Esseen bound of Koike (2019b), the multi-
variate CLT of Raicˇ (2019) yields a bound of Opd7{4{n1{2q for Gaussian approximation. Relatedly,
following the proof of Theorem 3, one can replace the limiting Gaussian by a different distribution
to obtain a faster rate for ∆n; see, e.g., Zhilova (2020). This strategy might provide a better rate of
convergence for the distributional approximation. However, again, this alternative strategy would
not impact the requirement on the growth of the dimension d with respect to the sample size n,
which mainly stems from the bounds in Theorem 4.
4 Confidence Sets for the Regression Parameters
In the previous section, we have proved a Gaussian approximation for the normalized least squares
estimator of the projection parameter. To obtain confidence intervals for the coordinates of the
projection parameter we further need to know the quantiles of max1ďjďd |Gj |. In the current
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section, we provide three solutions to this issue. The first two solutions are conservative and
are based on Bonferroni and Sˇida´k inequalities. The final way is asymptotically exact and uses
multiplier bootstrap.
4.1 Bonferroni and Sˇida´k Method
We have proved that
sup
tě0
ˇˇˇˇ
ˇˇP
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ n1{2ppβj ´ βjqbppΣ´1n pV pΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t‚˛´ Pˆmax
1ďjďd
|Gj | ď t
˙ˇˇˇˇˇˇ ď rn,
for some rate rn and mean zero Gaussian random vector G P Rd with unit variance on each
coordinate. Taking t “ zα{p2dq, where zγ represents the p1´γq-th quantile of the standard Gaussian
distribution, by symmetry and the union bound we get that
P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ n1{2ppβj ´ βjqbppΣ´1n pV pΣ´1n qjj
ˇˇˇˇ
ˇˇ ď zα{p2dq‚˛ě Pˆmax
1ďjďd
|Gj | ď zα{p2dq
˙
´ rn
ě p1´ αq ´ rn.
Alternatively, we can sharpen the Bonferroni confidence regions by using instead Sˇida´k’s inequal-
ity (Sˇida´k, 1967, Corollary 1), which implies that, for all t ą 0,
P
ˆ
max
1ďjďd
|Gj | ď t
˙
ě
dź
j“1
Pp|Gj | ď tq.
Thus,
P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ n1{2ppβj ´ βjqbppΣ´1n pV pΣ´1n qjj
ˇˇˇˇ
ˇˇ ď zp1´p1´αq1{dq{2‚˛ě p1´ αq ´ rn.
For any d ě 1, α P r0, 1s, we have 1 ´ p1 ´ αq1{d ě α{d and hence, zp1´p1´αq1{dq{2 ď zα{p2dq. Thus,
the confidence sets based on Sˇida´k’s method are always smaller than the ones based on Bonferroni’s
adjustment and should be preferred. The preference of Sˇida´k’s method over Bonferroni’s and its
possible use have been discussed in Westfall and Young (1993) and Drton and Perlman (2004).
4.2 Bootstrap
The confidence sets described in the previous section can be conservative because they do not
take into account the correlation structure of G “ pG1, . . . , GdqJ. Recall that pG1, . . . , GdqJ has a
normal distribution on Rd with mean zero and unknown covariance matrix given by corrpΣ´1n VnΣ´1n q.
Hence one way to find the quantiles of max1ďjďd |Gj | is to generate Guassian random vectors from
the distribution
Ndp0, corrppΣ´1n pVnpΣ´1n qq
and use the sample quantiles of the maximum norm of these random vectors. This procedure is
equivalent to the multiplier bootstrap which is given the following pseudocode:
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1. Define the estimated “score” vectors
pψi :“ pΣ´1XipYi ´XJi pβq P Rd, 1 ď i ď n.
From the definition of pβ, we have řni“1 pψi “ 0.
2. Fix the number of bootstrap samples B ě 1. For each 1 ď b ď B, generate random vectors
e
pbq
i
iid„ Np0, 1q, 1 ď i ď n and compute the bootstrap statistics
Tb :“ max
1ďjďd
|n´1řni“1 epbqi pψi,j|b
ppΣ´1n pVnpΣ´1n qjj .
Conditionally on the data Dn :“ tpXi, Yiq : 1 ď i ď nu, the vector¨˝
n´1
řn
i“1 e
pnq
i
pψi,jb
ppΣ´1n pVnpΣ´1n qjj : 1 ď j ď d‚˛
J
has a normal distribution with mean zero and variance given by corrppΣ´1n pVnpΣ´1n q. This follows
from the fact that pΣ´1n pVnpΣ´1n “ 1n2
nÿ
i“1
pψi pψJi .
The following result proves that the empirical distribution of Tb, 1 ď b ď B approximates the distri-
bution of max1ďjďd |Gj | and hence provides an approximation to the distribution of max1ďjďd |n1{2pβj´
βj |{ppΣ´1n pV pΣnq1{2jj . The proof is given in Appendix B.
Theorem 8 (Consistency of Multiplier Bootstrap). Under the assumptions of Theorem 5, for every
B ě 1, we have
sup
tě0
ˇˇˇˇ
ˇ 1B
Bÿ
b“1
1tTb ď tu ´ P
ˆ
max
1ďjďd
|Gj | ď t
˙ˇˇˇˇ
ˇ
ď
c
logp2nq
2B
` C log3pdnq
»–ˆd log d` log n
n
˙ 1
6
`
˜
d1´1{q logpdq logpnq
n1´3{q
¸ 1
3
fifl ,
with probability at least 1´pd`3q{n´ad{n. Here C “ Cpq,Kx, λK2q , λ{λq is a constant depending
only on its arguments.
A consideration similar to the one made in Remark 6 holds true for Theorem 8: if d ą n, then
the result is obvious because we are claiming some event holds true with probability at least 0.
Comparing the above bootstrap bound with the Berry-Esseeen bound from Theorem 5, we
see that deploying the bootstrap procedure does not add additional requirements on the allowable
scaling between d and n. We further remark that the usual consistency results for the bootstrap
imply closeness of PpTb ď t
ˇˇ
Dnq to Ppmax1ďjďd |Gj | ď tq, uniformly in t. In contrast Theorem 8
proves (uniform) closeness of the empirical bootstrap distribution t ÞÑ B´1řBb“1 1tTb ď tu to
Ppmax1ďjďd |Gj | ď tq, with a rate depending on the number B of the bootstrap repetitions.
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5 Berry–Esseen bounds for Partial Correlations
It is well known that the vector of projection parameters is related to the partial correlations
between Y and each component of X given the other components. This suggests that our results
should be generalizable to partial correlations. In this section we confirm that this is the case.
This is of interest since partial correlations play an important role in graphical models: see, e.g.,
Lauritzen (1996) and Drton and Perlman (2004). The results in this section sharpen complementary
results in Wasserman et al. (2014).
Suppose X1, . . . ,Xn P Rd are identically distributed random vectors (but not required to be
independent). Let Σ denote the d ˆ d covariance matrix of Xi and let Ω “ Σ´1. Then the d ˆ d
matrix of partial correlations is the symmetric matrix given by Θ “ pθjkqj,k“1,...,d where
θjk :“ ´
eJj Σ
´1ekb
peJj Σ´1ejqpeJk Σ´1ekq
,
and e1, . . . , ed denote the canonical basis of R
d. A natural estimator of θjk is given by pθjk defined
as pθjk :“ ´ eJj pΣ´1ekb
peJj pΣ´1ejqpeJk pΣ´1ekq where pΣn :“
1
n
nÿ
i“1
pXi ´XnqpXi ´XnqJ,
with Xn representing the (sample) average of X1, . . . ,Xn. Notice that in this section, Σ and pΣn
denote the true and the sample covariance matrices, respectively, rather than the corresponding
Gram matrices as in the previous sections.
Berry–Esseen bound for the partial correlation coefficients can be derived from arguments sim-
ilar, albeit more involved, to those used to prove the results in previous sections. We begin by
establishing a basic linear representation result for partial correlations. To that effect, we define
the intermediate covariance “estimator” as
rΣ :“ 1
n
nÿ
i“1
pXi ´ µXqpXi ´ µXqJ, where µX :“ ErXis.
In fact, this is not an estimator because of the unknown vector µX in the definition. For notational
convenience, and with a slight abuse of notation, set
DΣn :“ }Σ´1{2pΣnΣ´1{2 ´ Id}op.
It is important to realize that this quantity is different from the corresponding one defined in pre-
vious sections because pΣn is the sample covariance matrix. The following result mirrors Theorem 1
as it provides a linear approximation to the difference between the the true and estimated partial
correlation coefficients in terms of influence-like functions.
Theorem 9. Under the assumption that DΣn ď 1{2, there exists a universal constant C P p0,8q
such that
max
1ďjďkďd
ˇˇˇˇ
ˇpθjk ´ θjk ` 1n
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ ď CpDΣn q2 ` }Xn ´ µX}2Σ´1 ,
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where
1
n
nÿ
i“1
ψjkpXiq :“
eJj Σ
´1prΣ´ ΣqΣ´1ekb
peJj Σ´1ejqpeJk Σ´1ekq
´ θjk
2
«
eJj Σ
´1prΣ´ ΣqΣ´1ej
eJj Σ
´1ej
` e
J
kΣ
´1prΣ´ ΣqΣ´1ek
eJk Σ
´1ek
ff
.
Remark 10. The functions ψjk : R
d Ñ R, 1 ď j ď k ď d, are linear functions, since the right
hand side of the last expression is an average, because rΣ is itself an average. Furthermore, each
ψjkpXiq has zero expectation.
Using Theorem 9, we derive a high-dimensional central limit approximation for the properly
normalized partial correlation coefficients (19). Towards that end, we note that, for each j ď k,
the function ψjkp¨q from Theorem 9 can be written as
ψjkpxq “ ´
"
ajpxqakpxq ´ ErajpX1qakpX1qs
*
´ θjk
2
"
a2j pxq ` a2kpxq ´ Era2jpX1q ` a2kpX1qs
*
, (7)
where
x P Rd ÞÑ ajpxq :“ px´ µXq
JΣ´1ej
peJj Σ´1ejq1{2
. (8)
Now, for a fixed x P Rd, define the plug-in estimator of ajpxq as
pajpxq :“ px´ sXnqJpΣ´1ejpeJj pΣ´1ejq1{2 . (9)
In turn, this estimator leads to an estimator pψjkpxq of ψjkpxq by replacing ajpxq and akpxq by pajpxq
and pakpxq, respectively. Formally, for any x P R, we let
pψjkpxq :“ ´ "pajpxqpakpxq ´ EnrpajpXqpakpXqs* ´ pθjk
2
"pa2j pxq ` pa2kpxq ´ Enrpa2jpXq ` pa2kpXqs*,
(10)
where, for any arbitrary, possibly random, function f : Rd Ñ R, we set EnrfpXqs :“ n´1
řn
i“1 fpXiq.
Because the asymptotic variance of
?
nppθjk ´ θjkq is Erψ2jkpX1qs and its plug-in is estimator isřn
i“1
pψ2jkpXiq{n, a proper normalization of the partial correlation coefficient is given by
?
nppθjk ´ θjkqpζjk , where pζ2jk :“ 1n
nÿ
i“1
pψ2jkpXiq.
We are now ready to state the main result of this section, a high-dimensional Berry-Esseen
bound for the partial correlations of sub-Gaussian vectors. In deriving this bound, we have taken
extra care in exhibiting an explicit dependence on the minimal variance of the ψjkpXiq’s.
Theorem 11. Suppose X1, . . . ,Xn are independent and identically distributed random vectors such
that
E
«
exp
˜
|uJΣ´1{2pXi ´ µXq|2
2K2x
¸ff
ď 2 for all u P Sd´1,
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for some constant Kx P p0,8q. Assume that d ď
?
n. Then, there exists a constant C “ CpKxq P
p0,8q depending only on Kx such that
sup
tě0
ˇˇˇˇ
ˇP
˜
max
1ďjăkďd
ˇˇˇˇ
ˇ
?
nppθjk ´ θjkqpζjk
ˇˇˇˇ
ˇ ď t
¸
´ P
ˆ
max
1ďjăkďd
|Gjk| ď t
˙ˇˇˇˇ
ˇ
ď C
˜
plogpd_ nqq5{6
n1{6
` ηn
¸
,
for a mean zero Gaussian vector pGjkq1ďjăkďd with the covariance matrix satisfying covpGjk, Gj1k1q “
corrpψjkpX1q, ψj1k1pX1qq and where
ηn :“ K
4
x
ζmin
d` log n?
n
`
ˆ
K8x
ζ2min
` K
6
x
ζ3min
˙cpd` log nq logpdnq
n
,
with
ζmin :“ min
1ďjăkďd
`
Erψ2jkpXiqs
˘1{2
.
Remark 12. Unlike in Theorem 9, in Theorem 11, we only consider the maximum over 1 ď j ă
k ď d because, by construction, pθjj “ θjj “ 1 for all 1 ď j ď d.
Ignoring log terms, the upper bound on the distributional approximation holds true when d “
op?nq. Should the assumption of sub-Gaussianity be relaxed to moment bounds only, the require-
ment on d will depend on the number of moments of the Xi’s.
Remark 13. Although Theorem 11 is proved for independent random vectors, it is easy to obtain
a result similar to Theorem 3 for arbitrary random vectors.
For inference, one needs to estimate the quantiles of max1ďjăkďd |Gjk| in order to produce
simultaneous confidence intervals for the partial correlation coefficients. An easy solution is to
simply apply Bonferroni’s or Sˇida´k’s correction for multiple parameters – in this case
`
d
2
˘
– as
described above in Section 4.1.
Alternatively, (asymptotically) sharper results may be obtained with the multiplier bootstrap,
described as follows:
1. Define the estimated “score” vectors pψjkpXiq as above. From the definition, it follows thatřn
i“1
pψjkpXiq “ 0 for all 1 ď j ă k ď d.
2. Fix the number of bootstrap samples B ě 1. Generate random vectors epbqi iid„ Np0, 1q,
1 ď i ď n, 1 ď b ď B and compute the bootstrap statistics
Tb :“ max
1ďjăkďd
|n´1{2řni“1 ebi pψjkpXiq|b
n´1
řn
i“1
pψ2jkpXiq .
The following result proves that the empirical distribution of Tb, 1 ď b ď B approximates the
distribution of max1ďjăkďd |Gjk|.
18
Theorem 14 (Consistency of Multiplier Bootstrap). Under the assumptions of Theorem 11, for
every B ě 1, we have with probability at least 1´ C{n,
sup
tě0
ˇˇˇˇ
ˇ 1B
Bÿ
b“1
1tTb ď tu ´ P
ˆ
max
1ďjăkďd
|Gjk| ď t
˙ˇˇˇˇ
ˇ
ď
c
logp2nq
2B
` CK2xplog dq2{3
ˆ
d` log n
n
˙1{6
,
whenever the right hand side is less than 1.
In Theorem 14, we make all the assumptions used in Theorem 11, in particular, we also assume
d ď ?n.
6 Conclusion
We have provided explicit Berry-Esseen bounds for mis-specified linear models. The bounds are
derived based on deterministic inequalities that do not require any specific independence or de-
pendence assumptions on the observations. Explicit requirements on the growth of dimension d in
terms of the sample size n are given for an asymptotic normal approximation when the observations
are independent and identically distributed. The Berry–Esseen bounds as well as the bootstrap
consistency guarantees here allow for construction of valid confidence sets for the projection pa-
rameter provided that d “ op?nq. Using the methods in Kuchibhotla et al. (2018b), confidence
sets for the projection parameters can be constructed even for larger d . However, these sets are
not rectangles and the projected confidence intervals for individual projection parameters are much
wider than those obtained here. The confidence intervals we obtained here have width of order
Op1{?nq, whenever d “ op?nq.
All the results are derived without any structural or sparsity assumptions on the projection
parameter β (and hence an assumption-lean setting), unlike much of the recent literature on high-
dimensional linear regression. Because we consider the ordinary least squares as our estimator,
imposing any sparsity assumption on β will not impact the final results; in particular, the estimator
is still asympotically normal when centered at its target. If one uses different estimators designed to
produce sparse estimates, then these estimators cannot be uniformly
?
n-consistent; see Po¨tscher
(2009). Further, if one applies debiasing (Javanmard and Montanari, 2014; van de Geer et al., 2014;
Zhang and Zhang, 2014) on the sparse estimator, then such an estimator has asymptotically the
same behavior as the OLS estimator because the OLS estimator is semiparametrically efficient for
the projection parameter β (Levit, 1976, Example 5).
In the following, we describe two interesting future directions.
1. Our confidence intervals have width of order n´1{2 whenever d “ op?nq. We believe this
requirement on the dimension is optimal in order to obtain n´1{2 width intervals. This
conjecture is obtained from the results of Cai and Guo (2017); the authors prove that the
minimax width of a confidence intervals for individual coordinates in a k-sparse linear regres-
sion is n´1{2 ` kplog dq{n whenever k “ Opmintdγ , n{ log duq (for γ ă 1{2). We believe the
correct formulation of the minimax width is n´1{2` k logped{kq{n for all 1 ď k ď d, in which
case taking k “ d yields the minimax width n´1{2` k{n. This rate becomes n´1{2 only when
d “ Op?nq. This raises several interesting questions: “What is the analogue of our results
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when d " ?n? What kind of asymptotic distribution can one expect? What is a confidence
set that works simultaneously for all d ď n? Does such a set still center at pβ?”
2. It would be interesting to develop similar bounds for other mis-specified parametric models
such as a generalized linear models (GLMs). The deterministic inequalities of Kuchibhotla
(2018) imply results similar to Theorem 1 and hence a parallel set of results for GLMs could
be obtained. Of course, it involves non-trivial calculations to derive sandwich consistency
which is relatively easy for linear models because the objective function is quadratic.
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Appendix
A Proofs of the Results from Section 2
Proof of Theorem 1. By the optimality of pβ, we have the normal equations pΣnpβ “ pΓn. SubtractingpΣnβ P Rd from both sides, we get pΣnppβ ´ βq “ pΓn ´ pΣnβ, which is equivalent to
pΣ´1{2n pΣnΣ´1{2n qΣ1{2n ppβ ´ βq “ Σ´1{2n ppΓn ´ pΣnβq,
since Σn is invertible. Adding and subtracting Σ
´1{2
n ppβ´βq on both sides further yields the identity
Σ1{2n
”pβ ´ β ´ Σ´1n ppΓn ´ pΣnβqı “ pId ´ Σ´1{2n pΣnΣ´1{2n qΣ1{2n ppβ ´ βq.
Taking the Euclidean norm, we see that
}pβ ´ β ´Σ´1n ppΓn ´ pΣnβq}Σn “ }pId ´ Σ´1{2n pΣnΣ´1{2n qΣ1{2n ppβ ´ βq}
ď }Id ´ Σ´1{2n pΣnΣ´1{2n }op}pβ ´ β}Σn
“ DΣn }pβ ´ β}Σn .
(11)
The triangle inequality and the previous bound imply that
}pβ ´ β}Σn ď }Σ´1n ppΓn ´ pΣnβq}Σn ` }pβ ´ β ´ Σ´1n ppΓn ´ pΣnβq}Σn
ď }Σ´1n ppΓn ´ pΣnβq}Σn `DΣn }pβ ´ β}Σn ,
and hence (using the assumption that DΣn ă 1) that
}pβ ´ β}Σn ď 1p1´DΣn q}Σ´1n ppΓn ´ pΣnβq}Σn . (12)
Combining (12) and (11) we conclude that
}pβ ´ β ´Σ´1n ppΓn ´ pΣnβq}Σn ď DΣnp1´DΣn q}Σ´1n ppΓn ´ pΣnβq}Σn . (13)
To obtain a bound in the } ¨ }
ΣnV
´1
n Σn
norm instead of the } ¨ }Σn norm, note that, for any θ P Rd,
}θ}
ΣnV
´1
n Σn
“ }V ´1{2n Σnθ} ď }V ´1{2n Σ1{2n }op}θ}Σn,
and
}θ}Σn “ }Σ1{2n θ} “ }Σ´1{2n V 1{2n V ´1{2n Σnθ} ď }Σ´1{2n V 1{2n }op}θ}ΣnV ´1n Σn .
After substituting these inequalities in (13) we arrive at the bound
}pβ ´ β ´ Σ´1n ppΓn ´ pΣnβq}ΣnV ´1n Σn ď κpΣ´1{2n V 1{2n qDΣnp1´DΣn q }Σ´1n ppΓn ´ pΣnβq}ΣnV ´1n Σn .
The claim now follows because, by definition, n´1
řn
i“1 ψi “ Σ´1n ppΓn ´ pΣnβq.
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Proof of the Corollary 2. Observe that, for any x P Rd and any invertible matrix A,
}x}A “ }A1{2x} “ max
θPRd
θJx?
θJA´1θ
ě max
θPt˘e1,...,˘edu
θJx?
θJA´1θ
“ max
1ďjďd
|xj |apA´1qjj .
The result follows from Theorem 1.
Proof of Theorem 3. On the event Eηn , we have that
1
1´DΣn
ď 2, DΣn
››››› 1n
nÿ
i“1
ψi
›››››
ΣnV
´1
n Σn
ď ηn, and max
1ďjďd
gffepΣ´1n VnΣ´1n qjj
p {Σ´1n VnΣ´1n qjj ď 1` ηn.
Hence Corollary 2 yields
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βj ´ n´1řni“1 ψijb
p {Σ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď 2κnηnp1` ηnq.
Notice that the denominator involves an estimator of the “asymptotic” standard deviation. There-
fore, on the event Eηn ,
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjb
p {Σ´1n VnΣ´1n qjj ´
n´1
řn
i“1 ψijb
pΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ
ď 2κnηnp1` ηnq ` max
1ďjďd
ˇˇˇˇ
ˇˇ n´1řni“1 ψijbpΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇˆ max
1ďjďd
ˇˇˇˇ
ˇˇ
gffepΣ´1n VnΣ´1n qjj
p {Σ´1n VnΣ´1n qjj ´ 1
ˇˇˇˇ
ˇˇ
ď 2κnηnp1` ηnq ` ηn max
1ďjďd
ˇˇˇˇ
ˇˇ n´1řni“1 ψijbpΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ
By standard Gaussian concentration and a union bound,
P
ˆ
max
1ďjďd
|Gj | ě
a
2 logp2nq
˙
ď d
n
,
and the definition of ∆n implies that
P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ n´1řni“1 ψijbpΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ěa2 logp2nq‚˛ď Pˆmax1ďjďd |Gj | ěa2 logp2nq
˙
`∆n
ď d
n
`∆n.
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Combining these inequalities we obtain that that there exists an event of probability at least
1´∆n ´ d{n´ PpEcηnq such that, on that event, it holds that
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjb
p {Σ´1n VnΣ´1n qjj ´
n´1
řn
i“1 ψijb
pΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď ηn ˆ ”2κn ` 2κnηn `a2 logp2nqı
“ ηnCnpηnq,
by the definition of Cpηnq. Hence for any t ě 0 and ηn ą 0, we have that
P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjb
p {Σ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t‚˛ď P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ n´1řni“1 ψijbpΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t` Cnpηnqηn‚˛
` PpEcηnq ` d{n`∆n
P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjb
p {Σ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t‚˛ě P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ n´1řni“1 ψijbpΣ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t´ Cnpηnqηn‚˛
´ PpEcηnq ´ d{n´∆n.
Next, from the definition of ∆n and ΦAC , we finally obtain that
P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjb
p {Σ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t‚˛ď Pˆmax
1ďjďd
|Gj | ď t` Cnpηnqηn
˙
` 2∆n ` PpEcηnq `
d
n
ď P
ˆ
max
1ďjďd
|Gj | ď t
˙
` 2∆n ` PpEcηnq ` CnpηnqηnΦAC `
d
n
P
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjb
p {Σ´1n VnΣ´1n qjj
ˇˇˇˇ
ˇˇ ď t‚˛ě Pˆmax1ďjďd |Gj | ď t´ Cnpηnqηn
˙
´ 2∆n ´ PpEcηnq ´
d
n
ě P
ˆ
max
1ďjďd
|Gj | ď t
˙
´ 2∆n ´ PpEcηnq ´ CnpηnqηnΦAC ´
d
n
,
as claimed.
B Proof of the Main Results from Sections 3 and 4 (Projection
Parameters)
Proof of Theorem 4. The first inequality follows from Lemma 21 with δ “ ad{n. The second
inequality follows from the first and Lemma 22 with δ “ ad{n, ηn “ q{p2 logpCqn3{2{d1{2qq. The
third inequality follows from Lemma 23.
Proof of Theorem 5. Define
ηn “ C
«
d` log n?
n
` d
?
log n` d1{2 log n
d1{p2qqn1´3{p2qq
`
c
d logpedq ` log n
n
` d logpdq ` log n
d1{qn1´3{q
ff
,
where the constant C “ Cpq,Kx, sλK2q , sλ{λq is the same as in Theorem 4. We complete the proof
by considering two cases (1) ηn ď 1{2, or (2) ηn ą 1{2.
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Case (1): ηn ď 1{2 In this case, Theorem 4 implies that
P
`
E
c
ηn
˘ ď 3d
n
`
c
d
n
,
and hence Theorem 3 yields
sup
tě0
ˇˇˇˇ
ˇˇP
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjbppΣ´1n pVnpΣ´1n qjj
ˇˇˇˇ
ˇˇ‚˛´ Pˆmax1ďjďd |Gj | ď t
˙ˇˇˇˇˇˇ
ď 2∆n ` 3d
n
`
c
d
n
` d
n
` CnpηnqηnΦAC .
Because ηn ď 1{2 and κn ě 1,
Cnpηnq ď 3κn `
a
2 logp2nq ď 5κn
a
logpenq.
Further, note that
ηn ď C
«
d` log n?
n
` d
?
log n`?d log n
d1{p2qqn1´3{p2qq
` d log d` log n
d1{qn1´3{q
ff
,
for some other constant C “ Cpq,Kx, sλK2q , sλ{λq. We bound ΦAC as ΦAC ď Calogpedq for some
universal constant C; see Chernozhukov et al. (2015a, 2017b) for details. (The constant C is
universal here because the marginal variances of Gj ’s are all equal to 1.)
These inequalities imply that
sup
tě0
ˇˇˇˇ
ˇˇP
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjbppΣ´1n pVnpΣ´1n qjj
ˇˇˇˇ
ˇˇ‚˛´ Pˆmax
1ďjďd
|Gj | ď t
˙ˇˇˇˇˇˇ
ď 2∆n ` 4d
n
`
c
d
n
` 5Cκn
a
logpenq logpedq
«
d` log n?
n
` d
?
log n`?d log n
d1{p2qqn1´3{p2qq
` d log d` log n
d1{qn1´3{q
ff
.
Observe now that we can assume d ď n because otherwise the bound trivially holds true. This
allows us to absorb 4d{n `
a
d{n into the last term above.
Case (2): ηn ą 1{2 In this case, we use
sup
tě0
ˇˇˇˇ
ˇˇP
¨˝
max
1ďjďd
ˇˇˇˇ
ˇˇ pβj ´ βjbppΣ´1n pVnpΣ´1n qjj
ˇˇˇˇ
ˇˇ‚˛´ Pˆmax
1ďjďd
|Gj | ď t
˙ˇˇˇˇˇˇ
ď 1 ď 2ηn ď 5Cκnηn
a
logpenq logpedq
ď ∆n ` 5Cκnηn
a
logpenq logpedq.
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Now in both cases, it suffices to bound ∆n. For this purpose, we use Theorem 2.1(b) of Koike
(2019b) by setting, in the notation of that paper, q “ 4. Then, letting r “ 4q{pq ´ 4q,¨˝
E
»–max
1ďjďd
ˇˇˇˇ
ˇ ψijapΣ´1V Σ´1qjj
ˇˇˇˇ
ˇ
4
fifl‚˛1{4
“
¨˝
E
»–max
1ďjďd
ˇˇˇˇ
ˇˇeJj Σ´1XipYi ´XJi βqb
eJj Σ
´1V Σ´1ej
ˇˇˇˇ
ˇˇ
4fifl‚˛1{4
ď
¨˝
E
»–max
1ďjďd
ˇˇˇˇ
ˇˇ eJj Σ´1Xib
eJj Σ
´1V Σ´1ej
ˇˇˇˇ
ˇˇ
rfifl‚˛1{r `Er|Yi ´XJi β|qs˘1{q
ď CKqKx
a
log d max
1ďjďd
}Σ´1{2ej}Idb
eJj Σ
´1V Σ´1ej
ď C?
λ
KqKx
a
log d ď C
a
log d,
for a constant C “ CpKq,Kx, λq. Above, the first inequality is Ho¨lder inequality, the second
uses Conditions (E)(q) along with the sub-Gaussianity assumption (X-SG). Specifically, we have
used the facts that the maximum of d sub-Gaussian variables is also sub-Gaussian with Orlicz
norm proportional to
a
logpdq and that the expected value of the the Lr norm of a sub-Gaussian
random variable is bounded by its Orlicz norm times a term dependent on r only. Finally, the third
inequality follows from Condition (Σ-V ). The final value of the constant C depends on q, λ, Kx and
Kq. This verifies the assumption of Koike (2019b, Theorem 2.1(b)) for q “ 4 with Dn “ C
?
log d.
Note that using the same steps as above but without the maximum over 1 ď j ď d yields Bn “ C
in Theorem 2.1 of Koike (2019b). Finally because ΘX “ ΦAC ď C
?
log d, Theorem 2.1(b) of Koike
(2019b) proves
∆n ď Cplog dq1{3
»–plog dq1{2
n1{6
`
˜
plog dqplog dq2´1{2
n1´1{2
¸1{3fifl ď C plog dq7{6
n1{6
.
This concludes the proof in this case.
Proof of Theorem 8. Firstly, because Tb, 1 ď b ď B, are independent and identically distributed
random variables in R conditional on Dn, Corollary 1 of Massart (1990) concludes
sup
tě0
ˇˇˇˇ
ˇ 1B
Bÿ
b“1
1tTb ď tu ´ PpTb ď t
ˇˇ
Dnq
ˇˇˇˇ
ˇ ď
c
logp2nq
2B
, (14)
with probability at least 1´ 1{n.
Secondly, because Tb is the maximum absolute value of a Gaussian vector with unit variances
conditional on Dn, Lemma 3.1 of Chernozhukov et al. (2013) yields
sup
tě0
ˇˇˇˇ
PpTb ď t
ˇˇ
Dnq ´ P
ˆ
max
1ďjďd
|Gj | ď t
˙ˇˇˇˇ
ď C∆1{30 p1_ logpd{∆0qq2{3, (15)
25
where
∆0 :“ max
1ďjăkďd
ˇˇˇ
corrppΣ´1n pVnpΣ´1n qjk ´ corrpΣ´1n VnΣ´1n qjk ˇˇˇ .
For notational convenience, let A :“ pΣ´1n pVnpΣ´1n , and B :“ Σ´1n VnΣ´1n . Also, set bj “ B1{2ej , 1 ď
j ď d with B1{2. Next, we claim that
∆0 ď }B´1{2AB´1{2 ´ Id}op
´
2` }B´1{2AB´1{2}op
¯
.
Indeed,
∆0 “ max
1ďjăkďd
ˇˇˇˇ
ˇˇ eJj AekbpeJj AejqpeJkAekq ´
eJj Bekb
peJj BejqpeJkBekq
ˇˇˇˇ
ˇˇ
“ max
1ďjďkďd
ˇˇˇˇ
ˇˇ bJj B´1{2AB´1{2bkbpbJj B´1{2AB´1{2bjqpbJkB´1{2AB´1{2bkq ´
bJj bk
}bj}Id}bk}Id
ˇˇˇˇ
ˇˇ
ď max
1ďjăkďd
ˇˇˇˇ
ˇˇ bJj B´1{2AB´1{2bkbpbJj B´1{2AB´1{2bjqpbJkB´1{2AB´1{2bkq ´
bJj B
´1{2AB´1{2bkb
pbJj bjqpbJk bkq
ˇˇˇˇ
ˇˇ
` max
1ďjăkďd
ˇˇˇˇ
ˇˇbJj B´1{2AB´1{2bkbpbJj bjqpbJk bkq ´
bJj bk
}bj}Id}bk}Id
ˇˇˇˇ
ˇˇ
ď max
1ďjăkďd
ˇˇˇˇ
ˇˇ bJj B´1{2AB´1{2bkbpbJj B´1{2AB´1{2bjqpbJkB´1{2AB´1{2bkq
ˇˇˇˇ
ˇˇ
ˆ
ˇˇˇˇ
ˇˇ1´
gffepbJj B´1{2AB´1{2bjqpbJkB´1{2AB´1{2bkq
bJj bjb
J
k bk
ˇˇˇˇ
ˇˇ` }B´1{2AB´1{2 ´ Id}op
Using Cauchy-Schwarz inequality and the inequality |1 ´ ?x| ď |1 ´ x|, valid for all x ě 0, the
previous expression is uper bounded by the last expression is bounded by
max
1ďjďkďd
ˇˇˇˇ
ˇ1´ pbJj B´1{2AB´1{2bjqpbJkB´1{2AB´1{2bkqbJj bjbJk bk
ˇˇˇˇ
ˇ` }B´1{2AB´1{2 ´ Id}op
ď max
1ďjďd
ˇˇˇˇ
ˇ1´ bJj B´1{2AB´1{2bjbJj bj
ˇˇˇˇ
ˇ` max1ďkďd
ˇˇˇˇ
ˇ1´ bJkB´1{2AB´1{2bkbJk bk
ˇˇˇˇ
ˇ }B´1{2AB´1{2}op
` }B´1{2AB´1{2 ´ Id}op
ď 2}B´1{2AB´1{2 ´ Id}op ` }B´1{2AB´1{2 ´ Id}op}B´1{2AB´1{2}op
“ }B´1{2AB´1{2 ´ Id}op
´
2` }B´1{2AB´1{2}op
¯
,
where the first inequality follows form follows from the identity p1´ abq “ p1´ bq ´ pa´ 1qb along
with the triangle inequality.
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Lemma 23 now yields the rate of convergence of ∆0. In detail, with probability at least 1´pd`
2q{n´ad{n,
∆0 ď C
c
d logpedq ` log n
n
`C d
1´1{q logpedq log n
n1´3{q
.
Substituting this in (15) yields with probability at least 1´ pd` 2q{n´ad{n,
sup
tě0
ˇˇˇˇ
PpTb ď t
ˇˇ
Dnq ´ P
ˆ
max
1ďjďd
|Gj | ď t
˙ˇˇˇˇ
ď C log3pdnq
»–ˆd log d` log n
n
˙1{6
`
˜
d1´1{q logpdq log n
n1´3{q
¸1{3fifl . (16)
Combining inequalities (14) and (16) concludes the proof.
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Supplementary Material
C Proof of the Main Results from Section 5 (Partial Correlations)
Recall the functions ψjkp¨q and their estimators pψjkp¨q given in (7) and (10), respectively, and,
similarly, the definitions of ajp¨q and pajp¨q in (8) and (9), respectively.
Proof of Theorem 9. For notational convenience, let pωjk :“ eJj pΣ´1ek and ωjk :“ eJj Σ´1ek. Before
bounding pθjk ´ θjk, we note a few inequalities related to pωjk and ωjk that follow from (43) of
Lemma 26:
max
#ˇˇˇˇ
ˇ
dpωjj
ωjj
´ 1
ˇˇˇˇ
ˇ ,
ˇˇˇˇ pωjj
ωjj
´ 1
ˇˇˇˇ
,
ˇˇˇˇ pωjk ´ ωjk?
ωjjωkk
ˇˇˇˇ+
ď D
Σ
n
1´DΣn
;
max
#ˇˇˇˇ
ˇ
dpωjjpωkk
ωjjωkk
´ 1
ˇˇˇˇ
ˇ ,
ˇˇˇˇ pωjjpωkk
ωjjωkk
´ 1
ˇˇˇˇ+
ď 2D
Σ
n
1´DΣn
`
ˆ
DΣn
1´DΣn
˙2
; and
1
1`DΣn
ď pωjj
ωjj
ď 1
1´DΣn
, for all 1 ď j ď d.
(17)
All these inequalities follow from the fact that
}Σ1{2ppΣ´1 ´ Σ´1qΣ1{2}op “ sup
x,yPRd
xJΣ1{2ppΣ´1 ´ Σ´1qΣ1{2y
}x}}y} ě maxj,k
|eJj ppΣ´1 ´ Σ´1qek|b
peJj Σ´1ejqpeJk Σ´1ekq
.
Observe that
pθjk ´ θjk “ ´ pωjkapωjjpωkk ` ωjk?ωjjωkk
“ ´ pωjk ´ ωjkapωjjpωkk ´ ωjkapωjjpωkk
«
1´
dpωjjpωkk
ωjjωkk
ff
.
The equation
?
a´ 1 “ pa´ 1q{2´ p?a´ 1q2{2 for a ą 0 yields
pθjk ´ θjk “ ´ pωjk ´ ωjkapωjjpωkk ´ ωjk2apωjjpωkk
„
1´ pωjjpωkk
ωjjωkk

´ ωjk
2
apωjjpωkk
˜
1´
dpωjjpωkk
ωjjωkk
¸2
.
Finally using a1b1 ´ 1 “ pa1 ´ 1q ` pb1 ´ 1q ` pa1 ´ 1qpb1 ´ 1q, we obtainˇˇˇˇ
ˇpθjk ´ θjk ` pωjk ´ ωjkapωjjpωkk ´ ωjk2apωjjpωkk
„pωjj
ωjj
` pωkk
ωkk
´ 2
ˇˇˇˇ
ˇ
ď |ωjk|
2
apωjjpωkk ˆ
ˇˇˇˇ
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ωjj
ˇˇˇˇ
ˆ
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1´ pωkk
ωkk
ˇˇˇˇ
` |ωjk|
2
apωjjpωkk
ˇˇˇˇ
ˇ1´
dpωjjpωkk
ωjjωkk
ˇˇˇˇ
ˇ
2
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We now replace pωjj, pωkk in the denominator of the left side to getˇˇˇˇpθjk ´ θjk ` pωjk ´ ωjk?
ωjjωkk
´ ωjk
2
?
ωjjωkk
„pωjj
ωjj
` pωkk
ωkk
´ 2
ˇˇˇˇ
ď |ωjk|
2
apωjjpωkk ˆ
ˇˇˇˇ
1´ pωjj
ωjj
ˇˇˇˇ
ˆ
ˇˇˇˇ
1´ pωkk
ωkk
ˇˇˇˇ
` |ωjk|
2
apωjjpωkk
ˇˇˇˇ
ˇ1´
dpωjjpωkk
ωjjωkk
ˇˇˇˇ
ˇ
2
` |pωjk ´ ωjk|?
ωjjωkk
ˇˇˇˇc
ωjjωkkpωjjpωkk ´ 1
ˇˇˇˇ
` |ωjk|
2
?
ωjjωkk
ˇˇˇˇ pωjj
ωjj
` pωkk
ωkk
´ 2
ˇˇˇˇ
ˆ
ˇˇˇˇc
ωjjωkkpωjjpωkk ´ 1
ˇˇˇˇ
.
To bound the right hand side we use inequalities (17). Note that
|ωjk|?
ωjjωkk
ď 1, and |ωjk|apωjjpωkk ď |ωjk|?ωjjωkk p1`DΣn q ď 1`DΣn .
Further, second and third inequalites of (17) yieldˇˇˇˇc
ωjjωkkpωjjpωkk ´ 1
ˇˇˇˇ
“
ˇˇˇˇ
ˇ
dpωjjpωkk
ωjjωkk
´ 1
ˇˇˇˇ
ˇ
c
ωjjωkkpωjjpωkk
ď
«
2DΣn
1´DΣn
`
ˆ
DΣn
1´DΣn
˙2ff
p1`DΣn q ď 9DΣn ,
under the assumption DΣn ď 1{2.
Combining these inequalities, we concludeˇˇˇˇpθjk ´ θjk ` pωjk ´ ωjk?
ωjjωkk
´ ωjk
2
?
ωjjωkk
„ pωjj
ωjj
` pωkk
ωkk
´ 2
ˇˇˇˇ
ď CpDΣn q2, (18)
for a universal constant C P p0,8q and for all 1 ď j, k ď d. Finally (44) of Lemma 26 implies
max
1ďjďkďd
ˇˇˇˇ
ˇ pωjk ´ ωjk ´ eJj Σ´1prΣ´ ΣqΣ´1ek?ωjjωkk
ˇˇˇˇ
ˇ ď }Xn ´ µX}2Σ´1 ` pDΣn q21´DΣn .
Combining this inequality with (18) and using DΣn ď 1{2 concludesˇˇˇˇ
ˇpθjk ´ θjk ` eJj Σ´1prΣ ´ΣqΣ´1ek?ωjjωkk ´ θjk2
«
eJj Σ
´1prΣ´ ΣqΣ´1ej
ωjj
` e
J
kΣ
´1prΣ´ ΣqΣ´1ek
ωkk
ffˇˇˇˇ
ˇ
ď CpDΣn q2 ` }Xn ´ µX}2Σ´1 ,
for a universal constant C P p0,8q. This concludes the proof.
Proof of Theorem 11. We will prove the theorem when Cηn ď 1{2; otherwise the result is trivially
true by increasing the constant C. For notational convenience, let ζjk :“ Erψ2jkpXqs. Theorem 9
implies that
max
1ďjăkďd
ˇˇˇˇ
ˇ pθjk ´ θjkpζjk ` 1npζjk
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ ď CpDΣn q2 ` }Xn ´ µX}2Σ´1min1ďjăkďd pζjk , (19)
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whenever DΣn ď 1{2. Furthermore,ˇˇˇˇ
ˇ 1npζjk
nÿ
i“1
ψjkpXiq ´ 1
nζjk
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ “ |n´1
řn
i“1 ψjkpXiq|pζjkζjk ˆ |pζjk ´ ζjk|. (20)
Define the random variable rζ2jk :“ 1n
nÿ
i“1
ψ2jkpXiq,
which may be regarded as a pseudo-estimator of sort, since Errζ2jks “ ζ2jk. Of course rζ2jk is not a
computable estimator of ζ2jk because it depends on unknown quantities, namely Σ and µX .
Equations (19) and (20) together imply that
max
1ďjăkďd
ˇˇˇˇ
ˇ pθjk ´ θjkpζjk ` 1nζjk
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ ď CpDΣq2 ` } sXn ´ µX}2Σ´1min1ďjăkďd pζjk
` max
1ďjăkďd
|pζjk ´ ζjk|pζjkζjk
ˇˇˇˇ
ˇ 1n
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ .
Clearly, pζjk “ ζjk
˜
1`
pζjk
ζjk
´ 1
¸
ě ζjk
˜
1´
ˇˇˇˇ
ˇ pζjkζjk ´ 1
ˇˇˇˇ
ˇ
¸
. (21)
Using the pseudo-estimator rζ2jk, we have with probability 1´ C{n,
max
1ďjăkďd
|pζjk ´ rζjk| ď CK6xcd` log nn ` CK5x d` log nn , (22)
Next, since ˇˇˇrζjk ´ ζjk ˇˇˇ “ |rζ2jk ´ ζ2jk||rζjk ` ζjk| ď 1ζjk
ˇˇˇˇ
ˇ 1n
nÿ
i“1
ψ2jkpXiq ´ Erψ2jkpXiqs
ˇˇˇˇ
ˇ .
we have that
max
1ďjăkďd
ˇˇˇrζjk ´ ζjk ˇˇˇ ď 1
min1ďjăkďd ζjk
max
1ďjăkďd
ˇˇˇˇ
ˇ 1n
nÿ
i“1
ψ2jkpXiq ´ Erψ2jkpXiqs
ˇˇˇˇ
ˇ .
Then, applying Lemma 27 with α “ 1{2, q “ d2 and t “ log n, we obtain that, with probability at
least 1´ 3{n,
max
1ďjăkďd
ˇˇˇrζjk ´ ζjk ˇˇˇ ď CK4x
ζmin
«c
logpdnq
n
` log
2pdnq
n
ff
. (23)
Combining inequalities (22) and (23) we now conclude that, with probability at least 1´ pC `
3q{n,
max
1ďjăkďd
ˇˇˇˇ
ˇ pζjkζjk ´ 1
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ˇ ď CK6xζmin
c
d` log n
n
` CK
5
x
ζmin
d` log n
n
` CK
4
x
ζ2min
«c
logpdnq
n
` log
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n
ff
.
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Because Kx ě 1, the previous bound reduces to
max
1ďjăkďd
ˇˇˇˇ
ˇ pζjkζjk ´ 1
ˇˇˇˇ
ˇ ď C
ˆ
K6x
ζmin
` K
4
x
ζ2min
˙«c
d` log n
n
` d` log
2 n
n
ff
. (24)
Assuming n large enough so that the quantity on the right hand side is bounded by 1{2 and
using the inequality (21), we get that, with probability at least 1 ´ pC ` 3q{n, pζjk ě ζjk{2 for all
1 ď j ă k ď d and hence,
max
1ďjăkďd
ˇˇˇˇ
ˇ pθjk ´ θjkpζjk ` 1nζjk
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ
ď 2CpD
Σq2 ` 2} sXn ´ µX}2Σ´1
ζmin
` 2 max
1ďjăkďd
|pζjk ´ ζjk|
ζ2jk
ˇˇˇˇ
ˇ 1n
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ .
We now proceed to derive a high probability bound for the last display. The term max1ďjăkďd |pζjk ´ ζjk|{ζ2jk
can be bounded as in equation (24), with probability at least 1´ pC ` 3q{n. Next, Lemma 27 with
α “ 1 gives that, with probability at least 1´ 3{n,
max
1ďjăkďd
ˇˇˇˇ
ˇ 1n
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ ď CK2x
c
logpdnq
n
` CK2x
logpdnq
n
. (25)
To bound pDΣn q2 ` }Xn ´ µX}2Σ´1 , we notice that, by Proposition 25
DΣn ď }Σ´1{2rΣΣ´1{2 ´ Id}op ` }Xn ´ µX}2Σ´1 .
Next, Lemma 21 yields that
P
˜
}Σ´1{2rΣΣ´1{2 ´ Id}op ě CK2x
c
d` logp1{δq
n
` CK2x
d` logp1{δq
n
¸
ď δ.
and the sub-Gaussianity assumption further implies that
P
˜
}Xn ´ µX}Σ´1 ě CKx
c
d` logp1{δq
n
¸
ď δ.
Therefore,
P
ˆ
n1{2pDΣn q2 ` n1{2}Xn ´ µX}2Σ´1 ě CpK2x `K4xq
d` logpnq?
n
˙
ď 1
n
. (26)
Combining the bounds (24), (25) and (26), we conclude that, with probability at least 1´C{n,
max
1ďjăkďd
ˇˇˇˇ
ˇn1{2ppθjk ´ θjkqpζjk ` 1?nζjk
nÿ
i“1
ψjkpXiq
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ˇ
ď CK
4
x
ζmin
d` log n?
n
` C
˜
K8x
a
logpdnq
ζ2min
` K
6
x
a
logpdnq
ζ3min
¸«c
d` log n
n
` d` log
2 n
n
ff˜
1`
c
logpdnq
n
¸
,
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whenever the right hand side is smaller than 1{2. Because d ď n, d{n ďad{n andc
log n
n
` log
2 n
n
“
c
log n
n
˜
1` log
3{2 n
n1{2
¸
ď C
c
log n
n
,
we have that c
d` log n
n
` d` log
2 n
n
ď C
c
d` log n
n
.
Thus we have shown that, with probability at least 1´ C{n,
max
1ďjăkďd
ˇˇˇˇ
ˇn1{2ppθjk ´ θjkqpζjk ` 1?nζjk
nÿ
i“1
ψjkpXiq
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ˇ
ď CK
4
x
ζmin
d` log n?
n
` C
ˆ
K8x
ζ2min
` K
6
x
ζ3min
˙cpd` log nq logpdnq
n
“ ηn.
By the same arguments used in the proof of Theorem 3,
sup
tě0
ˇˇˇˇ
ˇP
˜
max
1ďjăkďd
ˇˇˇˇ
ˇn1{2ppθjk ´ θjkqpζjk
ˇˇˇˇ
ˇ ď t
¸
´ P
ˆ
max
1ďjăkďd
|Gjk| ď t
˙ˇˇˇˇ
ˇ
ď P
ˆ
t´ ηn ď max
1ďjďkďd
|Gjk| ď t` ηn
˙
` C
n
` sup
tě0
ˇˇˇˇ
ˇP
ˆ
max
1ďjďkďd
|Gjk| ď t
˙
´ P
˜
max
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ˇˇˇˇ
ˇ 1?n
nÿ
i“1
ψjkpXiq
ζjk
ˇˇˇˇ
ˇ ď t
¸ˇˇˇˇ
ˇ .
(27)
By Nazarov’s inequality (see Lemma A.1 in Chernozhukov et al., 2017b),
P
ˆ
t´ ηn ď max
1ďjďkďd
|Gjk| ď t` ηn
˙
ď Cηn
a
log d,
for a universal constant C ą 0. To bound the last term of (27), we use Theorem 2.1(a) of Koike
(2019b). Firstly, note that ajpXq (in (8)) is sub-Gaussian by assumption and hence ψjkpXq is
sub-exponential satisfying }ψjkpXq}ψ1 ď CK2x for some universal constant C; this also implies that
Bn “ CK2x in Theorem 2.1(a) of Koike (2019b). Thus, Theorem 2.1(a) of Koike (2019b) yields
sup
tě0
ˇˇˇˇ
ˇP
ˆ
max
1ďjďkďd
|Gjk| ď t
˙
´ P
˜
max
1ďjăkďd
ˇˇˇˇ
ˇ 1?n
nÿ
i“1
ψjkpXiq
ζjk
ˇˇˇˇ
ˇ ď t
¸ˇˇˇˇ
ˇ
ď Cplog dq2{3
«ˆ
K4x log
3 d
n
˙1{6
`
ˆ
K3x log
2 d log2 n
n
˙1{3ff
ď CK4{3x
«
plog dq5{6
n1{6
` log dplog nq
2{3
n1{3
ff
ď CK4{3x
plogpd_ nqq5{6
n1{6
.
Substituting this bound in (27) completes the proof.
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Proof of Theorem 14. By Corollary 1 of Massart (1990), we obtain
sup
tě0
ˇˇˇˇ
ˇ 1B
nÿ
i“1
1tTb ď tu ´ P
`
Tb ď t
ˇˇ
X1, . . . ,Xn
˘ˇˇˇˇˇ ď
c
logp2nq
2B
,
with probability at least 1´ 1{n.
By Lemma 3.1 of Chernozhukov et al. (2013), we obtain
sup
tě0
ˇˇˇˇ
PpTb ď t|X1, . . . ,Xnq ´ P
ˆ
max
1ďjăkďd
|Gjk| ď t
˙ˇˇˇˇ
ď C∆1{30 p1_ logpd2{∆0qq2{3,
where
∆0 :“ max
1ďjăkďd,
1ďj1ďk1ďd
ˇˇˇycorrp pψjk, pψj1k1q ´ corrpψjk, ψj1k1qˇˇˇ ,
with ycorr defined as the sample correlation between p pψjkpXiq, 1 ď i ď nq and p pψj1k1pXiq, 1 ď i ď nq.
The rest of the proof is devoted to bounding the term ∆0. Towards that end, Lemma 15 yields
that
∆0 ď 4r∆0 :“ 4 max
1ďj,kďd,
1ďj1,k1ďd
ˇˇˇˇ
ˇycovp pψjk, pψj1k1q ´ covpψjkψj1k1qaVarpψjkqVarpψj1k1q
ˇˇˇˇ
ˇ , (28)
whenever r∆0 ď 1{2. Below we will derive a high-probability bound for r∆0, which is shown to be
vanishing provided that d ď ?n.
Because
řn
i“1
pψjkpXiq “ 0, the empirical covariance is given by
ycovp pψjk, pψj1k1q “ 1
n
nÿ
i“1
pψjkpXiq pψj1k1pXiq,
and similarly, covpψjk, ψj1k1q “ ErψjkpXqψj1k1pXqs. These equalities lead to
ycovp pψjk, pψj1k1q ´ covpψjk, ψj1k1q “ 1
n
nÿ
i“1
!pψjkpXiq pψj1k1pXiq ´ ψjkpXiqψj1k1pXiq)
` 1
n
nÿ
i“1
!
ψjkpXiqψj1k1pXiq ´ E
“
ψjkpXqψj1k1pXq
‰ )
.
(29)
By Lemma 27, with probability at least 1´ 3{n,ˇˇˇˇ
ˇ 1n
nÿ
i“1
 
ψjkpXiqψj1k1pXiq ´ E
“
ψjkpXqψj1k1pXq
‰(ˇˇˇˇˇ ď CK4x
«c
logpdnq
n
` log
2pdnq
n
ff
.
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We now bound the first term in (29) as follows:ˇˇˇˇ
ˇ 1n
nÿ
i“1
! pψjkpXiq pψj1k1pXiq ´ ψjkpXiqψj1k1pXiq)
ˇˇˇˇ
ˇ
ď
ˇˇˇˇ
ˇ 1n
nÿ
i“1
´ pψjkpXiq ´ ψjkpXiq¯ψj1k1pXiq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇ 1n
nÿ
i“1
´ pψj1k1pXiq ´ ψj1k1pXiq¯ψjkpXiq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇ 1n
nÿ
i“1
´ pψj1k1pXiq ´ ψj1k1pXiq¯´ pψjkpXiq ´ ψjkpXiq¯
ˇˇˇˇ
ˇ
ď 2 max
1ďjăkďd
gffe 1
n
nÿ
i“1
´ pψjkpXiq ´ ψjkpXiq¯2 max
1ďjăkďd
gffe 1
n
nÿ
i“1
ψ2jkpXiq
` max
1ďjăkďd
1
n
nÿ
i“1
´ pψjkpXiq ´ ψjkpXiq¯2.
Applying Lemma 28 with Wi “ ψ2jkpXiq, which by assumption is sub-Weibullp1{2q, we have
that for all t ą 0,
P
˜
1
n
nÿ
i“1
ψ2jkpXiq ě 2eE
“
ψ2jkpXq
‰` 4etKw log2 n
n
` 4et
3Kw
n
¸
ď 3e´t.
By union bound over 1 ď j ă k ď d, i.e., taking t “ logpd2q, this implies that, with probability at
least 1´ 3{n,
max
1ďjăkďd
1
n
nÿ
i“1
ψ2jkpXiq ď 2e max
1ďjăkďd
E
“
ψ2jkpXq
‰` 8e logpdqKw log2 n
n
` 32e log
3 dKw
n
ď 2eKw ` 8eKw log
3pndq
n
` 32eKw log
3pdnq
n
“ CKw
ˆ
1` log
3pndq
n
˙
.
Hence with probability at least 1´ 3{n,
max
1ďjăkďd
gffe 1
n
nÿ
i“1
ψ2jkpXiq ď C
a
Kw
¨˝
1`
d
log3pndq
n
‚˛. (30)
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Hence with probability at least 1´ 3{n,ˇˇˇˇ
ˇ 1n
nÿ
i“1
!pψjkpXiq pψj1k1pXiq ´ ψjkpXiqψj1k1pXiq)
ˇˇˇˇ
ˇ
ď C
a
Kx
¨˝d
log3pdnq
n
` 1‚˛ max
1ďjăkďd
gffe 1
n
nÿ
i“1
´ pψjkpXiq ´ ψjkpXiq¯2
` max
1ďjăkďd
1
n
nÿ
i“1
´ pψjkpXiq ´ ψjkpXiq¯2.
(31)
Assuming d ď ?n, Lemma 19 proves that with probability at least 1´ C{n,
max
1ďjăkďd
gffe 1
n
nÿ
i“1
´ pψjkpXiq ´ ψjkpXiq¯2 ď CK5xcd` log nn ` CK6x d` log nn .
Substituting this in (31) and then in (28) proves that with probability at least 1´ C{n,
∆0 ď CK5x
c
d` log n
n
` CK6x
d` log n
n
,
whenever d ď ?n (required for Lemma 19) and the right hand side is less than 1. Hence,
sup
tě0
ˇˇˇˇ
PpTb ď t|X1, . . . ,Xnq ´ P
ˆ
max
1ďjăkďd
|Gjk| ď t
˙ˇˇˇˇ
ď CK2xplog dq2{3
ˆ
d` log n
n
˙1{6
.
Lemma 15. Suppose X1, . . . ,Xn P Rd are independent and identically distributed random vectors.
Set pσjk :“ycovpXij ,Xikq,
to be the empirical covariance between pXij , 1 ď i ď nq and pXik, 1 ď i ď nq. The empirical
correlation pσjk{apσjjpσkk is denoted by pρjk. Let σjk and ρjk represent the corresponding population
covariance and correlations. Then
max
1ďjďkďD
|pρjk ´ ρjk| ď 4 max
1ďjăkďd
ˇˇˇˇ pσjk ´ σjk?
σjjσkk
ˇˇˇˇ
,
whenever
max
1ďjăkďd
ˇˇˇˇ pσjk ´ σjk?
σjjσkk
ˇˇˇˇ
ď 1
2
.
Proof. Fix 1 ď j ă k ď d and set
∆ :“ max
1ďjăkďd
ˇˇˇˇ pσjk ´ σjk?
σjjσkk
ˇˇˇˇ
Then,
1
1`∆ ď
σjjpσjj ď 11´∆ for all 1 ď j ď d. (32)
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Observe that
|pρjk ´ ρjk| ď |pσjk ´ σjk|apσjjpσkk ` σjk?σjjσkk
ˇˇˇˇc
σjjσkkpσjjpσkk ´ 1
ˇˇˇˇ
ď ∆
c
σjjσkkpσjjpσkk `
ˇˇˇˇc
σjjσkkpσjjpσkk ´ 1
ˇˇˇˇ
.
To bound the last term, we see from (32) that, for all j and k,
1
p1`∆q2 ď
σjjσkkpσjjpσkk ď 1p1´∆q2 ,
which implies that ˇˇˇˇc
σjjσkkpσjjpσkk ´ 1
ˇˇˇˇ
ď ∆
1´∆ .
Therefore, provided that ∆ ď 1{2,
|pρjk ´ ρjk| ď 2∆
1´∆ ď 4∆.
Lemma 16. For functions pa,pb, a, b and scalars pθ, θ P r´1, 1s, let
pψpxq :“ papxq ´ EnrpapXqs ´ pθ !pb´ EnrbpXqs) ,
ψpxq :“ apxq ´ ErapXqs ´ θ tbpxq ´ ErbpXqsu .
Then
} pψ ´ ψ}n ď }pa´ a}n ` |EnrapXqs ´ ErapXqs| ` }pb´ b}n ` |EnrbpXqs ´ ErbpXqs|
` |θ ´ pθ| }b´ ErbpXqs}n,
where for any function f , }f}n :“
a
n´1
řn
i“1 f
2pXiq.
Proof. The proof is mostly algebraic manipulation. For notational ease, we write pψ for pψpxq and
similarly for other functions. Firstly,
pψ ´ ψ “ pa´ a´ Enrpas ` Eras ´ pθppb´ Enrpbsq ` θpb´ Erbsq
“ ppa´ aq ´ Enrpa´ as ´ pEnras ´ Erasq ´ pθppb´ b´ Enrpbs ` Erbsq
` pθ ´ pθqpb´ Erbsq
“ ppa´ aq ´ Enrpa´ as ´ pEnras ´ Erasq ´ pθppb´ b´ Enrpb´ bsq
` pθpEnrbs ´ Erbsq ` pθ ´ pθqpb´ Erbsq.
Observe now that
}ppa´ aq ´ Enrpa´ as}n ď }pa´ a}n.
Using the fact pθ, θ P r´1, 1s concludes the proof.
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Lemma 17. In the notation of (8) and (9), for any 1 ď j ă k ď d, we have
}pajpak ´ ajak}n ď 2 max
1ďjďd
˜
1
n
nÿ
i“1
a4jpXiq
¸1{4˜
1
n
nÿ
i“1
ppajpXiq ´ ajpXiqq4¸1{4
` max
1ďjďd
˜
1
n
nÿ
i“1
ppajpXiq ´ ajpXiqq4
¸1{2
.
Consequently, there exists a universal constant C P p0,8q such that for all 1 ď j ă k ď d,
} pψjk ´ ψjk}n ď C max
1ďjďd
˜
1
n
nÿ
i“1
a4jpXiq
¸1{4˜
1
n
nÿ
i“1
ppajpXiq ´ ajpXiqq4¸1{4
` C max
1ďjďd
˜
1
n
nÿ
i“1
ppajpXiq ´ ajpXiqq4
¸1{2
` C max
1ďjďd
|Enra2jpXqs ´ Era2jpXqs|
` C max
1ďjăkďd
|θjk ´ pθjk| max
1ďjďd
}a2j ´ Era2jpXqs}n.
Proof. Clearly,
|pajpak ´ ajak| ď |paj ||pak ´ ak| ` |ak||paj ´ aj |
ď |aj ||pak ´ ak| ` |ak||paj ´ aj | ` |paj ´ aj ||pak ´ ak|.
Applying } ¨ }n on both sides and using Cauchy-Schwarz inequality concludes the proof of the first
inequality. The second part follows from an application of Lemma 16.
Lemma 18. For any 1 ď j ď d,˜
1
n
nÿ
i“1
ppajpXiq ´ ajpXiqq4¸1{4
ď 2D
Σ
n
1´DΣn
sup
θ:}θ}ď1
˜
1
n
nÿ
i“1
tθJΣ´1{2pXi ´ µXqu4
¸1{4
` }Σ
´1{2pXn ´ µXq}
1´DΣn
.
Proof. Recall that
pajpxq :“ px´XnqJpΣ´1ejb
eJj
pΣ´1ej and ajpxq :“
px´ µXqJΣ´1ejb
eJj Σ
´1ej
.
We will now bound pajpxq ´ ajpxq. Note that
sup
x
ˇˇˇˇ
ˇˇpajpxq ´ px´ µXqJpΣ´1ejb
eJj
pΣ´1ej
ˇˇˇˇ
ˇˇ “
ˇˇˇˇ
ˇˇpXn ´ µXqJpΣ´1ejb
eJj
pΣ´1ej
ˇˇˇˇ
ˇˇ
ď }pΣ´1{2pXn ´ µXq} ď }Σ´1{2pXn ´ µXq}
1´DΣn
.
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Furthermore,
px´ µXqJpΣ´1ejb
eJj
pΣ´1ej ´ ajpxq “
px´ µXqJppΣ´1 ´ Σ´1qejb
eJj
pΣ´1ej `
px´ µXqJΣ´1ejb
eJj Σ
´1ej
»–gffeeJj Σ´1ej
eJj
pΣ´1ej ´ 1
fifl .
Combining these two steps yields˜
1
n
nÿ
i“1
ppajpXiq ´ ajpXiqq4¸1{4
ď 1b
eJj
pΣ´1ej
˜
1
n
nÿ
i“1
!
pΣ´1{2pXi ´ µXqqJpΣ1{2pΣ´1Σ1{2 ´ IdqΣ1{2ej)4
¸1{4
`
ˇˇˇˇ
ˇˇ
gffeeJj Σ´1ej
eJj
pΣ´1ej ´ 1
ˇˇˇˇ
ˇˇ
˜
1
n
nÿ
i“1
tpXi ´ µXqJΣ´1eju4
peJj Σ´1ejq2
¸1{4
` }Σ
´1{2pXn ´ µXq}
1´DΣn
.
The first term can be further bounded by
}pΣ1{2pΣ´1Σ1{2 ´ IdqΣ1{2ej}b
eJj
pΣ´1ej supθ:}θ}ď1
˜
1
n
nÿ
i“1
!
pΣ´1{2pXi ´ µXqqJθ
)4¸1{4
ď D
Σ
n
1´DΣn
gffeeJj Σ´1ej
eJj
pΣ´1ej supθ:}θ}ď1
˜
1
n
nÿ
i“1
!
pΣ´1{2pXi ´ µXqqJθ
)4¸1{4
.
Similarly, the second term is bounded byˇˇˇˇ
ˇˇ
gffeeJj Σ´1ej
eJj
pΣ´1ej ´ 1
ˇˇˇˇ
ˇˇ sup
θ:}θ}ď1
˜
1
n
nÿ
i“1
tpΣ´1{2pXi ´ µXqqJθu4
¸1{4
Also, we use the fact thatˇˇˇˇ
ˇˇ
gffeeJj Σ´1ej
eJj
pΣ´1ej ´ 1
ˇˇˇˇ
ˇˇ ď
ˇˇˇˇ
ˇeJj Σ´1ejeJj pΣ´1ej ´ 1
ˇˇˇˇ
ˇ ď DΣn ñ
gffeeJj Σ´1ej
eJj
pΣ´1ej ď 1`DΣn .
Therefore,˜
1
n
nÿ
i“1
ppajpXiq ´ ajpXiqq4¸1{4
ď 2D
Σ
n
1´DΣn
sup
θ:}θ}ď1
˜
1
n
nÿ
i“1
tpΣ´1{2pXi ´ µXqqJθu4
¸1{4
` }Σ
´1{2pXn ´ µXq}
1´DΣn
.
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Lemma 19. Under the assumptions of Theorem 11, there exists a universal constant C P p0,8q
such that with probability at least 1´ C{n,
max
1ďjăkďd
˜
1
n
nÿ
i“1
! pψjkpXiq ´ ψjkpXiq)2
¸1{2
ď CK6x
c
d` log n
n
` CK5x
d` log n
n
,
whenever the right hand side is less than 1 and d ď ?n.
Proof. The calculations that lead to (39) imply that with probability 1´ 1{n,
sup
θ:}θ}ď1
˜
1
n
nÿ
i“1
tpΣ´1{2pXi ´ µXqqJθu4
¸1{4
ď CKx
˜
1` d
1{2
n1{4
¸
ď CKx
ˆ
1` d?
n
˙
,
for some universal constant C P p0,8q. Further Lemma 21 yields with probability 1´ 1{n,
DΣn ď CK2x
c
d` log n
n
` CK2x
d` log n
n
.
Finally,
}Σ´1{2pXn ´ µXq} ď 2 sup
θPN1{2
ˇˇˇˇ
ˇ 1n
nÿ
i“1
θJΣ´1{2pXi ´ µXq
ˇˇˇˇ
ˇ ,
where N1{2 is the 1{2-net of tθ P Rd : }θ} ď 1u with cardinality |N1{2| ď 5d. Hence with probability
at least 1´ 1{n,
}Σ´1{2pXn ´ µXq} ď CKx
c
d` log n
n
.
Combining these inequalities with Lemma 18 concludes that with probability at least 1´ 3{n,
max
1ďjďd
˜
1
n
nÿ
i“1
ppajpXiq ´ ajpXiqq4¸
1
4
ď CK3x
d`?n?
n
«c
d` log n
n
` d` log n
n
ff
`CKx
c
d` log n
n
ď CK3x
ˆ
1` d?
n
˙c
d` log n
n
` CKx
c
d` log n
n
ď CK3x
ˆ
1` d?
n
˙c
d` log n
n
,
assuming d` log n ď n. Lemma 17 now yields with probability at least 1´ 3{n,
max
1ďjăkďd
} pψjk ´ ψjk}n ď C max
1ďjďd
˜
1
n
nÿ
i“1
a4jpXiq
¸1{4
K3x
c
d` log n
n
` CK6x
d` log n
n
` C max
1ďjďd
ˇˇˇˇ
ˇ 1n
nÿ
i“1
a2jpXiq ´ Era2jpXqs
ˇˇˇˇ
ˇ (33)
` C max
1ďjăkďd
|θjk ´ pθjk| max
1ďjďd
˜
1
n
nÿ
i“1
ta2j pXiq ´ Era2jpXqsu2
¸1{2
.
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The calculations leading to (30) now yields with probability at least 1´ 6{n,
max
1ďjďd
˜
1
n
nÿ
i“1
 
a2jpXiq ´ Era2jpXqs
(2¸1{4 ď CKx˜1`cplogpdnqq9
n
¸
,
and
max
1ďjďd
˜
1
n
nÿ
i“1
a4jpXiq
¸1{4
ď CKx
˜
1`
c
plogpdnqq9
n
¸
.
Because a2jpXiq is sub-exponential with parameter K2x, using Theorem 2.8.1 of Vershynin (2018),
we get with probability at least 1´ 1{n
max
1ďjďd
ˇˇˇˇ
ˇ 1n
nÿ
i“1
a2jpXiq ´ Era2jpXqs
ˇˇˇˇ
ˇ ď CK2x
c
logpdnq
n
`CK2x
logpdnq
n
.
Substituting these in (33) concludes with probability at least 1´ C{n,
max
1ďjăkďd
} pψjk ´ ψjk}n ď CK4xcd` log nn `CK6x d` log nn
` CK2x
c
logpdnq
n
` CK2x
logpdnq
n
` CKx max
1ďjăkďd
|θjk ´ pθjk|.
Using d ď ?n as well as Kx ě 1, we can simplify the terms above and write
max
1ďjăkďd
} pψjk ´ ψjk}n ď CK6xcd` log nn ` CK2x
c
logpdnq
n
` CKx max
1ďjăkďd
|θjk ´ pθjk|. (34)
The last term can be bounded based on Theorem 9 and (26) to get with probability at least 1´1{n,
max
1ďjăkďd
|θjk ´ pθjk| ď max
1ďjăkďd
ˇˇˇˇ
ˇ 1n
nÿ
i“1
ψjkpXiq
ˇˇˇˇ
ˇ`CK4x d` logpnqn .
Because ψjkpXiq, 1 ď i ď n are sub-exponential with parameter K2x, Theorem 2.8.1 of Vershynin
(2018) implies that with probability 1´ C{n,
max
1ďjăkďd
|θjk ´ pθjk| ď CKxc logpdnq
n
` CK4x
d` log n
n
.
Substituting this in (34) concludes with probability at least 1´ C{n,
max
1ďjăkďd
} pψjk ´ ψjk}n ď CK6xcd` log nn ` CK2x
c
logpdnq
n
` CK2x
c
logpdnq
n
` CK5x
d` log n
n
.
This concludes the proof.
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D Proof of the Auxiliary Results from Section 3 (Projection Pa-
rameters)
In this section, we provide various lemmas used in the proofs of Theorems 4 and 3. These lem-
mas prove concentration inequalities for the quantities that appear in the inequalities in previous
sections.
Proposition 20. Under assumptions (X-SG) and (E)(q), for every η ą 0,
max
aPRd,}a}Idď1
E
”
|aJΣ´1{2XipYi ´XJi βq|q{p1`ηq
ı
ď
!
CKqKx
a
q{η
)q{p1`ηq
,
where C P p0,8q is a universal constant.
Proof. Fix a P Rd with Euclidean norm bounded by 1. Ho¨lder’s inequality yields´
E
”
|aJΣ´1{2XipYi ´XJi βq|q{p1`ηq
ı¯p1`ηnq{q ď pEr|Yi ´XJi β|qsq1{q ´Er|aJΣ´1{2Xi|q{ηs¯η{q
ď KqpCKx
a
q{ηq,
where the second inequality follows from the fact that condition (X-SG) implies aJΣ´1{2Xi is
Kx-sub-Gaussian.
Lemma 21. Under assumption (X-SG), there exists a universal constant C P p0,8q such that
P
˜
DΣn ď CK2x
c
d` logp1{δq
n
` CK2x
d` logp1{δq
n
¸
ě 1´ δ for any δ P p0, 1q.
Proof. This results is standard: see, e.g., Theorem 4.7.1 of Vershynin (2018) or Theorem 1 of Koltchinskii and Lounici
(2017).
Lemma 22. Under assumptions (DGP), (X-SG), (E)(q) and (Σ-V ), there exists a constant
Cq P p0,8q depending only on q such that for any η ą 0 and δ P p0, 1q,
P
¨˝››››› 1n
nÿ
i“1
ψi
›››››
ΣV ´1n Σ
ď 2
?
d`
a
3 logp1{δq `KqKx
ˆ
Cqn
δ
˙p1`ηq{qd
qλd
nη
‚˛ ě 1´ δ.
Proof. We apply Theorem 3.1 of Einmahl and Li (2008). Take
Zi :“ n´1{2V ´1{2XipYi ´XJi βq.
The definition of β implies ErZis “ 0 and the definition of V implies VarpZiq “ n´1Id. Then,››n´1řni“1 ψi››ΣV ´1n Σ “ }řni“1 Zi}Id , so that
E
”››n´1řni“1 ψi››ΣV ´1n Σı ď ´E ”}řni“1 Zi}2Idı¯1{2 “ přni“1 trpVarpZiqqq1{2 “ ?d.
Theorem 3.1 of Einmahl and Li (2008) with η “ δ “ 1 implies that
P
˜››››› 1n
nÿ
i“1
ψi
›››››
ΣV ´1n Σ
ě 2
?
d` t
¸
ď exp
ˆ
´ t
2
3
˙
` C
ts
nÿ
i“1
ErpZJi Ziqs{2s, (35)
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for any s ą 2 such that ErpZJi Ziqs{2s is finite. Here C P p0,8q is a constant depending only on s.
It is clear that
ZJi Zi “
1
n
pYi ´XJi βq2XJi V ´1Xi,
and because of assumption (DGP),
nÿ
i“1
ErpZJi Ziqs{2s “
ds{2
nps´2q{2
E
»–˜1
d
dÿ
j“1
peJj V ´1{2Σ1{2Σ´1{2Xiq2pYi ´XJi βq2
¸s{2fifl
ď d
s{2
nps´2q{2
max
1ďjďd
E
”
|aJj Σ´1{2XipYi ´XJi βq|s
ı
,
where aj :“ Σ1{2V ´1{2ej . Assumption (Σ-V ) implies that }a}Id “
b
eJj V
´1{2ΣV ´1{2ej ď
a
λmaxpV ´1{2ΣV ´1{2q ď
λ
1{2
. Therefore, for any s ě 2,
nÿ
i“1
ErpZJi Ziqs{2s ď
λ
s{2
ds{2
nps´2q{2
max
1ďjďd
E
”
}a}´sId |aJj Σ´1{2XipYi ´XJi βq|s
ı
.
Fix η ą 0. Taking s “ q{p1` ηq and applying Proposition 20 provides a bound on the right hand
side. Further, taking (for a possibly different constant C P p0,8q)
t “
a
3 logp1{δq ` pCδ´1qp1`ηq{q λ
1{2
d1{2
n1{2´p1`ηq{q
!
KqKx
a
q{η
)
,
in (35) yields for any η ą 0,
P
¨˝››››› 1n
nÿ
i“1
ψi
›››››
ΣV ´1n Σ
ě 2
?
d`
a
3 logp1{δq `
ˆ
Cn
δ
˙ p1`ηq
q
ˆ
qλd
nη
˙1{2
KqKx‚˛ď δ.
Lemma 23. Assume conditions (DGP), (X-SG), (Σ-V ). If condition (E)(q) holds for some
q ě 4 log n{plog n ´ 2q, then there exists a constant C “ Cpq,Kx, λK2q , λ{λq depending only on its
arguments such that with probability at least 1´ pd` 2q{n ´ad{n,
sup
θPRd
ˇˇˇˇ
ˇθJpΣ´1n pV pΣ´1n θθJΣ´1V Σ´1θ ´ 1
ˇˇˇˇ
ˇ ď Cp1` d{
?
nq
p1´ 4q´1q
c
d logpedq ` log n
n
` Cp1` d{?nqd
1´1{q logpedq log n
n1´3{q
,
whenever the right hand side is less than 1.
Proof. Because the sandwich estimator is a complicated non-linear function of the estimatorspΣn, pV and pV is not a sum of independent matrices, we first reduce the problem into basic com-
ponents which are more easily controllable using results from sum of independent random vari-
ables/vectors/matrices. Observe that
}pΣ´1V Σ´1q´1{2ppΣ´1n pV pΣ´1n qpΣ´1V Σ´1q´1{2 ´ Id}op
“ }V ´1{2ΣpΣ´1n pV pΣ´1n ΣV ´1{2 ´ Id}op “ }AAJ ´ Id}op,
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where A “ V ´1{2ΣpΣ´1n pV 1{2 with pV 1{2 representing the symmetric square root of pV . Symmetry of
AAJ ´ Id and the definition of } ¨ }op implies
}AAJ ´ Id}op “ sup
θPRd
ˇˇˇˇ}AJθ}2
}θ}2 ´ 1
ˇˇˇˇ
.
Using the fact
AJθ “ pV 1{2V ´1{2V 1{2ppΣ´1n Σ´ IdqV ´1{2θ ` pV 1{2V ´1{2θ,
we getˇˇˇˇ}AJθ}2
}θ}2 ´ 1
ˇˇˇˇ
ď
ˇˇˇˇ
ˇ}pV 1{2V ´1{2θ}2}θ}2 ´ 1
ˇˇˇˇ
ˇ ` }pV 1{2V ´1{2V 1{2ppΣ´1n Σ´ IdqV ´1{2θ}2}θ}2
` 2ˆ θ
JV ´1{2 pV ppΣ´1n Σ´ IdqV ´1{2θ
}θ}2
ď
ˇˇˇˇ
ˇθJV ´1{2pV V ´1{2θθJθ ´ 1
ˇˇˇˇ
ˇ ` }pV 1{2V ´1{2}2op }V 1{2ppΣ´1n Σ´ IdqV ´1{2θ}2}θ}2
` 2ˆ }V
´1{2 pV V ´1{2θ}
}θ} ˆ
}V 1{2ppΣ´1n Σ´ IdqV ´1{2θ}
}θ} .
Taking the supremum over θ P Rd yields
}AAJ ´ Id}op ď sup
θPRd
ˇˇˇˇ
ˇ}pV 1{2V ´1{2θ}2}θ}2 ´ 1
ˇˇˇˇ
ˇ
` }pV 1{2V ´1{2}2op !}pΣ´1n Σ´ Id}2op ` 2}pΣ´1n Σ´ Id}op)
“ I ` pI` 1q  II2 ` 2II( ,
where
I :“ sup
θPRd
ˇˇˇˇ
ˇ}pV 1{2V ´1{2θ}2}θ}2 ´ 1
ˇˇˇˇ
ˇ and II :“ }pΣ´1n Σ´ Id}op.
Based on this inequality, it suffices to bound I and II. Regarding II, we note that II ď DΣn {p1´DΣn q
and hence
tDΣn ď 1{2u ñ II ď 1 ñ }AAJ ´ Id}op ď I` 6pI` 1qDΣn . (36)
To bound I, define
V :“ 1
n
nÿ
i“1
XiX
J
i pYi ´XJi βq2.
The definition of V differs from pV in the use of β in place of pβ which yields an average of independent
random matrices. Observe that
I ď sup
θPRd
ˇˇˇˇ
ˇ}V
1{2
V ´1{2θ}2
}θ}2 ´ 1
ˇˇˇˇ
ˇ ` supθPRd
ˇˇˇˇ
ˇθJV ´1{2ppV ´ V qV ´1{2θθJθ
ˇˇˇˇ
ˇ “: I1 ` I2.
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Lemma 24 proves
I2 ď M4
2
}pβ ´ β}2ΣV ´1Σ `?2M1{24 }pβ ´ β}ΣV ´1Σa1` I1,
for a quantity M4 defined in Lemma 24. Thus,"
I1 ď 1
2
*
X tM1{24 }pβ ´ β}ΣV ´1Σ ď 1u ñ I ď I1 ` 3M1{24 }pβ ´ β}ΣV ´1Σ,
ď 1{2` 3 “ 7{2.
This combined with (36) implies that if A holds then
}AAJ ´ Id}op ď I1 ` 3M1{24 }pβ ´ β}ΣV ´1Σ ` 21DΣn , (37)
where
A :“
"
DΣn ď
1
2
*
X
"
I1 ď 1
2
*
X
!
M
1{2
4 }pβ ´ β}ΣV ´1Σ ď 1) .
In the following we tackle each of the terms as well as the events.
Quantity DΣn From Lemma 21,
P
˜
D
Σ
n ď CK2x
c
d` log n
n
` CK2x
d` log n
n
¸
ě 1´ 1
n
.
This implies that if pd` log nq ď n{p4CK2xq2 then with probability at least 1´ 1{n,
D
Σ
n ď 2CK2x
c
d` log n
n
ď 1
2
. (38)
Quantity M4 From Inequality (3.9) of Mendelson (2010), there exists a universal constant C P
p0,8q such that for any t ą 0, with probability at least 1´ expp´t log nq,
sup
θPRd,}θ}Idď1
˜
nÿ
i“1
pθJΣ´1{2Xiq4
¸1{4
ď CKxtp
?
d` n1{4q,
by taking F “ tx ÞÑ θJΣ´1{2x : θ P Rd, }θ}Id ď 1u and |I| “ n. We refer the reader to Gue´don and Rudelson
(2007) and Vershynin (2011) for similar results. Hence with probability at least 1´ 1{n,
M
1{2
4 ď CK2x
d
λ
λ
ˆ
d?
n
` 1
˙
, (39)
for a possibly different constant C P p0,8q.
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Quantity }pβ ´ β}ΣV ´1Σ The triangle inequality combined with Theorem 1 yields that
}pβ ´ β}
ΣV ´1n Σ
ď 1p1´DΣn q
››n´1řni“1 ψi››ΣV ´1n Σ .
Because Vn “ nV , this implies that
}pβ ´ β}ΣV ´1Σ ď n´1{2p1´DΣn q ››n´1řni“1 ψi››ΣV ´1n Σ .
From inequality (38) we get that, with probability at least 1 ´ 1{n, DΣn ď 1{2 while Lemma 22
ensures that, with probability at least 1´ d{n,››››› 1n
nÿ
i“1
ψi
›››››
ΣV ´1n Σ
ď 2
?
d`
a
3 logpn{dq `
ˆ
Cqn
2
d
˙p1`ηnq{q ˆqλd
nηn
˙1{2
KqKx,
for some constant Cq P p0,8q depending only on q. Hence with probability at least 1´ pd ` 1q{n,
we get
}pβ ´ β}ΣV ´1Σ ď 4cd
n
` 2
c
3 logpn{dq
n
` 2
ˆ
Cqn
2
d
˙p1`ηnq{q ˆqλd
ηn
˙1{2
KqKx
n
.
This bound holds for all ηn ą 0 and choosing ηn to minimize the right hand side yields ηn “
q{p2 logpCqn2{dqq and hence with probability at least 1´ pd` 1q{n,
}pβ ´ β}ΣV ´1Σ ď 4cd
n
`
c
12 logpn{dq
n
`
a
8eλKqKxC
1{q
q
d1{2´1{q
a
logpCqn2{dq
n1´2{q
.
Combining this inequality with (39) shows that, with probability at least 1´ pd` 2q{n,
M
1{2
4 }pβ ´ β}ΣV ´1Σ ď CqK2x
d
λ
λ
«c
d` logpn{dq
n
`
a
λKqKx
a
d1´2{q logpn{dq
n1´2{q
ff
, (40)
if d ď ?n.
Quantity I1 We provide a tail bound for I1 using Theorem 3.1 of Einmahl and Li (2008). Observe
that
I1 “
››››› 1n
nÿ
i“1
V ´1{2XiX
J
i V
´1{2pYi ´XJi βqq2 ´ ErV ´1{2XiXJi V ´1{2pYi ´XJi βq2s
›››››
op
,
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For an application of Theorem 3.1 of Einmahl and Li (2008), it is crucial to bound the expectation
of I1 which we achieve by applying Theorem 5.1(2) of Tropp (2016). By this result,
ErI1s ď
c
12 logpedq
n
›››ErV ´1{2XiXJi V ´1{2}V ´1{2Xi}2IdpYi ´XJi βq4s›››1{2op
` 24 logpedq
n
ˆ
E
„
max
1ďiďn
}V ´1{2Xi}4IdpYi ´XJi βq4
˙1{2
ď
c
12d logpedq
n
sup
θPRd,}θ}Idď1
´
E
”
pθJV ´1{2Xiq4pYi ´XJi βq4
ı¯1{2
` 24d logpedq
n
sup
θPRd,}θ}Idď1
˜
nÿ
i“1
E
”
|θJV ´1{2XipYi ´XJi βq|q{p1`ηnq
ı¸2p1`ηnq{q
paq
ď CλK2xK2q p1´ 4q´1q´1
a
d logpedq{n ` Cλd logpedq
n
n2p1`ηnq{qK2xK
2
q
q
ηn
,
for some universal constant C P p0,8q. The inequality (a) for the first term follows from Proposi-
tion 20 by taking ηn “ pq{4q ´ 1 and for the second term follows from Proposition 20 for general
ηn ą 0. Minimizing the second term over all ηn ą 0 yields the optimal choice of ηn “ q{p2 log nq
and hence
ErI1s ď CλK2xK2q
« a
d logpedq
p1´ 4q´1q?n `
d logpedq log n
n1´2{q
ff
.
Observe that for the preceding inequalities to apply, we need 4 ď q{p1`ηnq and thus the feasibility
of the optimal choice of ηn then requires q ě 4plog nq{plog n ´ 2q. An application of Theorem 3.1
of Einmahl and Li (2008) now concludes
P pI1 ě 2ErI1s ` tq ď exp
˜
´nt
2p1´ 4q´1q2
Cλ
2
K4xK
4
q
¸
` CEr}V
´1{2Xi}2sId |Yi ´XJi β|2ss
ns´1ts
,
for some constant C P p0,8q depending only on s. Taking s “ q{p2p1` ηnqq and inverting the tail
bound implies for any ηn ą 0,
P
˜
I1 ě CλK2xK2q
«a
d logpedq ` logp2{δq
p1´ 4q´1q?n `
d logpedq log n
n1´2{q
` qdδ
´2{q
ηnn1´2{q
´n
δ
¯2ηn{qff¸ ď δ.
Taking δ “ad{n and ηn “ q{p2 logpn3{2{d1{2qq yields with probability 1´ad{n
I1 ď CqλK2xK2q
«a
d logpedq ` logp2n{dq
p1´ 4q´1q?n `
d logpedq log n
n1´2{q
` d
1´1{q logpn{dq
n1´3{q
ff
. (41)
Substituting inequalities (38), (39), (40), and (41) in (37) yields with probability 1´pd`2q{n´
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a
d{n,
}AAJ ´ Id}op
ď CqλK2xK2q
«a
d logpedq ` logp2n{dq
p1´ 4q´1q?n `
d logpedq log n
n1´2{q
` d
1´1{q logpn{dq
n1´3{q
ff
` CqK2x
d
λ
λ
ˆ
1` d?
n
˙«c
d` logpn{dq
n
`
a
λKqKx
a
d1´2{q logpn{dq
n1´2{q
ff
` 2CK2x
c
d` log n
n
ď CqK
2
x
p1´ 4q´1q
c
d logpedq ` logpn{dq
n
»–1` λK2q `
d
λ
λ
ˆ
1` d?
n
˙fifl
` CqK2x
d logpedq log n
n1´2{q
„
λK2q `
λKqKx?
λ
ˆ
1` d?
n
˙
` CqK2xλK2q
d1´1{q logpn{dq
n1´3{q
ď CqK
2
x
p1´ 4q´1q
c
d logpedq ` logpn{dq
n
»–1` λK2q `
d
λ
λ
ˆ
1` d?
n
˙fifl
` CqK2x
d1´1{q logpedq log n
n1´3{q
„
λK2q `
λKqKx?
λ
ˆ
1` d?
n
˙
.
Lemma 24. Let
V :“ 1
n
nÿ
i“1
XiX
J
i pYi ´XJi βq2 and pV :“ 1n
nÿ
i“1
XiX
J
i pYi ´XJi pβq2.
Then
}V ´1{2ppV ´ V qV ´1{2}op ď 1
2
M4}pβ ´ β}2ΣV ´1Σ
`
?
2M
1{2
4 }pβ ´ β}ΣV ´1Σ}V 1{2V ´1{2}op,
where
M4 :“ λ
λ
ˆ sup
θPRd,}θ}Id“1
1
n
nÿ
i“1
pθJΣ´1{2Xiq4.
Proof. The definition of the operator norm and the symmetry of V ´1{2ppV ´ V qV ´1{2 implies
}V ´1{2ppV ´ V qV ´1{2}op “ sup
θPRd: }θ}Id“1
ˇˇˇ
θJV ´1{2ppV ´ V qV ´1{2θ ˇˇˇ .
Fix θ P Rd such that }θ}Id “ 1. Expanding pYi ´XJi pβq2 in pV by adding and subtracting XJi β to
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XJi
pβ yieldsˇˇˇ
θJV ´1{2ppV ´ V qV ´1{2θˇˇˇ
ď 1
n
nÿ
i“1
pθJV ´1{2Xiq2
”
pXJi ppβ ´ βqq2 ` 2|Yi ´XJi β| ˆ |XJi ppβ ´ βq|ı
ď 1
n
nÿ
i“1
pθJV ´1{2Xiq2pXJi ppβ ´ βqq2
` 1
n
nÿ
i“1
pθJV ´1{2Xiq2
„ |Yi ´XJi β|2
L
` L|XJi ppβ ´ βq|2
ď p1` Lq
n
nÿ
i“1
pθJV ´1{2Xiq2pXJi ppβ ´ βqq2 ` 1nL
nÿ
i“1
pθJV ´1{2Xiq2pYi ´XJi βq2
ď p1` Lq
n
nÿ
i“1
pθJV ´1{2Xiq2pXJi ppβ ´ βqq2 ` 1L ˆ θJV ´1{2V¯ V ´1{2θ.
We write XJi ppβ ´ βq as pV 1{2Σ´1XiqJpV ´1{2Σppβ ´ βqq and bound the first term on the right hand
side as
1
n
nÿ
i“1
pθJV ´1{2Xiq2pXJi ppβ ´ βqq2 ď 1n
nÿ
i“1
pθJV ´1{2Xiq2puJV 1{2Σ´1Xiq2}pβ ´ β}2ΣV ´1Σ,
where u “ V ´1{2Σppβ ´ βq{}pβ ´ β}ΣV ´1Σ is of unit norm. The right hand side (without the factor
}pβ ´ β}2
ΣV ´1Σ
) can be further bounded by
sup
θ,uPRd
1
n
nÿ
i“1
pθJV ´1{2Xiq2puJV 1{2Σ´1Xiq2
pθJθqpuJuq
“ sup
γ,vPRd
1
n
nÿ
i“1
pγJΣ´1{2Xiq2pvJΣ´1{2Xiq2
pγJΣ´1{2V Σ´1{2γqpvJΣ1{2V ´1Σ1{2vq
ď sup
γ,vPRd
1
n
nÿ
i“1
pγJΣ´1{2Xiq2pvJΣ´1{2Xiq2
pγJγqpvJvq ˆ
pγJγqpvJvq
pγJΣ´1{2V Σ´1{2γqpvJΣ1{2V ´1Σ1{2vq
ď sup
θPRd,}θ}Idď1
1
n
nÿ
i“1
pθJΣ´1{2Xiq4 ˆ λ
λ
.
Combining these to bounds into (42) concludes
}V ´1{2ppV ´ V qV ´1{2}op ď p1` Lq
2
M4}pβ ´ β}2ΣV ´1Σ ` }V 1{2V ´1{2}2opL , (42)
Minimizing over L ą 0 concludes the result.
E Proofs of Auxiliary Results for Section 5 (Partial Correlations)
We begin by bounding DΣn in terms of the intermediate Gram matrix rΣ. These bounds and associ-
ated derivations are be used repeatedly in the proofs of the results from Section 5.
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Proposition 25. For every n ě 1,
D
Σ
n ď }Σ´1{2rΣΣ´1{2 ´ Id}op ` }Xn ´ µX}2Σ´1 .
Proof. The triangle inequality implies that
D
Σ
n ď }Σ´1{2rΣΣ´1{2 ´ Id}op ` }Σ´1{2ppΣn ´ rΣqΣ´1{2}op.
The definition of rΣ yields.
}Σ´1{2ppΣn ´ rΣqΣ´1{2}op “ }Σ´1{2pXn ´ µXq}2Id .
This concludes the proof.
Lemma 26. Under the assumption that pΣn is invertible and DΣn ă 1,
}Σ1{2ppΣ´1n ´ Σ´1qΣ1{2}op ď DΣn1´DΣn . (43)
and ›››Σ1{2 !pΣ´1n ´ Σ´1 ` Σ´1prΣ´ ΣqΣ´1)Σ1{2›››
op
ď }Xn ´ µX}2Σ´1 `
pDΣn q2
1´DΣn
. (44)
Proof. We start with the following equality:
pΣ´1n ´ Σ´1 “ pΣ´1n pΣ´ pΣnqΣ´1
“ Σ´1pΣ´ pΣnqΣ´1 ` ppΣ´1n ´Σ´1qpΣ ´ pΣnqΣ´1
“ Σ´1pΣ´ pΣnqΣ´1 ` pΣ´1n Σ1{2pId ´ Σ´1{2pΣnΣ´1{2qpId ´ Σ´1{2pΣnΣ´1{2qΣ´1{2.
The first equality implies
}Σ1{2ppΣ´1n ´ Σ´1qΣ1{2}op ď }Σ1{2pΣ´1n Σ1{2}op}Σ´1{2pΣ´ pΣnqΣ´1{2}op,
which proves (43). The last equality above implies›››Σ1{2 !pΣ´1n ´ Σ´1 ` Σ´1ppΣn ´ ΣqΣ´1)Σ1{2›››
op
ď }Σ1{2pΣ´1n Σ1{2}op}Σ´1{2pΣnΣ´1{2 ´ Id}2op
ď }Σ
´1{2pΣnΣ´1{2 ´ Id}2op
1´ }Σ´1{2pΣnΣ´1{2 ´ Id}op .
(45)
assuming }Σ´1{2pΣnΣ´1{2´ Id}op ă 1 and using the fact that }A´1}op ď p1´}I´A}opq´1 whenever
}I ´ A}op ă 1. This inequality almost proves a linear representation of pΣ´1n ´ Σ´1 except thatpΣn ´ Σ is not an average of independent random matrices. Using rΣ, we get
}Σ´1{2ppΣn ´ rΣqΣ´1{2}op “ }Σ´1{2pXn ´ µXq}2Id .
Combining this equality with (45) concludes the proof.
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F Auxiliary Results
The following result is an application of Theorem 3.1 in Kuchibhotla and Chakrabortty (2018).
Lemma 27. Suppose W1, . . . ,Wn P Rq are independent mean zero random vectors such that each
of their coordinate is sub-Weibullpαq, that is, }Wipjq}α ď Kw for 1 ď j ď q and for some α P p0, 1s,
, then for all t ě 0,
P
˜
max
1ďjďq
ˇˇˇˇ
ˇ 1n
nÿ
i“1
Wipjq
ˇˇˇˇ
ˇ ě CKw
#c
t` log q
n
` pt` log qq
1{α
n
+¸
ď 3e´t.
Proof. Theorem 3.1 and Proposition A.3 of Kuchibhotla and Chakrabortty (2018) jointly give that
P
˜ˇˇˇˇ
ˇ 1n
nÿ
i“1
Wipjq
ˇˇˇˇ
ˇ ě CKw?n
˜?
t` t
1{α
?
n
¸¸
ď 3e´t,
for all t ą 0 and for some universal constant C P p0,8q. The result now follows from a union
bound.
The next bound is an application of Theorem 8 of Boucheron et al. (2005).
Lemma 28. Suppose W1, . . . ,Wn are non-negative sub-Weibullp1{2q random variables, that is,
}Wi}ψ1{2 ď Kw ă 8, then for all t ě 0,
P
˜
1
n
nÿ
i“1
Wi ě 2
n
nÿ
i“1
ErWis `Kw t
3plog nq2
n
¸
ď ee´t. (46)
Proof. Theorem 8 of Boucheron et al. (2005) implies››››› 1n
nÿ
i“1
Wi
›››››
q
ď 2
n
nÿ
i“1
ErWis ` 2q
n
››››max1ďiďnWi
››››
q
. (47)
(This follows by taking, following the notation of that paper, θ “ 1 and noting that κ{2 ă 1).
Because the Wi’s are sub-Weibullp1{2q, that is, E
”
exppa|Wi|{Kwqı ď 2,
P
`
Wi ě Kwt2
˘ ď 2 exp p´tq for all t ą 0.
Hence by a union bound
P
ˆ
max
1ďiďn
Wi ě Kwpt` log nq2
˙
ď 2 expp´tq for all t ą 0.
This yields
P
ˆ
pmax
1ďiďn
Wi ´ 2Kw log2 nq` ě 2Kwt2
˙
ď 2 expp´tq,
or in other words, pmax1ďiďnWi´2Kw log2 nq` is sub-Weibullp1{2q with parameter 2Kw. Therefore,
for all q ě 1, ››››max1ďiďnWi
››››
q
ď 2Kw log2 n` 2Kwq2.
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Substituting this inequality in (47) concludes for all q ě 1,››››› 1n
nÿ
i“1
Wi
›››››
q
ď 2
n
nÿ
i“1
ErWis ` 4qKw log
2 n
n
` 4q
3Kw
n
.
For any random variable R, Markov’s inequality implies
P pR ě e}R}tq ď }R}
t
t
et}R}tt
“ e´t, for t ě 1.
Therefore, for all t ě 1,
P
˜
1
n
nÿ
i“1
Wi ď 2e
n
nÿ
i“1
ErWis ` 4etKw log
2 n
n
` 4et
3Kw
n
¸
ď e´t.
To make this valid over all t ą 0, we use the fact that probabilities are bounded by 1 and multiply
the right hand side by e so that for t ă 1, ee´t ą 1. This completes the proof of (46).
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