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PERIODIC NILSEQUENCES AND INVERSE THEOREMS ON CYCLIC GROUPS
FREDDIE MANNERS
Abstract. The inverse theorem for the Gowers norms, in the form proved by Green, Tao and Ziegler,
applies to functions on an interval [M ]. A recent paper of Candela and Sisask requires a stronger
conclusion when applied to N-periodic functions; specifically, that the corresponding nilsequence
should also be N-periodic in a strong sense.
In most cases, this result is implied by work of Szegedy (and Camarena and Szegedy) on the
inverse theorem. This deduction is given in Candela and Sisask’s paper. Here, we give an alternative
proof, which uses only the Green–Tao–Ziegler inverse theorem as a black box. The result is also
marginally stronger, removing a technical condition from the statement.
The proof centers around a general construction in the category of nilsequences and nilmanifolds,
which is possibly of some independent interest.
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1. Introduction
The inverse theorem for the Gowers norms has a central role in many recent developments in additive
combinatorics and related fields. We briefly recall the statement, as it appears in [GTZ12, Conjecture
1.2].
Theorem 1.1. Fix an integer s ≥ 0 and δ > 0. Then there exists a finite collection Ms,δ of tuples
(G,Γ, dG), where G is an s-step filtered, nilpotent Lie group, Γ a lattice in G (i.e. a discrete co-compact
subgroup), and dG a left-invariant Riemannian metric on G, such that the following holds: for any
positive integer N , and any function f : [N ]→ C with |f | ≤ 1 and ‖f‖Us+1[N ] ≥ δ, there exists
(i) a tuple (G,Γ, dG) ∈ Ms,δ;
(ii) a polynomial map p : Z→ G;
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(iii) a function F : G→ C that is automorphic 1 with respect to Γ, bounded in magnitude by 1 and
is Os,δ(1)-Lipschitz with respect to dG;
such that the nilsequence F ◦ p correlates with f , i.e. |Ex∈[N ]f(x) · F ◦ p(x)| ≫s,δ 1.
We will not reproduce definitions of the various terms here, referring the reader to [GTZ12] itself,
[Tao12] or the forthcoming [Gre].
This result only applies to functions whose domain is an interval in Z. However, in the case s = 1,
which is covered by classical Fourier analysis, similar statements can be made in much more general
domains; in particular cyclic groups Z/NZ. Moreover, in this setting the structured functions F ◦ p
can be taken to be characters on Z/NZ, and hence naturally respect the algebraic structure of Z/NZ.
For general s, in some sense the algebraic content is reflected in the polynomial map p. So, in
formulating a version of Theorem 1.1 for cyclic groups, it makes some sense to require that p respects
the algebraic structure of Z/NZ.
Definition 1.2. Let G be a (filtered) nilpotent Lie group and Γ a lattice in G. We say a polynomial
map p : Z→ G is N -periodic if p(x+N)p(x)−1 ∈ Γ for all x.
Informally, we refer to a function of the form F ◦ p : Z → C, for an N -periodic polynomial map
p : Z→ G and some automorphic function F : G→ C, as an (N -)periodic nilsequence.
Remark 1.3. Note that an N -periodic nilsequence in this sense should not be confused with the weaker
property that F ◦ p is periodic as a function, i.e. that F ◦ p(x+N) = F ◦ p(x) for all x.
We can now state the main result, the N -periodic analogue of Theorem 1.1.
Theorem 1.4 (Main theorem). Fix an integer s ≥ 1 and δ > 0. Then there exists a finite collection
M ′s,δ of tuples (G,Γ, dG) as in Theorem 1.1, such that the following holds: for any positive integer N ,
and any function f : Z/NZ→ C with |f | ≤ 1 and ‖f‖Us+1(Z/NZ) ≥ δ, there exists
(i) a tuple (G,Γ, dG) ∈ M
′
s,δ;
(ii) an N -periodic polynomial map p : Z→ G;
(iii) a function F : G→ C that is automorphic with respect to Γ, bounded in magnitude by 1 and is
Os,δ(1)-Lipschitz with respect to dG;
such that F ◦ p correlates with f , i.e. |Ex∈Z/NZf(x) · F ◦ p(x)| ≫s,δ 1.
Such a result finds an application in recent work of Candela and Sisask [CSb], on convergence (over
prime N → ∞) of the minimum number of solutions to a fixed system of linear equations in a dense
subset A ⊆ Z/NZ. The full strength of Definition 1.2 is required for this application to succeed.
1This simply means that F (γx) = F (x) for all x ∈ G and γ ∈ Γ, i.e. F descends to a function Γ\G→ C. One could also
use the term “Γ-periodic (on the left)”.
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In that paper, the authors establish Theorem 1.4 assuming a technical condition on N , as a conse-
quence of Szegedy’s approach to the inverse theorem for the Gowers norms (see in particular [Sze] as
well as joint work with Camarena [CSa]).
Our approach is to prove the following result, which constructs periodic nilsequences from non-
periodic ones. Assuming this, it is straightforward to deduce Theorem 1.4.
Theorem 1.5. Suppose we are given an (s-step filtered) nilpotent Lie group G, a lattice Γ in G and a
left-invariant Riemannian metric dG, as well as a polynomial map p : Z→ G. Also suppose F : G→ C
is an automorphic, K-Lipschitz function bounded in magnitude by 1. Further, suppose φ : R/Z→ [0, 1]
is a smooth function supported on [0, 1/2], and N is a positive integer.
Then there exists:
(i) a (canonical) s-step filtered nilpotent Lie group G˜ and lattice Γ˜ in G˜, which depend only on G
and Γ;
(ii) a (canonical) N -periodic polynomial map p˜ : Z→ G˜ which depends only on p (and G,Γ); and
(iii) an OK,Γ,G,φ(1)-Lipschitz function F˜ : G˜ → C, automorphic with respect to Γ˜ and bounded in
magnitude by one;
such that
F˜ (p˜(x)) = φ(x/N) · F (p(x mod N))
for all x, where x mod N refers to the representative in {0, . . . , N − 1}.
2. Deduction of Theorem 1.4
We record the following easy lemma.
Lemma 2.1. Suppose f : Z/NZ→ C is supported on an interval J in Z/NZ satisfying N/20 ≤ |J | ≤
N/2. Write f ′ : J → C for the restriction of f to that interval. Then for any s ≥ 1,
‖f ′‖Us+1(J) = C‖f‖Us+1(Z/NZ)
for some constant C independent of f , satisfying C = Θs(1).
Proof. By translation-invariance we may assume J = {0, . . . , |J | − 1}. It suffices to prove that any
parallelepiped (x+h ·ω)ω∈{0,1}s+1 in Z/NZ that is entirely contained in J is also a parallelepiped with
respect to Z (after embedding {0, . . . , |J | − 1} in Z in the obvious way). The constant C then arises
purely from the normalization constant in the definition of a Gowers norm on an interval and can be
ignored.
It suffices to check the case s = 1, since any configuration (xω) is a parallelepiped if and only if
all its 2-dimensional “faces” are parallelepipeds. In other words, we want to know that if x, y, z, w ∈
{0, . . . , |J | − 1} and x − y − z + w ≡ 0 (mod N) then x − y − z + w = 0; but this is clear as
−2(|J | − 1) ≤ x− y − z + w ≤ 2(|J | − 1). 
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We proceed to the proof.
Proof of Theorem 1.4 assuming Theorem 1.5. We are free to assume, to avoid tedious issues, that N
is not too small (say N ≥ 100) since the result is trivial for small N (using, say, the U2 case).
We choose 20 closed intervals I0, . . . , I19 in R/Z, each of width exactly 1/10, whose interiors cover
R/Z. For sake of argument we can fix Im = [m/20,m/20 + 1/10] (mod 1). Now choose a smooth
partition of unity (ρm) on R/Z adapted to Im. The functions ρm descend to a partition of unity (φm)
on Z/NZ in the obvious way, i.e. by φm : x 7→ ρm(x/N). Then, each such φm is supported on an
interval of length either ⌊N/10⌋ or ⌈N/10⌉; call this interval Jm.
We deduce that
‖f‖Us+1(Z/NZ) =
∥∥∥∥∥
∑
m
φm · f
∥∥∥∥∥
Us+1(Z/NZ)
≤
∑
m
‖φm · f‖Us+1(Z/NZ)
= C
∑
m
‖φm · f‖Us+1(Jm)
where we have used the triangle inequality for Us+1 and Lemma 2.1.
Hence, for some m we have ‖φm · f‖Us+1(Jm) ≫s δ. Translating everything if necessary, we can
assume that ρm is supported on [0, 1/2] and Jm ⊆ {0, . . . , N/2}.
We apply Theorem 1.1 to the function φm ·f on Jm to obtain (G,Γ, dG) ∈ Ms,Ωs(δ) and a nilsequence
ψ = F ◦ p, where p : Z→ G is a polynomial map, such that ψ correlates with φm · f , i.e. |Ex∈Jm(φm ·
f)(x)ψ(x)| ≫s,δ (1).
Now apply Theorem 1.5 to the nilsequence ψ and the smooth cut-off ρm. We find that ψ
′ : x 7→
ρm(x/N)ψ(x mod N) is an N -periodic nilsequence with respect to some G˜, Γ˜ (depending only on G,Γ).
Defining M ′s,δ to be those (G˜, Γ˜, dG˜) obtained by applying Theorem 1.5 to elements of Ms,Ωs(δ),
and observing that ∣∣∣Ex∈Z/NZf(x)ψ′(x)
∣∣∣ =
∣∣∣Ex∈{0,...,N−1}f(x)φm(x)ψ(x)
∣∣∣
=
∣∣∣Ex∈Jm(φm · f)(x)ψ(x)
∣∣∣≫s,δ 1 ,
this completes the proof. 
3. The proof of Theorem 1.5
The construction we will use is very closely related to that described in [GTZ12, Appendix C], which
in turn is based on an argument of Furstenberg [Fur81, page 31]. The goal there was rather different to
ours; namely, to show that any polynomial nilsequence can be realized as a linear one, at the expense
of augmenting G, Γ to some G˜, Γ˜. Both problems require one to “invent” the Heisenberg group, or a
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variant of it, in the special case of the input G = R, Γ = Z; and it turns out that their general cases
are also closely related.
Our proof therefore recaps that construction, with only a few (albeit significant) modifications. We
quote a number of facts from [GTZ12, Appendix C] without reproducing the proofs.
Proof of Theorem 1.5. We consider the nilpotent Lie group of polynomial maps poly(Z, G) with point-
wise multiplication. There is an isomorphism poly(Z, G) ∼= poly(R, G) given by restriction (see [GTZ12,
Appendix C]). We also consider the subgroup poly(Z,Γ). By [GTZ12, Lemma C.1] the latter is discrete
and co-compact.
We also define the shift action
T : R× poly(R, G)→ poly(R, G)
(t, p) 7→ p(·+ t)
and thereby the semi-direct product G˜ = poly(R, G) ⋊T R. To avoid confusion we note that by this
ordering we mean to imply a group operation
(g, t) ∗ (g′, t′) = (g · t(g′), t+ t′) .
This has a subgroup Γ˜ = poly(Z,Γ) ⋊T Z (since the action of T respects poly(Z,Γ)). The latter is
discrete and co-compact in G˜. Indeed, every right coset Γ˜x has a (unique) representative (poly(Z,Γ)g, t)
where t ∈ [0, 1).
We can also be explicit about the filtration on G˜, which is G˜0 = G˜, G˜1 = poly(R, G
+1) ⋊T R
and G˜i = poly(R, G
+i) ⋊T {0} for i ≥ 2. Here G
+i denotes the group Gi with the shifted filtration
G+ij = Gi+j . Note in particular that G˜s+1 is trivial (noting s ≥ 1).
Let q ∈ poly(R, G) be a rescaled version of p, by q(x) = p(xN). Now we define
p˜ : Z→ G˜
x 7→ (idG, x/N) ∗ (q, 0)
which is certainly a polynomial map, and moreover is N -periodic since
p˜(x+N) = (idG, x/N + 1) ∗ (q, 0)
= (idG, 1) ∗ (idG, x/N) ∗ (q, 0)
∈ Γ˜ p˜(x) .
Finally, we define F˜ on the fundamental domain (poly(Z,Γ)\ poly(R, G))⋊T [0, 1) by
F˜ (poly(Z,Γ)x, t) = φ(t) · F (Γx(0))
and extend periodically by Γ˜. In other words,
F˜ (poly(Z,Γ)x, t) = φ({t}) · F (Γx(−⌊t⌋))
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for general t.
It is now straightforward to check that
F˜ (p˜(x)) = F˜ (q(·+ x/N), x/N)
= φ({x/N}) · F (q(x/N − ⌊x/N⌋))
= φ({x/N}) · F (p(x mod N))
as required.
There remains only the statement that F˜ is OK,G,Γ,φ(1)-Lipschitz. For this to makes sense, we need to
equip poly(R, G) and G˜ with left-invariant Riemannian metrics dpoly(R,G), dG˜, which define correspond-
ing metrics dpoly(Z,Γ)\ poly(R,G), dΓ˜\G˜. There are various ways one could make these choices canonical;
ultimately it doesn’t matter as any two choices will be bi-Lipschitz on the respective compact manifolds.
It is certainly clear that F˜ is continuous: this is immediate except at points (t, x) where t ∈ Z, but
the support properties of φ guarantee continuity there also. Note also that the definition of F˜ depends
only on F , G and Γ, not p or N .
Using compactness of Γ˜\G˜, it is routine to adapt these observations to show F˜ is Lipschitz and to
obtain the quantitative statement about the Lipschitz constant.

4. An example
We consider the case where s = 2 and the original nilsequence f is the function
f : Z→ C
x 7→ e(αx2)
for some real number α. Note that this is trivially a (polynomial) nilsequence by composing the
polynomial map p : Z→ R, p(x) = αx2 with the automorphic function F (t) = e(t).
In general, p fails to be N -periodic unless α ∈ 1NZ. Moreover, f can fail to correlate significantly
with any N -periodic phase quadratic: i.e. (to prove Theorem 1.4) it would not suffice just to alter the
value of α.
Theorem 1.5 requires us (essentially) to consider the function f ′ obtained by repeating f N -
periodically, i.e. f ′(x) = e(αN2{x/N}2). This is a bracket quadratic, and hence general machinery due
to Bergelson and Leibman [BL07] tells us that it is – essentially – a nilsequence. With such a simple
example we can make this very explicit. To simplify matters, we consider the case where α = a/N2
for some integer a; these examples are fairly dense in the whole space.
Let
G =
(
1 R R
0 1 R
0 0 1
)
; Γ =
(
1 Z Z
0 1 Z
0 0 1
)
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so G is the usual Heisenberg group and Γ the standard lattice. We abbreviate the matrix
(
1 x z
0 1 y
0 0 1
)
to
(x, y, z). Now define
p : Z→ G
t 7→ (t/N, 2at/N, at2/N2)
which is a polynomial map. Moreover, it is N -periodic, since
p(t+N) =
(
1 t/N+1 at2/N2+2at/N+a
0 1 2at/N+2a
0 0 1
)
=
(
1 1 a
0 1 2a
0 0 1
)
p(t) ∈ Γp(t) .
A fundamental domain for Γ\G is given by elements (x, y, z) ∈ G with x, y, z ∈ [0, 1), and the map
sending a point in G to the corresponding point in the fundamental domain is (x, y, z) 7→ ({x}, {y}, {z−
y⌊x⌋}), so we define F : G → C by F (x, y, z) = φ(x)e(z) for points in the fundamental domain,
and extend Γ-periodically. Here φ : R/Z → R≥0 is our smooth function supported on [0, 1/2]. In
other words, F (x, y, z) = φ({x})e(z − y⌊x⌋). It is now straightforward to check that F ◦ p(t) =
φ(t/N)e(at2/N2) if 0 ≤ t < N , which together with the N -periodicity above gives the result.
It turns out that this construction is not exactly what comes out of the general machinery of Section 3.
However, the two are closely, albeit slightly subtly, related. We will not run through the construction
in detail, but sketch some of the features.
In the Heisenberg example above, the group G is 2-step nilpotent with a 2-step filtration. The
group G˜ from the general construction turns out to be 3-step nilpotent as a group, even though we
were careful to give it a 2-step filtration.
This apparent paradox is a consequence of the fact that the filtration of G˜ is not proper, i.e. G˜0 6= G˜1.
Hence all the 3-step behaviour of G˜ is “hidden” in G˜0 where it does not significantly affect the filtration.
2
Although it may seem illegal to use a 3-step nilpotent group when s = 2, this is in fact compatible
with the definitions of [GTZ12]. Indeed, the same phenomenon arises when applying the construction
in Appendix C of that paper.
In the special case that the image of p˜ is contained in G˜1, we can restrict everything to G˜1 equipped
with the proper filtration G˜1 = G˜1 ⊇ G˜2 ⊇ {id}. Hence G˜1 is a 2-step nilpotent group. Moreover, it
turns out that this special case occurs whenever α = a/N2 as required above. We also find that G˜1 is
exactly the Heisenberg group, and indeed this process yields exactly the explicit construction we have
just described.
For general α we do not have that the image of p˜ is contained in G˜1; but it is contained in some
coset of G˜1. So, by shifting everything by a small element of G˜ we can move to the previous case and
again identify F˜ ◦ p˜ with a Heisenberg nilsequence.
In fact, it is generally true that any “improper” nilsequence in the above sense can be identified
with a “proper” one, but we will not prove such a result.
2A group with an improper s-step filtration need not even be nilpotent in general.
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