Abstract-This paper concerns the practically important problem of multi-category radio frequency identification (RFID) estimation: given a set of RFID tags, we want to quickly and accurately estimate the number of tags in each category. However, almost all the existing RFID estimation protocols are dedicated to the estimation problem on a single set, regardless of tag categories. A feasible solution is to separately execute the existing estimation protocols on each category. The execution time of such a serial solution is proportional to the number of categories, and cannot satisfy the delay-stringent application scenarios. Simultaneous RIFD estimation over multiple categories is desirable, and hence, this paper proposes an approach called simultaneous estimation for multi-category RFID systems (SEM). SEM exploits the Manchester-coding mechanism, which is supported by the ISO 18000-6 RFID standard, to decode the combined signals, thereby simultaneously obtaining the reply status of tags from each category. As a result, multiple bit vectors are decoded from just one physical slotted frame. Built on our SEM, many existing excellent estimation protocols can be used to estimate the tag cardinality of each category in a simultaneous manner. To ensure the predefined accuracy, we 
Multi-Category RFID Estimation calculate the variance of the estimate in one round, as well as the variance of the average estimate in multiple rounds. To find the optimal frame size, we propose an efficient binary search-based algorithm. To address significant variance in category sizes, we propose an adaptive partitioning (AP) strategy to group categories of similar sizes together and execute the estimation protocol for each group separately. Compared with the existing protocols, our approach is much faster, meanwhile satisfying the predefined estimation accuracy. For example, with 20 categories, the proposed SEM+AP is about seven times faster than prior estimation schemes. Moreover, our approach is the only one whose normalized estimation time (i.e., time per category) decreases as the number of categories increases.
I. INTRODUCTION A. Background and Problem Statement
R ADIO Frequency Identification (RFID) has been widely used in many applications such as inventory management [1] - [7] , object tracking [8] - [10] , and localization [11] - [13] . A typical RFID system consists of readers, tags, and a back-end server. The back-end server controls the reader to interrogate a set of tags, and the tags respond with their IDs over a shared wireless medium. A tag is a microchip with an antenna in a compact package that has limited computing power and communication ranges. In an RFID-enabled warehouse, there may be thousands of tagged items that belong to different categories, e.g., different places of origin or different brands [14] . Each tag attached to an item has a unique ID that consists of two fields: a category ID that specifies the category of the attached object, and a member ID that identifies this object within its category. As a manager of the warehouse, one may desire to timely monitor the product stock of each category. If the stock of a category is too high, it may indicate that this category of products are not popular, and the manager needs to adjust the marketing strategy (e.g., lowering prices to increase sales). On the contrary, if the stock of a category is too low, the manager should perform stock replenishment as soon as possible. Manual checking is laborious and of low time-efficiency. You can imagine how difficult it is for a manager to manually count the number of items in each category that may be stacked together or placed on high shelves. Hence, it is desirable to exploit the RFID technique to quickly obtain the number of tagged items in each category.
This paper formulates and addresses the practical problem of multi-category RFID estimation. Given a set of RFID tags with λ categories denoted by C 1 , C 2 , · · · , C λ , whose cardinalities are denoted by n 1 , n 2 , · · · , n λ , respectively, a confidence interval α ∈ (0, 1], and a required reliability β ∈ [0, 1), we want to estimate the number of tags in each category using one or more readers such that for each 1 ≤ i ≤ λ, we have P {|n i − n i | ≤ n i α} ≥ β, wheren i is the estimate of n i .
B. Limitations of Prior Art
The first piece of work that focuses on the tag cardinality estimation problem in multi-category RFID system is Ensemble Sampling (ES) [14] . In ES, the reader needs to distinguish three types of slots: empty slot, singleton slot, and collision slot. ES exploits the number of singleton slots occupied by each category in a time frame to estimate the tag cardinality in each category. For a collision slot, ES only knows two or more tags responded in this slot, and nothing else. In other words, the collision slots are not fully made use of by ES, which incurs its low time-efficiency. Sheng et al. and Luo et al. proposed threshold-classification schemes that identify the categories whose sizes are above a predefined threshold value but do not estimate the size of each category [15] , [16] . We could use RFID identification and estimation protocols to address our multi-category RFID estimation problem; however, they are not efficient for this purpose. RFID identification protocols can read the IDs of all tags and thus obtain the accurate number of tags in each category. However, the identification speed is much slower than that of estimation. In addition to its low time-efficiency, the operation of identifying tags is not permitted at all in some privacy-sensitive applications, because the tag IDs transmitted in the air as plaintext could be easily eavesdropped by attackers. Existing RFID estimation protocols (e.g., [17] - [21] ) can only estimate the total number of tags in a population, regardless of their categories. To use such protocols to address our multi-category RFID estimation problem, we need to separately execute them on each category. Specifically, the reader can send the SELECT command [22] to activate the tags of a specific category to let them participate in the estimation protocol, while keeping the tags of other categories inactive. For advanced RFID estimation protocols (e.g., [17] , [21] ), the estimation time is determined by the given confidence interval α ∈ (0, 1] and required reliability β ∈ [0, 1), instead of tag population size. Thus, if we use the existing RFID estimation protocols to address our problem, the estimation time grows linearly with the number of categories, which is also inefficient.
C. Proposed Approach
In this paper, we propose an approach called Simultaneous Estimation for Multi-category RFID systems (SEM). At the start of SEM, we inject a so-called single-one string (SO string for short) into each tag. Given λ categories, the SO string injected into the tag belonging to the i-th category is a vector of λ bits where exactly the i-th bit is 1 and all other bits are 0s. For example, given 3 categories, the SO strings are 100, 010, and 001, respectively. 100 is injected into the tags of the first category; 010 is injected into the tags of the second category; 001 is injected into the tags of the third category. Such a string injecting operation can be easily implemented as follows. The reader uses SELECT command [22] to activate the tags in a specific category while keeping the other tags inactive. Then, the reader broadcasts the corresponding SO string, and the active tags record the received string in their memories. The RFID tags respond to the reader's query with the SO strings that are modulated by Manchester coding mechanism. When querying two tags, which are in the i-th category and the j-th category, respectively, if i = j, then the reader obtains a vector of λ bits where exactly the i-th bit is 1 and all other λ−1 bits are 0s; if i = j, then the reader obtains a vector of λ bits where exactly the i-th bit and the j-th bit are collisions and all other λ − 2 bits are 0s. Specifically, as illustrated in Fig. 1 , 1 is encoded as a falling edge and 0 is encoded as a rising edge in the Manchester coding. If all tags transmit 0 (or 1) at the same time, the reader can successfully recover the bit as 0 (or 1); otherwise, the reader will detect a bit collision x. Thus, from the bit vector that the reader obtains, we know exactly which categories of tags responded in this slot. Note that Manchester coding is supported by the RFID standard ISO 18000-6 [25] for detecting bit-level collisions [26] , [27] . Many excellent literature [9] , [28] makes use of the bit-level synchronization to address RFID application problems.
SEM is based on the standard Framed Slotted Aloha protocol [29] for MAC layer communication. First, the RFID reader initializes a slotted time frame by broadcasting a binary request δ, f , where δ is a random seed and f is the frame size (i.e., the number of slots in the forthcoming frame). Each tag randomly chooses a slot in the frame to reply its SO string. Specifically, each tag initializes its slot counter sc = H(ID, δ) mod f , which follows a uniform distribution within [0, f − 1]. The reader broadcasts the QueryRep command at the end of each slot to inform every tag to decrement its slot counter sc by 1. In each slot, a tag responds to the reader once its slot counter sc becomes 0. At the end of each frame, the reader obtains an array of f ternary strings where each ternary string has λ bits and each bit has a value of 0, 1, or x. We call this array a physical frame. For the λ-bit ternary string t i of the i-th slot, for each 1 ≤ j ≤ λ, if t i [j] = 0, then there is no tag in category C j that responded in the i-th slot; if t i [j] = 1, then only tags in category C j responded in the i-th slot; if t i [j] = x, then more than one tag responded in the i-th slot: at least one in category C j and the remaining not in category C j . Thus, from this physical frame, we can obtain λ logical frames, each for one category, where the logical frame for category C i is the same as the physical frame that the reader could obtain if the tag population only contains the tags in category C i . Fig. 2 shows an example of obtaining λ logical frames from a physical frame. For example, in the third slot, the ternary string xxx is the collision result of three types of single-one strings: 100, 010, and 001.
We now zoom into the logical frame for category C i . For each slot, we either have the SO string or nothing. By denoting the slot containing SO string with 1 and the slot that is empty with 0, we can obtain a bit vector with f bits. Fig. 2 shows three bit vectors that we obtain. Based on the bit vectors obtained by SEM, many excellent tag estimation protocols, as summarized in Table I , can be used to simultaneously estimate the tag cardinality of each category. For example, Enhanced Zero-Based estimator (EZB) [19] relies on an important intuition: the fewer tags are, the more empty slots will appear in the frame. Thus, EZB can exploit the number of empty slots in a frame to conduct the tag estimation. Here, we could use the number of 0s in each bit vector as the input of EZB to estimate the number of tags in the corresponding category. Besides EZB, many existing protocols such as FNEB [23] that leverages the index of the first non-empty slots in the frame, LoF [24] that makes use of the length of continuous non-empty slots, ART [17] that exploits the average run length of nonempty slots, can be built on our SEM to achieve simultaneous estimation over multiple categories.
Using our SEM approach, previous RFID estimation protocols can be significantly accelerated when facing the multi-category estimation problem. In the following, we use a numerical example to show this point. Let t γ represent the duration of a slot for transmitting γ-bit data and is given by τ w + γ × τ b , where τ w = 302us is the waiting time and τ b = 18.8us is the time for transmitting one bit [30] , [31] . As there are λ categories, in SEM each slot contains λ-bit single-one string, i.e., γ = λ. Thus, the time cost of an SEM frame is f (τ w + λ × τ b ). On the other hand, the time cost of executing a frame of existing protocol once for each category is λf (τ w + γτ b ), where γ = 1 because the existing protocols just require each slot to carry a single bit to indicate empty or non-empty. It is easy to find that the number of slots executed by SEM are much smaller than the total number of slots executed by existing protocols. For example, when λ = 30, SEM is almost 11 times faster than the existing estimation protocols.
D. Challenges and Proposed Solutions
The first key challenge is to guarantee the required estimation accuracy specified by confidence interval α ∈ (0, 1] and required reliability β ∈ [0, 1) for all categories. As the estimation based on one round of SEM has an inherent variance due to the probabilistic nature, we execute multiple rounds of SEM to reduce the variance of the estimate of each category. To ensure that SEM achieves the required accuracy, we first calculate the variance of the estimate for one round and the variance of the average estimate in multiple rounds. Then, we use statistical methods to find the minimum number of rounds that can achieve the required accuracy.
The second key challenge is to choose an optimal broadcast frame size f that minimizes the estimation time. In SEM, the reader broadcasts a large frame size f , but has to terminate the frame after executing the f slots. Normally, f ≤ 512. Optimal configurations of f and f are crucial to the performance of SEM. Optimization of f is relatively easy, because it has a small value range, and even a simple enumeration method is workable. However, f may has a wide range of possible values, and thus enumeration is infeasible. We show that the execution time is a convex function with respect to f , based on which we propose an efficient binary search-based algorithm to find the optimal value of f .
The third key challenge is to deal with categories that vary significantly in size. To minimize the estimation time, categories with small sizes demand a small frame size, whereas, categories with large sizes demand a large frame size. To address this issue, we propose an Adaptive Partitioning (AP) to group categories of similar sizes together and execute SEM for each group separately. Although this introduces more times of executing SEM, the estimation time for each group is well optimized as the categories in each group have similar sizes. Such a hybrid strategy has a smaller estimation time in comparison with the two extreme strategies of estimating each category separately and estimating all categories together. As we do not know category sizes in advance, we adaptively partition the categories based on the execution of previous rounds.
E. Novelty and Advantage Over Prior Art
The key technical novelty of this paper lies in proposing an Single-one Manchester coding-based approach called SEM, built on which traditional tag estimation protocols can be used to address the multi-category RFID estimation in a simultaneous manner. The key technical depth of this paper is in the mathematical development of SEM in addressing the three technical challenges of guaranteeing accuracy, choosing frame sizes, and partitioning categories. The key advantage of our approach over prior art is that SEM can decode multiple bit vectors from just one physical frame to simultaneously estimate the tag cardinality of each category. Compared with the prior separate estimation methods, our SEM approach significantly reduces the number of physical slots, and thus achieves much better time-efficiency. For example, for an RFID system with 20 categories, our SEM+AP uses 2 seconds whereas the state-of-the-art ART protocol takes 14 seconds [17] . It represents that our SEM+AP is 7x faster than ART. As the number of categories increases, the normalized estimation time of our approach decreases, whereas, that of prior estimation protocols does not.
The rest of the paper is organized as follows. In Section II, we present our SEM approach in detail along with its analysis. In Section III, we describe how to calculate the optimal values for system parameters to minimize the estimation time of SEM while achieving the required reliability. In Section IV, we describe how SEM adaptively partitions the categories into comparable sizes to reduce the estimation time. In Section V, we review the related work. In Section VI, we present results from our extensive evaluation of the proposed approach and its comparison with the existing protocols. Finally, in Section VII, we conclude the paper.
II. SEM: ESTIMATOR AND VARIANCE
To estimate the number of tags in each category, SEM executes multiple Aloha frames. At the end of each frame, it obtains a bit vector for each category. Based on the obtained bit vectors, SEM can perform any estimator listed in Table I to simultaneously estimate the number of tags of each category. Here, for the purpose of clarity, we let SEM exploit the most classical estimator in EZB [19] . Note that, if more advanced estimators such as ART [17] or SRC [21] are used, the performance of SEM can be further improved. An insight behind EZB: the fewer tags are there, the more empty slots appear in the frame. Hence, we make use of the number of 0s in each bit vector to perform the estimation. The estimate obtained from the number of 0s observed in a single bit vector is not accurate due to the variance associated with the estimation process. Thus, instead of executing a single round, SEM executes k rounds and obtains k estimates of the number of tags in that category. It then calculates the average of those k estimates to obtain the fine-grained estimate. Next, we first formally derive the estimator that SEM uses to estimate the size of any given category, using the number of 0s in the bit vector corresponding to that category as input. Then, we derive the expression for variance of the estimator, which we will use in Section III to determine the values of system parameters to ensure that SEM achieves the required reliability in the minimum possible time. Table II summarizes the main notations used in this paper.
A. Estimator
Let n i represent the number of tags in category C i . Let f represent the number of slots that the reader broadcasts at the start of the frame. We call f the broadcast frame size. Let p i,0 represent the probability that any bit in the bit vector of category C i is 0. Formally, for large values of f , the probability p i,0 is given by the following equation.
In the above equation, such an approximation is usually made in previous literature [17] , [32] . Let the reader terminate the frame after executing f slots, where f ≤ f . We call f the executed frame size. Let N i,0 be the random variable for number of 0s observed in the first f bits of the bit vector of category C i . As the probability for any bit to be 0 is p i,0 , the random variable N i,0 follows binomial distribution Binom(f , p i,0 ). Thus, the expected value of N i,0 is given by the following equation.
Solving Eq. (2) for n i , we get the following equation.
This equation shows that for fixed given values of f and f , n i is a monotonically decreasing function of E(N i,0 ). Thus, we can estimate the value of n i by substituting E(N i,0 ) in the equation above by the observed value of N i,0 from the logical frame of category (3), we get the estimatorn i of n i as follows.
B. Variance
The following lemma calculates the variance in the estimator derived in Eq. (4).
Lemma 1: Let f and f be the broadcast and executed frame sizes, respectively, and n i be the number of tags in category C i . The variance in the estimaten i of n i is given by the following equation.
Proof: According to Eq. (4),n i is a function of the random variable N i,0 . Thus, we expressn i as φ(N i,0 ). The Taylor's series expansion of φ(N i,0 ) around E(N i,0 ) is given by the following equation.
where ∂φ ∂Ni,0 is the first-order derivative. Taking the expectation of both sides of the equation above, we have:
The variance ofn i can now be calculated using the following expression.
V ar(n
As required by the equation above, we next calculate the first-order derivative
in the equation above, we get:
Substituting the expressions of 
III. SEM: SYSTEM PARAMETERS
Recall from Section II that SEM executes k frames to estimate the number of tags in each category. Next, we first derive the expression to calculate the value of k, which ensures that SEM achieves the required reliability. After that, we derive expressions to calculate broadcast frame size f and executed frame size f , which ensure that the execution time of SEM is the minimum.
A. Number of Frames k
Letn i,j represent the estimate of the number of tags in category C i obtained from the j th frame. Let A k (n i ) represent the average of the k estimates obtained from the k frames,
In what follows, Theorem 1 calculates the value of k which ensures that the average estimate satisfies the required reliability.
Theorem 1: Given required confidence interval α, required reliability β, broadcast frame size f , and executed frame size f , the average estimate A ki (n i ) of the number of tags in category C i satisfies the requirement P {|A ki (n i ) − n i | ≤ n i α} ≥ β when the average is obtained from k i frames, where k i satisfies the following equation.
Proof: As SEM uses different seeds for each frame, the k i frames are independent of each other. According to the central limit theorem,
is a random variable that follows the standard normal distribution. Let us represent this random variable by ℵ. As ℵ follows a standard normal distribution, for any required reliability β, there exists a number Z β such that
The requirement P {|A ki (n i )−n i | ≤ n i α} ≥ β can be written as below.
Comparing Eqs. (9) and (10), SEM will achieve the required reliability when the following conditions hold.
Next we calculate the expectation and variance of A ki (n i ).
Substituting the expressions for
into either of the two inequalities in Eq. (11) and rearranging, we get the inequality in Eq. (8).
B. Frame Sizes f and f
For the given values of f and f , Theorem 1 calculates the number of frames that SEM must execute to achieve the required reliability. Next we optimize the values of the executed and broadcast frame sizes to ensure that the estimation time of SEM is minimized.
Let T i represent the minimum execution time needed by category C i , t λ represent the duration of each slot, and t ξ represent the time that the reader takes to transmit the ξ-bit parameters for frame initialization. Thus,
Let T represent the execution time of SEM for all categories, which should be equal to the longest execution time among all minimum execution times for the λ categories.
Next, we first show that T i is a convex function of n i . To prove convexity, a sufficient and necessary condition is that the second-order derivative of T i with respect to n i is always larger than 0. The following equation calculates the second-order derivative of T i with respect to n i .
For simplicity, we substitute ( (13) can be written as the following inequality.
Substituting the value of Φ in the inequality above and simplifying, we get
24f 6 ) > 0. As this second-order derivative is always greater than 0, T i is a convex function of n i . Let C x and C y be the categories with the fewest and the most number of tags, respectively, among all λ categories. Let n x and n y be the number of tags in the categories C x and C y , respectively. By the property of convex function, the maximum value of T i lies at one of the two boundary points, i.e., (n x , T x ) or (n y , T y ). Thus, T = max{T x , T y }. Minimizing the overall time T is equivalent to minimizing max{T x , T y }. Formally, we need to solve the following optimization problem to find out the optimal values of f and f to minimize max{T x , T y }.
f ≤ f C x is the smallest category under estimation C y is the largest category under estimation
In the optimization problem formulated in Eq. (14), the executed frame size f should be no more than 512 due to practical reasons [17] . It is easy to enumerate each possible value of f to find the optimal one because of its small value range. However, f has a large value range, and the enumeration method is not suitable when optimizing its value. Therefore, we investigate how to quickly optimize the value of f in the following. We first show that max{T x , T y } is a convex function of f , which means that there is a value of f for which the execution time of SEM is the minimum. Then, we describe a simple binary search-based method to determine the optimal value of f . The second-order derivative of T i with respect to f is given by the following equation.
For simplicity, we substitute
with its fourth-order Taylor series in Eq. (15) and simplifying, we have the following inequality.
As the second order derivative of T i , with respect to f , is always greater than 0, T i is a convex function of f . Thus, T x and T y are both convex functions of f . Consequently, max{T x , T y } is also a convex function of f . Leveraging this convexity of max{T x , T y } with respect to f , SEM uses a fast binary-searching algorithm to find the optimal value of f . Given a f ≤ 512, SEM first initializes f low to f , and f high to 3n y . We have observed through simulations that 3n y is a good upper bound on the size of broadcast frame. Second, SEM calculates the first-order derivative of max{T x , T y } at f low +f high 2
. If this derivative is less than 0, it updates f low to f low +f high 2
; otherwise, it updates f high to f low +f high 2
. SEM recursively performs this search until f low = f high , at which point it stops and returns the value of f as f = f low = f high .
C. Dynamic Parameter Adjusting
To calculate the optimal values of system parameters, our proposed methods assume that SEM already knows the size of each category apriori. However, the category sizes are unknown apriori and are actually the quantity we need to estimate. Next, we present how to obtain rough estimates of category sizes, which are then used to calculate the optimal values of system parameters.
Before executing the first frame, SEM sets the size of the smallest category to n min and the largest category to n max , where n min and n max are the lower and upper bounds on category sizes, respectively, and are provided by the system administrator. Using n min and n max as inputs, we calculate the broadcast frame size f using the binary search-based method proposed above. Note that our binary search based method is not sensitive to the rough values of n min and n max because the system parameter values converge to their near optimal values after only a few frames. After executing κ > 1 frames, we get average estimate A κ (n i ) for each category C i . This A κ (n i ) is used to calculate the number of required frames, and should be repeated using Eq. (8).
D. Avoiding Premature Termination
As we calculate the number of times the frames are executed (i.e., k i ) using the estimated value A κ (n i ), which is not very accurate when κ is small, the value of k i may be smaller than what it should be. Consequently, SEM may stop after executing fewer frames than it should have executed causing the estimated size of category C i do not satisfy the required reliability. In other words, the estimation process for category C i is terminated too early, which we call premature termination. As k i is a monotonically increasing function of n i , instead of substituting n i with A κ (n i ), SEM substitutes n i with A κ (n i ) + · V ar[A κ (n i )] to calculate the value of k i . The variance of A κ (n i ) was calculated in Eq. (12) . According to the famous three-sigma rule [33] , = 3 should be large enough. We name this method of calculating k i as the -sigma method. Through extensive simulations in Section VI, we show that our -sigma method is highly effective against premature termination.
IV. SEM: ADAPTIVE PARTITIONING
Until now, we have described how SEM executes multiple frames for all categories simultaneously, and estimates the sizes of the categories. This strategy works well only when all categories are balanced, i.e., sizes of all categories are similar. When the categories are unbalanced, i.e., sizes of categories are very different, simultaneously estimating sizes of all categories adversely affects the performance of SEM. Next, we discuss the two scenarios of balanced and unbalanced categories, respectively.
A. Category Types 1) Balanced Categories:
We first consider an RFID system that consists of two categories C 1 and C 2 with similar sizes of 100 and 110 tags, respectively. Fig. 3(a) and (b) respectively show the minimal execution time of SEM when it is separately executed on tags in category C 1 and C 2 . In the figure, the optimal pair, e.g., (68, 68, 0.8378s), means that the optimal values of both f and f for SEM are 68, and the corresponding minimum execution time is 0.8378s. Note that the minimum time SEM takes to solely estimate the number of tags in category C 1 is 0.8378s. And the time for category C 2 is 0.8311s. Clearly, the total time of SEM when executed separately for each category is 1.6689s. In contrast, as shown in Fig. 3 (c) , the minimum time SEM takes to simultaneously estimate the number of tags in both categories C 1 and C 2 is just 0.8826s, which is much smaller than the time SEM takes to estimate the number of tags in the categories separately. Thus, simultaneous estimation performs much better than separate estimation method in such a balanced RFID system.
2) Unbalanced Categories: Fig. 4 (a) and (b) plot the minimum execution times of SEM for two categories C 1 and C 2 with quite different sizes of 100 and 2000 tags, respectively. The minimum time SEM takes to estimate the number of tags in categories C 1 and C 2 separately are 0.8378s and 1.0038s, resulting in the total time of 1.8416s. In contrast, as shown in Fig. 4(c) , the minimum time SEM takes to simultaneously estimate the number of tags in both categories is 2.56s, which is much larger than the time SEM takes to separately estimate the number of tags in the categories. This happens because, for the unbalanced categories, it is hard to find a pair of parameters f, f that simultaneously fit categories with large and small sizes. Thus, separate estimation performs better in the scenario of unbalanced categories.
From the above case studies of balanced and unbalanced categories, we conclude that when the category sizes are unbalanced, SEM should first partition categories into groups such that the sizes of categories in the same group are comparable and then simultaneously estimate the sizes of categories in individual groups. This will reduce the overall estimation time of SEM. Next, we describe how SEM partitions categories into groups.
B. Adaptive Partitioning
At start, SEM assumes that all categories belong to the same group. Without loss of generality, it assumes that all categories are arranged in a list L 1,λ in ascending order, i.e., L 1,λ = n 1 , n 2 , .., n λ , and for any i, j ∈ [1, λ], if i < j, we have n i ≤ n j . As aforementioned, the sizes of the smallest and largest categories in a group, i.e., n 1 and n λ in this case, determine the estimation time of SEM. We represent the minimum time of SEM on a group that has the smallest category size n i and the largest category size n j by T i,j . Recall that the estimation time of SEM is minimum when the values of n, f , and f are calculated as described in Section III.
SEM partitions the group represented by list L x,y = n x , .., n y into two groups represented by lists L x,s = n x , .., n s and L s+1,y = n s+1 , .., n y , where the value of s should satisfy the following two conditions. 1)
,y SEM recursively applies this partitioning method on groups starting with x = 1 and y = λ and continues until for a given group represented by list L x,y , there is no s ∈ [x, y − 1] that satisfies the first condition. Fig. 5 shows an example where SEM partitions a large unbalanced group represented by the list n 1 , n 2 , n 3 , n 4 , n 5 , n 6 into several small balanced groups represented by the lists n 1 , n 2 , n 3 , n 4 , and n 5 , n 6 . Note that, in Fig. 5 , T x,x (e.g., T 1,1 ) means the minimum estimation time of SEM on a group that contains just one category C x (e.g., C 1 ). After obtaining the small balanced groups, SEM takes one balanced group at a time and estimates the sizes of categories in that group simultaneously.
Just like in the calculation of optimal system parameters, adaptive partitioning also needs the size of each category apriori. At the very beginning, we do not know the number of tags in each category at all. Hence, for the first round of SEM, we let all the categories be in the same group. After the first round of estimation, SEM uses the method proposed in Section III-C to obtain the rough estimates of category sizes to guide the group partitioning process, and to find the optimum values of broadcast frame size f and executed frame size f for each group. If for any category, the estimate A κ (n i ) achieves the required reliability after κ frames, SEM removes category C i from the list L 1,λ . Before executing each frame, SEM first updates the list L 1,λ by removing the categories for which the required reliability has been achieved, and then partitions them into groups. The estimation process terminates when all categories achieve the required reliability. What we should clarify is that the proposed Adaptive Partitioning method is a heuristic algorithm, and does not ensure to return the optimal grouping result.
C. Discussion

1) Multi-Reader Estimation:
Due to the limited communication range, a single RFID reader cannot cover a large area. Thus, multiple RFID readers are frequently deployed. SEM uses one of the many existing reader-scheduling protocols [34] to schedule which reader transmits and receives at what time. All readers always send the same commands and relay the data they receive to a back-end server. Thus, these readers essentially work like a logical big reader. SEM works seamlessly in single as well as multi-reader environments.
2) Bit Synchronization: Katabi et al. reported in [35] that the synchronization offset for commercial RFID tags is normally no more than 1us. Recall that transmitting each bit from a tag to a reader requires 18.8us. Hence, the 1us offset is only about 5.3% of a bit duration. In other words, the signal offset does not have much negative impact on SEM. Hence, like many top level RFID literature [9] , [28] , we also assume that the signals of each tag is well synchronized on bit level.
V. RELATED WORK At the infancy stage of RFID research, the academic communities have paid much attention to the exact tag identification problem [29] , [36] , which is to exactly identify the tag IDs within the interrogation range of an RFID reader. Generally, there are two types of tag identification protocols: Aloha-based protocols and Tree-based protocols. Their basic principles are presented as follows. Fundamentally, the Aloha-based protocol is a kind of Time Division Multiple Access (TDMA) mechanism. A tag ID can be successfully identified in a slot when only one tag responds in this slot. As for tree-based protocols, the reader broadcasts a 0/1 string to query the tags. A tag responds with its ID once it finds that the queried string is the prefix of its ID. A reader identifies a tag ID when only one tag responds. Although RFID identification protocols can be used to obtain the exact tag IDs, it is a well-recognized fact that the tag identification protocols are slow because their execution time is proportional to the number of tags. For some purposes like stock monitoring, it is not efficient to execute the tag identification protocols because we only need to know the approximate number of tags instead of exact tag IDs.
Another direction of research on RFID systems is targeted at the cardinality estimation of RFID tag populations. Kodialam et al. proposed the first set of cardinality estimation schemes, USE and UPE, which use the number of empty or collision slots to estimate population sizes [20] . Similarly, Zheng et al. proposed Probabilistic Estimation Tree (PET) to estimate cardinalities for tree-based RFID systems [37] . Shahzad et al. proposed ART, which uses the average run length of non-empty slots for cardinality estimation [17] . Li et al. proposed Maximum Likelihood Estimator (MLE), which looks at the energy aspect of cardinality estimation [18] . Liu et al. studied the problem of key tag population tracking [38] . Gong et al. investigated INformative Counting (INC) to estimate the number of counterfeit tags whose IDs are not stored in a database [39] . For privacy reason, RFID estimation with the presence of blocker tag is investigated in [32] .
The above literature assumes that all tags within an RFID system belong to the same category. However, in practical scenarios, tags are usually classified into different categories according to brands. In recent years, the researchers have shifted some attention to the interesting problems raising in the multi-category RFID systems. Sheng et al. addressed the problem of identifying categories whose cardinalities are above a given threshold [16] . They proposed the Group Testing (GT) scheme, that rapidly eliminates the groups containing smallsized categories. Luo et al. claimed that the GT protocol is not suitable for RFID systems in which the sizes of a large number of categories are above a threshold, because each group has a high probability of containing a large-size category, and thus is difficult to eliminate. To accommodate this situation, they proposed an efficient Threshold-Based Classification (TBC) Protocol [15] that obtains multiple logical bitmaps from a single time frame. Each bitmap is used to approximate the tag cardinality of a category. The categories whose cardinalities are obviously above (or below) the given threshold can be rapidly eliminated. Unfortunately, GT and TBC protocols can only identify the categories with sizes greater than a threshold, but cannot estimate sizes of individual categories. The work closest to ours, focusing on multi-category RFID system, is Ensemble Sampling (ES) [14] , which exploits the number of singleton slots occupied by each category in a time frame to estimate the tag cardinality in each category. ES can only distinguish three types of slots: empty slot, singleton slot, and collision slot. For collision slot, ES only knows two or more tags responded in this slot, and nothing else. How to make full use of the information in each type of slots especially that in the collision slots is the key to achieve better time efficiency. The proposed SEM exploits the Single-one Manchester coding string, and could know which categories of tags responded in a collision slot. From a single physical frame, it can derive multiple logical frames, and each servers the tag cardinality estimation for a category.
VI. PERFORMANCE EVALUATION
In this section, we conduct extensive simulations on a large scale multi-category RFID system to evaluate the performance of the proposed protocols. We evaluate SEM in a variety of scenarios both with and without adaptive partitioning. In the rest of this section, we use SEM+AP to denote SEM with adaptive partitioning and simply SEM to denote it without partitioning. Besides SEM and SEM+AP, we also implemented the existing representative tag estimation/identification protocols, including Maximum Likelihood Estimator (MLE) [18] , Enhanced Zero Based estimator (EZB) [19] , Unified Probabilistic Estimator (UPE) [20] , Average Run-based Tag estimation (ART) [17] , Ensemble Sampling (ES) [14] , Enhanced Framed Slotted Aloha (EDFSA) [29] and Tree Hopping (TH) [36] . Following the simulation strategy used by these state-of-the-art schemes, we assume that the communication channel is error-free and a single reader covers all tags.
A. Evaluation Metrics
We evaluate SEM on two important metrics: (1) actual reliability, which is the percentage of times the relative errors in the estimates calculated by SEM are less than α, and (2) execution time, which is the time SEM takes to estimate the cardinalities of all tags in each category. We run each simulation 1000 times and use the results from these 1000 simulations to calculate the values of the performance metrics. Before evaluating these metrics, we first evaluate the effectiveness of our adaptive partitioning strategy.
B. Validating the Effectiveness of Adaptive Partitioning
To evaluate the improvement in execution time due to adaptive partitioning, we simulate an RFID system containing a tag population with 10 categories. We conduct simulations for two accuracy requirements, i.e., α = 5%, β = 95% and α = 3%, β = 97% and two settings of , i.e., = 0 and = 1. We conduct simulations for both balanced and unbalanced categories.
1) Balanced Categories:
In this case, each category has the cardinality of 5000 tags, as shown in Fig. 6(a) . Fig. 6 (b) through 6(e) show the execution times of both SEM+AP and SEM for the two accuracy requirements and the two settings of from 1000 independent runs of simulations. We observe from these figures that the execution time of SEM+AP and SEM are almost the same. This is because the frame sizes f and f calculated by SEM is appropriate for all categories. This means that there is no need to partition the list L 1,10 into multiple groups. In fact, when SEM applies the adaptive partitioning algorithm on these 10 categories, the categories are not divided into multiple groups; rather, they are returned in a single group only.
2) Unbalanced Categories: In this case, the category sizes vary from 1000 tags to 50000 tags. We pick the category sizes from two different distributions: exponential distribution as shown in Fig. 7(a) and linear distribution as shown in Fig. 8(a) . Fig. 7 (b) through 7(e) and 8(b) through 8(e) show the execution times of both SEM+AP and SEM for the two accuracy requirements and the two settings of from 1000 independent runs of simulations. We observe from these figures that the execution time of SEM+AP is 50% smaller than the execution time of SEM. For example, the execution times of SEM+AP and SEM with = 0, α = 5%, and β = 95% are approximately 3.2s and 6.3s, respectively. We make similar observations about SEM+AP and SEM for other settings of , α, and β when the categories are unbalanced. The underlying reason is that SEM+AP first adaptively partitions an unbalanced group into multiple balanced groups and then finds proper frame sizes f and f for each group, which significantly reduces the execution time.
C. Actual Reliability
Recall that actual reliability is the percentage of times the estimates for any category C i lie in the range
where n i is the actual cardinality of category C i . We independently repeat each simulation scenario 1000 times and calculate the actual reliability from those 1000 estimation results. Fig. 9 plots the actual reliability of SEM+AP in a balanced RFID system for the two accuracy requirements and the two settings of when the cardinalities of the categories are those shown in Fig. 6(a) . We observe from these two figures that the actual reliability achieved by SEM+AP for each category is higher than the required reliability β. Fig. 10 and 11 plot the actual reliability of SEM+AP in the unbalanced RFID system for the two accuracy requirements and the two settings of when the cardinalities of the categories are those shown in Fig. 7(a) and Fig. 8(a) , respectively. We observe from these figures that SEM+AP with = 0 sometimes does not satisfy the required reliability. This happens due to the premature termination, discussed in Section III-D. However, with = 1, the actual reliability of SEM+AP is always higher than the required reliability β in all scenarios. This further shows that our -sigma method with = 1 is very effective in alleviating premature termination. 
D. Execution Time
We evaluate the execution time of SEM+AP and present its side-by-side comparison with the execution times of five existing estimation protocols, namely MLE, EZB, UPE, ART, and ES. We use these estimation protocols to separately estimate the cardinality of each category one by one, except for ES that simultaneously estimates the cardinalities of the top-k largest categories. We set k in ES equal to the total number of categories. We change the number of categories in tag populations from 1 to 20 and pick category sizes from two distributions: a non-uniform distribution to generate balanced categories and a uniform distribution to generate unbalanced categories. Next we present the execution time of SEM+AP and existing protocols for the balanced and unbalanced categories.
1) Balanced Categories: In this case, for each value of number of categories, we pick the sizes of categories from the distribution shown in Fig. 12(a) . For example, the probability corresponding to 10000 tags is 0.25, which means that an arbitrary category has a 25% likelihood of being assigned a cardinality of 10000 when simulating the RFID system. Since the cardinalities with non-zero probabilities are within a relatively small range ([8000, 12000]), all categories will have similar cardinalities, resulting in a balanced categories scenario. Fig. 12(b) plots the normalized average execution times of SEM+AP and existing protocols. Normalized execution time is calculated by dividing the execution time with the number of categories. We observe from this figure that SEM+AP is the only protocol whose average execution time per category decreases as the number of categories increases. Furthermore, SEM+AP is significantly faster compared with the prior estimation protocols. For example, with 20 categories, the average time per category of the fastest existing protocol, i.e., ART, is about 0.7 seconds, whereas that of our SEM+AP is just about 0.10 seconds, which is nearly 7 times faster than ART.
2) Unbalanced Categories: In this case, for each value of number of categories, we pick the sizes of categories from the distribution shown in Fig. 13(a) . Since the cardinalities with non-zero probabilities are in a relatively wide range ([1000, 20000]), different categories will have different cardinalities, resulting in an unbalanced categories scenario. Fig. 12(b) plots the normalized average execution times of SEM+AP and existing protocols. We make two important observations. First, the average execution time of the existing protocols is almost the same as that in the scenario of balanced categories. This is because the execution times of existing protocols only depend on the required accuracy and are independent of tag population sizes [17] - [21] . Thus, as long as the number of categories does not change, the execution time of the existing protocols does not change. Second, our SEM+AP protocol is persistently several times faster than all prior protocols for unbalanced categories as long as the number of categories is greater than 2.
E. Comparing With the Precise Tag Identification Protocols
Besides comparing with the existing RFID estimation protocols, we also compare SEM+AP with the representative tag identification protocols, i.e., Enhanced Framed Slotted Aloha (EDFSA) [29] and Tree Hopping (TH) [36] . In the simulations, we set the number of tag categories to 20, and the tag cardinality in each category follows the normal distribution N (μ, σ 2 ), σ = μ/3, where μ is small and varies from 10 to 100. The estimation accuracy of SEM+AP is set to (5%, 95%). The simulation results in Fig. 14(a) infer that the tag identification protocols are faster than our SEM+AP only when the expected tag cardinality in each category is quite small (e.g., μ < 30 in this figure). As the tag cardinality in each category (i.e., μ) increases, the execution time of the tag identification protocols increases linearly. In contrary, the execution time of our SEM+AP is almost stable with varying μ. In Fig. 14(b) , we vary the number of tag categories from 1 to 10, and keep the tag cardinality in each category following the normal distribution N (μ, σ 2 ), where μ = 100 and σ = μ/3. The simulation results in Fig. 14(b) reveal that the execution time of the tag identification protocols is proportional to the number of tag categories. In contrary, the time cost of SEM+AP just increases slightly as the number of categories increases.
VII. CONCLUSION
In this paper, we make the following three key contributions. First, we formally defined the practically important problem of multi-category RFID estimation and proposed an Single-one Manchester coding-based approach called SEM. Our SEM approach could decode multiple bit vectors from a single physical frame, thereby achieving simultaneous estimation over multiple categories. Second, we propose the optimization technique of adaptive partitioning called AP to address the issue that category sizes may have large variances. The key idea is to group categories of similar sizes together and execute our SEM approach for each group separately. Third, we conducted extensive simulations to evaluate the proposed approaches. The simulation results show that our optimized SEM+AP approach can satisfy the predefined estimation accuracy while significantly outperforming all prior schemes, in terms of execution time. Moreover, we find that our SEM is the only approach whose normalized estimation time decreases as the number of categories increases. Many excellent estimation protocols dedicated to single-set estimation can be built on our SEM+AP to achieve fast and simultaneous estimation in multi-category RFID systems. 
