A new treatment of second-order self-similarity and asymptotic self-similarity for stationary discrete time series is given, based on the fixed points of a renormalisation operator with normalisation factors which are not assumed to be power-laws. A complete classification of fixed points is provided, consisting of the fractional noise and one other class. A convenient variance-time function approach to process characterisation is used to exhibit large explicit families of processes asymptotic to particular fixed points. A natural, general definition of discrete long-range dependence is provided and contrasted with common alternatives. The closely related discrete form of regular variation is defined, its main properties given, and its connection to discrete self-similarity explained. Folkloric results on long-range dependence are proved and/or disproved rigorously.
Introduction
In this paper we reexamine the notion of second-order self-similarity and asymptotic selfsimilarity in discrete time series. These concepts are frequently used in applications, and it is commonly supposed that they are as well understood as in the continuous time case. In fact, existing treatments operate from a perspective of considering discrete self-similarity as a simple 'sampling' of the continuous. There is a need to define operations, pose questions, and prove results rigorously for the discrete case in its own right, to explore the possible existence of new, intrinsically discrete effects, and to eliminate procedures and misconceptions related to thinking in continuous terms. More specifically, we revisit the subject with three main objectives.
, and ¢ ¤ ¢ ¤ . We will assume that the process is non-trivial, that is !
. By dividing out this size parameter we obtain the autocorrelation function (ACF):
, which defines the nature of the process. Apart from requiring a finite positive variance, no assumption is made on the form of ¢ ¤
, nor on the distributions of the process. Technically this paper deals with functional relationships satisfied by general covariance functions, and random variables play no essential role.
In addition to the familiar descriptors of second order structure above, it turns out to be fruitful to work with an equivalent pair of functions, the variance time function and its normalised form, the correlation time function (CTF). The variance time function is defined as 
The normalisation factor 9 ! is conventionally present in definitions of aggregation. As it will be overwritten by the subsequent amplitude rescaling described below, its role is purely incidental and it may be ignored. The 
After a -aggregation rescaling in time, we need to rescale in amplitude. This is performed naturally by dividing by the new variance . As in neither of these cases does the sequence have a meaningful, non-degenerate limit, we exclude them from the fixed point development below without loss of generality.
Self-Similarity
Although different definitions of second-order self-similarity can be found in the literature, they share the common idea of processes which do not change their qualitative statistical behaviour after aggregation. The most natural way to capture this is to directly define a selfsimilar process as one whose second order structure is a fixed point of the renormalisation operator.
Definition 2.
(Second-order Self-Similarity.) A process is second-order self-similar if
This definition is not novel as such, for example it is used in (15; 4) . What is new however is allowing the amplitude rescaling factors $ & to take their natural values, which are dependent on the process under study, rather than restricting them according to desired or preconceived notions of their asymptotic form. The equivalence of the is the Hurst parameter (14) . The extreme cases
a re sometimes excluded. We include them for completeness, and pay particular attention to the interesting ¦ ! case in section 4. To study processes satisfying the definition more generally, we exploit the simplicity of the CTF formulation and set $ & in equation (7) to obtain the fixed point equation 
¥
, the two definitions (powerlaw or variance based normalisation) are equivalent in this important but special case. Note that from equation (8) , the set of fixed points is identical to that of totally multiplicative functions ((12), p.308).
It is easily verified that the general solution of equation (8) . It is therefore clear that a huge variety of solutions exist which are different, even radically so, from simple power-laws. For example one could even assign the values of at primes randomly, since at primes there are no constraints imposed by (9) to satisfy, so the function may take any value. In contrast, at non-primes the function is determined by the choices made on its prime factors. It is apparent however that of these fixed point solutions, a great many cannot correspond to valid processes. For example
is a solution for all real¨, which for¨¦ ! ¥ 8
is just fractional noise. However¨ It can be shown that a necessary and sufficient condition for a function to be the autocovariance function of a process is that it be positive semi-definite (3). In order to have a uniform notation across the two formulations, we introduce the following term. The requirement that be valid imposes strong constraints on the solutions of equation (8) . It can however be very difficult to judge if a given function is positive semi-definite, and therefore the existence of new fixed point solutions which are simultaneously valid processes is far from obvious. Figure 1 shows two examples of " whose corresponding functions satisfy equation (8) . Despite obeying the necessary condition
for all , it will be shown that the function on the left is not valid.
Classification of Self-Similar Processes
In this section we provide a complete characterisation of discrete second-order self-similar processes. We first recall the following two parameter class of functions, introduced in (7), which are fixed point solutions of equation (8) through the general prime number construction of equation (9) . .) The two parameter family of fixed points defined by
for all primes
, where
, are called Almost Periodic, and denoted by AP
A member of the family is exhibited on the right in figure 1 , where its 'almost periodic' nature is readily appreciated. That it is not periodic can be seen from the fact that a new value of the function is reached for the first time whenever 
CTF-(i)
.
CTF-(ii) For any
The following concept is at work throughout the proof. For any fixed point , the powers of each prime Proof. Case I:
for some prime ¤ . This implies that¨ . If the¨4 are all equal the fixed point is of power-law type, and we already know that¨¦
is the range of validity, which is just FN
. Assume then that the¨4 are not all equal.
Case Ia: The supremum¨is not attained. Hence there exists an infinite sequence of primes , and using the definition of
we have
Combining equations (10) and (11) . This includes power-law fixed points with¨)
). Using the non-negativity of and substituting 0 in CTF-(i), we have
, for
. It is easy to see that for any can be extended to a valuation of the field of rational numbers, and then Ostrowski's classification of such valuations (see for instance Narkiewicz (11)) can be applied.
Asymptotically Self-Similar Processes
Consider some initial is a self-similar process, then it is natural to identify its domain of attraction as the class of asymptotically self-similar processes corresponding to it. The idea of defining ASS via some kind of convergence to SS processes, under some renormalisation operation, is nearly universal, and pointwise convergence is very commonly used (for instance in (4)).
To give a definition of asymptotic self-similarity in the same spirit as definition 2 for selfsimilarity, we must first show that the equivalence of " and , which was obvious for the fixed points themselves, carries over to limit operations. To do so, it is convenient to adopt an operator notation for the manipulation of functions which are not necessarily valid. This allows the relationships between limit points and fixed points to be determined in an elegant way. In section 4.2, we take advantage of the simplicity of the CTF formulation to provide non-trivial classes of asymptotically self-similar processes in several interesting and important cases. , according to equations (3) and (5) respectively, are denoted by¨© and
Limit Points, Fixed Points, and Equivalence of
The definition of domains of attraction carries over in the obvious way.
The following operator properties are straightforward to prove. 
The following theorem established the link between the limit points of " and and thereby their equivalence for the study of asymptotically self-similar processes. 
¡ , using lemma 1(a), and the fact that a subsequence of a convergent sequence is convergent to the same limit.
This result tells us that the set of fixed points is very important. Any initial function either tends to a fixed point under renormalised aggregation, or it does not converge at all.
Classes of Asympotically Self-Similar Processes
We begin with a new definition of ASS processes based on corresponding to definition 2. The different domains of attraction are already characterised precisely in terms of . In the remainder of this subsection we seek to describe them in more accessible terms. A fundamental realisation is that, because of theorem 4, definition 6 implies that all processes which have limit points are asymptotically self-similar, a fact which highlights the importance of the set of SS processes. Consider the domain of attraction of a given SS process. A natural question is whether it is non-trivial, that is if it contains more than just the fixed point itself , the finite value indicating that the net influence of the past is not too heavy (essentially, any process whose spectral density exists and is finite but non-zero at the origin). For white noise ¤ . This subclass is quite large, for example it includes the frequently used autoregressive moving average (ARMA) models (3) .
Recall the definition of asymptotic equivalence:
A proof can be found in (8) . We can now immediately give typically receive little attention. We name the processes in their domains of attraction constrained short-range dependent. To justify this, we show that a large subclass of processes with ¤ ! are in the domain of attraction. This means that the covariances conspire to exactly cancel, which can be thought of as a constraint. . It is a moving average process of order one, and is also the first difference of white noise. . Then the differenced process 
Discrete Regular Variation and Long-Range Dependence
Second-order self-similarity and long-range dependence (LRD) are usually thought of as related fields. In fact LRD time series constitute an important subset of ASS processes, characterised by an aggregated variance $ & which decays more slowly than 3 4 , indicating 'long memory'. Despite their importance and widespread use however, there are a number of common misconceptions about the definition and properties of discrete LRD processes in the applied literature. One aim of this section is to clearly state and resolve these issues. We accordingly provide a complete treatment for some important and oft-quoted results for which correct proofs are nonetheless difficult or impossible to find.
LRD is related to the asymptotic properties of the autocovariance function, which is often taken to be regularly varying. It is not commonly appreciated however that regular variation in the discrete context does not enjoy all the properties of its well developed continuous parent (2) . Our second aim is to clearly define the discrete form, state and prove its relevant properties, and clarify its relation to LRD and ASS in general. In this paper we restrict ourselves to secondorder processes, although broader treatments of LRD are possible, for example (8).
Discrete regular variation
We must first define the standard concept of 'continuous' regular variation (2; 5). . We ignore infinite¨here. Let CRV § denote the set of regularly varying functions defined on ¥ with index¨. Some of their main properties are given in the following list.
Definition 7. (Continuous regular variation (CRV).) A function

CRV-(i)
constant.
The proof of property CRV-(ii) is straightforward, and CRV-(iii) is a direct consequence of AE-(iv) and AE-(ii). A proof of CRV-(iv) is given in the appendix. Now consider a function ¦ ¢ ¤ , ¦ . It is significant that in the literature on LRD where regular variation enters, there is rarely if ever any mention of a discrete definition -the properties of CRV are used without question. In fact, there is no discrete definition for which all the properties in the above list hold true. We propose the following one which preserves the majority of them in a natural way. Our choice agrees with the observations of (2) (page 52), and (6) on discrete regularly varying functions.
Definition 8. (Discrete regular variation (DRV).) A function
¦ defined on § is regularly varying at infinity with index¨if there exists a
By defining DRV via sampling in this way, we guarantee that most of the properties of CRV are directly inherited. Of the above list, only CRV-(i) does not carry over exactly. To avoid any possibility of ambiguity, and to provide a convenient reference, we give the corresponding discrete list explicitly:
Although these results are not difficult to demonstrate, we know of no reference for them. Proofs are therefore provided in the appendix. The fact that property DRV-(i), in contrast to CRV-(i), only acts in one direction, shows that attempting to define DRV by analogy to equation (15) would not have been fruitful. Because and 0 take only integer values, far fewer constraints are placed on the function ¦ , allowing much wilder local behaviour. In contrast, equation (15) ensures that, in the limit, the relative size of local variations in £ ¦ must be negligible. Property DRV-(i) also plays a vital role in the understanding of ASS, as the limit on the right hand side is nothing other than the definition of a power-law type fixed point. Thus, if ¦ were such a fixed point (with¨¦ ! ¥ 8
), the inability to infer that ¦ is DRV clarifies the important fact that regular variation has no a priori connection to asymptotic self-similarity.
We can show now that the class of regularly varying autocovariance functions is invariant under (finite level) aggregation. Another example of the utility of the discrete definition is that cumulative sums of functions with DRV can be conveniently derived from the corresponding continuous results. be defined as:
A proof can be found in (13) The proof is left to the appendix. The two theorems above essentially tell us that regular variation is preserved under integration. Unfortunately the same is not true when differencing a function or sequence. Further examples of the use and implications of DRV appear in the next subsection.
Long-Range Dependence
In any reasonable sense, processes in the FN are long-range dependent. In keeping with our aggregation based approach to processes, a very broad and natural definition for LRD is therefore given by . This definition will now be compared to the following alternatives from the literature.
Definition 10. (LRD1.) LRD1 processes are those whose autocovariance functions obey
This definition is the simplest and most frequently encountered. For example it is used in (4; 1).
Definition 11. (LRD2.) LRD2 processes are those whose autocovariance functions obey
This choice generalises LRD1 in a natural way, by replacing the constant ' # , a particular slowly varying function, with a general DSV function. It often appears with ¢ replacing , but according to DRV-(iii) this is superfluous. In the literature LRD2 is often introduced but then immediately specialised to LRD1 (eg. (4)).
A number of additional 'alternatives' to LRD2 can be generated by using different, and we would argue misleading, definitions of DRV. We choose not to discuss such cases. This definition, used for example in (14), nicely captures the idea of LRD, being when the sum of the past has a strong impact.
Since LRD1 LRD2 we will not discuss LRD1 further. The remainder of the section deals with the nature of LRD2 and LRD3, their relationship to our definition of LRD, and related results.
The following four properties will be proved and discussed. Each of the last three provide classes of examples of LRD processes, complementing the results of section 4.2. .
LRD-(i)
For
LRD-(ii) LRD2
¤ LRD.
LRD-(iii) LRD2 §
LRD.
LRD-(iv) LRD2
¤ LRD3. . Since AE is transitive (see appendix), we have
Proof of property LRD-(i). Define
which by DRV-(iii) implies
. Now applying theorem 10 again for , we obtain 
Proof of property LRD-(iii).
To show that LRD2 is a strict subset of LRD, a process will be constructed that is a member of LRD LRD2. Let . We define
by deterministically alternating between the two copies: (14) is again satisfied.
In this example the monotonicity of the CTF of FN ¥ was exploited. With a slightly more sophisticated proof any LRD process could have been selected, showing that the set LRD LRD2 is quite large.
The question of whether LRD2 is a strict subset of LRD is not usually asked explicitly, however the opposite is sometimes implicitly assumed. Again, this can be linked to the misconception that CRV-(i) applies, and/or an unjustified differencing of a regularly varying .
The final definition, LRD3, raises new issues, as using the value of ¤ to define a class can be viewed as a shift from a pointwise definition of convergence under aggregation, to one based on integrals of , of 'weak' convergence. We first offer a simple result on the behaviour of this alternative. Only AE-(iii) will be proved as the others are obvious.
Proof of AE-(iii).
We first show that if such that for all 
A.3. Properties of discrete regular variation
Properties DRV-(i) and DRV-(iv) follow directly from their continuous equivalents, since subsequences of convergent functions converge to the same limit. The following lemma will be used for the proof of DRV-(iii) and Theorem 10: of theorem 9 respectively they are both regular varying.
DRV-(ii
