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Abstract
We collect some foundational results regarding the homotopy theory of A∞-categories. Our
two main results are (1) An equivalence between the ∞-category of dg-categories and the ∞-
category of A∞-categories, and (2) A proof that two models for quotients of A∞-categories
(as constructed by Lyubashenko-Manzyuk and Lyubashenko-Ovisienko) satisfy the universal
property of quotients in the ∞-categorical sense. Our aims are to give succinct accounts of ∞-
categorical language for users of A∞-categories, and to exhibit concrete models of localizations
of A∞-categories. Indeed, we apply the results here in [OT19] to prove a Liouville version of a
conjecture of Teleman from the 2014 ICM.
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1 Introduction
A paper of Tamarkin [Tam07] asks in its title, “what do dg-categories form?”1 Indeed, in the last
two decades, several works have tackled questions about the collection2 (or the “category”) of all dg-
categories and A∞-categories. Important developments have included, for example, constructions
of quotients [Kel99, Dri04, Tab10] and model category structures [Tab05, Toe¨07]; and lurking in
the background was another question: What formalism is best suited to substantiate the structure
in the collection of dg- or A∞-categories?
We do not provide a full answer in this work, as a full answer would require one to create a
workable notion of A∞,2-category: Just as the “category” of categories is best understood to be a
2-category (natural transformations define maps between functors, hence behave as 2-morphisms),
the collection of all dg or all A∞-categories should form some kind of category with non-invertible
2-morphisms (i.e., natural transformations, not just natural equivalences). And whatever model we
choose of an “A∞,2-category” should also capture the linear, or “chain” behavior—the collection
of natural transformations between two functors forms a cochain complex, and all compositions
respect this structure. Progress toward such a framework exist in various guises in the literature,
notably in the work of Bottman-Carmeli [BC18], in the work of Gaitsgory-Rozenblyum [GR17],
and in ongoing work of Haugseng and others on enrichments and on (∞, 2)-categories—seeds of
these developments may be found in [Hau20, CH20, Hau19], for example.
Instead of pursuing the 2-categorical structure, we provide here some basic results on capturing
at least the (∞, 1)-categorical structure (see Remark 1.0.1). Informally, this means that we are
studying the collection of A∞-categories, the collection of functors among them, the collection
of homotopy invertible natural transformations among functors, and the collection of homotopies
and higher homotopies among these natural transformations. As a result, we will also discard
the linear structure present in the collection of all natural transformations, as sums of invertible
natural transformations need not be invertible. (We do, however, retain the notion of functor,
and in particular, retain the idea that functors must respect the linear structures inherent in
any individual A∞-category.) Another important point is that—in the (∞, 1)-category of A∞-
categories—all equivalences of A∞-categories are invertible up to homotopy. Indeed, we create this
(∞, 1)-category by demanding such a property (Definition 3.1.4).
Remark 1.0.1 (What is an (∞, 1)-category?). In general, the term (n, k)-category refers to a
“category” with morphisms up to higher order n, out of which all morphisms higher than order k
are invertible. When a higher morphism is invertible, it is common and healthy to think of this
1One answer is given in the body of that work.
2As usual, there are size issues—there is no “set” of all dg-categories. So we shall assume the existence of strongly
inaccessible cardinals, choose one such cardinal κ, and demand that the collection of objects and morphisms are
κ-small in any given dg- or A∞-category we consider. Of course, the collection of all such dg- or A∞-categories is
not κ-small; if one wished to construct functors between such “large” categories, the standard procedure is to choose
larger and larger inaccessible cardinals. See for example [Shu08].
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higher morphism as a homotopy among lower morphisms (this interpretation goes back at least
to Grothendieck). Thus, an (∞, 1)-category should be thought of as a “category” consisting of
objects and morphisms and (arbitrarily high order) homotopies among morphisms—in this way,
any sensible model of (∞, 1)-category should yield a space of morphisms between any two given
objects.
The model we will utilize to articulate this (∞, 1)-categorical structure is the model of quasi-
categories, also known as∞-categories, as developed by Joyal [Joy08] and Lurie [Lur09]. We imagine
our target audience to be familiar with the tradition of A∞-categories, but not with ∞-categories,
so let us try to place ∞-categories in context. If A∞-categories are founded on the framework
of chain complexes and formulas, ∞-categories are founded on the framework of simplices and
the existence of horn-fillers. To translate statements regarding the former to the latter, one often
manipulates chain-complex formulas to prove statements about whether the data of particular
(n−1)-dimensional faces of an n-simplex are enough to determine some n-simplex with those given
faces. This description, though vague, is meant to reassure readers that the hands-on practice of
∞-categories can often be as concrete as the hands-on practice of computations in A∞-categories.
Let us mention at least two advantages that∞-categories have over A∞-categories. The first is,
perhaps, a function of recent history: A plethora of powerful, formal theorems have been established
for ∞-categories. Indeed, the reader will notice the absence of chain-level formulas in the present
work (with the exception of the final section). Many of our results rely on formal deductions from
known ∞-categorical results, rather than new chain-level computations—a pithy way to articulate
the current state of affairs is that many uses of A∞-categories are formula-driven, while many uses
of∞-categories are formalism-driven. The second advantage is that∞-categories need not have any
linear structure in their morphism spaces. So we can capture different kinds of categories by using
∞-categories (rather than by using A∞-categories). We hope to be empowering the community
of A∞-category users to thus prove statements that it may not have been able to do absent the
∞-categorical formalism.
Let us highlight the two main threads of this paper, along with their applications. Throughout,
we fix a base ring R. All categories and functors are assumed R-linear.
We first begin by defining the ∞-category of A∞-categories, along with the ∞-category of
dg-categories (Definition 3.1.4). We then show:
Theorem 1.0.2 (Theorem 3.1.5). The inclusion
Catdg → CatA∞
from the ∞-category of dg-categories to the ∞-category of A∞-categories is an equivalence of
∞-categories.
This is not surprising to practitioners of higher algebra, but we could not find a proof in the
literature, so we present one here. We do mention that there is a 1-categorical result in [COS19].
Ours is an ∞-categorical enhancement. Let us mention one non-trivial benefit of this result: It
is not possible, as far as we know, to construct a model category structure on the category of
A∞-categories, as colimits of A∞-categories are a subtle beast. But a model category structure
on dg-categories has been constructed by Tabuada [Tab05]. Thus, the above theorem allows one
to study (for example) the space of functors between two A∞-categories using model category
techniques by replacing the given A∞-categories by equivalent dg-categories. There are, of course,
many other formal consequences—for example, Theorem 1.0.2 proves that the ∞-category of all
A∞-categories has all (homotopy) limits and colimits.
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Here is a sample application of such techniques: To¨en’s dg-categorical result [Toe¨07] that certain
Hochschild cohomology groups are isomorphic to the homotopy groups of endomorphism spaces can
be bootstrapped to the A∞ world using Theorem 3.1.5. This means that Hochschild cohomology
groups (of A∞-categories) can be recovered as homotopy groups of functor spaces (Theorem 3.3.1).
This result was also proven by Faonte in [Fao17a], but by explicitly modeling the space of endo-
functors of an A∞-category as a simplicial set. Our paper does not utilize any model in proving
Theorem 3.3.1.
Remark 1.0.3. Gepner-Haugseng [GH15] has set up a theory of enriched ∞-categories; the tech-
niques there allow a user to construct an ∞-category of ∞-categories enriched in chain com-
plexes. Moreover, Haugseng [Hau15] has shown that the ∞-category of chain-complex-enriched
∞-categories is equivalent to Catdg. So, together with Haugseng’s result, Theorem 1.0.2 shows
that Gepner-Haugseng’s model for the collection of all ∞-categories enriched in chain complexes
is equivalent to CatA∞ . Such a statement has long been treated as “known” among users of ∞-
categories, but we hope the written account here will provide some use for a broader community as
well. Let us make a final remark: We note that there are no assumptions made on presentability
or (co)completeness of the A∞-categories in question, nor on the idempotent-completeness; hence
the collection of A∞-categories considered here is more general than those that are articulable by
trying to define an A∞-category as an ∞-category with all colimits receiving a colimit-preserving
action from the ∞-category of chain complexes. (See Remark 4.1.13.)
Then we turn to quotients and localizations of A∞-categories. In the literature, there are
models for quotients and localizations of A∞-categories due to Lyubashenko-Ovisienko [LO06]
and Lyubashenko-Manzyuk [LM08]. However, we could not yet find a full account that set up
the “category of A∞-categories” in such a way that a homotopical universal property for these
constructions was articulated.
Let us say what we mean. In the worlds of sets, of spaces, of groups, et cetera, a quotient of an
object A by another object B satisfies the following universal property:
B //

A
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃

∗ //
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯ A/B
∃!
''❖
❖
❖
❖
❖
❖
❖
C.
(1.1)
In words, given any map A → C such that the composite B → A → C factors through ∗, there
exists a unique map from A/B to C making the above diagram commute. In other words, this
means that A/B is initial among all objects C equipped with a map from the diagram ∗ ← B → A.
In yet another lingo, we say that A/B is the pushout of the diagram ∗ ← B → A.
Thus, regardless of what model one makes for an object deserving to be called A/B, one must
verify the universal property for the model to be of formal use.
Likewise, in the world of A∞-categories, one could (for example) begin with an A∞-category
A, a full subcategory B ⊂ A, and ask for the universal A∞-category A/B satisfying a homotopical
version of the universal property (1.1).
Let us explain this homotopical version. In a world with homotopies and higher homotopies,
one never expects a unique functor A/B → C making a diagram commute; rather, one expects
a contractible collection of functors equipped with data making a diagram commute up to higher
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homotopies. To illustrate this point, let us label the functors involved:
B
f //
0

A
g
❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
π

∗ //
0C
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯ A/B
η
''◆
◆
◆
◆
◆
◆
◆
C.
(1.2)
Then the relevant universal property is as follows: Given the data of a homotopy H from g ◦ f to
0C ◦ 0, there must exist (η,H
′,H ′′, G), where
• η : A/B→ C is a functor,
• H ′ is a homotopy from g to η ◦ π
• H ′′ is a homotopy from η ◦ 0 to 0C, and
• G is a higher homotopy cohering together the H,H ′,H ′′, and the homotopy between B →
A→ A/B and B→ ∗ → B/A (this is vague on purpose at the moment).
(If the reader is interested in how to construct the above conditions, one should write down all
the usual equalities one would need to check to ensure a diagram commutes, and now replace
every equality of functors with a homotopy of functors. And, each time associativity is invoked
in a classical commutative diagram, one must replace the associative property with the existence
of higher homotopies.) Moreover, the space of (η,H ′,H ′′, G) must be contractible. Because a
contractible space is homotopy equivalent to a point, this contractibility condition articulates the
sense in which the choice of (η,H ′,H ′′, G) is “homotopically unique.”
The reader may appreciate the burden of verifying a homotopical unicity; there is much co-
herence to carry around. (This is also why having a good language for modeling these ideas is
important. Because we set up an ∞-category of A∞-categories in this paper, one at least has a
good setting to verify a universal property.) On the flip side, once one has proven that a universal
property is satisfied, one has a powerful tool at one’s disposal.
This is what we do:
Theorem 1.0.4 (Theorem 4.5.7). Let A be an A∞-category and fix a full subcategory B ⊂ A. We
let Q(A|B) denote the model for the quotient A∞-category from Lyubashenko-Manzyuk [LM08],
and we let D(A|B) denote the model from Lyubashenko-Ovsienko [LO06].
Both models satisfy the universal property of quotients in CatA∞ .
We then show that localizations can be computed as an appropriate Verdier quotient of A∞-
categories by exploiting the close relationship between linearity and stability (Theorem 4.3.5); this
further shows that the models Q and D from [LM08] and [LO06] can be used to model localizations
of A∞-categories (Theorem 4.5.8). We note that the relationship between stability and linearity is
well understood, as is the relationship between localization and quotients. We refer the reader, for
example, to Section 5 of Blumberg-Gepner-Tabuada [BGT13]. The fact that localizations can be
found inside quotients allow us—using the model D(A|B)—to compute morphism complexes in a
localization of an A∞-category by following the computation in [GPS17].
Let us close the introduction with a final word of motivation. In the last decade, ∞-categories
have emerged as powerful tools for proving theorems involving higher homotopy coherences. From
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the outset, Fukaya categories have required such tools. We hope resources like this paper will em-
power other mathematicians at the interface of ∞-categorical and Fukaya-categorical phenomena.
The utility and need for these kinds of techniques have already appeared, for example, in work of
Pardon [Par16] in combinatorially articulating the (non)-dependence of Floer theory definitions on
auxiliary data (such as the choice of Hamiltonians; the same techniques appear in [GPS17]), and
in the work [Tan16, Tan] to relate the homotopical richness of Lagrangian cobordisms to Floer-
theoretic invariants. We give a final motivating example (which, indeed, precipitated the writing
of the present paper): In [OT19] we apply the results here to show that a Liouville action of a Lie
group G on a Liouville sector M induces a homotopy coherent action of G on the wrapped Fukaya
category of M . This proves a conjecture from Teleman’s 2014 ICM address in the Liouville setting.
1.1 Assumptions and omissions
We assume that the reader is familiar with basic notions of classical category theory, including
the theory of adjunctions. In the final section, we also assume some familiarity with techniques of
homological algebra.
An omission in this work is a detailed description of the theory of model categories. Though
model categories are not utilized centrally in the present work, we do rely on previous results proven
using model categorical techniques. We also mention throughout the paper how ∞-categorical
ideas are related to model categorical ideas—this is meant to situate some readers, but may prove
disorienting to other readers who are not familiar with model categories. We refer such readers to
the Appendix of [Lur09] for a concise introduction.
For the purposes of the present paper, we mention that all model categories can be reasonably
transported into the language of simplicially enriched categories using Dwyer-Kan localization
(Notation 2.8.1), and all simplicially enriched categories may be rendered an ∞-category by the
nerve construction (Example 2.1.6). Moreover, there exist plenty of ∞-categories that do not arise
from model categories. Finally, the language of model categories is still incredibly useful in concrete
computations and in proving the equivalence of various homotopical categories. See [Tab05] for an
example specific to dg-categories.
1.2 Acknowledgments
We would like to thank Gabriel Drummond-Cole and Rune Haugseng for helpful conversations.
The first author is supported by the IBS project IBS-R003-D1. The second author was sup-
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2 ∞-categories
We collect some basic definitions and useful results concerning ∞-categories; for the reader inter-
ested in more, we recommend Chapter 1 of [Lur09] for an excellent introduction. Other applications
of ∞-categories in symplectic geometry can be found in [NT11, Par16, Tan16, Tan, Tan18].
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2.1 Simplicial sets
Notation 2.1.1 (Simplices). We let ∆ denote the category whose objects are finite, non-empty,
linearly ordered sets, and whose morphisms are weakly order-preserving maps.
Every object of ∆ is uniquely isomorphic to the linear poset [n] := {0 < 1 < . . . < n} of n + 1
elements.
Remark 2.1.2. There exist exactly n+1 surjections from [n+1] to [n]. These are called degeneracy
maps, or codegeneracy maps, depending on the author. There exist exactly n + 1 injections from
[n− 1] to [n]. These are called face maps, or coface maps.
We note that every morphism in ∆ can be factored as a succession of degeneracy maps followed
by face maps.
Definition 2.1.3. A simplicial set is a contravariant functor from ∆ to the category of sets:
X : ∆op → Sets.
We will let Xn denote the set assigned by X to [n]. We call Xn the set of n-simplices of X.
A map of simplicial sets is a natural transformation.
Example 2.1.4 (Simplices). We let ∆n be the simplicial set represented by the object [n]. That
is, (∆n)k = hom∆([k], [n]).
By the Yoneda Lemma, if X is a simplicial set, the set of maps ∆n → X is in natural bijection
with Xn.
Example 2.1.5 (Nerves). Let C be a small category. Then there is a functor N(C) : ∆op → Sets
called the nerve of C. The set N(C)0 is the set of objects of C, the set N(C)1 is the set of all
morphisms in C, and the set N(C)k is the set of all commutative diagrams in C in the shape of a
k-simplex; thus, N(C)k is in natural bijection with the collection of ordered k-tuples of successively
composable morphisms.
The two natural injections [0] → [1] are sent to two functions N(C)1 → N(C)0 sending a
morphism to its source, and to its target. Other face maps forget faces of a commutative diagram.
Degeneracy maps insert identity morphisms into the commutative diagram.
Example 2.1.6 (Simplicial nerves). More generally, if C is a category enriched in simplicial sets, one
can construct its simplicial nerve N(C), which is another ∞-category. Informally (and vaguely), a
k-simplex in N(C) encodes the data of (k+1) objects, sequences of composable morphisms between
them, homotopies and higher homotopies among their compositions. More details may be found in
Section 1.1.5 of [Lur09].
Example 2.1.7 (Sing). Let A be a topological space. Then there is a simplicial set Sing(A) called
the singular complex of A. The set Sing(A)k is the set of continuous maps from the topological
k-simplex |∆k| to A.
Example 2.1.8 (Horns). Fix n ≥ 0 and 0 ≤ i ≤ n. The ith n-horn is the subsimplicial set Λni ⊂ ∆
n
assigning [k] to the set of functions [k]→ [n] that do not surject onto the set [n] \ {i}.
Example 2.1.9 (Direct products). If X and Y are simplicial sets, one can define a new simplicial
set X×Y by declaring (X×Y )n = Xn×Yn (with the obvious effect on face and degeneracy maps).
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Example 2.1.10 (Morphisms). Let X and Y be simplicial sets. One has a new simplicial set
homsSet(X,Y ).
A k-simplex is the data of a simplicial set map ∆k × X → Y ; the face and degeneracy maps
homsSet(X,Y )k′ → homsSet(X,Y )k are induced by the natural maps ∆
k → ∆k
′
. In this way, the
category sSet of simplicial sets is enriched over itself.
We utilize the following in [OT19].
Construction 2.1.11 (subdiv(B)). Let B be a simplicial set. Associated to it, there is a slice
category (∆inj)/B , where
1. An object is the choice of a pair (a, j) where a ≥ 0 is an integer and j is a simplex j : ∆a → B.
2. A morphism from (a, j) to (a′, j′) is a choice of an order-preserving inclusion [a] →֒ [a′] such
that the composite ∆a → ∆a
′ j′
−→ B is equal to j.
We let subdiv(B) denote the simplicial set given by the nerve of this slice category:
subdiv(B) := N((∆inj)/B).
Example 2.1.12. Thus there is exactly one 0-simplex in subdiv(B) for every simplex j (of any
dimension) in B. There is an edge from a 0-simplex j0 to another 0-simplex j1 if and only if j0 is
“contained” in j1 as simplices of B.
Remark 2.1.13. This construction is also called the subdivision of B in Section III.4 of [GJ09].
Remark 2.1.14. Any simplicial set B : ∆op → Set determines a functor ∆opinj → Set given by
restricting to the injective morphisms in ∆. This in turn classifies a Cartesian fibration over ∆inj
by the un/straightening construction (Section 2.9 below); subdiv(B) may be identified with the
domain of this Cartesian fibration.
Construction 2.1.15 (Cones). Let X be a simplicial set with face maps diA and degeneracy maps
siA. The (right) cone X
⊲ of X is the simplicial set defined as follows. The set of n-simplices of X⊲
is given by
X⊲n := Xn
∐
Xn−1, X−1 := ∗.
The face maps are given as follows. If A ∈ Xn−1 ⊂ X
⊲
n , we define
diX⊲A =
{
diXA ∈ Xn−2 ⊂ X
⊲
n−1 i < n
A ∈ Xn−1 ⊂ X
⊲
n−1 i = n
If A ∈ Xn ⊂ X
⊲
n , we let d
i
X⊲A = d
i
XA.
We define degeneracy maps similarly.
Informally, the right cone is formed from X by adjoining a terminal vertex to X.
More generally, we have:
Construction 2.1.16 (Joins). Let X and Y be simplicial sets. The join X ⋆ Y is defined to have
n-simplices given by the set ∐
k+l=n−1,k,l≥−1
Xk × Yl, X−1 := ∗, Y−1 := ∗.
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Fix an n-simplex of X ⋆ Y , which we will denote by an ordered pair (A,B) ∈ Xk × Yl. Then the
ith face map is defined as follows:
diX⋆Y (A,B) :=
{
(diXA,B) 0 ≤ i ≤ k
(A, di−k−1B) k + 1 ≤ i ≤ n.
Note that there is a unique map d0 : X0 → X−1 (and likewise for Y0 → Y−1) so there is no ambiguity
in the case k or l equals zero. Degeneracy maps are defined similarly.
Remark 2.1.17. X ⋆ Y receives a natural map from X by the identification Xn ∼= Xn × {∗} ∼=
Xn × Y−1 = (X ⋆ Y )n. Likewise, X ⋆ Y receives a natural map from Y . Put informally, X ⋆ Y may
be thought of as containing a natural copy of both X and of Y as subsimplicial sets.
2.2 Basic notions in the theory of ∞-categories
To motivate the next definition, we observe that every category gives rise to an∞-category (Exam-
ple 2.2.3), as does every topological space (Example 2.2.2). Thus the notion of ∞-category allows
us to fuse category theory with homotopy theory.
Definition 2.2.1. An ∞-category, or quasi-category, or weak Kan complex, is a simplicial set C
satisfying the following condition: For every n ≥ 2 and 0 < i < n, and for every map Λni → C,
there exists a map (indicated by a dashed arrow below) making the following diagram commute:
Λni

// C
∆n.
∃
>>⑥
⑥
⑥
⑥
If the horn-fillers exist for i = 0 and i = n as well, we call C an ∞-groupoid, or a Kan complex.
A functor is a map of simplicial sets.
A natural transformation between functors F0, F1 : C→ D is a map of simplicial sets C×∆
1 → D
whose restrictions to C× {0} and C× {1} agree with F0 and F1, respectively.
Example 2.2.2. If C = N(C) is the nerve of a small category, C is an ∞-category. In fact, the
horn-filling map ∆n → C exists uniquely. Note that if the horn-filling is satisfied for i = 0 and
i = n as well, one can conclude that C is a groupoid.
Example 2.2.3. If C = Sing(A) is the singular complex of a topological space, C is an ∞-category,
and in fact, an ∞-groupoid. The horn-fillers are almost never unique.
Remark 2.2.4. Let C be an ∞-category. One should think of an n-simplex in C as a homotopy
commutative diagram in the space of an n-simplex, with specified homotopies rendering the diagram
homotopy commutative. This fuses the notion that an n-simplex of N(C) is a commutative diagram
in the shape of an n-simplex, with the notion that an n-simplex of Sing(A) is the data of homotopies
between points (called the edges), homotopies between these edges (called triangles), and so forth
until the data of the n-simplex parametrizes the homotopies dictated by its faces.
2.3 Spaces and Kan complexes
Let us very briefly explain a commonly used fact: That the homotopy theory of topological spaces
is equivalent to the homotopy theory of Kan complexes.
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Given a topological space X, one can form a simplicial set Sing(X) whose set of k-simplices
consists of those continuous maps |∆k| → X from the standard k-simplex to X (Example 2.1.7).
Sing(X) defines not only an ∞-category, but a stronger horn-filling property: In Definition 2.2.1,
we may take 0 ≤ i ≤ n. Such a simplicial set is called a Kan complex. (This is synonymous to an
∞-groupoid.)
In the other direction:
Given a simplicial set A, one can form a topological space called the geometric realization of A;
this space is denoted |A|. It is defined by the concrete formula
|A| :=
(∐
n
An × |∆
n|
)
/ ∼
where |∆n| is the standard topological n-simplex, and the equivalence relation ∼ is defined by
(a, f∗(x)) ∼ (f
∗(a), x), a ∈ An, x ∈ |∆
m|, f : [m]→ [n].
Here, f is a weakly order preserving map from [m] to [n], f∗ is the induced map An → Am, and f∗
is the induced linear map |∆m| → |∆n|.
This passage defines an equivalence between the ∞-category of topological spaces and of Kan
complexes; for example, the natural maps
|Sing(X)| → X, A→ Sing(|A|)
are weak homotopy equivalences. A classical proof of this using model category language is given
in [GJ09]; that a Quillen equivalence of certain model categories results in an equivalence of the
associated ∞-categories is given in [Lur09].
Remark 2.3.1. We will often refer to the “space” of maps, or the “space” of functors, when
these “spaces” are actually most conveniently constructed as Kan complexes. This passage is only
useful when we care about spaces up to weak homotopy equivalence; we certainly lose track of the
homeomorphism type of spaces.
2.4 Morphism spaces
Definition 2.4.1. Fix an ∞-category C and two objects x, y ∈ C0. Define a simplicial set
homC(x, y)
as follows. An n-simplex of homC(x, y) is a map
f : ∆0 ⋆∆n ∼= ∆n+1 → C
such that f |∆0 = x and f |∆n is a constant map to y.
This simplicial set is straightforwardly seen to be a Kan complex. Hence we may think of it as
(modeling a) topological space by Section 2.3. We refer to it as the space of morphisms from x to
y. Concretely, a vertex of homC(x, y) is given by a morphism from x to y (thought of as an edge in
C from x to y), while an edge in homC(x, y) models a homotopy between two such morphisms.
Remark 2.4.2. There are other models for this space, and any two reasonable models are ho-
motopy equivalent. One downside of the model here is that there is no obvious composition map
homC(x, y)× homC(y, z)→ homC(x, z).
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2.5 Colimits
For any functor I → C of ∞-categories, one can define the notion of a limit and colimit; these
(when they exist) satisfy a universal property analogous to the classical one.
Notation 2.5.1. Fix a functor F : I → C. We define the simplicial set
CI/
by declaring the n-simplices of CI/ to consist of simplicial set maps
G : I ⋆∆n → C
such that G|I = F . (Here, we are using the join construction of simplicial sets; see Construc-
tion 2.1.16 and Remark 2.1.17.) Face and degeneracy maps are induced by the natural simplicial
maps in the ∆n factor.
When C is an ∞-category, one can prove that CI/ is also an ∞-category (see for example
Proposition 1.2.9.3 of [Lur09].)
Definition 2.5.2. We call CI/ the slice ∞-category under I, or the comma ∞-category under I.
As alluded to in the introduction, one should think of a colimit of F as an initial object in a
slice category. There is a natural definition for initial objects in an ∞-category as follows:
Definition 2.5.3. Let C be an ∞-category. An initial object of C is an object X satisfying the
following property: For any object Y , the space homC(X,Y ) is contractible. (See Definition 2.4.1.)
Definition 2.5.4. Let F : I → C be a functor. The colimit of F is an initial object of CI/.
Example 2.5.5. When C = N(C) is the nerve of a category (in the usual sense), the∞-categorical
definition of (co)limit agrees with the classical one.
When C is an ∞-category constructed from a combinatorial model category, the ∞-categorical
definition of (co)limit agrees with the notion of homotopy (co)limit. See for example the Appendix
of [NT11] or Sections 1.2.13 and 4.2.4 of [Lur09].
Warning 2.5.6. There is no notion of a “strict (co)limit” in the setting of ∞-categories, as ∞-
categories have a priori no composition law; only a space of ways to fill in horns. This explains
the common claim that “every (co)limit in an ∞-category is a homotopy (co)limit;” for example,
if C arises from a model category, the (co)limits of C are indeed homotopy (co)limits in that model
category.
Regardless, in everyday conversation, there could be some ambiguity about whether or not one
is considering a category (in the usual sense) or an ∞-category. For example, the collection of
simplicial sets may be organized into either sort of category. When such ambiguities may arise, we
may use the term “homotopy (co)limit” rather than “(co)limit” to be explicit.
2.6 ∞-category of ∞-categories
There exists an ∞-category of ∞-categories, constructed as follows: Consider the category sSet of
all (small) simplicial sets. Given any two simplicial sets X and Y , one can define a simplicial set
of morphisms by
hom(X,Y )n := hom(X ×∆
n, Y )
with face and degeneracy maps induced from the ∆n variable. This renders sSet as enriched over
itself. Now let sSeto ⊂ sSet be the full subcategory consisting of all X that are ∞-categories.
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Definition 2.6.1. Define
Cat∞ := N(sSet
o).
In words, Cat∞ is the simplicial set obtained by taking the simplicial nerve (Definition 2.1.6) of the
enriched category of weak Kan complexes.
Concretely, each vertex of Cat∞ is an ∞-category, every edge is a functor of ∞-categories, and
higher simplices contain the data of natural equivalences and homotopies between these.
Remark 2.6.2. It turns out that sSet can be given a combinatorial model category structure for
which ∞-categories are fibrant and cofibrant; in particular, one can talk of limits and colimits of
∞-categories.
For details, we refer the reader to Section 1.2.13 and Chapter 4 of [Lur09].
Remark 2.6.3. We caution the reader that to deal with size issues, one needs at least three choices
of Grothendieck universes. Equivalently, one needs to choose three strongly inaccessible cardinals.
We do not elaborate on size issues here, but we merely remark that one needs to assume the
existence of strongly inaccessible cardinals; this is an axiom independent of ZFC.
Definition 2.6.4. Let C and D be ∞-categories. Define the simplicial set Fun(C,D) by
Fun(C,D)n := hom(C×∆
n,D).
There are obvious face and degeneracy maps induced by the ∆n variable. We refer to this as the
∞-category of functors from C to D.
We call homCat∞(C,D) the space of functors from C to D.
Concretely, Fun(C,D) is the ∞-category whose objects are functors from C to D, whose mor-
phisms are natural transformations, and whose higher simplices encode higher homotopies.
Warning 2.6.5. The Kan complex homCat∞(C,D) is not equivalent to Fun(C,D). The Kan complex
homCat∞(C,D) can be modeled as obtained from Fun(C,D) by “throwing out” all non-invertible
natural transformations; informally, it is the largest Kan complex contained inside Fun(C,D).
2.7 Kan completions and localizations
Let Gpd∞ ⊂ Cat∞ be the full subcategory consisting of∞-groupoids. The inclusion Gpd∞ → Cat∞
admits both a left and a right adjoint.
Notation 2.7.1. Given an ∞-category C, we let C∼ denote the right adjoint applied to C. In-
formally, C∼ is the largest ∞-groupoid inside C; it is obtained by “discarding” all non-invertible
morphisms from C.
We will be interested in the left adjoint, which sends an ∞-category C to the “smallest” ∞-
groupoid |C| containing it; we will call this the Kan completion of C.
More generally, let C be an∞-category, andW ⊂ C a sub-∞-category. (A subsimplicial set that
also happens to be an ∞-category.) Then one can form the homotopy pushout of the following:
W //

C
|W |
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and the result is an∞-category that we will call the localization of C along W , and we denote it by
C[W−1]. By the definition of homotopy pushout and of the Kan completion |W |, the localization
satisfies a universal property: If C→ D is any functor sending W to equivalences in D, then there
exists a unique (up to contractible choice) factorization C→ C[W−1]→ D. Here, by a factorization
we mean the data of a 2-simplex
C //

D
C[W−1]
;;✇✇✇✇✇✇✇✇✇
in Cat∞.
By adjunction, we have the following:
Lemma 2.7.2. Let C be an ∞-category and fix a sub-∞-category W ⊂ C. Further fix an ∞-
category D and a functor j : C→ D. Then the following are equivalent:
1. There exists a homotopy commutative diagram
W //

C
j

|W | // D
exhibiting D as the homotopy pushout of the diagram |W | ← W → C.
2. For any ∞-category E, The restriction map
j∗ : Fun(D,E)→ Fun(C,E)
identifies the essential image of Fun(D,E) as the full subcategory of Fun(C,E) spanned by
those f : C→ E sending morphisms in W to equivalences in E.
In light of the Lemma, let us officially make the following:
Definition 2.7.3. Fix W ⊂ C. A localization of C along W is any ∞-category C[W−1] equipped
with a functor j : C→ C[W−1] satisfying either (hence both) of the conditions of Lemma 2.7.2.
Remark 2.7.4. The localization of a category is rarely a category, but usually an ∞-category.
Informally, this is because as we freely attach new simplices to render certain edges invertible, we
necessarily attach higher simplices, and hence begin to see higher homotopical data.
2.8 Dwyer-Kan localizations
Let C be a category and W ⊂ C a subcategory. Out of this data one can construct a category
enriched in simplicial sets:
Notation 2.8.1. We let L(C,W ) denote the Dwyer-Kan localization of C with respect to W .
This was defined in [DK80b], where it is referred to as a simplicial localization. We do not
recall the construction here, as it will not be central to our methods. However, we will soon use
some facts about relating mapping spaces of model categories to localizations:
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Lemma 2.8.2. Let C be a category and W ⊂ C a subcategory. Let L(C,W ) be the Dwyer-Kan
localization, and N(C)[N(W )−1] the localization of ∞-categories. Then the natural map
N(C)[N(W )−1]→ N(L(C,W ))
is an equivalence of ∞-categories.
Proof. The nerve functor defines a Quillen equivalence from the model category of simplicially
enriched categories to the Joyal model category of ∞-categories. (See Theorem 2.2.5.1 of [Lur09].)
It is standard to show that (i) the equivalence between simplicially enriched categories and ∞-
categories respects∞-groupoidification (by characterizing both as left adjoints) and (ii) that Dwyer-
Kan localization computes a homotopy pushout. The Quillen equivalence preserves homotopy
pushouts, so we are finished.
Lemma 2.8.3. Let C be a model category with W its class of weak equivalences. For any two
objects X,Y ∈ ObC, let Map(X,Y ) be a simplicial set of morphisms induced by the model struc-
ture.3 Let homL(C,W )(X,Y ) be the simplicial set of morphisms induced by Dwyer-Kan localization.
Then the simplicial sets
Map(X,Y ) and homL(C,W )(X,Y )
are weakly homotopy equivalent.
Proof. See Proposition 4.4 of [DK80a].
2.9 Colimits via localization of unstraightenings
We will invoke one useful fact about computing colimits of ∞-categories. Recall that in clas-
sical category theory, a functor F : C → Cat to the category of categories is the same thing
as a Grothendieck (op)fibration EF → C. The construction of this (op)fibration is called the
Grothendieck construction of F .
Likewise, given a functor F : C→ Cat∞, one can construct the unstraightening, which is the data
of an ∞-category EF and a functor EF → C which is a coCartesian fibration. The passage between
functors F and their associated fibrations is an equivalence of ∞-categories. (See Sections 2.2.1
and 3.2 of [Lur09] for details.)
We then have the following:
Theorem 2.9.1 (Corollary 3.3.4.3 of [Lur09].). Let C be a small ∞-category. For any functor
F : C → Cat∞, and any coCartesian fibration p : EF → C modeling F , let W ⊂ EF denote the
collection of p-coCartesian edges. Then there is a natural equivalence
EF [W
−1] ≃ colimF.
That is, colimits of ∞-categories can be computed as localizations of (∞-categorical analogues
of) Grothendieck constructions. A brief exposition may also be found in Section 4.3 of [Tan19].
3For example, by taking a simplicial resolution of Y and a cosimplicial resolution of X; or, when C is a closed
simplicial model category, by the usual function complex.
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2.10 Inner anodyne maps
If C is a category in the classical sense, and one has a sequence of morphisms fi : Xi → Xi+1,
i = 0, n− 1, one can uniquely construct a commutative diagram in the shape of an n-simplex in C.
Let us hone in on the combinatorics: The edges fi encode the data of a diagram
F : ∆1 ∪ . . . ∪∆1 → N(C)
where the union is taken so as to concatenate the n edges head to tail in succession. Meanwhile,
the commutative diagram in the shape of the n-simplex is a map F˜ : ∆n → N(C). The uniqueness
of the filler F˜ given F is encoded by the fact that the natural map
homsSet(∆
n, N(C))0 → homsSet(∆
1 ∪ . . . ∪∆1, N(C))0
is a bijection (see Example 2.1.10). In fact, the map
homsSet(∆
n, N(C))→ homsSet(∆
1 ∪ . . . ∪∆1, N(C))
is an isomorphism of simplicial sets. This is a combinatorial consequence of the fact that the
inclusion ∆1 ∪ . . . ∪∆1 ⊂ ∆N is inner anodyne. We do not define inner anodyne maps here, but
we refer the reader to Section 2 of [Lur09]. Informally, in the special case that a map of simplicial
sets A ⊂ B is an inclusion, the map is inner anodyne when B can be obtained from A by filling in
inner horns with boundary on A.
The main result we will utilize about inner anodyne maps is as follows:
Lemma 2.10.1 (Corollary 2.3.2.5 of[Lur09], see also [Joy08]). If A → B is an inner anodyne
inclusion of simplicial sets, and if C is an ∞-category, then the induced map of simplicial sets
homsSet(B,C)→ homsSet(A,C)
is a trivial fibration of simplicial sets.
Moreover, the simplicial sets homsSet(−,C) are both ∞-categories if C is (Proposition 1.2.7.3
of [Lur09]), while any trivial fibration of ∞-categories is an equivalence of ∞-categories. We have:
Corollary 2.10.2. Let A→ B be an inner anodyne map, and C an∞-category. Then the induced
map of Kan complexes
homsSet(B,C)
∼ → homsSet(A,C)
∼
(see Notation 2.7.1) is a homotopy equivalence.
Proof. By Lemma 2.10.1, the map homsSet(B,C)→ homsSet(A,C) is an equivalence of∞-categories.
Because the assignment X 7→ X∼ is a functor from ∞-categories to ∞-groupoids, if X → Y
is an equivalence of ∞-categories, then the map X∼ → Y ∼ is an equivalence of ∞-groupoids.
Equivalences of ∞-groupoids are precisely homotopy equivalences, so we are finished.
3 The ∞-category of A∞-categories
Fix a base ring R. The most fundamental ∞-category we will utilize is the ∞-category
CatA∞
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of A∞-categories (Definition 3.1.4). Morphisms are R-linear A∞-categories with R-linear functors.
Informally, the higher morphisms are given by natural equivalences, homotopies of natural equiva-
lences, and higher homotopies thereof. Our main goal in this section is to give this ∞-category a
definition (as we show in our main theorem, ours is one of many equivalent definitions).
Because it has not seemed easy to find references in the literature, we collect useful results here.
None of the individual results seems original and is most likely known to experts; we hope that the
synthesis is convenient for our readers.
Let us mention some features of CatA∞ that may motivate the reader:
1. The higher homotopies of CatA∞ are a useful receptacle; for example, we can articulate the
higher homotopy groups of functor spaces.
2. In the usual one-category of A∞-categories, quasi-equivalences are not necessarily invertible.
In CatA∞ , any quasi-equivalence of A∞-categories is an equivalence (i.e., admits an inverse
up to homotopy).
3.1 dg and A∞ are equivalent theories
In what follows, all categories are assumed unital; if the reader seeks further generality, they may
assume all categories are cohomologically unital (or c-unital; see (2a) of [Sei08] for notions of units
in A∞-categories).
Notation 3.1.1 (A∞Cat and dgCat.). We have fixed a base ring R. We do not recall the notion
of R-linear A∞-categories and we do not choose a sign convention, of which one may find three
in [Sei08, Kel06, Lyu03]; but regardless of the reader’s preference, we let
A∞Cat
denote the category of R-linear A∞-categories. Its objects are A∞-categories over R, and its
morphisms are R-linear functors of A∞-categories. We note that this is a category in the usual sense:
Composition is strict, and we have no notion of higher morphisms (e.g., natural transformations)
that we incorporate.
Likewise, we let
dgCat
denote the category of R-linear dg-categories.
Definition 3.1.2. A functor between A∞- or dg-categories is called an equivalence if it is essentially
surjective on objects, and if it induces a quasi-isomorphism on all morphism complexes.
We let Wdg ⊂ dgCat and WA∞ ⊂ A∞Cat denote the subcategories consisting of equivalences.
Remark 3.1.3. Some refer to what we call an equivalence of A∞-categories as a “quasi-equivalence”
of A∞-categories.
Definition 3.1.4. We let
CatA∞ := N(A∞Cat)[N(WA∞)
−1], Catdg := N(dgCat)[N(Wdg)
−1]
be the localizations of N(A∞Cat) and N(dgCat) along the subcategory of equivalences (see Sec-
tion 2.7). We refer to these as the ∞-category of A∞-categories, and of dg-categories, respectively.
Theorem 3.1.5. The inclusion of dgCat into A∞Cat induces an equivalence of ∞-categories
Catdg ≃ CatA∞ .
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As we mentioned in the introduction, one can find a 1-categorical version of this result in [COS19].
Ours is an ∞-categorical enhancement, but the underlying idea of the proof is identical: dg-
categories are examples of A∞-categories, and the Yoneda embedding renders any A∞-category
into an (equivalent) dg-category.
Proof. For any A∞-category A, let Y (A) denote the image of its Yoneda embedding. That is, this
is the full subcategory of FunA∞(A
op,ChainR) consisting of A∞-functors represented by objects of
A. We note two properties: Y (A) is a dg-category, and moreover, if f : A → B is a c-unital A∞
functor, then the induced map Y (A) → Y (B) is a dg functor. Hence Y defines a functor of usual
categories
Y : A∞Cat→ dgCat.
We let i : dgCat→ A∞Cat denote the inclusion functor.
Clearly, i(Wdg) ⊂WA∞ and Y (WA∞) ⊂Wdg. Thus we have induced functors of ∞-categories
N(dgCat)
N(i) //

N(A∞Cat)

N(Y ) // N(dgCat)

Catdg
i′ // CatA∞
Y ′ // Catdg .
We note that there are natural transformations
iddgCat → Y ◦ i, idA∞Cat → i ◦ Y.
whose arrows are contained in Wdg and WA∞, respectively. (See for example (2g) of [Sei08], or
Proposition 2.1 of [COS19].) This induces functors
Catdg ×∆
1 → Catdg, CatA∞ ×∆
1 → CatA∞
such that {X} ×∆1 is sent to an equivalence for every X ∈ Catdg and every X ∈ CatA∞ ; that is,
the natural transformations induce homotopies idCatdg ≃ Y
′ ◦ i′ and idCatA∞ ≃ i
′ ◦ Y ′. This shows
i′ and Y ′ are equivalences, and in fact inverse to each other up to homotopy.
Warning 3.1.6. The collection of functors from A to B can be made into an A∞-category, but
Catdg and CatA∞ do not see this enrichment. Informally, these ∞-categories only detect natural
equivalences, and not arbitrary natural transformations.
Now let us relate these ∞-categories to other models. We begin with dg-categories. We recall
that Tabuada put a model structure on dg-categories, and Tabuada’s weak equivalences are precisely
given by Wdg [Tab05].
By Lemmas 2.8.2 and 2.8.3, we have:
Proposition 3.1.7. For any two dg-categories A and B,
MapTabuada(A,B) ≃ homCatdg(A,B).
That is, the simplicial set of dg-functors from A to B as defined through the model structure of
Tabuada is weakly equivalent to the hom-space resulting from the ∞-categorical localization.
Warning 3.1.8. The above weak equivalence is as simplicial sets, i.e., a homotopy equivalence on
the space of functors from A to B. But this does not underly an equivalence of functor categories.
That is, the dg-category of functors from A to B is not equivalent to an enrichment that we will
articulate later on. Confusingly, all enrichments we encounter will yield equivalent mapping spaces
just as in Proposition 3.1.7, but only two of them—as constructed by Gepner-Haugseng [GH15]
and Faonte [Fao17a]—will have equivalent functor A∞-categories.
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3.2 Functors
Notation 3.2.1. To a pair of A∞-categories A,B one can associate a functor A∞-category
FunA∞(A,B).
Objects are functors, closed degree zero morphisms are natural transformations, and higher oper-
ations encode homotopies between natural transformations. We refer the reader to [Sei08, Lyu03]
for details. Further discussion, and a 1-categorical framework for enriching the category of A∞-
categories over itself, can be found in [COS19].
Notation 3.2.2. Given an A∞-category A, one can construct an ∞-category N(A) called the
nerve, or the A∞ nerve of A. This construction is due independently to Faonte [Fao17b] and to
the second author [Tan16]. It is a functor from A∞Cat to the category of simplicial sets.
Theorem 3.2.3. Fix two A∞-categories A and B. There exist weak homotopy equivalences
homCatA∞ (A,B)→ N(FunA∞(A,B))
∼.
Here, the domain is the space of morphisms from A to B in CatA∞ , while the target is the largest
∞-groupoid contained in the nerve N(FunA∞(A,B)). (See Notations 2.7.1 and 3.2.2.)
Moreover, this equivalence is natural in both A and B variables.
Proof. Without loss of generality, we may assume A and B to be dg-categories. (By Theorem 3.1.5,
we may replace both by an equivalent dg-category, and naturally so, by choosing an inverse equiv-
alence of ∞-categories CatA∞ → Catdg.)
On the other hand, we may construct an ∞-category whose objects are dg-categories, and
whose morphism spaces are precisely given by N(FunA∞(A,B))
∼; see for example Definition 3.1
of [Fao17a]. Then Theorem 0.4 of op. cit. provides a natural equivalence homCatA∞ (A,B) →
N(FunA∞(A,B))
∼ as desired. In [Fao17a], the author works over a field of characteristic 0, but
none of the results rely on this assumption. (One need only have a commutative base ring.)
Fix two A∞-functors F,G from A to B. One has a cochain complex of natural transformations
from F to G—these are the morphism complexes of the A∞-category FunA∞(A,B). Moreover, it
follows straightforwardly from the definition of the A∞ nerve that there are natural isomorphisms
H−∗ homFunA∞(A,B)(F,G)
∼=
−→ π∗ homN(FunA∞ (A,B))(F,G), ∗ ≥ 0. (3.1)
(See Remark 3.2.5 below.) In words, the non-positive cohomology groups of natural transformation
complexes are isomorphic to the (non-negative) homotopy groups of morphism spaces of the nerve.
Moreover, passing from an ∞-category C to C∼ discards certain components of homC (i.e., the
map homC∼(X,Y ) → homC(X,Y ) is an injection on π0), but retains all higher homotopy groups
of the components that are not discarded (i.e., the map is a homotopy equivalence on connected
components). Hence we conclude
Corollary 3.2.4. Fix two A∞-categories A and B, two functors F : A → B and G : A → B,
and a homotopically invertible natural transformation η : F → G. There exist natural group
isomorphisms
H−∗ homFunA∞(A,B)(F,G)→ π∗
(
homN(FunA∞(A,B))(F,G), η
)
, ∗ ≥ 1.
Note that on the righthand side, we are taking homotopy groups based at η.
Remark 3.2.5. For a proof of (3.1), see [Fao17b] and [Tan13]. This isomorphism is not special
to functor A∞-categories; the analogous statement applies to any A∞-category. The combinatorics
involved are identical to the combinatorics used to prove the classical Dold-Kan theorem.
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3.3 Hochschild cochains
Let A be any small A∞-category. Then one can define the Hochschild cochain complex CH
∗. Let
us extract this invariant from the abstractions above.
While there is a way to recover the whole complex by enriching the∞-category of dg-categories
(or of A∞-categories) over itself, because we have no need for this in the present work, we will be
content with the following observation:
Theorem 3.3.1 (An A∞-version of Corollary 8.3 of [Toe¨07].). For any small A∞-category A, there
exist natural isomorphisms
π1(Aut(A)) ∼= HH
0(A)×, πi+1(Aut(A)) ∼= HH
−i(A).
Here, HH0(A)× denotes the units (under multiplication) of 0th degree Hochschild cohomology.
Proof. Because equivalences are invertible in CatA∞ ,, the homotopy type of Aut(A) is unchanged
under equivalences of A∞-categories. Likewise, it is well-known that Hochschild cohomology is
unchanged under equivalences of A∞-categories (in fact, it is even Morita invariant). So we may
as well assume A is a dg-category, and Toe¨n’s cited work showed the result for dg-categories using
mapping spaces given by the Tabuada model structure; the result follows from Proposition 3.1.7.
We refer the reader to Theorem 4.5 of [Fao17a] for another proof which recovers all of HH0
(not just the multiplicative units) by computing π0 of homA∞(A,A), rather than π0Aut(A).
4 Localizations of A∞-categories
Fix a base commutative ring R. All A∞-categories and functors in this section will be assumed
R-linear.
In [GPS17], given an A∞-category A with morphisms satisfying a “cofibrancy” condition
4, and
given a collection of morphismsW ⊂ A, a new A∞-category is constructed which we will denote by
A[W−1]. This A∞-category is called a localization in loc.cit.. The goal of this section is to prove
the universal property of A[W−1] to justify this nomenclature.
4.1 Exactness and linearity
Definition 4.1.1. A chain complex is called acyclic if all its cohomology groups vanish.
Fix an A∞-category A. An object Z of A is called a zero object if hom(Z,X) and hom(X,Z)
are acyclic for any object X ∈ A.
We say that A is stable or pretriangulated if it has a zero object, and if its image under the
Yoneda embedding A→ AMod is closed under mapping cones and direct sums.
Remark 4.1.2. In this work, we have taken stable and pretriangulated to be synonyms in the
setting of A∞-categories; the reader may note that the world “stable” has also been used to de-
scribe model categories [Hov99] and ∞-categories (Chapter 1 of [Lur12]). One way to justify our
terminology is to note that any pretriangulated A∞-category has a nerve (Notation 3.2.2) which is
stable as an ∞-category [Orn16]. We will not use the∞-categorical notion explicitly in this paper.
4The only use of this condition for the present work is that morphism complexes are homotopically flat—i.e.,
tensor product with a morphism complex preserves acyclicity.
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Remark 4.1.3 (Mapping cones). Let us elaborate on the notion of mapping cones. Consider a
homotopy coherent diagram in the A∞-category of modules
A //

B

0 // C.
This is the data of not only the indicated arrows, but also of a homotopy rendering the square
homotopy-commutative. We say that the above is a mapping cone sequence if, for every object
X ∈ A, the induced homotopy-coherent diagram of R-linear chain complexes
A(X) //

B(X)

0 // C(X)
is a homotopy pushout diagram. (That is, up to quasi-isomorphism, the above exhibits C(X) as a
mapping cone of the map A(X)→ B(X).)
Note that if Z is a zero object of A, then the module represented by Z is a zero object in AMod.
If the image of A under the Yoneda embedding is closed under mapping cones, this implies that
for any X ∈ A, there is a corresponding object X[1]—the cone of the zero map X → 0— whose
representing module represents a shift of the module represented by X.
Notation 4.1.4. We let CatExA∞ ⊂ CatA∞ denote the full subcategory consisting of stable A∞-
categories. (The superscript stands for “exact.” See Definition 4.1.10 and Remark 4.1.14 below.)
Notation 4.1.5 (Stable closure). Let TwA ⊂ AMod denote the smallest full, stable subcategory
containing the 0 object of AMod and containing the image of the Yoneda embedding A→ AMod.
We call TwA the stable closure of A.
Remark 4.1.6. In fact, there is a functor Tw : CatA∞ → CatA∞ taking any A to its stable closure.
Moreover, the stable closure functor can be modeled at the level of ordinary categories as a functor
Tw′ : A∞Cat→ A∞Cat using the twisted complex construction
5. Since Tw′ sends equivalences to
equivalences6, Tw′ induces a functor of ∞-categories
Tw : CatA∞ → CatA∞ .
The non-infinity categorical version Tw′ : A∞Cat→ A∞Cat admits a natural equivalence
Tw′
∼
−→ Tw′ ◦ Tw′.
As a result, Tw is an idempotent functor of ∞-categories.
Remark 4.1.7. Because Tw is an idempotent functor of ∞-categories, it follows that it is left
adjoint to a fully faithful right adjoint (given by the full inclusion of the essential image of Tw).7
The fully faithful right adjoint is precisely the inclusion CatExA∞ → CatA∞ .
Remark 4.1.8. By construction, the natural functor given by the unit of the adjunction A→ TwA
is a fully faithful functor of A∞-categories for any A.
5See Bondal-Kapranov [BK90] for the dg construction, or Seidel’s book [Sei08] for the A∞ construction.
6Lemma 3.25 of [Sei08].
7Proposition 5.2.7.4 of [Lur09].
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Remark 4.1.9. Let A be an arbitrary A∞-category and D a stable A∞-category. Then the map
of functor spaces
homCatA∞ (TwA,D)→ homCatA∞ (A,D)
is an equivalence. Informally, one can interpret the universal property of A → TwA as follows: If
D is stable, then any functor f : A→ D extends (uniquely up to contractible choice) to a functor
from TwA:
A

f // D
TwA
∃!
<<②
②
②
②
.
Now we touch on the relationship between exactness (the preservation of exact triangles—or,
more coherently, co/fiber sequences) and linearity.
Definition 4.1.10. Let A and B be stable. An R-linear functor A→ B is called exact if it respects
0 objects, and if it sends mapping cone sequences to mapping cone sequences.
Proposition 4.1.11 (Lemma 3.30 of [Sei08]). Let f : A → B be an R-linear functor between
arbitrary R-linear A∞-categories. Then the induced functor Twf : TwA→ TwB is exact.
Because Tw is idempotent (Remark 4.1.6), we conclude:
Corollary 4.1.12. Any R-linear functor between stable R-linear A∞-categories is automatically
exact.
Remark 4.1.13. The above corollary shows the deep connection between the notion of stability and
the notion of linearity. (Though one can be R-linear without being stable.) For this reason, some
authors who work only in the stable setting will define an R-linear stable presentable∞-category to
be an∞-category equipped with an action of the∞-category RMod (where the action RMod×C→
C preserves colimits in each variable). The reader may verify that such an action endows the
morphisms of C with the structure of R-linear chain complexes. (This is most easily verified if one
uses that R-linear chain complexes are the same thing as HR-linear spectra.) However, such a
definition requires that C has as plentiful supply of colimits, so we avoid it here—our individual
A∞-categories need not admit any colimits.
Remark 4.1.14. The corollary also explains the notation CatExA∞ from Notation 4.1.4. Cat
Ex
A∞
is
the full subcategory of stable A∞-categories with exact R-linear functors; i.e., with all R-linear
functors.
4.2 Quotients via universal property
Definition 4.2.1 (Quotients). Fix an A∞-category A. Let B ⊂ A be a full subcategory, and let 0
be a zero category. (For example, a category with a single object and only the 0 morphism.) Then
the quotient A∞-category A/B is defined to be the pushout
B //

A

0 // A/B
in CatA∞ .
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Remark 4.2.2 (Quotients exist). One can conclude that quotients exist in at least two ways.
First, Tabuada put a model structure on dg-categories where weak equivalences are equivalences
of dg-categories. Since Catdg ≃ CatA∞ arises from this model category, and model categories have
all homotopy colimits, we conclude that pushouts exist in Catdg, hence in CatA∞ .
One could also use the model of enriched ∞-categories as defined by Gepner-Haugseng. Since
RMod with the derived tensor product ⊗LR is presentably monoidal, the ∞-category of RMod-
enriched ∞-categories is presentable8; hence it has all colimits. It is proven by Haugseng [Hau15]
that the ∞-category of RMod-enriched ∞-categories is equivalent to Catdg.
Finally, let us conclude by characterizing quotients another way.
Proposition 4.2.3. Let A be stable and fix B ⊂ A a full subcategory. Fix further a stable
A∞-category Q along with a functor A→ Q. Then the following are equivalent:
1. The natural map homCatA∞ (Q,−) → homCatA∞ (A,−) (induced by restriction along A → Q)
is an injection on π0 and a homotopy equivalence for each component, and identifies (for any
stable test category D) the connected components of the domain as spanned by those functors
A→ D sending objects of B to zero objects in D.
2. One can complete A→ Q to a pushout diagram
B //

A

0 // Q
where the top horizontal arrow is the inclusion B ⊂ A.
Proof. We first note that if a functor f : A→ D completes to any homotopy-commutative diagram
B //

A
f

0 // D
then the space of such homotopy-commutative diagrams9 is contractible given f . This is obvious
because the space of natural transformations from a 0 functor B→ D to itself is contractible. Put
another way, sending B to zero objects is homotopically a property, rather than data.10 Thus, in
either of cases 1. or 2. of the proposition, we can choose a diagram in CatA∞ exhibiting a homotopy
between B→ 0→ Q and B→ A→ Q. Concretely, this is a simplicial set map
J : ∆1 ×∆1 → CatA∞ . (4.1)
When proving either implication of the proposition, we fix a choice of J .
8Corollary 5.4.5 of [GH15].
9i.e., the space of natural equivalences from B→ A→ D to B→ 0→ D
10We caution the reader that this is special to CatA∞ in the following sense: In other ∞-categories with zero
objects, it is not necessarily true that the space of self-homotopies of zero maps to zero maps is contractible. For
example, if the∞-category in question is stable, the space of self-homotopies of a zero map X → 0→ Y is homotopy
equivalent to the space Ωhom(X,Y ).
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We have the following commutative diagram of simplicial sets:
{Q→ D}


A
Q
D
•




A
D




B A
0 Q
D
•
•
•
•




B A
0
D
•
•


∼ (f)
(2)
∼(f) f.f.(g)
∼
(c)
(1)
(4.2)
To explain the ingredients, and to reduce clutter, let us give each simplicial set in the diagram a
name:
U V W
X Y
∼ (f)
(2)
∼(f) f.f.(g)
∼
(c)
(1)
(4.3)
Then
(a) U is the simplicial set of all simplicial set maps ∆1 → CatA∞ such that the vertices of ∆
1 are
sent to Q and D, respectively. So for example, the k-simplices of U are given by the collection
of maps f : ∆k × ∆1 → CatA∞ for which f |∆k×d1∆1 is the degenerate k-simplex at Q, and
f |∆k×d0∆1 is the degenerate k-simplex at D. This explains why we have used the informal
notation {Q → D} to denote U in (4.2). (U is the simplicial set constructed out of “the
collection of all edges from Q to D”.)
(b) V is the simplicial set of all simplicial set maps ∆2 → CatA∞ such that the edge d
2∆2 is sent
to the map A → Q fixed in the hypothesis of the proposition we are proving. The k-simplices
of V are given by simplicial set maps f : ∆k ×∆2 → CatA∞ satisfying the natural degeneracy
conditions along f |∆k×∆0 and along f |∆k×d2∆2 . In (4.2), symbol • along the edge A→ Q above
is meant to indicate the degeneracy constraints placed on the simplices of V .
(c) Note that there is a natural “forgetful” map of simplicial sets from V to U by restricting f to
d0∆2. Because the inclusion of d0∆2 ∪ d2∆2 →֒ ∆2 is inner anodyne, and because CatA∞ is an
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∞-category, this forgetful map is a trivial inner fibration. Thus the forgetful map (as indicated
in (4.3)) is a homotopy equivalence by Corollary 2.10.2.
(d) Much like U , W is the simplicial set of all edges from A to D. The map of simplicial sets
indicated by (1) is the forgetful map.
(e) X is as follows. Let ∆3∪d1∆3 ∆
3 denote the simplicial set given by gluing two 3-simplices along
the 1st face, d1∆3, of each 3-simplex. Then X is the simplicial set of maps f : ∆3 ∪d1∆3 ∆
3 →
CatA∞ such that the restriction of f to ∆
1 × ∆1 ⊂ ∆3 ∪d1∆3 ∆
3 is equivalent to J (4.1). As
before, there are natural degeneracy conditions to articulate what we mean by a k-simplex of
X, and the • symbols in (4.2) are meant to indicate that the value of f is fixed via J .
(f) X thus has a forgetful map to U , and to V . Both forgetful maps are homotopy equivalences
again by an inner anodyne argument (Corollary 2.10.2).
(g) Finally, Y is the simplicial set of maps ∆1 × ∆1 → CatA∞ such that the two initial edges of
∆1 × ∆1 are sent to the maps B → A and B → 0, while the terminal vertex of ∆1 × ∆1 is
sent to D. The forgetful map to W is an injection on π0 and an equivalence on each connected
component by the discussion at the start of our proof. We have labeled this as “f.f.” (i.e., fully
faithful) in the diagrams.
Suppose 1. holds. We note that choosing an inverse to the arrow (c) in the diagram, then composing
with the arrow labeled (1), is a model for the restriction map homCatA∞ (Q,D)→ homCatA∞ (A,D).
Thus assumption 1. implies that the arrow (1) is a fully faithful inclusion (i.e., an injection on π0 and
a homotopy equivalence on each connected component). Thus, the arrow labeled (2) is a homotopy
equivalence on each connected component because all the other arrows in the commutative diagram
are. By the same reasoning, this arrow is an injection on π0. Moreover, we claim the arrow is a
surjection on π0. To see this, suppose f : ∆
1 → ∆1 is a vertex of Y and let f ′ : A → D be its
image in W . By hypothesis 1., we know that the image of the arrow (1) consists precisely of such
f ′. This completes the proof that (2) is a surjection on π0.
Because (2) is a bijection on π0 and a homotopy equivalence on connected components, it is a
homotopy equivalence. This exhibits J as a pushout diagram, hence 2. is proven.
Now suppose 2. then the arrow (2) is a homotopy equivalence. In particular (by the commu-
tativity of the diagram) the arrow (1) is an injection on π0 and a homotopy equivalence on each
component. It remains to identify the image of (1) on π0 as precisely those maps A→ D that are
null-homotopic once pre-composed with B → A. But this is precisely the image of the righthand
vertical map (g). Thus 1. holds.
Finally, we should ensure all our arguments are natural in the D variable. This follows from
standard constructions: All five simplicial sets U, V,W,X, Y are the fibers (over D) of a coCartesian
fibration over CatA∞ .
4.3 Localizations via quotients
Definition 4.3.1. Let A be an A∞-category, and letW ⊂ H
0 homA be a collection of (cohomology
classes of) morphisms in A. A localization of A along W is the data of an A∞-category A[W
−1],
equipped with a functor
ι : A→ A[W−1]
such that the following holds: For any A∞-category D, the induced map of ∞-groupoids
ι∗ : homCatA∞ (A[W
−1],D)→ homCatA∞ (A,D)
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is fully faithful, and identifies the essential image of ι∗ with those functors A → D sending W to
(cohomologically) invertible morphisms in D.
Now let us construct localizations from the existence of quotients.
Remark 4.3.2. Note that Toe¨n proceeds in the reverse direction; once one has a model structure
on dg-categories, Toe¨n constructs localizations, then concludes the existence of quotients [Toe¨07].
Notation 4.3.3 (BW ). Let A be an R-linear A∞-category and fix a collectionW ⊂ H
0(homA). We
let BW ⊂ TwA denote the full subcategory of those objects arising as mapping cones of elements
of W .
Definition 4.3.4 (LW ). Now consider the quotient (TwA)/BW , where BW is as in Notation 4.3.3.
The quotient receives a natural functor from A, given by the composite A→ TwA→ (TwA)/BW .
We let LW ⊂ (TwA)/BW be the full subcategory consisting of objects in the essential image of
A→ (TwA)/BW .
Our goal is to prove the following:
Theorem 4.3.5. The functor A→ LW exhibits LW as a localization of A along W .
We first begin with a stable analogue:
Lemma 4.3.6. For any stable D, restriction along TwA → (TwA)/BW induces an inclusion of
connected components
homCatA∞ ((TwA)/BW ,D)→ homCatA∞ (TwA,D)
whose essential image consists of those functors TwA → D sending every morphism in W to an
equivalence in D.
Proof. Let F : TwA → D be a functor (in particular, an exact functor by Corollary 4.1.12). If
f ∈W is sent to an equivalence by F , then Cone(F (f)) ≃ 0 in D because the cone of an equivalence
is a zero object. On the other hand, because F is exact, we have that F (Cone(f)) ≃ Cone(F (f)),
meaning F sends any object in BW to a zero object in D. If F sends all object of BW to a zero
object, then F (f) must be an equivalence because its mapping cone is a zero object.
This shows that a functor TwA → D sends every object of BW to a zero object if and only if
it sends morphisms of W to equivalences in D.
On the other hand, the full subspace of homCatA∞ (TwA,D) consisting of functors TwA → D
factoring BW through zero is equivalent (via restriction) to the space of functors (TwA)/BW → D
by Proposition 4.2.3. This completes the proof.
Lemma 4.3.7. The map
TwLW → Tw ((TwA)/BW )
induced by LW → (TwA)/BW (Definition 4.3.4) is an equivalence.
Proof. We have a homotopy commutative diagram
A //
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚ TwA
//
++❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲ (TwA)/BW
// Tw ((TwA)/BW )
LW
OO
// TwLW
j
OO
.
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The solid (undashed) diagonal arrow A → LW is essentially surjective by definition of LW , and
extends to the dashed arrow by the universal property of Tw (Remark 4.1.9).
First, the map in question (which we have labeled as j for the purposes of this proof) is fully
faithful. This follows from the fact that all the unlabeled arrows in the righthand commutative
square are fully faithful.
Let us show that j is essentially surjective. By the definition of Tw, any object Y ∈ Tw ((TwA)/BW )
can be expressed as an iterated mapping cone of morphisms (and their shifts) fi : Xi → Xi+1 in
(TwA)/BW . Thus it suffices to show that any object X ∈ (TwA)/B is in the essential image
11 of
j. (Then, because j is fully faithful, it follows that the morphisms fi are also in the image of j;
because j is exact and TwLW is stable, we conclude Y is in the essential image of j.)
Because the quotient map TwA → (TwA)/BW is essentially surjective, each object X ∈
(TwA)/BW arises from some object X˜ ∈ TwA. In turn, X˜ is an iterated mapping cone of mor-
phisms h˜k : W˜k → W˜k+1 ∈ A and their shifts (again by definition of Tw).
We let hk be the images of h˜k in LW (and in TwLW , by abuse of notation). Because the dashed
arrow TwA→ TwLW is exact, we conclude that the iterated cones of the morphisms hj and their
shifts are equivalent to X. This establishes the claim that j is essentially surjective.
Because j is essentially surjective and fully faithful, we are finished.
Proof of Theorem 4.3.5. For any pair ofA∞-categories A andD, one can naturally identify homCatA∞ (A,D)
as the full subspace spanned by those f ∈ homCatA∞ (TwA,TwD) that factors A through the es-
sential image of D ⊂ TwD.
Let us now consider the iterated pullback squares
Q

// homCatA∞ (A,D)

Q′
≃

// homCatA∞ (A,TwD)
≃

homCatA∞ ((TwA)/BW ,TwD)
// homCatA∞ (TwA,TwD).
The lower-right vertical arrow is a homotopy equivalence by adjunction; the lower-left vertical arrow
is a homotopy equivalence being the pullback of a homotopy equivalence. Note that the two other
vertical arrows are fully faithful (that is, an injection on π0 and a homotopy equivalence along each
connected component) because the top-right vertical arrow is.
By considering the outermost rectangle, we see that Q is identified as the space of functors
A→ D sending morphisms in W to equivalences (by Lemma 4.3.6).
Now we examine the two inner pullback squares. First, note that one can identify Q′ with
homCatA∞ (LW ,TwD) by the definition of LW . Here are the details: We have the composition
homCatA∞ (Tw ((TwA)/BW ) ,TwD)→ homCatA∞ (TwLW ,TwD)→ homCatA∞ (LW ,TwD).
The first arrow is a homotopy equivalence by Lemma 4.3.7, and the second is a homotopy equiva-
lence by the universal property of Tw (i.e., adjunction—see Remark 4.1.9). Again by the universal
property of Tw, we can identify
homCatA∞ (Tw ((TwA)/BW ) ,TwD) ≃ homCatA∞ ((TwA)/BW ,TwD).
11Here, we are identifying objects of (TwA)/B as objects of Tw ((TwA)/BW ).
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Tracing through these equivalences, we see that the horizontal arrow from Q′ can further be identi-
fied with restriction along A→ LW . This gives a second identification of Q: The space of functors
from LW to TwD factoring through D; that is, functors from LW to D.
This completes the proof.
4.4 Naturality of localizations
This is a straightforward consequence of the universal property of localizations.
Proposition 4.4.1. Let C be an ordinary category, and fix a functor F : C → A∞Cat. Moreover
suppose that for every x ∈ C, we have chosen a collection Wx ⊂ H
0 homF (x), and that for every
morphism x→ y in C, we have that Wx has image contained in Wy.
Then localization induces a functor of ∞-categories
N(C)→ CatA∞
sending x to F (x)[W−1x ], and sending a morphism x → y to the induced functor F (x)[W
−1
x ] →
F (y)[W−1y ].
Proof. F defines a diagram C×∆1 → CatA∞ whose value at {x} ×∆
1 is given by
BWx → TwF (x).
By the naturality of colimits (in particular, quotients) and functoriality of Tw, we then have an
induced diagram C×∆1 → CatA∞ whose value on {x} ×∆
1 is
ax : F (x)→ (TwF (x))/BWx .
Thus we have an induced functor C → CatA∞ by taking the induced arrows among the essential
images of ax.
4.5 Models for quotients and localizations
Now that we see quotients and localizations exist, let us study concrete models of them.
Notation 4.5.1 (D and Q). Fix an A∞-category A and a full subcategory B. There are var-
ious constructions of quotients in the literature, and we hone in on two. The first we will de-
note by D(A|B) following Lyubashenko-Ovsienko [LO06], and the second by Q(A|B) following
Lyubashenko-Manzyuk [LM08]. We do not recall their full definitions here and refer the reader to
the papers just cited. We do, however, recall the morphism complexes for D in (4.4).
The model D allows us to infer a useful lemma computing morphism complexes of a localization
as sequential colimits (Lemma 4.6.1).
Remark 4.5.2. The models D and Q are most likely unnecessary to prove the properties we need
of the wrapped Fukaya category in [OT19]; for example, an R-linear versions of arguments used in
I.3 of [NS+18] seem to suffice to prove Lemma 4.6.1.
Remark 4.5.3. In principle, the equivalence CatA∞ ≃ Catdg means we can model quotients of
A∞-categories using their Yoneda embeddings, then resorting to a dg quotient. For example, the
construction of Drinfeld [Dri04] together with the universal property verified by Tabuada [Tab10]
means we may construct quotients by considering the image A ⊂ AMod, finding an appropriate
replacement of this image, and constructing a quotient.
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However, our goal is to compare this to a specific model of localization used in [GPS17], which is
the model introduced by Lyubashenko-Ovisienko [LO06]. This model is particularly useful when the
base ring R is a field, but it is not straightforward to prove its universal property directly. For exam-
ple, an inconvenience presents itself when trying to carry out the previous paragraph, which is that
the Yoneda embedding of a homotopically flat A∞-category need not itself be a homotopically flat
dg-category.12 So instead we will also rely on a model introduced by Lyubashenko-Manzyuk [LM08],
which is equivalent to the previous model of Lyubashenko-Ovsienko regardless of base ring, and for
which the relevant universal property may be deduced from known results (see Theorem 4.5.5).
Remark 4.5.4. The localization O[C−1] used in [GPS17] is modeled on D.
Let us recall:
Theorem 4.5.5 ([LM08]). For any A∞-category A and any full subcategory B ⊂ A, there is a
functor q : A → Q(A|B) satisfying the following property: For any A∞-category D, restriction
along q induces a fully faithful embedding of A∞-categories
FunA∞(Q(A|B),D)
q∗
−→ FunA∞(A,D)
whose essential image consists of those functors sending objects of B to zero objects in D.
Theorem 4.5.6 ([LM08]). There is a functor A→ D(A|B) sending all objects of B to zero objects.
The functor Q(A|B)→ D(A|B) induced by Theorem 4.5.5 above is an equivalence.
Then we have
Theorem 4.5.7. When A is stable, D(A|B) is a quotient of A along B in the sense of Defini-
tion 4.2.1.
Proof. By Theorem 4.5.6, we need only prove that Q(A|B) is a quotient.
Let us first begin with a digression on how to compute mapping spaces. Let CatA∞ be the ∞-
category of A∞-categories. By the equivalence Catdg ≃ CatA∞ , the mapping spaces homCatA∞ (C,E)
may be computed by the mapping spaces of their corresponding Yoneda embeddings, homCatdg(Y (C), Y (E)).
This mapping space, in turn, can be computed by first taking the A∞-nerve of FunA∞(Y (C), Y (E)),
and then its underlying ∞-groupoid (i.e., the largest Kan complex contained therein). (This is
Theorem 3.2.3.) But because C ≃ Y (C) and E ≃ Y (E) as A∞-categories, we have an equivalence of
A∞-categories
FunA∞(Y (C), Y (E)) ≃ FunA∞(C,E).
Thus the nerves of each are equivalent, as are their underlying Kan complexes.
Now consider the functor A→ Q(A|B). We have an induced natural transformation
homCatA∞ (Q(A|B),−)→ homCatA∞ (A,−)
which, on each test object D, is induced by the restriction functor from Theorem 4.5.5. By (taking
the nerve of) that theorem, this restriction identifies homCatA∞ (Q(A|B),D) with the space of those
functors A → D sending B to a zero object. By Proposition 4.2.3, this proves that the map
A→ Q(A|B) exhibits Q(A|B) as a quotient.
12We call an A∞-category homotopically flat if for any pair of objects X,Y and any acyclic complex A, hom(X,Y )⊗
A is also acyclic. (Note that Spaltenstein [Spa88] refers to this property as K-flatness, while Drinfeld [Dri04] refers
to it as homotopical flatness.) The issue is that arbitrary direct products of homotopically flat complexes need not
be homotopically flat.
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We obtain the following as a corollary:
Theorem 4.5.8. Let A be an arbitrary R-linear A∞-category and W ⊂ H
0 homA a collection of
(cohomology classes of) morphisms. Then the localization A[W−1] (Definition 4.3.1) is equivalent
to the full subcategory of D(TwA|BW ) spanned by the essential image of the composite A →
TwA→ D(TwA|BW ).
Proof. Combine Theorem 4.5.7 with Theorem 4.3.5.
4.6 Morphisms in a localization
Fix an A∞-category A and a collection of (cohomology classes of) morphisms W ⊂ H
0 homA.
Fix two objects X,Y ∈ A. By Corollary 4.5.8, the morphism complex homA[W−1](X,Y ) in the
localized category may be computed as the morphism complex
homD(TwA|BW )(X,Y ).
We recall here that, by definition [LM08, GPS17], this complex is given by a bar-type construction:
...
↓
⊕Z1,Z2∈BW homTwA(X,Z1)⊗ homTwA(Z1, Z2)⊗ homTwA(Z2, Y )
↓
⊕Z1∈BW homTwA(X,Z1)⊗ homTwA(Z1, Y )
↓
homA(X,Y ) (4.4)
We will use the following lemma to compute morphism complexes in our wrapped Fukaya categories
in [OT19]. A dual assertion is made in Lemmas 3.11 and 3.14 of [GPS17].
Lemma 4.6.1. Fix an A∞-category A such that for any pair of objects A,A
′ ∈ A, we have that
homA(A,A
′) is K-flat. Fix also a sequence of objects Y0 → Y1 → . . . in A. (That is, a collection of
objects Yi equipped with morphisms Yi → Yi+1.) Suppose moreover that for any morphism Q→ Q
′
in W , the induced map
hocolimi homA(Q
′, Yi)→ hocolimi homA(Q,Yi) (4.5)
is a quasi-isomorphism. Then for any X ∈ A, the induced map
hocolimi homA(X,Yi)→ hocolimi homA[W−1](X,Yi)
is a quasi-isomorphism.
Remark 4.6.2. For the sake of coherence (and to define the homotopy colimit), one should extend
the collection of morphisms Yi → Yi+1 to a functor Z≥0 → N(A), where N(A) is the A∞-nerve and
Z≥0 is the partially ordered set of non-negative integers. However, there is a contractible choice of
such extensions, so we ignore this detail.
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Proof. A sequential homotopy colimit may be computed using a mapping telescope construction.
The telescope construction commutes with direct sums and tensor products, so for any i,
hocolimi homA[W−1](X,Yi)
may be computed by a chain complex built from a simplicial object (just as (4.4) is) where the
k-simplices are as follows:⊕
Z1,...,Zk
homTwA(X,Z1)⊗ homTwA(Z1, Z2)⊗ . . . ⊗ homTwA(Zk−1, Zk)⊗ (hocolimi homTwA(Zk, Yi))
We now claim that for every k, hocolimi homTwA(Zk, Yi) is acyclic because Zk arises as a cone of a
morphism Q → Q′ in W . That is, the mapping cone sequence Q → Q′ → Zk induces a mapping
cone sequence
homTwA(Zk, Yi)→ homTwA(Q
′, Yi)→ homTwA(Q,Yi)
of cochain complexes; since the mapping telescope construction commutes with mapping cones, the
diagram
hocolimi homTwA(Zk, Yi) //

hocolimi homTwA(Q
′, Yi)

0 // hocolimi homTwA(Q,Yi)
is still a homotopy pushout; in particular, the right vertical map being a quasi-isomorphism by
assumption (4.5), the top-left cochain complex is acyclic.
Finally, we note that if each morphism complex in A is K-flat, the same holds for TwA (as
morphism complexes are defined as iterated mapping cones and shifts of the morphism complexes
of A). This means that all the terms in the bar complex are acyclic except for the 0-simplex
term, which is hocolimi homA(X,Yi) to begin with. Now a standard argument, for example using
the length filtration and seeing that the associated graded are all acyclic, gives the statement we
desire.
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