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1. IN-~RODUCTION 
1.1. L’iquation de Dufting 
j; + a$ + py + qy3 = s cos(or), (1) 
oti a, p, 9, s et o sent des paramitres rkels, a > 0, CJ > 0, et o # 0, est dans le 
domaine des vibrations non liniaires for&es, une des kquations les plus 
importantes de la micanique et de la physique; mais la prksence justement 
du terme non lintaire cly3 rend son etude mathkmatique trk diffkile, et ce 
que l’on sait de cette tquation reste encore trk fragmentaire. 
Le problime fondamental est le suivant: pour des valeurs don&es des 
paramktres, (1) admet-elle des solutions piriodiques harmoniques (de ptriode 
minimale 2740~) ou sous-harmoniques d’ordre k (de piriode minimale Znk/o, 
k E N)? Quel est leur nombre, quelles sont leurs proprittts (stabilitt, 
caractkes de symttrie, localisation), et comment peut-on les obtenir? 
1.2. Ce problkme est rtsolu 12, 101 si le coeffkient cz du terme dissipatif 
est suffisamment grand (p, q, s et w don&): (1) admet alors une seule 
solution pkriodique cp, qui est harmonique, harmonique impaire, c’est i dire 
telle que 
v(t + R/O) = -cp(t); t E 11:; 
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elle est asymptotiquement stable, et toute autre solution tend vers elle si 
t-t +a. 
L’equation de Dufftng sans dissipation, 
y + py + qy3 = s cos(wr) (2) 
i laquelle nous nous restreignons ici, a au contraire, nous allons le voir, une 
grande variete de solutions pbiodiques, harmoniques et sous-harmoniques. 
1.3. Dans le cas liniaire (q = 0), (2) admet une solution v, de periode 
27r//w, dont I’expression explicite est don&e par 
v(7) = * cos(wr), ?E IR, 
si et settlement si c? # p (voir, par ex., [20]). Cette solution 2z/wperiodique 
est unique si p # n2w2, n > 1, n E N; elle est stable au sens de Liapunov si 
p > 0; elle est paire et harmonique impaire; elle est en phase ou en opposition 
de phase avec le terme forcant, c’est i dire qu’elle atteint son amplitude 
maximale A = max IE,( [p(t)1 a I’instant (t = 0 ou t = 71/w) ou le terme forcant 
atteint son maximum ou son minimum; si on represente l’amplitude A de 
cette solution periodique, en fonction de la frlquence w  du terme forcant, on 
obtient la courbe de reponse de (2) qui montre (fig. 1) que si o + P”~, alors 
A + +oo ; c’est le phtnomine de resonance. 
1.4. En ce qui concerne l’equation non lineaire (2), q > 0, les resultats 
que l’on peut trouver dans les ouvrages de reference, mime relativement 
r&cents (voir par ex.: [ 1, 6, 13, 201) supposent toujours que q et s sont petits; 
on peut resumer ces etudes par la courbe de riponse de (2) (graphe de I’en- 
semble des (w, A), ou A est l’amplitude maximale d’une solution de periode 
FIGURE 1 
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minimale 27r/w, o # 0), attribuee dans ces ouvrages a (2) pour des valeurs 
de q et s fixtes, suftisamment petites; cette courbe de reponse est devenue 
classique (fig. 2), mais se rhele (voir plus loin) en partie inexacte, et en tous 
cas tres incomplete; elle aurait, comme dans le case lineaire, une branche 
intinie de pente non nulle, analogue a la resonance lineaire, mais inch&e 
vers la droite (q > 0); cela signifie que (2) admettrait une seule solution 
2x/o-periodique si w < o,,, mais trois telles solutions si w > or,, deux 
d’entre elles confluant pour w = w ,, ; ces solutions periodiques seraient toutes 
paires et harmoniques impaires, en phase ou en opposition de phase avec le 
terme forcant. 
Remarquons qu’initialement 13,201 ces resultats ont ttC obtenus en 
cherchant a priori (saris reelle justification) une solution ptriodique de (2) 
sous la forme d’une fonction paire et harmonique impaire, voisine de la 
solution cp de I’tquation lineaire, par une mtthode iterative dont la 
convergence n’a pas eti prouvee. Puis, dans les ouvrages plus r&cents [ 1, 6, 
13 1, la mlthode de la moyenne a confirm& I’existence (mais non la parite, 
qui, elle, n’a ete prouvee que recemment [ 7 1) d’une solution perturbte de rp 
pour q, s, mais aussi 0 - P”~ petits. 
1.5. C’est dans [ 141 et 14, 5 1 qu’apparaissent des techniques et des 
resultats qualitativement tris nouveaux applicables a (2). s’appuyant sur les 
symetries de I’equation: ainsi, soit 
j; + g(Y) = f(T), 
ou f: [J + Ri est continue, paire, de p&ode 27r/o et de valeur moyenne nulle; 
Morris [ 141 a montre que pour g(u) = 2y’, et quel que soit 1 E N donne, (3) 
admet une infinite de solutions de periode minimale 2nl/w, paires, dont I’am- 
plitude est tres grande; simultanement Ehrmann 14, 51 obtient le m&me 
505;42,‘2-4 
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rtsultat lorsque g: F? + F? satisfait des hypotheses plus larges (veritiees si 
g(y) = py + qy3, q > 0); puis Harvey 181, reprenant les idles de Morris, 
Cgalement sous de larges hypotheses pour g, et pour f(7) = sf,(s), oli s est 
sufftsamment petit, a obtenu des solutions periodiques harmoniques, paires, 
dont I’amplitude n’est plus necessairement grande. Tous ces resultats 
prouvent que, meme si q et s sont petits (non nuts), la courbe de reponse de 
(2) coupe une infinite de fois toute droite d’equation o = w, z 0, dans le 
plan (0, A). 
1.6. Ces resultats theoriques nouveaux appelaient une confirmation 
numerique: l’un des auteurs a construit [ 191, a I’aide de la methode de 
I’index de Seifert une courbe de reponse (fig. 3) de 
j; + 2J+ = s cos(wr) (4) 
dont un commentaire se trouve dans [ 171. Signalons qu’on peut obtenir ce 
diagramme de maniere plus aisle par la methode des symetries [ 18 1, plus 
recente. 
L’examen des solutions piriodiques determinees ainsi revele, que parmi les 
solutions periodiques harmoniques de (4), certaines sont paires et 
harmoniques impaires (type de solutions deji connu, nous I’avons vu, de 
Dufftng), d’autres sont paires mais non harmoniques impaires (cela est 
conforme aux previsions de [4,8, 14 ] mais aussi de [ 211 pour une equation 
de Dufling moditiee); enfin les autres solutions ne sont pas des fonctions 
paires de 7, mais sont des fonctions impaires de 7 + 7r/2w: leur existence 
n’avait pas encore ete signalee pour (2); par contre il a ete montre [ 111 que 
certaines equations (3), avec J(s) = s cos(w7), ont des solutions de ce type. 
1.7. Dans 14, 8, 141 il a ete tire parti de la settle symetrie (due a la pariti 
def) que prlsente (3); nous nous proposons ici d’exploiter systematiquement 
FIGURE 3 
SOLUTIONS DE L'kQUATION DE DUFFING 203 
les symetries de (2): ainsi, notons par .-P(w) I’ensemble des 9: L + :i qui 
sont analytiques et de ptriode 240~ et soit 6(w) (i = 1,2, 3) l’ensemble des 
9 E Y(w) qui sont 
(a) si i = 1, des fonctions paires de r, et leur diveloppement en serie 
de Fourier est alors de la forme 
(D(T) = a, + a, cos 05 + a, cos 2ws t a, cos 30~s t ..., 
(b) si i = 2, des fonctions impaires de r t 7t/20, et leur dtveloppement 
en serie de Fourier est alors de la forme 
cp(r) = a, cos wr + b, sin 2wr t a, cos 3wr + . . ., 
(c) si i = 3, des fonctions paires de r et impaires de r t 71/2w; ces 
fonctions sont alors harmoniques impaires, et leur developpement en serie de 
Fourier est de la forme 
9(r) = a, cos wr + a3 cos 3wr t a, cos 5wr + ..a. 
On munit I’espace vectoriel .f(w) de la norme: 
ce qui fait de f(w) un espace topologique. Nous prouvons alors le 
TH~OR~ME 6. l?tant donnb les Gels p, q > 0, s et w # 0, et quel que soit 
10~ et i= 1,2,3, ii existe K ,, partie infinie de N, et une inJinitP de 
solutions (Pi, k E ,K,, de pe’riode minimale 2x1/w de (2), telles que 
En outre, si k + + co, les conditions initiales de ces solutions phiodiques 
tendent asymptotiquement vers les conditions initiales de solutions 
pt+iodiques de Pkquation 
j t qy3 = 0. 
D’autre part, le diagramme de la fig. 3 suggere que la courbe de reponse 
de (2) a pour p = 0 une infinite de branches intinies; nous prouvons que cela 
est vrai meme si p # 0, par le 
TH~OR~ME 7. Etant donnPs les Gels p, q > 0, et s, la courbe de Gponse 
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de (2) admet une i$mite’ de branches infinies, asymptotes dans le plan (0, A) 
aux droites dk d’bquation 
A = kA,o, k = 0, 1, 2 ,..., 
oti A, est Pamplitude de la solution de p&iode minimale 2n de Pkquation 
j + qy3 = 0. 
Signalons ici que ces deux thtoremes sont demontres en utihsant le 
langage et les techniques de l’analyse non classique (non-standard analysis) 
dont on peut trouver dans [ 151 un expose sufftsamment detaille. 
La section 2 est consacree a des generalitts: apres avoir reduit (2), qui 
depend de 4 parametres, a l’equation 
Y+ax+x3=bcost, D(a, b), 
qui ne depend que du couple (a, b) E Rz (et dont la piriode est 27r), nous 
Ctablisssons deux criteres (theoremes 1 et 2) permettant de reconnaitre-si 
une solution de D(a, 6) est 2n-periodique avec l’un des 3 caracteres de 
symetrie introduits plus haut,-si on peut plonger cette solution dans une 
famille continue dans I q( 1) (parametric par (a, b)), de solutions plriodiques 
de D(a, b). 
Puis (section 3) nous montrons que si b est suffkamment petit, D(a, b) 
admet un grand nombre de solutions ptriodiques symetriques de chacun des 
3 types (thloreme 3 pour les harmoniques, theoreme 5 pour les sous- 
harmoniques). Le thloreme 4 est destine aux solutions 2n-periodiques paires 
et harmoniques impaires de D(a, b) qui admettent un seul maximum relatif 
sur une periode: elles sont necessairement en phase ou en opposition de 
phase avec le terme forcant. 
Dans la section 4, nous prouvons alors le theoreme 6; enfin, la section 5 
est consacrie a la courbe de reponse de (2), et i la demonstration du 
thtoreme 7. 
2. CRIT~RES GBNBRAUX 
2.1. Faisons dans (2) (ou q > 0, o # 0) le changement de variable, de 
fonction et de parametres: 
wr=t, 
y = wq- w2x, 
p/w’ = a, 
sq”2/03 = b. 
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On obtient: 
,?+ax$x3=bcost, D(a, b). 
Cette forme reduite de (2). obtenue sans restriction de la gtntralitk nous 
permet de simplifier les enon& et dtmonstrations. 
2.2. THCOR~ME I [ 121 Soir cp: Fi + H une solution de D(a, b); 
1. Si G(O) = e(n) = 0. ah-s cp apparrienr ci <( 1). 
2. Si &n/2) = cp(n/2) = 0, alors cp apparrient ci 7;(l). 
3. Si Q+(O) = (p(n/2) =: 0, alors cp apparfienf ri .Y;( 1). 
Si b # 0, ces solutions sent de pkriode minimale 2~. 
DPmonsrration. (1) On pose u(r) = ~(-1); par suite des proprihks de 
symitrie de D(a, b), U: IF? + IH est alors aussi solution de D(a. 6); comme u et 
v coincident ainsi que leurs dkivkes au temps t = 0, le tkortme d’unicitk 
entraine qu’elles coincident pat-tout. et en particulier pour I = n; les &alit& 
v(-n) = rp(n)- 
@q-n) = qqn) := 0. 
et la Zn-pkriodicitl de D(a, b) entrainent alors la Zn-pkriodiciti de (p. 
(2) Posons T = t + n/2 et u(T) = cp([ + 42); u: F? + IF? est alors 
solution de 
li’+au+u’=bsinT. 
On pose alors u(n = u(-T); de I’kgalitk v := u on dkduit comme ci-dessus la 
Zn-pCriodicit4 de la fonction impaire u. 
(3) La fonction cp, d’aprk (1) est paire et done 
cp( -n/2) = (p(+7[/2) = 0. 
D’aprk (2). (p est alors 2n-ptriodique, et g?(f + 42) est impaire; on en dtduit 
que 
cp(r + x) = -rp(f), I E C). 
Si b # 0. I’tquation D(a, b) est non autonome; si p est alors ptriode d’une 
solution cp de D(a, b), la substitution de cp dans D(a, b) entraine que p est 
piriode de D(a, b) et p est done multiple (entier) de 2n. 1 
2.3. Notations el dPfinirions. 
On note par .Y,(a, 6) I’ensemble des solutions de D(a, b) satisfaisant au 
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critke (i) (i = 1,2, 3) du thkortme 1. D’autre part, si rp(t, I,, x0, i,, a, 6) est 
la solution de D(a, b) issue de (x0, &,) au temps to, soit: 
~(t,, to, a, b) : r-? -+ ~2 
I’application du plan de phase (x, A!) sur lui-mCme, qui i (x,, A!,,) associe 
(v(t, + to, x0, .t’o, a, b), uitt,, (07 X,,~~~ a b)). 
DEFINITIONS. Soit (p E .Y,(a, b), i = 1, 2, 3; on dit que la condition T,(p) 
est satisfaite, si 
1. pour i = 1, Pimage de Paxe Ox par P(n, 0, a, b) est transverse h Ox 
au point t&r), 01, 
2. pour i = 2, Pimage de Paxe Oi par P(72/2, -n/2, a, b) est transverse 
ri Oi au point (0, @(n/2)), 
3. pour i = 3, Pimage de /‘axe Ox par P(n/2,0, a, b) est transverse ci 
0-i au point (0, @(n/2)). 
2.4. TH~OR~ME 2 [ 121. Soit i E ( 1, 2, 3) et soit (p. E <y(a,, b,); si 
Tr((po) est satisfaite, alors il existe un voisinage 7’ de (a,, b,) dans lR2, et il 
existe 
@: r’+.Pql) 
continue, telle que 
@(a, 1 b,l = cpo I 
@(a, 6) E .Yi(a, b), (a, 6) E ?’ . . 
Ddmonstration. Soit par exemple ~0, E .I/,(a,, 6,) telle que T,(po) soit 
satisfaite; comme les solutions de &a, b) dependent analytiquement des 
paramktres (a, b), la transversalitk de Ox et de P(n, 0, ao, b,)(Ox) en pa(n) 
entraine l’existence d’un voisinage 7. de (a,, b,) dans R2 tel que, pour tout 
(a, b) E 7 ‘, P(n, 0, a, b)(O x reste transverse ti Ox en un point et un seul ) 
voisin de P,(X); D(a, b) admet alors une solution (p E .Y;(a, b), et une seule 
au voisinage de rp,, dkpendant continGment (dans I’espace topologique ..<( I )) 
de (a, 6). 
La demonstration est similaire pour i = 2 et 3. I 
3. SOLUTIONS PdODlQUES SYMiTRIQUES DE D&b) LORSQUE b EST PETIT 
3.1. I1 est bien connu (voir, par exemple, [6 1) que chaque solution de 
I’kquation autonome associke i D(a, b), c’est i dire 
2 + ax + x3 = 0, W, Oh 
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et issue du point (0, +), avec + > 0, est periodique et a une trajectoire qui 
entoure l’origine dans le plan de phase; elle est done uniquement dtterminee 
par son intersection (r, 0), r > 0, avec l’axe Ox; r appartient a l’intervalle 
IO, +co [ si a > 0, a I’intervalle I-. +co [ si a < 0; la periode est une 
fonction decroissante de r, de -tco a 0 si a < 0, de 2n/a”’ i 0 si a > 0; on 
en deduit qu’il existe sur l’axe Ox une suite infinie discrete de points, 
d’abscisse positive, 
r,(a), rm+ ,(a),..., r,(a),... 
Oil 
m = inf (j 1 j’ > a), 
i-5'. 
(6) 
qui sont tels que la solution issue de r&) soit ptriodique, de piriode 
minimale 2x/k, et done aussi de periode 2n. On peut remarquer que la suite 
rk(0) est telle que 
rk(0) = kr, (O), kE N. 
On notera par .5(a) I’ensemble 
IK(a) = {m, m + 1, m + 2,...} c IN 
(7) 
et par pk.ar k E IK(a), la solution de D(a, 0) issue au temps r = 0 du point 
rk(a). 
3.2. TH~OR~ME 3 [ 12, 161. Soit a E R, et soit k E IK(a); 1~ solufion 
pPriodique non isolie vksa de D(Q, 0) &late, pour b petit non nul, en deux ou 
quatre solutions de phiode minimale 2n, selon la paritt! de k; si k est impair 
elle &late en deux solutions rp E .Y3(a, b); si k est pair elle &late en deux 
solutions rp E .7’; (a, b), et en deux solutions rp E . ??!(a, b). 
DPmonstration. Si k es1 impair, I’equation D(a, 0) admet deux solutions 
9 E .Y3(a, 0) issues du point (r,(a), 0): I’une est (P~,~, I’autre est -(P~,~; or, 
puisque la periode des solutions de D(a, 0), est une fonction decroissante de 
r, I’image de Ox par P(n/2,0, a, 0) est transverse a OC? au point (0,9&71/2)); 
d’apres le theoreme 2, pour b sufftsamment petit, il existe une solution 
9k,o.b E .Y3(a, b), d&pendant contintiment (dans Y,(l)) de b et se reduisant a 
9k.o pour b = 0; le mPme raisonnement s’applique i -(P~,~, et done D(a, b) 
admet pour b petit non nul une autre solution w,.,~,~ E .Y3(~, b), issue mais 
au temps t = II d’un point de Ox voisin de r,(a); ces deux solutions sont bien 
stir distinctes, et ne sont opposees I’une de I’autre que pour b = 0, car pour 
b # 0, en deux points opposes, au meme instant, les actions de cos t ne sont 
pas opposees. 
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Si k est pair, il existe deux solutions 9 E .;“;(a, 0), issues du point 
(r,(a), 0): I’une est 9k,o , I’autre -9k,o; mais il existe aussi deux solutions 
9 E .Y1(a, 0), distinctes des precidentes, issues au tempts t = -n/2 des points 
(0, i) et (0, -i), intersections de la trajectoire 9k,o avec O& dans le plan de 
phase. Chacune de ces quatre solutions donne naissance, pour b 
sufkamment petit, et par application du thioreme 2, a une famille continue 
(dans .U( I)) de solutions periodiques de D(a, 6), deux d’entre elles &ant 
dans ,<((a, !I), les deux autres dans .Y,(u,b); notons que pour i donnt, 
(i = 1, 2) les deux solutions qui sont dans $(a, 6) restent opposees l’une de 
I’autre, puisqu’elles coupent l’axe Ox (respectivement Oi) en des points 
opposes pour des temps en dephasage de n. 1 
3.3. TH~OR~ME 4. Si a < 1 et k = 1, pour b s@isumment petit, les deux 
solutions 9 E .-/;(a, b) voisines de 9,,, et --~p,,~ utteignent leur amplitude 
muximule au temps t = 0 pour rune, t = 71 pour Puutre. 
DPmonstrution. La solution 9, ,(I admet un seul maximum relatif (et done 
absolu) sur une periode: c’est au temps t = 0, et on a alors 
f~.,(o) = r&4. 
Comme alors 
on a 
pour b sufftsamment petit, et done q3,,,Jt) n’admet pas d’extremum pour 
t = 0; cela entraine que (~,,~,~(t), fonction paire, a un seul maximum sur une 
piriode, au temps t = 0; le mime raisonnement s’applique i la solution de 
D(u, b) qui pour b = 0 se reduit a -‘~r,~ et qui atteint son maximum au 
temps t = K. I 
3.4. Solutions sous-hurmoniques: Soit 1 E N; 2~1 est alors une periode de 
D(u, b); les criteres (i) (i = 1, 2, 3) du theoreme 1 peuvent Ptre etablis pour la 
p&ode 2nl (en remplacant TC par RI) et on note par .Y;,,(u, 6) les solutions de 
D(u, b) satisfaisant au critere (i) pour la periode 2~1; remarquons que si 
9 E .Y;,,(u, b) alors les fonctions (Do E 9(1/l) definies par 
cpA(() = (p(t + 27rA), A E b-4, = (0, l,..., I- 1) 
forment un systeme de 1 solutions de D(u, b), deux a deux distinctes et de 
piriode 2x1; appelons alors ,Y’tf,(u, b) l’ensemble des 9 E .Yi,,(a, b) et de 
leurs fonctions dephasees 9,, 1 E RI,. 
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Les resultats obtenus pricedemment pour la periode 271 peuvent main- 
tenant itre transcrits pour la periode 2nl, mais il faut remarquer que les 
solutions de periode 2nl obtenues ne sont pas necessairement de periode 
minimale 2nl; soit: 
et soit it(a, /) = (m,, nr, + I ,... 1; soit k E <(a, I) et soit a)k/,.U la solution de 
D(a, 0). de periode minimale 2x1/k coupant au temps t = 0 I’axe Ox en un 
point d’abscisse positive, qu’on notera ~~,,(a); si k et 1 ne sont pas premiers 
entre eux, il existe un entier I’ < I (et k’ < k) tels que l//k’ = l/k; v~,,.~ est 
done de periode 27d’, avec /’ < [; si au contraire k et I sont premiers entre 
eux, 2nl est la plus petite periode de cp w,,O qui soit un multiple entier de 2~1; 
cette solution est dans .i,,,(a, 0) si k et I sont impairs, dans :?;,,(a, 0) si k ou 
I est pair. On peut maintenant appliquer les memes arguments de transver- 
salite et de continuite que dans les theoremes 2 et 3, ce qui prouve le 
THI?OI&ME 5. Soit a E R et soit I E N et k E IK(u, l), k et 1 &ant 
premiers entre eux; la solution 2nl-pe’riodique non isolee ~p~,,,~ de D(a, 0) 
&late, pour b petit non nul, en 21 solutions sous-harmoniques d’ordre I, 
appartenant tj .P :,(a, b) si k et 1 sont impairs, en 41 solutions sous- 
harmoniques dordre I, si k ou 1 est pair, 21 de ces solutions &ant dans 
.i :.,(a, b), les 21 autres duns .7 :,(a, b). 
4. SOLUTIONS PkRIODIQUES SYMl?TRIQUES DE (2) 
4.1. Pour dimontrer le theoreme 6 (et le theoreme 7, section 5) nous 
utilisons le langage et les techniques de I’analyse non classique (non-standard 
analysis) (voir, par exemple, [ 151): on note par i.g. un reel ou un entier 
infiniment grand (unlimited [ 15]), par i.p. un reel irlfiniment petit 
(infinitesimal); deux reels x et y sont dits equivalenfs (ou infiniment proches) 
et on note x = y, si x - y est i.p.; de maniere plus generale, si z est i.p., 
(respectivement i.g.) on dit que x est i.p. (respectivement i.g.) d’ordre 
z”(n E Z) si x/z” est fini non i.p., ou un rkelfini est un reel qui n’est pas i.g. 
Si I= (x*,x2) E V, X est i.p. (respectivement tini) si x, et x2 sont i.p. 
(respectivement finis). 
4.2. Demonstration du theoreme 6. Nous allons faire la demonstration 
pour les solutions paires seulement (i = 1) et pour les harmoniques (I = 1). 
les autres cas se prouvant de maniere identique: 
1. Effectuons dans (2) les changements de variable, fonction et 
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parametres (5); nous nous proposons de montrer que D(a, b) ainsi obtenue 
admet une infinite de solutions 2n-pkriodiques paires. 
Soit x i.g., et soit a E N, i.g., tel que x/a soit fini, non i.p.; soit /3 = l/a, 
i.p.; posons alors:’ 
I 
x=x/l, 
T= ta. (8) 
D(a, b) devient 
if + ap’X + X3 = b/?’ cos(pT) (9) 
qui est infiniment proche (c’est i dire que les coeffkients respectifs de ces 




2. La pkriode minimale de (9) est 27r//I = 27~1, i.g.; les points de I’axe OX, 
conditions initiales de solutions plriodiques paires de (lo), de piriode 27~1, 
sont les points k.r,(O), k E N; comme r,(O) =@,(O) est i.p., kr,(O) est tini, 
non i.p., si k est i.g. d’ordre cz. 
Soit done k E N, i.g. d’ordre a, et soit K” = kr,(O); soit I le segment, pork 
par OX, centre en K”, de longueur r,,(O); son image p(I) par PO = 
P(na, 0, 0,O) (cf. Sect. 2.3) est un arc de courbe dans (OX, OX) de longueur 
finie, non i.p., coupant OX en P”(Ko). 
3. Soit X = (X, 0) E I; montrons ici que, si P = P(na, 0, u/3’, bp3), alors 
P(X) et P”(X) sont intiniment proches, d’ordre /I au moins. 
LEMME. Soit ,i?= (X, A!) E R2, Jni: soit jj= (v,, y2) iq. cfordre P’; soit 
To E R; et soit @(T, To,& 7) = (cp(T, To, X + y,, X + y2, aP2, bP3), 4(T, To, 
X+y,, A!+y,, aj12, bp3))E R2; afors 
@(To + n, To, /?, 7) - @(To + n, To, 0, 0) est i.p. cfordre /3’ au moins. 
En effet, les coeffkients de (9) dependent analytiquement de /3; on peut 
done developper Cp( T, To, /I, 7) selon les puissances de /3, y, , y2 : 
rP(T, To,P, 7) -@(T, To, 030) 
= Y,(P,G’-, To) + 72@2(7-9 To) +P@,(T, To) + ..-. (11) 
’ Cette transformation nous a kt6 propoke par A. Troesch. 
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Ce developpement est convergent (pour /3 i.p.) puisque, lorsque /3, 7,. yz sont 
standards [ 151, il converge 191 pour tous p </I,,, y, < y,,,, ‘rz < y2,, oti Ploy 
y,,,, yzO sont standards (principe du transfert [ 15, p. 1174 1); comme en outre 
p3(T, T,) = O((T, T,) E Iliz) (car, en portant (11) dans (9) et en identifiant, 
cp3 est solution d’une equation lineaire telle que ‘~(0, 0) = 0, d3(0, 0) = 0) on 
obtient: 
(y/(T, T,) &ant fini) car 7, et y2 sont i.p. d’ordre 8’; en faisant T= T,, + 71, on 
obtient le resultat annonce dans le lemme. 
Pour montrer alors que P(X) - P”(X) est i.p. d’ordre /I, il suffit de suivre 
les solutions de (9) et (10) en partant de f au temps T = 0 et de partager 
l’intervalle de temps 10, no] en les a intervalles 10, R], [rr, 2x],..., 
[(n - I)a, na]. On applique le lemme sur chacun de ces intervalles, ce qui 
montre que P(X) - P”(X) est infiniment petit d’ordre a . /3’ =/3 au moins. 
4. P(Z) et P’)(I) sont done des courbes infiniment proches (d’ordre p), 
point par point; done il existe K E I tel que P(K) soit sur OX, et P(K) est 
infiniment proche (d’ordreo) de l’o(K’). Or 
P(K) - P”(Ko) = P(K) -P’(K) + P’(K) - P”(Ko). 
Comme P(K) - P“(p) et P(K) - P’(K) sont intiniment petits d’ordre p, 
P’(K) et P”(K’) sont infiniment proches d’ordre /I. Mais P’(I), de longueur 
finie, est image de I dont la longueur est i.p. d’ordre p; done K et K” sont 
intiniment proches d’ordre lJ2. 
5. Puisque K - K” est i.p. d’ordre /II’, on a 
a(K - K”) ‘v 0. (12) 
Posons xk = Ka; comme aK” = akr,(O) = kr,(O) = ~~(0) (d’apres (7)), on a 
x/( - r/((O) = 0. 
Comme K est condition initiale d’une solution paire de (9), de pkiode 2na, 
x,, est condition initiale (infiniment grande) d’une solution paire de D(a,b), 
de periode 271, et ceci quel que soit k E N, i.g. d’ordre a; cette condition 
initiale xk est intiniment proche de ~~(0) condition initiale d’une solution 
paire de D(0, 0); cette conclusion, enoncee en langage classique et transposee 
a (2), est celle du thioreme 6. m 
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5. COURBE DE RBPONSE DE (2) 
5.1. Dtfmonstration du thPorc?me 7. Soit w i.g., et faisons dans (2) le 
changement de fonction. de variable et de parametres (5); on obtient 
i + ax +x3 = b cos t, D(a, b), 
oti a = p/w* et b = sq”*/o’ sont des i.p. d’ordre respectif l/o’ et l/o’; 
D(a, b) est done infiniment proche, d’ordre l/o*, de 
2+x3=0 (10) 
dont les solutions 2lr-periodiques sont d’amplitude rk(0), k = 0, l,...; si alors 
A, est l’amplitude maximale d’une des solutions 2lr-periodiques de D(a, b), 
A, - rk(0) est i.p. d’ordre I/w* pour un certain k, et done 
w . (A, - rk(0)) 5 0. (13) 
Si A est l’amplitude de la solution 2n/wpCriodique correspondante de (2), on 
a, d’apres (5): 
A = q-“‘A,w 
et done A est i.g. d’ordre w, sauf si k = 0, A &ant alors un i-p. d’ordre l/o. 
On a done 
A - kg-“*r,(O)w = (A, - r,(O))q-“*w 2: 0. 
Cela prouve que les droites d’equation 
A = kg “*r, (O)w, k = 0, I...., 
sont asymptotes a la courbe de riponse de (2); comme q- “*r,(O) est I’am- 
plitude de la solution de p&ode minimale 2n de l’lquation 
j+ qy’ = 0 
le theoreme 7 est demontrt. 1 
On peut remarquer que si k est impair, les solutions 2n/o-pkriodiques 
correspondantes sont paires et harmoniques impaires, et il y a alors deux 
branches de la courbe de reponse qui sont asymptotes a cette droite; si k est 
pair, les solutions periodiques sont paires, ou impaires de r + 742~1, et il y a 
deux branches doubles (a cause des symltries) de la courbe de reponse 
asymptotes a la droite. 
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5.2. II a btk constate par Dulling, et il est admis bien qu’aucune 
dkmonstration n’en ait jamais it& donnke, que la courbe de rkponse tradition- 
nelle (fig. 2) de (2) correspond i des solutions 27r/o piriodiques en phase ou 
en opposirion de phase avec le terme forqant; le thCori?me 4 donne une 
explication de ce phtnomine: en effet la partie “classique” de la courbe de 
rtponse de (2) correspond i des solutions pkriodiques admettant un seul 
maximum sur une pkriode; comme ces solutions sont paires. elle atteignent 
leur amplitude maximale soit pour t = 0, soit pour t = n. 
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