We prove a fractional Hardy-type inequality for vector fields over the half space based on a modified fractional semi-norm. A priori, the modified semi-norm is not known to be equivalent to the standard fractional semi-norm and in fact gives a smaller norm, in general. As such, the inequality we prove improves the classical fractional Hardy inequality for vector fields. We will use the inequality to establish the equivalence of a space of functions (of interest) defined over the half space with the classical fractional Sobolev spaces, which amounts to proving a fractional version of the classical Korn's inequality.
Introduction
In this paper we prove the following version of the fractional Hardy inequality: for any s ∈ (0, 1), p ∈ [1, ∞) with ps = 1, there exists a constant κ(p, d, s) > 0 such that For scalar functions, fractional Hardy inequalities that use the standard fractional Sobolev norm | · | W s,p together with their best constant are widely available in the literature. Some of these papers, to cite a few, [1, 3, 5, 6] have influenced this work greatly. See also the papers [7, 16, 8] for similar estimates. We note that one could directly use those estimates to obtain similar inequalities for vector fields as well. However, the estimate (1.1) is distinct from what is available in the sense that in general the seminorm that is used in the right hand side of (1.1)
is smaller than the Gagliardo seminorm | · | W s,p , making the estimate tighter.
Our primary interest in (1.1) is to apply it to establish a fractional Korn-type inequality for all u ∈ L 2 (R d + , R d ). Shortly, we will explain why we call the estimate a Korn-type inequality.
For p = 2, knowing the inequality (1.2) ahead would certainly imply (1.1) via the standard fractional Hardy inequality. However, at this time we do not know a proof of (1.2) without using (1.1). Nor do we know how to prove (1.2) for p = 2.
The motivation for this work comes from applications where one needs to work on a function space that uses the seminorm on the right hand side of (1.1). To be precise, we introduce the nonlocal function space of vector fields defined by S ρ,p (Ω) := C 1 c (Ω; R d ) · Sρ,p , where for For p = 2, the function space S ρ,2 (Ω) has been used in applications, namely in nonlocal continuum mechanics ( [13, 14, 15] ) where it appears as the energy space corresponding to the peridynamic strain energy in a small strain linear model. Some basic structural properties of S ρ,p (Ω)
have already been investigated in [11, 10, 4] . It is shown that for any 1 ≤ p < ∞, the space
, reflexive if 1 < p < ∞, and is a Hilbert space when p = 2. Under the extra assumption on the kernel that ρ is radial, the space is known to support a Poincaré-Korn type inequality over subsets that contain no nontrivial zeros of the semi-norm | · | Sρ,p . It is also known that |u| Sρ,p = 0 if and only if u is an affine map with skew-symmetric gradient. These functional analytic properties of the space were used to demonstrate well posednesss of some nonlocal variational problems using the direct method of calculus of variations, see [10] for more.
What distinguishes the space from other nonlocal, difference-based function spaces is that the seminorm |u| Sρ,p utilizes the smaller projected difference quotient
rather than the full difference quotient, making the space S ρ,p (Ω) possibly big. Taking the weighted average of this smaller quantity over enough directions, it is plausible to think that the semi-norm generated will be comparable with the one that is associated with the full difference quotient. However, this remains unclear. To be precise, the question of finding a condition on ρ, and Ω so that
, and when d = 1, the two space coincide by definition. The problem is therefore in establishing the inclusion S ρ,p (Ω) ⊂ W ρ,p (Ω). We should remark that for u smooth, roughly, whereas (locally)
the projected difference quotient
where Sym(∇u)(x) = 1/2(∇u(x) T + ∇u(x)) is the symmetric part of the gradient matrix. This intuition suggests that S ρ,p (Ω) is the nonlocal analogue of the space can use these properties to prove regularity of solutions to variational problems whose natural energy space is S ρ,p (Ω).
With the help of the Hardy inequality (1.1), we will establish the equality of function spaces S ρ,p (Ω) = W ρ,p (Ω) for a special case: when p = 2, ρ(ξ) = |ξ| −d+2(1−s) , for s ∈ (0, 1), and [12] in his simple proof of Korn's second inequality. As we will see shortly,
in showing the boundedness of the extension operator with respect to the seminorm | · | Sp,s we need to first establish the fractional Hardy inequality (1.1). Our proof of (1.1) follows the recipe given in [5] where the so called "ground state substitution" is applied to present general Hardy inequalities. Finally, we will use Fourier transform to show that the space
The latter is already known in [4] , but for clarity and completeness we will present a proof of it.
2 Statement of main result
Notation
We will be using the following notations throughout the paper. When ρ(ξ) = |ξ| −d+2(1−s) we denote the function space S ρ,p (Ω) by S p,s (Ω). Points in R d will be represented by bold face letters such as x, y, z,e.t.c. Sometimes we may also write component-wise as
, where
and we may use Γ to denote the hypersurface x d = 0. We write vector fields using boldface letters and when necessary we write them in components as u(
where u i is a scalar function for all i = 1, · · · n and u
Main results
The first result is a fractional Korn-type inequality for vector fields whose statement is given below.
Theorem 2.1 (Fractional Korn's inequality) For d ≥ 1, and s = 1 2 , there exists a constant
Note in the previous theorem that if s < 1 2 , then W s,2
As a consequence, in this case we have the equivalence of W s,2 (R
As we discussed earlier, the proof of the Theorem 2.1 relies on the following extension theorem, which we believe is interesting in its own right. Notice in particular that the statement is valid for any p ∈ [1, ∞). 
and a positive constant C = C(p, d, s) such that for any u ∈ S p,s (R d + ), and U = Eu we have
The boundedness of the extension operator E is in turn possible by the application of a Hardytype inequality that we state below. 
In particular, by density, the inequality holds for all u ∈ S p,s (R 
Proof of Hardy-type inequality for vector fields
Our proof of Theorem 2.3 follows the argument in [5] where the "ground state substitution"
Here, unlike in [5] , the appropriately chosen function w in our case solves a "weighted" nonlocal equation that is compatible with the semi-norm | · | Sp,s . We first establish this fact in the following lemma.
, s ∈ (0, 1), and ps = 1. Let α = (ps − 1) p , and
the convergence being locally uniformly in R 
Proof. Once we prove that the limit is valid for x ∈ R d + , the local uniform convergence follows easily. Let us fix x ∈ R d + . For each ǫ > 0, we have that
Making the change of variables,
in the inner integral, we obtain that
As a consequence we have that
Next, we evaluate the limit in the right hand side of the above equation. Making the change of
, and taking the limit in ǫ, we obtain that
3)
The later integral can be rewritten by changing variables t = 1 r in the sense of improper integrals to yield
Combining equations (3.2), (3.3) and (3.4) and after noting that α(p − 1) − ps + 1 = −α, we have that
where σ is as given in (3.1).
and the vector f(v) is as given in (3.1). Then for any
p ≥ 1, we have that
where the positive constants η 1 and η 2 are given by
Proof. The proof follows from the simple convexity inequality: for any a, b ∈ R,
Using the above inequality twice by switching the role of a and b, it follows that for any vectors
Therefore, we have that
where we have made use of the fact that p.v.
The proof will be complete once we realize that for any unit vector e
after a change of variables with an appropriate rotation R ∈ O(d − 1) whose first column is e ′ .
We are now ready to give the proof of the fractional Hardy-type inequality. 
|y − x| d+ps+p dy.
As a consequence of Lemma 3.1, Corollary 3.2, and the fact that f is a smooth function, we have that as ǫ → 0,
uniformly in x in the support of u, and V ǫ (x) = 0 for x outside of the support of u. Integrating
, and using the symmetry we have that for any ǫ > 0,
We rewrite the above as
Our next goal is to show that Φ[u](x, y) ≥ 0 for all x and y. To that end, let us first simplify the above expression. Define the scalar functions π(x, y) = u(x) · (y − x) w(x) . Then we can rewrite
Fix x and y, and we may assume w(x) ≥ w(y) (otherwise work with the reverse inequality).
Let a = π(x, y) −π(y, x) and t = w(y) w(x) . Then a ∈ R, 0 ≤ t ≤ 1 and after factoring appropriate terms we have
We now conclude that Φ[u](x, y) ≥ 0 using [5, Lemma 2.6], where the basic inequality
is shown to hold for all t ∈ [0, 1], a ∈ R, and p ≥ 1. This implies that for any ǫ > 0
We now take the limit on both sides of the inequality to obtain that
completing the proof. Hardy-type inequality with a remainder term for vector fields as well: For 0 < s < 1, p ≥ 2 such that ps = 1, we have that 
Again this follows the argument used in [5] and using the elaborate inequality |a − t|
a ∈ R and 0 ≤ t ≤ 1 as proved in [5, Lemma 2.6]. In [16] , for scalar functions using an equality of the same spirit, a fractional Hardy-Sobolev-Mazya type inequality is proved for p = 2.
Fractional Korn inequality 4.1 Extension operator
In this subsection we prove Theorem 2.2. For that we need the following property of S p,s (R 
is bounded with the estimate
and by Hardy's inequality
.
Proof. It suffices to prove only the first part and only for v in C as
Making the change of variables w = (w
w − z ≤ λ y − x , and therefore
With the above preliminary result at hand, we are now ready to prove the extension theorem.
Proof of Theorem 2.2.
It suffices to prove the theorem only for u ∈ C
The general case follows by density. For
as follows:
We note that U is a Lipschitz function with compact support as all but one of the partial derivatives of U are continuous. The weak derivative ∂U d ∂x d is discontinuous across the hyperplane
We reiterate that such kind of extension via generalized reflection has been used in [12] to prove the classical Korn's inequality.
We claim that to prove the theorem, it suffices to show the following inequality: For some
Once we prove the above inequality, we can estimate the second term in the right hand side of (4.1) by the first term as follows. First, after change of variables, we have that
where for each y ∈ R d + ,
Let us now explicitly compute J(y). To that end, we compute that
where we have applied a change of variables in the second equality and introduced the notation
We finally take γ = γ 1 γ 2 , and obtain
where F 3 is the map as in Lemma 4.1 corresponding to λ = 3. Applying Lemma 4.1 we have
What remains is to prove (4.1). We begin by rewriting the expression as
where z d → −3x d and notice that applying triangular inequality that
where
To estimate I ± 1 (U ) and I ± 2 (U ), we make the change of variables y d → −y d and y d → −3y d respectively. We note that in both of these transformation, the distance |y − x| cannot exceed a (uniform) constant multiple of the transformed vector. We summarize that there exists a constant c(p, d, s) > 0 such that
That proves (4.1) and therefore completes the proof of the theorem.
Proof of fractional Korn's inequality
To prove Theorem 2.1, by the extension theorem above, it suffices to prove fractional Korn's inequality for vector fields that are defined on R d . The remaining part of the paper proves this inequality.
Theorem 4.2 (Korn-type inequality in the whole space) For any 0 < s < 1,
Moreover, there exists constants C = C(s, d) such that
Proof. Let u ∈ S 2,s (R d ). Then we can write Using Parseval's identity and after a simple calculation we see that
(1 − cos(2πξ · h))dξ.
We thus have Using change of variable using rotations it is not difficult to see that the matrix in the integration is a constant diagonal matrix given by |z| d+2+2s dz.
After observing that
we may rewrite M(ξ) as M(ξ) = (2π) 2s (l 1 − l 2 )|ξ| 2s ξ ⊗ ξ |ξ| 2 + l 2 (2π) 2s |ξ| 2s I d . 
