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The Kaplan-Yorke conjecture states that for “typical” dynamical systems
with a physical measure, the information dimension and the Lyapunov dimen-
sion coincide. We explore this conjecture in a neighborhood of a system for
which the two dimensions do not coincide because the system consists of two
uncoupled subsystems. We are interested in whether coupling “typically” re-
stores the equality of the dimensions. The particular subsystems we consider
are skinny baker’s maps, and we consider uni-directional coupling. For cou-
pling in one of the possible directions, we prove that the dimensions coincide
for a prevalent set of coupling functions, but for coupling in the other direc-
tion we show that the dimensions remain unequal for all coupling functions.
We conjecture that the dimensions prevalently coincide for bi-directional cou-
pling. On the other hand, we conjecture that the phenomenon we observe for
a particular class of systems with uni-directional coupling, where the infor-
mation and Lyapunov dimensions differ robustly, occurs more generally for
many classes of uni-directionally coupled systems (also called skew-product
systems) in higher dimensions.
1 Introduction
In 1979, Kaplan and Yorke introduced a quantity that is known today as the Lyapunov
or Kaplan-Yorke dimension, denoted by DL in the following. It is defined in terms of
the Lyapunov exponents of a differentiable map. In [KY79] they conjectured that for
an attractor of a “typical” dynamical system in a Euclidean space, the box-counting
dimension of the attractor is equal to DL. In [FOY83] and [FKYY83] the conjecture was
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refined to replace the box-counting dimension with several suitably defined dimensions
of the physical measure on the attractor; part of the conjecture is that “typically” these
definitions are well-defined and all coincide with the Lyapunov dimension of this measure.
Nowadays, this conjecture is called the Kaplan-Yorke conjecture. The most commonly
used dimension included in the conjecture is the information dimension, which we will
also use here and denote by D1. We call the conjectured equation D1 = DL the Kaplan-
Yorke equality.
A physical measure is an invariant probability measure that is “observable” from a
positive Lebesgue measure set of initial conditions, and thus should be (approximately)
observable in an experiment or in a computer simulation. An attractor can have many
different invariant measures, each with its own Lyapunov exponents and information
dimension, and for arbitrary invariant measures D1 and DL generally do not coincide.
For example, the invariant measure supported on an unstable periodic orbit has D1 = 0
but DL > 0. Existence of physical measures is widely assumed based on empirical
evidence, but known rigorously only in limited cases. We will consider the Kaplan-
Yorke conjecture to apply only to systems for which physical measures exist. Common
examples of physical measures are so-called SRB measures, see [You02]. Some authors
use the term SRB measure for physical measure, see also [You02] for a short discussion.
We are following the terminology of this reference.
Under the assumption that the Kaplan-Yorke equality holds, D1 can be obtained by
calculating DL, which is determined by dynamical quantities, namely, the Lyapunov
exponents. Generally, numerically estimating DL is easier than estimating D1 directly,
especially in higher dimensions. By estimating D1, we get geometric measure theoretic
information about the complexity of the attractor. Further, we quantify the amount of
information that is necessary to specify the state of a system to a certain accuracy.
The Kaplan-Yorke conjecture is broad in the sense that it does not specify a precise
class of systems to which it should apply, and it does not specify what exactly “typical”
means. The conjecture has been proved for some specific classes of systems, for example,
in [You82] for surface diffeomorphisms with an SRB measure, in [LY88] for compositions
of random diffeomorphisms, and in [AY84] or [KMPY84] for certain systems depending
on a finite number of parameters.
A simple class of systems where the Kaplan-Yorke equality typically does not hold
consists of systems that can be decomposed into two or more uncoupled subsystems.
Indeed, the starting point for this article is such a system. It consists of two 2-dimensional
skinny baker’s maps and is given by
xn+1 = 2xn mod 1
yn+1 =
{
αyn if 0 ≤ xn < 12
αyn + 1− α if 12 ≤ xn < 1,
zn+1 = 2zn mod 1
wn+1 =
{
βwn if 0 ≤ zn < 12
βwn + 1− β if 12 ≤ zn < 1
2
with 0 < α, β < 12 . For this uncoupled system, we have that the information dimension
D1 is strictly less than the Lyapunov dimension DL, except when α = β. That means
the conjectured equality does not hold for Lebesgue almost every (α, β) ∈ (0, 12)2. The
reason for this is that D1 is additive but not DL, in the sense of getting the dimension
of the uncoupled system by adding the dimensions of the subsystems.
Now, the question arises whether we can find a larger class of dynamical systems that
contains the systems described above but where the Kaplan-Yorke equality is typically
valid. Because of the independent behavior of the subsystems, coupling seems to be the
natural way to find this larger class of dynamical systems. In our case we choose the
following form of coupling
xn+1 = 2xn mod 1
yn+1 =
{
αyn + f(zn, wn) if 0 ≤ xn < 12
αyn + 1− α+ f(zn, wn) if 12 ≤ xn < 1,
zn+1 = 2zn mod 1 (1)
wn+1 =
{
βwn + g(xn, yn) if 0 ≤ zn < 12
βwn + 1− β + g(xn, yn) if 12 ≤ zn < 1
where 0 < α, β < 12 and where g and f are C
1
b . The uncoupled system corresponds to
f = g = 0. More generally, we could add coupling terms to the x- and z-equations,
but we think the class of systems (1) is sufficiently rich. We consider the Kaplan-Yorke
conjecture for f and g that are typical in the sense of prevalence [HSY92], described in
Section 2. Our results are for the case where one of these two functions is zero, though
as we discuss below, we think this gives a good indication of the situation when both are
nonzero. Interestingly, our results depend on which coupling function is nonzero (and the
relative size of α and β). They suggest that the usual definition of Lyapunov dimension is
not always appropriate in the case of uni-directionally coupled (skew-product) systems.
Our main result is as follows.
Theorem 1.1. For the system (1), if f = 0 and g is C1b , then for
(i) α > β: D1 < DL for all g,
(ii) α = β: D1 = DL for all g,
(iii) α < β: D1 = DL for a prevalent set of g’s.
Since the problem is symmetric for uni-directional coupling, we get the following as a
direct implication.
Corollary 1.2. If g = 0 and f is C1b , then for
(i) α > β: D1 = DL for a prevalent set of f ’s,
(ii) α = β: D1 = DL for all f ,
3
(iii) α < β: D1 < DL for all f .
Notice that for each pair (α, β), at least one type of uni-directional coupling can change
the attractor enough to make D1 = DL. As a result, we conjecture that in the case of
bi-directional coupling, D1 = DL for prevalent f and g.
Figure 1: Plot of the intersection of the 4-dimensional attractor of the uni-directionally
coupled system for α = 0.4, β = 0.43 and g(x, y) = cos
(
pi
2x
)
sin
(
3pi
2 y
)
with
the w-y plane for fixed x and z. Different values of x and z give similar cross-
sections. Topologically, the attractor is the product of a Cantor dust-like set,
as shown in the figure above, and the unit square.
With Figure 1 the reader can get an impression of what the attractor of the uni-
directional coupled system can look like. The main task will be to determine the dimen-
sion of the physical measure that is supported on this attractor.
The outline of this article is as follows. In the next section, we recall the main notions
that are necessary to state the properties of the coupled system. We also restate the
Kaplan-Yorke conjecture more precisely, adjusted to our setting. In the third section,
we will prove all the assertions (in particular, Corollary 3.7 and Theorem 3.11) that are
needed in order verify Theorem 1.1. We conclude the article with a discussion of our re-
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sults, their implications for more general systems, and related work on the dimensionality
of filtered chaotic signals.
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2 Preliminaries
In the following, we will denote by B(M) the Borel σ-algebra of a subset M ⊆ Rd and
with λd the Lebesgue measure on Rd. Further, M˚ will denote the interior of M and M
the closure of M .
Definition 2.1. Let F : M ⊆ Rd → M be a map with M locally compact and assume
there exist finitely many pairwise disjoint connected subsets Ui ∈ B
(
M
)
such that
M =
⋃
i
Ui
and the map F |Ui is continuous for each Ui (with respect to the relative topology) plus
F |U˚i is C1. Furthermore, we assume that
max
i
∥∥∥(F |U˚i)′∥∥∥∞ <∞
and λd(M0) = 0 with
M0 :=
⋃
n∈N0
F−n
(
M\
⋃
i
U˚i
)
.
Then, we call F a piecewise C1 dynamical system.
Note that a subset M ⊆ Rd is locally compact if and only if there exist an open subset
A ⊆ Rd and a closed subset B ⊆ Rd such that M = A ∩ B [Dug89, Theorem 6.5]. This
means in particular M ∈ B(Rd) and therefore M0 ∈ B(Rd). We require λd(M0) = 0
to avoid that orbits could be mapped into an open subset where the derivative is not
defined. Such an open subset could be considered as a hole and therefore could cause
positive escape rates which in turn would involve a different definition of the Lyapunov
dimension.
Definition 2.2. Let F : M ⊆ Rd → M be a piecewise C1 dynamical system and let µ
be an F -invariant Borel probability measure onM . We call µ a physical measure if there
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exists a set V ⊆M of positive Lebesgue measure such that for every bounded continuous
function ϕ : M → R,
lim
N→∞
1
N
N−1∑
n=0
ϕ(Fn(x)) =
∫
ϕdµ, (2)
for every x ∈ V .
Now, we will define the Lyapunov dimension following [AY84].
Definition 2.3. Let F : M ⊆ Rd → M be a piecewise C1 dynamical system. Assume
that F has an ergodic invariant measure µ with µ(M0) = 0. Let
χ1(µ) ≥ χ2(µ) ≥ · · · ≥ χd(µ)
be the Lyapunov exponents and set
j := max{i : χ1(µ) + · · ·+ χi(µ) ≥ 0},
(respectively, 0 if χ1(µ) < 0). We define the Lyapunov or Kaplan-Yorke dimension as
DL(µ) :=

0 if j = 0
j +
χ1(µ)+···+χj(µ)
|χj+1(µ)| if 1 ≤ j < d
d if j = d
.
Note that by the required assumptions in the last definition the existence of the Lya-
punov exponents is ensured by Oseledets theorem. The Kaplan-Yorke conjecture is refer-
ring to this situation, see [FOY83] or [FKYY83]. In these references, one can also find a
heuristic derivation and interpretation of the Lyapunov dimension. For more information
on the Lyapunov exponents, see e.g. [BP02].
Before we can state the Kaplan-Yorke conjecture for our setting, we will define all the
other dimensions that we need in this paper, following mainly [HK97]. From now on,
let µ be a Borel probability measure supported on a bounded subset A ⊂ Rd and let
B(x, ε) ⊂ Rd be an open ball around x ∈ Rd with radius ε > 0.
Definition 2.4. The lower and upper box-counting dimension of A are defined as
DB(A) := lim inf
ε→0
logN(A, ε)
− log ε ,
DB(A) := lim sup
ε→0
logN(A, ε)
− log ε ,
where N(A, ε) is the smallest number of balls of radius ε that can cover A. If DB(A) =
DB(A), then their common value DB(A) is called the box-counting dimension of A.
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Definition 2.5. For each point x, we define the lower and upper pointwise dimension
of µ at x to be
d(µ, x) := lim inf
ε→0
logµ(B(x, ε))
log ε
,
d(µ, x) := lim sup
ε→0
logµ(B(x, ε))
log ε
.
If d(µ, x) = d(µ, x), then their common value d(µ, x) is called the pointwise dimension
of µ at x. We say that the measure µ is exact dimensional if the pointwise dimension
exists and is constant almost everywhere, i.e.
d(µ, x) = d(µ, x) =: d(µ),
for µ-almost every x ∈ A.
Proposition 2.6 ([Fal97, Proposition 10.3], [Fal03, Proposition 3.8]). For µ-almost every
x ∈ A we have
d(µ, x) ≤ DB(A).
Definition 2.7. The lower and upper information dimension of µ are defined as
D1(µ) := lim inf
ε→0
∫
logµ(B(x, ε))dµ(x)
log ε
,
D1(µ) := lim sup
ε→0
∫
logµ(B(x, ε))dµ(x)
log ε
.
If D1(µ) = D1(µ), then their common value D1(µ) is called the information dimension
of µ.
Commonly, a grid based definition of the information dimension is used but for our
setting the integral and grid based definition coincide, see [BGT01, Theorem 2.1].
Theorem 2.8 ([Cut91, Theorem 2.2],[MR07, Theorem 1]). We have∫
d(µ, x)dµ(x) ≤ D1(µ) ≤ D1(µ) ≤
∫
d(µ, x)dµ(x).
That means, provided the pointwise dimension exists almost everywhere,
D1(µ) =
∫
d(µ, x)dµ(x),
i.e. we can interpret the information dimension of the measure µ as the averaged pointwise
dimension of µ. In particular, if µ is exact dimensional, then D1(µ) = d(µ). Note that
in this case also several other dimensions of the measure coincide [You82].
Now, we can state the Kaplan-Yorke conjecture for our setting.
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Conjecture 2.9. Given a locally compact subset M ⊆ Rd. For “typical” piecewise C1
dynamical systems F : M → M with an ergodic invariant physical measure µ, we have
that
D1(µ) = DL(µ).
In [FKYY83] it is conjectured that in this context µ is exact dimensional with d(µ) =
DL(µ) and therefore D1(µ) = DL(µ). Indeed, our main result will be of this type.
As already mentioned in the introduction, the word “typical” is not precisely defined in
the conjecture. Thereby, one problem is that in infinite dimensional vector spaces there
is no natural notion of typical phenomena, in the sense of “Lebesgue almost everywhere”,
respectively, “Lebesgue measure zero”. One way to define it is to use the topological
notion based on the category theorem of Baire. Prevalence is another concept to provide
an analog of what typical could mean in the context of infinite dimensional vector spaces.
In our case, we are dealing with the space of C1 maps where the map and the derivative
are bounded. We refer to [OY05] and [HK10] for more general definitions and examples
regarding the notion of prevalence.
Definition 2.10. Let V be a completely metrizable topological vector space. A Borel
measure ν is said to be transverse to a Borel set E′ ⊂ V if there exists a compact subset
S ⊂ V with 0 < ν(S) < ∞ and ν(E′ + v) = 0 for all v ∈ V . A subset E ⊂ V will
be called shy if there exist a Borel set E′ ⊂ V with E ⊆ E′ and a measure ν that is
transverse to E′ ⊂ V . The complement of a shy set is called a prevalent set.
Note that if this concept is applied to V = Rd the only transverse measure is Lebesgue
measure. This motivates the following definition.
Definition 2.11. A finite dimensional subspace P ⊂ V will be called a probe for a set
T ⊂ V if Lebesgue measure supported on P is transverse to a Borel set containing the
complement of T .
One of our main tools will be the potential theoretic method for the pointwise dimen-
sion.
Definition 2.12. For s ≥ 0 define the s-potential of µ at a point x ∈ Rd as
ϕs(µ, x) :=
∫
1
|x− y|sdµ(y).
Theorem 2.13 ([SY97]). For x ∈ A we have
d(µ, x) = sup{s : ϕs(µ, x) <∞} = inf{s : ϕs(µ, x) =∞}.
3 Proofs
From now on, we assume
0 < α, β <
1
2
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and set
M := [0, 1)× R.
First, we define the 2-dimensional and the uncoupled skinny baker’s map.
Definition 3.1. The (2-dimensional) skinny baker’s map is defined as
Bα : M ⊂ R2 →M : (x, y) 7→

(2x, αy) if 0 ≤ x < 12
(2x− 1, αy + 1− α) if 12 ≤ x < 1
.
The uncoupled skinny baker’s map is defined as
B : M2 ⊂ R4 →M2 : (x, y, z, w) 7→ (Bα(x, y), Bβ(z, w)),
where M2 = M ×M .
We will state some basic facts of the 2-dimensional skinny baker’s map, for more details
see [AY84] and [FOY83]. The attractor of Bα is just the product of the interval [0, 1) in
the x-direction and a Cantor set (determined by the parameter α and denoted by Aα in
the following) in the y-direction. The box-counting dimension of the attractor is 1− log 2logα
(this also holds for the Hausdorff dimension of the attractor). The physical measure µα
of Bα is unique (the basin is Lebesgue almost every point) and it is the product of the
Lebesgue measure in the x-direction and the Cantor measure in the y-direction, denoted
by να in the following. Furthermore, µα is strong-mixing and is exact dimensional with
the same value as the box-counting dimension.
From these facts we can deduce some properties of the uncoupled skinny baker’s map.
The product set A := [0, 1) × Aα × [0, 1) × Aβ is invariant under B and we will see in
the first proposition that A is also the attractor of B. Further, the product measure
µ := µα × µβ is invariant under B and is also strong-mixing [Bro76, Proposition 1.6],
i.e. in particular ergodic. Later, we will see that it is the unique physical measure of the
uncoupled system, too. Since the box-counting and Hausdorff dimension of the attractor
of Bα coincide and since the pointwise dimension is additive, we have
DB(A) = d(µ) = 2− log 2
logα
− log 2
log β
.
Next, we will define the coupled skinny baker’s maps. In order to do this, we will
need a space of coupling functions. For that purpose, consider an open subset U ⊆ Rd
and denote by C1b (U) the space of all C
1 maps g : U → R where g and g′ are bounded.
Note that C1b (U) equipped with the norm ‖g‖1,∞ := max{‖g‖∞ , ‖g′‖∞} is a Banach
space, where ‖·‖∞ denotes the uniform norm. Also note that M˚ is convex and therefore
g ∈ C1b (M˚) is Lipschitz continuous. Hence, g has a unique continuous extension on M
and therefore g(0, y) with y ∈ R is well-defined (with the convention of using the same
symbol for the extension). That is why, we will just write g ∈ C1b (M) from now on.
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Definition 3.2. For g ∈ C1b (M), we define the coupled skinny baker’s map as
Bg : M
2 ⊂ R4 →M2 : (x, y, z, w) 7→ (Bα(x, y), Bβ(z, w) + (0, g(x, y))).
The uncoupled and coupled skinny baker’s map are piecewise C1 dynamical systems,
where the domain M2 has the partition
U1 :=
[
0,
1
2
)
× R×
[
0,
1
2
)
× R, U2 :=
[
0,
1
2
)
× R×
[
1
2
, 1
)
× R,
U3 :=
[
1
2
, 1
)
× R×
[
1
2
, 1
)
× R, U4 :=
[
1
2
, 1
)
× R×
[
0,
1
2
)
× R
and
M20 = {(x, y, z, w) ∈M2 : x or z is a dyadic fraction or 0},
with λ4(M20 ) = 0. Furthermore, we have for the derivative (piecewise, i.e. on each U˚i)
B′g(x, y, z, w) =

2 0 0 0
0 α 0 0
0 0 2 0
gx(x, y) gy(x, y) 0 β
 (3)
and the derivative is (piecewise) bounded because g ∈ C1b (M) (note that by gx we mean
the partial derivative of g with respect to the variable x).
A direct calculation gives that the Lyapunov exponents of the uncoupled skinny baker’s
map are log 2, log 2, logα and log β almost everywhere with respect to the Lebesgue
measure and the physical measure. This implies for α ≤ β
DL(µ) =
{
2− 2 log 2log β if β ≤ 14
3− 2 log 2logα − log βlogα if β ≥ 14
(for α ≥ β interchange α with β). Observe that d(µ) = D1(µ) < DL(µ) for α 6= β
and d(µ) = D1(µ) = DL(µ) for α = β, i.e. the Kaplan-Yorke equality fails for Lebesgue
almost every (α, β) ∈ (0, 12)2.
In Figure 2, we show the information dimension and Lyapunov dimension of the uncou-
pled skinny baker’s map for fixed α = 0.05. Note the relation between the two branches
of the Lyapunov dimension for β ≥ 0.05.
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Figure 2: The information dimension D1(µ) and the Lyapunov dimension DL(µ) for the
uncoupled skinny baker’s map for fixed α = 0.05.
Proposition 3.3. For g ∈ C1b (M), the attractor Ag of the coupled skinny baker’s map is
the image of a map hg, where the domain of hg is the attractor of the uncoupled skinny
baker’s map. The conjugacy hg : A→ Ag is defined as
h±1g (x, y, z, w) :=
(
x, y, z, w ±
∞∑
i=0
βig
(
B−i−1α (x, y)
))
.
We have B(x, y, z, w) = h−1g (Bg(hg(x, y, z, w))) and furthermore, for
(i) α > β: hg is bi-Lipschitz,
(ii) α = β: h±1g is Hölder continuous for all Hölder exponents ρ < 1,
(iii) α < β: hg is Hölder continuous with Hölder exponent ρ =
log β
logα .
Proof. For a ∈ [0, 1] let ((a)i)i∈N0 be the binary representation of a with (a)i zero or one
for all i ∈ N0 and
a =
∞∑
i=0
(a)i
2i+1
.
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In the case that a is a dyadic fraction, we have to make a choice between the terminating
or non-terminating representation to ensure the uniqueness of the binary representation.
For n ∈ N0 and (x, y, w, z) ∈M2, define
(xn, yn, zn, wn) := B
n
g (x, y, z, w) (4)
and a direct calculation shows
xn = 2
nx−
n−1∑
i=0
2n−1−i(x)i, yn = αny + (1− α)
n−1∑
i=0
αn−1−i(x)i,
zn = 2
nz −
n−1∑
i=0
2n−1−i(z)i, wn = βnw + (1− β)
n−1∑
i=0
βn−1−i(z)i +
n−1∑
i=0
βn−1−ig(xi, yi).
First, we want to explain that the series in the definition of hg is well-defined: for Bα
restricted to [0, 1)× [0, 1] we can define an inverse map by
B−1α (x, y) :=

(
x
2 ,
y
α
)
if y ≤ 12(
x+1
2 ,
y−(1−α)
α
)
if y > 12
,
on [0, 1)× ([0, α] ∪ [1− α, 1]). Since [0, 1)×Aα is the attractor of Bα, we have
(x, y) ∈ [0, 1)×Aα = Bα([0, 1)×Aα)
⇐⇒ (x, y) ∈ [0, 1)×Aα, Bα([0, 1)×Aα), B2α([0, 1)×Aα), . . .
and this means
. . . , B−2α (x, y), B
−1
α (x, y), (x, y) ∈ [0, 1)×Aα,
i.e. each (x, y) ∈ [0, 1)×Aα has a unique infinite past history
(x−n, y−n) := B−nα (x, y), (5)
with n ∈ N on the attractor. Thus, for (x, y) ∈ [0, 1) × Aα the occurring series in hg is
well-posed and convergent, since g is bounded. Furthermore, for each n ∈ N
y = αny−n + (1− α)
n−1∑
j=0
αj(x−j−1)0,
where j = n− 1− i and (x−n)n−1−j = (x−j−1)0. Therefore, in the limit,
y = (1− α)
∞∑
i=0
αi(x−i−1)0
and we have the analog result for (z, w) ∈ [0, 1) × Aβ (for the uncoupled system). We
will need this result and a similar argument to show that hg(A) is the attractor for the
coupled skinny baker’s map: direct computation gives for (x, y, z, w) ∈ [0, 1)×Aα ×M
hg((B(x, y, z, w)) = Bg(hg(x, y, z, w)) (6)
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and we will see that only (x, y, z, w) ∈ A matter. For some δ > 0, define the set
V := [0, 1)× [−δ, 1 + δ]× [0, 1)×
[
−δ − ‖g‖∞
1− β , 1 + δ +
‖g‖∞
1− β
]
.
Note that Bg(V ) ⊂ V , i.e. we can define
Ag :=
⋂
n∈N
Bng (V ).
Also note that hg(A) ⊂ V and due to (6), we have hg(A) = Bng (hg(A)) ⊂ Bng (V ) for
each n ∈ N, i.e. hg(A) ⊂ Ag. Now, using a similar argument as above, we will show
hg(A) = Ag. We have that each (x, y, z, w˜) ∈ Ag has at least one past history, denoted
by (x−1, y−1, z−1, w˜−1) and this point has also at least one past history, denoted by
(x−2, y−2, z−2, w˜−2) and so on. Every single possible, infinite past history is a subset of
V , i.e. is bounded. For each n ∈ N we have
w˜ = βnw˜−n + (1− β)
n−1∑
j=0
βj(z−j−1)0 +
n−1∑
j=0
βjg (x−j−1, y−i−1) ,
again j = n− 1− i and (z−n)n−1−j = (z−j−1)0. Thus, in the limit,
w˜ = (1− β)
∞∑
i=0
βi(z−i−1)0 +
∞∑
i=0
βig
(
B−i−1α (x, y)
)
= w +
∞∑
i=0
βig
(
B−i−1α (x, y)
)
,
with (x, y, z, w) ∈ A. This shows hg(A) = Ag. It also follows that hg is injective, i.e. the
inverse map h−1g : Ag → A exists and is given as stated above.
Now, we prove the continuity properties of hg. Let (x, y, z, w), (x˜, y˜, z˜, w˜) ∈ A and∥∥hg(x, y, z, w)− hg(x˜, y˜, z˜, w˜)∥∥ = ‖(x− x˜, y − y˜, z − z˜, w − w˜ + ∆g)‖
≤ |x− x˜|+ |y − y˜|+ |z − z˜|+ |w − w˜|+ |∆g| ,
with
∆g =
∞∑
i=0
βi
[
g
(
B−i−1α (x, y)
)− g (B−i−1α (x˜, y˜))] .
The estimation of ∆g will be the main task. First, note that
|∆g| ≤ Lip(g)
∞∑
i=0
βi
∥∥B−i−1α (x, y)−B−i−1α (x˜, y˜)∥∥ . (7)
For y = y˜, ∥∥B−i−1α (x, y)−B−i−1α (x˜, y˜)∥∥ ≤ |x− x˜|
because
B−i−1α (x, y) = (x−i−1, y−i−1) =
(
x−i + (y−i)0
2
,
y−i − (1− α)(y−i)0
α
)
,
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and therefore
y−i−1 − y˜−i−1 = 0 and x−i−1 − x˜−i−1 = x− x˜
2i+1
.
For |y − y˜| ≥ (1− 2α), we have∥∥B−i−1α (x, y)−B−i−1α (x˜, y˜)∥∥ < 2 ≤ 21− 2α |y − y˜| .
That means, for this two cases,
|∆g| ≤ Lip(g)
1− β
[
|x− x˜|+ 2
1− 2α |y − y˜|
]
.
To handle the remaining case, consider for each k ∈ N0
(1− 2α)αk > |y − y˜| ≥ (1− 2α)αk+1. (8)
If y and y˜ satisfy this condition for a k ∈ N0, then they stay close together (in the sense
that they are both in [0, α] or in [1−α, 1]) for k steps backward and we can split the sum
in (7) into the first k parts and the remaining part. We get the following upper bound
|∆g|
Lip(g)
≤
k∑
i=0
βi
2i+1
|x− x˜|+
k∑
i=0
βi
αi+1
|y − y˜|+ 2
1− ββ
k+1. (9)
The factor in front of |x− x˜| is smaller than 12−β < 11−β , independent of k and the
relation between α and β.
For α > β we can get k-independent estimates for the other two terms in (9),
k∑
i=0
βi
αi+1
|y − y˜| ≤ 1
α− β |y − y˜| and
2
1− ββ
k+1 ≤ 2
(1− β)(1− 2α) |y − y˜| ,
where we used (8) for the third term. Hence, for all (x, y, z, w), (x˜, y˜, z˜, w˜) ∈ A∥∥hg(x, y, z, w)− hg(x˜, y˜, z˜, w˜)∥∥ ≤ [1 + Lip(g)1− β
]
|x− x˜|
+
[
1 + Lip(g)
[
1
α− β +
2
(1− β)(1− 2α)
]]
|y − y˜|
+ |z − z˜|+ |w − w˜| .
The same result applies to h−1g , i.e. hg is bi-Lipschitz for α > β.
For α = β, using (8), the second term in (9) is bounded above by
k∑
i=0
βi
αi+1
|y − y˜| = k + 1
α
|y − y˜| < 1
α
|y − y˜|+ 1
α logα
|y − y˜| log |y − y˜| .
For ρ ∈ [0, 1) we can always find a constant C(ρ) > 0 such that
− |y − y˜|1−ρ log |y − y˜| ≤ C(ρ),
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i.e. for all (x, y, z, w), (x˜, y˜, z˜, w˜) ∈ A∥∥hg(x, y, z, w)− hg(x˜, y˜, z˜, w˜)∥∥ ≤ [1 + Lip(g)1− α
]
|x− x˜|
+
[
1 +
Lip(g)
α
[
1− C(ρ)
logα
+
2
(1− α)(1− 2α)
]]
|y − y˜|ρ
+ |z − z˜|+ |w − w˜| .
Again, the same result applies to h−1g , i.e. hg and h−1g are Hölder continuous for all Hölder
exponents ρ < 1 for α = β.
The last case is α < β. Set
ρ :=
log β
logα
.
We observe first that (8) is equivalent to
(1− 2α)ρβk > |y − y˜|ρ ≥ (1− 2α)ρβk+1 (10)
and therefore (
β
α
)k+1
|y − y˜| ≤ (1− 2α)
1−ρ
α
|y − y˜|ρ .
Furthermore, by using the relation
k∑
i=0
qk =
qk+1 − 1
q − 1 ,
for q 6= 1, we get
k∑
i=0
βi
αi+1
|y − y˜| < 1
β − α
(
β
α
)k+1
|y − y˜| ≤ (1− 2α)
1−ρ
α(β − α) |y − y˜|
ρ .
Hence, using (10) for the last term in (9), for all (x, y, z, w), (x˜, y˜, z˜, w˜) ∈ A∥∥hg(x, y, z, w)− hg(x˜, y˜, z˜, w˜)∥∥ ≤ [1 + Lip(g)1− β
]
|x− x˜|
+
[
1 +
Lip(g)
(1− 2α)ρ
[
1
α(β − α) +
2
(1− β)(1− 2α)
]]
|y − y˜|ρ
+ |z − z˜|+ |w − w˜|
(note that (1− 2α)1−ρ ≤ (1− 2α)−ρ).
There are two direct consequences of this proposition. The first one pinpoints the
physical measure µg of the coupled skinny baker’s map. With the conjugacy hg we have
a natural candidate, namely, the image measure of µ = µα×µβ . The second consequence
is that for α ≥ β all the dimensions of the attractor and the physical measure of the
coupled and uncoupled system coincide.
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Lemma 3.4. For g ∈ C1b (M) the image measure hg(µ) =: µg is invariant under Bg and
is ergodic. It is the unique physical measure of Bg, too.
Proof. Since hg is a conjugacy on the support of µ, it follows that µg is invariant under
Bg and ergodic. Now, we want to prove that µg is the unique physical measure. We will
show that (2) holds for Lebesgue almost every point. It is enough to prove (2) for all
continuous functions with compact support [Bau92, Theorem 29.12 and Corollary 30.9].
Using [Wal82, Lemma 6.13] and [Bau92, Lemma 31.4], we can find a set W ∈ B(M2)
with µg(W ) = 1 such that for all (x, y, z, w) ∈ W and for every continuous function
ϕ : M2 → R with compact support,
lim
N→∞
1
N
N−1∑
n=0
ϕ(Bng (x, y, z, w)) =
∫
ϕdµg. (11)
Furthermore, for (x, y, z, w), (x, y˜, z, w˜) ∈M2 we have
lim
n→∞
∥∥Bng (x, y, z, w)−Bng (x, y˜, z, w˜)∥∥ = 0
because (using the notation (4) from the previous proof)
|yn − y˜n| = αn |y − y˜|
and
|wn − w˜n| ≤ βn |w − w˜|+ Lip(g) |y − y˜| ·

αn
α−β if α > β
αn−1n if α = β
βn
β−α if α < β
.
Therefore, we have for every continuous function ϕ with compact support
lim
n→∞
∣∣ϕ(Bng (x, y, z, w))− ϕ(Bng (x, y˜, z, w˜))∣∣ = 0,
since ϕ is also uniformly continuous. Hence, by using the Cesàro mean, we get
lim
N→∞
∣∣∣∣∣ 1N
N−1∑
n=0
[
ϕ(Bng (x, y, z, w))− ϕ(Bng (x, y˜, z, w˜))
]∣∣∣∣∣ = 0.
This means condition (11) is fulfilled for all (x, y, z, w) ∈ M2 with (x, z) ∈ pix,z(W ),
where pix,z is the canonical projection onto [0, 1)2 ⊂ R2. Note that pix,z(W ) is Lebesgue
measurable [KP08, Theorem 1.7.19 and Theorem 1.7.9]. Furthermore,
1 = µg(W ) ≤ µ({(x, y, z, w) ∈ ([0, 1)× [0, 1])2 : (x, z) ∈ pix,z(W )})
= λ2(pix,z(W ))να([0, 1])νβ([0, 1]) = λ
2(pix,z(W )) ≤ 1,
i.e. pix,z(W ) has full measure in [0, 1)2. This and the property that λ4 is σ-finite implies
that the set of exceptions of (11) has zero measure. Therefore, for every continuous
function ϕ : M2 → R with compact support,
lim
N→∞
1
N
N−1∑
n=0
ϕ(Bng (x, y, z, w)) =
∫
ϕdµg,
for almost every (x, y, z, w) ∈M2 with respect to the Lebesgue measure.
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Since the uncoupled case corresponds to g = 0, we also get that µ = µα × µβ is the
unique physical measure for the uncoupled skinny baker’s map B.
The second consequence of Proposition 3.3 follows directly for α > β from the bi-
Lipschitz continuity of the conjugacy and for α = β from the Hölder continuity of the
conjugacy and its inverse with arbitrary Hölder exponent ρ < 1.
Corollary 3.5. For α ≥ β and g ∈ C1b (M) we have that µg is exact dimensional with
d(µg) = D1(µg) = d(µ). We get DB(Ag) = DB(A), too (note that also other dimensions
of the the physical measure and the attractor coincide).
Now, we calculate the Lyapunov exponents of the coupled skinny baker’s map.
Lemma 3.6. For g ∈ C1b (M) the Lyapunov exponents of the coupled skinny baker’s
map Bg are log 2, log 2, logα and log β almost everywhere with respect to the Lebesgue
measure and the physical measure.
Proof. We consider points (x, y, z, w) ∈M2\M20 . We have λ4(M20 ) = 0 and µg(M20 ) = 0,
too. To compute directly the Lyapunov exponents at a point we have to find lower and
upper bounds for
∥∥(Bng )′(x, y, z, w)v∥∥ with v ∈ R4. The derivative (Bng )′ for all n ∈ N is
given by
(Bng )
′(x, y, z, w) =
n∏
k=1
B′g(B
n−k
g (x, y, z, w)).
Using (3), we get
(Bng )
′(x, y, z, w) =

2n 0 0 0
0 αn 0 0
0 0 2n 0
an(x, y) bn(x, y) 0 β
n
 ,
with
an(x, y) =
n−1∑
i=0
2iβn−1−igx(Biα(x, y)) and bn(x, y) =
n−1∑
i=0
αiβn−1−igy(Biα(x, y)).
Observe that log 2 is a Lyapunov exponent with at least multiplicity 2. This is true
because ∥∥(Bng )′(x, y, z, w)v∥∥2 = 22n + (an(x, y) · c)2 ≤ (1 + ‖gx‖2∞ c2)22n
for all v = (c, 0, d, 0), ‖v‖ = 1. We get the Lyapunov exponent log β for v = (0, 0, 0, 1).
For α ≥ β and v = (0, 1, 0, 0) we get the last Lyapunov exponent logα because
|bn(x, y)| ≤ ‖gy‖∞ αn−1
{
α
α−β if α > β
n if α = β
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(for α = β we have for all v = (0, c, 0, d), ‖v‖ = 1, c 6= 0 that ∥∥(Bng )′(x, y, z, w)v∥∥ > αn |c|
and therefore logα has multiplicity 2). For α < β set b∞(x, y) := lim
n→∞ bn(x, y)/β
n and
use v = (0, 1, 0,−b∞(x, y)). Again, we get logα because
|bn(x, y)− βnb∞(x, y)| ≤
‖gy‖∞
β − α α
n.
All this together proves the assertion.
Note that the w-direction corresponds to the smallest Lyapunov exponent for α > β,
but not for α < β.
Corollary 3.7. The Lyapunov dimension of the coupled system coincides with the Lya-
punov dimension of the uncoupled system for every g ∈ C1b (M), i.e.
DL(µg) = DL(µ) =: DL.
This implies for α ≥ β that the relation between the information dimension and Lyapunov
dimension of the coupled system is the same as for the uncoupled system, i.e D1(µg) < DL
for α > β and D1(µg) = DL for α = β.
Now, what is left is the case α < β. With the next 4 assertions we will prove that
d(µg) = D1(µg) = DL in a prevalent sense, where we will mainly use the potential
theoretic method for the pointwise dimension, see Theorem 2.13. The main step will be
to establish a lower bound for the pointwise dimension, and in order to this we will show
that for a prevalent set of g’s the following is true: for all 0 ≤ s < DL, the s-potential
ϕs(µg, v) is finite for µg - a.e. v in the attractor Ag (defined in Proposition 3.3). The
corresponding set of exceptions is
E := {g ∈ C1b (M) : there are 0 ≤ s < DL and
W ⊂ Ag with µg(W ) > 0 such that ϕs(µg, v) =∞ for all v ∈W}. (12)
In Theorem 3.11 we will embed E into a bigger Borel set and we will show that Lebesgue
measure supported on the finite dimensional subspace
P := {(x, y) 7→ λ · p(x, y) : λ ∈ R} ⊂ C1b (M) (13)
is transverse to this bigger set, where we require p(x, y) = y for all (x, y) ∈ [0, 1)× [0, 1].
Before we proceed, we want to motivate why we are choosing this prevalent setting.
To use Theorem 2.13, we have to estimate
ϕs(µg, v) =
∫
Ag
1
|v − v˜|sdµg(v˜) =
∫
A
1∣∣hg(x, y, z, w)− hg(x˜, y˜, z˜, w˜)∣∣sdµ(x˜, y˜, z˜, w˜)
=
∫
A
1
(I2 + I2g )
s/2
dµ(x˜, y˜, z˜, w˜),
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for v ∈ Ag, (x, y, z, w) = h−1g (v) and with
I2 := (x− x˜)2 + (y − y˜)2 + (z − z˜)2,
Ig := w − w˜ +
∞∑
i=0
βi
[
g
(
B−i−1α (x, y)
)− g (B−i−1α (x˜, y˜))] .
It is very difficult to estimate this integral for an arbitrary g ∈ C1b (M). The notion of
prevalence comes here into play, namely, by adding a linear perturbation term to g,
gλ(x, y) := g(x, y) + λ · p(x, y),
for λ ∈ R and estimating the following integral
λ0∫
−λ0
ϕs(µgλ, hgλ(v))dλ =
λ0∫
−λ0
∫
A
1
(I2 + (Ig + λIp)2)s/2
dµ(x˜, y˜, z˜, w˜)dλ, (14)
for v = (x, y, z, w) ∈ A and (using the notation (5) from the proof of Proposition 3.3)
Ip :=
∞∑
i=0
βi [y−i−1 − y˜−i−1] .
Now, the main ingredient is to use Tonelli’s theorem. As a result, the order of integration
in (14) can be interchanged and the estimation of the inner integral over λ is feasible.
The next proposition will be the major technical step in the proof of Theorem 3.11.
But first, we need the following lemma.
Lemma 3.8. Assume α < β. For sufficient small |y − y˜| with y, y˜ ∈ Aα we have that Ip
is bounded from above and below,
K1 |y − y˜|ρ ≥ |Ip| ≥ K2 |y − y˜|ρ ,
with ρ = log βlogα and K1,K2 > 0.
Proof. We can use the estimate of ∆g from the proof of Proposition 3.3, with g replaced
by y, for the upper bound. Choosing k so that (8) holds, we have for the lower bound
|Ip| ≥
∣∣∣∣∣
∣∣∣∣∣
k∑
i=0
βi [y−i−1 − y˜−i−1]
∣∣∣∣∣−
∣∣∣∣∣
∞∑
i=k+1
βi [y−i−1 − y˜−i−1]
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣ |y − y˜|β − α
((
β
α
)k+1
− 1
)
− |R|
∣∣∣∣∣ , (15)
with
R :=
∞∑
i=k+1
βi [y−i−1 − y˜−i−1] .
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Also, from (8) and (10) follows(
β
α
)k+1
|y − y˜| ≥ β(1− 2α)1−ρ |y − y˜|ρ .
Furthermore, using (8) again,
|y − y˜|
β − α
((
β
α
)k+1
− 1
)
− |R| ≥ |y − y˜|
β − α
(
(1− α)(1− 2β)
(
β
α
)k+1
− 1
)
.
By choosing k large enough,
(1− α)(1− 2β)
2
(
β
α
)k+1
> 1,
i.e. |y − y˜| sufficient small, the term in the absolute value in (15) is always positive and
we have |Ip| ≥ K2 |y − y˜|ρ where
K2 :=
β(1− 2α)1−ρ(1− α)(1− 2β)
2(β − α) .
Proposition 3.9. Suppose α < β and g ∈ C1b (M). For 1 < s < DL, λ0 > 0 and v ∈ A
we have
λ0∫
−λ0
ϕs(µgλ, hgλ(v))dλ ≤CI0 +
∞∑
k=k0
(
CL1α
k(2−2 log 2
log β
−s)
+
k CL2 max
{
α
k(2−2 log 2
log β
−s)
, α
k s
s−1+ρ (3−2 log 2logα−ρ−s)
})
<∞,
where ρ = log βlogα and CI0 , CL1 , CL2 are positive constants.
Proof. First, note that if s > 1 and 0 < ρ < 1, then
1
ρ
>
s
s− 1 + ρ > 1 >
sρ
s− 1 + ρ > ρ.
As stated above, we can change the order of integration in (14) to get
λ0∫
−λ0
ϕs(µgλ, hgλ(v))dλ =
∫
A
dµ(x˜, y˜, z˜, w˜)
λ0∫
−λ0
dλ
(I2 + (Ig + λIp)2)s/2
≤ CI0 +
∞∑
k=k0
2λ0
(1− 2α)sαs(k+1)µ(Sk), (16)
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with
Sk :=
(x˜, y˜, z˜, w˜) ∈ A : 2λ0(1− 2α)sαsk <
λ0∫
−λ0
dλ
(I2 + (Ig + λIp)2)s/2
≤ 2λ0
(1− 2α)sαs(k+1)

and k0 ∈ N big enough to use later on the lower bound for Ip. We have the following
upper bounds for the Lebesgue integral
λ0∫
−λ0
dλ
(I2 + (Ig + λIp)2)s/2
≤

2λ0
Is general
2s
(s−1)Is−1|Ip| general
2λ0
(I2+(|Ig |−λ0|Ip|)2)s/2 if |Ig| ≥ (1 + η)λ0 |Ip|
, (17)
where η > 0.
For this paragraph, we assume that (x˜, y˜, z˜, w˜) ∈ Sk. Using this and the first general
upper bound of (17), we get
|y − y˜| ≤ I < (1− 2α)αk
and the same for |x− x˜| and |z − z˜|. Using the second general upper bound of (17) and
the lower bound from Lemma 3.8 for Ip, we get
|y − y˜|ρ ≤ |Ip|
K2
≤ C1 α
sk
Is−1
,
with
C1 :=
s(1− 2α)s
(s− 1)λ0K2 .
That means
|y − y˜| ≤
(
C1α
sk
) 1
s−1+ρ (18)
and
|y − y˜| ρs−1 · |x− x˜| ≤
(
C1α
sk
) 1
s−1
.
We can conclude that
|x− x˜| ≤

(1− 2α)αk for 0 ≤ |y − y˜| ≤ C2α
k
ρ
(
C1αsk
|y−y˜|ρ
) 1
s−1 for C2α
k
ρ ≤ |y − y˜| ≤ (C1αsk) 1s−1+ρ
, (19)
with
C2 :=
(
C1
(1− 2α)s−1
) 1
ρ
.
21
The same result is true for |z − z˜|. Now, what is the upper bound for |w − w˜|? We have
|w − w˜| ≤ |Ig|+ |∆g|
and
|Ig| ≤

(1 + η)λ0K1 |y − y˜|ρ for |Ig| < (1 + η)λ0 |Ip|
1+η
η (1− 2α)αk for |Ig| ≥ (1 + η)λ0 |Ip|
,
applying the third upper bound of (17) and
|Ig| − λ0 |Ip| ≥ |Ig| − |Ig|
1 + η
= |Ig| η
1 + η
for the second inequality. Using the estimate of ∆g from the proof of Proposition 3.3, we
obtain
|w − w˜| ≤ C3αk + C4 |y − y˜|ρ ,
with
C3 :=
(
1 + η
η
+
Lip(g)
1− β
)
(1− 2α)
and
C4 := (1 + η)λ0K1 +
Lip(g)
(1− 2α)ρ
(
1
α(β − α) +
2
(1− β)(1− 2α)
)
.
That means
|w − w˜| ≤

(C3 + C4C
ρ
2 )α
k for 0 ≤ |y − y˜| ≤ C2α
k
ρ
(
C3
Cρ2
+ C4
)
|y − y˜|ρ for C2α
k
ρ ≤ |y − y˜| ≤ (C1αsk) 1s−1+ρ . (20)
With these upper bounds we can further estimate (16),
CI0 +
∞∑
k=k0
2λ0
(1− 2α)sαs(k+1)µ(Sk) ≤ CI0 +
∞∑
k=k0
2λ0
(1− 2α)sαs(k+1)µ(Bk)
where
Sk ⊂ Bk :=
{
(x˜, y˜, z˜, w˜) ∈ A : (18) for |y − y˜| , (19) for |x− x˜| , |z − z˜|
and (20) for |w − w˜|}.
Set αky := C2α
k
ρ , αky :=
(
C1α
sk
) 1
s−1+ρ and let αkx, αkz , αkw be the upper bounds for |x− x˜|,
|z − z˜|, |w − w˜| applicable in the rage 0 ≤ |y − y˜| ≤ αky and let αkx, αkz , αkw be the upper
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bounds applicable in the rage αky ≤ |y − y˜| ≤ αky . We estimate
µ(Bk) =
∫
Bk
dµ(x˜, y˜, z˜, w˜) ≤
∫
B(y,αky)
dνα(y˜)
∫
B(w,αkw)
dνβ(w˜)
x+αkx∫
x−αkx
dλ(x˜)
z+αkz∫
z−αkz
dλ(z˜)
+
∫
αky≤|y−y˜|≤αky
dνα(y˜)
∫
B(w,αkw)
dνβ(w˜)
x+αkx∫
x−αkx
dλ(x˜)
z+αkz∫
z−αkz
dλ(z˜).
Hence,
µ(Bk) ≤ 4αkxαkz
∫
B(y,αky)
dνα(y˜)
∫
B(w,αkw)
dνβ(w˜) + 4
∫
αky≤|y−y˜|≤αky
αkxα
k
zdνα(y˜)
∫
B(w,αkw)
dνβ(w˜).
Now, we have for all y ∈ Aα
να(B(y, r)) ≤ Cαrdα ,
where dα := − log 2logα (this is equivalently true for w ∈ Aβ), see e.g. [Bar08, Theorem 3.1.1].
Hence,
µ(Bk) ≤ 4(1− 2α)2CαCdα2 Cβ(C3 + C4Cρ2 )dβαk(2+2dβ)
+ 4C
2
s−1
1 Cβ
(
C3
Cρ2
+ C4
)dβ
αk
2s
s−1
∫
αky≤|y−y˜|≤αky
|y − y˜|ρ(dβ− 2s−1) dνα(y˜).
Note that in the following
max{a, b}e := max{ae, be}.
The last integral of the previous inequality can be estimated as follows:∫
αky≤|y−y˜|≤αky
|y − y˜|ρ(dβ− 2s−1) dνα(y˜) ≤ 2Cα
Mk−1∑
i=0
max
{
αkyα
i+1, αkyα
i
}ρ(dβ− 2s−1)
(αkyα
i)dα
≤ 2Cαα−ρ|dβ−
2
s−1 |
Mk−1∑
i=0
(
αkyα
i
)ρ(dβ− 2s−1)+dα
and Mk is determined by
αkyα
Mk ≤ αky < αkyαMk−1.
Thus,
Mk <
(
1
logα
log
C2
C5
+
1
ρ
+ 1
)
k
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and
Mk−1∑
i=0
(
αkyα
i
)ρ(dβ− 2s−1)+dα ≤ max{αkyαMk−1, αky}ρ(dβ− 2s−1)+dαMk
≤ Cρ(dβ−
2
s−1)+dα
5 max
{
α
k
ρ , α
sk
s−1+ρ
}ρ(dβ− 2s−1)+dα
Mk,
with
Ce5 := max
{
C2, C
1
s−1+ρ
1
}e
.
Finally, we get
2λ0
(1− 2α)sαs(k+1)µ(Bk) ≤ CL1α
k(2+2dβ−s)
+ k CL2 max
{
αk(2+2dβ−s), αk
s
s−1+ρ (3+2dα−ρ−s)
}
,
with
CL1 :=
8λ0(1− 2α)2CαCdα2 Cβ(C3 + C4Cρ2 )dβ
(1− 2α)sαs
and
CL2 :=
16λ0C
2
s−1
1 Cβ
(
C3
Cρ2
+ C4
)dβ
Cαα
−ρ|dβ− 2s−1 |Cρ(dβ−
2
s−1)+dα
5
(
1
logα log
C2
C5
+ 1ρ + 1
)
(1− 2α)sαs .
This proves the desired inequality. Note that CI0 , CL1 and CL2 are independent of v.
For the definition of DL, see Corollary 3.7.
Proposition 3.10. For α < β and for all g ∈ C1b (M) we have DB(Ag) ≤ DL.
Proof. We define for (x, y, z, w) ∈ A and ε > 0
Rx,y,z,w,ε := B(x, ε)×B(y, ε1/ρ)×B(z, ε)×B(w, ε).
Using the estimate at the end of the proof of Proposition 3.3, we have
hg(Rx,y,z,w,ε ∩A) ⊂ B(hg(x, y, z, w), Cε),
with C > 0. Hence,
DB(Ag) = lim sup
ε→0
logN(Ag, Cε)
− log(Cε)
≤ lim sup
ε→0
log(N([0, 1), ε)N(Aα, ε
1/ρ)N([0, 1), ε)N(Aβ, ε))
− log(Cε)
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because Ag = hg(A) and A can be covered by finitely many Rx,y,z,w,ε. Therefore,
DB(Ag) ≤ 2 + 1
ρ
DB(Aα) +DB(Aβ) = 2− 2 log 2
log β
,
where DB(Aα) = − log 2logα . This gives the desired upper bound for β ≤ 1/4.
To get the upper bound for β ≥ 1/4 we define for n ∈ N and (l,m) ∈ {0, . . . , 2n − 1}2
Slmn :=
[
l
2n
,
l + 1
2n
)
× [0, 1]×
[
m
2n
,
m+ 1
2n
)
×
[
−‖g‖∞
1− β , 1 +
‖g‖∞
1− β
]
and with Rlmn ⊂ Slmn we denote a subbox of Slmn with the length (β/2)n in the x-direction
and the same length in the y-,z- and w-direction. Note that each Slmn can be covered
by 1/βn + 1 boxes of the form Rlmn and we need 22n boxes of the form Slmn to cover the
whole attractor Ag. That means we can cover the attractor by 22n(1/βn + 1) boxes of
the form Rlmn . Now, consider the image of all these boxes under Bng and observe that the
attractor is contained in the union of these images.
Recall the notation introduced at the beginning of the proof of Proposition 3.3. If we
consider two arbitrary points (x, y, z, w), (x˜, y˜, z˜, w˜) ∈ Rlmn , then (x)i = (x˜)i, (z)i = (z˜)i
for i ∈ {0, . . . , n− 1} and this means
|xn − x˜n| ≤ 2n |x− x˜| ≤ βn, |yn − y˜n| ≤ αn, |zn − z˜n| ≤ 1
and
|wn − w˜n| ≤ βn |w − w˜|+ Lip(g)
n−1∑
i=0
βn−1−i
[
2i |x− x˜|+ αi |y − y˜|] ≤ Cβn
with
C := 1 + 2
‖g‖∞
1− β + Lip(g)
(
1
2(1− β) +
1
β − α
)
.
Therefore, the image of Rlmn under Bng is contained in a box with the lengths βn, αn, 1
and Cβn. Now, we cover the attractor Ag by cubes of the length αn and this number is
bounded above by
22n ·
(
1
βn
+ 1
)
·
(
βn
αn
+ 1
)
· 1 ·
(
1
αn
+ 1
)
·
(
Cβn
αn
+ 1
)
≤ C˜
(
22β
α3
)n
.
Now, for ε > 0 choose n(ε) ∈ N such that αn(ε) ≤ ε/2 < αn(ε)−1. Then
N(Ag, ε)
− log ε2
≤
log C˜
(
22β
α3
)n(ε)
logαn(ε)−1
and hence for ε→ 0
DB(Ag) ≤
log 2
2β
α3
logα
= 3− 2 log 2
logα
− log β
logα
.
This gives the desired upper bound for β ≥ 1/4. Summing-up, we get DB(Ag) ≤ DL.
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Note that the second upper bound for the box-counting dimension in the last propo-
sition could be also derived by more general methods using the proofs in [Che93] and
[CI01], but with the stronger requirement that the derivative of g is uniformly continuous.
Now, we have all what we need to prove the main theorem.
Theorem 3.11. For α < β and for a prevalent set of functions g ∈ C1b (M) we have that
µg is exact dimensional with d(µg) = D1(µg) = DL.
Proof. By using Proposition 2.6 and Proposition 3.10, we get for all g ∈ C1b (M) that
d(µg, v) ≤ DB(Ag) ≤ DL for µg - a.e. v. Hence, it remains to show that for a prevalent
set of functions g ∈ C1b (M) we have d(µg, v) ≥ DL for µg - a.e. v. Recall that this is
equivalent to showing that the exceptional set E defined in (12) is shy. Note that E is a
subset of
E′ :=
{
g ∈ C1b (M) : there is a 0 ≤ s < DL such that
∫
Ag
ϕs(µg, v)dµg(v) =∞
}
.
We claim that Lebesgue measure supported on P , see (13), is transverse to E′, i.e. E′
and therefore E are shy.
To show that E′ is a Borel set, we define the sets
E′s :=
{
g ∈ C1b (M) :
∫
Ag
ϕs(µg, v)dµg(v) =∞
}
.
Note that E′s ⊆ E′r for 0 ≤ s ≤ r <∞. For a fixed s ∈ [0,∞) we will show that the map
g 7→
∫
Ag
ϕs(µg, v)dµg(v) =
∫
A
ϕs(µg, hg(v))dµ(v) : C
1
b (M)→ [0,∞] (21)
is lower semi-continuous, to prove that each E′s is a Borel set. Recall that
ϕs(µg, v) =
∫
A
1∣∣v − hg(v˜)∣∣sdµ(v˜)
and observe that for a fixed s ∈ [0,∞) the map
(g, v) 7→ ϕs(µg, v) : C1b (M)×M2 → [0,∞]
is lower semi-continuous. This is true because for an arbitrary sequence ((gk, vk))k∈N with
gk → g and vk → v we have that hgk → hg for k →∞, since ‖hgk − hg‖∞ ≤ C ‖gk − g‖∞,
C > 0 and the gk’s convergence uniformly to g. Thus,
1∣∣v − hg(v˜)∣∣s = lim infk→∞ 1|vk − hgk(v˜)|s ,
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with v˜ ∈ A and by using Fatou’s lemma, we get ϕs(µg, v) ≤ lim inf
k→∞
ϕs(µgk , vk). Now,
by setting vk := hgk(v) for v ∈ A and using vk → hg(v) for k → ∞ and again Fatou’s
lemma, we get that (21) is lower semi-continuous. Therefore, E′s is a Borel set for fixed
s ∈ [0,∞). Now, consider an arbitrary sequence (sk)k∈N with s1 > 1, sk 1 DL. We have
E′ =
⋃
0≤s<DL
E′s =
⋃
k∈N
E′sk , (22)
i.e. E′ is a Borel set, too.
Next, using Tonelli’s theorem and Proposition 3.9,
λ0∫
−λ0
∫
Ag
ϕs(µgλ, v)dµgλ(v)dλ =
∫
A
λ0∫
−λ0
ϕs(µgλ, hgλ(v))dλdµ(v) <∞, (23)
for all 1 < s < DL. This tells us that the intersection of E′s − g with a line segment in
P of length 2λ0 has measure 0 with respect to Lebesgue measure on P . Since λ0 > 0 is
arbitrary, by taking a countable union we conclude that the intersection of E′s − g with
P has measure 0. Then since g is arbitrary, Lebesgue measure on P is transverse to E′s.
Furthermore, from (22) it follows that the intersection of E′ − g with P has measure 0,
and Lebesgue measure on P is transverse to E′ as claimed. This means E is shy and
this establishes for a prevalent set of g’s the lower bound for the pointwise dimension.
Hence, for a prevalent set of functions g ∈ C1b (M) we have d(µg) = DL.
4 Discussion
We demonstrated that the potential theoretic method for the pointwise dimension, to-
gether with the notion of prevalence, could provide a useful approach to tackle families of
systems with physical measures µ for which the Kaplan-Yorke equality D1(µ) = DL(µ) is
violated for at least one member of the family. Our proofs are for system (1) with f = 0,
i.e., uni-directional coupling. Note that the differentiability of the coupling function g in
system (1) is actually only needed for the definition of the Lyapunov exponents (in all
the proofs, excluding Lemma 3.6, we only need that g is bounded and Lipschitz contin-
uous). Also note that the uncoupled (g = 0) and coupled system (g 6= 0) have the same
topological and measure-theoretic entropy, namely, 2 log 2. Further, note that in the case
of the prevalent result (α < β) the exceptional set of coupling functions, i.e. the subset
of C1b (M) where the equality of the information and Lyapunov dimension is violated,
is nontrivial. For example, consider any Lipschitz continuous function g˜ : M → R such
that g := g˜◦Bα−β · g˜ ∈ C1b (M), e.g. g˜(x, y) = sin2(2pix) tanh(y). Then the conjugacy hg
(see Proposition 3.3) from the uncoupled to the coupled system has in the w-component
the form w + g˜(x, y), and we get for the information dimension of the coupled system
D1(µg) = D1(µ) < DL, where DL = DL(µ) = DL(µg) (see Corollary 3.7). We do not
know whether there exist coupling functions g such that D1(µ) < D1(µg) < DL, nor are
we able to completely classify the exceptional cases (in [KMPY84] they were able to do
this for coupling functions on the torus with sufficient smoothness).
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As already mentioned, by showing that the physical measure µg is exact dimensional
with d(µg) = DL (for α < β and a prevalent set of g’s) in Theorem 3.11, we get that
several other dimensions of µg coincide with the Lyapunov dimension, too. This supports
the formulation of the Kaplan-Yorke conjecture that can be found in [FOY83, Conjec-
ture 2]. Furthermore, using the potential theoretic method for the Hausdorff dimension
[Fal03, Theorem 4.13] and (23) together with Proposition 3.10, we get that the Hausdorff
dimension and the box-counting dimension of the attractor coincide with the Lyapunov
dimension in a prevalent sense. This equality is supposed to be a rather rare phenomenon,
according to Conjecture 3 in [FOY83], occurring only when every point on the attractor
yields the same Lyapunov exponents. More commonly, the support of a physical measure
contains points (for example, unstable periodic orbits) whose Lyapunov exponents are
different from that of the physical measure. In the system we study, every point for
which the Lyapunov exponents exist has the same exponents as the physical measure,
though there is a null set where the Lyapunov exponents are not defined because of the
discontinuity. From (23) we can also conclude the following for the dimension spectrum
of the physical measure, where we use the integral based definition which is given for a
measure µ by
Dq(µ) := lim
ε→0
log
∫
µ(B(v, ε))q−1dµ(v)
(q − 1) log ε ,
for q ∈ R and q 6= 1, see [HP83] (if the limit does not exist, consider the lim sup and
lim inf, respectively). D2(µ) is called the correlation dimension of µ. There is also a
potential theoretic method for the correlation dimension (see [SY97, Proposition 2.3])
and by using (23) again, we get D2(µg) ≥ DL in a prevalent sense. Since Dq(µ) is a
non-increasing function of q, we get Dq(µg) = DL for 0 ≤ q ≤ 2 in a prevalent sense. It is
an interesting question whether the whole spectrum equals DL, i.e., whether or not the
coupling function affects the spectrum and if so would it be possible to draw conclusions
about the coupling function using the spectrum (for α ≥ β we have in the uncoupled and
coupled case a monofractal).
Our results are related to literature on filtering of chaotic signals, starting with the
observation [BP86], [BBD+88], [MML88] that applying a linear filter to a chaotic sig-
nal could increase the Lyapunov dimension (and presumably other dimensions, by the
Kaplan-Yorke conjecture) of the attractor reconstructed from the signal. The underlying
scenario is that of uni-directional coupling from a chaotic subsystem (which produces a
signal, and which we call the drive system below) to a contracting subsystem (the filter).
If the drive subsystem is invertible, an attractor of the coupled system can be thought of
as a graph over an attractor of the drive subsystem. Dimension increase (of the coupled
system versus the drive subsystem) can arise if the graph is nonsmooth, but under ap-
propriate hypotheses the graph is Lipschitz if the Lyapunov exponents of the filter are all
smaller than the Lyapunov exponents of the drive subsystem [BHM92], [SD94], [PC96],
[DC96], [Sta97], [Sta99]. In the latter case, the Lyapunov dimension of an attractor of the
coupled system is the same as the Lyapunov dimension of the corresponding attractor of
the drive subsystem, and the information dimensions of the two attractors are the same
too, so the filter does not affect the Kaplan-Yorke conjecture. On the other hand, the
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results of [KMPY84] show that the conjecture also holds in a particular scenario where
the graph is non-Lipschitz.
A fundamental difference between our scenario and the filtering scenario is that because
we couple two chaotic subsystems, the Lyapunov and information dimensions are already
different in our uncoupled system. This inequality persists when the contraction of the
drive subsystem is weaker than the contraction of the subsystem it drives (which is
analagous to the case where the graph is smooth in the filter scenario, except in that
case equality of dimensions persists).
Next, we discuss how the relative size of the contraction rates in our two subsystems
affects the geometry of the attractor of the coupled system. Recall that we are consider-
ing the system (1) with f = 0, making the x-y baker’s map the drive system and the z-w
baker’s map the driven (or “response”) system. Above, we compared the cases α > β and
α < β to two cases for a contracting response system (filter), namely, that the attractor
of the coupled system is a Lipschitz graph versus a non-Lipschitz graph, but the geom-
etry is fundamentally different in our scenario. Algebraically, we have characterized the
difference as follows. For α > β, by Proposition 3.3 there exists a bi-Lipschitz conjugacy
between the attractor of the uncoupled system and the attractor of the coupled system
which implies that the physical measures on the two attractors have the same information
dimension. For α < β and a prevalent set of coupling functions, by Theorem 3.11 the
information dimension of the physical measure is strictly greater for the coupled system
than for the uncoupled system, which denies the existence of a bi-Lipschitz conjugacy.
Geometrically, we can interpret the difference as follows, considering a w-y cross-section
of the attractor as in Figure 1. With no coupling (f = g = 0), the cross-section is
the Cartesian product of two Cantor sets; coupling with nonzero g shears this product.
When α > β, we argue below that the amount of shear is uniformly bounded at all
scales, whereas for α < β, the shear can grow even stronger at smaller scales. This is
related to the fact that the strongly and weakly stable directions at a given point on the
attractor are as shown in Figure 3; in particular, the w-direction is the strongly stable
direction for α > β and the weakly stable direction for α < β (see the proof of Lemma
3.6 and the comment that follows). The local dynamics consists of the composition of a
shear and a contraction, both of which preserve the w-direction. The amount of shear
is position-dependent but is bounded in a single iteration. When α > β, the contrac-
tion reduces the shear (due to the stronger contraction in the w-direction), and implies
that the cumulative amount of shear over multiple iterations remains bounded. When
α < β, the contraction amplifies the shear and allows the cumulative shear to become
unbounded as the number of iterations increases.
Now, coming back to the question that we posed in the introduction: if the uncoupled
system violates the Kaplan-Yorke equality, does coupling typically restore equality? In
the case of uni-directional coupling, the answer depends on the direction of the coupling
(but not the size), according to our main result. We also conjectured in the introduction
that for system (1) the Kaplan-Yorke equality holds in a prevalent sense in the case of
bi-directional coupling. This would answer the question we just posed in the positive,
i.e., in the case of bi-directional coupling the Kaplan-Yorke equality would prevalently
hold even if the uncoupled system violates it. We remark that two proximate physical
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Figure 3: Sketch of the strongly and weakly stable directions at a given point for system
(1) with f = 0 for the cases α > β and α < β.
systems are likely to have at least a small bi-directional coupling, even if the primary
interaction is one-way. On the other hand, if the coupling in a given direction is small
enough compared to the scales of interest, then at these scales the dynamics and their
dimensionality may be indistinguishable from the case of zero coupling.
The results of this article suggest that for uni-directionally coupled (skew-product)
systems where the Kaplan-Yorke equality is robustly violated there should be still a
meaningful relation between the information dimension of the physical measure and the
Lyapunov exponents. However, the relation must distinguish between the Lyapunov
exponents of the drive system (the “base”, in the language of skew-product systems)
and those associated with the response system (the “fiber”). To be precise, let µ be
a physical measure for the combined drive-response system. The projection of µ onto
the drive state space is invariant for the drive system, and its Lyapunov exponents
λ1 ≥ · · · ≥ λk are also Lyapunov exponents of the combined system. Let χ1 ≥ · · · ≥ χ`
be the remaining Lyapunov exponents of the combined system. We conjecture that there
is a function of the two vectors (λ1, . . . , λk) and (χ1, . . . , χ`) that typically coincides
with D1(µ), and in this sense extends the Kaplan-Yorke conjecture to uni-directionally
coupled systems. Our results indicate that depending on the relative ordering of the λi’s
and the χj ’s, this function may coincide with the Lyapunov dimension of the combined
set of exponents, or may coincide with the sum of the Lyapunov dimensions of the
two sets of exponents considered separately. There may be other possibilities as well
in higher dimensions. More generally, one can also consider systems with more than
two subsystems and incomplete (not all-to-all) coupling. Also in this context, a very
interesting question would be whether certain dimensions could be a measure for the
connectivity of a network of coupled systems.
It seems that prevalence could be a good notion to define what “typical” means in the
Kaplan-Yorke conjecture. But in the general case of arbitrary maps on manifolds we have
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no natural linear structure on the function space and nonlinear notions of prevalence are
still subject of ongoing investigations, see [HK10].
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