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In recent years a number of wavelet-based watermarking schemes have been proposed and exhibited improved qualities. The
choice of a wavelet filter bank for a digital watermarking scheme can have a significant influence on the scheme’s performance in
terms of image quality and robustness. We present the results of experiments conducted using two diﬀerent embedding algorithms
(one blind and one nonblind) using a number of popular filter banks. The aim is to find filters that exhibit optimal performance
with respect to specified requirements. The results demonstrate that the subband depth of embedding has the most significant
influence on the filter bank choice. The kind of attack and the kind of embedding are also important, while marking intensity and
compression ratio seem to aﬀect the performance to a less extent. Additionally we show that out of the two embedding methods
the quantization-based blind one leads to better overall results than the popular, nonblind one.
Keywords and phrases: watermarking, embedding, SCS, spread spectrum, wavelet, filters.
1. INTRODUCTION
Robust digital watermarking (e.g., for copyright protection)
has gained increasing importance with the availability and
popularity of Internet and eCommerce applications. Digital
object formats do not restrict copying or further distribution
of image files. Watermarking is used to assert rightful own-
ership or track down pirate copies by previous invisible em-
bedding of a logo or a serial number into the file. The perfor-
mance of watermarking schemes is measured in terms of two
rather contradicting requirements: imperceptibility (i.e., op-
timally minimum image degradation) and robustness (i.e.,
withstanding various attacks that aim to remove the water-
mark or render it undetectable). Benchmarking tools like
StirMark [1] combine most attacks and show that most ex-
isting watermarking schemes are vulnerable.
The advantages of DWT-based watermarking are well-
accepted, still apart from our own work [2] little is said in
the literature about how the choice of a filter bank aﬀects a
watermarking scheme’s performance. In [3], Fei et al. discuss
the choice of a transform domain for watermarking, and in
[4], Wolfgang et al. look at the eﬀect of matching the domain
of marking to the domain for lossy compression, yet both pa-
pers do not discuss the eﬀect of a chosen domain’s individual
parameters.
Besides the choice of a filter bank, a DWT marking
scheme’s performance depends on features, like subband
depth and the decomposition scheme used. Characteristics
shared with nonwavelet-based schemes are the embedding
technique and embedding intensity. Due to the DWT’s spa-
tial support, variation in texture, details, and gray scale/color
are likely to have some impact too.
Recent watermarking schemes use a variety of diﬀer-
ent measures to achieve robustness. Most such schemes
(see [5]) have a number of things in common: significant
wavelet coeﬃcients are chosen for embedding, information
is embedded in single coeﬃcients (normally through addi-
tive/multiplicative embedding), and often both blind or non-
blind embedding are possible, resulting in diﬀerent levels of
robustness.
Diﬀerent marking schemes may diﬀer in the exact choice
of coeﬃcients for embedding, the algorithm that locates em-
bedded mark, the intensity of embedding, the nature of the
watermark (statistically undetectable, kind of message, etc.),
and the detection device and decision process. Some schemes
are designed to perform specific measures against certain at-
tacks.
In this paper, we extend the work reported in [2],
and compare the performance of some well-known filters
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in terms of image degradation resulting from embedding
and the watermark quality after attacks. Locating previously
marked coeﬃcients does not really depend on the chosen fil-
ter bank, we thus focus on how particular filters cope with
changes to marked coeﬃcients.
For our experiments, we implemented a very simple wa-
termarking scheme based on the common features listed
above, which also allows to choose from two alternative em-
bedding algorithms.We use 7 quality levels of JPEG compres-
sion and, to test for dependencies between the results and the
kind of compression, a DWT-based compression at 4 diﬀer-
ent ratios as an attack on 8 diﬀerent images. We then com-
pare the results achieved with diﬀerent filters to obtain gen-
eral rankings.
Our results indicate that though there is no one opti-
mal filter bank, good compromise choices can be found that
can even be further optimized through additional measures.
Also, one of the used embedding algorithms clearly outper-
forms the other more popular one.
The rest of the paper is organized as follows: in Section 2
we describe the watermarking system, the test course, and the
tested filters and images. We then present and discuss our re-
sults in Sections 3 and 4. Appendix A contains the filter rank-
ings and further information.
2. EXPERIMENTAL SETUP
2.1. Thewatermarking system
Our watermarking scheme shares the most commonly used
features listed above and allows choosing between two diﬀer-
ent embedding techniques. Formarking, the image is first de-
composed into the DWT domain by a given number of steps
using the Pyramid decomposition and a given filter bank. As-
suming that the watermark is of size n, the n most signif-
icant coeﬃcients are picked from appropriate chosen mark-
ing subbands. For simplicity we store themarked coeﬃcients’
positions as part of the key needed for extracting the mark
since the significant coeﬃcients are likely to change position
after marking. For embedding a mark bit mi in an image
coeﬃcient xi with a given intensity, we use two alternative
algorithms—a nonblind and a blind one—that are explained
in more detail below. After embedding, the image is recon-
structed by using the inverse transform, and values outside
the range [0–255] will be truncated to fit into it. We use the
mean square error (MSE) to measure marking image degra-
dation.
For detection, the marked image is decomposed, and the
previously stored information on the embedding positions
and—if applicable—original values are used to extract the
mark. The embeddedwatermark is a binary image. Thus only
ones and zeroes are embedded. The choice of such a water-
mark was inspired by [6]. For deciding about the presence
of a mark, both, the human eye and an automatic detection
device can be used to compare the detected with the original
watermark. Because we mark coeﬃcients sorted by their ab-
solute values, it is easy to see which of them suﬀered worst
from an attack (Figure 1).
Figure 1: The watermark before and after attacks.
2.2. The nonblind embedding algorithm
The nonblind embedding method is similar to the popu-
lar DCT-based spread spectrum scheme proposed in [7]
(throughout this paper, xi denotes coeﬃcients before and yi











Embedding intensity is controlled by α. To extract the water-





This multiplicative algorithm keeps the modification/values
ratio constant, and its nonblind detection is independent
from the host data.
For our experiments, we marked images using subband
depths of 1, 2, and 3 and intensities ranging from 20%–80%
on each of those subband depths.
2.3. The blind embedding algorithm
An obvious and a more practical choice of a blind scheme
would be a variant of the above spread spectrum method.
However, the detection scheme does not eﬀect the measures
under consideration (i.e., robustness and image degrada-
tion). Therefore, we chose an algorithm that changes coef-
ficients in a way that diﬀers from that done by the spread
spectrum one.
The SCS embedding method was proposed by Eggers et
al. [8] for the spatial domain. We use it for marking DWT
coeﬃcients and thus call it DWT-SCS:

















The system uses a linear quantizer Q with the stepwidth ∆.
The key k is a pseudorandom sequence with ki ∈ (0, 1]. The
embedding intensity is controlled mainly by the ∆ parameter
while α can be used to control the tradeoﬀ between maxi-
mizing robustness by placing the mark near the center of a
quantization cell and keeping the image distortion low. Since
we are embedding binary sequences, the codeword di is taken
from the alphabet D = {0, 1}. For extraction, the pseudo-




}− (y′i − ∆ki). (4)
Filters Ranking for DWT-Domain Robust Digital Watermarking 2095
Although detection is again independent of the host data,
SCS does not keep the modfication/values ratios constant. It
results in limited absolute changes for any combinations of ∆
and α.
We marked images using subband depths of 1, 2, and 3,
each with 13 diﬀerent intensity settings with ∆ ranging from
20.0 to 120.0. Due to the diﬀerent ways these settings change
the DWT coeﬃcients, comparing the results from the mul-
tiplicative and the DWT-SCS embedding is not straightfor-
ward. Instead of the normalised rankings, we thus use the
robustness/image quality tradeoﬀ.
2.4. The Lqd qualitymeasurement
To measure the watermark quality, we implemented a simple
tolerant image comparison tool using a measure we call Lqd ,
derived from the Lq pseudonorm introduced by Jacobs et al.
[9]. The Lq measure is an image querying metric that uses
truncated quantized versions of the wavelet decomposition
and contains only the most significant information content
of an image. The Lq distance between two images essentially
measures the diﬀerences in their most significant wavelet co-
eﬃcients. For two images I1 and I2, fully decompose, select
a fixed percentage of their most significant coeﬃcients, set
those values to 1 or −1 (depending on their original signs)
and the rest to 0, and the sum of weighted diﬀerences be-
tween the corresponding nonzero pixel values in I1 and I2 is
the Lq(I1, I2). The weights are subband dependent. Our Lqd
diﬀers from the Lq in discarding the images’ average (i.e.,
LL) component. Also, since the summing up of the scores
is asymmetric, the Lqd uses the lower of both possible values
multiplied by a normalization factor as the result (see [2] for
more details).
Measuring how well the mark is recognizable rather than
the amount of distortion the Lqd mimics the way a human
would try to read the watermark. This makes it a better
choice than, for example, the MSE for the purpose of mea-
suring a detected watermark’s quality. We use experimentally
obtained threshold categories for the watermark detection
quality: clearly (< 21), still (< 25), partly (< 31), or only in
traces (< 34) detectable.
2.5. The filters and images used
The filters used (coeﬃcients taken from Davis’ wavelet cod-
ing kit [10]) are given in Table 1.
The 8 images used in our tests are all gray-scale pic-
tures of 512 × 512 pixel size. Most are well known in
the watermarking community and in the public domain.




The image degradation and watermark quality were tested
against the following parameters: choice of filter, watermark
intensity, (lossy) compression ratio, decomposition scheme,
the chosen subband depth for marking, and the image it-














we needed to look at all possible combinations of the other
four parameters. Some of these are controllable within the
scheme, others, like the image and the kind of attack, are be-
yond one’s control in real-life watermarking. Also the filters’
performance was found to depend only on some of them in a
way that changing a parameter results in diﬀerent rankings.
Our results reveal that the most significant correspon-
dences between particular parameters and a filter’s ranking
are the subband depth for marking, the embedding method,
and the kind of compression attack. The embedding inten-
sity and the compression ratio made only little diﬀerence.
This observation is of significant interest to all wavelet-based
watermarking schemes. Consequently we grouped the rank-
ing results by these three most significant parameters. The
full rankings averaged over all tested images are shown in
Appendix A.
3.1. Image degradation
Image degradation caused by watermarking was found to
depend mostly on the subband depth allowed for marking.
Marking only the first subband has little eﬀect on the image,
but increasing the embedding depth to the second subband
can already lead to visible artifacts even at low embedding
intensities on highly textured images like Barbara depending
on the embedding method.
The first subband has relatively low energy, the choice
of the most significant coeﬃcients for marking thus moves
most of the watermark towards the coarser scales.
In fact, subband 1 accommodates less than half of the wa-
termark when subbands 1 and 2 are marked, and the ratio
gets smaller if more subbands are marked. This can be ex-
plained by Figure 2 which shows the histogram of the wavelet
coeﬃcients in subbands 1, and 1 and 2 together. Though sim-
ilar in shape, the histogram for subband 1 alone (drawn with
a thicker line) is much narrower.
Since every coeﬃcient in subband s corresponds to four
coeﬃcients in the next finer scale s−1, this leads to larger re-
gions aﬀected by changes through marking in coarser scales
and thus potentially more image degradation. Depending on
the length of the wavelet filter bank, the marking of the cho-
sen DWT coeﬃcients will have an eﬀect on a number of pix-
els in the reconstructed image. A good filter with respect to
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Detail coeﬃcients in subbands 1, 2
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Figure 2: Coeﬃcient values histogram of image Lena 512, decom-
posed using Villa 3; subbands 1-2.
image quality will “tolerate” this, so that visible artifacts in
the reconstructed image areminimized. This is essentially the
same with wavelet-based lossy compression. However, such
compression will most likely aﬀect diﬀerent, more uniformly
distributed coeﬃcients and apply less significant changes.We
thus expect filters with good properties for lossy compression
to be potentially good choices for embedding where image
quality is important. This explains some of the results below.
3.1.1. Multiplicative embedding
When using multiplicative embedding, biorthogonal filters,
most of which are designed (like some of theVilla filters from
[11]) or commonly used for compression (like Antonini from
[12]) exhibit best performances. On the other hand, the or-
thogonal filters Haar, Daub4, Daub6, and Daub8 are on the
bottom of the rankings.
Some filters (e.g., Villa4, Villa6) perform well only at
low and others (Antonini, Villa5) at high subband depth, but
there is also an excellent all-rounder (Villa3).
The subband depth of marking has no significant influ-
ence on ranking distances between the filters. The spread
found between the best and the worst filter slightly decreases
from 1.4 (subband depth 1) to 1.3 (subband depth 2, 3) and
is more or less evenly distributed.
3.1.2. DWT-SCS embedding
The DWT-SCS embedding leads to diﬀerent rankings. First,
a group of three filters lead the ranking at subband depths of
2 and 3: Villa6, Villa4, and Villa3. Interestingly this group is
at the bottom at subband depth 1. The four orthogonal filters
form a close group in all degradation ranking, and perform
much better than when used with the multiplicative method.
They are on top at subband depth 1 and just after the top
group at depths 2 and 3.
At subband depth 1, the results need a closer look, since
the diﬀerences between the filters are very small. However
unlike the multiplicative method, at higher subband depth
we get a significant spread within each ranking table growing
with increased subband depth (approaching 2 at depth 3).
Interestingly increasing the subband depth does not lead
to increased image distortion with all filters. This stands in
contrast to the multiplicative embedding, but is quite logical
since the uniform quantization used in the DWT-SCS em-
bedding leads to higher relative changes to coeﬃcients with
lower absolute values. As the proportion of coeﬃcients with
high absolute values increases with subband depth, a higher
subband depth causes more subtle changes to the marked
coeﬃcients’ values. But the one to four correspondence be-
tween coeﬃcients in successive subbands means that changes
to coeﬃcients in coarser subbands lead to potentially more
image degradation.
The results obtained using the DWT-SCS embedding
method show that the balance between these two factors de-
pends a lot on the filter used for embedding. Actually only
with Villa5, Odegard, and Villa2, which are also found at the
bottom of the rankings at higher subband depths, the image
degradation increases with the subband depth of marking.
These observations remain the same regardless of the inten-
sity settings used.
3.1.3. Overall degradation results
With both embedding algorithms, the subband depths of
marking 2 and 3 lead to relatively consistent rankings dif-
fering slightly from the ones obtained at subband depth 1.
The results are diﬀerent at a subband depth of 1, however the
filters’ results with the DWT-SCS embedding are so close to
each other that we may not want to overestimate this obser-
vation. Interestingly there are some filters with almost sim-
ilar performance at the subband depths 2 and 3 with both
embedding techniques—Villa3 and to a lesser extent Villa4
at the top, and Villa2 at the bottom. The popular orthogonal
filters (Haar, Daub 4, 6, and 8) seem recommendable only
for the DWT-SCS, and Antonini only for the multiplicative
embedding algorithm, respectively.
3.2. Watermark quality
Our results show that our two embedding techniques diﬀer a
lot with respect to the watermarking software’s performance
but do not seem to influence the rankings. In this section, we
first discuss the diﬀerences found between the results from
using the two diﬀerent embedding techniques. After that, we
look at the actual filter rankings in terms of the type of com-
pression attack.
3.2.1. Multiplicative embedding
Similar to the degradation rankings (see Section 3.1) pro-
gression of the scores associated with the diﬀerently ranked
filters is relatively stable with the multiplicative embedding.
Regardless of the filter bank, a watermark inserted in the first
subband needs intensities of more than 30% to survive JPEG
compression with quality factors less than 95%. However,
marking only the first two subbands dramatically improves
the detection results. Even with low embedding intensity of
20% themark is still clearly detectable at JPEG quality factors
of 85% or more. Marking the first three subbands or even
more makes the watermark virtually invulnerable to lossy
compression.
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This can be explained by the multiplicative embedding
formula, yi = xi(1+αmi)—marking large coeﬃcients leads to
high absolute changes. A compression attack using a uniform
quantizer will thus need a high quantization step to destroy
the watermark which is impractical because of the resulting
poor image quality. Even nonuniform quantizers would have
to operate in the same DWT domain as the one chosen for
embedding the mark to attack a mark embedded in the most
significant coeﬃcients more eﬃciently. Since, as mentioned
in Section 3.1, the coarser subbands 2 and 3 usually contain
higher proportion of significant coeﬃcients, allowing more
subbands for marking results in a dramatic increase of the
robustness of the watermark at the cost of image quality.
3.2.2. DWT-SCS embedding
The blind DWT-SCS embedding produced overall good re-
sults which were not worse than the nonblind multiplicative
one’s. At subband depth 1 both methods exhibit the same
performance at a given image degradation. In contrast to the
observation made with the multiplicative embedding tech-
nique, an increased subband depth of marking does not au-
tomatically lead to a more robust watermark. However as the
level of degradation caused by marking goes down at higher
subband depths (Section 3.1.2), higher values of ∆ can be se-
lected for the watermark intensity which more than compen-
sates the missing gain of robustness; actually the product be-
tween image and watermark degradation at subband depths
2 and 3 is usually lower than the corresponding one we get
with the multiplicative method.
To find possible reasons for this behaviour, we can use
almost the same considerations as for the image degrada-
tion (see Section 3.1.2). The DWT-SCS’s uniform quantiza-
tion leads to relatively large changes to coeﬃcients with low
and little changes to those with large values. Whether or not
an increased subband depth leads to improved robustness,
depends most of all on the kind of attack: the more similar
the attack’s kind of quantization is to the one used for em-
bedding, the less an increased subband depth of marking (at
the same intensity level) will lead to improved robustness.
In our experiments, we found hardly any diﬀerence with the
DWT-based and only slight robustness improvements with
the JPEG compression attack. Since the selection of coeﬃ-
cients and the uniform quantization used by the DWT-based
compression is more similar to our embedding in the DWT-
domain than the (DCT-based) JPEG compression, this result
supports our above statement.
Similar to the results from the degradation rankings, the
progression within the rankings is rather high at higher sub-
bands while there is hardly any diﬀerence between the filters
if only the first subband is marked.
3.2.3. JPEG compression rankings
The group of orthogonal filters show the best robustness
against JPEG compression. In the image quality rankings, the
same group is ranked in the midfield with some distance to
the top group when using DWT-SCS, and even at the bot-
tom when using the multiplicative embedding, so obviously
these filters are the best choices for watermarking optimized
on robustness. Interestingly, we find one of the biorthogonal
filters, Villa3, consistently ranked in the top group. This re-
sult is remarkable because this filter bank had already shown
very good properties with respect to image quality. In our
experiments no other filter had a comparable all round capa-
bility. In the bottom group of the tables we consistently find
Villa4 that had been in the top group of all image degrada-
tion rankings. The rest of the filter banks in the lower half of
the tables diﬀer depending on the subbands depth of mark-
ing.
3.2.4. DWT-based compression rankings
We tested the filters against DWT-based compression at only
four diﬀerent quality factors to find out how a diﬀerent kind
of compression aﬀects the results. For the attack we used
Davis’ simple transform coder [10] which uses quantization
and entropy coding in the DWTdomain and the Antonini fil-
ter for decomposition. The rankings are quite diﬀerent here.
The orthogonal filters were not in the top group any-
more, while the biorthogonal ones with long sets of coef-
ficients provided the best robustness. Interestingly, the best
detection results were achieved with filters of nearly the same
length of the Antonini filter used for the compression attack.
Additional tests (see [2] for more details) revealed that the
rankings of the filters used for embedding are significantly—
but not in an obvious way—influenced by the choice of filter
for the compression attack. Similar observations were made
when repeating these experiments using DWT-SCS embed-
ding. This eﬀect was in a way suggested by [4] in which sim-
ilar transform domains for marking and compression were
found to be beneficial for detection. Further investigation
of this correspondence, and the design of a filter bank with
good robustness against any kind of DWT-based compres-
sion could be the starting point for interesting followup re-
search. In general, long filters give the best results, but the ac-
tual rankings change with the choice of filter for compression
and with other parameters, so that no simple recommenda-
tion can be made here.
3.2.5. Overall detection results
Regardless of the embedding method, both rankings depend
most of all on the subband depth of marking and the kind
of compression attack used after marking. Unfortunately two
kinds of compression attacks suggest using diﬀerent filters, so
a filter will either optimize the scheme against one attack or
be a compromise. Such a compromise could be Daub8 with
its very good robustness against JPEG and, since it is a long
filter bank, reasonably good robustness against DWT com-
pression.
3.3. Overall results
In most situations, the DWT-SCS has overall properties su-
perior to the multiplicative method.
Marking an image with the two methods to approxi-
mately similar level of image degradation, the multiplicative
method was only found to have better overall results than the
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SCS at subband depth 1 and a low compression quality fac-
tor used for the attack. In all other cases, especially at higher
subband depths, the DWT-SCS clearly outperforms the mul-
tiplicative technique.
3.4. Possible optimizations
Imperceptibility and robustness usually have conflicting re-
quirements. To achieve the best possible robustness at a given
level of image degradation, additional fine tuning is neces-
sary. Since the two adopted embeddingmethods diﬀer signif-
icantly in this respect we need to look at possible optimized
settings separately.
3.4.1. Tuningmultiplicative embedding
Good robustness is only achieved when marking more than
only the first subband, but this easily results in visible ar-
tifacts in the marked image. Because of the large abso-
lute changes to large coeﬃcients (Section 3.2.1), robustness
quickly goes into saturation at high subband depths. We can
thus scale down the intensity in higher subbands (as pro-
posed in [13]) for a better tradeoﬀ between image quality
and watermark robustness.
3.4.2. Tuning DWT-SCS embedding
The quantization-based embedding does not provide a sim-
ilar simple dependency between its intensity settings and
performance. In fact, adapting the ∆ values to the marked
subband introduces a somewhat random eﬀect on the re-
sults. While upscaling leads to proportionally increased im-
age degradation, the detection results do not exhibit a similar
kind of behaviour. There is an obvious interaction between
the quantization performed by the embedding process and
the one resulting from the attacking compression ratio.
The optimal settings thus depend on the weight put on
image quality and robustness. Since only the image quality is
usually under one’s control, the optimization process starts
with selecting an upper bound on allowed image degrada-
tion. Settings (intensity, choice of filter) leading to not more
than the upper bound can be experimentally determined,
and the selected combination should provide the best pos-
sible robustness against a given attack. However this opti-
mization does not seem as vital as with the multiplicative
embedding, because DWT-SCS usually provides reasonable
performance at nonadaptive settings.
4. CONCLUSIONS, FUTUREWORK
We investigated parameters that influence the best choice
of filter banks with the aim of finding a good compromise
between the competing requirements of imperceptivity and
robustness. We have established that for both requirements
a filter’s performance depends most of all on the subband
depth used for marking. While finding good filters for opti-
mal image quality is easy, the detection results are influenced
by the kind of attack which is beyond our control in real-life
watermarking.
To achieve good robustness against JPEG compression
allowing little image degradation, the Villa3 filter bank is
more than a compromise if the first two or three subbands
are chosen for embedding. However, the DWT-based com-
pression attack leading to diﬀerent results suggests that the
kind of (compression) attack has an impact on the optimal
choice of filter bank, too. Because the way an attack is con-
ducted is beyond one’s control in real life, no one filter can
be recommended as an optimal choice here, but in general,
long filters showed good results. While Villa3 has good over-
all properties regardless of the two embedding techniques
we tested, Antonini is a relatively good choice if the multi-
plicative one is used, and Daub8 if the DWT-SCS embed-
ding is used. From the two diﬀerent embedding techniques
we used in our experiments, the blind DWT-SCS clearly out-
performed the nonblind multiplicative embedding.
For robustness to the two tested attacks, marking more
than the first subband is desirable, but it easily leads to
artifacts. Depending on the embedding algorithm adaptive
marking with changing intensity settings depending on the
marked coeﬃcients’ subbands can help in achieving better
overall results.
This work is part of an ongoing project on wavelet-based
second generation watermarking (see [14]). Such schemes
try to increase robustness against geometric distortion at-
tacks (e.g., StirMark [1]). The need for such advanced tech-
niques gets obvious once we take more sophisticated attacks
than lossy compression into consideration. For example, wa-
termark embedded using a Villa3 filter and DWT-SCS em-
bedding with ∆ = 40.0 and α = 1.0 at subband depth 2,
easily survives JPEG compression of a quality factor of 65%
and DWT compression at a compression ratio of 1 : 14, but
was rendered completely unreadable after a StirMark [1] al-
lowing only geometric attacks at standard settings.
Our next step will be to extend our marking system for
selecting and locating marked coeﬃcients according to fea-
tures in the DWT-transformed image.
APPENDICES
A. THE RANKINGS
Here, we introduce the full rankings averaged overall tested
images. In Tables 2, 3, 4, 5, 6, and 7, the abbreviations
used are Ha (Haar), D4 (Daub4), D6 (Daub6), D8 (Daub8),
An (Antonini), Od (Odegard), V2 (Villa2), V3 (Villa3), V4
(Villa4), V5 (Villa5), and V6 (Villa6).
B. DEGRADATION/DETECTION EXAMPLES
In Figure 3, the corresponding MSEs resulting frommarking
are 15.92560 (M70) and 2.09668 (S40). In contrast to M70,
S40 causes hardly any perceptible image degradation.
The detection results in Figure 4 were scored in Lqd as
3.56445 (M70) and 6.10352 (S40). Both detection results are
thus well below the experimentally determined readability
thresholds (see Section 2.4 for the actual thresholds).
All in all S40 exhibits superior overall performance.
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Table 2: Detection rankings (multiplicative embedding) after JPEG
compression (Lqd ) (Sections 3.2.1, 3.2.3).
1 subband 2 subbands 3 subbands
Ha 16.453 D8 10.259 V3 8.715
D4 17.704 V3 10.533 D4 9.057
D6 17.725 D6 10.678 D6 9.059
D8 17.894 Ha 10.807 D8 9.133
V5 18.562 D4 11.016 Ha 9.260
V2 19.169 Od 11.529 V6 9.337
Od 19.703 V6 11.660 An 9.415
An 19.727 V5 11.969 V5 9.788
V3 19.778 An 12.268 V2 9.911
V6 20.621 V2 12.327 V4 9.933
V4 20.895 V4 12.467 Od 10.098
Table 3: Detection rankings (multiplicative embedding) after DWT
compression (Lqd ) (Sections 3.2.1, 3.2.4).
1 subband 2 subbands 3 subbands
An 19.269 Od 11.645 V2 10.053
Od 19.698 An 12.012 An 10.170
V2 19.750 V6 12.263 V6 10.288
V4 21.041 V2 12.385 Od 10.340
V6 21.275 V4 12.666 V4 11.733
Ha 24.483 D8 20.992 D8 15.469
V5 26.803 Ha 21.019 Ha 17.135
V3 27.648 V5 22.862 D6 18.107
D8 27.934 V3 24.663 V5 18.728
D4 29.471 D6 25.014 V3 19.364
D6 30.346 D4 25.223 D4 19.733
Table 4: Detection rankings (DWT-SCS embedding) after JPEG
compression (Lqd ) (Sections 3.2.2, 3.2.3).
1 subband 2 subbands 3 subbands
Ha 6.035 D8 3.018 D8 1.796
D6 6.114 D4 3.115 D4 1.933
V3 6.160 D6 3.146 D6 1.935
D8 6.232 V3 3.167 V3 2.123
D4 6.324 Ha 3.430 Ha 2.267
V5 6.471 Od 3.512 V5 2.397
V2 6.847 V2 3.605 Od 2.408
V6 6.891 V5 3.669 V2 2.440
An 6.939 An 3.833 An 2.545
Od 6.949 V6 4.403 V6 2.883
V4 7.005 V4 5.183 V4 3.827
C. SUMMARY ON THE TOOLS
AND TEST PARAMETERS
Our watermarking software was implemented on base of our
C++ Wavelet and Image class library which among others
also includes a CLI program pgmcompare which we used to
determine the MSE and Lqd scores for our experiments. The
class library is Free Software and can be downloaded from
Table 5: Detection rankings (DWT-SCS embedding) after DWT
compression (Lqd ) (Sections 3.2.2, 3.2.4).
1 subband 2 subbands 3 subbands
V4 7.298 Od 4.658 Od 4.002
V6 7.424 An 4.847 V2 4.032
An 7.450 V2 4.873 An 4.076
Od 7.905 V6 7.180 V6 7.184
V2 7.915 V4 7.557 D8 7.996
V5 9.067 Ha 10.560 V4 8.271
V3 9.221 D8 10.862 V5 10.003
Ha 9.612 V5 10.880 Ha 10.007
D8 10.695 D4 13.588 D6 10.496
D6 12.268 D6 14.030 D4 11.792
D4 12.455 V3 14.094 V3 14.516
Table 6: Degradation rankings multiplicative embedding (MSE)
(Section 3.1.1).
1 subband 2 subbands 3 subbands
V4 5.326 V4 12.919 V3 26.494
V6 5.464 V3 13.118 An 27.358
V3 5.534 An 13.313 V5 27.468
An 5.573 V6 13.340 V4 27.543
Od 5.715 V5 13.724 Od 27.937
V2 5.867 Od 13.739 V6 27.976
V5 6.039 V2 14.020 V2 28.508
D4 6.381 D8 14.913 D8 30.077
D6 6.501 D4 15.157 D4 30.880
D8 6.549 D6 15.413 D6 31.467
Ha 7.427 Ha 16.919 Ha 33.997
Table 7: Degradation rankings DWT-SCS embedding (MSE)
(Section 3.1.2).
1 subband 2 subbands 3 subbands
D4 13.939 V6 10.152 V6 8.495
Ha 13.947 V4 10.573 V4 8.919
V2 14.071 V3 11.096 V3 9.341
D6 14.084 Ha 14.019 Ha 13.809
Od 14.144 D4 14.047 D4 13.842
D8 14.157 D8 14.058 D6 13.881
An 14.496 D6 14.082 D8 13.883
V5 14.564 An 14.148 An 14.551
V3 14.883 V5 15.044 V5 15.442
V6 15.307 Od 15.526 Od 17.068
V4 15.445 V2 16.243 V2 18.145
http://herbert.the-little-red-haired-girl.org/en/research/index.
html#software.
We used the CLI tools cjpeg/djpeg (JPEG distribution,
http://www.ijg.org/files), and encode/decode (Davis’ wavelet
kit [10]) to perform the two kinds of lossy compression.
For the JPEG attack, cjpeg was called in the following
way: “cjpeg-quality quality -outfile tmp.jpg image” with the
quality factors 100, 95, 90, 85, 80, 70, and 60. For the DWT
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(a) (b) (c)
Figure 3: (a) Original, (b) Daub4 multiplicative at 70% (M70), and (c) Daub4 DWT-SCS at ∆ = 40 and α = 1.0 (S40).
(a) (b)
Figure 4: After JPEG (70%): (a)M70 and (b) S40.
attack, encode was called in the following way: “encode image
tmp.raw ratio” with the ratio settings 8, 10, 12, 14, and 16
(for 1 : 8, 1 : 10, . . .).
Throughout our experiments we used PGM images that
were converted to other formats where necessary.
Our Unix shell scripts for automating the experiments
are available upon request.
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