Abstract. A well-known theorem, due to Nagata and Nowicki, states that the ring of constants of any K-derivation of K [x, y], where K is a commutative field of characteristic zero, is a polynomial ring in one variable over K. In this paper we give an elementary proof of this theorem and show that it remains true if we replace K by any unique factorization domain of characteristic zero.
Introduction
Derivations over polynomial rings and their rings of constants are objects of great importance in many fields of pure and applied mathematics (see, e.g., [3] for an excellent account). A classical application of derivations theory is the study of various questions such as first integrals and invariant algebraic sets for ordinary polynomial differential systems over the reals or the complexes. Also, it is nowadays well known that derivations, especially locally nilpotent ones, are ubiquitous in the study of algebraic automorphisms of affine spaces and various questions surrounding this wide area (see, e.g., [5] ).
Very often, the study of practical questions, arising for example from differential equations, leads to dealing with derivations over abstract rings, sometimes even nonreduced, of characteristic zero. One of the fundamental questions in this topic is to describe their rings of constants. For polynomials of the type K [x, y] , where K is a commutative field of characteristic zero, a remarkable theorem due to Nagata and Nowicki [4] states that the ring of constants of any K-derivation X of such a ring is of the form K[h] where h is a polynomial (see, e.g., [2] for some applications of this result). The proof of this theorem, as given in [4] , is based on two highly nontrivial results. The first one, due to Zariski [7] , gives a partial answer to the Hilbert 14th problem. More precisely, it states that for any subfield L ⊇ K of
is finitely generated over K. The second result is due to Zaks, who proved in [6] that Dedekind subrings, containing K, of the polynomial ring
In this paper we show that the result of Nagata and Nowicki also holds if we replace the ground field K by any unique factorization domain of characteristic zero. Our main argument for this aim is a quite elementary result of classical fields theory that we state in Theorem 3.1.
Notation and basic results
Let A be a commutative ring with unit. In case A is a domain, we let F be its fractions field. We denote by A[w] = A[w 1 , . . . , w n ] the ring of polynomials in the variables w 1 , . . . , w n with coefficients in A. By admissible ordering on N n we mean a total ordering on N n that satisfies the two following axioms:
, we let the leading monomial Lm(f, ) of f with respect to be w β where β is the greatest element in the set {α ; c α = 0}. The coefficient c β is called the leading coefficient of f with respect to and denoted by Lc(f, ).
If A is a domain and f, g are polynomials in A[w] we have the equalities
Assume that A is a domain and let x = x 1 , . . . , x n be a list of indeterminates over A [w] . Let us denote by P the maximal ideal of F (w)[x] generated by the polynomials 
Proof. i) Let us consider the F 1 -algebra homomorphism defined by
Clearly, the kernel of φ is P F1 , and therefore F 1 [x]/P F1 and Im(φ) are isomorphic as F 1 -algebras and, in particular, as F -algebras. This proves that
Since 
Since F 1 [x]/P F1 is an affine ring over F 1 we have
Gathering the equalities (2.1), (2.2) and (2.3) we get the claimed equality.
ii) Let g(w, x) ∈ P A1 , and write g(w, x) = α g α (w)x α with g α (w) ∈ A 1 . On the first hand, let us notice that f (x) − f (w) ∈ P A1 for any f (w) ∈ A 1 . On the other hand, we have g(w,
. This last relation implies that h(w) = 0, and so h = 0 according to the fact that w 1 , . . . , w n are algebraically independent over A.
The main result and some applications
In this section we state the principal result of this paper. We then apply it to show that the Nagata-Nowicki theorem also holds if we take a unique factorization domain of characteristic zero as a ground ring instead of a field. The extension to unique factorization domains is not new. A proof of it, which builds on the case of a field, is given in [1] . According to Lemma 2.1 i), we have dimP F1 = n − 1. Since, moreover, P F1 is prime, it is principal, i.e., generated by a single polynomial, say f (w, x). Let us choose an admissible ordering on N n and write
Let x β = Lm(f, ), and notice that β = 0 since f (w, x) is nonconstant. On the other hand, even if it means dividing f (w, x) by c β (w) we may assume that
, and let (w) be the least common multiple of the b α (w)'s. We can therefore write
where 
where
) is a primitive polynomial in A[w][x] and its leading coefficient with respect to is c(w).
Let g(w) be a nonconstant polynomial in A 1 , and notice that g(w)−g(x) belongs to P F1 . Since F 1 contains F we may assume, without loss of generality, that g(w) is primitive. Therefore, there exists
We can write g 1 (w, x) in the form 
This gives the equality Lc(g, ) = −Lc(g 2 , )Lc(f 1 , ) = −Lc(g 2 , )c(w), and therefore both c(w) and Lc(g 2 , ) are constants in A. This implies according to (3.2), (3.4) and the assumption F ⊂ F 1 that f 1 (w, x) and g 2 (w,
Since f 1 (w, x) ∈ P F1 ⊂ P, we have f 1 (w, w) = 0, and in particular f 1 (0, 0) = 0. This proves that f 1 (w, 0) is either equal to zero or nonconstant.
By substituting 0 to x in the relation (3.6) we get
with g 2 (w, 0), f 1 (w, 0) ∈ A 1 . This last equality and the fact that g(w) is nonconstant show that f 1 (w, 0) = 0, and thus it is nonconstant. This proves that deg(g 2 (w, 0)) < deg(g(w)). By using induction on deg(g(w)) we deduce that g(w) is a polynomial with coefficients in A in terms of f 1 (w, 0).
As an immediate consequence of Theorem 3.1 we have the following extension of the Nagata and Nowicki theorem [4] . 
