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CHARACTERIZATION OF FINITE COLORED SPACES
WITH CERTAIN CONDITIONS
MITSUGU HIRASAKA AND MASASHI SHINOHARA
Abstract. A colored space is the pair (X, r) of a set X and a
function r whose domain is
(
X
2
)
. Let (X, r) be a finite colored
space and Y, Z ⊆ X . We shall write Y ≃r Z if there exists a
bijection f : Y → Z such that r(U) = r(f(U)) for each U ∈
(
Y
2
)
.
We denote the numbers of equivalence classes with respect to ≃r
contained in
(
X
2
)
and
(
X
3
)
by a2(r) and a3(r), respectively. In this
paper we prove that a2(r) ≤ a3(r) when 5 ≤ |X |, and show what
happens when the equality holds.
1. Introduction
A colored space is the pair (X, r) of a set X and a function r whose
domain is
(
X
2
)
, where we denote by
(
X
k
)
the set of k-subsets of X for a
positive integer k. Notice that r can be identified with an edge-coloring
of the complete graph of X , which leads us to call the elements of Im(r)
colors where Im(r) is the image of r. From this point of view simple
graphs induce colored spaces with at most two colors. On the other
hand, metric spaces also induce colored space whose colors are defined
by its metric function. Thus, we observe that colore spaces covers quite
general objects of combinatorics and geometry.
Let (X, r) be a colored space. Then each subset Y of X induces a
colored space (Y, rY ), called a subspace, where rY is the restriction of
r to
(
Y
2
)
. For Y, Z ⊆ X we say that Y is isometric to Z if there exists
a bijection f : Y → Z with rY = rZ ◦ f , and we shall write
Y ≃r Z if Y is isometric to Y .
For a positive integer k we denote the class of isometric subspaces of
size k by Ak(r), i.e.,
Ak(r) =
{
[Y ] | Y ∈
(
X
k
)}
where [Y ] = {Z | Y ≃r Z}.
We denote the cardinality of Ak(r) by ak(r). One may notice that
A1(r) is a singleton, A2(r) can be identified with Im(r), and Ak(r) is a
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1
finite set if Im(r) is a finite set. Thus, the following sequence of positive
integers are defined when |X| = n:
(a1(r), a2(r), . . . , an(r)),
which is called the isometric sequence of (X, r). As mentioned before,
a1(r) = 1, a2(r) = |Im(r)|, and it is easy to obtain the following:
Example 1.1. For each finite colored space (X, r) with n = |X| we have
1 ≤ a2(r) ≤
(
n
2
)
.
One of the extremal cases has the isometric sequence (1, 1, . . . , 1) and
another has the isometric sequence(
1,
(
n
2
)
,
(
n
3
)
, . . . ,
(
n
k
)
, . . . ,
(
n
n− 1
)
, 1
)
.
Notice that, for Y, Z ∈
(
X
3
)
, Y ≃r Z if and only if (r(U) | U ∈
(
Y
2
)
)
coincides with (r(V ) | V ∈
(
Z
2
)
) as multi-sets, so that we obtain from
the rule of combinations with repetitions that
1 ≤ a3(r) ≤
(
a2(r) + 2
3
)
.
One of the optimal cases appears in four points in a Euclidean space
like the vertices of a rectangle, a tetrahedron with congruent faces or
a regular simplex. On the other hand, another can be attained when
you have enough many points, and one may notice that such colored
spaces are conventional and not so curious. In this paper we focus on
how isometric sequences changes. So far we have seen only isometric
sequences changes unimodally, and it is conjectured to be true for every
isometric sequence. The first step toward this conjecture must be to
say what happens when a2(r) > a3(r), that is exactly what is stated in
the following our main theorem:
Theorem 1.1. For each finite colored space (X, r) with 5 ≤ |X| we
have a2(r) ≤ a3(r).
Namely, if a2(r) > a3(r), then |X| ≤ 4, and hence the isometric
sequence is unimodal. In Theorem 4.3 it is natural to ask when the
equality holds. For example, the vertices of a regular octahedron and
a regular hexagon in a Euclidean space induce the isometric sequences,
respectively,
(1, 2, 2, 2, 1, 1), (1, 3, 3, 3, 1, 1).
In [5] the authors classify all colored spaces with a2(r) = a3(r) ≤ 3 and
5 ≤ |X| up to isomorphism (see Section 2 for the definition)1 Cotinued
to these works we solved this problem completely in the following:
1In [5] only finite metric spaces are discussed. However, all results on the classi-
fications of finite metric spaces can be translated to those on colored spaces, since
the classification is done up to isomorphisms.
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Theorem 1.2. Every finite colored space (X, r) with 4 ≤ a2(r) = a3(r)
and 9 ≤ |X| induces the partition of
(
X
2
)
given in one of the following:
(i) disjoint matchings and the remaining where disjoint matchings
mean matchings whose union is also a matching;
(ii) a disjoint union of two cliques, disjoint matchings between the
two cliques and the remaining;
(iii) a singleton of one edge U , the edges from one end of the edge
to X \ U , the edges from the other end to X \ U , and the
remaining.
Remark 1.2. We have a2(r) = a3(r) = 4 if (iii) happens in Theorem 1.2.
In relation to this topic we refer some articles on distance sets (see
[1], [2], [3] and [4]). For a positive integer s we say that a finite subset
X in a Euclidean space RN is an s-distance set if a2(r) = 2 where
r :
(
X
2
)
→ R≥0 is is defined by r({x, y}) = ||x − y||. In [1], an upper
bound for |X| is given by a function on s and N . In [3] and [4] they
show 2-distance sets in RN which attains the upper bound. In [2] they
show some criterion to embed finite colored spaces (X, r) with a2(r) = 2
into a Euclidean space of dimension less than |X| − 1. In such a way
studies on distance sets focus on finite subsets in a Euclidean spaces
with certain optimal conditions. From this point of view Theorem 1.2
gives a characterization of finite subsets X of a Euclidean space whose
distances corresponds to the congruence classes of triangles derived
from the elements in
(
X
3
)
.
In Section 2 we prepare some notation on colored spaces, and in
Section 3 we give a proof of the first step of the induction to prove our
main result in Section 4.
2. Preliminaries
Throughout this paper we assume that (X, r) is a finite colored space
with n = |X|. For all distinct x, y ∈ X we write r(x, y) instead of
r({x, y}) for short. As mentioned in Section 1, Im(r) is identified with
A2(r), so that an element [{x, y}] ∈ A2(r) is denoted by r(x, y). For
all distinct x, y, z ∈ X we write [{x, y, z}] ∈ A3(r) as αβγ where α =
r(x, y), β = r(y, z) and γ = r(z, x), so that
αβγ = βγα = γαβ = αγβ = γβα = βαγ.
For α ∈ A2(r) we define
Eα = r
−1(α) and Rα = {(x, y) ∈ X ×X | r(x, y) = α},
so that, for each α ∈ A2(r), (X,Eα) is a simple graph and Rα is a
symmetric binary relation on X . For a binary relation R on X and
x ∈ X we set
R(x) = {y ∈ X | (x, y) ∈ R}.
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For a finite colored space (X1, r1) we say that (X, r) is isomorphic to
(X1, r1) if there exist bijections f : X → X1 and g : Im(r) → Im(r1)
with
g ◦ r = r1 ◦ f.
Remark that any isometric subspaces are isomorphic, but the converse
does not hold in general.
For a positive integer k with 1 ≤ k ≤ n we set
Mk(r) = {α ∈ A2(r) | (X,Eα) has a vertex of degree at least k},
and we denote the size of Mk(r) by mk(r).
Remark 2.1. For each α ∈ A2(r),
α /∈M2(r) if and only if (X,Eα) is a matching on X ,
and ααα /∈ A3(r) if and only if (X,Eα) is triangle-free.
For ∅ 6= Γ ⊆ A2(r) we say that Γ is closed if,
for all α, β ∈ Γ and γ ∈ A2(r), αβγ ∈ A3(r) implies γ ∈ Γ.
Lemma 2.1. For ∅ 6= Γ ⊆ A2(r), Γ is closed if and only if (X,
⋃
γ∈ΓEγ)
is a disjoint union of cliques.
Proof. Set R0 = {(x, x) | x ∈ X}. Then Γ is closed if and only
if
⋃
α∈Γ∪{0}Rα is an equivalence relation on X . Since the equiva-
lence classes correspond to the connected components of the graph
(X,
⋃
γ∈ΓEγ), the lemma holds. 
Lemma 2.2. If Mk+1(r) = ∅, then n ≤ 1 + ka2(r), and the equality
does not hold when k is odd and a2(r) is even.
Proof. Let x ∈ X . Since Mk+1(r) = ∅, we have
n = |X| = 1 +
∣∣∣∣∣∣
⋃
α∈A2(r)
Rα(x)
∣∣∣∣∣∣ ≤ 1 + ka2(r).
Suppose that the equality holds when k is odd and a2 is even. Then
each vertex has exactly k neighbors in (X,Eα), which implies that
2|Eα| = |Rα| = nk = (1 + ka2(r))k
is odd, a contradiction. 
Lemma 2.3. If a2(r) = a3(r) = m2(r), then a2(r) ≤ 2.
Proof. It is clear that, for all α, β, γ, δ ∈ A2(r), if ααβ = γγδ, then
α = γ and β = δ. This implies that M2(r) is embedded into A3(r).
Since A2(r) = M2(r) by a2(r) = m2(r), it follows from a3(r) = m2(r)
that the mapping from M2(r) to A3(r) defined by
α 7→ ααα′
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for some α′ ∈ A2(r) is well-defined and bijective, so that there are no
tricolored triangles.
Suppose a2 > 1. Then ααβ ∈ A3(r) for some α, β ∈ A2(r) with
α 6= β. Let x0, x1, x2, y ∈ X with
r(x0, x1) = r(x0, x2) = α, r(x1, x2) = β and y /∈ {x0, x1, x2}.
Since {x0, x1, y} is not tricolored, we have either
r(x0, y) = γ or r(x0, y) = α where γ := r(x1, y).
If r(x0, y) = γ, then r(y, x2) 6= γ by the injectivity of the above map-
ping, and hence r(y, x2) = α, which implies that β = γ or α = γ
since {x1, x2, y} is not tricolored. If r(x0, y) = α, then r(y, x2) = γ =
α by the injectivity. Since y is arbitrarily taken, we conclude that
r(x1, y) ∈ {α, β}. Since there are no tricolored triangles, it follows that
A2(r) = {α, β}, and hence a2(r) = 2. 
Lemma 2.4. For all α, β, γ, δ ∈ A2(r), if βγδ ∈ A3(r) is a unique
element in which δ appears, and α /∈ {β, γ, δ}, then either αβγ ∈ A3(r)
or ββα, γγα ∈ A3(r), and furthermore, β, γ ∈M2(r) unless n ≤ 4.
Proof. Let (x, y) ∈ Rδ and z ∈ X \ {x, y}. Then, by the assumption,
[{x, y, z}] = βγδ, and hence,
(1) (r(x, z), r(y, z)) ∈ {(β, γ), (γ, β)}.
For all distinct z, w ∈ X with r(z, w) = α, we have {z, w} ∩ {x, y} = ∅
by the assumption of α /∈ {β, γ, δ}. Thus, ([{x, z, w}], [{y, z, w}]) is
either
(αβγ, αβγ) or (αββ, αγγ).
Moreover, if n ≥ 5, then β, γ ∈M2(r) by (1) and |X \ {x, y}| ≥ 3. 
3. Proof of the first step of the induction
Throughout this section we assume that (X, r) is a finite colored
space with a2(r) = a3(r) = 4.
Lemma 3.1. For all distinct α, β, γ ∈ A2(r), if {α, β, γ} is closed,
then
αδδ, βδδ, γδδ ∈ A3(r)
where δ is a unique element in A2(r) \ {α, β, γ}.
Proof. By Lemma 2.1, (X,Eα ∪Eβ ∪Eγ) is a disjoint union of cliques.
Since (X,Eδ) is its complement, each element as in the conclusion can
be realized as a triangle in this configuration. 
Lemma 3.2. Suppose that α, β ∈ A2(r) satisfy the following:
(i) {α, β} is closed and α 6= β;
(ii) We have ααβ ∈ A3(r);
(iii) There exists an element in A3(r) \ {ααβ} which forms α1α2α3
for some α1, α2, α3 ∈ {α, β}.
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Let Y be a connected component of (X,Eα ∪ Eβ) with x0, x1, x2 ∈ Y ,
r(x0, x1) = r(x0, x2) = α, r(x1, x2) = β, and x ∈ X \ Y .
Then r(x1, x) = r(x2, x) 6= r(x0, x) /∈M2(r). In particular, |X \Y | = 1
and
A3(r) = {βββ, ααβ, γγβ, αγδ}
where γ = r(x2, x) and δ = r(x0, x).
Proof. We claim that r(xi, x) 6= r(x0, x) for i = 1, 2. Suppose the
contrary, i.e., r(xi, x) = r(x0, x) for some i = 1, 2. Without loss of
generality we may assume that r(x1, x) = r(x0, x). Notice that
δδα, δγα, δγβ ∈ A3(r),
and they are distinct if γ 6= δ, which contradicts a3(r) = 4 by (ii) and
(iii). On the other hand, if γ = δ, then δδα, δδβ ∈ A3(r) are distinct,
a contradiction to a2(r) = 4 by (ii) and (iii).
Since r(xi, x) ∈ A2(r) \ {α, β} by (i), it follows from the above claim
that
r(x1, x) = r(x2, x) 6= r(x0, x), and γγβ, γδα ∈ A3(r) are distinct.
Therefore, we conclude from (ii) and (iii) that δ /∈ M2(r). Since x is
arbitrarily taken in X \ Y , it follows from δ /∈M2(r) that
|X \ Y | = 1.
This implies that
ααα, αββ /∈ A3(Y ),
otherwise,
αγγ ∈ A3(r) or βγδ ∈ A3(r),
a contradiction to a3(r) = 4. Since γγβ, γδα ∈ A3(r) are distinct, the
last statement follows from (ii) and (iii) with a2(r) = a3(r) = 4. 
Lemma 3.3. Suppose m3(r) > 0 and there is no α ∈ A2(r) such that
ααα ∈ A3(r). Then, for a suitable ordering of elements of A2(r), A3(r)
equals one of the following:
(i) {ααβ, ααγ, ααδ, βγδ} and n ≤ 8;
(ii) {ααβ, ααγ, ββγ, ααδ} and n ≤ 6;
(iii) {ααβ, ααγ, ββγ, αβδ} and n ≤ 6.
Proof. Let α ∈M3(r) and {x, x1, x2, x3} ∈
(
X
4
)
such that
r(x, xi) = α for i = 1, 2, 3.
For short we denote {x1, x2, x3} by U . Notice that, by the assumption,
α /∈ A2(rU) and 1 < |A2(rU)| ≤ 3.
If |A2(rU)| = 3, then we obtain the first case
A3(r) = {ααβ, ααγ, ααδ, βγδ}
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where A3(r) \ {α} = {β, γ, δ}. Since {β, γ, δ} is closed and βγδ is
a unique element consisting of some of {β, γ, δ}, it follows from [5,
Thm. 3.1] and ααα /∈ A3(r) that (X,Eβ ∪ Eγ ∪ Eδ) has exactly two
connected components of size at most four. Therefore, n ≤ 8.
Suppose A2(rU) = {β, γ} where α, β, γ are distinct. Without loss of
generality we may assume that
r(x1, x2) = r(x2, x3) = β, r(x1, x3) = γ.
Note that
ααβ, ααγ, ββγ ∈ A3(r) are distinct,
and the unique element δ ∈ A2(r) \ {α, β, γ} appears in the unique
element in A3(r)\{ααβ, ααγ, ββγ}. We shall write the unique element
in A3(r) as µνδ where µ, ν ∈ {α, β, γ, δ}.
We claim that α ∈ {µ, ν}. Otherwise, {β, γ, δ} is closed, by Lemma 3.1,
ααδ ∈ A3(r),
a contradiction.
Without loss of generality we may assume that µ = α and ν ∈
{α, β, γ, δ}. Then {β, γ} is closed for each case. Since ββγ is a unique
element of A3(r) consisting of β and γ, it follows from [5, Thm. 3.1]
that each connected component of (X,Eβ ∪ Eγ) has size at most four.
If ν = α, then we obtain the second case. Since {β, γ, δ} is closed, it
follows that (X,Eβ ∪Eγ ∪Eδ) has exactly two connected components,
one of which contains ββγ, another of which consists of two vertices
with color δ. Therefore, n ≤ 6.
From now on we assume that ν 6= α. We claim (X,Eβ ∪ Eγ) has
exactly two connected components. Clearly, it has more than one con-
nected component. If y is an element of X belonging to neither of the
connected components containing x nor x1, then
r(y, xi) = α for some i = 1, 2, 3,
otherwise, δδβ ∈ A3(r), a contradiction. Since ααα /∈ A3(r), it follows
that r(x, y) = δ, which implies that ααδ ∈ A3(r), a contradiction to
ν 6= α.
Since ανδ ∈ A3(r), it follows from the claim that one edge with color
δ lies between the two connected components and ν ∈ {β, γ}. Notice
that αβδ and αγδ are distinct so that only one of them belonged to
A3(r). This implies that each connected component has size at most
three and |Rδ(x2)| = 1. Therefore, ν = β and (iii) holds.
This completes the proof. 
Example 3.1. Let {Y, Z} be a bipartition of X with |Y | = |Z| = 4. We
set Eα = (Y, Z) where (Y, Z) is defined to be the set of edges between
Y and Z, and Eβ , Eγ , Eδ to be three disjoint perfect matching disjoint
from Eα. Then each subset W of X with |W | ≥ 4 and |W ∩ Y | 6= 2
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satisfies
A3(W ) = {ααβ, ααγ, ααδ, βγδ}.
Example 3.2. Let {Y, Z} be a bipartition ofX with |Y | = 4 and |Z| = 2
We set
Eα = (Y, Z), and Eγ to be a perfect matching on Y ,
Eβ =
(
Y
2
)
\ Eγ, Eδ =
(
Z
2
)
.
Then each subset W of X with |W | ≥ 5 and Z ⊆ W satisfies
A3(W ) = {ααβ, ααγ, ββγ, ααδ}.
Example 3.3. Let {Y, Z} be a bipartition of X with |Y | = |Z| = 3 and
(y0, z0) ∈ Y × Z. We set
Eα = (Y, Z) \ {y0z0}, Eδ = {y0z0}, Eγ =
(
Y \{y0}
2
)
∪
(
Z\{z0}
2
)
,
and Eβ to be the remaining. Then each subset W of X with 4 ≤ |W |,
{y0, z0} ⊆W and |Y ∩W | 6= 2 satisfies
A3(W ) = {ααβ, ααγ, ββγ, αβδ}.
Lemma 3.4. Suppose that there exists α ∈ A2(r) such that
ααα ∈ A3(r) and {α} is closed.
Then, for a suitable ordering of elements of A2(r), A3(r) equals one of
the following:
(i) {ααα, αβγ, αγδ, αβδ} and n ≤ 6;
(ii) {ααα, αββ, γγα, βγδ};
(iii) {ααα, αββ, αβγ, αβδ}.
Proof. Let Y be a connected component of (X,Eα) containing distinct
elements x1, x2, x3, and let x ∈ X \ Y . Then
α /∈ {r(x, xi) | i = 1, 2, 3}.
If |{r(x, xi) | i = 1, 2, 3}| = 3, then we obtain the first case
A3(r) = {ααα, αβγ, αγδ, αδβ}
where {r(x, xi) | i = 1, 2, 3} = {β, γ, δ}. Since β, γ, δ /∈ M2(r),
|Y | = |Rβ(x)|+ |Rγ(x)|+ |Rδ(x)| ≤ 3.
This implies that n ≤ 6.
If |{r(x, xi) | i = 1, 2, 3}| < 3, then there exists β ∈ A2(r) such that
αββ ∈ A3(r).
Suppose that {α, β} is closed. Applying Lemma 3.2 for αββ ∈ A3(r)
we obtain the second case
A3(r) = {ααα, αββ, γγα, βγδ}
where A2(r) \ {α, β} = {γ, δ}.
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Suppose that {α, β} is not closed. Note that there are no γ ∈ A2(r)
such that
ααγ ∈ A3(r)
since {α} is closed. Thus there exists γ ∈ A2(r) \ {α, β} such that one
of the following holds:
(i) αβγ ∈ A3(r);
(ii) ββγ ∈ A3(r).
Notice that, for each case, {α, β, γ} is not closed by Lemma 3.1. This
implies A3(r) contains δµν such that µ, ν ∈ {α, β, γ} where {µ, ν} is
one of the following:
{α, β}, {α, γ}, {β}, {β, γ}, {γ}.
Applying Lemma 2.4 for a unique element µνδ ∈ A3(r) including δ
we can eliminate the case of γγδ ∈ A3(r), and hence, γ /∈ M2(r).
Since n ≥ 5 unless the first case of this lemma holds, it follows from
Lemma 2.4 that γ /∈ {µ, ν}, and the following case can be eliminated:
(i) αβγ, αβδ ∈ A3(r), which is the third case;
(ii) αβγ, ββδ ∈ A3(r) does not occur since ββγ /∈ A3(r);
(iii) ββγ, αβδ ∈ A3(r) does not occur since αβγ, ααγ /∈ A3(r);
(iv) ββγ, ββδ ∈ A3(r) does not occur since βββ /∈ A3(r) and
{α, δ, γ} is closed.
This completes the proof. 
Example 3.4. Let {Y, Z} a bipartition of X with |Y | = |Z| = 3. We
set
Eα =
(
Y
2
)
∪
(
Z
2
)
,
Eβ, Eγ and Eδ to be disjoint perfect matchings on X connecting Y and
Z. Then each subset W of X with |W | ≥ 4 and |Y ∩W | 6= 2 satisfies
A3(W ) = {ααα, αβγ, αγδ, αδβ}.
Lemma 3.5. Suppose that there exists α ∈ A2(r) such that ααα ∈
A3(r) and {α} is not closed. Then, for a suitable ordering of elements
of A2(r),
A3(r) = {ααα, ααβ, ααγ, ααδ}.
Proof. Since {α} is not closed, there exists β ∈ A2(r) \ {α} such that
ααβ ∈ A3(r).
Applying Lemma 3.2 with the assumption of
ααα, ααβ ∈ A3(r)
we obtain that {α, β} is not closed. Thus, there exists γ ∈ A2(r)\{α, β}
such that one of the following holds:
(i) ααγ ∈ A3(r);
(ii) αβγ ∈ A3(r);
(iii) ββγ ∈ A3(r).
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Notice that, for each case, {α, β, γ} is not closed, otherwise, we have
a3(r) > 4, a contradiction. This implies that A3(r) contains δµν such
that µ, ν ∈ {α, β, γ} where {µ, ν} is one of the following:
{α}, {α, β}, {α, γ}, {β}, {β, γ}, {γ}.
Applying Lemma 2.4 we can show the following cases never occur:
γγδ ∈ A3(r), ββδ ∈ A3(r) or ββγ ∈ A3(r),
and hence, γ /∈M2(r) and β /∈M2(r). Since n ≥ 5 by a2(r) = a3(r) = 4
and the assumption on α, it follows from Lemma 2.4 that γ /∈ {µ, ν},
and the following cases can be eliminated:
(i) ααγ, ααδ ∈ A3(r), which is the same as in the statement;
(ii) ααγ, αβδ ∈ A3(r) does not occur since αβγ, ββγ /∈ A3(r);
(iii) αβγ, ααδ ∈ A3(r) does not occur since ααγ /∈ A3(r);
(iv) αβγ, αβδ ∈ A3(r) does not occur since β /∈M2(r);
This completes the proof. 
Theorem 3.6. The statement of Theorem 1.2 holds when a2(r) =
a3(r) = 4.
Proof. Suppose m3(r) = 0. Then n = 9 since a2(r) = 4 and 9 ≤ n.
This implies m2(r) = 4, which contradicts Lemma 2.3.
Suppose m3(r) > 0. Applying Lemma 3.3 with 9 ≤ n we conclude
that there exists α ∈ A2(r) such that ααα ∈ A3(r). By Lemma 3.4
and 3.5, A3(r) is one of the following:
(i) {ααα, αββ, αγγ, βγδ};
(ii) {ααα, αββ, αβγ, αβδ};
(iii) {ααα, ααβ, ααγ, ααδ}.
(i) Let z1, z2 ∈ X with r(z1, z2) = δ and Y a connected component
of (X,Eα) with size at least three. Since no element of A3(r) contains
both α and δ, we have {z1, z2} ∩ Y = ∅. Since δ /∈M2(r),
r(y, zi) ∈ {β, γ} for each y ∈ Y .
Since αβγ /∈ A3(r),
r(y, zi) is constant whenever y ∈ Y .
Since β and γ are symmetric, we may assume that r(y, z1) = β for each
y ∈ Y . Since ββδ /∈ A3(r), it follows that r(y, z2) = γ for each y ∈ Y .
Thus, the partition induces the one given in (iii) of Theorem 1.2.
(ii) Since each element of A3(r) contains α, it follows from Lemma 2.1
that (X,Eα) has exactly two connected components, say Y and Z.
Note that Eγ and Eδ are matchings onX and Eβ∪Eγ is also a matching
onX since no element of A3(r) contains both β and γ. Therefore, (X, r)
is the one given in (ii) of Theorem 1.2.
(iii) Note that that Eβ , Eγ and Eδ are matchings on X and Eβ ∪
Eγ ∪ Eδ is also a matching on X since no element of A3(r) contains
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two of β, γ and δ. Therefore, (X, r) coincides with the one given in (i)
of Theorem 1.2.

4. Proof of our main results
For functions r, r1 whose domain is
(
X
2
)
we say that r1 is a fusion of
r if {r−1(α) | α ∈ Im(r)} is a refinement of {r−11 (α) | α ∈ Im(r1)}.
Lemma 4.1. Let (X, r) be a finite colored space with
2 ≤ a2(r), 0 < m2(r) and 5 ≤ n.
Then there exists a fusion r1 of r such that
a2(r)− a2(r1) = 1 and 1 ≤ a3(r)− a3(r1).
Proof. Let {x1, x2, x3, x4} ∈
(
X
4
)
with r(x1, x2) = r(x2, x3).
If r(x4, x1) 6= r(x4, x3), then the identification of r(x4, x1) and r(x4, x3)
is a required one since
[{x1, x2, x4}] = [{x3, x2, x4}] in (X, r1) but not in (X, r).
If r(x4, x1) = r(x4, x3) 6= r(x1, x2), then the identification of r(x1, x2)
and r(x1, x4) is a required one since
[{x1, x2, x3}] = [{x1, x4, x3}] in (X, r1) but not in (X, r).
If r(x4, x1) = r(x4, x3) = r(x1, x2) and r(x1, x3) 6= r(x2, x4), then the
identification of r(x1, x3) and r(x2, x4) is a required one since
[{x1, x2, x3}] = [{x2, x1, x4}] in (X, r1) but not in (X, r).
Since x4 is arbitrarily taken, we may assume that, for every x5 ∈ X \
{xi | i = 1, 2, 3, 4}, we have r(x5, x1) = r(x5, x3) = r(x1, x2) and
r(x2, x4) = r(x1, x3) = r(x2, x5) = r(x4, x5).
If r(x1, x2) 6= r(x2, x4), then the identification of r(x1, x2) and r(x2, x4)
is a required one since
[{x1, x2, x3}] = [{x2, x4, x5}] in (X, r1) but not in (X, r).
If r(x1, x2) = r(x2, x4), then a2(r) = 1, a contradiction. 
Lemma 4.2. Let (X, r) be a finite colored space with
a2(r) <
(
n
2
)
, m2(r) = 0 and 5 ≤ n.
Then there exists a fusion r1 of r such that
a2(r)− a2(r1) ≤ 2, and a2(r)− a2(r1) ≤ a3(r)− a3(r1).
Proof. The condition m2(r) = 0 implies that, for each α ∈ Im(r),
(X,Eα) is a matching. The condition a2(r) <
(
n
2
)
implies that there
exists α ∈ Im(r) such that |r−1(α)| ≥ 2. Let
x1x2, y1y2 ∈ r
−1(α) with x1x2 ∩ y1y2 = ∅,
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so that, for i = 1, 2,
r(xi, y1) 6= r(xi, y2) and r(x1, yi) 6= r(x2, yi)
where we write {u, v} ∈
(
X
2
)
as uv for short.
If |{r(xi, yj) | i, j = 1, 2}| = 4, then the identification of r(x1, y1)
and r(x2, y2) is a required one since
[{x1, x2, y1}] = [{y1, y2, x2}] in (X, r1) but not in (X, r).
If |{r(xi, yj) | i, j = 1, 2}| = 3 so that we may assume r(x1, y1) =
r(x2, y2), then the identification of r(x1, y2) and r(x2, y1) is a required
one since
[{x1, x2, y1}] = [{x1, x2, y2}] in (X, r1) but not in (X, r).
If |{r(xi, yj) | i, j = 1, 2}| = 2 so that we may assume
r(x1, y1) = r(x2, y2) and r(x1, y2) = r(x2, y1),
then we take z ∈ X \ {x1, x2, y1, y2}, so that
|{r(z, xi), r(z, yi) | i = 1, 2}| = 4 and
{r(z, xi), r(z, yi) | i = 1, 2} ∩ {r(x1, x2), r(x1, y1), r(x1, y2)} = ∅.
Furthermore, the fusion r1 of r obtained by identifying r(z, x1) with
r(z, y2), and r(z, x2) with r(z, y1), is a required one, since
[{x1, x2, z}] = [{y1, y2, z}] and [{x1, y1, z}] = [{x2, y2, z}] in (X, r1)
but not in (X, r).
Since |{r(xi, yj) | i, j = 1, 2}| > 1, this completes the proof. 
Theorem 4.3. For each finite colored space (X, r) with 5 ≤ n we have
a2(r) ≤ a3(r).
Proof. Suppose the contrary, i.e., a2(r) > a3(r). If a2(r) =
(
n
2
)
, then
a3(r) =
(
n
3
)
, so that a2(r) ≤ a3(r) unless n ≤ 4.
Applying Lemma 4.1 and 4.2 for (X, r) we obtain a fusion r1 of r such
that
a2(r1) = a2(r)− 1 > a3(r)− 1 ≥ a3(r1) if a2(r)− a2(r1) = 1,
and
a2(r1) = a2(r)− 2 > a3(r)− 2 ≥ a3(r1) if a2(r)− a2(r1) = 2
Repeating this argument we have, for some positive integer k,
2 = a2(rk) > a3(rk) or 3 = 23(rk) > a3(rk),
which contradicts [5, Thm. 3.5]. 
Proof of Theorem 1.2.
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Proof. Use induction on a2(r). Theorem 3.6 proves the first step of the
induction. Suppose 5 ≤ a2(r).
We claim that m2(r) > 0. Suppose the contrary, i.e., (X,Eα) is a
matching for each α ∈ A2(r). Then(
n
2
)
=
∑
α∈Im(r)
|r−1(α)| ≤ a2(r)
n
2
,
and hence, 8 ≤ n − 1 ≤ a2(r). Therefore, by Lemma 4.1 and 4.2 and
Theorem 4.3, there exists a fusion r1 of r such that
6 ≤ a2(r1) = a3(r1) < a2(r).
By the inductive hypothesis, (X, r1) induces a partition given in The-
orem 1.2. However, it is impossible to obtain (X, r) with m2(r) = 0 by
separating one or two elements of A2(r1) into two parts, a contradiction.
By the claim, we conclude from Lemma 4.1 that (X, r) is obtained
by separating only one of r−11 (α) with α ∈ Im(r1) into two parts.
First, we claim that (X, r1) does not induce a partition given in
Theorem 1.2(iii). Suppose the contrary, i.e., (X, r1) induces a partition
given in Theorem 1.2(iii). For convenience we assume that
Im(r1) = {α, β, γ, δ}, r
−1
1 (δ) = {y, z},
r−11 (γ) is the edges from y to U where U := X \ {y, z},
r−11 (β) is the edges from z to U and r
−1
1 (α) =
(
U
2
)
.
Notice that r−11 (δ) is not separated since it is only one edge. If r
−1
1 (γ)
is separated into two parts, say r−1(γ1) and r
−1(γ2) then
a3(r)− a3(r1) ≥ 2
since
γ1γ2α, γ1βδ and γ2βδ
are non-isometric in (X, r). This implies
(2) a3(r) ≥ a3(r1) + 2 = 6 > 5 = 1 + a2(r1) = a2(r),
a contradiction to a2(r) = a3(r). By symmetry of β and γ, we can show
that r−11 (β) is not separated. If r
−1
1 (α) is separated into two parts, say
r−1(α1) and r
−1(α2), then a3(r)− a3(r1) ≥ 2 since α1βγ and α2βγ are
not isometric in (X, r), and a3(rU) ≥ 2 since |U | ≥ 5 and a2(rU) = 2.
Thus, we have the same contradiction as (2).
Second, we claim that, if (X, r1) induces a partition given in Theo-
rem 1.2(ii), then (X, r1) induces a partition given in Theorem 1.2(ii).
For convenience we assume that
Im(r1) = {α, β, γi | i = 1, 2, . . . , a2(r)− 3},
r−11 (α) =
(
Y
2
)
∪
(
Z
2
)
,
⋃a2(r)−3
i=1 r
−1(γi) is a matching,
and r−11 (β) is the remaining edges.
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If r−11 (γi) is separated, then (X, r) induces a partition given in The-
orem 1.2(ii). If r−11 (β) is separated into two parts, say r
−1(β1) and
r−1(β2), then one of them should be a matching disjoint from
a2(r)−3⋃
i=1
r−1(γi),
otherwise, the following non-isometric elements in (X, r) would induce
a contradiction:
αβ1β1, αβ2β2, and αβ1β2 or
αβiβi, αβiβj , αβiγk, and αβjγl for some i, j, k, l with i 6= j.
If r−11 (α) is separated into two parts, say r
−1(α1) and r
−1(α2), then we
have a contradiction because of the following non-isometric elements:
α1βiβj , α2βiβj for some i, j
and |A3(rY ) ∪ A3(rZ)| ≥ 2 since max{|Y |, |Z|} ≥ 5.
It remains to eliminate the case where (X, r1) induces a partition
given in Theorem 1.2(i), and we shall prove that (X, r) induces a par-
tition given in Theorem 1.2(i),(ii). For convenience we assume that
Im(r1) = {α, γi | i = 1, 2, . . . , a2(r)− 2},
⋃a2(r)−2
i=1 r
−1(γi) is a matching, and
r−11 (α) is the remaining edges.
If r−11 (γi) is separated, then (X, r) induces a partition given in The-
orem 1.2(i). Suppose r−11 (α) is separated into two parts, say r
−1(α1)
and r−1(α2). If αi /∈M2(r), then
a2(r)−2⋃
i=1
r−1(γi)

 ∪ r−1(αi)
is a matching, otherwise, the following non-isometric elements would
induce a contradiction:
αiαjαj , αjαjαj, αjαjγk and αiαjγk for some j, k with i 6= j.
Thus, we may assume that αi ∈ M2(r) for i = 1, 2.
Since a2(r) − 2 ≥ 3 and a2(r) = a3(r), there exists k such that γk
appears only once in A3(r).
We claim that γkαiαi /∈ A3(r) for i = 1, 2. Let {x, y} ∈ Eγk . If
γkα1α1 ∈ A3(r), then all edges from {x, y} to others are beleonged to
Eα1 , which implies
γiα1α1, α1α1α2 ∈ A3(r) for each i = 1, 2, . . . , a2(r)− 2.
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Since 9 ≤ n, we can take V ∈
(
X
4
)
with V ∩ {x, y} = ∅ such that
A2(rV ) ⊆ {α1, α2}. This implies that αiαiαi ∈ A3(r) for some i = 1, 2.
Since α2 ∈M2(r) and
|{γjα1α1, α1α1α2, αiαiαi | j = 1, 2, . . . , a2(r)− 2}| = a2(r),
it follows that i = 2. This implies that {α2, γj | j = 1, 2, . . .} is closed,
and (X,Eα2 ∪
⋃
iEγi) is a disjoint union of at least three cliques, so
that α1α1α1 ∈ A3(r), a contradiction to a2(r) = a3(r).
By the claim,
(3) γkα1α2 ∈ A3(r).
Since α1, α2 ∈ M2(r), αiαiβi ∈ A3(r) for some βi ∈ A2(r). Since these
elements are non-isometric in (X, r), it follows from a2(r) = a3(r) that
each of γis appears only once in A3(r). Therefore, we conclude from
(3) that
(4) γjα1α2 ∈ A3(r) for each j = 1, 2, . . . , a2(r)− 2.
Notice that
|{αiαiβi, γjα1α2, | i = 1, 2, j = 1, 2, . . . , a2(r)− 2}| = a2(r).
It follows from (4) that
β1, β2 ∈ {α1, α2}.
Since 9 ≤ n, it follows from (4) that there exists W ∈
(
Rαi (x)
3
)
for some
i = 1, 2 such that A2(rW ) ⊆ {α1, α2}. This implies that
αiαiαi ∈ A3(r) for some i = 1, 2.
Notice that {αi} is closed, so that (X,Eαi) is a disjoint union of com-
plete graphs by Lemma 2.1, and it has exactly two connected compo-
nents, otherwise, the following non-isometric elements would induce a
contradiction:
αjαjαi, αjαjαj , αiαiαi where i 6= j.
Therefore, (X, r) is a partition given in Theorem 1.2(ii). 
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