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Como funciona o Deep Learning
Moacir A. Ponti1 e Gabriel B. Paranhos da Costa1
Resumo
Métodos de Aprendizado Profundo (Deep Learning) são atualmente o estado-da-arte em
muitos problemas possíveis de se resolver via aprendizado de maquina, em particular
problemas de classificação. No entanto, ainda há pouco entendimento de como esses mé-
todos funcionam, porque funcionam e quais as limitações envolvidas ao utilizá-los. Nesse
capítulo descreveremos em detalhes a transição desde redes rasas (shallow) até as redes
profundas (deep), incluindo exemplos em código de como implementá-las, bem como os
principais fatores a se levar em consideração ao treinar uma rede profunda. Adicional-
mente, iremos introduzir aspectos teóricos que embasam o uso de modelos profundos, e
discutir suas limitações.
Abstract
Deep Learning methods are currently the state-of-the-art in many problems which can
be tackled via machine learning, in particular classification problems. However there is
still lack of understanding on how those methods work, why they work and what are the
limitations involved in using them. In this chapter we will describe in detail the transition
from shallow to deep networks, include examples of code on how to implement them, as
well as the main issues one faces when training a deep network. Afterwards, we introduce
some theoretical background behind the use of deep models, and discuss their limitations.
3.1. Introdução
Nos últimos anos, técnicas de Aprendizado Profundo tem revolucionado diversas áreas de
aprendizado de máquina, em especial a visão computacional. Isso ocorreu principalmente
por dois motivos: a disponibilidade de bases de dados com milhões de imagens [8, 46],
e de computadores capazes de reduzir o tempo necessário para realizar o processamento
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dessas bases de dados. Antes disso, alguns estudos exploraram a utilização de represen-
tações hierárquicas com redes neurais, tais como o Neocognitron de Fukushima [11] e a
rede neural para reconhecimento de dígitos de LeCun [28]. Apesar desses métodos se-
rem conhecidos pelas comunidades de Aprendizado de Máquinas e Inteligência Artificial,
grande parte dos esforços dos pesquisadores de outras áreas tiveram como foco outras
técnicas. Por exemplo, em Visão Computacional abordagens baseadas em característi-
cas invariantes a escala, Bag-of-Features, pirâmides espaciais e abordagens baseadas em
dicionários foram bastante utilizadas durante o final da década de 2000. Características
baseadas em frequência foram comumente utilizadas pela comunidade de Processamento
de Sinais, Áudio e Fala, enquanto métodos de Bag-of-Words e suas variantes foram ex-
plorados no Processamento de Linguagem Natural.
Talvez um dos principais marcos que atraiu a atenção das diferentes comunidades
tenha sido a publicação do artigo e código-fonte que implementa a rede neural convolucio-
nal AlexNet [26]. Os resultados apontavam para uma indiscutível performance estatística
de tais métodos para realizar classificação de imagem e, a partir desse ponto, o Apren-
dizado Profundo (do inglês Deep Learning (DL)) passou a ser aplicado a diversas áreas,
em particular, mas não exclusivamente, as áreas de Visão Computacional, Processamento
de Imagens, Computação Gráfica. Redes neurais convolucionais (do inglês Convolutio-
nal Neural Networks (CNN)), Deep Belief Networks, Restricted Boltzmman Machines e
Autoencoders (AE) começaram a aparecer como base para métodos do estado da arte em
diversas aplicações. A competição ImageNet [8] teve grande impacto nesse processo, co-
meçando uma corrida para encontrar o modelo que seria capaz de superar o atual campeão
nesse desafio de classificação de imagens, além de segmentação de imagens, reconheci-
mento de objetos, entre outras tarefas.
De fato, técnicas de Aprendizado Profundo oferecem atualmente um importante
conjunto de métodos para analisar sinais como áudio e fala, conteúdos visuais, incluindo
imagens e vídeos, e ainda conteúdo textual. Entretanto, esses métodos incluem diversos
modelos, componentes e algoritmos. A variedade de palavras-chave utilizadas nesse con-
texto faz com que a literatura da área praticamente se torne uma nova linguagem: Mapas
de Atributos, Ativação, Campos Receptivos, dropout, ReLU, MaxPool, softmax, SGD,
Adam, FC, etc. Isso pode fazer com que seja difícil para que um leigo entenda e consiga
acompanhar estudos recentes. Além disso, apesar do amplo uso de redes neurais pro-
fundas por pesquisadores em busca da resolução de problemas, há ainda uma lacuna no
entendimento desses métodos: como eles funcionam, em que situações funcionam e quais
suas limitações?
Nesse texto, iremos descrever as Redes Neurais Profundas (Deep Neural Net-
works), e em particular as Redes Convolucionais. Como o foco é na compreensão do
funcionamento desse grupo de métodos, outros métodos de Aprendizado Profundo não
serão tratados tais como Deep Belief Networks (DBN), Deep Boltzmann Machines (DBM)
e métodos que utilizam Redes Neurais Recorrentes (do inglês Recurent Neural Networks
(RNN)) e Reinforcement Learning. Para maiores detalhes sobre esses métodos, recomenda-
se [10, 27, 47] como referências para estudos que utilizam DBNs e DBMs, e [57, 17, 40]
para estudos relacionados a RNNs. Para o estudo de Autoencoders, recomendamos [2]
e [14], e para o estudo de Redes Geradoras Adversariais (Generative Adversarial Net-
works, GANs) [15]. Acreditamos que a leitura desse material será de grande ajuda para o
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entendimento dos outros métodos citados e não cobertos por esse texto.
A partir da seção seguinte iremos nos referir ao Aprendizado Profundo pelo seu
termo em inglês Deep Learning (DL), visto que é esse o mais comumente utilizado
mesmo na literatura em lingua portuguesa. Utilizaremos ainda as siglas em inglês pelo
mesmo motivo, e.g. CNN.
Esse capítulo está organizado da seguinte forma. A Seção 3.2 apresenta defini-
ções que serão utilizadas ao longo do texto bem como os pré-requisitos necessários. A
seguir, na Seção 3.3 apresentamos de forma suave os conceitos desde o aprendizado de
máquina até o aprendizado profundo, por meio do exemplo de classificação de imagens.
As Redes Convolucionais (Seção 3.4) são apresentadas, contextualizando suas particula-
ridades. Então, na Seção 3.5 apresentamos as bases teóricas que até o momento explicam
o sucesso dos métodos de aprendizado profundo. Finalmente, considerações finais são
discutidas na Seção 3.5.1.
3.2. Deep Learning: pré-requisitos e definições
Os pré-requisitos necessários para entender como Deep Learning funciona, incluem co-
nhecimentos básicos de Aprendizado de Máquinas (ML) e Processamento de Imagens
(IP), em particular conhecimentos básicos sobre aprendizado supervisionado, classifica-
ção, redes neurais Multilayer Perceptron (MLP), aprendizado não-supervisionado, funda-
mentos de processamento de imagens, representação de imagens, filtragem e convolução.
Como esses conceitos estão fora do escopo deste capítulo, recomenda-se [13, 1] como
leituras introdutórias. Assume-se também que o leitor está familiarizado com Álgebra
Linear e Cálculo, além de Probabilidade e Otimização — uma introdução a esses tópicos
pode ser encontrada na Parte 1 do livro-texto de Goodfellow et al. sobre Deep Lear-
ning [14]. Ainda assim tentaremos descrever os métodos de forma clara o suficiente para
que seja possível o entendimento mesmo com rudimentos dos pré-requisitos.
Métodos que utilizam Deep Learning buscam descobrir um modelo (e.g. regras,
parâmetros) utilizando um conjunto de dados (exemplos) e um método para guiar o apren-
dizado do modelo a partir desses exemplos. Ao final do processo de aprendizado tem-se
uma função capaz de receber por entrada os dados brutos e fornecer como saída uma re-
presentação adequada para o problema em questão. Mas como DL se diferencia de ML?
Vamos ver dois exemplos.
Exemplo 1 — classificação de imagens : deseja-se receber como entrada uma imagem
no formato RGB e produzir como saída as probabilidades dessa imagem pertencer a um
conjunto possíveis de classes (e.g. uma função que seja capaz de diferenciar imagens que
contém cães, gatos, tartarugas e corujas). Assim queremos aprender uma função como
f (x) = y, em que x representa a imagem, e y a classe mais provável para x.
Exemplo 2 — detecção de anomalias em sinais de fala : deseja-se receber como en-
trada um áudio (sinal) e produzir como saída uma representação desse sinal que permita
dizer se a entrada representa um caso normal ou anômalo (e.g. uma função que permita
responder para anomalias na fala de uma pessoa que indique alguma enfermidade ou sín-
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drome). Assim, a função a ser aprendida estaria no formato f (x) = p, em que p representa
a probabilidade de x ser um áudio anômalo.
Note que a definição e ambos os exemplos são iguais aos de aprendizado de má-
quina: o Exemplo 1 é um cenário de aprendizado supervisionado, enquanto o Exemplo 2
se trata de um cenário semi-supervisionado (podendo também ser não supervisionado a
depender da base de dados).
De ML para DL : a diferença quando se trata de DL é como se aprende a função f (.).
De forma geral, métodos não-DL, comumente referidos na literatura como “superficiais”
ou “rasos” (o termo em inglês, que utilizaremos, é shallow) buscam diretamente por uma
única função que possa, a partir de um conjunto de parâmetros, gerar o resultado desejado.
Por outro lado, em DL temos métodos que aprendem f (.) por meio da composições de
funções, i.e.:
f (x) = fL (· · · f2( f1(x1)) · · ·)) ,
onde cada função fl(.) (o índice l se refere comumente a uma “camada”, veremos mais
a frente o significado desse termo) toma como entrada um vetor de dados xl (preparado
para a camada l), gerando como saída o próximo vetor xl+1.
Para sermos mais precisos, cada função faz uso de parâmetros para realizar a trans-
formação dos dados de entrada. Iremos denotar o conjunto desses parâmetros (comu-
mente uma matriz) por Wl , relacionado a cada função fl , e então podemos escrever:
fL (· · · f2( f1(x1,W1);W2) · · ·),WL) ,
onde x1 representa os dados de entrada, cada função tem seu próprio conjunto de pa-
râmetros e sua saída será passada para a próxima função. Na equação acima, temos a
composição de L funções, ou L camadas.
Assim uma das ideias centrais em Deep Learning é aprender sucessivas represen-
tações dos dados, intermediárias, ou seja, os xl, l = 1 · · ·L acima. Os algoritmos de DL
resolvem o problema de encontrar os parâmetros W diretamente a partir dos dados e de-
finem cada representação como combinações de outras (anteriores) e mais simples [14].
Assim a profundidade (em termos das representações sucessivas) permite aprender uma
sequência de funções que transformam vetores mapeando-os de um espaço a outro, até
atingir o resultado desejado.
Por isso é de fundamental importância a hierarquia das representações: cada fun-
ção opera sobre uma entrada gerando uma representação que é então passada para a pró-
xima função. A hipótese em DL é a de que, se tivermos um número suficiente de camadas
L, espaços com dimensionalidade alta o suficiente, i.e., o número de parâmetros W em
cada função (iremos detalhar o que isso significa nas próximas seções), e dados suficien-
tes para aprender os parâmetros Wl para todo l, então conseguiremos capturar o escopo
das relações nos dados originais, encontrando assim a representação mais adequada para
a tarefa desejada [6]. Matematicamente, podemos interpretar que essa sequência de trans-
formações separa as múltiplas variedades (do ponto de vista geométrico, do termo inglês
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Figura 3.1. Exemplos de imagens das 10 classes da base de dígitos MNIST.
manifolds) que nos dados originais estariam todas enoveladas.
Na seção seguinte utilizaremos o exemplo do reconhecimento de dígitos para ilus-
trar os conceitos introduzidos, indo de um modelo shallow para um modelo deep.
3.3. From Shallow to Deep
Vamos tomar como exemplo o problema de classificar imagens contendo dígitos numéri-
cos dentre 10 dígitos (de 0 a 9). Para isso utilizaremos a base de dados MNIST que possui
imagens de tamanho 28× 28 (veja exemplos na Figura 3.1). Montando uma arquitetura
de rede neural simples, poderíamos tentar resolver o problema da seguinte forma:
1. entrada: vetorizamos a imagem de entrada 28×28 de forma a obter um vetor x de
tamanho 784×1;
2. neurônios: criamos 10 neurônios de saída, cada um representando a probabilidade
da entrada pertencer a uma das 10 classes (dígitos 0,1,2,3,4,5,6,7,8 ou 9);
3. pesos/parâmetros: assim como em uma rede MLP, cada neurônio de saída está
associado a pesos e termos bias que são aplicados nos dados para gerar uma com-
binação linear como saída;
4. classificação: para que a saída possa ser interpretada como probabilidades permi-
tindo atribuir um exemplo à classe com maior probabilidade, utilizamos uma função
conhecida como softmax.
Vamos recordar a montagem de uma rede neural e definir a notação. Na nossa
arquitetura shallow, cada neurônio j processa uma imagem de entrada na forma wtjx+b j.
Para ilustrar, se tivermos uma entrada com 4 valores no vetor, o neurônio j produziria o
seguinte resultado:
wtjx+b j = [(w j,1x1)+(w j,2x2)+(w j,3x3)+(w j,4x4)]+b j
Como temos apenas uma camada precisamos que esse valor resultante do neurônio
j seja o score da rede neural para a classe j. Assim, a partir do valor gerado pelo produto
vetorial e somado o bias, aplicamos a função softmax, que é uma forma de obter valores
normalizados para o intervalo 0-1 para cada classe c. A probabilidade de predizer y como
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pertencendo à classe c, dada uma imagem de entrada x, um conjunto de pesos, w, e ainda
os termos bias, b, ambos relativos ao neurônio da classe c é definida como:
P(y = c|x;wc;bc) = softmaxc(xtwc+bc) = e
xtwc+bc
∑ j |extw j+b j |
.
Note que então temos primeiro uma combinação linear xtwc+bc, depois exponen-
ciamos esse valor, e dividimos pela soma da saída de todos os outros neurônios, de forma
que a soma seja unitária, respeitando os critérios para uma distribuição de probabilidade.
A função softmax é considerada uma função de ativação para classificação. Veremos
posteriormente que existem diversas funções de ativação possíveis: cada qual adequada a
um tipo de cenário.
Na Figura 3.2 mostramos a arquitetura pretendida. A título de ilustração mostra-
mos dois casos, no primeiro teríamos como entrada apenas um escalar, enquanto que, no
segundo caso, tem-se um vetor como entrada.
x1
softmax1(w1x1+b1)
softmax2(w2x1+b2)
softmax3(w3x1+b3)
softmax4(w4x1+b4)
softmax5(w5x1+b5)
softmax6(w6x1+b6)
softmax7(w7x1+b7)
softmax8(w8x1+b8)
softmax9(w9x1+b9)
softmax10(w10x1+b10)
...
softmax1(wt1x+b1)
softmax2(wt2x+b2)
softmax3(wt3x+b3)
softmax4(wt4x+b4)
softmax5(wt5x+b5)
softmax6(wt6x+b6)
softmax7(wt7x+b7)
softmax8(wt8x+b8)
softmax9(wt9x+b9)
softmax10(wt10x+b10)
(a) um único valor x1 como entrada (b) vetor x como entrada
Figura 3.2. Uma arquitetura shallow : (a) caso em que teríamos apenas um valor
escalar de entrada e 10 neurônios de saída, (b) mostra um vetor de valores como
entrada, assim cada um dos 10 neurônios de saída está associado a um vetor de
pesos diferente.
Na prática, ao invés de utilizarmos uma única imagem de entrada por vez, utili-
zamos um conjunto de exemplos de entrada, chamado de batch. Para que isso possa ser
feito, utilizaremos notação matricial. Agora, o resultado da combinação linear computada
pelos neurônios será dado por:
X ·W+b (1)
X é uma matriz em que cada linha é uma imagem (ou seja, cada linha possui 784
valores, referentes aos 784 pixels da imagem). Aqui utilizaremos batches de tamanho 64,
ou seja, a rede receberá como entrada 64 imagens de uma só vez e portanto a matriz X
tem tamanho 64×784.
W é uma matriz que contém os pesos com os quais as imagens serão transforma-
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das. Note que queremos produzir como saída, para cada imagem (linha da matriz X), as
probabilidades para os 10 dígitos. Para isso a matriz W deverá ter 10 colunas e 784 linhas.
Cada coluna contém os 784 pesos de um neurônio.
b é um vetor de termos bias: são utilizados os mesmos biases para todas as 64
imagens no batch. Assim a Equação 1 pode ser detalhada da seguinte forma:

x0,0 x0,1 x0,2 ... x0,783
x1,0 x0,1 x1,2 ... x0,783
...
...
... . . .
...
x63,0 x63,1 x63,2 ... x63,783
 ·

w0,0 w0,1 ... w0,9
w1,0 w1,1 ... w1,9
w2,0 w2,1 ... w2,9
...
... . . .
...
w783,0 w783,1 ... w783,9
+
[
b0 b1 b2 ... b9
]
Aplicamos então a função de ativação softmax para obter os resultados de clas-
sificação ou predições também em formato matricial Y. Note que essa será uma matriz
com 64 linhas e 10 colunas, ou seja, para cada uma das 64 imagens no batch, temos as
probabilidades para as 10 classes:
Y = softmax(X ·W+b)
Y =

y0,0 y0,1 y0,2 ... y0,9
y1,0 y1,1 y1,2 ... y1,9
...
...
... . . .
...
y63,0 y63,1 y63,2 ... y63,9

Agora seria importante questionar: quando Y terá boas predições para as imagens
de entrada, ou seja, predizendo corretamente os dígitos? Isso acontecerá apenas se os
parâmetros da rede (pesos W e bias b) forem adequados para o sistema. Mas como
encontrar esses parâmetros e como saber quão bons esses parâmetros são?
Precisamos de uma função que compute a qualidade da predição realizada! Essa
função é conhecida como função de custo (em inglês se utilizam os termos loss function
ou cost function). Essa função é responsável por dizer quão longe estamos da predição
ideal e portanto quantifica o “custo” ou “perda” ao aceitarmos a predição gerada pelos
parâmetros atuais do modelo. Em outras palavras, qual é o custo de aceitarmos uma
predição yˆ sendo que a classe verdadeira é y? Para que possamos computar essa função
precisamos nos basear em exemplos rotulados com suas classes verdadeiras, então o termo
mais correto seria função de custo empírica.
Dentre as funções de custo mais utilizadas em classificação temos a entropia cru-
zada (cross-entropy). Considerando um único exemplo cuja distribuição de probabilidade
de classes real é y e a predição é dada por f (x) = yˆ temos a soma das entropias cruzadas
(entre a predição e a classe real) de cada classe j:
`(ce) =−∑
j
y j · log(yˆ j + ε), (2)
onde ε << 1 é uma variável para evitar log(0). Vamos assumir ε = 0.0001.
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A título de exemplo sejam os seguintes vetores de distribuição de probabilidade
de classes (note que ambas classe real e predita são a classe 7):
y =
[
0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
]
yˆ =
[
0.18 0.00 0.00 0.02 0.00 0.00 0.65 0.05 0.10 0.00
]
Então a entropia cruzada para esse exemplo seria:
`(ce) =−(0+0+0+0+0+0−0.6214+0+0+0) = 0.6214
Essa função recebe como entrada um vetor de scores, e produz valor 0 apenas no
caso ideal em que y = yˆ. Em problemas de classificação, a entropia cruzada pode ser
vista como a minimização da divergência de Kullback-Leibler entre duas distribuições
de classes na qual a distribuição verdadeira tem entropia nula (já que possui um único
valor não nulo, 1) [42]. Assim, temos a minimização da log-verossimilhança negativa
da classe correta, o que relaciona essa equação também com a estimação de máxima
verossimilhança.
Dado um conjunto atual de parâmetros W e b, o custo completo com base em um
batch (ou subconjunto de treinamento) contendo N instâncias é geralmente computado
por meio da média dos custos de todas as instâncias xi e suas respectivas distribuições de
classe: yi:
L (W;b) =
1
N
N
∑
i=1
`(yi, f (xi;W;b)) .
Agora, precisamos ajustar os parâmetros de forma a minimizarL (W;b). Isso porque co-
mumente esses parâmetros são inicializados com valores aleatórios, e queremos modificar
esses valores iniciais de maneira a convergir para um modelo que nos dê boas predições.
Esse processo é feito utilizando algoritmos de otimização como o Gradiente Des-
cendente (GD), que basicamente computa derivadas parciais de forma a encontrar, para
cada parâmetro do modelo, qual modificação dos parâmetros permite minimizar a fun-
ção. Veremos nas seções seguintes os métodos de otimização comumente utilizados em
Deep Learning. Por enquanto assumiremos que o leitor está familiarizado com o Gradi-
ente Descendente (GD) básico. Assim, executamos o treinamento por meio do algoritmo
conhecido por Backpropagation, que irá atualizar os parâmetros de forma que a saída yˆ
se aproxime do resultado esperado y.
Treinamento nesse ponto, temos todos os componentes necessários para executar o
algoritmo de treinamento. Inicializamos os parâmetros de forma aleatória, e então o al-
goritmo: (1) carrega 64 imagens sorteadas aleatoriamente do conjunto de treinamento, e
(2) ajusta os parâmetros do modelo utilizando essas 64 imagens. Os passos (1) e (2) são
repetidos por um número de vezes (iterações), até que o erro de classificação computado
dentro do conjunto de treinamento seja suficientemente baixo, ou estabilize. Por exemplo,
podemos definir 1000 iterações. Note que, nesse caso, o treinamento utilizará no máximo
64×1000 = 64000 exemplos (imagens) para aprender os parâmetros da rede.
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Para mostrar como isso poderia ser feito na prática, abaixo mostramos um código
na Listagem 3.1 em linguagem Python utilizando a biblioteca Tensorflow versão 1.2.
Definimos primeiramente as variáveis: na linha 3 a matriz de imagens com 28× 28× 1
(pois são em escala de cinza — para imagens RGB usar 3) além de um campo para
indexar as imagens no batch (indicado por None); na linha 4 a matriz de pesos e na
linha 5 o vetor de bias. O modelo considera as imagens redimensionadas para um vetor
com 784 elementos (ver linha 10). A seguir a função de custo e método de otimização
são definidos e 1000 iterações são executadas. Note que esse capítulo não pretende ser
um tutorial sobre Tensorflow: o código é mostrado em alguns pontos para auxiliar no
entendimento dos conceitos via implementação dos métodos.
Listagem 3.1. Treinamento de uma rede shallow com Tensorflow
1 import t e n s o r f l o w as t f
2 t f . GraphKeys . VARIABLES = t f . GraphKeys . GLOBAL_VARIABLES
3 from t e n s o r f l o w . examples . t u t o r i a l s . m n i s t import i n p u t _ d a t a as m n i s t _ d a t a
4 # v a r i a v e i s ( m a t r i z e s e v e t o r e s )
5 X = t f . p l a c e h o l d e r ( t f . f l o a t 3 2 , [ None , 28 , 28 , 1 ] ) # b a t c h de imagens X
6 W = t f . V a r i a b l e ( t f . z e r o s ( [ 7 8 4 , 1 0 ] ) ) # p e s o s
7 b = t f . V a r i a b l e ( t f . z e r o s ( [ 1 0 ] ) ) # b i a s
8 Y = t f . p l a c e h o l d e r ( t f . f l o a t 3 2 , [ None , 1 0 ] ) # c l a s s e s das imagens em X
9 i n i c i a = t f . g l o b a l _ v a r i a b l e s _ i n i t i a l i z e r ( ) # i n s t a n c i a i n i c i a l i z a c a o
10
11 # modelo que i r a g e r a r as p r e d i c o e s com base nas imagens v e t o r i z a d a s
12 Y_ = t f . nn . so f tmax ( t f . matmul ( t f . r e s h a p e (X, [−1 , 7 8 4 ] ) , W) + b )
13
14 # d e f i n e f un ca o de c u s t o ( e n t r o p i a cruzada )
15 e n t r o p i a _ c r u z a d a = − t f . reduce_sum (Y ∗ t f . l o g ( Y_+ 0 . 0 0 0 1 ) )
16
17 # o t i m i z a c a o com t a x a de a p r e n d i z a d o 0 .0025
18 o t i m i z a = t f . t r a i n . G r a d i e n t D e s c e n t O p t i m i z e r ( 0 . 0 0 2 5 )
19 t r e i n a m e n t o = o t i m i z a . min imize ( e n t r o p i a _ c r u z a d a )
20
21 s e s s = t f . S e s s i o n ( ) # i n s t a n c i a s e s s a o
22 s e s s . run ( i n i c i a ) # e x e c u t a s e s s a o e i n i c i a l i z a
23 # b a i x a base de dados m n i s t
24 m n i s t = m n i s t _ d a t a . r e a d _ d a t a _ s e t s ( " d a t a " , one_ho t =True , r e s h a p e = F a l s e , v a l i d a t i o n _ s i z e
=0)
25
26 # e x e c u t a 1000 i t e r a c o e s
27 f o r i in range ( 1 0 0 0 ) :
28 # c a r r e g a b a t c h de 64 imagens ( X ) e suas c l a s s e s ( Y )
29 batch_X , batch_Y = m n i s t . t r a i n . n e x t _ b a t c h ( 6 4 )
30 d a d o s _ t r e i n ={X: batch_X , Y: batch_Y }
31
32 # t r e i n a com o b a t c h a t u a l
33 s e s s . run ( t r e i n a m e n t o , f e e d _ d i c t = d a d o s _ t r e i n )
34 # computa e n t r o p i a−cruzada para acompanhar c o n v e r g e n c i a
35 ce = s e s s . run ( e n t r o p i a _ c r u z a d a , f e e d _ d i c t = d a d o s _ t r e i n )
3.3.1. Criando uma rede profunda
A rede anterior consegue alcançar uma acurácia próxima a 91% considerando o conjunto
de testes da base de dados MNIST. Para que possamos melhorar esse resultado iremos
utilizar uma arquitetura profunda, fazendo uso da composição de funções. Adicionare-
mos 2 camadas novas entre a entrada e a saída. Essas camadas são conhecidas como
camadas ocultas (hidden layers). Em particular faremos uso de camadas completamente
conectadas ou como se diz em terminologia Deep Learning, fully connected (FC), que é
nada mais do que uma camada oculta assim como utilizada em redes MLP. Ilustramos a
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arquitetura na Figura 3.3. Teremos portanto uma predição alcançada por uma composição
na forma:
yˆ = f (x) = f3 ( f2( f1(x1;W1;b1);W2;b2)),W3;b3) ,
em que f1(x1) = x2, f2(x2) = x3 e finalmente f3(x3) = y.
...
f1(x1) = s(wt1, jx1+b1)
f2(x2) = s(wt2, jx2+b2)
softmax1(wt3,1x3+b3)
softmax2(wt3,2x3+b3)
softmax3(wt3,3x3+b3)
softmax4(wt3,4x3+b3)
softmax5(wt3,5x3+b3)
softmax6(wt3,6x3+b3)
softmax7(wt3,7x3+b3)
softmax8(wt3,8x3+b3)
softmax9(wt3,9x3+b3)
softmax10(wt3,10x3+b3)
f3(x3) = softmax(wt3, jx3+b3)
Figura 3.3. Uma arquitetura profunda com duas camadas ocultas, gerando re-
presentações intermediárias que antecedem a classificação. A quantidade de
neurônios em cada camada é meramente ilustrativa.
Funções de ativação para as camadas FC ocultas a função de ativação softmax não
é ideal! Em redes neurais é comum o uso de funções sigmoidais (como a logística e a
tangente hiperbólica). Porém em Deep Learning, a função retificadora linear (rectified li-
near function, ReLU) tem sido mais utilizada por facilitar o processo de treinamento [36].
Isso porque as funções sigmoidais saturam a partir de um determinado ponto, enquanto
a ReLU é simplesmente a função identidade para valores positivos. Veja a Figura 3.4
para exemplos de funções de ativação: as funções sigmoidais comprimem a saída para
um intervalo curto, enquanto ReLU cancela todos os valores negativos, sendo linear para
os positivos.
A função ReLU possui relações com a restrição de não-negatividade presente em
regularização como em restauração de imagens utilizando projeções em subespaços [41].
Note ainda que ao calcularmos a derivada da ReLU, seu gradiente terá sempre uma dire-
ção não-nula, enquanto no caso das sigmoidais, para valores longe da origem podemos
ter gradiente nulo. A ReLU paramétrica (PReLU) é uma variação que permite valores
negativos com menor ponderação, parametrizado por uma variável 0 ≤ a ≤ 1 [19]. Uma
das possíveis vantagens da PReLU é a possibilidade de aprender a durante a fase de
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x
1
-1
tanh(x)
x
1
logistic(x)
(a) tangente hiperbólica (b) logistica
x
max[0,x]
1
-1
x
max[ax,x],a = 0.1
1
-1
(c) ReLU (d) PReLU
Figura 3.4. Ilustração comparativa de funções de ativação: (c) ReLU é a mais
utilizada em Deep Learning.
treinamento. No caso particular em que temos um valor fixo a = 0.01, temos a função
conhecida por Leaky ReLU.
Na Listagem 3.2 mostramos como modificar o código anterior de forma a criar
camadas intermediárias e utilizar a função ReLU para essas camadas.
Listagem 3.2. Treinamento de uma rede deep com Tensorflow
1 # c r i a e i n i c i a l i z a a l e a t o r i a m e n t e os p e s o s com d i s t r i b u i c a o normal e sigma =0.1
2 W1 = t f . V a r i a b l e ( t f . t r u n c a t e d _ n o r m a l ( [ 7 8 4 , 6 4 ] , s t d d e v = 0 . 1 ) )
3 # b i a s sao i n i c i a l i z a d o s com v a l o r e s f i x o s 1 /10
4 B1 = t f . V a r i a b l e ( t f . ones ( [ 6 4 ] ) / 1 0 )
5 W2 = t f . V a r i a b l e ( t f . t r u n c a t e d _ n o r m a l ( [ 6 4 , 3 2 ] , s t d d e v = 0 . 1 ) )
6 B2 = t f . V a r i a b l e ( t f . ones ( [ 3 2 ] ) / 1 0 )
7 W3 = t f . V a r i a b l e ( t f . t r u n c a t e d _ n o r m a l ( [ 3 2 , 1 0 ] , s t d d e v = 0 . 1 ) )
8 B3 = t f . V a r i a b l e ( t f . z e r o s ( [ 1 0 ] ) )
9
10 # e n t r a d a r e d i m e n s i o n a d a
11 X1 = t f . r e s h a p e (X, [−1 , 7 8 4 ] )
12
13 # modelos das r e p r e s e n t a c o e s i n t e r m e d i a r i a s
14 X2 = t f . nn . r e l u ( t f . matmul ( X1 , W1) + B1 )
15 X3 = t f . nn . r e l u ( t f . matmul ( X2 , W2) + B2 )
16
17 # s a i d a da rede ( a . k . a . l o g i t s )
18 X4 = t f . matmul ( Y3 , W3) + B3
19 # c l a s s i f i c a c a o s o f t m a x
20 Y_ = t f . nn . so f tmax ( X4 )
21
22 # u t i l i z a m o s uma fun ca o p r o n t a no TF para c a l c u l o da e n t r o p i a cruzada
23 e n t r _ c r u z = t f . nn . s o f t m a x _ c r o s s _ e n t r o p y _ w i t h _ l o g i t s ( l o g i t s =X4 , l a b e l s =Y)
24 e n t r _ c r u z = t f . reduce_mean ( e n t r _ c r u z ) ∗100
Basicamente adicionamos novas matrizes de pesos e bias. Sendo que o números
de neurônio de uma camada será o tamanho do seu vetor de saída. Assim, a matriz de
pesos da camada seguinte deverá respeitar esse número. No código mostramos as camadas
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ocultas com 64 e 32 neurônios. Portanto W1 terá tamanho 784× 64 (lembre que 784 é
o tamanho do vetor de entrada), W2 terá tamanho 64×32 e finalmente W3 terá tamanho
32×10. Note também no código que a inicialização das matrizes de peso é feita usando
números aleatórios obtidos de uma distribuição normal. Os bias são inicializados com
valores pequenos, no exemplo todos iguais a 1/10.
Taxa de aprendizado com decaimento : é comum definir a taxa de aprendizado com
decaimento (ao invés de fixa como no exemplo anterior). Isso significa que podemos
começar com um valor mais alto, por exemplo algo entre 0.005 e 0.0025, e definir uma
função de decaimento exponencial como exp−k/d , em que k é a iteração atual e d a taxa
de decaimento (quanto maior, mais lento o decaimento).
Utilizando a base MNIST, com uma arquitetura parecida com a definida acima,
é possível alcançar acurácias próximas a 97% no conjunto de testes. Isso foi alcançado
por meio da inclusão de novas camadas, o que torna mais fácil encontrar os parâmetros
corretos pois agora não é mais necessário aprender uma transformação direta de um vetor
para uma classe, mas ao invés, aprendemos representações intermediárias, da mais sim-
ples, que processa o vetor, até a mais complexa, que prediz a classe da imagem. Sendo a
MNIST uma base de imagens, para ir além do resultado atual precisamos utilizar um tipo
de rede conhecida como Rede Convolucional.
3.4. Redes Convolucionais (CNNs)
Redes Neurais Convolucionais (CNNs) são provavelmente o modelo de rede Deep Lear-
ning mais conhecido e utilizado atualmente. O que caracteriza esse tipo de rede é ser com-
posta basicamente de camadas convolucionais, que processa as entradas considerando
campos receptivos locais. Adicionalmente inclui operações conhecidas como pooling,
responsáveis por reduzir a dimensionalidade espacial das representações. Atualmente as
CNNs de maior destaque incluem as Redes Residuais (ResNet) [18] e Inception [51].
A principal aplicação das CNNs é para o processamento de informações visuais,
em particular imagens, pois a convolução permite filtrar as imagens considerando sua
estrutura bidimensional (espacial). Considere o exemplo da base de dados MNIST apre-
sentado na seção anterior. Note que ao vetorizar as imagens estamos desprezando toda
a estrutura espacial que permite entender a relação entre os pixels vizinhos em uma de-
terminada imagem. É esse tipo de estrutura que as CNNs tentam capturar por meio da
camada convolucional.
3.4.1. Camada convolucional
Na camada convolucional cada neurônio é um filtro aplicado a uma imagem de entrada
e cada filtro é uma matriz de pesos. Novamente, indicamos o livro texto [13] para uma
introdução sobre convolução e filtros de imagens.
Seja uma imagem RGB de tamanho 224× 224× 3 (o 3 indica os canais de cor
R, G e B), que serve de entrada para uma camada convolucional. Cada filtro (neurônio)
dessa camada irá processar a imagem e produzir uma transformação dessa imagem por
meio de uma combinação linear dos pixels vizinhos. Note que agora não temos um peso
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Figura 3.5. Ao utilizar convolução, processa-se informações locais utilizando
cada posição (x,y) como centro: essa região é chamada de campo receptivo.
Seus valores são então usados como entrada para um filtro i com parâmetros
wi, produzindo um único valor (pixel) no mapa de características f (i,x,y) gerado
como saída.
para cada elemento da imagem. A título de exemplo em uma camada FC teríamos, para
cada neurônio do nosso exemplo, 150528 pesos, um para cada valor de entrada. Ao
invés, definimos filtros de tamanho k× k× d, em que k é a dimensão espacial do filtro
(a ser definida) e d a dimensão de profundidade (essa depende da entrada da camada).
Por exemplo, se definirmos k = 5 para a a primeira camada convolucional, então teremos
filtros 5×5×3, pois como a imagem possui 3 canais (RGB), então d = 3, e assim cada
neurônio terá 5×5×3 = 75 pesos.
Cada região da imagem processada pelo filtro é chamada de campo receptivo local
(local receptive field); um valor de saída (pixel) é uma combinação dos pixels de entrada
nesse campo receptivo local (veja Figura 3.5). No entanto todos os campos receptivos
são filtrados com os mesmos pesos locais para todo pixel. Isso é o que torna a camada
convolucional diferente da camada FC. Assim, um valor de saída ainda terá o formato
bidimensional. Por exemplo podemos dizer que fl+1(i,x,y) é o pixel resultante da filtra-
gem da imagem vinda da camada anterior l, processada pelo filtro i a partir dos valores
da vizinhança centrados na posição (x,y). No nosso exemplo com k = 5, teremos uma
combinação linear de 25 pixels da vizinhança para gerar um único pixel de saída.
Os tamanhos de filtros mais utilizados são 5×5×d, 3×3×d e 1×1×d. Como
trabalhamos com matrizes multidimensionais (com profundidade d), utilizamos o termo
tensor para denotá-las.
Considere um problema em que temos como entrada imagens RGB, de tamanho
64× 64× 3. Sejam então duas camadas convolucionais, a primeira com 4 filtros de ta-
manho k1 = 5, e a segunda com 5 filtros de tamanho k2 = 3. Considere ainda que a
convolução é feita utilizando extensão da imagem com preenchimento por zeros (zero
padding) de forma que conseguimos realizar a filtragem para todos os pixels da imagem,
mantendo seu tamanho. Nesse cenário teríamos a seguinte composição:
yˆ = f (x) = f2( f1(x1;W1;b1);W2;b2)),
em que W1 possui dimensão 4×5×5×3 (4 filtros de tamanho 5×5, entrada com pro-
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Figura 3.6. Ilustração de duas camadas convolucionais: a primeira com 4 filtros
5× 5× 3, que recebe como entrada uma imagem RGB 64× 64× 3, e produz um
tensor com 4 feature maps; a segunda camada convolucional contém 5 filtros
3× 3× 4 que filtram o tensor da camada anterior, produzindo um novo tensor
de feature maps com tamanho 64× 64× 5. Os círculos após cada filtro denotam
funções de ativação, como por exemplo a ReLU.
fundidade 3), e portanto a saída da camada 1, x2 = f1(x1) terá tamanho: 64× 64× 4.
Após a convolução utiliza-se uma função de ativação (comumente a função ReLU já des-
crita anteriormente) que trunca para zero os pixels negativos. A Figura 3.6 ilustra esse
processo, bem como o da camada 2, que recebe por entrada o tensor 64× 64× 4. Essa
segunda camada possui 5 filtros 3×3×4 (já que a profundidade do tensor de entrada tem
d = 4), e gera como saída x3 = f2(x2), um tensor de tamanho 64×64×5.
Chamamos de mapa de características a saída de cada neurônio da camada convo-
lucional (mais detalhes na seção seguinte). Antes de prosseguir, outro aspecto importante
para se mencionar é o passo ou stride. A convolução convencionais é feita com pas-
so/stride 1, ou seja, filtramos todos os pixels e portanto para uma imagem de entrada
de tamanho 64× 64, geramos uma nova imagem de tamanho 64× 64. O uso de strides
maiores que 1 é comum quando deseja-se reduzir o tempo de execução, pulando pixels e
assim gerando imagens menores. Ex. com stride = 2 teremos como saída uma imagem de
tamanho 32×32.
3.4.2. Feature maps (mapas de características)
Cada representação gerada por um filtro da camada convolucional é conhecida como
“mapa de características”, do inglês feature map ou activation map. Utilizaremos feature
map pois é o termo mais comum na literatura. Os mapas gerados pelos diversos filtros
da camada convolucional são empilhados, formando um tensor cuja profundidade é igual
ao número de filtros. Esse tensor será oferecido como entrada para a próxima camada
como mostrado na Figura 3.6. Note que, como a primeira camada convolucional gera um
tensor 64×64×4, os filtros da segunda camada terão que ter profundidade 4. Caso adi-
cionássemos uma terceira camada convolucional, os filtros teriam que ter profundidade
5.
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3.4.3. Pooling
É comum reduzir a dimensão espacial dos mapas ao longo das camadas da rede. Essa
redução em tamanho é chamada de pooling sendo a operação de máximo maxpooling
comumente empregada. Essa operação tem dois propósitos: em primeiro lugar, o custo
computacional, pois como a profundidade dos tensores, d, costuma aumentar ao longo
das camadas, é conveniente reduzir a dimensão espacial dos mesmos. Em segundo, redu-
zindo o tamanho das imagens obtemos um tipo de composição de banco de filtros multi-
resolução que processa imagens em diferentes espaços-escala. Há estudos a favor de não
utilizar pooling, mas aumentar o stride nas convoluções [49], o que produz o mesmo efeito
redutor.
3.4.4. Camadas fully connected (FC)
Já mencionamos o uso de camadas FC, que são camadas presentes em redes neurais MLP.
Nesse tipo de camada cada neurônio possui um peso associado a cada elemento do vetor
de entrada. Em CNNs utiliza-se camadas FC posicionadas após múltiplas camadas con-
volucionais. A transição entre uma camada convolucional (que produz um tensor) e uma
camada FC, exige que o tensor seja vetorizado. Por exemplo, se a camada convolucio-
nal antes de uma camada FC gera um tensor 4× 4× 40, redimensionamos esses dados
de forma que ele possua tamanho 1× (4× 4× 40) = 1× 640. Assim, cada neurônio na
camada FC deverá possuir 640 pesos de forma a produzir uma combinação linear do vetor.
Como descrito anteriormente, arquiteturas mais recentes utilizam camadas FC
ocultas com função de ativação ReLU, e a camada de saída (classificador) com função
de ativação softmax.
3.4.5. Arquiteturas de CNNs e seus parâmetros
CNNs tradicionais são combinação de blocos de camadas convolucionais (Conv) seguidas
por funções de ativação, eventualmente utilizando também pooling (Pool) e então uma
séria de camadas completamente conectadas (FC), também acompanhadas por funções
de ativação, da seguinte forma:
CNN≡ P× [C× (Conv→ AF)→ Pool]→ F× [FC→ AF]
Para criar uma CNN, deve-se definir os seguintes hiper-parâmetros: número de
camadas convolucionais C (para cada camada, o número de filtros, seu tamanho e o ta-
manho do passo dado durante a convolução), número de camadas de pooling P (sendo
nesse caso necessário escolher também o tamanho da janela e do passo que definirão o
fator de subamostragem), o número de camadas totalmente conectadas F (e o número de
neurônios contidos em cada uma dessas camadas).
Note no entanto que algumas redes mais recentes também tem empregado a pré-
ativação (a função AF é aplicada nos dados de entrada, antes da convolução ou camada
FC).
O número de parâmetros em uma CNN está relacionado basicamente, aos valores
a serem aprendidos em todos todos os filtros nas camadas convolucionais, os pesos das
camadas totalmente conectadas e os bias.
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—Exemplo: considere uma arquitetura para analisar imagens RGB com dimensão 64×
64×3 cujo objetivo é classificar essas imagens em 5 classes. Essa arquitetura será com-
posta por três camadas convolucionais, duas max pooling, e duas camadas totalmente
conectadas, da seguinte forma:
• Conv.L 1: 10 filtros 5×5×3, saída: tensor de dimensão 64×64×10
• Max pooling 1: subamostragem com fator 4 (janela de tamanho 2×2 e stride 2),
saída: tensor de dimensão 16×16×10
• Conv.L2: 20 filtros 3×3×10, saída: tensor de dimensão 16×16×20
• Conv.L3: 40 filtros 1×1×20, saída: tensor de dimensão 16×16×40
• Max pooling 2: subamostragem com fator 4 (janela de tamanho 2×2 e stride 2),
saída: tensor de dimensão 4×4×40
• FC.L1: 32 neurônios, saída: 32 valores
• FC.L2 (saída da rede): 5 neurônios (um por classe), saída: 5 valores
Considerando que cada um dos filtros das três camadas convolucionais tem p×
q× d parâmetros, além do bias, e que as camadas totalmente conectadas possuem pesos
e o termo bias associado com cada valor do vetor recebido da camada anterior, então o
número total de parâmetros nessa arquitetura é:
(10× [5×5×3+1] = 760) [Conv.L1]
+ (20× [3×3×10+1] = 1820) [Conv.L2]
+ (40× [1×1×20+1] = 840) [Conv.L3]
+ (32× [640+1] = 20512) [FC.L1]
+ (5× [32+1] = 165) [FC.L2]
= 24097
É possível perceber que, apesar de ser uma arquitetura relativamente pequena, o
número de parâmetros as serem aprendidos pode ser grande e cresce consideravelmente
quanto maior a arquitetura utilizada.
3.4.6. Implementação de CNN para o caso MNIST
Voltando ao exemplo da classificação de dígitos usando a base MNIST, poderíamos pro-
jetar camadas convolucionais de forma a extrair representações com base na estrutura
espacial das imagens. Para isso, mostramos na Listagem 3.3 linhas de código para criar
uma camada convolucional: na linha 2 criamos a matriz W1 utilizando 4 filtros de tama-
nho 5× 5× 3, definimos stride 1 na linha 5 e a convolução 2d na linha 6, com uso da
função ReLU como ativação na linha 7, produzindo o tensor x2.
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Listagem 3.3. Implementação de camadas convolucionais
1 # i n i c i a l i z a c a o dos p a r a m e t r o s W e B da camada c o n v o l u c i o n a l 1
2 W1 = t f . V a r i a b l e ( t f . t r u n c a t e d _ n o r m a l ( [ 5 , 5 , 3 , 4 ] , s t d d e v = 0 . 1 ) )
3 B1 = t f . V a r i a b l e ( t f . ones ( [ 4 ] ) / 1 0 ) # 2 e ’ o numero de mapas de s a i d a da camada
4
5 s t r i d e = 1 # mantem a imagem no tamanho o r i g i n a l
6 Xconv1 = t f . nn . conv2d ( X1 , W1, s t r i d e s = [ 1 , s t r i d e , s t r i d e , 1 ] , padd ing = ’SAME’ )
7 X2 = t f . nn . r e l u ( Xconv1 + B1 )
Utilizando uma CNN com 3 camadas convolucionais com a seguinte configura-
ção, na sequência, conv1: 8 filtros 5× 5 stride 1, conv2: 16 filtros 3× 3 stride 2, conv3:
32 filtros 3× 3 stride 2, FC1 oculta com 256 neurônios, FC2 de saída com 10 neurô-
nios, é possível alcançar acurácias próximas a 99%. No entanto, sempre que ajustamos
demais o modelo nos dados de treinamento — e isso ocorre particularmente em Deep
Learning pois o número de parâmetros é muito grande — há um sério risco do processo
de treinamento resultar na memorização dos exemplos que foram utilizados nessa etapa,
gerando um efeito conhecido por overfitting. Iremos discutir esse ponto na Seção 3.5.1
como umas das limitações dos métodos baseados em DL. Por enquanto veremos como
realizar o treinamento da melhor forma possível, buscando evitar esse efeito e atingir uma
convergência aceitável do modelo de forma a ser útil nas tarefas que dispomos.
3.4.7. Algoritmos de otimização
Com uma função de custo definida, precisa-se então ajustar os parâmetros de forma que
o custo seja reduzido. Para isso, em geral, usa-se o algoritmo do Gradiente Descendente
em combinação com o método de backpropagation, que permite obter o gradiente para a
sequência de parâmetros presentes na rede usando a regra da cadeia. Existem diversos ma-
teriais disponíveis que apresentam explicações detalhadas sobre o Gradiente Descendente
e como funciona o backpropagation. Assim, assume-se que o leitor esteja familiarizado
com conceitos fundamentais de ambos os algoritmos, focando em seu funcionamento para
CNNs.
Como o cálculo de L (W ) é feito baseado em uma amostra finita da base de da-
dos, calcula-se estimativas de Montecarlo da distribuição real que gera os parâmetros.
Além disso, é importante lembrar que CNNs possuem muitos parâmetros que precisam
ser aprendidos fazendo com que seja necessário treiná-la usando milhares, ou até milhões,
de imagens (diversas bases de dados atualmente possuem mais de 1TB de dados). Entre-
tanto, realizar a otimização usando milhões de instâncias torna a utilização de Gradiente
Descendente inviável, uma vez que esse algoritmo calcula o gradiente para todas as ins-
tâncias individualmente. Essa dificuldade fica clara quando se pensa que para executar
uma época (i.e., executar o algoritmo para todas as instâncias na base de treinamento)
seria necessário carregar todas as instâncias para uma memória limitada, o que não seria
possível. Algumas alternativas foram propostas para superar esse problema. Algumas
dessas alternativas são descritas abaixo: SGD, Momentum, AdaGrad, RMSProp e Adam.
Gradiente Descendente Estocástico (do inglês Stochastic Gradient Descent, SGD)
uma forma de acelerar o treinamento é utilizando métodos que oferecem aproximações
do Grandiente Descendente, por exemplo usando amostras aleatórias dos dados ao invés
de analisando todas as instâncias existentes. Por esse motivo, o nome desse método é
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Gradiente Descendente Estocástico, já que ao invés de analisar todos dados disponíveis,
analisa-se apenas uma amostra, e dessa forma, adicionando aleatoriedade ao processo.
Também é possível calcular o Gradiente Descende usando apenas uma instância por vez
(método mais utilizado para analisar fluxos de dados ou aprendizagem online). Na prática,
o mais comum é utilizar os chamados mini-batches (amostra aleatória dos dados) com um
tamanho fixo B. Após executar diversas iterações (sendo que cada iteração irá adaptar os
parâmetros usando as instâncias no mini-batch atual), espera-se obter uma aproximação
do método do Gradiente Descendente.
Wt+1 =Wt−η
B
∑
j=1
∇L (W ;xBj ),
na qual η é o parâmetro que define a taxa de aprendizado (em inglês learning rate), ou
seja, esse parâmetro é utilizado para definir o tamanho do passo que será dado na direção
apontada pelo gradiente. É comum utilizar valores altos para η no começo do treinamento
e fazer com ele decaia exponencialmente em função do número de iterações executadas.
Devido ao seu fator aleatório, SGD fornece uma aproximação grosseira do Gra-
diente Descendente, assim, fazendo com que a convergência não seja suave. Por esse
motivo, outras variantes foram propostas buscando compensar esse fato, tais como Ada-
Grad (Adaptive Gradient) [9], AdaDelta (Adaptive learning rate) [56] and Adam (Adap-
tive moment estimation) [24]. Tais variantes baseiam-se nos conceitos de momentum e
normalização, que serão descritos abaixo.
Momentum adiciona um novo hiper-parâmetro que permite controlar a velocidade das
mudanças nos parâmetros W da rede. Isso é feito criando um fator de momentum, que dá
peso para a atual direção do gradiente, e previne que uma nova atualização dos parâmetros
Wt+1 se desvie muito da atual direção de busca no espaço dos parâmetros:
Wt+1 =Wt +α(Wt−Wt−1)+(1−α) [−η∇L (Wt)] ,
onde L (Wt) é a perda calculada usando algumas instâncias (usualmente um mini-batch)
e os parâmetros atuais Wt . É importante notar como o tamanho do passo na iteração t+1
agora é limitado pelo passo dado na iteração anterior, t.
AdaGrad busca dar mais importância a parâmetros pouco utilizados. Isso é feito man-
tendo um histórico de quanto cada parâmetro influenciou o custo, acumulando os gradi-
entes de forma individual gt+1 = gt +∇L (Wt)2. Essa informação é então utilizada para
normalizar o passo dado em cada parâmetro:
Wt+1 =Wt− η∇L (Wt)
2
√
gt+1+ ε
,
como o gradiente é calculado com base no histórico e para cada parâmetro de forma
individual, parâmetros pouco utilizados terão maior influência no próximo passo a ser
dado.
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RMSProp calcula médias da magnitude dos gradientes mais recentes para cada parâ-
metro e as usa para modificar a taxa de aprendizado individualmente antes de aplicar os
gradientes. Esse método é similar ao AdaGrad, porém, nele gt é calculado usando uma
média com decaimento exponencial e não com a simples soma dos gradientes:
gt+1 = γgt +(1− γ)∇L (Wt)2
g é chamado o momento de segunda ordem de ∇L (o termo momento tem a ver com o
gradiente não confundir com o efeito momentum). A atualização dos parâmetros é então
feita adicionando-se um tipo de momentum:
Wt+1 =Wt +α(Wt−Wt−1)+(1−α)
[
−η∇L (Wt)√
gt+1+ ε
]
,
Adam utiliza uma idéia similar ao AdaGrad e ao RMSProp, contudo o momentum é
usado para tanto para o momento (novamente, não confundir com momentum) de pri-
meira quanto o de segunda ordens, tendo assim α e γ para controlar W e g, respectiva-
mente. A influência de ambos diminui com o tempo de forma que o tamanho do passo
diminua conforme aproxima-se do mínimo. Uma variável auxiliar m é usada para facilitar
a compreensão:
mt+1 = αt+1gt +(1−αt+1)∇L (Wt)
mˆt+1 =
mt+1
1−αt+1
m é o momento de primeira ordem de ∇L e mˆ é m após a aplicação do fator de decai-
mento. Então, precisa-se calcular os gradientes g usado para normalização:
gt+1 = γt+1gt +(1− γt+1)∇L (Wt)2
gˆt+1 =
gt+1
1− γt+1
g é o momento de segunda ordem de ∇L . A atualização dos parâmetros é então calcula
da seguinte forma:
Wt+1 =Wt− ηmˆt+1√gˆt+1+ ε
3.4.8. Aspectos importantes no treinamento de CNNs
Inicialização a inicialização dos parâmetros é importante para permitir a convergência
da rede. Atualmente, se utiliza números aleatórios sorteados a partir de uma distribui-
ção GaussianaN (µ,σ) para inicializar os pesos. Pode-se utilizar um valor fixo como o
σ = 0.01 utilizado nos nossos exemplos anteriores. Porém o uso desse valor fixo pode
atrapalhar a convergência [26]. Como alternativa, recomenda-se usar µ = 0, σ =
√
2/nl ,
onde nl é o número de conexões na camada l, e inicializar vetores bias com valores cons-
tantes, conforme fizemos nos nossos exemplos ou ainda iguais a zero [19].
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Tamanho do Minibatch devido ao uso de SGD e suas variantes, é preciso definir o
tamanho do minibatch de exemplos a ser utilizado em cada iteração no treinamento. Essa
escolha deve levar em consideração restrições de memória mas também os algoritmos de
otimização empregados. Um tamanho de batch pequeno pode tornar mais difícil a mini-
mização do custo, mas um tamanho muito grande também pode degradar a velocidade de
convergência do SGD para funções objetivo convexas [30].
Apesar disso, foi demonstrado que até certo ponto um valor maior para o tama-
nho do batch B ajuda a reduzir a variância das atualizações em cada iteração do SGD
(pois essa usa a média do custo dos exemplos do batch), permitindo que possamos uti-
lizar tamanhos de passo maiores [3]. Ainda, minibatches maiores são interessantes para
o caso de treinamento usando GPUs, gerando maior throughput pelo uso do algoritmo
de backpropagation com reuso dos dados por meio da multiplicação entre matrizes (em
contrapartida ao uso de várias multiplicações vetor-matriz). Via de regra, escolhe-se B
de forma a ocupar toda a memória disponível na GPU, e a maior taxa de aprendizado
possível.
Olhando as arquiteturas mais populares (VGGNet [48], ResNet [18], Inception [51,
50]), notamos de 32 por padrão, mas com até 256 exemplos por batch. Num caso mais
extremo, um artigo recente mostro o uso de B = 8192, o que foi alcançado com uso de
256 GPUs em paralelo e uma regra de ajuste de escala para a taxa de aprendizado. Com
isso os autores conseguiram treinar uma ResNet na base ImageNet em apenas 1 hora [16].
Regularização quando usamos uma função de custo para realizar o treinamento de uma
rede neural, como apresentado anteriormente, alguns problemas podem surgir. Um caso
típico é existência de diversos parâmetros W que façam com que o modelo classifique
corretamente o conjunto de treinamento. Como há múltiplas soluções, isso torna mais
difícil encontrar bons parâmetros.
Um termo de regularização adicionado à função de custo auxilia a penalizar essa
situação indesejada. A regularização mais comumente utilizada é a de norma L2, que
é a soma dos quadrados dos pesos. Como queremos minimizar também essa norma em
adição à função de custo, isso desencoraja a existência de alguns poucos valores altos
nos parâmetros, fazendo com que as funções aprendidas aproveitem todo o espaço de
parâmetros na busca pela solução. Escrevemos a regularização na forma:
L (W ) =
1
N
N
∑
j=1
`
(
y j, f (x j;W )
)
+λR(W ).
R(W ) =∑
k
∑
l
W 2k,l
onde λ é um hiper-parâmetro utilizado para ponderar a regularização, ditando o quanto
permitimos que os parâmetros em W possam crescer. Valores para λ podem ser encon-
trados realizando testes por validação cruzada no conjunto de treinamento.
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Dropout é uma técnica para minimizar overfitting proposta em [20] que, na fase de
treinamento e durante o passo de propagação dos dados pela rede, aleatoriamente desativa
com probabilidade p a ativação de neurônios (em particular neurônios de camadas FC).
Esse procedimento pode ser considerado uma forma de regularização pois, ao de-
sativar aleatoriamente neurônios, perturba os feature maps gerados a cada iteração por
meio da redução da complexidade das funções (já que a composição utiliza menos ativa-
ções). Ao longo das iterações isso dá um efeito que minimiza a variância e aumenta o
viés das funções, e por isso foi demonstrado que o dropout tem relações com o método
de ensemble Bagging [54]. A cada iteração do SGD, cria-se uma rede diferente por meio
da subamostragem das ativações. Na fase de teste, no entanto, não se utiliza dropout, e as
ativações são re-escaladas com fator p para compensar as ativações que foram desligadas
durante a fase de treinamento.
Batch normalization (BN) as CNNs do estado da arte (em particular Inception [51, 50]
e ResNet [18]) utilizam a normalização de batches (BN, Batch normalization) [23].
Como alternativa, na saída de cada camada pode-se normalizar o vetor de formas
diferentes. O método canal-por-canal normaliza os mapas, considerando cada feature
map individualmente ou considerando também mapas vizinhos. Podem ser empregadas
normalizações L1, L2 ou variações. Porém esses métodos foram abandonados em favor
do BN.
BN também tem efeito regularizador, normalizando as ativações da camada ante-
rior em cada batch de entrada, mantendo a ativação média próxima a 0 (centralizada) e
o desvio padrão das ativações próximo a 1, e utilizando parâmetros γ e β para compor a
transformação linear do vetor normalizado:
BNγ,β (xi) = γ
 xi−µB√
σ2B + ε
+β . (3)
Note que γ e β podem ser incluídos no modelo de forma a serem ajustados/aprendidos
durante o backpropagation [23], o que pode ajustas a normalização a partir dos dados,
e até mesmo cancelar essa normalização, i.e. se esses forem ajustados para γ =
√
σ2B e
β = µB.
BN se tornou um método padrão nos últimos anos, tendo substituído o uso de
regularização e em alguns casos até mesmo tornando desnecessário o uso de dropout.
Data-augmentation como mencionado anteriormente, redes profundas possuem um
espaço de parâmetros muito grande a ser otimizado. Isso faz com que seja necessário
dispor de um número muitas vezes proibitivo de exemplos rotulados. Assim, podem ser
empregados métodos de data augmentation, i.e. geração de uma base de treinamento
aumentada. Isso é feito comumente aplicando operações de processamento de imagens
em cada imagem da base gerando 5, 10 (o um mais) novas imagens por imagem original
existente.
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Alguns métodos para geração de imagens incluem [5]: (i) corte da imagem de
entrada em diferentes posições — tirando vantagem do fato de que as imagens possuem
resolução superior à entrada comumente esperada pelas CNNs (e.g. 224×224), ao invés
de redimensionarmos uma imagem para esse valor, cortamos a imagem original de maior
resolução em diversas subimagens de tamanho 224× 224; (ii) girar a imagem horizon-
talmente, e também verticalmente caso faça sentido no contexto das imagens de entrada,
como por exemplo é o caso de imagens astronômicas, de sensoriamento remoto, etc.; (iii)
adicionando ruído às imagens de entrada [37]; (iv) criando imagens por meio da aplicação
de Análise de Componentes Principais (PCA) nos canais de cor, como no método Fancy
PCA [26].
Pre-processamento é possível pré-processar as imagens de entrada de diversas formas.
As mais comuns incluem: (i) computar a imagem média para todo o conjunto de treina-
mento e subtrair essa média de cada imagem; (ii) normalização z-score, (iii) PCA whi-
tening que primeiramente tenta descorrelacionar os dados projetando os dados originais
centrados na origem em uma auto-base (em termos dos auto-vetores), e então dividindo os
dados nessa nova base pelos auto-valores relacionados de maneira a normalizar a escala.
O método z-score é o mais utilizado dentre os citados (centralização por meio da
subtração da média, e normalização por meio da divisão pelo desvio padrão), o que pode
ser visto como uma forma de realizar whitening [29].
3.4.9. Utilizando modelos pré-treinados: fine-tuning e extração de características
Comumente dispomos de um conjunto de dados pequeno, inviáveis para permitir o treina-
mento de uma CNN a partir do zero, mesmo empregando métodos de data augmentation
(note que a geração de imagens apenas cria versões perturbadas das mesmas imagens).
Nesse caso é muito útil utilizar um modelo cujos parâmetros já foram encontrados para
um conjunto de dados grande (como por exemplo para a base ImageNet [8] que possui
mais de um milhão de imagens de 1000 classes).
O processo de fine-tuning consiste basicamente de continuar o treinamento a par-
tir dos pesos iniciais, mas agora utilizando um subconjunto de sua base de dados. Note
que é provável que essa nova base de dados tenha outras classes (em contrapartida por
exemplo às 1000 classes da ImageNet). Assim se você deseja criar um novo classificador
será preciso remover a última camada e adicionar uma nova camada de saída com o nú-
mero de classes desejado, a qual deverá ser treinada do zero a partir de uma inicialização
aleatória.
A partir disso, há várias abordagens para realizar fine-tuning, que incluem por
exemplo (i) permitir que o algoritmo ajuste todos os pesos da rede com base nas novas
imagens, (ii) congelar algumas camadas e permitir que o algoritmo ajuste apenas os pa-
râmetros um subconjunto de camadas – por exemplo podemos ajustar apenas os pesos da
última camada criada, ou apenas os pesos das FCs, etc, (iii) criar novas camadas adicio-
nais com números e tamanhos de filtros diferentes.
O mais comum é a abordagem (ii), congelando das primeiras camadas (em geral
convolucionais) e permitindo que as camadas mais profundas se adaptem.
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Para obter extração de características, mesmo sem realizar fine-tuning, oferece-
se como entrada as imagens desejadas, e utilizamos como vetor de características a saída
de uma das camadas da rede (antes da camada de saída). Comumente se utiliza a pe-
núltima camada: por exemplo na VGGNet [48] a FC2 tem 4096 neurônios, gerando um
vetor de 4096 elementos, já na Inception V3 [51] temos 2048 elementos na penúltima
camada. Caso a dimensionalidade seja alta, é possível utilizar algum método de redu-
ção de dimensionalidade ou quantização baseada por exemplo em PCA [43] ou Product
Quantization [4].
3.5. Porque Deep Learning funciona?
Ao longo desse capítulo esperamos que o leitor tenha compreendido com clareza o fun-
cionamento dos métodos de DL, incluindo os componentes básicos das redes profundas
(tipos de camadas, representações, funções de ativação, funções de custo etc.) e os algorit-
mos e técnicas fundamentais (otimização, regularização, normalização, etc.). Mostramos
que, combinando uma arquitetura adequada em termos do número de camadas, quanti-
dade de neurônios por camada, e atentando para detalhes no processo de otimização, é
possível alcançar excelentes resultados na regressão e classificação de sinais de alta di-
mensionalidade. No entanto resta a dúvida: porque esses métodos funcionam tão bem?
É justificada a grande atenção atualmente dispensada a esses métodos, e a expectativa
que os cerca em termos da solução de outros problemas? Quais as garantias teóricas que
embasam seu funcionamento?
Nas seções anteriores mostramos que a hipótese para o sucesso dos métodos de
DL está na composição de funções, que realiza transformações sucessivas a partir do vetor
de entrada. No entanto, analisar esses algoritmos é difícil devido à falta de estrutura para
compreensão das suas invariantes, bem como das transformações intrínsecas.
O papel da profundidade : há alguns estudos que se dedicam a demonstrar porque
redes profundas são melhores do que redes superficiais a partir de teoremas de aproxi-
mação. Um dos trabalhos nessa direção é o de Kolmogorov (1936) [25] que demonstrou
um limite superior para a aproximação de funções contínuas por meio de subespaços de
funções, seguido por Warren (1968) que encontrou limites para a aproximação por meio
de polinômios, em termos de graus polinomiais e dimensão da função alvo, provando a
dimensão VC de polinômios [55]. O refinamento desses resultados veio com teoremas de
hierarquia de profundidade em complexidade de circuitos [22], demonstrando a diferença
entre circuitos com uma certa profundidade de circuitos de menor profundidade. Esse
resultado é uma das bases para o estudo de redes neurais profundas [35] [52] [31].
Entre os resultados obtidos [31] demonstra que o custo de achatarmos o grafo
formado pela rede neural para um determinado problema é comumente proibitivo, relaci-
onando o uso de múltiplas camadas com algoritmos de divisão e conquista. Um exemplo
apontado pelos autores é a Transformada Rápida de Fourier (FFT), que basicamente faz
uso de uma fatorização esparsa da matriz da Transformada Discreta de Fourier (DFT), re-
sultando em O(n logn) elementos não-nulos na matrix, em contraste com os n2 elementos
não nulos na matriz da DFT. Assim, se imaginarmos a FFT como operações organizadas
em um grafo (rede), achatar as operações em uma única camada irá aumentar a contagem
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de n logn para n2.
Telgarsky (2016) [52] vai além das analogias e mostra que para qualquer inteiro
positivo k, existem redes neurais com Θ(k3) camadas, cada qual com Θ(1) nós e Θ(1) pa-
râmetros distintos, que não podem ser aproximadas por redes neurais com O(k) camadas,
a não ser que essas tenham uma quantidade de neurônios exponencialmente grande, da
ordem deΩ(2k) neurônios. Esse resultado é provado para portas semi-algébricas, as quais
incluem funções como ReLU, operadores de máximo (como maxpooling), e funções po-
linomiais por partes. Isso permitiu estabelecer o papel fundamental da profundidade tanto
em redes neurais convencionais quanto convolucionais que utilizam ReLU e operações de
máximo. Abaixo a reprodução do teorema.
Teorema 3.1. Seja qualquer inteiro k≥ 1 e qualquer dimensão d ≥ 1. Existe uma função
f : Rd → R computada por uma rede neural com portas ReLU em 2k3+8 camadas, com
3k3+12 neurônios no total, e 4+d parâmetros distintos de forma que:
inf
g∈C
∫
[0,1]d
| f (x)−g(x)|dx≥ 1
64
,
onde C é a união dos seguintes dois conjuntos de funções:
(1) funções computadas por redes compostas por portas (t,α,β )-semi-algébricas com
número de camadas ≤ k e número de neurônios 2k/(tαβ ) — como é o caso de redes que
utilizam funções ReLU ou redes convolucionais com funções ReLU e portas de maximi-
zação;
(2) funções computadas por combinações lineares de um número de árvores de decisão
≤ t com 2k3/t neurônios — como as funções utilizadas em boosted decision trees.
O nome porta semi-algébrica vem de conjuntos semi-algébricos, definidos por
uniões e intersecções de desigualdades polinomiais, e denota uma função que mapeia
algum domínio em R. Em redes neurais o domínio da função deve ser particionado em
três argumentos: o vetor de entrada entrada, o vetor de parâmetros, e o vetor de números
reais advindos de neurônios predecessores.
A prova do Teorema é feita em três etapas, demonstrando: (1) que funções com
poucas oscilações aproximam de forma pobre funções com mais oscilações, (2) que fun-
ções computadas por redes neurais com menos camadas possuem menos oscilações, (3)
que funções computadas por redes com mais camadas podem ter mais oscilações. A prova
vem do teorema de hierarquia de profundidade para circuitos booleanos do trabalho se-
minal de Håstad [22] que estabelece não ser possível aproximar funções de paridade de
circuitos profundos por circuitos menos profundos a não ser que o tamanho desses últi-
mos seja exponencial. Por questões de espaço recomendamos a leitura do artigo completo
de Telgarsky [52].
Propriedades de contração e separação Segundo Mallat (2016) [34], o funcionamento
das CNN está ligado à eliminação de elementos/variáveis não informativas, via contração
ou redução da dimensão espacial nas direções mais apropriadas a um certo problema. O
autor define o problema de aprendizado supervisionado, que computa uma aproximação
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fˆ (x) de uma função f (x) por meio de um conjunto de treinamento X∈Ω, sendo que o do-
mínio de Ω é um subconjunto aberto de alta dimensionalidade de Rd (e não um manifold
de baixa dimensão). Então os conceitos de separação e linearização são apresentados.
Idealmente, deseja-se reduzir a dimensão de um vetor de entrada x computando
um vetor de menor dimensão φ(x). Assim, φ() é um operador de contração que reduz o
intervalo de variações de x e que, ao mesmo tempo, separa diferentes valores da função
f (classificador ou regressor), ou seja, φ(x) ≤ φ(x′) se f (x) ≤ f (x′). Assim, φ separa
f , encontrando uma projeção linear de x em algum espaço V de menor dimensão k, que
separa f .
Como estratégia alternativa, as variações de f podem ser linearizadas de forma a
reduzir a dimensionalidade. Nesse cenário um projetor linear de baixa dimensionalidade
de x pode separar os valores de f se essa permanecer constante na direção do espaço
linear de alta dimensão. Após encontrar φ(x) que realize essa linearização mantendo
f (x) constante, a dimensão é reduzida aplicando projeção linear em φ(x).
Redes neurais profundas progressivamente contraem o espaço e lineariza transfor-
mações ao longo das quais f permanece aproximadamente constante, de forma a preser-
var a separação. A combinação de canais (feature maps) provêm a flexibilidade necessária
para estender translações para maiores grupos de simetrias locais. Assim, as redes são es-
truturadas de forma a fatorizar grupos de simetrias, em que todos os operadores lineares
são convoluções.
Assim como em [32], Mallat [34] faz conexões com conceitos de física, demons-
trando que redes hierárquicas multiescala computam convoluções de forma que as classes
sejam preservadas. Os pesos geram repostas fortes a padrões particulares e são invarian-
tes a uma série de transformações e os filtros são adaptados para produzir representações
esparsas de vetores de suporte multiescala. Esses vetores proveriam então um código dis-
tribuído que define uma memorização de padrões invariante. A interpretação de geometria
diferencial é a de que os pesos são transportados ao longo de um maço de fibras (conceito
matemático que estaria relacionado a atualização dos filtros). Conforme a contração au-
menta, aumenta o número de vetores de suporte necessários para realizar a separação o
que indicaria um incremento também no número de fibras permitindo explicar simetrias
e invariâncias suficientemente estáveis para a obtenção de transferência de aprendizado.
Isso possibilita importante interpretação do aprendizado e abre espaço para pesquisas teó-
ricas na área.
3.5.1. Limitações de Deep Learning e Considerações Finais
Técnicas de Deep Learning tem conseguido atingir resultados estatisticamente impressi-
onantes em particular, como demonstrado, pelo uso de múltiplas camadas. Entretanto,
existem limitações no uso de redes neurais profundas pois essas são basicamente uma
forma de aprender uma série de transformações a serem aplicadas ao vetor de entrada.
Essas transformações são dadas por um grande conjunto de pesos (parâmetros) que são
atualizados durante a etapa de treinamento de forma a minimizar a função de custo. A
primeira limitação para que seja possível realizar o treinamento, é que tais transformações
precisam ser deriváveis, isso é, o mapa entre a entrada e saída da rede deve ser contínuo e
idealmente suave [6].
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Figura 3.7. Imagem gerada pela adição de 4% do gradiente de features de gue-
pardo em uma imagem de um gavião, que é então classificada como guepardo
com alta confiança pela CNN.
A segunda limitação diz respeito à abstração e adaptação: redes neurais profundas
precisam de quantidades massivas de dados rotulados para aprender conceitos simples;
em contrapartida, seres humanos são capazes de aprender um conceito a partir de pe-
quenas quantidades de exemplos. No problema de classificação de dígitos, é necessário
fornecer milhares de exemplos de dígitos, escritos por pessoas diferentes para que a rede
possa aprender a diferenciá-los, enquanto um humano seria capaz de aprender os mesmos
conceitos com alguns poucos exemplos escritos por uma única pessoa. Humanos também
conseguem adaptar facilmente esses conceitos com o passar do tempo.
Mesmo considerando tarefas a princípio solucionáveis via Deep Learning, existem
diversos estudos mostrando falhas que fazem duvidar da real capacidade de generaliza-
ção desses modelos, em particular: (i) perturbações nos dados de entrada, tais como ruído,
podem impactar significativamente os resultados [37], (ii) o uso de imagens invertidas na
fase de teste faz com que as redes errem completamente os resultados [21], (iii) é possível
criar imagens que visualmente parecem conter somente ruído aleatório, mas que fazem
com que CNNs as classifiquem com 99% de certeza [38], (iv) é possível desenvolver per-
turbações imperceptíveis a humanos (em torno de 4%) que fazem redes produzirem saídas
completamente erradas [39], conforme mostramos na Figura 3.7, um exemplo adaptado
adicionando informações do gradiente de de uma imagem de guepardo a uma imagem
de um falcão, o que faz com que a imagem seja classificada com alta confiança como
guepardo por uma CNN do estado da arte. Para aliviar o impacto dessa fragilidade dos
métodos de Deep Learning a ataques, estudos recentes recomendam a inclusão de exem-
plos adversários no conjunto de treinamento ou o aumento da capacidade (em termos de
filtros/neurônios por camada), aumentando o número de parâmetros e assim a complexi-
dade do espaço de funções permitidas pelos modelo [45],[33].
Ao analizar os cenários citados do ponto de vista da Teoria do Aprendizado Es-
tatístico [53], podemos criar a hipótese de que esses métodos estão de fato aprendendo
um modelo baseado em memória. Eles funcionariam bem em diversos casos pois são
treinados em milhões de exemplos, fazendo com que imagens nunca vistas se encaixem
nas informações memorizadas. Estudos recentes incluem a análise tensorial de represen-
tações [7] e incertezas [12] para tentar esclarecer o comportamento do aprendizado das
redes neurais profundas. Ainda [34] e [31] publicaram resultados teóricos importantes,
com interpretações que podem dar novas direções à compreensão e ao estudo das garan-
tias teóricas e limites, mas ainda há muito a percorrer do ponto de vista do embasamento
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teórico relacionado ao aprendizado supervisionado e não supervisionado utilizando redes
profundas.
Para maiores detalhes, aplicações, e outros modelos de redes incluindo Autoenco-
ders e Modelos Gerativos sugerimos a leitura do survey recente sobre Deep Learning em
Visão Computacional [44], bem como o livro de Goodfelow et al. disponível online [14].
É inegável o impacto positivo de Deep Learning para diversas áreas em que o
aprendizado de máquina é empregado para busca de soluções. Compreendendo suas limi-
tações e funcionamento, é possível continuar a explorar esses métodos e alcançar avanços
notáveis em diversas aplicações.
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