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The capacity for solving eigenstates with a quantum computer is key for ultimately simulating
physical systems. Here we propose inverse iteration quantum eigensolvers, which exploit the power
of quantum computing for the classical inverse power iteration method. A key ingredient is to
construct an inverse Hamiltonian as a linear combination of coherent Hamiltonian evolution. We
first consider a continuous-variable quantum mode (qumode) for realizing such a linear combination
as an integral, with weights being encoded into a qumode resource state. We demonstrate the
quantum algorithm with numeral simulations under finite squeezing, for a range of physical systems
including molecules and quantum many-body models. We also discuss a hybrid quantum-classical
algorithm that directly sums up Hamiltonian evolution with different durations for comparison. It
is revealed that continuous-variable resources are valuable for reducing coherent evolution time of
Hamiltonians in quantum algorithms.
I. INTRODUCTION
Solving eigenstates of many-body interacting Hamil-
tonian has caught a lot of attentions for past decades.
Among many proposed quantum algorithms, two large
groups are quantum phase estimation (QPE) [1] and
variational quantum eigensolver (VQE) [2]. Remarkably,
those two quantum algorithms exploit quantum resources
in different strategies: QPE can estimate high accuracy
eigenvalues with constant samples at a cost of large co-
herent circuit depth [3–7]; VQE can efficiently reduce
the requirement of hardware coherent time with spec-
ified wavefunction ansatz, but at a price of increasing
measurement repetitions for estimating observable [2, 8–
11]. With but not limited to quantum eigensolvers as
examples, trade-off between available quantum resources
becomes an important theme in quantum algorithm de-
signs.
The inverse power iteration (IPI) method is a stan-
dard numeral tool for solving eigenstates of quantum
systems [12]. It is not scalable for large quantum sys-
tems, as time complexity of inverting Hamiltonian grows
exponentially with system size due to the exponential
growth of the dimension of Hilbert space [13]. Since
a key ingredient is to perform an inverse operation on
a Hamiltonian, it is natural to incorporate many devel-
oped quantum algorithms for matrix inversion [14–19] to
endow quantum advantages for the IPI method. Never-
theless, the inverse matrix is in general non-unitary and
its construction can be rather resource consuming. By
expressing inverted Hamiltonian as an integral of Hamil-
tonian evolutions [20–22], a hybrid quantum-classical al-
gorithm has been proposed recently using a summation of
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Hamiltonian dynamics at discrete time [23], without re-
ferring to auxiliary qubits or qumodes and thus more fea-
sible on near-term quantum devices. On the other hand,
implementing quantum matrix inversion can be simpli-
fied with continuous-variable quantum modes (qumode),
which naturally implements integral of unitaries with-
out discretization [22, 24]. Along this line, we pursuit
for a further simplified quantum algorithm with only one
qumode to invert Hamiltonian. This makes the full quan-
tum version of IPI method easier to implement, given
that manipulation of qumode state and its coupling to
qubits are highly controllable in some mainstream quan-
tum platforms, e.g., superconducting circuits [25–27] and
trapped ions [28–30]. Moreover, the valuable continuous-
variable resource for solving eigenstates as well as other
computational tasks may be revealed.
In this paper, we propose a quantum inverse power it-
eration (QuIPI) algorithm with single ancillary qumode
for solving ground states and other eigenstates of quan-
tum systems. The QuIPI involves inverting Hamiltonian
as a key subroutine, which is constructed with linear com-
bination of unitaries, with weights being encoded in a
specified qumode resource state. We present a decom-
position scheme of time evolution for coupled system-
qumode Hamiltonian into basic quantum gates of qubits
and one qubit-qumode gate. We numerically simulate
the quantum algorithm for models ranging from quan-
tum chemistry to quantum many-body systems, includ-
ing molecular hydrogen, quantum Ising model and Kitaev
ring. We also discuss a hybrid quantum-classical algo-
rithm of IPI, where only evolution of system Hamiltonian
with different evolution time is required. A comparison
to QuIPI is made to stress the role of continuous-variable
resource for reducing the requirement of long time evo-
lution of the quantum system.
This paper is organized as follows. We firstly present
the quantum algorithm in Sec. II. Then numerical results
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2of solving ground state energy are shown in Sec. III. Fi-
nally, conclusions and discussions are given in Sec. IV.
II. QUANTUM EIGENSOLVER
In this section, we formulate the QuIPI eigensolver.
Firstly, we will introduce the inverse power iteration
method and its quantum version, in which an effi-
cient quantum algorithm for non-unitary matrix inver-
sion plays an important role. Then we will present the
whole procedure of ground state estimation, including
initial state preparation, unitary evolution, and projec-
tion. Lastly, the time complexity of this algorithm will
be analyzed.
A. Quantum version of inverse power iteration
method
In the IPI method, the ground state of a given Hamil-
tonian Hˆ is determined by iteratively performing inverse
Hamiltonian Hˆ−1 on an arbitrary initial state |b〉(0). The
iteration is shown as
|b〉(k+1) = Hˆ
−1 |b〉(k)
||Hˆ−1 |b〉(k) ||
. (1)
Here, a shift of energy is applied to keep all the eigen-
values positive to ensure the final state converges to an
approximate ground state |ψg′〉 after K steps.
Since non-unitary operators are not natural on quan-
tum computers, the non-unitary inverse matrix is rep-
resented as an integral of unitaries with ancillary
qumodes [20–22, 24].
Adopting a−1 = i
∫∞
0
e−iabdb from Fourier transfor-
mation, the inverse Hamiltonian can be expressed as
Hˆ−1 = i
∫ ∞
0
e−iHˆpdp (2)
Ideally, such an non-unitary operator can be obtained
by performing an unitary operator U = e−iHˆpˆ on both
qubits |b〉 and a resource state ancillary qumode |R〉 =∫∞
0
|p〉 dp(not normalized), then projecting the ancillary
qumode on zero position state |q = 0〉 = ∫∞−∞ |p〉 dp. The
result state |ψ′〉 is shown as
|ψ′〉 = 〈q = 0|U |R〉 |b〉 =
∫ ∞
0
e−iHˆp |b〉 dp = −iHˆ−1 |b〉
(3)
After K step iterations of above process, the final state
converges to the approximate ground state |ψg′〉. Then
the ground state energy E0 is estimated by
〈ψg′ |Hˆ|ψg′〉 = E0 +O((E0/E1)2K), (4)
where E0 and E1 are ground state energy and first ex-
cited state energy, respectively. This procedure can be
FIG. 1. Illustration of preparing the ground state for a Hamil-
tonian H with the QuIPI algorithm.
completed by quantum expectation estimation (QEE) [2]
or SWAP test [31]. Eq. 4 shows the energy error results
from inverse iteration exponentially decays with iteration
step K (see Appendix A for more details.).
B. Procedure of quantum algorithm
We now present the algorithmic procedure of QuIPI
for solving the ground state and estimating the ground
state energy. While the algorithm has been illustrated
under the infinite squeezing limit, we have to consider
finite squeezing practically, both for the resource state
preparation and the projection. For the initial state, in-
verse power iteration tells that it can not be orthogonal to
the ground state [12]. We adopt an equal weighted state
|b〉(0) = 1√
2N
∑2N−1
n=0 |n〉 as the initial state, while other
choices also work. The quantum circuit is illustrated in
Fig. 1, whose steps are as follows:
1. State preparation. We prepare the ini-
tial state of qubits as equally weighted state
|b〉(0) = 1√
2N
∑2N−1
n=0 |n〉 by performing Hadmard
gates on every qubit. The qumode is initial-
ized in a finite squeezed resource state |R, s〉 =√
2s−1/2pi−1/4
∫∞
0
e−p
2/2s2 |p〉 dp. By writing |R, s〉
in the Fock state space with a cutoff of Fock num-
ber, we can efficiently prepare the resource state,
which is discussed in the Appendix. B.
2. Unitary operator performing. Performing a
unitary operator e−iHˆpˆ on both qubits and the an-
cillary qumode. The unitary operator can be de-
composed as a set of universal single and two-qubit
quantum gates and a qubit-qumode coupling gate
e−iσ
xpˆ, which will be given later.
3. Projection. Projecting the ancillary qumode
on the finite squeezed position state |q, s〉 =
s−1/2pi−1/4
∫∞
−∞ e
−p2/2s2 |p〉 dp, the final state at
3large s limit turns to be,
|ψ′〉 = −i
√
2
pi
s−1
∑
n
(E−1n +O(s
−2)) |ψn〉 . (5)
When s→∞, it recovers to the ideal case in Eq. 3.
For the general case, a concrete expression is given
in Appendix. C.
The procedure should be repeated K times. In each
iteration, only if the ancillary qumode is successfully pro-
jected on the target state, the procedure continues; and
remarkably, the qumode is re-prepared in the resource
state |R, s〉. A factor s−1 in Eq. 5 accounts for the suc-
cessful projection rate, implying that large squeezing fac-
tor leads to more accurate solution but lower success rate.
After successfully preparing the approximate ground
state |ψg′〉, the last step is to estimate the ground state
energy by QEE [2], in which expectation value of Hamil-
tonian is decomposed into several expectation of local
operators,
E0 = 〈ψg′ |Hˆ|ψg′〉 =
L∑
l=1
cl 〈ψg′ |Hl|ψg′〉 , (6)
where Hˆl is a tensor product of pauli matrices Hˆl =
⊗Ni=1σ(i) with σ(i) ∈ {σx, σy, σz, I2}, cl is the correspond-
ing weight, N is the number of qubits, and L is a poly-
nomial of system size. We individually measure expec-
tation value of each local operator 〈ψg′ |Hl|ψg′〉 by local
measurements of each qubit [32], then weighted sum up
to obtain the ground state energy E0.
C. Time complexity analysis
We briefly analyze the time complexity. Firstly, re-
calling the error results from inverse power iteration is
O(r2K), where r = E0/E1 is ratio of ground energy
and first excited energy. For desired energy accuracy ,
K = O( log 2 log r ) step iteration is required. In practice, K
can be very small.
Next is the error from Suzuki-Trotter decomposition.
The unitary operator e−iHˆpˆ is decomposed into sev-
eral quantum gates on the circuit by trotter decompo-
sition [33].
The unitary operator is expressed as the following
form,
e−iHˆpˆ = (ΠLl=1e
−iclHˆlpˆ/n)n +O(
1
n
), (7)
where each element e−iclHˆlpˆ/n can be constructed by
a single qubit-qumode operator e−iσxpˆ and some qubit
gates (see Appendix D). The state error is O( 1n ) with
n step of decomposition introducing an energy er-
ror of O( 1n2 ). For a desired state accuracy 
′, to-
tal gates required are O(L3c2max/
′) [34], which means
(a)
(b)
FIG. 2. (Color online) Solving ground state energy of H2. (a)
Energy of H2 at different bond distance. The blue dashed line
is exact energy solved by diagonalizing the hydrogen molec-
ular Hamiltonian. The red marker is solved by our quantum
algorithm. (b) The relative error |Eexact − Eresult|/Eexact
after every iteration for three chosen ratio of ground energy
and first excited energy. The red line, green line and blue line
correspond to the ratio being equal to 0.5, 0.25 and 0.125.
O(L3c2max/
√
) gates are required in each iteration
for desired energy accuracy . Totally, there are
O(KL3c2max/
√
) quantum gates in the quantum circuit.
The repetition times required is also analyzed. Con-
sidering finite squeezed, the error is proportional to
s−2, as evaluated from Eq. 5. So, the energy error is
O(s−4). For a desired energy error , squeezing fac-
tor is O(−1/4). As we mentioned, the successful pro-
jection rate is O(s−1). For K step iteration, the total
repetition time is O(sK) = O(−K/4) for state prepara-
tion. Then, O(c2maxL
−2) times measurements are re-
quired by using QEE [2]. The number of total samples
is O(c2maxL
−(2+K/4)). In total, the runtime for solving
ground state energy is
O(L4c4maxK
−(5/2+K/4)) for requisite accuracy .
4III. NUMERICAL RESULTS
In this section, we simulate the QuIPI for several mod-
els, including molecular hydrogen, quantum Ising model
and Kitaev ring. They are the standard models of quan-
tum chemistry, many-body spin system and many-body
fermionic model, respectively. This simulation is based
on QuTip [35]. The numerical results show: 1. con-
verge rate increases as the ratio of first excited energy and
ground energy increases, and iteration step can be very
small for an appropriate chosen shift of energy; 2. the
energy error is proportional to negative quadratic step of
Suzuki-Trotter decomposition n−2, fitting the theoreti-
cal expectation; 3. phase transition can be well demon-
strated by QuIPI.
Hydrogen molecular. Following Ref. [36] that trans-
form the H2 Hamiltonian to a spin system by binary tree
transformation, we use two qubits to simulate the molec-
ular hydrogen. The effective Hamiltonian presented by
Pauli operators are constructed at different bond distance
with parameters from Ref. [10], which can be expressed
as,
H(λ) = c0(λ)I + c1(λ)σz1 + c2(λ)σz2 + c3(λ)σz1σz2
+ c4(λ)σ
x
1σ
x
2 + c5(λ)σ
y
1σ
y
2 . (8)
We set the squeezing factor s = 10, the highest Fock
state being considered = 40, and iteration step K = 5
to estimate ground state energy. The bond dissociation
is shown in Fig. 2(a). The estimated ground energy is
perfectly fitted the exact one.
Then the relation between converge rate and ratio of
first excited energy and ground energy is investigated.
Fixing bound distance at 0.75A˚, the ground energy and
first excited energy equal to -1.15Eh and 0.45Eh. The
ratio of first excited energy and ground energy equals
to 2, 4, and 8 by applying shift of energy, 2.74Eh,
1.68Eh, and 1.37Eh. Fig. 2(b) shows the relative error
|Eexact − Eresult|/Eexact after every iteration for all the
three cases. The result shows that higher ratio corre-
sponds to the faster converge rate. Moreover, for ratio
equals 0.25, after only 3 iterations the estimate energy
has an extremely high accuracy, higher than 99.9%.
Quantum Ising model with transverse field. In
one-dimensional quantum Ising model, the interaction of
sites is presented as a tensor product of Pauli-Z opera-
tors performing on the two interacted neighboring sites
and transverse field is expressed as a Pauli-X operator
performing on the single site [37]. The Hamiltonian is
H =
N∑
i=1
aiσ
x
i +
N∑
i=1
i−1∑
j=1
Jijσ
z
i σ
z
j , (9)
where N is the number of sites (qubits), J is interaction
strength between sites, and a is the external transverse
field strength.
(a)
(b)
FIG. 3. Solving ground state energy of quantum Ising model
with transverse field. The blue solid line is relative error of
the energy estimated by our quantum algorithm |Eestimate −
Eexact|/Eexact and the red dashed line is the fitting curve that
is proportional to 1/n2. The results of n < 25 are plotted in
the embedded graph. (a) all the parameters ai and Jij are
one. (b) the parameters are randomly sampled from 0 to 1
with an uniform distribution.
We use three qubits to solve ground state energy of
quantum Ising model with transverse field. Two cases
are considered: 1. all the parameters equal to one; 2.
all the parameters are randomly chosen from an uniform
distribution [0, 1]. In this part, we analyze the relation
between the relative error and step of Suzuki-Trotter de-
composition. The result is shown in Fig. 3, in which the
blue star are relative errors at different step n and red
dashed line is the fitting function that is proportional
to 1/n2, meeting theoretical expectation mentioned in
Sec. II C.
The Kitaev ring. The Kitaev ring is an one-
dimensional fermion system that can be used to demon-
strate quantum phase transition [38]. The Hamiltonian
is
H = −J
N∑
i=1
(c†i ci+1 + c
†
i c
†
i+1 + h.c.)− µ
N∑
i=1
c†i ci. (10)
5(a)
FIG. 4. (Color online) Solving ground state energy of Kitaev
model. The blue line and green line are the exact ground
state energy and first excited state energy, and red star is
the energy estimated by our quantum algorithm. At h = 1,
quantum phase transition happens.
Mapped to spin form by Jordan-Wigner transforma-
tion [39], it is presented as
H = −h
N∑
i=1
σzi −J
N−1∑
i=1
σxi σ
x
i+1−Jσy1 (ΠN−1i=2 σzi )σyN . (11)
This model with J = 1 and changing h is simulated by
three qubits. Fig. 4 shows the exact ground energy, first
excited energy, and the result energy solved by our quan-
tum algorithm. At h = 1, the quantum phase transition
is well illustrated.
IV. DISCUSSION AND CONCLUSION
So far, we have focused on solving the ground eigen-
state and ground state energy. However, the QuIPI and
hybrid quantum-classical strategy can solve not only the
ground state energy, but also the whole energy spectrum.
As we mentioned, the result state of iterative power itera-
tion method corresponds to the minimum absolute eigen-
value. So, we can determine any energy level by applying
a shift of energy near the target energy. In this situation,
the energy ratio mentioned in the time complexity should
be replaced by the ratio of the target energy and the sec-
ond minimum absolute energy.
Our algorithm takes the advantage of continuous-
variable resources. To show it, we take a comparison
between the QuIPI and the hybrid quantum-classical IPI
that does not use the continuous-variable qumode. The
hybrid one realizes inverse Hamiltonian by performing a
series of unitary operators with different evolution time,
i.e., H−1 ≈∑Mj−1j=0 e−iHj∆p∆p, where ∆p is the discrete
interval of the summation, and Mj is the up limit of the
summation (see Appendix E for details as well as nu-
meral results for hydrogen molecular). This form implies
that the hybrid quantum-classical IPI demands for long-
time evolution of H, namely t in e−iHt should be large
enough. In comparison, the QuIPI refers to a qumode
to encode weights of different unitaries into the resource
state. As the resource state naturally has distribution for
large quadrature pˆ, long-time evolution of the Hamilto-
nian is intrinsically realized with a coupling between the
system and the qumode in terms of e−iHpˆ. This com-
parison shows that the continuous-variable resource used
in QuIPI can reduce the demanded coherence evolution
time.
We briefly discuss the physical implementation of the
quantum algorithm, since pursuing the advantage of
continuous-variable in QuIPI relies on a hybrid-variable
quantum platform for physical implementation. We note
that the mainstream platforms of quantum computers
based on qubits, such as trapped ions and superconduct-
ing circuits, often have continuous variables that couple
with qubits. The physical implementation is very sim-
ilar to Ref. [40] utilizing an auxiliary qumode, which is
feasible for current quantum platforms, in the sense that
all necessary components are readily implementable, in-
cluding preparing the resource state |R, s〉, implementing
e−iHpˆ and projection.
In summary, we have proposed inverse iteration quan-
tum eigensolvers for solving eigenstates of Hamiltonian,
which utilizes a continuous variable qumode to realize
inverse Hamiltonian as an integral of Hamiltonian evolu-
tion. We have demonstrated the efficiency and accuracy
of the QuIPI for a range of quantum systems including
both quantum chemistry and quantum many-body mod-
els. We also have proposed a hybrid quantum-classical
algorithm of IPI, where the integral is discreted and uni-
taries are summed classically. Compared with QuIPI,
the hybrid algorithm relies longer time for Hamiltonian
evolution. Lastly, we point out that quantum algorithm
developed here may also be applied for matrix-inversion
based quantum machine learning.
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6Appendix A: Energy error result from inverse
iteration
The initial state can be rewritten as a superposition
state of eigenstates of Hˆ
|b〉 =
∑
i
bi |ψi〉 (A1)
with
Hˆ−1 |ψi〉 = E−1i |ψi〉 . (A2)
So, performing k times Hˆ−1 on initial state |b〉 leads to
|ψg′〉 = Hˆ−k |b〉 = 1√
c
∑
i
biE
−k
i |ψi〉 (A3)
with normalization factor 1/
√
c.
The expectation value of Hˆ is
〈Hˆ〉 = 〈ψg′ |Hˆ|ψg′〉
=
1
c
∑
i,j
bibjE
−k
i E
−k
j 〈ψi|Hˆ|ψj〉
=
1
c
∑
i
b2iE
−2k
i Ei
=
1
c
(b20E
−2k+1
0 + b
2
1E
−2k+1
1 + · · · )
=
1
c
E−2k0 [b
2
0E0 + b
2
1(
E0
E1
)2kE1 + · · · ]
= E0 +O((
E0
E1
)2k)
(A4)
Appendix B: Demonstration of resource state
preparation
We demonstrate the finite squeezed resource state
qumode preparation by iteratively applying coherent dis-
placement operator and phonon creation operator [41].
We firstly rewrite our resource state as a superposition
state of Fock states:
|R, s〉 =
cut∑
n=0
cn |n〉 , (B1)
where cut is the highest Fock state we consider, the
weights cn is transformed from the resource state in mo-
mentum space cn =
√
2s−1/2pi−1/4
∫∞
0
e−p
2/2s2 〈n|p〉 dp
with 〈n|p〉 = inpi−1/4 1√
2nn!
Hn(p)e
−p2/2, where Hn(p) is
Hermite polynomials.
The target state can be achieved by
|R, s〉 = Πcutn=1Dˆ(αn)aˆ†Dˆ(αn)† |0〉 , (B2)
Where Dˆ(αn) is coherent displacement operator, aˆ
† is
creation operator, and {αn} is determined by
cut∑
n=0
cn√
n!
(α∗)n = 0. (B3)
We simulate this process to prepare our qumode re-
source state with squeezing factor equal five |R, s = 5〉.
Fig. 5(a) shows increasing cut can increase the fidelity
of result qumode state. Fig. 5(b) shows the momentum
distribution for four chosen cut.
(a)
(b)
FIG. 5. Qumode resource state preparation. (a) The fidelity
between the target state and the state we prepared by the
method that alternately applying the coherent displacement
operator and creation operator. (b) The momentum wave
function of the prepared qumode state with four chosen cut
and the target momentum wave function.
Appendix C: Finite squeezing effect
Squeezed states are obtained by squeezing the qumode
probability distribution on the position (momentum)
space and extending it on the momentum (position)
space. In this process, the qumode state conforms to
the uncertainty principle from beginning to end. In
Sec. II A, the qumode states are infinitely squeezed states.
The projection qumode state |q = 0〉 = ∫∞∞ |p〉 dp is in-
finitely squeezed on the position space and extended
7on the momentum space, so that it has a certain po-
sition q = 0 but momentum is equally distributed
from negative infinity to positive infinity. The resource
state |R〉 = ∫∞
0
|p〉 dp is infinitely squeezed on posi-
tion space too, but only have positive momentum. In
this case, the successful projection rate is zero. More-
over, infinite squeezed states can not experimentally ob-
tained. For these two reasons, we have to consider finite
squeezed states: |q, s〉 = s−1/2pi−1/4 ∫∞−∞ e−p2/2s2 |p〉 dp
and |R, s〉 = √2s−1/2pi−1/4 ∫∞
0
e−p
2/2s2 |p〉 dp.
Considering the finite squeezed state, the result state
after unitary operator performed and projection is
|ψ′〉 = 〈q, s| e−iHˆpˆ |R, s〉 |b〉
=
√
2s−1pi−1/2
∑
n
bn
∫ ∞
0
e−iEnpe−p
2/s2dp |ψn〉
=
√
2
2
∑
n
bne
−E2ns2/4[1− i · Erfi(Ens
2
)] |ψn〉 ,
(C1)
where Erfi is imaginary error function. The Taylor-series
expansion at s→∞ of above equation is
|ψ′〉 = −i
√
2
pi
s−1
∑
n
(E−1n +O(s
−2)) |ψn〉 , (C2)
where
√
2
pi s
−1 is successful projection rate. Only in this
case, the result is the desired state. And the error of final
state is proportional to s−2.
Appendix D: Arbitrary qubit-qumode quantum gate
construction
In this part, we will discuss how to construct arbitrary
qubit-qumode unitary operator e−iHˆlpˆ, where Hˆl is a ten-
sor product of Pauli matrices and pˆ is the momentum op-
erator. Starting from one qubit situation, we firstly show
that all the four Pauli matrices can be transformed from
a Pauli X matrix. For convenience, we denote X = σx,
Y = σy, Z = σz, and I = I2.
HXH = Z, SXS† = Y, XX = I (D1)
The one-qubit-one-qumode unitary operator can be real-
ized by the following quantum circuit.
For more than one qubits situation, we use Controlled-
NOT (CNOT) gate to entangle the qubits.
CNOT1,2(X1 ⊗ I2)CNOT1,2 = X1 ⊗X2, CNOT (D2)
where CNOT1,2 is a CNOT gate controlled by the 1st
qubit, targeting to the 2nd qubit.
So, two-qubits-one-qumode unitary operator eiX1X2qˆ/n
can be implemented by the combination of eiXqˆ/n and a
CNOT gate.
By using the two-qubit CNOT gate that entangles the
qubits, and single qubit gate that transforms the Pauli
X operator to other Pauli operators, we can construct an
evolution operator of tensor product of arbitrary Pauli
operators e−iHˆlpˆ. The following quantum circuit is a
good example.
Appendix E: Hybrid quantum-classical method
In this part, we propose a hybrid quantum-classical
strategy of IPI that without any ancillae and thus post-
selection. The inverse Hamiltonian is still expressed by
linear combination of unitaries [23], but it is realized as
a summation classically. Concretely, the inverse Hamil-
tonian is presented as a summation of evolution opera-
tors with different time, i.e., H−1 ≈∑Mj−1j=0 e−iHj∆p∆p,
where ∆p is the discrete interval of the summation, and
Mj is the up limit of the summation. The maximal evo-
lution phase is defined as φmax = Mj∆p.
For higher order, the inverse Hamiltonian is approxi-
mated as
H−k ≈
Mj1−1∑
j1=0
· · ·
Mjk−1∑
jk=0
e−iHj1∆p · · · e−iHjk∆p ·∆pk
=
∑
J
U(J) ·∆pk.
(E1)
8(a)
(b)
FIG. 6. (Color online) Solving ground state energy of hy-
drogen molecular with the bond distance being equal to 0.75
by the hybrid quantum-classical algorithm. (a) For a chosen
maximal evolution phase φmax, the relationship between the
relative error |Eestimate−Eexact|/Eexact and number of itera-
tion k. The red line is the result with using the ideal inverted
Hamiltonian H−1. (b) For a chosen number of iteration k, the
relationship between the relative error and maximal evolution
phase φmax.
The target state is evolved to |ψ〉 = H−k |b〉 ≈∑
J U(J) ·∆pk |b〉. Then the ground state energy is ex-
pressed as
E ≈
∑
J
∑
J′
∆p2k 〈b|U(J)†HU(J ′)|b〉 . (E2)
Each expectation value can be parallelly computed by
SWAP test [31] or QEE [2], then summed up with corre-
sponding weights to estimate the ground state energy.
We simulate the process of this method to solve H2
at the situation that bond distance equal 0.75A˚. In Eq.
E2, there is a multiple summation leading to the time
complexity exponentially increases with 2k. To simplify
the computation in our simulation, the high order inverse
Hamiltonian is approximated by directly multiplying the
first order one. The process is shown as
E = 〈b|((
Mj−1∑
j=0
e−iHj∆p∆p)k)†H(
Mj−1∑
j=0
e−iHj∆p∆p)k|b〉 .
(E3)
The results obtained by Eq. E2 and Eq. E3 have been
checked same at small k.
We set the discrete interval ∆p = 0.1. For four cho-
sen maximal evolution phase φmax, the relation between
relative error and number of iteration k is shown in
Fig. 6(a). For fixed number of iteration k, the relative
error at different maximal evolution phase φmax is shown
in Fig. 6(b).
In this hybrid quantum-classical strategy, matrix in-
version is realized by a series of unitary operators with
different evolution time from 0 to (Mj−1)∆p. Consider-
ing Trotter decomposition, the number of gates required
of unitary evolution increases with square of time [34].
For this reason, long time evolution leads to high circuit
coherent time requirement and long total runtime. By
comparison, QuIPI does not have this concern, since the
linear combination of unitaries in QuIPI is assisted by
qumode resource state and an evolution of Hpˆ with a
fixed time period t = 1.
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