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Dynamically typed languages such as JavaScript and Python have have emerged as the most popular pro-
gramming languages in use today. However, when possible to do so, there are also important benefits that
accrue from including static type annotations in dynamically typed programs, e.g., improved documentation,
improved static analysis of program errors, and improved code optimization. This approach to gradual typing
is exemplified by the TypeScript programming system which allows programmers to specify partially typed
programs, and then uses static analysis to infer as many remaining types as possible. However, in general,
static type inference is unable to infer all types in a program; and, in practice, the effectiveness of static
type inference depends on the complexity of the program’s structure and the initial types specified by the
programmer. As a result, there is a strong motivation for new approaches that can advance the state of the art
in statically predicting types in dynamically typed programs, and that do so with acceptable performance for
use in interactive programming environments.
Previous work has demonstrated the promise of probabilistic type analysis techniques that use deep learning
methods such as recurrent neural networks and graph neural networks (GNNs) to predict types for variable
declarations and occurrences. In this paper, we advance past work by introducing a range of graph-based deep
learning models that operate on a novel type flow graph (TFG) representation. The TFG represents an input
program’s elements as graph nodes connected with syntax edges and over-approximated data flow edges, and
our GNN models are trained to predict the type labels in the TFG for a given input program.
We study different design choices for our GNN-based type inference system for the 100 most common types
in our evaluation corpus, and show that our best GNN configuration for accuracy (R-GNNNS-CTX) achieves
a top-1 accuracy of 87.76%. This outperforms the two most closely related deep learning type inference
approaches from past work – DeepTyper with a top-1 accuracy of 84.62% and LambdaNet with a top-1
accuracy of 79.45%. Alternatively, we can state the error (100% - accuracy) for R-GNNNS-CTX is 0.80× that
of DeepTyper and 0.60× that of LambdaNet. Further, the average inference throughput of R-GNNNS-CTX is
353.8 files/second, compared to 186.7 files/second for DeepTyper and 1,050.3 files/second for LambdaNet. If
inference throughput is a higher priority, then the recommended model to use from our approach is the next
best GNN configuration from the perspective of accuracy (R-GNNNS) which achieved a top-1 accuracy of
86.89% and an average inference throughput of 1,303.9 files/second. In summary, our work introduces advances
in graph-based deep learning that yield superior accuracy and performance to past work on probabilistic type
analysis, while also providing a range of GNN models that could be applicable in the future to other graph
structures used in program analysis beyond the TFG.
Additional Key Words and Phrases: Static Analysis, Type Inference, Machine Learning
1 INTRODUCTION
Dynamically typed languages such as JavaScript and Python have emerged as some of the most
popular programming languages in use today, as evidenced by their popularity ranks on GitHub.1
Compared with statically typed programs, dynamically typed programs are usually more succinct
and easier to modify. However, when possible to do so, there are also important benefits that accrue
from including static type annotations in dynamically typed programs, e.g., improved documen-
tation and static analysis of program errors. The classical approach to address this problem is to
perform static type inference, usually accomplished by applying control and data flow analyses to
1The State of the Octoverse: https://octoverse.github.com/.
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infer the relevant type lattices for expressions in a program. However, in general, static type infer-
ence is unable to infer all types in a dynamically typed program; and, in practice, the effectiveness
of static type inference depends on the complexity of the program’s structure, e.g., use of implicit
polymorphic variables, object properties, and dynamic type evaluation. An alternate gradual typing
approach is exemplified by the TypeScript programming system which allows programmers to
specify partially typed programs, and then uses static analysis to infer as many remaining types as
possible. While an improvement over a fully static approach, gradual typing is also encumbered
by the inherent challenges faced by static analysis. As a result, there is a strong motivation for
new approaches that can advance the state of the art in statically predicting types in dynamically
typed programs, and that do so with acceptable performance for use in interactive programming
environments.
Previous work has demonstrated the promise of probabilistic type analysis techniques that use
deep learning methods to predict types for variable declarations and occurrences. One approach
from past work, DeepTyper, formulates type prediction as a sequence tagging problem and trains a
recurrent neural network (RNN) model to solve that problem [Hellendoorn et al. 2018]. Another
approach from past work, LambdaNet, employs an auxiliary analysis to infer type dependences
between program elements and extract them into a graphical representation, on which it trains a
graph neural network (GNN) model to perform type prediction [Wei et al. 2019]. The introduction
of these approaches is a natural follow-on to work from the past two decades on applying machine
learning to address a number of compilation-related problems, and that has been enabled by the
rapid growth of open source online code repositories such as the open-source projects hosted on
GitHub. Examples of programming tasks that have been aided by the use of machine learning
include property prediction, code search, anomaly detection, and code completion [Allamanis et al.
2018].
In this paper, we advance past work by introducing a GNN-based type inference system consisting
of a range of GNN models operating on a novel type flow graph (TFG) representation. The TFG
represents an input program’s elements as graph nodes connected with syntax edges and over-
approximated data flow edges, and our GNN models are trained to predict type labels from the
TFG of a given input program. The TFG is efficient to construct, and can be built via simple
bottom-up traversals of the program’s abstract syntax tree. Our GNN models learn to propagate
type information on the graph and predict types for the graph nodes. We study different design
choices for our GNN-based type inference system for the 100 most common types in our evaluation
corpus, and show that our best GNN configuration for accuracy (R-GNNNS-CTX) achieves a top-1
accuracy of 87.76%. This outperforms the two most closely related deep learning type inference
approaches from past work – DeepTyper with a top-1 accuracy of 84.62% and LambdaNet with a
top-1 accuracy of 79.45%. Alternatively, we can state the error (100% - accuracy) for R-GNNNS-CTX
is 0.80× that of DeepTyper and 0.60× that of LambdaNet. Further, the average inference throughput
of R-GNNNS-CTX is 353.8 files/second, compared to 186.7 files/second for DeepTyper and 1,050.3
files/second for LambdaNet. If inference throughput is a higher priority, then the recommended
model to use from our approach is the next best GNN configuration from the perspective of accuracy
(R-GNNNS) which achieved a top-1 accuracy of 86.89% and an average inference throughput of
1,303.9 files/second. Thus, our work introduces advances in graph-based deep learning that yield
superior accuracy and performance to past work on probabilistic type analysis, while also providing
a range of GNN models that could be applicable in the future to other graph structures used in
program analysis beyond the TFG.
A summary of the contributions of this paper is as follows:
• We propose a probabilistic analysis framework for type inference based on a family of GNNs.
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• We introduce a lightweight type flow graph structure that efficiently captures type flow
information from a program’s abstract syntax tree.
• We propose several design choices for our family of GNNs, and evaluate their accuracy and
efficiency as described above.
• We compare our approach with two state-of-the-art deep learning based approaches for
probabilistic type inference (DeepTyper and LambdaNet) and show that our approach yields
superior accuracy and performances to both past approaches.
The rest of this paper is organized as follows. Section 2 provides background on type inference and
graph neural networks. Section 3 introduces our GNN-based type inference framework, including
graph construction and the model architecture. In Section 4, we evaluate our approach with different
design choices and compare it with previous work. Section 5 presents related work, and Section 6
concludes the paper.
2 BACKGROUND
2.1 Static Type Inference
The goal of type inference is to automatically deduce the type of an expression in a program. The
deduced type can be either partially or fully, depends on the simplicity of target programming
language or the robustness of the type inference analysis.
Static type inference algorithms infer type information via solving the type constraints collected
from the target program. A type constraint represents the aggregation and reduction of the type
information between expressions in the program. This allows type inference to be formulated as a
graph analysis problem.
2.2 Graph Neural Networks
Graph neural networks (GNNs) are machine neural network models that directly operate on graph-
structured data. A graph can be defined as G = (V ,E), where V is the set of nodes and E is the
set of edges. The neighborhood of a node v is defined as N(v) = {u ∈ V | (u,v) ∈ E}. A node
v can have attributes represented as a feature vector xv , and similarly, an edge (u,v) can have
attributes represented as a feature vector euv . GNNs learn the representations of graph structures by
propagating the states of nodes to their neighbors iteratively and transforming the nodes states into
output representations. Let hv be the state vector of node v and K be the number of propagation
steps,2 a general form of a GNN can be defined as:3
h(0)v = xv v ∈ V (1)
m(k )uv = f
(k )
message
(
h(k−1)u , euv
)
k = 1..K ,v ∈ V ,u ∈ N(v) (2)
a(k)v = f
(k)
aggregate
(
h(k−1)v ,
{
m(k )uv
 u ∈ N(v)}) k = 1..K ,v ∈ V (3)
h(k )v = f
(k )
update
(
h(k−1)v , a
(k )
v
)
k = 1..K ,v ∈ V (4)
The state of each node hv is initialized with its feature vector xv in Eq. (1). At step k , a node
receives messages from its neighbors through corresponding edges. A message vector muv is
generated from a neighbor’s hidden state h(k−1)u at step (k − 1) and the feature vector of the edge
where the message is passed through (i.e., euv ), using the message function f (k )message in Eq. (2). The
2In this paper, we use the term propagation step to represent the computation in an iteration. A propagation step is also
called a GNN layer in the literature.
3Although there exists a more general form that allows edge features to be updated during the propagation [Battaglia et al.
2018], the one we present here is sufficient to formulate all the GNN architectures we will discuss in this paper.
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messages are then aggregated to a single vector using the aggregation function f (k )aggregate in Eq. (3).
At the end of step k , the node’s state h(k )v is updated from its state at the previous step h(k−1)v and
the aggregated message vector a(k )v using the update function f (k)update in Eq. (4).
The functions f (k )message, f
(k )
aggregate, f
(k )
update are neural networks containing trainable parameters.
Those functions can be the same and share parameters across different steps (i.e., f (1)_ = f (2)_ =
. . . = f (K )_ ) or they can be different functions and use a separate set of parameters for each step.
Following the taxonomy in [Wu et al. 2020], we use the term recurrent graph neural networks to
refer to GNNs with shared functions and parameters for all steps, and convolutional graph neural
networks to refer to GNNs with separate functions and parameters for different steps.
2.3 Machine Learning Assisted Static Analysis
There has been a large body of work that leverages machine learning to assist static analysis. By
their tasks, those approaches can be categorized into the following categories:
Program Property Prediction. In this class of tasks, the goal is to assign property labels to
(part of) a program. The typical approach is to apply supervised learning to build a model that
predict the property labels from a program’s representation. The program representations that
have been adopted by previous work include token sequences [Hellendoorn et al. 2018], abstract
syntax trees [Alon et al. 2019; Raychev et al. 2015], and some more complex graphs [Allamanis
et al. 2017; Si et al. 2018].
Learning to Parametric Program Analysis. To make a trade-off between precision and cost,
parametric analyses have been applied in real-world solutions [Oh et al. 2014; Zhang et al. 2013].
Unlike manual parameterization and heuristic parameter search, which rely on the expertise of
users or heuristic developers, statistical learning approaches can learn from automatically generated
data and have shown a good capacity for finding the optimal configuration for parameters including
the granularity of program abstraction [Liang and Naik 2011; Oh et al. 2015].
Program Specification Identification. This scenario focus on mining program specification
from code corpora, including the API specifications [Chibotaru et al. 2019; Murali et al. 2017], the
behaviors of a library [Bastani et al. 2018] and code idioms [Allamanis and Sutton 2014]. These
techniques can been applied for detecting API misuses, performing code completion, etc.
In this paper, we focus on type inference, which can be categorized as a program property
prediction problem. We investigate the approach of using graph structure to present the input
program and building machine learning models to predict program properties. A GNN-based
learning framework is designed to learn from graph-structured data extracted from code and
predict types for program elements.
3 METHODOLOGY
This section describes our methodology that uses GNN based machine learning framework to
perform probabilistic type inference. Section 3.1 describes the problem statement and the proposed
learning framework. Section 3.2 gives the definition of the graph we use as input to our GNN
models. The design of the GNN architecture is introduced in Section 3.3.
3.1 Problem Statement
We formulate type inference as a graph node label prediction problem. The prediction is at the file
level for better scalability and flexibility. Our GNN-based type inference framework is shown in
Fig. 1. For each source file, we construct a graph whose nodes correspond to program elements
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in the file. The graph edges include sytax edges extracted from the abstract syntax tree and over-
approximated data flow edges derived from name-matching-based static analysis. A GNN model is
trained to predict type for the graph nodes from a fixed type vocabulary. The target programming
language we choose is JavaScript, and the unit of program element for prediction is the identifier,
which covers variables, function parameters, and object properties in JavaScript. Following the
methodology of a previous work [Hellendoorn et al. 2018], we train the model on a dataset of
TypeScript programs. The type labels are obtained from the TypeScript compiler, and the graphs
are constructed from the code without using any information from existing type annotations.
Training Project 1
…
TypeScript Compiler 
AST Builder
Type Analysis
Graph Extractor
…
…
GNN Model Traning GNN Model
Type Flow Graph 
with Type Labels
Type Flow Graph
TypeScript Compiler 
AST Builder
Graph Extractor
GNN Model Infernce 
GNN Model
…
Type Flow Graph 
with Predicted Labels
(a) Model Training
(b) Type Inference
Training Project 2
Training Project m
TS Project m+1
…
TS Project m+2
TS Project m+3
TS Project n
Validation Project 1
…
Validation Project 2
Validation Project n
(a) Model Training.
TS Project 1
…
TypeScript Compiler 
AST Builder
Type Analysis
Graph Extractor
…
…
GNN Model Traning GNN Model
Type Flow Graph 
with Type Labels
Type Flow Graph
TypeScript Compiler 
AST Builder
Graph Extractor
GNN Model Infernce 
GNN Model
…
Type Flow Graph 
with Predicted Labels
(a) Model Training
(b) Type Inference
TS Project 2
TS Project 3
TS Project m
est Project 1
…
est Proj t 2
Test Project 3
Test Project p
(b) Type Inference.
Fig. 1. The graph neural network based type inference framework.
3.2 Graph Definition
A data-driven approach relies on high-quality data containing features that are relevant to the
target problem. For the type inference problem, the relevant features include the source of type
information (e.g., literals), the code patterns that have implications about types, and the paths of
type propagation. Ideally, the input data to the learning model should at least cover those features.
In this work, we defined a type flow graph (TFG) that carries those features mentioned above by
encoding syntactic and approximate semantic information in a program.
A TFG is a directed graph whose nodes represent program elements in the code and edges encode
type-relevant relationships between the nodes. It is constructed from a program’s abstract syntax
tree (AST). We give the definitions of the nodes and edges and how they can be extracted in the
following paragraphs.
Graph Node. The nodes in a TFG present the program elements that either carry types or
provide hints about types. They are categorized into the following node types:
• Identifier node (IdentNode): It represents an identifier token in a program and corresponds to
an occurrence of a named element in the program, including variables, object properties, and
functions.
• Token node (TokNode): It represents a non-identifier token that appear as leaves in an AST.
Most of the token nodes in a program are literals.
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• Expression node (ExprNode): It represents an expression in a program, including binary, unary
expressions, function and variable declarations;
• Variable symbol node (VarSymNode): It represents a variable and its occurrences within the
live range;
• Object property node (ObjPropNode): It represents an object property name in a program. It
can be viewed as an over-approximation of an object property symbol;4
• Context node (CtxNode): It represents the context where an expression appears. Every CtxNode
is associated with an expression node in the AST whose parent is a statement node.
Each node has an associated feature. An IdentNode’s feature is its name and a TokNode’s
feature is its token type. A CtxNode’s feature is a (statement_type, child_name) pair, where
statement_type is the type of a statement node in the AST and child_name is the name of a child
node of that statement node (e.g., for an if-statement node with an expression child node serving
as its condition, the expression node in the TFG will be connected to a CtxNode with the feature
(IfStmt, condition)). The features of other nodes are their node types.
IdentNodes and ExprNodes are the units for type prediction. TokNodes serve as sources of type
information since they contains literals that have known types. A VarSymNode acts as a “hub” that
helps the type information exchange between different occurrences of the same variable. And an
ObjPropNode has a similar functionality for object properties that share the same name. A CtxNode
provides hints about the type of an expression based on its role in the enclosing statement.
Graph Edge. The functionality of graph edges is to establish information flow paths between the
nodes. To enable efficient information exchange, we make all edges bi-directional, and each edge
type we describe below has a corresponding backward edge type in order to distinguish between a
forward edge and a backward edge. The edges are categorized into the following types:
• Expression edge (ExpEdge): It connects an IdentNode/TokNode/ExprNode to an ExprNode. The
source and the destination of this edge should correspond to a child-parent pair in the AST.
• Variable symbol edge (VarSymEdge): It connects an IdentNode to a VarSymNode. The IdentNode
must represents a variable whose symbol corresponds to the VarSymNode.
• Object property edge (ObjPropEdge): It connects an IdentNode to anObjPropNode. The IdentNode
must represents an object property whose name corresponds to the ObjPropNode.
• Return edge (RetEdge): It connects an ExprNode representing a returned expression to an
ExprNode representing its enclosing function declaration.
• Call edge (CallEdge): It can connect an ExprNode representing a returned expression to an
ExprNode representing a call expression who is a potential caller of the enclosing function of
that returned expression. It can also connect an ExprNode representing an argument in a call
expression to an ExprNode representing a parameter of a function who is a potential callee of
that call expression.
• Context edge (CtxEdge): It connects a CtxNode to an ExprNode it is associated with.
Each edge has an associated feature. The feature of an ExpEdge, presented as (c, p), and its back-
ward edge, (p, c), is a (expression_type, child_name, direction) tuple, where expression_type
is the expression type of p, child_name is the child name of c in the AST, and direction is either
f for a forward edge and b for a backward edge. For other edges, their features are the edge types.
Fig. 2 gives an example of the TFG. Fig. 2a shows a piece of code and Fig. 2b displays its AST.
The corresponding TFG is shown in Fig. 2c. To simplify the presentation, the edge features for
ExpEdges are not shown in this example. It can be seen that ExpEdges establish type information
4This is equivalent to applying a flow-insensitive and context-insensitive alias analysis for object properties, which is
over-approximated since it only checks if properties’ names are the same.
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function foo(a) {
if (a.val) x = "Hello";
return x;
}
r.val = true;
let c = foo(r);
(a) Code example.
(b) Abstract syntax tree.
(c) Type flow graph.
Fig. 2. An example of TFG.
flow paths within expressions. VarSymEdges and ObjPropNodes allows type information exchange
between the different occurrences of the same variable and object properties. RetEdges allow type
information to flow between a function declaration and its return statements. CallEdges enable the
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information exchange between call sites and their potential callees.5 CtxEdges allow expression
nodes to get type hints from its context within a statement.
Graph Extraction. The graph extraction is based on the traversal of the an input program’s
AST in a bottom-up manner. For each AST node that matches a TFG node pattern, the graph
extractor creates the corresponding TFG node and edges based on the definitions described above.
For CallEdge creation, the graph extractor runs a lightweight pre-pass to scan the program file to
collect function declaration information for later use.
3.3 Learning Model: Graph Neural Network
Here we introduce our machine learning model design for static type inference. This learning
model is presented as a customizable system composed of a core GNN model with different building
blocks and several other components that converts node/edge features into vector representations.
3.3.1 Overall Model Architecture. As shown in Fig. 3, the learning system contains 6 components
that are organized into three phases: (1) feature embedding for nodes and edges; (2) GNN message
propagation; and (3) label prediction.
1. Node feature embedding 2. Edge feature embedding
3. Message
4. Aggregation
5. Update
6. Prediction
Type flow graph
Feature embedding 
phase
GNN message 
propagation phase
Label prediction 
phase
Type flow graph 
with type labels
Fig. 3. Overall model architecture.
The feature embedding phase (component 1 and 2) translates node/edge features in the type
flow graph to vector representations (i.e., embedding vectors). For edge feature embedding and the
basic design of node feature embedding (demonstrated in Fig. 4a), we assign a trainable vector to
each feature in the vocabulary. Section 3.3.2 discusses several alternative methods for embedding
identifier names, which are the features of IdentNodes.
5 The call graph construction uses the same name matching mechanism as object properties’ and thus is also over-
approximated.
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In the GNN message propagation phase, the nodes feature embedding vectors are used as node
initial states and the edge embedding vectors are used to generate messages on the corresponding
edges. The GNN iteratively propagates and updates node states for K steps using the message,
aggregation, and update functions (components 3, 4, 5).
In the label prediction phase (component 6), we use a fully-connected layer followed by a softmax
function to transform a node’s final state after K steps of propagation into a probability distribution
over candidate types and output the most probable type as the inferred type for a node.
3.3.2 IdentNode state initialization. Identifier names can sometimes provide hints on the types of
associated program elements. For example, a variable named “num” usually has an integral type.
We design our model to utilize such type information by treating identifier names as node features
of corresponding IdentNodes and encode them into real-valued embedding vectors, which are used
as the initial states of those IdentNodes. The GNN then iteratively propagates the type information
encoded in the state vectors to other nodes. Fig. 4 shows four methods of encoding identifier names
that are adopted by our model. Fig. 4a is a basic method that uses a single embedding layer which
maps each unique name to a trainable parameter vector. Figs. 4b and 4c demonstrate two techniques
to improve the name encoding, which will be described in detail in the following paragraphs. The
last method shown in Fig. 4d is the combination of the two techniques.
(a)
(b)
(c)
(d)
Fig. 4. IdentNode state initialization.
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Name Segmentation. The simple embedding method in Fig. 4a requires a fixed-size vocabulary of
node identifier names. However, the size of such vocabulary can be huge due to the diversity of
identifier names in programs, making it difficult to learn the information encoded in the names.
Previous works have shown that segmenting identifier names can help reduce the vocabulary
size and boost the performance of machine learning models in code modeling [Allamanis et al.
2017; Karampatsis et al. 2020]. Similar to those prior works, we introduce a name segmentation
mechanism shown in Fig. 4b. First, an identifier name is split into several segments. Then each
of the segments is embedded into a vector through an embedding layer. Finally, a bi-directional
RNN is applied to the sequence of segment embedding vectors of an identifier name to generate
a single encoding vector, which is used as the initial state vector of the IdentNode corresponding
to the identifier name. We perform name segmentation by first splitting an identifier name into
subtokens according to the CamelCase and snake_case patterns, and then further segmenting the
subtokens with byte pair encoding [Gage 1994; Sennrich et al. 2015].
Contextualized Initialization. The context (surrounding tokens) of an identifier name can also
provide useful type information, and thus it could be beneficial to encode it into the initial state of
an IdentNode. Although the propagation on the type flow graph can help gather information from
the context, the size of such context is limited by the number of GNN propagation steps, which
is usually small. As shown in Fig. 4c, to encode the information from a broader range of context
for IdentNodes, we introduce a bi-directional RNN layer that takes the sequence of code token
embedding vectors as input and generate an output vector for each token. Those output vectors
that correspond to identifiers are used as the initial states of IdentNodes. We name this RNN layer
as the contextual layer.
3.3.3 Graph Neural Network Architecture. The GNN architecture we designed follows the general
framework described in Eqs. (1) to (4). We describe the instantiation of the framework in the
following paragraphs. Unless otherwise specified, we define the functions below as components of
recurrent GNNs and thus do not distinguish between parameters in different propagation steps.
Message Function. The functionality of the message function is to produce a message vector
muv ∈ Rdh that passed from u to its neighbor v that encodes the type information of u. In TFG,
we introduce a feature for each edge that is embedded to vector euv ∈ Rde . The edge feature
embedding vector is integrated in to the message vector by the following message function:
m(k )uv = WMO
((
WMIh
(k−1)
u + bMI
)
⊙ euv
)
+ bMO v ∈ V ,u ∈ N(v) (5)
WMI ∈ Rde×dh ,WMO ∈ Rdh×de , bMI ∈ Rde , and bMO ∈ Rdh are learnable parameters; ⊙ stands for
element-wise multiplication.
Alternatively, we can ignore edge features in the TFG and use the following identity function as
the message function:
m(k )uv = h
(k−1)
u v ∈ V ,u ∈ N(v) (6)
Aggregation Function. After the calculation of message vector muv for all u ∈ N(v), the
aggregation function aggregates those message vectors for v into a vector av ∈ Rdh . A simple
solution is to apply a mean aggregation shown below:
a(k)v =
1
|N(v)|
∑
u ∈N(v)
m(k)uv v ∈ V (7)
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During type information propagation on the graph, it is likely the neighbors do not pass equally
important/useful information to a node. For example, the type information coming from a literal
node may be more informative than that coming from an identifier node. Consider this simple
example: x = "hello" + y. The string literal node "hello" presents stronger information than
identifier node y. Thus it could be beneficial to assign different weights to messages from different
neighbors during aggregation.
To this end, we introduce an alternative aggregation process that contains an attentionmechanism
toweigh the importance of different incomingmessages. It is adapted from the one in graph attention
networks [Velickovic et al. 2018] and is shown in the following equations:
α (k)uv =
exp
(
LeakyReLU
(
w⊤
[
WQKh
(k−1)
v ;WQKm(k )uv
] ))
∑
u′∈N(v) exp
(
LeakyReLU
(
w⊤
[
WQKh
(k−1)
v ;WQKm(k )u′v
] )) v ∈ V ,u ∈ N(v) (8)
a(k )v =
∑
u ∈N(v)
α (k )uvWVm
(k )
uv v ∈ V (9)
WQK ∈ Rdh×dh , WV ∈ Rdh×dh and w ∈ R2dh are parameters to be learned. LeakyReLU is a
non-linear activation function [Xu et al. 2015].
Update Function. In type inference, the type information could be propagated many steps
across multiple expressions or even procedure boundaries. To enable effective learning from the
potential long-term dependencies, our recurrent GNN architectures integrate the gated recurrent
unit (GRU) [Cho et al. 2014] as our update function. This update function has also been adopted in
other recurrent GNN architectures [Li et al. 2016]. The update function can be written as:
h(k )v = GRU
(
a(k )v , h
(k−1)
v
)
v ∈ V (10)
Our GNN architecture can also be configured to be a convolutional GNN, i.e., parameters in
functions defined above do not share between propagation steps. In this case, the update function
will not be a recurrent unit, but the one specified below:
h(k )v = ReLU
(
W(k )h h
(k−1)
v + b
(k )
v
)
v ∈ V (11)
h(k )v ∈ Rdh×dh and b(k )v ∈ Rdh are learnable parameters of step k .
As an exception, we do not update the states for TokNodes and CtxNodes (i.e., their update
function is the identity function). This is because the type information they contain is known in
advance and thus no information update is needed.
4 EVALUATION
In this section, we evaluate our GNN based type inference system to answer the following research
questions:
• RQ .1: What are the impacts of our GNN model design choices on the accuracy of type
inference?
• RQ .2: How efficient is our GNN-based type inference?
• RQ .3: How does our approach compare with state-of-the-art deep learning type inference
approaches?
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Experimental Platform. We conducted our experiments on a server that has two Intel Xeon
E5-2623 v4 processors with 128GB of RAM and an NVIDIA Tesla V100 GPU with 16GB of graphics
memory. The neural network models were trained and evaluated on the GPU.
Dataset and Preprocessing. We constructed our dataset based on a corpus consisting of popular
TypeScript projects in Github that were also used in past work on type inference for JavaScript [Hel-
lendoorn et al. 2018]. We obtained the projects that are still publicly available from that set, and,
following the methodology in [Hellendoorn et al. 2018], removed all files containing more than
5,000 tokens so as to enable efficient batching. The resulting set of projects was then randomly
split into training, validation and test subsets, which respectively contain 789, 99 and 99 projects, or
74,801, 3,729 and 3,838 files.
Our tool chain was used to construct a type flow graph (TFG) for each file. Fig. 5 shows the
distributions of the TFG size in the training, validation, and test sets, in terms of numbers of nodes
and edges. Note that TypeScript type annotations are not used when constructing the TFGs.
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Fig. 5. Distributions of the numbers of nodes/edges in a graph for the training, validation, and test sets which
contain 74,801, 3,729 and 3,838 files/graphs respectively, shown as box-and-whiskers plots. Each box spans
values from the first quartile (Q1) to the third quartile (Q3), with the median shown as a horizontal line in
the box. The endpoint whiskers indicate the values, Q1 − 1.5 × (Q3 −Q1) and Q3 + 1.5 × (Q3 −Q1), for the
respective datasets.
To identify type labels in the training set, we used the TypeScript compiler to extract the types
for all nodes in our TFGs, including identifier nodes and other expression nodes. Since TypeScript
permits partial type annotations, these type labels can include types provided by the developer as
well as types inferred by the TypeScript compiler. The extracted types were then preprocessed with
the following steps: (1) function types are mapped to their return types; (2) the type parameters in
parametric types are removed (e.g., Array<number> becomes Array); (3) literal types are mapped to
their base types (e.g., the literal type "a"|"b" becomes string); (4) types with names that consist
of a single character are filtered out, as they usually represent type parameters (e.g., T, U, V). A
type vocabulary was built after the preprocessing, and the models were trained to predict types
from this vocabulary. Similar to [Wei et al. 2019], we picked the top-100 frequent types from the
training set, excluding the any type. We did not use a larger type vocabulary because our focus is
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on predicting types that are used across different projects rather than types defined locally in a
project. Prediction of locally defined types is beyond the scope of this paper/
We constructed fixed-sized vocabularies for graph edge features, non-name node features, and
identifier names (or name segments) for them to be embedded as trainable vectors in the neural
networks. We included all edge features in the training set in the edge vocabulary. The resulting
edge feature vocabulary has a size of 210. We also constructed a vocabulary of non-name features
in the same manner and its size is 184. For names, we constructed a vocabulary of full names when
we do not perform name segmentation, and a vocabulary of name segments otherwise. The full
name vocabulary contains the 10,000 most frequent identifier names in the training set. We also
include a special UNKNOWN token to represent out-of-vocabulary names. For name segmentation, we
generated the segment vocabulary by performing up to 10,000 merges during byte pair encoding
on the training set.
When performing inference on files in the validation and test sets, we followed the methodology
adopted by prior work [Hellendoorn et al. 2018; Wei et al. 2019], and only used labels available
in type annotations provided by the developer (and ignored the types inferred by the TypeScript
compiler). Doing so only assigns labels to identifier nodes. We then repeat steps (1) to (4) listed
above for these extracted types in the validation and test sets. We also removed edges with out-of-
vocabulary edge features from the type flow graphs built from the validation and test sets.
Evaluated Model Designs. As mentioned in Section 3.3.3, we studied different GNN model
design choices, including the setup for node state initialization and the GNN architecture. The
motivation for evaluating different model designs is to gain insight as to which is the best learning
system for type inference, and to answer RQ.1: “What are the impacts of our GNN model design
choices on the accuracy of type inference?”
Table 1 lists the various GNN designs (along with their different design options) that are encom-
passed by our evaluation. R-GNN is our baseline model, which is a recurrent GNN (i.e., a GNN that
shares parameters across propagation steps) that uses the GRU update function and mean message
aggregation. It takes in edge features but does not perform name segmentation or contextualized
initialization. C-GNN is a variant of R-GNN that does not share parameters across steps and uses
the update function defined in Eq. (11). R-GAT extends R-GNN with the attention-based message
aggregation function defined in Eqs. (8) and (9). R-GNNNS introduces name segmentation in the
node initial state generation phase to R-GNN. Similarly, R-GNNCTX introduces the contextual layer
to R-GNN. R-GNNNS-CTX adds both name segmentation and the contextual layer into R-GNN. We
observe that none of these eight GNN variants have been studied before in past work on type
inference.
All of the GNN designs described above are based on the TFG with edge features. To evaluate the
impact of not including edge features in TFGs, and the effectiveness of the attention mechanism
in such situations, we built two more models that do not take edge features as input. They are
R-GNNNEF and R-GATNEF, which correspond to R-GNN and R-GAT respectively.
Table 1. Designs of GNN Architectures.
C-GNN R-GNN R-GAT R-GNNNS R-GNNCTX R-GNNNS-CTX R-GNNNEF R-GATNEF
GNN Type Convolutional Recurrent Recurrent Recurrent Recurrent Recurrent Recurrent Recurrent
Attention ✓ ✓
Name Segmentation ✓ ✓
Contextual Layer ✓ ✓
Edge Features ✓ ✓ ✓ ✓ ✓ ✓
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Evaluation Metrics. We evaluated the models in terms of their type prediction accuracy and
efficiency. The accuracy metrics include top-1 and top-5 accuracy for predicting types for the test
set. Those two kinds of accuracy metrics are obtained by using the model to output the top-1 and
top-5 probable types for each prediction location and then computing how often the ground truth
type label matches the output type(s). We divided types in the vocabulary into 2 categories: the 10
most frequent types in the training set and the other 90 types, and measured the top-1 and top-5
accuracy for all 100 types and the two categories separately. The efficiency metrics we used are the
number of parameters in the model and its throughput (files/sec) for inference.
Implementation Details. We used the TypeScript compiler to extract type labels and generate
ASTs for source code files in the dataset. Our TFGs were constructed from those ASTs. The neural
network architectures used in our experiments were built using PyTorch [Paszke et al. 2019]. In
all experiments, we fixed the batch size to be 64 and trained the models for 60 epochs using the
AdamW optimizer [Loshchilov and Hutter 2019] with a learning rate of 10−3. We evaluated the
model on the validation set after each epoch and used the model from the epoch that produced the
lowest validation loss to be evaluated on the test set. We used 128-dimensional node type/name
embeddings, 32-dimensional name segment embeddings, 32-dimensional RNN hidden states for
name segment sequence encoding, 256-dimensional edge type embeddings, 128-dimensional node
states, and 128-dimensional RNN hidden states for both directions in the contextual layer.
4.1 RQ .1: What are the impacts of our GNN model design choices on the accuracy of
type inference?
As discussed in Section 2.2, our GNN-based type inference system allows multiple design choices
across the different components. We studied how they could affect the accuracy of type prediction
by evaluating various combinations of those design choices on our dataset.
4.1.1 The Number of GNN Propagation Steps. The GNN architecture includes a K-step iterative
process of propagating information on the input graph. This means a node can gather type informa-
tion from nodes that are at most K hops away. Intuitively, a larger value of K would likely lead to a
higher type prediction accuracy since more information can be utilized for making the prediction.
However, as the value of K increases, the model needs more computation resources. To select an
appropriate value of K , we made an empirical study: trained the R-GNN model with values of K
ranging from 2 to 12 and measured the resulting accuracy on the test set. The results are shown in
Fig. 6. As can be seen from the figure, the top-1 accuracy increases monotonically as the value of K
gets larger, but begins to saturate around the point where K = 8. Based on this observation, we
chose K = 8 for the rest of our experiments.
4.1.2 Recurrent GNN vs. Convolutional GNN. A recurrent GNN architecture uses the same set
of functions (message, aggregation and update functions) and parameters for different steps to
aggregate messages from neighbors and update node states, while a convolutional GNN does not
share parameters or even functions across steps. As a result, recurrent GNNs can learn to propagate
the same type of information between the nodes through several time-steps, and convolutional
GNNs usually learn a different kind of node representation at each step. We hypothesize that
recurrent GNN architectures can fit the type inference problem better because it can potentially
model type propagation rules on TFGs. To validate this hypothesis, we compared the performance
of two architectures: R-GNN, our baseline recurrent GNN, and its convolutional variant, C-GNN. As
shown in Part 1 of Table 2, R-GNN outperforms C-GNN in all of the 6 accuracy metrics, indicating
that our hypothesis holds true for the datasets used in our evaluation. However, since the difference
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Fig. 6. The impact of the number of propagation steps (K ) on type prediction accuracy for the R-GNN model.
in the accuracy metrics is small in some cases, further study may be warranted to better understand
the capability of both architectures on type inference as part of future work.
4.1.3 The Attention Mechanism and Edge Features. The attention mechanism in message aggrega-
tion allows for assigning different importances to messages received from the neighborhood of a
node, and thus can help filter out noise or irrelevant information coming from the neighbors. Here
we study it’s effectiveness when applied to our type inference framework. Based on the results
shown in Table 2 parts 1 and 2, the precision of R-GNN, which applies a mean aggregation (Eq. (7)),
is better than R-GAT, which applies an attention-based aggregation (Eqs. (8) and (9)), across all
accuracy metrics. This implies that attention did not result in a benefit for our framework on the
inference problem studied in our evaluation.
As the messages are the results of combining neighbors’ node states and edge features (see
Eq. (5)), those edge features may help encode enough information of a message’s importance into
it, and the usefulness of an attention mechanism could be reduced due to this reason. To figure out
the impact of edge features an their interaction with the attention mechanism, we also compared
the accuracy of models that do not take edge features as input. As shown in Table 2 part 2, the
two models, R-GNNNEF and R-GATNEF, which correspond to R-GNN and R-GAT, but with no edge
feature inputs, yield worse accuracy than their counterparts, indicating that edge features play an
important role in the message aggregation process. However, R-GATNEF still fails to show significant
advantages over R-GNNNEF. This indicates that the attention mechanism may not be able to show
its effectiveness on our TFG structure, no matter whether edge features are present or not.
4.1.4 IdentNode State Initialization. There is a general belief that identifier names convey pro-
gramers’ intuition related to types. The IdentNode state initialization techniques discussed in
Section 3.3.2 explore the potential of using identifier names and their context to help with type pre-
diction. There are two improvements in node state initialization relative to the baseline method used
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Table 2. The accuracy comparison among various GNN designs and prior work.
All 100 Types Top-10 Frequent Types Other 90 Types
Accuracy Top-1 Top-5 Top-1 Top-5 Top-1 Top-5
Part 1: recurrent GNN vs. convolutional GNN
C-GNN 83.1% 96.99% 85.7% 98.68% 52.33% 77.04%
R-GNN 84.27% 97.61% 86.51% 99.0% 57.77% 81.23%
Part 2: the impact of the attention mechanism and edge features
R-GAT 83.62% 97.37% 86.22% 98.94% 52.91% 78.84%
R-GNNNEF 79.91% 97.17% 82.37% 99.96% 50.82% 75.99%
R-GATNEF 80.45% 97.08% 82.83% 98.8% 52.37% 76.83%
Part 3: the impact of name segmentation and the contextual layer
R-GNNNS 86.89% 97.66% 89.43% 98.8% 56.81% 84.25%
R-GNNCTX 86.43% 98.0% 88.29% 99.08% 64.43% 85.21%
R-GNNNS-CTX 87.76% 97.99% 90.31% 99.18% 57.56% 83.91%
Part 4: state-of-the-art deep learning type inference
DeepTyper 84.62% 97.79% 86.88% 99.08% 57.94% 82.57%
LambdaNet 79.45% 96.83% 82.32% 98.61% 41.84% 73.52%
in R-GNN, which simply assigns a trainable embedding vector to a name and uses it as the initial
state for the corresponding identifier nodes. R-GNNNS incorporated the first improvement – name
segmentation – into R-GNN, and R-GNNCTX added the second improvement – the contextual layer –
to R-GNN. R-GNNNS-CTX combined the two improvements together. In Table 2 part 3, we compared
the accuracy among the three improved models with R-GNN. All of the three models produced
higher accuracy than R-GNN, and the model that combines the two techniques (R-GNNNS-CTX) gave
better accuracy than the two models that only incorporated one of the techniques (R-GNNNS and
R-GNNCTX). This indicates that the combination of name segmentation and the contextual layer
can effectively capture type-relevant information and produce high-quality name embeddings to
serve as IdentNode intial states, which can benefit GNN-based type prediction.
4.2 RQ .2: How efficient is our GNN-based type inference?
For our approach to be applicable to real-world interactive programming environments, it is
important for our techniques to be efficient in practice. To evaluate the efficiency of the models
in our framework, We measured their sizes (i.e., the number of model parameters) and inference
throughputs. The results are shown in Fig. 7. Here we only compare the models that take in edge
features.
The number of parameters in a model affects its applicability in several ways. A larger model costs
more memory to be loaded and can sometimes bring more computation workload. The blue bars in
Fig. 7a shows the number of parameters of our GNN models. C-GNN contains the largest number of
parameters due to its non-recurrent design that requires a separate set of parameters for each step.
The size of R-GAT is slightly larger than R-GNN because of its attention mechanism that requires
extra parameters. Among the R-GNN variants, the two with name segmentation are significantly
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smaller than the others thanks to their smaller name segment embedding size (32-dimensional),
although the contextual layer increases the model size by bringing in more parameters.
Fig. 7b compares the computation efficiency of themodels by showing their inference throughputs.
This metric is computed as the number of source files in the test set divided by the total runtime
of performing inference on those files. The batch size used for inference is set to 64 graphs for all
models. We took 6 measurements for each model and reported their mean and standard deviation. C-
GNN and R-GNN are the two simplest models in terms of the architecture, requiring less computation
during inference, and thus produced the highest throughputs. The attention mechanism in R-GAT
adds additional computation overhead, causing it to produce a lower throughput than R-GNN.
Similarly, name segmentation and the contextual layer both make the models containing them to
be slower. It is worth noting that the addition of the contextual layer brings more computation
overhead. This is because it is based on a recurrent neural network, whose workload is determined
by the length of the input code token sequence.
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Fig. 7. The comparison of the model size and computation efficiency among our GNN architectures and
models proposed in prior work.
4.3 RQ .3: How does our approach compare with state-of-the-art deep learning type
inference approaches?
We compared our approach with two state-of-the-art deep learning type inference approaches:
DeepTyper [Hellendoorn et al. 2018] and LambdaNet [Wei et al. 2019].
DeepTyper treats a source file as a sequence of tokens and runs a two-layer bidirectional RNN on
it to predict types for identifier tokens. To improve the consistency of type prediction for the same
variable, the model also includes a consistency layer between the two RNN layers that takes the
mean of hidden states for identifiers with the same name and adds it back to those hidden states.
We implemented DeepTyper in our evaluation framework and used the same hyperparameters
as suggested in their paper and open-sourced implementation (300-dimensional embeddings and
650-dimensional hidden layers).6
LambdaNet is a GNN-based neural type inference model. It extracts a project-level type de-
pendency graph through static analysis and uses a convolutional GNN to perform type inference
6https://github.com/DeepTyper/DeepTyper
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for the graph nodes, each of which is associated with a unique variable or an expression. We
also implemented LambdaNet in our evaluation framework. Unlike the original LambdaNet, our
implementation gives a prediction for each occurrence of a variable instead of having one prediction
per declaration, and uses a prediction space consisting of types in a fixed vocabulary. We didn’t
change the neural network architecture and used the hyperparameters suggested in their paper
and open-sourced implementation (32-dimensional embeddings and hidden layers, 6 steps of graph
propagation).7
Table 2 part 4 shows the accuracy DeepTyper and LambdaNet achieved in our experiments.
DeepTyper delivered a similar level of accuracy compared with R-GNN, our baseline GNN model.
However, it is outperformed by the three variant of R-GNN that integrates name segmentation
and/or the contextualized layer in terms of top-1 accuracy metrics. LambdaNet failed to reach
the same level of accuracy as R-GNN. In terms of top-1 accuracy for predicting all 100 types, our
best model, R-GNNNS-CTX, outperformed DeepTyper by 3.14% (absolute) and LambdaNet by 8.31%.
Note that since we ported both prior approaches into our experimental framework, which contains
different data processing procedures, the accuracy numbers we obtained could not be directly
compared with the ones reported in their papers. This is especially the case for LambdaNet due to
all the changes we made to it in our implementation.
The orange bars in Fig. 7 shows the sizes and inference throughputs of DeepTyper and LambdaNet.
As can be seen from Fig. 7a, DeepTyper contains significantly more parameters than other models.
This is due to its large hidden state size. In contrast, LambdaNet employs a relatively small hidden
state size, resulting in a more compact model. The sizes of our GNN models fall in between and are
closer to LambdaNet’s. Shwon in Fig. 7b, DeepTyper yielded the lowest throughput among all the
models being compared. This is because DeepTyper runs muliple layers RNN through the code
token sequence which can be very long. Our models with the contextual layer (R-GNNCTX and
R-GNNNS-CTX) suffered from the same situation, but still gave higher throughputs than DeepTyper,
because that the contextual layer used only single layer of RNN. Other four GNN models without
the contextual layer achieved higher throughputs than LambdaNet. The reason comes from that
LambdaNet generally contain more edges than our TFGs, thus requiring more computation resource
during message passing and aggregation.
5 RELATEDWORK
As mentioned earlier, there has been a significant amount of work during the past two decades on
applying machine learning to address a number of compilation-related problems, and this work
has been enabled by the rapid growth of open source online code repositories. We only discuss the
most closely related efforts from past work in this section.
JSNice [Raychev et al. 2015] is a program property predictor for variable name and type in-
formation. It applies probabilistic reasoning to infer primitive types in JavaScript code. Its input
is a dependency network among variables in JavaScript. The trained model learns the statistical
correlations among the node in the networks extracted from the code corpus, and predicts type
information for variables by giving the rank of probabilities. More recently, a deep neural network
based type inference mechanism, DeepTyper, was proposed [Hellendoorn et al. 2018]. Inspired
by past work on natural language processing, DeepTyper takes a tokenized source program as
input and produces type tokens for identifiers. Its actual architecture employs a bi-directional
gated recurrent unit metwork to capture a large context around each token. They also incorporated
naming information (e.g., variable names) into the type inference. LambdaNet [Wei et al. 2019] used
a graph neural network to perform type inference. It leveraged an auxiliary analysis to help with
7https://github.com/MrVPlusOne/LambdaNet
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building a dataflow-graph-like structure – the type dependence graph – as input, which establishes
the relationship among program elements. Section 4 included a detailed comparison of the accuracy
and efficiency of our approach relative to DeepTyper and LambdaNet.
The application of GNNs to program analyses can be seen in other recent work as well. One
example is the gated graph neural network (GGNN) [Li et al. 2016], which has been used to learn
program representations [Allamanis et al. 2017]. The graph used in this work is based on an
extension to the abstract syntax tree by adding few types of edges to represent extra information
including lexical order and variable usages. Their approach is applied to program property prediction
tasks, e.g., variable misuse detection. [Brockschmidt et al. 2019] introduced a generative code
modeling approach, which is also based on GGNNs, and can be applied to program repair and
variable-misuse tasks. [Hellendoorn et al. 2019] used a combination of sequence layers and graph
message-passing layers in their model to capture contextual information from the input program. By
leveraging more program context information using the sequence layers, their model outperformed
the earlier work in [Allamanis et al. 2017]. [Si et al. 2018] introduced a reinforcement learning
system to infer loop invariants in an input program. A GNN was used to construct the structural
external memory representation for a program.
Compared with past work, our approach introduces a lightweight GNN-based type inference
system that constructs a simple graph structure (the type flow graph) via an efficient traversal of the
abstract syntax tree. To enhance the system’s accuracy and achieve high efficiency, we evaluated
several GNN design choices that can improve the information representation and computation
efficiency, including recurrent update process, attention mechanism, and a contextual layer for
improving the graph node state initialization. Based on our neural architecture design approach,
our GNN-based system shows a strong potential to be a viable candidate for lightweight analyses
with superior accuracy for use in a variety of interactive programming tasks.
6 CONCLUSIONS AND FUTUREWORK
In this paper, we advanced past work by introducing a range of graph-based deep learning models
that operate on a novel type flow graph (TFG) representation. Our GNN based models learn to
propagate type information on the graph and then predict types for the graph nodes. We studied
different design choices for our GNN-based type inference system for the 100 most common types
in our evaluation corpus, and show that our best GNN configuration for accuracy (R-GNNNS-CTX)
achieves a top-1 accuracy of 87.76%. This outperforms the two most closely related deep learning
type inference approaches from past work – DeepTyper with a top-1 accuracy of 84.62% and
LambdaNet with a top-1 accuracy of 79.45%. Alternatively, we can state the error (100% - accuracy)
for R-GNNNS-CTX is 0.80× that of DeepTyper and 0.60× that of LambdaNet. Further, the average
inference throughput of R-GNNNS-CTX is 353.8 files/second, compared to 186.7 files/second for
DeepTyper and 1,050.3 files/second for LambdaNet. If inference throughput is a higher priority,
then the recommended model to use from our approach is the next best GNN configuration from
the perspective of accuracy (R-GNNNS) which achieved a top-1 accuracy of 86.89% and an average
inference throughput of 1,303.9 files/second. Thus, our work introduces advances in graph-based
deep learning that yield superior accuracy and performance to past work on probabilistic type
analysis, while also providing a range of GNN models that could be applicable in the future to other
graph structures used in program analysis beyond the TFG.
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