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UNIVERSALITY OF PERSISTENCE DIAGRAMS AND THE BOTTLENECK AND
WASSERSTEIN DISTANCES
PETER BUBENIK AND ALEX ELCHESEN
ABSTRACT. We undertake a formal study of persistence diagrams and their metrics. We show that
barcodes and persistence diagrams together with the bottleneck distance and the Wasserstein dis-
tances are obtained via universal constructions and thus have corresponding universal properties.
In addition, the 1-Wasserstein distance satisfies Kantorovich-Rubinstein duality. Our constructions
and results apply to any metric space with a distinguished basepoint. For example, they can also be
applied to multiparameter persistence modules.
1. INTRODUCTION
The results of a persistent homology computation may be summarized using a barcode or per-
sistence diagram [CZCG04b, CSEH07]. Inmore detail, in computational settings persistent homol-
ogy produces a persistence module that is isomorphic to a finite direct sum of interval modules.
The barcode and persistence diagram summarize this collection of intervals. Distances between
these summaries include the barcode metric based on the dissimilarity distance between inter-
vals [CZCG04b] and the bottleneck and Wasserstein distances for persistence diagrams based on
the supremum-norm distance in the Euclidean plane [CSEH07, CSEHM10].
More generally, one may have persistence modules indexed by some poset that are isomorphic
to finite direct sums of indecomposable modules belonging to some set. For example, consider
two-parameter persistence modules isomorphic to a finite direct sum of block modules [BL18,
CO16] or multi-parameter persistencemodules isomorphic to a finite direct sum of rectangle mod-
ules [Bje16].
We study distances in these settings in a completely formal way. We show that starting with a
set X and a distinguished basepoint x0, one may define persistence diagrams as elements of the
free commutative monoid D(X, x0) on this pointed set (Definition 3.1). This construction is the
left adjoint to the forgetful functor from CMon, the category of commutative monoids, to Set∗,
the category of pointed sets (Theorem 3.4). For example, if X is the set of intervals in R with x0
the empty interval, then D(X, x0) consists of barcodes (Example 3.10), and if X consists of ordered
pairs (b, d) with b < d together with x0 the diagonal ∆, then D(X, x0) consists of persistence
diagrams (Example 3.11).
Next we consider a metric d on X. For example, if X is the set of intervals then we may take
d(I, J) to the length (i.e. Lebesgue measure) of the symmetric difference (I ∪ J) \ (I ∩ J) (Ex-
ample 3.11). In our second example, we may take d((b, d), (b′ , d′)) = ‖(b, d)− (b′, d′)‖∞ (Exam-
ple 3.10).
Let 1 ≤ p ≤ ∞. Given ametric spacewith a distinguished basepoint, (X, d, x0), the p-Wasserstein
distance Wp[d, x0] on D(X, x0) is obtained in a more sophisticated version of the same construc-
tion that produced persistence diagrams from pointed sets. There is a category Lip∗ of pointed
metric spaces and basepoint-preserving Lipschitz maps and a category CMon(Lip∗)p of commu-
tative Lipschitz monoids for which the metric is p-subadditive. Then D(X, x0) with the metric
Wp[d, x0] is obtained from (X, d, x0) via the left adjoint to the forgetful functor from CMon(Lip∗)p
to Lip∗ (Theorem 6.5, Figure 1). As a corollary we have that for a pointed metric space (X, d, x0)
the p-Wasserstein distance Wp[d, x0] is the largest p-subadditive distance on D(X, x0) which is
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compatible with d (Corollary 6.8 and Proposition 6.15). The strongest version of this formal con-
struction uses categories enriched in weighted sets, where the weight of a map is given by its
Lipschitz norm (Remark 6.6).
We also obtain persistence diagrams and the bottleneck distance via a left adjoint to the forgetful
functor from the category CMon(Met∗) of commutative metric monoids to the category Met∗
(Theorem 7.2).
1.1. Related Work. Several other metrics arising in applied topology have been shown to satisfy
universal properties. Lesnick proved a universality result for the interleaving distance [Les15] and
Lesnick and Blumberg introduced the homotopy interleaving distance and proved a universality
result for it [BL17]. A notion of Wasserstein distance between generalized persistence modules
was recently developed by Bubenik, Scott, and Stanley for which a universality result analogous
to ours was proven [BSS18].
TheWasserstein distances between persistence diagrams has been studied extensively by Divol
and Lacombe [DL19]. There they relate the Wasserstein distance between persistence diagrams to
the classical Wasserstein distance on probability measures. Among other things, this allows for
a version of Kantorovich-Rubinstein duality to be recovered for persistence diagrams, something
that we treat more directly in the present paper.
1.2. Organization of the Paper. In Section 2 we set notation and review the necessary preliminary
concepts including monoids, ℓp spaces, pointed metric spaces, and Lipschitz maps. In Section 3
we define persistence diagrams for pointed metric spaces as well as the bottleneck and Wasser-
stein distances. We reformulate these concepts in a more general and more algebraic way than is
common in the literature, and so we suggest that the reader familiar with these notions still visit
this section. In Section 4 we introduce two different categories of metric spaces. Section 5 intro-
duces monoid objects defined in categories of metric spaces. We begin this section with a general
introduction to the concept of monoid objects defined in a monoidal category. Explicit definitions
of such objects for the categories of interest in this paper are given in the subsequent subsections.
Section 6 contains the main universality result of this paper as well as its consequences. We also
take a small detour through Section 6.3 to discuss Kantorovich-Rubinstein duality. We conclude
with Section 7 where we prove an alternative universality result for the bottleneck distance. In Ap-
pendix A we prove some required results for quotient metrics and in Appendix B we give some
background on enriched categories.
2. BACKGROUND AND NOTATION
2.1. Monoids. A monoid M = (M,+, 0) is a set M together with an associative binary operation
+ : M×M → M for which there exists an identity element 0 ∈ M satisfying 0+m = m+ 0 = m
for all m ∈ M. A monoid is commutative if m+ n = n+m for all m, n ∈ M. Amonoid homomorphism
between monoids M = (M,+, 0M) and N = (N, ∗, 0N) is a map f : M → N such that f (m+ n) =
f (m) ∗ f (n) for all m, n ∈ N and f (0M) = 0N . Unlike for group homomorphisms, the former
axiom for monoid homomorphisms does not imply the latter.
2.2. Lp Spaces of Rn. Recall that for p ∈ [1,∞) and x = (x1, . . . , xn) ∈ R
n, the ℓp-norm (or p-norm)
of x is defined by ‖x‖p := (∑
n
k=1 |xk|
p)1/p, and for p = ∞ is defined by ‖x‖∞ := max1≤k≤n |xk|.
It will frequently be convenient to write a vector x = (x1, . . . , xn) as (xi)
n
i=1. In this notation, the
ℓp-norm of x is written ‖(xi)
n
i=1‖p. We note that the ℓ
p norm is invariant under permutations of
entries, i.e., for x = (xk)
n
k=1 and σ ∈ Sn we have ‖x‖p = ‖(xσ(j))
n
j=1‖p. We will take this fact for
granted throughout. By the ℓp-distance on Rn we mean the metric induced by the ℓp norm, i.e.,
‖x− y‖p. The fact that each ‖ · ‖p is a norm relies on the Minkowski inequality: for all p ∈ [1,∞]
and x, y ∈ Rn, ‖x + y‖p ≤ ‖x‖p + ‖y‖p. The ℓp norms are related as follows, which shows in
particular that the ℓp-norms are decreasing in p: for x ∈ Rn and 1 ≤ p ≤ q ≤ ∞ we have
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‖x‖q ≤ ‖x‖p ≤ n
1
p−
1
q ‖x‖q, and these inequalities are attained. Here we adopt the convention
1
∞
= 0.
2.3. Extended Pseudometric Spaces. For persistent homology, one often works with distances
satisfying relaxed versions of the usual axioms of a metric.
Definition 2.1. Let X be a set. A function d : X × X → [0,∞] is called an extended pseudometric
if d(x, x) = 0 for all x ∈ X (point equality), d(x, y) = d(y, x) for all x, y ∈ X (symmetry), and
d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X (triangle inequality). An extended pseudometric
which satisfies d(x, x′) = 0 =⇒ x = x′ (separation) is called an extended metric. An extended
pseudometric for which im(d) ⊂ [0,∞) (finiteness) is called a pseudometric. A tuple (X, d) where
X is a set and d is an extended pseudometric on X is called an extended pseudometric space. An
extended pseudometric d is a metric if and only if it satisfies the separation and finiteness axioms
above.
Throughout this paper, we will work exclusively with extended pseudometrics. To lessen ver-
biage, we will refer to an extended pseudometric as a metric. An extended pseudometric space
(X, d) will be referred to as a metric space. The reader can still keep the familiar case of ordinary
metrics in mind, as all definitions will reduce to the usual definitions and all results proven more
generally will hold in this special case as well.
We will also have reason to consider a strengthened version of the triangle inequality.
Definition 2.2. Let (X, d) be a metric space, x0 ∈ X, and p ∈ [1,∞]. The metric d is said to
satisfy the p-strengthened triangle inequality with respect to x0 if d(x, y) ≤
∥∥(d(x, x0), d(x0, y))∥∥p, for
all x, y ∈ X.
Note that the 1-strengthened triangle inequality is just the triangle inequality and holds for any
point x0 ∈ X. Since ‖ · ‖p ≤ ‖ · ‖1 for all p ∈ [1,∞], the preceding notion is indeed a strengthening
of the triangle inequality.
2.4. Pointed Metric Spaces and Lipschitz Maps. A pointed metric space is a tuple (X, d, x0) where
(X, d) is a metric space and x0 ∈ X. The distinguished point x0 is called the basepoint. A map f :
X → Y between pointed metric spaces (X, dX , x0) and (Y, dY, y0) is said to be basepoint-preserving
if f (x0) = y0. A basepoint-preserving map is also called a pointed map.
A map f : X → Y betweenmetric spaces (X, dX) and (Y, dY) is said to be Lipschitz if there exists
a constant C ≥ 0 such that dY( f (x), f (x
′)) ≤ CdX(x, x
′) for all x, x′ ∈ X. If this equation holds for
a particular C ≥ 0 then f is said to be C-Lipschitz and C is called a Lipschitz constant for f .
For f : X → Y Lipschitz, define
‖ f‖Lip := inf{C ≥ 0 | dY( f (x), f (x
′)) ≤ CdX(x, x
′) for all x, x′ ∈ X}.
‖ f‖Lip is called the Lipschitz norm (or Lipschitz modulus) of f .
Remark 2.3. If f : X → Y is C-Lipschitz then f is C′-Lipschitz for all C′ ≥ C. Thus to say that f is
C-Lipschitz is weaker than saying that ‖ f‖Lip = C.
Definition 2.4. Let X be a set, (Y, d) a metric space, and f : X → Y any function. Define f ∗d :
X × X → [0,∞] by f ∗d(x, x′) := d( f (x), f (x′)) for all x, x′ ∈ X. Then f ∗d is a metric on X called
the pullback of d through f .
Definition 2.5. Let d, ρ be twometrics defined on the same set X. We say that d and ρ are equivalent
if there exist constants C,K > 0 such that Cρ(x, x′) ≤ d(x, x′) ≤ Kρ(x, x′) for all x, x′ ∈ X.
Metric equivalence is an equivalence relation on the set of metrics on X, and equivalence of two
metrics implies that the topologies they induce coincide.
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2.5. Quotient Metric Spaces. The motivation for our consideration of pointed metric spaces is
the following example arising from persistent homology.
Example 2.6. LetR2≤ := {(x, y) ∈ R
2 | x ≤ y} and let ∆ := {(x, x) | x ∈ R} denote the diagonal. Let
d be a metric on R2 (for example, the metric induced by an ℓp norm, 1 ≤ p ≤ ∞). For x, y ∈ R2≤,
define
dˆ(x, y) := min(d(x, y), d(x,∆) + d(y,∆)),
where d(x,∆) = infδ∈∆ d(x, δ) denotes the distance of x to ∆. We obtain a pointed metric space by
collapsing ∆ to a point. Formally, we set X := R2≤/∆ = R
2
< ∪ {∆}where R
2
< := {(x, y) ∈ R
2 | x <
y}. We take as basepoint the point ∆ and define a metric d on X according to
d(x, y) = dˆ(x, y), d(x,∆) = d(x,∆), and d(∆,∆) = 0.
Generalizing our motivating example, let (X, d) be a metric space and let A ⊂ X be any subset.
Let X/A := (X − A) ∪ {A} denote the quotient set obtained by collapsing A to a point. For
p ∈ [1,∞], define a metric dp on X/A by setting
dp(x, y) := min(d(x, y),
∥∥(d(x, A), d(y, A))∥∥
p
),
where d(x, A) denotes the distance from x to A defined by d(x, A) := infa∈A d(x, a). The veri-
fication that each dp is a metric appears in Appendix A. Then (X/A, dp, A) is a pointed metric
space. Note that dp(x, A) = d(x, A) and dp(A, A) = 0 as in the preceding example. Moreover, it
is immediate from the definition of dp that dp(x, y) ≤
∥∥(dp(x, A), dp(y, A))∥∥p, i.e., dp satisfies the
p-strengthened triangle inequality with respect to the basepoint A (see Definition 2.2).
3. PERSISTENCE DIAGRAMS AND THE BOTTLENECK AND WASSERSTEIN DISTANCES
In this section we define the persistence diagram as well as the most commonly used distances
between persistence diagrams, the Wasserstein distances, of which the bottleneck distance is a
special case.
Our definitions of persistence diagrams and the Wasserstein distances are more general and
notably more algebraic than the definitions given in [CSEH07, CSEHM10]. Reformulating these
concepts in more algebraic terms makes the universality results more transparent and easier to
state. We thus invite the reader familiar with the classical definitions to convince themselves that
the definitions given here coincide.
Using our more general definitions, we also recover the barcode and dissimilarity distances
from [CZCG04b] and [CZCG04a], and give a framework for persistence diagrams for general
persistence modules.
3.1. Persistence Diagrams on Pointed Sets. A pointed set is a pair (S, s0) where S is a set and
s0 ∈ S. Pointed sets together with basepoint-preserving functions form the category Set∗.
Definition 3.1. Given a pointed set (S, s0), the space of (finite) persistence diagrams on (S, s0), denoted
D(S, s0), is a commutative monoid defined as follows. As a set, define
D(S, s0) := { f : S → Z≥0 | f (s0) = 0 and f (s) = 0 for all but finitely many s ∈ S}.
The monoid operation on D(S, s0) is pointwise addition of functions and the identity element is
the zero function. The canonical map i : S → D(S, s0) sends s0 to the zero function and sends
s 6= s0 to the indicator function 1s defined by 1s(t) = 1 if t = s and 1s(t) = 0 otherwise.
Note that, up to isomorphism, D(S, s0) is the free commutative monoid on the set S− {s0}. If
i(s) = i(s′) then 1s = 1s′ . Hence 1s(s
′) = 1s′(s
′) = 1 so that s = s′ and thus i is injective. Note also
that we can view i as a basepoint-preserving function i : (S, s0) → (D(S, s0), 0), i.e., as a morphism
in Set∗.
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Every element of D(S, s0) is a sum of finitely many indicators 1s, and this representation is
unique up to the ordering of the summands. By identifying each element s 6= s0 in S with the
indicator 1s and identifying s0 with the zero function, elements of D(S, s0) become finite formal
sums of elements of S. Thus every element of D(S, s0) is of the form s1 + · · ·+ sn where the sk are
not necessarily distinct elements of S. Under this identification the equation s+ s0 = s = s0 + s
holds for all s ∈ S, i.e., s0 acts as the additive identity. Moreover, the canonical map now takes the
form i(s) = s for all s ∈ S.
This construction is the pointed analog of the free commutative monoid construction, and so it
should not be surprising that it satisfies an analogous universal property.
Theorem 3.2. The space D(S, s0) of persistence diagrams on (S, s0) together with the pointed map i :
(S, s0) → (D(S, s0), 0) satisfy the following universal property: if (N,+, 0) is any other commutative
monoid and φ : (S, s0) → (N, 0) is a basepoint-preserving function, then there exists a unique monoid
homomorphism φ˜ : D(S, s0) → N such that φ = φ˜ ◦ i.
Proof. Let a basepoint-preserving function φ : (S, s0) → (N, 0) be given. Define φ˜ : D(S, s0) → N
as follows: for α = s1 + · · · + sn ∈ D(S, s0), define φ˜(α) := ∑
n
j=1 φ(sj). It is a routine exercise to
check that φ is a monoid homomorphism. By definition, we have φ˜(i(s)) = φ˜(s) = φ(s), for all
s ∈ S so that φ = φ˜ ◦ i.
Suppose that ψ : D(S, s0) → N is any other monoid homomorphism satisfying φ = ψ ◦ i. Then
ψ(α) = ψ(s1 + · · · + sn) = ∑
n
j=1 ψ(sj) = ∑
n
j=1 ψ(i(sj)) = ∑
n
j=1 φ(sj) = φ˜(α). Since α ∈ D(S, x0)
was arbitrary we have ψ = φ˜. 
Definition 3.3. For a basepoint-preserving function f : (S, s0) → (T, t0) define D f : D(S, s0) →
D(T, t0) by
D f (s1 + · · ·+ sn) := f (s1) + · · ·+ f (sn).
D f is a monoid homomorphism and this assignment turns D into a functor D : Set∗ → CMon
which we refer to as the diagram functor.
LetU : CMon→ Set∗ be the forgetful functor which sends a commutative monoid (M,+, 0) to
the pointed set (M, 0) and which sends a monoid homomorphism to itself, viewed as a basepoint-
preserving function. Then Theorem 3.2 is equivalent to the existence of the following adjunction
(see [Rie17, Remark 4.2.7]).
Theorem 3.4. The functors
CMon Set∗
D
U
⊥
form an adjoint pair, with the diagram functor D being left adjoint to the forgetful functor U.
3.2. The Bottleneck and Wasserstein Distances. Let (X, d, x0) be a pointed metric space. For
each p ∈ [1,∞] we define a function Wp[d, x0] : D(X, x0) × D(X, x0) → [0,∞] as follows. Let
α, β ∈ D(X, x0) where α = x1 + · · · + xn and β = x
′
1 + · · · + x
′
m. Let r ≥ n + m and write
α = x1 + · · ·+ xn + xn+1 + · · ·+ xr and β = x
′
1 + · · ·+ x
′
m + x
′
m+1 + · · ·+ x
′
r, where xn+1 = · · · =
xr = x′m+1 = · · · = x
′
r := x0. Define
(3.1) Wp[d, x0](α, β) := min
σ∈Sr
∥∥(d(xk, x′σ(k)))rk=1
∥∥
p
,
where the minimum is taken over all permutations σ in the group Sr of permutations on r letters.
Wp[d, x0] is a metric (see Proposition 3.6 below) and is called the p-Wasserstein distance on
D(X, x0). In the special case that p = ∞, the metric db[d, x0] := W∞[d, x0] is also called the bottle-
neck distance. When the underlying metric d and basepoint x0 are fixed, we shall drop reference to
them from the notation and denote Wp[d, x0] more simply by Wp and the bottleneck distance by
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db (or W∞). Of course, we need to be sure that the Wasserstein distances are well-defined in the
sense that their definition does not depend on the choice of r ≥ n+m.
Lemma 3.5. The definition of Wp[d, x0](α, β) (3.1) does not depend on the choice of r ≥ n+m.
Proof. Suppose r > n + m and write α = x1 + · · · + xn + xn+1 + · · · + xr, β = x
′
1 + · · · + x
′
m +
x′m+1 + · · ·+ x
′
r, where xn+1 = · · · = xr = x
′
m+1 = · · · = x
′
r := x0. We will show that
min
σ∈Sr
∥∥(d(xk, x′σ(k)))rk=1
∥∥
p
= min
σ∈Sn+m
∥∥(d(xk, x′σ(k)))n+mk=1
∥∥
p
,
which will give the result.
Given σ ∈ Sn+m, we obtain a permutation σ˜ ∈ Sr by specifying that σ˜
∣∣
{1,...,n+m}
= σ and
σ˜
∣∣
{n+m+1,...,r}
= id{n+m+1,...,r}, i.e., we extend σ to a permutation on r letters by letting it act by
identity on {n+ m+ 1, . . . , r}. Then d(xk, xσ˜(k)) = d(x0, x0) = 0 for all k ∈ {n + m+ 1, . . . , r} so
that ∥∥(d(xk, x′σ˜(k)))rk=1
∥∥
p
=
∥∥(d(xk, x′τ(k)))n+mk=1
∥∥
p
and hence
min
σ∈Sr
∥∥(d(xk, x′σ(k)))rk=1
∥∥
p
≤ min
σ∈Sn+m
∥∥(d(xk, x′σ(k)))n+mk=1
∥∥
p
.
To prove the reverse inequality, let τ ∈ Sr be given. Since τ is injective, by the Pigeonhole Principle
there are at least r− n−m elements k of {n+ 1, . . . , r} such that τ(k) ∈ {m+ 1, . . . , r} (if not, then
more than (r − n) − (r − n − m) = m elements of {n + 1, . . . , r} are mapped to {1, . . . ,m} by
τ, contradicting injectivity). Thus there are distinct indices k1, . . . , kr−n−m ∈ {n + 1, . . . , r} such
that τ(ki) ∈ {m + 1, . . . , r} for 1 ≤ i ≤ r − n − m. Hence d(xki , x
′
τ(ki)
) = d(x0, x0) = 0 for all
1 ≤ i ≤ r − n − m. Let τ˜ denote the restriction of τ to {1, . . . , r} − {k1, . . . , kr−n−m}. Then, after
relabeling the domain and codomain of τ˜ if necessary, we see that τ˜ is an element of Sn+m with∥∥(d(xk, x′τ˜(k)))n+mk=1
∥∥
p
=
∥∥(d(xk, x′τ(k)))rk=1
∥∥
p
,
and hence minσ∈Sn+m
∥∥(d(xk, x′σ(k)))n+mk=1
∥∥
p
≤ minσ∈Ss
∥∥(d(xk, x′σ(k)))sk=1
∥∥
p
. 
Lemma 3.5 shows that for α = x1 + · · · + xn and β = x
′
1 + · · · + x
′
m in D(X, x0) and r ≥ n+m
there exists a σ0 ∈ Sr such that
Wp(α, β) =
∥∥(d(xk, x′σ0(k))
)r
k=1
∥∥
p
.
In this case we say that σ0 realizes the p-Wasserstein between α and β. Moreover, Lemma 3.5
guarantees that we can always assume that σ0 is an element of Sn+m. Wewill use this fact implicitly
throughout.
Proposition 3.6. Let (X, d, x0) be a pointed metric space. Then (D(X, x0),Wp[d, x0]) is a metric space
for any p ∈ [1,∞].
Proof. Clearly Wp ≥ 0. To see that Wp is symmetric, note that for α = x1 + · · · + xn, β = x
′
1 +
· · ·+ x′m ∈ D(X, x0), if σ ∈ Sn+m is a permutation realizing the Wasserstein distanceWp(α, β) then
σ−1 ∈ Sn+m satisfies
Wp(β, α) ≤
∥∥(d(x′k, xσ−1(k)))n+mk=1
∥∥
p
=
∥∥(d(x′σ(ℓ), xσ−1(σ(ℓ))))n+mℓ=1
∥∥
p
=
∥∥(d(xℓ, x′σ(ℓ)))n+mℓ=1
∥∥
p
= Wp(α, β).
The same argument with the roles of α and β reversed shows that Wp(α, β) ≤ Wp(β, α) and thus
Wp is symmetric.
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To prove the triangle inequality, let α = x1 + · · ·+ xn, β = x
′
1 + · · ·+ x
′
m,γ = x
′′
1 + · · ·+ x
′′
p , be
elements of D(X, x0). Let r = n+ m + p and observe that r ≥ max(n+ m,m + p, n + p). Let σ,
τ ∈ Sr be permutations realizingWp(α,γ),Wp(γ, β), respectively. Let pi = τ ◦ σ ∈ Sr. Then by the
Minkowski inequality,
Wp(α, β) ≤
∥∥(d(xk, x′pi(k)))rk=1
∥∥
p
≤
∥∥(d(xk, x′′σ(k)))rk=1 +
(
d(x′′σ(k), x
′
pi(k))
)r
k=1
∥∥
p
≤
∥∥(d(xk, x′′σ(k)))rk=1
∥∥
p
+
∥∥(d(x′′σ(k), x′pi(k)))rk=1
∥∥
p
=
∥∥(d(xk, x′′σ(k)))rk=1
∥∥
p
+
∥∥(d(x′′σ(σ−1(ℓ)), x′pi(σ−1(ℓ))))rℓ=1
∥∥
p
=
∥∥(d(xk, x′′σ(k)))rk=1
∥∥
p
+
∥∥(d(x′′ℓ , x′τ(ℓ)))rℓ=1
∥∥
p
= Wp(α,γ) +Wp(γ, β),
completing the proof. 
Proposition 3.7. Let (X, d, x0) be a pointed metric space. ThenWp[d, x0] satisfies the separation/finiteness
axiom if and only if d satisfies the finiteness/separation axiom, respectively (see Definition 2.1). Moreover,
d is identically zero if and only if Wp[d, x0] is identically zero.
Proof. If d is finite then it follows immediately from the definition thatWp(α, β) < ∞ for all α, β ∈
D(X, x0). Conversely, suppose thatWp is finite. Then for all x, x′ ∈ X we have
d(x, x′) ≤ min
(
d(x, x′),
∥∥(d(x, x0), d(x0, x′))∥∥1
)
(3.2)
≤ min
(
d(x, x′), 21−
1
p
∥∥(d(x, x0), d(x0, x′))∥∥p
)
≤ 21−
1
p min(d(x, x′),
∥∥(d(x, x0), d(x0, x′))∥∥p)
= 21−
1
pWp(i(x), i(x
′)) < ∞.
Thus d is finite as well.
Suppose now that d satisfies the separation axiom, i.e., d(x, x′) = 0 =⇒ x = x′. IfWp(α, β) =
0 for α = x1 + · · · + xn and β = x
′
1 + · · · + x
′
m then there is a permutation σ ∈ Sn+m such that∥∥(d(xk, x′σ(k)))n+mk=1
∥∥
p
= 0, where xn+1 = · · · = xn+m = x
′
m+1 = · · · = x
′
n+m := x0. It follows
that d(xk, x
′
σ(k)) = 0 for all k. Thus xk = x
′
σ(k) for all k so that α = β, and hence Wp satisfies the
separation axiom. Conversely, ifWp satisfies the separation axiom and d(x, x′) = 0 then
Wp(i(x), i(x
′)) = min(d(x, x′),
∥∥(d(x, x0), d(x0, x′))∥∥p) = 0
so that i(x) = i(x′). Since i is injective, x = x′ and hence d satisfies the separation axiom as well.
Finally, if d ≡ 0 then it is clear from the definition thatWp ≡ 0. Conversely, ifWp ≡ 0 then d ≡ 0
by (3.2). 
Recall that the canonical map i : X → D(X, x0) is given by i(x) = x for all x ∈ X.
Proposition 3.8. For any p ∈ [1,∞], the canonical map i : (X, d, x0) → (D(X, x0),Wp[d, x0], 0) is
1-Lipschitz.
Proof. For x, x′ 6= x0 we have Wp(i(x), i(x′)) = Wp(x, x′) = min
(
d(x, x′),
∥∥(d(x, x0), d(x′, x0))∥∥p
)
≤ d(x, x′), while for x 6= x0 we haveWp(i(x), i(x0)) = Wp(x, x0) = d(x, x0). 
To end this section, we show that theWasserstein distancesWp,Wq are in general not equivalent
(Definition 2.5) when p 6= q.
Proposition 3.9. Let (X, d, x0) be a pointed metric space for which d is not identically zero. ThenWp[d, x0]
and Wq[d, x0] are not equivalent for 1 ≤ p < q ≤ ∞.
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Proof. Since d is not identically zero, there exists a point x ∈ Xwith x 6= x0 and such that d(x, x0) >
0. For each n ∈ N, consider the persistence diagram αn ∈ D(X, x0) defined by
αn = x+ x+ · · ·+ x
n times
.
Then for r ∈ [1,∞) we haveWr(αn, 0) =
∥∥(d(x, x0))ni=1∥∥r = n1/rd(x, x0) andW∞(αn, 0) = d(x, x0).
Thus, for 1 ≤ p < q ≤ ∞ we have
Wp(αn, 0)
Wq(αn, 0)
= n
1
p−
1
q → ∞,
as n → ∞ (with the convention that 1
∞
= 0). Thus we see thatWp andWq cannot be equivalent. 
3.3. Examples of Persistence Diagrams. Persistence diagrams arise naturally in the theory of per-
sistent homology.
Example 3.10 (Classical Persistence Diagrams). Let d be a metric on R2≤ and consider the pointed
metric space (R2≤/∆, d,∆) (see Example 2.6). The underlying set of the commutative monoid
D(R2≤/∆,∆) is the set of persistence diagrams on R
2
< and Wp[d,∆]) is the p-Wasserstein distance,
where d is usually taken to be a the metric induced by some q-norm on R2, with q = ∞ being the
most common choice.
Example 3.11 (Barcodes). Let Int(R) denote the set of intervals of R. The elements of the free
commutative monoid D(Int(R),∅) are barcodes. Whenwe equip Int(R)with theHausdorff distance
dH given by
dH(I, J) := max
(
sup
x∈I
inf
y∈J
|x− y|, sup
y∈J
inf
x∈I
|y− x|
)
,
then we obtain distances Wp[dH ,∅], analogous to the p-Wasserstein distances between classical
persistence diagrams based on the metric induced by the ℓ∞-norm. If instead we equip Int(R)
with the dissimilarity distance δ defined by
δ(I, J) = λ((I ∪ J)− (I ∩ J)),
where λ denotes Lebesgue measure, then we obtainWp[δ,∅], analogous to the p-Wasserstein dis-
tances between classical persistence diagrams based on the metric induced by the ℓ1-norm. For
p = 1 we obtain the barcode metric found in [CZCG04a, CZCG04b].
Example 3.12 (Generalized Barcodes). By a generalized persistence module we mean a functor M :
P → A from a preordered set P = (P,≤) (viewed as a category) to an abelian category A. Let
Ind be a set of isomorphism classes of indecomposable generalized persistence modules, taken
with basepoint the zero module 0, and let d be any metric on Ind. Then (D(Ind, 0),Wp[d, 0]) is a
generalized barcode space.
This point of view generalizes the previous example as follows. Consider the case that P =
(R,≤) and A = Vect(K), K a field. A persistence module M : (R,≤) → Vect(K) is an interval
module if there exists an interval I ⊂ R such that M(a) = K for all a ∈ I, M(a) = 0 for all
a 6∈ I, and for which the linear map M(a ≤ b) is the identity on K when a, b ∈ I and is the zero
map otherwise. In this setting, the set of pointwise finite-dimensional indecomposable persistence
modules is precisely the set of interval modules [CB15]. Thus by identifying indecomposable
persistence modules with their corresponding intervals of support, we obtain the barcode space
of the previous example.
In multiparameter persistence, P is taken to be (Rn,≤) and A = Vect(K). In the setting of two-
parameter persistence modules, Botnan and Lesnick consider the set BL of block decomposable persis-
tence modules in [BL18]. Equipped with the interleaving distance dI [Les15], we obtain the pointed
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metric space (BL, dI , 0) with basepoint the zero module. The corresponding space of generalized
barcodes (D(BL, 0), db[dI , 0]) is the space of block barcodes. Similarly, Bjerkevik considers the set
of rectangle modules in [Bje16], from which we obtain rectangle barcodes for rectangle decomposable
modules.
The next two examples come from outside of topological data analysis. The first is a commuta-
tive version of the Levenshtein distance, a well-known edit distance between strings [Lev65].
Example 3.13 (Anagram Levenshtein Distance). Let Σ be an alphabet containing the empty char-
acter ‘ ’ and let ρ be the discrete metric on Σ, i.e., ρ(α, β) = 0 if α = β and ρ(α, β) = 1 otherwise.
The space D(Σ,‘ ’) of persistence diagrams represents the collection of words from the alphabet
Σ, with the caveat that letters commute and spaces can be added or removed. The Wasserstein
distanceW1[ρ,‘ ’] measures how close two words are from being anagrams of each other. More
specifically, W1[ρ,‘ ’] counts the minimum number of letter substitutions, insertions, and dele-
tions required to transform one word into an anagram of another word.
For example, if Σ = {‘a’,‘A’,...,‘z’,‘Z’,‘ ’} is the English alphabet then manifold
and mind loaf are at distance 0 while mathematics and cat asthma are at distance 3.
Example 3.14 (Word Metric for Abelian Groups). Let G be an abelian group and let S be a sym-
metric generating set, i.e., S = −S where −S = {−s | s ∈ S}. Let S0 = S ∪ {0}. Elements of the
persistence diagram D(S0, 0) are interpreted as (commutative) words in S. The length of a word
w ∈ D(S0, 0) is defined to be the number of non-identity terms appearing in the expression for w
and is denoted by ℓ(w). There is a canonical evaluation homomorphism | · | : D(S0, 0) → G given by
w = s1 + · · ·+ sn ∈ D(S0, 0) 7→ |w| = s1 + · · ·+ sn ∈ G, i.e., the evaluation map simply interprets
the formal sums of D(S0, 0) as elements of G. The word metric on G with respect to S is the metric dS
defined by
dS(g, h) := min
w∈D(S0,0)
{ℓ(w) | g− h = |w|},
for all g, h ∈ G. The wordmetric can be formulated in terms of theWasserstein distance as follows.
Define a metric ρ on S0 by
ρ(a, b) =


2 if a 6= b and a 6= 0, b 6= 0
1 if a 6= b and either a = 0 or b = 0
0 if a = b,
(ρ is the graph metric on the star graph on S0 with center 0 and edge lengths all equal to 1). Let
Γ denote the set of right inverses of the evaluation homomorphism: a map φ : G → D(S0, 0)
is an element of Γ if and only if |φ(g)| = g for all g ∈ G (elements of Γ need not be monoid
homomorphisms).
Proposition 3.15. dS = min
φ∈Γ
φ∗W1[ρ, 0]
Proof. To prove that minφ∈Γ φ
∗W1[ρ, 0] ≤ dS, we first make three observations. First, it follows
immediately from the definition that ℓ(w) = W1(w, 0) for any word w ∈ D(S0, 0). Second, we
observe thatW1(a+ w, b) ≤ ℓ(w) +W1(a, b) for any a, b,w ∈ D(S0, 0). This follows from the first
observation together with the inequality W1(a + c, b + d) ≤ W1(a, b) +W1(c, d) (see Proposition
6.2). Third, we claim that for any g, h ∈ G and w ∈ D(S0, 0) for which g = |w| + h, there exist
wg,wh ∈ D(S0, 0) such that |wg| = g, |wh| = h and wg = w+wh. To see this, choose wh ∈ D(S0, 0)
for which |wh| = h (we can do so because S is a generating set for G), and then definewg := w+wh.
Since | · | is a homomorphism, |wg| = |w+ wh| = |w|+ |wh| = |w|+ h = g.
Now fix g, h ∈ G and let w ∈ D(S0, 0) be such that |w| = g− h. Let φ ∈ Γ be chosen so that
φ(g) = wg and φ(h) = wh as in the preceding paragraph. Then φ
∗W1(g, h) = W1(wg,wh) =
W1(w+wh,wh) ≤ ℓ(w). Hence minφ∈Γ φ
∗W1(g, h) ≤ dS(g, h).
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On the other hand, suppose that φ ∈ Γ is given and φ(g) = s1 + · · · + sn and φ(h) = s
′
1 +
· · · + s′m, with none of the si, s
′
j equal to the identity. Let σ ∈ Sn+m be a permutation realizing the
distanceW1(φ(g), φ(h)). We may assume that if σ(i) ∈ {1, . . . ,m} for i ∈ {1, . . . , n} then si = s
′
σ(i),
for if not then ρ(si, s
′
σ(i)) = 2, in which case we can obtain a new permutation σ˜ ∈ Sn+m which also
realizesW1(φ(g), φ(h)) and for which σ˜(i) ∈ {m+ 1, . . . ,m+ n} (in other words, we may always
assume that σ matches only equal group elements and matches everything else with the identity).
Let I ⊂ {1, . . . , n} be the set of indices for which σ(i) ∈ {n+ 1, . . . , n+m} and let J ⊂ {1, . . . ,m}
be the set of indices for which σ−1(j) ∈ {n+ 1, . . . , n+ m}. Then W1(φ(g), φ(h)) = |I|+ |J|. Let
w = ∑i∈I si −∑j∈J s
′
j. Then ℓ(w) = |I|+ |J| and g = h+ |w| so that dS(g, h) ≤ φ
∗W1(g, h), which
proves the proposition. 
4. CATEGORIES OF POINTED METRIC SPACES
In this section we define the main categories that we will be working with and record some of
their properties. In Section 4.1 we introduce the category Lip∗ which is the setting for our uni-
versality result for the Wasserstein distances. In Section 4.2 we consider the well-studied category
Met∗ which will be the setting for an alternative and slightly simpler universality result for the
bottleneck distance.
4.1. The Category Lip∗. We start with the following definition.
Definition 4.1. Pointed metric spaces together with basepoint-preserving Lipschitz maps form a
category which we denote by Lip∗.
The next proposition describes the isomorphisms in Lip∗.
Proposition 4.2. A basepoint-preserving Lipschitz map f : (X, dX , x0) → (Y, dY, y0) is an isomorphism
in Lip∗ if and only if f is bijective and dX and f
∗dY are equivalent metrics on X.
Proof. Let f : (X, dX , x0) → (Y, dY, y0) be an isomorphism in Lip∗ with inverse morphism g. Then
in particular f is a bijection with inverse g and we have
f ∗dY(x, x
′) = dY( f (x), f (x
′)) ≤ ‖ f‖LipdX(x, x
′) = ‖ f‖LipdX(g( f (x)), g( f (x
′)))
≤ ‖ f‖Lip‖g‖LipdY( f (x), f (x
′)) = ‖ f‖Lip‖g‖Lip f
∗dY(x, x
′)
for all x, x′ ∈ X. If ‖ f‖Lip > 0 then, after dividing through by ‖ f‖Lip, we obtain
1
‖ f‖Lip
f ∗dY(x, x
′) ≤ dX(x, x
′) ≤ ‖g‖Lip f
∗dY(x, x
′)
and hence dX and f
∗dY are equivalent. If ‖ f‖Lip = 0 then f
∗dY(x, x
′) = dY( f (x), f (x
′)) ≤
‖ f‖LipdX(x, x
′) = 0 and dX(x, x
′) = dX(g( f (x)), g( f (x
′))) ≤ ‖g‖Lip‖ f‖LipdX(x, x
′) = 0 for all
x, x′ ∈ X. Hence dX = f
∗dY are both the zero map and therefore are equivalent in this case as well.
Conversely, suppose that f : X → Y is a basepoint-preserving bijection such that dX and f
∗dY
are equivalent. Let g : Y → X denote the inverse of f and note that g is a basepoint-preserving
bijection. It remains to show that f and g are Lipschitz. Since dX and f
∗dY are equivalent, there
are constants C,K > 0 such that
C f ∗dY(x, x
′) ≤ dX(x, x
′) ≤ K f ∗dY(x, x
′)
for all x, x′ ∈ X. Then for any x, x′ ∈ X we have
dY( f (x), f (x
′)) = f ∗dY(x, x
′) ≤
1
C
dX(x, x
′),
so that f is Lipschitz with ‖ f‖Lip ≤
1
C . On the other hand, for any y, y
′ ∈ Y we have
dX(g(y), g(y
′)) ≤ K f ∗dY(g(y), g(y
′)) = KdY( f (g(y)), f (g(y
′))) = KdY(y, y
′),
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so that g is Lipschitz with ‖g‖Lip ≤ K. 
Corollary 4.3. If d, ρ are equivalent metrics on the pointed space (X, x0) then (X, d, x0) and (X, ρ, x0) are
isomorphic objects in Lip∗.
Proof. Apply the previous proposition with f := idX. 
Definition 4.4. Let X = (X, dX) and Y = (Y, dY) be metric spaces. For each p ∈ [1,∞] let Dp :
X × Y → [0,∞] be the function defined by
Dp((x, y), (x
′, y′)) :=
∥∥ (dX(x, x′), dY(y, y′)) ∥∥p,
for all x, x′ ∈ X, y, y′ ∈ Y.
Proposition 4.5. Dp is a metric on X × Y.
Proof. Clearly Dp satisfies the point equality axiom and is symmetric. To see that Dp satisfies the
triangle inequality, observe that for all x, x′, x′′ ∈ X and y, y′, y′′ ∈ Y, by the Minkowski inequality
we have
Dp((x, y), (x
′, y′)) =
∥∥ (dX(x, x′), dY(y, y′)) ∥∥p
≤
∥∥ (dX(x, x′′) + dX(x′′, x′), dY(y, y′′) + dY(y′′, y′)) ∥∥p
=
∥∥ (dX(x, x′′), dY(y, y′′))+ (dX(x′′, x′) + dY(y′′, y′)) ∥∥p
≤
∥∥ (dX(x, x′′), dY(y, y′′)) ∥∥p +
∥∥ (dX(x′′, x′), dY(y′′, y′)) ∥∥p
= Dp((x, y), (x
′′, y′′)) + Dp((x
′′, y′′), (x′, y′)). 
Proposition 4.6. Let (X, dX), (Y, dY) be metric spaces. The metric Dp satisfies the finiteness/separation
axiom if and only if both dX and dY satisfy the finiteness/separation axiom, respectively.
Proof. If dX and dY are both finite then clearly Dp is finite. Conversely, ifDp is finite then dX(x, x
′) =
Dp((x, y), (x′, y)) < ∞ for any x, x′ ∈ X and y ∈ Y so that dX is finite. Similarly, dY is finite.
Now suppose that dX and dY satisfy the separation axiom. If Dp((x, y), (x
′, y′)) = 0 then we
must have dX(x, x
′) = 0 = dY(y, y
′) so that x = x′ and y = y′ and hence (x, y) = (x′, y′).
Conversely, if Dp satisfies the separation axiom and dX(x, x
′) = 0 then for any y ∈ Y we have
Dp((x, y), (x′, y)) = dX(x, x
′) = 0 so that (x, y) = (x′, y) and hence x = x′. Similarly for dY. 
Lemma 4.7. The metrics Dp, 1 ≤ p ≤ ∞, are all equivalent on X × Y.
Proof. This follows from the equivalence of the ℓp norms on R2. Indeed, we have Dq ≤ Dp ≤
2
1
p−
1
qDq for 1 ≤ p ≤ q ≤ ∞, where we use the convention
1
∞
= 0. 
Since D∞ metrizes the product topology on X×Y, we see from Lemma 4.7 that Dp also metrizes
the product topology on X × Y for all 1 ≤ p ≤ ∞.
Proposition 4.8. Let X = (X, dX , x0), Y = (Y, dY, y0) be pointed metric spaces viewed as objects in
Lip∗. For any choice of p ∈ [1,∞], the categorical product of X and Y in Lip∗ is given by X × Y =
(X × Y,Dp, (x0, y0)).
Proof. We will prove the result for the case p = 1 from which the result for arbitrary p ∈ [1,∞]
follows from Corollary 4.3 and Lemma 4.7. The projections piX : X × Y → X and piY : X × Y → Y
are easily seen to be basepoint-preserving and Lipschitz, and hence constitute morphisms in Lip∗.
For any other pointed metric space W = (W, dW ,w0) and morphisms f : W → X, g : W → Y
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in Lip∗, there exists a unique set-map φ : W → X × Y such that f = piX ◦ φ and g = piY ◦ φ. It
remains only to check that φ is basepoint-preserving and Lipschitz. We have
D1(φ(w), φ(w
′)) = dX(piX(φ(w)),piX(φ(w
′))) + dY(piY(φ(w)),piY(φ(w
′)))
= dX( f (w), f (w
′)) + dY(g(w), g(w
′)) ≤ (‖ f‖Lip + ‖g‖Lip)dW(w,w
′),
which shows that φ is Lipschitz with ‖φ‖Lip ≤ ‖ f‖Lip + ‖g‖Lip. Also,
piX(φ(w0)) = f (w0) = x0 and piY(φ(w0)) = g(w0) = y0,
which shows that φ(w0) = (piX(φ(w0)),piY(φ(w0)) = (x0, y0). 
We denote the one-point metric space, viewed as a pointed metric space, by ∗. It is straightfor-
ward to check that ∗ is the terminal object in Lip∗, i.e., for every pointed metric space (W, dw,w0)
there exists precisely one basepoint-preserving Lipschitz map f : W → ∗.
4.2. The Category Met∗. In this section we define the categoryMet∗ which is the subcategory of
Lip∗ obtained by considering only 1-Lipschitz maps. The categoryMet was introduced by Isbell
in [Isb64] and has been well-studied in the context of injective metric spaces. The propositions of
this section are simply pointed analogs of standard facts aboutMet, and so we omit their proofs.
Met∗ will be the setting for an alternative universality result given for the bottleneck distance in
Section 7. Thus the reader may skip this section and still understand the main results of Section 6.
A map f : X → Y between metric spaces (X, dX) and (Y, dY) is called a metric map
1 if f is
1-Lipschitz, i.e., if dY( f (x), f (x
′)) ≤ dX(x, x
′) for all x, x′ ∈ X.
Definition 4.9. Pointed metric spaces together with basepoint-preserving metric maps form a cat-
egory which we denote byMet∗.
Isomorphisms in Met∗ are basepoint-preserving isometries of metric spaces, i.e., bijections f :
(X, x0) → (Y, y0) such that dY( f (x), f (x
′)) = dX(x, x
′) for all x, x′ ∈ X. The product of metric
spaces inMet∗ is given by the following.
Proposition 4.10. Let X = (X, dX , x0), Y = (Y, dY, y0) be pointed metric spaces viewed as objects of
Met∗. The product of X and Y in Met∗ is given by X × Y = (X × Y,D∞), where D∞ is the metric on
X × Y given by
D∞((x, y), (x
′, y′)) =
∥∥ (dX(x, x′), dY(y, y′)) ∥∥∞.
As with Lip∗, the one-point metric space ∗ is the terminal object inMet∗.
5. MONOID OBJECTS IN CATEGORIES OF METRIC SPACES
In this section, we define commutative monoid objects in Lip∗ and Met∗. These are metric
spaces which are also (commutative) monoids for which the monoid operations are morphisms in
the respective category of metric spaces, i.e., the monoid operations are either Lipschitz or metric
maps. In Section 5.1, we introduce the general notion of monoid objects in cartesian monoidal
categories. In Sections 5.2 and 5.3, we give concrete definitions of commutative monoid objects in
the cartesian monoidal categories Lip∗ andMet∗.
1Metric maps are also referred to as non-expansive maps or short maps in the literature.
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5.1. Monoidal Categories andMonoidObjects. A categoryC is amonoidal category if it is equipped
with a functor ⊗ : C× C → C, called the tensor product, an object 1 ∈ C called the unit object, and
certain natural isomorphisms satisfying coherence conditions witnessing associativity of the tensor
product and the fact that the unit object acts as both left and right identity for the tensor prod-
uct (see [ML98, VII.1]). A cartesian monoidal category is a monoidal category in which the tensor
product is given by the categorical product. A symmetric monoidal category is a monoidal category
equippedwith a symmetric braiding, a natural isomorphismwitnessing commutativity of the tensor
product [ML98, X.1]. Any category with finite products can be viewed as a symmetric cartesian
monoidal category with the terminal object (the empty product) serving as the unit object. Since
Lip∗ andMet∗ have finite products (including the empty product), these categories are symmetric
cartesian monoidal categories.
In any (symmetric) monoidal category one can define (commutative) monoid objects. A monoid
object in the monoidal category (C,⊗, 1) is an object M ∈ C equipped with an addition morphism
µ : M⊗M → M and a unit morphism η : 1→ M satisfying certain coherence conditions expressing
the facts that addition onM is associative (and commutative for commutative monoid objects) and
that η : 1→ M acts as a nullary identity operation [ML98, VII.3, XII.1].
In Lip∗ and Met∗, where the unit object is the one-point space ∗, the unit morphism η : ∗ →
(X, dX , x0) picks out an identity element. Since η is basepoint-preserving, the identity element
is forced to be the basepoint. Since µ is a morphism in these categories, addition is required to
be Lipschitz (respectively, 1-Lipschitz) with respect to the corresponding product metric. Thus
monoid objects in Lip∗ are pointed metric spaces which are also monoids for which the identity
is the basepoint and addition is Lipschitz. Monoid objects inMet∗ are similar, with Lipschitz map
replaced by metric maps.
A morphism between (commutative) monoid objects (M, µ, η) and (M′, µ′, η′) in (C,⊗, 1) is a
morphism f : M → M′ in C such that f ◦ µ = µ′ ◦ ( f ⊗ f ) and η′ = f ◦ η. The collection of
commutative monoid objects in C together with these morphisms is denoted CMon(C). In Lip∗
andMet∗, these conditions translate to requiring morphisms to be pointed Lipschitz (respectively,
1-Lipschitz) monoid homomorphisms.
Having briefly described the general notion of a monoid object in a monoidal category, in the
following sections we give concrete definitions of commutative monoid objects and their homo-
morphisms in Lip∗ andMet∗.
5.2. Commutative Lipschitz Monoids. A commutative Lipschitz monoid is a commutative monoid
object in Lip∗. Explicitly, a commutative Lipschitz monoid is a tuple (M, d,+,m0) such that
(1) (M, d,m0) is a pointed metric space,
(2) (M,+,m0) is a commutative monoid with identity element m0,
(3) + : M×M → M is Lipschitz, i.e., there is a constant C ≥ 0 such that
d(x+ y, x′ + y′) ≤ C(d(x, x′) + d(y, y′)),
for all x, x′, y, y′ ∈ M.
Note that by equivalence of the p-product metrics (Lemma 4.7), (3) is equivalent to the condition
that for any p ∈ [1,∞], there exists a constant Cp (depending on p) such that
d(x+ y, x′ + y′) ≤ Cp
∥∥(d(x, x′), d(y, y′))∥∥
p
for all x, x′, y, y′ ∈ M.
A morphism between commutative Lipschitz monoids is a monoid homomorphism which is
also a basepoint-preserving Lipschitz map; we refer to such maps as Lipschitz monoid homomor-
phisms. Note that the requirement that morphisms be basepoint-preserving is redundant since
monoid homomorphisms map identities to identities, and the basepoint and identity coincide
for commutative Lipschitz monoids. Commutative Lipschitz monoids together with Lipschitz
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monoid homomorphisms form the category CMon(Lip∗). Equipped with the trivial monoid
structure, the one-point metric space becomes the terminal object of CMon(Lip∗).
5.3. Commutative Metric Monoids. A commutative metric monoid, analogous to a commutative
Lipschitz monoid, is a commutative monoid object in Met∗. Concretely, a commutative metric
monoid is a tuple (M, d,+,m0) such that
(1) (M, d,m0) is a pointed metric space,
(2) (M,+,m0) is a commutative monoid with identity element m0,
(3) + : M×M → M is a metric map, i.e.,
d(x+ y, x′ + y′) ≤ max(d(x, x′), d(y, y′)),
for all x, x′, y, y′ ∈ M.
A morphism between commutative metric monoids is a monoid homomorphism which is also
a metric map; we refer to such morphisms as metric monoid homomorphisms. Commutative metric
monoids together with metric monoid homomorphisms form the category CMon(Met∗).
As in CMon(Lip∗), the one-point metric space ∗, equipped with the trivial monoid structure,
is the terminal object of CMon(Met∗).
6. UNIVERSALITY OF THE WASSERSTEIN DISTANCES
In this section we prove our main universality results for the Wasserstein distances.
6.1. Universality. We shall consider the following family of subcategories of CMon(Lip∗) in-
dexed by p ∈ [1,∞]:
Definition 6.1. Let p ∈ [1,∞]. A metric ρ on a monoid (M,+, 0) is called p-subadditive [BSS18] if
ρ(a+ b, a′ + b′) ≤
∥∥ (ρ(a, a′), ρ(b, b′)) ∥∥
p
,
for all a, a′, b, b′ ∈ M. By CMon(Lip∗)p we denote the full subcategory of CMon(Lip∗) whose
objects are commutative Lipschitz monoids (M, d,+, 0) for which d is p-subadditive.
Note that the objects of CMon(Lip∗)p are precisely those commutative Lipschitz monoids
(M, d,+, 0) for which addition is 1-Lipschitz with respect to the p-product metric.
It follows from the inequality ‖ · ‖q ≤ ‖ · ‖p for 1 ≤ p ≤ q ≤ ∞ that CMon(Lip∗)q is a full
subcategory of CMon(Lip∗)p for 1 ≤ p ≤ q ≤ ∞ (see Figure 1). Note also that the class of objects
of CMon(Met∗) is the same as that of CMon(Lip∗)∞, but maps in CMon(Met∗) are required to
the metric maps. Thus CMon(Met∗) is a wide subcategory of CMon(Lip∗)∞.
Fix p ∈ [1,∞] for the rest of this section. Consider the functor
U = Up : CMon(Lip∗)p → Lip∗
which sends a commutative Lipschitz monoid (M, d,m0, 0) ∈ CMon(Lip∗)p to the pointed metric
space (M, d,m0) andwhich sends a Lipschitzmonoid homomorphism f : M → N to itself, viewed
as a Lipschitz map. We will construct the left adjoint to U.
To construct the left adjoint to U, let a pointed metric space (X, d, x0) be given, viewed as an
object of Lip∗. Consider the metric space (D(X, x0),Wp[d, x0]) of persistence diagrams on (X, x0)
equipped with the p-Wasserstein distance.
Proposition 6.2. Wp[d, x0] is p-subadditive, i.e., (D(X, x0),Wp[d, x0],+, 0) is an object ofCMon(Lip∗)p.
Proof. We wish to show that Wp(α + β,γ + δ) ≤
∥∥ (Wp(α,γ),Wp(β, δ)) ∥∥p for any α, β,γ, δ ∈
D(X, x0). Write
α + β = x1 + · · ·+ xn + xn+1 + · · ·+ xn+p,
γ + δ = x′1 + · · ·+ x
′
m + x
′
m+1 + · · ·+ x
′
m+q,
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Met∗ CMon(Met∗)
CMon(Lip∗)∞
CMon(Lip∗)q
Lip∗ CMon(Lip∗)p
CMon(Lip∗)1
CMon(Lip∗)
D
D∞
Dq
Dp
D1
FIGURE 1. Subcategories of CMon(Lip∗) and the adjoints of Theorem 6.5 and The-
orem 7.2. The rightmost vertical arrows are inclusions of full subcategories, with
the exception of the top-right vertical arrow which is an inclusion of a wide subcat-
egory.
where
α = x1 + · · ·+ xn, β = xn+1 + · · ·+ xn+p,
γ = x′1 + · · ·+ x
′
m, δ = x
′
m+1 + · · ·+ x
′
m+q.
Let σ ∈ Sn+m, τ ∈ Sp+q be permutations realizing the p-Wasserstein distancesWp(α,γ),Wp(β, δ),
respectively. Then, after relabeling domains and codomains, we can view σ as a map
σ : {1, . . . , n, n+ p+ 1, . . . , n+ p+m} → {1, . . . ,m,m+ q+ 1, . . . ,m+ q+ n},
and τ as a map
τ : {n+ 1, . . . ,n+ p, n+m+ p+ 1, . . . , n+m+ p+ q}
→ {m+ 1, . . . ,m+ q, n+m+ q+ 1, . . . , n+m+ p+ q}.
Since σ and τ have disjoint domains and codomains, their union pi = σ ∪ τ is an element of
Sn+m+p+q. Letting xn+p+1 = · · · = xn+m+p+q = x
′
m+q+1 = · · · = x
′
n+m+p+q := x0, we have
Wp(α + β,γ + δ) ≤
∥∥(d(xk, x′pi(k)))n+m+p+qk=1
∥∥
p
=
∥∥∥(∥∥(d(xk, xσ(k)))nk=1
∥∥
p
,
∥∥(d(xk, xσ(k)))n+p+mk=n+p+1
∥∥
p
,
∥∥(d(xk, xτ(k)))n+pk=n+1
∥∥
p
,
∥∥(d(xk, xσ(k)))n+m+p+qk=n+m+p+1
∥∥
p
)∥∥∥
p
≤
∥∥∥(∥∥(d(xk, xσ(k)))nk=1
∥∥
p
,
∥∥(d(xk, xσ(k)))n+p+mk=n+p+1
∥∥
p
)∥∥∥
p
+
∥∥∥(∥∥(d(xk, xτ(k)))n+pk=n+1
∥∥
p
,
∥∥(d(xk, xσ(k)))n+m+p+qk=n+m+p+1
∥∥
p
)∥∥∥
p
= Wp(α,γ) +Wp(β, δ),
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where we have used the Minkowski inequality to obtain the second inequality. 
Now let (N, ρ,+, 0) ∈ CMon(Lip∗)p and let φ : (X, d, x0) → U(N, ρ,+, 0) = (N, ρ, 0) be a
basepoint-preserving Lipschitz map. By Theorem 3.2, there is a unique monoid homomorphism
φ˜ : (D(X, x0),+, 0) → (N,+, 0) such that φ˜ ◦ i = φ. We will show that φ˜ is basepoint-preserving
and Lipschitz with respect to Wp and ρ. The former property is easily disposed of since φ˜ is a
monoid homomorphism and hence must map basepoint to basepoint. To show that φ˜ is Lipschitz,
we need the following lemma which strengthens the p-subadditivity condition of Definition 6.1.
Lemma 6.3. Let (M, d,+, 0) ∈ CMon(Lip∗)p and a1, . . . , an, b1, . . . , bn ∈ M, n ∈ N. For any
p ∈ [1,∞] and for any σ ∈ Sn we have d(a1 + · · ·+ an, b1 + · · ·+ bn) ≤
∥∥(d(ai, bσ(i)))ni=1
∥∥
p
, and hence
d(a1 + · · ·+ an, b1 + · · ·+ bn) ≤ minσ∈Sn
∥∥(d(ai, bσ(i)))ni=1
∥∥
p
.
Proof. We proceed by induction on n. The case n = 1 is trivial and the case n = 2 follows from the
definition ofCMon(Lip∗)p. Suppose the lemma is true for n = k ≥ 2. Let a1, . . . , ak+1, b1, . . . , bk+1 ∈
M and let σ ∈ Sk+1. Using the commutativity of M and the induction hypothesis in the n = k and
n = 2 cases, we have
d(a1 + . . .+ ak+1, b1 + · · ·+ bk+1)
= d(a1 + · · ·+ ak + ak+1, bσ(1) + · · ·+ bσ(k) + bσ(k+1))
≤
∥∥(d(a1 + · · ·+ ak, bσ(1) + · · ·+ bσ(k)), d(ak+1, bσ(k+1)))∥∥p
≤
∥∥∥(∥∥(d(ai, bσ(i)))ki=1
∥∥
p
, d(ak+1, bσ(k+1))
)∥∥∥
p
=
∥∥(d(ai, bσ(i)))k+1i=1
∥∥
p
,
and the result follows by induction. 
Now let α = a1 + · · ·+ an and β = b1 + · · ·+ bm be given elements of D(X, x0) and set an+1 =
· · · = an+m = bm+1 = · · · = bn+m := x0. Then φ(an+1) = · · · = φ(an+m) = φ(bm+1) = · · · =
φ(bn+m) = φ(x0) = 0 so that
ρ (φ˜(α), φ˜(β)) = ρ
(
∑
n
i=1φ(ai),∑
m
i=1φ(bi)
)
= ρ
(
∑
n+m
i=1 φ(ai),∑
n+m
i=1 φ(bi)
)
.
By Lemma 6.3
ρ
(
∑
n+m
i=1 φ(ai),∑
n+m
i=1 φ(bi)
)
≤ minσ∈Sn+m
∥∥(ρ(φ(ai), φ(bσ(i))))n+mi=1
∥∥
p
≤ min
σ∈Sn+m
∥∥(‖φ‖Lipd(ai, bσ(i)))n+mi=1
∥∥
p
= ‖φ‖Lip min
σ∈Sn+m
∥∥(d(ai, bσ(i)))n+mi=1
∥∥
p
= ‖φ‖LipWp(α, β).
Hence φ˜ is Lipschitz, with ‖φ˜‖Lip ≤ ‖φ‖Lip. Moreover, since φ = φ˜ ◦ i and i is 1-Lipschitz we have
‖φ‖Lip = ‖φ˜ ◦ i‖Lip ≤ ‖φ˜‖Lip‖i‖Lip ≤ ‖φ˜‖Lip, whence ‖φ˜‖Lip = ‖φ‖Lip. We have thus proved the
following:
Theorem 6.4 (Universality of theWassersteinDistances). Fix p ∈ [1,∞] and let (X, d, x0) be a pointed
metric spaced viewed as an object of Lip∗. Then
(1) (D(X, x0),Wp[d, x0],+, 0) is an object of CMon(Lip∗)p and the canonical map i : (X, d, x0) →
(D(X, x0),Wp[d, x0], 0) is a basepoint-preserving Lipschitz map, which together satisfy the follow-
ing universal property: if (N, ρ,+, 0) is any other object of CMon(Lip∗)p and φ : (X, d, x0) →
(N, ρ, 0) is a basepoint-preserving Lipschitz map then there exists a unique Lipschitz monoid ho-
momorphism φ˜ : (D(X, x0),Wp[d, x0],+, 0) → (N, ρ,+, 0) such that φ˜ ◦ i = φ,
(2) ‖φ˜‖Lip = ‖φ‖Lip.
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Theorem 6.4 (1) is summarized by the following commutative diagrams:
Lip∗ CMon(Lip∗)p
(X, d, x0) (D(X, x0),Wp, 0) (D(X, x0),Wp,+, 0)
(N, ρ, 0) (N, ρ,+, 0)
i
φ
φ˜ ∃!φ˜
The diagram functor D : Set∗ → CMon defined in Section 3.1 extends to a functor Dp : Lip∗ →
CMon(Lip∗)p defined by sending a pointed metric space (X, d, x0) to (D(X, x0),Wp[d, x0],+, 0)
and sending a basepoint-preserving Lipschitz function f : (X, d, x0) → (Y, ρ, y0) to the monoid
homomorphism Dp f : D(X, x0) → D(Y, y0) given by
Dp f (x1 + · · ·+ xn) := f (x1) + · · ·+ f (xn).
Observe that
Wp[ρ, y0](Dp f (α),Dp f (β)) = min
σ
∥∥(ρ( f (xk), f (x′σ(k))))k
∥∥
p
≤ min
σ
‖ f‖Lip
∥∥(d(xk, x′σ(k)))k
∥∥
p
= ‖ f‖LipWp[d, x0](α, β),
which shows that Dp f is indeed a morphism in CMon(Lip∗)p. Then Theorem 6.4 (1) is equivalent
to the following.
Theorem 6.5. The functors
CMon(Lip∗)p Lip∗
Dp
U
⊥
form an adjoint pair, with Dp being left adjoint to the forgetful functor U.
Remark 6.6 (Enrichment in Weighted Sets). The adjunction of Theorem 6.5 can be upgraded to an
enriched adjunction so as to obtain a statement equivalent to all of Theorem 6.4. To do so, we view
Lip∗ and CMon(Lip∗)p as categories enriched in the category wSet of weighted sets. This is the
category whose objects are pairs (S,w) where S is a set and w : S → [0,∞] and whose morphisms
are non-expansive maps. Isomorphisms in wSets are weight-preserving bijections.
We can view Lip∗ and CMon(Lip∗)p as categories enriched in wSet with the weight function
on hom-sets being given by the Lipschitz norm. The functors U and Dp can then be viewed as
enriched functors and the adjunction of the previous theorem becomes an enriched adjunction.
In particular, for all X ∈ Lip∗ and N = (N, ρ,+, 0) ∈ CMon(Lip∗)p we have isomorphisms of
weighted sets
(CMon(Lip∗)p(D(X),N), ‖ · ‖Lip)
∼=
−→ (Lip∗(X,U(N)), ‖ · ‖Lip),
φ 7→ φ˜,
these isomorphisms being natural in X and N. Since isomorphisms inwSet are weight preserving
functions, we recover Theorem 6.4 (2) that ‖φ˜‖Lip = ‖φ‖Lip.
We refer the reader to Appendix B for more details and a brief introduction to enriched category
theory (a comprehensive introduction to enriched category theory is [Kel82]). Also see Appendix
A of [BDSS17] for a similar discussion.
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Remark 6.7 (Universal Arrow Interpretation). Let (X, d, x0) be a pointed metric space and let
U : CMon(Lip∗) → Lip∗ be the forgetful functor. Consider the slice category ((X, d, x0) ↓ U)
whose objects are pairs ((N, ρ,+, 0), φ), where (N, ρ,+, 0) ∈ CMon(Lip∗)p and φ : (X, d, x0) →
U(N, ρ,+, 0) = (N, ρ, 0) ∈ Lip∗, and whose morphisms ψ : ((N, ρ,+, 0), φ) → ((N
′, ρ′,+′, 0′), φ′)
are morphisms ψ : (N, ρ,+, 0) → (N′, ρ′,+′, 0′) ∈ CMon(Lip∗)p such that U(ψ) ◦ φ = φ
′. Then
Theorem 6.4 (1) and Theorem 6.5 are both equivalent to the statement that ((D(X, x0),Wp,+, 0), i)
is the initial object in ((X, d, x0) ↓ U).
6.2. Consequences of Universality. The following corollary of Theorem 6.4 says thatWp is max-
imal among a certain class of metrics on D(X, x0).
Corollary 6.8. Let (X, d, x0) ∈ Lip∗ and suppose that ρ is a metric on D(X, x0) such that (D(X, x0), ρ,
+, 0) ∈ CMon(Lip∗)p and such that the canonical map i : (X, x0) → (D(X, x0), 0) is 1-Lipschitz with
respect to d and ρ. Then ρ ≤ Wp.
Proof. Since i is basepoint-preserving by definition and 1-Lipschitz by assumption, Theorem 6.4
furnishes a unique Lipschitz monoid homomorphism i˜ : (D(X, x0),Wp,+, 0) → (D(X, x0), ρ,+, 0)
such that i˜ ◦ i = i. By Theorem 3.2, i˜ is also the unique (not necessarily Lipschitz) monoid homo-
morphism such that i˜ ◦ i = i. Since id = idD(X,x0) is such a monoid homomorphism, we must
have i˜ = id. Hence, by Theorem 6.4 (2), ‖id‖Lip = ‖i˜‖Lip = ‖i‖Lip = 1, i.e., the identity on
D(X, x0) is 1-Lipschitz with respect to Wp and ρ. Thus ρ(α, β) = ρ(id(α), id(β)) ≤ Wp(α, β), for
all α, β ∈ D(X, x0). 
While it could be verified directly, the preceding corollary easily implies the following.
Corollary 6.9. Let (X, d, x0) be a pointed metric space and let 1 ≤ p ≤ q ≤ ∞. Then Wq ≤Wp.
Proof. By Proposition 3.8, i : (X, d) → (D(X, x0),Wq) is 1-Lipschitz. Since CMon(Lip∗)q is a
subcategory of CMon(Lip∗)p we have (D(X, x0),Wq,+, 0) ∈ CMon(Lip∗)p. Thus Wq ≤ Wp by
Corollary 6.8. 
Theorem 6.4 in the form of Corollary 6.8 also implies thatWp is larger than any metric ρ which
extends d to the space of persistence diagrams and for which addition of diagrams is 1-Lipschitz
with respect to the p-product metric.
Corollary 6.10. Let (X, d, x0) ∈ Lip∗ and suppose that ρ is a metric on D(X, x0) such that ρ is p-
subadditive and i∗ρ = d. Then ρ ≤Wp.
Proof. Consider (D(X, x0), ρ, 0) ∈ Lip∗. Since i
∗ρ = d we have ρ(i(x), i(x′)) = i∗ρ(x, x′) = d(x, x′)
and hence i : (X, d, x0) → (D(X, x0), ρ, 0) is a basepoint-preserving Lipschitz map with ‖i‖Lip = 1
(here, the Lipschitz norm is with respect to ρ so Proposition 3.8 does not apply). By Corollary 6.8
we have ρ ≤Wp. 
Note that, by the triangle inequality, W1[d, x0](i(x), i(y)) = min(d(x, y), d(x, x0) + d(y, x0)) =
d(x, y) so that i∗W1 = d. Thus Corollary 6.10 implies
Corollary 6.11. For (X, d, x0) ∈ Lip∗ and α, β ∈ D(X, x0),
W1[d, x0](α, β) = max{ρ(α, β) | ρ is a 1-subadditive metric on D(X, x0) and i
∗ρ = d}.
(Compare with Corollary 5.12 of [BSS18].)
On the other hand, if d does not satisfy a q-strengthened triangle inequality, i.e.,
(6.1) d(x, y) ≤
∥∥(d(x, x0), d(x0, z))∥∥q
for some q ∈ (1,∞], then p = 1 is the only case in which i∗Wp = d. Thus, in general,Wp need not
belong to the set of metrics satisfying the conditions of Corollary 6.10. In fact, the next Proposition
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shows that the set of metrics satisfying the conditions of Corollary 6.10 is empty unless inequality
(6.1) holds for some q ≥ p, in which case i∗Wp = d.
Proposition 6.12. Let (X, d, x0) ∈ Lip∗. The following are equivalent:
(1) There exists a metric ρ on D(X, x0) such that ρ is p-subadditive and i∗ρ = d.
(2) d(x, y) ≤
∥∥(d(x, x0), d(x0, y))∥∥p for all x, y ∈ X.
(3) i∗Wp = d.
Proof. (1⇒ 2) Suppose that ρ is a p-subadditive metric on D(X, x0) for which i∗ρ = d. Then
d(x, y) = ρ(i(x), i(y)) = ρ(x, y) = ρ(x+ x0, x0 + y) ≤
∥∥ (ρ(x, x0), ρ(x0, y)) ∥∥p
=
∥∥ (ρ(i(x), i(x0)), ρ(i(x0), i(y))) ∥∥p =
∥∥ (d(x, x0), d(x0, y)) ∥∥p.
(2⇒ 3) If (2) holds then
Wp(i(x), i(y)) = min
(
d(x, y),
∥∥ (d(x, x0), d(y, x0)) ∥∥p
)
= d(x, y)
so that i∗Wp = d.
(3 ⇒ 1) Suppose that i∗Wp = d. By Proposition 6.2, Wp is p-subadditive so that Wp is the
desired metric. 
With Proposition 6.12, we can now state the analog of Corollary 6.11 for arbitrary p ∈ [1,∞]
which follows directly from Corollary 6.10, and of which Corollary 6.11 is a special case.
Corollary 6.13. Let (X, d, x0) ∈ Lip∗ be such that d(x, y) ≤
∥∥(d(x, x0), d(x0, y))∥∥p for all x, y ∈ X.
Then for any α, β ∈ D(X, x0),
Wp[d, x0](α, β) = max{ρ(α, β) | ρ is a p-subadditive metric on D(X, x0) and i
∗ρ = d}.
Inequality (6.1) may at first seem quite restrictive. However, as we saw in Section 2.5, this
inequality arises naturally when we form the quotient space (X/A, dp, A) of X by a closed subset
A equipped with the p-quotient metric. In Appendix A, we show that metric spaces obtained this
way in fact satisfy a universal property. In a similar spirit, we will now introduce a canonical
way to obtain from a metric d an equivalent metric which does satisfy the p-strengthened triangle
inequality.
Definition 6.14. For any pointed metric space (X, d, x0) and p ∈ [1,∞], we define a new metric dp
on X according to
(6.2) dp(x, x
′) := min
(
d(x, x′),
∥∥ (d(x, x0), d(x0, x′)) ∥∥p
)
,
for all x, x′ ∈ X. We refer to dp as the p-strengthening of d with respect to x0.
The proof that the p-strengthening of d is a metric for all p ∈ [1,∞] appears in Appendix A
(indeed, it is a special case of the p-quotient metric with A ⊂ X taken to be the singleton {x0}). It
follows immediately from the definition that dp ≤ d. Moreover, dp(x, x0) = d(x, x0) for all x ∈ X
and hence dp(x, x′) ≤
∥∥(d(x, x0), d(x0, x′))∥∥p =
∥∥(dp(x, x0), dp(x0, x′))∥∥p, for all x, x′ ∈ X, i.e., dp
does indeed satisfy the p-strengthened triangle inequality with respect to x0.
As remarked earlier, i∗Wp[d, x0] is not in general equal to d. However,
i∗Wp[d, x0](x, x
′) = Wp[d, x0](i(x), i(x
′)) = Wp[d, x0](x, x
′)
= min
(
d(x, x′),
∥∥(d(x, x0), d(x0, x′))∥∥p
)
= dp(x, x
′),
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for all x, x′ ∈ X so that i∗Wp[d, x0] = dp (thus dp could alternatively be defined as the pullback of
Wp through i). SinceWp[d, x0] is p-subadditive, Corollary 6.13 applied to the space (X, dp, x0) im-
plies that Wp[d, x0] ≤ Wp[dp, x0]. On the other hand, since dp ≤ d we have Wp[dp, x0] ≤ Wp[d, x0]
and soWp[dp, x0] = Wp[d, x0]. This proves the first statement of the following:
Proposition 6.15. Let (X, d, x0) ∈ Lip∗ and let dp be the metric defined by (6.2). Then Wp[dp, x0]
= Wp[d, x0] and
Wp[d, x0](α, β) = max{ρ(α, β) | ρ is a p-subadditive metric on D(X, x0) and i
∗ρ = dp}.
Proof. By the preceding discussion, Wp[d, x0] = Wp[dp, x0]. Since dp satisfies the p-strengthened
triangle inequality, by Corollary 6.13 we have
Wp[d, x0](α, β) = Wp[dp, x0](α, β)
= max{ρ(α, β) | ρ is a p-subadditive metric on D(X, x0) and i
∗ρ = dp},
for all α, β ∈ D(X, x0) as desired. 
6.3. Kantorovich-Rubinstein Duality. Theorem 6.4 can be used to quickly derive the correct ex-
pression, in the case of persistence diagrams, for a duality result for the 1-Wasserstein distance
known as Kantorovich-Rubinstein Duality.
Let (X, d, x0) ∈ Lip∗ and consider the commutative Lipschitz monoid (R, | · |,+, 0), where | · |
denotes the metric induced by absolute value. The inequality |(a+ b)− (c+ d)| ≤ |a− c|+ |b− d|
implies that (R, | · |,+, 0) ∈ CMon(Lip∗)1. Let h : X → R with ‖h‖Lip ≤ 1. Define k : X → R by
k(x) = h(x)− h(x0) for all x ∈ X. Then k(x0) = 0 and
|k(x) − k(y)| = |h(x) − h(x0)− (h(y) − h(x0))| = |h(x) − h(y)| ≤ d(x, y),
so that k is basepoint-preserving and 1-Lipschitz. By Theorem 6.4, there is a unique map k˜ :
(D(X, x0),W1,+, ) → (R, | · |,+, 0) with ‖k˜‖Lip ≤ ‖k‖Lip = 1 and such that k˜ ◦ i = k. Explicitly,
k˜ is given by ∑i ci 7→ ∑i k(ci). Then for α = ∑
n
i=1 ai and β = ∑
m
j=1 bj we have |k˜(α) − k˜(β)| =∣∣∣k˜ (∑ni=1 ai)− k˜
(
∑
m
j=1 bj
)∣∣∣ = ∣∣∣∑ni=1 k(ai)−∑mj=1 k(bj)
∣∣∣ = ∣∣∣∑ni=1 h(ai)−∑mj=1 h(bj) + (m− n)h(x0)
∣∣∣.
Since ‖k˜‖Lip ≤ 1 we have
∣∣∣∑ni=1 h(ai)−∑mj=1 h(bj) + (m− n)h(x0)
∣∣∣ ≤ W1(∑ni=1 ai,∑mj=1 bj). There-
fore
sup
{ n
∑
i=1
h(ai)−
m
∑
j=1
h(bj) + (m− n)h(x0)
∣∣∣∣ h : X → R, ‖h‖Lip ≤ 1
}
≤W1
( n
∑
i=1
ai,
m
∑
j=1
bj
)
,
or equivalently,
sup
{ n
∑
i=1
k(ai)−
m
∑
j=1
k(bj)
∣∣∣∣ k : X → R, k(x0) = 0, ‖k‖Lip ≤ 1
}
≤W1
( n
∑
i=1
ai,
m
∑
j=1
bj
)
.
The above inequalities are in fact equalities, and the supremum is attained.
Theorem 6.16 (Kantorovich-Rubinstein Duality for PersistenceDiagrams). Let (X, d, x0) be a pointed
metric space and let α = a1 + · · ·+ an and β = b1 + · · ·+ bm be elements of D(X, x0). Then
(6.3) max
{
n
∑
i=1
h(ai)−
m
∑
j=1
h(bj) + (m− n)h(x0)
∣∣∣∣ h : X → R, ‖h‖Lip ≤ 1
}
= W1 (α, β) .
To prove the theorem, we will recast the problem of finding a permutation realizing the 1-
Wasserstein distance as a linear programming problem (see [LY08] for an introduction to linear pro-
gramming). We remark that the connection between the classical Wasserstein distances and linear
programming has long been understood [Eva99]. Indeed, Kantorovich himself made foundational
contributions to both optimal transport theory and linear programming. We give a full treatment
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here for completeness, but the ideas are essentially the same as those for the classical Wasserstein
distance.
Proof of Theorem 6.16. Let (X, d, x0) and α, β ∈ D(X, x0) be given as in the statement of the theorem.
By padding with the basepoint x0, we can write α = a1 + · · · + ar and β = b1 + . . . br where
r = n+m.
Consider first the primal linear program
minimize
x
cTx
subject to ATx = b
x ≥ 0,
where x ∈ Rr
2
and where A ∈ Rr
2×2r, b ∈ R2r, and c ∈ Rr
2
are given by
AT =


1 1 · · · 1
0 0 · · · 0
...
...
...
...
0 0 · · · 0
0 0 · · · 0
1 1 · · · 1
...
...
...
...
0 0 · · · 0
· · ·
0 0 · · · 0
0 0 · · · 0
...
...
...
...
1 1 · · · 1
−1 0 · · · 0
0 −1 · · · 0
...
...
...
...
0 0 · · · −1
−1 0 · · · 0
0 −1 · · · 0
...
...
...
...
0 0 · · · −1
· · ·
−1 0 · · · 0
0 −1 · · · 0
...
...
...
...
0 0 · · · −1


,
cT =
[
d(a1, b1) · · · d(a1, br) d(a2, b1) · · · d(a2, br) · · · d(ar , b1) · · · d(ar , br)
]
,
and
bT =
[
1 · · · 1 −1 · · · −1
]
.
Writing xT =
[
x11 · · · x1r · · · xr1 · · · xrr
]
, the primal problem becomes
minimize
xij
(P)
r
∑
i=1
r
∑
j=1
xijd(ai, bj)
subject to
r
∑
i=1
xij = 1 for all 1 ≤ j ≤ r
r
∑
j=1
xij = 1 for all 1 ≤ i ≤ r
xij ≥ 0 for all i, j.
The corresponding dual problem is
maximize
y
bTy
subject to Ay ≤ c,
for y ∈ R2r, which, after writing yT =
[
y1 · · · yr yr+1 · · · y2r
]
, becomes
maximize
yk
(D)
r
∑
k=1
(yk − yr+k)
subject to yi − yr+j ≤ d(ai, bj)
1 ≤ i, j ≤ r.
The relationship between the primal and dual problems is given by the following duality theo-
rem.
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Theorem 6.17 (StrongDuality Theorem). Let (P) be a linear program and let (D) denote its dual problem.
If either (P) or (D) has an optimal solution then so does the other, and their optimal values coincide.
The Strong Duality Theorem means that if we can find an optimal solution x∗ to (P) then there
exists an optimal solution y∗ to (D) and bTy∗ = cTx∗.
To see that (P) has an optimal solution, we employ the following standard argument. Viewing
the variable x as an r × r matrix, the constraints of the dual problem (P) restrict x to the set of
r × r doubly stochastic matrices, i.e., the set of all r × r matrices with non-negative entries all of
whose columns and rows sum to 1. Included in this set are the permutation matrices, those doubly
stochastic matrices with precisely one 1 in each row and column (and hence zeros elsewhere).
Amazingly, the following two theorems combine to show not only that an optimal solution to (P)
exists, but also that it is always attained by a permutation matrix.
Theorem 6.18 (Birkhoff-von Neumann [Bir46, vN53]). The set of r× r doubly stochastic matrices form
a convex polytope Br in R
r2 . Moreover, Br is the convex hull of the set of permutation matrices and the
permutation matrices are precisely the vertices of Br.
Theorem 6.19 (The Fundamental Theorem of Linear Programming). Let (LP) be a linear program
whose constraints form a bounded polytope P. Then any optimal solution to (LP) is either a vertex of P or
lies on a face F ⊂ P of optimal solutions.
Now because Br is the convex hull of the finite set of permutation matrices, it is a bounded
polytope. Thus Br is compact by Heine-Borel (since polytopes are closed) and hence c
Tx attains a
minimum on Br, i.e., the primal problem has an optimal solution x
∗. By the Fundamental Theorem
of Linear Programming, x∗ is either a vertex of Br, and hence a permutation matrix, or x
∗ lies on
a face F ⊂ Br of optimal solution in which case all of the vertices of this face are also optimal
solutions. In either case, there exists a permutation matrix Σ∗ (viewed as a vector in Rr
2
) which
solves (P).
Let us interpret the optimal value cTΣ∗ of the primal problem (P). Since Σ∗ is a permutation
matrix, there is a permutation σ∗ ∈ Sr such that cTΣ∗ = ∑
r
i=1 d(ai, bσ∗(i)). Moreover, given any
other permutation σ ∈ Sr with corresponding permutation matrix Σ, we have by optimality of Σ∗
that ∑ri=1 d(ai, bσ∗(i)) = c
T
Σ
∗ ≤ cTΣ = ∑ri=1 d(ai, bσ(i)). It follows that c
T
Σ
∗ = W1(α, β) and σ
∗ is a
permutation realizingW1(α, β).
Now by the Strong Duality Theorem, (D) also has an optimal solution y∗ and bTy∗ = cTΣ∗. We
will show that the optimal value bTy∗ of the dual problem (D) is precisely the left-hand side of
(6.3).
By relabeling the ai’s and bj’s if necessary, we may assume that W1(α, β) = ∑
r
k=1 d(ai, bi), in
which case the r× r identity matrix is an optimal solution to the primal problem (P). Let
(y∗)T =
[
y1 · · · yr yr+1 · · · y2r
]
be an optimal solution to the dual problem (D). By the Strong Duality Theorem,
(6.4)
r
∑
i=1
(yi − yr+i) =
r
∑
i=1
d(ai, bi),
with
(6.5) yi − yr+j ≤ d(ai, bj) for all 1 ≤ i, j ≤ r.
In particular, yi − yr+i ≤ d(ai, bi) and hence by (6.4) we must have
(6.6) yi − yr+i = d(ai, bi)
for all i = 1, . . . , r.
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Denote by α∪ β the set {a1, . . . , ar , b1, . . . , br} ⊂ X and define a function h : α∪ β → R by setting
h(ai) = yi and h(bi) = yr+i for i = 1, . . . , r. To see that h is well-defined, note that if ai = bj then
by (6.5) we have |h(ai)− h(bj)| = |yi − yr+j| ≤ d(ai, bj) = 0 so that h(ai) = h(bj), and similarly if
ai = ai′ or bj = bj′ . By definition of h, we have
n
∑
i=1
h(ai)−
m
∑
j=1
h(bj) + (m− n)h(x0) =
r
∑
i=1
(h(ai)− h(bi)) =
n
∑
i=1
(yi − yr+i) = b
Ty∗.
To prove that h is 1-Lipschitz, we will show that
(6.7) |yi − yr+j| ≤ d(ai, bj), |yi − yj| ≤ d(ai, aj), and |yr+i − yr+j| ≤ d(bi, bj),
for all 1 ≤ i, j ≤ r. For the first of these inequalities, we have by (6.5) and (6.6) that
yr+j − yi = yr+j − yj + yj − yr+i + yr+i − yi ≤ −d(aj, bj) + d(aj, bi)− d(ai, bi) ≤ d(ai, bj).
Since yi − yr+j ≤ d(ai, bj) by (6.5), we thus have |yi − yr+j| ≤ d(ai, bj). Next, using (6.5) and (6.6),
we have
yi − yj = yi − yr+j + yr+j − yj ≤ d(ai, bj)− d(aj , bj) ≤ d(ai, aj).
By symmetry we also have yj − yi ≤ d(ai, aj) whence |yi − yj| ≤ d(ai, aj). The last inequality
follows by a similar argument. We now see from the definition of h and (6.7) that h is 1-Lipschitz.
Now we extend h to a 1-Lipschitz map on X. A theorem due to McShane [McS34] says that any
Lipschitz map defined on an arbitrary subset of a metric space can be extended to a map on the
whole space having the same Lipschitz norm. Indeed, the desired map h˜ : X → R is given by
h˜(x) = maxc∈α∪β (h(c)− d(x, c)). Then h˜ : X → R is 1-Lipschitz and
n
∑
i=1
h˜(ai)−
m
∑
j=1
h˜(bj) + (m− n)h˜(x0) =
n
∑
i=1
h(ai)−
m
∑
j=1
h(bj) + (m− n)h(x0) = b
Ty∗.
Finally, for any 1-Lipschitz function f : X → R, let y ∈ R2r be given by
yT =
[
f (a1) · · · f (ar) f (b1) · · · f (br)
]
.
Since f is 1-Lipschitz, y satisfies the constraints of the dual problem (D). Hence we have
n
∑
i=1
f (ai)−
m
∑
j=1
f (bj) + (m− n) f (x0) =
r
∑
i=1
( f (ai)− f (bi)) = b
Ty ≤ bTy∗,
by the optimality of y∗. 
Remark 6.20. Recent work by [DL19] shows that the p-Wasserstein distance between persistence
diagrams define on R2< (Example 2.6) can be realized as the classical p-Wasserstein distance be-
tween sums of Dirac measures of equal mass. In this setting, Theorem 6.16 can then be obtained
as a special case of the more general Kantorovich-Rubinstein duality theorem.
7. UNIVERSALITY OF THE BOTTLENECK DISTANCE
In the previous section we proved a universality result for each of the Wasserstein distancesWp
(p ∈ [1,∞]) which includes a universality result for the bottleneck distance db = W∞.
In this section we prove an alternative universality result for db obtained by considering the
category CMon(Met∗) of commutative metricmonoids. This result has the benefit of being some-
what simpler to state (in particular, p-subadditivity is not needed for its statement) and of charac-
terizing the space of persistence diagrams equipped with the bottleneck distance up to isometry,
not merely up to metric equivalence. Despite these differences, the proof is essentially the same
as the proof of Theorem 6.4.
Theorem 7.1 (Universality of the Bottleneck Distance). Let (X, d, x0) ∈ Met∗. Then
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(1) (D(X, x0), db,+, 0) is an object of CMon(Met∗) and the canonical map i : X → D(X, x0)
is a basepoint-preserving metric map which together satisfy the following universal property: if
(N, ρ,+, 0) is any other commutative metric monoid and φ : (X, d, x0) → (N, ρ, 0) is a basepoint-
preserving metric map then there exists a unique metric monoid homomorphism φ˜ : (D(X, x0), db,
+, 0) → (N, ρ,+, 0) such that φ˜ ◦ i = φ,
(2) ‖φ˜‖Lip = ‖φ‖Lip.
Proof. By the p = ∞ case of Proposition 6.2,
db(α + β,γ + δ) ≤ max(db(α,γ), db(β, δ)),
i.e., addition of persistence diagrams is a metric map (Section 4.2) and hence (D(X, x0), db,+, 0) ∈
CMon(Met∗). By Proposition 3.8, the canonical map i : (X, d) → (D(X, x0), db) is a metric map,
i.e., a morphism inMet∗.
Let (N, ρ,+, 0) ∈ CMon(Met∗) and let φ : (X, d, x0) → (N, ρ, 0) be a basepoint-preserving
metric map. By Theorem 3.2, there is a unique monoid homomorphism φ˜ : (D(M,m0),+, 0) →
(N,+, 0) such that φ˜ ◦ i = φ. Since φ˜ is a monoid homomorphism it maps basepoint to basepoint.
To see that φ˜ is a metric map, let α = a1 + · · · + an, β = b1 + · · · + bm ∈ D(M,m0) and set
an+1 = · · · = an+m = bm+1 = · · · = bn+m := m0. Then φ(an+1) = · · · = φ(an+m) = φ(bm+1) =
· · · = φ(bn+m) = φ(m0) = 0 so that
ρ (φ˜(α), φ˜(β)) = ρ
(
∑
n
i=1 φ(ai),∑
m
i=1 φ(bi)
)
= ρ
(
∑
n+m
i=1 φ(ai),∑
n+m
i=1 φ(bi)
)
.
By the p = ∞ case of Lemma 6.3,
ρ
(
∑
n+m
i=1 φ(ai),∑
n+m
i=1 φ(bi)
)
≤ min
σ∈Sn+m
max
1≤i≤n+m
ρ(φ(ai), φ(bσ(i))) ≤ min
σ∈Sn+m
max
1≤i≤n+m
‖φ‖Lipd(ai, bσ(i))
= ‖φ‖Lip min
σ∈Sn+m
max
1≤i≤n+m
d(ai, bσ(i)) = ‖φ‖Lipdb(α, β) ≤ db(α, β).
Thus φ˜ is a metric map and ‖φ˜‖Lip ≤ ‖φ‖Lip. The reverse inequality ‖φ‖Lip ≤ ‖φ˜‖Lip follows from
the fact that φ˜ ◦ i = φ. 
Equivalent to Theorem 7.1 (1) is the following statement involving adjunctions.
Theorem 7.2. The functors
CMon(Met∗) Met∗
D
U
⊥
form an adjoint pair, with D being left adjoint to the forgetful functor U.
Since the class of objects of CMon(Met∗) is the same as that for CMon(Lip∗)∞, analogs of the
results of Section 6.2 can stated in the context ofMet∗ but give no new conclusions.
On the other hand, since isomorphisms in CMon(Met∗) are precisely monoid isomorphisms
which are also isometries, Theorem 7.1 characterizes the metric monoid (D(X, x0), db,+, 0) up to
isometric isomorphism.
APPENDIX A. QUOTIENT METRIC SPACES
In this appendix we provide more details on the construction of the quotient metric spaces
given in Section 2.5. This includes as a special case the p-strengthening of a metric with respect to
a given point (Definition 2.2).
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A.1. Quotient Metrics. Let (X, d) be a metric space and let A ⊂ X. In Section 2.5 we defined, for
each p ∈ [1,∞], a pointed metric space (X/A, dp, A) by setting X/A := (X − A) ∪ {A}, taking A
to be the basepoint, and defining
dp(x, y) := min
(
d(x, y),
∥∥(d(x, A), d(y, A))∥∥
p
)
,
for all x, y ∈ X/A. For the verification that each dp is a metric, we need the following lemmas.
Lemma A.1. d(x, A) ≤ d(x, y) + d(y, A) for any x, y ∈ X.
Proof. If d(x, y) = ∞ then the result is trivial, so suppose that d(x, y) < ∞. For any a ∈ A we
have d(x, A) ≤ d(x, a) ≤ d(x, y) + d(y, a). Thus d(x, A) − d(x, y) ≤ d(y, a) for all a ∈ A so that
d(x, A)− d(x, y) ≤ d(y, A). 
Lemma A.2. For all a, b, c ≥ 0 with b− c ≤ 1 and for any p ∈ [1,∞] we have
∥∥(a, b)∥∥
p
≤ 1+
∥∥(a, c)∥∥
p
.
Proof. Set u := (a, c), v := (0, b − c) ∈ R2. Then by the Minkowski inequality,
∥∥(a, b)∥∥
p
=
‖u+ v‖p ≤ ‖u‖p + ‖v‖p =
∥∥(a, c)∥∥
p
+ (b− c) ≤
∥∥(a, c)∥∥
p
+ 1. 
Corollary A.3. Let (X, d) be a metric space and let A ⊂ X. Then
∥∥ (d(x, A), d(y, A)) ∥∥
p
≤ d(y, z) +∥∥ (d(x, A), d(z, A)) ∥∥
p
for any x, y, z ∈ X and p ∈ [1,∞].
Proof. If d(y, z) = ∞ then the result follows trivially, while if d(y, z) = 0 then d(y, A) = d(z, A)
by Lemma A.1 and the result follows in this case as well. Suppose that 0 < d(y, z) < ∞. If
d(z, A) = ∞ then again the result holds trivially, so we will also assume that d(z, A) < ∞. Let
a :=
d(x, A)
d(y, z)
, b :=
d(y, A)
d(y, z)
, c :=
d(z, A)
d(y, z)
.
Clearly a, b, c ≥ 0, and by Lemma A.1 we have
b− c =
d(y, A)− d(z, A)
d(y, z)
≤
d(y, z)
d(y, z)
= 1.
Now apply Lemma A.2 and multiply through by d(y, z) to get the result. 
We can now prove that each dp is a metric.
Proposition A.4. Let d be a metric on X and let p ∈ [1,∞].
(1) dp is a metric on X/A which satisfies the p-strengthened triangle inequality with respect to A (see
Definition 2.2).
(2) If d satisfies the the separation axiom and A is closed then dp satisfies the separation axiom.
Proof. (1) The point equality and symmetry of dp are immediate from the definition. To prove the
triangle inequality, first suppose that x, y, z ∈ X − A. From the triangle inequality for d we have
(A.1) dp(x, y) ≤ d(x, y) ≤ d(x, z) + d(z, y).
By the definition of dp and Corollary A.3, we have
(A.2) dp(x, y) ≤
∥∥(d(x, A), d(y, A))∥∥
p
≤ d(x, z) +
∥∥(d(y, A), d(z, A))∥∥
p
and
(A.3) dp(x, y) ≤
∥∥(d(x, A), d(y, A)∥∥
p
≤ d(y, z) +
∥∥(d(x, A), d(z, A))∥∥
p
.
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Moreover, we have
dp(x, y) ≤
∥∥(d(x, A), d(y, A))∥∥
p
(A.4)
≤
∥∥ (d(x, A), d(z, A), d(z, A), d(y, A)) ∥∥
p
=
∥∥∥(∥∥(d(x, A), d(z, A))∥∥p,
∥∥(d(z, A), d(y, A))∥∥
p
)∥∥∥
p
≤
∥∥(d(x, A), d(z, A))∥∥
p
+
∥∥(d(z, A), d(y, A))∥∥
p
.
(A.1) and (A.2) imply that dp(x, y) ≤ d(x, z) + dp(z, y) while (A.3) and (A.4) imply that dp(x, y) ≤∥∥(d(x, A), d(z, A))∥∥
p
+ dp(z, y) and hence
dp(x, y) ≤ min
(
d(x, z) + dp(z, y),
∥∥(d(x, A), d(z, A))∥∥
p
+ dp(z, y)
)
= min
(
d(x, z),
∥∥(d(x, A), d(z, A))∥∥
p
)
+ dp(z, y) = dp(x, z) + dp(z, y),
as desired. By Lemma A.1, we have
dp(x, A) = d(x, A) ≤ d(x, z) + d(z, A) = d(x, z) + dp(z, A),
while more trivially we have
dp(x, A) = d(x, A) ≤
∥∥(d(x, A), d(z, A))∥∥
p
+ dp(z, A).
From these two inequalities we obtain
dp(x, A) ≤ min
(
d(x, z) + dp(z, A),
∥∥(d(x, A), d(z, A))∥∥
p
+ dp(z, A)
)
= min
(
d(x, z),
∥∥(d(x, A), d(z, A))∥∥
p
)
+ dp(z, A) = dp(x, z) + dp(z, A).
Finally, by definition of dp we have
dp(x, y) ≤
∥∥(d(x, A), d(y, A))∥∥
p
=
∥∥(dp(x, A), dp(y, A))∥∥p ≤ dp(x, A) + dp(y, A),
which completes the proof of the triangle inequality and also shows that dp satisfies the p-strength-
ened triangle inequality with respect to A.
(2) Suppose A ⊂ X is closed and d satisfies the separation axiom, i.e., d(x, y) = 0 =⇒ x = y. It
suffices to show that dp(x, A) > 0 for x ∈ X− A and that dp(x, y) = 0 implies x = y for x, y ∈ X−
A. Since A is closed, d(x, A) = 0 if and only if x ∈ A and hence dp(x, A) = d(x, A) > 0 for x 6∈ A.
Suppose that x, y ∈ X − A and dp(x, y) = 0. Since x, y 6∈ A we see that
∥∥(d(x, A)), d(y, A))∥∥
p
> 0
and hence 0 = dp(x, y) = d(x, y) so that x = y. 
Proposition A.5. Let (X, d) be a metric space and let A ⊂ X. Then the quotient metrics dp and dq are
equivalent for all p, q ∈ [1,∞].
Proof. For 1 ≤ p ≤ q ≤ ∞,
dp(x, x
′) = min
(
d(x, x′),
∥∥(d(x, A), d(x′, A))∥∥
p
)
≤ min
(
d(x, x′), 2
1
q−
1
p
∥∥(d(x, A), d(x′, A))∥∥
q
)
≤ 2
1
q−
1
p min(d(x, x′),
∥∥(d(x, A), d(x0, x′))∥∥q) = 2
1
q−
1
p dq(x, x
′).
On the other hand, we have
dq(x, x
′) = min
(
d(x, x′),
∥∥(d(x, A), d(x′, A))∥∥
q
)
≤ min
(
d(x, x′),
∥∥(d(x, A), d(x′, A))∥∥
p
)
= dp(x, x
′).

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A.2. The p-strengthening of a Metric with Respect to a Basepoint. In Definition 2.2 we defined
for a pointed metric space (X, d, x0) and p ∈ [1,∞] a new candidate for a metric dp on X according
to
(A.5) dp(x, x
′) := min
(
d(x, x′),
∥∥ (d(x, x0), d(x0, x′)) ∥∥p
)
,
which we call the p-strengthening of d with respect to x0. To see that this is indeed a metric on X,
note that dp is precisely the metric dp defined in the previous subsection with A ⊂ X taken to be
{x0}. By the triangle inequality, d1 = d. If d satisfies the separation axiom then singletons are
closed. Hence by Proposition A.4 (2), dp satisfies the separation axiom as well.
Unlike for general quotient metrics, d and dp are both defined on X. Thus we can ask whether
or not these metrics are equivalent, and this is indeed the case.
Proposition A.6. Let (X, d, x0) and let dp be the p-strengthening of d. Then d and dp are equivalent.
Proof. As noted above, d = d1. Then by Proposition A.5, d is equivalent to dp for all p ∈ [1,∞]. 
From Proposition A.6 we see that dp is finite if and only if d is finite.
A.3. Universality of Quotient Metric Spaces. Let Lippairs denote the category whose objects are
tuples (X, d, A), where (X, d) is a metric space and A ⊂ X, and whose morphisms f : (X, d, A) →
(Y, ρ, B) are Lipschitz maps f : (X, d) → (Y, ρ) such that f (A) ⊂ B. There is an obvious inclusion
functor I : Lip∗ → Lippairs which sends a pointed metric space (X, d, x0) to the tuple (X, d, {x0})
andwhich sends a pointed Lipschitzmap f : (X, d, x0) → (Y, ρ, y0) to itself, viewed as amorphism
in Lippairs.
Fix p ∈ [1,∞], let (Y, d, y0) ∈ Lip∗, and let φ : (X, d, A) → (Y, ρ, y0) be a morphism in Lippairs,
i.e., φ is a Lipschitz map satisfying f (a) = y0 for all a ∈ A. Define φ˜ : (X/A, dp, A) → (Y, ρ, y0)
by φ˜(x) = φ(x) for x ∈ X − A and φ˜(A) = y0. Then φ˜ is the unique Lipschitz map satisfying
φ˜ ◦ pi = φ.
Lippairs Lip∗
(X, d, A) (X/A, dp, A) (X/A, dp, A)
(Y, ρ, y0) (Y, ρ, y0)
pi
φ
φ˜ ∃!φ˜
This universal property gives rise to an adjunction as follows: for each p ∈ [1,∞] define a
functor Qp : Lippairs → Lip∗ which sends (X, d, A) to (X/A, dp, A) and which sends a morphism
f : (X, d, A) → (Y, ρ, B) to the Lipschitz map f = Qp( f ) : (X/A, dp, A) → (Y/B, ρp, B) given by
f (x) = f (x) for x ∈ X − A and f (A) = B. Then the above universal property is equivalent to the
statement that Qp is left-adjoint to the inclusion functor I:
Lippairs Lip∗
Qp
I
⊥
We thus obtain a family of left adjoints of I. But by uniqueness of adjoints, each pair of functors
in this family must be naturally isomorphic. To see that this is in fact the case, observe that for each
p, q ∈ [1,∞] the natural transformation η : Qp ⇒ Qq, all of whose components are the identity
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maps, is a natural isomorphism. Indeed, the identity map idX : (X, dp, x0) → (X, dq, x0) is an
isomorphism in Lip∗ by Propositions 4.2 and A.5.
APPENDIX B. CATEGORIES ENRICHED OVER WEIGHTED SETS
Here we provide more details for the enrichment of the categories Lip∗ and CMon(Lip∗) that
we outlined in Remark 6.6.
B.1. Enriched Categories. ([Kel82]). Given a monoidal category (V,⊗, 1), a V-category C (or a
category enriched in V) consists of a collection of objects, and for each pair of objects X,Y an object
C(X,Y) of V called a hom-object. For each object X there is a morphism IX : 1 → C(X,X) in
V called the identity element and for each triple X,Y,Z there is a morphism ◦X,Y,Z : C(X,Y) ⊗
C(Y,Z) → C(X,Z) in V called the composition morphism. These morphisms are subject to sensible
coherence conditions which require composition to be associative and the identity morphism to be
a unit for the tensor product of morphisms.
An enriched functor F between V-categories C and D assigns to each object X in C an object
F(X) in D and for each pair of objects X,Y in C a morphism FX,Y : C(X,Y) → D(F(X), F(Y)) in
V, satisfying appropriate versions of the usual functor axioms.
Given enriched functors F,G : C → D between the V-categories C and D, an enriched natural
transformation α : F ⇒ G is a family {αX : 1 → D(F(X),G(X))}X∈C of morphisms in V which
satisfy appropriate V-naturality conditions.
Finally, an enriched adjunction between V-enriched categories C and D is a pair of enriched
functors L : C → D and R : D → C such that for all X ∈ C and Y ∈ D we have isomorphisms of
hom-objects
C(L(X),Y) ∼= D(X, R(Y)),
natural in X and Y.
B.2. Categories Enriched in Weighted Sets. [Law73, Gra07]. Recall that wSets is the category
whose objects are pairs (S,w), where S is a set and w : S → [0,∞], and whose morphisms f :
(S,w) → (T, v) are set maps f : S → T such that v( f (s)) ≤ w(s) for all s ∈ S. Isomorphisms are
bijective, weight preserving functions. We define a tensor product ⊗ : wSet×wSet → wSet by
(S,w)⊗ (T, v) = (S× T, u)where u(s, t) := w(s)v(t). Taking as unit object the one point set (∗, 1)
with weight 1(∗) = 1, wSet becomes a monoidal category.
Unwrapping the above definitions, awSet-categoryC is a category such that for all objects X,Y
there is a weight function wX,Y : C(X,Y) → [0,∞]. We call the tuple (C(X,Y),wX,Y) a weighted
hom-set. The morphism IX : 1 → C(X,X) picks out the identity idX, and the fact that IX is a
morphism in wSet implies that wX,X(idX) ≤ 1(∗) = 1. The fact that composition is a morphism
in wSet implies that wX,Z( f ◦ g) ≤ wX,Y( f )wY,Z(g) for morphisms f : X → Y, g : Y → Z in C.
An enriched functor F between wSet-categories C and D assigns, to each pair X,Y of objects of
C, objects F(X), F(Y) of D and, to each morphism f : X → Y with weight wX,Y( f ), a morphism
F( f ) : F(X) → F(Y) with weight wF(X),F(Y)(F( f )) ≤ wX,Y( f ). A wSet-adjunction between wSet-
functors F : C→ D and G : D→ C gives isomorphisms
αX,Y :
(
C(F(X),Y),wF(X),Y
) ∼=
−→
(
D(X,G(Y)),wX,G(Y)
)
,
natural in X and Y. In particular, for φ : F(X) → Y we have wX,G(Y)(αX,Y(φ)) = wF(X),Y(φ).
The categories Lip∗, Met∗, CMon(Lip∗), and CMon(Met∗) can all be viewed as categories
enriched in wSet, with the weighting on each hom-set being given by the Lipschitz norm. Taking
Lip∗ as an example, the map IX : 1→ Lip∗(X,X) picks out the identity map, and the requirement
that IX be a morphism in wSet is satisfied since ‖idX‖Lip ≤ 1 = 1(∗). That composition of
Lipschitz maps is a morphism inwSet follows from the fact that ‖ f ◦ g‖Lip ≤ ‖ f‖Lip‖g‖Lip for any
composable Lipschitz maps.
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