Abstract-Model-order reduction (MORe) is a process in which the number of unknowns in a mathematical representation of a problem is decreased. It is of academic interest to show that a particular MORe technique is capable of decreasing the simulation time required to find a numerical solution to a problem of interest. However, for a MORe technique to be practical, many more issues other than showing a computational speedup must be addressed. In this paper, some important issues associated with practical applications of the fast frequency sweep MORe technique known as multipoint Galerkin asymptotic waveform evaluation (MGAWE) are discussed, namely, how many expansion points to use, where to pick them, and the order of the subspace to generate at each of them. By addressing these issues, MGAWE can be automated so no user intervention is required. The accuracy and efficiency of the proposed method are illustrated via the finite-element method.
I. INTRODUCTION

A LTHOUGH model-order reduction (MORe) techniques
are not yet well known and in widespread use, they are increasing in popularity. In fact, Ansoft Corporation has a fast frequency sweep (FFS) MORe technique called adaptive Lanczos Padé sweep (ALPS) available in their three-dimensional (3-D) finite-element method (FEM) simulator HFSS. Other MORe techniques include asymptotic waveform evaluation (AWE) [1] , [2] , and Padé via Lanczos (PVL) [3] , [4] . MORe can also be useful for problems other than parameter fast sweeping. For example, a recent publication describing macromodeling is given in [5] , and an example of MORe applied to domain decomposition is given in [6] . However, a common theme in all MORe processes is that they are applied to decrease the simulation time required to obtain an accurate solution for a given problem. A MORe technique accomplishes this speedup by generating a reduced-order model (ROM) of the original, large system through an iterative procedure.
Of course, obtaining a fast simulation time does not guarantee that a MORe technique is practical. Practical implementation issues can include: how many expansion points to use, where to pick them, and how large the approximation order at each expansion point should become before the iterative process is terminated and the MORe solution is declared to have converged to the true solution.
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These practical implementation issues have already been addressed for some MORe techniques. For example, in [7] and [8] , the issues are addressed for AWE by considering complex frequency hopping (CFH). In addition, [4] , [10] , [11] address one or more of these issues for PVL. This paper addresses these issues for the multipoint Galerkin AWE (MGAWE) [12] technique. MGAWE is more accurate than AWE [13] and more general than PVL and ALPS because it does not require the problem description to be linearized with respect to frequency.
The remainder of this paper is organized as follows. In Section II, a review is given which includes the problem description, the definitions necessary to derive MGAWE, and the resulting quantities that are computed to approximate a solution via MGAWE. Sections III and IV contain practical implementation issues for automating MGAWE: Section III includes information relating to determining the locations of the expansion points and the sizes of the approximation orders at each of them, and Section IV deals with picking the necessary number of expansion points, and also finishes the discussion on determining their locations. Numerical examples using FEM are contained in Section V, and conclusions are drawn in Section VI.
II. REVIEW OF MGAWE
In this section, a brief review of MGAWE [12] is given. Assume a model of a physical phenomenon is given as (1) where , , is the solution, and for the excitation frequency . Assume a FFS is desired in which (1) will be solved for values of ranging from to . The traditional way to solve this problem is to compute for (2) where is performed efficiently by computing, for example, decompositions. Note that a total of different decompositions are necessary. However, a FFS MORe procedure only requires a few decompositions. In fact, the number of decompositions required is equal to the number of expansion points ( ) used. MGAWE is computationally efficiency because (Section IV shows how to automatically determine the exact value for ). Using only this information, MGAWE can accurately extrapolate and interpolate the solution at all . Details are outlined below.
Define the set , and let for (
for (4) 0018-9464/02$17.00 © 2002 IEEE where is the location of the th expansion point (Sections III and IV show how to automatically determine this location). Using a finite-order Taylor series, (1) can be rewritten as (5) If and are chosen large enough so no significant higher order and/or term is truncated, any and corresponding set of and can be used in (5) as long as consistency is maintained. Otherwise, given some value of let (6) which essentially means that closest to is chosen. This and the corresponding and should be used in (5) to give a more accurate evaluation at the particular in question. Finally, assume there are unknowns of interest that are desired as outputs. Let an matrix select these outputs and let denote the -vector of the desired unknowns, where
To solve the above problem, assume there is a collection of linearly independent -vectors and scalars where (8) is the order of the approximation generated at (Section III shows how to automatically determine the size of each ), and . Choose and so the approximation (9) minimizes the residual (10) in the sense that if is expressed in a Taylor series as (11) then for . . .
for (12) and (13) At the th expansion point, the vectors . . .
with for satisfy the corresponding requirement given in (12) . Unlike (5), in (14) it is always necessary for and to be computed using from (4) . After the vectors in (14) are generated for each , the total number of vectors should be orthonormalized to form a good basis and collected in . Then, is found to satisfy (13) , that is (15) where the requirements on , and used in (15) are the same as in (5) . Finally (16) III. DETERMINING THE ORDERS OF THE SUBSPACES Let the MGAWE algorithm initiate with one expansion point. If this point's location is chosen as suggested in [9] (where AWE is used) then it will be chosen in the right half plane 1 so the Taylor series, which is used to generate a Padé approximation, is accurate in a wider bandwidth. However, details in [10] (where MORe is performed by PVL) suggest that convergence should be accelerated; therefore, the expansion point should be chosen near the axis, with a slightly negative real part. However, in [12] the expansion points are chosen on the axis. Since the latter approach will be beneficial in Section IV, expansion points in this study are constrained to the axis in the range where and are the numbers associated with the frequencies located at the left and right endpoints of the subband of interest, and and are the weights associated with each [see (27)]. After is chosen and the MORe iterative process continues to increase the ROM size, there must be some way to determine when the process has essentially extracted all the worthwhile information from (this answers the question of how large should be at ); then either the entire process should stop if the solution has converged, or it should find and jump to (see Section IV).
One way to determine the approximation order is to stop the iteration when there is going to be a vector generated that is mostly contained in the space . A similar idea [9] is to monitor the projection of (20) onto the space . Note that there is no additional computational cost required to form because it must be generated anyway for use in (14) through the equation (21) To determine if should be generated, consider how much of is contained in the space , that is, form . If the region contains neither of these extrema, then there is an expansion point on each side of the region; therefore is likely to be smaller. To compensate for a region that contains one of the two extrema, the expansion point should be biased closer to the extremum. Therefore, to locate for , use (19) with if and else if and else and .
V. NUMERICAL EXAMPLES
The processes outlined in this paper are implemented to solve FEM models. Example 1 is a two-dimensional (2-D) model of a radiating horn antenna; example 2 models a uniform plane wave incident on a material cylinder scatterer. For details of how a FFS MORe scattering problem differs from a radiation problem, see [13] . The values used for the tolerances are and , which experience has shown to provide accurate results without being unnecessarily stringent.
Example 1: The values are computed from 500 MHz to 1.5 GHz. In Fig. 1 , linear independence is monitored using (24). Pluses show the value of (23) versus the iterate number. After 14 iterations, it is essentially not worthwhile to generate any more vectors from . Therefore and is checked as shown by the dashed curve in Fig. 2 . Since for 0.875 GHz 1.125 GHz, should approximate for at least this region. The dashed curve in Fig. 3 shows this is the case. 2 Since , is necessary; indicates that should be chosen in the high-frequency region. After jumping to , Fig. 1 shows that is exhausted when . The dash-dot curve in Fig. 2 shows that for GHz and 1.225 GHz 1.5 GHz. It should be the case that for at least these regions; the dash-dot curve in Fig. 3 verifies this. Since is still not less than for all , is necessary. It is interesting to note that in the low frequency region, which is not expected. Nevertheless, this is not a problem since still correctly approximates the region where is accurate. Finally, after iterations 27-48, is exhausted, the relative residual in Fig. 2 indicates that has converged to for all in the bandwidth of interest (because the dotted curve is less than for all ), and that the iteration should terminate. Fig. 3 Figs. 1-3 , the explanations given in example 1 are also applicable here. One additional feature to note from Fig. 5 is that for all , which is what one usually would expect. As in example 1, the frequency range in which the solution is accurate closely follows (figure not shown to in order to reduce paper length). However, for this example, the speedup over the direct solver is only slightly greater than five. Finally, note that it is just coincidence that the MORe solutions for both examples converged for .
VI. CONCLUSION
A systematic process has been presented for automating the MGAWE process. Several issues were addressed including: choosing the number of expansion points, their locations, and their subspace orders. These issues were resolved by using the linear independence of the MGAWE vectors and the MGAWE solution's relative residual as indicators. A tolerance criterion was assigned to each of these quantities. The application of this automated process to distinct finite-element models of a radiation and scattering problems is shown to be both as accurate as a direct solution, and at least somewhat more efficient.
