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Abstract An assessment of several widely used exchange–
correlation potentials in computing charge-transfer integrals
is performed. In particular, we employ the recently
proposed Coulomb-attenuated model which was proven
by other authors to improve upon conventional functionals
in the case of charge-transfer excitations. For further
validation, two distinct approaches to compute the property
in question are compared for a phthalocyanine dimer.
Keywords Charge-transfer integral . Density functional
theory . Long-range corrected functionals . Organic
electronics . Phthalocyanine
Introduction
The charge–transfer integral is an essential parameter in
several theoretical models describing charge carrier transport
in organic materials [1–7]. It is very often assumed that
charge carrier mobility is proportional to the square of the
charge–transfer integral (J) which describes the transport of a
charge between adjacent molecular sites. An inherent issue
of practical computations of charge–transfer integrals repre-
sents the choice of an approach to solve the Schrödinger
equation. Currently, the DFT framework is commonly used
to model charge transport in organic materials [3, 8–14].
Certain exchange–correlation potentials are recognized to
predict accurately geometries of molecules and shapes of
molecular orbitals. However, it is well known, that wrong
asymptotic behavior of conventional functionals create a real
problem in calculations of some properties, especially for
molecular complexes [15, 16]. A recent systematic study of
Peach and co–workers may serve as an illustrative example
[17]. The authors showed that conventional exchange–
correlation functionals have difficulties with reliable descrip-
tion of excitation energies to charge–transfer states in
molecules and molecular complexes. The charge–transfer
integral (J) involves orbitals localized on the two adjacent
sites. For this reason, its evaluation might also present a
challenge for the conventional exchange–correlation poten-
tials commonly used nowadays. The primary goal of this
study is to shed some light on this issue by employing
recently proposed long–range corrected density functional
theory (hereafter denoted as LRC–DFT) to compute charge–
transfer integrals. The LRC–DFT is still being extensively
tested primarily with an eye toward electric dipole (hyper)
polarizabilities, linear and nonlinear optical spectra [17–29].
Here, we use two LRC functionals, namely LC-BLYP [30]
and CAM–B3LYP [31] together with their conventional
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counterparts. The LRC functionals employ the Ewald split of
r
1
12 operator which, in the case of the CAM-B3LYP
functional, takes the following form [31]:
1
r12
¼ 1 a þ b  erf mr12ð Þ½ 
r12
þ a þ b  erf mr12ð Þ
r12
; ð1Þ
where the first and the second term on the rhs of the equation
account for the short– and the long–range interactions,
respectively, and α and β are constants. Here, we use the
models based on the above equation with μ=0.33 for CAM–
B3LYP and μ=0.47 for LC–BLYP [32].
As a model system to evaluate the performance of
conventional exchange–correlation potentials in computing
charge–transfer integrals we have chosen metal–free
phthalocyanine dimer. Phthalocyanines are often considered
as conductive materials with potential applications in organic
electronics [33–36]. In crystalline phase phthalocyanine
molecules usually form regular columns and liquid crystals
composed of phthalocyanines are promising materials for
organic electronics [37]. The liquid crystals in question are
usually built from flat aromatic phthalocyanine center and
aliphatic side groups. Likewise, aromatic core of molecules
in liquid crystal state form regular columns with molecules
in stacked conformations and the fastest charge transport is
observed inside a column with much smaller probability of
charge transport between columns. The charge–transfer
integral between monomers in dimer can be used to describe
charge transport inside of column composed of phthalocyanine
molecules and as a first approximation of charge–transfer in
phthalocyanine based liquid crystals. In this work only charge–
transfer integrals between highest occupied molecular orbitals
(HOMOs) of adjacent monomers are considered. This repre-
sents the charge–transfer integral related to the transport of
positive charge carrier (hole transport).
Computational details
The initial structure of the dimer was composed of two
phthalocyanine monomers in stacked conformation with
rotation axis passing through the centers of mass of
monomers and perpendicular to the plane of monomer.
The structure of the phthalocyanine monomer was
optimized at the B3LYP/6-31G(d) level of theory and
was not reoptimized in dimer. The configurational space
was spanned by a set of three parameters, namely
intermolecular distance, twist angle around the symmetry
axis and lateral slide of one of the monomers in two
directions (see Fig. 1). What follows is a brief description
of techniques used to compute charge–transfer integrals
which are defined as:
Js;s0 ¼ ys hKSj jys0h i; ð2Þ
where hKS is the Kohn–Sham Hamiltonian, Ψs , Ψs′
denote wave functions of the charge carrier localized on
the sites s and s′, respectively. In many organic systems
there is non–zero spatial overlap between orbitals of the
molecular sites. To account for this effect in calculations
of charge–transfer integrals, the effective charge–transfer
integral (Jeff) may be introduced [4]:
Jeff ¼ Js;s0  12 Ss;s0 "s þ "s 0ð Þ ð3Þ
Ss,s′ denotes overlap integral of orbitals s and s′; εs and εs′
stand for energies of the sites s and s′, respectively, and
hereafter will be referred to as site energies.
Equation 2 can be directly used to compute the charge–
transfer integral. In doing so, we express the Hamiltonian of
the dimer (hKS) in the basis of molecular orbitals of the
monomers [3, 38]:
hKS ¼ SCEC1: ð4Þ
In order to compute the charge–transfer integral one needs
to determine the eigenvalues for a dimer (E), the eigenvec-
tors in the basis of atomic orbitals (AO) for a dimer (CAO),
the spatial overlap integrals in AO representation for a
dimer (SAO ) and eigenvectors for monomers in AO
representation ðC 0AOandC
0 0
AOÞ.The eigenvector matrix for a
dimer and spatial overlap matrix was transformed from AO
representation to molecular orbital representation of mono-
mers as follows:
S ¼ ASAOAT ; ð5Þ
C ¼ ACAOAT ; ð6Þ
where A denotes transformation matrix which is diagonal
block matrix with monomer eigenvector matrices
ðC0AOandC
0 0
AOÞ on the diagonal and AT is transposed
transformation matrix. The off–diagonal elements of hKS
Fig. 1 The schematic representation of three geometrical parameters
used to describe the structure of phthalocyanine dimer: α denotes twist
angle, R is intermolecular distance and L stands for lateral slide
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matrix in monomer orbital basis represent charge–transfer
integrals.
Another approach to compute the charge–transfer integrals,
evenmore frequently used than the one described above, is the
methodwhich introduces energy splitting in dimer [39–41]. In
this approach, the eigenvalue of sth molecular orbital of the
Hamiltonian for dimer is given by:
Es ¼ as  Js1 Ss ; ð7Þ
where αs is the s–th site energy integral, Js and Ss are the
charge–transfer and the overlap integral between orbitals
denoted by index s of two molecules forming dimer,
respectively. It is assumed that the mixing between s–th
orbital and the other molecular orbitals is not significant. The
splitting in energy of s–th molecular orbital of monomer in a
dimer can be written as:
Es;A  Es;B




In Eq. (8) Es,A and Es,B denote eigenvalues for s–th molecular
orbital of molecules A and B, respectively. Js , αs , Ss stand
for the charge–transfer integral, site energy and overlap
integral of s–th molecular orbital of molecules A and B,
respectively. Since we consider a dimer composed of two
identical monomers, it is further assumed that αs is the same
for monomers A and B. For a system composed of two
nonequivalent molecules, expressions for the eigenvalue Es
and the charge transfer integral Js take more complicated
form [41]. Usually, it is also assumed that spatial overlap
integral is equal zero (Ss=0), which is reasonable assumption
considering charge transport between two organic molecules.
In organic materials spatial overlap between orbitals of





   Δ=2 ¼ Jsj j: ð9Þ
In the present study we compute charge–transfer integrals
using both above described methods. Therefore, once the
splitting in energy is known, the charge-transfer integral J
can be calculated according to this relation.
Calculations were performed with the aid of several
exchange–correlation potentials using different basis
sets, including Dunning’s correlation consistent cc-
pVDZ basis set [42] as well as recently proposed
Jensen’s basis set [43]. The results of calculations
presented in this work were carried out using the
GAUSSIAN 09 program [32].
Results and discussion
Among several factors responsible for accuracy of results of
computations of charge–transfer integrals one should not
overlook the choice of the basis set. Most quantum–
chemistry programs use the Gaussian functions, introduced
by Boys in the mid 1950s, to approximate a wave function.
Huang and Kertesz recently made an attempt to analyze the
charge–transfer integrals using various basis sets and
proved that basis set limit might be reached quite rapidly
for the property in question [40]. It should be underlined
that the smooth convergence of charge–transfer integrals
with the basis set size is observed for effective charge–
transfer integrals or in the case of negligible spatial overlap.
Since the phthalocyanine complexes studied in the present
work do not fulfill the latter criteria, we find it interesting to
explore this topic more deeply by including the spatial
overlap in computations of charge–transfer integrals. In
Fig. 2a the values of spatial overlap integrals, charge–
transfer integrals as well as effective charge–transfer
integrals for different intermonomer separations are
presented. Indeed, as seen in the figure, the values of
charge–transfer integrals are quite insensitive to the
basis set, provided the spatial overlap is taken into
account.
The values of the spatial overlap for different geometrical
parameters calculated with the aid of different exchange–
correlation potentials as well as using the Hartree–Fock method
are presented in Fig. 2b. As seen in the figure, the values of the
spatial overlap calculated with use of different DFT functionals
are comparable for all considered geometrical parameters. The
values of spatial overlap integral calculated using the HF
wavefunction seem to be overestimated and differ substantially
from the values determined within the DFT framework.
As seen in Fig. 3 the choice of exchange–correlation
potential is quite important as far as the magnitude of
charge–transfer integral (J) and effective charge–transfer
integral (Jeff) is concerned. The commonly used conven-
tional exchange–correlation potentials such as BLYP or
B3LYP predict much smaller values of charge–transfer
integrals than the HF method. The PW91 functional,
suggested as the best choice for computations of charge–
transfer integrals in π–conjugated systems in stacked
configurations [3, 41], gives comparable results to those
determined with the aid of the BLYP and the B3LYP
potentials. The values of charge–transfer integrals predicted
by long–range corrected functionals, namely CAM–B3LYP
and LC-BLYP, lie between HF and conventional DFT
results (see Fig. 3). It was shown by Peach and co-workers
that long–range corrected functionals improve substantially
upon their traditional counterparts as far as excitation
energies to charge–transfer states are concerned [17]. It is
a particularly notable observation for the Coulomb–attenuat-
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Fig. 2 (a) Spatial overlap integrals (S), charge–transfer integrals (J)
and effective charge–transfer integrals (Jeff) computed using the
B3LYP functional. (b) Dependence of the spatial overlap on the
geometrical parameters calculated using various exchange–correlation
potentials and the HF method. The cc–pVDZ basis set was used
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ed model (CAM-B3LYP). Since both quantities in principle
might be similar in nature, the LRC potentials should give
better results also in the case of charge–transfer integrals. For
this reason, with a bit of scepticism due to the lack of more
solid quantitative basis, we use the CAM-B3LYP potential as
a reference. We conclude that conventional DFT functionals
underestimate the values of charge–transfer integrals in





















































































Fig. 3 The dependence of the charge–transfer integral (J, left side) and the effective charge–transfer integral (Jeff, right side) on the geometrical
parameters for different DFT functionals using the cc-pVDZ basis set
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One of the theories most commonly used for describing
charge transport in organic system is the one proposed by
Marcus [44, 45]. In this approach, the hopping rate constant














where h, kB and T are Planck constant, Boltzmann constant
and temperature, respectively. εi and εj denote energies of
the charge carrier localized on the sites i and j and λ stands
for reorganization energy [4, 13, 46]. In order to estimate
the charge carrier mobility in the system without structural
disorder (assuming that each hopping rate is the same) one





where e is elementary charge, and a denotes distance
between molecular sites. For the studied phthalo-cyanine
dimers, the internal reorganization energy calculated at the
B3LYP/cc–pVDZ level of theory is 0.043 eV, which is
similar to the results presented in literature [13, 49, 50]. For
the intermolecular distance 3.5 Å, the rotation angle 0 and
lateral slide 1.5 Å (this is the structure similar to the crystal
structure of the phthalocyanine) the charge–transfer
integrals calculated with B3LYP and CAM–B3LYP
functional are −0.16 eV and −0.18 eV respectively. The
charge carrier mobility values calculated from Eq. (11)
for this two charge–transfer integrals are 3.9 cm2 /Vs and
4.9 cm2 /Vs. Thus, one can easily see, that DFT functional
has a significant influence on the mobility value. A close
look at Fig. 2 leads to the conclusion that for certain areas
of conformational space the differences might be even
higher.
A comparison of the effective charge-transfer integrals
calculated using Eq. (3) and the charge-transfer integrals
determined from the energy splitting (Eq. (9)) is shown in
Table 1. The data show that the differences in the values of
charge–transfer integrals calculated based on the two
approaches are insignificant and do not exceed a few
thousandths of eV. At first glance, it appears that it is
sufficient to employ less accurate method, based on the
energy splitting in dimer with assumption of zero spatial
overlap, to compute J between molecules in π interacting
system. However, as it has already been mentioned, it is
important to include spatial overlap in calculations of
charge–transfer integrals from the definition. Otherwise,
the values of J might strongly depend on the size of the
basis set used in calculations. The other drawback of the
method based on energy splitting in dimer is the lack of
information about the sign of charge–transfer integral.
However, if the knowledge of the sign is important, it can
be subsequently determined from the bonding–antibonding
character of the interaction between the corresponding
orbitals [51].
Conclusions
The primary aim of the present study was to evaluate
the performance of commonly employed conventional
exchange–correlation potentials that are used to compute
charge–transfer integrals. In doing so, we apply the recently
proposed Coulomb–attenuated model as a reference as this
approach is proven to be very successful in predicting
excitation energies to charge–transfer states. It is shown that
for certain areas of conformational space in phthalocyanine
dimer the differences in values of charge-transfer integrals
between the conventional schemes and the CAM-B3LYP
functional in values of charge–transfer integrals might be
quite significant. The same is revealed for triphenylene dimer
[52]. As a result, the values of charge carrier mobilities
estimated using Marcus formula might differ by 20% and
more. Likewise, theoretical predictions of peaks intensity in
electro-absorption spectrum of molecular crystals and
molecular aggregates [53, 54] might be determined to a
large extent by the accuracy of charge-transfer integrals
(Kulig W, Petelenz P, (2010). Private communication). We
have also confirmed the findings reported by other authors
Table 1 The absolute values of effective charge transfer integrals
(|Jeff|, given in eV) computed with the aid of Eqs. (3)–(6) and the
charge transfer integrals calculated using energy splitting in dimer
approach (|Δ/2|). The cc-pVDZ basis set was employed in all
calculations. R is the intermolecular distance
B3LYP BLYP HF
|Jeff| Δ/2 |Jeff| Δ/2 |Jeff| Δ/2
R [Å]
3.1 0.5809 0.5859 0.5327 0.5372 0.7820 0.7898
3.3 0.4235 0.4254 0.3870 0.3887 0.5820 0.5850
3.5 0.3061 0.3068 0.2787 0.2793 0.4297 0.4309
3.7 0.2198 0.2200 0.1995 0.1996 0.3161 0.3165
3.9 0.1572 0.1571 0.1421 0.1420 0.2320 0.2320
4.1 0.1125 0.1124 0.1015 0.1014 0.1701 0.1699
CAM-B3LYP LC-BLYP B3PW 91
|Jeff| Δ/2 |Jeff| Δ/2 |Jeff| Δ/2
R [Å]
3.1 0.6344 0.6399 0.6944 0.7006 0.5836 0.5886
3.3 0.4667 0.4689 0.5149 0.5174 0.4226 0.4245
3.5 0.3404 0.3412 0.3785 0.3796 0.3030 0.3037
3.7 0.2467 0.2469 0.2763 0.2767 0.2153 0.2155
3.9 0.1781 0.1781 0.2005 0.2007 0.1523 0.1522
4.1 0.1284 0.1283 0.1451 0.1452 0.1076 0.1075
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[41] that the size of the basis set used in calculations of
charge–transfer integrals plays only a minor role provided
the spatial overlap is included in the theoretical model.
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