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Abstract. We study familiesG(λ, ·) of entire functions that are approximated by a
sequence of familiesGn(λ, ·) of entire functions, whereλ ∈ C is a parameter. In order
to control the dynamics, the families are assumed to be of the same constant finite type.
In this setting we prove the convergence of the hyperbolic components in parameter
space as kernels in the sense of Carathéodory.
1. Introduction
In iteration theory, founded by Fatou and Julia [11, 13], there has been much
progress on the iteration of rational functions in the last few decades; for an overview
see [4, 21]. However, even though Fatou studied the iteration of entiretranscendental
functions, the transcendental case has only recently received much attention; see the
expositions [1, 3, 8, 9]. The theory develops along the lines of the rational case, but
often other and generally more complicated methods of proof need to be used. There
is also a variety of phenomena that do not occur in the rational case. One question is:
which results carry over from the rational case and which do not?
An interesting approach to this question was suggested in [6] and is illustrated
in [5, 15, 16]. The polynomialsPn(λ, z) = λ(1+(z/n))n converge uniformly on compact
sets of the complex planeC to the exponentialsE(λ, z) = λez asn tends to infinity. In
[6] a combinatorial description is given how external rays to the connectedness loci of the
Pn(λ, ·) converge to certain ‘hairs’ in theparameter planefor E(λ, ·). Furthermore, the
pointwise convergence of hyperbolic components is shown in [5, 6, 15]. In thedynamical
plane the convergence of Julia sets with respect to the Hausdorff metric is shown in [15]
for the above families for suitable values of the parameterλ. The convergence of Julia
sets was obtained in [7] for polynomials of constant degree, in [19] for rational functions,
and has now been generalized to larger classes of functions; see [14, 16, 17, 20].
In this paper we are interested in convergence of hyperbolic components inparameter
spacefor entire functions of thesame constant finite type(for the exact definition see
§3).
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MAIN THEOREM. Let G : C × C → C andGn : C × C → C be holomorphic families of
functions of the same constant finite type, such that theGn converge toG uniformly on
compact subsets ofC × C as n tends to∞. Then every hyperbolic componentH of the
family G is the kernel of a sequence{Hn} of hyperbolic components of the familiesGn.
The convergence as kernels in the sense of Carathéodory is a stronger notion than
the pointwise convergence that has been used up to now. We show in Example 2 that,
in general, the hyperbolic components cannot be expected to converge in the Hausdorff
metric. Note that the methods in [5, 6, 15] cannot be used in this general setting since they
make use of explicit properties of the exponentials and the approximating polynomials.
The paper is organized as follows. First we recall in§2 some basic facts from iteration
theory. Then we introduce families of constant finite type, their hyperbolic components
and the notion of kernel convergence in§3. Furthermore, the Main Theorem is illustrated
with examples.§4 is dedicated to the proof. The convergence of singular values is shown
in §4.1 and is then used to prove the first part of the Main Theorem in§4.2. The proof
is completed in§4.3.
2. Background and Motivation
We begin by recalling some basic notions and refer to [3, 4, 8, 21] for details and proofs.
Let O(D) denote the set ofholomorphic functionsf : D → C , whereD ⊂ C is a
domain. A functionf ∈ O(C) is calledentire, and it is either a polynomial or an entire
transcendental function. Consider an entire functionf and letf ◦n denote itsnth iterate.
Let ζ be a point on the Riemann spherêC. If f is transcendental andζ is not equal
to the essential singularity∞ or f is a polynomial, thenf ◦n(ζ ) is defined for alln ∈ N
and we callO+(ζ ) := {f ◦n(ζ ) | n ∈ N} the (forward) orbit of ζ . The pointζ is called
k-periodic if all iterates are defined andf ◦k(ζ ) = ζ . It is called attracting (or repelling)
if |(f ◦k)′(ζ )| is smaller (respectively larger) than one. To every attracting periodic orbit
O+(ζ ) there belongs abasin A(O+(ζ )), defined as the set of all pointsz ∈ C whose
orbits accumulate onζ .
The Julia set J (f ) of f is the closure (with respect tôC) of the set of repelling
periodic points of . The Fatou setF(f ) of f is its complement in̂C, and clearly any
basinA(O+(ζ )) is a subset of the Fatou setF(f ). The Julia set is a non-empty perfect
set, and bothJ (f ) andF(f ) are completely invariant underf . Note that we regard
both these sets as subsets ofĈ.
A point v ∈ Ĉ is called asingular valueof f if, for every neighborhoodU of v,
there exists a branch of the inverse off that is not holomorphic onU . Let sing(f )
denote the set of allfinite singular values of . This set consists of thefinite critical
valuesof f and, if f is transcendental, also of thefinite asymptotic valuesof f . It is
an important property that each basin of an attracting periodic orbit contains at least one
singular value.
It is not clear how one should define hyperbolicity in the general case of entire
transcendental functions. To avoid this difficulty we work in the class of functionsf of
finite typefor which sing(f ) is finite. In this class it makes sense to callf hyperbolic
if the complete forward orbit of all (finitely many) singular values is relatively compact
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in the Fatou set, in short, ifO+(sing(f )) ⊆ F(f ). The interesting question of how one
should define hyperbolicity in the general case is beyond the scope of this paper.
Functions of finite type have other nice properties; see [3, 9, 12]. As for polynomials,
Sullivan’s classification of the components of the Fatou set holds, and in particular there
are no wandering domains or Baker domains (where{f ◦n} converges uniformly to∞).
3. Families of functions
Consider a familyG : C × C → C; (λ, z) 7→ G(λ, z) of entire functionsG(λ, ·)
depending holomorphically on a complex parameterλ. To keep things simple we usually
takeλ ∈ C, but any domainM ⊂ C or M ⊂ Cm may in fact occur. We require thatG is
of finite type independently of the parameterλ. More precisely, we say that the family
G is of constant finite typeif, firstly, | sing(G(λ, ·))| = N(G) < ∞ (counted without
multiplicity) independently ofλ and, secondly, the set sing(G(λ, ·)) has aholomorphic
parametrizationon C . This means that there are analytic functionssν : C → C ,
ν = 1, . . . , N(G), such that sing(G(λ, ·)) = {s1(λ), . . . , sN(G)(λ)}. Throughout this
paper we assume that all families are of constant finite type. For such families it
makes sense to define ahyperbolic componentof G as a connected component of
H(G) := {λ ∈ C | G(λ, ·) is hyperbolic}. Note thatH(G) is open; see Proposition 3.
Now consider a sequenceGn : C × C → C ; (λ, z) 7→ Gn(λ, z) of families of entire
functions Gn(λ, ·) of the sameconstant finite type asG, that is, | sing(Gn(λ, ·))| =
| sing(G(λ, ·))| = N(G), converging toG uniformly on compact subsets ofC × C. In
order to avoid the pathological case of approximating polynomials by transcendental
functions (compare [17]) we assume that theGn are families of polynomials ifG is a
family of polynomials.
The notion of kernel convergence in the sense of Carathéodory is the following. A
domainH ⊂ C is thekernel of a sequence{Hn} of domains if every compact subset of
H is contained in almost everyHn, andH is maximal with this property, that is, this
is not true for any domaiñH with H $ H̃ . Clearly kernel convergence is a stronger
notion than pointwise convergence, but weaker than convergence in the Hausdorff metric;
compare [18].
It follows from the definition of kernel convergence that the Main Theorem consists
of two statements, which we will prove separately.
MAIN THEOREM. Let G andGn be as above.
(i) Any hyperbolic componentH of G is contained in the kernel of hyperbolic
components{Hn} of theGn.
(ii) Any bigger set̃H ' H is not contained in the kernel of the{Hn}.
Example 1.As an illustration we discuss the classical case of thePn(λ, z) := λ(1+(z/n))n
converging toE(λ, z) := λez, whereλ ∈ C∗ := C \ {0}, as suggested in [6].
Consider the parameter planeC of the polynomialsPn(λ, ·). Since the origin is the sole
singular value of thePn (and ofE) one can define the setsCk(Pn) := {λ ∈ C | Pn(λ, ·)
has an attractingk-periodic orbit} which are open and mutually disjoint; see Figure 1.
The generic hyperbolicity conjecture asserts thatH(Pn) =
⋃
k∈N Ck(Pn) is dense in the
connectedness locusBn := {λ ∈ C | J (Pn(λ, ·)) is connected}. Note thatB2 is the
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well-known Mandelbrot set and that theBk essentially look like Mandelbrot sets with
more limbs attached; see Figure 1 and compare [5, 6, 15].
FIGURE 1. The hyperbolic components (dark domains) ofP2, P4, P16, P256, P65536 and ofE (lower right),
shown in a chart near infinity.
In complete analogy one can define the setsCk(E) := {λ ∈ C | E(λ, ·) has an
attractingk-periodic orbit}. The setC1(E) is the cardioid-shaped region{ξe−ξ : |ξ | < 1},
the setsCk(E) are unbounded fork ≥ 2 and have infinitely many components for
k ≥ 3. The generic hyperbolicity conjecture for the exponential family asserts that
H(E) = ⋃k∈N Ck(E) is dense inC . On any hyperbolic component the unique attracting
periodic orbit depends analytically onλ; see [2] and Figure 1.
In [6] it is shown that the hyperbolic components converge pointwise. Furthermore,
symbolic dynamics is set up to show that certain external rays to theBn converge to
‘hairs’ in M(E) := {λ ∈ C | J (E(λ, ·)) = Ĉ}. This gives a very nice connection
between the Mandelbrot setB2 and the parameter plane ofE.
The Main Theorem states that the hyperbolic components of thePn converge as kernels
to those ofE. In fact we conjecture that in this example they actually converge in the
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Hausdorff metric; compare Figure 1 and see also [18].
We get a large class of examples for the application of the Main Theorem as follows.
Take polynomialsp and q and consider the familiesGn(λ, z) = λ · p(z) · Pn(λ, q(z))
converging uniformly on compact sets toG(λ, z) = λ · p(z) · E(λ, q(z)), whereλ ∈ C∗.
It is not difficult to check thatG and Gn are of the same constant finite type and the
Main Theorem can be applied. Note that the casep(z) ≡ q(z) ≡ z is considered in [10]
and see [18] for figures and more examples.
We proceed by showing that, in general, the hyperbolic components do not converge
in the Hausdorff metric.
Example 2.Consider the families
G(λ, z) = (1 + λ2)z + z2 and Gn(λ, z) =
(




For everyn ∈ N the polynomialGn(0, ·) is hyperbolic, butG(0, ·) is not. The set of
parameter values for which the origin is an attracting fixed point ofGn orms a hyperbolic
componentHn. Its boundary is given by the parameter values for which the origin is an
indifferent fixed point, that is, the boundary is{λ ∈ C | |1+λ2 − (1/n)| = 1}. For every
n ∈ N this is a Cassini-type curve, and for the limit familyG one obtains the lemniscate
{λ ∈ C | |1 + λ2| = 1}; see Figure 2. Hence, there are hyperbolic componentsH 1 and
H 2 of G that are not a limit in the Hausdorff metric of hyperbolic componentsHn of
the familiesGn.
FIGURE 2. The limit of the hyperbolic components of the attracting fixed point 0 of the functionsGn of
Example 2 is the union of the two kernelsH 1 andH 2.
4. Proof of the Main Theorem
It is no coincidence that the Main Theorem works only for families of thesame constant
finite type. The reason is that one needs to have good control of the singular values. An
important ingredient is the proof of the convergence of singular values in the dynamical
plane given in§4.1, which works for entire functions in general. By applying this result
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to the class of functions of the same finite type in§4.2 we get robustness of hyperbolicity,
which gives statement (i) of the Main Theorem as a corollary. Statement (ii) also uses
the convergence of singular values and is proved in§4.3.
4.1. Convergence of singular values.For the following one does not even need that
the functionsfn and g be of finite type—uniform convergence is sufficient. Lemma 1
has been obtained independently by Kisaka in [14].
LEMMA 1. Let {fn} converge tog uniformly on compact sets and letw ∈ C be a singular
value ofg. Then there exists a sequence{wn}n∈N such that lim
n→∞ wn = w and wn is a
singular value of n for almost everyn ∈ N.
Proof. Supposew is a critical value. Then there exists somec ∈ C such thatg(c) = w
and g′(c) = 0. It follows from Rouch́e’s theorem that there is a sequence{ n}n∈N
satisfying limn→∞ cn = c, limn→∞ fn(cn) = w andf ′n(cn) = 0 for almost everyn ∈ N.
We choosewn := fn(cn) and are done.
Assume now thatw is an asymptotic value (this implies thatg is transcendental and
consequently∞ ∈ J (g)) and that the statement is false. Then there exists a simply
connected neighborhoodW ⊂ C of w such thatW does not contain any singular value
of fn for any n ∈ N. As w is an asymptotic value, there exists an unbounded domain
U such thatw ∈ ∂(g(U)) but w /∈ g(∂U ∩ C). We may assume that̃U := g(U) ⊆ W .
Then Ũ is the kernel of the sequence{fn(U)}n∈N. We write Ũn := fn(U). Now, for
every n ∈ N there exist functionshn ∈ O(Ũn) satisfying hn ◦ fn = id |U . Clearly,
(limn→∞ hn) ◦ g = id|U , hence,h = limn→∞ hn ∈ O(U) is not constant.W does not
contain any singularity of −1n , thushn extends holomorphically toW .
SinceW ⊆ C we may choose two points inC, say ζ1 and ζ2, such thatζ1 6= ζ2,
{ζ1, ζ2} ⊂ C and{g(ζ1), g(ζ2)}∩W = ∅. We may also assume that{fn(ζ1), fn(ζ2)}∩W =
∅ for everyn ∈ N.
By construction, we havehn(W)∩{ζ1, ζ2, ∞} = ∅. By Montel’s theorem{hn}n∈N is a
normal family onW . On Ũ ⊂ W we haveh := limn→∞ hn, which yieldsh = limn→∞ hn
uniformly on compact subsets ofW andh ∈ O(W). The functionh|Ũ is not constant,
hence,h is a non-constant holomorphic function onW . The propertyhn ◦fn = id carries
over toh: h ◦ g = id |U . Now Ũ ⊆ W implies U = h(Ũ) ⊆ C. But U was supposed to
be unbounded, a contradiction. 
The following lemma is well-known for rational maps on the Riemann sphere, but is
more complicated to show in the current situation; see [14, 16, 17].
LEMMA 2. Let g be a hyperbolic entire function and let{fn} be a sequence of entire
functions converging tog uniformly on compact subsets ofC. Then for every set
K ⊆ F(g) there exists some numbern0 ∈ N such thatK ⊆ F(fn) for everyn ≥ n0.
4.2. Proof of (i). We return to functions of constant finite type. Combining the two
lemmas from§4.1 we obtain the following.
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PROPOSITION3. Hyperbolicity is a structurally stable property in the class of functions
with the same number of singular values, that is, the set of hyperbolic functions is open
in this class.
As a consequence we obtain part (i) of the Main Theorem.
COROLLARY 4. For families of the same constant finite type every hyperbolic component
H of the limit family G is contained in a kernel of a sequence{Hn} of hyperbolic
components of the familiesGn.
It is for this part of the proof that the families need to be of thesameconstant finite
type.
Example 3.Consider the families














converging uniformly on compact subsets toG(λ, z) = λz2, whereλ ∈ C∗. Clearly
the limit family is not of the same constant type as the approximating families. Every
Gn(λ) has the pointn as a rationally indifferent fixed point and, hence, is not hyperbolic.
Consequently, the hyperbolic componentC∗ of G cannot be contained in the kernel of
a sequence of hyperbolic components of theGn.
4.3. Proof of (ii). The essential step is to show the following.
THEOREM 5. Let H ⊂ C be the kernel of a sequence{Hn}n∈N of hyperbolic components
of the familiesGn. Then either:
(i) G(λ, ·) is not hyperbolic for anyλ ∈ H ; or
(ii) H ⊂ H̃ for some hyperbolic component̃H of the familyG.
Remark.In this theorem it is not required that the families are of thesameconstant finite
type. In fact,| sing(Gn)| ≥ | sing(G)| is allowed.
Proof. The outline of the proof is as follows. We assume that the statement of the
theorem is false. Then there exists a hyperbolic componentH̃ of the familyG such that
H ∩ ∂H̃ 6= ∅. We choose a fixedλ0 ∈ H ∩ ∂H̃ and construct an open neighborhoodB
of λ0 for which we prove that in factB ⊂ H̃ . This is done by repeatedly using Montel’s
theorem to show the normality of certain families of holomorphic functions onB. We
conclude thatλ0 ∈ H̃ , which is a contradiction.
From now on letλ0 ∈ H ∩ ∂H̃ be fixed. Note that there is an open neighborhoodU1
of λ0 such thatU1 ⊆ H ∩ Hn for (almost) everyn ∈ N. Since a Julia set is nonempty,
perfect, and the closure of the set of repelling periodic points, there are two distinct
repelling periodic pointsp(λ0), q(λ0) ∈ J (G(λ0, ·)) \ {∞}. By the implicit function
theorem each repelling periodic point has a holomorphic parametrization on some open
neighborhood ofλ0. Consequently, there exists an open neighborhoodU2 ⊆ U1 of
λ0 and functionsp and q holomorphic onU2 such that for eachλ ∈ U2 the points
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p(λ) and q(λ) are distinct repelling periodic points ofG(λ, ·) with the property that
p(λ), q(λ) ∈ J (G(λ, ·)) \ {∞}.
By Rouch́e’s theorem repelling periodic points are persistent. Hence, we can choose a
fixed open neighborhoodB ⊆ U2 of λ0 such that for (almost) everyn ∈ N the following
is true. For eachλ ∈ B there exist unique repelling periodic pointspn(λ) andqn(λ) of
Gn(λ, ·) with the same periods asp(λ) andq(λ), and, furthermore, the mapsn andqn are
holomorphic onB and converge there uniformly top andq, respectively. In particular,
pn(λ), qn(λ) ∈ J (Gn(λ, ·)) \ {∞}. SinceB ⊆ Hn for (almost) everyn ∈ N, and since
Hn is a hyperbolic component ofGn, we conclude thatpn(λ), qn(λ) ∈ C\sing(Gn(λ, ·)).
Let
T (λ, z) := z − p(λ)
q(λ) − p(λ) and Tn(λ, z) :=
z − pn(λ)
qn(λ) − pn(λ) .
After conjugatingG(λ, ·) and Gn(λ, ·) with T (λ, ·) and Tn(λ, ·), respectively, we may
and will assume that sing(Gn(λ, ·)) ∈ C \ {0, 1} for eachλ ∈ B. Note that—after this
conjugation—0 and 1 are repelling periodic points of all functions in question and, hence,
we may and will assume that{0, 1} ⊂ J (G(λ, ·)),J (Gn(λ, ·)).
Let s1, . . . , sm ∈ O(C) be the parametrizations of them := | sing(G)| singular values
of G(λ, ·) and letsn,1, . . . , sn,m, . . . ∈ O(C) be the parametrizations of theN(Gn) ≥ m
singular values ofGn(λ, ·). From now on we fixµ ∈ {1, . . . , m}. Note that due to
Lemma 1 and Montel’s theorem we havesn,µ → sµ uniformly on compact sets ofB
(after renumbering thesn,µ if necessary) since we havesn,µ ⊂ C \ {0, 1}.
For λ ∈ B we know thatsn,µ /∈ J (Gn(λ, ·)), and the invariance of the Julia sets yields
G◦νn (λ, sn,µ) /∈ J (Gn(λ, ·)) and, in particular,G◦νn (λ, sn,µ) ∈ C \ {0, 1} for all λ ∈ B. In
other words,{G◦νn (λ, sn,µ) | n ∈ N} is a normal family for any fixedν. We call the limit




and conclude that in factSν,µ(λ) = G◦ν(λ, sµ(λ)) because of the uniform convergence
on compact sets of theGn(λ, ·) to G(λ, ·) and of thesn,µ to sµ. G◦ν(λ, ·) is an entire
function, henceG◦ν(λ, sµ(λ)) 6= ∞ for eachλ ∈ B. If G◦ν(λ, sµ(λ)) ≡ 0, 1 for someν
thenG would not be hyperbolic onB ∩ H̃ , a contradiction. We conclude that indeed
Sν,µ(λ) = G◦ν(λ, sµ(λ)) ∈ C \ {0, 1}
for all λ ∈ B andν ∈ N. In other words,{Sν,µ(λ) | ν ∈ N} is a normal family so that
there exists a limit function, which we denote bySµ.
For this limit function we have eitherSµ ≡ 0, 1, ∞ or Sµ(B) ∈ C \ {0, 1}. SinceH̃
is a hyperbolic component ofG(λ, ·) we have onB ∩ H̃ that Sµ(λ) = a(λ), wherea(λ)
is an attracting periodic point of, say, periodp of G(λ, ·). Consequently,Sµ 6≡ 0, 1.
In the case thatSµ ≡ ∞, the identity theorem shows that∞ is an attracting periodic
point of G(λ, ·) for everyλ ∈ B. This implies thatG(λ, ·) is a polynomial and that∞
is a superattracting fixed point. Hence, the basin of∞ contains the singular valuesµ(λ).
We consider the case thatSµ 6≡ ∞. It follows from Rouch́e’s theorem that, forλ ∈
B ∩ H̃ , there are attracting periodic pointsan(λ) of Gn(λ, ·) with an(λ) → a(λ). By the
implicit function theorem attracting periodic points have a holomorphic parametrization,
hence, we may assume thatan is a holomorphic function onB ∩ H̃ . But sinceB ⊆ Hn
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we conclude thatan has a holomorphic extension onB such thatan(λ) is an attracting
periodic point of periodp of Gn(λ, ·) for all λ ∈ B. In particular,an(B) ⊂ C\{0, 1} and
{an | n ∈ N} is a normal family which converges onB ∩ H̃ to the well-defined function
a. This means that we can extenda to the whole ofB. Due to the uniform convergence
of theGn(λ, ·) to G(λ, ·) the pointa(λ) is a non-repelling point ofG(λ, ·) for all λ ∈ B.
Sincea(λ) is attracting onB ∩ H̃ we conclude from the maximum modulus principle
that it is even attracting on the whole ofB ⊆ Hn.
Summing up the discussion, we conclude that
Sµ(λ) ∈ F(G(λ, ·))
for all λ ∈ B. Sinceµ was arbitrary we have shown that the forward orbits of the
singular values are relatively compact inF(G(λ, ·)). This means thatB is contained in
a hyperbolic component ofG and, hence,B ⊂ H̃ . 
Proof of (ii). According to Corollary 4 every compact set inH is contained in some
hyperbolic componentsHn of the Gn. Let H̃ be the kernel of the sequence{Hn}, in
particular,H ⊂ H̃ . We have to show thatH = H̃ , that is, thatH̃ ⊂ H . According
to Theorem 5 this is the case orG(λ, ·) is not hyperbolic for allλ ∈ H̃ . The latter
contradicts the assumption that the hyperbolic componentH is a subset of̃H . 
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