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Abstract
The delay tolerant networks (DTNs) is characterized by frequent disconnections and long
delays of links among devices due to mobility, sparse deployment of devices, attacks, and noise,
etc. Considerable research efforts have been devoted recently to DTNs enabling communications
between network entities with intermittent connectivity.Unfortunately, mobile devices have lim-
ited energy capacity, and the fundamental problem is that traditional power-saving mechanisms
are designed assuming well connected networks. Due to much larger inter-contact durations than
contact durations, devices spend most of their life time in the neighbor discovery, and central-
ized power-saving strategies are difficult. Consequently,mobile devices consume a significant
amount of energy in the neighbor discovery, rather than in infrequent data transfers. Therefore,
distributed energy efficient neighbor discovery protocolsf r DTNs are essential to minimize the
degradation of network connectivity and maximize the benefits from mobility.
In this thesis, we develop sleep scheduling protocols in themedium access control (MAC)
layer that are adaptive and distributed under different clock synchronization conditions: syn-
chronous, asynchronous, and semi-asynchronous. In addition, we propose a distributed clock
synchronization protocol to mitigate the clock synchronization problem in DTNs. Our research
accomplishments are briefly outlined as follows:
Firstly, we design an adaptive exponential beacon (AEB) protocol. By exploiting the trend
of contact availability, beacon periods are independentlyadjusted by each device and optimized
using the distribution of contact durations. The AEB protocl significantly reduces energy con-
sumption while maintaining comparable packet delivery delay and delivery ratio.
Secondly, we design two asynchronous clock based sleep scheduling (ACDS) protocols.
Based on the fact that global clock synchronization is difficult to achieve in general, prede-
termined patterns of sleep schedules are constructed usinghierarchical arrangements of cyclic
difference sets such that devices independently selectingdifferent duty cycle lengths are still
guaranteed to have overlapping awake intervals with other devices within the communication
range.
Thirdly, we design a distributed semi-asynchronous sleep scheduling (DSA) protocol. Al-
though the synchronization error is unavoidable, some level of clock accuracy may be possible
iii
for many practical scenarios. The sleep schedules are constructed to guarantee contacts among
devices having loosely synchronized clocks, and parameters ar optimized using the distribution
of synchronization error. We also define conditions for which the proposed semi-asynchronous
protocol outperforms existing asynchronous sleep scheduling protocols.
Lastly, we design a distributed clock synchronization (DCS) protocol. The proposed protocol
considers asynchronous and long delayed connections when exchanging relative clock informa-
tion among nodes. As a result, smaller synchronization error achieved by the proposed protocol
allows more accurate timing information and renders neighbor discovery more energy efficient.
The designed protocols improve the lifetime of mobile devics in DTNs by means of energy
efficient neighbor discoveries that reduce the energy wastecaused by idle listening problems.
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1.1 Overview of Delay Tolerant Networks
Recently, considerable research efforts have been put to Delay/disruption Tolerant Networks
(DTNs) [1–8] enabling communications between disconnected network entities. DTN architec-
ture is characterized by frequent disruptions and long delayed connections due to mobility, sparse
deployment of nodes, node failures, and noises, etc. Disrupt on-tolerant networking is becoming
a more favorable term for DTNs since it applies to more general situations. Similar properties of
DTNs are also shown in some wireless mobile network topics suh as intermittently connected
network, disconnected spare network, opportunistic communication, partially connected ad-hoc
network, and sparse mobile ad hoc networks.
Figure 1.2 shows the basic concept of DTNs. Since an end-to-end connection does not exist
between node A and node C, the message is routed to the destination ode C by a store and
forward mechanism. The message is stored in node A until it isforwarded to an intermediate
forwarder node B. This store and forward process is repeateduntil the message arrives at the
destination or discarded after a given amount of time to live(TTL) value.
DTNs have a broad range of potential applications includingscenarios with high delay and
scenarios with frequent disruptions and disconnections. Some potential application for DTNs in-
clude military battlefields [9], vehicular communications[5], deep space communications [10],
1
Figure 1.1: Examples of DTNs
habitat monitoring [11], and internet access in rural areas[12]. As there are many application
scenarios for DTNs, the design of DTNs varies greatly depending on the application scenario.
Contact schedules of nodes such as contact predictability and w iting times affect the design of
DTNs. For example, while the contact schedules of orbital satellites are mostly predictable, the
contact schedules of automobiles are much less predictable. Contact schedules in a decreasing
order of predictability can be listed as follows: deep space, orbital satellite, transit bus, high-
way, human movement, random waypoint movement, and finally rndom movement. As well,
capacity on contact affects the design of DTNs. Radio coverage nge and bandwidth depend on
the radio technology being used and contact duration determin s the amount of transferable data.
Additional network components such as fixed or mobile relay aso introduce a new variable when
designing DTN protocols. Consideration for resource availbility is also important. Available
storage capacity determines forwarding capabilities of intermediate nodes, and available energy
supply determines the lifetime of communication devices.
1.2 Power Saving Protocols in Wireless Mobile Networks
The capacity of the battery determines how long the devices can be used before replacing or













Figure 1.2: Store and forward mechanism of DTNs. A message iss nt from a source node A to
a destination node C via an intermediate node B.
cation oriented since considerable portion of total energyis consumed by the wireless network
interface. It becomes even more important in scenarios where it is nearly impossible to recharge
or replace batteries, such as in sensor networks. To enhancethe energy efficiency, many power
saving protocols have been proposed for various network architectures and at different layers of
wireless network protocol stack [13, 14]. Some examples of power management techniques at
different layers of protocol stack are outlined in Figure 1.3.
In particular, existing sleep scheduling protocols can be cat gorized into three types: on-
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Figure 1.3: Power management techniques
cols, mobile nodes are equipped with a secondary low power radio module or a soft-state timer
to wake up its radios to be ready for data exchange. For example, a separate signaling lower
power radio [15], a RFID tag [16], or a soft-state timer [17] can be used to wake up the device
for data exchanges. For scheduled wakeup protocol, nodes inthe etwork wake up at synchro-
nized intervals to communicate with each other. IEEE 802.11PSM [18] is the most well known
synchronous sleep scheduling protocol originally designed for single hop networks. As illus-
trated in Fig. 1.4a, wireless devices, called nodes, with synchronized clocks, periodically turn
on or off their radio to save energy. This process is called aduty cyclingor asleep scheduling.
For multihop wireless networks, nodes can cooperatively coordinate their wake schedules to in-
crease the energy efficiency of the network while maintaining sufficient connectivity for required
bandwidth [19]. However, these protocols assume that nodesare ynchronized by global syn-
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chronization algorithm. For asynchronous wakeup protocols [20–22], nodes connect with each
other by waking up at predetermined time intervals that guarantee overlap with awake intervals
of neighboring nodes, as illustrated in Fig. 1.4b. Asynchronous wakeup protocols do not require
synchronized clocks, and they are suitable in scenarios where global clock synchronization is
impossible or impractical to realize. Furthermore, there exists performance tradeoff between
energy efficiency and neighbor discovery ratio for different cycle lengths of the sleep sched-
ules. The performance can be further improved if each node can ad ptively use a sleep schedule
that optimizes the individual performance requirement. Adaptive asynchronous sleep scheduling
protocols provide a set of sleep schedules with different cycle lengths that guarantee overlapping
awake intervals between any pair of sleep schedules [23–28].
1.3 Research Motivations and Objectives
Unfortunately, many mobility scenarios in DTNs depend on mobile devices that have lim-
ited energy capacity, and the fundamental problem is that traditional power saving protocols are
designed assuming well connected networks. Different fromthe traditional power saving proto-
cols, it is not possible to coordinately schedule on and off periods in DTNs to save power. Also,
previous researches in DTNs has mostly focused on DTN routing protocols, and these protocols
assume continuous access mode (CAM) without sleep scheduling mechanisms where the radio
is always turned on. For a sparsely connected network, time durations between contacts are
generally much larger than contact durations for more than an order of a magnitude [29], which
indicates that nodes spend most of their life time in the idlel st ning mode and centralized power
saving strategies are difficult. Experimental studies in [30, 31] show that power consumption in
an idle listening mode is almost as high as in a receiving mode. Consequently, a large amount of
energy, over 95 percent of the total energy [32], is consumedby the idle listening mode searching
for neighbors, rather than by infrequent data transfers. The idle listening problem seriously af-
fects the lifespan of energy constrained devices in DTNs. Therefore, it is essential to have power
saving protocols for DTNs that is distributed and effectiveat reducing energy waste in the idle
listening mode in order to minimize the degradation of network connectivity and to maximize
the benefits from mobility.
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(a) Synchronous clock based
(b) Asynchronous clock based
Figure 1.4: Sleep scheduling protocols
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1.4 Research Contributions
In this research, we intend to address the following research question:
”Given a sparsely deployed wireless mobile nodes having frequent disconnections, how can
we design power saving protocols to provide extended lifetim of wireless mobile nodes and
support the required delay and delivery performance by means of efficient sleep scheduling and
clock synchronization?”
The research contributions and significance of this thesis are ummarized as follows.
• Synchronous Clock based Adaptive Sleep Scheduling for DTNs[33] - We propose a
distributed adaptive exponential beacon protocol by exploiting the intermittent connection
characteristic of DTNs in synchronized clock based scenario. The beacon periods of nodes
are independently adjusted depending on the trend of contact av ilability. The proposed
protocol is optimized for different network environments using the probability distribution
of contact durations. Simulation results show that energy waste from the idle listening
problem can be effectively reduced by adaptive sleep scheduling protocols, and energy
savings up to 35 percent are achieved compared with existingpower saving protocols,
while maintaining similar average packet delays and packetdelivery ratios to that without
a sleep scheduling. This work is presented in Chapter 3.
• Asynchronous Clock based Adaptive Sleep Scheduling for DTNs [34, 35] - We propose
two asynchronous clock based sleep scheduling protocols that are distributed, adaptive, and
energy efficient. Moreover, the sleep schedules can be constructed using simple systematic
algorithms. We also discuss how the proposed protocols can be implemented in mobile de-
vices for adapting to dynamic network conditions in DTNs. Theoretical analysis is given
to demonstrate the energy efficiency and scalability of the proposed protocols. Simulation
results show that the proposed protocols reduce the energy consumption in the idle listen-
ing mode up to 35 percent in comparison with other existing asynchronous clock based
sleep scheduling protocols, and more than 90 percent compared with the protocol without
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a sleep scheduling, while maintaining comparable packet delivery delay and delivery ratio.
This work is presented in Chapter 4.
• Semi-Asynchronous Clock based Sleep Scheduling for DTNs[36] - We propose a dis-
tributed semi-asynchronous sleep scheduling protocol considering loosely synchronized
clocks in sparse mobile wireless networks. The sleep schedules are constructed to guaran-
tee contacts among distributed nodes by utilizing clock synchronization error information
rather than assuming that clock synchronization is infeasible or impossible. Individual
nodes using the proposed protocol not only can adjust to required connectivity but also to
the estimated clock synchronization error to further enhance energy efficiency. Also, the
proposed protocol can be optimized using the probability distribution of the clock synchro-
nization error to maximize the energy efficiency. Using theoretical analysis and simulation
results, we demonstrate that the proposed protocol can achieve igher energy efficiency
than existing asynchronous sleep scheduling protocols. This work is presented in Chap-
ter 5.
• Distributed Asynchronous Clock Synchronization for DTNs [37] - We propose a dis-
tributed asynchronous clock synchronization protocol forDTNs. Different from existing
clock synchronization protocols, the proposed protocol can achieve global clock synchro-
nization among mobile nodes within the network over asynchronous and intermittent con-
nections with long delays. Convergence of the clock values is reached by compensating
clock errors using mutual relative clock information that is propagated in the network by
contacted nodes. The level of clock accuracy is depreciatedwith respect to time in order
to account for long delays between contact opportunities. Mathematical analysis and sim-
ulation results for various network scenarios are presented to demonstrate the convergence
and performance of the proposed protocol. The proposed protocol can achieve faster clock
convergence speed and, as a result, reduce energy cost due toneighbor discovery by half.
This work is presented in Chapter 6.
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1.5 Outline of the Thesis
This thesis is organized as follows. The system model of thisresearch is presented in Chap-
ter 2. The distributed adaptive sleep scheduling protocolsfor ynchronous, asynchronous, and
semi-asynchronous clocks are respectively given in Chapter 3, Chapter 4, and Chapter 5. The
distributed asynchronous clock synchronization protocolis given in Chapter 6. Finally, conclu-
sion and further research are given in Chapter 7. To better illustrate the relationship among the
research accomplishments, the organizational flowchart ofthis thesis is depicted in Fig. 1.5.
Figure 1.5: The organizational flow chart of the thesis. Solid (dotted) lines represent direct






We consider a network represented by graphG(t) = (V, E(t)), where the vertex setV con-
tainsN mobile nodes and the edge setE(t) is defined as the set of nodes in contact at timet. Due
to frequent link disconnections and dynamic network topology, E(t) varies with time. Contact
schedules among nodes are not known in advance. At timet, two nodesi andj are connected,
i.e., (i, j) ∈ E(t), if they can successfully exchange connection setup messag. The set of
contact times of nodei and nodei 6= j are represented asT i,jc = {ti,j1 , . . . , ti,jk , . . .}. Links are
undirected and symmetric. Therefore, if(i, j) ∈ E(t), we also have(j, i) ∈ E(t). We assume
a distributed communication topology where there are no special reference nodes such as roots
or gateways, and all nodes execute exactly the same algorithm. For clock synchronization pro-
tocols, upon each contact, nodes exchange and update their timing information. The procedure
and modeling of clock value and frequency updates apply to all nodes in the network.
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2.2 Clock Model
Each node maintains a logical software clock as a function ofthe hardware oscillator. The
clock value of nodei at timet is given by
Ci(t) = (1 + ξi)
∫ t
t0
ωi(τ)dτ + Ci(t0), i = 1, 2, . . . , N (2.1)
whereξi is a proportional coefficient of the nodei oscillator,ωi(τ) is the frequency of the hard-
ware oscillator at timeτ , andCi(t0) is the initial clock value at timet0. Under stable exter-
nal conditions (e.g., temperature and pressure), the oscillator frequency can be approximated




. As illustrated in Fig. 2.1a, the frequency of a perfect clock relative to Coordinated
Universal Time (UTC) isdCi(t)
dt
= 1. However, the clock deviates from the perfect clock over
time due to errors in clock frequency and changes in supply voltage, temperature, and so on. We
havedCi(t)
dt
> 1 for a fast clock, anddCi(t)
dt
< 1 for a slow clock.
For an inaccurate clock, the clock frequency value is represent d as an estimate with a lower
and an upper bound as
1− ρ ≤ dCi(t)
dt
≤ 1 + ρ, ∀ t (2.2)
whereρ is a constant maximum clock frequency error specified by the hardware manufacturer,
and the bounded error for each node is modeled by the uniform distribution [38]. Typical error
for a quartz crystal oscillator isρ ∈ [10, 100] ppm, which corresponds to a 0.6 ms to 6 ms error
in 60 s. We also consider changes in the clock frequency due tooscillator aging of 5 ppm per
year [39] in our simulations. We assume a clock resolution of1 µs with 64 bits as in Time
Synchronization Function (TSF) of IEEE 802.11 [18].
2.2.1 Sources of Clock Synchronization Error
In general, the frequency of quartz crystal oscillator of node i (ωi(τ)) is a time-varying ran-
dom variable. The randomness is due to short-term and long-term instabilities. Short-term insta-
bility is caused by environmental factors, such as changes in temperature, pressure, and supply



















































































Figure 2.1: Clock model: a) Clock error caused by clocks running at different rates; b)Offset
compensation: clock value is tuned to the clock value of the perfect clock,but the clock offset
increases due to the clock skew error; c)Skew compensation: clock frequency is tuned to the
clock frequency of the perfect clock, but the clock offset does not match due to the clock offset
error.
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time variant oscillator frequencies in Section VI-B-5. Furthermore, uncertainty in the message
delays cause clock estimation errors. Usually, in a multihop wireless network, an accurate esti-
mate of the message delay at each hop is critical for synchronization protocols since the end-to-
end delay is comparable to the error caused by message delays. Components of a message delay
include medium access time, transmission time, radio propagation time, and detection time. In
DTNs, however, as the inter-contact duration increases andthe frequency of message exchange
decreases, the clock error induced by the inaccurate clock frequency increases, whereas the error
related to the message delays remains constant [40]. Nonetheless, there exists uncertainty in
message delays over various hardware interfaces and the wireless channel. The uncertainty in
the message delays cause error when estimating clock information among nodes. As a result, the
clock offset and the clock skew are estimated with some errorbound.
2.2.2 Clock Compensation
The goal of clock synchronization protocols is to maintain the minimum possible clock error
among nodes in the network. As described in the clock model, th accuracy of a clock is mea-
sured by two parameters: clock value and clock frequency. Since there is no reference node in the
distributed network, the prefect clock value and frequencyare impossible to obtain. Instead, rela-
tive clock value and frequency between two nodes can be obtained by simple two-way exchange
of time synchronization messages. The difference in clock value readingsCij(t) , Cj(t)−Ci(t)
is calledrelative clock offset, and the difference in logical clock frequencyfij(t) , fj(t)− fi(t)
is calledrelative clock skew. The process of minimizing the clock offset (skew) among nodes is
referred to asclock offset (skew) compensation. As shown in Figs. 2.1b and 2.1c, respectively,
offset (skew) compensations are done at timest1, t2, andt3 (t4) to match the logical time (clock
frequency) among nodes. Consequently, our goal is to minimize relative clock offset and relative
clock skew among nodes in the network through compensations.
2.3 Sleep Scheduling Model
Each node follows a predetermined combination of awake and asleep time intervals, called
a sleep schedule, that is successively repeated. A complete cycle of the sleep schedule is called
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(a) Non-slotted frame structure
(b) Slotted frame structure
Figure 2.2: Frame structure
a frame, and its length is denoted byLf . A frameA may consist of unequal sized intervals as
in [41] or equal sized intervals, calledslots, forming asetas in [23, 25, 25, 26, 28, 42]. Here,
EA represents a list of awake slots within a frameA. For the protocols with unequal sized slots,
as illustrated in Fig. 2.2a, letLon andLoff respectively represent the duration of awake intervals
and asleep intervals. Similarly, for the protocols with equal sized slots of lengthsLs dividing
a frame intons = Lf/Ls slots, as illustrated in Fig. 2.2b, letnon andnoff respectively repre-
sent the number of awake slots and asleep slots.LA is the length of the Announcement Traffic
Indication Message (ATIM) window length required to exchange connection setup messages
(Beacon-ATIM-ATIM Response) as defined in [18].
2.4 Power Consumption Model
There are four different modes of operation for the wirelessradio interface: transmit, receive,
idle, and sleep. The interface of a node is either actively transmitting beacons or messages in
the transmit mode, actively receiving beacons or message inthe receive mode, waiting for bea-
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cons or messages in the idle mode, or turned off to save power in the sleep mode. In the sleep
mode, nodes can save a considerable amount of power, for morethan an order of a magnitude,
but are unable to exchange beacons or messages. In particular, for sleep scheduling protocols,
a well known power consumption model of 2.4 GHz IEEE 802.11 isused [30] where power
consumptions in the transmit mode (Ptx), receive mode (Prx), idle mode (Pidle), and sleep mode
(Psleep) are 1.3272 W, 0.9670 W, 0.8437 W, and 0.0664 W, respectively. For clock synchro-
nization protocols, a well known power consumption model ofsensor motes is used [43] where
power consumptions in the transmit mode, receive mode, idlemode, and sleep mode are 42 mW,
36 mW, 24 mW, and 0.02 mW, respectively.
2.5 Performance Metrics
To evaluate the performance of our proposed protocols, certain performance measurements
are necessary. In this thesis, we consider the following performance metrics.
2.5.1 Energy Consumption
Energy consumption is the amount of energy consumed measured in Joules (J = W · s) by
the operations of the wireless network interface.
2.5.2 Average Packet Delivery Delay
Average packet delay is the time delay of packets from sourcenodes to destination nodes.
For multiple copy routing protocols, such as spray and wait rou ing protocol [7], which generates
multiple copies of the same packet, the delay of the first arriving packet at the destination among
multiple copies is considered.
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2.5.3 Packet Delivery Ratio
Packet delivery ratio is the number of packets received by the destination nodes divided by
the number of packets generated by the source nodes. For multiple copy routing protocols,
duplicated copies of the same packet are not counted.
2.5.4 Active Ratio
The energy efficiency of sleep scheduling protocols is measur d by the active ratio,R, which
describes how often the node is in active mode. TheR is defined for a given frame of lengthLf
with unequal sized slots as
R = Lon/Lf
Lf = Lon + Loff
(2.3)
and for a given frame of lengthLf with equal sized slots as
R = non/ns
ns = Lf/Ls = non + noff .
(2.4)
2.5.5 Neighbor Sensitivity
The required connectivity of sleep scheduling protocols ismeasured by the neighbor sensi-
tivity, NS, which describes how well the node finds a neighboring node within ts transmission
range. TheNS is defined as the worst-case delay for a node to detect a new node within its
coverage. In asynchronous sleep schedules, theNS is determined by the minimum frame size
that guarantees at least one overlapping slot between two different schedules.
2.5.6 Average Relative Clock Offset and Skew
The performance of clock synchronization protocols are evaluated by how quickly the clock
values of different nodes can converge to a global average. Th metrics used to describe the
convergence are relative clock offset and relative clock skew. For a total number ofN nodes in
16





















Sleep Scheduling Protocol in
Delay Tolerant Networks
As discussed in Chapter 1, mitigating the idle listening problem is the key to enhance the
performance of mobile devices in DTNs. Assuming that clocksof nodes are globally synchro-
nized, nodes can cooperatively coordinate their sleep schedules to reduce energy waste due to
the idle listening problem. The key issue in sleep scheduling protocols is to decide when to
wake up from sleep to communicate with other mobile nodes. Although it is often difficult to
know exactly when and how long contacts will be in advance in many DTN scenarios, changes
in the contact rates are caused by changes in node densities and traffic requirements in different
regions. The changes in the density are caused by dynamic movements of nodes. Even in RWP
model, the spatial node distribution is not uniform [44]. More ver, the density differences be-
come more evident in non-random movement models. Therefore, n n-adaptive protocols such
as continuous access mode (CAM) or PSM may not be effective. For example, when there are
very few nodes wanting to exchange data, turning on the radiofrequently to check the presence
of other nodes wastes energy without discovering useful conta ts. On the other hand, when there
are many nodes wanting to exchange data, it is desirable to wake up frequently to connect with
other nodes.
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Therefore, in this chapter, we focus on adaptive sleep scheduling protocol in DTNs that
minimizes energy consumption while minimizing the performance degradation of average packet
delay and packet delivery ratio. The contribution and significance of this research work [33] are
as follows
• First, we propose a distributed adaptive exponential beacon period protocol for DTNs. The
trend of contact frequency is used as a decision variable to rflect the network condition,
and nodes independently adjust their beacon periods according to the decision variable to
save energy.
• Second, we optimize the decision parameters for different ntwork environments using the
probability distribution of contact durations.
• Third, simulation results for various network scenarios are given to demonstrate the perfor-
mance. The results show that the proposed protocol can quickly adapt to dynamic changes
in the network topology, and achieves up to 35 percent energysaving in comparison with
existing protocols while maintaining similar average packet delays and packet delivery
ratios.
The remainder of the chapter is organized as follows. In section 3.1, existing power saving
protocols are presented. In section 3.2, an adaptive exponential beacon protocol is proposed. In
section 3.3, performance of our proposed protocol is evaluated using simulations. The chapter is
concluded in section 3.4.
3.1 Related Work
3.1.1 Power Saving Protocols in Multihop Wireless Networks
Existing power saving protocols for different wireless environments, including IEEE 802.11,
Mobile Ad-hoc Networks (MANET), Wireless Sensor Networks (WSN), and DTNs are pre-
sented in this section.
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The most well known power saving strategy is the power save mode in 802.11 [18]. It is
originally designed for well connected single hop networks. The standard also defines a power
save mode in an Independent Basic Service Set (IBSS) architecture, also known as an ad-hoc
network. Considering mobility of nodes, MANET is a type of wireless ad-hoc networks which
consist of self-configuring network of mobile hosts connected by wireless links. The power sav-
ing protocols in MANET can be generally classified into four different categories. They are
wake-up on-demand based [16, 17], coordinator based [19], synchronous clock based [45], and
asynchronous clock based [20]. WSN is a wireless network with distributed autonomous sensors
to cooperatively monitor physical or environmental conditions. A common objective of sensor
MAC design is to maximize the network lifetime since replacing or recharging depleted batteries
is impractical in most WSN scenarios. Some examples of contention based power saving proto-
cols in WSN are SMAC [46] and T-MAC [47]. There are also TDMA based protocols such as
TRAMA [48] and wake-up on-demand protocols such as PAMAS [15].
3.1.2 Power Saving Protocols in Delay Tolerant Networks
Existing power saving protocols in MANET and WSN assume dense deployment and low
mobility of nodes. Therefore, they rely on well connected noes with few disconnections and
disruptions, and cannot be directly applied to DTNs. A knowledge based framework in sparsely
connected DTNs is presented in [49]. In the zero knowledge scenario, assuming a synchronized
clock, periodical beacon interval is determined by finding the maximum interval that satisfies
the traffic load requirement. In the partial knowledge scenario, searching intervals are estimated
using mean and variance values of contact durations and waiting times. However, such statisti-
cal information may not be readily available in many real life scenarios. A hierarchical power
management scheme in [50] uses a secondary low power radio toiscover communication oppor-
tunities and a primary high power radio to exchange data. An asy chronous power management
protocol, called a context-aware power management (CAPM) [41], determines the duty cycle


























Figure 3.1: Exponential beacon period
3.2 Adaptive Exponential Beacon Protocol
3.2.1 Basic Mechanism
Adaptive exponential beacon protocol (AEB) dynamically adjusts beacon periods depending
on the contact availability of nodes. At the beginning of each beacon interval, each node sends a
short beacon after a random delay. If a node receives a beaconfrom another node, it checks its
own queue to see if there are packets destined for the node that sent the beacon. If there are pack-
ets to be sent, the node returns an Advertisement (Adv) packet notifying the other node of future
transmission. If there is no packet to be sent, the beacon is ignored. Adv packet is responded
with an Advertisement Response (AdvResponse) packet. After the successful exchange of Adv
and AdvResponse packets, a connection is established between h nodes, and data packet trans-
mission is initiated. If no contact has been discovered during the Adv window, the node sleeps
at the end of Adv window.
At the end of each beacon interval, each node checks if a contat has been discovered in the
last beacon interval. If so, the node starts the beacon interval from the minimum beacon interval
in the next beacon interval. Otherwise, the node doubles itsbeacon interval in the next beacon
interval. At each beacon interval, the beacon period is exponentially increased to a maximum
beacon period threshold.
The basic mechanism is illustrated in Figure 3.1. Mobile nodes 1, 2, and 3 are within radio
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Figure 3.2: Adaptive exponential beacon interval
range of each other. In the first three intervals, nodes do nothave any packet to exchange.
Therefore, nodes sleep after each Adv window, and beacon period is doubled at each interval. In
the fourth interval, some packets have been generated at node 1 and a connection is established
between node 1 and 2. After the Adv window, data transmissioni initiated. Since a connection
has been established between node 1 and node 2, the beacon period is immediately set to the
minimum value.
3.2.2 Beacon Interval Structure
The AEB protocol uses a set of exponentially increasing beacon intervals as shown in Figure
3.2. Every node independently chooses its beacon intervals, and must follow one of the interval
set. A beacon interval for nodei can be defined as follows
T ib = {tib | tib = Tmin × 2h, h = 0, 1, 2, 3, . . . hmax}, (3.1)
whereTmin is the minimum beacon interval.
3.2.3 Adjusting Beacon Periods
If a contact has been discovered, the beacon period of nodei, T ib , is set toTmin, but otherwise
incrementally doubled to the maximum beacon interval,hmax. Here, the choice ofhmax is critical
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to the performance of the protocol since tradeoffs exist betwe n energy consumption and contact
probability. Larger beacon intervals reduce energy consumption, but decrease the probability of
contact. On the other hand, smaller beacon intervals increase the probability of contact, but the
larger ratio of awake periods relative to the beacon period increases the energy consumption.
The value ofhmax is determined by looking at the slope of contact discovery rate. First, an
exponential weighted moving average (EWMA) is used to calcul te contact discovery rate,Rt.
Rt = α β + (1− α)Rt−1, α = [0, 1], (3.2)
whereα is the weight value for the moving average andβ is the contact discovery value which
is 1 if a contact has been discovered in the last beacon periodand 0 otherwise.







whereTs is the slope window which indicates how many past beacon intervals are used for





1, Rt > Rj
−1, Rt < Rj
0, Rt = Rj ,
(3.4)
whereRt is the current contact discovery rate.
If S is a positive value, a smaller value ofhmax is used to allow the node to wake up more
often. On the other hand, ifS is a negative value, a larger value ofhmax is used to allow the node
to wake up less frequently to conserve energy. As shown in Table 3.1, the performance depends
on the choice ofhmax. Here, CAM represents a Constant Access Mode where nodes arealways
awake. The default parameters for simulations are outlinedi Table 3.3.
3.2.4 Choosinghmax
Because of a low node degree in DTNs, nodes often spend much time in the disconnected
mode. To illustrate, cumulative distribution functions (CDF) of inter-contact durations (TICD)
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Table 3.1: Impact ofhmax
Energy (J) Delay (s) Delivery Ratio
CAM 170025 537.18 0.9416
hmax = 0 72122 538.11 0.9415
hmax = 1 65136 546.56 0.9408
hmax = 2 58431 574.19 0.9376
hmax = 3 58135 705.67 0.9015
and contact durations (TCD) are shown in Figure 3.4.TICD is the time between new contacts,
andTCD is the time between the beginning and the end of a contact. We can observe from
both numerical [51, 52] and simulation results thatTICD is generally much larger thanTCD.
Therefore, we attempt to find the optimalhmax that achieves, for example, 98 percent of total
possible contacts in radio transmission range, while saving as much energy as possible. This is
directly associated with finding the contact duration of nodes in the network. We can find the
hmax that allows nodes to discover certain percentage of total possible contacts, called a contact















where r is the radio range of nodes and v is the average node velocity. The distribution area is
assumed to be a unit square.
Figure 3.3a shows the pdf of contact duration for different node velocities. Faster moving
nodes have shorter contact durations, and the contact duration is the highest at the expected
value of contact duration atE(X) = r/v. In order to estimate the required contact duration,
complementary cumulative distribution function (ccdf) isused. ccdf shows how often the random
variable is above a particular level. In our case, as shown inFigure 3.3b, ccdf is the contact
duration required to achieve a certain contact rate.
Fc(x) = P (X > x) = 1− F (x). (3.6)


































































simulation ICD 10 m/s
analytic ICD 10 m/s
simulation ICD 2 m/s
analytic ICD 2 m/s
simulation CD 10 m/s
analytic CD 10 m/s
simulation CD 2 m/s
analytic CD 2m/s
Figure 3.4: CDF of inter-contact duration and contact duration
Table 3.2: Contact duration (s) [numerical/simulation]
1− F (x) Node speed (m/s)
10 5 2
0.98 6.0 / 5.5 12.1 / 11.5 30.4 / 26.5
0.95 9.5 / 8.5 19.0 / 17.5 47.6 / 44.5
0.9 13.2 / 12.5 26.5 / 25.5 66.3 / 62.5
0.85 15.9 / 15.5 31.9 / 31.5 79.9 / 76.5
speeds. In addition, contact rates can be controlled by adjusting the value ofhmax, and smaller




The Network Simulator (NS-2) [53] is used for the simulation. DTN packet forward mech-
anism, and spray and wait routing protocol [54] are includedin the simulator. Unless otherwise
stated, default simulation parameters, as outlined in Table 3.3, are used. For each simulation
setup, average values from 10 simulation results are used asthe final result. Flows are created
between source nodes and destination nodes that are randomly chosen. The energy model is
taken from [30]. hmax values used forS < 0 are 3, 2, 2 and 1 respectively for nodes speeds
of 2.5 m/s, 5.0 m/s, 7.5 m/s and 10.0 m/s. These values are chosn from Table 3.2 to achieve
contact rates well above 98 percent.
3.3.2 Simulation Results
The performance of the AEB protocol is compared with previous synchronized clock based
power saving protocols. In CAM, nodes are always awake. Theyar in the idle mode when
not in transmit or receive mode. In PSM, as described in [50],nodes periodically wake up
to broadcast beacons. In both PSM and CAM, a beacon period of 2.0 seconds is used. The
performance metrics used in the simulation are energy consumption, average packet delivery
delay, and packet delivery ratio. Energy consumption is theamount of energy consumed by the
operations of the wireless radio. Average packet delay is the time delay of packets from source
nodes to destination nodes. Since spray and wait routing protocol generates multiple copies of
the same packet, the delay of the first arriving packet at the destination among multiple copies
is considered. Packet delivery ratio is the number of packets received by the destination nodes
divided by the number of packets generated by the source nodes. Simulation results for different
topology sizes, node speeds, number of nodes, and traffic loads are shown in Figures 3.5 to 3.8,
respectively. Also, the percentage of energy consumption of the proposed protocol compared
with PSM is shown in the figure for clarity.
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Table 3.3: Simulation parameters
Parameter Value
Simulation Time 10000 s
Map Size 3000 m x 3000 m
Movement Model RWP
Routing Protocol Spray and Wait
MAC Protocol CSMA/CA based
Spray size 2 duplicates
Node Parameters
Number of Nodes 20
Node Speed 5 m/s
Pause Time 30 s
Radio Range 250 m
Bandwidth 2 Mbps
Flow Parameters
Number of Flows 20
Packet Size 1000 bytes
Packet Generation Interval 10 s
Message Timeout 2000 s
Power Consumption Parameters
Transmit Mode 1.3272 W
Receive Mode 0.9670 W
Idle Mode 0.8437 W
Sleep Mode 0.0664 W
Adaptive Beacon Parameters
Minimum Beacon Period (Tmin) 2.0 s
Adv Window Size 0.4 s
Weight of EWMA (α) 0.1
Slope window (Ts) 16 beacon intervals
3.3.2.1 Impact of Topology Size
Impact of topology size is shown in Figure 3.5. As the simulation map size increases the
total energy consumption decreases, average packet delay increases, and packet delivery ratio
decreases. As the map size grows, nodes discover fewer contacts and nodes sleep more often but
packet forwarding opportunities are reduced. CAM has little decrease in energy consumption
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since nodes are in idle mode when they are not transmitting orreceiving. The AEB protocol uses
about 35 percent less energy than PSM and 75 percent less energy than CAM while maintaining
similar average packet delay and packet delivery ratio as inCAM and PSM.
3.3.2.2 Impact of Node Speed
Impact of node speed is shown in Figure 3.6. As the node speed increases, the total energy
consumption remains almost the same and average packet delay decreases. As the nodes move
faster, the nodes discover more contacts which reduces the time packets spend in queues. There
is only a little change in energy consumption since high nodespeeds also decrease the contact
duration. The AEB protocol uses about 25 percent less energythan PSM while achieving similar
results for average packet delay and packet delivery ratio as n CAM and PSM.
3.3.2.3 Impact of Number of Nodes
Impact of number of nodes is shown in Figure 3.7. As the numberof nodes increases, the
per node energy consumption increases slightly. The percentag of energy consumption of the
proposed protocol is lower in lower number of nodes. This is because at lower node density, the
proposed protocol has more chances to use larger beacon perids to save energy.
3.3.2.4 Impact of Traffic Load
Impact of traffic load is shown in Figure 3.8. As the data arrivl rate increases, the total
energy consumption decreases and average packet delay increases slightly. As the data arrival
rate increases, the nodes have smaller number of packets to forward. Therefore, they wake up
less frequently and spend less energy in both transmission mode and idle mode. Average packet
delay with moderate data arrival rate is smaller compared with the delay with low data arrival















































































































































































































































































































































































































































































In this chapter, a new adaptive synchronous clock based sleep cheduling protocol for DTNs
is proposed. The AEB protocol exploits intermittent connection characteristic and varying con-
tact rates in DTNs. By adjusting the beacon periods depending on the trend of contact availability
and using tunable parameters for different network environme ts, considerable amount of energy
can be saved without greatly sacrificing the average packet delay and packet delivery ratio. Per-
formance of the AEB protocol is compared with other synchronous clock based protocols in
DTNs using spray and wait routing protocol in RWP mobility model. Simulation results under
various network conditions indicate that the proposed protoc l consumes 65 to 80 percent of
energy compared with PSM and 20 to 60 percent of energy compared with CAM, while keeping




Sleep Scheduling Protocols in
Delay Tolerant Networks
As presented in Chapter 3, nodes can adaptively adjust the frequency of beacons depending
on the contact availability to reduce the energy waste causeby the idle listening problem. How-
ever, in reality, perfect clock oscillators do not exist, and clock reading errors among nodes are
common. Moreover, due to large inter-contact durations andinfrequent message exchanges in
DTNs, the global clock synchronization is difficult. In addition, synchronization protocols can-
not typically assume to rely on the Global Positioning System (GPS) that requires a large amount
of energy and a line of sight to the satellites.
Therefore, in this chapter, we focus on asynchronous clock based sleep scheduling protocols
in DTNs, meaning that the protocols do not require global clock synchronization among nodes
and consider intrinsic characteristics of DTNs. Further, the sleep schedules are distributed and
adaptive, meaning that each node can independently and asynchronously chose the power saving
level depending on its current condition. The contributionand significance of this research work
[34, 35] are as follows
• First, we propose adaptive asynchronous sleep scheduling protocols for DTNs, which pro-
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vide multiple levels of power saving and are energy efficientunder intermittent connectiv-
ity for minimizing energy consumption. Different duty cycle lengths are created by simple
systematic algorithms that hierarchically arrange cyclicdifference sets.
• Second, several implementation issues considering the unique characteristics of DTNs and
approaches to maximize energy efficiency are discussed. We discuss the details of the
asynchronous frame structure, neighbor discovery process, and adaptive power saving lev-
els.
• Third, both theoretical analysis and simulation results are given to evaluate the perfor-
mance of the proposed protocols in comparison with other existing adaptive asynchronous
sleep scheduling protocols. Theoretical analysis resultsdemonstrate that the proposed
protocols are more energy efficient while guaranteeing requi d connectivity. Simulation
results verify that the proposed protocols, while maintaining similar packet delivery delay
and delivery ratio, can reduce the energy waste in the idle list n ng mode up to 35 percent.
The remainder of this chapter is organized as follows. We first p esent a comprehensive
survey of existing asynchronous sleep scheduling protocols in multihop wireless networks in
Section 4.1. After presenting preliminaries of adaptive asynchronous sleep scheduling protocols
in Section 4.2, we propose two new adaptive asynchronous sleep cheduling protocols for DTNs
in Section 4.3, and discuss implementation issues in Section 4.4. The performance of the pro-
posed protocols is evaluated using theoretical analysis inSection 4.5 and simulations in Section
4.6. Finally, the chapter is concluded in Section 4.7. Summary of important symbols used in this
chapter is given in Table 4.1 for easy reference.
4.1 Related Work
In this section, asynchronous sleep scheduling protocols in Mobile Ad-hoc Networks (MANETs)
and DTNs are presented. They can be classified into non-adaptive or adaptive protocols depend-
ing on their ability to provide multiple power saving levels.
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Table 4.1: Summary of important symbols used
Symbol Definition
Ei list of awake elements of seti
ni number of slots in seti
Ls length of a slot
Lf length of a frame (= Ls × ni)
LA length of the ATIM window
Ch,m(Ei) seti repeated tom slots with a shift
RCP{Ei, Ej} rotational closure probability between seti and setj
TICD inter-contact duration
TCD contact duration
TSD slot delay duration
TR data exchange duration
Pi power saving leveli
Pc contact probability
Ri active ratio of seti
NSij neighbor sensitivity between seti and setj
4.1.1 Non-Adaptive Asynchronous Sleep Scheduling Protocols
Quorum-based Protocol (QPS) [20] is the first work in the asynchronous sleep scheduling
protocols. Assuming equal sized intervals, calledslots, QPS guarantees at least two overlapping
awake intervals between two nodes while being awake(2
√
n − 1) slots out ofn slots. This is
achieved by each node using an awake schedule set that is formed by arbitrarily choosing a row
and a column from a squaren space, as shown in Figure 4.1a.
More energy efficient sleep schedules are constructed in Cyclic Difference Set Based Protocol
(CDS) [22, 42] by using cyclic difference sets in combinatorial mathematics [55]. The construc-
tion of difference sets is a projective plane problem with parameters(v, k, λ)=(q2+q+1, q+1, 1)
where a set consisting ofv total slots constructed withk awake slots guarantees at least one over-
lapping awake slot. The difference set used by the CDS provides the theoretically minimum


















Figure 4.1: Asynchronous sleep scheduling protocols: (a) Quorum based (n = 49), the schedules
of A and B have overlapping awake slots at slots 10 and 41; (b) Cyclic difference set based
(v = 7), the awake slot 2 of schedule A is overlapping with the awakeslot 1 of schedule B.
sets. In addition, CQPM [56] that has similar concepts to QPSand CDS is also independently
proposed.
Table 4.2 gives the summary of non-adaptive asynchronous sleep scheduling protocols and
their properties including the active ratio and the neighbor sensitivity.
4.1.2 Adaptive Asynchronous Sleep Scheduling Protocols
The drawback of QPS and CDS is their failure to guarantee overlapping awake slots between
sets with different sizes. In other words, nodes may not be able to discover each other if sets with
different sizes are used. Therefore, they cannot adjust to network dynamics, such as traffic load,
topology, or node mobility to further optimize performance. To overcome this problem, several
adaptive asynchronous sleep scheduling protocols have been proposed. There exists a tradeoff
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Table 4.2: Summary of non-adaptive asynchronous sleep scheduling protocols
Protocol Year Active Ratio Neighbor
Sensitivity
Remarks
QPS [20, 21] 2002 RQPS(√n) = (2
√




The first work in asynchronous
sleep scheduling. Requiresn to
be a perfect square.
CDS [22, 42] 2005 RCDS(n) ≈
√
n/n Ls × n Achieves the theoretically opti-
mal active ratio. Requiresn =
q2 + q + 1.
CQPM [56] 2006 Concurrent independent re-
search similar to [22] and
[24].
between the delay and the energy efficiency. For both QPS and CDS, lower ratios of awake slot
can be achieved in larger sets. However, as the size of a set incr ases, the required minimum
number of slots to guarantee at least one overlapping awake slot between two different sets also
increases. For example, in CDS, the active ratio ofq+1
q2+q+1
is achievable with at leastq2 + q + 1
slots per frame, and in QPS, the active ratio of2n−1
n2
is achievable with at leastn2 slots. Adaptive
protocols exploit this tradeoff to increase energy efficieny by adjusting sets sizes depending on
the network condition.
Based on QPS, AQPS [24] and AQEC [23] allow different nodes touse individualn’s to pro-
vide an adaptive power saving. However, as in QPS, eachn must be a perfect square, and active
slot ratio of sets are twice the optimal active slot ratio provided by CDS [24]. In DTNs, CAPM
[41] determines the sleep schedule based on known node densities and traffic load requirements.
Although the determined sleep schedules are fixed and not adap ive, we classify CAPM as an
adaptive protocol since the sleep schedule of CAPM that achieves the lowest active slot ratio is
the same as the sleep schedule of AQEC, as will be explained inSection 4.5.1.
Based on CDS, AAPM [25] provides an adaptive power saving by constructing a collection
of pairs, called anAA-quorum space. Although AAPM achieves active slot ratios close to the op-
timal active ratio, the eligible values in theAA-quorum spacemust be a prime number. Moreover,
we will show in Section 4.5.1 that AAPM is only effective for small n’s (n ≤ 47).
Based oncyclic read-write coteriesused for managing replicated data, ACQ [26, 27, 57]
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constructs two levels of power saving for clustered ad-hoc networks: a symmetric-quorum (s-
quorum) and an asymmetric-quorum (a-quorum). ACQ allows the nodes using the s-quorum
to discover other nodes using the s-quorum or the a-quorum. However, the nodes using the
a-quorum cannot discover other nodes using the a-quorum.
Most recently, HQS [28] provides a generalization of QPS that constructs sets with arbitrary
cycle lengths using a projection concept. At least one overlap of awake interval between any
two set is guaranteed within a projected cycle length. Two algorithms, Extended Grid HQS
(EGHQS) and Difference Set HQS (DSHQS), are proposed. Althoug they are adaptive, we
show in Section 4.5.1 that the active slot ratio of EGHQS is clo e to AQEC and the active ratio
of DSHQS is close to the optimal active ratio for smalln’s, such asn ≤ 25. The projection
algorithms used in HQS become inefficient asn increases. Therefore, HQS is more suitable for
static and densely deployed ad-hoc networks that require fine-tu able cycle lengths.
Table 4.3 gives the summary of adaptive asynchronous sleep scheduling protocols including
the active ratio and the neighbor sensitivity.
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Table 4.3: Summary of adaptive asynchronous sleep scheduling protocols
Protocol Year Active Ratio Neighbor Sensitivity Remarks
AQPS [24] 2005 ≥
√
2n/n Ls × n Adaptive version of QPS [20, 21] based
on a torus system [58].
AQEC [23] 2006 RQEC(√ni) = (2
√
ni − 1)/ni where0 ≤
ni ≤ nj
Ls× (nj −√nj + 1) Similar to AQPS [24]. Requiresn to be a
square of an integer.
CAPM [41] 2007 RCAPM(√n) ≥ (2
√
n− 1)/n Ls × (n−
√
n + 1) Frame structure similar to AQEC [20].
ACQ [26] 2007 a-quorum: RACQ(n) = p/n, s-quorum:
RACQ(n) = (φ+ q−1)/n where1 ≤ φ ≤
n, p = ⌈n/φ⌉, q = ⌈(n + 1)/2φ⌉
Ls × n Overlap not guaranteed among a-
quorums.
AAPM [25] 2007 RAAPM(ni) ≈
√
ni/ni where0 ≤ ni ≤ nj Ls × nj Adaptive space is limited to primen for
n ≤ 47.
EGHQS [28] 2008 REGHQS(ni) = (φi+qi−1)/ni where0 ≤




Ls× (nj + φi − 1) Similar to AQEC [23], but allows anyn
using a projection algorithm.
DSHQS [28] 2008 RDSHQS(ni) = (φ+ qi− 1)/ni where0 ≤
ni ≤ nj ≤ nd−1, φ = ⌈
√
(nd−1 + 1)/2⌉,
qi = ⌈(ni + 1)/2φ⌉
Ls×(⌊(ni−1)/2⌋+nj+
φ− 1)
Adaptive version of CDS [22] using a
projection algorithm.
EACDS 2009 REACDS(i) = (kI(kE)i)/(vI(vE)i), ni =
vI(vE)
i where0 ≤ i ≤ j
Ls × nj I andE are difference sets.
MACDS 2009 RMACDS(i) = (kIkMi)/(vIvMi), ni =
vI(vMi) where0 ≤ i ≤ j
Ls × nj I andMi are difference sets. Active ratio




In this section, we present theoretical basis and necessaryconditions for constructing adaptive
asynchronous sleep scheduling protocols.
4.2.1 Cyclic Difference Set
In the CDS protocol, the cyclic difference set [55, 59, 60] incombinatoric mathematics is
used to construct the basic sleep schedule. Thediff rence setis designed such that forv total
slots, called ablock, with k ”on” slots, there are exactlyλ overlapping ”on” slots amongk
different blocks. If the set of blocks is a square matrix witheach ofk elements appearing once
in every block, this design is called asymmetric designas defined below.
Definition 1. (Symmetric Design)A set withv elements andk subset elementsD : a1, . . . , ak
(mod v) is called a symmetric(v, k, λ)-difference set if and only if the setsBi : a1+i, a2+i, . . . , ak+i
(mod v), i = 0, . . . , v − 1 are a cyclic(v, k, λ) block design.
The blocks of a symmetric design are a cyclic shift of each other, and the difference set
satisfying the symmetric design property is called acyclic difference setas formally defined
below.
Definition 2. (Cyclic Difference Set)A set withv elements andk subset elementsD : a1, . . . , ak
(mod v) is called a(v, k, λ)-difference set if for everyd 6= 0 (mod v) there areexactly λ ordered
pairs (ai, aj), ai, aj ∈ D such thatai − aj = d (mod v).
The cyclic shift property of cyclic difference sets allows overlapping slots under any cyclic
time shifts. An example using the cyclic difference set(7, 3, 1) is illustrated in Figure 4.2.
The construction of cyclic difference sets follows the Singer’s Theorem [61] as given in Eq.
4.1.
(v, k, λ) =
(
qn+2 − 1
q − 1 ,
qn+1 − 1









Slot Length (Ls)Beacon Window Frame length (Lf)
Beacon 
Figure 4.2: An example of overlap of slots between two nodes using E(7,3,1)={1, 2, 4} under
cyclic clock shifts. Slot 4 of node A is partly overlapping with slots 1 and 2 of node B.
From Eq. 4.1, a cyclic difference set exists for some prime power q and some positive integern.
For a special case withn = 1, the difference set becomes a projective plane problem. Then, t
Eq. 4.1 becomes
(v, k, λ) = (q2 + q + 1, q + 1, 1) (4.2)
The possible cyclic difference sets withλ = 1 using the Singer’s theorem is given in Table 4.4.
Note that for any particular set of parametersv, k, andλ satisfying Definition 2, there are no
other difference sets having these parameters.
The cyclic difference set design problem in combinatoric isformulated for asynchronous
sleep scheduling protocols in CDS [22, 42]. A row of a block oflengthv, representing a frame of
lengthLf consisting ofv slots of lengthLs, have overlapping intervals combined to the length of
a slot withinLf even if the slot boundaries are not synchronized under time shifts. The advantage
of CDS in comparison with other asynchronous sleep scheduling protocols is that it constructs
frames with the lowest active ratio. However, the drawback is that the sleep schedules are not
adaptive. They are designed for ad-hoc network with high node degree and low mobility, and its
non-adaptive structure is unsuitable for DTNs which have long delayed intermittent connections
and dynamic mobility. An adaptive structure is suggested inCDS [42] usingsuperpositionof
sets to reduce beacon pollution. However, a super-frame of lngthv2 is created from a frame of
lengthv, and the difference in frame sizes becomes too large to be practical for a largev.
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Table 4.4: Possible cyclic difference sets (λ = 1)
v k λ Set Sequence Active Ratio
7 3 1 1 2 4 0.429
13 4 1 1 2 4 10 0.308
21 5 1 1 2 5 15 17 0.238
31 6 1 1 2 4 9 13 19 0.194
57 8 1 1 2 4 14 33 37 44 53 0.140
73 9 1 1 2 4 8 16 32 37 55 64 0.123
91 10 1 1 3 7 8 19 22 32 55 64 72 0.110
etc.
4.2.2 Rotational Closure Property
Since nodes are not synchronized to wakeup periodically in an asynchronous clock based
environment, an important requirement of asynchronous sleep scheduling protocols is therota-
tional closure property[24] that is satisfied between two sets if they have at least one overlapping
slot within a cycle length ofn for any cyclic shifts. This property allows two nodes to discover
each other even under different time shifts. In order to describe this requirement, we define a
rotational closure probabilitywhich represents the probability of existence of at least one awake
slot between two different schedules for all possible cyclishifts.RCP between setsEi andEj












1 if Ch,nj(Ei) ∩ C0,nj(Ej) 6= ∅
0 if Ch,nj(Ei) ∩ C0,nj(Ej) = ∅
whereCh,m(E) is anextended cyclic setwhich represents a setE repeated to lengthm with
a cyclic shifth. If RCP{Ei, Ej} = 1, thenEi andEj are calledrotational sets, and the ro-
tational closure property is satisfied between the two sets.If RCP{Ei, Ej} < 1, setEi and
setEj are not rotational sets, indicating that there exist cyclicshift cases where two sets do
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not have an awake overlapping slot. Note that, for two same sets, RCP = 1, but for two
different sets,RCP ≤ 1. If two different sets haveRCP = 1, then they are calledadap-
tive sets, otherwise, they arenon-adaptive sets. For example, between(21, 5, 1) and(13, 4, 1),
C0,21(21, 5, 1) ∩ C9,21(13, 4, 1) = {1, 2, 5, 15, 17} ∩ {6, 10, 11, 13, 19} = ∅ andC0,21(21, 5, 1) ∩
C6,21(13, 4, 1) = {1, 2, 5, 15, 17} ∩ {3, 7, 8, 10, 16, 20, 21} = ∅. Therefore, for all possible
shifts, RCP{(21, 5, 1), (13, 4, 1)} = 11/13, and they are non-adaptive sets. For example,
C5,30(E(15,5,1)) = {6, 7, 8, 9, 13, 21, 22, 23, 24, 28}has no common awake slot withC0,30(E(30,6,1))
= {1, 2, 3, 4, 5, 10}. Therefore, they are non-adaptive sets, i.e.,RCP{E(15,5,1), E(30,6,1)} < 1.
4.3 Adaptive Cyclic Difference Set System
In well connected traditional ad-hoc networks, the cycle lengths of adaptive sleep schedules
need to be relative small and fine-grained to provide short end-to-end delays [28]. However, in
DTNs with sparsely connected nodes, the cycle lengths are relative large, up to several seconds
in many DTN scenarios, since small cycle lengths waste energy without discovering many more
contacts [41, 50]. Also, the main source of energy waste thatneeds to be reduced is caused by
the idle listening problem. Therefore, in this section, we propose Adaptive Cyclic Difference Set
(ACDS) protocol that constructs two different types of sleep schedules suitable for DTNs. ACDS
is designed with multiple power saving levels that are energy fficient for large cycle lengths.
4.3.1 Construction of Exponential ACDS
In this subsection, Exponential ACDS (EACDS) is proposed. The basic strategy is to use
hierarchical arrangements of sets. As shown in Figure 4.3, adifference set called an initial
set at power saving level 1 (P1 = I = (vI , kI , λI)) is scaled by another difference set called an
exponential set (E = (vE , kE, λE)) to create a hierarchical set with power saving level 2 (P2).
The hierarchical set can be scaled again withE to create yet a higher level hierarchical setP3
which provides higher energy efficiency thanP2 at the cost of lower contact opportunities. The
scaling is done by the Kronecker product, also called a direct product, denoted by⊗. It operates





P1=I = (7,3,1) 
P2 = E I
P 3 = E
 2 I
(7 x 7)
(21 x 21) (63 x 63)
(3 x 3)
E = (3,2,1)
Figure 4.3: Construction of exponential adaptive CDS
Definition 3. (Kronecker Product) LetA = (aij) be am× n matrix andB = (bkl) be ap× q
matrix. Then, the Kronecker product ofA andB is themp×nq block matrixC = (cαβ) = aijbkl
whereα = p(i− 1) + k andβ = q(j − 1) + l.



















In our design,A is the scaling set (E) andB is the initial set (I). Let nth Kronecker power ofA





Then, the hierarchical sets can be expressed asP1 = I, P2 = E ⊗ I, andP3 = E2 ⊗ I.
For each block of sizev = vIvnE, EACDS guarantees that there is at least one overlapping
slot between different blocks of size less than or equal tov as proved in Theorem 1.
Theorem 1. (Rotational Closure Property of the ExponentialHierarchical Design) Given
two setsPi = Ei−1⊗ I andPj = Ej−1⊗ I wherei ≤ j. For n = vIvjE, Ca,n(Pi)∩Cb,n(Pj) 6= ∅,
∀a, b : 0 ≤ a, b ≤ n.
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P3 = M2 I
P2 = M1 I
Figure 4.4: Construction of multiplicative adaptive CDS
Therefore, the progressive hierarchial structure of EACDSalways guarantees the rotational
closure property between the different levels of hierarchyas well as between the same level.
4.3.2 Construction of Multiplicative ACDS
In this subsection, multiplicative ACDS (MACDS) is proposed. The basic strategy is to use
hierarchical arrangements of sets as in EACDS, but a multiplier set (M = (vM , kM , λM)) is used
instead of an exponential set (E). As shown in Figure 4.4, the initial set (P1 = I) is scaled by a
multiplier set (M1) to create a hierarchical set (P2 = M1⊗I) and scaled by another multiplier set
(M2) to create another hierarchical set (P3 = M2 ⊗ I). M1 andM2 are in the same hierarchical
level but have differentn’s. For the frame of sizen = vIvM , there is at least one overlapping
slot between different sets with sizes less than or equal tov. This is because the multiplier sets
belong to arotational sets groupdefined below:
Definition 4. (Rotational Set Group)A group of difference sets,M = {M1 = (vM1, kM1, λM1),
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M2 = (vM2, kM2, λM2), · · · , Mi = (vMi, kMi, λMi)} is called a rotational set group ifRCP{Mi,
Mj} = 1 for all i andj.
For example,M1 = (3, 2, 1) andM2 = (6, 3, 1) belong to the samerotational set groupsince
there is at least one overlapping slot betweenM1 andM2 within 6 slots.
The following corollary give the rotational closure property among hierarchical sets gener-
ated using therotational set groupon I.
Corollary 1. (Rotational Closure Property of the Multiplic ation Hierarchical Design)Given
two setsPi = Mi−1 ⊗ I andP2 = Mj−1 ⊗ I wherevMi ≤ vMj andRCP{Mi, Mj} = 1, there
exists an overlapping interval of at leastvI in vMj. Therefore, similar to proof for Theorem 1,
we can prove that forn = vIvMj , Ca,n(Pi) ∩ Cb,n(Pj) 6= ∅, ∀a, b : 0 ≤ a, b ≤ n.
The sets satisfying the above condition can be included in the same rotational set group. How-
ever, finding the rotational set group is not straight forward. Same cyclic difference set is a ro-
tational set. However, two different cyclic difference sets are not necessarily rotational sets. For
example, (15,5,1) ={1,2,3,4,8} repeated with +5 shift (C5,30(15, 5, 1) = {6, 7, 8, 9, 13, 21, 22, 23,
24, 28}) has no overlap with(30, 6, 1) = {1, 2, 3, 4, 5, 10}. In this case, two nodes will never be
able to discover each other. In addition, the sets in a group may not be necessary multiple of one
another. For example,(7, 3, 1) and(13, 4, 1) are rotational sets. The groups can be found by an
exhaustive search.
From the example, the candidates for rotational sets are notlimited to cyclic difference sets.
The relaxed cyclic difference set [62] as defined below can also be used to construct sleep sched-
ules. Different from the normal cyclic difference set, the relaxed cyclic difference sets [62]
provide cyclic difference sets for anys = v as shown in Table 4.5.
Definition 5. (Relaxed Difference Set)A set withv elements andk subset elementsD : a1, . . . , ak
(mod v) is called a relaxed(v, k)-difference set if for everyd 6= 0 (mod v) there are at leastλ
ordered pairs(ai, aj), ai, aj ∈ D such thatai − aj = d (mod v).
In MACDS, the combination of(vM , kM , λM) is chosen from the rotational set group. For
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Figure 4.5: Neighbor discovery in DTNs. Att1, nodes A and B come within range of each other.
At t2, afterTSD, awake slots of each node overlap with each other, and they are able to exchange
connection setup messages. Att3, they move out of range with each other and are disconnected.
together in the same rotational set group, and adaptive power saving levels withI = (57, 8, 1)
can be constructed asP1 = (57, 8, 1), P2 = (171, 16, 1), P3 = (342, 24, 1), P4 = (684, 32, 1), and
P5 = (1368, 48, 1). Comparing EACDS and MACDS, MACDS is more energy efficient, while
EACDS is more useful in scenarios where many power saving levels are needed. In addition, it
is possible to use a combination of the two proposed protocols.
4.4 Implementation Issue
In this section, we discuss implementation issues considering sparse node density and mobil-
ity in DTNs, including frame structure, neighbor discoveryp ocess, data exchange process, and
optimizing energy efficiency.
4.4.1 Asynchronous Frame Structure
As shown in Figure 4.5, we follow the same frame structure as in CDS [22, 42] where in each
node, a frame of lengthLf consisting of multiple slots of lengthLs is consecutively repeated.
The combination of awake and sleep slots are determined by the set constructed in Section 4.3.
In order to discover other neighboring nodes, each node transmits a beacon message at the begin-
ning of each awake slot. If the beacon is heard by another node, a connection can be established
between the two nodes by exchanging connection set up messages.
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Table 4.5: Possible relaxed cyclic difference sets (λ = 1)
v k λ Set Sequence
4 3 1 1 2 3
5 3 1 1 2 3
6 3 1 1 2 4
. . .
12 4 1 1 2 4 8
. . .
24 6 1 1 2 3 4 8 16
. . .
48 8 1 1 2 3 6 10 21 27 37
49 8 1 etc.
4.4.1.1 Minimum Slot Length
The slot length is directly associated with the energy efficin y ratio. In order to minimize
energy consumption, the number of slots per frame should be maximized. However, the length
of each slot has to be long enough to allow exchange of connectio setup messages between
contacted nodes. The length of each slot must be at least twice he length of the ATIM window:
Ls ≥ 2LA (4.6)
This condition ensures nodes to exchange necessary setup information with other nodes upon
contact. For example, if the minimumLA is 10 ms, thenLs has to be at least 20 ms. This
necessary condition is explained in Theorem 2. Additionally, Ls may possibly be shortened, if
partial exchange of connection setup messages can trigger the ac ivation of the following slot.
Theorem 2. (Minimum Slot Length of Asynchronous Sleep Scheduling Protocol) The slot
length should be at least2×LA to guarantee an overlapping active interval that is long enough
for the connection establishment.
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4.4.2 Neighbor Discovery in DTNs
Neighbor discovery is responsible for finding other nodes inthe network. In asynchronous
sleep scheduling protocols, a connection can be established between two nodes within transmis-
sion range during common awake slots. Although the exact loca i n of the overlap is not known,
the overlap is guaranteed with an upper boundNS which represents the worst-case delay for a
node to detect a new node in its coverage.
In traditional multihop wireless networks with high node degree,NS determines the required
one-hop delay as suggested in CDS [22]. However, in DTNs, with mobile nodes having limited
transmission range, a connection between two nodes can be established only if two nodes in
motion have a sufficient common awake interval to exchange messages before they move out of
range of each other. As illustrated in Figure 4.5, due to frequent disconnections and long delays
between connections, nodes are often isolated, and alternate between an inter-contact duration
and a contact duration, represented byTICD andTCD, respectively.TICD is determined by how
sparsely the nodes are deployed in a given topology, andTCD is determined by how fast the
nodes are moving with given radio transmission range. SinceTICD is much larger thanTCD
[29, 32, 33], nodes are often disconnected and one-hop delays are negligible compared toTICD.
Therefore,Lf is chosen depending on theNS that achieves the required contact probability
rather than the required one-hop delay.
Contact probability is the ratio of successful connectionsamong mobile nodes given a certain
Lf , and it is dependent on the connection duration and theNS. The amount of time required
for a node to have an overlapping slot with another node in range is called a slot delay duration,
represented byTSD ≤ NS. Due to mobility of nodes andTSD ≥ 0, the actual connection
duration, represented byTC , is less than or equal toTCD. Let TR represent the required time
duration to exchange all data packets between two nodes. Then, t conditionTCD ≥ (TSD +
TR) must be satisfied to guarantee successful transmission of all packets. IfNS > TCD, two
nodes might miss each other. On the other hand, ifNS is too small, then nodes will consume
unnecessary power during idle listening periods.
The achievable contact probability given aNS can be estimated using the CDF ofTCD under
random waypoint (RWP) model as in [51] or assuming a certain probability distribution ofTCD
as in [63]. Figure 4.6 shows the minimumTCD required to achieve a certain contact probability
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Figure 4.6: Required contact duration for given contact probability under different node veloci-
ties. 20 mobile nodes with 250 m radio transmission range moving according to RWP movement
model within 3000 m by 3000 m area.
under RWP model. For instance, theNS of nodes moving at 10 m/s needs to be less than
TCD = 8 s to achieve the contact probability above 0.95.
4.4.3 Adaptive Power Saving Levels
Multiple power saving levels (PSLs) have frames with different lengths that provide a tradeoff
between connectivity and energy efficiency. While well connected traditional ad-hoc networks
require fine-grained multiple PSLs with relatively small frame sizes to minimize delays at each
hop [28], sparsely connected DTNs require multiple PSLs, thoug they may be less fine-grained,
to minimize idle listening periods. We define PSLs in ACDS as follows. The level with the
initial set (I) is called PSL 1 (P1). HereLf of P1 is chosen so that it achieves the maximum
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required connectivity. Then, PSLs are labeled in an increasing order of frame lengths. Higher
PSLs provide higher energy efficiency at the cost of lower contact opportunities.
Since we consider opportunistic contacts, contact times and durations are only known with
some probability distribution [52, 63, 64]. As explained inthe previous section, under sparse
density of nodes, the delivery performance depends on the conta t probability between nodes.
Consider that nodes can approach each other at any angle, theprobability distribution ofTCD is
a function of speed and transmission range of nodes [51]. Therefor , given a fixed transmission
range, PSLs can be selected based on the node speed.
4.4.3.1 Sleep Schedules of PSLs
We provide an example to show how sleep schedules of PSLs can be constructed given a
range of node speedsvmin andvmax and a required contact probabilityPc for a given routing
protocol. In order to estimate the required range ofNS, min(TCD) andmax(TCD) are calculated
between nodes moving atvmax andvmin, respectively, using a known mobility distribution or a
mathematical approximation [51]. SinceTCD ≥ (TSD + TR), min(NS) = (min(TCD) − TR)
andmax(NS) = (max(TCD)−TR). If min(NS) = 8 s andmax(NS) = 80 s,ni for P1 is n1 =
min(NS)/Ls = 400. Next, we construct the sleep schedules using MACDS. A cyclidifference
set which satisfiesvI ≤ n1 is chosen asI = P1. Finally,I = {381, 20, 1} andM = {M1, . . . , M8}
= {(vM1, kM1, 1), . . . , (vM8, kM8, 1)} = {(3, 2, 1), (4, 3, 1), (5, 3, 1), (6, 3, 1), (7, 3, 1), (8, 4, 1),
(9, 4, 1), (10, 5, 1)}1 can be used to produce multiple PSLs{P1, . . . , P9} = {(381, 20, 1), . . . ,
(3810, 100, 1)} having frame lengths from 7.62 s to 76.2 s.
4.4.3.2 Selecting PSLs
A moving node can adaptively select the highest possiblePi that achieves desired contact
probability. In addition, PSLs of the proposed protocol canalso be integrated with existing
searching/probing protocols. For example, PSLs can be selected using statistical information of
1The exact parameters of sets are(381, 20, 1) = {1, 2, 20, 29, 97, 119, 152, 154, 177, 203, 241,
255, 291, 297, 301, 308, 338, 362, 367, 370}, (3, 2, 1) = {1, 2}, (4, 3, 1) = {1, 2, 3}, (5, 3, 1) = {1, 2, 3}, (6, 3, 1) =
{1, 2, 4}, (7, 3, 1) = {1, 2, 4}, (8, 4, 1) = {1, 2, 3, 5}, (9, 4, 1) = {1, 2, 4, 5}, and(10, 5, 1) = {1, 2, 3, 4, 6}.
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Figure 4.7: Slot extension mechanism
contact duration and waiting times as in [49, 63], and can also daptively selected by exploiting
self-similarity of contact arrival rate as in [33, 63]. The minimum amount of time that a node
needs to be awake to discover other nodes in order to achieve required contact probability is
called an optimal searching/probing interval, and it is equivalent toNS in this work.
4.4.4 Data Delivery using Asynchronous Frames
After exchanging connection setup messages, some extra awake slots may be needed for data
exchange. As illustrated in Figure 4.7, if a node is involvedin sending or receiving connection
setup messages or data packets in the current slot, the succeeding slot also becomes an awake slot.
The extension continues until the slot is not involved in anymessage exchange. This mechanism
is called aslot extension. The number of extended slots is small for low traffic loads and large
for high traffic loads. Therefore, the slot extension effectively minimizes the idle periods and the
energy consumption.
4.4.5 Compensating Synchronization Errors
In general, wireless devices are equipped with clocks that use hardware oscillators. However,
imperfection of clock oscillators and external factors, such as temperature variation, supply volt-
age variation, and aging cause time inaccuracies, can causetime drifts. Typical error for a quartz
crystal oscillator is between 10 and 100 ppm which corresponds to 10 to 100µs of error per
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second. Consider that each node maintains a logical clockC. At time t1, the time difference of
two nodes, called a relative time drift, isCij(t1) = |Ci(t1)− Cj(t1)| ≥ 0. Cij(t1) is equivalent
to a constant time shift, and the rotational closure property for a constant time shiftδ is proved
in Section 4.3. However, ifCij(t1) varies during a contact, the rotational closure property, which
assumes a constant slot lengthLs, does not hold. The additional time shift error needs to be
compensated. The compensation can be accomplished using the following mechanism. If the
maximum time drift error isε ppm, each awake slot additionally becomes active before andafter
its original awake slot forε(t−t1) wheret1 is the time of synchronization. Therefore, each frame
can compensate for the maximum time drift error and guarantees an overlapping period to be at
leastLs.
4.5 Performance Analysis
In this section, the performance of the proposed protocols in comparison with existing adap-
tive asynchronous sleep scheduling protocols is analyzed.In particular, AQEC [23] and HQS
[28] are considered for the direct comparison. Other existing adaptive asynchronous sleep
scheduling protocols, CAPM [41], AAPM [25] and ACQ [26], arenot considered in the com-
parison for the following reasons: CAPM shares the similar fr me structure with AQEC, and the
sleep schedule of CAPM that achieves the lowest active ratiois he same as the sleep schedule
of AQEC; AAPM is limited to small set sizes, since the collection of sets that satisfy the rota-
tional closure property is rare forn > 50, as shown in Figure 4.8; ACQ is limited to two power
saving levels and a-quorums fail to discover each other, as previously explained in Section 4.1.
The active ratio (R) and the neighbor sensitivity (NS), as defined in 2.5, are compared in this
section.
4.5.1 Comparison of Active Ratio















whereq is a non-negative integer.
AQPS [24] and AQEC [23] are based on QPS, and achieve active raos approximately twice

















CAPM [41] uses a frame structure that consists of equally spaced multiple short slots that are












RCAPM is minimized whenLc =
√











SinceLf = n× Ls and the length of each row isLc =
√
n×Ls in AQEC, the sleep schedule of
CAPM that achieves the lowest active ratio is the same as the sleep chedule of AQEC.
EGHQS and DSHQS presented in HQS [28] construct sets with arbitr ry cycle lengths that
guarantee rotational closure property between any two sets. In EGHQS, for any seti and set
j with lengths less than or equal to the largest setnd−1, 0 ≤ ni ≤ nj ≤ nd−1, the sets are
constructed by containingφ continuous elements followed byqi − 1 interspaced elements with
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CASE 2: If φi = ⌈
√
(nd−1 + 1)/2⌉, and letnd−1 = kni wherek ≥ 1 represents the size ratio
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Therefore, the active ratios of EGHQS and AQEC are approximately the same when⌊√ni⌋ ≤
⌈
√
(nd−1 + 1)/2⌉ but larger in EGHQS than in AQEC when otherwise.
In DSHQS, for any seti and setj, 0 ≤ ni ≤ nj ≤ nd−1, the sets are constructed by containing
φ continuous elements followed byqi − 1 interspaced elements with mutual distances less than
or equal toφ, whereφ = ⌈
√

































Therefore, the projection algorithm used in HQS achieves active ratio close to the optimal
active ratio for smallk, but becomes inefficient asnd−1 increases. Particularly,RDSHQS >
RAQEC for k > 6.
ACDS provides multiple power saving levels using hierarchically arranged difference sets.
Two proposed protocols, EACDS and MACDS, guarantee at leastone overlap of awake slot































Figure 4.8: RCP between all pairs of relaxed difference setsfor ni < nj ≤ 111
wherevI andkI are respectivelyv andk of the initial set,vE andkE are respectivelyv andk
of the exponential set, andvM andkM are respectivelyv andk of the multiplier set from the
rotational set group. The active ratios of EACDS and MACDS are close to the optimal active
ratio since a multiplication of parameters from two differenc sets still generates a new difference
set with a active ratio close to1/
√
ni.
4.5.2 Comparison of Neighbor Sensitivity
From Table 4.3,NS is different for different protocols with the sameni. For all protocols,
NS between two different sets havingi andnj for ni ≤ nj is aboutnj . In other words, two sets
of different frame lengths have at least one overlapping awake slot for the duration of the larger
frame length.NS is exactlynj for EACDS and MACDS,(nj −√nj − 1) for AQEC,nj + φ− 1
for EGHQS, and(⌊(ni − 1)/2⌋+ nj + φ− 1) for DSHQS. As the number of slots increases, the
effect ofnj for AQEC decreases exponentially but the effect ofni for DSHQS increases linearly.
Overall comparison of active ratios with respect toNS is shown in Figure 4.9. For a fair
comparison, the largest set isnmax = 1368. In EACDS,I = (57, 8, 1) andE = (3, 2, 1), and in
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Figure 4.9: Active ratios of different adaptive asynchronous protocols
MACDS, I = (57, 8, 1) andM from the Section 4.3 are used. It can be seen that the active raos
of all protocols decrease asNS increases. The theoretical lower bound achieved by CDS is used
as a reference. Note that the bound is only achievable for non-adaptive sets in CDS. The active
ratios of AQEC, CAPM, EGHQS, and DSHQS are all approximatelywice the optimal bound.
The active ratios of EACDS and MACDS are closest to the optimal active ratio. The active
ratio of DSHQS is higher than MACDS and even higher in lowern’s. The higher active ratio
in DSHQS is due to the fact that every setni ≤ nmax requires at leastφ = ⌈
√
(nmax + 1)/2⌉
awake slots, which increases asnmax increases. In conclusion, although the set sizes of EACDS
and MACDS are less fine-grained than other protocols, given requi edNS, the active ratios of
existing protocols are similar while the active ratios of EACDS and MACDS are significantly




In this section, the performance of the proposed protocols is evaluated by simulations. The
Network Simulator (NS-2) [53], with additional implementations of the packet forwading mech-
anisms in DTNs, the spray and wait routing protocol [54], andthe asynchronous sleep schedul-
ing protocol, is used for the simulation. The density of mobile nodes is configured to produce a
sparse network with a contact ratio between 0.01 and 0.1 as demonstrated in real life experiments
[63, 65, 66]. Flows are created between source nodes and destination nodes that are randomly
chosen. Packets are generated at every packet generation interval throughout the simulation. The
power consumption model is taken from [30] for 802.11 2 Mbps card. Each slot is at least twice
the ATIM window size of 10 ms as explained in Section 4.4. Eachnode, once connected with an-
other node, remains awake until the data exchange is finished. The summary of parameters used
in the simulation are given in Table 4.6. Only the results forMACDS are shown for simplicity.
4.6.1 Impact of Node Speed
The performance of different PSLs using MACDS under variousnode speeds is given in this
section to demonstrate the effect of different nodes speedson the selection of PSLs. All nodes
move at the same speed and packet generation interval is 60 s.The performance is compared with
the constant access mode (CAM), where the node is in the idle mode when it is not in transmit
or receive mode. The sleep schedule parameters used for PSLsin MACDS are shown on Table
4.7. Beacon period of 1.0 s is used in CAM to match the frame length of P1 in MACDS which
provides the highest contact probability in MACDS.
4.6.1.1 Energy Consumption
As shown in Figure 4.10a, when the node speed increases, the energy consumption increases
slightly. Faster moving nodes have more opportunities to contact other nodes, and more packets
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Table 4.6: Simulation parameters
Parameter Value
Simulation Time 20000 s
Map Size 5000 m x 5000 m
Movement Model Random Waypoint
Routing Protocol Spray and Wait [54]
MAC Protocol CSMA/CA based
Spray size 2 duplicates
Node Parameters
Number of Nodes 20
Node Speed 1.0-32.0 m/s
Pause Time 30 s
Radio Range 250 m
Bandwidth 2 Mbps
Flow Parameters
Number of Flows 20
Beacon Frame Size 40 bytes
Data Packet Size 1000 bytes
Packet Generation Interval5.0-80.0 s
Message Timeout 10000 s
Power Consumption Model [30]
Transmit Mode (Ptx) 1.3272 W
Receive Mode (Prx) 0.9670 W
Idle Mode (Pidle) 0.8437 W
Sleep Mode (Psleep) 0.0664 W
can be exchanged between nodes. As expected, nodes using higher PSLs achieve higher energy
savings due to lower active ratios. The energy consumption in P5 is 50 percent ofP1 and 11
percent of CAM, respectively.
To provide a more detailed evaluation of the energy consumption, the breakdown of energy
consumption by different power states is given in Figure 4.11. It can be seen that the ratio of
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Table 4.7: Sleep scheduling parameters for MACDS
PSL ns non M Lf (s)
P1 57 8 1.14
P2 171 16 (3, 2, 1) 3.42
P3 342 24 (6, 3, 1) 6.84
P4 684 32 (12, 4, 1) 13.68
P5 1368 48 (24, 6, 1) 27.36
energy consumption in transmit and receive modes are much lower than that in idle and sleep
modes. Nodes spend much more time waiting for contacts than actually being connected with
other nodes. There is a slight increase of energy consumption in transmit and receive modes at
higher node speeds due to the increase in packet transmission opp rtunities. In addition, the ratio
of idle energy consumption inP5 is lower than that inP1. The result shows that the major source
of energy saving in higher PSLs is due to the reduction of energy consumption in the idle mode.
4.6.1.2 Average Packet Delivery Delay
As shown in Figure 4.10b, the average packet delivery delay initially decreases as node speed
increases, but increases at high node speeds. Slower movingnodes have longer inter-contact
durations, and messages are stored for longer periods. Therefor , for lower node speeds, the
delay is constrained by the moving speed of nodes. On the other hand, faster moving nodes,have
shorter inter-contact durations, but they also have shorter contact durations available for neighbor
discovery. Therefore, for higher node speeds, the effect ofontact probability on the delivery
delay is greater. Also, we can see that higher PSLs have higher delays and are more sensitive
to the increase in node speeds. Longer sleep intervals decrease the contact probability, and
consequently, increase the average packet delay.
4.6.1.3 Packet Delivery Ratio
As shown in Figure 4.10c, when the node speed increases, the deliv ry ratio initially in-
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Figure 4.11: Breakdown of energy consumption for differentnode speeds
opportunities with other nodes in the network due to large int r-contact durations to forward
packets to destination nodes within the message timeout or the simulation time. Also large inter-
contact durations occur at high node speeds due to low contact probability.
Overall, the simulation results in this subsection demonstrate that a significant amount of
energy can be saved by the sleep scheduling protocol and there exist a tradeoff between differ-
ent PSLs. Slower moving nodes with longer contact durationsca use larger frames with lower
active ratios to further reduce energy consumption. For example,P5 consumes about 50 percent
of energy consumed inP1 while maintaining the delay and delivery ratio close toP1. How-
ever, for fast moving nodes, lower PSLs should be used to limit the performance degradation to
the required level. Therefore, PSLs should be carefully chosen to optimize the performance as
discussed in Section 4.4.
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Table 4.8: Parameters for asynchronous sleep scheduling protocols
Protocol Group NS ns, non Lf (s)
AQEC 1 91 100, 19 2.0
2 601 625, 49 12.20
EGHQS 1 100 92, 18 1.84
2 600 577, 47 11.54
DSHQS 1 100 58, 16 1.16
2 601 392, 28 7.84
MACDS 1 100 100, 12 2.0
2 600 600, 36 12.00
4.6.2 Impact of Traffic Load
In order to demonstrate the effectiveness of the adaptive sleep scheduling protocols, different
groups of nodes with different node speeds are simulated under various traffic loads. The perfor-
mance of MACDS is compared with AQEC and HQS. Two groups of nodes with different node
speeds employ different power saving levels. As demonstrated by the previous simulation re-
sults, slower moving nodes can use longer frames to save moreene gy while maintaining contact
ratios similar to that without a power saving mode. RequiredNS to achieve contact probability
above 0.95 for nodes moving at 10.0 m/s and 1.0 m/s are 2.0 s and12.0 s, respectively. For a fair
comparison, a commonLs = 20 ms is used, and sleep scheduling parameters of each protocol are
assigned to achieve similarNS. The exact parameters used in the simulation are shown in Table
4.8. Here,nd−1 is used for EGHQS and DSHQS are 600 and 400, respectively. Note tha NS is
not exactly the same for each protocol.ns of AQEC must be a perfect square,ns of DSHQS and
EGHQS can be any positive integer but some value ofNS may not be available for all positive



















































































As shown in Figure 4.12a, when the packet generation interval decreases, the overall energy
consumption increases. The breakdown of energy consumption in Figure 4.13 shows that at
higher traffic loads, the energy consumptions in the transmit mode and the receive mode increase,
and the energy consumptions in the sleep mode decrease. The largest energy is consumed in the
idle listening mode and the second largest energy is consumed in the sleep mode. MACDS
achieves the lowest energy consumption. Compared with the best performing protocol, MACDS
consumes 25 percent less total energy and about 35 percent less idl energy.
4.6.2.2 Average Packet Delivery Delay and Packet Delivery Ratio
Packet delay is higher and delivery ratio is lower for highertraffic loads due to 1) limited radio
resources and 2) packets generated near the end of simulation time not having sufficient time to
forward packets to the destination. The packet delay and theelivery ratio, as shown respectively
in Figs. 4.12b and 4.12c, are almost the same in all protocols. Thi is due to sparsely connected
nodes achieving havingNS values.
4.6.3 Effect of Power Consumption Model
From the theoretical analysis, the proposed protocols effectively reduce energy waste due
to the idle listening problem by achieving low active ratios. However, due to non-zero power
consumption in the sleep mode, the contribution of energy consumption by the sleep mode to
the overall energy consumption grows significantly as the number of slots increases as shown
in Figure 4.14. As the number of slots per frame increases, the ratio of awake slots (n+1
n2+n+1
),




responding toPsleep, remains relatively constant. Therefore, the energy efficin y of the pro-
posed protocols should be higher if a power consumption model having a smallerPsleep/Pidle
ratio is assumed. For example, if the power consumption model of Berkeley motes [67] with
Psleep/Pidle < 0.01 is used, the amount of energy saving in MACDS compared with the existing



























































































































Figure 4.13: Breakdown of energy consumption for differenttraffic loads
4.7 Summary
In this chapter, energy efficient adaptive asynchronous sleep scheduling protocols, based
on hierarchical arrangements of cyclic difference sets, have been proposed for DTNs. Also,
implementation issues to maximize energy efficiency in frame structure, neighbor discovery,
and message exchange have been discussed. Theoretical analysis of active ratio and neighbor
sensitivity has demonstrated the effectiveness of the proposed protocols, especially for large sleep
schedules. Simulation results have shown that the proposedprotocols, in comparison with other
existing protocols, significantly reduce energy waste in the idle listening mode. Furthermore, the
advantage of the proposed protocols becomes more evident inscenarios using lower sleep power
consumption ratios. In addition, multiple PSLs of the proposed protocols are easily applicable








































Sleep Scheduling Protocol for
Delay Tolerant Networks
Synchronous sleep scheduling protocols are only applicable in scenarios where frequent
resynchronization to the time servers is possible and practical. Without a perfect clock, nodes
need to be awake for additional intervals, called guard intervals, to compensate for the clock syn-
chronization error. Moreover, the length of the guard intervals increases with time and number
of hops, and may be comparable to the data exchange time [37, 40, 68]. On the other hand, asyn-
chronous sleep scheduling protocols are robust to any clocksynchronization error. However, they
may not be energy efficient in scenarios where the clock synchro ization error can be bounded.
It is possible to achieve and practical to assume that some level of clock synchronization among
nodes using existing clock synchronization algorithms [37, 69–71] or by duty cycling of GPS
[72, 73]. Since underlying clock synchronization error is ignored in asynchronous sleep sched-
ules protocols, if the consecutively repeated frames are longer than the clock synchronization
error bound, awake intervals existing outside the error bound are unnecessary for the neighbor
discovery and wasting energy. Although the length of consecutively repeated frames can be
adaptively adjusted to meet the connectivity requirement,they are not adaptive to the degree
of the clock synchronization error. Although it is difficultto attain highly accurate synchro-
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nized clocks, it is possible to achieve some level of synchronization among nodes, using existing
clock synchronization algorithms [37, 69–71] or by duty cycling of GPS [72, 73]. Therefore,
in this chapter, we propose a semi-asynchronous sleep scheduling protocol, which utilizes the
clock synchronization error information and adaptively adjusts to the clock synchronization er-
ror. The proposed protocol can bridge the gap between the synchro ous and asynchronous sleep
scheduling protocols by providing flexibility to synchronous sleep scheduling protocols by al-
lowing loosely synchronized clocks, and achieving higher energy efficiency than asynchronous
sleep scheduling protocols by constructing sleep schedules having awake intervals only within
the clock synchronization error bound. The contribution and significance of this research work
[36] are as follows
• First, we design an energy efficient sleep scheduling protocol under loosely synchronized
clocks. The sleep schedules are constructed such that they are distributed and adaptive to
time varying clock synchronization error.
• Second, we optimize the proposed protocol using the probability distribution of the clock
synchronization error.
• Third, we evaluate the performance of the proposed protocolby theoretical analysis and de-
fine conditions under which the proposed protocol outperforms the optimal asynchronous
sleep scheduling protocol.
• Lastly, we verify the analysis results by simulations underifferent network conditions
and clock synchronization algorithms.
The remainder of this chapter is organized as follows. We present a comprehensive survey of
existing sleep scheduling protocols for different synchronization assumptions in Section 5.1. We
propose a sleep scheduling protocol with loosely synchronized clock error in Section 5.2. The
performance of the proposed protocol is evaluated using theoretical analysis in Section 5.3 and
simulations in Section 5.4. After discussions in section 5.5, the chapter is concluded in Section
5.6. Summary of important symbols used in this chapter is given n Table 5.1 for easy reference.
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Table 5.1: Summary of important symbols used
Notation Description
Ci local time of nodei
Ls length of a slot
Lf length of a frame
Lg length of a guard interval
ε synchronization error
εmax synchronization error bound








5.1.1 Clock Synchronization Protocol
Network Time Protocol (NTP) [74] has been widely used in the wired Internet to synchronize
clocks of computers that can be frequently synchronized with the hierarchically arranged servers.
Furthermore, there have been numerous research on clock synhronization in multihop wireless
networks. In the reference node based protocols, nodes tunetheir clocks to the clock information
broadcasted from the reference node [69, 71, 75, 76]. Nodes can also achieve a global clock syn-
chronization among the nodes in the network without reference nodes by adjusting their clocks
in a distributed manner using the relative clock information [38, 70, 77–80].
5.1.2 Sleep Scheduling Protocol
As shown in Fig. 5.1a, assuming accurate clock information pr vided by clock synchroniza-
tion algorithms, synchronous sleep scheduling protocols periodically turn on or off their radio
using the process called aduty cyclingto save energy [15, 18, 19, 81]. However, these protocols
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are only effective when the synchronization error can be maintained within several microsec-
onds. The tight bound of error usually requires frequent resynchronization with time servers.
Therefore, they are unsuitable in scenarios where the resynchro ization is too costly or the time
servers are not readily available.
As shown in as shown Fig. 5.1b, asynchronous sleep scheduling protocols can overcome
the difficulty in the clock synchronization by designing predetermined cyclic combinations of
awake and sleep periods that guarantee overlapping awake periods between different schedules
for any time shifts within some time bounds. Asynchronous sleep scheduling protocols are
proposed for many different networks: ad hoc networks in [24, 42, 82, 83]; wireless sensor
networks in [84, 85]; clustered ad hoc networks in [26]; vehicular ad hoc networks in [27];
and delay tolerant networks in [35, 41]. Asynchronous sleepscheduling protocols are robust to
unbounded clock synchronization errors. However, they simply avoid the clock synchronization
error by constructing sleep schedules that are consecutively repeated without any sleep periods
in between. There also has been some hybrid sleep schedulingprotocols for clustered topology
where intra-cluster nodes use a synchronous sleep scheduling protocol and inter-cluster nodes
use an asynchronous sleep scheduling protocol [86, 87].
5.2 Distributed Semi-Asynchronous Sleep Scheduling Proto-
col
In this section, we propose a distributed semi-asynchronous sleep scheduling protocol (DSA)
that operates under a distributed network topology and requir s loosely synchronized clocks.
Different from the existing sleep scheduling protocols, semi-asynchronous sleep scheduling pro-
tocols allow neighbor discovery among nodes in the network that have different clock synchro-
nization errors. We define conditions that semi-asynchronous sleep scheduling protocols must
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Figure 5.1: Different types of sleep scheduling protocols.a) Synchronous: perfectly aligned
frames are periodically repeated; b) Asynchronous: (7,3,1) cyclic difference set based frames
are repeated consecutively; c) Semi-asynchronous: framescontaining guard intervals due to
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Figure 5.2: Frame structure. Due to clock synchronization error Cij(t1), the reference slots are
not synchronized. In order to guarantee a neighbor discovery, frames of nodei (Ei) and nodej
(Ej) requirengi andngj guard slots, respectively.
5.2.1 Problem Definition
Mobile nodes form a distributed network topology where a node is not assigned either as
a sender or a receiver. They communicate under loosely synchro ized clocks where the clock
synchronization error (ε) for each node with respect to the perfect clock follows a probability
distributionf(ε). The probability distribution usually follows a normal distr bution [68, 69, 88]
as
ε ∼ N (0, σ2). (5.1)
The upper error bound for the clock errorεmax is calculated such that the confidence interval of
clock error is above certain probabilityPerr as










−t2dt andσε is the standard deviation of clock synchronization error.
Therefore, theεmax can be determined for a givenσε and the requiredPerr. For example, if
σε = 50 ms andPerr = 0.95, εmax is estimated to be 100 ms.
As shown in Fig. 5.2, we consider a frame of lengthLf consisting ofn equally sized slots
of lengthLs. The slots are active or inactive following the predetermined schedule, called a
sleep schedule. In each awake slot, nodes are in the awake mod. In each asleep slot, nodes
are in the sleep mode. In the case without a synchronization err r, ach node only needs to use
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a reference slot, labeled0. In the case with synchronization errors, additional awakeint rvals,
called guard intervals,Lg = ε are needed before and after the reference slot to compensatefor th
unsigned synchronization error. Therefore, a sleep scheduling frame has a length of2(ng + 1)Ls
whereng = ⌈Lg/Ls⌉. For the neighbor discovery, a beacon is transmitted at the beginning
of slot 0. After the beacon, two nodes can establish a connection by exchanging connection
setup messages. Succeeding slots become active for data exch nges. The frame is repeated
every search interval (TSI). A longerTSI decreases the energy consumption but increases the
probability of missed contacts. Our focus is on designing a sleep schedule for givenTSI and the
distribution ofε. TSI is configured so that the neighbor discovery probability is above certain
value to guarantee the required performance.
Let Eng represent a set describing the positions of awake slots within a sleep scheduling
frame forng. Due to the clock synchronization error, the sleep scheduleof a node forms ashift
scheduleas defined below.
Definition 6. (Shift Schedule)Givenng ∈ N0 and a universal setU = {−ng,−ng +1, . . . , ng−
1, ng}, letEng ∈ U andEng 6= ∅. We defineS(Eng , h) = {−ng +h, . . . , ng +h} a shift schedule
of Eng .
For example, ifE2 = {−2,−1, . . . , 2}, thenS(E2,−2) = {−4,−3, . . . , 0}.
A connection can be established between two nodes if their shift sc edules satisfy theshift
intersection propertyas defined below.
Definition 7. (Shift Intersection Property) GivenEng1 andEng2 , the shift intersection property
is satisfied if and only ifS(Eng1 , h1) ∩ S(Eng2 , h2) 6= ∅ ∀ h1, h2 : h1 ∈ {−ng1, . . . , ng1} and
h2 ∈ {−ng2, . . . , ng2}.
In order to describe the shift intersection property, we define ashift intersection probability
which represents the probability of having at least one overlapping slot between two different
sets for any time shifts within the maximum possible time shift due to the clock synchronization
errors from−(ng1 + ng2) to (ng1 + ng2) as
Pshift{Eng1, Eng2} =
1












1 if S(Eng1, ȟ) ∩ S(Eng2, 0) 6= ∅
0 if S(Eng1, ȟ) ∩ S(Eng2, 0) = ∅.
(5.4)
If Pshift = 1, then the shift intersection property is satisfied betweenEng1 andEng2. Otherwise,
Eng1 andEng2 do not satisfies the shift intersection property. Note that te rotational closure
property [24] or the shift invariant property[42] in asynchronous sleep scheduling protocols
guarantee overlapping slots between frames that are repeated b ck-to-back without any gaps in
between asTSI = Lf . However, theshift intersection propertyin semi-asynchronous sleep
scheduling protocols considers gaps that exist between periodically repeated frames whenTSI >
Lf .
The energy efficiency of a sleep scheduling protocol is measur d by an active ratio (R) that
represents the proportion of awake periods within a search interval as
R = nonLs/TSI (5.5)
wherenon is the number of awake slots. The active ratio of a protocol without a sleep scheduling
is 1. Therefore, our goal is to design a sleep scheduleEng that minimizesR while maximizing
Pshift among frames having differentg ranging from 0 tonmax = ⌈εmax/Ls⌉.
5.2.2 Construction of the DSA
The simplest solution to the shift intersection property isusing a set of schedules having con-
tinuous guard intervals. Here, awake intervals are simply extended with respect to the estimated
clock synchronization error. We call this sleep schedule a continuous guard interval (CGI). The
CGI can be viewed as an extension of synchronous sleep scheduling protocols where additional
awake slots are placed around the reference slot. The sleep sch dule of the CGI contains only
the awake slots as below
Eng = {−ng,−ng + 1, . . . , ng − 1, ng}. (5.6)
The proof of the shift intersection property of the CGI is given in Theorem 3.
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Theorem 3. (Shift Intersection Property of the CGI) Given two CGI setsEng1 and Eng2
where0 ≤ ng1 ≤ ng2, S(Eng1 , h1) ∩ S(Eng2 , h2) 6= ∅ ∀ h1, h2 : h1 ∈ {−ng1, . . . , ng1}, h2 ∈
{−ng2, . . . , ng2}.
As shown in the proof, at least the slot 0 ofEng1 and that ofEng2 are always overlapping.
However, except for the maximum relative shift (±(ng1 + ng2)), there are more than one over-
lapping slot. Moreover, when(ng1 − ng2) ≤ ȟ ≤ (ng2 − ng1), every slot ofEng1 is overlapping
with Eng2. Since these redundant overlapping slots are unnecessary for the neighbor discovery,
if they can be avoided, the energy efficiency can be improved.




f(h) (2|h|+ 1) Ls
TSI
(5.7)
wheref(h) is the probability distribution of the clock synchronization error for the givenh.
Next, we present the sleep schedule of the DSA which improvesth energy efficiency of
the CGI by constructing sleep schedules with a smaller number of awake intervals. The sleep
scheduling of the DSA is constructed using a minimum guard intervalc as below
Eng,c = {−ng,−ng + 1, . . . ,−ng + c− 2,−ng + c− 1,





− 1, ng}. (5.8)
In other words,Eng ,c consists ofc consecutive awake slots followed by awake slots that arec
slots apart and an awake slot on the last slot. Every node usesthe samec and adaptively chooses
Eng,c according to the individual clock synchronization errorng. The beacon in the DSA is sent
everyc slots. Note that the DSA is same as the traditional approach whenc = 1. As in CGI,
the DSA guarantees the shift intersection property, but with smaller number of awake slots. The
proof of the shift intersection property of the DSA is given in Theorem 4.
Theorem 4. (Shift Intersection Property of the DSA)Given two DSA setsEng1,c andEng2,c
where0 ≤ ng1 ≤ ng2, S(Eng1,c, h1) ∩ S(Eng2,c, h2) 6= ∅ ∀ h1, h2 : h1 ∈ {−ng1, . . . , ng1}, h2 ∈
{−ng2, . . . , ng2}.
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Figure 5.3: Illustration of the shift intersection property betweenE4,3 and E3,3. White and
colored slots represent asleep and awake time slots, respectively. E4,3 andE3,3 have at least one
overlapping awake slot for all relative shifts from−3− 4 to 3 + 4.
Fig. 5.3 illustrates the shift intersection property of theDSA between two different sets hav-
ing different clock synchronization errors. The shift inters ction property holds between any two
different sets having the samec for all ng ≥ 0.

















As shown in Fig. 5.4, there is a tradeoff between different values ofc. A smallerc will provide
higher energy efficiency for nodes with a small error but lower energy efficiency for nodes with
a larger error. Therefore, optimizing the value ofc can maximize the energy efficiency for the
given nmax. The value ofc can be optimized given the probability distribution of the clock
synchronization errorε. We chooseεmax in (5.2) so thatPerr ≥ 0.95. The optimum value forc
can be calculated by solving the equation ofRDSA in (5.9).
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Figure 5.4: Average active ratio fornmax = TSI
5.3 Performance Analysis
5.3.1 Comparison of Active Ratio
We compare the performance of the DSA with the existing asynchronous protocols in terms
of energy efficiency using a theoretical analysis of the active ratio. For the DSA, the value ofc
that minimizes the active ratio for the givennmax is used. As shown in Fig. 5.5, the DSA achieves
lower active ratios than the CGI for allTSI since a smaller number of awake slots are used in
the DSA for the construction of sleep schedules. For both theDSA and the CGI, the active ratio
is higher for a largernmax since longer guard intervals are required to compensate fora la ger
variance of the clock synchronization error. Moreover, theactive ratio of DSA is compared
with the cyclic difference set based asynchronous sleep scheduling protocol (CDS) [42] which
provides the theoretically optimal active ratio of asynchronous sleep scheduling protocols. The
active ratio of the CDS can be approximated by1/
√
TSI . The comparison result indicates that the
DSA can achieve a lower active ratio for a smallernmax. The reason is that, for a longerTSI , the
CDS requires a larger number of awake slots, whereas the DSA uses the same number of awake








































Figure 5.5: Analytical comparison of average active ratio:(a)nmax = 10; (b) nmax = 40.
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Table 5.2: Simulation parameters
Parameter Value
Simulation Time 86400 s (1 day)
Map Size 5000 m x 5000 m
Movement Model Random Waypoint
Node Parameters
Number of Nodes 50
Node Speed 1.0 m/s
Pause Time 0 - 300 s
Radio Transmission Range 100 m
Sleep Scheduling Parameters
Search Interval (TSI) 1.0 s
ATIM Window Length (Ls) 10 ms
Clock Model
Initial Skew Bound (ρi) Uniform(−50, +50) ppm
Initial Offset Bound (Ci(t0)) Uniform(−106, +106) µs
Power Consumption Model [43]
Transmission Mode (Ptx) 42 mW
Receive Mode (Prx) 36 mW
Idle Mode (Pidle) 24 mW
Sleep Mode (Psleep) 0.02 mW
used to determine the condition under which the DSA outperforms the existing asynchronous
sleep scheduling protocols. For example, whennmax = 40 andTSI > 1.0 s, it is more energy
efficient to use the DSA, otherwise, use the CDS.
5.4 Simulation Results
In this section, we evaluate the performance of the DSA with the existing asynchronous pro-
tocols in terms of energy efficiency using simulation results. In particular, the DSA is compared
with CGI and CDS1. We have additionally implemented clock synchronization algorithms and
1TSI is smaller in CDS due to the limitation of possible CDS sets. The sleep scheduling parameters used for the
CDS are chosen so that the cycle lengths do not exceed theTSI used in other protocols. The exact parameters used
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sleep scheduling protocols in the Opportunistic Network Enviro ment (ONE) simulator designed
for DTN protocols [89]. The default simulation parameters are outlined in Table 5.2.
5.4.1 Reference Node Based
We consider a scenario where the perfect clock information is only intermittently available.
Nodes synchronize clocks with the accurate clock information broadcasted by a reference node.
The reference node can obtain accurate clock information from the GPS. All nodes are initially
synchronized with the reference node. However, due to imperfect clocks, the clock synchroniza-
tion errors of non-reference nodes with respect to the perfect clock of the reference node increase
at 50 ppm. The clock synchronization is achieved by non-reference nodes when each node con-
tacts with the reference node and tunes its times to the referenc node. When two non-reference
nodes contact with each other, they compare their last contat times with the reference node and
both follow the clock value of the node with more recent contact ime with the reference node.
5.4.1.1 Impact of Node Speed
The degree of the clock synchronization error is affected byvarious network conditions, such
as stability of clock oscillator, resynchronization interval, and node density. In this subsection,
we investigate the impact of the clock synchronization error by changing the node speed, thus
changing the clock information propagation speed in the network. Due to the sparse density of
mobile nodes, the information propagation speed largely depends on the mobility of nodes. As
expected, Fig. 5.6a shows that the clock synchronization error is smaller in the the network with
higher node speeds. The clock offset fluctuates and cannot beperf ctly synchronized since the
perfect clock information is only intermittently available. Fig. 5.6b shows the comparison of
energy consumption. To demonstrate the impact of the loosely synchronized clock on energy
consumption, we show the energy consumption during the neighbor discovery process without
data exchanges. In comparison with the CGI, the DSA consumesless than quarter of the energy.
Although a larger number of beacons are sent in the DSA, the DSA uses less number of awake
in the simulations are(91, 10, 1), (381, 20, 1), (1407, 38, 1), and(2863, 54, 1), which correspond toTSI equal to
0.9, 3.81, 14.07, and 28.63 s, respectively.
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slots, especially for large clock synchronization errors.A a result, the effect of additional bea-
cons is overshadowed by the greater number of awake slots in the CGI. In comparison with the
CDS, the DSA consumes more energy when the node speed is 1.0 m/s, but less energy when
the node speed is greater than 5.0 m/s. In accordance with theobservation in the performance
analysis, the CDS is more energy efficient than the DSA when thclock synchronization error
is comparable to theTSI . For example, whenTSI = 1.0 s and the clock synchronization error is
within 0.2 s, the DSA is more energy efficient than the CDS.
5.4.1.2 Impact of Search Interval
Fig. 5.7a shows the impact of search interval (TSI) on the average clock offset. As shown in
Fig. 5.8, due to the insufficient contact durations between mobile nodes, contact ratio decreases as
TSI increases. As a result, opportunities for the clock synchronization operation also decrease.
Fig. 5.7b shows the comparison of energy consumption. Althoug , a longerTSI produces a
larger clock offset, since the frames are repeated less frequently, the total energy consumption
decreases. Nevertheless, since the contact ratio also affects the packet delivery delay and ratio,
there exists a tradeoff between the energy consumption and the packet delivery performance
depending onTSI . Comparing the energy consumption between protocols, the DSA consumes
less energy than the CDS for a largeTSI . For the given clock synchronization error, asTSI
increases, the frame length toTSI ratio also increases. Since the gaps between the frames consi t
of asleep periods, the energy efficiency of the DSA increasesthe frame length toTSI ratio
increases.
5.4.2 Distributed Clock Synchronization Scenario
This scenario represents applications that do not rely on GPS or a reference node for the
clock synchronization. Here, reference nodes do not exist and e ch untethered node synchronize
clocks cooperatively by maintaining a table of parameters that relates the local clock of each
node to the local clock of every other node in the network. Dueto the imperfect clocks, the
initial offset and skew are set toU(−106, +106) µs andU(−50, +50) ppm, respectively. When



















































































































Figure 5.8: Contact ratio for differentTSI
assume that time varying relative offset can be known among ndes. Each node choosesε equal
to the maximum relative clock offset.
Fig. 5.9a shows the clock offset for different speeds. The clock offset does not converge due
to the underlying clock skew. As shown in Fig. 5.10, the variance of the clock synchronization
error is smaller for the network with faster moving nodes since they have greater number of
contact opportunities. Similar to the previous simulationresults, as shown in Fig. 5.9b, the DSA
is always more energy efficient than the CGI, and becomes moreenergy efficient than the CDS
as the clock synchronization error decreases.
5.5 Discussion
We observe that, in general, synchronous sleep scheduling protocols and asynchronous sleep
scheduling protocols respectively provide the highest energy fficiency for small synchronization
errors and large synchronization errors. In addition, we have confirmed using analytical and









































































-0.2 -0.1  0  0.1  0.2
Clock offset (s)
v=10.0 m/s


















Figure 5.11: Guideline for selecting the type of sleep scheduling protocol
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bounded and the search interval (or the duty cycle) is largerthan the synchronization error, the
DSA provides the highest energy efficiency. Fig. 5.11 shows the guideline for selecting the type
of sleep scheduling protocol depending on the synchronization error and the search interval.
5.6 Summary
In this chapter, a distributed semi-asynchronous sleep scheduling protocol (DSA) consider-
ing loosely synchronized clocks in sparse mobile wireless multihop networks has been proposed.
Individual nodes in the distributed network topology usingthe DSA can adaptively adjust sleep
schedules to the estimated clock synchronization error to minimize energy waste from guard
intervals. Given the probability distribution of the clocksynchronization errors, the energy ef-
ficiency of the DSA can be optimized. The results from theoretical analysis and simulations
demonstrate that DSA can significantly reduces energy cost in comparison with existing asyn-




Clock Synchronization Protocol in
Delay Tolerant Networks
Clock synchronization is an important requirement in DTNs for providing accurate timing
information of data collected from physical environments as well as for energy conservation.
In traditional multihop wireless networks, clock synchronization is required for collision-free
transmissions in medium access control (MAC) such as TDMA and the superframe based proto-
cols. Especially, accurate clock synchronization is crucial for energy efficient sleep scheduling
mechanisms in DTNs [34, 41, 49] where nodes need to coordinately wake up at every beacon
interval for an awake period to discover other nodes within atransmission range. Due to much
larger inter-contact durations than contact durations, bymore than an order of magnitude in
many DTN scenarios, nodes consume a significant amount of energy in the neighbor discovery
process, much more than that in infrequent data transfers [32]. Moreover, the energy required for
the neighbor discovery increases if the clocks are not perfectly synchronized. In general, perfect
clock oscillators do not exist, and relative clock errors are unavoidable. Therefore, nodes usually
have loosely synchronized clocks and use extra awake periods, called guard periods, to compen-
sate for uncertainty in clock accuracy, as illustrated in Fig. 6.1. In DTNs, an increase in the clock
inaccuracy coupled with increases in the number of hops and the inter-contact durations [40]
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results in a need for large guard periods that cause significat energy consumptions. Therefore,
clock synchronization is essential in DTNs for achieving hih energy efficiency. In addition,
synchronization protocols typically cannot rely on the Global Positioning System (GPS) that re-
quires a large amount of energy and a line of sight to the satellites or reference nodes acting as
centralized time servers.
While clock synchronization in multihop wireless networksis a well-studied problem, the
new environment in DTNs presents a set of great challenges. In the traditional multihop wire-
less networks, nodes are assumed to be constantly connected. However, this assumption does
not hold in DTNs which suffers from large inter-contact durations and infrequent message ex-
changes. Furthermore, clock synchronization may need to beperformed asynchronously by each
node due to opportunistic contacts. The simplest solution to this problem is to have a particu-
lar node, acting as a reference node, to broadcast its own clock value to all other nodes in the
network. However, this approach is not robust to node failures. Also, there is a large overhead
associated with the discovery and management of reference nodes due to a long duration between
adjacent contacts and frequent network partitions. Therefore, in this chapter, we focus on clock
synchronization protocols in DTNs that are distributed andsynchronous. The contribution and
significance of this research work [37] are as follows
• First, we propose a distributed asynchronous clock synchroization (DCS) protocol for
DTNs. Different from existing clock synchronization protocols, the proposed DCS pro-
tocol can achieve global clock synchronization among mobile nodes within the network
over asynchronous and intermittent connections with long delays. The protocol is fully
distributed, so that all nodes independently execute exactly the same algorithm without the
need of reference nodes.
• Second, we propose a discrete time analysis to evaluate the performance of the DCS pro-
tocol. Considering exponentially distributed inter-contact rates, the proposed analytical
model can be implemented as an efficient tool to facilitate the system performance estima-
tion.
• Third, both mathematical analysis and simulation results for various network scenarios are




















Figure 6.1: Use of guard periods to compensate for clock inaccur cy in sleep scheduling: a)
Without guard periods: contact not possible due to non-overlapping active periods; b) With
guard periods: contact possible during additional active periods that allow overlapping active
periods.
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Table 6.1: Summary of important symbols used
Symbol Definition
Ci(t), fi(t) clock value and frequency of nodei at timet





il (t) relative clock offsets, relative skews, and weight coefficients stored
in nodei for nodel at timet
λ aging parameter
NTi (t) set of node entries stored in nodei at timet
ti,jk kth contact time between nodei andj
tk kth contact time between any pair of nodes
protocol can achieve faster clock convergence speed and, asa result, reduce energy cost
due to neighbor discovery by half.
The remainder of this chapter is organized as follows. Section 6.1 provides an overview
of the related work. We present the proposed distributed asynchronous clock synchronization
protocol for DTNs in Section 6.2. The performance analysis in presented in Section 6.3. The
performance evaluation using numerical and and simulationresults is presented in Section 6.4.
The conclusions of this chapter is given in Section 6.5. Summary of important symbols used in
this chapter is given in Table 6.1 for easy reference.
6.1 Related Work
6.1.1 Network Time Protocol
The Network Time Protocol (NTP) [74] is widely used to synchronize computer clocks in
the Internet. The NTP enables synchronization between the hierarchically arranged servers and
clients. The clocks of servers are adjusted by trusted time references. However, the NTP is
intended for connected Internet where the synchronizationoperation can be conducted between
the reference node and clients continuously and frequently.
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6.1.2 Clock Synchronization in Multihop Wireless Networks
Recently, there has been extensive research on clock synchronization in multihop wireless
networks. Existing protocols can be classified into two types, depending on whether or not
there are reference nodes: reference based clock synchronizati and distributed clock synchro-
nization. In the reference based clock synchronization, no-reference nodes tune to the clock
information distributed by reference nodes. Reference nodes are referred to asrootsin tree based
protocols [75, 76, 88, 91],gatewaysin cluster based protocols [69], ortime serversin NTP based
protocols [71, 74]. Conversely, in the distributed clock synchronization, all nodes in the network
run the same distributed algorithm without a reference node. Global clock synchronization is
reached by each node advancing to the faster clock [38, 78], averaging clock values of local
nodes [70, 79, 80], or gradually decreasing the clock error with neighboring nodes using an ex-
ponential weighted moving average [92] or a proportional controller [77]. However, independent
of whether or not these protocols assume deployments of static or mobile nodes, they all require
strongly connected network topology with a high node degree.
6.1.3 Clock Synchronization in Delay Tolerant Networks
In terms of DTNs, there have been some efforts for clock synchronization. The Timestamp
Transformation Protocol (TTP) [40] solves the temporal ordering problem and real-time issues,
calledsensor fusion[93, 94], in sparse ad-hoc networks. The protocol does not synchronize
clocks, but transforms message time-stamps at each node to its local time-stamp with some error
bound as a message moves from hop to hop. Simulation results show that the clock inaccuracy
increases linearly with time and the number of hops. The Double-pairwise Time Protocol (DTP)
[71] provides time synchronization in DTNs with a modified NTP. The DTP achieves a clock
estimation error lower than the NTP by explicitly estimating the relative clock frequency using
back-to-back messages with a controllable interval in betwe n. However, the DTP is a reference
node clock synchronization that assumes at least one time serv r in the network, and it does not
work in a distributed environment where there is no reference node to spread the correct reference
clock information. The Asynchronous Diffusion (AD) protocol [70, 90] provides distributed
clock synchronization by asynchronously averaging clock values with the contacted neighbors.
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However, the AD is inefficient in DTNs where the connection isdynamic and often limited
to just few neighbors. There also have been some efforts to provide clock synchronization in
underwater acoustic networks (UANs) [95–99] using acoustic modems characterized by long
propagation delays. Our focus in this work is on providing distributed clock synchronization in
terrestrial networks. The research problems and solutionsfor terrestrial networks and UANs are
different since the main source of delay is due to the sparse deployment and mobility nodes in
terrestrial networks and due to the long propagation delay in UANs.
6.2 Distributed Asynchronous Clock Synchronization Proto-
col
In this section, we propose a distributed asynchronous clock synchronization protocol for
DTNs, which provides global clock synchronization with a distributed algorithm. The DCS
protocol is designed for DTNs where finding or electing refernce nodes is difficult and where
connections are often delayed and disrupted among nodes dueto mobility and a sparse node
density.
The basic idea of the protocol is to utilize the relative clock information spread in the net-
work to update clock values, rather than diffusing the information obtained from local neighbors
in hop-by-hop fashion as in existing distributed clock synchronization protocols for multihop
wireless networks. Each node independently manages a tablethat contains relative clock in-
formation. Upon each new contact, this information is exchanged with the contacted node and
transformed to the compensated logical clock values. Each node uses the clock information in
the table to asynchronously calculate the clock frequency ad v lue that gradually approach their
global averages. To account for a decrease in the accuracy ofthe propagated clock informa-
tion, the contributing weights of the stored information used for the clock compensations are
depreciated over time.
96
6.2.1 Clock Table Structure
We first introduce a structure of the clock table that contains the relative clock information.
At time t, each nodei contains a list of other nodes (∀ l ∈ V, l 6= i) in the network that it
has contacted or obtained from contacted nodes. Each node entry in the table is identified by
a unique identifier with the following fields: relative clockoffset (CTil (t)), relative clock skew
(fTil (t)), and weight (w
T
il (t)) which represents the level of information accuracy of nodel at
nodei. Initially, nodei contains only its own information in the list asCTii (0), f
T
ii (0) = 0, and
wTii(0) = 1. The set of node entries in the table of nodei (N
T
i (t)) increases when the node
obtains information of a new node. Note that the table entries may become outdated with time
and do not represent the up-to-date differences of the clockvalues and clock frequencies, i.e., it
is possible thatCTil (t) 6= Cil(t) andfTil (t) 6= fil(t).
A large clock table size may degrade the performance of the network having limited resources
(such as wireless sensor networks) and limited contact duraions (such as vehicular networks). In
such scenarios, the clock table overhead can be reduced by various table management techniques.
For example, nodes can decide to store, compute, or exchangea certain maximum number of
entries based on the performance requirement. A higher prioity can be given to entries with
higher weights.
6.2.2 Exchanging Clock Table Information





are impossible to obtain, a relative clock skew (fij(t
i,j
k )) can be estimated. When nodei contacts
nodej at timeti,jk , i.e,(i, j) ∈ E(ti,jk ), they exchange series time-stamped triples(Ci(tim), Cj(tjm),
Ci(tim)) for m = 1, 2, . . ., as illustrated in Fig. 6.2. Here,Ci(t
i
m) is the local time of nodei when
mth message is sent,Cj(tjm) is the local time of nodej when themth message is received, and
Ci(tim) is the local time of nodei when the reply for themth message is received from nodej.







































































Figure 6.2: Relative clock estimation: a) Exchanging time-stamps between nodei and nodej;
b) Plotting time-stamped triples for clock skew estimation.
representing a line that passes through the bounded errorsCi(tim) andCi(tim) [100]. More times-
tamps generate tighter estimation error bounds for the relativ clock offset and the relative clock
skew.
The update procedure is executed for both nodesi and j upon contact. Without loss of
generality, we present the update procedure for nodei h re. Since the information of relative
clock offset and relative clock skew between nodesi andj is newly obtained upon the contact,
we updateCTij(t
i,j
k ) ← Cij(ti,jk ) andfTij (ti,jk ) ← fij(ti,jk ) for nodei. Also, the associated weight
values are reset aswTij(t
i,j
k ) = 1. Then, the clock information is updated in the table of nodei
for nodel 6= i, j if the information about nodel received from the nodej is more accurate, i.e.,
wTil (t
i,j
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In DTNs, skew compensations are equally important as offsetcompensations. Since offset
compensations cannot be done frequently in the network, even if two nodes start with the same
time value, difference in their logical clock frequencies can result in a large clock offset over
time. For instance, assuming that they have a relative clockskew of just 10 ppm, their time
difference will be 0.6 ms after 60 s, and will further divergeto 36.0 ms after one hour.
Therefore, nodesi andj compensate for offset and skew errors using the updated table infor-


























































































































Note that, sincewTii represents the level of accuracy of its own clock information, w
T
ii is always
one. Therefore, (6.5) includes the case forl = i to account forwTii . Also, by definition, since the
relative clock offset and skew of a node to itself are both zero, CTii andf
T
ii are initially assigned
zero (see section IV-A) and remain unchanged.
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While the updated values of offsets and skews do not change between contacts, the contribut-
ing weights in the table of nodei are decreased between contacts to account for the decrease of
the accuracy of clock information with time. Suppose two consecutive contacts of nodei take
place at timest andt + ∆t, we have








whereλ ∈ [0, 1] is the aging parameter and∆t is the time elapsed in seconds between two con-
secutive contacts. Note thatλ = 1 corresponds to propagating information without depreciating
the weight over time, whileλ = 0 corresponds to only making use of the information about the
contacted node. The contact time for each node is unknown in advance, but the time difference
between two contact times can be calculated upon each new contact. Although, the calculation
of ∆t may not be accurate due to clock errors of node itself, since the inter-contact durations in
the DTNs are usually much larger than the error, the effect ofthe estimation error is negligible.
Note that a backward clock movement is not acceptable for some applications. Whereas the
logical clock frequency can be changed immediately by applying the skew compensation, the
time of a clock cannot run backward by applying a negative offset compensation. A common
solution to this problem is to freeze the time of the node until the other node, having a slower
time and applied with a positive offset compensation, reachs t e same time [77]. This solution
can be considered in implementing the DCS protocol to solve the backward clock movement
problem.
6.2.4 Convergence Analysis
In this section, we show that the clocks running the DCS protocol converge to a common
value. For the analysis, the identities of allN nodes in the network are assumed to be known. Let





{t1, . . . , tk, . . .}. Sincefi(tk) is constant between contacts for alli ∈ V andCi(tk) is dependent
on fi(tk), if fi(tk) converges to a common value, the convergence ofCi(tk) simply follows









(a) (A,C) E(t1) (b) (A,B) E(t2)
Figure 6.3: An illustrative example of delayed information: (a) At timet1, nodes A and C contact
with each other, and node A obtains the clock frequency valueof node C (fC(t1)) directly from
node C; (b) At timet2, nodes A and B contact with each other, and the clock frequency value of
node C (fC(tdBC(t2))) is forwarded to node B via node A.





|fij(tk)| = 0. (6.10)









fi(tk) = fs. (6.11)
The convergence proof can be simplified by the following lemma.
Lemma 1. With the DCS protocol, the resulting frequencies of nodei, after the updates using
relative skews in the table (fTil (tk)) and the outdated actual frequencies (fl(t
d
il(tk))), are the
same, wheretdil(tk) ≥ 0 represents the time when the frequency value of nodel was recorded and
observed by nodei at timetk, as illustrated in Fig. 6.3.
Let F (tk) = [f1(tk); . . . ; fN (tk)]T represent theN state vector containing the clock frequen-
cies at timetk. Based on Lemma 1, the update procedure of the DCS protocol can be formulated
as an consensus/agreement problem [101], where the updatedfrequencies after thekth update






il(tk)), ∀ i ∈ V. (6.12)
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il (tk)), if ∃ j 6= i, (i, j) ∈ E(tk)
I(l = i), otherwise
(6.13)
wherewTil (tk) is the decaying weight defined in (6.9) andI(·) is an indication function which
equals 1 if true and 0 otherwise. In (6.13), the first case corresponds to nodei contacts with
another node, while the second case occurs when there is no contact between nodei and any
other node, and thus there is no update for clock frequency ofnodei. Moreover, in (6.12), we
havetdii(tk) = tk since each node can acquire the clock information of itself without delay.
Theorem 5. (Convergence of the DCS protocol)The clock values using the DCS protocol
converge to a common value under deterministic mobility scenarios, and converges to the value
with probability under random mobility scenarios.
Based on the convergence proof of the DCS protocol, the convergence of the AD protocol
can be also proved. The AD protocol is a special case of the DCSprotocol havingtdij(tk) =





1/2, if ∃ j 6= i, (i, j) ∈ E(tk) andl = i, j
I(l = i), otherwise.
(6.14)
Different convergence proofs for the AD protocol can be found in [70, 90, 102, 103].
Furthermore, since the information stored in the tables becom s less accurate with time and
different table entries have different accuracy, a weighting mechanism with a tunable aging pa-
rameter (λ) in (6.9) is adopted in the DCS protocol to better utilize thetable entries with higher
accuracy. The effect ofλ on the convergence speed will be shown by analysis and simulation in
Subsection 6.4.1 and Subsection 6.4.2, respectively.
6.3 Performance Analysis
In this section, a discrete time analysis is proposed to evaluate the performance of the DCS
protocol. Different from the convergence analysis in Subsection 6.2.4, we consider a fixed time
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interval (τ ) in this section since the analytical complexity is prohibitive to keep all contact histo-
ries. For analytical tractability, the following assumptions are made:
1. The movement of all mobile nodes are independent and the pairwise inter-contact duration
is approximately exponentially distributed with an average value1/γ;
2. The density of mobile nodes is low and the probability for more than two mobile nodes to
contact with each other simultaneously is negligible.
The assumption 1) holds for numerous random mobility models, such as in random waypoint
(RWP) and random direction (RD) [104–107], and real mobility traces [108, 109]. The perfor-
mance analysis of the DCS protocol consists of two parts. In Subsection 6.3.1, the table updating
procedure is modeled. In Subsection 6.3.2, the performancemetrics in terms of the average rel-
ative clock offset and the average relative clock skew are evaluated by considering the updated
table information.
6.3.1 Modeling of Table Updating Procedure
For analytical simplicity, we consider the clock value and clock frequency as the table entries
for the DCS protocol, which are equivalent to the clock offset and clock skew since the accurate
clock information of each node is available in the analytical model. DenoteXil(τk) andYil(τk)
as the clock value and clock frequency, respectively, of node l recorded in the table of nodei at
timeτk = kτ (k = 0, 1, 2, · · · ), which are given by
Xii(τk) = Ci(τk), Yii(τk) = fi(τk) (6.15)
Xil(τk) = C
T
il (τk) + Ci(τk), Yil(τk) = f
T
il (τk) + fi(τk), i 6= l. (6.16)
Note thatXil(τk) andYil(τk) may not have the same values asXll(τk) andYll(τk) since the table
entriesCTil (τk) andf
T
il (τk) may be outdated.
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6.3.1.1 Table Updating Procedure of the Clock Frequency
The clock frequencyYil(τk) of nodel stored in the table of nodei can be updated by (1) a
direct contact with nodel and (2) an indirect contact through some nodes other thanl, or (3)
remain unchanged without any contact.
First,Yil(τk) can be updated by a direct contact with nodel. Since the historic contact infor-
mation is not available in the discrete time model, the approximated contributing weight is used
for analytical tractability. The updated clock frequency of n dei when it contacts nodel within



















wherewTnh(τk+1) is the approximated contributing weight with respect to node h in the table of
noden andn∗ilh(τk+1) denotes the node (either nodei or nodel) with a higher contributing weight
with respect to nodeh (h = 1, · · · , N). Here, the value ofwTnh(τk+1) is estimated based on the





1, if h = i or l
λTnh(τk+1), otherwise
(6.18)
whereTnh(τk+1) is the approximated elapsed time since the clock information of nodeh was
recorded. The value ofTnh(τk+1) can be calculated based on the difference between the clock












∣ , if Yhh(τk) 6= Ynn(τk)
∞, otherwise.
(6.19)
Also, the value ofn∗ilh(τk+1) is determined based on the accuracy of the table entry as follows
n∗ilh(τk+1) = arg min
n∈{i,l}
|[Xnh(τk) + τYnn(τk)]− [Xhh(τk+1) + τYhh(τk)]| (6.20)
where the termsτYnn(τk) andτYhh(τk) are applied since the clock value of each node changes
at a constant rate according to the clock frequency if there is no contact with other nodes during
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τ . Note that the table entries of clock values are updated according to the clock frequency of the
node keeping the table.
Second,Yil(τk) can be updated by an indirect contact with some nodes other than l at has
the clock frequency of nodel in its table. The updated clock frequency in the table of nodei with




Third, Yil(τk) remains unchanged if there is no contact between nodei and any of the other
(N − 1) nodes withinτ .
Finally, the table updating procedure of the clock frequenci s in the DCS protocol consider-
ing all three cases can be modeled as
Yil(τk+1) =
1− P0





(N − 1) Ỹijl(τk+1)
+ P0Yil(τk), i 6= l (6.22)
whereP0 = (e−γτ )
N−1 is the probability that there is no contact between nodei and any of the
other(N − 1) nodes withinτ . An approximation is made in the analysis that the probability for
more than one contact between nodei and any of the other(N − 1) nodes withinτ is negligible.
Since nodei contacts with any of the other(N − 1) nodes with the same probability, the factor
1
(N−1) is applied.
6.3.1.2 Table Updating Procedure of the Clock Value
The clock valueXil(τk) of nodel stored in the table of nodei is updated also for the same
three cases used in the modeling of the table updating procedure of the clock frequency. However,
different from the table updating procedure of the clock frequ ncy, the table entries of clock
values change not only when two nodes contact with each other, but also over time according to
the clock frequency.
































(τk+1))(τk) is applied to the numerator since the clock value
changes according to the clock frequency duringτ .
Second, the updated clock value in the table of nodei with respect to nodel, when nodei
contacts with nodej (j 6= i, l) within τ , is given by
X̃ijl(τk+1) = X(n∗
ijl
(τk+1))l(τk) + τY(n∗ijl(τk+1))(n∗ijl(τk+1))(τk). (6.24)
Third, the clock value of nodel stored in nodei when there is no contact between nodei and
any of the other(N − 1) nodes withinτ is given byXil(τk) + τYii(τk).










+ P0 [Xil(τk) + τYii(τk)] , i 6= l. (6.25)
6.3.2 Evaluation of Performance Metrics
Based on the modeling of the table updating procedure, the update of the clock value and












(N − 1) Ỹil(τk+1) + P0Yii(τk) (6.27)
whereX̃il(τk+1) andỸil(τk+1) are given by (6.23) and (6.17), respectively.
Define the system state of the DCS protocol at timeτk as
SDCS(τk) = {Xil(τk), Yil(τk)|i, l = 1, · · · , N}. (6.28)
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For the updating procedure in (6.22), and (6.25)-(6.27), only the current system stateSDCS(τk)
is needed to obtain the next system stateSDCS(τk+1). Therefore, we can define an operation
FDCS(·) such thatSDCS(τk+1) = FDCS(SDCS(τk)). Given the initial clock valuesXii(0) =
Ci(0) and clock frequencyYii(0) = fi(0), and the initial values of table entriesXil(0) = Xii(0)




whereF kDCS(·) denotes applying the operationFDCS(·) by k times. Then the performance met-
rics at timeτk (Cavg(τk) and favg(τk)) of the DCS protocol can be calculated. Based on the
analytical model of the DCS protocol, we can also evaluate the performance of the AD proto-
col without considering the table updating procedure. The detailed derivation is presented in
Appendix A
6.4 Performance Evaluation
In this section, numerical and simulation results are present d to evaluate the performance of
the proposed DCS protocol. The numerical results (Ana.) areb s d on the analytical model pre-
sented in Section 6.3, while the simulation results are obtained based on a discrete event-driven
simulator using exponentially distributed inter-contactdurations (Sim. Exp.) and the Oppor-
tunistic Network Environment (ONE) simulator [89] with an additional implementation of the
clock synchronization mechanism (Sim. RWP). Note that in the analysis, contacts are assumed
to be one-to-one for analytical tractability. However, since both simulators are event-driven, ta-
ble updating procedure is performed whenever there is a new connection created between any
pair of nodes, regardless of the number of simultaneous connectio s. If there are multiple new
contacts, connections are created in the increasing order of the node ID. Still, chances of having
multiple new connections in the same event interval is negligibly small for all nodes. Default
system parameters are given in Table 6.2.
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Table 6.2: Default system parameters
Parameter Value
Simulation Time 550 hours
Map Size (M ×M ) 50 km× 50 km, 20 km× 20 km
Number of Nodes (N ) 50
Node Speed (v) Uniform(0.5, 1.5) m/s
Pause Time 0 - 120 s
Radio Transmission Range (R) 250 m
Initial Skew (C′i(t0)) Uniform(−100, +100) ppm
Initial Offset (Ci(t0)) Uniform(−106, +106) µs
Aging Constant (λ) 1− 10−5
6.4.1 Numerical Results
For the RWP mobility model under consideration, the pairwise inter-contact duration is ap-
proximately exponentially distributed [104, 105]. Both theoretical and experimental results can
be used to estimate the pairwise inter-contact rateγ. In this work,γ is estimated as the recipro-
cal of the average pairwise inter-contact duration obtained from simulation results. We consider
two network coverage areas. The density of mobile nodes is configured to create a disconnected
network with a node degree much smaller than 1 [110] and hencenod s are mostly discon-
nected. The pairwise inter-contact rate forM = 20 km andM = 50 km is 2.15 × 10−6s−1
and4.05× 10−7s−1, respectively. Since the clock valuesXii(τk) and frequenciesYii(τk) of the








γ equals the average inter-contact rate for all combinationsof pairwise
contacts. Note that, duringτ , N updates of clock values and frequencies take place on average.
6.4.1.1 Impact of Node Density
Figs. 6.4 and 6.5 show the average relative clock offset and skew forM = 20 km andM = 50
km, respectively. For both node densities, the clock offsetof the DCS protocol converges faster
than that of the AD protocol. The divergence in the beginningis due to large initial relative clock



































































Figure 6.4: Convergence of clock offset and skew (M = 20 km): (a) Average relative clock
































































Figure 6.5: Convergence of clock offset and skew (M = 50 km): (a) Average relative clock
















































Figure 6.6: Distribution of inter-contact duration: (a)M = 20 km, γ = 2.15 × 10−6s−1; (b)
M = 50 km, γ = 4.05× 10−7s−1.
offsets gradually converge to zero as the clock skews converge exponentially with time as shown
in Figs. 6.4b and 6.5b. Since nodes have more contact opportunities among them at higher node
densities, the convergence speed is faster and the initial dvergence of relative clock offset is
smaller whenM = 20 km.
Overall, for both the AD and DCS protocols, the analytical and simulation results, using
the same average inter-contact durations, match well with eac other. The estimation error in
Ana. and Sim. Exp. in comparison with Sim. RWP are caused by the fact that the inter-
contact durations of the RWP mobility model are only approximately exponentially distributed,
as shown in Fig. 6.6. Similar observations have been obtained for the RD mobility model [105].
In addition, although, the Ana. result and the Sim. Exp. result of relative clock skew match
well with each other, the Ana. result of relative clock offset is smaller than the Sim. Exp. result.
The reason is that, the table entries in the discrete time analysis of Ana. are updated at the end
of each discrete period (with durationτ ), whereas the table entries in the event-driven simulator
Sim. Exp. are updated at random moments. Consequently, consideri g the updated entries at
the end of each period with constant clock frequencies, the Ana. result indicates smaller relative
clock offset results by neglecting the divergence of relative clock offset in between the discrete
periods.
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6.4.1.2 Impact of Aging Parameter
Fig. 6.7 shows the average relative clock offset and skew forthe DCS protocol with respect
to time t for variousλ values. Although the elapsed time for the contributing weight calcula-
tion is approximated by (6.19) based on the instantaneous clck value and clock frequency, the
proposed analytical model provides a good estimate of the two performance metrics for different
λ values in all the scenarios. In practical applications, when the pair-wise inter-contact dura-
tion is approximately exponentially distributed, the proposed analytical model can be used as an
efficient tool to facilitate the system performance estimaton.
6.4.2 Simulation Results
The convergence of the DCS protocol is verified using the numerical results which match
well with the simulation results. However, for the analytical tractability, the analytical model is
derived only for random mobility models with some stochastic approximations. Here, the per-
formance of the DCS protocols is further evaluated using extensive simulations under different
node speeds, aging parameters, frequency changes, clock estimation errors, and mobility models.
6.4.2.1 Impact of Node Speed
Fig. 6.8 shows the impact of node speedv in m/s. For all the node speeds, the clock offset of
the DCS protocol converges faster than that of the AD protocol. As the node speed increases, the
convergence speed increases and the initial divergence of relative clock offsets decreases. This
is because at higher node speeds, nodes have more contact opportunities among them.
6.4.2.2 Impact of Aging Parameter
The impact of the tuning parameterλ in (6.9) is shown in Fig. 6.9. For this specific scenario,
λ = 1 − 10−6 achieves the lowest relative clock offset until about 200 h,but at the end of the
simulation, the average relative clock offsets of the DCS protocol withλ = 0 (same as the AD





























DCS Sim. Exp. λ=1-10-4.5
DCS Sim. RWP λ=1-10-4.5
DCS Ana. λ=1-10-6
DCS Sim. Exp. λ=1-10-6































DCS Sim. Exp. λ=1-10-4.5
DCS Sim. RWP λ=1-10-4.5
DCS Ana. λ=1-10-6
DCS Sim. Exp. λ=1-10-6
DCS Sim. RWP λ=1-10-6
(b)
Figure 6.7: Convergence under different aging parameters:(a) Average relative clock offset; (b)


















































































































(A2) DCS λ=1-10-3 














































Figure 6.9: Impact of aging parameter: (a) Average relativeclock offset; (b) Average relative
clock skew.
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µs, 4463µs, 3µs, and 13µs, respectively. This result indicates that there exists some ptimal
λ value for each scenario. The impact of different aging parameter values can also be seen in
Fig. 6.9b for the skew result. The aging parameter can be selected to effectively discard the
information that becomes less accurate over time. If some nod s fail or become isolated so that
they are unable to propagate their information to the whole network, the outdated information
coupled with long inter-contact delays under the disconnected network topology can increase the
average relative clock values. On the other hand, whenλ = 1−10−3, the DCS protocol operates
similarly to the AD protocol sincewTij(t) quickly approaches zero, and by the time a new contact
is discovered,CTij(t) andf
T
ij (t) have a negligible share in the compensation algorithm. However,
how to analytically acquire the optimal values ofλ for different scenarios is still an open problem.
6.4.2.3 Impact on Energy Consumption
In order to demonstrate the impact of synchronization erroron energy consumption, simula-
tion result for the average energy consumption in neighbor discovery is shown in Fig. 6.10. Each
node uses a sleep schedule with a duty cycleTD and awake periods with lengths2Cmax(t)+TA ≤
TD whereCmax(t) = max |Cij(t)| , ∀ i, j, is the maximum relative clock offset andTA = 10 ms
is the minimum awake period required for exchanging connection setup messages. The power
consumption model of sensor motes [43] is used where power consumptions during the idle
mode and sleep mode are 24.0 mW and 0.03 mW, respectively. Fig. 6.10a shows a large power
consumption difference between the cases with and without synchronization errors. For the AD
and DCS protocols, the constant power consumption periods in the beginning of the simulation
time are caused by nodes in constant awake mode as awake periods cannot exceed the duty cycle.
As clock values converge, the energy consumption rate approches the lower bound set by the
perfect clock synchronization. In addition, energy consumption is higher for a shorter duty cycle
due to more frequent awake periods. Since the AD protocol takes longer time to converge than
the DCS protocol, the overall energy consumption is reducedalmost by half in the DCS proto-
col as shown in Fig. 6.10b. The simulation results indicate how the synchronization error can























(A20) AD (TD=20 s)
(A5) AD (TD=5 s)
(D20) DCS (TD=20 s)
(D5) DCS (TD=5 s)
(P20) Perfect (TD=20 s)
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Figure 6.11: Impact of mobility model (M = 5 km): (a) Average relative clock offset; (b)

































Figure 6.12: Distribution of inter-contact duration (M = 5 km)
6.4.2.4 Impact of Mobility Model
Levy walk mobility model [64] closely resembles the movement l gth and pause time dis-
tributions of human walks. These distributions follow truncated power law distributions where
a node is much more likely to move to locations closer to its current location than that in the
RWP mobility model. For a fair comparison, we have chosen mobility parameters such that both
mobility models have a comparable number of contacts duringthe simulations1. The average
number of contacts during the simulations for RWP and Levy walk mobility model are 1680 and
1682, respectively. Fig. 6.11a shows that the clock offset converges faster for RWP. Even though
the total number of contacts is slightly higher for the Levy walk mobility, nodes for Levy walk
have a higher probability to contact with the nodes that are closer to their current location (i.e.,
node mobility is less diffusive), as shown in Fig. 6.12. Therefo e, the convergence speed depends
on how evenly the probability of meeting different nodes is distributed.
6.4.2.5 Impact of Clock Frequency Instability
We investigate the impact of the clock frequency instabilities on the clock convergence. First,
the impact of short-term clock frequency instability is studied. The clock frequency of half of
1Exact parameters used to generate the traces of Levy walk mobility patterns are as follows: power-law slope
of flight lengthα = 0.4, power-law slot of pause timeβ = 0.5, scale factor of flight length = 2.5, truncated flight
length = 3000 m, and truncated pause time = 120 s. Please referto [64] for the detailed description of the model and






























































Figure 6.13: Impact of short-term clock frequency stability due to a temperature change: (a)


























(A5) AD d=5 ppm
(D5) DCS d=5 ppm
(A0) AD d=0 ppm
































(A5) AD d=5 ppm
(D5) DCS d=5 ppm
(A0) AD d=0 ppm






Figure 6.14: Impact of long-term clock frequency instability due to the oscillator aging: (a)
Average relative clock offset; (b) Average relative clock skew.
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nodes are changed at 420 h assuming a commonly used 32 kHz tuning forkcrystal with a known
parabolic coefficient of -0.04 ppm/◦C2 [39] and a temperature change of -10◦C. As shown in
Fig. 6.13, the relative clock values of the AD protocol are not significantly affected due to the
fact that the additional clock frequency error is relatively small compared with the current error.
Although the DCS protocol experiences a sudden increase in th clock error at 420 h, it is able to
quickly recover from it and continue to converge exponentially. Second, the impact of long-term
clock frequency instability due to oscillator aging is studied. Each node is assigned an aging
rate (d) modeled as a uniform distribution with a bound of±5 ppm per year [39]. As shown in
Fig. 6.14, for both the AD and the DCS protocols, the convergence speeds are slightly slower
than those without the oscillator aging (shown as dashed lins). Also, the relative clock offset and
skew converge to some limit. This is because, even if the clock frequency can be adjusted upon
each contact using the relative clock skew compensation, the clock frequency constantly deviates
from the compensated clock frequency due to the uncontrollable frequency change caused by the
aging. Numerically, after 1400 h, the average relative clock ffsets of the AD and the DCS
protocols are 771µs and 3539µs, respectively.
6.4.2.6 Impact of Relative Clock Estimation Error
Due to the uncertainty in message delays and limited accuracy of the linear estimators, clock
estimation error may exist. The relative offset estimationerror (Ce) and the relative skew estima-
tion error (f e) are modeled as a uniform distribution with bounds of±5 µs [75, 77, 111] and±1
ppm [112], respectively. The bound of the relative skew estima on error corresponds to 1 percent
of the maximum clock frequency error. As shown in Fig. 6.15, similar to the simulation results
in Fig. 6.14, the relative clock offset and skew converge to some limit. Although the expected
value of the estimation error is zero, the relative value of the error can be non-zero. Also, the
limit is higher for the higher estimation error using±5 ppm. Therefore, the clock convergence
speed and the limit are sensitive to the clock estimation error. Various clock offset and skew
estimation methods [112] can be used to improve the estimation error. For the same estimation
error, the DCS outperforms the AD protocol since the effect of random error is mitigated by the






















(A1) AD fe=1 ppm
(D1) DCS fe=1 ppm
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(D1) DCS fe=1 ppm
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Figure 6.15: Impact of relative clock estimation error: (a)Average relative clock offset; (b)
Average relative clock skew.
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6.5 Summary
The clock synchronization is an essential requirement for effici nt network protocol oper-
ations in DTNs. To achieve global clock synchronization in DTNs, we have proposed a dis-
tributed asynchronous clock synchronization protocol that uses the relative clock information
spread among nodes. Analytical and simulation results demonstrate that the DCS protocol can
achieve faster convergence speed than existing distributed asynchronous clock synchronization
protocols under various network conditions. A smaller clock error from the DCS protocol can
provide more accurate timing information in data collection from a physical environment and
render sleep scheduling mechanisms more energy efficient.
124
Chapter 7
Conclusions and Further Research
7.1 Conclusions
This thesis aims at energy efficient MAC protocol design and aalysis in DTNs, including
adaptive sleep scheduling protocols under synchronous, asynchronous, and semi-asynchronous
clocks, and a distributed clock synchronization. In this chapter, we conclude this thesis by sum-
marizing our contributions and proposing further research.
• In Chapter 3, an adaptive sleep scheduling protocol based onsynchronous clocks is pro-
posed to reduce the energy waste due to idle listening problem and extend the lifetime of
energy capacity limited mobile devices. The exponential becon periods are adaptively
adjusted depending on the metric that captures the trend of conta t availability under in-
termittent connections. The tunable parameters in the metric are optimized for different
network conditions. Simulation results show that a considerabl amount of energy is saved
while maintaining similar average packet delays and packetdelivery ratios to that without
a sleep scheduling.
• In Chapter 4, an adaptive sleep scheduling protocol based onasynchronous clocks are pro-
posed to consider the fact that global clock synchronization is often difficult to achieve due
to imperfect clock oscillators and large inter-contact durations among nodes in the DTNs.
125
The sleep schedules, systematically constructed based on hierarchical arrangements of par-
ticular cyclic difference sets, allow multiple power saving levels that can be independently
selected by each node in the network. Implementations issues, including frame structure,
adaptive neighbor discovery, and message exchange, have been discussed. Theoretical
analysis is given to demonstrate the energy efficiency and scalability of the proposed pro-
tocols in comparison with existing protocols. Although thepower saving levels of the
proposed protocols are less fine grained than that of other existing protocols, they are more
energy efficient since each level can achieve the same neighbor sensitivity with lower ac-
tive ratio. Simulation results show that energy waste due toidle listening can be reduced
up to 35 percent in comparison with existing protocols (where the theoretical achievable
bound is 50 percent).
• In Chapter 5, a distributed semi-asynchronous sleep scheduling protocol is proposed con-
sidering loosely synchronized clocks in sparse mobile wireless networks. Individual nodes
using the proposed protocol can adjust to required connectivity and to the estimated clock
synchronization error. Using theoretical analysis and simulation results, we demonstrate
that the proposed protocol can achieve higher energy efficiency than existing asynchronous
sleep scheduling protocols under certain conditions. The DSA can provide flexibility to
existing synchronous sleep scheduling protocols, where frquent resynchronization is nec-
essary, and higher energy efficiency than existing asynchroous sleep scheduling protocols,
where the distribution of synchronization error is not considered.
• In Chapter 6, a distributed asynchronous clock synchronization protocol is proposed to re-
duce clock synchronization error and reduce energy waste from additional guard intervals.
Asynchronously and intermittently exchanged relative clock information spread among
nodes is compensated using weighted averages. The weights used in the clock compen-
sations are assigned so that they form row stochastic matrices in order to guarantee clock
convergence and are depreciated with respect to time in order to account for long delays.
The formulated analytical models match well with the simulation results and can be used
as efficient tools to estimate the system performance. Simulation results demonstrate that
the proposed protocol achieves faster clock convergence and reduce energy consumption
due to neighbor discovery by half.
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7.2 Further Research
This thesis focuses on energy efficient protocol designs andanalysis in various DTNs. There
are many relevant research issues that are worth further invstigation.
• Joint Routing and MAC Protocol for Energy Efficiency - Different DTN routing pro-
tocols have been designed to tackle routing problems for different application scenarios.
Unfortunately, they assume an always on radio without powersaving protocols. Energy
efficiency of DTN routing protocols not only depend on the number of message exchanged
among nodes but also on the amount of idle listening intervals. Energy efficient MAC layer
protocols can be specifically designed for different DTN routing protocols.
• Fine-Grained Construction of Asynchronous Sleep Scheduling - The multiple power
saving levels of the proposed adaptive asynchronous protocols are less fine grained than
existing protocols, since the duty cycles of power saving levels are limited to the multiples
of the fixed initial set. More fined grained protocol, perhapswith higher construction
complexity, can be designed to provide more power saving options for nodes.
• Adaptive Semi-Asynchronous Sleep Scheduling- The synchronization error distribution
may change over time. The performance of the proposed semi-asynchronous protocol can
be further improved if the the protocol can be adaptively adjust its parameters depending
on the time varying synchronization error distribution.
• Accurate Clock Error Estimation Algorithm - The performance of the proposed semi-
asynchronous sleep scheduling protocol depends on the accuracy of the clock synchroniza-
tion error distribution. An accurate estimation of the distribution allows optimization of
the sleep scheduling parameterc and the lengths of adaptive adjusted guard intervals.
• Refined Clock Compensation Algorithms- More intelligent clock compensation algo-
rithm can be designed by using more information about the network, such as mobility
characteristic and accuracy of exchanged clock information. Weights can be calculated
depending on the node’s influence (e.g. contact rates) or reputation (e.g. relative accuracy)
to further improve the convergence speed. Also, an estimator, such as MMSE (minimum
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mean square error), can be used to calculate the accuracy of clock information instead of
decaying weights with respect to time.
• Optimization of the Aging Parameter - The convergence speed of the proposed dis-
tributed clock synchronization algorithm depends on the choice of the aging parameter.
Closed form expression for the analytical model can be derived to optimize the aging
parameter. Also, the aging parameter can be adaptively adjuste to further enhance the
performance under dynamic network environments.
• Realistic Mobility Models - The performance of the protocols is evaluated under ran-
dom mobility models. In order to better reflect the real life sc narios, different mobility







A.1 Performance Analysis of the AD Protocol
Since there is no table update in the AD protocol, the update of the clock valueXii(τk) and












(N − 1)Y il(τk+1) + P0Yii(τk), (A.2)
for i = 1, · · · , N
whereXil(τk+1) is the average clock value between nodesi andl if they contact with each other
within τ , given by
X il(τk+1) =
[Xii(τk) + τYii(τk)] + [Xll(τk) + τYll(τk)]
2
, (A.3)
andY il(τk+1) is the average clock frequency between nodesi and l if they contact with each






Define the system state of the AD protocol at timeτk asSAD(τk) = {Xii(τk), Yii(τk)|i = 1,
· · · , N}. Similar to the performance analysis of the DCS protocol, the operationFAD(·) is also
defined for the AD protocol. Given the initial clock valueXii(0) = Ci(0) and clock frequency








Proofs of Theorems, Corollaries, and
Lemmas
Theorem 1. (Rotational Closure Property of the ExponentialHierarchical Design) Given
two setsPi = Ei−1⊗ I andPj = Ej−1⊗ I wherei ≤ j. For n = vIvjE, Ca,n(Pi)∩Cb,n(Pj) 6= ∅,
∀a, b : 0 ≤ a, b ≤ n.
Proof. CASE 1-Perfect Alignment of Slot Boundaries: Fori = j = 1, two sets are cyclic difference
sets with setI. Therefore, there is at least one overlapping slot innj = vI . For i = 1 andj = 0,
P2 = E ⊗ I andP1 = I. I can be viewed as is a slot ofE ⊗ I with a lengthvI . Then, there is
at least one overlapping slot of lengthvI in nj = vIvE. SinceI is a cyclic difference set, there
is at least one overlapping slot withinvI . For i = j = 1, two sets are cyclic difference sets with
setE with slots ofI. Then, there is at least one overlapping slot of lengthvI in nj = vIvE, and
consequently at least one overlapping slot withinvI . This can be proved for largeri and j by
recursion.
CASE 2-Imperfect Alignment of Slot Boundaries: Suppose that the difference in the clock
shift of two set isδ, and length of a slot isLs. SincePi andPj are cyclic difference sets, for an
imperfect alignment of slots ofδ, there exist overlapping sections(Ls−δ) andδ. The combination
of (Ls − δ) andδ is equal toLs.
Corollary 1. (Rotational Closure Property of the Multiplic ation Hierarchical Design)Given
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two setsPi = Mi−1 ⊗ I andP2 = Mj−1 ⊗ I wherevMi ≤ vMj andRCP{Mi, Mj} = 1, there
exists an overlapping interval of at leastvI in vMj. Therefore, similar to proof for Theorem 1,
we can prove that forn = vIvMj , Ca,n(Pi) ∩ Cb,n(Pj) 6= ∅, ∀a, b : 0 ≤ a, b ≤ n.
Theorem 2. (Minimum Slot Length of Asynchronous Sleep Scheduling Protocol) The slot
length should be at least2×LA to guarantee an overlapping active interval that is long enough
for the connection establishment.
Proof. By Theorem 1, rotational sets always have overlapping active intervals of duration(Ls−
δ) andδ for the duration of the larger frame. Sincemax{(Ls − δ), δ} ≥ Ls/2 for δ = (0, Ls),
nodes can exchange connection setup messages in either(Ls − δ) or δ if LA ≤ Ls/2.
Lemma 1. With the DCS protocol, the resulting frequencies of nodei, after the updates using
relative skews in the table (fTil (tk)) and the outdated actual frequencies (fl(t
d
il(tk))), are the
same, wheretdil(tk) ≥ 0 represents the time when the frequency value of nodel was recorded and
observed by nodei at timetk, as illustrated in Fig. 6.3.
Proof. According to (6.6), when nodei contacts nodej, the update using the relative clock skews

























































Note that we havefTil (tk) = fl(t
d
il(tk))−fi(tk) in (B.1) since the clock compensation is performed
for both clock frequencyfi(t
i,j




k ) in (6.8), which preserves the
recorded actual clock frequencyfl(tdil(tk)) upon each contact.
Theorem 3. (Convergence of the DCS protocol)The clock values using the DCS protocol
converge to a common value under deterministic mobility scenarios, and converges to the value
with probability under random mobility scenarios.
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Proof. Based on the consensus theorem [103, 113], if the following co ditions are satisfied, ((1)
the update weight matrices are row stochastic, (2) the network is strongly connected, and (3)
the communication delay is bounded such thatk − B < tdil(tk) ≤ tk) the algorithm guarantees
asymptotic consensus: Condition (1) is satisfied for the DCSsince it can be easily verified that
A(tk) ∈ ℜN×N andA(tk)1N = 1N ∀ tk, where1N = [1; . . . ; 1]T . Conditions (2) and (3) are
satisfied depending on the mobility scenarios. The connectivity graph is strongly connected if
there is a path from each vertex in the graph to every other vertex. In mobile networks, a virtual
path exists from a source node to a destination node if messagcan be forwarded using one
or more mobile nodes acting as intermediate nodes, and the communication delay is the sum
of inter-contact durations from the source node to the destination node. Thus, the network is
strongly connected if there exists a forwarding path from each node in the graph to every other
node, i.e., there is no isolated node. The delay is bounded (tk − tdil(tk) < B), if the sum of
the inter-contact durations over the forwarding path is bounded. In particular, in deterministic
mobility scenarios, such as bus routes [32] and message ferries [114, 115], where the mobility
is planned or controlled such that the forwarding paths are consistently available and nodes
contact following certain schedule, the clock valuesasymptotically converges. On the other
hand, in random mobility scenarios, such as random waypoint(RWP) and random direction
(RD), the inter-contact duration is modeled by a probability distribution. As a result, the inter-
contact duration is bounded with certain probability. Since an unbounded inter-contact duration
leads to an unbounded delay, the DCS protocolc nverges with probability[116] in random
mobility scenarios.
As the probability for the delay to exceed a boundB is low whenB is large according to the
analysis [104, 107], the probability for the DCS protocol toconverge is high for most scenarios.
Note that consideringN instead ofNTi (t) in the analysis does not change the convergence result
since the weight values, except fori = j, are all initialized to zero and they do not contribute to
the updates as if their identities are unknown.
Theorem 4. (Shift Intersection Property of the CGI) Given two CGI setsEng1 and Eng2
where0 ≤ ng1 ≤ ng2, S(Eng1 , h1) ∩ S(Eng2 , h2) 6= ∅ ∀ h1, h2 : h1 ∈ {−ng1, . . . , ng1}, h2 ∈
{−ng2, . . . , ng2}.
Proof. Since{0} ∈ S(Eng1 , h1) ∀ h1 and{0} ∈ S(Eng2 , h2) ∀ h2, there existsE ∈ S(Eng1, h1)∩
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S(Eng2 , h2) such that{0} ∈ E ∀ h1, h2.
Theorem 5. (Shift Intersection Property of the DSA)Given two DSA setsEng1,c andEng2,c
where0 ≤ ng1 ≤ ng2, S(Eng1,c, h1) ∩ S(Eng2,c, h2) 6= ∅ ∀ h1, h2 : h1 ∈ {−ng1, . . . , ng1}, h2 ∈
{−ng2, . . . , ng2}.
Proof. LetE∗ni,c = {−ni,−ni + 1, . . . ,−ni + c− 2,−ni + c− 1} andE◦ni,c = {−ni,−ni + c̃−
1,−ni + 2c̃− 1, . . . , ni} wherec̃ (≤ c). HereE∗ni,c ∪E◦ni,c = Eni,c. Letns represent the number
of overlapping slots, including both awake and asleep slots, between the two sets.
CASE 1-ns ≥ c (|ȟ| ≤ (ng2 + ng1 − c)): Since there are more thanc overlapping slots,




, h2) whenȟ < 0 or (2) Q1 = S(E◦ng1,c, h1) andQ2 = S(E
∗
ng2,c
, h2) whenȟ ≥ 0.
For (1) and (2), there arec awake slots inQ1 and at least one awake slot inQ2 within the range
of [−ng1 + h1, ng1 + h1 + c − 1] and [−ng2 + h2, ng2 + h2 + c − 1], respectively. Therefore,
Q1 ∩Q2 6= ∅.
CASE 2-ns < c ((ng2+ng1−c) < |ȟ| ≤ (ng2+ng1)): For the maximum shift (|ȟmax| = (ng2+
ng1)), {0} ∈ S(Eng1,c, h1) for h1 = {ng1,−ng1} and{0} ∈ S(Eng2,c, h2) for h2 = {ng2,−ng2}.
Therefore, one awake slot at slot 0 is overlapping asS(Eng1,c,±ng1) ∩ S(Eng2,c,∓ng2) = {0}.
For (|ȟmax|−x) shift, there arex overlapping slots. Since, the partial overlapping occurs between
the opposite edges of the frame,(−ng2 + h2 + x) overlaps with(ng1 + h1) whenȟmax > 0 and
(ng2 + h2) overlaps with(−ng1 + h1 + x) whenȟmax < 0. Therefore,Eng1,c ∩ Eng2,c 6= ∅.
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[75] M. Maróti, B. Kusy, G. Simon, and A. Lédeczi, “The Flooding Time Synchronization
Protocol,” inProc. ACM SenSys, Nov. 2004.
142
[76] W. Su and I. F. Akyildiz, “Time-Diffusion Synchronization Protocol for Wireless Sensor
Networks,”IEEE/ACM Trans. Networking, vol. 13, no. 2, pp. 384–397, 2005.
[77] C. H. Rentel and T. Kunz, “A Mutual Network Synchronization Method for Wireless Ad
Hoc and Sensor Networks,”IEEE Trans. Mobile Comput., vol. 7, no. 5, pp. 633–646,
2008.
[78] J.-P. Sheu, C.-M. Chao, and C.-W. Sun, “A Clock Synchronization Algorithm for Multi-
Hop Wireless Ad Hoc Networks,” inProc. IEEE ICDCS, June 2004.
[79] P. Sommer and R. Wattenhofer, “Gradient Clock Synchronization in Wireless Sensor Net-
works,” in Proc. ACM/IEEE IPSN, April 2009.
[80] J.-Y. Chen and J. Hu, “On The Convergence of DistributedRandom Grouping for Average
Consensus on Sensor Networks with Time-Varying Graphs,” inProc. IEEE CDC, June
2007.
[81] R. L. Cigno, M. Nardelli, and M. Welzl, “SESAM: A Semi-Synchronous, Energy Savvy,
Application-Aware MAC,” inProc. IEEE/IFIP WONS, Feb. 2009.
[82] S. Lai, B. Ravindran, and H. Cho, “Heterogenous Quorum-Based Wake-Up Scheduling in
Wireless Sensor Networks,”IEEE Trans. Computers, vol. 59, pp. 1562–1575, 2010.
[83] P. Dutta and D. Culler, “Practical Asynchronous Neighbor Discovery and Rendezvous for
Mobile Sensing Applications,” inProc. ACM SenSys, Nov. 2008.
[84] J. Polastre, J. Hui, P. Levis, J. Zhao, D. Culler, S. Shenker, and I. Stoica, “A Unifying Link
Abstraction for Wireless Sensor Networks,” inProc. ACM SenSys, Nov. 2005.
[85] A. Kandhalu, K. Lakshmanan, and R. R. Rajkumar, “U-Connect: A Low-Latency Energy-
Efficient Asynchronous Neighbor Discovery Protocol,” inProc. ACM/IEEE IPSN, April
2010.
[86] C.-S. Hsu and Y.-C. Tseng, “Cluster-Based Semi-Asynchronous Power-Saving Protocols
for Multi-hop Ad Hoc Networks,” inProc. IEEE ICC, May 2005.
143
[87] X. Lin, M. Moh, and T.-S. Moh, “On Energy-Efficient Semi-Asynchronous MAC Proto-
cols for Multi-hop Ad-hoc Networks,” in13th IEEE Asia-Pacific Computer System Archi-
tecture Conference (ACSAC), Aug. 2008.
[88] S. Ganeriwal, R. Kumar, and M. B. Srivastava, “Timing-Sync Protocol for Sensor Net-
works,” in Proc. ACM SenSys, Nov. 2003.
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