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ABSTRACT
As part of a project to explore the differential success of similar implementations of the
studio-mode of physics instruction, the objective of this work is to investigate the characteristics
of students enrolled in algebra-based, studio-mode introductory physics courses at various
universities in order to evaluate what effects these characteristics have on different measures of
student success, such as gains in conceptual knowledge, shifts to more favorable attitudes toward
physics, and final course grades. In my analysis, I explore the strategic self-regulatory,
motivational, and demographic characteristics of students in algebra-based, studio-mode physics
courses at three universities: the University of Central Florida (UCF), Georgia State University
(GSU), and George Washington University (GW). Each of these institutions possesses varying
student populations and differing levels of success in their studio-mode physics courses, as
measured by students’ overall average conceptual learning gains.
In order to collect information about the students at each institution, I compiled questions
from several existing questionnaires designed to measure student characteristics such as study
strategies and motivations for learning physics, and organization of scientific knowledge. I also
gathered student demographic information. This compiled survey, named the Student
Characteristics Survey (SCS) was given at all three institutions. Using similar information
collected from students, other studies (J. A. Chen, 2012; Nelson, Shell, Husman, Fishman, & Soh,
2015; Schwinger, Steinmayr, & Spinath, 2012; Shell & Husman, 2008; Shell & Soh, 2013;
Tuominen-Soini, Salmela-Aro, & Niemivirta, 2011; Vansteenkiste, Soenens, Sierens, Luyckx, &
Lens, 2009) have identified distinct learning profiles across varying student populations. Using a
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person-centered approach, I used model-based cluster analysis methods (Gan, Ma, & Wu, 2007)
to organize students into distinct groups. From this analysis, I identified five distinct learning
profiles in the population of physics students, similar to those found in previous research. In
addition, student outcome information was gathered from both UCF and GSU. Conceptual
inventory responses were gathered at both institutions, and attitudinal survey results and course
grades were gathered at UCF. No student outcome data was gathered at GW; thus, GW is
represented in analyses involving information compiled solely from the SCS, but GW is not
represented in analyses involving student outcome information.
Then, I use Automatic Linear Modeling, an application of multiple linear regression
modeling (IBM, 2012, 2013), to identify which demographic variables (including the identified
learning profiles) are the most influential in predicting student outcomes, such as scores on the
Force Concept Inventory (FCI), the Conceptual Survey of Electricity and Magnetism (CSEM),
and the Colorado Learning Attitudes about Sciences Survey (CLASS), both pre- and postinstruction. Modeling is conducted on the entire available dataset as a whole and is also
conducted with the data disaggregated by institution in order to identify any differential effects
that student characteristics may have at predicting student success at the different institutions. In
addition, instructors teaching algebra-based, studio-mode introductory physics courses are
interviewed about what makes students successful in order to better understand what instructors
perceive is important for students to excel in their physics courses. Furthermore, student survey
takers were interviewed to help verify their study strategies and motivations as measured by the
SCS.

iv

The above analysis provides evidence that, on average, gaps in student understanding
exist based on several demographic characteristics, such a gender, ethnicity, high school physics
experience, and SAT Math score, and these results are generally consistent with those found in
the literature. Disaggregation by institution reveals that differential effects from demographic
variables exist; thus, similar groups of students at separate institutions attain different student
outcomes. Overall, this is an undesirable observation, as the physics education research
community strives to reduce such inequity in physics classrooms; however, identification of
specific inequities and gaps in learning will help to inform further research investigations.
Research should continue in the form of in-depth investigations into how individual instructors
teach algebra-based studio-mode introductory physics courses, focusing on instructors’
approaches to the studio-mode of instruction and uses of active learning techniques. Also,
investigation of instructor awareness of demographic-driven gaps in student understanding
would give insight into if and how instructors may be attempting to better understand the needs
of different students. In addition, where a wide range of demographic data are available, I
encourage institutions to conduct similar analyses as those presented here in order to identify any
gaps in student understanding and place them in their institutional contexts for comparisons to
other universities.
Furthermore, as a result of my work, I find the identified learning profiles to have a
significant association with students’ attitudes toward physics, as measured by the CLASS
questionnaire, both pre- and post-instruction. This relationship between learning profile and
CLASS Pre-score is one that can help give instructors practical insight into students’ study
strategies and motivations at the very beginning of the physics course. By possessing knowledge
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of which students do and do not possess adaptive learning strategies early on, instructors can
better optimize initial student groups by considering results of student outcome measures, adjust
lesson plans, and assess students’ needs accordingly.
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CHAPTER ONE: INTRODUCTION
Motivation
As stated by Singer, Nielsen, and Schweingruber (2012) in their report on disciplinebased education research, “The United States faces a great imperative to improve undergraduate
science and engineering education” (p. 1). They go on to stress that substantial changes to
undergraduate science education will need to be made in order to meet the growing need for both
individuals in the technical work force and scientifically literate citizens in general (Singer et al.,
2012). Included in this population of students are those likely to become doctors, nurses,
physician’s assistants, scientists, and science educators. Often, such students take algebra-based
physics, as opposed to calculus-based, and this population of students has thus far been
understudied. Kanim (2013) demonstrated that students in algebra-based physics make up around
28% of the total population of introductory physics students, but represent only 14% of those
studied in physics education research (PER). Research also suggests that algebra-based students
and calculus-based students may learn and think differently in their respective physics courses
(Beichner, 1994; Loverude, Kanim, & Gomez, 2008; Mason & Singh, 2011). Thus, given these
considerations, there is an increasing need to study this population of physics students.
In addition, with this call for change in post-secondary science education to improve
student learning, university educators have turned to research-based instructional strategies in the
hopes that implementing these techniques will increase students’ conceptual gains and improve
students’ attitudes toward and appreciation of the sciences. One research-based instructional
strategy that has made a large impact in post-secondary physics education is a classroom
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structure called the studio-mode of instruction. This instructional mode will be discussed in more
detail later, but I will talk about it briefly here. The studio-mode of physics instruction had its
start as Workshop Physics at Dickinson College (Laws, 1991, 1997; Laws, Rosborough, &
Poodry, 1999) and Studio Physics at Rensselaer Polytechnic Institute (Cummings, Marx,
Thornton, & Kuhl, 1999; Wilson, 1994), and through its secondary implementations, has evolved
into its most popular iteration, SCALE-UP (Beichner, 2008; Beichner et al., 2006). Each of these
versions of studio-mode physics share common elements: a specialized classroom deigned to
facilitate group work and class discussion, reduced amounts of lecture and increased
collaborative learning, and increased use of technology to aid in data collection and
interpretation during integrated laboratory time. By demonstrating its ability to increase student
learning and reduce failure rates of women and minorities, all the while supporting large
enrollment loads (up to 100 students) (Beichner, 2008; Beichner et al., 2006), SCALE-UP has
quickly become a sought after form of instruction, spreading to over 100 physics departments
(Foote, Neumeyer, Henderson, Dancy, & Beichner, 2014a). With so many implementations,
there is bound to be variation in the way in which SCALE-UP is adopted, implemented, and
changed at each institution, and research shows that this is indeed the case (Foote, 2014, 2016;
Foote, Knaub, Henderson, Dancy, & Beichner, 2016; Foote et al., 2014a; Foote, Neumeyer,
Henderson, Dancy, & Beichner, 2014b).
Furthermore, different institutions adopting SCALE-UP also find variable levels of
success with their implementations, as is the case with the three universities collaborating on the
larger project of which this work is a part: The University of Central Florida (UCF), Georgia
State University (GSU) and the George Washington University (GW). Often in PER, the amount
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that students learn in a course is measured using a conceptual inventory: a standardized,
multiple-choice test aimed at assessing students on a particular topic. It is generally given both
pre- and post-instruction, and students’ Pre- and Post-scores are compared to gauge the amount
of learning that has occurred in the course. In order to measure these learning gains, the
normalized gain (Hake, 1998) , given by (Post-score – Pre-score) / (Max-score – Pre-score),
where Max-score is the highest score possible on the concept inventory, is calculated for each
student and then averaged over the class. Students earning normalized gains greater than zero
(with a maximum of 1.0) have made improvements in their concept knowledge over the semester,
students earning normalized gains of 0.0 have made no improvement, and students earning
normalized gains of less than zero have less of an understanding than they had prior to
instruction. For first-semester physics courses, a commonly used conceptual inventory is the
Force Concept Inventory (FCI) (Hestenes, Wells, & Swackhamer, 1992), which tests students on
their conceptual knowledge of Newtonian mechanics. For the FCI, an average normalized gain
of less than 0.30 is considered low for a course, as defined by Hake (1998). In their first-semester
algebra-based, studio-mode physics courses, UCF and GSU possess average FCI normalized
gains of 0.23 and 0.28, respectively, while GW has an average of 0.44, as reported by the
universities as of Summer 2013. Thus, though the same SCALE-UP style courses are
implemented at each institution, students in individual courses have different learning
experiences as measure by normalized gain on the FCI.
Lastly, diversity in introductory physics courses and its implications for student learning
is a subject of ongoing research in physics education (Brewe et al., 2010; Coletta, Phillips, &
Steinert, 2007; Harlow, Harrison, & Meyertholen, 2014; Gerald E. Hart & Paul D. Cottle, 1993;
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Hazari, Tai, & Sadler, 2007; Kohl & Kuo, 2009; Kost, Pollock, & Finkelstein, 2009; Lorenzo,
Crouch, & Mazur, 2006; Madsen, McKagan, & Sayre, 2013; Pollock, Finkelstein, & Kost, 2007;
Rodriguez, Brewe, Sawtelle, & Kramer, 2012; Sadler & Tai, 2001; Traxler & Brewe, 2015); thus,
during this work’s investigation of a variety of institutions with varying student populations,
diversity must and should be addressed. In order to address issues of diversity, we collect a wide
range of information about individual students to allow investigations into the many aspects of
an individual that may affect their learning. A mainstay of this research is acknowledging that
students’ individual characteristics are likely associated with their course outcomes, and though
these associations may be complex in nature, powerful statistical tools exist to reduce these
interactions into simpler, interpretable relationships. Using such techniques, information about a
variety of student characteristics can be gathered and analyzed. Subsequently, attempts can be
made to better understand how diverse bodies of students learn in their physics courses and how
this is associated with their student outcomes.
In light of the accelerated dissemination of SCALE-UP to a variety of institutions with
diverse student populations and given the call for heightened innovation to increase the number
of American citizens well versed in the sciences, understanding differing levels of studio physics
success serves as the main motivation for this work. Ultimately, the work presented here will
contribute to the better understanding of different implementations of algebra-based, studiomode physics so that differing educational institutions can find the best ways to innovate and
maximize positive impacts on introductory physics students.
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Scope of Research
This work is part of an overarching project aimed at analyzing algebra-based, studiomode physics courses. A graphic of the project design is given in Figure 1.

Figure 1. Design of the Overarching Research Investigation

Using a three-pronged approach, researchers at UCF, GSU, and GW are investigating
algebra-based, studio-mode physics courses by 1) observing classrooms to document the actions
of both instructors and students and their interactions, 2) understanding instructor decisions by
interviewing instructors about their teaching and reviewing the material they use in their courses,
and 3) gathering information about student characteristics through surveys given to students and
through interviews conducted with both instructors and students. Preliminary investigations are
ongoing at the three aforementioned universities and will soon extend to outside institutions that
have signed up to participate in the study. The work presented here pertains to the third part:
student characteristics and their effects on student outcomes at the participating universities.
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Ultimately, the information gathered through the Student Characteristic Survey (SCS) developed
in this work will help inform the other prongs of this study and guide investigations at each
participating institution. Furthermore, the SCS will likely be developed into a diagnostic tool to
help instructors better gauge their students’ study strategies and motivations in their courses.

Research Goals and Research Questions
There are three main goals in this work. The first is to develop a survey instrument (the
SCS) to gather information about student characteristics and to use this information to describe
in what ways student populations differ at the each institution. The second is to find a
sophisticated way to group students into “learning profiles,” based on their responses to the SCS,
in order to confidently describe the differing study strategies used and motivations possessed by
the participating students. Third is to use the information collected from the SCS to investigate
what student characteristics are most important in predicting various student outcomes.
I shaped the goals stated above into two main sets of research questions, given below:
Q1: Whom are we studying, and how do their characteristics predict their outcomes?
(a)

What is the demographic breakdown of students taking the investigated
algebra-based, introductory physics studio-mode courses?

(b)

What learning profiles do these students adopt?

(c)

How can student demographic information inform students’ learning
profile memberships?

6

(d)

Do these different students enter and/or leave their courses with
varying levels of conceptual understanding of physics, as measured by
concept inventory assessments?

Q2: What differential effects are observed at different institutions?
(a)

How do students differ within an institution and across institutions?

(b)

Are some characteristics better predictors for studio success at one
institution compared to another?

Overview of Methodologies
A mixture of survey distributions to students and interviews with instructors and students
was used to collect information about student characteristics. Elements of Classical Test Theory
and Factor Analysis were used to validate the SCS, and a reliable coding scheme was developed
to analyze interviews with instructors. Model-based cluster analysis was used to group students
into distinct learning profiles, and multiple linear regression modeling was used to explore what
student characteristics best explain student outcome measures, both overall and at individual
institutions.

Organization of Dissertation
Chapter One of this dissertation sets the foundation for the worked presented here,
provides background for the motivation driving this research, describes the overarching project
of which this work is a part, and lists the main research goals and research questions. Chapter
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Two gives a literature review, detailing the theoretical framework used in this work and
providing background on the studio-mode of physics instruction. Chapter Three gives the
methodologies used to collect and analyze information about student characteristics. In this
chapter, these methodologies are broken up based on whom the data were collected from:
students or instructors. Chapter Four details the analysis of and results from the data collected
from students completing the SCS. Chapter Five details the analysis of and results from
interviews conducted with instructors who teach algebra-based, studio-mode introductory
physics courses. Chapter Six discusses the details of the results presented in Chapters Four and
Five. And finally, Chapter Seven consolidates the conclusions culminating from this work,
discusses implications for future research, and touches on the limitations of the study.
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CHAPTER TWO: LITERATURE REVIEW
In this chapter, I summarize the literature and previous works on the topics that set the
foundation for my research. I start by giving a brief overview of active learning and the
arguments for using this approach to teach students introductory physics. I then delve into the
topic of studio physics, an example of active learning that is being readily adopted by an
increasing number of institutions. Next, I detail this dissemination of studio physics and the
varying amounts of success that studio physics has achieved at different schools. Furthermore, I
discuss the profile framework, a theoretical framework through which students are described by
their strategic self-regulatory behaviors and motivations in a course, and the profile approach, an
efficient method for characterizing students within a course based on their individual behaviors
and motivations. Lastly, I consider the patterns of distinct learning profiles that have emerged
across various student populations using varying statistical analysis techniques. This chapter
ends with a synthesis of the information presented in the chapter, giving motivation for my
research endeavors.

Active Learning
The level of student activity in the classroom can vary on a continuum from students
simply existing at their seats, inattentive, possibly scrolling through social media on their smart
phone to students purposefully and attentively engaging with the material and monitoring their
understanding of the content. On the lesser extreme ends within this spectrum are the concepts of
passive learning and active learning. Passive learning takes place when the student acts as a
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knowledge depository, simply accepting information without participating directly in the
learning process (Ryan & Martens, 1989). Alternatively, Bonwell and Eison (1991) state that
active learning occurs when students are “doing things and thinking about the things they are
doing” (p. iii). More specifically, active learning occurs when students are doing more than just
listening; are engaged in activities such as reading, discussing within groups or as a class, and
writing down their own thoughts and understandings; and are involved in higher order thinking,
such as conducing analyses, synthesizing information, and making evaluations (Bonwell & Eison,
1991). Active learning can be implemented on different scales and with varying degrees of
student engagement, and often, utilizing techniques that encourage active learning in the
classroom produces a positive impact on the students (Dancy, Henderson, & Turpen, 2016;
Edens, 2008; Hake, 1998; Hartley & Davies, 1978; Prince, 2004; Wankat, 2002). Active learning
can be implemented in lecture courses and can be as simple as introducing short breaks
throughout the lecture time, during which students work in small groups to discuss and clarify
notes. Such a method was used by Ruhl, Hughes, and Schloss (1987) in a study that found these
short breaks to increase both students’ short-term and long-term retention of the course material.
A main motivation for such periodic breaks for academic discussions is the regulation of student
attention, as students’ attention spans during a lecture average around fifteen minutes, after
which student ability to recall information during the lecture drops drastically (Hartley & Davies,
1978; Wankat, 2002). Extending this to a larger scale, but focusing in on the realm of physics, a
powerful argument for the use of active learning is made by the results of the large scale survey
of 62 introductory physics courses (total sample size of N = 6542) conducted by Hake (1998). In
his study, Hake (1998) compared the conceptual learning gains achieved by students in active
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learning environments and in traditional environments. In the context of Hake’s work, an active
learning environment is that which is defined by Hake (1998) as using “Interactive Engagement”
(IE) methods, which are “those designed at least in part to promote conceptual understanding
through interactive engagement of students in heads-on (always) and hands-on (usually)
activities which yield immediate feedback through discussion with peers and/or instructors” (p.
2), while traditional courses “make little to no use of IE methods, relying primarily on passivestudent lectures, recipe labs, and algorithmic problem exams” (p. 2) (Hake, 1998). Comparing
courses that utilize IE methods to Traditional courses, the average student learning gains on the
Force Concept Inventory (Hestenes et al., 1992) are twice a large in EI courses, indicating that
taking an active learning approach in physics courses can greatly enhance students’ conceptual
understandings of the course material. Due to the success of active learning in promoting student
conceptual understanding in physics courses, over the past two decades, there has been an
accelerating movement to create effective modes of physics instruction that incorporate and
harmonize the ideas set forth by Hake’s concept of EI: engaging students in a cooperative
learning environment where both the students and instructors can receive rapid feedback on
student understanding during the completion of thought-provoking activities. This format of
teaching physics is broadly described as the studio-mode of physics instruction, and several
successful implementations can be found in the Physics Education Research (PER) literature. In
the following section, I will detail these implementations of studio-mode physics and discuss
their various approaches to bringing an active learning environment to introductory physics
students.
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The Studio Mode of Physics Instruction
In this section, I will give a brief history of the studio-mode of physics instruction, a
method of teaching physics that moves away from traditional, lecture-based courses and toward
more collaborative environments for students, taking advantage of the benefits of active learning
strategies. I will detail the beginnings of studio-mode physics and how it has changed and spread
to many institutions across the globe. I focus specifically on the SCALE-UP mode of physics
instruction and the early forms of studio physics in which SCALE-UP has its roots. I do this
because SCALE-UP is the main focus of the overarching project of which this work is a part and
because SCALE-UP has become a major focus in physics education research, as it has found
great success in both improving student learning gains and disseminating to many institutions,
mainly due to its ability to handle larger numbers of students compared to other studio-modes of
physics instruction.

Workshop Physics
One of the earliest efforts in physics instruction to combine laboratory activities,
computer skills, and a significant reduction in lecture time into one introductory physics course
experience is Workshop Physics, developed by Priscilla Laws and colleagues at Dickinson
College in the mid-1980s (Laws, 1991, 1997; Laws et al., 1999). With no formal lecture,
Workshop Physics focuses on the exploration of physical phenomena through experimentation in
order to solidify concepts in students’ minds (Laws, 1991). Students work in pairs when using
computers but collaborate in groups of 4 for laboratory observations and experiments (Laws et
al., 1999). Logic and the scientific method are favored over content coverage, under the
12

supposition that if a student knows well how to understand and analyze one situation, she or he
can extend it to a new situation, even outside of one’s physics course (Laws et al., 1999). The
overall structure of Workshop Physics has students engaged in a four-part learning sequence
(Kolb, 1984): 1) students examine their own perceptions of physical phenomena and make
qualitative observations about the world around them; 2) students are then usually assigned
readings and problems after such activities; 3) after some discussion, the instructor helps with
development of definitions and mathematical theories; 4) then, at end of the week, students
engage in a quantitative experiment used to verify the mathematical theories encountered earlier
in the week (Laws, 1991; Laws et al., 1999). Overall, students participate in inquiry-based
activities through the week, making predictions and developing explanations, and laboratory
experiments are used to help confirm these explanations. The latest technology at the time was
used to help students take and analyze data for laboratory activities. Such technology includes
Microcomputer Based Laboratories (MBLs) that allow students to collect data in real time,
symbolic manipulation programs for solving multiple equations at once, video analysis software
to help analyze two-dimensional motion, and simulation software when real-time data collection
is too hard or not feasible (Laws, 1991). As this version of a physics course has students actively
completing activities, thinking about these activities, and discussing the results, all the while
experiencing minimal lecture, Workshop Physics stands as a form of studio-mode physics
instruction. Workshop Physics found great success at Dickinson College. Compared to
traditional instruction, where only 5% - 10% of students transition from getting counterintuitive
questions wrong on the pre-test to correct on the post test, Workshop Physics sees 50% - 90% of
students being able to correct their initial mistakes on the pre-test and better interpret
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counterintuitive questions on the post-test (Laws et al., 1999). Furthermore, after taking
Workshop Physics, the number of freshmen men and freshmen women deciding to pursue a
physics major was roughly the same (Laws et al., 1999). And as Saul and Redish (1997) report,
dissemination efforts in Workshop Physics proved fruitful, with Workshop Physics at other
similar colleges producing Force Concept Inventory conceptual normalized gains at an average
of 40%, comparable to the 41% at Dickinson College. Thus, Workshop Physics exemplified how
physics could be taught to students on a deep level, even with minimal to no lecture, using group
work, observations of phenomena, and class discussions. Along with its great success, there are
two drawbacks to Workshop Physics. One is that it is designed for small class sizes, up to around
24 students per class, and the other is that it calls for ample supplementary support for students
within the classroom, with one instructor and two undergraduate assistants per class, leading to
an instructor-student ratio of 1:8 (Laws, 1991; Laws et al., 1999). This makes Workshop Physics
difficult to implement at larger institutions, where large class sizes are the norm and
supplemental help may be scarce.

Studio Physics at Rensselaer Polytechnic Institute
An attempt to create an interactive learning environment for larger classes came in the
form of Studio Physics, established by Jack Wilson in 1993 at Rensselaer Polytechnic Institute
(RPI) (Wilson, 1994). This variation of an introductory physics course is the one that pioneered
the integration of lecture and laboratory in a collaborative learning environment and is actually
where the more generalized term of “studio physics” originated (Foote et al., 2016). There are
two main phases of Studio Physics at RPI, one occurring at the initial implementation in 1993
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(Wilson, 1994) and another after changes were made around 1998 (Cummings et al., 1999); I
will detail both below. The 1993 implementation of Studio Physics at RPI was an attempt to
reduce the number of large lecture sections of introductory physics by substituting them with
many smaller, more interactive physics classroom sections (Cummings et al., 1999). A typical
Studio Physics day entails students coming to class with about three to six homework problems
solved (to be collected and graded). Then the class typically starts with a 20-minute recitation
portion in which students go over problems as a class, and often the students are called on to
show their solutions. After the recitation portion, there is a 5-minute discussion followed by a
laboratory activity. The lab portion of the class ranges from 20 - 40 minutes and is often
combined with computational activities during which students work in groups to complete
laboratory experiments. As with Workshop Physics, Studio Physics utilizes MBLs and activities,
video analysis software for use in the labs, and a set of analysis tools such as symbolic
manipulation programs and spreadsheet applications (Wilson, 1994). Also similarly, students
generally work in groups of two to four, depending on the type of activity (Wilson, 1994).
Unlike Workshop Physics, lecture is not completely eliminated in Studio Physics, though it is
limited to about 10 – 20 minutes each class, and Studio Physics was designed to support around
50 - 60 students per class section in its initial implementation (Wilson, 1994). One instructor, one
graduate student, and one to two undergraduates are present in these classrooms, leading to a
range of instructor-student ratios from 1:20 to 1:12.5.
Though the 1993 implementation of Studio Physics found large favor among the
participating students, with a vast majority of students saying that Studio Physics was a reason to
attend RPI and twice as many students enjoying Studio Physics compared to a traditional class
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(Wilson, 1994), this version of Studio Physics did not produce the impressive conceptual gains
found in implementations of Workshop Physics. Studio Physics in 1993 attained average
conceptual normalized gains of only 22% on the Force Concept Inventory; a similar average
conceptual normalized gain was found also in 1998 before any changes were made, only
reaching around 18% (Cummings et al., 1999). This was a perplexing result, as Studio Physics is
an interactive class where instructors try to incorporate new methods of teaching into the course
(Cummings et al., 1999). Cummings et al. (1999) discovered that the main issue was that there
were no research-based materials used in the 1993 Studio Physics; it was typically traditional
labs, updated only to better fit in with the studio environment and incorporate new technology,
e.g., allowing students to collect data using the computer. The activities did not attempt to
address student misconceptions nor use conceptual bridging techniques (Cummings et al., 1999);
thus, though students were working together on laboratory activities and problem solving (being
hands-on), Studio Physics was not having students address the conceptual issues normally
encountered in introductory physics that research-based interventions can often help resolve. In
other words, the students were not being engaged in heads-on activities. Though the general
course structure remained the same, in order to combat the low conceptual gains, Cummings et al.
(1999) utilized two main physics education research-based strategies: Interactive Lecture
Demonstrations (ILDs) (Sokoloff & Thornton, 1997) and Cooperative Group Problem Solving
(CGPS) (Heller & Hollabaugh, 1992; Heller, Keith, & Anderson, 1992). ILDs cover a wide
range of topics and are designed to create an active learning environment, even in large lecture
courses (Cummings et al., 1999; Sokoloff & Thornton, 1997). ILDs are truly an active learning
technique, as they require students to predict the outcome of physics demonstrations, discuss
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these prediction with their classmates, and then subsequently explain the results of
demonstrations in the context of their predictions (Sokoloff & Thornton, 1997). CGPS is a
technique for collaborative learning and peer instruction that aims to improve students skills in
solving quantitative problems (Cummings et al., 1999). CGPS is utilized through four main
approaches, delineated by Cummings et al. (1999) (p. S140): 1) formation of well-functioning
cooperative groups; 2) presentation, modeling, and reinforced use of an explicit and effective
problem solving strategy; 3) use of real-world-based, “context-rich” problems for group practice;
and 4) rewarding cooperative learning through grading (Heller & Hollabaugh, 1992; Heller et al.,
1992). In order to enact these approaches, Cummings et al. (1999) moved away from two- to
four-person groups and adopted three-person groups within which the high, average, and low
achieving students are all represented. Initial student achievement level was determined by preinstruction conceptual inventory scores, and when groups were rearranged every five to seven
weeks, student achievement levels were reassessed using course exam grades (Cummings et al.,
1999). Using CGPS also entails understanding that students have not yet developed general
strategies for quantitative problem solving, and thus, from the first day of class, students are
explicitly taught strategies to use when solving physics problems in the class (Cummings et al.,
1999). The addition of the ILDs and CGPS strategies to Studio Physics at RPI added the “headson” quality to the activities in the class and additionally added extra active learning elements,
bringing Studio Physics to the level of Workshop Physics as a true studio-mode physics
classroom. And these improvements helped bolster student conceptual gains drastically, going
from conceptual normalized gains of 18% before implementations of ILDs and CGPS to 33%
after the implementation of both (Cummings et al., 1999). In this latter implementation of Studio
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Physics, class sizes were reduced to 30 - 45 students and there was often one instructor and one
to two teaching assistants in the classroom (Cummings et al., 1999). This brings the range of
instructor-student ratios down to 1:22.2 and 1:10, which is in between the ratios for the initial
implementation of Studio Physics starting in 1993 and Workshop Physics.
A secondary implementation of Cummings’ Studio Physics found success at the
Colorado School of Mines (CSM) (Furtak & Ohno, 2001; Kohl & Kuo, 2012). CSM adopted
Studio Physics in 1997, around the time Cummings et al. (1999) began reforming Studio Physics
at RPI, and they incorporated Studio Physics into a lecture/Studio Physics hybrid, with students
having two one-hour lectures and two two-hour Studio Physics sessions per week (Kohl & Kuo,
2012). Just like at RPI, those at CSM found that Studio Physics was not automatically successful,
as measured by lowered student failure rates and relatively high conceptual inventory scores, but
improved as the curriculum was altered over time to better fit in with the Studio Physics
environment; such improvements include use of CGPS-style initiatives and rigidly defined
schedules for the courses so that there was little variation across sections (Kohl & Kuo, 2012).
More recently, Kohl and Kuo (2012) detail the transition of their second-semester introductory
physics course from traditional to studio. Over the course of five semesters, Kohl and Kuo
(2012) found students’ conceptual normalized gains on the Conceptual Survey of Electricity and
Magnetism to remain stable around 37%, while the DFW rate (the proportion of students getting
a D in the course, Failing the course, or Withdrawing from the course) dropped by 5% after the
implementation of the lecture/Studio Physics hybrid even while student enrollment increased
rapidly over this time. Thus, Cumming’s Studio Physics model proved to be successful as a
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secondary implementation at another institution, improving conceptual gains and bolstering
students’ quantitative problem solving skills.

Student-Centered Active Learning Environment for Undergraduate Programs
Around the same time as the initial 1993 implementation of Studio Physics at RPI, North
Carolina State University (NC State) began offering experimental course sections for freshman
engineering students (Beichner et al., 1999). The sections all took place in the same room and
integrated together the topics of Math, Physics, Engineering, and Chemistry into one curriculum,
earning it the acronym IMPEC (Integrated Math, Physics, Engineering, and Chemistry)
(Beichner et al., 1999). The impact of IMPEC’s physics section from the years 1995-96 and
1996-97 are reported by Beichner et al. (1999). The experimental nature of these courses
(particularly the physics section) allowed for the implementation of many different researchbased techniques in a single course, including the Physics by Inquiry (McDermott, 1995)
activities, activities used in Workshop Physics (Laws, 1991, 1997; Laws et al., 1999), activities
used in Studio Physics (Cummings et al., 1999; Wilson, 1994), and Peer Instruction (Mazur &
Somers, 1999), in addition to any other activities developed at NC State (Beichner et al., 1999).
As with Studio Physics, lecture time is minimized and used primarily for transitioning to new
topics and providing students with course organization; the rest of the time is reserved for active
and collaborative learning activities (Beichner et al., 1999). Students work in three-person
groups similar to those of Cummings’ Studio Physics course, where students are placed together
such that they all have different GPAs and academic backgrounds, and they are often supplied
specific and rotating group roles and given explicit instructions on how to deal with any group
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issues or problems (Beichner et al., 1999). Furthermore, the IMPEC classroom was equipped
with technology similar to that of Workshop Physics and Studio Physics, using MBL interfaces
and software for such things as fitting curves and analyzing videos, and though computers were
available to students at all time, Beichner et al. (1999) found them to be far more beneficial than
distracting to the students. Overall, the benefit of these combined active and collaborative
learning strategies appeared tremendous. Those in the IMPEC course series had a higher success
rate (completing their chemistry, physics, engineering, and two calculus classes over two
semesters with a C or better) than those not in the program, and the IMPEC students attained
statically higher conceptual gains on the Force Concept Inventory than the national average for
traditional classes given by Hake (1998) (Beichner et al., 1999). Students in the Spring 1996
IMPEC course attained an average normalized gain of 42%, and students in the Spring 1997
course attained a normalized gain of 55%; this is compared to the national average FCI
normalized gain for traditional courses of 23% (Beichner et al., 1999; Hake, 1998).
Unfortunately, the IMPEC program was ultimately suspended, as it only serviced up to 36
students per year, a mere fraction of the thousands of students enrolled in the NC State
engineering program every year (Beichner et al., 2006). This issue is similar to that faced by
implementations of Workshop Physics and Studio Physics, as they only support a relatively
small number of students (Cummings et al., 1999; Laws, 1991; Laws et al., 1999).
However, given the success of the IMPEC program, Robert Beichner and his colleagues
(Beichner et al., 2006) strived to extend the techniques, activities, and principles used in the
IMPEC setting to a larger scale and create an active learning environment within which a large
number of students could be accommodated. Thus, the Student-Centered Active Learning
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Environment for Undergraduate Programs, or SCALE-UP, project was established (Beichner et
al., 2006). The project’s main goal is to “develop techniques and materials that permit use of
research-based pedagogies in large-enrollment studio classes of up to 100 students, even though
many of these materials were originally created for small class settings” (p.4) (Beichner et al.,
2006). Just like the IMPEC class, SCALE-UP classrooms consist of activity-based classes with
integrated hands-on labs, and in a typical class, there is a series of different activities related to
one topic, used to help students become actively involved in building their understanding of the
topic (Beichner et al., 2006). Most of these activities are completed in three-persons groups,
similar to IMPEC and Cummings’ Studio Physics, and the groups are constructed carefully.
Students are randomly assigned to a group given two constraints: 1) that one student from the top,
middle, and bottom of the class are at each table and 2) that students who are commonly
underrepresented in the field are not alone in a group (Beichner et al., 2006). Ideally, groups are
switched three to four times a semester, so that students don't get so comfortable with the topic
of conversation becoming less often about physics (Beichner et al., 2006). For the 2nd and 3rd
groupings, the underrepresentation constraint is usually lifted, as Beichner et al. (2006) have
observed that underrepresented students usually find a way to make their voices heard within a
group after only a few weeks.
The majority of the class time in a SCALE-UP class is spent on 10 to 15 minute segments
where students focus on “tangibles” and “ponderables”. Tangible activities “typically present a
physical situation that requires some form of observation and often data collection” (p. 13), and
these short experiments generally utilize the predict-observe-explain model to encourage
students’ metacognitive techniques and to address issues regarding conceptual understanding
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(Beichner et al., 2006). Ponderables are activities that often require students to estimate
quantities and answer interesting questions about the world around them; these are carefully
worded conceptual questions used for recognizing student difficulties with fundamental
principles (Beichner, 2008; Beichner et al., 2006). In addition to tangibles and ponderables,
students also complete laboratory activities that are integrated into the class. The experiments
often take advantage of the latest technology, such as MBLs for data collection, analysis, and
mathematical modeling; video-based laboratories where motion data are collected with cameras
and analyzed with special software; simulations using Java applets; and the Vpython
programming language. Often, laboratory work requires a formal lab report from student groups,
where 10% of the grade is performance evaluations of group mates (Beichner et al., 2006).
Furthermore, the SCALE-UP model uses many of the same research-based activities and active
learning techniques used in the IMPEC, with the addition of the Tutorials in Introductory Physics
(McDermott & Shaffer, 2002) which use the elicit-confront-resolve method of changing students
conceptions of physics (Beichner et al., 2006).
As with Studio Physics, the amount of passive learning experienced by students is not
completely eliminated, as a small amount of lecture time is built into the SCALE-UP model.
Ideally, however, lecture time is limited to less than one hour per week, given in 10 - 15 minute
intervals (Beichner et al., 2006). In the SCALE-UP classroom, students are expected to read the
appropriate material before class, and this is meant to replace much of the lecturing (Beichner et
al., 2006). Besides the constraint on lecturing, there are no specific expected proportions given
for the different types of activities in the SCALE-UP classroom; Beichner et al. (2006) state that
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“It is quite possible in a single class period to have a mini-lecture, a simulation activity, a
demonstration, and a short experiment,” where classes are generally organized into 2-hour blocks.
One key to the SCALE-UP model accommodating a large number of students (50 to 100
per class) while also providing them with an enriching active learning experience is the room
configuration, as the room must be optimized for collaborative efforts between students and
instructors and must also fit many people in one place. In the largest classrooms, this is primarily
achieved by outfitting a room with 11 tables, each seating 9, allowing for 99 students to fit in one
classroom (Beichner et al., 2006). For smaller student demand, the number of tables can be
lowered or the tables can be reduced in size. Tables in the SCALE-UP classroom are often round,
but can be a “X” or “T” -shaped as well; there have also been lollipop and bean shaped tables
(Beichner, 2008). What is imperative is that instructors are able to move about the tables and
around the classroom during class, providing students with guidance if they need it (Beichner et
al., 2006). Also important are ceiling-mounted projectors with several projector screens
positioned around the room so all the students can see, despite where they are sitting, and
wireless microphones so that all the students can hear the instructor when she or he needs all
students at attention (Beichner et al., 2006). With class sizes ranging from 50 to 100 students
with 2 to 4 instructors present in a class (comprised of the instructor, graduate, and
undergraduate teaching assistants), the instructor to student ratios can range from 1:50 to 1:12.5.
As with the IMPEC, and even while burdened with a much larger number of students, the
SCALE-UP mode of instruction results in substantial benefits for the students involved. In the
initial years of SCALE-UP’s implementation and dissemination (which I will talk about in more
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detail in the following section), in nine SCALE-UP classes across four universities, the average
conceptual normalized gain on the Force Concept Inventory was 48.3%, more than double the
average conceptual gains for these universities’ traditional lecture (20.4%) and honors (17.6%)
classes (Beichner et al., 2006). Furthermore, class attendance was very high (> 90%), failure
rates drastically decreased, typically by 50%, particularly for women and minorities,
performance in subsequent physics classes improved, regardless of the subsequent class format
(traditional or SCALE-UP), and the rate of failure of at-risk students later in their academic
engineering careers was cut in half (Beichner et al., 2006).
Given its positive impact, its flexibility to change the specific day-to-day lesson plans as
needs arise, and its ability to handle larger class sizes, SCALE-UP stands as an impressive and
attractive form of studio-mode physics. In the following section, I will detail the dissemination of
the SCALE-UP model of physics instruction to other institutions, including the challenges
involved with secondary implementations, and give motivation for the present work that
addresses better understanding the differential success of the SCALE-UP model at various
institutions.

Dissemination of SCALE-UP
The dissemination of SCALE-UP has gotten major attention recently, as this particular
implementation of studio-mode physics has spread to a variety of institutions but has been met
with varying degrees of success. Kathleen Foote and her colleagues (Foote, 2014, 2016; Foote et
al., 2016; Foote et al., 2014a, 2014b) have made a large effort to better understand how the
studio-mode of physics instruction, particularly SCALE-UP, has spread to different institutions,
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how it changes at those different schools, and whether or not it persists. In this section, I will
summarize these and related works to illustrate how SCALE-UP spreads from institution to
institution and to characterize the different experiences institutions have with implementing
SCALE-UP.
In order to identify key pieces of information about the dissemination of SCALE-UP,
Foote et al. (2014a) developed a survey targeted toward current, past, or potential SCALE-UP
users, and distributed it to roughly 1,300 institutions world-wide. Around 659 responded, giving
an approximate 50% response rate, and Foote et al. (2014a) identified 314 departments at 189
institutions in 21 countries that have adopted the SCALE-UP style of instruction. Of these 314
departments, 114 are physics departments or in closely related fields, such as astrophysics,
astronomy, physical science, and physics education, and analysis of the survey results suggests
that 12% of physics departments in the Unites States use SCALE-UP (Foote et al., 2014a). The
survey results further revealed that the most common way for people to learn about SCALE-UP
is through in-person interactions, whether it be through talking with colleagues (36% of
respondents) or by participating in workshops or attending talks (28% of respondents) (Foote et
al., 2014a). Of the respondents that have taught in the SCALE-UP mode, it appears to be very
popular, as only 0.3% of respondents did not want to teach SCALE-UP again (Foote et al.,
2014a). Overall, through analysis of these survey responses, Foote et al. (2014a) found five main
implications about the dissemination of SCALE-UP. The first is the fact that SCALE-UP has
become so wide spread, indicating that it is making a higher than average impact on higher
education. Secondly, SCALE-UP adoption is at a critical point in which strategies for spreading
SCALE-UP to even more institutions should change in order to captivate mainstream
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institutions: those that may be hesitant to implement SCALE-UP or do not actively seek
information about reforms (Foote et al., 2014a). Third, since many people hear about SCALEUP through interpersonal interactions, this method of spreading reform should be leveraged to
reach mainstream adopters, but these efforts should make sure to convey the underlying research
on SCALE-UP, and not just the information about modified versions of SCALE-UP. Fourth, the
role of the specialized SCALE-UP style classroom must be clarified, i.e., a SCALE-UP room is
not strictly required, but greatly decreases the probability of reverting back to traditional
instruction, and even if a SCALE-UP room exists, it by itself is not enough to increase learning
gains; active learning techniques must be implemented (Cummings et al., 1999; Lasry, Charles,
& Whittaker, 2014). And fifth, SCALE-UP site developers should provide adopters with
research-based recommendations for any productive changes that instructors may make when
becoming accustomed to the SCALE-UP mode of teaching.
Following up on these survey results, Kathleen Foote and colleagues conducted several
case studies, comparing and contrasting different institutions in order to discover more about
SCALE-UP implementations at different places. Often, different institutions are chosen for
comparisons in the case studies based on different criteria. In an initial, smaller case study, Foote
et al. (2014b) compared the University of Iowa (UI) and Clemson University based on the
longevity of the SCALE-UP implementation at the institutions, the number of departments
adopting SCALE-UP, and the geographical location of the institutions. At each institution,
several individuals who played key roles in the establishment of SCALE-UP at their school were
identified and interviewed; in all of the case studies, interviews with spokespeople of the
SCALE-UP efforts are generally an hour in length and semi-structured with open-ended
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questions (Foote, 2014; Foote et al., 2016; Foote et al., 2014b). What makes UI and Clemson
interesting subjects for comparison is that fact that the adoption of SCALE-UP came from
different directions at each institution: at UI, SCALE-UP was brought to departments from the
top-down by the upper administration; at Clemson, SCALE-UP was brought to departments from
the bottom-up by two faculty members (one in math and one in engineering) (Foote et al., 2014b).
From the conversations with UI and Clemson SCALE-UP adopters, Foote et al. (2014b) came to
two main hypotheses for successful, institution-level SCALE-UP adoption: 1) partnerships
between administrators and faculty, regardless of the direction of reform, help to facilitate the
implementation of SCALE-UP, and 2) establishment of a redesigned SCALE-UP classroom
helps to bring attention and visibility to the reform effort and subsequently builds support for the
SCALE-UP effort. Even though administrative partnerships and new classrooms are not required
for implementation, they add both accountability and a symbol of change for the reform efforts,
which support perseverance and longevity of SCALE-UP adoption (Foote et al., 2014b).
Foote (2014) delves deeper into SCALE-UP dissemination by comparing the original
implementation of SCALE-UP at NC State to SCALE-UP style implementations at two other
universities, the Technology Enriched Active Learning (TEAL) class at Massachusetts Institute
of Technology (MIT) (Belcher, 2001; Dori et al., 2003) and an implementation similar to TEAL
at Singapore University of Technology and Design (SUTD). The main goal of this case study
was to answer several questions about how these secondary implementations of SCALE-UP
were initiated, how secondary sites redefine and restructure a reform to fit their unique setting,
how sites’ unique factors influence the acceptance and sustainability of the reform, and how the
final implementations compare to the original reform (Foote, 2014). Similar to the previous case
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study, hour-long interviews were conducted with faculty and administrators, and in addition,
classroom observations were conducted at each of the three institutions in order to gauge the
general proportions of different classroom activities.
The motivation for the creation of SCALE-UP was discussed in detail in the previous
section. John Belcher of MIT heard about SCALE-UP from Robert Beichner through a grant
collaboration, and due to the MIT physics department’s pressing problems of high failure and
low attendance rates in the introductory physics courses, MIT adopted a SCALE-UP style reform
and relabeled their reform TEAL (Belcher, 2001; Foote, 2014). MIT was instrumental in
founding the SUTD, and those at SUTD decided to adopt a similar pedagogy as MIT and to have
cohorts of around 50 students attend their core classes in studio-style rooms, using SCALE-UP
style active learning activities (Foote, 2014). Ultimately, each SCALE-UP style implementation
was altered and adapted to fit the local needs of institutions attempting reform. MIT integrated
substantial two- and three-dimensional visualizations and emphasized the use of Peer Instruction
techniques (Mazur & Somers, 1999); in addition, MIT made changes to increase student buy-in,
such as allowing students to choose groups instead of assigning them, lecturing more than the
SCALE-UP model would suggest, and creating a highly valued undergraduate teaching assistant
position in the TEAL classroom (Foote, 2014). Those at SUTD learned from MIT’s experiences
of adopting TEAL to their needs, so changes made at STUD were not as drastic as they were at
MIT (Foote, 2014). Ultimately, STUD decided to adopt a mixed pedagogy with 1.5 hours of
straight lecture and 3.5 hours of cohort class time (or group work time) per week. These cohort
sections of class time generally start with 15 minutes of mini-lecture, followed by students
working on concept questions and problem sets together (Foote, 2014). Instructors at SUTD
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quickly realized the initial amount of lecturing wasn’t enough to prepare student for cohort time,
so the proportion of lecturing increased over the semesters (Foote, 2014). As SUTD is a strictly
engineering design school, design projects, presentations, and mini labs were added in order to
better provide their students with professional development (Foote, 2014). In the end, SCALEUP at NC State and TEAL at MIT have similar proportions of classroom activities, but with
TEAL possessing more lecture time and less problem solving, and SUTD students experience the
most lecture out of the three, but also have the largest proportion of student presentations (Foote,
2014). Hence, even though each SCALE-UP implementation came from similar pedagogical
roots, each institution’s local needs and constraints helped to greatly shape the ultimate form of
their SCALE-UP style course implementation.
In an even more recent case study, Kathleen Foote and colleagues identified 21
successful departmental implementations of SCALE-UP, 10 of which came from physics
departments (Foote et al., 2016). In identifying these successful SCALE-UP implementations,
only United States-based institutions that possessed a SCALE-UP room, implemented SCALEUP in a STEM setting, and also adopted interactive pedagogies were considered (Foote et al.,
2016). Furthermore, an implementation was categorized as “successful” if one or more of the
following conditions were satisfied: SCALE-UP courses are widespread across the institution
(five or more departments); SCALE-UP has been there for a substantial amount of time (more
than six years); and most introductory courses (above 60%) are taught in the SCALE-UP mode
in each department (Foote et al., 2016). Foote et al. (2016) conducted phone interviews with the
most influential people at each of the successful implementation sites, ultimately aiming to better
understand what factors enable or challenge the initiation and sustainment of a SCALE-UP
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implementation and how an adopter mediates between these enabling and challenging factors.
From these interviews, several enabling and challenging factors emerged (Foote et al., 2016).
Most institutions mentioned that administrative support (from department heads and/or the upper
administration) was a significant enabler for implementing SCALE-UP. Many institutions felt
that documenting both quantitative and qualitative data detailing the success of the
implementation helped to sustain the reform, and several mentioned that student complaints
about the format were an issue that needed to be handled. Proposed solutions to student pushback
include discussing the purpose of the SCALE-UP style with students, converting all the courses
to be interactive ones, and trying to introduce students to SCALE-UP as soon as possible in their
college career. Funding, of course, stands as both an enabling and a challenging factor, with
institutional funding being more stable that grant funding. When funding is limited, suggestions
are to make compromises for pilot classrooms to keep the costs similar to that of the lecture/lab
courses, but look for later financial opportunities to upgrade the classroom. Most institutions
mentioned that interactions with reform developers and other secondary implementers was a
good way to motivate faculty and have an outlet for them to receive answers to any of their
outstanding questions. In addition, none of the reforms happened through the efforts of a single
person; multimember groups were integral in the success of the reform. If a group of reformers is
hard to establish, some suggestions to combat resistance from faculty are to place the SCALEUP room in a central and visible location to increase exposure, to provide incentives for first
time teachers in SCALE-UP, and to provide training for SCALE-UP teaching. Actively
attempting to change departmental or university culture when it comes to valuing active learning
is also an enabling factor, bolstered by the structural changes that come along with making a
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visible SCALE-UP room and the schedule changes of making all or most courses taught in the
active learning environment. Furthermore, having an active leader or champion to head the
reform initiative creates a climate for success. Lastly, framing teaching SCALE-UP as
professional development helps to improve faculty support. Overall, a successful, institutionallevel SCALE-UP reform requires at least a small group of dedicated individuals embedded in a
financially and administratively supportive environment who can work toward aligning student,
departmental, and university culture to better understand, accept, and value the benefits of an
active learning environment, such as SCALE-UP.
Investigating the means through which a successful SCALE-UP implementation can be
achieved is of great importance to the physics education community. Another point of interest,
especially for the overarching project of which this work is a part, is that of curriculum
development, and how instructors adopt, adapt, or abandon research-based curricular strategies
over time as they implement SCALE-UP reforms. Foote (2016) conducted interviews with
individuals from five institutions that had achieved sustainable physics SCALE-UP classrooms
in which all introductory physics courses are taught. At least two people were interviewed at
each institution in order to find out where the implementers learn about SCALE-UP and gather
information about the reform, where their curricular materials for the courses come from, and
how and why these curricular materials are changed over time (Foote, 2016). Ultimately, the
work of Foote (2016) investigates “what motivates instructors to change their instruction, how
they chose composite research-based materials and adapt these in use and how they achieve
sustained use” (p. 5). One astounding finding from this study is that at three of the five
institutions, SCALE-UP implementers went into the reform with a misconception that, besides
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creating or finding the appropriate classroom space, SCALE-UP was a “ready-to-implement
package” (p. 13) (Foote, 2016). Specifically, two out of these three institutions mention thinking
that SCALE-UP “was a ready-to-go curriculum until they began implementing the reform” (p.
13), and when these institutions consulted the NC State SCALE-UP resources to supplement
their reform, they found them too disorganized, unsubstantial, or unintuitive to be implemented
immediately (Foote, 2016). Overall, four of the five institutions stated they had to start from
scratch when it came to creating a course appropriate for the SCALE-UP environment, as the
consensus was that if instructors could not find easy-to-implement activities and lessons, they
preferred to create their own (Foote, 2016). Though this may turn out okay, many of the
implementers interviewed in this study did not have any formal training in developing researchbased activities or curricula; thus, it is possible that creating one’s own activities may not align
with (and may even conflict with) the intent of a SCALE-UP reform (Foote, 2016). Furthermore,
despite the challenges to finding the best curricular options for their reform efforts, these
institutions found sustainability in their implementations by changing curricula gradually over
time; however, this can lead to a sense of contentment in implementers, as small, infrequent
changes in innovation can preserve many of the characteristics of the initial implementation,
which are often more traditional than reformers intend (Foote, 2016). In order to prevent
implementers from unknowingly introducing possibly detrimental activities into their SCALEUP reforms, Foote (2016) suggests several tactics. One is that reform developers have
dissemination in mind when creating new reforms, and that they “improve access to wellorganized and user-friendly suggestions for composite activities” (p. 14). Also, reform
developers should clearly lay out the components of the reform that are integral to its success,
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give possible ways to acceptably change any components, and provide context for the extent to
which these components can be changed such that the original reform purpose is not lost (Foote,
2016). Moreover, the reform implementers should be in contact with reform developers and/or
individuals at other secondary sites to ensure that each group has a shared vision of the reform
and that any questions or misunderstandings can be resolved (Foote, 2016).

Studio-mode Physics Summary
Given the investigation into the effectiveness of studio-mode physics courses, the works
of Priscilla Laws and colleagues (Laws, 1991, 1997; Laws et al., 1999) demonstrated early on
that getting students out of their lecture hall seats, where they would merely hear about the world
around them, and into a classroom space supporting collaboration and access to technology to
analyze physical phenomena hands-on, produces a significant positive impact on student learning.
Subsequent attempts to reproduce the success of Dickinson College’s Workshop Physics at
larger institutions soon brought to light an important issue facing implementations of studiomode physics even today: the presence of a studio-mode classroom space does not guarantee nor
imply that students will automatically receive these learning benefits. Even Studio Physics at RPI
(Wilson, 1994), that provided a high-tech learning space for introductory physics students to
collaborate and to which we owe the term “studio physics,” did not see substantial learning gains
until specific, research-based techniques were implemented in the studio classroom (Cummings
et al., 1999). Furthermore, Lasry et al. (2014) found evidence that student-centered classrooms,
such as SCALE-UP, are most effective when student-centered pedagogies are implemented by
instructors; in fact, they discovered a very strong correlation (r = 0.91, p = 0.012) between
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students’ average normalize gains on concept inventories and instructors’ self-reported student
centeredness (i.e., their beliefs about the importance of using student-centered pedagogy). Lasry
et al. (2014) also found that instructors enacting teacher-centered pedagogies in student-centered
classrooms may have negative effects on students who have low prior physics knowledge before
taking the course. This need for research-based, interactive engagement techniques was shown
by Hake (1998) to exist on a national level, with his over six-thousand student survey showing
conceptual learning gains to double, on average, in classrooms practicing interactive engagement
methods of teaching. In an attempt to extend the success of Workshop Physics and Studio
Physics to large-enrollment classes, while keeping in mind the need for research-based activities,
Robert Beichner and colleagues (Beichner, 2008; Beichner et al., 1999; Beichner et al., 2006) at
NC State developed the SCALE-UP mode of instruction, a combination of efficient use of space,
technology, and research-based curricula and activities. Due to its quick success at NC State and
a wide variety of other institutions (Beichner et al., 2006), in addition to its attractive curricular
flexibility (Foote, 2016), the SCALE-UP mode of instruction has spread to over 300 higher
education departments across the world (Foote et al., 2014a). But, as discussed earlier, there are
many factors that play a part in creating a successful and sustainable SCALE-UP implementation.
The recent work by Foote (2016) brings to light the fact that even the most motivated of SCALEUP implementers may not completely understand the curricular needs of the reform. Given these
findings, the large number of SCALE-UP implementations out there, and keeping in mind the
results of Cummings et al. (1999), it is likely that the degree of success of these SCALE-UP
implementations, as measured by student learning gains, can vary greatly from implementation
to implementation.
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This is certainly the case for the three collaborating institutions (UCF, GSU, and GW)
that are the main focus of this work; they have found differential learning gains in their SCALEUP classrooms. The overarching project that incorporates this work aims to understand why
these differences in SCALE-UP implementations exist on an instructor-by-instructor basis. In
other words, it aims to see how the curricular and pedagogical choices made by SCALE-UP
teachers affect the success of the course. Furthermore, inseparable from the instructors and the
choices that they make are the diverse students that attend their classes. Students themselves
bring to a course complex interactions of motivations and study strategies that guide a student’s
actions in the classroom. In the next section, I will describe a theoretical framework through
which one can account for many of the cognitive and motivational aspects of student behavior
that affect their performance in the classroom, which will ultimately help in our goal to better
characterize which types of students we are reaching in our algebra-based, studio-mode physics
courses.

Profile Framework
There has been a growing effort in educational psychology research to better understand
what motivates students and what self-regulated learning strategies students enact when studying.
Emerging from these efforts to better conceptualize and understand the complex interrelations
between students’ motivations and strategic self-regulatory behaviors is a theoretical framework,
coupled with a statistical methodology, that views these interactions between strategies and
motivations as describing particular patterns, or profiles, of learning behaviors at the individual
level. The theoretical framework is called the Self-Regulated Learning (SRL) perspective; the
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statistical methodology is called the profile approach (J. A. Chen, 2012; Nelson et al., 2015;
Schwinger et al., 2012; Shell & Husman, 2008; Shell & Soh, 2013; Vansteenkiste et al., 2009)
and can be used to describe groups of similar students by considering individual student’s
characteristics. Together, the SRL perspective and the profile approach constitute the profile
framework. In the following sub-sections, I will first give an overview of motivation research
and connect it to the concept of self-regulated learning. Subsequently, I delve deeper into selfregulated learning: what it is and how it has been used to investigate student outcomes. I will
then detail how self-regulated learning can be viewed through the profile framework to identify
groups, or profiles, of students that adopt different patterns and levels of self-regulated learning.

Motivation and Self-regulated Learning
The question of what motivates a student in the classroom has led to a plethora of socialcognitive models to provide answers; however, among this collection of models, five general
families of constructs have emerged (Pintrich, 2003). These five motivational construct families
highlight the importance of student motivation on student outcomes in the classroom, and
exemplify what educational psychologists deem most important when one intends to investigate
what drives students in a course.
The first of the construct families relates to a student’s self-efficacy and the perception
that she or he feels competent in the subject matter. Studies have found that students who feel
they have the potential to excel in a course possess a high probability of being motivated to put
forth the effort in the course and persevere; this is in contrast to those who have low self-efficacy
in the course, who are thus less likely to feel motivated (Bandura, 1997; Pintrich, 2003; Pintrich
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& Schunk, 2002; D. Schunk & Pajares, 2001). Chemers, Hu, and Garcia (2001) found evidence
that self-efficacy of first-year college students is related to academic performance, both directly
and indirectly through such things as students’ perceptions of classroom performance, stress
levels, health, and satisfaction with school. Ketelhut (2007) found that middle school students’
levels of self-efficacy initially correlated with the number of data gathering behaviors they
enacted when participating in inquiry-based learning activities in a virtual environment; by the
end of these activities, self-efficacy had less of an effect. Among college students, studies report
that self-efficacy has an effect on several aspects of academic performance. For example, J. R.
Sullivan and Guerra (2007) found that self-efficacy is positively correlated with students’ GPAs;
Haycock, McCarthy, and Skay (1998) found self-efficacy to be a significant predictor for
procrastination, with the two being strongly and negatively correlated; and Betz and Hackett
(1983) found that students’ self-efficacy, particularly in mathematics, corresponds to the levels at
which students decide to pursue science related majors.
The second family of constructs addresses a student’s perceived control over her or his
outcomes in the course. Skinner, Zimmer-Gembeck, Connell, Eccles, and Wellborn (1998) state
that perceived control “refers to a whole set of beliefs about how effective the self can be in
producing desired and preventing undesired outcomes” (p. 2). When an individual perceives a
reinforcement or event, which occurs after some action of the individual, to be not entirely
dependent upon her or his actions, that event is usually perceived as being a result of luck,
chance, fate, or something unpredictable, leading the individual to feel a loss of control (Rotter,
1966). Alternatively, if the individual perceives an event to depend majorly on her of his actions
or due to characteristics inherent of the individual, then that event is usually perceived as being
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directly related to the individual’s actions, leading the individual to feel more in control (Rotter,
1966). In general, when a student feels they are more so in direct control of their learning, they
reach higher levels of achievement compared to those that feel they have little control (Pintrich,
2003; Skinner, 1996; Skinner et al., 1998). For example, Perry, Hladkyj, Pekrun, and Pelletier
(2001) found Canadian psychology students’ perceived academic control over their achievement
outcomes to be significantly positively correlated with their beliefs that their effort and ability
influence their performance in their course, positively correlated with their mid-term scores, and
positively correlated with their final course grade. In a follow up study, Perry, Hladkyj, Pekrun,
Clifton, and Chipperfield (2005) found the students’ cumulative Grade Point Averages (GPAs)
for their first 3 years in college to all be significantly positively correlated with academic control
over their achievement outcomes.
In the third family of motivational constructs, student motivations are linked to students’
levels of intrinsic interest in the subject material in the course (Krapp, 1999; Pintrich, 2004).
There are two main types of interest: personal and situational. Personal interest is more stable
within an individual, and reflects upon a person’s disposition to be drawn to and enjoy
participating in certain activities or engaging with particular topics; situational interest is a
psychological state of being that arises when the topic, activity, or task at hand incites interest in
the individual (Eccles & Wigfield, 2002; Pintrich, 2004). In regards to both personal and
situational interest, a meta-analysis conducted by Schiefele, Krapp, and Winteler (1992) found
middle to high school students’ interests to generally be moderately and positively correlated
with several achievement outcomes, such as grades, achievement tests, and knowledge tests,
across many different subjects, ranging from mathematics and the sciences, to foreign languages
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and the social sciences. Among college students, Tobias (1995) found students’ use of
metacognition to be related to their personal interest in the subject; Fransson (1977) found
students with higher interest to exhibit increased ability to recall related information; and
Schiefele and Krapp (1988) reported that students with higher interest levels possess an
increased ability to learn qualitative knowledge related to the subject being studied. Furthermore,
studies have found that personal and situational interest positively impact attention and
persistence on a task (M. Ainley, Hidi, & Berndorff, 2002).
The fourth family of constructs generally states that the level to which a student is
motivated in a course depends on how useful or instrumental the student perceives the subject
material to be (Pintrich, 2003) or how highly they value the tasks they undertake in a course. In
other words, this refers to students’ opinions on the utility of the knowledge they gain in the
course and the utility of the tasks they perform in the course. Specifically, the works of Eccles
and Wigfield and their collaborators (Allan Wigfield & Eccles, 1992; Alan Wigfield & Eccles,
2002; Allan Wigfield, Eccles, Schiefele, Roeser, & Davis-Kean, 2006) shed light on task value
and how it affects student choice, showing that how highly a student values a task or subject is a
good predictor for student intentions and decisions. For example, studies have shown that
students’ task values seem to predict both their intentions to pursue higher mathematics
education and their ultimate decisions to actually take those courses (Pintrich, 2003; Allan
Wigfield & Eccles, 1992; Alan Wigfield & Eccles, 2002; Allan Wigfield et al., 2006).
Perceptions of the task at hand being important for future success has also been shown to be
positively related to student self-efficacy, self-regulation, and course performance (Husman &
Hilpert, 2007).
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Lastly, the fifth family of constructs deals with the goals students can achieve in a course
and the ways in which students can attempt to attain these goals. I delve into this construct
family in more detail, as it plays a larger role in my dissertation work. When it comes to goals,
there have been two main focuses within student motivation research. One is termed “goal
content” and addresses the multitude of goals that students can attempt to accomplish in a course
setting; the other is termed “goal orientation” and concerns the reasons for and ways in which a
student can approach achieving course goals (Pintrich, 2003). In other words, goal content deals
with what students are trying to get out of the many possible goals that exists, and goal
orientation deals with why students are trying to reach these goals (Wentzel & Wigfield, 1998).
Within goal content, there are both social and academic goals, and though social goals (such as
making friends and having fun) and academic goals (such as to learn) are often thought be at
odds with one another, this is mainly only true when a student is unable to pursue multiple goals
in an organized manner, possibly causing students to be distracted or overwhelmed; in fact,
students who can efficiently regulate their social and academic goals are more likely to be higher
achievers (Wentzel, 2000). More prominently used in the literature, and a larger focus in this
work, is the goal orientation perspective, and it has gone through updates and revisions over the
years (Senko, Hulleman, & Harackiewicz, 2011). The initial establishment of goal orientations
highlighted two distinct dimensions, the mastery (or learning) goal orientation and the
performance goal orientation (Dweck & Leggett, 1988). The former describes students oriented
toward learning and understanding, satisfying their own curiosity, building their skill sets, and
improving themselves; the latter describes students whose priorities are demonstrating their
abilities, garnering recognition for these abilities, and outperforming their peers (Pintrich, 2003).
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These two goal orientations were later each bifurcated by Elliot (1999) into two separate
dimensions, an approach dimension and an avoid dimension, to create a performance-mastery
dichotomy. In the approach dimension, student behavior is motivated by a positive and/or
desirable outcome; in contrast, in the avoid dimension, student behavior is motivated by a
negative and/or undesirable outcome. For example, a mastery-approach orientation entails a
student intending to learn the material and improve their understanding, whereas a mastery-avoid
orientation entails a student intentionally not trying to internalize any knowledge learned in the
course, possibly due to lack of interest (Shell & Soh, 2013). Furthermore, a performanceapproach orientation describes a student motivated to achieve higher than her or his classmates
and to demonstrate to her or his peers and instructor how much she or he knows in order to attain
favorable opinions, whereas a performance-avoid orientation describes a student concerned with
not looking unintelligent or incompetent to her or his classmates and instructor, thus garnering
unfavorable opinions, and wanting to avoid doing worse than her of his peers (Shell & Soh,
2013). A third orientation, the work (or task) goal orientation, has been investigated and used to
decouple the effort devoted to completing tasks and the learning that goes along with them and
sits distinct from the mastery and performance goal orientation dichotomy (Wolters, 2003). The
work goal orientation differs from the mastery and performance goal orientations in that there is
no learning or performance outcome specified by the orientation; it refers to students doing their
work as best they can (approach dimension) or curtailing the amount of work they do (avoid
dimension) without any reference to learning the material or performing better than peers (Shell
& Soh, 2013). Overall, the mastery goal orientation is associated with more positive and adaptive
motivational and behavior outcomes compared to the performance goal orientation (Ames, 1992;
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Dweck & Leggett, 1988; Pintrich, 2003; Wolters, Yu, & Pintrich, 1996). More specifically,
Wolters (2004) found mastery orientation to be significantly related to adaptive outcomes across
many areas relevant to the classroom. Mastery goal orientation is significantly and positively
correlated with self-efficacy, consideration of taking further classes in the subject area,
persistence in completing tasks even when faced with challenges, the use of metacognitive
strategies, and course grade; the mastery orientation is also significantly and negatively
correlated with procrastination (Wolters, 2004). On the other hand, Wolters (2004) found
performance-approach and performance avoidance goal orientations to be the less predictive of
these outcomes, with smaller correlation coefficient associated with them.
These construct families represent an important set of motivational characteristics
through which one can describe students and ascertain what drives them within a course. Based
on the links found between student motivations and student outcomes found in the literature,
considering student motivation when attempting to characterize students is imperative. And as a
student’s motivations are linked to the type of goals present in a course and the way in which the
student approaches these goals, student motivations are thus closely associated with the way in
which a student navigates and reacts to changes in course goals. This active attempt of a student
to monitor and alter one’s approaches to a task is called self-regulation. Specifically, Boekaerts,
Maes, and Karoly (2005) define self-regulation as “a multi-component, multi-level, iterative,
self-steering process that targets one’s own cognitions, affects, and actions, as well as features of
the environment for modulation in the service of one’s goals” (p. 150). Students engaged in ideal
self-regulation are thus aware of their own thinking, can assess their current understanding and
present goals, and change their strategies and thought processes as the need arises. In educational
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psychology literature, a perspective that considers the various cognitive, motivational, behavioral,
and contextual elements that guide student learning is termed the “self-regulated learning” (SRL)
perspective (Pintrich, 2004). This is the perspective taken in this work.
Table 1. Four Assumptions of the Self-Regulated Learning (SRL) Model

SRL Assumption
Active, constructive
Potential for control

Goal, criterion, or standard
Mediation between personal
and contextual characteristics

Description
Students assumed to be actively engaged in the learning
process.
Students assumed to have potential to monitor and control
their thinking, motivations, and actions within their
environment.
Students assumed able to evaluate and assess their goals and
learning processes, changing them if necessary.
Students’ achievement and learning assumed affected by
mediation between personal characteristics and classroom
environment, facilitated by self-regulation of motivations and
behaviors.

Pintrich (2004)

SRL has become a key construct in education, as it extremely important for learning and
achievement both in school and later on in life (Boekaerts & Cascallar, 2006). The SRL
perspective has also been pointed out as especially important when looking at classroom
environments such as the studio-mode, where students are encouraged to learn on their own and
in groups, to seek information from electronic courses, and to possess “personal initiative,
perseverance, and adaptive skills” (p. 167) (Barry J. Zimmerman, 2008). There are four main
assumptions made when adopting an SRL model; they are presented clearly and concisely by
Pintrich (2004) and are listed in Table 1. The first assumption is the “active, constructive
assumption,” in which learners are assumed to be actively engaged in the learning process and
are “assumed to construct their own meanings, goals, and strategies from the information
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available in the ‘external’ environment as well as information in their own minds (the ‘internal’
environment)” (p. 387) (Pintrich, 2004). The second assumption is that of the “potential for
control assumption,” which entails assuming that students have the potential to monitor and
control their thinking, motivations, and actions within their environment; however, there is no
assumption that the student will control these aspects of their character, only that they have the
capacity to do so. The third assumption is the “goal, criterion, or standard assumption.” It is the
supposition that students are able to evaluate and assess their goals and their processes of
learning, and make judgments about changing their strategies and goals, if necessary. The fourth
and final assumption is the “mediation between personal and contextual characteristics
assumption,” which supposes that it is neither only students’ personal characteristics nor their
classroom (contextual) environments that directly determine their level of achievement and
learning, but that there is mediation between the two, facilitated by the students’ self-regulating
of their motivations and behaviors. Thus, any models or theoretical frameworks utilizing the
SRL perspective will in general assume students to be more or less autonomous and active
participants in their learning, who are able to make judgments about their learning processes in
the context of their learning environments and adapt to new goals and challenges, if they choose
to do so. Figure 2 gives a graphical representation of the assumptions of the SRL perspective.
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Figure 2. Assumptions of the SRL Perspective

Within the SRL perspective, there are four main areas in which self-regulation occurs:
cognition, motivation/affect, & behavior (Snow, Corno, & Jackson, 1996), and context (Pintrich,
2004). These areas of regulation are summarized in Table 2. Regulation of cognition refers to the
active setting of goals and planning for studying the course material, the reflection on previous
knowledge when faced with a task, the act of using any metacognitive techniques to monitor
studying and learning, and making changes to any strategies and goals when needed (Pintrich,
2000, 2004). The regulation of motivation and affect encompasses how students self-regulate
much of what was detailed about motivation in the beginning of this subsection, including
regulation of self-efficacy, altering the degree to which students feel control in their learning,
modifying interest levels in the subject material, changing ideas about the utility of the tasks
involved, and altering goal orientations (Pintrich, 2000, 2003, 2004; Allan Wigfield et al., 2006;
Barry J. Zimmerman, 2008). The regulation of behavior deals with how students decide to
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behave and how they control their behavior, including the links between planned behavior and
subsequent actions (Ajzen, 2005; Diefendorff & Lord, 2003; Gollwitzer, 1996) and the
management of study time and the control of study effort (Koriat & Nussinson, 2009; Nonis &
Hudson, 2010). Lastly, although the nature and context of classroom activities are often more
controlled by the course instructor and out of the hands of the students, regulation of context
becomes more important and relevant in more student-centered classrooms, such as studio-mode
courses (Pintrich, 2004). Regulation of context also becomes increasingly important in postsecondary courses, in general, as students are expected to increase the amount of out-of-class
study time, during which regulation of attention, study planning, and management of distractions
become important aspects that students control within their study environments (Barry J
Zimmerman, 1998).
Table 2. Areas of Regulation in the SRL Model

Area of Regulation
Cognition
Motivation/Affect
Behavior
Context
Pintrich (2004)

Description
Active setting of goals, reflection on previous knowledge, using
metacognitive techniques.
Self-regulating motivations, i.e., modifying interest levels, changing
opinion of utility, altering goal orientations, etc.
Planning behaviors and subsequent actions, management of study time
and study effort.
Influencing classroom activities, ability to impact the course.

The four areas of the SRL perspective can be looked at individually or in combination
with one another, and I now turn my focus to how SRL has been utilized in discipline-based
education research, particularly Science, Technology, Engineering, and Mathematics (STEM)
education research, with an emphasis on Physics Education Research (PER) applications. As
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discussed previously, students engaged in self-regulated learning show increased levels of course
performance and other beneficial classroom behaviors. Another aspect of SRL that makes it an
important area of focus is that self-regulatory behaviors have been shown to be changeable in
and teachable to students, i.e., students are able to change their self-regulatory behaviors and
interventions from instructors can help them do this successfully (Kostons, van Gog, & Paas,
2012; D. H. Schunk & Ertmer, 2000). Thus, as self-regulation techniques predict student success
in a course and as instructors are able to influence the proficiency with which students enact
these techniques, the SRL perspective provides a rich stance from which to view student
practices and evaluate in what ways students are managing their strategies, motivations, goals,
and efforts in the classroom. In PER, the SRL perspective has been utilized to look at many of
the main areas of self-regulated learning. Cognition has been investigated thoroughly in PER,
often in the context of problem-solving and the use of meta-cognitive strategies, attempting to
better understand the self-regulatory strategies used by students while they attempt to solve
problems and understand concepts (Gok, 2010; Hsu, Brewe, Foster, & Harper, 2004).
Metacognition can be further broken down into distinct but essential parts: metacognitive
knowledge and metacognitive control (Gok, 2010). Metacognitive knowledge refers to recall and
organization of knowledge previously possessed by students and how the student subsequently
use that knowledge to allocate resources to different tasks; metacognitive control refers to the
strategies students decide to adopt in order to achieve goals and the extent to which students
subsequently monitor these goals and strategies (Gok, 2010). In other words, metacognitive
knowledge describes how students decide what is relevant and what is not based on what they
already know, and metacognitive control describes how students plan to learn and the extent to
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which students are aware of and make changes to their plans. These two dimensions in problemsolving cognition are often looked at together and this is often needed to get a richer view of
student cognition. Reif and Heller (1982) proposed a theoretical model of efficient problem
solving in physics, breaking it down into three ordered phases: the description phase, the searchfor-a-solution phase, and the assessing-the-solution phase (Hsu et al., 2004). Hegde and Meera
(2012) investigated the interactions between knowledge structures and student strategy control,
finding that when students are unable to synthesize their knowledge together beyond just
referencing equations, definitions, and statements of laws, they have a difficulty in their ability to
control their study strategies, and their progress is hindered. Furthermore, several studies have
investigated how well and to what degree students assess their own thought processes and
solutions when solving physics problems, in addition to proposing frameworks to help promote
metacognitive behaviors in students (Gok, 2010; Hsu et al., 2004; Lindsey & Nagel, 2015;
Phillips, Osorno, & Fier, 2013; Warren, 2010; Yerushalmi, Cohen, Mason, & Singh, 2012a,
2012b; Yerushalmi, Eylon, & Seggev, 2004). Several works also put student use of
metacognitive strategies in the context of “expert versus novice,” comparing how introductory
physics students approach problem-solving and how experienced problem solvers handle a
problem. Overall, the literature states that experts, as expected, regularly utilize self-regulatory
techniques, monitoring their progress and checking the reasonableness of their solutions,
whereas novices possess a higher propensity to become stuck on a problem and not know how to
proceed (Chi, Bassok, Lewis, Reimann, & Glaser, 1989; Larkin, 1981; Reif & Heller, 1982;
Singh, 2002). So, in general, research concludes that the regular use of metacognitive strategies
increases problem-solving skills and brings students closer to expert-like behaviors.
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In the area of motivation/affect, PER has devoted much energy into studying the
sophistication of students’ epistemological beliefs about physics and how their epistemologies, in
turn, affect their motivations in their physics courses. Hammer (1994) describes students’
epistemological beliefs as “beliefs about what constitutes knowledge in physics and how, as a
student, one develops that knowledge” (p.152). Not only do students possess certain
epistemological beliefs about physics, but studies show that students are aware of their set of
beliefs about physics relative to others’ and these beliefs work to mediate student goal
orientations. Elby (1999) found that though students seem to understand what it means to study
in order to understand physics on a deeper level, they study differently in order to get a good
grade. Thus, students are aware of the two main goal orientations, mastery and performance, but
generally pursue memorizing formulas and doing practice problems over again to achieve higher
scores (adopting a performance goal orientation), as opposed to focusing on concepts and reallife examples to solidify a better understanding of physics (adopting a mastery goal orientation)
(Elby, 1999). Further evidence of students being aware of and regulating their motivations in
physics courses is a study by Gray, Adams, Wieman, and Perkins (2008) using the Colorado
Learning Attitudes about Sciences Survey (CLASS), which measures students’ attitudes and
beliefs about physics relative to those of an experienced physicist, ranking students on a
continuum from novice-like to expert-like (Adams et al., 2006). Their research found that when
students were asked to answer questions on the CLASS as if they were physicists, students were
ranked as more expert-like, possessing more favorable attitudes about the physical sciences;
however, these expert-like ranks did not persist when students were asked to answer based on
their own personal beliefs (Gray et al., 2008). Furthermore, Kortemeyer (2007) found students’
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performance on conceptual inventories, and their achievement in their physics course overall, to
be correlated with goal orientations as expressed through discussions posted in online discussion
boards for the course. Students posting a higher percentage of physics-related comments in
online discussion had higher final course grades and higher Force Concept Inventory post-test
scores; alternatively, students posting a higher percentage of solution-oriented comments in
online discussions had lower final course grades and lower Force Concept Inventory post-test
scores (Kortemeyer, 2007). Similar results were obtain by May and Etkina (2002), who found
that students with higher quality reflections on what they have learned about physics in the past
week exhibited higher conceptual inventory scores and were more likely to be mastery goal
oriented than performance goal oriented. In addition, Bennett, Roberts, and Creagh (2016) found
that activities designed to better align students’ learning of physics with their career goals help
students to better see the relevance of introductory physics to their future. Overall, investigations
in PER have shown that students are often aware of their goal orientations and that more expertlike or mastery-oriented goals are conducive to higher student outcomes.
In the area of behavior, the work of John Stewart and colleagues (Stewart, DeVore,
Stewart, & Michaluk, 2016; Stewart, Stewart, & Taylor, 2012) look at students’ self-regulation
of their study time outside of class, finding that high performing students (those getting As and
Bs) are more reactive to their progress in the course compared to lower performers, with the
higher performing students changing their exam preparation time in reaction to their progress in
the course.
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In the area of context, there are several studies in PER that investigate how students’
perceptions of the course and their ability to impact the course affect student motivations and
performance. Hall and Webb (2014) found that students who perceive their instructor as
supporting student autonomy in the course more so enjoyed and were interested in learning
physics and were less likely to feel anxious about taking physics. They also found that in an
autonomy-supportive class, students’ reasons for studying physics became more autonomous
throughout the course, with students more so studying physics because they wanted to versus
studying it because they have to, and this increase in autonomy was correlated with course grade
(Hall & Webb, 2014). Grimes and Otero (2013) found that students who had input into their
classroom homework procedures had higher homework completion rates and higher course
section averages. Furthermore, Gaffney, Gaffney, and Beichner (2010) created the Pedagogical
Expectation Violation Assessment (PEVA) in order to assess how students’ initial expectations
about a course shift over an orientation period with that course and to assess the degree to which
students’ expectation are met. In other words, the PEVA helps evaluate how students react to a
particular context in which their physics course is placed relative to their initial expectation about
that context. Administering the PEVA in SCALE-UP courses revealed that students initially
thought their course would be like the typical, large-scale lecture course, taking place in a big
lecture hall with separate labs and expectations of equation memorization and little peer
interaction (Docktor & Mestre, 2014; Gaffney et al., 2010). After being oriented to the SCALEUP model, students shifted their expectations closer to that intended by the course designers, and
students’ expectation of memorizing equations was reduced (Gaffney et al., 2010). Recently,
Yerdelen-Damar and Elby (2016) found that students’ regulation of their motivations is mediated
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by the imposition of high stakes exams, i.e., students who will be taking a serious exam, such as
a college entrance exam, will often adopt rote learning techniques in their physics class, whereas
those not needing to take such an exam often adopt a more mastery goal orientation. Hence,
overall, the context in which students place their physics course has consequences for how
students feel and perform in the classroom.
As I have established, the Self-Regulated Learning perspective is a prevalent and
powerful view to take when one aims to better understand the behaviors and motivations of
students in the classroom. The major motivational and self-regulatory characteristics that work
together to explain the actions of a student are represented in the SRL perspective. While many
studies looked at one or two aspects of SRL at once, there is a relatively new and powerful
method emerging from efforts in the field of educational psychology to better conceptualize and
understand the complex interrelations between students’ motivations and strategic self-regulatory
behaviors which takes into account many of the different components of SRL simultaneously.
This method in termed the “profile approach” and will be detailed in the following sub-section.
Figure 3 gives a graphical representation of the relationship between the profile approach and the
areas of regulation in the SRL perspective.
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Figure 3. Relationship Between the Profile Approach and Areas of Regulation in the SRL Perspective

Profile Approach
The profile approach is a relatively new and powerful method emerging from efforts to
better conceptualize and understand the complex interrelations between students’ motivations
and strategic self-regulatory behaviors (Shell & Soh, 2013). What distinguishes this approach
from other statistical methods is that it utilizes person-centered techniques in order to group
together individuals with similar motivations and strategic self-regulatory behaviors. Personcentered analysis techniques are those that take into consideration students’ individual response
patterns across all measures (or variables), looking for groups of individuals that share similar
patterns; this is in contrast to variable-centered analysis methods that are generally characterized
by investigating the relationship between measures after averaging across students responses,
treating each of these measures as separate entities (Bergman & Andersson, 2010). Some
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examples of techniques that utilize a person-centered approach are latent profile analysis (S. S.
Chen & Gopalakrishnan, 1998; Schwinger et al., 2012), canonical correlation (Shell & Husman,
2008), and cluster analysis (which will be discussed in more detail in Chapter Three) (Conley,
2012; Nelson et al., 2015; Pond & Chini, 2015; Shell & Soh, 2013). Using person-centered
techniques aligns with the assertion made by Snow (1992), in which he defends updating old
aptitude theories to attend to more complex cognitive relations: “[…] it may be the combinations
of person characteristics that more need to be understood in relation to these important situations.
Human beings are not lists of independent variables; they are coordinated wholes” (p. 10). In the
profile approach, patterns among these combinations of personal characteristics are identified
and used to define particular groups, or profiles, that share similar patterns (Nelson et al., 2015).
In general, the profile approach entails collecting detailed information on characteristics of
individuals and investigating the complex interactions and patterns occurring between these
characteristics in order to identify similar groups in the sample.
By adopting the SLR perspective and utilizing the profile approach, a set of cognitive,
motivational, behavioral, and contextual construct information is collected from individuals – in
this case, students – and patterns among these constructs are used to investigate the motivated
and self-regulated “learning profiles” that emerge (Nelson et al., 2015; Shell & Soh, 2013).
Figure 4 exemplifies the influence that different SLR constructs have on individuals’ learning
profiles.
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Figure 4. Influence of SRL Constructs on Student Learning Profile. Adapted from Nelson et al. (2015).

Within the last decade, research into student learning profiles has become increasingly
popular and has been applied to a variety of student populations (J. A. Chen, 2012; Conley,
2012; Daniels et al., 2008; Hayenga & Corpus, 2010; Nelson et al., 2015; Schwinger et al., 2012;
Shell & Husman, 2008; Shell & Soh, 2013; Tuominen-Soini et al., 2011; Vansteenkiste et al.,
2009). Interestingly, though these profile studies do not necessarily use the exact same
theoretical model nor the same person-centered technique for analysis, distinct and replicable
learning profiles have emerged (Shell & Soh, 2013). In the following section, I will discuss these
learning profiles.
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Prevalence of Distinct Learning Profiles
Arguably, the most well defined and reproducible sets of profiles was initially identified
by Shell and Husman (2008), who found five distinct student learning profiles among
undergraduate educational psychology students in a study using canonical correlation to analyze
a wide range of motivational, affective, and strategic self-regulatory measures. Information about
what motivates and drives a student in a class (motivational), how a student feels in the
classroom (affective), and what study strategies and meta-cognitive skills a student uses
(strategic self-regulation) work together to define the five learning profiles that are deciphered
through person-centered analyses. The five profiles are described as follows: (1) a strategic
(Strat) profile of a student motivated to learn and retain the subject material, using whatever selfregulatory strategies are needed to do so, similar to the good strategy user described by Pressley,
Borkowski, and Schneider (1987) ; (2) a knowledge-building (KB) profile of a student
intrinsically motivated to learn and understand the subject material, but less actively engaged
with the course, similar to the student described by Scardamalia and Bereiter (2002); (3) a
surface (Sur) learning profile of a student primarily concerned with passing the course with little
engagement in the subject material, similar to a student whose motivations are performanceoriented (Pintrich, 2003); (4) an apathetic (Apa) profile of an unmotivated student that, though
wanting to pass the class, invests minimal engagement and personal interest in learning the
subject material, similar to the amotivational student described by Reeve, Deci, and Ryan
(2004) ; and (5) a learned helpless (LH) profile of a student putting in a lot of time and effort to
pass the course, but unable to optimize self-regulatory study strategies, like that described by
Dweck and Leggett (1988) (Shell & Soh, 2013).
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These five profiles, or some subset of the five, have been found in several other studies
using different types of analyses on varying student populations. If all five profiles are not
resolved, Shell and Soh (2013) propose that this is due to the fact that these studies “have
assessed fewer motivational and strategic self-regulatory variables” (p. 900) compared to the
work of Shell and Husman (2008). Nonetheless, similar profiles still surface. All the profile
studies mentioned above have found Strategic-type and Knowledge-building-type profiles. In
addition to these two profiles, J. A. Chen (2012) found a Surface-type and Apathetic-type profile
among middle and high school science students while analyzing students’ epistemological and
motivational characteristics using latent profile analysis. Daniels et al. (2008) found a fourprofile solution (Strategic, Knowledge-building, Surface, and Apathetic) while using cluster
analysis to investigate the relationship between introductory psychology students’ goal
orientations, grade expectations, and affect toward achievement. Hayenga and Corpus (2010)
looked exclusively at intrinsic student motivations, “engaging in a task for its own inherent
rewards” (p. 371), and extrinsic student motivations, “engaging in a task in order to attain some
separable outcome—such as approval from authority figures or special privileges in the
classroom” (p. 371), and resolved these four profiles among middle school students using cluster
analysis. Tuominen-Soini et al. (2011) also looked purely at motivational characteristics of
secondary school students and resolved the four profiles using latent profile analysis.
Vansteenkiste et al. (2009) assessed some strategic self-regulatory characteristics, in addition to
motivational, of both high school and college students, but did not use the self-regulatory
constructs in their cluster analysis (only in follow-up analyses), and only resolve the four profiles
discussed thus far. Since these studies do not consider strategic self-regulatory student
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characteristics in their person-centered statistical analysis, only a subset of the five profiles of
Shell and Husman (2008) are found, and the profiles can be interpreted only in terms of their
motivational characteristics and information about student study strategies can only be implied
though these motivations.
In contrast to the studies discussed above, Schwinger et al. (2012) utilized a larger
assortment of both strategic self-regulatory and motivational constructs in their analysis, a
variety comparable to that of Shell and Husman (2008). Five profiles resembling those found by
Shell and Husman (2008), including one similar to the learned helpless profile, are identified
using latent profile analysis among a large sample of university students enrolled in a variety of
classes (such as psychology, mathematics, law, etc.). Furthermore, when using many of the same
motivational and strategic self-regulatory constructs as Shell and Husman (2008), all five of
these profiles have been found among post-secondary computer science students (Nelson et al.,
2015; Shell & Soh, 2013) using cluster analysis techniques. Due to the success of the profile
studies conducted by Duane Shell and his colleagues (Nelson et al., 2015; Shell & Husman,
2008; Shell & Soh, 2013) and based upon the strength and breadth of the theoretical backing
upon which they stand, these studies’ theoretical framework (the SRL) and the analysis method
(the profile approach) are adopted by this work in order to better understand algebra-based
students in studio-mode introductory physics classes.

Summary
In this chapter, I introduced active learning and several ways in which it can be used in
various classroom environments to benefit student engagement and learning. In active learning
58

environments using interactive engagement techniques, students are required to continually
express their understandings to their instructors, to their peers, and to themselves through
cognitive activities that improve student attention and student course outcomes. Though active
learning environments can be established and used effectively in any classroom context,
interactive engagement methods truly thrive when enacted in smaller classroom scales, such as
small, studio-mode classrooms. The studio-mode of instruction has spread to several disciplines,
but ultimately has its roots in the efforts made by physics educators to improve student learning.
From Workshop Physics’ success at establishing standards for interactive, student-centered
physics classrooms to SCALE-UP’s achievement of providing a flexible studio experience even
for high enrollment courses, the studio-mode of physics instruction has become an impressive
and accessible supplement (or alternative) to traditional lecture-based classes. However, there are
still challenges that keep the level of success of each studio-mode physics implementation from
being equal across the board, as is evident in the case of the SCALE-UP form of studio-mode
instruction. If one measures success by the longevity and spread of SCALE-UP within a
university, factors such as financial and administrative support and student, departmental, and
institutional culture can have a great effect on whether or not SCALE-UP persists at an
institution. If one measures success by student outcomes, challenges exist on an even more finegrained level, as possible misconceptions about SCALE-UP and improper implementations of
curricula within a studio-mode course can have an adverse effect on student learning. Thus, in
order to better understand studio-mode courses, particularly those modeled after SCALE-UP,
one must investigate multiple aspects of the SCALE-UP classroom: instructor intentions,
instructor actions, and student responses. In order to better describe and understand the
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motivational and strategic choices of a sample of students, one can adopt the profile approach
from a Self-Regulated Learning Perspective. Such a theoretical framework assumes students are
autonomous individuals who are actively engaged in the learning process, having the capacity to
monitor and control their thinking, motivations, and actions, and thus possess patterns of
interacting motivational and strategic self-regulatory characteristics through which we can
describe distinct groups of students. These groups are called learning profiles and stand as a
useful tool for describing the types of students within a population based on several important
aspects of their self-regulated learning. Through the increase of studies using the profile
approach, five rather stable and reproducible learning profiles have emerged, giving the work
presented here a strong theoretical foundation upon which to stand while investigating algebrabased, introductory physics students. In the following chapter, I describe how I used the SRL
perspective and learning approach to characterize the students of interest, gathering information
from both the students themselves and the instructors teaching them.
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CHAPTER THREE: METHODOLOGY
In order to best understand the studio-mode introductory algebra-based physics students
at UCF, GSU, and GW, I collected data about the students from two main sources: the students
themselves and instructors teaching them. Information gathered directly from students mainly
came in the form of online survey responses from a questionnaire I compiled in order to probe
students’ strategic self-regulatory and motivational characteristics, in addition to collecting
student demographic information. Supplemental student information came from follow-up
interviews with survey takers. Student survey responses were analyzed using cluster analysis, a
process that divides a set of objects into homogenous groups (Gan et al., 2007). Student
interviews were analyzed for consistency between student cluster analysis results and individual
students’ in-person responses. In addition, conceptual inventories and attitudinal surveys were
used to assess students’ conceptual gains and views of physics. Information about students from
instructors was gathered through instructor interviews using a set of interview questions, or an
interview protocol, aimed at finding out what student characteristics instructors feel affect
studio-mode physics students’ performance the most. Instructors’ statements were later labeled
using a coding scheme, or set of definitions, based on the nature of the responses, and response
patterns were looked at across instructors. In the following sections, I will detail the
methodologies used to collect and analyze the data coming directly from students and the data
coming from the instructors.
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Methodologies for Student Data Collection and Analysis
Student Characteristic Survey
The Student Characteristic Survey (SCS) used in this study went through several stages
of evaluation and alteration before becoming the final version used to collect strategic selfregulatory and motivational information about students. The development and evolution of the
SCS was guided by goals set forth by the research collaboration and the adoption of the profile
approach. The survey was distributed to students over five semesters (from Spring 2014 to
Spring 2016, excluding summer semesters), with improvements generally being made to the SCS
between semesters. In the following subsections, I will outline the composition of each
semester’s SCS and give my reasons for the changes made over time, leading to the ultimate
version of the SCS achieved in the Fall 2015 semester.
General Survey Construction and Terminology
Before I continue, I want to briefly go over general survey construction to introduce some
terminology. At the fine grain level, a survey aimed at garnering specific information from
individuals is comprised of several survey items, or individual questions, that are specifically
designed to extract a piece of information from the survey taker. Often, these items are on a
Likert scale, and several different items within the survey are crafted to probe information on the
same characteristic or latent variable, such that averaging an individual’s responses across these
items gives you a measure of the level to which that individual is associated with that latent
variable. We refer to these different latent variables as survey scales and an individual’s average
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over the items associated with that survey scale as their scale score. I will continue to use this
terminology through this chapter.
Evaluating Questionnaire Appropriateness for Student Population
In order to assess whether or not a particular questionnaire borrowed from the literature
works well with our population of introductory, studio-mode physics students, each semester we
consider two main measures: overall validity of the survey structure evaluated through Principal
Component Analysis (PCA), Exploratory Factor Analysis (EFA), and Confirmatory Factor
Analysis (CFA) and survey scale reliability evaluated through the Cronbach α measure.
Cudeck (2000) states PCA “is a technique for summarizing information contained in
several variables into a small number of weighted composites” (p. 274). It is mainly used in
order to estimate the number of latent variables (or principal components) that are represented in
a survey. In general, PCA reduces a dataset into an optimal set of components that can each be
explained by a combination of several items on the survey (Abdi & Williams, 2010). EFA takes
PCA one step further and, given a desired number of latent variables, returns the latent variablesurvey item structure that is best explained by the data (Cudeck, 2000). In this work, PCA and
EFA are used here mainly for quick checks of the survey behavior to see if survey items are
acting the way they are intended to when surveying the population in question. In contrast to
EFA, which is used in a discovery-oriented manner in order to answer basic questions about the
structure of the data, CFA “is used in a deductive mode to test hypotheses regarding unmeasured
sources of variability responsible for the commonality among a set of scores” (p.465) (Hoyle,
2000). CFA takes a proposed model about the data, conducting hypothesis tests and calculating
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fit statistics in order to assess whether or not the data can sufficiently explain that model (Hoyle,
2000). In the first few semesters of distributing the SCS, PCA and EFA were used to attain
general estimates of survey behavior, evaluating whether or not particular items on the survey
were measuring the appropriate latent variables. In later distributions, when the SCS was nearing
its final form, CFA was used to test if student responses on the SCS fit closely to the ideal model
set forth by the SCS.
The reliability of a set of items is a measure of how much these items appear to be
interrelated and measure the same latent variable; in other words, how reliably can we trust a set
of items to measure a particular survey scale of interest. This measure is generally evaluated
using the Cronbach α value. Ranging from 0.00 to 1.00, the higher the Cronbach α value, the
better, with values above 0.70 considered desirable in most of the literature (Cortina, 1993).
More specifically, survey scales with Cronbach α values at and above 0.80 are considered
reliable enough to measure latent variables on an individual-level, whereas values at or above
0.70 but below 0.80 are considered reliable enough to measure latent variables on a group-level
(Doran, 1980).
Spring 2014 SCS
The Spring 2014 SCS was my initial attempt to construct a survey that would garner
information from students about their study habits, motivations, epistemologies, and
demographics, specifically those demographics outlined in the literature to affect student
performance in the classroom. Below, I will outline the questionnaires used to assess students’
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strategic self-regulatory behaviors, motivations, and beliefs about physics, and the demographic
items used to collect more information about students.
Student Perception of Classroom Knowledge-building
Investigation into the assessment of students’ study habits lead to use of the Student
Perception of Classroom Knowledge-building (SPOCK) questionnaire (Shell et al., 1996). The
SPOCK was initially developed to help assesses the effects of a new technology-centered teacher
training and classroom revitalization initiative on student knowledge-building and attitudes and
was validated among both high school and college students (Shell et al., 1996). Overall, the
survey scales making up the SPOCK have been used to evaluate the extent to which students
plan their studying, use metacognitive techniques while they study, and engage with the course
material and their classmates (Nelson et al., 2015; Shell & Husman, 2008; Shell et al., 1996;
Shell & Soh, 2013).
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Table 3. Survey Scales in SPOCK Questionnaire

Survey Scale Name

Number of
Reliability Scale Description
items in scale of scale*
0.81
Measures the extent to which students
Knowledge Building 6
attempt to actively connect newly created
pieces of knowledge to the information
that a student already knows or
information that the student learns in
another class.
6
0.80
Measures students’ levels of study
Self-Regulation
planning and metacognitive strategy use
while studying for their course.
7
0.94
Measures the extent to which students ask
Question Asking
questions while in the classroom.
5
0.87
Measures the extent to which students
Collaborative
actively work together in the course to
Learning
learn and complete assignments.
5
0.52
Measures the extent to which students feel
Teacher Directed
the instructor controls learning in the
Classroom
classroom.
4
0.50
Measures the extent to which students rely
Lack of Initiative
on others (their peers and the instructor) in
order to learn the course material.
*Reliability of scale taken from Shell et al. (1996).

Initial implementations of the SPOCK contained six survey scales: the Knowledge
Building scale, Self-Regulation scale, Question Asking scale, Collaborative Learning scale,
Teacher Directed Classroom Scale, and the Lack of Initiative Scale (Shell et al., 1996). The
number of individual items in each survey scale and a description of the scales are given in Table
3, and the full SPOCK survey used is given in Appendix A. Each item in the SPOCK is
measured on a 5-point Likert scale, from Almost Never (1) to Almost Always (5). Due to the low
reliability values (close to 0.50) of the Teacher Directed Classroom Scale (α = 0.52) and the
Lack of Initiative Scale (α = 0.50) found by Shell et al. (1996), they are not often used alongside
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the other four SPOCK survey scales (Nelson et al., 2015; Shell & Soh, 2013), and thus, they
were not used in this implementation either. The high reliability of the other four scales and the
versatility they demonstrated by working as expected with both high school and college student
samples made the SPOCK a great candidate for assessing the target sample of university
introductory physics students.
Revised 2-Factor Study Process Questionnaire
Because the main goal of this work was to better understand what drives students in the
studio-mode physics course, a main focus was determining students’ goal orientations through
how they approach learning in their courses. In order to assess these learning approaches, I
turned initially to the substantial work by Biggs and his colleagues (Biggs, 1985; Biggs, 1987a,
1987b, 1987c; Biggs, Kember, & Leung, 2001). One of the major products of their work came
from efforts to create a questionnaire of reasonable length that can be used by instructors to
evaluate the learning approaches of their students, culminating in the Revised 2-Factor Study
Process Questionnaire (R-SPQ-2F) (Biggs et al., 2001). The R-SPQ-2F contains two main
survey scales, Deep Approach and Surface Approach, each containing two subscales, Motive and
Strategy, for a total of four survey subscales: Deep Motive, Deep Approach, Surface Motive,
Surface Approach (Biggs et al., 2001). The R-SPQ-2F was also distributed to health science
university students in the validation process, a sample of students having similar academic
interests to those in the current work. The number of individual items in each survey subscale
and a description of the subscales are given in Table 4, and the full R-SPQ-2F survey used is
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given in Appendix B. Each item in the R-SPQ-2F is measured on a 5-point Likert scale, from
“This is never or only rarely true of me” (1) to “This is always or almost always true of me” (5).
Table 4. Survey Scales in R-SPQ-2F Questionnaire

Survey
Scale Name
Deep
Motive

Number of
items in scale
5

Reliability
of scale*
0.62

Scale Description

Measures students’ intrinsic interest in the course
material and their propensity to be motivated to
delve deeply into a topic.
5
0.63
Measures students’ tendencies to spend extra
Deep
time in order to better and more deeply
Strategy
understand a topic.
5
0.72
Measures student desire to get by in the course
Surface
with as little work as possible, because the topic
Motive
is uninteresting or unnecessary.
5
0.57
Measures students’ tendencies to learn by wrote
Surface
and only study what is absolutely necessary in
Strategy
order to achieve an adequate grade in the course.
*Reliability of scale taken from Biggs et al. (2001)

Though the reliability values for each scale were relatively low, these survey subscales
were particularly attractive overall, as finding out how students feel about working outside of the
course, even after spending many hours in the studio-mode classroom per week was an initial
interest in this work; the Deep Strategy and Surface Strategy subscales help to achieve this.
Furthermore, due to health science majors being the population in which it was validated and its
impressive factor structure, the R-SPQ-2F stood as a great candidate for probing students’ goals
and motivations in our algebra-based introductory physics courses.
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Epistemological Beliefs Assessment for Physical Sciences
In order to assess the sophistication of students’ structure of knowledge in the physical
science, I turned to the Epistemological Beliefs Assessment for Physical Sciences (EBAPS),
particularly the Structure of Scientific Knowledge (SSK) subscale contained within (Elby,
Frederiksen, Schwarz, & White, 2001). I chose the EBAPS over other popular epistemological
surveys such as the MPEX (Redish, Saul, & Steinberg, 1998) and the VASS (I. Halloun &
Hestenes, 1996), as the EBAPS explicitly attempts to disentangle as much as possible students’
beliefs about the physical sciences and students’ specific expectations about their course and
their study habits, in addition to being optimized for algebra-based courses (Elby et al., 2001).
As described by Elby et al. (2001) on their webpage, the SSK subscale aims to measure to what
degree student think physics and chemistry knowledge is “a bunch of weakly connected pieces
without much structure and consisting mainly of facts and formulas” versus thinking it is “a
coherent, conceptual, highly-structured, unified whole.” There are five items contained in the
SSK of the EBAPS; these items are given in Appendix C.
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Table 5. Demographic and Previous Experience SCS Question Descriptions

Category
Age
Gender
Ethnicity/Race
Major/Minor
Job/Work
Residency
Parenthood
ZIP Code
SAT/ACT Scores

Category
Physics
Experience
Chemistry
Experience
Math Experience
Grade
Expectation

Total Number
of Items
1
1
1
2
4

Demographics
Description

Simply ask students their age.
Simply ask student their gender.
Simply ask student their Ethnicity/Race.
Ask students their major and minor (if applicable).
Ask students if they work outside of being a student, and
if so, is it on-campus or off-campus.
7
Ask students what type of domicile they live and inquire
if they live with family.
3
Ask students if they have children, and if so, how many
and how old they are.
1
Ask students ZIP in high school to estimate socioeconomic status.
8
Ask students their SAT and/or ACT scores, as well as
how confident they are in their score reporting.
Previous Experiences
Total Number Description
of Items
6
Ask students about any previous physics courses they
have taken and how they performed in those courses.
3
Ask students about any previous chemistry courses they
have taken and how they performed in those courses.
3
Ask students about any previous math courses they have
taken and how they performed in those courses.
1
Simply ask students what grade they expect to get in
their current physics course.

Demographics shown to affect student performance include job-related (Bozick, 2007;
Hawkins, Smith, Hawkins, & Grant, 2005; King, 2006), residency-related (Bozick, 2007),
gender, race/ethnicity, & age (Hawkins et al., 2005), socioeconomic status (Roksa, 2011; Sadler
& Tai, 2001), parenthood/dependents (Hawkins et al., 2005), math preparation (Gifford &
Harpole, 1986; I. A. Halloun & Hestenes, 1985; Gerald E Hart & Paul D Cottle, 1993), and
previous physics experience (Sadler & Tai, 2001). Thus, for the SCS, we constructed items to
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gather information on all these topics from students, in addition to asking about the students’
majors/minors and standardized test scores. Table 5 gives a brief outline of these demographic
and previous experience questions; the full set of questions can be found in Appendix D.
In general, students were asked directly to report on their demographic information and
past experiences. In order to determine the socio-economic status of the student during their high
school years (indicated by the average per capita annual income), we inquired about their ZIP
code while they attended high school, which can be used to look up economic information about
that area (Hazari, Sonnert, Sadler, & Shanahan, 2010). In addition, since I was unlikely to have
access to students’ final course grades, I asked them directly what they expected to get in their
current studio-mode physics course. Though a student’s grade expectation does not necessarily
imply the student’s actual grade, students took the SCS near the end of the semester in each
distribution; thus, it was assumed to be a reasonable estimate of the student’s final grade.
Ultimately, no judgments are made about students’ actual final grades based on their responses
to the grade expectation question; however, judgments are made about the expectations of their
grades.
Other Information
In addition to surveying students’ self-regulation, motivation, epistemologies, and
demographics, the three collaborating universities were also interested in students’ course
expectations, opinions on group work, and their textbook use in the course. We thus developed
short item sets to ask students directly about their expectations for learning physics, as well as
their level of enjoyment of and main role in group work while in the course. In order to gather
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information about student textbook use, we utilized The Perceived Value of College Physics
Textbooks Survey (Podolefsky & Finkelstein, 2006), which inquires about students’ perception
of how useful their physics textbook is and how they use the textbook when they do use it.
Descriptions of these sets of items are given in Table 6, and the full sets of questions can be
found in Appendix E.
Table 6. Other Information SCS Question Descriptions

Category

Course Expectations

Total
Number of
Items
5

Group Work

4

Perceived Value of College
Physics Textbooks Survey

9

Description

Ask students about their expectations for
learning physics and course grade
expectations.
Ask students about enjoyment of group work
in the course and what role students took in the
group.
Asks students about their perceived utility and
specific uses of their physics textbook.

Sub-setting the Spring 2014 SCS
Due to initial concerns of presenting students with too many survey questions and
considering the exploratory nature of the initial implementation of the SCS, my collaborators and
I decided to break the Spring 2014 SCS distribution into three subsets. The online survey system
used to distribute the survey was set up so that, within each course, students linked to the survey
were presented randomly with one of the three subsets, and each subset was evenly distributed
among the survey takers, i.e., approximately one-third of the survey takers within a single class
completed survey subset 1, another one-third completed survey subset 2, and the remaining onethird completed survey subset 3. Every student, no matter the survey subsets presented,
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completed all demographic questions at the end of the SCS. Table 7 gives the breakdown of the
survey subsets and the questionnaires and item sets each subset contained. Subsets were
organized to make the number of items in each subset as even as possible.
Table 7. Breakdown of Spring 2014 Survey Subsets

Survey Subset
1

2
3

Survey Scales
Previous Experiences Items
Course Expectations
Perceived Value of College Physics
Textbooks
SPOCK
Group Work
R-SPQ-2F
EBAPS: SSK

Items in Scale
12
5
9
24
4
20
5

Spring 2014 Data Collection
The initial SCS was administered at UCF only in a total of seven (out of eight) studiomode introductory physics course: two first-semester, algebra-based courses; two first-semester,
calculus-based courses; one second-semester, algebra-based course; and two second-semester,
calculus-based courses. This and all subsequent distributions of the SCS were conducted near the
end of the semester, but before final exams. This was done to collect information from students
after they have experienced a majority of their studio-physics courses while avoiding surveying
students during the relatively stressful final examination period. Most of the participating classes’
instructors supplied a small amount of extra credit to students who completed the survey. The
total number of survey respondents, given by survey subset, are reported in Table 8. Of the total
number of respondents, 399 completed the survey in its entirety, and about 96% of these students
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agreed to have their responses used for research purposes, leaving about 385 responses to be
used for analyses.
Table 8. Number of Student Responses to the Spring 2014 SCS distribution

Course
Algebra-based
Physics I, Course 1
Algebra-based
Physics I, Course 2
Calculus-based
Physics I, Course 1
Calculus-based
Physics I, Course 2
Algebra-based
Physics II, Course 1
Calculus-based
Physics II, Course 1
Calculus-based
Physics II, Course 2
Totals

Subset 1
25

Subset 2
25

Subset 3
26

Totals
76

22

21

21

64

26

26

25

77

23

22

23

68

21

20

21

62

12

12

12

36

7

6

6

19

136

132

134

402

Evaluation of the Spring 2014 SCS
In order to make sure that the surveys were working as expected with our population of
students, Cronbach α values for each survey scale were considered, and Principal Component
Analysis (PCA) and Exploratory Factor Analysis (EFA) were conducted on the two main, multiscale questionnaires used in the Spring 2014 SCS distribution: the SPOCK and the R-SPQ-2F.
PCA is mainly used in order to estimate the number of latent variables (or principal components)
that are represented in the survey data. For example, the SPOCK has four theoretical principal
components or latent variables: Self-regulation, Knowledge-building, Question Asking, and
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Collaborative Learning. Similarly, the 2F-SPQ-R also has four theoretical latent variables: Deep
Motives, Deep Strategies, Surface Motives, and Surface Strategies.

Figure 5. EFA results for four latent variables in the SPOCK (a) and 2F-SPQ-R (b) using the Spring 2014 survey
data.

For both the SPOCK and the 2F-SPQ-R, PCA suggested that the best number of latent
variables was four, the hypothesized number of survey scales in each of these surveys.
Proceeding with EFA, the factor structures given in Figure 5 are produced for both
questionnaires. Arrows indicate a relationship between a survey item and the given latent
variable (PA1 - PA4). The numbers given along the arrows are factor loadings, i.e., a measure of
how strongly an item is associated with a latent variable. Factor loadings less than 0.3 are not
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shown. The numbers given along the double-sided arrows stretching from one latent variable to
another represent correlation values between these variables. Abbreviations are as follows: (a)
SPOCK: QA = Question Asking, CL = Collaborative Learning, SR = Self-Regulation, KB =
Knowledge Building; (b) 2F-SPQ-R: DM = Deep Motive, DS = Deep Strategy, SM = Surface
Motive, SS = Surface Strategy. The number given after the abbreviation is the item number in
that scale. As one can see in Figure 5 (a), the SPOCK produced a very nice factor structure.
There is very minimal cross-loading (where an item is associated with more than one latent
variable), and all items are grouped as expected (i.e., all the Question Asking items load on a
single factor, all the Knowledge Building items load on a single factor, etc.). Thus, it appears that
the items in the SPOCK are measuring the latent variables they are intended to measure. In
Figure A (b), however, the story is different: there is a high level of cross loading and a
substantial mixture of Deep and Surface items being associated with the same latent variable.
Given this poor factoring structure, it appears that the Deep Motives, Deep Strategy, Surface
Motives, and Surface Strategy items are not measuring what they are expected to in our student
sample.
Furthermore, the Cronbach α values for each of the SPOCK survey scales are acceptable.
The Cronbach α values are 0.94, 0.95, 0.88, and 0.89 for SPOCK’s Collaborative Learning,
Question Asking, Self-Regulation, and Knowledge Building scales, respectively. In the case of
the 2F-SPQ-R, Cronbach α values are a mix of acceptable and lower-than-desired. The Cronbach
α values are 0.76, 0.61, 0.74, 0.60 for 2F-SPQ-R’s Deep Motive, Deep Strategy, Surface Motive,
and Surface Strategy scales, respectively. This may be a result of the poor factor structure found
by the EFA analysis presented above.
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Hence, for both its poor structure and relatively low reliability values, the 2F-SPQ-R was
determined to be unfit for our population of students, and a new survey to probe similar student
characteristics was found for use in the subsequent semesters (this will be discussed later). The
SPOCK, on the other hand, performed very well, and continued to perform similarly in
subsequent semesters; thus, the SPOCK in this form was kept in each iteration of the SCS.
In the EBAPS: SSK scale, all but one item – the first – is reverse-scored, meaning the
remaining items are worded negatively, such that if a student responds with a high numerical
indicator for one of these items (say a 4 on the Likert-scale), then before analyses, the student’s
response will be reversed to a lower numerical indicator (in this case, the 4 would be reversescored to a 2, a 5 reverse-coded to a 1, etc.). During the reliability analysis, it became apparent
that the first item was not acting as expected, actually behaving as if it should be reverse-scored
as well. Due to this, the first EBAPS: SSK item was retained in the survey, but removed from
analyses. The Cronbach α value for the four remaining items is 0.56. Though this reliability
value is on the low end, I still believed the EBAPS: SSK items were getting at important
information and that the EBAPS was optimized for our population of study. For these reasons, I
retained the EBAPS: SSK scale for another semester in order to see if its reliability would
improve.
Fall 2014 SCS
Approaches and Study Skills Inventory for Students
Following the dismissal of the R-SPQ-2F, a different survey that probes similar strategic
and motivational characteristics was needed. Ultimately, I decided on the Approaches and Study
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Skills Inventory for Students (ASSIST) (Entwistle, Hilary, & McCune, 2000). The ASSIST has
its roots in the Approaches to Studying Inventory (ASI) and looks at students’ approaches to
studying along three different dimensions or scales: the Deep Approach, Surface Approach, and
Strategic Approach. Specifically, we use the short version of the ASSIST, reduced to 18 items
from 52, with each scale being comprised of 6 items. The items in each of ASSIST’s scales
possess both strategic self-regulation and motivational aspects (but leaning more so on the
strategic self-regulatory side), asking the students to provide information about both what they
do for a course and why they do those things. The number of individual items in each survey
scale and a description of the scales are given in Table 9, and the full ASSIST survey used is
given in Appendix F.
Table 9. Survey Scales in the ASSISST Questionnaire

Survey scale
name

Number of
items in
scale
6

Reliability of Scale description
scale*

Measures what degree students think critically
about the course material and the extent to which
students contemplate a concept.
6
0.75
Measures the extent to which students have a
Surface
difficulty handling the material in the course,
Approach
possibly feeling overwhelmed by the material.
6
0.70
Measures how organized, consistent, and
Strategic
persistent a student is when it comes to studying
Approach
for their physics course.
*Reliability of scale taken from Speth, Namuth, and Lee (2007)
Deep
Approach

0.65

Though reliability values of these scales were relatively low, the factor structure of the
ASSIST was shown to be good with minimal cross-loadings (Speth et al., 2007). Moreover, the
Surface Approach scale seemed particularly useful for the study, as the items on the scale
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attempt to probe the level to which students are overwhelmed by the course, not being able to
determine what is most important while studying, and thus must adopt an approach to learning
where gathering information is more important than a deep understanding of the material. Thus, I
decided to use the ASSIST in in entirety in this iteration of the SCS in order to see how well
these useful scales worked with our student sample of interest.
Motivated Strategies for Learning Questionnaire
In addition to the ASSIST survey, we also turned to the Motivated Strategies for
Learning Questionnaire (MSLQ) in order to garner further information from students. The
MSLQ was developed by Pintrich and colleagues (García & Pintrich, 1995; Pintrich, 1991;
Pintrich, 2003; Pintrich, Smith, García, & McKeachie, 1993) and for college undergraduates
using a social-cognitive view of motivations and learning strategies (Duncan & McKeachie,
2005). Ultimately, due to the overall length and word choice of the survey, and since those in the
research collaboration became increasingly interested in how students manage both their study
time and study environment, we decided to include only one sub-scale of the MSLQ that seemed
particularly interesting: the Time and Study Environment Management (TSEM) scale. The
TSEM scale addresses students’ time management skills, involving scheduling and planning
studying time, including both parsing out segments of study time and setting realistic goals in
order to make good use of the study time (Pintrich, 1991). The TSEM scale also looks at how
students manage their study environment, i.e., the place at which students’ study and complete
their course work, probing as to how regularly students work in the same environment that is
conducive to their studying (Pintrich, 1991). The TSEM scale is comprised of eight items, and
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Pintrich (1991) found its reliably to be at an acceptable level (Cronbach α = 0.76). Each item in
the MSLQ: TSEM scale is measured on a 7-point Likert scale, from “Not at all true of me” (1) to
“Very true of me” (5). The full list MSLQ: TSEM item used is given in Appendix G.
Demographic, previous experience, and other information questions
The demographics, previous experience, and other information described in the Spring
2014 SCS section remained present and unaltered in this distribution of the SCS.
Sub-setting the Fall 2014 SCS
Table 10. Breakdown of Fall 2014 Survey Subsets

Survey Subset
1

2

Survey Scales
SPOCK
Group Work
Perceived Value of College Physics
Textbooks
MSLQ: TSEM
Previous Experiences Items
ASSIST
Course Expectations
EBAPS: SSK

Items in Scale
24
4
9
8
12
18
5
5

With the addition of the ASSIST and the one MSLQ sub-scale, we also made the decision
to modify the number of survey subsets, reducing the SCS to only two subsets, instead of three.
We found that though three subsets reduced the number of survey items per survey taker, this
configuration gave us too small of sample sizes to make judgments about the students based on
their responses. Table 10 gives the breakdown of the survey subsets and the questionnaires and
item sets each subset contained. Again, every student, no matter the survey subsets presented,
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completed all demographic questions at the end of the SCS. Subsets were organized to make the
number of items in each subset as even as possible.
Fall 2014 Data Collection
The Fall 2014 SCS was administered at all three of the collaborating universities, UCF,
GSU, and GW, and was given out in a variety of courses, including algebra- and calculus-based
courses in both lecture format and studio-mode. Most of the participating classes’ instructors
supplied a small amount of extra credit to students who completed the survey. The total number
of survey respondents, given by survey subset, who consented for their responses to be used for
research purposes, completed the survey in its entirety are reported in Table 11. These numbers
are broken down by course-type in Appendix H.
Table 11. Number of Student Responses to Fall 2014 distribution of the SCS

Fall 2014 Survey Subset Number
UCF
GSU
GW
Fall 2014 Totals

1
114
87
137
338

2
117
100
133
350

Evaluation of the Fall 2014 SCS
Again, in order to make sure that the surveys were working as expected with our
population of students, Cronbach α values for each survey scale were considered, and Principal
Component Analysis (PCA) and Exploratory Factor Analysis (EFA) were conducted on the two
main, multi-scale questionnaires used in the Spring 2014 SCS distribution: the SPOCK and the
ASSIST. As before, the SPOCK has four theoretical principal components or latent variables,
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and the ASSSIST has three: Deep Approach, Surface Approach, and Strategic Approach. For
both the SPOCK and the ASSIST, PCA suggested that the expected number of latent variables
four for the SPOCK and three for the ASSIST.

Figure 6. EFA results for four latent variables in the SPOCK (a) and ASSIST (b) using the Fall 2014 survey data.

Proceeding with EFA, the factor structures given in Figure 6 are produced for both
questionnaires. Again, arrows indicate a relationship between a survey item and the given latent
variable (PA1 - PA4 for the SPOCK; PA1 - PA3 for the ASSIST). The numbers given along the
arrows are factor loadings, i.e., a measure of how strongly an item is associated with a latent
variable. Factor loadings less than 0.3 are not shown. The numbers given along the double-sided
arrows stretching from one latent variable to another represent correlation values between said
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variables. Abbreviations are as follows: (a) SPOCK: QA = Question Asking, CL = Collaborative
Learning, SR = Self-Regulation, KB = Knowledge Building; (b) ASSIST: D = Deep Approach, S
= Surface Approach, T = Strategic Approach. The number given after the abbreviation is the
item number in that scale. As one can see in Figure 6 (a), the SPOCK again produced a very nice
factor structure, nearly identical to that of the Spring 2014 SCS distribution. Furthermore, the
Cronbach α values for each of the SPOCK survey scales were again satisfyingly acceptable. The
Cronbach α values are 0.93, 0.95, 0.91, 0.92 for the Collaborative Learning, Question Asking,
Self-Regulation, and Knowledge Building scales, respectively. Thus, the SPOCK continued to
act as expected with high reliability and was retained for further implementations of the SCS.
The factor structure of the ASSIST was acceptable, with a few instances of cross-loading,
but ones that made sense given the topic of the items in question. Two Strategic Approach items
load on the latent variable associated mainly with the Surface Approach Items, but they load on
this latent variable with a negative correlation, describing an inverse relationship between a
Strategic and Surface Approach. This is a reasonable result, given one would expect that an
increase in the study management strategies used by students (Strategic Approach) would
decrease the level to which students feel unable to handle the course material (Surface Approach).
In addition to showing a reasonable and coherent factor structure, the ASSIST scales were found
to be acceptably reliable. The ASSIST gave Cronbach α values of 0.71, 0.82, and 0.83 for the
Deep, Strategic, and Surface Approach scales, respectively. Hence, given the value of the
ASSIST scales and their acceptable structure and reliability, the ASSIST was retained for future
distributions of the SCS.
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The reliability values of the EBAPS: SSK and the MSLQ: TSEM scale was assessed for
this SCS distribution. The EBAPS: SSK Cronbach α value (omitting the first item in the
calculation) was 0.67; thus, the items in this scale began to work together in a more reliable
manner. The MSLQ: TSEM Cronbach α value 0.76. Based on these reliabilities, I initially
retained the EBAPS: SSK and the MSLQ: TSEM scales for suture SCS distributions. Before the
distribution of the Spring 2015 SCS, I became familiar with the Profile Framework and Profile
Approach described in Chapter Two of this dissertation, which became a driving force in the
changes made to the Fall 2014 SCS distribution. In the next subsection, I will detail how the
Profile Approach influenced the SCS, including the different survey scales used and the removal
of survey subsets in order to create a comprehensive survey that gathered as much information
from students as possible.
Spring 2015 SCS
Before the distribution of the Spring 2015 versions of the SCS, the Profile Framework
was adopted, and the Profile Approach became the main driver in the alterations made to the Fall
2014 version of the SCS. The main goal was to mimic closely the surveys used by Duane Shell
and his colleagues (Nelson et al., 2015; Shell & Husman, 2008; Shell & Soh, 2013),
incorporating items into the SCS that could be found published in the literature. As mentioned
before, the Profile Framework emphasizes the importance of capturing complete information on
both students’ strategic self-regulatory and motivational characteristics. Though this was indeed
a guiding principal during the inception of the SCS, the profile framework helped to focus and
better organize my attempts to gather information from students, requiring me to better divide
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the SCS into larger categories of strategic self-regulatory measures, motivational measures, and
epistemological measures. In this subsection, I will describe the alterations made to the SCS that
make it a valuable instrument to gather information from students using the Profile Approach.
Strategic Self-regulatory Measures
The main questionnaires comprising the strategic self-regulatory measures have already
been used in previous distributions of the SCS and deemed appropriate for our population of
students. These questionnaires are the SPOCK and the ASSIST. Duane Shell and colleagues
(Nelson et al., 2015; Shell & Husman, 2008; Shell & Soh, 2013) use the SPOCK exclusively as
their measure of students’ strategic self-regulatory characteristics; I decided to retain the ASSIST
as well, since it probed additional characteristic of interest. Furthermore, the Question Asking
Scale on the SPOCK was further broken down into two separate scales: the Low-level Question
Asking and High-level Questions Asking Scales (Nelson et al., 2015; Shell & Husman, 2008;
Shell & Soh, 2013). No alterations were made to the 7 items comprising the Question Asking
scale, they were just grouped together to better describe the types of questions students are
asking in class, as opposed to just evaluating how often students ask questions. The number of
individual items in these two scales and a description of the scales are given in Table 12.
Table 12. Breakdown of Question Asking scale in SPOCK Questionnaire

Survey Scale Name
Low-level Question
Asking
High-level Question
Asking

Number of
Reliability Scale Description
items in scale of scale*
4
0.91
Measures the extent to which students ask
questions to bolster test performance and
seek external evaluation.
3
0.92
Measures the extent to which students ask
questions to satisfy personal curiosity and
improve understanding.
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In addition to these two questionnaires, I adopted two items from Shell and Soh (2013)
that give an estimate of students’ study time and study effort. In order to assess the amount of
time students put into their studio-mode physics course, an item included in the Spring 2015 SCS
asks students to report the average number of hours spent studying per week for their physics
course (on a Likert scale, from 1 = “< 5 hours per week” to 7 = “> 30 hours per week”). To
assess the amount of effort students perceive themselves to put into their studio-mode physics
course, another item asks students how much effort they put into the course compared to their
classmates (from 1 = much less effort to 5 = much more effort). Although, these are both oneitem survey scales, when taken into consideration along with both the Question Asking survey
scale and the Collaborative Learning survey scale, they give insight into a student’s level of
engagement with the course.
Motivational Measures
The adoption of the Profile Framework and Approach ultimately worked to highlight a
lack of explicit motivational measures in the SCS thus far. Although the items on the ASSIST
contain elements of probing motivational characteristics, the survey scales within the ASSIST
more so address issues of students’ strategy adoption. Thus, by incorporating survey items
measuring motivational characteristics from works prevalent in profile research (Nelson et al.,
2015; Shell & Husman, 2008; Shell & Soh, 2013), I was able to bolster the SCS greatly in its
ability to gather information about what drives students in the studio-mode, physics classroom.
In the following sections, I will detail the specific motivational measures added to the Spring
2015 SCS.
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Class Goal Orientation
Taken from Shell and Husman (2008), survey items in the Class Goal Orientation (CGO)
survey are designed to assess students’ goal orientations along three dimensions pertaining to
what students feel is most important while taking their course. Goal orientations are an integral
part of the SRL perspective, as it helps us assess what is important to a student while they are
participating in their course, and the survey scales in the CGO address three of the main goal
orientations discussed earlier in this work. These three goal orientations are students’ Learning
Approach Goals, Performance Approach Goals, and Task/Work Avoid Goals. The number of
individual items in each survey scale and a description of the scales are given in Table 13, and
the full CGO survey used is given in Appendix I. Before students answer items in the CGO, they
are presented with the following prompt: “Students differ in what they want to get out of the
courses they take. Use the scale given to rate how important achieving each of the following is
for you.” Each item in the CGO is measured on a 5-point Likert scale, from Very Unimportant
(1) to Very Important (5).
Table 13. Survey Scales in CGO Questionnaire

Survey Scale Number of
Name
items in scale
5
Learning
Approach

Reliability
of scale*
0.89

Scale Description

Measures the level of student interest in the
learning the course material with a deep
understanding and feeling satisfied with their
learning.
0.78
Measures the level of student interest in doing
Performance 5
the best on assessments and impressing peers
Approach
and the instructor with course performance
3
0.82
Measures the level of student interest
Task/Work
completing the course while doing as little work
Avoid
as possible in the process.
*Reliability of scale taken from Shell and Soh (2013)
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Given the high reliability values for these measures found by others and their usefulness
in applying the Profile Framework to assess student characteristics (Nelson et al., 2015; Shell &
Husman, 2008; Shell & Soh, 2013), I incorporated the CGO into the SCS to assess students goal
orientations in the studio-mode physics courses.
Perceptions of Instrumentality
Another important aspect of motivation is assessing in what way and to what degree
students feel that the course material will be useful to them in the future. Thus, I utilized the
Perceptions of Instrumentality (PI) survey, developed by Husman and Hilpert (2007), in the SCS
in order to probe students’ ideas about what from their studio-mode physics course they feel will
be useful for them in their futures. Specifically, Perceptions of Instrumentality is a term referring
to the extent to which an individual feels that their current endeavors and actions are connected
to their future success (Husman & Hilpert, 2007). Survey items in the PI cover two types of
instrumentality scales: Endogenous Instrumentality and Exogenous Instrumentality. The
Endogenous Instrumentality scale assesses how important and useful students feel the course
material and knowledge gained in the course will be in their future. As the name suggests, the
Exogenous Instrumentality scale alternatively assesses how important and useful students feel
the grade they achieve in the course will be in their future. The number of individual items in
each survey scale and a description of the scales are given in Table 14, and the full PI survey
used is given in Appendix J.
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Table 14. Survey Scales in PI Questionnaire

Survey Scale
Number of
Name
items in scale
3
Endogenous
Instrumentality

Reliability
of scale*
0.94

Scale Description

Measures the extent to which students think
that the knowledge and information that they
gain in their course will be important for them
in their futures.
3
0.62
Measures the extent to which students feel
Exogenous
that the grade they get in the course will be
Instrumentality
important for their futures.
*Reliability of scale taken from Shell and Soh (2013)

Despite the low reliability of the Exogenous Instrumentality scale, I wanted to reproduce
the work of Shell and Soh (2013) as closely as possible, so I incorporated both scales into the
SCS to see how well they would work with our student population. In addition, gathering student
opinions about grade importance was a topic of interest; thus, the Exogenous Instrumentality
scale was retained.
Zimbardo Time Perspective Inventory
In addition to better understanding students’ perceptions of how physics will be important
to their future, assessing student ideas about the future, in general, and their ability to influence it
was of interest as well. In order to assess students’ tendencies to choose to complete
assignments and study for their physics course in order to achieve long-term goals over possibly
choosing to indulge in more entertaining and fun activities offering short-term gratification, we
utilize the Zimbardo Time Perspective Inventory (ZTPI), specifically the Future scale from the
questionnaire (Zimbardo & Boyd, 1999). The Future scale of the ZTPI consists of 5 items and
measures of the extent to which students’ value future reward over immediate satisfaction. For
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example, we would expect students scoring highly on the Future scale would be more likely to
stay in and study on a school night when an assignment is due soon, as opposed to going out to a
party. Zimbardo and Boyd (1999) validated the ZTPI using responses from university students at
three very different universities, and found the Future scale to have a Cronbach α value of 0.77,
acceptable for a survey scale. Before students answer items in the ZTPI Future scale, they are
presented with the following prompt: “Read each item and, as honestly as they can, answer the
following question: 'How characteristic or true is this of you?” Each item in the ZTPI Future
scale is measured on a 5-point Likert scale, from Very Uncharacteristic (1) to Very
Characteristic (5). The items in the ZTPI Future scale used are given in Appendix K.
Overall, these questionnaires work to probe two important aspects of motivation, goal
orientation (using the CGO) and utility of knowledge (using the PI and the Future scale of the
ZTPI).
Epistemological Measure
The epistemological measure used in the Spring 2015 SCS was again the SSK scale from
the EBAPS.
Demographic and previous experience questions
The demographics and previous experience described in the Spring 2014 SCS section
remained present and unaltered in this distribution of the SCS.
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Survey Sub-setting, Scale Removals, and Attention Checking
A very important aspect of the Profile Approach is that one gathers both strategic selfregulatory AND motivational information on each individual of interests (Nelson et al., 2015;
Shell & Soh, 2013); thus, SCS needed to be modified such that each student participant taking
the SCS answered every item covered in the Strategic Self-regulatory Measures and Motivational
Measures sections above. In order to do this, the survey sub-setting was dropped completely, and
students were presented with all items when taking the SCS.
This necessarily increased the number of items that a student would encounter when
completing the SCS; hence, some of the scales used previously were dropped in order to
decrease the total item number. The scales removed for the Spring 2015 distribution of the SCS
were the Group Work scale, Course Experience scale, and the MSLQ: TSEM scale. The Group
Work and Course Experience scales were removed mostly because they were short scales that
were designed in-house, and I felt it was better to defer to items that were also validated
elsewhere in the literature. The perceived Value of College Physics Textbook Survey from the
other information category was retained, as the research collaboration was interested in this topic.
The MSLQ: TSEM scale was dropped because among the many questionnaires measuring
strategic self-regulatory and motivational constructs, it was the only one to be measured on a 7point Likert scale; thus, due to this inconsistency, the MSLQ: TSEM scale was removed from the
Spring 2015 version of the SCS.
Even with these item removals, The Spring 2015 SCS contained a maximum of 105 main
survey items and a maximum of 29 demographic items. Due to its length, two attention-check
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questions were added: one closer to the beginning of the survey, in the middle of the relatively
long SPOCK portion of the SCS and one near the end of the survey, in the middle of the CGO
portion of the SCS. These attention-check items ask students to select a particular response to the
items in order to assess whether the student is actually reading the survey items or not. The
attention-check questions are as follows: “For this question, please select the answer Often as
your response,” and “For this question, please select Unimportant as your response.” Students
are asked to select a response other than the middle or center response, e.g. or “Sometimes”
“Neither important nor unimportant”, as to not falsely assume someone selecting neutral
responses for all items is actually paying attention. It is assumed that those students selecting the
proper response for both attention-check questions were attentive during the completion of the
SCS. Even if a student incorrectly answered only one of the check questions, that student was
removed from subsequent analyses.
Hence, when it comes to measuring strategic self-regulatory and motivation
characteristics of students, the Spring 2015 SCS consists of six published and validated
questionnaires, each containing their own survey scales comprised of multiple survey items.
Overall, the Spring 2015 SCS is made up of 15 multi-item survey scales and the other two
single-item scales, the Study Time and Study Effort Scales. These 15 scales and two items will
be the main sets of items used to evaluate students’ strategic self-regulatory and motivational
characteristics. In addition, the Spring 2015 SCS contains the demographic questions, academic
experience items, and Perceived Value of College Textbook Survey items that have been
unaltered from the original Spring 2014 implementation of the SCS. A detailed breakdown of the
15 multi-item survey scales is Spring 2015 SCS is given in
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Table 15.
Table 15. Multi-item Survey Scales Comprising the Spring 2015 SCS

Strategic Self-regulatory and Motivational Measures
Parent Questionnaire
Survey Scale
Strategic Self-regulatory Scales
Self-Regulation
Scales in SPOCK
Knowledge-building
Low-level Question Asking
High-level Question Asking
Collaborative Learning
Deep Approach
Scales in ASSIST
Strategic Approach
Surface Approach
Motivational Scales
Learning Approach
Scales in CGO
Performance Approach
Task/Work Avoid
Endogenous Instrumentality
Scales in PI
Exogenous Instrumentality
Future
Scales in ZTPI
Structure of Scientific Knowledge
Scales in EBAPS

Number of Items
6
6
4
3
5
6
6
6
5
5
3
3
3
5
5

Spring 2015 Data Collection
The Spring 2015 SCS was administered at all three of the collaborating universities: UCF,
GSU, and GW. Most of the participating classes’ instructors supplied a small amount of extra
credit to students who completed the survey. The total number of survey respondents enrolled in
algebra-based, studio-mode introductory physics courses, by institution, who consented for their
responses to be used for research purposes, completed the survey in its entirety, and correctly
answered both attention-check questions is reported in Table 16.
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Table 16. Number of Student Responses to Spring 2015 distribution of the SCS

Institution
UCF
GSU
GW
Spring 2015 Totals

Number of Respondents
199
119
123
441

Evaluation of the Spring 2015 SCS
As the Spring 2015 SCS was the version closely matching that used by Duane Shell and
his colleagues (Nelson et al., 2015; Shell & Soh, 2013), who have found success in distributing
their questionnaire and using the Profile Approach, I expected to be using the version of the
survey (or something very close) to collect the major set of data to be used in this project. Thus,
instead of turning to EFA in order to get a quick glance at the factor structure of each survey
scale, I turned to Confirmatory Factor Analysis (CFA) to evaluate whether or not the SCS as a
whole is acting the way in which it is intended to act. CFA is a technique that considers a
proposed factor structure (in other words, a model for the relationships between the survey items
and survey scales), compares the proposed model to those relationships found in the data, and
evaluates how closely the data matches the proposed model (Hoyle, 2000). This is opposed to
EFA, which allows one to explore possible models, of factor structures, given the data, but does
not help to confirm if the data is appropriately explained by a particular model (Cudeck, 2000;
Hoyle, 2000).
Thus, in order to evaluate whether the compilation of different surveys scales behaves as
expected for our population, I employed CFA using the lavaan package in R (Rosseel, 2012). I
proposed a model with the 15 survey scales (or latent constructs) listed in Table K, where each
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survey item is associated with only the survey scale that it is proposed to, and I allowed the 15
survey scales to correlate with one another, as one may expect a student’s latent classroom
strategy and motivational constructs to influence one another. I then use CFA to evaluate if the
Spring 2014 data supports this model. Following the fit indices presentation guidelines of Hu and
Bentler (1999), I report the standardized root mean square residual (SRMR) and root mean
square error of approximation (RMSEA) together, in addition to the χ2 statistic and its associated
p-value. The SRMR is the “square root of the difference between the residuals of the sample
covariance matrix and the hypothesized covariance model” (Hooper, Coughlan, & Mullen, 2008)
(p. 54); thus, the smaller the SRMR value, the better the model fit. The RMSEA gives indication
of “how well the model, with unknown but optimally chosen parameter estimates, would fit the
population’s covariance matrix” (Hooper et al., 2008) (p. 54). I focus on the RMSEA as it is a
parsimony measure, favoring models with fewer parameters, and is more appropriate to report in
the context of confirmatory analyses (Hooper et al., 2008; Rigdon, 1996). The results of the CFA
give χ2(df = 2323) = 4616.844, p < 0.001; SRMR = 0.064; RMSEA = 0.047. The combination of
a SRMR < 0.09 and a RMSEA < 0.06 indicates that the proposed model is explained by the data
sufficiently and is not overly complex (Hu & Bentler, 1999). These results suggest that the ideal
model is supported by the data, and the individual survey scales are working as one would expect
among our population of students. These results also suggest that even though all these differing
questionnaires were placed together on the SCS, the individual items do not interact in a way the
makes the individual survey scales act unexpectedly; thus, I may use all these questionnaires
together as one with confidence.
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Furthermore, the reliability values for each of the 15 multi-item survey scales were
calculated. The Cronbach α values are given in Table 17.
Table 17. Reliability of Multi-item Survey Scales Comprising the Spring 2015 SCS

Strategic Self-regulatory and Motivational Measures
Parent Questionnaire
Survey Scale
Strategic Self-regulatory Scales
Self-Regulation
Scales in SPOCK
Knowledge-building
Low-level Question Asking
High-level Question Asking
Collaborative Learning
Deep Approach
Scales in ASSIST
Strategic Approach
Surface Approach
Motivational Scales
Learning Approach
Scales in CGO
Performance Approach
Task/Work Avoid
Endogenous Instrumentality
Scales in PI
Exogenous Instrumentality
Future
Scales in ZTPI
Structure of Scientific Knowledge
Scales in EBAPS

Cronbach α
0.89
0.90
0.90
0.83
0.91
0.70
0.86
0.86
0.84
0.77
0.81
0.87
0.72
0.77
0.73

The Cronbach α values for all scales are at 0.70 or above, meaning they are at acceptable
levels. In addition, majority of the survey scales have reliability values above 0.80, meaning they
are highly reliable, and can be used to measure latent variables on the individual level.
Given these acceptable reliability values, combined with the confirmation that the SCS is
working closely to how it is proposed to work, I determined that this would be the best version of
the SCS with which to collect data that would be used to assess student characteristics in our
studio-mode physics courses.
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Fall 2015 SCS
A Few Additions to the Demographic Questions
The Fall 2015 distribution of the SCS is identical to that of the Spring 2015 SCS, except
for the addition of a few demographic questions. After my thesis proposal, the dissertation
committee was interested in the possible effects of a student being a 1st generation college
students, meaning neither of their parents (or legal guardians) have attained a bachelor’s degree.
In order to gather this information from students, I simply asked on the SCS “Did either of your
parents (or your legal guardians) complete a bachelor's (four year) degree?” If students respond
with “Yes,” they are not considered 1st generation college students. If students respond with “No,”
they are considered a 1st generation college students.
Fall 2015 Data Collection
The Fall 2015 SCS was administered at UCF only in a total of four studio-mode
introductory physics course: two first-semester, algebra-based courses and two second-semester,
algebra-based courses. Most of the participating classes’ instructors supplied a small amount of
extra credit to students who completed the survey. The total number of survey respondents
enrolled in algebra-based, studio-mode introductory physics courses who consented for their
responses to be used for research purposes, completed the survey in its entirety, and correctly
answered both attention-check questions is N = 121.
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Evaluation of the Fall 2015 SCS
In order to make sure that the survey is still acting as expected with the addition of this
new data, I conduct the same CFA analysis described in the Spring 2015 SCS subsection, but this
time, the CFA is conducted on the combined dataset of the Spring 2015 and Fall 2015 SCS data.
If the responses from the Fall 2015 SCS are acting in an unexpected manner, the fit statistics will
change and no longer meet the requirements for me to accept that the survey is acting similar to
the ideal model. In this case, the results of the CFA give χ2(df = 2254) = 4616.844, p < 0.001;
SRMR = 0.064; RMSEA = 0.048, yielding no major change to the fit statistics. Again, the
combination of a SRMR < 0.09 and a RMSEA < 0.06 indicates that the proposed model is
explained by the data sufficiently and is not overly complex (Hu & Bentler, 1999).
In addition, the reliability values for each of the 15 multi-item survey scales remain stable.
The Cronbach α values for the combined Spring 2015 and Fall 2015 data are given in Table 18.
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Table 18. Reliability of Multi-item Survey Scales Comprising for the Spring 2015 and Fall 2015 SCS Responses

Strategic Self-regulatory and Motivational Measures
Parent Questionnaire
Survey Scale
Cronbach α
Strategic Self-regulatory Scales
Self-Regulation
0.89
Scales in SPOCK
Knowledge-building
0.90
Low-level Question Asking
0.91
High-level Question Asking
0.85
Collaborative Learning
0.91
Deep Approach
0.70
Scales in ASSIST
Strategic Approach
0.87
Surface Approach
0.87
Motivational Scales
Learning Approach
0.85
Scales in CGO
Performance Approach
0.78
Task/Work Avoid
0.82
Endogenous Instrumentality
0.87
Scales in PI
Exogenous Instrumentality
0.72
Future
0.78
Scales in ZTPI
Structure of Scientific Knowledge
0.73
Scales in EBAPS
Given these CFA results and Cronbach α values, I determined that the SCS was still
acting as it was expected to, and could be used once more in the following semester.
Spring 2016 SCS
The Spring 2016 distribution of the SCS is identical to that of the Fall 2015 distribution.
Spring 2016 Data Collection
The Spring 2015 SCS was administered at two of three of the collaborating universities:
UCF and GSU. Most of the participating classes’ instructors supplied a small amount of extra
credit to students who completed the survey. The total number of survey respondents enrolled in
algebra-based, studio-mode introductory physics courses, by institution, who consented for their
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responses to be used for research purposes, completed the survey in its entirety, and correctly
answered both attention-check questions is reported in Table 19.
Table 19. Number of Student Responses to Spring 2016 distribution of the SCS

Institution
UCF
GSU
Spring 2016 Totals

Number of Respondents
246
92
338

Evaluation of the Spring 2016 SCS
Again, in order to make sure that the survey is still acting as expected with the addition of
this new data, I conduct the same CFA analysis described in the Spring 2015 SCS subsection, but
this time, the CFA is conducted on the combined dataset of the Spring 2015, Fall 2015, and
Spring 2016 SCS data, with a combined total sample size of N = 900. If the responses from the
Spring 2016 SCS are acting in an unexpected manner, the fit statistics will change and no longer
meet the requirements for me to accept that the survey is acting similar to the ideal model. In this
case, the results of the CFA give χ2(df = 2254) = 6639.966, 𝑝 < 0.001; SRMR = 0.063; RMSEA
= 0.046, yielding no major change to the fit statistics. Again, the combination of a SRMR < 0.09
and a RMSEA < 0.06 indicates that the proposed model is explained by the data sufficiently and
is not overly complex (Hu & Bentler, 1999).
In addition, the reliability values for each of the 15 multi-item survey scales remain stable.
The Cronbach α values for the combined Spring 2015, Fall 2015, and Spring 2016 data are given
in Table 20.
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Table 20. Reliability of Multi-item Survey Scales Comprising for the Spring 2015, Fall 2015, and Spring 2016 SCS
Responses

Strategic Self-regulatory and Motivational Measures
Parent Questionnaire
Survey Scale
Strategic Self-regulatory Scales
Self-Regulation
Scales in SPOCK
Knowledge-building
Low-level Question Asking
High-level Question Asking
Collaborative Learning
Deep Approach
Scales in ASSIST
Strategic Approach
Surface Approach
Motivational Scales
Learning
Approach
Scales in CGO
Performance Approach
Task/Work Avoid
Endogenous Instrumentality
Scales in PI
Exogenous Instrumentality
Future
Scales in ZTPI
Structure of Scientific Knowledge
Scales in EBAPS

Cronbach α
0.88
0.90
0.91
0.86
0.91
0.71
0.86
0.88
0.85
0.79
0.82
0.88
0.71
0.78
0.70

Given these CFA results and Cronbach α values, I determined that the SCS was again
still acting as it was expected to, and I could use the Spring 2015, Fall 2015, and Spring 2016
data together in order to conduct an analysis aimed at characterizing students enrolled in the
studio-mode physics courses. Such an analysis suggested by the Profile Approach is called
cluster analysis, and in the following section, I will detail the method used to analyze three
semesters worth of SCS responses.
Summary of Changes to the SCS
Below, Table 21 gives a summary of the changes to the strategic self-regulatory and
motivation questionnaires used on the SCS from the Spring 2014 to the Spring 2015 semester.
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Table 21 details the questionnaires present in each of these semesters, in addition to what
questionnaires were removed from the previous semester and added for the current semester.
Surveys are grouped by the main variables that they probe: strategic self-regulatory, motivational,
or epistemological.
Table 21. Summary of the Changes to the Strategic Self-regulatory and Motivation Survey Scales on the SCS

Semester

Survey Category

Spring
2014

Strategic Selfregulatory
Motivational
Epistemological
Strategic Selfregulatory
Motivational
Epistemological
Strategic Selfregulatory
Motivational

Fall
2014

Spring
2016

Epistemological

Questionnaire Removed from
Previous Semester
SPOCK
R-SPQ-2F
EBAPS:SSK
ASSIST
SPOCK
MSLQ: TSEM R-SPQ-2F
EBAPS:SSK
ASSIST
SPOCK
CGO
MSLQ: TSEM
PI
ZTPI
EBAPS:SSK

Added to This
Semester

ASSIST

CGO
PI
ZTPI

Analyzing SCS Data: Cluster Analysis
As described in the literature review, the profile approach helps one to describe a student
based on their individual characteristics, and particularly, when one is interested in how students
learn in the classroom, one can take the SRL perspective and gather information on the
individual student’s strategic self-regulatory and motivational characteristics (Nelson et al.,
2015; Shell & Soh, 2013). However, in order to resolve student profiles, an analysis method is
required that looks for patterns across individual’s latent strategic self-regulatory and
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motivational constructs and “preserve[s] the integrity of the combinations” (p. 396) (M. D.
Ainley, 1993). One method used to accomplish this is cluster analysis (Conley, 2012; Nelson et
al., 2015; Shell & Soh, 2013). Gan et al. (2007) describes cluster analysis as “a method of
creating groups of objects, or clusters, in such a way that objects in one cluster are very similar
and objects in different clusters are quite distinct” (p.3). As Ding and Beichner (2009) point out,
“cluster analysis is an appropriate tool to examine the similarities (or dissimilarities) among
students’ responses and thus group them into different clusters” (p. 7). Thus, I use cluster
analysis in this work, as I aim to create groups of students, or clusters of students, based on their
survey scale scores calculated from their SCS responses, and subsequently investigate and
compare these groups for meaning and interpretability. It is important to point out that cluster
analysis does not label or explain any resulting groups for the researcher; thus, it is up to the
investigator to examine the patterns within and across each resulting cluster in order to determine
if the clusters represent a coherent and interpretable set of groups or if they do not seem to be
understandable (Ding & Beichner, 2009).
Many different cluster analysis algorithms exist, but these different processes fall into
two main categories: hard clustering and fuzzy clustering. When hard clustering methods are
used, individuals are assumed to belong to one, and only one, of the resulting clusters (Gan et al.,
2007). On the other hand, when fuzzy clustering methods are used, cluster membership
probabilities are assigned to each individual, for each cluster, thus relaxing the assumption so
that individuals can belong to one or more clusters with a particular likelihood (Gan et al., 2007).
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In order to perform cluster analysis, one must determine how similar (or dissimilar) two
individuals’ responses are in the dataset. To do this, one must define a measurement of proximity
between two individuals through which one can decide how closely related two individuals’ are
(Everitt, Landau, & Leese, 2001). As an illustrative discussion of cluster analysis, I will focus on
two measures of proximity: one that may seem more familiar, the Euclidean distance between
points, and one that may seem less familiar, the classification likelihood between two points
(Gan et al., 2007), in the context of a commonly used clustering method: the hierarchical
agglomerative method (Ding & Beichner, 2009; Everitt et al., 2001; Gan et al., 2007).
Given a data set D = {x1, x2, …, xn} in a d-dimensional space, the Euclidean distance is
defined between two of the data points, say x1 = x and x2 = y, by Equation 1.
1/2

𝑑𝑒𝑢𝑐 (𝒙, 𝒚) = [∑𝑑𝑗=1(𝑥𝑗 − 𝑦𝑗 )2 ]

(1)

Thus, the closer two points in the dataset, the smaller the deuc (Gan et al., 2007). The
Euclidean distance is quite familiar and simple to interpret as a proximity measure. The
classification likelihood, on the other hand, is slightly more complicated and is based in the
realm of probability. Given the same dataset D, let fj(xi|Θj) be the probability density of an
observation xi from the jth component, where Θj represent the corresponding parameters that
describe key features of the probability density; for example, if we assume the data from a
Gaussian distribution, Θj would consist of the mean (μj) and standard deviation (σj) of the
Gaussian probability density (Gan et al., 2007). Given this definition, the classification
likelihood is defined by Equation 2.
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𝑛𝛾

𝐿𝐶𝐿 (Θ𝑗 , 𝛾𝑖 |𝒙𝑖 ) = ∏𝑖=1𝑖 𝑓𝛾𝑖 (𝒙𝒊 |Θ𝛾𝑖 )

(2)

Above, γi is the index of the cluster to which xi belongs, and nγi denotes the number of
objects in the γith component, i.e., the cluster to which xi belongs (Gan et al., 2007). In words,
the classification likelihood gives a measure of how likely, or probable, a set of nγi observations
{x1, x2, …, xnγi} come from the probability density fγi (xi|Θγi) that is associated with cluster γi that
is described by the parameters Θj. Interpreting this as a proximity measure, one can see that the
more likely a set of data points come from the same cluster’s probability density, the “closer”
that set of points is to each other; thus, the higher the LCL, the more similar the set of data points.
Hence, in contrast to the Euclidian distance, where one looks for a minimum to find the closest
points, one looks for the maximum classification likelihood to find the closest, or most similar,
points.
Now that particular proximity measures have been defined, I can now discuss the
agglomerative hierarchical clustering method used to cluster individuals into similar groups. The
agglomerative hierarchical clustering method starts by considering every individual to be in her
or his own cluster, a cluster of size 1 (Ding & Beichner, 2009; Gan et al., 2007). Pairs of clusters
are then subsequently merged based on the proximity criterion, i.e., two clusters with the
smallest Euclidean distance between them are combined, and the pair of clusters whose merging
results in the larges increase in the classification likelihood are combined (Gan et al., 2007). This
process is continued until all individuals are combined into a large, single cluster. The process of
combining clusters can be traced back, and clustering solutions for a particular number of
clusters can be investigated. Ultimately, the agglomerative hierarchical clustering method is
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utilized in the initialization process of the model-based clustering algorithm used in this work; a
process that compares many different clustering solutions (Gan et al., 2007). Other methods exist
that could potentially provide an initial clustering solution, such as the k-means clustering
technique: a center-based, partitional clustering method that does not necessarily form
hierarchical data classifications (Everitt et al., 2001; Gan et al., 2007). In this algorithm, the
number of clusters is assumed to be fixed (Gan et al., 2007); thus, in order to collect and
compare solutions for different numbers of clusters in a dataset, one would be required to run the
k-means algorithm several times, and there is no guaranteed with such a method that there is a
coherent structure underlying the clustering solutions. As a result, a method such as k-means is
not as efficient, and the agglomerative hierarchical clustering method is the choice method that
“enables us to find initial values of our parameters for any given number of groups” (p. 181)
(Martinez & Martinez, 2005). For this reason, the agglomerative hierarchical clustering method
is used in analyses and is highlighted in this work.
The two main profile approach publications that utilize cluster analysis (Nelson et al.,
2015; Shell & Soh, 2013) use a particular method called the TwoStep cluster procedure (SPSS,
2001; Tom, DongPing, John, Yao, & Christopher, 2001), that is a slightly modified version of
the agglomerative hierarchical clustering method using the classification likelihood as the
proximity criterion. As the name suggests, this clustering method has two steps: an initial precluster step that creates a set of smaller sub-clusters, and a subsequent main clustering step that
combined these sub-clusters into larger clusters (Shell & Soh, 2013; SPSS, 2001). In the precluster step, the individuals in the dataset are scanned one-by-one, and based on the classification
likelihood proximity criterion, an individual is either merged with a previously created sub-
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cluster or it is used to start a new sub-cluster (Zhang, Ramakrishnan, & Livny, 1996). In the
main cluster step, these constructed sub-clusters are then used as input and treated as individuals,
and the agglomerative hierarchical clustering method is applied to the sub-clusters to create the
final clusters to be interpreted (Shell & Soh, 2013; SPSS, 2001).
Though this method is fast and efficient for large datasets (Zhang et al., 1996), there is a
major drawback in the TwoStep cluster procedure. Since the pre-cluster step calls for going
through individual entries in the data, one-by-one, combining them into sub-clusters, the order in
which individual’s data entries are found in the dataset changes the results of the clustering.
When one plans to make judgments about individuals based on the results of cluster analysis, this
effect can be quite detrimental, as running the TwoStep cluster procedure with the same dataset,
but with entries in a different order could lead to an individual being placed in a different cluster
and judgments being made about the individual could be altered. Randomizing the order of
entries in the dataset can help reduce this effect, but it can never be completely controlled in this
TwoStep cluster procedure (SPSS, 2001).
In order to minimize the need to worry about individuals being placed into the incorrect
category and to still use a probabilistic method like that of Duane Shell and his colleagues
(Nelson et al., 2015; Shell & Soh, 2013), I turn to model-based clustering, a method that
combines several sophisticated statistical techniques to result in a fuzzy clustering solution that
allows me to interpret an individual’s cluster membership as a set of probabilities, instead of
placing (or misplacing) an individual into a particular cluster (Gan et al., 2007). Model-based
clustering extends the proximity measure to a mixture likelihood measure (as opposed to a
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classification likelihood measure). Again, given the dataset D = {x1, x2, …, xn}, the mixture
likelihood measure is given by Equation 3.
𝐿𝑀𝐿 (Θ; τ|D) = ∏𝑛𝑖=1 ∑𝑘𝑗=1 𝜏𝑗 𝑓𝑗 (𝒙𝑖 |Θ𝑗 )

(3)

Above, τj is the probability that the observation xi belongs to the jth cluster and k is the
total number of clusters; thus, the set of {τ1,τ2, …, τk} must sum to 1 (Gan et al., 2007). In words,
this clustering algorithm doesn’t just try to maximize the likelihood for a particular set of
individuals to belong to a specific cluster (as it does with the classification likelihood); rather, the
model-based algorithm maximizes the mixture likelihood such that a particular set of individuals
belong to multiple clusters with given probabilities τ.
In addition, there are several models that can be used to describe the relative volume,
shape, and orientation properties across the clusters resolved by the model-based clustering.
These different models and their acronyms are given in Table 22.
Table 22. Various Models Used in Model-based Clustering

Acronym/Identifier
EEE
EVE
VEE
VVE
EEV
VEV
EVV
VVV
Fraley, Raftery, and Scrucca (2012)

Volume
Equal
Equal
Variable
Variable
Equal
Variable
Equal
Variable
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Relative Cluster:
Shape
Equal
Variable
Equal
Variable
Equal
Equal
Variable
Variable

Orientation
Equal
Equal
Equal
Equal
Variable
Variable
Variable
Variable

Volume refers to whether the clusters are constrained to be roughly the same size (Equal)
or if they can vary in size across one another (Variable); Shape refers to the type of shape the
clusters can take (spherical or ellipsoidal) and to whether the clusters are constrained to be
roughly the same shape (Equal) or if they can vary in shape across one another (Variable); and
Orientation refers to whether the clusters are constrained to be roughly the same orientation
(Equal) or if they can vary in orientation across one another (Variable). Ultimately, these
different models constrain the covariance matrices of data within each cluster in different ways
(Gan et al., 2007). In general, several different models are used in the model-based clustering,
and one chooses the model that is a best fit to the data.
Furthermore, another thing must be discussed before the full model-based clustering
algorithm can be detailed. A major component of model-based clustering is the use of the
Expectation-Maximization (EM) algorithm. The EM algorithm is an iterative process that helps
to best estimate the probabilities τj, that an observation xi belongs to the jth cluster given the set
of parameters for all of the k clusters, {Θ1, Θ2, …, Θk} (Gan et al., 2007). The EM algorithm
consists of two steps, the Expectation-step (or E-step) where the values of the probabilities τj are
calculated from the initial parameter estimates, and the Maximization-step (or M-step) where the
values of the probabilities τj are found such that they maximize the overall mixture likelihood for
the entire dataset (McLachlan, Peel, & Prado). Thus, initial cluster membership probabilities are
tweaked by the EM algorithm to maximize the likelihood function, and as a result, one achieves
a better estimate of the cluster membership probabilities given the observed responses and the
estimated clusters.
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Lastly, in order to select the best model out of the many possible that are generated in the
model-based clustering method, the Bayesian Information Criterion (BIC) is used (Jeffreys,
1998). The BIC “is a likelihood criterion penalized by the model complexity” (p. 646) (S. S.
Chen & Gopalakrishnan, 1998). In other words, the BIC increases as the total likelihood
increases, but it is reduced if the number of parameters in the model increases and if the number
of clusters increases. As given by S. S. Chen and Gopalakrishnan (1998), the BIC is defined by
Equation 4.
1

𝐵𝐼𝐶 = log 𝐿 − #(𝑀) × log(𝑛)

(4)

2

Above, L is the likelihood function, as in LCL or LML described above, #(M) is the number
of parameters in the chosen model, and n is the number of clusters specified. When iterating
through different models and numbers of clusters, the model and cluster number to give the
highest BIC is likely the best solution (S. S. Chen & Gopalakrishnan, 1998), as the likelihood is
large given the complexity of the model.
With all the necessary elements having been discussed, I can now detail the model based
clustering algorithm overall. Gan et al. (2007) (p.238 – 239) states the steps in a concise and
organized manner. They are as follows: 1) apply the agglomerative hierarchical clustering
method with the mixture likelihood proximity measure; 2) find a partition with c clusters using
the results of the agglomerative hierarchical clustering method in the previous step; 3) choose a
model M from Table 22; 4) use the partition found in step 2) to calculate the cluster membership
probabilities, means, and covariance, i.e., the parameters, for each of the c clusters (the
covariances are constrained according to the model M selected); 5) Initialize the parameters of
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the EM algorithm using the values calculated in the previous step and apply EM to obtain the
final estimates of the cluster membership probabilities; 6) Calculate the BIC value for this c and
M; 7) repeat steps 2) through 6) for the desired number of clusters and models, keeping track of
the BIC values of each; 8) the best configuration generally corresponds to the model M and
cluster number c that gives the highest BIC.
Thus, model-based clustering gives cluster membership probabilities, such that we can
describe in what groups individuals are likely to be placed, as opposed to placing them in only
one group or possibly misplacing them. Furthermore, model-based clustering automatically tries
several different models and cluster numbers and gives estimates of which configuration is the
best. This is a marked improvement over the TwoStep analysis used in other profile research
(Nelson et al., 2015; Shell & Soh, 2013).
Application to SCS Data
Though I will detail the results of model-based clustering method applied to the SCS
responses in the following chapter, I wanted to quickly give some context to the model-based
clustering for this work. In this study, the possible set of observations D, as described above, is
the collection of 15 scale scores (calculated as the item mean for each multi-item survey scale)
plus the two single item Study Time and Study Effort scales, for a total of 17 variables, which
together probe the latent strategic self-regulatory and motivational constructs gathered from each
student completing the SCS. Thus, the largest dimensional dataset D of useable data that I have
is D = {x1, x2, …, xN}, where each x is comprised of 17 dimensions, and N is the total number of
survey respondents, completing the SCS in the either the Spring 2015, Fall 2015, or Spring 2016
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semester who consented for their responses to be used for research purposes, completed the
survey in its entirety, and correctly answered both attention-check questions (N = 900). Thus, the
total number of parameters in the jth cluster, Θj, is comprised of the 17 the scale score variables
and the covariance matrix between the 17 variables. In reality, sample size constraints in cluster
analysis require that I reduce the number of clustering variable from 17 down to a smaller
number, but this will be detailed in the following chapter, where the model-based clustering
results are presented.

Interviews with Student Survey Takers
In order to validate the interpretation of the clusters resulting from the cluster analysis,
follow-up interviews were conducted with student survey takers in the Fall 2015 semester. At the
end of the Fall 2015 SCS, students indicated whether or not they were willing to be interviewed
about their experiences in their studio-mode physics courses. Due to timing constraints, I could
conduct only so many interviews; however, despite these constraints, I wanted to ensure that
some diversity was present in the sample. Gender is the most commonly talked about
demographic affecting physics learning; thus, in reaching out to these students, I took measures
to keep the number of men and women roughly even, in addition to recruiting an even number of
students from each of the resulting cluster.
In the end, around 25 students were contacted for follow-up interviews and 18 students
were interviewed. Each interview lasted around one hour, and all interviews were either only
audio or both audio and video recorded and were later transcribed. The interviews were in a
semi-structured format, meaning the interviewer has a particular set of questions to ask the
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interviewee, but the interviewer possesses the freedom to pursue novel lines of questioning that
naturally occur during the interview. This was ideal, as we wanted to capture what students felt
was most important in terms of their study behaviors and motivation in their physics courses, and
this is better accomplished through organic conversation between interviewer and student. The
full student interview protocol is given in Appendix L. Overall, interview questions were
designed to probe topics closely related to the survey scales of the SCS given in Table 20, so that
student responses could be easily compared to the results of the cluster analysis. Ultimately,
student responses in the interviews are investigated in order to evaluate how consistent their
responses are with the characteristics of their assigned cluster.
I did not conduct member checking, the practice of contacting interviewees after the
interview to confirm interpretations of their responses, for these interviews because the purpose
of the student interviews at the time they were conducted was to serve as a validity check for the
cluster analysis. Ultimately, I make connections between the results of the cluster analysis and
the statements made by student interviewees, helping to verify the cluster analysis results. These
connections are presented in the Analysis of Student Interviews section of Chapter Four.
On a final note for this section, at the time that these interviews were planned, I was
using the TwoStep cluster analysis method, as this was prior to my knowledge of its issues with
cluster stability. Due to this fact, the final usable interviewee sample was unfortunately small and
not evenly distributed among the different clusters; however, the sample remained roughly
evenly distributed by gender. More details about the implications of using the TwoStep
clustering method to guide student interview recruitment will be discussed further in Chapter
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Four in the Learning Profiles and Student Interviews section, where results from the interviews
are presented.

Conceptual Inventories and Attitudinal Surveys
In order to assess students on their level of conceptual knowledge, several widely known
and utilized conceptual inventories were used. In general, instructors teaching introductory
physics I courses administered the Force Concept Inventory (FCI) within the first week of the
semester (the pre-test) and again within the last week of the semester (the post-test) (Hestenes et
al., 1992). The FCI is a 30-item multiple-choice inventory that mainly tests students on their
knowledge of motion and Newtonian mechanics. At UCF, instructors teaching introductory
physics II courses administered the Conceptual Survey of Electricity and Magnetism (CSEM)
within the first week of the semester and again within the last week of the semester (Maloney,
O’Kuma, Hieggelke, & Van Heuvelen, 2001). The CSEM is a 32-item multiple-choice inventory
that assesses students’ knowledge of both electricity and magnetism. At GSU, instructors gave
the CSEM at the end of the semester only. This is in response to a history of CSEM pre-test
scores hovering around a guessing percentage of 25% correct at GSU, which is also found by the
survey developers themselves for their population of algebra/trigonometry-based introductory
physics students (Maloney et al., 2001). Thus, the CSEM pre-tests at GSU did not provide useful
information, and it is sufficient enough to look at post-scores only.
In order to measure the extent to which students’ possess attitudes toward physics similar
to that of a physicist, instructors at UCF administered the Colorado Learning Attitudes about
Sciences Survey (CLASS, pronounced sea-lass) within the first week of the semester and again
114

within the last week of the semester (Adams et al., 2006). The CLASS is a 42-item survey where
students are asked to respond to items inquiring as to their views about physics and about
learning physics, using a Likert scale from 1 = Strongly Disagree to 5 = Strongly Agree.
Students are scored based on whether they’re responses are “favorable” (i.e., agreeing with the
views likely held by a physicist) or “unfavorable” (i.e., disagreeing with the views likely held by
a physicist). The CLASS contains several subcategories within the survey, attempting to evaluate
specific aspects of students’ beliefs about physics, such as how physics connects to the real
world (Real World Connections subcategory) and how confident students are in their problem
solving skills (Problem Solving Confident subcategory). However, a recent investigation pointed
out that the CLASS subcategories violate unidimensionality because several of the subcategories
share items; thus, these subcategories overlap and cannot be considered independent (Douglas,
Yale, Bennett, Haugan, & Bryan, 2014). Thus, when using CLASS results, I will focus only on
the Overall CLASS scores of students, considering the collection of all CLASS items as an
evaluation of students’ alignment of physics beliefs to that of a physicist.
Taken together, in my study, these concept inventories and attitudinal survey help to
assess the amount of conceptual knowledge students have gained as a result of taking their
studio-mode introductory physics course, and I will later compare results from these inventories
and survey with the results from the analysis of the SCS responses.

Methodologies for Instructor Data Collection and Analysis
In addition to collecting information directly from students, algebra-based, studio-mode
introductory physics instructors from both UCF and GSU were interviewed about their
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experiences teaching in the studio environment. The focus of the interview was on student
characteristics and their interactions with the studio-mode of instruction. The interview protocol
(content of the interview questions) will be discuss shortly, but in general, the interviews aim to
probe instructors’ views on what types of students struggle or excel in the studio environment
and what elements of the studio-mode of instruction are easy or hard for students to become
accustomed to. Instructors were also asked about the labs and activities they used in the course.
Ultimately, I aimed for instructors to inform me of what they felt was most important when it
comes to student success in a studio-mode physics course.

Instructor Interviews and Interview Protocol
A total of six instructors were interviewed: two at UCF in the Spring of 2014 and four at
GSU in the Summer of 2014. Instructors were interviewed if they had taught studio-mode
physics in the recent past or were teaching studio-mode physics at the time of the interview. To
preserve their anonymity, instructors are given a label. The two instructors from UCF are labeled
as UCF – A and UCF – B; similarly, the four instructors from GSU are labeled as GSU – A,
GSU – B, GSU – C, GSU – D. Each interview lasted around one hour, and all interviews were
either only audio or both audio and video recorded and were later transcribed by an individual at
her or his respective university.
As with the student interviews, these instructor interviews were in a semi-structured
format. This was ideal, as we wanted to capture what instructors felt was most important, and
this is likely better accomplished through organic conversation between interviewer and
instructor. The full instructor interview protocol is given in Appendix M, but short descriptions
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of the main topics covered are given in Table 23. In the following section, I detail the emergent
themes that characterize the interviews and review the analysis method used to categorize the
important information contained within.
Table 23. Summary of Topics in Instructor Interviews

Topic
Characteristics of Students

Aspects of Studio-mode

Biggest Barrier to Learning

Labs and Activities

Example Question
Are there any commonalities that you notice in
students struggling with the SCALE-UP/Studio
mode?
What do you feel is the hardest aspect of the
SCALE-UP/Studio mode for students to get
accustomed to?
What do you feel is the biggest barrier to
students’ learning in the SCALE-UP/Studio
course?
What kinds of labs do you use in your SCALEUP/Studio course?

Instructor Interview Coding Scheme
In order to extract meaning from the instructor interviews, I followed the steps given by
Otero and Harlowe (2009) for the analysis of qualitative data: 1) read through all the transcripts,
noting the initial ideas that come up; 2) pick a few transcripts and, while reading them, further
develop the common ideas by writing brief descriptions of them in order to define them; 3) start
to identify pieces of transcript text that relate to particular ideas and their definitions; 4) make a
list of all the main ideas and group similar ones together in sets of related definitions; 5) got back
to the transcripts and try to define segments of text using these sets of definitions. Upon several
reviews of the instructor interview transcripts, distinct ideas and themes began to emerge.
Having the SRL perspective in the forefront of my mind, I identified several common ideas
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across interviews, several of them aligning with the elements of SRL. Since I desired to connect
these emerging ideas from the interviews to student information gathered from the SCS, I did so
through the major categories of the SRL perspective, including aspects of students’ strategic selfregulatory behaviors and motivations in studio-mode courses. In addition to topics related to the
SRL model, other ideas were prominent in the instructor interviews, such as students’ selfefficacy, daily preparation for class, possible gender and ethnicity issues in the course, etc. These
main student characteristic categories are given in Table 24. Instructors often discussed student
characteristics in one of two ways. Either the instructor observes the particular characteristic in
students (called here an Observed Characteristic) or the instructor is taking action to address the
particular characteristic in students (called here a Targeted Characteristic). Furthermore, a
particular Observed Characteristic can be discussed in a positive light (+, meaning this
characteristic is beneficial for student success in the studio-mode classroom) or a negative light
(-, meaning this characteristic is detrimental for student success in the studio-mode classroom).
Similarly, Targeted Characteristics come in a positive and negative flavor, positive being that the
characteristic is addressed in a productive manner, promoting active learning techniques and
strategies, and negative being that the characteristic is addressed in a less productive manner,
going against active learning techniques and strategies. These observed trends in the main
student characteristics brought up across most of the interviews were subsequently developed
into a coding scheme: a set of definitions that can be used to categorize information found in
instructor interview transcripts. After the initial development of this coding scheme, a student
colleague and I went through several rounds of discussion about the specific definitions of the
codes and what it meant for an instructor to satisfactorily mention a particular student
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characteristic (Observed or Targeted). Ultimately, we aimed to optimize the number of codes to
balance between resolution of information detail and abundance of codes. The full coding
scheme, including definitions and examples, is given in Appendix N, but a summarized version
of the codes is given in Table 24.
Table 24. Codes (Emergent Themes) in Instructor Interviews

Characteristic
Category
Knowledge
Building
Self-Regulation
Question Asking

Collaborative
Learning

Math Preparation

Learning Motives

Daily Preparation

Self-Efficacy
Student Buy-in
Gender Issues
Ethnicity Issues

Topic Type
Observed Characteristic
Targeted Characteristic
Connections within Physics +/Connection Opportunities +
Connections outside Physics +/Practices of Science +
Self Regulation +/Self Regulation Promotion +
Reflection +
Asking Questions/Seeking Discussion
Encouraging Question
+/Asking/Discussions +
Timing of Inquiry +/Collaborative Learning +/Holding Student-centric
Discussions +
Participation Policing +
Group Restructuring +
Math Skills +/Math Reviews +/Math Demand Making Problems Easier Vector Skills +/Trig Skills +/Algebra Skills +/Interest in Physics +/Assessments Reflective of
Strategies +
Learning Motives (Mastery Goals) + /
Providing Exam Questions (Performance Goals) Allowing for
Mistakes/Struggling +
Providing Formula Sheets Reading Preparation +/Requiring/Suggesting Reading +
Outside Class Work +/Assigning Homework +
Reading Quizzes +
Formula Sheet Independence +/Fostering Confidence +
Confidence to Participate +/Student Buy-in +/Explaining Studio Benefits +
Gender Issue +/Group Gender Diversity +/Ethnicity/Race Issue +/Group Ethnicity Diversity +/-
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As with the student interviews, I did not conduct member checking with the instructors
because the purpose of the instructor interviews at the time they were conducted was to serve as
a validity check for the development of the SCS, to make sure I was collecting pertinent
information from students, as expressed by instructors. Ultimately, the results of the profile
approach and the results of the quantitative analysis investigating relationships between student
characteristics and student outcomes align well with the statements made by instructor
interviewees, helping to verify the appropriateness of the SCS for our student population. This
alignment is discussed in Chapter six, in the Overall Gaps in Conceptual Understanding and
Student Attitudes section and the Learning Profile, Student Attitudes, and Conceptual
Inventories section.
With the aid of the coding scheme, I was able to categorize and describe both the student
characteristics that interviewed instructors find beneficial, or detrimental, to students in their
studio-mode physics classes and the ways in which instructors bolster the beneficial
characteristics and discourage the detrimental one. However, in order to use this coding scheme
on the six instructor interviews, I first had to establish two things: 1) that my colleague, who
helped develop the coding scheme, and I can reliability use the scheme in the same way, and 2)
that it was possible to train another external individual to use this coding scheme in the same
manner in which my colleague and I use it. This is our method to establishing Inter-Rater
Reliability (IRR), and I describe the process and results in the following section.
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Establishing Inter-Rater Reliability of Instructor Interview Coding Scheme
IRR was established in a holistic manner, looking at the level of agreement on whether or
not a code was mentioned in an interview. To evaluate this level of agreement between two
coders, I use the Cohen's Kappa measure, κC (Cohen, 1960; McHugh, 2012), defined by
Equation 5:
𝜅𝐶 = 𝑁−𝐸
𝑇−𝐸

(5)

Here, the N is the “Actual Number of coding agreements,” the total number of codes in
the coding scheme that both coders code and neither coders code for the interview. In other
words, it is the number of codes that both coders agree should be and should not be associated
with that interview. T is the “Total number of codes,” the number of codes in the coding scheme,
a total of 63. E is the “Expected number of coding agreements by chance,” the total number of
times coders are expected to agree, by chance, on coding a particular code or not coding a
particular code. It is calculated by Equation 6:
𝐸=

(𝐴𝐶 ×𝐵𝐶 +𝐴𝑁 ×𝐵𝑁 )

(6)

𝑇

Here AC is the total number of codes coded by rater A, BN is the total number of codes
coded by rater B, AN is the total number of codes not coded by rater A, and BN the total number
of codes not coded by rater B. Thus, the Cohen's kappa measure takes into account the
possibility of coders agreeing by chance. A Cohen's Kappa value of greater than zero indicated
raters are agreeing more than by chance; a Cohen's Kappa of zero indicated that the coders
agreement level meets that of two people agreeing purely at random; and a Cohen's Kappa of less
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than zero indicated that there is explicit disagreement between the two raters. Thus, the higher
the Cohen's Kappa, the higher the level of agreement between two coders. Interpretations of the
Cohen's Kappa value, as defined by Landis and Koch, are given in Table 25. In order to attain
acceptable agreement, I went through several phases, discussed below.
Table 25. Interpretation of the Cohen’s Kappa Measure of Coder Agreement

Cohen’s Kappa Value Range
< 0.00
0.00 – 0.20
0.21 – 0.40
0.41 – 0.60
0.61 – 0.80
0.81 – 1.00
Information from Landis and Koch (1977)

Strength of Agreement
Poor
Slight
Fair
Moderate
Substantial
Almost Perfect

Initial Coding Phase: My student colleague and I used the coding scheme to complete a
first round of coding, discussing the coded interview in order to resolve disagreements about
coding and discuss agreements about the codes. This process was conducted in order to have
both of us get more familiar with the coding scheme and to have an initial run of the coding
scheme applied to each interview.
Interview Subset Creation and Coding: I created two interviews subsets, each
representing roughly 20% of the total information contained in the instructor interviews.
Furthermore, the proportion of codes represented in the initial coding was preserved in the
subsets. For example, there is an estimated 480 coded instructor turns of speech, 20% of which is
close to 100 instructor turns of speech. In the Initial Coding Phase, a total of 20 instances of SelfRegulation codes occurred; thus, the interview subsets possess around 4 potential instances of
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Self-regulation codes. This type of proportioning was done for all codes for each interview
subset. It was indicated in each subset when turns-of-speech from a particular interview and
another began. This was done in order to for the rater to better understand any changes in tone in
the interviews and also to facilitate in the calculation of Cohen's Kappa, as it is calculated for
each interview. My student colleague and I then coded one interview subset (deemed Interview
Subset 1) individually, and the Cohen's Kappa values were calculated for each of the six
interviews contained in the subset. These Cohen's Kappa Values are given in Table 26. The
average Cohen's Kappa for the first coding of Subset 1 was only 0.719, substantial, but not above
0.80, as I would have liked. We thus discussed the coding of this subset, came to final
agreements on any discrepancies in our coding, and coded Subset 1 more time. These Cohen's
Kappa Values are given in Table 26. The average Cohen's Kappa for the second coding of Subset
1 was an acceptable 0.915. After a substantial amount of agreement was reached on this first
subset, my student colleague and I individually coded the other interview subset (deemed
Interview Subset 2), achieving the results given in Table 26. My student colleague and I also
achieved acceptable inter-rater reliability on this interview subset with a Cohen's Kappa of 0.850.
Having attained acceptable agreement on both of the subsets, I moved to the next phase: training
an outside individual to successfully use the coding scheme in the same way my student
colleague and I use it.
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Table 26. Interview Subset Cohen’s Kappa Values Between Coding Scheme Developer and Student Colleague

Interview Number
1
2
3
4
5
6
Average

Interview Subset 1 –
1st Coding
0.777
0.529
0.797
0.691
0.734
0.783
0.719

Interview Subset 1 –
2nd Coding
0.955
0.786
1.000
0.870
1.000
0.880
0.915

Interview Subset 2
0.784
0.882
1.000
0.679
0.841
0.914
0.850

Training Outside Individual: In order to train another person to properly use the coding
scheme, I developed a training document to help a person become accustomed to the coding
scheme. In addition, my student colleague and I discussed our final subset codings and decided
on a proper coding for each one, or a "key" to each subset, against which we could assess the
outside individual's coding. I then had a fellow graduate student in the Physics Education
Research group, who had not had any involvement in the development or validation of this
coding scheme, complete the training document, after which, we discussed any questions about
the coding. This individual then completed one interview subset, and achieved the Cohen's
Kappa values given in Table 27. The average agreement between the outside individual and the
subset key was 0.733, substantial, but again not above 0.80, as I would have liked. We then
discussed the coding scheme one more time and cleared up any disagreements. This outside
individual then coded the other subset, and achieved the Cohen's Kappa values given in Table 27.
the average Cohen's Kappa for the coding of this subset was an acceptable 0.877.
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Table 27. Interview Subset Cohen’s Kappa Values Between Outside Coder and Subset Key

Interview Number
1
2
3
4
5
6
Average

Interview Subset 1
0.710
0.689
0.701
0.774
0.641
0.880
0.733

Interview Subset 2
1.000
0.774
0.880
0.707
0.903
1.000
0.877

After these three phases, I established that this coding scheme could be used by
individuals after a short amount of training and inter-rater reliability was at an acceptable level.
Following this, my student colleague and I each coded three of the instructor interviews, after
which, the interviews were analyzed for their coded content. The results of the analysis, and the
analysis process, will be discussed in Chapter Five.
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CHAPTER FOUR: ANALYSIS OF STUDENT DATA AND RESULTS
Introduction
In this chapter, I detail the analysis of the student data and report the results. First, I will
explain the use of the model-based clustering algorithm to cluster students into groups. I will
then give the results of the cluster analysis and decipher the different learning profiles that
emerge. Furthermore, I will report the interactions between these learning profiles and:
demographics, institution, and student outcomes. Lastly, I will assess this learning profile
solution by comparing the profile descriptions that result from the analysis with student
interview results. Detailed interpretation and synthesis of these results will be presented in
Chapter Six.

Cluster Analysis of SCS Responses
Reduction of Cluster Variable Number
Using the Spring 2015, Fall 2015, and Spring 2016 SCS responses combined, I collected
strategic self-regulatory and motivation information from a total of N = 900 algebra-based
students. Overall, the reliable and validated SCS probes information about 17 latent selfregulatory and motivation variables by using the survey scales discussed in Chapter Three. The
17 variables (or scales) are summarized in Table 28. A student’s associated value on any one of
these variables is attained by calculating the scale score, i.e., by averaging over the items
associated with that survey scale. The Study Time and Study Effort questions are single-item;
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therefore, no averaging is done to attain the score: the single response is used. Also, because they
are single-item scales, reliability cannot be calculated for either.
The choice of clustering variables is heavily guided by the goals of one’s investigation,
e.g., we consider strategic self-regulatory and motivational variables in order to assess student
learning profiles; however, we must be aware of some important considerations when choosing
clustering variables, as our goal is to produce meaningful clusters that can be used to inform
instructional practices. In their book A Concise Guide to Market Research, Sarstedt and Mooi
(2014) supply guidelines for selecting clustering variables in order to make the clustering results
as meaningful as possible, an important goal when marketing decisions depend on these results.
We are interested in utilizing similar techniques, for as marketing decisions are extremely
important for the evolution of a business, instructional decisions are extremely important for the
evolution of a classroom.
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Table 28. Variables collected from the Spring 2015, Fall 2015, and Spring 2016 SCS Responses

Strategic Self-regulatory and Motivational Measures
Parent Questionnaire
Survey Scale
Strategic Self-regulatory Scales
Self-Regulation (SR)
Scales in SPOCK
Knowledge-building (KB)
Low-level Question Asking (LQA)
High-level Question Asking (HQA)
Collaborative Learning (CL)
Deep Approach (DA)
Scales in ASSIST
Strategic Approach (TA)
Surface Approach (SA)
Study Time (ST)
--Study Effort (SE)
--Motivational Scales
Learning Approach (LA)
Scales in CGO
Performance Approach (PA)
Task/Work Avoid (TAv)
Endogenous Instrumentality (En)
Scales in PI
Exogenous Instrumentality (Ex)
Future (FTP)
Scales in ZTPI
Structure of Scientific Knowledge (SSK)
Scales in EBAPS

Cronbach α
0.88
0.90
0.91
0.86
0.91
0.71
0.86
0.88
NA
NA
0.85
0.79
0.82
0.88
0.71
0.78
0.70

Though there is no consensus on the minimum sample size needed for cluster analysis,
Formann (1984) suggests a minimum sample size of 2d, where d is the number of clustering
variables. As we have 17 potential variables to use for clustering (requiring a minimum sample
size of 131,072) but only a sample size of N = 900, we wish to consider the suggestions of
Sarstedt and Mooi (2014) and reduce the number of variables we will use to cluster (ideally to
around 9 variables or less; 29 = 512). Our goal of variable reduction is actually two-fold: not only
are we taking sample size restrictions into consideration, but we are working to identify the most
informative variables in order to reduce the length of our survey for later distributions to more
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institutions. A shorter survey will likely garner higher rates of participation from students, which
will be increasingly important as we visit other universities at later stages of the project.
Dolnicar and Grün (2008) demonstrated that using factor analysis (FA) to reduce variable
number and using resulting factor scores to cluster with is not the best way to identify clusters of
individuals. Sarstedt and Mooi (2014) summarize well the issues that result from using FA to
reduce the number of variables (p. 242): 1) The data are pre-processed and the clusters are
identified on the basis of transformed values, not on the original information, which leads to
different results; 2) In factor analysis, the factor solution does not explain a certain amount of
variance; thus, information is discarded before segments have been identified or constructed; 3)
Eliminating variables with low loadings on all the extracted factors means that, potentially, the
most important pieces of information for the identification of niche segments are discarded,
making it impossible to ever identify such groups; and 4) The interpretations of clusters based on
the original variables become questionable given that the segments have been constructed using
factor scores.
In lieu of conducting FA, the suggestions of Sarstedt and Mooi (2014) culminate into
three main considerations when selecting the clustering variables. The first is that only variables
that are high in quality should be included in the analysis. Data quality is high if the questions
used have a strong theoretical basis and are being answered reliably by the respondents. Hence,
as we are relying on a variable to help inform the clustering process, we want to keep variables
that are based on survey items of high reliability, as for these variables, respondents are
answering associated items in a consistent and expected manner. Second, do not use clustering
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variables that are redundant. This includes variables the correlate together, both statistically and
theoretically, as these variables may not be unique enough to help distinguish between clusters.
Including multiple variables in analyses that are redundant can cause these variables to be
overrepresented in the analysis. And lastly, one should choose variables that will be the most
informative to your objective and will likely help explain differences in other variables of
interest that are not included in the cluster analysis.
Taking these three points into consideration, I suggest the following rules when deciding
on which of the 17 variables to retain for clustering:
1) To assess quality of variables, I turn foremost to the reliability measure for each
variable, the Cronbach α value. Cronbach α values between 0.70 and 0.79 are sufficient to
evaluate measures on a group level, while Cronbach α values greater than 0.80 are high enough
to measure qualities of individuals (Doran, 1980); thus, we will retain only those variables with
Cronbach α values of 0.80 or higher for clustering, but variables with Cronbach α values
between 0.70 and 0.79 can still be considered for comparisons between clustered groups in
follow-up analyses.
2) To reduce the possibility of overrepresented variables, we consider the correlation
matrix between all variables retained after reliability considerations, and make note of those
variables that possess both a moderate to strong (r = 0.50 to r = 1.00) correlation (statistical
correlation) and considerable overlap in content assessed by the variables (theoretical
correlation). As an additional constraint, since having distinct strategic self-regulatory and
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motivational variables are important to resolving the five learning profiles (Shell & Soh, 2013) ,
we compare variables within their respective categories, so as to not convolve them.
3) In addition to rules 1) and 2), we aim to select variables that will be the most
informative to clustering and can give us the richest interpretation of resulting clusters. We also
consider those variables that, though not used in clustering, will still be informative in follow-up
analyses.
In Table 28, we give the 17 potential clustering variables, and their corresponding
Cronbach α values, when applicable. Based on quality/reliability considerations alone (using rule
1), we will consider the EBAPS: Structure of Scientific Knowledge, Future, Performance
Approach, Deep approach, and Exogenous Instrumentality (five total) variables for later analyses,
but not for clustering. As a person-centered approach, clustering is done considering the
responses of individuals, and thus we would like our cluster variables to have Cronbach α values
of above 0.80, while those with Cronbach α values between 0.70 and 0.79 can be used for later
cluster comparisons. Furthermore, since Study Time and Study Effort are based on a single item
and their reliability cannot be calculated, they too will be used for later cluster comparisons, but
not for clustering.
We now consider statistical and theoretical correlations between the remaining 10
variables in order to remove any conveying redundant information. Correlations between these
variables are given in Table 29. Variable Acronyms used in Table 29 are given in Table 28. Out
of all the possible pairings, two pairs show both considerable correlations and topical overlap
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among the constituent items: Low-level Question Asking & High-level Question Asking, and
Self-Regulation & Strategic Approach. These particular correlations are bolded in Table 29.
Table 29. Correlations (Pearson’s r) Between Ten Potential Clustering Variables

SR
KB
LQA
HQA
CL
TA
SA
LA
TAv
En

SR
0.56
0.52
0.47
0.33
0.62
-0.13
0.35
-0.29
0.24

KB

LQA

HQA

CL

TA

SA

LA

TAv

En

0.47
0.56
0.29
0.43
-0.31
0.47
-0.21
0.49

0.81
0.36
0.36
-0.15
0.25
-0.14
0.22

0.39
0.36
-0.26
0.32
-0.18
0.29

0.21
-0.13
0.18
-0.09
0.15

-0.35
0.34
-0.35
0.26

-0.26
0.18
-0.36

-0.28
0.49

-0.19

-

The Low-level Question Asking & High-level Question Asking variables show a strong,
significant correlation (Pearson’s r = 0.81, p < 0.001). This indicates that a student’s use of lowlevel questioning is a good predictor of their use of high-level questioning. Thus, to reduce
redundancy of student questioning being present in the clustering, and given Low-level Question
Asking’s slightly higher reliability, we keep Low-level Question Asking as a clustering variable
and consider High-level Question Asking in post-clustering analysis.
The Self-Regulation and Strategic Approach variables show a moderate, significant
correlation (Pearson’s r = 0.62, p < 0.001). Furthermore, the topic of the items that comprise
these two variables overlap. Items in Self-Regulation address students’ levels of good study
strategies and self-regulation of understanding while studying. Items in Strategic Approach
mainly focus on study strategies but not on self-regulation. Hence, since Self-Regulation is a
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more informative variable (rule 3), we include it as a cluster variable and consider Strategic
Approach in post-cluster analyses.
We must note that there are two variable pairs with Pearson’s r values higher than 0.50,
but that do not display substantial topical overlap between the constituent items: Self-Regulation
and Knowledge-building (Pearson’s r = 0.56, p < 0.001) and Self-Regulation and Low-level
Question Asking (Pearson’s r = 0.52, p < 0.001). These correlations are italicized in Table 29.
While these pairs have moderate correlations, there is little conceptual overlap between the core
student characteristics probed by these variables. These pairs involve Self-Regulation,
Knowledge-building, and Questions Asking. These individual variables have been found to be
important in identifying the five learning profiles (Nelson et al., 2015; Shell & Soh, 2013) and
are important variables of interest in our cluster analysis. Thus, as we may expect a student with
higher levels of Self-Regulation to have higher levels of Knowledge-building and Question
Asking, Self-regulation alone is no singular substitute for these other variables, as we are
fundamentally interested in how Knowledge-building and Question Asking help define our
clusters. Thus, using the requirement of both statistical and theoretical correlation set forth by
rule 2 and considering carefully the most informative variables (rule 3), we chose to retain SelfRegulation, Knowledge-building, and Low-level Question Asking as distinct clustering variables.
The remaining 8 variables show sufficient reliability, show no further strong
redundancies (variables possessing both statistical and theoretical correlation), and probe the
strategic self-regulatory and motivational characteristics needed to identify the five learning
profiles found in previous studies; thus, we conclude our variable reduction. Eight clustering
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variables calls for a minimum sample size of N = 2 8 = 256 students, which our dataset exceeds.
We can now proceed with these 8 variables as cluster variables and use the remaining 9 variables
in post-cluster analyses. A summary of the clustering and non-clustering variables is given in
Table 30.
Table 30. Summary of Clustering and Non-clustering Variables.

Variable Type
Strategic SelfRegulatory Measures

Motivational Measures

Strategic SelfRegulatory Measures

Motivational Measures

Epistemological
Measure

Clustering Variables
Variable Name
Self-Regulation
Knowledge-building
Low-Level Question Asking
Collaborative Learning
Surface Approach
Learning Approach
Task/Work Avoid
Endogenous Instrumentality
Non-Clustering Variables
High-level Question Asking
Strategic Approach
Deep Approach
Study Time
Study Effort
Performance Approach
Exogenous Instrumentality
Future
Structure of Scientific Knowledge

Variable
Acronym
SR
KB
LQA
CL
SA
LA
TAv
En

Cronbach α

HQA
TA
DA
ST
SE
PA
Ex
FTP
SSK

0.86
0.86
0.71
NA
NA
0.79
0.71
0.78
0.72

0.88
0.90
0.92
0.91
0.88
0.85
0.82
0.88

Model-based Clustering on Reduced Variables
I now apply the model-based clustering method, where the dataset D = {x1, x2, …, x900},
is now only comprised of 8 dimensions (or variables), instead of 17. This set of 900 student
records comprised of eight scale scores is used as the input to the model-based clustering
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algorithm. Before the model-based algorithm is run on D, all 8 variables are globally
standardized by a z-score transformation to increase the ease of interpretation of the clustering
results (Daniels et al., 2008; Gan et al., 2007). Once the algorithm is carried out on dataset D as
described in Chapter 3, several important pieces of information comprise the algorithm output.
First are the BIC values (for each tested model and cluster solution) that will be used as factors in
determining the best clustering solution. Second, since this is a fuzzy clustering algorithm, are
the membership probabilities, τ, given to each student for each cluster in the solution. In the
interpretation of the clustering results, I use these membership probabilities as a tool to ensure
that we consider only those students who have a high probability of possessing the characteristics
necessary for them to be placed in one group over another. In the following results, only those
students possessing probabilities of 0.75 or higher of belonging in a particular cluster or group
are used in subsequent analyses. This is ultimately a compromise between statistical power and
solution interpretability, i.e., what is lost in sample size is gained in the confidence that students
are being described accurately based on their SCS responses.
In the following section, I will review the results of the model-based clustering algorithm,
describe how the best cluster solution is selected, interpret the clustering results as student
learning profiles, and investigate the interactions between these learning profiles and other
information collected on the SCS, such as demographics.
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Cluster Analysis Results and Learning Profiles
Choosing the Best Clustering Solution
I utilized the model-based algorithm to compare clustering solutions of one to nine
clusters for each of the models given in Table 22. The “best” solution according to BIC
considerations is the model and cluster number that possesses the highest BIC. Figure 7 shows
the BIC values for the various model-based clustering solutions attained. The solution with the
highest BIC value is that of six clusters in the VVE model (Variable cluster shape, Variable
cluster size, and Equal cluster orientation). However, often in the literature, several other cluster
solutions are compared using different validity measures and theoretical considerations to ensure
that the best solution is selected for further investigation. Both Shell and Soh (2013) and Nelson
et al. (2015) compare several clustering solutions and take into consideration the overall
interpretability of each solution in light of the previous profile research, and Nelson et al. (2015)
goes one step further by comparing the sums of squares within clusters (SSW), the sums of
squares between clusters (SSB), and the silhouette coefficient for two, three, four, five, and six
cluster solutions using the TwoStep clustering method.
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Figure 7. BIC values for various model-based clustering algorithm solutions.

SSW and SSB are defined in the same way as in a One-way ANOVA (Newsom, 2013).
Within each cluster of points, the partial SSW is calculated by adding up the squared deviations
of the individual points from the cluster mean; the total SSW is then computed by adding up all
the partial SSW values, one for each cluster in the solution. When choosing a clustering solution,
one desires the SSW to be small, as it measures cohesion within clusters (Nelson et al., 2015).
The SSB is computed by first calculating the grand mean of each of the clustering variables, thus
defining a reference point from which we can compare distances. Next the squared deviations of
the cluster centers from the grand mean are summed together to constitute the SSB. When
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choosing a clustering solution, one desires the SSB to be large, as it measures separation between
clusters (Nelson et al., 2015). The silhouette coefficient takes into account both the cohesion and
separation of clusters into one validity measure (Aranganayagi & Thangavel, 2007; Rousseeuw
& Kaufman, 1990). Since the clustering method used was a fuzzy clustering method, I use a
fuzzy silhouette coefficient that takes into account both the geometric properties of the clustering
solution and the fuzzy partitioning (or membership probabilities) for the clustering solution (Gan
et al., 2007; Xie & Beni, 1991). This validity measure is deemed the “compact and separate
fuzzy validity criterion,” S, and is given by S = π/s, where s is the minimum o the squared
deviations between cluster centers, and π is the sum of the squared deviations of each point from
each cluster center, weighted by the point’s membership probability to the cluster center (Gan et
al., 2007). The smaller the value of π, the closer an individual is placed to the center of the
cluster in which she or he belongs, and the larger the s, the further away all the clusters are from
each other; thus, the smaller the S value, the more compact and separate the clusters are in the
clustering solution.
In order to find the best number of clusters, I compared solutions of two to seven clusters
using the VVE model. I chose to focus on the VVE model because it leads to the highest BIC
values at larger cluster numbers, and at smaller cluster numbers, possesses BIC values
comparable to the next best model. Table 31 give the BIC, SSW, SSB, and S values, as well as a
description of the interpretability – similar to that of Schwinger et al. (2012), for the two to seven
cluster solutions using the VVE model. An interpretability of Good means that the resulting
clusters are logical and often have traits consistent with profiles found in the literature; An
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interpretability of Difficult means that the resulting clustering solution has at least one repeating
cluster or contains clusters that are internally inconsistent, having no analog in the literature.
Table 31. BIC, SSW, SSB, and S values for the 2 to 7 cluster solutions using the VVE model

Cluster Number
2
3
4
5
6
7

BIC
-18735
-18707
-18700
-18732
-18631
-18672

SSW
6381
5771
5374
4751
5094
4702

SSB
810
1420
1817
2440
2097
2489

S
1.414
1.951
2.327
1.875
2.211
1.972

Interpretability
Good
Good
Good
Good
Good
Difficult

Overall, a five-cluster and seven-cluster solution give comparable and desirable validity
measures, with comparable BIC, minimal SSW and S, and maximal SSB. However, the sevencluster solution was more difficult to interpret, as it possesses clusters with similar patterns
across variables, i.e., repeating, similar clusters. In addition, the five-cluster solution possesses a
strong theoretical foundation and past research support (Nelson et al., 2015; Shell & Husman,
2008; Shell & Soh, 2013). Hence, given the better silhouette coefficient, desirable SSW and SSB,
good interpretability, and wealth of backing in the literature, I select the five-cluster solution. In
the following section, I report the results and interpretation of the five-cluster solution.

Emerging Learning Profile
As I stated before, I consider only those students who have a high probability of
possessing the characteristics necessary for them to be placed in one group over another. In the
following results, only those students possessing membership probabilities of 0.75 for a
particular cluster are used in subsequent analyses. This reduced the sample size from N = 900 to
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N = 535. Table 32 gives the cluster means for each standardized clustering and non-clustering
variable for the five-profile solution.
Table 32. Standardized Cluster Means for the Five-cluster Solution

Cluster
Profile Interpretation

1
Strategic

Students in Cluster

81

Self-Regulation
Knowledge-building
Low-Level Question
Asking
Collaborative Learning
Surface Approach
Learning Approach
Task/Work Avoid
Endogenous
Instrumentality
High-level Question
Asking
Strategic Approach
Deep Approach
Study Time
Study Effort
Performance Approach
Exogenous
Instrumentality
Future
Structure of Scientific
Knowledge

2
Knowledge
Building
121
Clustering Variables
0.37
0.59
0.30

3
Learned
Helpless
144

4
5
Surface Apathetic
99

90

0.16
-0.50
-0.22

-0.45
-0.15
-076

-1.17
-1.18
-0.69

0.57
0.48
-0.36
0.01
-0.47

-1.15
0.40
0.30
-0.12
0.49

-0.80
0.31
-1.71
0.69
-1.45

Non-Clustering Variables
1.25
0.43
-0.27

-0.53

-0.77

0.86
0.71
0.45
0.41
0.42
0.53

0.56
0.40
-0.14
0.14
0.30
0.38

-0.13
-0.22
0.04
0.04
-0.13
-0.14

-0.40
0.01
0.03
-0.01
0.01
0.14

-0.79
-0.89
-0.52
-0.47
-0.56
-0.86

0.50
0.14

0.18
0.38

0.11
-0.22

-0.08
0.07

-0.52
-0.07

1.19
1.30
1.30
1.01
-0.54
0.51
-0.42
0.59

0.27
-0.96
0.74
-0.28
0.79

In order to assist in the interpretation of the clusters, within each variable, the
standardized cluster means (and their 95% confidence intervals) for each of the five clusters were
compared in order to rank the profiles relative to each other. Table 33 gives these ranking results.
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Both the relative values of the standardized cluster means and the overlap of their 95%
confidence intervals are considered in the ranking process. Clusters given “High” and “Low”
rankings within a variable possess relatively high and low means, respectively, compared to the
other clusters; those given a “Moderate” ranking have means somewhere in between; and
clusters given the same ranking often have overlapping confidence intervals.
Table 33. Variable Rankings by Cluster

Cluster
Profile Interpretation
Students in Cluster
Self-Regulation
Knowledge-building
Low-Level Question
Asking
Collaborative Learning
Surface Approach
Learning Approach
Task/Work Avoid
Endogenous
Instrumentality
High-level Question
Asking
Strategic Approach
Deep Approach
Study Time
Study Effort
Performance Approach
Exogenous
Instrumentality
Future
Structure of Scientific
Knowledge

1
Strategic

2
Knowledge
Building
81
121
Clustering Variables
High
Moderate
High
High
High
Moderate

High
Moderate
High
Low
High

Moderate
Low
High
Low
High

3
Learned
Helpless
144

4
Surface

5
Apathetic

99

90

Moderate
Low
Moderate

Low
Moderate
Low

Low
Low
Low

Moderate
High
Moderate
Moderate
Moderate

Low
High
High
Moderate
High

Low
High
Low
High
Low

Low

Low

Non-Clustering Variables
High
Moderate
Moderate
High
High
High
High
High
High

High
High
Moderate
Moderate
High
High

Moderate
Moderate
Moderate
Moderate
Moderate
Moderate

Moderate
Moderate
Moderate
Moderate
Moderate
Moderate

Low
Low
Low
Low
Low
Low

High
Moderate

Moderate
High

Moderate
Low

Moderate
Moderate

Low
Moderate
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Figure 8 through Figure 10 give examples of how the “High,” “Moderate,” and “Low”
rankings are determined. Each of these figures features two of the standardized clustering
variables plotted against one another. The points are grouped into the different learning profiles,
differentiated by their color. The centroids of each cluster are plotted as large dots, with their
95% confidence intervals indicated by black error bars. The colored lines plotted connect the
cluster centroids to individual data points.

Figure 8. Learning Profile Comparisons: Self-Regulation vs. Low-level Question Asking
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Figure 8 shows that strategic (Strat) students possess both relatively high mean selfregulation and low-level questions asking levels compared to the other profiles, earning strategic
students a “High” raking for both of these variables in Table 33. Both surface (Sur) and apathetic
(Apa) students possess relatively low self-regulation and low-level questions asking levels,
earning these students a “Low” raking for both of these variables. Furthermore, both knowledge
building (KB) and learned helpless (LH) students have mean self-regulation and low-level
questions asking levels that are in between the high values of the strategic students and the low
values of the surface and apathetic students, earning these students a “Moderate” raking for both
of these variables.
I similarly interpret Figure 9, which alternatively presents the self-regulation variable
plotted against endogenous instrumentality, a motivational variable. Here, the figure shows that
strategic, knowledge building, and surface students possess relatively high mean values of
endogenous instrumentality, earning these students a “High” raking for this variable in Table 33.
Apathetic students possess relatively low levels of endogenous instrumentality, earning apathetic
students a “Low” raking for this variable. Furthermore, learned helpless students have mean
endogenous instrumentality levels that are in between the high values of the strategic, knowledge
building, and surface students and the low values of the apathetic students, earning these students
a “Moderate” raking for this variable.
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Figure 9. Learning Profile Comparisons: Self-Regulation vs. Endogenous Instrumentality

Figure 10 gives the last example of the profile rankings, presenting the self-regulation
variable plotted against the surface approach variable. Here, the figure shows that learned
helpless, surface, and apathetic students possess relatively high mean values of surface approach,
earning these students a “High” raking for this variable in Table 33. Knowledge building
students possess relatively low levels of surface approach, earning knowledge building students a
“Low” raking for this variable. Furthermore, strategic students have mean surface approach
levels that are below the high values of the learned helpless, surface, and apathetic students and
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slightly above the low values of the knowledge building students, earning strategic students a
“Moderate” raking for this variable. This procedure was conducted for all of the 17 SRL
variables to create the complete set of rankings given in Table 33.

Figure 10. Learning Profile Comparisons: Self-Regulation vs. Surface Approach

Overall, the five clusters found closely resemble the five learning profiles found by
Duane Shell and his colleagues (Nelson et al., 2015; Shell & Husman, 2008; Shell & Soh, 2013).
Among our algebra-based, studio-mode introductory physics students, there exist strategic,
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knowledge building, learned helpless, surface, and apathetic students. Strategic students are
characterized by high levels of self-regulated strategy use, knowledge-building, and
collaboration, in addition to low levels of task avoidance and relatively low levels of surface
approach (as a reminder, the Surface Approach scale here is mainly a measure of students’
inabilities to handle the course material and regulate their studying). Furthermore, strategic
students possess desirable motivations, with high levels of learning (or mastery) approach and
endogenous instrumentality. These are students who feel greatly that their current actions affect
their future success, put in a lot of time and effort into the course, and want to understand the
material on a deep level. Knowledge building students are similar to strategic students when it
comes to their motivations; knowledge building students also feel that physics will be useful for
their future. In contrast to strategic students, knowledge building students are less engaged with
the course, having moderate levels of self-regulation, question asking, collaborative learning,
study time, and study effort, but knowledge building students still tend to want to better
understand the material (high learning approach) and use metacognitive techniques to do so
(high deep and strategic approach). Thus, the knowledge building students appear to interact
with their peers and instructors less, but are still intrinsically motivated to learn physics and excel
at it. Strategic and knowledge building students also differ in their level of surface approach, and
this is a characteristic that makes the strategic profile here unique from that found by Shell and
Soh (2013) and Nelson et al. (2015). Though strategic students in this sample exhibit excellent
levels of self-regulated strategies and supportive motivations, they possess a moderate level of
surface approach. Although this level of surface approach is still less than the overall global
average, it is worth keeping in mind that the strategic students in this sample exhibit a higher
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level of difficulty handling the course compared to the knowledge builders, but nonetheless feel
more comfortable with the course compared to the learned helpless, surface, and apathetic
profiles. In the works of Shell and Soh (2013) and Nelson et al. (2015), students in the strategic
profile have lack of regulation (or surface approach) levels that are just at low as the knowledge
building students.
Learned helpless students exhibit similar levels of engagement as knowledge building
students (moderate levels of self-regulation, collaboration, question asking, study time, and study
effort); however, they possess high levels of surface approach, indicating that their attempts to
engage with the course by self-regulating, collaborating, asking questions, and studying are at
odds with their feelings of being unable to properly manage the material in the course. In
addition, learned helpless students have some of the lowest levels of sophistication in views on
the structure of scientific knowledge and exhibit only moderate levels of endogenous
instrumentality and learning approach. This adoption of less than desirable motivations and
views of physics knowledge could possibly be the cause for such struggling or conversely the
result of it.
Surface and apathetic learners have the lowest levels of engagement in the examined
studio-mode, introductory physics courses. Both profiles have low levels of self-regulation,
question asking, and collaborative learning, in addition to both having high levels of surface
approach, showing that these students, like learned helpless students, feel intimated by the course.
Furthermore, apathetic students have the lowest levels of motivations, with low learning
approach and low endogenous instrumentality. Also, these students possess the lowest
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performance approach and exogenous instrumentality scores, indicating that apathetic students
care the least about looking intelligent and value their grade minimally: they truly earn their
name. In addition, apathetic students have the highest of the task/work avoid levels and lowest
study time and effort levels, indicating their desire to get through their physics courses with as
little work as possible. In contrast, despite surface students’ low engagement levels, they exhibit
more desirable motivations for their physics courses, having high levels of endogenous
instrumentality and learning approach. Hence, it appears that surface students do find the
material in their physics classes to be useful to them, but they are not attempting to understand
the material on a deeper level, as indicated by their low self-regulation and moderate strategic
and deep approaches.
Given the results of the model-based cluster analysis, it appears that the five-profile
solution is also best for our population of algebra-based, studio-mode physics students. By
comparing the relative scores on the strategic self-regulatory and motivational measures attained
from the SCS, a coherent set of learning profiles, strikingly similar to those found by Shell and
Soh (2013) and Nelson et al. (2015), emerge, helping me to better describe the students of
interest.

Learning Profiles and Student Interviews
Below, I describe the process of validating the five distinct learning profiles by
interviewing survey takers. I first note some issues affecting the interviews that occurred due to
the initial use the TwoStep clustering method. I then detail the process of analyzing the
interviews and interpreting aspects of students’ strategic self-regularity behaviors and
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motivations in their algebra-based, studio-mode, introductory physics courses. Overall, student
characteristics expressed in these interviews align well with the five learning profiles.
Initial Use of the TwoStep Clustering Method and Student Interview Implications
When I first began conducting the profile analysis, I utilized the same method prescribed
by Shell and Soh (2013) and Nelson et al. (2015): the TwoStep clustering method. As noted
previously, this method suffered from issues such that running the TwoStep clustering procedure
with the same dataset, but with entries in a different order, could lead to an individual being
placed in a different cluster. Unfortunately, judgments on which students to contact for
interviews were based on results from a TwoStep clustering procedure, as this was prior to the
discovery of the major issues associated with it. With these results, I attempted to contact around
four to five students from each learning profile, while also attempting to speak to an even
number of women and men. Ultimately 18 students were interviewed, and few strategic students
showed up for interviews; based on the description of the strategic students, it is likely these
students chose their academic endeavors over speaking with me for an hour.
Using the improved and reliable model-based clustering method and applying the 75%
cutoff, only nine of the interviewed students (four women and five men) remain in the learning
profile dataset. Despite the smaller than desired sample size, I continue by investigating students’
statements in order to evaluate how closely their responses are characteristic of the theoretical
description of the learning profiles to which they are assigned.
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Analysis of the Student Interviews
As shown in Appendix L, the student interview protocol organizes questions into
categories based on the Self Regulated Learning survey scales used in the SCS. Of those
categories covered in the student interview protocol, six overlap with the eight variables retained
in the mode-based cluster analysis process: Self-Regulation, Knowledge-building, Question
Asking, Surface Approach, Learning Approach, and Endogenous Instrumentality. The other two
clustering variables, Collaborative Learning and Task/Work Avoid did not have any direct or
analogous questions present in the protocol. For each of the nine student interviews, student
responses to the questions from these six categories were investigated for the level of expression
of that category. For example, among the Self-Regulation questions, statements characterizing a
student as asking themselves questions as they study, evaluating their understanding based on
comprehension of the material, and desiring to increase conceptual understanding and get the
meaning of equations would yield the student a “High” rating in the Self-Regulation category.
Conversely, statements characterizing a student as not asking themselves questions as they study,
evaluating their understanding based on flawless repetition of problems, and desiring to solve
problems with equation-hunting methods to attain points in the course would yield the student a
“Low” rating in the Self-Regulation category. A mixture of these responses, such as a student
repeating the same problem over and over again as a study strategy, but attempting to change the
problem in way that fosters self-regulation and helps develop conceptual understanding, yields
the student a “Moderate” rating in the Self-Regulation category. Table 34 describes what
characterizations of student responses yield which rankings for the six categories considered.
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Table 34. Ranking Descriptions for Student Interviews

Self-Regulation
(SR)

Knowledgebuilding
(KB)

Question Asking
(QA)
Surface
Approach
(SA)
Learning
Approach
(LA)

High
- Use metacognitive
techniques
- Set goals for
conceptual
understanding
- Express searching for
equation meaning
- Connects knowledge
from physics to other
classes
- Actively thinks about
physics in their
everyday lives
- Asks instructor
questions often and in
most classes
- Overwhelmed by
amount of material in
the course throughout
the semester
- Feels it is important
to retain knowledge
from physics course.
- Mentions goals of
later applications of
physics knowledge
- Feels physics
knowledge is useful
for personal
satisfaction.
- Favor knowledge
learned over grade
attained

Moderate
Low
- Expresses a mixture of - No attempts at
High and Low.
metacognition
- Set no goals or goals
for grade attainment
- Use equations without
regard for meaning.
- Expresses a mixture of
High and Low.
- Acknowledges
connections but admits
not thinking about them
much
- Asks instructor
questions occasionally

- Does not connect
knowledge from
physics to other classes
- Does not think about
physics in their
everyday lives
- Asks instructor no
questions

- Overwhelmed by
amount of material in
the course at times
during the semester
- Expresses a mixture of
High and Low.
- Mentions only goals
of applying knowledge
for MCAT

- Not overwhelmed by
amount of material in
the course throughout
the semester
- Feels it is unimportant
to retain knowledge
from physics course.
- Mentions no goals
beyond attaining a
good grade
-Feels physics
knowledge is not useful
for academic future
- Favors grade attained
over knowledge learned

- Unsure if knowledge
will be useful or neutral
on the issue
- Mentions only
usefulness for MCAT
- Value knowledge
learned and grade
attained equally
Once students are ranked, I compare their rankings across the categories within each

Endogenous
Instrumentality
(EI)

student and make a judgment as to which learning profile they belong, using the interpretation of
the learning profile and the rankings given in Table 33 as a guide. I conducted these rankings and
interpretations blind to the students’ learning profile memberships, given by the model-based
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clustering, so as to not bias my analysis of the interview transcripts. The results are given in in
the following section.
Results of Student Interview Analysis
Below, Table 35 gives the six category rankings for each of the nine interviewed students.
The category acronyms used in Table 34 are used in Table 35 as well. Student interviewees are
also numbered 1 through 9 to protect their identities. The abbreviation of Mod for Moderate is
also used.
Table 35. Student Interview Analysis Results: Student Rankings in Interview Categories

Student SR
KB QA SA
Number
High High High Low
1
2
3
4
5
6
7
8
9

LA

EI

Interpreted Profile Actual Profile

High High Knowledge
Building
Low Mod Low High Low Mod Surface
Mod High Mod High Mod High Strategic
Mod Low High Low Mod Mod Learned Helpless
Low Low Low Low Low Low Apathetic
Mod High High Mod High Mod Knowledge
Building
Low Low Mod High Low Low Apathetic
Mod High Mod Low High Mod Knowledge
Building
High High Mod Low High Mod Knowledge
Building

Knowledge
Building
Surface
Learned Helpless
Learned Helpless
Apathetic
Knowledge
Building
Learned Helpless
Knowledge
Building
Knowledge
Building

In determining the Interpreted Profiles in Table 35, those students with Low Surface
Approach (SA), High Knowledge-building (KB), High Learning Approach (LA) and Moderate
to High Endogenous Instrumentality (EI) were generally considered to be Knowledge Building
students, as these descriptors align well with the description of a motivated student with good
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study habits that does not get overwhelmed by the material in the course. Such profiles are
characterized by Moderate to High Self-Regulation and Question Asking as well. All students I
interpreted as Knowledge Building (Student numbers 1, 6, 8 and 9) are indeed placed in the
Knowledge Building by the model-based clustering algorithm.
In the case of student number 3, I placed that individual in the Strategic profile based on
this person’s closeness to the Knowledge Building profile, but with a High level of SA. However,
the model-based clustering algorithm placed this student in the Learned Helpless profile. This is
not surprising, as higher levels of SR and SA are characteristics of the Strategic and Learned
Helpless profiles. The main discrepancy is this student’s higher levels of motivations and
knowledge building compared to a typical Learned Helpless student. Though interviews were
conducted within a few weeks of students completing the SCS, perhaps this individual’s attitudes
and strategies changed between these times.
In general, when most of the student’s category rakings are Low, I placed the students in
the Apathetic profile (student numbers 5 and 7); however, student 7 was misplaced, and the
combination of Moderate QA and High SA may more so imply the student is attempting to
engage with the courses but is still overwhelmed by it, leading to a Learned Helpless profile
adoption.
I identified student number 2 as a Surface student due to the individual’s lower levels of
strategic self-regulation and engagement (Low SR, Mod KB, Low QA, High SA, Low LA) but
relatively high levels of motivation (Mod EI) given the quality of study strategies. This is
characteristic of the theoretical Surface student, one who is not the best studier but nonetheless
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values the content knowledge to a desirable extent. Indeed, the model-based clustering algorithm
placed this student in the Surface Profile.
Lastly, I identified student number 4 as a Learned Helpless student, despite the Low SA
levels, due to the individual’s combination of Moderate SR and Low KB with High QA. This
implies the students is attempting to regulate their learning somewhat, but is not actively trying
to connect what their learning in their physics course to other aspects of their lives. Such a
disconnect can lead to a dependence on the instructor for guidance and thus increased question
asking. This is characteristic of a Learned Helpless student, one who attempts to regulate their
learning, but ultimately has difficulty doing so.
Given these results, I was able to accurately place 7 out of 9 students into the learning
profiles prescribed to them by the model-based clustering algorithm. Though the samples size
was unfortunately cut down due to analysis issues, and I only have a handful of cases to consider,
it appears that the SCS is able to garner accurate information from students about their study
habits and motivations. To strengthen this analysis even further and establish inter-rater
reliability (IRR), I would have separate individuals interpret each of the nine students’ learning
profiles by using the rules for ranking students (Table 34) and the logic for placing students into
learning profiles described in the previous paragraphs. A point of agreement between two
individuals would be given in either of the two following instances: when both raters place a
student in a particular profile and when both raters do not place a student in a particular profile.
A point of disagreement between two individuals would be given when one rater places a student
in one learning profile, and the other rater places that student in a different learning prolife.
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Cohen’s Kappa (Equation 5) can then be calculated based on these agreements and
disagreements. This method is fairly conservative. Considering a theoretical set of Interpreted
Profiles from two individuals, when one disagreement exists out of nine possible judgments, a κC
of 0.86 results, and when two disagreements exists out of nine possible judgments, a κC of 0.72
results. A Cohen’s Kappa between 0.61 and 0.80 is considered substantial by Landis and Koch
(1977), but κC of 0.81 or higher are generally desired.
I now move on to reporting student demographic information and conduct statistical
analyses to investigate how different student demographics interact with learning profile
adoption and student outcomes.

Student Demographics, Learning Profiles, and Performance
In this section, I will review the overarching information gathered on the population of
algebra-based, studio-mode introductory physics students. I will report overall demographic
information, interactions between student demographics and adopted learning profile, and
interactions of demographic and learning profile with student outcomes. Ultimately, the results
presented in this section help to answer research question Q1, pertaining to the investigation of
student characteristics and their interactions with learning profile adoption and performance in
the course.
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Overall Student Demographics
A breakdown of the demographic information is given in Table 36, and an overview is
given in the following paragraph. Out of the N = 900 viable students in the sample, 65.3% are
women and 34.4% are men. A very small number of students (N = 3; 00.3%) chose to not report
their gender. These proportions of women and men make sense, as algebra-based classes are
typically more so populated by women, in contrast to calculus-based courses. For ethnicity/race
considerations, students were placed into one of two categories based on their self-reported
ethnicity: a majority (MAJ) category and a underrepresented (UR) category, similar to Brewe et
al. (2010). Students in the MAJ category are those who form the majority of the students in
physics, while those in the UR category are those who have historically been underrepresented in
physics. Of the eight ethnic categories on the SCS, White (N = 402) and Asian (N = 129)
students were placed in the MAJ category, as these ethnicities are well represented among
physics students; American Indian or Alaskan Native (N = 4), Native Hawaiian or Other Pacific
Islander (N = 2), Black or African American (N = 139), and Hispanic or Latino (N = 162)
students were placed in the UR category, as these ethnicities are a minority in physic classes
(Brewe et al., 2010). Students identifying themselves as Non-resident Aliens (N = 3) or Multiple
Ethnicities/Other (N = 59) were not considered in analyses involving ethnicity. This leads to
overall proportions of 59.0% MAJ students and 34.1% UR students (with 6.9% not categorized).
The distribution of students with and without high school physics experience (HSPE) is fairly
even. Around 42.2% of the students surveyed had some exposure to physics in high school while
57.8% did not. Of the 459 students posed the question about parental education, 41.8% indicated
that neither of their parents possessed a bachelor’s degree, indicating that they are a 1 st
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Generation (1st Gen.) college student, whereas 58.2% of students indicated that at least one of
their parents have attained a bachelor’s degree. Majority of students in the sample are employed,
with 64.4% of students reporting that they work in addition to attending classes, leaving 35.6%
of students going to school without additional employment. Furthermore, a large majority of
students are commuters, with 77.8% of students living off-campus, and 22.2% living on campus.
Of the 861 students offering interpretable responses about their highest-level math course, the
proportion of students having had a math background (Math BG) with an exposure to calculus
(taking at least a calculus I course) is around 54.0%, with the other 46.0% of students having
exposure to either statistics, trigonometry, college algebra, or pre-calculus.
Table 36. Overall Demographic Breakdown of SCS Sample

Demographic Variable
Gender

Ethnicity/Race

High School Physics Experience
(HPSE)
1st Generation (1st Gen)
Employment
Residence
Math Background (Math BG)

Level within
Variable
Woman
Man
No Response
Majority (MAJ)
Underrepresented
(UR)
Not Categorized
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Experience
No Calculus
Experience
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Number of
Students
587
310
3
531
307

Percentage

62
380
520
267
192
580
320
200
700
465
396

6.90%
42.2%
57.8%
41.8%
58.2%
64.4%
35.6%
22.2%
77.8%
54.0%
46.0%

65.3%
34.4%
0.30%
59.0%
34.1%

Out of the possible majors given as options on the SCS, 894 student respondents (six did
not report) chose around 45 distinct majors. I condensed these down to 12 categories, given in
Table 37. Majority of students in the sample fall in the Health (N = 308) and Life (N = 311)
Sciences category. Those in the Health Sciences category include students preparing for clinical
work in a health related field, and those in the Life Sciences category are those majoring in
Biology, Biomedical Sciences, and Biotechnology. The next largest populated category is the
Life Science – Pre Health (N = 117). These are students with Biology and Biomedical Sciences
majors, but with more specialized courses for preparation for health careers. The next most
populated distinct category contains students studying Social Sciences (N = 49), including
psychology and sociology. The rest of the categories are more sparsely populated. Because of
this, I will use these top four major categories in later analyses when major is involved.
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Table 37. Categories of Student Majors

Major Category Number
of
Students
13
Arts
Business

17

Computer
Science
Education

1

Engineering

2

Health Sciences

308

Life Sciences

311

Life Sciences –
Pre Health

117

Mathematics
Miscellaneous

4
56

Physical
Science
Social Science

15

Total

894

1

49

Description

Includes students following different art major tracks, as well
as film and music students.
Includes students with business-minded majors, such as
marketing, accounting, economics, and business administration.
Student with a computer science major.
Student with an early childhood development and education
major.
Students with a computer and environmental engineering
major.
Included students with a major aimed at clinical health fields,
including medicine, pharmacy, physical therapy, physician
assistant, and occupational therapy. Such majors include the
health sciences - pre-clinical track, sport and exercise science,
and athletic training majors.
Students with a biology, biomedical sciences, or biotechnology
major. Compared to health sciences, these majors require more
upper-division physical and life sciences course for completion
of the major.
Students with a biology or biomedical sciences major, but on a
specific track that prepares the student for the admissions
requirements of professional schools, such as medical, dental,
optometry, veterinary, podiatry, or pharmacy school.
Students with mathematics and statistics majors.
Includes a variety of majors that are not easily placed in a
category, such as interdisciplinary studies, international and
global studies, journalism, and history majors.
Students with chemistry and forensic science majors.
Includes students with majors in the social science, including
psychology, sociology, political sciences, and social sciences
majors.
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On the SCS, students were also asked to report their SAT and/or ACT scores. Particularly,
I am interested in students math standardized test scores. Of the 900 students, N = 481 reported
valid SAT math scores and N = 344 reported valid ACT math scores. The average SAT math
score of these student respondents is 604.77 (out of 800); the average ACT math score of these
student respondents is 24.22 (out of 36).
In the next section, I investigate the interactions between demographics and learning
profile adoption in order to see how different demographic groups are distributed among the five
learning profiles that emerged from the cluster analysis. Such information can possibly help
inform student learning profile adoption.

Learning Profiles and Demographics
In order to investigate interactions between the student learning profiles and
demographics, I conducted several statistical tests. For looking at relationships between the
categorical learning profile variable and the categorical demographic variables, I conducted a
series of chi-square tests for association, which tests for the relationship between two categorical
variables through the use of contingency tables (Rana & Singhal, 2015). To see if students within
different learning profiles share similar standardized test scores (a continuous variable), I utilized
the Kruskal-Wallis Test, which is a non-parametric version of the Analysis of Variance
(ANOVA) statistical test used to investigate the effects of a categorical independent variable on a
continuous dependent variable (McKight & Najab, 2010).
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In order to reduce the chance of declaring a test significant when in fact it is not
(committing a Type I error; finding a false positive), a Bonferroni correction is typically applied
to the critical alpha value for a series of tests, where instead of an alpha value of 0.05, a value of
0.05/n is used, where n is the number of chi-squared tests conducted. However, the Bonferroni
correction has recently come under criticism, for as this correction helps reduce the rate of Type
I error, it increase the rate of Type II error: retaining the null hypothesis when it is in fact false
(Cabin & Mitchell, 2000; Shinichi, 2004). There are several ways to mediate this effect. One is
simultaneously reporting both p-values from significance tests and effect sizes (Cabin & Mitchell,
2000; Shinichi, 2004), and the other is the use of a less conservative, but still effective, method
of correcting for multiple hypothesis tests for significance. Such a method is given by Benjamini
and Hochberg (1995) and helps to control the false discovery rate (FDR). I call this the BH
method (for Benjamin and Hochberg), and their FDR controlling procedure is given by
Benjamini and Hochberg (1995) as follows. Consider testing n null hypotheses, denoted by H1,
H2, …, Hn, with resulting p-values P1, P2, …, Pn. Order the p-values in increasing order, labeling
them as such P(1) ≤ P(2) ≤ … ≤ P(m), and let H(i) be the null hypothesis corresponding to P(i). One
then uses the following Bonferroni-type multiple-testing procedure for a critical alpha value of
α*: let k be the largest i for which P(i) ≤ (i/n) × α*; then reject all H(i) for i = 1, 2, …, k (Benjamini
& Hochberg, 1995). In words, one orders the p-values from lowest to highest and looks at the
scaled critical alpha value, (i/n) × α*, starting at i = n and working backward in integer
increments. When one find a value i = k such that the associated p-value is less than or equal to
the scaled critical alpha value (P(k) ≤ (k/n) × α*), one then rejects all null hypotheses with p-value
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less than P(k). I will use the BH method to control the FDR in the multiple hypotheses tests I
conduct in this work.
In addition to using the BH method, I report effect sizes, which give additional
information about the magnitudes of the differences between the groups within the tested
variables (G. M. Sullivan & Feinn, 2012). For the chi-squared tests, the Cramer’s V value gives
the effect size and the 95% confidence interval is calculable for Cramer’s V (Volker, 2006).
Cramer’s V values are interpreted based on the value df* = minimum(c-1, r-1), where c is the
number of columns in the contingency table and r is the number of rows (Cohen, 1988). Cut off
values for small, medium, and large Cramer’s V effect sizes, based on value df* are given in
Table 38.
Table 38. Interpretation of Cramer’s V Effect Size

df*
1
2
3
From Cohen (1988)

Small
0.10
0.07
0.06

Medium
0.30
0.21
0.17

Large
0.50
0.35
0.29

For the Kruskal-Wallis tests, the eta-squared value based on the Kruskal-Wallis Hstatistic, η2H , gives the effect size similar to the η2 value given in ANOVA analyses (Tomczak &
Tomczak, 2014). η2H values of 0.01, 0.06, and 0.14 indicated small, medium, and large effects,
respectively (Volker, 2006).
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Learning Profiles and Hypothesis Tests
A family of twelve separate hypothesis tests are conducted to investigate interactions
between learning profile adoption and other variables, such as student demographics and
institution. Ten of these tests are separate chi-squared tests for association carried out between
learning profile and the other categorical variables of interest. These variables are: 1st Generation
Student, Employment, Residence, Gender, Ethnicity, Math Background, High School Physics
Experience, Major, Institution, and Grade Expectation (Grade Exp). The other two tests are
Kruskal-Wallis tests to look for associations between learning profile and SAT math and
learning profile and ACT math scores. The p-values and scaled critical alpha values for each of
the twelve significance tests are given in Table 39. The variables are listed in order of
descending p-value, situated next to the scaled critical alpha value given by the BH method.
Variables are labeled with an asterisk in the left column if the p-value is lower than the critical
alpha value. Detailed results of the significance tests, including effect sizes and their confidence
intervals (when calculable), are given in Table 40 for the categorical variables and in Table 41
for the continuous variables. Out of the twelve hypothesis tests, five of the categorical variables
return significant results; four of these variables are demographics and will be discussed in the
next section. Institution will be discussed in a later section.
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Table 39. p-value Results of the Learning Profile Significance Tests using BH FDR Control Method

Variable
p-value
0.9601
Employment
st
0.9105
1 Gen
0.6360
Residence
0.2121
Ethnicity
0.1629
SAT Math
0.1624
Math BG
0.117
ACT Math
3.837x10-3
HSPE*
2.251x10-3
Major*
1.845x10-3
Gender*
2.923x10-7
Institution*
5.478x10-11
Grade Exp*
* Significant using the BH FDR control method

Scaled critical alpha
0.0500
0.0458
0.0417
0.0375
0.0333
0.0292
0.0250
0.0208
0.0167
0.0125
0.0083
0.0042
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Table 40. Results of Chi-Squared Tests for Learning Profile Interactions With Other Categorical Variables

Variable

χ2
Statistic

p-value

Cramer’s V
(95% CI)

Size of Effect

0.9601

0.0342
(0.0318 – 0.1547)
0.0598
(0.0482 – 0.2212)
0.0690
(0.0412 – 0.1750)
0.1082
(0.0591 – 0.2144)
0.1132
(0.0621 – 0.2155)
0.1700
(0.1037 – 0.2665)
0.1477
(0.1251 – 0.2176)
0.1793
(0.1167 – 0.2720)
0.2063
(0.1602 – 0.2812)
0.2148
(0.1801 – 0.2744)

Small

Employment

0.6261

Degrees
of
Freedom
4

1st Gen

0.9952

4

0.9105

Residence

2.548

4

0.6360

Ethnicity

5.831

4

0.2121

Math BG

6.538

4

0.1624

HSPE*

15.46

4

3.837x10-3

Major*

30.62

12

2.251x10-3

Gender*

17.11

4

1.845x10-3

Institution*

45.53

8

2.923x10-7

Grade Exp*

74.08

12

5.478x10-11

Small
Small
Small
Small
Small
Small
Small
Small/Medium
Medium

* Significant using the BH FDR control method

Table 41. Results of Kruskal-Wallis Tests for Learning Profile Interactions With Continuous Variables

Variable

H-Statistic

Degrees of
Freedom
6.5301
4
SAT Math
7.3796
4
ACT Math
* Significant using the BH FDR control method

p-value

η2H

0.1629
0.1171

0.0228
0.0626

Size of
Effect
Small
Small

Interactions Between Learning Profiles and Demographics
The four demographic variables showing significant associations with learning profile are
Gender, High School Physics Experience, Major, and grade expectation. By looking at the
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contingency table between learning profile and each of these variables, one can better understand
where these associations are coming from.
Table 42. Contingency Table for Learning Profile and Gender

Strat

Apa

LH
Learning Profile
KB

Sur

Total

Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %

Gender
Woman
Man
50
31
14.6%
16.3%
-.5
.5
49
40
14.3%
21.1%
-2.0
2.0
110
33
32.2%
17.4%
3.7
-3.7
68
53
19.9%
27.9%
-2.1
2.1
65
33
19.0%
17.4%
.5
-.5
342
190
100.0%
100.0%

Total
81
15.2%
89
16.7%
143
26.9%
121
22.7%
98
18.4%
532
100.0%

Table 42 gives the contingency table for learning profile and gender. In addition to counts,
the contingent table gives the column percentages and adjusted residuals for each cell. The
adjusted residuals are a measure of the difference between the observed and expected values in
each cell; adjusted residual values of +/- 2 give indication of a significant deviation from
expectation, and such cells are the ones contributing to the significant chi-squared test result.
In the case of gender (Table 42), there are adjusted residuals meeting this criterion in the
Apathetic (Apa), Learned Helpless (LH), and Knowledge Building (KB) rows; these residuals
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and profiles are highlighted in bold. With adjusted residuals of +2.0 and +2.1, there are a larger
proportions of men found in the Apa and KB profiles than expected, respectively, and with
adjusted residuals of -2.0 and -2.1, there are a smaller proportions of women found in the Apa
and KB profiles than expected, respectively. This result indicates there is a small tendency for
men to more so adopt a very maladaptive profile (Apa) and an adaptive profile (KB) compared to
women. As the % Within Gender row indicates, 21.1% of men are in the Apa profile compared
to 14.3% of women, and 27.9% of men are in the KB profile compared to 19.9% of women. A
larger difference is found in the LH category, where the +3.7 adjusted residual indicates that a
larger proportion of women are found in the Learned Helpless profile than expected; indeed,
around 32.2% of women adopt the LH learning profile compared to 17.4% of men. Here,
evidence of women struggling in algebra-based, studio-mode physics classes becomes apparent,
as the LH profile is marked by failed attempts to regulate learning in the course.
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Table 43. Contingency Table for Learning Profile and High School Physics Experience

HSPE
Yes HSPE
No HSPE
Total
Count
24
57
81
Strat
Column %
11.2%
17.8%
15.1%
Adjusted Residual
-2.1
2.1
Apa
Count
39
51
90
Column %
18.1%
15.9%
16.8%
Adjusted Residual
.7
-.7
LH
Count
50
94
144
Learning
Column %
23.3%
29.4%
26.9%
Profile
Adjusted Residual
-1.6
1.6
Count
65
56
121
KB
Column %
30.2%
17.5%
22.6%
Adjusted Residual
3.5
-3.5
Sur
Count
37
62
99
Column %
17.2%
19.4%
18.5%
Adjusted Residual
-.6
.6
Total
Count
215
320
535
Column %
100.0%
100.0%
100.0%
In the case of gender (Table 42), there are adjusted residuals meeting this criterion in the
Apathetic (Apa), Learned Helpless (LH), and Knowledge Building (KB) rows; these residuals
and profiles are highlighted in bold. With adjusted residuals of +2.0 and +2.1, there are a larger
proportions of men found in the Apa and KB profiles than expected, respectively, and with
adjusted residuals of -2.0 and -2.1, there are a smaller proportions of women found in the Apa
and KB profiles than expected, respectively. This result indicates there is a small tendency for
men to more so adopt a very maladaptive profile (Apa) and an adaptive profile (KB) compared to
women. As the % Within Gender row indicates, 21.1% of men are in the Apa profile compared
to 14.3% of women, and 27.9% of men are in the KB profile compared to 19.9% of women. A
larger difference is found in the LH category, where the +3.7 adjusted residual indicates that a
larger proportion of women are found in the Learned Helpless profile than expected; indeed,
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around 32.2% of women adopt the LH learning profile compared to 17.4% of men. Here,
evidence of women struggling in algebra-based, studio-mode physics classes becomes apparent,
as the LH profile is marked by failed attempts to regulate learning in the course.
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Table 43 gives the contingency table for learning profile and high school physics
experience (HSPE). There are adjusted residuals meeting the +/- 2 criterion in the Strategic
(Strat) and Knowledge Building (KB) rows; these residuals and profiles are again highlighted in
bold. With an adjusted residual of +2.1, there is a slightly larger proportion than expected of
those with no HSPE (17.8%) found in the Strat profile compared to the slightly smaller
proportion than expected of those with HSPE (11.2%). Furthermore, the adjusted residual of
+3.5 indicates a comparably larger difference in proportions than expected, with 30.2% of
students with HSPE adopting the KB profile compared to only 17.5% of students without HSPE
adopting the KB profile. I interpret this result as follows: despite being vastly different from a
traditional lecture, the studio-mode physics courses under study are still supportive of students
who have not had HSPE, allowing them to adopt a strategic profile, using metacognitive
techniques with high motivations to learn physics and put in the time to do so, despite not having
been expose to physics in the past. KB students, on the other hand, are not engaged with the
course on the same level as Strat students but are still intrinsically motivated. This is possibly
because KB students are more likely to have had HSPE; thus, they have seen the material before,
and don’t feel they need to put in as much time or effort as their peers, despite still regarding
physics knowledge highly.
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Table 44. Contingency Table for Learning Profile and Major

Major

Strat

Apa

Learning
Profile

LH

KB

Sur

Total

Count
Column%
Adj. Res.
Count
Column%
Adj. Res.
Count
Column%
Adj. Res.
Count
Column%
Adj. Res.
Count
Column%
Adj. Res.
Count
Column%

Health
Sciences

Life
Sciences

34
17.0%
.4
36
18.0%
1.1
69
34.5%
3.2
27
13.5%
-3.9
34
17.0%
-.9
200
100.0%

25
14.1%
-1.0
24
13.6%
-1.0
39
22.0%
-1.9
48
27.1%
2.0
41
23.2%
1.9
177
100.0%

Life
Sciences Pre Health
15
22.1%
1.4
11
16.2%
.1
15
22.1%
-1.0
19
27.9%
1.2
8
11.8%
-1.6
68
100.0%

Social
Sciences
2
8.7%
-1.0
3
13.0%
-.4
3
13.0%
-1.5
10
43.5%
2.5
5
21.7%
.4
23
100.0%

Total
76
16.2%
74
15.8%
126
26.9%
104
22.2%
88
18.8%
468
100.0%

Table 44 gives the contingency table for learning profile and major. In the case of this
table, where we have a larger number of cells, 20 cells compared to the 10 from before, Sharpe
(2015) suggests increasing +/- 2 criterion to a +/- 3 criterion as a Type I error prevention measure.
Thus, there are adjusted residuals meeting the +/- 3 criterion in the Learned Helpless (LH) and
Knowledge Building (KB) rows; these residuals and profiles are again highlighted in bold. With
adjusted residuals of +3.2 and -3.9, the contingency table indicates that the Health Sciences
students adopt the LH profile more often than expected and adopt the KB profile less often than
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expected, respectively. Upon investigating the requirements of these most populated major
programs, it becomes apparent that students in the Health Sciences category require fewer
mandatory credits in upper-level physical and life science courses as compared to students in the
Life Sciences and Life Sciences – Pre Health categories. Such courses (including Organic
Chemistry, Biochemistry, and Immunology) are suggested as electives for Health Science
students, but are required for Life Sciences and Life Sciences – Pre Health students. Furthermore,
students in the Health Sciences category require fewer mandatory credits of statistical and
research methods courses compared to students in the Social Sciences category. Based on major
considerations alone, I hypothesize that the absence of these mandatory higher-level science and
research methodology courses reduces the sense of necessity and value of physics knowledge
and the experiences of the studio-mode classroom. I further hypothesize that this is compounded
by the fact that introductory physics is required for Health Sciences students; thus, students feel
the need to and try to perform, but may not being intrinsically motivated nor find the utility in
doing so, leading to a higher LH profile adoption rate and a lower KB profile adoption rate.
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Table 45. Contingency Table for Learning Profile and Grade Expectation

A
Strat

Apa

Learning
Profile

LH

KB

Sur

Total

Count
Column %
Adj. Res.
Count
Column %
Adj. Res.
Count
Column %
Adj. Res.
Count
Column %
Adj. Res.
Count
Column %
Adj. Res.
Count
Column %

41
18.1%
1.7
32
14.2%
-1.4
39
17.3%
-4.3
83
36.7%
6.7
31
13.7%
-2.4
226
100.0%

Grade Expectation
B
C
28
12
13.1%
13.6%
-1.1
-.4
34
23
15.9%
26.1%
-.5
2.6
76
28
35.5%
31.8%
1.1
3.7
31
7
14.5%
8.0%
-3.7
-3.6
45
18
21.0%
20.5%
1.2
.5
214
88
100.0% 100.0%

D or F
0
0.0%
-1.1
1
14.3%
-.2
1
14.3%
-.8
0
0.0%
-1.4
5
71.4%
3.6
7
100.0%

Total
81
15.1%
90
16.8%
144
26.9%
121
22.6%
99
18.5%
535
100.0%

Table 45 gives the contingency table for learning profile and grade expectation. There are
adjusted residuals meeting the +/- 3 criterion in the Learned Helpless (LH) and Knowledge
Building (KB) rows; these residuals and profiles are again highlighted in bold. With adjusted
residuals of +6.7 and -4.3, the contingency table indicates that the students expecting to achieve
an A in the course adopt the KB profile more often than expected and adopt the LH profile less
often than expected, respectively. On the other hand, those expecting to achieve a B in the course
adopt the LH profile more often than expected and adopt the KB profile less often than expected,
as indicated by the adjusted residuals of +3.7 and -3.7. With and adjusted residual of -3.6, those
students expecting to achieve a C appear to adopt the KB profile less often than expected.
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Overall, these results convey that those adopting the KB profiles are more likely to be confident
in their performance in the course. This result is consistent with the other results found thus far
and with the description of a Knowledge Building student: They are more intrinsically motivated
and likely to have had previous physics experience in high school, possibly leading to selfevaluations of getting a high grade in the course. Interestingly, the effect reverses when moving
to those students expecting to achieve a B in the course, who are more likely to be in the Learned
Helpless profile. From the description of LH students, who attempt to regulate themselves but
have difficulty in doing so, it follows that such individuals may struggle with the course, leading
to lower self-evaluation with respect to course grade achievement. Given the more confident and
motivated characterization of the KB profiles, it makes sense that those student expecting to
achieve a C in the course are not well represented in the KB profiles, as these students are likely
encountering issues in the course that effect their ability to perform. On a final note for this
contingency table, students expecting to fail the course (achieving a D or F) adopt the Surface
profile more often than expected; however, this result should be interpreted with caution, as there
are so few individuals expecting to fail. Conducting this test after the removal of those expecting
to fail leads to the same conclusions made above.

Student Outcomes
In this section, I investigate how student characteristics, both demographics and learning
profile adoption, affect different student outcomes within both first- and second-semester
introductory physics courses. Such student outcomes include conceptual inventory scores on the
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FCI or CSEM, attitudinal measures given by CLASS responses, and course grades. A summary
of these student outcome variables is given in Table 46.
Table 46. Summary of Student Outcome Variables

Student Outcome
Measure
Assessment Pre
Assessment Post
CLASS Overall
Favorable Pre
CLASS Overall
Favorable Post
CLASS Overall
Unfavorable Pre
CLASS Overall
Unfavorable Post
Course Grade

Description
Student score on conceptual inventory (FCI) pre-instruction.
Student score on conceptual inventory (FCI or CSEM) postinstruction.
Level of students’ agreement with that of a physicist on the topic
of the physical sciences pre-instruction.
Level of students’ agreement with that of a physicist on the topic
of the physical sciences post-instruction.
Level of students’ disagreement with that of a physicist on the
topic of the physical sciences pre-instruction.
Level of students’ disagreement with that of a physicist on the
topic of the physical sciences post-instruction.
Student’s final course grade. Attained for two first-semester
physics course in the Spring 2016 semester at UCF.

Method of Analysis
In order to assess the effects of the demographic variables and learning profile adoption
on student outcomes in a comprehensive manner, I employ the Automatic Linear Modeling
technique supplied by the IBM Statistical Packages for the Social Sciences (SPSS), Version 22
(IBM, 2013). The Automatic Linear Modeling technique has been available since 2010 (Yang,
2013) and has been used in a variety of fields, including medical research (Ban et al., 2014;
Doucet et al., 2015; Lucini, Palombo, Malacarne, & Pagani, 2012; Sanders, Lewis, Goff, &
Chowienczyk, 2013), marketing (Kadam & Nimbalkar, 2015; Vinerean, Cetina, Dumitrescu, &
Tichindelean, 2013), psychology and sociology (Adilogullaria & Senelb, 2014; Chandni, Pahade,
& Gupta, 2015; Matthews et al., 2015).This method of linear regression implements the Best
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Subsets algorithm for model selection, which entails investigating every possible model given a
set of predictors and a dependent variable (Miller, 2002). This algorithm takes note of each
model’s adjusted Pearson’s r2 value and reports the model with highest of these values,
indicating that the predictors included in this model explain the highest percentage of the
variation in the dependent variable. Thus, with this algorithm, I may include all demographic
variables and the learning profile variable as predictors in a linear model to explain each student
outcome, and the Automatic Linear Modeling process will return the set of predictors that best
explains the variation in the given student outcome. As a main goal of my work is to investigate
how student characteristics affect student outcomes at the participating institutions, Automatic
Linear Modeling serves as a powerful tool to explore how students’ backgrounds, experiences,
and academic behaviors influence the student outcomes that are widely used to gauge student
success in a classroom.
In addition to exploring all possible models with the Best Subsets algorithm, the
Automatic Linear Modeling technique also conducts pre-analysis data preparation with the goal
of improving the predictive power of the procedure (IBM, 2013). Of main interest in this work is
the technique’s handling of outliers and missing data in the predictor variables. Out of the 900
valid survey results, 378 possess matched Pre and Post FCI scores, 276 possess Post CSEM
scores, 421 possess valid CLASS scores (259 from first-semester and 162 from second-semester
physics courses), and 131 course grades were attained from two first-semester studio-mode
courses at UCF. When dealing with sample size depreciation such as this, it is helpful to utilize
techniques to help diminish further loss of data through missing predictor values and to reduce
the influence of outliers in the predictors. The Automatic Linear Modeling technique “replaces
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missing values of nominal fields with the mode, ordinal fields with the median, and continuous
fields with the mean” (IBM, 2012). When handling outliers, “values of continuous predictors that
lie beyond a cutoff value (three standard deviations from the mean) are treated as outliers,” and
“identified outliers are set to the cutoff value of three standard deviations from the mean” (p. 28) (Yang,
2013).

When building a model using linear regression techniques, continuous predictor variables
(in this case, the students’ standardized test scores in math) and dichotomous categorical
variables (such as Gender, Ethnicity, High School Physics Experience, etc.) can be used as inputs
for the analysis immediately; however, categorical variables with more than two levels (in this
case, Major, Grade Expectation, and Learning Profile) must be translated into dummy variables.
For a categorical variable with n levels, one creates n-1 dummy variables, each representing all
but one of the levels in the categorical variable and possessing a value of 1 or 0, depending on if
that entry in the data belongs to the particular level or not; the effect of the “left over” level is
expressed when all the dummy variables have a value of 0. For example, the learning profile
variable possesses five levels (Strategic, Knowledge Building, Learned Helpless, Surface, and
Apathetic); thus, four dummy variables are created, one for Strategic, Knowledge Building,
Learned Helpless, and Surface. If a student has adopted the Strategic learning profile, they will
have a 1 in the Strategic dummy variable, and a 0 in all the others; if a student has adopted the
Surface learning profile, they will have a 1 in the Surface dummy variable, and a 0 in all the
others; and if a student has adopted the Apathetic learning profile, they will have a 0 in all four
of the dummy variables. Dummy variables for the Learning Profile were created as described
above. For Grade Expectation, since a very small number of students in the sample (1.1% out of
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the total 900) expected to get a grade of D or F, these students were removed from the analysis,
and only two dummy variables were created: one for students expecting an A and one for
students expecting a B. For Major, I created four dummy variables, one for each Major Category,
allowing for the investigation of possible effects from those students not categorized in one of
the four major categories created for the analysis. Though this is only 12.8% of the total dataset,
I wanted to allow for further investigation if a large effect surfaced due to non-categorized
majors.
Before the pre-analysis data preparation conducted by the Automatic Linear Modeling
method, I took additional steps to increase the usable sample size. First, using only those students
who survive the 75% learning profile cutoff leaves some students with usable student outcome
measures but no learning profile information. To avoid mis-assigning these students to arbitrary
learning profiles during the pre-analysis data preparation, which will simply label a student with
the mode of each of the four learning profile dummy variables (as they are nominal), I instead
use the full learning profile cluster analysis results in this linear modeling. Though doing so may
introduce some uncertainty about student profile adoption, it is preferable to use the cluster
analysis results in full than to allow the pre-analysis data preparation algorithm to arbitrarily, and
probably incorrectly, label a student as adopting a particular learning profile. One thing to note is
that using the full learning profile solution may dilute the learning profile effects attained from
the 75% cut-off analysis, but this may actually be more reflective of a classroom, as students
should not necessarily be expected to behave exactly as a specific category would dictate.
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Second, the 1st Gen demographic variable contains much missing data, as it was given
only in the Fall 2015 SCS (distributed only at UCF) and the Spring 2016 SCS (distributed only at
UCF and GSU). Out of the 900 usable responses, only a little over half (459) possess information
about 1st Generation student status. Thus, to again avoid possibly mislabeling nearly half of
students as not being 1st Generation (which is the mode of this nominal variable), I have removed
this variable from the analysis, as any results gained about 1st Generation students from its
inclusion in the regression model may not be accurate.
Third, research shows that SAT and ACT Math scores are highly correlated (Dorans,
1999) and our sample shows SAT Math scores more represented then ACT Math scores. Thus,
for student reporting ACT Math scores, but not SAT Math scores, I use tabulations set forth by
Dorans (1999) to convert their ACT Math scores to SAT Math scores to estimate their
performance on that measure.
Lastly, the small number of students not falling into the MAJ or UR ethnicity categories
and/or not reporting a previous math course that is easily categorized are removed from the
analysis, again, in order to not place a student in a category in which they do not belong.
After taking these precautions and creating the dummy variables as described above, only
the continuous predictor of SAT Math score (which includes the converted ACT Math scores) is
run through the pre-analysis data preparation, which replaces missing scores with their overall
average in that regression model and sets outliers in this predictor variable to its cutoff value of
three standard deviations from the mean. Ultimately, for analysis, I retain 337 of the 378
matched Pre and Post FCI scores, 244 of the 276 Post CSEM scores, 376 of the 421 valid
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CLASS scores (232 from first-semester and 144 from second-semester physics courses), and 117
of 131 the course grades attained from two first-semester, studio-mode courses at UCF.
Before using Automatic Linear Modeling to seek the best model for explaining student
outcomes, I checked that the available data met the five main assumptions of linear modeling
(Poole & O'Farrell, 1971): no or little multi-collinearity between predictors, no auto-correlation,
linear relationship between the dependent variable and the predictors, homoscedasticity, and
multivariate normality. Each of these assumptions was checked using the full set of predictors
(all demographic and learning profile variables) for each of the student outcome variables. Below
I will briefly discuss these assumptions and report the assessment of the data meeting these
assumptions.
Co-linearity is the presence of correlations between predictor variables and is not
desirable when building a linear regression model. It is assessed by the Tolerance statistic, with
values above 0.10 indicative of little to no co-linearity in the data set (Altman & Krzywinski,
2016). For all student outcome measures, the lowest Tolerance value was 0.217, showing that the
assumption of little to no co-linearity is met by this set of data. Auto-correlation occurs when
values of the dependent variable for a set of predictor values are associated with and depend
upon values of the dependent variable for a different set of predictor values; in other words, the
presence of auto-correlation presents evidence that observations in the data are not independent
(Durbin & Watson, 1950). Auto-correlation is assessed through the Durbin-Watson test statistic,
with values between 1.5 and 2.5 indicative of no auto-correlation (Durbin, 1970; Durbin &
Watson, 1950; Kuprys & Kugelevičius, 2009; Zakerian & Subramaniam, 2009). All Durbin-
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Watson test statistics lie within these limits for the student outcome measures, with a few
exceptions: student course grades and the CSEM Post-scores at UCF (when the data is
disaggregated by institution). It is unclear as to why the CSEM Post-scores and course grades
possess auto-correlation, as there are no repeated students in the dataset. However, such
circumstances may disqualify the CSEM Post-scores and course grades from regression analysis,
or the results must be interpreted with caution. Homoscedasticity is when the error terms in the
regression model are independent across values of the predictor variables; investigating the
relationship between the standardized residuals and the unstandardized predicted values
produced by the linear model helps one assess homoscedasticity, usually by inspecting a
scatterplot of these two variables (Altman & Krzywinski, 2016). Any trend in this relationship
other than a uniform, random distribution centered around zero, such as a change in the spread of
the standardized residuals across the unstandardized predicted values indicates that the
assumption of homoscedasticity is violated (Altman & Krzywinski, 2016). Upon investigating
such relationships for each student outcome measure, all show generally random distributions of
the student-standardized residuals across the unstandardized predicted values, indicating the
assumption of homoscedasticity is met in each case. The same method can be used to confirm
the linear relationship between the dependent variable and the predictors; thus, this assumption is
also met for all student outcome measures. Multivariate normality is achieved if the distribution
of the regression’s standardized residuals is normal (Altman & Krzywinski, 2016). Small
deviations from normality occur in the CLASS student outcome measures, often in the form of
minimal skewedness in the residual distribution, but otherwise, all regression distributions follow
closely normal distributions. Such small departures from normality are not a large concern,
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however, as linear regression is quite robust to non-normality of residuals (Eisenhart, 1947;
Lorenzen & Anderson, 1993; Van Belle, 2011). Hence, with the exception of the CSEM Postscores and course grades, the various student outcome measures meet the assumptions for the
linear regression analysis, and the Automatic Linear Modeling technique may be used.
In the following sections, I will detail the linear regression models for each student
outcome variable, for both first-semester and second-semester studio-mode physics courses.
Student Outcome Analysis for First-semester Physics Courses
In this section, we look exclusively at first-semester physics students, so the assessment
scores in question are those from the FCI.
Mean Values (and Standard Deviations) of Student Outcomes
In this subsection, I report a series of tables (Table 47 through Table 50) giving the mean
value (and standard deviation) of each student outcome variable within each level of the
demographic groups. These tables and values will be referenced in subsequent analyses and can
help inform the interpretation of demographic effects on student outcomes.
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Table 47. Means for FCI Pre- and Post-Scores Across Variable Levels

Demographic
Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG
Grade Exp.

Major

Learning
Profile

Level Within
Variable
Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social Sciences
Strategic
Knowledge Building
Learned Helpless
Surface
Apathetic

Number of
Students
219
118
193
144
97
240
85
123
223
114
52
285
164
173
117
150
70
137
128
33

FCI Pre-Score
Mean (SD)
21.28% ( 9.38)
31.16% (13.83)
26.75% (12.78)
22.04% (10.53)
27.39% (12.68)
23.67% (11.69)
22.59% ( 8.82)
25.69% (12.61)
24.39% (11.07)
25.41% (13.87)
26.41% (15.04)
24.43% (11.47)
26.58% (12.85)
22.99% (11.06)
29.43% (14.21)
22.93% (10.53)
20.76% ( 8.44)
21.92% ( 8.73)
25.47% (12.23)
27.98% (15.57)

FCI Post-Score
Mean (SD)
46.52% (17.38)
60.03% (20.13)
54.91% (19.42)
46.34% (18.47)
56.01% (20.50)
49.32% (18.73)
47.33% (19.84)
51.92% (19.30)
50.88% (19.22)
51.96% (19.99)
54.81% (19.79)
50.60% (19.37)
55.43% (20.28)
47.28% (17.82)
60.74% (20.96)
48.36% (17.32)
41.57% (13.85)
44.45% (16.19)
54.82% (19.85)
56.77% (23.91)

11
47
83
114
61
32

24.85% (20.57)
25.18% (10.67)
27.91% (14.52)
22.11% ( 9.55)
25.19% (13.20)
24.38% (11.50)

56.67% (13.90)
47.94% (19.05)
56.10% (19.97)
49.36% (17.79)
53.66% (20.51)
45.63% (20.15)
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Table 48. Means for First-Semester CLASS Overall Favorable Pre- and Post-Scores Across Demographic Levels

Demographic

Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG
Grade Exp.

Major

Learning
Profile

Level Within
Variable
Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social Sciences
Strategic
Knowledge
Building
Learned Helpless
Surface
Apathetic

Number
of
Students
155
77
141
91
65
167
61
92
161
71
36
196
109
123
73
105
54
117
68
24

Overall Favorable
Pre-Score Mean
(SD)
54.16% (16.72)
58.80% (15.96)
57.05% (15.41)
53.61% (18.13)
56.77% (14.12)
55.28% (17.47)
52.43% (15.51)
56.13% (17.36)
56.06% (16.27)
54.89% (17.36)
57.14% (18.86)
55.44% (16.17)
59.01% (15.51)
52.77% (17.01)
59.26% (18.32)
55.66% (14.42)
50.98% (17.16)
51.62% (16.04)
59.53% (16.30)
66.44% (15.19)

Overall Favorable
Post-Score Mean
(SD)
50.76% (18.29)
57.21% (16.83)
54.13% (17.36)
51.00% (19.00)
54.19% (18.15)
52.40% (18.03)
47.60% (17.73)
54.45% (17.25)
53.25% (18.35)
52.11% (17.44)
53.01% (20.45)
52.88% (17.63)
57.45% (18.22)
48.87% (16.96)
58.75% (20.04)
53.43% (15.37)
43.95% (16.75)
48.27% (16.22)
55.60% (17.70)
67.48% (17.94)

5
32
49

56.67% ( 5.05)
60.59% (18.06)
66.10% (11.80)

63.89% (18.63)
61.75% (16.86)
68.05% (12.91)

86
42
23

50.49% (15.59)
54.96% (16.87)
47.57% (14.20)

45.43% (15.04)
51.60% (15.95)
38.62% (15.68)
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Table 49. Means for First-Semester CLASS Overall Unfavorable Pre- and Post-Scores Across Demographic Levels

Demographic

Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG
Grade Exp.

Major

Learning
Profile

Level Within
Variable

Number
of
Students
155
77
141
91
65
167
61
92
161
71
36
196
109
123
73
105
54
117
68
24

Overall
Unfavorable
Pre-Score Mean
(SD)
20.80% (12.14)
17.04% (11.79)
18.43% (10.83)
21.29% (13.79)
20.65% (11.94)
19.12% (12.21)
20.10% (10.78)
19.61% (12.68)
19.69% (11.28)
19.22% (13.95)
19.01% (13.69)
19.65% (11.86)
17.06% ( 9.90)
21.76% (13.47)
16.74% (13.19)
20.02% (10.83)
22.43% (12.44)
22.37% (12.60)
16.51% (10.29)
13.31% ( 8.67)

Overall
Unfavorable
Post-Score Mean
(SD)
27.14% (13.91)
20.86% (14.99)
23.74% (13.99)
27.09% (15.24)
26.11% (16.31)
24.64% (13.84)
27.47% (14.02)
23.91% (14.62)
25.31% (14.64)
24.47% (14.44)
24.61% (16.92)
25.13% (14.12)
21.42% (13.94)
28.27% (14.38)
20.11% (14.74)
24.78% (13.35)
32.27% (13.83)
28.39% (13.20)
23.59% (15.04)
13.89% (10.07)

Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social Sciences
Strategic
Knowledge
Building
Learned Helpless
Surface
Apathetic

5
32
49

17.78% ( 5.76)
14.76% (10.55)
14.68% ( 9.76)

17.22% (13.66)
16.95% ( 9.26)
14.48% ( 9.56)

86
42
23

22.75% (12.85)
18.45% (10.34)
26.61% (12.75)

29.85% (11.44)
24.10% (14.28)
42.65% (16.05)
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Table 50. Means for Course Grade Across Demographics Levels

Demographic
Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG
Grade Exp.

Major

Learning
Profile

Level Within
Variable
Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus Exp.
A
B
C
Health Science
Life Sciences
Life Sciences – Pre
Health
Social Sciences
Strategic
Knowledge Building
Learned Helpless
Surface
Apathetic

Number of
Students
66
51
70
47
29
88
59
58
75
42
18
99
55
62
24
63
30
65
31
9

Course Grade Mean (SD)

2
19
28
37
22
11

79.25% (17.89)
78.31% ( 9.29)
76.41% ( 9.70)
73.90% ( 8.03)
76.09% ( 8.39)
78.81% ( 7.28)

74.18% ( 8.11)
78.56% ( 8.89)
77.28% ( 8.29)
74.32% ( 9.07)
80.70% ( 7.75)
74.57% ( 8.49)
74.22% ( 7.40)
77.99% ( 9.54)
74.79% ( 8.63)
78.42% ( 8.42)
79.86% (10.10)
75.40% ( 8.29)
78.55% ( 8.89)
73.91% ( 7.97)
84.34% (10.48)
75.67% ( 6.41)
70.37% ( 6.07)
74.42% ( 7.72)
77.98% ( 8.97)
80.28% (11.77)

Automatic Linear Modeling Results
Below, I review the results of the regression models for each student outcome measure,
interpreting the regression coefficients (and their 95% confidence intervals) and importance of
the variables retained in each model. Regression Coefficients and their 95% confidence intervals
can be compared within and across models to assess the size of each retained predictors’ effects
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on student outcomes. Reported in each table of regression model information are the Pearson’s r2
and r values for the resulting linear model, the retained predictors’ regression coefficients and
95% confidence intervals, the p-values associated with each retained predictor, and relative
importance of the predictors in the model.
The Pearson’s r2 value gives the fraction of the variance in the dependent variable
explained by the predictors in the model. For example, a Pearson’s r2 of 0.25 means that 25% of
the variance in the dependent variable is explained by the predictors present in the model. The
square root of Pearson’s r2, simply Pearson’s r, can be used as an effect size to evaluate the
amount of variance explained by the model. Guidelines given by Cohen (1992) for the social
sciences state that Pearson’s r values of 0.10, 0.30, and 0.50 indicate small, medium, and large
effects, respectively. Thus, in the case of the Pearson’s r2 of 0.25, Pearson’s r = 0.50, and this
model is explaining a large amount of the variance in the dependent variable.
A predictors’ regression coefficient and its 95% confidence interval is simply the
estimate of the amount of change occurring in the dependent variable (in this case, the various
student outcomes) given a change in the predictor variable.
The importance of a given predictor is the sums of squares of the residuals when that
predictor is removed from the model, standardized such that all importance values within a
model sum to one (Meyers, Gamst, & Guarino, 2013). Within each model, some predictors are
retained in the model, though they do not result in p-values of less than 0.05, resulting in a 95%
CI of the residual coefficient that passes through zero; however, the inclusion of this variable still
helps to improve the value of Pearson’s r2. It is predictors such as these that have potential
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predictive power, but sample sizes must be increased in future investigations to better solidify
the magnitude of their effects.
Furthermore, I want to note that SAT results are scaled and given per every 100 points
earned on the SAT Math test. For example, if the regression coefficient for the SAT Math
predictor is 5%, it means that, on average, a student earns 5% higher on the student outcome for
every 100 points earned on the SAT Math test.
In the next few sections, I will sequentially move through the linear modeling results for
FCI Pre-score, FCI Post-score, CLASS Overall Favorable Pre, CLASS Overall Favorable Post,
CLASS Overall Unfavorable Pre, CLASS Overall Unfavorable Post, and course grade for the
first semester introductory physics students.
FCI Pre-Score
The best regression model for FCI Pre-score gives a Pearson’s r2 of 0.272 (r = 0.521;
large effect) and retains the Gender, Ethnicity, SAT Math, Grade Expectation, and High School
Physics Experience as significant predictors, and Learning Profile, ACT Math Score, and Major
as non-significant predictors. Table 51 gives the regression results.

188

Table 51. Best Linear Regression Model for FCI Pre: Pearson’s r2 = 0.272 (r = 0.521; large effect)

Retained Predictor

Regression Coefficient
(95% CI)
13.228
Intercept
(4.455 – 22.001)
8.109
Gender = Man*
(5.710 – 10.507)
2.660
SAT Math*
(1.355 – 3.966)
-3.577
Ethnicity = UR*
(-5.847 – -1.308)
-3.437
Grade Exp. = Not A*
(-5.941 – -0.934)
-2.679
HSPE = No HSPE*
(-5.193 – -0.164)
-2.576
Learning Profile =
(-5.226 – 0.074)
Not Knowledge Building
1.733
Major = Not Health Sciences
(-0.617 – 4.083)
*Predictor is significant in the linear model

p-value

Importance

0.003
< 0.001

0.506

< 0.001

0.184

0.002

0.110

0.007

0.084

0.037

0.050

0.057

0.042

0.148

0.024

From the table above, one can see that Gender has the largest and most important effect
on FCI Pre-score, with men getting around 8.1% points more on the FCI Pre-test on average
compared to women. This indicates that there is a significant gender gap in FCI Pre-score present
among the physics students investigated in this study. Ethnicity, stands as the next most
important predictor, with underrepresented students attaining, on average, around 3.6% less on
the FCI Pre-test. The CIs of the regression coefficients for gender and ethnicity overlap slightly,
so I cannot definitively say that the effect of gender is greater than that of ethnicity, but I can say
that there appears to be substantial gender and ethnicity gaps in our sample, with women and
underrepresented students underperforming on the FCI Pre-test.
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Students’ SAT scores show similar predictor importance to that of Ethnicity, with
students earning on average 2.7% more on the FCI Pre-test for every 100 points earned on their
SAT Math test. Not possessing physics experience in high school and expecting to get a B or a C
in the course (and thus not an A) have similar size effects on students compared to Ethnicity, as
indicated by the major overlap of these three variables’ regression coefficient confidence
intervals. Students with no high school physics experience get around 2.7% less on the FCI Pretest, and students who end up expecting to get a B or a C in the course get around 3.4% less.
Learning Profile appears in the best model, with those adopting a learning profile other
than the knowledge building profile earning less on the FCI Pre-test on average, but this effect is
small and not significant, with its confidence interval passing through zero. Similarly nonsignificant, Major shows up in the model, with students not in the Health Sciences major
category getting higher FCI Pre-scores on average. As these results are non-significant but are
still included in the best model, it is possible for these effects to become more statistically
significant as sample sizes and statistical power are increased; it is also possible for these effects
to dissipate as more data is collected and analyzed. Thus, in future distributions of the SCS and
in subsequent analyses, it will be important to keep these variables in mind and assess their level
of importance.
I now move to FCI Post-score, where I can assess any changes to the predictors from Prescore to Post-score by comparing magnitudes of regression coefficients and their confidence
intervals.
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FCI Post-score
The best regression model for FCI Post-score gives a Pearson’s r2 of 0.308 (r = 0.555;
large effect) and retains the predictors given in Table 52.
Table 52. Best Linear Regression Model for FCI Post: Pearson’s r2 = 0.308 (r = 0.555; large effect)

Retained Predictor

Regression Coefficient
(95% CI)
39.645
Intercept*
(24.524 – 54.765)
9.106
Gender = Man*
(5.324 – 12.877)
-11.065
Grade Exp. = Not A*
(-16.283 – -5.847)
3.915
SAT Math*
(1.832 – 5.997)
-6.555
Ethnicity = UR*
(-10.120 – -2.989)
6.155
Major = Not Health Sciences*
(2.328 – 9.983)
-4.016
HSPE = No HSPE*
(-7.973 – -0.059)
-3.381
Grade Exp. = Not B
(-8.082 – 1.320)
-2.541
Math BG = No Calculus
(-6.284 – 1.202)
-2.169
Learning Profile =
(-6.377 – 2.039)
Not Knowledge Building
*Predictor is significant in the linear model

p-value

Importance

< 0.001
< 0.001

0.263

< 0.001

0.204

< 0.001

0.160

< 0.001

0.153

0.002

0.117

0.047

0.047

0.134

0.023

0.183

0.021

0.311

0.012

In the best linear regression model for FCI Post, we see that the gender and ethnicity gaps
persist. Also, the CIs of the regression coefficients for gender in the Pre-score model overlap
with that of Post-score; thus, the gender gap persists, but does not appear to shrink or grow. From
this, I can conclude that though women, on average, come into the first-semester physics courses
with lower conceptual inventory scores and leave their course with lower conceptual inventory
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scores, they gain around the same amount of conceptual knowledge as men. The same applies for
ethnicity. The CIs of the regression coefficients for ethnicity in the Pre-score model overlap with
that of Post-score, and a similar conclusion can be drawn; thus, a consistent ethnicity gap exists.
Our result for gender is in line with that of Rodriguez et al. (2012) , who used effect size analysis
to look exclusively at gender in courses utilizing Interactive Engagement and found a consistent
gender gap in courses using Peer Instruction.
In regard to grade expectancy, there is a rather large, significant, and relatively important
effect for those students not expecting to get an A (and thus expecting a B or C). These students
get, on average, 11.1% less on the FCI Post-test compared to those who expect to get an A. This
is not a surprising result, as one would expect students expecting to do well in the course and to
get an A to also do well on concept inventories. There is also a non-significant effect for students
not expecting to get a B (students expecting to get an A or a C), with these students earning 3.4%
less on the FCI Post-test, on average. This means that those expecting to get a C are possibly at
an even larger disadvantage on the FCI.
The effect of Major, which has in the FCI Pre-score shown up only as a non-significant
effect, appears to grow into a significant one in the FCI Post-score. We see those not in the
Health Sciences major category get, on average, 6.2% higher on the FCI, post-instruction. As
mentioned before in the discussion of Learning Profile adoption, those students with majors
included in the Health Sciences category are not required to take as many upper-division science
courses as those in the other Major categories. This could possibly lead to Health Sciences
students’ lack of interest or feeling of usefulness for the physics content in the course, as evident
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by these students’ higher rate of Learned Helpless profile adoption and lower rate of Knowledge
Building adoption. Thus, since similarly rigorous classes may not be required of them, Health
Sciences students possibly possess lower motivations in their physics courses, leading to
decreased performance on the concept inventory.
SAT Math score returns in the FCI Post-score model as significant, with a similar
regression coefficient to that of the FCI Pre. This indicates that students’ proficiencies in math
have an enduring effect on students’ performance on the FCI. Like Gender and Ethnicity, we see
a persistent effect of SAT Math skills as a predictor for student success on their first-semester
concept inventory.
Other potential predictors of FCI Post-score appear in the form of the non-significant
effects from Grade Expectation, Learning Profile, and Math Background. In general, one sees
students not expecting to achieve a B in the course, with no calculus experience, and not
adopting the Knowledge Building learning profile getter lower FCI Post-scores on average.
Further analysis with more student respondents would help to shed light on these potential
effects.
1st Semester CLASS Overall Favorable Pre
I now move to discussing the results of the CLASS, the student attitudinal survey
assessing to what degree students agree with opinions of physicists on the topic of the physical
sciences. The best regression model for CLASS Overall Favorable Pre gives a Pearson’s r2 of
0.206 (r = 0.454; medium effect) and retains the predictors given in Table 53. A student’s
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CLASS Overall Favorable score is the percentage of items on the survey for which the student
agrees with the experts’ view (Adams et al., 2006).
Table 53. Best Linear Regression Model for First-semester CLASS Overall Favorable Pre: Pearson’s r2 = 0.206
(r = 0.454; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
74.864
Intercept*
(57.037 – 92.962)
-12.530
Learning Profile =
(-17.406 – -7.653)
Not Knowledge Building*
-11.513
Major = Not Life Sciences –
(-18.058 – -4.968)
Pre Health*
-9.548
Learning Profile =
(-15.217 – -3.879)
Not Strategic*
-5.679
Major = Not Life Science*
(-10.062 – -1.297)
2.175
SAT Math
(-0.204 – 4.554)
2.766
Gender = Man
(-1.379 – 6.910)
*Predictor is significant in the linear model

p-value

Importance

< 0.001
< 0.001

0.426

0.001

0.200

0.001

0.183

0.011

0.108

0.073

0.054

0.190

0.029

In this attitudinal assessment, pre-instruction, one sees Learning Profile to have a
significant effect, with those students not adopting either the Knowledge Building or Strategic
profiles getting, on average, 12.5% + 9.5% = 22.0% lower scores on the CLASS Overall
Favorable Pre-test. A very similar significant effect is seen for Major, with student not in either
the Life Sciences – Pre Health or Life Sciences major categories getting, on average, 11.5% +
5.7% = 17.2% lower on the CLASS Overall Favorable Pre-test.
There are also two non-significant effects for Gender and SAT Math score. On average, it
is possible that men come into their first semester physics courses with higher CLASS Overall
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Favorable Pre-scores, and there is a possible, positive effect on student attitudes coming from
math proficiency, where students with higher SAT scores enter the course with higher CLASS
Overall Favorable Pre-scores. I look now to the CLASS Overall Favorable Post-test linear
regression model to see how these effects persist or change, post-instruction.
1st Semester CLASS Overall Favorable Post
The best regression model for CLASS Overall Favorable Post gives a Pearson’s r2 (r =
0.609; large effect) of 0.371 and retains the predictors given in Table 54.
Table 54. Best Linear Regression Model for First-semester CLASS Overall Favorable Post: Pearson’s r2 = 0.371
(r = 0.609; large effect)

Retained Predictor

Regression Coefficient
(95% CI)
66.449
Intercept*
(50.026 – 82.871)
-19.031
Learning Profile =
(-23.770 – -14.293)
Not Knowledge Building*
-15.961
Learning Profile =
(-21.543 – -10.469)
Not Strategic*
3.973
SAT Math*
(1.663 – 6.283)
-11.044
Major = Not Life Science –
(-17.562 – -4.525)
Pre Health*
3.650
Gender = Man
(-0.467 – 7.767)
2.651
Major = Not Health Sciences
(-1.523 – 6.826)
*Predictor is significant in the linear model

p-value

Importance

< 0.001
< 0.001

0.511

< 0.001

0.267

0.001

0.094

0.001

0.091

0.082

0.025

0.212

0.013

In the CLASS Overall Favorable test scores, post-instruction, one sees the same effects of
learning profile adoption persist: students not adopting either the Knowledge Building or
Strategic profiles get, on average, 19.0% + 16.0% = 35.0% lower scores on the CLASS Overall
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Favorable Post-test. This is a very interesting result and provides a source of external validation
for the learning profiles. All of the maladaptive learning profiles (Apathetic, Surface, and
Learned Helpless) that have relatively low levels of motivation appear to score significantly
lower on the Overall Favorable portion of the CLASS, indicating less agreement with experts
about the physical sciences and thus unfavorable attitudes towards physics. Also informative is
the fact that the effect of learning profile is present in the Overall Favorable score, preinstruction, before students experience the course and work to solidify a learning profile in that
context. Hence, it appears students entering the course with already favorable attitudes toward
physics are less likely to adopt maladaptive learning profiles.
In addition to learning profile, SAT Math score transitions to having a statistically
significant effect on students’ CLASS Overall Favorable Post-test scores, with students on
average possessing 4.0% higher agreement with experts for every 100 SAT Math points. One
possibility is that proficiency in mathematics can lead to better preparation for the course
material and a more positive experience in the class, manifesting as more favorable attitudes
towards physics at the end of the course. Another possibility is that students with more skills in
mathematics are inclined to enjoy the sciences and thus may already possess favorable attitudes,
and/or their favorable attitudes are more easily increased compared to those with weaker math
skills.
Furthermore, Major appears to have a persistent effect on students’ favorable attitudes,
with students not in the Life Science – Pre Health major category having a statistically
significant decrease in their average CLASS Overall Favorable Post-test scores of about 11.0%.

196

The effect of not being in the Life Science major category has disappeared from this model. It is
enlightening and interesting to see those specifically in the pre-professional majors leaving the
physics courses with such an attitude differential, especially compared to their non-pre-health
counterparts. A hypothesis to pose given this evidence is that the studio-mode of physics
instruction, on average, is efficient at conveying to students intending to pursue prestigious
medical careers that the physical sciences are important for their future. Major also appears with
a non significant effect, with students not in the Health Sciences major category getting higher
CLASS Overall Favorable Post-test scores on average, so it is possible that the negative effect of
not being in the Life Science – Pre Health major category is not as strong for those in the Life
Science and Social Sciences major categories.
Lastly, one again sees Gender appear as a non-significant effect. Hence, there is a
possible gender gap in these scores, but further data collection and analysis are needed for
confirmation.
1st Semester CLASS Overall Unfavorable Pre
Similar to the CLASS Overall Favorable score, a student’s CLASS Overall Unfavorable
score is the percentage of items on the survey for which the student disagrees with the experts’
view (Adams et al., 2006). As there are some items on the CLASS that are not scored at all and
due to the possibility that students may give neutral responses to items or choose to not respond
to particular items at all, a student’s CLASS Overall Favorable and Overall Unfavorable scores
often do not add to 100%. The best regression model for CLASS Overall Unfavorable Pre gives
a Pearson’s r2 of 0.143 (r = 0.378; medium effect) and retains the predictors given in Table 55.
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Table 55. Best Linear Regression Model for First-semester CLASS Overall Unfavorable Pre: Pearson’s r2 = 0.143
(r = 0.378; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
-1.658
Intercept*
(-9.174 – 5.858)
7.611
Learning Profile =
(3.302 – 11.921)
Not Strategic*
6.263
Learning Profile =
(2.574 – 9.952)
Not Knowledge Building*
7.401
Major = Not Life Sciences –
(2.434 – 12.368)
Pre Health*
4.609
Major = Not Life Science*
(1.278 – 7.940)
-2.923
Gender = Man
(-6.042 – 0.195)
1.995
Ethnicity = UR
(-1.023 – 5.012)
*Predictor is significant in the linear model

p-value

Importance

0.664
0.001

0.272

0.001

0.252

0.004

0.194

0.007

0.167

0.066

0.077

0.194

0.038

The linear modeling result for CLASS Overall Unfavorable Pre-test score is very similar
to that of the CLASS Overall Favorable Pre-test score. Learning Profile appears as the most
important effect, with those students not adopting either the Knowledge Building or Strategic
profiles getting, on average, 7.6% + 6.3% = 13.9% higher scores on the CLASS Overall
Unfavorable Pre-test. Again, a very similar significant effect is seen for Major, with student not
in either the Life Sciences – Pre Health or Life Sciences major categories getting, on average,
7.4% + 4.6% = 12.0% higher on the CLASS Overall Unfavorable Pre-test.
There are also two non-significant effects for Gender and Ethnicity. On average, it is
possible that men come into their first semester physics courses with lower CLASS Overall
Unfavorable Pre-scores, and underrepresented student come into their first semester physics
courses with higher CLASS Overall Unfavorable Pre-scores. The Overall Unfavorable Post198

scores are inspected next to see whether these effects change or persist moving to postinstruction.
1st Semester CLASS Overall Unfavorable Post
The best regression model for CLASS Overall Unfavorable Post gives a Pearson’s r2 of
0.332 (r = 0.576; large effect) and retains the predictors given in Table 56.
Table 56. Best Linear Regression Model for First-semester CLASS Overall Unfavorable Post: Pearson’s r2 = 0.332
(r = 0.576; large effect)

Retained Predictor

Regression Coefficient
(95% CI)
3.150
Intercept*
(-11.357 – 17.656)
15.194
Learning Profile =
(10.733 – 19.655)
Not Knowledge Building*
14.667
Learning Profile =
(9.525 – 19.808)
Not Strategic*
8.748
Major = Not Life Sciences –
(3.483 – 14.012)
Pre Health*
-5.370
Gender = Man*
(-8.741 – -1.998)
-2.255
SAT Math*
(-4.246 – -0.264)
2.994
Learning Profile =
(-0.987 – 6.976)
Not Learned Helpless
2.410
Math BG = No Calculus
(-0.929 – 5.749)
2.235
Ethnicity = UR
(-0.970 – 5.440)
*Predictor is significant in the linear model

p-value

Importance

0.669
< 0.001

0.416

< 0.001

0.292

0.001

0.099

0.002

0.091

0.027

0.046

0.140

0.020

0.156

0.019

0.171

0.017

As with the CLASS Overall Favorable, the effect of learning profile is persistent from
pre- to post-instruction in the CLASS Overall Unfavorable student outcome measure, with those
students not adopting either the Knowledge Building or Strategic profiles getting, on average,
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15.2% + 14.7% = 29.9% higher scores on the CLASS Overall Unfavorable Pre-test. These
results are consistent with those of the Overall Favorable Post-test scores and bolster the source
of external validation found previously. All of the maladaptive learning profiles (Apathetic,
Surface, and Learned Helpless) that have relatively low levels of motivation appear to score
significantly higher on Overall Unfavorable portion of the CLASS, indicating higher
disagreement with experts about the physical sciences and thus unfavorable attitudes towards
physics. There is also a relatively small, non-significant effect, suggesting that, on average,
students not in the Learned Helpless Profile get a small increase in their Overall Unfavorable
Post-test scores. It would be interesting to see this effect persist after more data is collected.
Just as with Overall Favorable scores, Major appears to have a persistent effect on
students’ favorable attitudes, with students not in the Life Science – Pre Health major category
having a statistically significant increase in their average CLASS Overall Unfavorable Post-test
scores of about 8.7%. The effect of not being in the Life Science major category has disappeared
from this model. A similar hypothesis can be made: the studio-mode of physics instruction, on
average, appears to align the opinions of students intending to pursue prestigious medical careers
to those of experts in the field of physics.
The possible Gender effect observed in the Overall Unfavorable Pre-test score upgrades
to a statistically significant difference between men and women in the post-instruction Overall
Unfavorable score. Hence, unlike the case of Overall Favorable scores, one sees a growing
gender gap in the Overall Unfavorable score, with men getting about 5.4% lower on this measure,
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and thus, disagreeing with experts less than women. As indicated by the 95% CIs, the size of this
effect is similar to that of Major’s effect, but smaller than that of learning profile.
SAT Math score again appears as having a statistically significant effect on students’
attitudes, with students, on average, possessing 2.3% lower CLASS Overall Unfavorable Posttest scores for every 100 SAT Math points. Again, one sees the possibility that proficiency in
mathematics can lead to better preparation for the course material and a more positive experience
in the class, manifesting as less unfavorable attitudes towards physics at the end of the course.
Again, alternatively (or additionally), it is possible that students with more skills in mathematics
are inclined to enjoy the sciences and thus may already possess fewer unfavorable attitudes,
and/or their unfavorable attitudes are more easily decreased compared to those with poorer math
skills. Additionally, math experience shows up in the model with the non-significant effect of
Math Background, where students without calculus experience possess, on average, higher
unfavorable attitudes toward physics.
Lastly, the non-significant Ethnicity effect present in the in the CLASS Overall
Unfavorable Pre-test scores persists in the CLASS Overall Unfavorable Post-test scores. Hence,
there is a possible Ethnicity gap in these scores, but further data collection and analysis are
needed for confirmation.
Student Outcome Analysis for Second-semester Physics Courses
In this section, we look now at second-semester physics students, so the assessment
scores in question are those from the CSEM.
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Mean Values (and Standard Deviations) of Student Outcomes
In this subsection, I report a series of tables (Table 57 through Table 59) giving the mean
value (and standard deviation) of each student outcome variable within each level of the
demographic groups. These tables and values will be referenced in subsequent analyses and can
help inform the interpretation of demographic effects on student outcomes.
Table 57. Means for CSEM Post-Scores Across Variable Levels

Demographic
Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG
Grade Exp.

Major

Learning Profile

Level Within
Variable
Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus Exp.
A
B
C
Health Science
Life Sciences
Life Sciences – Pre
Health
Social Sciences
Strategic
Knowledge Building
Learned Helpless
Surface
Apathetic

Number of Students
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160
83
156
88
136
108
57
84
167
77
23
221
142
102
122
90
32
79
85
39

CSEM Post-Score
Mean (SD)
31.11% (13.80)
38.59% (17.51)
35.40% (16.33)
30.58% (13.48)
35.89% (14.73)
30.85% (16.07)
27.41% (16.25)
29.61% (12.64)
34.39% (16.01)
32.06% (14.34)
36.96% (16.71)
33.31% (15.38)
35.34% (16.65)
31.31% (13.50)
38.83% (16.41)
28.82% (12.66)
27.54% (12.76)
30.66% (16.04)
33.97% (15.22)
35.34% (14.64)

13
33
62
57
31
61

37.74% (14.57)
35.32% (15.48)
36.95% (17.22)
31.09% (12.46)
28.53% (11.32)
34.43% (17.40)

Table 58. Means for Second-Semester CLASS Overall Favorable Pre- and Post-Scores Across Demographic Levels

Demographic
Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG

Grade Exp.

Major

Learning
Profile

Level Within
Variable
Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus
Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social Sciences
Strategic
Knowledge
Building
Learned
Helpless
Surface
Apathetic

Number of
Students
98
45
105
39
65
79
38
57
99
45
11
133
82
62

Overall Favorable
Pre-Score Mean
52.66% (16.77)
55.56% (19.09)
53.70% (17.38)
53.06% (17.90)
53.25% (17.05)
53.76% (17.90)
50.80% (16.55)
51.36% (19.01)
53.59% (16.68)
53.40% (19.27)
65.66% (14.77)
52.53% (17.34)
54.47% (17.86)
52.28% (16.99)

Overall Favorable
Post-Score Mean
50.12% (17.66)
48.53% (19.51)
49.75% (17.71)
49.63% (19.65)
50.82% (16.90)
48.81% (19.23)
50.24% (17.52)
43.63% (17.91)
50.21% (17.71)
48.65% (19.34)
61.83% (17.61)
48.72% (17.93)
51.50% (18.18)
47.37% (18.06)

63
60
21
62
39
26

54.41% (19.49)
54.63% (16.57)
47.75% (12.32)
51.93% (16.56)
53.21% (17.69)
58.12% (19.61)

53.22% (19.63)
48.19% (17.04)
43.58% (15.08)
47.51% (18.34)
47.64% (18.47)
56.30% (19.43)

2
16
22

37.50% (29.46)
54.51% (19.30)
62.75% (17.85)

52.78% (15.71)
55.82% (22.38)
60.61% (16.14)

41

51.42% (17.05)

47.03% (16.19)

21
44

49.47% (17.65)
52.46% (16.00)

48.84% (19.67)
44.98% (16.39)
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Table 59. Means for Second-Semester CLASS Overall Unfavorable Pre- and Post-Scores Across Demographic
Levels

Demographic

Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG

Grade Exp.

Major

Learning
Profile

Level Within
Variable

Number of
Students

98
45
105
39
65
79
38
57
99
45
11
133
82
62

Overall
Unfavorable
Pre-Score Mean
(SD)
25.85% (13.62)
23.40% (16.61)
24.10% (14.34)
28.06% (15.1)
24.40% (13.19)
25.81% (15.73)
26.75% (14.62)
27.14% (16.51)
24.86% (13.54)
25.86% (16.86)
16.92% (11.42)
25.86% (14.67)
24.29% (15.19)
26.34% (13.84)

Overall
Unfavorable
Post-Score Mean
(SD)
29.81% (15.27)
25.36% (15.23)
28.09% (14.93)
28.95% (16.53)
28.57% (14.60)
28.12% (15.99)
27.30% (15.99)
33.52% (14.96)
29.05% (14.67)
26.73% (16.74)
23.75% (16.10)
28.70% (15.26)
27.12% (15.11)
29.92% (15.58)

Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus
Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social
Sciences
Strategic
Knowledge
Building
Learned
Helpless
Surface
Apathetic

63
60
21
62
39
26

25.13% (16.41)
24.31% (12.82)
27.78% (14.03)
26.16% (12.98)
24.93% (15.82)
23.29% (15.79)

24.79% (14.30)
29.81% (15.39)
34.67% (16.07)
30.91% (16.01)
29.28% (14.73)
23.18% (15.17)

2

44.44% (31.43)

30.56% (7.86)

16
22

21.88% (12.50)
17.93% (12.33)

22.80% (13.77)
20.96% (13.16)

41

26.49% (13.61)

29.08% (12.51)

21
44

26.59% (16.52)
28.09% (15.47)

24.02% (13.93)
35.37% (17.17)
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Automatic Linear Modeling Results
Below, I discuss the Automatic Linear Regression results for second-semester studiomode, introductory physics students in the same manner as above, by comparing regression
coefficients and their CIs within and across the different models for the variable student outcome
measures.
CSEM Post-score
As mentioned previously, only the CSEM Pre-score was taken at UCF; thus, as to not
compare CSEM Pre-scores from a single institution to CSEM Post-test scores from a
combination of UCF and GSU, I look only at the CSEM Post-score. The best regression model
for CSEM Post-score gives a Pearson’s r2 of 0.178 (r = 0.422; medium effect) and retains the
predictors given in Table 60.
Table 60. Best Linear Regression Model for CSEM Post: Pearson’s r2 = 0.178 (r = 0.422; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
33.323
Intercept
(26.773 – 39.872)
-8.880
Grade Exp. = Not A*
(-12.501 – -5.259)
5.653
Gender = Man*
(1.813 – 9.494)
-4.924
Ethnicity = UR*
(-8.709 – -1.140)
4.340
Learning Profile =
(-1.045 – 9.725)
Not Surface
-2.957
HSPE = No HSPE
(-6.707 – 0.793)
3.177
Major = Not Health Sciences
(-0.862 – 7.216)
*Predictor is significant in the linear model
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p-value

Importance

< 0.001
< 0.001

0.511

0.004

0.184

0.011

0.144

0.114

0.055

0.122

0.053

0.123

0.053

In the linear regression model for the CSEM Post-score, three effects show up as
significant, the effects of Grade Expectation, Gender, and Ethnicity. Similar to the FCI Postscores, grade expectation understandably has an effect on conceptual inventory scores, with
students not expecting to get an A in the course getting around 8.9% less on the CSEM Post-test.
The interpretation for this result is the same as that for FCI Post-score: one would expect
students expecting to do well in the course and to get an A to also do better on concept
inventories.
Though it is unknown if a Gender effect exists pre-instruction, a statistically significant
Gender effect shows up in the CSEM Post-score, with men score on average 5.7% higher than
women on the CSEM Post-test, indicating the presence of a Gender gap in the second-semester
physics courses studied. A similar-sized, statistically significant ethnicity effect appears as well,
with underrepresented students getting around 4.9% less on the CSEM Post-test. Again, it is not
clear if this ethnicity gap exits pre-instruction; however, it does show up post-instruction.
Furthermore, three non-significant effects are included in the model, due to Learning
Profile, high school physics experience, and major. On average, students not adopting the
Surface Learning profile have higher CSEM Post-scores, students with No HSPE have lower
CSEM Post-scores, and students not in the Health Sciences major category get higher CSEM
post scores. The effects of No HSPE and not being in the Health Sciences major category show
up as significant effects in the FCI Post-score analysis; thus, I hypothesize that investigating
further with future data collection would reveal these effects to be statistically significant in the
second-semester courses as well. In the case of the learning profile effect, it is interesting that is
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possible that just those not in the Surface profile receive a boost in CSEM Post-score. Further
investigation is needed in order to make further conclusions as to why this would be a possibility.
A Note of 2nd Semester CLASS Automatic Linear Modeling Results
Before continuing, I wanted to comment on the linear modeling results for the secondsemester CLASS scores. In general, the Pearson’s r2 values are generally low, ranging from
0.063 (r = 0.251; small effect) to 0.104 (r = 0.322; medium effect). Thus, it is likely that there
exists variables other than or in addition to those gathered in this study with the SCS that may
help to better predict the CLASS scores in our second-semester physics courses overall. With
that noted, I will continue to analyze the linear modeling results as before, but caution that the
overall model accuracy may not be the best given this set of available predictors.
2nd Semester CLASS Overall Favorable Pre
The best regression model for CLASS Overall Favorable Pre-score gives a Pearson’s r2
of 0.104 and retains the predictors given in Table 61.
Table 61. Best Linear Regression Model for Second-semester CLASS Overall Favorable Pre: Pearson’s r2 = 0.104
(r = 0.322; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
39.952
Intercept
(11.826 – 68.079)
4.820
SAT Math*
(1.059 – 8.581)
-9.452
Learning Profile =
(-17.069 – -1.835)
Not Knowledge Building*
-8.811
Residence = Off Campus
(-19.373 – 1.752)
*Predictor is significant in the linear model
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p-value

Importance

0.006
0.012

0.424

0.015

0.397

0.101

0.179

For the second-semester physics courses, one can see that learning profile and SAT Math
score appear as significant predictors for CLASS Overall Favorable Pre-score. On average,
students get around 4.8% higher on the CLASS Overall Favorable Pre-test for every 100 SAT
Math points they have earned. This is a similar-sized affect as for the first-semester students,
indicating that math sophistication as a predictor for favorable attitudes toward physics persists
from first to second semester.
Once again, we see students not adopting the knowledge building profile getting lower
scores, around 9.5% on average, on the CLASS Overall Favorable Pre-test. The positive effect
on CLASS Overall Favorable Pre-test of being in the Strategic profile is missing from this model,
compared to the first-semester physics courses. It is possible that the smaller sample sizes for the
second-semester limits the power of this statistical analysis to detect such an effect.
Interestingly, though it is non-significant, residence appears in the model, suggesting that
those living off campus possess less favorable attitudes toward physics.
2nd Semester CLASS Overall Favorable Post
The best regression model for CLASS Overall Favorable Post-score gives a Pearson’s r2
of 0.093 (r = 0.305; medium effect) and retains the predictors given in Table 62.
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Table 62. Best Linear Regression Model for Second-semester CLASS Overall Favorable Post: Pearson’s r2 = 0.093
(r = 0.305; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
74.549
Intercept
(61.832 – 87.265)
-10.407
Learning Profile =
(-18.543 – -2.272)
Not Knowledge Building*
-10.462
Residence = Off Campus
(-21.319 – 0.395)
-5.276
Major = Not Life Sciences –
(-12.870 – 2.317)
Pre Health
-3.603
Grade Exp. = Not A
(-9.529 – 2.324)
*Predictor is significant in the linear model

p-value

Importance

< 0.001
0.013

0.479

0.059

0.272

0.172

0.141

0.231

0.108

For the CLASS Overall Favorable Post-scores, one sees the effect of learning profile
remains a significant effect, of a similar size, from pre-instruction to post-instruction. Again,
students not in the Knowledge Building learning profile get on average 10.4% lower on the
CLASS Overall Favorable Post-test. As students with the some of the highest levels of
motivation and lowest levels of surface approach, it is understandable the Knowledge Building
students would leave either physics course (first- or second-semester) with higher favorable
attitudes toward physics.
Though non-significant, Residence appears again in the CLASS Overall Favorable Post
linear model, indicating there is a possible gap in student’s favorable attitudes that persists from
pre- to post-instruction. It is interesting for this effect to be detected and persist, as only a small
number of students in the sample of second-semester students live on campus (only N = 11); thus,
either this effect exists and should be easily detected upon further data collection, or the effect

209

seen in this analysis could be due to random effects from the small sample. Further data
collection and analysis will help to clarify the answer.
Two other non-significant effects are included in this linear model: one effect from Major
and another from Grade Expectation. Students not in the Life Sciences – Pre Health major
category and those students not expecting to get an A appear to have, on average, less favorable
attitudes toward physics. The effect of not being in the Life Sciences – Pre Health major
category is familiar, as it shows up as a statically significant predictor in all first-semester
CLASS regression models. However, the presence of Grade Expectation is interesting, as it has
not appeared in any of the previous CLASS regression models. Further data collection must be
done to see if expecting to get an A in the course significantly affects Overall Favorable Postscores.
Lastly, it is interesting to note that effect of SAT Math is present at pre-instruction for the
CLASS Overall Favorable score, but is not retained in the model at post-instruction. Thus, there
is evidence that math proficiency actually becomes less important in second-semester courses
when it comes to predicting students’ favorable attitudes toward the physical sciences.
2nd Semester CLASS Overall Unfavorable Pre
The best regression model for CLASS Overall Unfavorable Pre-score gives a Pearson’s r2
of 0.095 (r = 0.308; medium effect) and retains the predictors given in Table 63.
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Table 63. Best Linear Regression Model for Second-semester CLASS Overall Unfavorable Pre: Pearson’s r2 = 0.095
(r = 0.308; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
48.625
Intercept
(21.074 – 76.177)
-3.896
SAT Math*
(-7.204 – -0.589)
7.344
Learning Profile =
(0.934 – 13.754)
Not Knowledge Building*
5.324
Residence = Off Campus
(-3.568 – 14.215)
-10.711
Major = Not Social Sciences
(-31.204 – 9.782)
*Predictor is significant in the linear model

p-value

Importance

0.001
0.021

0.417

0.025

0.394

0.238

0.108

0.303

0.082

In the case of CLASS Overall Unfavorable Pre-score, the resulting model is very similar
to that of CLASS Overall Favorable Pre-score. Both possess statistically significant and similarsized effects due to SAT Math score and learning profile adoption. On average, students get
about 3.8% lower Overall Unfavorable scores for every 100 SAT Math points earned. Similar to
all CLASS linear regression models thus far, those students not adopting the Knowledge
Building profiles get around 7.3% higher Overall Unfavorable scores.
In addition, residence appears in the CLASS Overall Unfavorable Pre linear model, but is
non-significant, as in the model for CLASS Overall Favorable Pre-score. Unlike the Overall
Favorable Pre-score model, however, a non-significant effect due to major appears, with those
not in the Social Sciences major category possessing lower CLASS Overall Unfavorable Prescores. Though not significant, this is an interesting result to investigate further.
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2nd Semester CLASS Overall Unfavorable Post
The best regression model for CLASS Overall Unfavorable Post-score gives a Pearson’s
r2 of 0.063 (r = 0.251; medium effect) and retains the predictors given in Table 64.
Table 64. Best Linear Regression Model for Second-semester CLASS Overall Unfavorable Post:
Pearson’s r2 = 0.063 (r = 0.251; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
9.910
Intercept*
(-12.153 – 31.974)
5.289
Grade Exp. = Not A*
(0.255 – 10.322)
6.960
Learning Profile =
(-0.032 – 13.952)
Not Knowledge Building
-3.355
Major = Not Health Sciences
(-8.412 – 1.703)
1.857
SAT Math
(-1.461 – 5.176)
*Predictor is significant in the linear model

p-value

Importance

0.376
0.040

0.388

0.051

0.348

0.193

0.154

0.270

0.100

For second-semester students, in the case of CLASS Overall Unfavorable Post-scores, the
only significant effect to appear is that of Grade Expectation, with students not expecting to
achieve an A in the course getting about 5.3% higher on the Overall Unfavorable Post-test. Thus,
we do see grade expectation emerging as a predictor for student attitudes post-instruction.
Of note is that the effect of learning profile remains in the model, but transitions to a nonsignificant effect at post-instruction, standing at only borderline significance with a p-value of
0.051. It is possible that that the effect of not being in the Knowledge building profile simply
diminishes for Overall Unfavorable scores over the course of second-semester physics or it
possibly disappears on average. Further data collection will help to resolve this question.
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The effect of SAT Math score transitions from significant for CLASS Overall
Unfavorable at pre-instruction to non-significant at post instruction. Thus, there is evidence that
math proficiency actually becomes less important in second-semester course when it comes to
predicting students’ unfavorable attitudes toward the physical sciences However, just as with the
learning profile effect, the effect of SAT Math score has not been dropped from the model, and
thus, further data collection will help to determine if this effect exists or not.
Lastly, Major appears as a non-significant predictor at post-instruction, but the effect
instead comes from not being in the Health Sciences major category, with students not in this
category having less unfavorable attitudes as measured by the CLASS Overall Unfavorable Postscore. Though, at pre-instruction, it appeared possible that Social Sciences students possess
higher unfavorable attitudes, this effect is absent from the post-instruction model. Thus, there
appears to be a possible shift in the effect of Major, with Health Science students shifting to
more undesirable attitudes and Social Science students shifting to more desirable attitudes over
the course of the semester.

Institutional Differences in Student Demographics, Learning Profiles, and Student
Outcomes
In this section, I look at the demographics, learning profiles, and student outcomes in
each institutional context, investigating how each of these student variables differs across
institutions. The analyses presented here help to answer the many parts of research question Q2.
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Demographic Differences Across Institutions
As previously done to evaluate the effects of learning profile on student demographics, a
family of eleven separate hypothesis tests are conducted to investigate interactions between
institution and other student demographics. Nine of these tests are separate chi-squared tests for
association carried out between learning profile and the other categorical variables of interest.
These variables are: 1st Generation Student, Employment, Residence, Gender, Ethnicity, Math
Background, High School Physics Experience, Major, and Grade Expectation (Grade Exp). The
other two tests are Kruskal-Wallis tests to look for associations between institution and SAT
Math and learning profile and ACT Math scores. The p-values and scaled critical alpha values
for each of the eleven significance tests are given in Table 65. Detailed results, including effect
sizes and their confidence intervals (when calculable), are given in Table 66 for the categorical
variables and in Table 67 for the continuous variables. Out of the eleven hypothesis tests, nine
return significant, seven of them categorical variable and two of them continuous.
Table 65. p-value Results of the Institutional Significance Tests using BH FDR Control Method

Variable
p-value
st
0.7258
1 Gen
0.5843
Gender
1.601x10-3
Employment*
2.975x10-4
ACT Math*
8.874x10-7
Math BG*
2.168x10-7
Grade Exp*
2.546x10-11
Ethnicity*
4.575x10-15
HSPE*
5.669x10-16
SAT Math*
9.831x10-36
Major*
1.891x10-58
Residence*
* Significant using the BH FDR control method

Scaled critical alpha
0.0500
0.0455
0.0409
0.0364
0.0318
0.0273
0.0227
0.0182
0.0136
9.091x10-3
4.545x10-3
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Table 66. Results of Chi-Squared Tests for Institutional Interactions With Other Categorical Variables

Degrees of
Freedom
2

p-value

1st Gen

χ2
Statistic
0.1230

Gender

1.075

2

0.5843

Employment*

12.88

2

1.601x10-3

Math BG*

27.87

2

8.874x10-7

Grade Exp*

41.64

6

2.168x10-7

Ethnicity*

48.79

2

2.546x10-11

HSPE*

66.04

2

4.575x10-15

Major*

177.8

6

9.831x10-36

Residence*

266.3

2

1.891x10-58

Variable

0.7258

Cramer’s V
(95% CI)
0.0164
(0.0014 – 0.1083)
0.0346
(0.0097 – 0.1098)
0.1196
(0.0591 – 0.1901)
0.1799
(0.1208 – 0.2418)
0.1520
(0.1180 – 0.2004)
0.2413
(0.1867 – 0.3044)
0.2709
(0.2116 – 0.3344)
0.3365
(0.2974 – 0.3869)
0.5440
(0.4768 – 0.6085)

Size of
Effect
Small
Small
Small
Small
Small
Small
Small
Medium
Large

* Significant using the BH FDR control method

Table 67. Results of Kruskal-Wallis Tests for Institutional Interactions With Continuous Variables

Variable

H-Statistic

Degrees of
Freedom
70.213
2
SAT Math*
16.240
2
ACT Math*
* Significant using the BH FDR control method

p-value

η2H

5.669x10-16
2.975x10-4

0.1433
0.0424

Size of
Effect
Large
Small

In the next section, I follow up on the hypothesis test results presented above. I give
contingency tables for the significant chi-squared tests, highlighting the locations of large
adjusted residuals to interpret in what ways institutions differ from each other in terms of student
characteristics. This is the same method I used to investigate interactions between learning
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profile adoption and student demographics. In addition, I also conduct post-hoc, pairwise
comparisons to evaluate how SAT and ACT Math scores vary across institution.
Interactions Between Institution and Demographics
Table 66 shows that seven demographic variable have a small interaction with institutions.
This first of these is Employment, and its contingency table with institution is given in Table 68.
Table 68. Contingency Table for Institution and Employment

Employment

Employed

Count
Column %
Adjusted Residual

Not
Employed

Count
Column %
Adjusted Residual

Total

Count
Column %

Institution
GSU
UCF
385
132
68.0%
62.6%
-.7
2.9
181
79
32.0%
37.4%
.7
-2.9
566
100.0%

211
100.0%

GW
63
51.2%
-3.3
60
48.8%
3.3

Total

123
100.0%

900
100.0%

580
64.4%
320
35.6%

With an adjusted residual of +2.9, UCF appears to have more employed student in its
algebra-based, studio-mode physics classes than expected, and GW appears to have fewer
employed students, as indicated by the adjusted residual of -3.3. GSU has a proportion of
employed students somewhere in between UCF and GW, not significantly different from the
expected proportions. As GW is a smaller, private institution and UCF is one of the largest,
public universities, it follows that UCF would have a larger proportion of employed students
compares to GW.
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The next demographic to have a significant association and small effect with institution is
Math Background, and it’s contingency table with institution is given in Table 69.
Table 69. Contingency Table for Institution and Math Background

Calculus
Math
Background

Total

No Calculus

Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %

UCF
268
49.0%
-3.9
279
51.0%
3.9
547
100.0%

Institution
GSU
GW
111
86
55.2%
76.1%
.4
5.1
90
27
44.8%
23.9%
-.4
-5.1
201
113
100.0% 100.0%

Total
465
54.0%
396
46.0%
861
100.0%

In the case of Math BG, similar results to that of employment are attained. With an
adjusted residual of -3.9, UCF appears to have fewer students with calculus experience in its
algebra-based, studio-mode physics classes than expected, and GW appears to have more
students with calculus experience, as indicated by the adjusted residual of +5.1. GSU has a
proportion of students with calculus experience somewhere in between UCF and GW, not
significantly different from the expected proportions. Once again, with GW’s private school
status, it is expected that students at that institutions are more likely to possess some experience
with higher-level mathematics, such as calculus.
The next significant association and small effect with institution comes with Grade
Expectation, and its contingency table with institution is given in Table 70.
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Table 70. Contingency Table for Institution and Grade Expectation

A

B
Grade Exp

C

D or F

Total

Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %

UCF
188
33.2%
-5.8
251
44.3%
2.0
120
21.2%
4.8
7
1.2%
.5
566
100.0%

Institution
GSU
109
51.7%
3.8
79
37.4%
-1.5
21
10.0%
-3.0
2
0.9%
-.3
211
100.0%

GW
67
54.5%
3.4
46
37.4%
-1.1
9
7.3%
-3.0
1
0.8%
-.3
123
100.0%

Total
364
40.4%
376
41.8%
150
16.7%
10
1.1%
900
100.0%

With adjusted residuals of +3.8 and +3.4, GSU and GW, respectfully, have a higher
proportion of students expecting to achieve an A than expected, and with an adjusted residual of
-5.8, UCF has a lower proportion of students expecting to achieve an A than expected. This is
complimented by GSU and GW (adjusted residuals of -3.0) possessing a lower than expected
proportion of students expecting to achieve a C and UCF (adjusted residuals of +4.8) possessing
a higher than expected proportion. UCF may also possess a slightly higher than expected
proportion of students expecting to achieve a B. This is an interesting result, and reveals an
important aspect of student expectations to keep in mind as classrooms are observed in the larger
project and instructors and students are interviewed at differing institution. Unfortunately, final
course grades were only attainable along with the Spring 2016 distribution of the SCS, and they
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could only be gathered from two sections of first-semester, algebra-based physics at UCF. Hence,
a comparison of actual course grades between universities is not possible.
Moving on, the next significant association and small effect with institution comes with
Ethnicity, and its contingency table with institution is given in Table 71.
Table 71. Contingency Table for Institution and Ethnicity

MAJ
Ethnicity

UR

Total

Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %

UCF
341
64.3%
.8
189
35.7%
-.8
530
100.0%

Institution
GSU
92
47.2%
-5.4
103
52.8%
5.4
195
100.0%

Total

GW
98
86.7%
5.5
15
13.3%
-5.5
113
100.0%

531
63.4%
307
36.6%
838
100.0%

With an adjusted residual of -5.4, GSU appears to have fewer Majority students in its
algebra-based, studio-mode physics classes than expected, and GW appears to have more
Majority students, as indicated by the adjusted residual of +5.5. UCF has a proportion of
Majority students somewhere in between UCF and GW, not significantly different from the
expected proportions.
The next demographic to have a significant association and small effect with institution is
High School Physics Experience (HSPE), and its contingency table with institution is given in
Table 72.
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Table 72. Contingency Table for Institution and High School Physics Experience

HSPE
HSPE

Total

No HSPE

Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %

UCF
185
32.7%
-7.5
381
67.3%
7.5
566
100.0%

Institution
GSU
110
52.1%
3.3
101
47.9%
-3.3
211
100.0%

GW
85
69.1%
6.5
38
30.9%
-6.5
123
100.0%

Total
380
42.2%
520
57.8%
900
100.0%

With an adjusted residual of -7.5, UCF has fewer students possessing high school physics
experience in its algebra-based, studio-mode physics courses than expected, and with adjusted
residuals of +3.3 and +6.5, GSU and GW, respectively, both have a larger proportion of students
possessing high school physics experience than expected. Once again, with GW’s private school
status, it is expected that students at that institutions are more likely to possess some experience
with physics prior to entering college, but as GSU is a public university, as is UCF, it is
interesting to see more students with high school physics experience than expected at GSU.
The next demographic to have a significant association with institution is Major category.
It possesses a medium effect size, and its contingency table with institution is given in Table 73.
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Table 73. Contingency Table for Institution and Major Category

Health
Sciences
Life Sciences
Major
Category

Life Sciences Pre Health
Social
Sciences

Total

Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
% within INSTU

UCF
274
53.3%
11.1
145
28.2%
-9.0
84
16.3%
1.6
11
2.1%
-6.5
514
100.0%

Institution
GSU
GW
20
14
11.0%
15.7%
-8.9
-4.8
120
46
65.9%
51.7%
8.3
2.5
22
11
12.1%
12.4%
-1.2
-.7
20
18
11.0%
20.2%
3.0
5.8
182
89
100.0% 100.0%

Total
308
39.2%
311
39.6%
117
14.9%
49
6.2%
785
100.0%

Overall, there is a much larger proportion of Health Sciences students at UCF (according
to the +11.1 adjusted residual), particularly compared to the proportions of Life Science and
Social Sciences students, likely due to UCF’s specialization in such majors contained within the
Health Sciences category. GSU and GW, on the other hand, possess relatively more Life
Sciences students (according to the +8.3 and +2.5 adjusted residuals, respectively) and Social
Sciences students (according to the +3.0 and +5.8 adjusted residuals, respectively) compared to
Health Sciences students. The larger proportion of Social Sciences students in the GSU and GW
courses is possibly due to differing degree requirements at those institutions compared to UCF.
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The last demographic to have a significant association with institution is Residence
category. It possesses a large effect size, and its contingency table with institution is given in
Table 74.
Table 74. Contingency Table for Institution and Residence

On Campus
Residence

Total

Off Campus

UCF
68
12.0%
-9.6
498
88.0%
9.6
566
100.0%

Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %

Institution
GSU
35
16.6%
-2.3
176
83.4%
2.3
211
100.0%

GW
97
78.9%
16.3
26
21.1%
-16.3
123
100.0%

Total
200
22.2%
700
77.8%
900
100.0%

In regards to Residence, GW possess a higher proportion of students living on campus
than expected (with the adjusted residual of 16.3). This is in contrast to UCF and GSU; these two
institutions have lower proportions of student living on campus than expected, as indicated by
the -9.6 and -2.3 adjusted residuals. This is no surprise, as GW requires all first-, second-, and
third-year students to live on campus, with students being exempt only under certain conditions
(George Washington University, 2016). No such requirement is established at either UCF or
GSU.
In the case of the standardized math test scores, Table 67 shows that there is a large effect
due to institutions in the SAT Math score and a small effect in the ACT Math score. Post-hoc
pairwise statistical tests disclose that for both SAT and ACT Math scores, GW students have
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statistically higher scores compared to both UCF and GSU, while students at UCF and GSU
possess scores that do not differ significantly. This result is to be expected, as GW is a private
institution; thus, it is to be expected that the GW student body is comprised of individuals with
generally higher standardized test scores. The average SAT and ACT Math scores, by institution,
are given in Table 75.
Table 75. Average SAT and ACT Math Score by Institution

SAT Math
ACT Math

UCF
597.3
24.2

GSU
567.0
22.8

GW
676.2
27.1

In summary, the UCF algebra-based, studio-mode introductory physics courses are
populated with relatively less prepared students, as UCF has lower average SAT Math scores
compared to GW and lower proportions of both students with high school physics and calculus
experience. In addition, UCF students are faced with more external pressures, as they are more
likely to be employed and live off-campus, activities that take time away from students’ studies.
Additionally, the UCF students studied here are more frequently in the Health Sciences major
category. Students in the majors comprising the Health Sciences major category are not required
to take additional upper-level physical sciences courses but must take introductory physics as a
degree requirement; thus, they may view their physics courses as unnecessary beyond passing
them for credit. Students with less course preparation may have a more difficult time with the
course material, uninterested students may be harder for instructors to motivate in the classroom,
and a combination of the two can be exceedingly detrimental overall. As a result, such factors
may provide a challenge to both student learning and instruction in UCF’s algebra-based, studio-
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mode physics courses. In comparison, GSU has similar SAT Math scores to that of UCF, which
are lower compared to GW. GSU students are similarly not likely to live on-campus. In contrast
to UCF, GSU has a higher than expected proportion of students with high school physics
experience and more student with exposure to calculus. Furthermore, the proportion of employed
students at GSU is in between the relatively high and low proportions seen at UCF and GW,
respectively. Overall, these results imply that students at GSU are marginally more prepared and
have slightly more time for their college physics courses compared to UCF, but are still not as
prepared as those students at GW. In addition, GSU has the highest proportion of
underrepresented students, GW has the lowest, and UCF is in between the two. In light of these
results, it appears that UCF and GSU may face more challenges in instruction and student
learning compared to GW, as is evident by their differing institutional average normalized gains
on the FCI. In later analyses in this work, I will keep these differential demographics in mind as
UCF and GSU are investigated separately to see what student characteristics interact with
student outcomes at each institution.

Learning Profile Differences Across Institutions
The significant association between learning profile and institution was established in a
previous section, given in Table 39 and Table 40. Table 76 gives the contingency table between
Learning Profile and Institution.
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Table 76. Contingency Table for Learning Profile and Institution

Strat

Apa

LH
Learning Profile
KB

Sur

Total

GW

Total

Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual
Count
Column %
Adjusted Residual

UCF
54
15.6%
.4
66
19.1%
1.9
110
31.8%
3.4
56
16.2%
-4.8

Institution
GSU
21
16.9%
.6
14
11.3%
-1.9
21
16.9%
-2.9
50
40.3%
5.4

6
9.2%
-1.4
10
15.4%
-.3
13
20.0%
-1.3
15
23.1%
.1

81
15.1%

Count
Column %
Adjusted Residual
Count
Column %

60
17.3%
-.9
346
100.0%

18
14.5%
-1.3
124
100.0%

21
32.3%
3.1
65
100.0%

99
18.5%

90
16.8%
144
26.9%
121
22.6%

535
100.0%

The main differences between institutions are in the Learned Helpless, Knowledge
Building, and Surface learning profiles. At UCF, the proportion of students adopting the LH
profile is higher than expected, and the proportion of students adopting the KB profile is lower
than expected, as indicated by the adjusted residuals of +3.4 and -4.8, respectively. The inverse
occurs at GSU; here, the proportion of students adopting the LH profile is lower than expected,
and the proportion of students adopting the KB profile is higher than expected, as indicated by
the adjusted residuals of -2.9 and 5.4, respectively. At GW, the adjusted residual of +3.1 coveys
that there is a higher than expected proportion of students adopting the Sur profile. This result in
particular is hard to predict, as the Sur profile has no significant interaction with any
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demographic variables. This result is perhaps a consequence of the relatively small
representation of GW in the sample. Further analysis after more data is collected at GW would
help determine if this larger than expected proportion of Sur students indeed exists for GW’s
algebra-based, studio-mode physics courses.

Student Outcomes Differences Across Institutions
In this section, I disaggregate the student outcome data by institution. Unfortunately, GW
provided no student outcome measures to the project, limiting the comparisons that I am able to
make across all institutions. In addition, the CLASS is only implemented at UCF. Thus, using
the same Automatic Linear Regression technique applied to the aggregated data, I look within
UCF and GSU for the best model of predictors for the conceptual inventory student outcomes. In
the first-semester courses, I look at FCI Pre- and Post-score, and for second-semester courses, I
look at CSEM Post-score.
Student Outcome Analysis for First-semester Physics Courses Across Institutions
Mean Values (and Standard Deviations) of Student Outcomes
The following tables (Table 77 and Table 78) give the mean value (and standard
deviation) of each student outcome variables within each level of the demographic groups,
disaggregated by institution. These tables and values will be referenced in subsequent analyses
and can help inform the interpretation of demographic effects on student outcomes.
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Table 77. Means for FCI Pre- and Post-Scores Across Variable Levels at UCF

Demographic

Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG

Grade Exp.

Major

Learning
Profile

Level Within
Variable
Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus
Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social Sciences
Strategic
Knowledge
Building
Learned
Helpless
Surface
Apathetic

Number of
Students
165
85
153
97
68
182
71
95
172
78
37
213
120
130

FCI
Pre-Score
Mean
21.54% ( 8.78)
30.82% (13.61)
26.67% (12.27)
21.58% ( 9.45)
27.16% (11.19)
23.77% (11.53)
22.54% (8 .86)
26.21% (12.96)
24.28% (11.26)
25.60% (12.09)
27.84% (27.84)
24.15% (24.15)
26.67% (12.25)
22.87% (10.52)

FCI
Post-Score
Mean
44.51% (17.09)
59.53% (20.28)
52.70% (19.48)
44.74% (18.72)
55.59% (20.20)
47.38% (18.87)
45.02% (18.91)
51.61% (18.60)
49.01% (19.49)
50.94% (19.72)
57.03% (20.83)
48.33% (19.07)
54.25% (20.92)
45.33% (17.18)

74
115
61
127
72
27

29.86% (12.81)
23.74% (10.83)
20.22% ( 8.54)
21.92% ( 8.67)
27.42% (12.87)
27.65% (14.40)

59.95% (21.33)
47.94% (18.18)
40.22% (13.29)
43.33% (15.50)
55.32% (21.30)
57.16% (23.13)

5
37
52

21.33% ( 7.30)
24.77% (11.59)
30.19% (13.87)

60.67% (15.53)
47.03% (17.95)
56.28% (21.41)

93

22.51% ( 9.59)

47.78% (18.15)

43
25

23.88% (10.26)
22.67% (11.82)

51.01% (19.69)
44.00% (20.21)
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Table 78. Means for FCI Pre- and Post-Scores Across Variable Levels at GSU

Demographic
Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG
Grade Exp.

Major

Learning
Profile

Level Within
Variable
Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social Sciences
Strategic
Knowledge
Building
Learned Helpless
Surface
Apathetic

Number of
Students
54
33
40
47
29
58
14
28
51
36
15
72
44
43
43
35
9
10
56
6

FCI Pre-Score
Mean (SD)
20.49% (11.07)
32.02% (14.58)
27.08% (14.72)
22.98% (12.52)
27.93% (15.85)
23.33% (12.27)
22.86% ( 8.95)
23.93% (11.37)
24.77% (10.53)
25.00% (17.30)
22.89% (18.33)
25.28% (12.58)
26.36% (14.52)
23.33% (12.68)
28.68% (16.48)
20.29% ( 9.16)
24.44% ( 7.07)
22.00% ( 9.96)
22.98% (10.97)
29.44% (21.65)

FCI Post-Score
Mean (SD)
52.65% (16.98)
61.31% (19.96)
63.33% (16.88)
49.65% (17.70)
57.01% (21.52)
55.40% (17.04)
59.05% (20.98)
52.98% (21.86)
57.19% (16.98)
54.17% (20.68)
49.33% (16.29)
57.31% (18.79)
58.64% (18.29)
53.18% (18.60)
62.09% (20.48)
49.71% (14.29)
50.74% (14.89)
58.67% (18.74)
54.17% (17.98)
55.00% (29.57)

6
10
31

27.78% (27.94)
26.67% ( 6.48)
24.09% (15.00)

53.33% (12.82)
51.33% (23.48)
55.81% (17.64)

21
18
7

20.32% ( 9.42)
28.33% (18.44)
30.48% ( 8.26)

56.35% (14.49)
60.00% (21.60)
51.43% (23.48)

Automatic Linear Modeling Results
In this section, I use the same Automatic Linear Modeling technique as before, but with
the student data disaggregated by institution. For first-semester courses, I look at both the FCI
Pre and FCI Post student outcomes at both UCF and GSU.
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UCF FCI Pre-score
The best regression model for FCI Pre-score at UCF gives a Pearson’s r2 of 0.310 (r =
0.557; large effect) and retains the predictors given in Table 79.
Table 79. Best Linear Regression Model for FCI Pre at UCF: Pearson’s r2 = 0.310 (r = 0.557; large effect)

Retained Predictor

Regression Coefficient
(95% CI)
13.148
Intercept
(3.390 – 22.906)
7.558
Gender = Man*
(4.982 – 10.135)
3.085
SAT Math*
(1.630 – 4.541)
-5.010
Learning Profile =
(-8.011 – -1.008)
Not Knowledge Building*
-3.909
Ethnicity = UR*
(-6.382 – -1.436)
-3.637
Grade Exp. = Not A*
(-6.366 – -0.909)
-1.757
Math BG = No Calculus
(-4.211 – 0.698)
*Predictor is significant in the linear model

p-value

Importance

0.008
< 0.001

0.416

< 0.001

0.217

0.001

0.135

0.002

0.121

0.009

0.086

0.160

0.025

Disaggregating the data by institution shows both similarities and differences for UCF
compared to the aggregated FCI Pre-score results. Statistically significant effects in both models
come from Gender, Ethnicity, SAT Math score, and Grade Expectation. These effects have
similar interpretations as for the aggregated FCI Pre-score model. Ones can see that similar-size
(according to CI overlap) Gender and Ethnicity gaps exist for FCI Pre-score, with men at UCF
getting about 7.6% higher than women, and underrepresented students getting 3.9% lower than
Majority students. Grade Expectation possesses the same size effect, with those not expecting to
achieve and A in the course getting around 3.6% less on the FCI Pre-test.
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Different from the aggregated FCI Pre-score results is the appearance of a significant
learning profile effect, with students not adopting the Knowledge Building learning profile
getting around 5.0% lower on their FCI Pre-score. Based on the 95% CIs, this is a similar size
effect to that of Gender, Ethnicity, and Grade Expectation within this model for FCI Pre-score at
UCF. Though the effect of learning profile adoption has been prevalent in models for CLASS
scores, it has been scarce in conceptual inventory models; thus, it will be interesting to see if this
effect is present at GSU and if it persists at UCF.
Math experience shows up twice in this model, through the significant effect of SAT
Math score and the non-significant effect of Math BG. Both imply that students lacking math
skills or experience with upper-level math are at a disadvantage. For SAT Math effect, one sees
that, on average, students score about 3.1% higher in the FCI Pre-test at UCF for every 100 SAT
Math points earned. Furthermore, students without experience in calculus possibly earn slightly
lower scores on the FCI Pre-test at UCF.
I now move to looking at the linear regression model for FCI Pre-score at GSU,
comparing and contrasting with what is found at UCF.
GSU FCI Pre-score
The best regression model for FCI Pre-score at GSU gives a Pearson’s r2 of 0.225 (r =
0.474; medium effect) and retains the predictors given in Table 80.
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Table 80. Best Linear Regression Model for FCI Pre at GSU: Pearson’s r2 = 0.225 (r = 0.474; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
15.278
Intercept
(10.556 – 20.000)
10.664
Gender = Man*
(5.343 – 15.984)
6.924
Grade Exp. = Not B*
(1.690 – 12.157)
3.942
Major = Not Life Sciences
(-1.440 – 9.324)
*Predictor is significant in the linear model

p-value

Importance

< 0.001
< 0.001

0.637

0.010

0.278

0.148

0.085

Fewer predictors appear in the linear regression model for FCI Pre score at GSU;
however, as with UCF, a similar sized gender effect exists, with men getting around 10.7%
higher on the FCI Pre-test compared to women. Furthermore, Grade Expectation appears in the
model as a significant predictor, with students not expecting to get a B performing better on the
FCI Pre-test by around 6.9%. Without the effect of not expecting to achieve an A present in the
data, this result would imply that students expecting to get a C also get this score boost; however,
only 9 students in this sample from GSU expected to get a C. Because of this, the effect of
expecting to get a C may not be detectable. Lastly, a non-significant Major effect appears in the
model, with students not in the Life Science major category having higher FCI Pre-scores.
Increased SCS distributions at GSU, paired with the collection of conceptual inventory
information, will help to clarify if this effect really exists among their students.
Interestingly, an Ethnicity gap is not detected in the GSU FCI Pre-scores. Thus, though
GSU serves a larger proportion of underrepresented students compared to the other institutions,
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these students appear to enter the first-semester physics courses with similar levels of conceptual
knowledge, as measured by the FCI.
UCF FCI Post-score
The best regression model for FCI Post-score at UCF gives a Pearson’s r2 of 0.326 (r =
0.571; large effect) and retains the predictors given in Table 81.
Table 81. Best Linear Regression Model for FCI Post at UCF: Pearson’s r2 = 0.326 (r = 0.571; large effect)

Retained Predictor

Regression Coefficient
(95% CI)
35.228
Intercept
(16.971 – 53.605)
10.545
Gender = Man*
(6.098 – 14.992)
4.535
SAT Math*
(2.048 – 7.022)
-7.415
Grade Exp. = Not A*
(-12.124 – -2.706)
-5.038
Ethnicity = UR*
(-9.229 – -0.848)
5.182
Major = Not Health Science*
(0.642 – 9.721)
-4.538
HSPE = No HSPE
(-9.239 – 0.163)
-3.778
Math BG = No Calculus
(-8.160 – 0.605)
-3.772
Learning Profile =
(-8.881 – 1.338)
Not Knowledge Building
-3.216
Residence = Off Campus
(-9.033 – 2.601)
*Predictor is significant in the linear model

p-value

Importance

< 0.001
< 0.001

0.337

< 0.001

0.199

0.002

0.148

0.019

0.087

0.025

0.078

0.058

0.056

0.091

0.044

0.147

0.033

0.277

0.018

Several statistically significant effects seen in the UCF FCI Pre-scores persist at postinstruction. The gender effect appears in the model with a similar-sized effect, with men getting,
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on average, 10.5% higher FCI Post-test scores compared to women. Thus, at UCF, there is a
consistent Gender gap observed in the first-semester physics courses. In other words, on average,
women enter the studio-mode physics I courses with lower conceptual understandings compared
to men, and leave the studio-mode physics I courses with lower conceptual understandings
compared to men; however, the pre- and post-instruction differential between women’s and
men’s scores remains statistically similar. The same conclusions can be made about the ethnicity
effect. This effect appears in the model with a similar-sized effect as in the FCI Pre-score model,
with underrepresented students getting, on average, 5.0% lower FCI Post-test scores compared to
majority students. Hence, as with gender, at UCF, there is a consistent ethnicity gap observed in
the first-semester physics courses.
As in the FCI Pre-score model, math experience shows up twice in this model and in the
same way, through the significant effect of SAT Math score and the non-significant effect of
Math BG. For SAT Math effect, one sees that, on average, students score about 3.1% higher in
the FCI Pre-test at UCF for every 100 SAT Math points earned. Furthermore, students without
experience in calculus possibly earn slightly lower scores on the FCI Pre-test at UCF. With both
of these effects persisting from pre- to post-instruction, it appears that students lacking math
skills or experience with upper-level math remain at a disadvantage at the end of the course.
Similar to the FCI Pre-score results at UCF, there is a statistically significant effect for
those students not expecting to get an A. These students get, on average, 7.4% less on the FCI
Post-test at UCF compared to those who expect to get an A. Again, this result makes sense, as
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one would expect students expecting to do well in the course to also do well on concept
inventories.
Not present in the FCI Pre-score model at UCF but showing up as statistically significant
in the FCI Post-score model is an effect of Major, with those students not in the Health Sciences
major category getting around 5.2% higher on the FCI Post-test, on average. This is a similar
size effect as seen in the aggregated data, and the conclusions made in that context are similar in
this case: students in the Health Sciences category are not required to take as many upperdivision science courses as those in the other Major categories, possibly leading to Health
Sciences students’ lowered interest for the physics content in the course, and since similarly
rigorous classes may not be required of them, their performance on the concept inventories could
be decreased.
Several other effects remain in this model, but all are non-significant. The effect of
learning profile transition from significant to not significant, and though students not adopting
the Knowledge Building profiles, on average, get lower scores on the FCI Post-test, the effect
has diminished, and possibly dissolved, from pre- to post-instruction. Furthermore, students with
No HSPE and those living off campus get lower FCI Post-test scores, on average. These could be
small effects that require a larger sample size to detect.
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GSU FCI Post-score
The best regression model for FCI Post-score at GSU gives a Pearson’s r2 of 0.240 (r =
0.490; medium effect) and retains the predictors given in Table 82.
Table 82. Best Linear Regression Model for FCI Post at GSU: Pearson’s r2 = 0.240 (r = 0.490; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
52.240
Intercept
(27.529 – 76.590)
-12.226
Ethnicity = UR*
(-19.284 – -5.169)
-10.156
Grade Exp. = Not A*
(-17.387 – -2.924)
5.296
Gender = Man
(-1.933 – 12.525)
2.441
SAT Math
(-1.582 – 6.464)
*Predictor is significant in the linear model

p-value

Importance

< 0.001
0.001

0.511

0.006

0.336

0.149

0.091

0.231

0.063

As with the FCI Pre-scores, the linear model for GSU overall shows few predictors. Most
important to note is the appearance of a relatively large and important statistically significant
ethnicity effect. Since this effect is not present in the FCI Pre-scores linear model at GSU, there
is evidence for a developing ethnicity gap in first-semester courses at GSU. As indicated by the
model, underrepresented students get around 12.2% lower FCI Post-test scores at GSU compared
the Majority student. This is a rather concerning result, as the proportion of underrepresented
students is relatively large at GSU, and one would hope this underrepresented subset of the local
population would get the same from their experience in the studio-mode, introductory physics
courses as those in the majority. From these results, I suggest further investigation into GSU’s
courses to better understand why this ethnicity gap grows from pre- to post-instruction.
235

Grade expectation returns in the FCI Post-score linear model as a significant effect, with
students not expecting to achieve an A getting around 10.2% lower scores, a similar-sized effect
to that of the ethnicity gap. Thus, we see students’ ethnic backgrounds and self-evaluations of
their course achievement to be the best predictors for FCI Post-score at GSU.
Interesting to note is the transition of the gender effect from significant pre-instruction to
non-significant post-instruction. We thus may be tempted to declare that the gender gap in
GSU’s first-semester course goes away over the course of a student’s experience in the
classroom. However, since the effect of gender is still present in the model, it is possible that the
gap exists, though has decreased in size enough for our current sample size to not provide
enough power to detect it significantly.
Lastly, SAT Math score appears as a non-significant effect in this model for FCI Postscore at GSU, with, as usual, students with higher SAT Math scores earning higher FCI Postscores. Thus, there appears to be a possible effect of math expertise, as there is at UCF, but
further data collection and analysis is needed to confirm this.
UCF Course Grades
The best regression model for course grades collected at UCF gives a Pearson’s r2 of
0.367 (r = 0.606; large effect) and retains the predictors given in Table 83. I note that the UCF
courses grade was one of the student outcomes violating the assumption of auto-correlation in
the linear regression modeling, so this should be kept in mind when interpreting results.
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Table 83. Best Linear Regression Model for Course Grades at UCF: Pearson’s r2 = 0.367 (r = 0.606; large effect)

Retained Predictor

Regression Coefficient
(95% CI)
79.883
Intercept*
(69.330 – 90.436)
-7.948
Grade Exp. = Not A*
(-11.326 – -4.570)
-3.195
Math BG = No Calculus*
(-5.797 – -0.521)
-3.134
Ethnicity = UR*
(-5.754 – -0.514)
-3.409
HSPE = No HSPE*
(-6.457 – -0.361)
2.611
Gender = Man
(-0.010 – 5.233)
1.148
SAT Math
(-0.383 – 2.679)
1.649
Employment = Not Employed
(-1.072 – 4.370)
*Predictor is significant in the linear model

p-value

Importance

< 0.001
< 0.001

0.478

0.019

0.124

0.019

0.145

0.029

0.108

0.051

0.086

0.140

0.049

0.232

0.032

Not surprisingly, in the linear model for course grades, there is a significant effect from
Grade Expectation, with students not expecting to achieve an A getting around 7.9% less on their
course grade. As one may expect, students’ previous experiences appear to affect their course
performance, and in this model, that is expressed through the statistically significant, and similar
sized effects of Math Background and high school physics experience. On average, students with
no calculus experience get around 3.2% less on their final course grade and those without high
school physics experience get around 3.4% less. Math prowess also shows up in the model in the
form on the non-significant effect of SAT Math scores.
Both Gender and Employment show up as non-significant effects in the linear model for
course grade. Thus, there is a possible gender gap in the course grades and it is possible that
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students without jobs perform slightly better in the course, but more data is needed to make
stronger claims.
Student Outcome Analysis for Second-semester Physics Courses Across Institutions
Mean Values (and Standard Deviations) of Student Outcomes
The following tables (Table 84 and Table 85) give the mean value (and standard
deviation) of each student outcome variable within each level of the demographic groups,
disaggregated by institution. These tables and values will be referenced in subsequent analyses
and can help inform the interpretation of demographic effects on student outcomes.

238

Table 84. Means for CSEM Post-Scores Across Variable Levels at UCF

Demographic

Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG
Grade Exp.

Major

Learning Profile

Level Within
Variable

Number of Students

Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social Sciences
Strategic
Knowledge
Building
Learned Helpless
Surface
Apathetic

106
49
112
44
70
86
42
64
107
49
11
145
88
68
69
63
24
69
40
28

CSEM
Post-Score
Mean
29.75% (13.80)
34.82% (17.01)
32.51% (15.03)
28.41% (14.59)
32.95% (13.85)
30.05% (15.79)
22.17% (10.51)
26.42% ( 9.27)
31.40% (15.17)
31.25% (14.69)
42.61% (20.41)
30.50% (14.21)
32.63% (16.66)
29.69% (12.39)
36.10% (16.06)
27.73% (13.13)
27.21% (12.72)
27.99% (13.99)
34.38% (16.17)
35.49% (15.24)

2
17
24

28.13% ( 4.42)
35.29% (17.36)
33.20% (16.30)

44
23
48

30.04% (11.66)
25.95% (10.68)
32.81% (17.43)
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Table 85. Means for CSEM Post-Scores Across Variable Levels at GSU

Demographic
Gender
Ethnicity
HSPE
1st Gen
Employment
Residence
Math BG
Grade Exp.

Major

Learning Profile

Level Within
Variable
Women
Men
MAJ
UR
HSPE
No HSPE
1st Gen
Not 1st Gen
Employed
Not Employed
On Campus
Off Campus
Calculus Exp.
No Calculus Exp.
A
B
C
Health Science
Life Sciences
Life Sciences –
Pre Health
Social Sciences
Strategic
Knowledge
Building
Learned Helpless
Surface
Apathetic

Number of
Students
54
34
44
44
66
22
15
20
60
28
12
76
54
34
53
27
8
10
45
11

CSEM Post-Score
Mean (SD)
33.80% (13.51)
44.03% (17.02)
42.76% (17.36)
32.74% (12.05)
39.02% (15.09)
33.95% (17.15)
42.08% (20.49)
39.84% (16.41)
39.74% (16.19)
33.48% (13.87)
31.77% (10.89)
38.69% (16.17)
39.76% (15.81)
34.56% (15.17)
42.39% (16.31)
31.37% (11.32)
28.52% (13.72)
49.06% (17.92)
33.61% (14.49)
34.94% (13.68)

11
16
38

39.49% (15.20)
35.35% (10.30)
39.31% (17.58)

13
8
13

34.62% (14.85)
35.94% (10.30)
40.38% (16.61)

Automatic Regression Analysis
In this section, I use the same Automatic Linear Modeling technique as before, but with
the student data disaggregated by institution. For second-semester courses, I look at the CSEM
Post-score student outcome at both UCF and GSU.
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UCF CSEM Post-score
The best regression model for CSEM Post-score at UCF gives a Pearson’s r2 of 0.137 (r
= 0.370; medium effect) and retains the predictors given in Table 86. I note that the UCF CSEM
Post-score was one of the student outcomes violating the assumption of auto-correlation in the
linear regression modeling, so this should be kept in mind when interpreting results.
Table 86. Best Linear Regression Model for CSEM Post at UCF: Pearson’s r2 = 0.137 (r = 0.370; medium effect)

Retained Predictor

Regression Coefficient
(95% CI)
35.989
Intercept
(25.174 – 46.805)
-7.274
Grade Exp. = Not A*
(-11.762 – -2.787)
-9.299
Residence = Off Campus*
(-17.984 – -0.614)
4.477
Major = Not Health Science
(-0.066 – 9.020)
5.496
Learning Profile =
(-0.869 – 11.862)
Not Surface
2.796
Gender = Man
(-2.123 – 7.716)
*Predictor is significant in the linear model

p-value

Importance

< 0.001
0.002

0.452

0.036

0.197

0.053

0.167

0.090

0.128

0.263

0.056

For CSEM Post-score at UCF, we see two statistically significant effects. One is the
familiar effect coming from Grade expectation, with students not expecting to achieve an A in
the course getting around 7.2% lower on the second-semester conceptual inventory. The other is
a Residence effect, with students not living on campus getting around 9.3% lower on the CSEM
Post-test. The appearance of a statistically significant Residence effect is interesting. One
possible explanation is that students often take second-semester physics later on in their
academic careers, and student schedules become increasingly busy and course loads become
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increasingly difficult at this time. Students living on campus, and thus not having to spend extra
time to commute to campus may have an easier time dealing with their academic schedules,
possibly leading to increase course performance.
As for non-significant effects appearing in the model, there is a possible gender gap in the
CSEM Post-scores at UCF, as well as a Major effect, with students not in the Health Science
major category performing better on the CSEM. Lastly, there appears to be a learning profile
effect, with those not adopting the Surface profile performing better on the CSEM. In general, as
with the other non-significant cases, increased data collection will help determine if these effects
are important.
GSU CSEM Post-score
The best regression model for CSEM Post-score at GSU gives a Pearson’s r2 of 0.289 (r
= 0.538; large effect) and retains the predictors given in Table 87.
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Table 87. Best Linear Regression Model for CSEM Post at GSU: Pearson’s r2 = 0.289

Retained Predictor

Regression Coefficient
(95% CI)
31.178
Intercept
(10.891 – 51.465)
-7.513
Grade Exp. = Not A*
(-13.503 – -1.523)
6.833
Gender = Man*
(0.905 – 12.760)
3.222
SAT Math*
(0.173 – 6.271)
-8.599
Major = Not Health Science
(-18.030 – 0.833)
-4.679
Ethnicity = UR
(-10.730 – 1.372)
-4.436
Employment = Not Employed
(-10.668 – 1.795)
*Predictor is significant in the linear model

p-value

Importance

0.003
0.015

0.264

0.024

0.223

0.039

0.188

0.073

0.140

0.128

0.100

0.160

0.085

For CSEM Post-score at GSU, we see three statistically significant effects. Similar to
UCF, one is the effect coming from Grade expectation, with students not expecting to achieve an
A in the course getting around 7.5% lower on the second-semester conceptual inventory. The
other two are different from that found at UCF. At GSU, there is a significant gender gap in the
CSEM Post-score, with men getting around 6.8% higher scores compared to women. And at
GSU, math skill shows up in the CSEM Post-score linear model in the form of SAT Math score,
with students getting around 3.2% more on the CSEM Post-test for each 100 SAT Math points
earned.
As with the CSEM Post-score at UCF, the effect of major appears and is non-significant.
Interestingly through, the effect is opposite: it appears that students not in the Health Sciences
major categories get lower scores on the CSEM Post. As this result is non-significant and
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contrary to the many previous findings on this effect, further investigation through increased data
collection should shed light on this result. This is similar to the result found for Employment,
with those not employed getting lower scores, another interesting result to investigate, if this
effect persists upon further investigation.
Interestingly, there is an ethnicity gap present in the model, but it is non-significant. It
would be interesting to increase our statistical power by collecting more data, and investigate if
the ethnicity gap actually is present in the second-semester courses, as it is in GSU first-semester
courses, and to assess the size of the effect.

Summary
In this chapter, I reported results for a number of statistical tests investigating the
interactions between student characteristics (such as learning profile adoption and demographics)
and student course outcomes. Analyses were conducted on the dataset as a whole and on the data
disaggregated by institution. Several interesting interactions and differential effects due to
demographics at each institution are observed. I refer the reader to Chapter Six for a summary
and synthesis of these results.
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CHAPTER FIVE: ANALYSIS OF INTRUCTOR DATA AND
RESULTS
In this chapter, I highlight the results of the coding of the instructor interviews on student
characteristics. I pick out the most common codes appearing across all instructor interviews, give
examples of instructor statements that signify those codes, and relate what the interviewed
instructors feel are important characteristics for students to have in order to excel in the algebrabased, studio-mode physics courses.

Coding of Instructor Interviews
With inter-rater reliability achieved with the instructor interview coding scheme, my
student colleague and I each randomly selected three of the six interviews. We then used the
guidelines and definitions given in the coding scheme to label and describe the information about
student characteristics conveyed by the instructors. After the interview coding was completed, I
tabulated which codes were mentioned over the entire course of each interview. I then looked
across interviews, identifying the most prevalent ideas about student characteristics surfacing at
both UCF and GSU. In the next section, I discuss these more prevalent ideas coming from the
interviews.

Prevalent Ideas About Student Characteristics From Instructor Interviews
To create Table 88 and Table 89, I identified the most prominent codes, those occurring
in five to six of the six interviews, and the prominent codes, those occurring in three to four of
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the six interviews. I will now discuss these codes, highlighting quotations that exemplify the
common views held by instructors.
Table 88. Most Prominent Codes in Instructor Interviews

Category

Code

GSU
Count
Observed Characteristics
Question Asking
Asking Questions/Seeking
3/4
Discussion +
Asking Questions/Seeking
4/4
Discussion Math Preparation Math Skills 4/4
Learning Motives Learning Motives 3/4
Student Buy-in
Student Buy-in 3/4
Targeted Characteristics
Knowledge
Connection Opportunities +
3/4
Building
Practices of Science +
4/4

UCF
Count

Total
Count

2/2

5/6

2/2

6/6

2/2
2/2
2/2

6/6
5/6
5/6

2/2

5/6

2/2

6/6

Two of the most prominent codes address the topic of Questions Asking, specifically,
students Asking Questions or Seeking Discussion with the instructor. These codes are often cocoded, as mention of any number of students seeking discussion or not seeking discussion call
for a + and - code, respectively. Across all the interviews, it was often noted that few students
from studio mode classrooms came to instructors’ office hours. This is expressed in comments
such as “I mean, probably something to the tune of seven out of the thirty would email me on a
regular basis—maybe once a week—and then there was maybe two or three students who would
actively come and find me,” made by instructor GSU – D and “Yeah, so I have office hour two,
twice a week, each time one hour, but very few students came,” made by instructor UCF – B. For
a few instructors, however, this lack of student interaction with the instructor outside of the class
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appeared to be a result of the set-up of the studio mode of instruction. Instructor UCF – A
mentioned that more students from her lecture-style courses came to her office hours, and when
asked why there might be a difference, she replied, “I think because when they are there working
in groups, they are learning from each other, so most of the things, they discuss with each other,
and they do it, but in lecture mode, that is not there.” Similarly GSU – A, referring to his
students coming to office hours, states, “I don’t see them as much in Studio. I see more of my
lecture class in office hours then I do of studio. Because generally before they leave studio class
we’ve cleared up any misconceptions.” Thus, overall, there appears to be a prevalence of only a
few students interacting with the instructor outside of the studio classroom, quite possibly a
result of the student-centered format of studio itself. Despite this, instructor GSU – C expressed
that contact outside the classroom is still important and beneficial to the students, even in the
studio-mode of instruction. He states, in reference to a student coming often to talk to him
outside of class, “He was the one person who would use office hours consistently. So he would
come into my office and say ‘I’m confused about this question on the… I’m confused about this
sentence in the book, can you help me understand it.’ So, I think that leads to success.”
I focus next on the issue of Math Preparation, as students lacking math skills (Math Skills
-) in algebra-based, studio-mode courses was mentioned organically by each of the six
interviewees. As indicated in the Prominent Codes (Table 89), a lack of algebra skills was
additionally specified in about two-thirds of the interviews. Most often, a lack of math expertise
was mentioned when instructors were asked about commonalities between students who struggle
in their courses. Instructors respond to this question with statements such as, “So my suspicion is
that math is a problem. Um…the students are missing Algebra knowledge,” given by instructor
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GSU – C, and “Well for us, um, there was definitely always the math problems,” given by GSU
– B. Problems with mathematics knowledge was also brought up on occasion at the beginning of
the interview, before interviewees were asked specifically about students. In two interviews,
after the instructors were prompted to detail a typical day in their classroom, they stated during
their response, “Generally I find problems everyday with something with math,” (GSU – A) and
“I didn’t realize the students were not well, uh, they don't have sufficient math knowledge” (UCF
– B). With a little under fifty-percent of the SCS respondents lacking calculus experiences, it
seems likely that such a noticeable issue with mathematics exists.
Students’ motivations and levels of buy-in towards the studio-mode classes are the last
two most prevalent topics of Observed Characteristics identified in the instructor interviews. The
topic of Learning Motive shows up most prevalently in the Learning Motives - code, which
describes student motivations as performance-driven, with students mainly concerned with the
number of points achieved on assignments, and strategies as surface-oriented, with students
cramming before exams and using rote memorization. Instructors brought up undesirable
learning motive most often by citing students’ attempts to memorize problems found on practice
tests or other assignments instead of attempting to understand them on a deeper level. According
to the interviewed instructors, this often leads students to be unable to solve problems that are
altered slightly. When referencing giving students example questions as a test study guide,
instructor GSU – B states, “I abandoned that because they tend to study… They’re so literal.
They tend to study so literally from the test you gave that they are over-prepared to do the exact
questions, or something very, very similar to what you did, and not at all prepared to do
something slightly different.” Instructor GSU – A held a similar sentiment when putting slightly
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altered problems on exams, stating “Yeah, you get some blow back from it. [Students claim,]
‘You put a hard problem on there! I’ve never seen that problem!' But that’s the point. You have
seen the problem but not in that context.” Instructor UCF – B highlighted frustration with this
fact, stating “If I change the conditions a little bit, probably thirty percent to fifty percent of
students, they can, they can solve the problems, but still the remaining [in the] class have
problems to reproduce the results,” and “So, it seems that they will try to memorize the problems
themselves, instead of trying to understand the exact concept the problem is trying to dealing
with.” Instructors also mentioned that some students have a narrower scope when it comes to
content and problem solving, claiming students often focus mostly on answers to problems
(“[Students] were usually looking to figure out how to do [a specific] problem, and then they
were happy, rather than the bigger picture.”; GSU – B) and getting points toward their grade
(“...some students they come to office hour just for getting their homework done, so they have
100 percent on the homework. I don' think they want to learn...”; UCF – A). Thus, algebra-based
students attempt to study for physics as they would study for their other courses, using strict
examples and rote memorization in an attempt to accumulate points toward their course grades.
In the case of Student Buy-in, the Student Buy-in - code shows up most prevalently. This
code describes students not being open to different aspects of the studio-mode of instruction.
Often, this problem was described in a general manner, with instructor GSU – B using the
particular phrase “buy into.” These three quotes from this instructor exemplify this:
“…sometimes the better students wouldn’t buy into the whole Studio structure, because they’d
know how to function in a regular class;” “Students want to do, you know, they want to be told
what to do, they want to do it, and that… as a checklist;” and “Here, you’re asking them to do
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things they don’t usually get asked to do. They don’t know why, and so you tell them, but I have
to, I would talk to them about it all the time.” Specifically, instructors mention students’
resistance to changing groups, dislike of being assigned roles, and thinking three-hour studio
class sessions are too long.
As for Targeted Characteristics, i.e. the student characteristics that instructors target to
encourage beneficial student characteristics and deter the detrimental, the most prevalent came
from the Knowledge Building category. Surprisingly, the Knowledge Building category for
Observed Characteristics does not show up in either the Most Prevalent or Prevalent groups of
codes; thus, it appears taking strides to improve student’s abilities to connect concepts in physics
is a main, base-line goal of these instructors, not a reaction to a perceived need. The Connections
Opportunities + and Practices of Science + codes are both highly represented in the interviews.
Connection Opportunities + describes instructors making attempts to provide students with
opportunities to connect ideas and concepts both within physics and outside physics. This
includes statements of instructors facilitating the flow of ideas from first-semester to second
semester physics. To this regard, UCF – A stated that she would ask students “what do you
understand about electric flux, and then they work on the magnetic flux, and then I ask them
what is the difference between the two and these things.” Other instructors mentioned
encouraging connections to other courses outside the class (“I do [second-semester physics],
when you start talking about electric charges, I start with the cell, the physical cell.”; GSU – A)
and things such as the MCAT (“I actually took the time to go through [the 2015 MCAT
standards] and say how can I, how can I take parts and pieces of this and connect it to the course
work.”; GSU – D). Majority of the interviewed instructors take actions to make sure students are
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connecting ideas in physics to other important physical concepts and to topics beyond physics.
The Practices of Science + code describes instructors using inquiry methods and multiple
representations to promote the building of knowledge and concepts in students. Often, instructors
cite labs as a great opportunity to practice such techniques. Instructor GSU – A states, “Physical
labs are generally used to develop conceptual knowledge. Like a pendulum lab. I don’t tell them
how to calculate the period; they discover from the data what a period looks like.” When talking
about a lab in which students charge strips of tape by quickly pulling them off the table,
instructor GSU – C states, “They are not told what is supposed to happen at the beginning of the
lab,” emphasizing that students must learn and adapt as they go. Furthermore, in a secondsemester course, instructor UCF – A relates the use of the labs as a primary method of teaching,
claiming, “They are learning everything using bulbs and batteries. I don’t teach them anything.”
In addition to the inquiry methods, instructors also cite using multiple representations to help
students learn. Referring to teaching kinematics, instructor GSU – A states, “I go from motion
diagrams to graphs instead of from equations to graphs.” Instructor GSU – B, referencing labs
using motion sensors, states, “[Students are] going between different types of representations...
but they’re actually seeing what happens." Overall, these instructors are addressing the need for
students to practice knowledge-building in their physics courses, and perhaps these attempts are
successful, as instructors did not often bring up students inabilities to do so.
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Table 89. Prominent Codes in Instructor Interviews

Category
Collaborative
Learning
Math Preparation
Daily Preparation
Self-efficacy
Student Buy-in
Self Regulation
Collaborative
Learning
Daily Preparation
Self-efficacy
Student Buy-in

Code

GSU
Count
Observed Characteristics
Collaborative Learning +
1/4

UCF
Count

Total
Count

2/2

3/6

Collaborative Learning 2/4
Algebra Skills 2/4
Reading Preparation 1/4
Confidence to Participate +
3/4
Confidence to Participate 3/4
Student Buy-in +
1/4
Targeted Characteristics
Self Regulation Promotion +
2/4
Holding Student-centric
3/4
Discussions +
Participation Policing +
2/4
Requiring/Suggesting Reading + 1/4
Fostering Confidence
3/4
Explaining Studio Benefits +
2/4

2/2
2/2
2/2
1/2
0/2
2/2

4/6
4/6
3/6
4/6
3/6
3/6

1/2
1/2

3/6
4/6

1/2
2/2
1/2
1/2

3/6
3/6
4/6
3/6

Moving on to the Prominent Codes, Collaborative Learning is mentioned by several
interviewees both in a beneficial (Collaborative Learning +) and detrimental (Collaborative
Learning -) light. When asked about commonalities between students who adapt well to and
perform well in studio, instructor GSU – A stated, “They can cooperate. That’s really what the
whole point of the studio is," and instructor UCF – A stated, “They help other students in their
group.” Also, when asked about commonalities between who do not do well in studio, UCF – A
stated, “There are students who will be there who will not like to do anything,” referring to
working in groups. Furthermore, when instructor UCF – B stated, “I notice some several tables,
students are really engaging, are really working together on the problems," and GSU – B claimed,
“It causes some problems amongst the groups when students are really struggling,” both
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statements underscoring the delicate nature of group work. In order for instructors to handle the
issues that arise from Collaborative Learning, Table 89 shows the Collaborative Learning
Targeted Codes of Participation Policing + and Holding Student-centric Discussions +. In
reference to dealing with students that don’t participate, GSU – A stated, “Generally, you have to
stay on them, as the teacher,” referring to keeping students on task and cooperating. UCF – A
makes a similar claim. Again when asked about commonalities between students who don't do
well in studio, UCF – A states “There are students who will be there who will not like to do
anything, So, somehow the thing is, these are the students we go after them.” In addition, while
GSU – B, talking about non-participating students, stated, “having to push them to, um, uh,
especially the students who um, um, other than the strong student, um, to, um, make sure they’re
struggling with it and coming to an understanding of what they’re writing down.” Here, GSU – B
references the need to make sure those who are not interacting with their peers are doing so, in
addition to critically thinking about the material. To stress the importance of Collaborative
Learning, several instructors mentioned their use of student-centered discussions. In a typical day,
instructor GSU – A states that “the TAs and I watch them perform on the whiteboard. And then
we have a discussion about what they did on the whiteboard.” For UCF – A, a typical day
includes having students present to the class once problems have been worked on: “Everyone is
welcome to present what they want, what they have done. And then it is more like a discussion,
hardly there is any lecturing.” Instructor GSU – B also mentions using the discussion as a
management tool for inquiry labs: “You had to give them more time, uh, to come up with their
experimental design and to have that discussion and to converge—you want to converge.” Hence,
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though we see student cooperation acknowledged as a challenge in these studio-mode classes,
instructors noticing the problem often address the issues appropriately.
Instructors (especially at UCF) mention the students’ lack of Daily Preparation in the
Observed Characteristics code Reading Preparation -, describing students not reading the
required/suggested material. They also express their attempts to get students to read through the
Targeted Characteristics code Requiring/Suggesting Reading +. Instructor UCF – B states,
“although we always told them please go and read book before they come to class, you know,
they would never read it.” Instructor UCF – A goes into more detail and states that getting
students to read the book is a process: “Initially, I would say half of the class, they will not read,
but as the semester progresses, the number improves, you know.” This instructor’s main strategy
to get students to read is to continually poll the class as to their reading practices: “We give them
some reading assignment. You have to read these sections, and then I ask them, how many of
you have read? Honestly, you have to tell.” Additionally, UCF – A stresses that reading is an
exploratory and learning process, not an examination, as expressed by the following two quotes:
“we are not expecting that when you come to the next class, you should know all the answers;”
“read these two sections, read it even if you don't understand, then you will at least know what
you are not understanding.”
Student Self-efficacy is brought up in the majority of the interviews overall and
especially at GSU. These comments about self-efficacy come in both a positive (Confidence to
Participate +) and negative (Confidence to Participate -) form. When asked about
commonalities between students who adapt well to the studio-mode course, instructor GSU – B
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touches on both sides of student self-efficacy, stating, “I think students, I mean outgoing students,
do better. I mean, the, the shy students, the students who don’t want to talk even in a group of
three.” Commenting further on the shy students, GSU – B states that low confidence “also
prevented them from kind of engaging, fully engaging into the discussion because they were,
they’re afraid that they were going to get called on or something.” Instructor GSU – D comments
on confident and under-confident students, stating, “I feel like there’s always the students who
will… are very much aggressively active in class,” and “And then there’s another small
population of students that are just sort of trying to, you know, sneak out of the conversation,
perhaps, or, you know, avoid interaction.” Combating the lack of student confidence in the
courses comes in a few forms for these interviewed instructors. UCF – A encourages students not
to hesitate to communicate, stating, “…don't feel shy, in office hours you can ask. If you don’t
want to ask in front of others, ask privately, but at least make sure that you learn.” Several
instructors at GSU attempt to create a more comfortable environment, letting students know that
the classroom is a place to learn and not agonize over being incorrect. As expressions of this,
instructor GSU –A states, “…we’re all in this together, um, you can be wrong, there’s nothing
wrong with being wrong, and we can correct it while we’re here,” and GSU – D states, “…the
trick is finding a way to show the students that we’re all human being and everybody is
learning… everybody is in that room to learn.” Ultimately, those instructors mentioning that selfefficacy is an issue in their course take some sort of action to ameliorate this issue.
Though not appearing as often as the Observed Characteristic code Student Buy-in -,
Student Buy-in appears in a positive way as the Prominent Student Buy-in + code. This code
describes students being open to different aspects of the studio-mode of instruction. Instructor
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UCF – B mentions that many of the students overall enjoy the group work in the studio-mode
courses, and UCF – A mentions that “"by the end of the semester, [students] realize that studio is
best. Studio is better, because they are working in the class, they are not sitting they are
working." Instructor GSU – B, in regards to students in the studio-mode courses, states, "… you
certainly have students who respond incredibly well to it and really love it," and interestingly,
this instructor claims, “But academically I’d say it’s the ones in the middle that are most likely to
buy in and see that they can do much better than they thought they were going to be able to do.”
Hence, though comments about student not buying in are more prevalent, instructors are
certainly encouraged by those that do. However, when dealing with students not buying into the
studio-mode physics course, some of the instructors take measures to increase buy-in, as
indicated by the Explaining Studio Benefits + code. Instructor GSU – B states that effort is put in
at the beginning of the course to familiarize students with the studio-mode format: “So we tried
very much to warn them ahead of time—tell them, explain what the class is, how it was going to
function, and if they didn’t want to do it, help them get into a regular lecture class.” The other
instructors often focus on the topic of group work as a career skill, thus addressing any group
dynamics issues and framing the studio-mode courses as an asset to students’ futures. Instructor
UCF – A states, “when they work for some company or when they work anywhere, they have to
work with everyone,” and GSU – A states, “And you have to kind of motivate them. You know,
when you go to work, this is what happens, you will go from one group to another.”
Lastly, the Self-Regulation category appears in the Targeted Characteristics, but as before
with the Knowledge Building category, there are no Self-Regulation codes in the Observed
Characteristics that show up in either the Most Prevalent or Prevalent groups of codes; thus, it
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appears taking strides to improve students’ metacognitive and self-assessment skills is another
main, base-line goal of these instructors, not a reaction to a perceived problem with a lack of
ability. This focus on self-regulation comes mostly in the form of the Self-Regulation Promotion
+ code, describing instructors encouraging or requiring students to explain their steps in problem
solving and/or to reflect on what they do and do not understand. Instructor GSU – B, when asked
what he does in his studio class that has the most positive impact on his students, claims “…the
fact that they see that, uh, not just doing the work but having to think about, you know, being,
um, metacognitive—having to think about their own understanding and their own learning, being
reflective on that.” This instructor believes this practice is fruitful, but specifies that doing this
successfully can be a challenge, as students can get frustrated when they must struggle with their
understanding: “So you’ve got to get them to be doing the work and struggling with the, the,
their understanding, when… and you’ve got to get rid of the other, other things that frustrate
them.” Instructor GSU – D related the encouragement of metacognitive technique regularly
during problem solving sessions, stating, “I’d try to encourage them to write an explanation of
why they’re using what they’re using with every step towards the solution.” And instructor UCF
– A, emphasized in her interview that students understanding what they don’t understand is also
important to the learning process, stating, “if you don't understand that when you read it, and you
don't understand, it is alright, but at least read that section. Not understanding is not a problem.
When you come to the class, you can always discuss with your group, you can always talk to me
or LA or TA and figure out what you have not understood.” These studio-mode instructors thus
see the importance and value of bolstering students’ abilities to struggle with a concept, express
their thought processes, and seek understanding though metacognitive techniques.
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Summary
In summary, the interviewed instructors highlight several student characteristics they feel
have an important effect on student success in algebra-based, studio-mode physics courses. In
every interview, instructors specifically mentioned, organically, student’s inadequate math skills
as a hindrance for student learning. Specifically, instructors mentioned a lack of algebra skills
most often, as some students seem to have a difficult time manipulating equations: a skill
essential to physics problem solving. Also, most of the interviewed instructors mention concerns
with students possessing undesirable learning motivations, with students mainly interested in
maximizing their course grade, often leading to students using memorization techniques to study.
Instructors noted that this often leads to students not being able to correctly answer problems
only slightly different from those the students have already seen. Ultimately, instructors highlight
confident students, who work well in groups and feel that the studio-mode of instruction is an
efficient way of learning physics, as those excelling in their courses. In order to promote these
qualities in students, instructors strive to make students feel more comfortable with exploring
their understandings, presenting solutions to the class, and asking questions when needed.
Instructors also endeavor to make sure students are working in groups effectively, in addition to
speaking with students regularly about how the studio-mode of physics instruction is effective
and why thing are done the way they are in the course. Furthermore, instructors do their best to
provide knowledge-building opportunities for students to build bridges between the concepts in
physics and make it a point to encourage students to use metacognitive techniques and express
their reasoning in words when solving problems.
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In the following chapter, I will discuss further the information gained from these
instructor interviews, in addition to synthesizing these details with the information gathered from
analysis of the SCS.
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CHAPTER SIX: DISCUSSION
In this chapter, I summarize the main outcomes from both branches of this work:
collecting information about student characteristics directly from the students using the SCS and
collecting information about student characteristics from the instructors teaching them through
semi-structured interviews. Throughout, I reference and synthesize the information from both
parts of this project, highlighting connections between the effects of student characteristics found
through statistical analyses and those effects observed by instructors in the classroom.

Overall Gaps in Conceptual Understanding and Student Attitudes
In the overall aggregated data, I observed several gaps in student outcome measures due
to different demographic considerations. Several of these (Gender, Ethnicity, and High School
Physics Experience) have been investigated in previous studies, some within the context of
studio-mode courses, and this literature gives a frame of reference for interpreting the results
found in this study. I will detail the gaps in student outcome measures for these three
demographic variables, referring to the literature for context of what has been found previously
in other physics courses. In the following discussions, regression coefficients will be given with
the 95% confidence intervals to facilitate interpretation of the size and variability of the effects
of each demographic variable.
In the linear regression models for FCI Pre-score, FCI Post-score, and CSEM Post-score,
a statistically significant Gender effect exists. In the FCI Pre-score model, the regression
coefficient indicates that men, on average, come into their first-semester physics courses with
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about 10% higher FCI scores and leave with about 10% higher FCI scores compared to women.
As the confidence intervals for the FCI Pre- and Post-score regression coefficients overlap, but
do not contain zero, I can say that this gap in score due to gender exists, but I cannot say that it is
different from pre- to post-instruction, and thus, there is a persistent and consistent Gender gap in
FCI scores between men and women at the beginning and end of the first-semester physics
courses studied. As for the second semester courses at UCF and GSU, the CSEM Post-score
regression model indicates the existence of a post-instruction gender gap, with men scoring about
6% higher on the CSEM Post-test. Though I cannot attest to the size or presence of a gap preinstruction, there is certainly a gap in existence after instruction. These results are slightly
different from those found in other studio-mode courses. At Florida International University, in
their calculus-based, studio-mode courses using the Modeling Instruction curricula, Brewe et al.
(2010) report a growing gender gap (men – women), with an FCI Pre-score (Standard Error) gap
of 11.5 (1.9)% increasing to 20.2 (2.3)% post-instruction. For their second-semester calculusbased, studio-courses, Kohl and Kuo (2009) report a growing gender gap in Studio Physics, with
differences in men’s and women’s CSEM scores increasing from 4.2% pre-instruction to 8.3%
post-instruction. Both of these examples, the few that exist in the studio-mode context, exhibit a
pre-existing difference between men and women in conceptual physics knowledge that grows by
the end of the course. Of notes is that the works of Brewe et al. (2010) and Kohl and Kuo (2009)
are both studies taking place in a calculus-based setting. In the current study of algebra-based
students, a pre-existing gap is observed, but this gender gap is statistically similar at both preand post-instruction, indicating there is no growth in the gender gap. Thus, it appears that overall,
men and women have similar experiences in the investigated algebra-based, studio-mode courses
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and make similar gains in conceptual knowledge. Although pinpointing the exact reasons for a
halt in gender gap growth in the algebra-based courses may be difficult, further investigation into
the nature of the classroom sessions through observations, instructor and student interviews, and
document analysis may shed light on this result. In addition, it would be interesting to investigate
the behavior of the gender gap in algebra-based, studio-mode physics courses at even more
institutions to see if the trend across universities is consistent with the results found here.
In the linear regression models for FCI Pre-score, FCI Post-score, and CSEM Post-score,
a statistically significant Ethnicity effect exists. In the FCI Pre-score model, the regression
coefficient indicates that underrepresented students, on average, come into their first-semester
physics courses with about 4% lower FCI scores and leave with about 7% lower FCI scores
compared to majority students. As the confidence intervals for the FCI Pre- and Post-score
regression coefficients overlap, but do not contain zero, I can say that this gap in score due to
ethnicity exists, but I cannot say that it is different from pre- to post-instruction, and thus, there is
a persistent and consistent ethnicity gap in FCI scores between majority and underrepresented
students at the beginning and end of the first-semester physics courses studied. As for the second
semester courses at UCF and GSU, the CSEM Post-score regression model indicates the
existence of a post-instruction ethnicity gap, with underrepresented students scoring about 5%
lower on the CSEM Post-test. Though I cannot attest to the size or presence of a gap preinstruction, there is certainly a gap after instruction. In the studio-mode physics course context,
Brewe et al. (2010) also investigated the presence of an FCI score ethnicity gap in their
Modeling Instruction studio-mode physics courses. In contrast to their results for gender, they
found a consistent ethnicity gap (majority – underrepresented), with an FCI Pre-score (Standard
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Error) gap of 6.9 (2.8)% and an FCI Post-score gap of 8.9 (3.2)%. Investigations into ethnicity
gaps in the CSEM are not prevalent in the literature; thus, there are no results to which I can
make a comparison to the second-semester results found here.
In the linear regression models for FCI Pre-score and FCI Post-score, a statistically
significant High School Physics Experience (HSPE) effect exists. In the FCI Pre-score model,
the regression coefficient indicates that students with no HSPE, on average, come into their firstsemester physics courses with about 3% lower FCI scores and leave with about 4% lower FCI
scores compared to majority students. As the confidence intervals for the FCI Pre- and Postscore regression coefficients overlap, but do not contain zero, I can say that this gap in score due
to HSPE exists, but I cannot say that it is different from pre- to post-instruction, and thus, there is
a persistent and consistent HSPE gap in FCI scores at the beginning and end of the first-semester
physics courses studied between those students who have and have not had HSPE. This result is
generally consistent with the literature (Champagne & Klopfer, 1982; Harlow et al., 2014;
Gerald E. Hart & Paul D. Cottle, 1993; Hazari et al., 2007; Sadler & Tai, 2001), which indicates
there is “…at least a small causal relationship between taking high school physics and university
physics performance,” (p. 4) with students who have had high school physics performing better
in their college physics courses (Harlow et al., 2014). This effect of HSPE is also expressed in
students’ final course grades at UCF and is consistent with the research cited above. The
regression model for course grade shows a statistically significant HSPE gap, with students
having no HSPE getting, on average, about 3% lower for their final grade in their first-semester
physics courses.
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In addition to the gaps due to these demographic variables, there is also a significant
effect due to SAT Math score in the overall FCI Pre- and Post-score regression models. SAT
Math score has a similar size effect in both the FCI Pre-score and FCI Post-score models. At preinstruction, students get around 3% higher on the FCI for every 100 SAT Math points earned; at
post-instruction, students get around 4% higher on the FCI for every 100 SAT Math points
earned. As the confidence intervals for these FCI Pre- and Post-score regression coefficients
overlap, but do not contain zero, I can say that this effect due to SAT Math score exists, but I
cannot say that it is different from pre- to post-instruction, and thus, there is a persistent and
consistent SAT Math effect in FCI scores at the beginning and end of the first-semester physics
courses studied. Given this result, it appears that students who enter into the first-semester
courses in this study continue to be at a disadvantage throughout the course of their physics
experience. This effects is distinctly noticed by those instructors interviewed at both UCF and
GSU, as all six individual to whom we spoke mentioned organically the struggle that both they
as instructors and students as learners go through when insufficient math expertise is present.
Coletta et al. (2007) found similar results as this project, finding a highly significant correlation
(p < 0.0001) between FCI Normalized Gain and SAT Math scores, with a regression coefficient
of 8.4, representing an increase of 8.4% in FCI normalized gain for every 100 SAT Math points
earned. Unfortunately, the confidence interval on this regression coefficient was not reported,
nor was the relationship investigated for the FCI Pre-score and FCI Post-score separately.
Despite this, the results from Coletta et al. (2007) still show a relationship where students with
higher math skills coming into their physics course perform better on the Force Concept
Inventory.
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Lastly, an effect for major is present in in the linear regression models for FCI Pre-score
as a non-significant effect and in FCI Post-score as a statistically significant. In the FCI Pre-score
model, the effect of not being in the Health Sciences major category is included, but not
significant. In the FCI Pre-score model, this effect transitions to being significant, and the
regression coefficient indicates that students not in the Health Sciences major category, on
average, leave their first-semester physics courses with about 6% higher FCI scores compared to
those in the Health Sciences major category.
In the case of the CLASS student outcome measures in first-semester physics courses, the
effects of learning profile and major are the most influential in the models. The effects due to
learning profile will be discussed later, but I delve deeper into the others here. For CLASS
Overall Favorable, the Pre-test score regression model indicates a significant effect due to major,
with students not in either the Life Sciences or Life Sciences – Pre Health major categories
having lower Overall Favorable scores. On average, if a student is not in the Life Sciences major
category, they have about 6% lower Overall Favorable scores pre-instruction, and if a student is
not in the Life Sciences – Pre Health major category, they have about 12% lower Overall
Favorable scores pre-instruction. Thus, due to the combined regression effects, students in all the
other major categories, including the Health Science and Social Science major categories, on
average, have about 17% lower Overall Favorable scores pre-instruction. At post-instruction, the
effect from not being in the Life Sciences major category is not present in the model, but the
effect of not being in the Life Sciences – Pre Health major category persists. On average, if a
student is not in the Life Sciences – Pre Health major category, they have around 11% lower
Overall Favorable scores post-instruction. Thus, given the confidence interval overlap of the
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combined pre-score effects and this post-score effect, there is a consistent gap between those in
and not in the Life Sciences – Pre Health major category in terms of their CLASS Overall
Favorable scores. Moving on from major, I note the presence of a non-significant Gender effect
in both the CLASS Overall Favorable Pre- (p = 0.190) and Post-test scores (p = 0.082) that have
similar, but small, levels of importance (0.029 for CLASS Overall Favorable Pre and 0.025 for
CLASS Overall Favorable Post). Hence, it is possible that a small gender gap exists both preand post-instruction in the CLASS Overall Favorable scores. Collecting more data and repeating
the above analysis would help to increase statistical power and thus allow us to detect the small
effect of gender if it does exists. Furthermore, Ethnicity is not present in either the CLASS
Overall Favorable Pre-test or CLASS Overall Favorable Post-test regression models, indicating
that there is no ethnicity gap present. Traxler and Brewe (2015) investigated both ethnicity and
gender gaps in their CLASS Overall Favorable scores from the Modeling Instruction Studio
courses at Florida International University. They found no significant gaps in ethnicity or gender
at either pre- or post-instruction. This result for ethnicity is consistent with the result presented in
this work, but the presence of a possible gender gap at UCF differs from the findings of Traxler
and Brewe (2015), but again, further investigation is needed to confirm the gender gap.
Similar results are obtained for major in the CLASS Overall Unfavorable regression
models. The CLASS Overall Unfavorable Pre-score regression model indicates a significant
effect due to major, with students not in either the Life Sciences or Life Sciences – Pre Health
major categories having higher Overall Favorable scores. On average, if a student is not in the
Life Sciences major category, they have about 5% higher Overall Unfavorable scores preinstruction, and if a student is not in the Life Sciences – Pre Health major category, they have
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about 7% higher Overall Unfavorable scores pre-instruction. Thus, due to the combined
regression effects, students in all the other major categories, including the Health Science and
Social Science major categories, on average, have about 12% higher Overall Unfavorable scores
pre-instruction. At post-instruction, the effect from not being in the Life Sciences major category
is not present in the model, but the effect of not being in the Life Sciences – Pre Health major
category persists. On average, if a student is not in the Life Sciences – Pre Health major category,
they have about 9% higher Overall Unfavorable scores post-instruction. Thus, given the
confidence interval overlap of the combined pre-score effects and this post-score effect, there is a
consistent gap between those in and not in the Life Sciences – Pre Health major category in
terms of their CLASS Overall Unfavorable scores. Interesting to note is the presence of a
statistically significant gender effect in the Overall Unfavorable Post-score, upgrading from a
non-significant effect at pre-instruction. Thus, we see evidence for a developing gender gap in
the CLASS Overall Unfavorable post-instruction, with men getting about 5% less in Overall
Unfavorable Post than women, on average.
As for all the CLASS student outcome measures in second-semester physics courses, the
effects of learning profile is often the most influential in the models; however, the adjusted
Pearson’s r2 values are generally low for these models (with low to medium values of the effect
size Pearson’s r), meaning that the variables available to me to use as potential predictors in this
Automatic Linear Modeling procedure may not be the best at explaining the variance in these
second-semester CLASS scores. There are likely other variables not investigated in this study
that may help to better explain these scores. I hypothesize that such measures as students’ first-
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semester CLASS Post-test scores would be important predictors, as well as some measure of
perceived applicability of second-semester introductory-physics course content specifically.

Institutional Characterizations
From the demographic analysis comparing distributions of different demographic groups
across institutions, one gets a better idea of the students enrolled in the algebra-based, studiomode introductory physics courses studied in this project.
The snapshot of UCF algebra-based, studio-mode introductory physics courses reveals
classrooms populated with relatively less prepared students, as UCF has lower average SAT
Math scores compared to GW and lower proportions of both students with high school physics
and calculus experience. In addition, these students are burdened with relatively more external
pressures, as students at UCF are likely to have jobs and live off-campus, activities that take time
away from students’ daily time that could otherwise be put toward academic endeavors.
Additionally, the algebra-based physics students at UCF are more frequently in the Health
Sciences major category. As described before, students in the comprising majors are not required
to take additional upper-level physical sciences courses, and thus often view their physics
courses as “necessary annoyances,” required courses that has no significant impact or use beyond
passing the course. These factors combined appear to lead to a larger proportion of students at
UCF adopting the Learned Helpless learning profile and expecting to get lower grades in their
courses (grade expectations of a B or C).
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In comparison, GSU has similar SAT Math scores to that of UCF, which are lower
compared to GW; however, GSU has a higher than expected proportion of students with HSPE.
Also, the proportion of students with calculus experience at GSU is in between the relatively low
and high proportions see at UCF and GW, respectively. Furthermore, the proportion of employed
students at GSU is in between the relatively high and low proportions seen at UCF and GW,
respectively; however, just like at UCF, GSU students are not likely to live on-campus. Overall,
these results imply that students at GSU are marginally more prepared for their college physics
experience and may have more time available for academic endeavors compared to UCF, but are
still not as prepared or unburdened as those students at GW. Of note also is that GSU has the
highest proportion of underrepresented student, GW has the lowest, and UCF is in between the
two. Overall, these considerations are manifested in a small difference in both the FCI Post-score
and CSEM Post-score between UCF and GSU. For FCI Post, a Kruskal-Wallis test reveals a
significant (p = 5.26x10-3) and small (η2H = 0.0202) difference between UCF (49.61%) and GSU
(55.94%). There is no statistically significant difference in FCI Pre-score between UCF and GSU
(p = 0.727). For CSEM Post, a Kruskal-Wallis test reveals a significant (p < 0.001) and small
(η2H = 0.0253) difference between the UCF (31.38%) and GSU (37.31%). Unfortunately, GW
provided no student outcome measures; however, I hypothesize that if such data were available,
GW would possess statistically significantly higher conceptual inventory scores post-instruction,
for both first- and second-semester courses. It is likely that this difference would exist preinstruction as well.
I turn now to the linear regression analysis, disaggregated by institution. First, at UCF,
we see very similar results as the aggregated data for the first-semester conceptual inventory
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models. All variables that are significant predictors in the aggregated FCI Pre- and Post-score
models are likewise significant predictors in UCF’s FCI Pre- and Post-score models, respectively.
The sizes of each of these effects, given by the regression coefficient and their confidence
intervals are similar between the aggregated and UCF only models as well. These results may be
due to the fact that majority of the data comes from UCF courses. The main difference between
these two cases is the presence of a significant learning profile effect in the UCF FCI Pre-score,
where students not adopting the Knowledge Building profile get 5.0 (2.0 – 8.0)% less on the FCI,
pre-instruction. This transitions to a non-significant effect in the post-test, meaning that I cannot
say that this learning profile effect disappears completely in the FCI Post-test, but it is likely that
the effect at least diminishes, and further data collection and analysis can help to elucidate what
is happening in this case.
In the linear regression models for FCI Pre- and FCI Post-score at GSU, the number of
significant predictors is fewer and differs in some respects from that of UCF. Similar to UCF, at
pre-instruction, there is a statistically significant gender gap, where men get 10.7 (5.3 – 16.0)%
higher on the FCI, and there is an effect due to grade expectation, where students not expecting
to get a B (and are thus likely expecting to get an A, as there are few students expecting to get Cs
in this sample) get 6.9 (1.7 – 12.2)% higher on the FCI. But, other than a non-significant effect
from major (which is absent from the UCF FCI Pre-score model) there are not other predictors in
the GSU FCI Pre-score regression model. Thus, we see far fewer predictors at GSU than UCF.
At post-instruction, the number of statistically significant predictors remains small, but they are
slightly different from those at pre-instruction. Interestingly, the gender effect transitions to
being non-significant but remains in the model. Thus, it is likely that the gender gap diminishes
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in the GSU first-semester studio classes, but I cannot say that the effect disappears completely.
This is similar to the results of Rodriguez et al. (2012), who used effect size analysis to
reevaluate the closed gender gap found by Lorenzo et al. (2006), discovering that though the gap
did indeed shrink, a small effect due to gender remained, and they could not claim, statistically,
that the gender gap had vanished. The most surprising result from this analysis is the
development of an important and sizable ethnicity gap in the GSU FCI Post-score. After
instruction, this statistically significant ethnicity gap shows underrepresented students getting
12.2 (5.2 – 19.3)% lower on the FCI. This result is concerning, as out of the three studied
institutions, GSU has the highest proportion of underrepresented students, implying that a large
number of students at GSU are having different experiences in their first-semester physics
courses, and these differential experiences are leaving them will less conceptual understanding
than their demographic counterparts. Determining the specific cause of this gap may be an
arduous task and is outside the scope of this work; however, further data collection and analysis
using the methods outlined here can help to better define this gender gap.
As for second-semester physics, the CSEM Post-score regression models for both UCF
and GSU possess grade expectation as the most important predictor, and the size of the effects’
regression coefficients are similar. After instruction, the UCF regression model shows that
students not expecting to achieve an A in the course get 7.3 (2.8 – 11.8)% lower on the CSEM,
and the GSU regression model shows that students not expecting to achieve and A in the course
get 7.5 (1.5 – 13.5)% lower. This is the main similarity between the two institutions, however. At
UCF, there is a developing effect due to residence, whereas, at GSU, a gender gap develops and
an effect from SAT Math scores becomes important. Through further investigations conducted in
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the overall research project of which this is a part, it will be interesting to see why math
preparation is a predictor at GSU and not UCF, and why residence appears to matter most for
UCF students in their second-semester of introductory physics. Given that only 11 students in the
sample live on campus, it is possible that this Residence effect is real and large or is due to the
heighted randomness associated with small samples. Increasing the samples size will help in
determining which is more likely.

Learning Profiles, Student Attitudes, and Conceptual Inventories
A major result of this work is resolving five distinct learning profiles, similar to those
found in previous studies (Nelson et al., 2015; Shell & Husman, 2008; Shell & Soh, 2013),
among algebra-based, studio-mode introductory physics students using model-based cluster
analysis. These five profiles are the Strategic, Knowledge Building, Surface, Apathetic, and
Learned Helpless profiles. The Strategic and Knowledge Building profiles are known as adaptive
learning profiles. High levels of knowledge-building and motivation characterize these groups;
Strategic and Knowledge Building students actively connect ideas together and value the
material they learn in their physics courses as useful to their futures. Strategic and Knowledge
Building student, however, differ in their levels of engagement with the course. Relative to
Strategic students, Knowledge Building are more intrinsically motivated, asking fewer questions,
self-regulating less, possessing lower levels of collaborative learning, and putting in less time
into the course. Despite being lower than that of Strategic students, the level of engagement that
Knowledge Building students have with their physics courses is much higher than students in
either the Surface or Apathetic learning profiles. Both of these profiles possess the lowest levels
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of self-regulation, question asking, and collaborative learning, and are considered maladaptive
learning profiles. Apathetic students also possess the lowest levels of motivation in the course.
Surface students, despite their low engagement levels, value their physics courses slightly more
than Apathetic students, possessing higher motivation levels and putting more time and effort
into their courses. The fifth learning profile, the Learned Helpless profile, is also maladaptive
and is comprised of students that attempt to regular their learning, putting moderate amounts of
time and effort into their courses, but possess a high lack of regulation (given by the Surface
Approach measure in this study) and low levels of knowledge-building. This implies that
Learned Helpless students are trying to study for their physics courses, but they are not using the
best strategies and are often left overwhelmed by the amount of material present in the course.
Overall, the presence of these five learning profiles in this work further strengthens the
foundation of the profile approach and profile research, in general. Furthermore, as discussed
below, learning profiles can be of practical use to instructors for deciphering the study strategies
and motivations of students in their classes.
Another important finding of this work is the effect of Learning Profile on the CLASS
student outcome measures, especially in the first-semester courses. For each of the Overall
Favorable Pre, Overall Favorable Post, Overall Unfavorable Pre, Overall Unfavorable Post, a
statistically significant detrimental effect on student attitudes toward physics occurs, on average,
for those students not in the Knowledge Building or Strategic Learning Profiles, and thus in
either the Learned Helpless, Surface, or Apathetic Learning Profiles. By detrimental effect, I
mean that students not in either of the two adaptive learning profiles have lower CLASS Overall
Favorable scores and higher CLASS Overall Unfavorable scores. In all of the CLASS student
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outcome models, one of these learning profile effects is the most important in explaining the
variance in the model, and the other is either second- or third-most important. Furthermore,
interesting to note is the presence of these effects not only in the CLASS Post-scores, but the
CLASS Pre-scores, as well. This indicates that a student’s incoming attitudes toward the physical
sciences help to predict the learning profile that the student eventually adopts through their
course experiences and thus gives indication as to the overall study behaviors and motivations of
said student. Also, across all CLASS measures, the confidence intervals on these regression
coefficients overlap; thus, the size of the effect is similar across all scores.
The large presence of learning profile in the CLASS student outcome models comes as
no surprise, as a more detailed look at the contents of the CLASS attitudinal survey reveals
survey items rooted in topics such as knowledge-building, self-regulation, and motivation. In
Table 90 below, the main scales on the CLASS attitudinal survey, which help describe the main
types of items on the questionnaire, are given, and they are grouped by their relation to aspects of
the SCS used in determining the student learning profiles.
Table 90. CLASS Attitudinal Survey Connections with Learning Profiles

Related Grouping on the SCS
Strategic Self-regulation

CLASS Survey Scale
Sense Making/Effort
Applied Conceptual Understandings
Problem Solving General
Problem Solving Confidence
Problem Solving Sophistication
Real World Connection
Knowledge Building
Conceptual Connections
Personal Interest
Motivation
CLASS Survey Scale from Adams et al. (2006)
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Thus, the main categories stressed by profiles researcher (Nelson et al., 2015; Shell &
Husman, 2008; Shell & Soh, 2013), strategic self-regulation and motivation, are addressed in the
CLASS survey but in the context of the physical sciences. Given the differing nature of the
individual CLASS and SCS items but with meaningful topical overlap and the strong association
between the adaptive learning profiles and favorable student attitudes, the CLASS serves as a
source of external, related measures construct validity (Engelhardt & Harper, 2009) for the
learning profiles.
This result is of practical importance as well, as interviews with instructors at UCF and
GSU reveal concerns with and interests in particular aspects of student behavior and learning that
pertain directly to learning profiles. First, the most prevalent Targeted Characteristic mentioned
by instructors at these institutions is in the category of Knowledge Building, as instructors strive
to provide opportunities for students to build conceptual bridges between the content
encountered in their introductory physics courses and material presented in their other classes.
Such efforts are made in order to help students make connections between differing physics
concepts within the discipline, as well. Another prevalent Targeted Characteristic is SelfRegulation, with several of the instructors making it a point to encourage students to use
metacognitive techniques and express their reasoning in words to better prepare students not only
for their next science classroom experience but for their future careers as well. These regulatory
practices are characteristic of those students adopting the Knowledge Building and Strategic
profiles. Furthermore, most of the interviewed instructors mention concerns with students
possessing undesirable learning motivations, with students being mainly interested in
maximizing their point acquisition in the course, often leading to students attempting to learn
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through rote memorization thus not being able to correctly answer problems only slightly altered
from those the students have already seen. Such motivations are likely held by the three
maladaptive learning profiles, as they possess both high levels of Surface Approach and low
levels of Endogenous Instrumentality. In addition, the interviewed instructors mention student
characteristics in the categories of Question Asking and Collaborative Learning, two of the
components of student engagement with the course, as important characteristics for the course.
These instructors highlighted functional student groups as an important contributor to students’
studio-mode physics success and dysfunctional groups as success inhibitors. And though
instructors often understand that the organization of studio-mode physics courses can lead to a
reduced contact-time with students outside of class, the sentiment exists that increased contact
with the instructor does indeed breed success in the course. As the Knowledge Building and
Strategic profiles are associated with relatively high levels of Collaborative Learning and
Question Asking, it can be inferred that, ideally, instructors would desire students’ actions and
motivations to be closer to that of these profiles compared to the other three.
The prevalence of the learning profile effect in the CLASS student outcomes is mirrored
by its absence of statistical significant in in the FCI and CSEM student outcome models.
Something to note, however, is the nature of these two tests. Both the FCI and CSEM
questionnaires are multiple-choice conceptual inventories, possessing no assessment of student
reasoning about the items and no assessment of student’s self-regulation. This discrepancy has
been noted by James T. Laverty and colleagues (Cooper et al., 2015; Laverty, Cooper, &
Caballero, 2015): as curricula in science education change at multiple levels, requiring students
to master core disciplinary idea and make connections between the different disciplines,
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assessments must be altered in order to better evaluate such curricula, and assure that students
are developing the skills needed in the changing world. Laverty et al. (2015) present a
framework for developing assessments that are still multiple-choice, but evaluate students’ core
disciplinary skills (such as production of free-body diagrams) and reasoning behind their answer
choices, in addition to their final answers. I hypothesize that the effect of learning profile would
be more prominent on such a student measure, and I expect the future of student assessment in
PER to be guided by the findings of these updated assessments. As such, I expect information
about students’ learning profiles to become increasingly important for instructors as classroom
innovations and curricula continue to evolve.
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CHAPTER SEVEN: CONCLUSIONS AND IMPLICATIONS
Adopting the Self Regulated Learning perspective as a theoretical framework and using
the profile approach as a guiding methodology, this work gathered strategic self-regulatory,
motivational, and demographic information directly from students using an online survey. In
addition, instructors were interviewed to gather their opinions on what student characteristics
bolster and hinder student performance in the algebra-based, studio-mode introductory physics
courses, and students where interviews about how they study for these courses. Ultimately, this
information about student characteristics was synthesized and used in statistical analyses to
describe distinct learning profiles in the courses studied and to discover which demographic
variables are the important predictors overall and at each institution. Below, I discuss the main
conclusions from this work and the implications they have for the future of this project and other
studies to come.

Conclusions
Similar Outcomes, Unique Challenges
The results of this study show that there can exist nuanced differences at different
institutions, and these differences can lead to subtle, but significant differences in average values
of student outcomes. The University of Central Florida serves a larger proportion of students
underprepared for college physics and students that often work and spend extra time travelling to
campus to attend classes. These students more often adopt study strategies considered
detrimental to learning in the PER community and among the instructors that interact with these
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students directly. At GSU, the students appear to be just slightly more prepared than UCF
students for university physics, with higher rates of high school physics experience, leading to
higher rates of adopting more beneficial study strategies, but share similar burdens of commuting
to campus. In addition, GSU serves a large number of underrepresented students who appear to
have a more difficult time learning Newtonian concepts compared to the majority students at this
institution, possibly leading to future challenges in science courses for underrepresented students
down the road. Given the results of the linear regression models presented above, it is likely that
the combination of these differences in each institution’s students is the contributor to the small
difference in the FCI and CSEM post-instruction scores between the universities.
Since only a small difference in the overall average conceptual inventory scores is
observed between UCF and GSU, a naïve assumption would be that similar things are occurring
in the courses at those institutions or that similar issues are being faced. Again, the results of this
work counter that assumption, as disaggregation of the data and subsequent analysis reveals
different demographic effects on student outcomes are present at different institutions.
Determining these differences is a main goal of the overarching project of which this work is a
part; now, researchers can focus on these differences at each respective university, and
knowledge of these variations can be used to better interpret what makes student experiences at
each institutions different and how these difference affect student outcomes. The ways in which
UCF and GSU address the observed issues in their algebra-based, studio-mode introductory
physics will share some characteristics, but any specific prescribed interventions will likely
depend on the institutional needs diagnosed by research. I must note that since student outcomes
were not collected at GW at this point, claims about how student characteristics affect student
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outcomes at GW cannot be made at this time. For this reason, GW is not included in discussions
pertaining to student outcomes. Ultimately, the long-term goal is to carefully document both the
differences presented here and the methods used to address any issues in student learning, so as
institutions identifying themselves as more similar to UCF, GSU, or any of the institutions
visited in the future can best evaluate how to implement the studio-mode of physics instruction
on their campus.

Importance of Learning Profiles
Learning profiles are a main focus of this work. Taking the SRL perspective and utilizing
the profile approach, I was able to identify five learning profiles closely resembling those found
in previous research for a variety of student populations. The learning profile that students
appear to adopt by the end of their studio-mode course is of great importance in predicting not
only the students’ attitudes toward physics at the end of the course, but also at pre-instruction,
before any experiences of the course can influence student opinions in one way or another. Thus,
we see that to what degree students agree (or disagree) with experts in terms of how important
physics is and how to approach the topics in physics guides students to either adaptive or
maladaptive study techniques throughout the course.
Given this result, I am still hesitant to say the CLASS is a replacement for the SCS, as
resolution to distinguish, with a high degree of confidence, the two adaptive learning profiles
(Knowledge Building and Strategic) and the three maladaptive learning profiles (Learned
Helpless, Surface, Apathetic) from each other is absent in the CLASS. Such resolution is
important, as the advice I would give students in each learning profile to enhance performance in
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the course is affected by the nuanced differences in the profiles. As the learning profiles emerged
from a person-centered technique, I would speak with individual students after attaining their
learning profile results, e.g., the probabilities of students to belong to each profile, to better
assess the ways in which individuals adopt a learning profile. In regards to students who do
appear to have adopted a particular profile, I give the following examples of different advice I
would give such students who have adopted different learning profiles. I would address the
slightly higher levels of surface approach in strategic students by advising them on how to tweak
study habits to make their experience learning physics less overwhelming. For Knowledge
Building students, this is not a concern, and I would instead encourage them to practice
metacognitive techniques more often and interact with their peers more frequently. In the case of
the maladaptive profiles, I would focus on increasing the motivations of Learned Helpless and
Apathetic students, paying special attention to convince them of the importance of physics. For
Surface students, this is less of a concern, and my focus would be to make sure they are working
with their peers and practicing metacognitive techniques regularly. Even with the lower
resolution of the CLASS in distinguishing different types of students, these results have a very
practical implication for instructors, discussed in more detail below, that give instructors more
insight into their students’ motivations and metacognitive skill levels, even at the onset of the
semester.
To reiterate, once the SCS is shortened and optimized for individual instructor use, I urge
instructors to first and foremost consider learning profile results as suggestions for giving
guidance to individuals that appear to fall into one group or another. As learning profiles are a
product of a person-centered approach, educators must remember student individuality and
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refrain from treating specific learning profiles in exclusively a prescribed manner and
alternatively assess each students’ needs, given the guidance of learning profile results. Taking
such care in the practical application of learning profile results will help to avoid issues of
stereotype threat for students, “the threat that others' judgments or their own actions will
negatively stereotype them in the domain” (p. 613) (Steele, 1997). Thus, learning profiles are a
powerful tool to gauge students’ study abilities and overall motivation levels, and they can be
used to guide instructional decisions, but treating individual students in a particular way due to
profile adoption alone is neither the wisest nor the most efficient use of the profile approach.

Implications and Suggestions for Future Work
Areas of Focus for Institutional Investigations
As investigations in the algebra-based, studio-mode introductory physics courses
continue at UCF, GSU, GW, and beyond, I make several suggestions. Throughout this analysis,
several gaps in students’ understanding of physics have been identified among several
demographic groups. As cited during the discussion of these gaps, the literature acknowledges
many of them, but there is generally no consensus on what helps to remove these gaps and there
are few examples published in the context of the studio-mode of physics instruction. Madsen et
al. (2013) conducted a meta-analysis all of the gender studies in PER up to that point and found
that no one instructional intervention worked to reduce or eliminate gender gaps at multiple
institutions. This suggests that though the issues faced at differing intuitions can possibly be
ameliorated by specific prescribed, research-based instructional strategies, the case-by-case
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needs of each institution must likely be addressed as well in order to face the immediate
challenges at each place of higher education.
At UCF, it is clear that students in the algebra-based, studio-mode introductory physics
courses are having college experiences different from what one would hope students to have, as
academic endeavors are often not the only major concerns for these modern metropolitan
students. UCF possesses gaps in student understanding on the FCI that are typically observed in
physics classrooms, with demographics such as gender, ethnicity, high school physics experience,
and math skill contributing to differential leaning gains in UCF’s courses. Fortunately, it is
observed that these gaps are constant from pre- to post-instruction, as is not always the case;
some institutions find these gaps in understanding to grow throughout the course of the class.
The same can be said about the characteristics of GSU’s students, but the immediate issues of
interest are different, as GSU appears to have a shrinking gender gap but a growing ethnicity gap
in FCI scores, which is a concern. Overall, the results of this study help inform researchers in this
project about the variables that appear to have the most influential effect on student outcomes,
and subsequent investigations can be tailored to best investigate these issues at the respective
universities.
In the subsequent investigations, of interest is the extent to which instructors are aware of
the challenges faced by their students at their institution and the level to which and in what ways
instructors address these issues. Such follow-up research is separate from this work, but is part of
the larger project aimed at characterizing the studio-mode of instruction for introductory algebrabased physics students at various institutions. Thus far, observational data for studio-mode
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physics courses at UCF and GW have been collected by my research colleagues. In addition,
instructors and students at these institutions have been interviewed. Similar data collection will
be conducted at GSU in the near future. Additionally, the research team will follow up with
observed and interviewed instructors to collect teaching artifacts (quizzes, worksheets, labs, etc.)
used in each classroom. Throughout these analyses, I suggest paying close attention to the
characteristics of the instruction that may contribute to the persistence of these demographic gaps,
and in GSU’s case, contribute to the growing ethnicity gap.

Learning Profiles, the CLASS, and the Future of Physics Assessments
In future work, I will use the results of the SCS validation and model-based cluster
analysis as a guide to investigate how a shortened version of the SCS works in identifying the
five learning profiles. This shortened version of the SCS will contain only those survey scales
retained as clustering variables, in addition to any demographic items. Before such a shortened
SCS is developed, however, I believe physics instructors have a useful tool in their hands even
now: the CLASS questionnaire. Given the relationship between students’ adoptions of learning
profiles and their responses on the CLASS, I suggest instructors find means to collect preinstruction CLASS responses as quickly as possible. Though I cannot suggest strict guidelines
for what CLASS scores correspond to either adaptive or maladaptive study strategies or
motivation, looking at the distribution of CLASS Pre-scores, noting the top-scoring, low-scoring,
and middle-scoring students, and factoring such information into group formation may help to
improve student group dynamics. In addition, following up with students on an individual level
can help inform the CLASS results.
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Furthermore, the learning profile results of this study are applicable to more than just
algebra-based, studio-mode introductory physics students. An interesting line of research would
be to see if this relationship between learning profiles and CLASS scores is present in other
disciplines, as there exists a version of the CLASS for both introductory chemistry and biology
students. I hypothesize that subtle differences would exist, as the way in which students approach
physics, chemistry, and biology classes can differ, but ultimately, I expect similar relationships
between learning profile and CLASS results to exist. Such a research endeavor would also
extend the profile research to an even greater number of student populations and elucidate any
important differences in student behaviors in different disciplinarily contexts, information that is
likely valuable to discipline-based education researchers.
As for the absence of significant learning profile effects in students’ conceptual inventory
scores, I hypothesize that the nature of the Force Concept Inventory and the Conceptual Survey
of Electricity and Magnetism as mainly traditional standardized, multiple choice tests limits their
ability to evaluate students’ self-regulatory abilities and reasoning skills. As such, these
assessments do not address a major self-regulation component of the learning profiles, and thus
the influence of learning profile is limited, if not negligible. As the leaning profiles are important
predictors for student attitudes, a measure valued highly in the PER community, I agree with the
works of Cooper et al. (2015) and Laverty et al. (2015), both suggesting that college physics
educators must react to changing science curricula at the pre-university level, which are
beginning to promote connecting knowledge within and across the science disciplines and
requiring students to better practice metacognitive skills. Thus, as PER evolves, improving the
standard assessments used to gauge students’ understandings of physics content is a must and
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will allow physics education researchers to measure more aspects of physics knowledge students
develop throughout their physics courses.

Study Limitations
Within this work, there are several limitations present that I must address. First is the lack
of student outcome data from GW. Though survey data was collected at GW, and GW was
included in analyses not regarding student outcomes (such as investigating the presence of
student learning profiles and their interactions with demographics), I cannot make claims about
how student characteristics interact with student outcomes at George Washington University.
Overall, this limits the claims I can make about what may influence the historically larger
conceptual gains observed at GW within their particular context, as I cannot make appropriate
comparisons. Efforts will be made in the future to collect student outcome data, along with
further SCS distributions, at GW and other similar institutions.
Second, the concepts of motivation and affect are discussed in the same category
throughout this work; however, it will serve the project well to attempt to tease these two
concepts apart, both in data collection (adding affect scales to the SCS) and in analyses
(including affect in the model-based cluster analysis). Such actions may allow us to better
describe the learning profiles and possibly better understand the differences between them.
Third, the number of interviews conducted in this work is relatively small. Conducting
further interviews with instructors about student characteristics, at the collaborating universities
and outside institutions participating in the project, would help to strengthen the qualitative

286

portion of our analyses. Furthermore, the number of student interviews conducted to verify
learning profile adoption is also relatively small. Though the observed interaction between
students’ CLASS scores and learning profile adoption gives a source of external validity for the
learning profile analysis, analyzing further interviews with student survey takes, using results of
the model-based cluster analysis to recruit interviewees, would likely bolster the student learning
profile validity even further.
Lastly, the database of 900 students is large enough to use as a reference in later cluster
analyses involving future collections of algebra-based, studio-mode introductory physics
students’ responses. Results from later distributions of the SCS in such course contexts can be
added to the current 900 students, analyses can be repeated, and learning profile memberships
can be calculated. However, when attempting to extend the model-based cluster analysis to
different student populations, such as those in a different course context, like a traditional lecture
course, or a different discipline, such as a studio-mode biology course, it is likely that a new
reference database must be collected, in addition to validity and reliability of the SCS being
reevaluated for that particular course context.

Closing Statements
Overall, this work helps to explore in what ways algebra-bases, studio-mode introductory
physics students are different at various institutions, and in what ways these differences help to
predict student success at their respective universities. It also establishes that the profile approach
is a useful tool for understanding students’ attitudes toward physics and can give instructors
valuable information about students’ strategic self-regulation and motivations. Ultimately, this
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work will help guide further investigations into the implementations of studio-mode, algebrabased physics courses at different institutions around the world.
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APPENDIX A:
STUDENT PERCEPTION OF CLASSROOM KNOWLEDGE-BUILDING
(SPOCK) QUESTIONNAIRE
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Survey Scale

Knowledgebuilding

Self-regulation

Low-level
Question Asking

Survey
Item
Number
KB1

Appearance Order
in Questionnaire

Item Text

16

KB2

20

KB3

18

KB4

11

KB5

19

KB6

15

SR1

5

SR2

14

SR3

4

SR4

21

SR5

8

SR6

24

LQA1

3

LQA2

6

LQA3

15

As I study the topics in this class, I try
to think about how they relate to the
topics I am studying in other classes.
Whenever I learn something new in this
class, I try to tie it to other facts and
ideas that I already know.
As I study a topic in this class, I try to
consider how the topic relates to other
things I know about.
As I study the topics in other classes, I
try to think about how they relate to the
topics I am studying in this class.
In this class, I set goals based on things
I really want to learn.
In this class, I do assignments primarily
to learn something new.
In this class, I try to monitor my
progress when I study.
In this class, I make plans for how I
will study
In this class, I check myself to see how
well I am understanding what I am
studying.
In this class, I try to determine the best
approach for studying each assignment.
In this class, I take notes and jot down
questions when I am reading the class
materials.
In this class, I set goals for myself
which I try to accomplish.
In this class, I ask questions so that I
can be sure I know the right answers
for tests.
In this class, I ask questions to be clear
about what the teacher wants me to
learn.
In this class, I ask questions so that I
can find out what information the
teacher thinks is important.
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Survey Scale

Low-level
Question Asking
High-level
Question Asking

Collaborative
Learning

1
Almost Never

Survey
Item
Number
LQA4

Appearance Order
in Questionnaire

Item Text

13

HQA1

2

HQA2

9

HQA3

22

CL1

17

CL2

23

CL3

10

CL4

1

CL5

7

In this class, I ask questions to help me
prepare for tests.
In this class, I ask questions in order to
help me learn new things.
In this class, I ask questions about
things I am curious about.
In this class, I ask questions to help me
better understand the things I am trying
to learn.
In this class, my classmates and I
actively work together to help each
other understand the material.
In this class, my classmates and I
actively work together to learn new
things.
In this class, my classmates and I
actively share ideas.
In this class, my classmates and I
actively work together to complete
assignments.
When I am doing my work in this class,
I get helpful comments about my work
from other students.

Likert Scale Used for SPOCK
2
3
4
Seldom
Sometimes
Often
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5
Almost Always

APPENDIX B:
REVISED 2-FACTOR STUDY PROCESS QUESTIONNAIRE (R-SPQ-2F)
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Survey
Scale
Deep
Motive

Deep
Strategy

Surface
Motive

Survey
Item
Number
DM1

Appearance Order
in Questionnaire

Item Text

1

DM2

5

DM3

9

DM4

13

DM5

17

DS1

2

DS2

6

DS3

10

DS4

14

DS5

18

SM1

3

SM2

7

SM3

11

SM4

15

SM5

19

I find that at times studying gives me a
feeling of deep personal satisfaction.
I feel that virtually any topic can be highly
interesting once I get into it.
I find that studying academic topics can at
times be as exciting as a good novel or
movie
I work hard at my studies because I find the
material interesting.
I come to most classes with questions in
mind that I want answered.
I find that I have to do enough work on a
topic so that I can form my own conclusions
before I am satisfied.
I find most new topics interesting and often
spend extra time trying to obtain more
information about them.
I test myself on important topics until I
understand them completely.
I spend a lot of my free time finding out
more about interesting topics which have
been discussed in different classes.
I make a point of looking at most of the
suggested readings that go with the lectures.
My aim is to pass the course while doing as
little work as possible.
I do not find my course very interesting so I
keep my work to the minimum.
I find I can get by in most assessments by
memorizing key sections rather than trying
to understand them.
I find it is not helpful to study topics in
depth. It confuses and wastes time, when all
one needs is a passing acquaintance with
topics.
I see no point in learning material which is
not likely to be in the examination.
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Survey
Scale
Surface
Strategy

Survey
Item
Number
SS1

Appearance Order
in Questionnaire

Item Text

4

SS2

8

SS3

12

SS4

16

SS5

20

I only study seriously what’s given out in
class or in the course outlines.
I learn some things by rote, going over and
over them until I know them by heart even if
I do not understand them.
I generally restrict my study to what is
specifically set as I think it is unnecessary to
do anything extra.
I believe that lecturers shouldn’t expect
students to spend significant amounts of time
studying material everyone knows won’t be
examined.
I find the best way to pass examinations is to
try to remember answers to likely questions.

1
This is never or
only rarely true
of me

Likert Scale Used for R-SPQ-2F
2
3
4
This is
This is true of me This is frequently
sometimes true
about half the
true of me
of me
time
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5
This is always or
almost always
true of me

APPENDIX C:
STRUCTURE OF SCIENTIFIC KNOWLEDGE (SSK) SCALE OF THE
EPISTEMOLOGICAL BELIEFS ASSESSMENT FOR PHYSICAL
SCIENCES (EBAPS)
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Survey Scale

Structure of
Scientific
Knowledge

1
Strongly disagree

Survey
Item
Number
1

Appearance
Order in
Questionnaire
1

2

2

3

3

4

4

5

5

Item Text

When it comes to understanding physics or
chemistry, remembering facts isn’t very
important.
Scientists should spend almost all their time
gathering information. Worrying about
theories can’t really help us understand
anything.
Often, a scientific principle or theory just
doesn’t make sense. In those cases, you have
to accept it and move on, because not
everything in science is supposed to make
sense.
When solving problems, the key thing is
knowing the methods for addressing each
particular type of question. Understanding
the "big ideas" might be helpful for
specially-written problems, but not for most
regular problems.
To understand chemistry and physics, the
formulas (equations) are really the main
thing; the other material is mostly to help you
decide which equations to use in which
situations.

Likert Scale Used for EBAPS: SSK
2
3
4
Somewhat
Neutral
Somewhat agree
disagree
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5
Strongly agree

APPENDIX D:
DEMOGRAPHICS AND PREVIOUS EXPERIENCE ITEMS ON THE SCS
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Demographic Items:


Age
o What is your age?



Academic Information
o What is your current major?
o What is your minor? Skip this question if you don’t have one.



Ethnicity
o Please select the race / ethnicity that most closely applies to you:


American Indian or Alaskan Native



Asian



Black or African American



Hispanic or Latino



Native Hawaiian or Other Pacific Islander



Non-resident Alien



White



Multiple Ethnicities / Other (Please Specify) _____________
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Gender
o What is your gender?





Female



Male



I prefer not to answer

1st Generation Student Information
o Did either of your parents (or your legal guardians) complete a bachelor's (four year)
degree?


Yes



No

o What is the highest level of education attained by your mother?


Did Not Complete High School



High School/GED



Some College



Bachelor’s Degree



Master’s Degree



Advanced Graduate Work or Ph.D.



Not Sure

o What is the highest level of education attained by your father?


Did Not Complete High School



High School/GED



Some College
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Bachelor’s Degree



Master’s Degree



Advanced Graduate Work or Ph.D.



Not Sure

Job/Work/Employment
o Do you work in addition to attending school?


Yes, I work On Campus



Yes, I work Off Campus



Yes, I work both On and Off Campus



No

o What kind of work do you do? _____________
o How many hours do you work per week?


0–5



6 – 10



11 – 15



16 – 20



21 – 25



26 – 30



31 – 35



36 – 40



> 40
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Residency
o Do you live on campus?


Yes


Do you live in a dorm or apartment?
o Dormitory
o Apartment
o Other (Please Specify) _________



No


Do you live in a house or apartment?
o House
o Apartment
o Other (Please Specify) _________



How far away do you live from campus?
o < 5 miles
o 6 – 10 miles
o 11 – 15 miles
o 16 – 20 miles
o > 20 miles



How do you commute to campus?
o Bicycle
o Car Pool
o Public Transportation
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o Personal Vehicle
o Walk
o Other (Please Specify) _________


How many minutes does it typically take you to commute to campus?



Do you live with relatives?
o Yes
o No



Parenthood
o Do you have any children?


Yes


How many children do you have?
o 1
o 2
o 3
o 4
o 5
o 6 or more





How old are your children?

No

SAT/ACT Scores
o SAT Mathematics Score: __________


Year Achieved? __________
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Confidence in Score?


Not Confident at all



Confident within 200 points



Confident within 100 points



Confident within 50 points



Confident within 10 points



100% Confident

o SAT Reading Score: __________


Year Achieved? __________



Confidence in Score?


Not Confident at all



Confident within 200 points



Confident within 100 points



Confident within 50 points



Confident within 10 points



100% Confident

o ACT Mathematics Score: __________


Year Achieved? __________



Confidence in Score?


Not Confident at all



Confident within 5 points



Confident within 3 points

303



Confident within 2 points



Confident within 1 points



100% Confident

o ACT Reading Score: __________


Year Achieved? __________



Confidence in Score?


Not Confident at all



Confident within 5 points



Confident within 3 points



Confident within 2 points



Confident within 1 points



100% Confident

Previous Experience Items:


Physics Experience
o Before this course, what was the last physics course you took?


Enter course description here ____________________


At what education level did you take this physics course?
o Middle School
o High School
o 2-year-college / Community college
o 4-year-college / University
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o Other (Please Specify) _________


What grade did you receive in this course?
o A
o B
o C
o D
o F
o Withdraw / Drop



Did you take any physic classes in high school?
o Yes


What type of physics class was the highest-level
physics class you took in high school?





International Baccalaureate (IB)



Advanced Placement (AP)



Conceptual



Honors



Regular

Do you feel that your high school physics experience
prepared you for college physics? Please briefly explain
your answer


Yes. _____________



No. _____________
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o No



I took no prior physics courses

Chemistry Experience
o What was the highest-level chemistry course you have taken?


Enter course description here ____________________


At what education level did you take this chemistry course?
o Middle School
o High School
o 2-year-college / Community college
o 4-year-college / University
o Other (Please Specify) _________



What grade did you receive in this chemistry course?
o A
o B
o C
o D
o F
o Withdraw / Drop




I took no prior chemistry courses

Math Experience
o What was the highest-level math course you have taken?


Enter course description here ____________________
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At what education level did you take this math course?
o Middle School
o High School
o 2-year-college / Community college
o 4-year-college / University
o Other (Please Specify) _________



What grade did you receive in this math course?
o A
o B
o C
o D
o F
o Withdraw / Drop
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APPENDIX E:
COURSE EXPECTATIONS ITEMS, GROUP WORK ITEMS, AND THE
PERCEIVED VALUE OF COLLEGE PHYSICS TEXTBOOKS SURVEY
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Survey Scale

Course
Expectations

Survey Scale

Group Work

Survey
Item
Number
CE1

Appearance
Order in
Questionnaire
1

CE2
CE3

2
3

CE4

4

CE5

5

Survey
Item
Number
GW1

Appearance
Order in
Questionnaire
1

GW2

2

GW3

3

GW4

4

Item Text

A good understanding of the physics I learn
in this class is necessary for me to achieve
my career goals.
I enjoy studying physics.
The main skill I get out of this course is to
learn how to reason logically about the
physical world.
It is possible to pass this course (get a "C" or
better) without understanding physics very
well.
In this course, I will be satisfied with a grade
of... A(1), B(2), C(3), D(4), F(5)
Item Text

Before this class, I enjoyed working in
groups
During this class, I enjoyed working in
groups.
I often assumed a leadership role in my
group.
Generally, I did most of the work during
group assignments.

Likert Scale Used for Course Expectations and Group Work
1
2
3
4
5
Strongly disagree
Somewhat
Neutral
Somewhat agree
Strongly agree
disagree
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Perceived Value of College Physics Textbooks Survey
Question
Do you have the textbook for this class?
I read the textbook assignments…

When I read the textbook assignment, I
read them…
I feel that the textbook is useful for
understanding the material covered in class.
I feel that the textbook is useful for studying
for exams.
I feel that the textbook is useful for solving
homework problems.
When I use the textbook, I read the entire
chapter word-for-word.
When I use the textbook, I study the sample
problems.
I generally find it difficult to understand
what the textbook is trying to tell me.

Answer Choices
Yes
No
Often
Sometimes
Rarely
Before class
Both before and after
After Class
Agree
Neutral
Disagree
Agree
Neutral
Disagree
Agree
Neutral
Disagree
Agree
Neutral
Disagree
Agree
Neutral
Disagree
Agree
Neutral
Disagree
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APPENDIX F:
APPROACHES AND STUDY SKILLS INVENTORY FOR STUDENTS
(ASSIST) QUESTIONNAIRE
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Survey
Scale
Deep
Approach

Strategic
Approach

Surface
Approach

Survey
Item
Number
D02

Appearance
Order in
Questionnaire
2

D06

6

D10

10

D12

12

D15

15

D17

17

T03

3

T05

5

T07

7

T09

9

T11

11

T13

13

S01

1

S04

4

S08

8

Item Text
When I’m reading the textbook, homework, or
labs for this course, I try to find out for myself
exactly what the author means.
Before tackling a problem or assignment in
this course, I first try to work out the ideas that
lie behind it.
When I’m working on a new topic for this
course, I try to see in my own mind how all
the ideas fit together.
Often I find myself questioning things I hear
in this course or read in the course’s textbook,
homework, or labs.
Ideas in the textbook, homework, or labs for
this course often set me off on long chains of
thought of my own.
When I read the textbook, homework, or labs
for this course, I examine the details carefully
to see how they fit in with what’s being said in
class.
For this course, I organize my study time
carefully to make the best use of it.
For this course, I work steadily throughout the
term or semester, rather than leave it all until
the last minute.
For this course, I’m pretty good at getting
down to work whenever I need to.
I put a lot of effort into studying for this
course because I'm determined to do well.
In this course, I don't find it at all difficult to
motivate myself.
I think I’m quite systematic and organized
when it comes to studying for this course’s
exams.
I often have trouble in making sense of the
things I have to remember for this course.
There’s not much of the work in this course
that I find interesting or relevant.
Much of what I’m studying in this course
makes little sense: it's like unrelated bits and
pieces.
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Survey
Scale
Surface
Approach

1
Disagree

Survey
Item
Number
S14

Appearance
Order in
Questionnaire
14

S16

16

S18

18

Item Text

Often I feel I'm drowning in the sheer amount
of material we're having to cope with in this
course.
I’m not really sure what’s important in all my
instructor says in this course, so I try to get
down all I can.
I often worry about whether I'll ever be able to
cope with the work properly for this course.

Likert Scale Used for ASSIST
2
3
4
Disagree
Unsure
Agree somewhat
somewhat
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5
Agree

APPENDIX G:
TIME AND STUDY ENVIRONMENT MANAGEMENT (TSEM) SCALE
OF THE MOTIVATED STRATEGIES FOR LEARNING
QUESTIONNAIRE (MSLQ)
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Survey Scale

Survey Item Appearance Order
Number
in Questionnaire
TS1
1

Time and Study
Management

1
Not at all
true of me
(1)

2
2

TS2

2

TS3

3

TS4

4

TS5

5

TS6
TS7

6
7

TS8

8

Item Text
I usually study in a place where I
can concentrate on my course
work.
I make good use of my study time
for this course.
I find it hard to stick to a study
schedule.
I have a regular place set aside for
studying.
I make sure I keep up with the
weekly readings and assignments
for this course.
I attend class regularly.
I often find that I don't spend very
much time on this course because
of other activities.
I rarely find time to review my
notes or readings before an exam.

Likert Scale Used for MSLQ: TSEM
3
4
5
3
4
2
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6
6

7
Very true
of me (7)
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UCF
Course
Studio Algebra-based, Physics I, Course 1
Studio Algebra-based, Physics I, Course 2
Studio Algebra-based, Physics II, Course 1
Studio Algebra-based, Physics II, Course 2
Totals

Subset 1
34
38
9
33
114

Subset 2
40
38
8
31
117

Totals
74
76
17
64
231

Subset 1
4
20
13
15
7
10
18
87

Subset 2
7
22
18
16
8
10
19
100

Totals
11
42
31
31
15
20
37
187

Subset 1
37
33
15
19
33
137

Subset 2
36
32
15
18
32
133

Totals
73
65
30
37
65
270

GSU
Course
Lecture Algebra-based, Physics I, Course 1
Lecture Algebra-based, Physics I, Course 2
Lecture Algebra-based, Physics I, Course 3
Studio Algebra-based, Physics I, Course 1
Studio Algebra-based, Physics I, Course 2
Studio Algebra-based, Physics II, Course 1
Studio Algebra-based, Physics II, Course 2
Totals
GW
Course
Studio Algebra-based, Physics I, Course 1
Studio Algebra-based, Physics I, Course 2
Studio Algebra-based, Physics II, Course 1
Studio Calculus-based, Physics I, Course 1
Studio Calculus-based, Physics II, Course 1
Totals

317

APPENDIX I:
CLASS GOAL ORIENTATION (CGO) QUESTIONNAIRE
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Prompt: Students differ in what they want to get out of the courses they take. Use the scale given
to rate how important achieving each of the following 13 items is for you, considering your
CURRENT physics course.
Survey Scale

Learning
Approach

Performance
Approach

Task/Work
Avoid

1
Very
unimportant

Survey
Item
Number
LA1

Appearance Order
in Questionnaire

Item Text

3

LA2

12

LA3

4

LA4

9

LA5

13

PA1

7

PA2

5

PA3

10

PA4
PA5

1
11

TAv1

2

TAv2

8

TAv3

6

Learning new knowledge or skills in
the class just for the sake of learning
them.
Really understanding the course
material.
Being challenged by course
assignments.
Feeling satisfied that you got what
you wanted from the course.
Knowing more than you did
previously about the course topics.
Doing better than the other students in
the class on tests and assignments.
Proving to other people that you are a
good student.
Remembering enough from the class
to impress other people.
Getting the highest grade in the class.
Impressing the instructor with your
performance.
Not having to work too hard in the
class.
Getting a passing grade with as little
studying as possible.
Getting through the course with the
least amount of time and effort.

Likert Scale Used for CGO
2
3
4
Unimportant
Neither
Important
important nor
unimportant
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5
Very important

APPENDIX J:
PERCEPTIONS OF INSTRUMENTALITY (PI) QUESTIONNAIRE
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Survey Scale

Endogenous
Instrumentality

Exogenous
Instrumentality

1
Strongly disagree

Survey
Item
Number
En1

Appearance Order
in Questionnaire

Item Text

1

En2

2

En3

3

Ex1

4

Ex2

5

Ex3

6

I will use the information I learn in
my current physics class in other
classes I will take in the future.
What I learn in my current physics
class will be important for my future
occupational success.
I will not use what I learn my current
physics class.
As long as I pass the class, the grade I
get in my current physics class will
not be important for my future
academic success.
I must pass my current physics class
in order to reach my academic goals.
The grade I get in my current physics
class will affect my future.

2
Disagree

Likert Scale Used for PI
3
Neutral
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4
Agree

5
Strongly agree

APPENDIX K:
FUTURE SCALE OF THE ZIMBARDO TIME PERSPECTIVE
INVENTORY (ZTPI)
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Prompt: Read each of the following 5 items and, as honestly as you can, answer the following
question: “How characteristic or true is this of you?”
Survey
Scale
Future

Survey Item Appearance Order
Number
in Questionnaire
FTP1
1

FTP2

2

FTP3

3

FTP4

4

FTP5

5

1
Very
uncharacteristic

Item Text
When I want to achieve something, I set
goals and consider specific means for
reaching those goals.
Meeting tomorrow’s deadline and doing
other necessary work comes before tonight’s
play.
I complete projects on time by making steady
progress.
I am able to resist temptations when I know
that there is work to be done.
There will always be time to catch up on my
work.

Likert Scale Used for ZTPI: Future
2
3
4
Uncharacteristic
Neutral
Characteristic
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5
Very
characteristic

APPENDIX L:
STUDENT INTERVIEW PROTOCOL
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Given below are screenshots of the document interviewers had in front of them during the
student interviews. This interview protocol was used to help guide the interviewer during the
semi-structured interviews.
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APPENDIX M:
INSTRUCTOR INTERVIEW PROTOCOL
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Given below are screenshots of the document interviewers had in front of them during the
instructor interviews. This interview protocol was used to help guide the interviewer during the
semi-structured interviews.
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APPENDIX N:
INSTRUCTOR INTERVIEW CODING SCHEME
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Given below are screenshots of the documents individuals used as guidelines and
references when coding the instructor interviews. Codes for the Observed Characteristics (OC)
are given first, followed by the codes for the Targeted Characteristics (TC).
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338

339

340

341

342

343

344

345

346
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APPENDIX O:
INSTITUTIONAL REVIEW BOARD (IRB) SUBJECTS PERMISSION
LETTER

348

Initial Outcome Letter:

349

Most Recent Outcome Letter:
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