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Abstract
To date, no fringe analysis technique has the capability to provide simultaneous and
direct estimation of the continuous distributions corresponding to the interference phase
and its first and second-order derivatives within the framework of a single interferometric
configuration. Achieving this task would provide a significant advancement in the field of
optical metrology as it allows for the measurement of displacement, strain, and curvature
of a deformed object and avoids the necessity of using filtering and unwrapping procedures,
multiple analysis techniques, and multiple interferometric configurations. Developing such
a spatial fringe analysis method with the added advantage of having less computational
complexity would open up avenues for making real-time measurements such as in the
study of temporal evolution of deformation and/or strain.
This thesis presents a novel approach based on piecewise polynomial phase approximation
as an elegant all-in-one solution to the problems mentioned above. This approach has
given birth to several advanced fringe analysis methods such as discrete-chirp-Fourier
transform method, high-order instantaneous moments method, and cubic-phase function
method. Significant advancements brought in the field by these methods are made evident
by both theoretical analysis (simulation results) and by experimental demonstrations
such as the measurement of displacement, strain and curvature in digital holographic
interferometry and the measurement of 3D shape, temporal evolution of deformation
and/or strain in fringe projection techniques.
Keywords: Optical metrology, Holography interferometry, Fringe projection techniques,
Fringe analysis, Filtering, Phase unwrapping, Strain estimation, Time evolution studies
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Re´sume´
De nos jours, aucune technique d’analyse de frange n’est capable de donner une estimation
simultane´e et directe des distributions continues correspondantes a` la phase d’interfe´rence
et ses premie`re et deuxie`me de´rive´es dans le cadre d’une configuration interfe´rome´trique
individuelle. Atteindre cet objectif permettrait une avance´e majeure dans le domaine
de la me´trologie optique en tant que mesure de de´placements, des de´formations et des
courbures d’un objet de´forme´, et permettrait d’e´viter l’utilisation de proce´dures telles que
le filtrage et le de´roulement des phases, des techniques base´es sur des analyses multiples ou
encore sur celles base´es sur des configurations multiples en interfe´rome´trie. De´velopper
une telle me´thode d’analyse spatiale de frange avec l’avantage d’avoir une complexite´
computationnelle faible, ouvrirait une voie prometteuse pour les mesures en temps re´el,
comme dans l’e´tude de l’e´volution temporelle des de´placements et/ou des de´formations.
Cette the`se pre´sente une nouvelle approche qui se base sur la piecewise polynomial phase
approximation, qui est une solution e´le´gante et unique a` tous les proble`mes de´crits
pre´ce´demment. Cette approche a donne´ naissance a` plusieurs me´thodes d’analyse de
frange avance´es, comme par exemple les me´thodes faisant appel a` la discrete-chirp-
Fourier transform, au high-order instantaneous moments et a` la cubic-phase function.
Les avance´es significatives dans le domaine qui de´coulent de ces me´thodes sont mises en
e´vidence par l’analyse the´orique (re´sultats de la simulation) et par les de´monstrations
expe´rimentales comme celles des mesures de de´placements, de de´formations et de cour-
bure par l’interfe´rome´trie holographique digitale et les mesures de forme en 3D, l’e´volution
temporelle de de´placements et/ou des de´formations par les techniques de projection de
frange.
Mots cle´s: Me´trologie optique, interfe´rome´trie, technique de projection de frange, anal-
yse de frange, estimation de la de´formation, e´tudes de l’e´volution en fonction du temps.
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Chapter 1
Spatial Fringe Analysis Methods
1.1 Introduction
Optical measurement techniques such as interferometry and fringe projection profilometry
have become indispensable tools in many areas of science and engineering. The whole-
field, non-contact characteristics and highly accurate measurement capability are among
the potential features of these techniques. These techniques encode the information on the
measurand in the phase of a two-dimensional fringe pattern. The accuracy of measure-
ments carried out by these optical techniques is thus strongly dependent on the accuracy
with which the underlying phase distribution of the recorded fringe patterns is estimated.
During the last three decades several fringe analysis methods (such as those based on
Fourier transform [1], wavelet transform [2], windowed Fourier transform [3], regularized
phase tracking [4] and many more based on phase-shifting [5]) have been developed to
accomplish this task.
Most of the fringe analysis methods (both temporal and spatial methods) produces a noisy
wrapped phase map as the end output. Thus in order to clean (remove the noise from)
the noisy wrapped phase maps, several filtering algorithms such as Fourier transform
based filter [6], sine and cosine transformation based filter [7], adaptive filter [8], iterative
anisotropic sine/cosine average filter [9], and local histogram-data-orientated filter [10]
have been proposed. Further, to obtain a continuous phase distribution several unwrap-
ping algorithms, such as Goldstein’s unwrapping algorithm [11], region growing phase
unwrapping [12], local histogram based phase unwrapping [13], improved noise immune
phase unwrapping [14], regularized phase tracking [15], flood fill [16], multilevel quality
guided phase unwrapping algorithm [17], have also been developed. It is not an easy task
for a non-expert in the field to choose the best combination of these algorithms (fringe
analysis, filtering and phase unwrapping) for obtaining satisfactory final measurement
results, in view of the requirements on the accuracy and time of computation. It is thus
highly desirable to have a fringe analysis method that can provide an accurate and direct
estimation of the continuous phase distribution without the necessity of using additional
filtering and unwrapping algorithms.
In addition, in certain applications such as in non-destructive testing, it is the deriva-
tive of the phase map that is of primary interest (rather than phase), as it provides the
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information on the strain distribution. Few analysis methods [18, 20, 53] have been pro-
posed in literature to address this issue, but they again require postprocessing operations
such as filtering and/or unwrapping. An alternative approach for measuring strain is to
use a specific interferometric configuration such as shearography and moire´ based, which
provides directly the displacement derivative fringes [21–27]. In this case, one can use
any fringe analysis method, that is commonly used for phase estimation, to obtain in-
formation about strain. But if one would like to get information corresponding to say,
displacement also, one has to change the interferometric configuration and make another
measurement. For example the interferometric configurations proposed in [28–32] allow
the measurement of curvature alone. This procedure is having an associated disadvan-
tage that it is not possible to get all the information in a single measurement. In reality
it is difficult to unload the object and identically reload it multiple times. Thus efforts
have been made to measure all the three quantities of interest (displacement, strain, and
curvature) in a single digital holographic interferometric configuration [33–38] by using
digital shearing approach. However, to have good sensitivity, the amount of shift that
has to be introduced is more, and it results in the loss of resolution and some times gross
errors due to the rapid variations in the phase or its derivative. Moreover, this procedure
further requires the use of cumbersome and error prone filtering and phase unwrapping
procedures. It is thus highly desirable to have an analysis method that can provide an
accurate and direct estimation of the continuous distributions of phase and its first- and
second- order derivatives from only one fringe pattern recorded in a single interferometric
configuration.
Finally, in dynamic applications where studying the transient phenomenon in real-time
is of vital importance, only one image (fringe pattern) in each state of the object can be
recorded. For processing such recorded fringe patterns, several methods such as windowed
Fourier transform [39] have been proposed. But as their computational time is more, re-
sults cannot be visualized in real-time. The processing of the captured stack of images
is thus performed in off-line. To have the analysis done in real-time and visualize the
deformation or strain at the same time, the analysis algorithm must be computationally
very efficient; in addition to not requiring any filtering and phase unwrapping procedures.
It is worth noting that if the analysis algorithm directly provides continuous phase distri-
bution after processing each slice of the recorded fringe movie, there will be no necessity
for employing a sophisticated three-dimensional phase unwrapping algorithm. Thus in
dynamic applications it is highly desirable to have an analysis method that can provide
results in a computationally efficient manner from only one fringe pattern.
This thesis addresses all the above issues by providing potential solutions and demon-
strating their practical applicability in holographic interferometry and fringe projection
techniques. Section 1.2. presents the state-of-the art on each of the aforementioned do-
mains. Section 1.3. summarizes the research objectives of the thesis followed by a brief
description on the structure of the thesis in Section 1.4.
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1.2 State-of-the Art
1.2.1 Spatial Fringe Analysis Methods for the Estimation of
Phase
Fringe analysis has been an active area of interest in optical metrology. Last two decades
have seen much activity in the development of new analysis techniques, which can provide
an estimation of the underlying phase distribution of the fringe pattern in an automated
manner. The most simple and widely used technique for the spatial analysis of carrier
fringe patterns is the Fourier transform method, proposed by Takeda et al. [1]. Fourier
transform is well suited for the analysis of a signal composed of sinusoidal components
as long as the frequency, amplitude and phase of each sinusoidal component are slowly
varying or space-invariant. However, in practice the parameters of most of the interfer-
ometric fringe patterns that we deal with are space-varying. These patterns represent
non-stationary signals and analysis of such signals by simple Fourier transform may pro-
vide results with non-negligible errors. During recent years, this realization has moti-
vated researchers to propose the use of advanced spatial analysis methods (for accurate
phase estimation) such as those based on regularized phase tracking [4], windowed Fourier
transform or Gabor transform [3, 40], dilating Gabor transform [41], 1D and 2D wavelet
transforms [2,42–49] and Wigner-Ville distribution with a smoothing Gaussian kernel [50].
It has been shown that, instead of using a global Fourier transform, the use of windowed
Fourier transform or Gabor transform provides more accurate results [3, 40]. But the
width of the window is fixed in conventional Gabor transform analyses. It is well known
that as the width of the window decreases the space resolution increases and the frequency
resolution decreases. Hence for low frequency components it is advisable to use a longer
window, while for high frequency components the use of a shorter window is more suitable.
Since Gabor transform has invariable resolution in the space or frequency domain, it shows
limitations when applied to the analysis of non-stationary signals.
On the other hand, dilating Gabor transform is introduced by using a changeable window
of Gaussian function in a conventional Gabor transform. The dilating Gabor transform
analysis is shown to provide more accurate results than that obtained by the Fourier
transform and Gabor transform analysis methods [41]. The one dimensional continuous
wavelet transform technique has also been applied for the phase estimation from a single
fringe pattern. Compared to other techniques, this method has the advantage that it needs
neither the phase unwrapping nor the introduction of the carrier. However, its success
depends on the a priori knowledge of well-determined boundary conditions. In addition,
it fails in the neighborhood of the null phase gradients or along pixel paths that have slow
phase variations. Although Paul wavelet based algorithm [45] is shown to successfully
determine the phase distribution from a single image, it requires the introduction of
carrier fringes. The use of two-dimensional continuous fan wavelet transform has also
been proposed and it has been shown that it not only outperforms its one-dimensional
counterpart based method but is also more immune to noise [48].
Federico and Kaufmann have proposed the use of Wigner-Ville distribution with a smooth-
ing Gaussian kernel for fringe pattern analysis that does not require the use of phase
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unwrapping and is shown to provide more accurate results than the methods based on
continuous wavelet transform [50]. However, this method too requires a priori knowledge
of the boundary conditions and the sign of the first derivative of the phase over a set
of points that permit the integration of the gradients. In addition, the results of this
method are highly sensitive to speckle noise which necessitates pre-processing of patterns
to reduce noise before the analysis. Above all, it is a well known fact in signal processing
that conventional power spectrum analysis is ineffective for analyzing this kind of signals
and even the Wigner-Ville distribution fails to process polynomial phase signals having
a polynomial of degree more than 2. On the other hand, for the analysis of similar non-
stationary signals encountered in communication systems, methods based on High-order
ambiguity function have received considerable attention over all the methods mentioned
in the preceding paragraphs [51].
It is clear that there is an imperative need for the development of a fringe analysis method
that provides, from a single frame, an accurate and direct estimation of the unwrapped
phase distribution. To meet this demand this thesis introduces several promising fringe
analysis techniques based largely on discrete-chirp Fourier transform, high-order ambigu-
ity function and cubic phase function.
1.2.2 Fringe Analysis Methods for the Direct Estimation of Phase
Derivative
In application areas like non-destructive testing (NDT), experimental mechanics, relia-
bility analysis etc. measurement of the derivative of the interference phase is of primary
importance. This is because, for an object subjected to loading in certain optical in-
terferometric set-ups such as holography, the information about the object deformation
is encoded in the interference phase whereas the first order derivative of phase provides
information about the strain distribution.
Special efforts have been devoted for the development of analysis methods having the
potential to produce direct estimation of the phase derivative distribution; because the
obvious approach of phase estimation and subsequent differentiation is error-prone [52,53].
Gopalakrishna Bhat proposed a method for the estimation of phase derivative using
Fourier transform [18]; However, it inherits the basic limitations imposed by the global
nature of the transform as in the case of phase estimation. Sciammarella et al. pro-
posed a Wigner-Ville distribution based method [54] for phase derivative estimation but
the method’s performance is limited by the interference terms that arises due to the na-
ture of the distribution. Qian Kemao proposed a Windowed Fourier transform based
method [19,55] for direct phase derivative estimation but its accuracy depends on the size
of the window selected, on top of being computationally expensive.
1.2.3 Methods for the Estimation of Strain, Curvature and/or
Twist
Determining first and second-order derivatives of the interference phase is of profound im-
portance in NDT with applications in reliability assessment, quality control, safety mon-
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itoring, material characterization etc. as they provide information about the slope/strain
and curvature/twist pertaining to a deformed object. Last two decades have witnessed
an ever increasing interest in the measurement of slopes and curvatures as evident from
the development of various optical interferometric techniques [21–32], processing algo-
rithms [18–20, 55], and their widespread applications [56–64]. Interferometric techniques
employed for this task include shearography, digital holographic interferometry (DHI),
and various interferometers based on Moire´. Being able to directly provide fringe maps
corresponding to the slope information can be ascribed to be among the main reason
behind the prominence of shearography in NDT.
In the light of some of the unique advantages associated with DHI (such as allowing digital
recording of holograms and facilitating numerical reconstruction), efforts have been made
during recent years [33–38] to extend its use to the measurement of slopes and curvatures.
The fact that digital holography directly provides the complex amplitude of the recon-
structed object wave field, and that digital shifting and multiplying with a conjugated
version of a complex amplitude equivalently differentiates its phase have been exploited in
the above methods. However, as the first and second-order derivatives calculated in this
manner are observed to be contaminated with severe noise (in addition to being wrapped),
different filtering schemes such as those based on average filter, sine/cosine transform and
short-time Fourier transform have been proposed [37,38]. However, the iterative filtering
operations are computationally demanding and need to be carefully implemented so as
not to smear dense fringes. This thesis introduces an elegant solution for accurate and
simultaneous determination of phase and its derivatives by approaching the problem all
together from a different perspective.
1.3 Thesis Objectives
The first objective of this thesis is to develop new analysis methods that caters to the
following needs:
 providing accurate estimation of the interference phase from a single record of the
interference pattern
 not requiring any pre filtering operation
 not requiring the use of a complicated 2D phase unwrapping algorithm
 providing the direct estimation of the phase derivative without the necessity of
employing a different analysis tool
 providing second-order derivatives of the phase (curvature and twist information)
without employing a different optical interferometric configuration
 providing the results in highly computationally efficient manner - thereby allowing
to perform real-time measurements
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The second objective of the thesis is to demonstrate the potential utility of the above
developed analysis methods in performing the following measurements:
 out-of-plane displacement measurement using both classical and digital holographic
interferometry techniques
 whole-field strain distribution measurement using digital holographic interferometry
 simultaneous measurement of displacement, strain and curvature using digital holo-
graphic interferometry
 Three-dimensional shape measurement using fringe projection techniques
 real-time deformation monitoring using fringe projection techniques
 real-time whole-field strain evolution monitoring using fringe projection techniques
1.4 Outline of the Thesis
The outline of the thesis is as follows:
Chapter 2 introduces the piecewise polynomial phase approximation approach and pro-
poses maximum likelihood estimation based realization.
Chapter 3 presents discrete-chirp Fourier transform based method that performs as good
as maximum likelihood estimation method and at the same time provides a faster imple-
mentation scheme. Overlapping windowing concept and the direct estimation of phase
derivative using discrete-chirp Fourier transform are also presented.
Chapter 4 introduces an elegant method based on high-order ambiguity function method
that allow approximation of the data, in each piece, as a polynomial of order greater than
two and in a computationally efficient manner. Few variants of the basic method (such as
windowed high-order ambiguity function method, improved high-order ambiguity function
method) applied to fringe analysis are also presented. Investigations carried out to realize
a computationally efficient implementation of this method are also presented. The final
version of this method named as high-order instantaneous moments method standouts to
be an unsurpassable method both in accuracy and computational efficiency at medium
levels of signal-to-noise ratios.
Chapter 5 presents a robust cubic phase function method having the capability to provide
accurate results even at very high-levels of noise. It outperforms many of its competitors
at low signal-to-noise ratios. Estimation of phase derivative using cubic phase function is
also presented along with the simulation and experimental results.
Chapter 6 shows the application of these new analysis methods in holographic inter-
ferometry for carrying out several important measurements. Specifically, out-of-plane
displacement measurements in both classical and digital holographic interferometry with
the high-order instantaneous moments method are presented. Simultaneous measure-
ment of displacement, strain, and curvature in digital holographic interferometry are also
demonstrated.
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Chapter 7 presents the application of these new analysis methods in fringe projection
techniques for measuring 3D shape of objects, for real-time monitoring of the deformation,
and for the study of whole-field strain evolution.
Chapter 8 summarizes the contributions reported in this thesis. Scope for the future work
is also presented.
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Chapter 2
Maximum Likelihood Estimation
Method
2.1 Introduction
This chapter introduces a new approach which is conceived to have the potential of giving
birth to several fringe analysis methods which would have the capability to address the
issues mentioned in the previous chapter. The details of the new approach are introduced
here within the framework of digital holographic interferometry (DHI). Its applicability
to other optical techniques such as classical holographic interferometry and fringe pro-
jection techniques is dealt in later chapters. A detailed description of the measurement
procedure involved with DHI is presented in chapter 6. This chapter thus provides only a
brief overview of the formation of reconstructed interference fields in DHI, followed by a
description of the new approach and its realization using maximum likelihood estimation.
2.2 Piecewise Polynomial Phase Approximation Ap-
proach
In phase-based techniques in optical metrology, the information on the measurand is
encoded in the phase of the recorded interferogram or the fringe pattern. Unlike in classical
holographic interferometry, digital holography is known to directly provide the complex
amplitude of the reconstructed object wave field. Therefore, usually no separate analysis
method is employed for estimating phase in digital holographic interferometry [65]. It
is simply calculated using the arctan function from the reconstructed interference field.
However, phase calculated in this manner is always wrapped and often noisy, making it
mandatory to employ filtering and 2-D phase unwrapping procedures as mentioned in the
introduction chapter. These reasons motivated researchers to develop different strategies
or new analysis techniques [40,66–68].
On the other hand, in many technological applications such as radar, sonar and com-
munications, commonly used signals are often modeled as one-dimensional polynomial
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phase signals (PPS). During the last two decades, many tools have been developed for
the analysis of PPS [51]. Unfortunately they are neither directly useful nor have they
been applied for phase estimation in digital holographic interferometry. The approach
presented in this thesis has opened up avenues for the application of signal processing
tools (which were originally developed for the analysis of a particular class of 1-D time
signals) to the phase estimation problem in digital holographic interferometry.
The fringe analysis methods that are developed based on this approach possess the fea-
ture of providing directly an accurate estimation of the continuous phase distribution
from a single record of the interference field. It involves dividing each row of the re-
constructed interference field into few non-overlapping segments and modeling the data
in each segment as a finite-order polynomial phase signal with constant (or slowly vary-
ing) amplitude, embedded in additive complex white Gaussian noise (ACWGN). This
approach is accordingly named as piecewise polynomial phase approximation approach
(PPPAA/P3A2).
In order to compute the polynomial phase coefficients, maximum likelihood estimation
(MLE) algorithm can be used as is explained in the next section.
Numerical reconstruction of a digital hologram by Fresnel transform results in the direct
recovery of the object wave field, which, in general, is represented as [65]:
Γ(x, y) = a(x, y) exp[jφ(x, y)] (2.1)
where a(x, y) is the amplitude and φ(x, y) is the estimated phase of the object wave field.
In DHI two digital holograms, one for each state of the object, are recorded (before and
after deformation). These holograms are reconstructed separately. From the resulting
complex amplitudes, Γ1(x, y) and Γ2(x, y), the interference phase can be calculated by
forming the reconstructed interference field as:
A(x, y) = Γ2(x, y)× Γ∗1(x, y)
= a1(x, y)a2(x, y) exp {j [φ2(x, y)− φ1(x, y)]}
= b(x, y) exp [j∆φ(x, y)] (2.2)
where φ1(x, y) and φ2(x, y) are respectively the phases of the object waves before and after
deformation. The complex amplitude of the reconstructed interference field in real-world
conditions can be expressed as:
A(x, y) = A0(x, y) + η(x, y) (2.3)
where A0(x, y) represents the complex amplitude of the noise-free interference field and
η represents the noise term. Our aim is to estimate the phase of the actual interference
field in equation(2.3) using P3A2. We propose to divide the reconstructed interference
field signal into Nw number of non-overlapping segments along each row. Without loss
of generality, the problem of interference phase estimation can then be considered as the
phase estimation of the following segment of the 1-D signal:
Ayi = byi exp(jφyi) + ηyi (2.4)
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where y, i and η represent the index of the row, the index of the segment and the ACWGN
with zero-mean and σ2 variance, respectively; y, i take values from 1 to N and 1 to Nw,
respectively. For a given row, Ai is defined as:
Ai = {A(x)} for [(i− 1)×Ns + 1] ≤ x ≤ i×Ns (2.5)
where Ns = N/Nw. Since the interference phase to be estimated in DHI is, in general, a
continuous function of the spatial coordinates, it can be approximated arbitrarily closely,
in accordance to Weierstras approximation theorem [69], by a polynomial of a sufficiently
high order. Normally, in presence of rapid variations in phase, the order of the polynomial
required for accurate representation of φ(x) will be high. However, by conceiving the
phase as a piecewise polynomial signal, modeling the phase locally even by a second-order
polynomial can provide quite accurate results. In what follows we represent each segment
of the interference field with a second order PPS. Thus the signal to be analyzed can be
represented in a simplified form as:
g(x) = b(x) exp
[
j(a0 + a1x+ a2x
2)
]
+ η(x) (2.6)
The problem of estimating the phase from the noisy observation in equation(2.3), thus,
basically amounts to estimating the parameters like polynomial coefficients {a0, a1, a2}
for each segment. In this chapter we use the maximum likelihood (ML) estimation, an
optimal parametric estimation method, for estimating the polynomial coefficients.
2.3 Maximum Likelihood Estimation
The following are the ML estimators [70] for the parameters of the signal in equation(2.6):
(aˆ1, aˆ2) = arg max
a1,a2
∣∣∣∣∣
Ns∑
x=1
g(x) exp
[−j(a1x+ a2x2)]
∣∣∣∣∣ (2.7)
aˆ0 = angle
{
Ns∑
x=1
g(x) exp
[−j(aˆ1x+ aˆ2x2)]} (2.8)
bˆ(x) = Re
{
g(x) exp
[−j(aˆ0 + aˆ1x+ aˆ2x2)]} (2.9)
where aˆ0, aˆ1, aˆ2, and bˆ are the ML estimates of a0, a1, a2 and b respectively.
Equation(2.7) indicates that one has to perform a 2-D maximization for implementing the
ML algorithm. The estimation is performed in two steps; first, a coarse search, followed
by a fine search. Coarse search is done by performing an exhaustive 2-D grid search
to find the vicinity of the global maximum. Once this vicinity is found, Nelder-Mead
simplex search optimization algorithm [71] is used for refinement. Note that for the 2-D
grid search, a1 is varied from 0 to 2pi in steps proportional to 1/Ns, and a2 is varied
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Fig. 2.1: (a) Estimated phase over a segment using MLE at SNR of 30 dB (b) Er-
ror in estimation (c) Estimated phase of the whole signal when aˆ0 is calculated using
equation(2.8)(Nw = 4), (d) Estimated phase of the same signal when aˆ0 is calculated
using equation(2.10).
from 0 to +2pi/Ns in steps proportional to 1/N
2
s . The fine search algorithm is built using
the ‘fminsearch’ function of matlab, which performs multi-dimensional unconstrained
nonlinear minimization by implementing Nelder-Mead simplex search algorithm.
Estimating the coefficient aˆ0 using equation(2.8) involves the use of angle function, which
will result in wrapping, causing discontinuities at the boundaries of each segment. This
can be avoided if aˆ0 is calculated, for all segments except for the first one, in the following
manner:
aˆ0(i+1) = aˆ0i + aˆ1iNs + aˆ2iN
2
s (2.10)
This modified estimation directly provides the unwrapped phase distribution over the
entire row, not just over the individual segments. Figure 2.1a shows the phase estimated
over a segment using the ML estimation procedure; error in estimation is shown in fig-
ure 2.1b. If aˆ0 is calculated over all segments using equation(2.8), the resulting estimated
phase of the whole signal is shown in figure 2.1c. Figure 2.1d shows the phase of the same
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signal obtained by calculating aˆ0 using equation(2.10). Although the phase estimated
along individual rows is unwrapped, to obtain a continuous 2-D phase distribution one
additional operation of the type needed to weave all the rows to fall in line one after the
other is required. We refer to this operation as phase stitching; this task is as easy as 1-D
unwrapping of an ideal wrapped phase map. More detailed discussion on this is included
in chapter 4.
2.4 Simulation and Experimental Results
In order to test the ability of the proposed analysis methods, various fringe patterns
having arbitrary phase distributions are simulated (using matlab)throughout the thesis.
Figure 2.2a shows the simulated fringe pattern of dimensions 256× 256 pixels at an SNR
of 30 dB. The nature of the phase distribution simulated in this case corresponds to
the slope distribution of a centrally loaded square plate clamped along its edges. Phase
estimated along the middle row using P3A2 with MLE is shown in figure 2.2b. In these
simulations the signal is divided into four segments (Nw = 4). The estimation procedure
is repeated for all rows. Figure 2.2c shows the 3-D plot of the estimated phase distribution
over the entire image.
Regularized phase tracking (RPT) of Servin [67] and windowed Fourier ridge (WFR) of
Kemao [40,68] are among the well noted methods in literature which can provide accurate
phase estimation from the exponential phase fields. In [72] Kemao et al. have provided
an elegant comparative analysis of five effective wrapped phase filtering techniques which
included RPT and WFR. Thus here we compare the results of the P3A2 with WFR.
Figure 2.3 shows 3-D mesh plots of error distributions when continuous phase distribution
corresponding to the pattern shown in figure 2.2a is estimated with both the methods.
Root mean square errors (RMSE) produced by WFR method (window size of 5×5 pixels)
and P3A2 are given by 0.1325 and 0.0367, respectively.
Please note that the analysis of interferograms by fitting specific types of polynomials
(such as Zernike polynomials) or combinations of them is an old idea and many reports
have appeared [73–77]. But it has met with limited success as it was possible only to
address specific problems since, in general, representing experimentally obtained data by
polynomials is a difficult mathematical problem. Nevertheless, the approach presented
in this thesis overcomes this limitation by approximating the interference phase with
a piecewise polynomial signal model and adopts several efficient parametric estimation
techniques for its realization. To illustrate the potential implication of the piecewise
polynomial phase approximation, the fringe pattern shown in figure 2.4a is analyzed as
explained in the preceding paragraphs and the estimated phase distribution is shown in
figure 2.4b. Error in phase estimation is shown in figure 2.4c. Even more accurate results
can be obtained if over each segment instead of second-order polynomial approximation,
fourth-order approximation is used. figure 2.4d shows the error in estimation if such a
method is used (more details on the practical methods for realizing a higher-order poly-
nomial approximation are presented in later chapters). This example confirms the ability
of piecewise polynomial approximation in accurately representing even complex phase
13
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Fig. 2.2: (a) Simulated fringe pattern at SNR of 30 dB (b) Phase estimated along the
middle row using P3A2 (Nw = 4) (c) 3-D plot of the estimated phase over the whole
image
(a) (b)
Fig. 2.3: Error plots when continuous phase distribution of figure 2.2a is estimated with
(a) WFR method (b) P3A2-MLE method (Nw = 4).
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(a) (b)
(c) (d)
Fig. 2.4: (a) Simulated fringe pattern using the peaks function in matlab (SNR =
30 dB, 256 × 256), (b) 3D mesh plot of the estimated phase distribution using MLE
method (c) Error in phase estimation with MLE method (d) Error in phase estimation
when fourth-order approximation is used
distributions (not limiting to polynomial signals) and thereby extending its applicability
to wide range of applications. It is worth noting that if a typical row/column (say mid-
dle column) of the pattern shown in figure 2.4a is to be represented with a polynomial
phase signal, polynomial of order 20 or higher is needed to achieve the accuracy shown
in figure 2.4d. Practically, it is not feasible to estimate those many coefficients by MLE
or, for that matter, by any other method. On the other hand, dividing the signal into
eight segments, and approximating the data in each segment with a second or fourth-
order polynomial signal has enabled to accurately estimate the phase. The choice of the
number of segments and the order of polynomial approximation in each segment depends
on the type of experiment and the functional complexity of the measured deformation.
Nevertheless, dividing each row/column into eight or sixteen segments and modeling data
in each segment with a fourth or second order polynomial phase signal is found to provide
accurate results for many distributions, which can be considered as a general guideline.
The experimental results shown in figure 2.5 substantiate the effectiveness of the P3A2-
MLE method for the phase estimation in DHI. On the other hand, the phase map obtained
15
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(a) (b)
Fig. 2.5: (a) Experimentally recorded fringe pattern in DHI for a circularly clamped object
with central loading (b) Phase calculated using the P3A2-MLE method (Nw = 4).
using the arctan function from the reconstructed interference field is shown in figure 2.6a.
For the sake of comparison, the wrapped phase map generated from the continuous phase
distribution obtained using the P3A2 method (Nw = 4) is shown in figure 2.6b. A notable
improvement in the quality of the phase pattern obtained using the P3A2 method can be
observed. Please note that these fringes appear to be elliptical rather than circular due to
the non-unity aspect ratio of the displayed images. In order to verify the significance of
the piecewise approximation, the wrapped phase map generated from the phase estimated
with Nw = 1 (i.e., the entire row is considered as one segment) is shown in figure 2.6c. It
is evident that the estimated phase in this case is having considerable deviation from the
actual phase, as the actual phase can be accurately approximated with only 4th or higher
order polynomial. This confirms that the P3A2 method, i.e., with Nw > 1, promises to
provide accurate estimation even with the lower order polynomial approximation.
2.5 Discussion
An interesting feature of P3A2 is that its performance is unaffected by the absence or
the presence of spatial carrier (be it local or global). In applications where the spatial
frequency varies strongly within a single image, it only results in the increased value of
the coefficient a1 (See equation(2.6)). Therefore, this approach can effectively handle
the situation without any modifications. But if there are rapid variations in the rate of
phase modulation, taking more number of windows (i.e., segmenting the signal into higher
number of pieces) will allow P3A2 to accurately approximate, within each segment, the
phase of the signal with a polynomial of second-order. The price to be paid for this could
be additional computational cost, depending on the method used for the estimation of
polynomial coefficients. Nevertheless, by developing an adaptive windowing concept that
will on-the-fly determine the window length depending on the rate of variations in phase
of the data, will allow the presented approach to make an optimum trade-off between the
computational time and the accuracy of estimation in an automated manner.
16
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(a) (b)
(c)
Fig. 2.6: (a) Phase calculated directly using the arctan function (b) Wrapped phase
generated from figure 2.5b for the sake of comparison (c) Wrapped phase map generated
from the estimated phase with Nw = 1.
2.6 Conclusions
This chapter presented a new approach for phase estimation in digital holographic inter-
ferometry. Simulation and experimental results have validated the ability of the proposed
P3A2 coupled with the MLE in providing an accurate estimation of the continuous phase
from a single record of the reconstructed interference field. Further, it neither requires 2D
phase unwrapping nor any filtering steps. In this chapter the implementation of P3A2 is
realized with MLE; but in principle any other parametric PPS analysis method can be
adapted to expedite the processing as will be shown in later chapters. Thus, the proposed
approach has paved the way to adapt well-established PPS analysis tools available in the
signal processing literature for the phase estimation in digital holographic interferometry.
17
CHAPTER 2. MAXIMUM LIKELIHOOD ESTIMATION METHOD
18
Chapter 3
Discrete-chirp Fourier Transform
Method
3.1 Introduction
Previous chapter has introduced the piecewise polynomial phase approximation approach
(P3A2) for the analysis of reconstructed interference fields in DHI. The evaluation of poly-
nomial coefficients was performed using maximum likelihood estimation method. How-
ever, as MLE involves an exhaustive two-dimensional grid search, it could be computa-
tionally very demanding especially if the dimensions of the image are higher (512 × 512
or so). In this chapter we introduce discrete chirp-Fourier transform (DCFT) based es-
timation, which is shown to provide exactly the same results as that obtained by MLE
in terms of estimation accuracy but at a reduced computational time. In addition, direct
estimation of phase derivative using the DCFT method is also presented in this chapter.
3.2 Discrete Chirp-Fourier Transform Method
In the last chapter we have seen that, in P3A2 the problem of phase estimation from
the reconstructed interference field (equation 2.3) has been recasted into the problem of
estimating the parameters of equation 2.6 which is rewritten here for convenience:
g(x) = b(x) exp
[
j(a0 + a1x+ a2x
2)
]
+ η(x) (3.1)
Here we use DCFT for the estimation of the parameters {a1, a2}.
DCFT of g(x) is defined as [78,79]:
G(k1, k2) =
Ns−1∑
x=0
g(x) exp
[−j(αk1x+ βk2x2)] (3.2)
G(k1, k2) = FFT{g(x) exp
[−jβk2x2]} (3.3)
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where
αk1 =
2pi
Ns
k1 0 ≤ k1 ≤ Ns − 1
βk2 =
2pi
N2s
k2 −Ns + 1 ≤ k2 ≤ Ns − 1
k1 and k2 are integers whose limits are specified as above, Ns = N/Nw represents the
number of samples present in a segment and FFT{·} denotes the fast Fourier transform
operation.
Just as the location of a peak in the Fourier transform domain of a single-tone provides
information on a signal’s frequency, the location of a peak in the DCFT-domain of a chirp-
signal provides, simultaneously, information on the constant frequency and the chirp rate.
In other words, the magnitude of DCFT achieves maximum when the values of αk1 and
βk2 match respectively with the actual coefficients a1 and a2 of the signal’s phase. Making
use of this property of the DCFT, figure 3.1 illustrates its application in determining the
polynomial phase coefficients.
Figure 3.1a shows the plot of the real part of the signal g(x) (see equation 3.1) synthesized
with the polynomial coefficients {a0 = −0.4702, a1 = 0.9791, a2 = −0.0076}, amplitude
b(x) = 1, and SNR of 20 dB. Magnitude of DCFT for g(x) is shown in figure 3.1b; a
dominant peak is clearly visible. Corresponding values of αk1 and βk2 at which the peak
is appearing are 0.9817 and -0.0077 respectively.
Computation of DCFT using fast Fourier transform (FFT) implementation (see equa-
tion 3.3) makes it computationally very efficient. For the signal shown above computing
DCFT took approximately 0.32 seconds. However, given the limited resolution (i.e., the
step size used while generating αk1 and βk2), the estimates are gross and need further
refinement. One option for obtaining accurate estimates is to increase the resolution (by
decreasing the step size) while computing DCFT at the cost of more computational time.
Instead, for further refinement we propose to use these gross estimates obtained using
DCFT as the initial guess for the Nealder-Mead simplex search optimization [71].
The following set of equations summarizes the implementation details of the proposed
method:
(aˆ1g, aˆ2g) = arg max
αk1 ,βk2
|G(k1, k2)| (3.4)
(aˆ1, aˆ2) = Optimization(g, [aˆ1g, aˆ2g]) (3.5)
aˆ0 = angle
{
Ns∑
x=1
g(x) exp
[−j(aˆ1x+ aˆ2x2)]} (3.6)
where (aˆ1g, aˆ2g) are the gross estimates of (a1, a2) obtained using DCFT and (aˆ1, aˆ2) are
the refined/accurate estimates obtained after optimization.
The optimization routine is built using the ‘fminsearch’ function in the matlab,
which performs multi-dimensional unconstrained nonlinear minimization by implement-
ing Nelder-Mead simplex search algorithm. For the ease of implementation following lines
20
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Fig. 3.1: (a) Plot of the real part of g(x), (b) Magnitude of DCFT of g(x), (c) Estimated
phase of g(x) after optimization, (d) Error in phase estimation.
of code are provided:
opt = optimset(′fminsearch′);
opt = optimset(opt,′Display′,′ off ′,′ TolX ′, sqrt(eps),′MaxIter′, 200);
aˆ = fminsearch(@(aˆ) chirpopt(aˆ, g), [aˆ1g, aˆ2g], opt);
where aˆ = [aˆ1, aˆ2] and chirpopt is the objective function that we define for optimization.
Phase estimated by this process for the signal shown in figure 3.1a at SNR of 20 dB is
shown in figure 3.1c. Error in phase estimation is shown in figure 3.1d. It is worth noting
that the magnitude of error in estimation by this method primarily depends on the local
slope of the signal’s phase being approximated. Since the signal is approximated with
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a second-order polynomial phase signal, error will be more in regions where the slope is
high. However, either by increasing the order of polynomial approximation, or by using
the same order approximation but in a piecewise manner, error in estimation can be
reduced considerably. In this chapter we consider the latter approach.
When analyzing the reconstructed interference fields, phase within each window of the
segmented signal can be calculated by constructing the polynomial with the estimated co-
efficients aˆ0, aˆ1, aˆ2, obtained by following the aforementioned procedure, in the respective
windows. However, for the reasons explained in the last chapter, aˆ0 is calculated, except
for the first window, using equation 2.10.
Though the error of the estimated phase remains quite small within each window, its
tendency to change rapidly towards the edges of the windows causes the overall error (of
the whole row) to increase. This is shown in figure 3.2a. This type of error can be signif-
icantly reduced by taking a fifty-percent overlapping windowing scheme (see figure 3.2a).
Since, as illustrated in figure 3.2a, the error changes rapidly near the boundaries of the
windows, we can use a scheme of two layers of windows to create fifty-percent overlapping
between them. The reconstructed data from these two layers is considered in a way to
keep the error to the minimum (see figure 3.2b).
3.3 Simulation and Experimental Results
Figure 3.3a shows the simulated fringe pattern (corresponding to the simulated recon-
structed interference field) at SNR of 10 dB. Figure 3.3b shows the estimated phase
profile along a column using DCFT followed by optimization in each of the eight windows
of the segmented signal. The estimation procedure is repeated for all columns. Figure 3.3c
shows the 3-D plot of the estimated phase distribution over the entire image. Error in
the phase estimation using the DCFT based analysis method is shown in figure 3.3d.
Results shown in figure 3.3 are obtained using overlapping windowing concept and by
dividing the signal along each column into eight segments (Nw = 8). Depending on the
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Fig. 3.2: (a) Comparison of error plots when simple windowing and overlapping windowing
concepts are used, (b) Fifty-percent overlapping windowing scheme.
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Fig. 3.3: (a) Simulated fringe pattern at SNR of 10 dB (256× 256) (b) Plot of estimated
phase along 64th column using the DCFT method (c) 3-D plot of the estimated phase
along all the columns (d) Error in phase estimation.
requirements on the accuracy of measurement and the computation time, one can chose
appropriate value for Nw. Table 3.1 indicates the impact of increasing Nw on the accuracy
and on the computational time in analyzing the pattern shown in figure 3.3a at SNR of
30 dB. Table 3.2 evaluates the performance of the DCFT method at different SNR levels
for both simple windowing and overlapping windowing concepts. It is evident that the
DCFT method provides quite accurate results when applied with overlapping windowing
concept.
Figure 3.4 shows the application of DCFT for phase estimation from a reconstructed in-
terference field obtained in a digital holographic interferometry experiment. Figure 3.4a
shows the real part of the reconstructed interference field corresponding to the central
loading of a circularly clamped object. Figure 3.4b shows the 3-D mesh plot of the es-
timated phase distribution using the DCFT method. On the other hand, phase map
calculated directly from the reconstructed interference field using the arctan function
is shown in figure 3.5a. For the purpose of illustration, wrapped phase map generated
from the continuous phase distribution estimated by the DCFT method is also shown
in figure 3.5b. Though the same results can also be obtained using the maximum likeli-
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(a) (b)
Fig. 3.4: (a) Recorded fringe pattern corresponding to the central loading of a circularly
clamped object in a DHI experiment, (b) 3-D plot of the estimated phase distribution
using the DCFT method.
(a) (b)
Fig. 3.5: (a) Phase calculated using the arctan function directly from the reconstructed
interference filed, (b) Wrapped phase map generated from the estimated continuous phase
in figure 3.4b for the purpose of illustration.
Tab. 3.1: Impact of increasing number of windows
Nw RMSE values Time in minutes
4 0.0344 0.5635
8 0.0121 0.8833
16 0.0085 1.7397
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Tab. 3.2: Performance evaluation of DCFT method (Nw = 8) with respect to noise in
estimating phase
Type of windowing RMSE values at SNR of Computational time
10 dB 20 dB 30dB (in minutes)
Simple 0.2949 0.1031 0.0598 0.4727
Overlapping 0.0597 0.0216 0.0121 0.8833
Tab. 3.3: Comparison of computation times between the MLE and the DCFT methods
Image Computation time in minutes
dimensions MLE-P3A2 DCFT
256 x 256 2.65 0.88
512 x 512 30.00 2.53
hood estimation based method presented in the previous chapter, it is worth emphasizing
that DCFT is computationally relatively very efficient, especially as the image dimension
increases. This is evident from the computational times listed in Table 3.3.
3.4 Phase Derivative Estimation using DCFT
From equation 3.1, it is evident that the derivative of interference phase can be estimated
by calculating the phase derivative over each segment of the signal according to the
following equation:
∂φ
∂x
= a1 + 2a2x (3.7)
Therefore, by simply estimating the polynomial coefficients aˆ1, aˆ2 for all segments using
DCFT as explained in the previous sections, one can obtain an accurate and direct esti-
mation of the phase derivative distribution. Note that, phase derivative thus computed
does not require any phase stitching as it does not contain aˆ0 term.
If the measurement application also requires the estimation of the phase distribution, it
can be obtained by integrating the phase derivative map. Phase estimated in this manner,
however, requires an offset correction as the constant of integration is unknown. The off-
set can be calculated by employing the same estimation procedure along a representative
column/row. This way of estimating phase directly provides the unwrapped phase distri-
bution. Note that this is an alternative approach to compute phase distribution. However,
it is found that, phase obtained in this manner (i.e., by integrating the derivative map)
is a bit less accurate than that is calculated as explained in the previous section.
Figure 3.6a shows a simulated fringe pattern (corresponding to a simulated reconstructed
interference field) of dimensions 256× 256 at an SNR of 10 dB. Figures 3.6b, 3.6c show
25
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(a) (b)
(c) (d)
(e) (f)
Fig. 3.6: (a) Simulated fringe pattern at SNR of 10 dB (256× 256), (b) Estimated phase
derivative along y-axis using the DCFT method, (c) cosine of the phase derivative along
y-axis (for illustration), (d) Phase obtained by the numerical integration of the derivative
map shown in b, (e) Phase map after offset correction, (f) Error in phase estimation.
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Tab. 3.4: Performance evaluation of DCFT method (Nw = 8) with respect to noise in
estimating phase derivative
RMSE values
SNR Simple Overlapping
Windowing Windowing
30 dB 0.0027 0.0017
20 dB 0.0041 0.0028
10 dB 0.0109 0.0076
respectively the estimated phase derivative map along y-axis obtained using the proposed
DCFT method, and its cosine generated for the purpose of illustration. Phase distribution
calculated using the numerical integration of the derivative map is shown in figure 3.6d.
It needs an offset correction as the phase distribution of all columns starts from zero.
Figure 3.6e shows the resulting phase after offset correction. Error in phase estimation is
shown in figure 3.6f.
Results shown in figure 3.6 are obtained using overlapping windowing concept and by
dividing each column of the pattern into eight segments (Nw = 8). Table 3.4 shows
the performance of the DCFT method in estimating the phase derivative of the fringe
distribution shown in figure 3.6a at different SNR levels for both simple windowing and
overlapping windowing concepts. It is evident that the DCFT method provides quite
accurate estimation of the phase derivative when applied with overlapping windowing
concept.
Experimental results shown in figure 3.7 substantiate the effectiveness of the DCFT
method for the estimation of phase and its derivative in DHI.
3.5 Conclusions
This chapter presented discrete chirp Fourier transform based method for the analysis of
reconstructed interference fields in DHI. It is found to be an effective analysis method for
providing an accurate and direct estimation of the unwrapped phase distribution. Simula-
tion and experimental results confirm that the DCFT method with overlapping window-
ing scheme provides accurate results in a computationally efficient way when compared
to maximum likelihood estimation. Procedure for the direct estimation of the first-order
derivative of the interference phase distribution using DCFT is also presented.
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(a) (b)
(c) (d)
(e)
Fig. 3.7: (a) Recorded fringe pattern corresponding to the central loading of a circularly
clamped object in a DHI experiment, (b) Phase derivative map along y-axis, (c) cosine
of the phase derivative along y-axis (for illustration), (d) Phase distribution obtained
by numerical integration of the derivative map shown in b, (e) Phase map after offset
correction.
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Chapter 4
High-order Instantaneous Moments
Method
4.1 Introduction
In the last two chapters, we have seen that P3A2 is an elegant approach for accurate
and direct estimation of the unwrapped distributions corresponding to both phase and its
first-order derivative. However, with both MLE and DCFT methods we can approximate
the data with up to a second-order polynomial phase signal only. In this chapter we
introduce high-order ambiguity function (HAF) based method with which it is possible
to make higher order approximations (for example with a fourth-order polynomial phase
signal), that too in a computationally efficient manner. This feature of HAF allows for the
simultaneous estimation of phase and its higher-order derivatives in a computationally ef-
ficient manner; thereby allowing for the simultaneous measurement of displacement, strain
and curvature of a deformed object in DHI, as will be shown in Chapter 6. Section 4.2
introduces the HAF method by modeling the entire row/column of the reconstructed in-
terference field as an M th order polynomial phase signal. Performance of the HAF method
is compared with the benchmark methods. Section 4.3 presents windowed-HAF method
which is suitable for a wide range of applications. Section 4.4 introduces improved-HAF
method, which is shown to provide highly accurate results at a tremendously reduced
computational time as compared to the contemporary benchmark methods. Simulation
and experimental results are presented throughout for substantiating the potentiality of
the presented methods.
4.2 High-order Ambiguity Function Method
The reconstructed interference field represented in equation 2.3 can be rewritten as:
Ay(x) = by(x) exp [j∆φy(x)] + ηy(x) for x, y = 1, . . . , N (4.1)
where y denotes the index of the row, by(x) the amplitude of the y
th row, ηy(x) the
ACWGN with zero-mean and σ2 variance, and N × N is the dimension of the fringe
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pattern. Since the interference phase to be estimated in DHI is, in general, a continuous
function of the spatial coordinates, it can be approximated arbitrarily closely, in accor-
dance to Weierstras approximation theorem [69], by a polynomial of a sufficiently high
order. Thus the above equation can be rewritten as:
A (x) = b(x) exp
[
j
(
M∑
q=0
aqx
q
)]
+ η(x) (4.2)
where q is an integer and M is the degree of the polynomial. The subscript y is dropped
for the sake of simplicity. The problem of estimating the interference phase from the
noisy observations of A(x) basically amounts to estimating the parameters like polynomial
coefficients {aq} from A(x). In order to estimate the polynomial coefficients from A(x),
an operator PTM [A, ω, τ ], known as high-order ambiguity function (HAF) [51] is used.
The high-order ambiguity function, PTM [A, ω, τ ], is defined as the discrete Fourier trans-
form of another operator, PM [A(x), τ ], known as high-order instantaneous moments (HIM):
PTM [A, ω, τ ] =
N∑
x=(M−1)τ
PM [A(x), τ ] exp(−jωx) (4.3)
where the HIM operator PM [A(x), τ ] is defined as:
PM [A(x), τ ] =
M−1∏
q=0
[
A†q(x− qτ)]
M − 1
q

(4.4)
where A†q(x) =
{
A(x) if q is even
A∗(x) if q is odd
(·)∗ denotes complex-conjugation, τ is a positive real number and
(
x
y
)
=
x!
(x− y)! y! .
The properties of the HAF imply that applying the HIM operator PM on the signal A(x)
(which is an M th order polynomial phase signal), transforms the signal into a single-
tone whose frequency, say ω0(τ), is directly proportional to the highest-order polynomial
coefficient aM :
aM =
ω0(τ)
M ! τM−1
for all τ > 0 (4.5)
Based on this, the following procedure can be used to estimate the polynomial coefficients
{aq}: First, PM of the signal A(x) is computed; which produces a single-tone signal. By
calculating its frequency, say by identifying the peak in the FFT spectrum, the highest-
order polynomial coefficient aM can be estimated using the relation in equation 4.5; let
aˆM denote the estimate of aM . The effect of the highest-order phase term is then removed
by “peeling-off” the signal as A′(x) = A(x) · exp (−jaˆMxM). The new signal A′(x)
thus formed is a polynomial phase signal of the order (M − 1). Computing PM−1 of
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A′(x) results in a single-tone signal whose frequency is directly proportional to aM−1.
This process of estimating the highest-order coefficient in each iteration and peeling-
off the signal to reduce its polynomial phase order is repeated until all the coefficients
are estimated. Constructing a polynomial with these estimated coefficients results in the
direct estimation of the unwrapped phase. Although the phase estimated along individual
rows in this manner is unwrapped, to obtain a continuous 2-D phase distribution phase
stitching is needed to weave all the rows to fall in line one after the other. It ordinarily
requires determining the off-set phase to be added along the middle column, to make
it continuous, and then adding the same to all the columns; this task is as easy as 1D
unwrapping of an ideal wrapped phase.
4.2.1 HAF Algorithm
To make the implementation easy, the properties of HAF and the associated procedure for
the estimation of polynomial coefficients are provided below in an algorithmic fashion [80]:
The basic properties of HAF, PTM , are:
1. PTM [A, ω, τ ] has a global maximum at ω = M ! τ
M−1 aM .
i.e., arg max
ω
|PTM [A, ω, τ ]| = M ! τM−1aM .
2. PM [A(x), τ ] is a single tone of frequency ω0(τ) ( 6= 0)
i.e., PM [A(x), τ ] = B exp {j [ω0(τ)x+ φ0(τ)]},
where B is a constant or a slowly varying funtion of x.
Therefore aM =
ω0(τ)
M ! τM−1
for all τ > 0.
HAF-based estimation algorithm proceeds as follows:
1. Initialization: let m = M and A
(m)
x = Ax, 1 ≤ x ≤ N
2. Choose a positive integer τ (which may vary for different values of m)
Compute aˆm by
aˆm =
1
m! τm−1 arg maxω
{∣∣PTM [A(m)x , ω, τ]∣∣}
3. Let A
(m−1)
x = Amx · e−jaˆmxm 1 ≤ x ≤ N
set m← (m− 1)
4. If m ≥ 1, go back to step 2. Else go to step 5
5. Estimate a0 from A
(0)
x using the formula
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aˆ0 = Im
{
log
[
N∑
x=1
A(0)x
]}
Note that in signal processing literature HAF is also referred to as polynomial phase
transform (PPT) [51].
In the above process, the choice of τ affects the accuracy of estimated coefficients. It is
shown in [81] that, mean square error of aM achieves a minimum at τ =
N
M
for M = 2, 3
and τ = N
M+2
for M ≥ 4.
4.2.2 Simulation and Experimental Results
Figure 4.1 shows the simulation results of phase estimation and error plots. In these
simulations, accurate phase estimation is accomplished by modeling the interference field
with a fourth-order polynomial phase signal. Figure 4.1a shows the simulated fringe
pattern at SNR of 30 dB. This noisy pattern of dimensions 512× 512 pixels is generated
using awgn function in matlab, which adds additive white Gaussian noise of a specified
level to the actual signal. Figure 4.1b shows the profile of the estimated phase with the
HAF method along the middle row. Figure 4.1c shows the error plot. 3D plot of the
estimated phase over all the rows is shown in figure 4.1d. As is clear from the previous
figure, phase stitching is needed to obtain a continuous 2-D phase distribution. Figure 4.1e
shows the 3D plot of the interference phase estimated with the HAF method after phase
stitching. Error in estimation is shown in figure 4.1f.
The results of this HAF-based method are compared with two commonly used unwrapping
algorithms, Goldstein’s unwrapping algorithm and ZpiM unwrapping algorithm [82–85].
The results are also compared with one of the best performing phase estimation methods,
windowed Fourier ridge (WFR) algorithm [40,68,72]. Figure 4.2 shows 3-D mesh plots of
error distributions when continuous phase distribution of the pattern shown in figure 4.1a
is estimated with all the four methods. WFR method produces results with relatively
large errors near the edges of the image. Although the HAF method shows to an extent
a similar tendency, it produces relatively small errors. For example, if all pixels of the
fringe pattern are considered the root mean square errors (RMSE) produced by WFR
and HAF methods are given by 0.0670 and 0.0142, respectively. For this reason, 20 rows
and 20 columns on all the four boundaries of the pattern are not considered (size of the
window used in WFR algorithm is 10×10) either while calculating the RMSE values listed
in Table 4.1 or displaying the error plots in figure 4.2. The RMSE and computational
cost for all four methods are listed in Table 4.1. These tests are run on a Windows PC
with Intel Core 2 Duo processor of 2.66 GHz, 3.24 GB of RAM and with matlab 7.0.4.
version. It is evident that the HAF method provides accurate results with relatively less
computational time. However, the main strength of this method lies in directly providing
the unwrapped phase distribution from a noisy reconstructed interference field.
Figure. 4.3a shows the comparison of error plots when the phase along a row is estimated
with the HAF method by approximating the phase of the reconstructed interference field
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Fig. 4.1: (a) Simulated fringe pattern at SNR = 30dB (512 × 512) (b) Phase estimated
using the HAF-based analysis method along the middle row (c) Error plot, (d) 3D plot
of the estimated phase along all rows (e) 3D plot of the resulting phase map after phase
stitching, (f) 3-D plot of the error distribution.
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(a) (b)
(c) (d)
Fig. 4.2: Error plots when continuous phase distribution of figure 4.1a is obtained with
(a) Goldstein’s unwrapping method (b) ZpiM unwrapping method (c) WFR method (d)
HAF method
with polynomials of different orders (at SNR=30 dB). These results indicate that if the
order of the polynomial used in the approximation is 4 or more, the error (in radians)
in the estimation of phase is of the order of 10−3. We have performed error analysis at
different SNRs, results of which are shown in figure. 4.3b. This method has the potential to
provide an accurate and direct estimation of the continuous phase distribution, with only
second-order or third-order polynomial approximations, even if the interference phase
is rapidly varying, when applied on different segments of the whole signal. Thus the
piecewise polynomial phase approximation approach realized with the HAF method leads
to a promising and computationally efficient analysis tool as we will see in the next section.
The experimental results shown in figure. 4.4 substantiate the applicability of the HAF
method for the phase estimation in digital holographic interferometry. Figure 4.4a shows
the fringe pattern. Figures 4.4b and 4.4c, respectively, show the 3-D mesh plots of the
estimated phase distribution using the HAF method before and after phase stitching.
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Tab. 4.1: Performance comparison of HAF, WFR, Goldstein’s unwrapping, and ZpiM
unwrapping algorithms
Method RMSE Time (in Sec)
Goldstein 0.0224 46
ZpiM 0.0103 219
WFR 0.0077 400
HAF 0.0047 15
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Fig. 4.3: Error plots when (a) Approximated with different orders of polynomials at
SNR=30 dB (b) approximated with a 4th order polynomial at different levels of SNR
4.3 Windowed High-order Ambiguity Function Method
In the previous section HAF method is used for modeling the entire row/column of the
reconstructed interference field as an M th order polynomial phase signal. In this section
we use the HAF method for realizing P3A2 like in the last two chapters, so that each
segment of the data itself is approximated with an M th order polynomial phase signal.
Figure 4.5a shows the simulated fringe pattern (corresponding to the simulated recon-
structed interference field) with an SNR of 15 dB. This pattern is generated with the
peaks function in matlab and is chosen to simulate rapid variations in phase. Figure 4.5b
Tab. 4.2: Performance evaluation of WHAF method
Method RMSE Time
WHAF SNR=15 dB SNR=30 dB (in minutes)
Nw M SW OW SW OW SW OW
8 4 0.2651 0.0467 0.0481 0.0078 1.60 3.04
8 2 0.2428 0.0821 0.2182 0.0734 0.79 1.51
4 4 0.4094 0.0638 0.3876 0.0459 0.81 1.43
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(a) (b)
(c)
Fig. 4.4: (a) Experimentally recorded fringe pattern corresponding to the loading of a
circularly clamped object (b),(c) Estimated phase using the HAF method before and
after phase stitching.
shows the estimated phase along the middle column using WHAF. In these simulations
the signal is divided into eight segments (Nw = 8) and is approximated with a fourth-
order polynomial phase signal (M = 4) in each window. The estimation procedure is
repeated for all columns. Figure 4.5c shows the 3-D plot of the estimated phase distribu-
tion over the entire image. Error in phase estimation is shown in figure 4.5d. The number
of windows (Nw) and the model order (M) can be chosen depending on the requirements
on accuracy and the computational time. Table 4.2 shows the computational time and
RMSE values for few such combinations. In the table SW and OW stands for simple
windowing and overlapping windowing respectively.
The experimental results are shown in figure 4.6. Figure. 4.6a shows the fringe pattern
and figure. 4.6b shows the 3-D mesh plot of the estimated phase distribution using the
WHAF method. The pattern shown in figure 4.6a is analyzed also with the maximum
likelihood estimation method presented in chapter 2 and the computational times for both
the methods are compared in Table 4.3. The WHAF method shows a significant gain in
the computational time with respect to the MLE-P3A2 with the increase in the image
dimensions.
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Fig. 4.5: (a) Simulated fringe pattern at SNR of 15 dB (512 x 512), (b) Estimated phase
along the middle column using WHAF method (Nw = 8,M = 4), (c) 3-D plot of the
estimated phase over the whole image, (d) Error in phase estimation.
(a) (b)
Fig. 4.6: (a) Fringe pattern obtained in a DHI experiment corresponding to the loading of
a circularly clamped object, (b) 3D mesh plots of the phase distributions estimated using
the WHAF method (Nw = 8,M = 2).
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Tab. 4.3: Comparison of computational times of WHAF and MLE methods
Parameters Time (in minutes)
256 x 256 image 512 x 512 image
Nw M MLE-P3A2 WHAF MLE-P3A2 WHAF
4 2 7 0.5 103 0.7
8 2 3 0.7 30 1.5
4.4 Improved High-order Ambiguity Function Method
Two important driving factors behind the development of various fringe analysis method
during last two decades are to achieve higher accuracy of estimation and less computa-
tional time requirements. Thus in this section we further seek to improve the WHAF
method so as to reduce its computational time and improve its performance in terms of
accuracy of estimation. The resulting method is named as improved HAF method.
A careful study of the HAF method reveals that the overall accuracy of the estimated
phase and associated computational cost with it primarily depends on two factors: firstly,
on the ability of the PM operator to transform the signal into a single-tone of proper
frequency and secondly, on the accuracy and speed with which the frequency of the
single-tone is estimated in each iteration. In this section we try to investigate for the
potential solution for the above two issues.
To address the first issue, instead of the conventional HIM operator, a modified HIM
operator PM is used which is defined as:
PM [Ai(x), τq] =
M−1∏
q=0
[
A†qi (x− q τq)
]M − 1
q

(4.6)
where A†qi (x) =
{
Ai(x) if q is even
A∗i (x) if q is odd
(·)∗ denotes complex-conjugation, τ1, τ2, .., τM−1 are the set of delay parameters and(
x
y
)
=
x!
(x− y)! y! . Note that the PM operator of the original HAF uses single delay
parameter, τ , which boils down to imposing equal values to all M − 1 delay parameters.
But by considering M − 1 different delay parameters (see Table 4.4) as in Eq.(4.6), all of
which are chosen to minimize the mean square error of the estimated coefficients [86], a
considerable improvement in the accuracy of estimation can be observed, especially when
the order of the polynomial approximation is three or greater.
The next step is to estimate the frequency of the single-tone signal resulted after applying
the operator PM . Let ωi0 be the estimated frequency. The highest order coefficient aM of
a given segment i can then be calculated as:
aˆiM =
ωi0
M ! γ
(4.7)
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Tab. 4.4: Optimal set of delay parameters of IHAF as fractions of number of samples
(N) present in the signal
M (τ1,τ2, .., τM−1) as fractions of N
2 0.5
3 0.12, 0.44
4 0.08, 0.18, 0.37
5 0.07, 0.19, 0.24, 0.31
where γ =
M−1∏
q=1
τq and aˆiM denote the estimate of aiM . The effect of the highest-order phase
term can then be removed by ‘peeling-off’ the signal as A′i(x) = Ai(x) · exp
(−jaˆiMxM).
The new signal A′i(x) thus formed is a polynomial phase signal of the order (M − 1).
Computing PM−1 of A′i(x) again results in a single-tone signal whose frequency is directly
proportional to ai(M−1). This process of estimating the highest-order coefficient in each
iteration and peeling-off the signal to reduce its polynomial phase order is repeated until
all the coefficients are estimated.
Thus it is also important to investigate on the proper choice of the method that can be
employed to estimate the frequency of the single tone in each iteration, as it can have a
significant influence on the accuracy of the estimated coefficients as well as on the overall
computational investment required.
A popular approach for single-tone frequency estimation is the Fourier transform. But
since it usually gives gross estimates, the estimation accuracy needs to be further im-
proved using an optimization routine. Other important single-tone frequency estimation
techniques are estimation of signal parameters by rotational invariance technique (ES-
PRIT) [87], multiple signal classification (MUSIC) [88] and iterative frequency estimation
by interpolation on Fourier coefficients (IFEIF) [89]. Now our aim is to test the perfor-
mance of these different techniques under various noise levels for phase estimation and
find the optimal technique that provides minimal estimation error with the least compu-
tational burden.
Different fringe patterns (size 512 × 512) were simulated at different SNRs of 15, 20, 25
Tab. 4.5: Performance comparison of various single-tone frequency estimation techniques
for phase estimation at different SNRs
Technique RMSE in radians Time in seconds
SNR 15 dB SNR 20 dB SNR 25 dB SNR 30 dB
FT with optimization 0.0446 0.0245 0.0144 0.0090 261.514
MUSIC 0.0597 0.0311 0.0173 0.0105 32.061
ESPRIT 0.0585 0.0303 0.0170 0.0104 14.974
IFEIF 0.0427 0.0232 0.0135 0.0078 5.882
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and 30 dB using matlab ‘peaks’ function as the interference phase. The WHAF method
with the modified HIM operator is used for phase estimation by applying different single-
tone frequency estimation techniques like Fourier transform (FT) followed by optimization
using ‘fminbnd’ function of matlab, MUSIC, ESPRIT and IFEIF. For the analysis, we
used Nw = 8 and M = 4. For the implementation of the ESPRIT and MUSIC techniques,
we took the values of the model order and the order of the covariance matrix [90] as 1
and 9 respectively. The RMSE values for the phase estimation and the computational
time taken in seconds on a 2.66 GHz Intel Core 2 Quad Processor machine with 3.23 GB
RAM for these methods at various SNRs are shown in Table 4.5. From the table, it is
clear that the IFEIF technique exhibits the optimum performance in terms of estimation
accuracy and computational efficiency.
Note that, with these modifications, now we are no longer calculating the HAF (which
is the Fourier transform of HIM) but only applying the modified HIM operator (see
equation 4.6) and determining the frequency of the resulting single-tone with the IFEIF
method. Thus the modified method here onwards is referred to high-order instantaneous
moments based method or simply HIM method.
(a) (b)
(c)
Fig. 4.7: (a) Experimental fringe pattern at (256 x 256), (b) Estimated phase in radians
using the HIM method (Nw = 8,M = 3), (c) Cosine fringes of the estimated phase.
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To verify the practical utility in using the IFEIF technique with the HIM method, an
experimental fringe pattern obtained in DHI shown in figure 4.7a was taken for analysis.
The estimated phase in radians obtained using the IFEIF technique based method and
subsequent median filtering is shown in figure 4.7b. We used Nw = 8 and M = 3 for the
analysis. The cosine fringes of the estimated phase are shown in figure 4.7c. It has taken
only 1.786 seconds for the analysis of this pattern.
4.5 Conclusions
This chapter has developed high-order ambiguity function based method for the estima-
tion of interference phase in DHI. The HAF possess an exceptional ability to approximate
the data with a higher-order polynomial signal (4th order or so) with relatively less com-
putational requirements. After developing the basic method, its performance is compared
with the benchmark methods and is found to be very promising with its unique advan-
tages. In the later sections, efforts are made to bring further improvements in the method
by performing a careful study. Two important issues/factors are identified, that are found
to be responsible for the overall phase estimation accuracy and the required computational
time. Investigations are carried out to provide optimal solutions for those two issues.
Firstly, the use of an optimal set of M − 1 delay parameters while applying PM operator
is suggested to obtain accurate estimates. The other modification consists of using IFEIF
method for the task of single-tone frequency estimation. These modifications provide
a robust solution to implementing a fringe analysis tool for a direct estimation of the
unwrapped phase distribution in a computationally highly efficient manner. The resulting
method is referred to as improved high-order ambiguity function (IHAF) or high-order
instantaneous moments (HIM) method.
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Chapter 5
Cubic Phase Function Method
5.1 Introduction
Previous chapter has presented an effective fringe analysis method based on high-order
instantaneous moments calculation. As it allows for higher-order polynomial approxima-
tion (M > 2), that too in a computationally efficient manner, it will find its place in many
metrological applications. However, it is worth noting that the performance of HIM is
interlinked with other parameters such as signal-to-noise ratio, number of samples and
the model order [51]. Our experience confirms that HIM method can perform well as long
as signal-to-noise ratio is greater than 10 dB. In applications where the recorded fringe
patterns are expected to have heavy noise, HIM method is thus prone to provide phase
estimation with non-negligible errors. To address this concern, a robust cubic phase func-
tion (CPF) based method, which provides accurate results even at very low signal-to-noise
ratio levels, is introduced in this chapter. This method makes a cubic phase approximation
(i.e. third-order polynomial phase approximation) over each segment of the reconstructed
interference field, and the computation of polynomial coefficients is achieved in an efficient
manner by making use of the properties of the cubic phase function [91].
5.2 Cubic Phase Function Method
In this method, data in each segment of the reconstructed interference field is modeled as
a third-order polynomial phase signal:
g(x) = b(x) exp
[
j(a0 + a1x+ a2x
2 + a3x
3)
]
+ η(x) (5.1)
The polynomial coefficients in the above equation are estimated by computing the cubic
phase function [91] as:
CPF (x,Ω) =
(Ns−1)/2∑
τ=0
g(x+ τ)g(x− τ)exp(−jΩτ 2) (5.2)
The CPF has an important property that its peak always corresponds to the second-
order derivative of phase which is also referred to, in signal processing, as instantaneous
43
CHAPTER 5. CUBIC PHASE FUNCTION METHOD
frequency rate (IFR). Here we denote the second-order derivative of phase as IFR(x). So
we have
IFR(x) =
∂2φ(x)
∂x2
(5.3)
and using equation 5.1, we have
IFR(x) = 2a2 + 6a3x (5.4)
Since the maxima of the CPF is associated with the second-order derivative of phase i.e.
IFR(x), we have
IFR(x) = arg max
Ω
|CPF (x,Ω)| (5.5)
Equation 5.4 represents a linear equation in x where IFR(x) depends on the polynomial
coefficients a2 and a3. To estimate a2 and a3, IFR(x) is evaluated using equation 5.5 for
two positions of x, say x1 and x2, yielding IFR(x1) and IFR(x2). In other words, we
have
IFR(x1) = 2a2 + 6a3x1 (5.6)
IFR(x2) = 2a2 + 6a3x2 (5.7)
So we have two equations in two variables which can be solved to obtain the esti-
mates [aˆ2, aˆ3]. The optimal values of x1 and x2 for minimal estimation errors are 0
and 0.11Ns [92]. Once aˆ2 and aˆ3 are evaluated, the polynomial coefficient a1 is estimated
using a dechirping operation given by
g′(x) = g(x)exp[−j(aˆ2x2 + aˆ3x3)] (5.8)
In equation 5.8, the dechirping operation peels off or removes the contribution of quadratic
and cubic terms from the polynomial phase effectively yielding g′(x) as a single-tone signal
with frequency a1. Since g
′(x) is a single-tone signal, the peak of the Fourier spectrum of
g′(x) obtained by the Fourier transform (FT) gives the estimate aˆ1. So we have
U(ω) = FT [g′(x)] (5.9)
aˆ1 = arg max
ω
|U(ω)| (5.10)
The single-tone frequency estimation procedure in the above equations is efficiently im-
plemented using the fast Fourier transform (FFT) algorithm and the computationally
efficient iterative frequency estimation by interpolation on Fourier coefficients (IFEIF)
technique [89] is used to improve the estimation accuracy. After determining the estimate
aˆ1, the coefficient a0 is estimated as
aˆ0 = angle

(Ns−1)/2∑
x=−(Ns−1)/2
g(x)exp[−j(aˆ1x+ aˆ2x2 + aˆ3x3)]
 (5.11)
Once the polynomial coefficients estimates [aˆ0, aˆ1, aˆ2, aˆ3] are known, phase φ(x) can be
evaluated for that particular segment. The above procedure is subsequently performed for
all Nw segments to give the phase estimate for a given row y. To keep the error minimum
at the boundary of adjacent segments, as explained in chapter 3, a 50 % overlapping
segment strategy is used. Finally, the above approach is repeated for all columns to give
the overall phase estimate for the entire fringe pattern.
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5.2.1 CPF Algorithm
To make the implementation easy, the properties of CPF and the associated procedure for
the estimation of polynomial coefficients are provided below in an algorithmic fashion [92]:
CPF (x,Ω) =
(Ns−1)/2∑
τ=0
g(x+ τ)g(x− τ)exp(−jΩτ 2)
ˆIFR(x) = arg max
Ω
|CPF (x,Ω)|
1. Estimate two IFRs Ωˆ1 and Ωˆ2, at locations, x1 and x2, respectively
Ωˆ1 = arg max
Ω
|CPF (x1,Ω)|
Ωˆ2 = arg max
Ω
|CPF (x2,Ω)|
(Suggested values of x1 and x2 at which asymptotic mean square error of estimates
is minimum are 0 and 0.11N respectively.)
2. Let aˆ = [aˆ2, aˆ3]
T , Rˆ = [Ωˆ1, Ωˆ2]
T and
X =
[
2 6x1
2 6x2
]
Then compute aˆ according to aˆ = X−1Rˆ
3. Estimate aˆ1 by dechirping followed by single-tone frequency estimation:
aˆ1 = arg max
a1
∣∣∣∣∣∣
(Ns−1)/2∑
x=−(Ns−1)/2
g(x) e−j(a1x+aˆ2x
2+aˆ3x3)
∣∣∣∣∣∣
4. Find aˆ0 by evaluating
aˆ0 = angle
 (Ns−1)/2∑
x=−(Ns−1)/2
g(x) e−j(aˆ1x+aˆ2x
2+aˆ3x3)

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Fig. 5.1: (a) Simulated fringe pattern at SNR of 10 dB. (b) Original vs estimated phase in
radians for column x = 64. (c) Estimated phase in radians for the entire fringe pattern. (d)
Wrapped form of the estimated phase. (e) Error between the original and the estimated
phase in radians
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5.2.2 Simulation and experimental results
To test the method’s validity, a 256× 256 pixels fringe pattern (corresponding to recon-
structed interference field) was simulated at SNR of 10 dB as shown in figure 5.1a. The
original phase and estimated phase by the proposed method in radians for a particular col-
umn x = 64 are shown in figure 5.1b. The estimated phase in radians for the entire fringe
pattern and the corresponding wrapped form are shown in figure 5.1c and figure 5.1d.
Nw = 8 was used for the analysis. The error between the original and the estimated
phase is shown in figure 5.1e. The RMSE for phase estimation was 0.0535 radians.
The CPF method’s performance for the simulated fringe pattern under different SNRs
is shown in Table 5.1. The RMSEs for phase estimation with the CPF method were
evaluated for SNRs of 5, 10, 15 and 20 dB as shown in the table. The tabular results show
that the proposed CPF method is robust for phase estimation even under the presence of
high noise and low SNR.
A comparison between the HIM and CPF methods for phase estimation under low SNR is
shown in figure 5.2. The simulated fringe pattern at SNR of 5 dB is shown in figure 5.2a.
The wrapped form of the phase estimates obtained using the HIM and CPF methods are
shown in figure 5.2b and figure 5.2c. Note that both the HIM and CPF methods directly
provide the unwrapped phase estimate and the wrapped forms are shown here for the
purpose of illustration only. The errors between the original and the estimated phases
for the HIM and CPF methods are shown in figure 5.2d and figure 5.2e. The RMSEs for
phase estimation by the HIM and CPF based methods were 2.1118 radians and 0.0910
radians. figure 5.2d and figure 5.2e show that the performance of the CPF based method
is superior to that of the HIM method under severe noise conditions.
The method’s practical applicability is tested by measuring the out of plane displacement
of a circularly clamped object subjected to loading in a DHI experiment. The fringe
pattern corresponding to the real part of reconstructed interference field is shown in fig-
ure 5.3a. The estimated phase distribution in radians obtained using the CPF method and
after applying two dimensional median filtering is shown in figure 5.3b. The corresponding
wrapped form of the estimated phase distribution is shown in figure 5.3c.
Tab. 5.1: Performance evaluation of CPF method with respect to noise in estimating
phase
SNR in dB RMSE in radians
1 5 0.0910
2 10 0.0535
3 15 0.0327
4 20 0.0209
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(a) (b)
(c) (d)
(e)
Fig. 5.2: (a) Simulated fringe pattern at SNR of 5 dB. (b) Wrapped form of the estimated
phase using HIM method. (c) Wrapped form of the estimated phase using CPF method.
Error between the original and the estimated phases in radians for the (d) HIM method,
(e) CPF method.
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(a) (b)
(c)
Fig. 5.3: (a)Experimental fringe pattern. (b) Estimated phase distribution in radians
using the CPF method. (c) Wrapped form of the estimated phase
5.3 Phase Derivative Estimation using CPF
In chapter 3, the use of DCFT method is demonstrated for obtaining an accurate and
direct estimation of the phase derivative from a fringe pattern. In this section we show
the advantage of using CPF for phase derivative estimation. From equation 5.1, we can
have:
∂φ
∂x
= a1 + 2a2x+ 3a3x
2 (5.12)
Phase derivative can thus be estimated by computing the polynomial coefficients a1, a2, a3
over all segments, using the CPF as explained in the previous section.
The major advantage of the CPF method is its inherent robustness to severe noise. To
examine its performance for phase derivative estimation, we simulated a one dimensional
signal at SNR of 5 dB, 10 dB and 15 dB. The obtained estimates are shown in figure 5.4a-
5.4c. The absolute errors in phase derivative estimation for different SNRs are shown in
figure 5.4d. It is clear from figure 5.4 that even for SNR as low as 5 dB, the CPF method
works reasonably well for phase derivative estimation.
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Fig. 5.4: Original vs estimated phase derivative in radians/pixel at SNR of (a) 5 dB, (b)
10 dB, (c) 15 dB. (d) Absolute error for phase derivative estimation
A simulated fringe pattern corresponding to the real part of the reconstructed interference
field at SNR of 5 dB is shown in figure 5.5a. The original phase derivative along y direction
in radians/pixel is shown in figure 5.5b. The phase derivative estimate ω1(x, y) in radi-
ans/pixel obtained by applying the CPF method is shown in figure 5.5c. Nw = 8 is used for
the analysis. Though the phase derivative obtained from the CPF method is unwrapped,
the corresponding wrapped form is shown for illustration purpose only in figure 5.5d. The
wrapped form was evaluated using arctan{Im(exp[jω1(x, y)])/Re(exp[jω1(x, y)])}, where
‘Im’ and ‘Re’ denote the imaginary and real parts of a complex number. The RMSE value
for phase derivative estimation was 0.0166 radians/pixel.
The practical applicability of the CPF method for phase derivative estimation is tested
for a DHI experiment. The fringe pattern corresponding to a circularly clamped object
subjected to central loading is shown in figure 5.6a. The estimated phase derivative along
y direction using the CPF method and the corresponding wrapped form are shown in
figure 5.6b and figure 5.6c. For the sake of comparison, the phase derivative was also
estimated with the commonly used digital shearing method, where the sheared complex
amplitude of the reconstructed wave was superimposed on the original complex ampli-
tude to approximate the phase differentiation operation. The wrapped phase derivative
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(a) (b)
(c) (d)
Fig. 5.5: (a) Simulated fringe pattern at SNR of 5 dB. (b) Original phase derivative in
radians/pixel. (c) Estimated phase derivative in radians/pixel. (d) Wrapped form of the
estimated phase derivative
estimate thus obtained is shown in figure 5.6d. It is clear from figure 5.6d that the digital
shearing method is susceptible to noise besides requiring an unwrapping algorithm.
5.4 Conclusions
This chapter presented a CPF based method for the estimation of phase and its derivative
in digital holographic interferometry. The method has the advantage of directly providing
the unwrapped distributions and robustness against severe noise conditions.
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(a) (b)
(c) (d)
Fig. 5.6: (a) Fringe pattern obtained in a DHI experiment. (b) Estimated phase derivative
in radians/pixel. (c) Wrapped form of the estimated phase derivative. (d) Wrapped phase
derivative estimate obtained using digital shearing method.
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Applications in Holographic
Interferometry
6.1 Introduction
In the preceding chapters, we have introduced a series of fringe analysis methods based
piecewise polynomial phase approximation, where the estimation of polynomial coeffi-
cients is performed using tools such as MLE, DCFT, HIM, and CPF. In this chapter and
the next one, the potential of P3A2 in real-life applications is demonstrated. In particu-
lar, the HIM method’s applicability for various types of measurements in non-destructive
testing and evaluation are presented in this chapter. The methods usefulness in both
digital holographic interferometry and classical holographic interferometry is discussed.
6.2 Digital Holographic Interferometry
Digital holographic interferometry has emerged as a powerful non-invasive measurement
and testing tool in diverse areas of science and engineering. Thanks to the high-resolution
CCD camera, which has facilitated the direct digital recording of the holograms, the wet
and time consuming chemical processing involved in the recording of holograms has been
eliminated. The development of numerical hologram reconstruction methods based on
Fresnel diffraction integral [93], Wavelet transform [94], Fresnelets [95], etc., has enabled
obtaining the reconstruction of object wave fields in the computer. In DHI, the key
parameter of interest is the phase of the reconstructed interference field, as the information
on the measurand is encoded in it. Usually, it provides the information on the deformation
or displacement.
As mentioned in the introduction chapter, in the light of some of the unique advantages
associated with DHI, efforts have also been made during recent years [33–38] to extend its
use to the measurement of slopes and curvatures. However, they have met with limited
success, as the first and second-order derivatives calculated by their approach are observed
to be contaminated with severe noise (in addition to being wrapped). Consequently,
different filtering schemes such as those based on average filter, sine/cosine transform
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and short-time Fourier transform have been proposed [37,38]. Nevertheless, the iterative
filtering operations are computationally demanding and need to be carefully implemented
so as not to smear the dense fringes.
In the following subsection, we show how the P3A2 provides an elegant solution for this
problem. Here we briefly review the procedure involved in making measurements in DHI
and provide the details of the experiments carried out in our lab.
Two digital holograms, one before and the other after loading the object, are recorded
in an off-axis DHI configuration by illuminating the test object with a Coherent V erdi
laser (532 nm). The schematic of the off-axis DHI and the experimental setup are shown
in figures. 6.1 and 6.2, respectively. Figure. 6.3a shows the image of the digital hologram
recorded before subjecting the object to loading. Discrete Fresnel transform [65] is used to
perform the numerical reconstruction of the individual holograms. Figure. 6.3b shows the
amplitude of the numerical reconstruction of the hologram shown in figure. 6.3a. Since
these holograms are recorded in an off-axis configuration, the real and virtual reconstruc-
tions of the object and the undiffracted pattern are separated as shown in figure 6.3b.
Figure. 6.3c shows the phase of the reconstructed object wave field, in the region marked
in figure 6.3b as the area of inspection, before deformation. From the two reconstructed
object wave fields obtained in this manner the reconstructed interference field is formed
as explained below.
Let the numerically reconstructed object wave field be represented as:
Γ(x, y) = a(x, y) exp[jφ(x, y)] (6.1)
where a(x, y) is the amplitude and φ(x, y) is the estimated phase of the object wave
field. Since we have the reconstructed object wave fields corresponding to the two states
of the object, which we can represent as, Γ1(x, y) and Γ2(x, y), then the reconstructed
interference field can be formed as:
A(x, y) = Γ2(x, y)× Γ∗1(x, y)
= a1(x, y)a2(x, y) exp {j [φ2(x, y)− φ1(x, y)]}
= b(x, y) exp [j∆φ(x, y)] (6.2)
where φ1(x, y), φ2(x, y) are the phases of the object waves before and after deformation,
respectively.
Fig. 6.3d shows the real part of the reconstructed interference field corresponding to the
loading of a circularly clamped object (of 6 cm in diameter), located at a distance of 110
cm from the CCD camera (SONY XCL-U1000, 1628× 1236).
6.2.1 Simultaneous Measurement of Displacement, Strain, and
Curvature
In chapters 2, 3, 4, and 5 it has been shown how to estimate the phase of the reconstructed
interference fields (Eq. (6.2)) using, respectively, MLE, DCFT, HIM and CPF methods.
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Fig. 6.1: Schematic of the experimental setup of an off-axis digital holographic interfer-
ometer (BS: Beam Splitter, BE: Beam Expander, M: Mirror, CCD: CCD Camera, OBJ:
Object)
Fig. 6.2: Image of the experimental setup of an off-axis digital holographic interferometer
in our laboratory
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(a) (b)
(c) (d)
Fig. 6.3: (a) Experimentally recorded digital hologram in an off-axis configuration, (b)
Amplitude of the numerically reconstructed hologram using discrete Fresnel transform,
(c) Phase, in the area of inspection marked in Fig. 6.3b, of the reconstructed object wave
field before deformation, (d) Real part of the reconstructed interference field, formed using
equation (6.2), corresponding to the loading of a circularly clamped object,
Estimation of the first-order derivative of phase using DCFT and CPF have also been
discussed in chapters 3 and 5 respectively. In holographic interferometry, the information
on displacement, strain, and curvature are respectively carried in the interference phase,
its first-order and second-order derivatives [24]. Here we use HIM method to compute
simultaneously all the three quantities. In HIM method, the data in each segment of the
reconstructed interference field is approximated with a polynomial phase signal of order
M , then we have:
g(x) = b(x) exp
[
j
(
M∑
q=0
aqx
q
)]
+ η(x) (6.3)
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The interference phase and its derivatives within each segment can then be calculated as:
∆φ(x) = a0 + a1x+ a2x
2 + ...+ aMx
M (6.4)
∂∆φ
∂x
= a1 + 2a2x+ 3a3x
2 + ...+MaMx
M−1 (6.5)
∂2∆φ
∂x2
= 2a2 + 6a3x+ 12a4x
2 + ...+M(M − 1)aMxM−2 (6.6)
Equations (6.3)-(6.6) suggest that the problem of the estimation of phase and its deriva-
tives from the reconstructed interference field is equivalent to the problem of estimating
the parameters {aq} in Eq. (6.3). These parameters can be estimated as explained in
chapter 4.
A simulated fringe pattern (corresponding to the simulated reconstructed interference
field) with a signal-to-noise ratio (SNR) of 30 dB is shown in Fig. 6.4. This pattern
of dimensions 256 × 256 pixels (i.e. N=256) is generated using the awgn function in
matlab, which adds additive white Gaussian noise of a specified level to the actual
signal. Applying the HIMs based estimation procedure as explained in chapter 4, by
segmenting each column of the signal into four pieces (Nw = 4) and approximating the
data in each segment with a fourth-order polynomial phase signal (M = 4), interference
phase and its first and second-order derivatives along y-axis are computed. We have used
here the iterative frequency estimation by interpolation on Fourier coefficients (IFEIF)
algorithm [89] for the estimation of single-tone signals’ frequencies that are formed by the
HIM operator.
Figs. 6.5a, 6.5c and 6.5e shows the 3-D mesh plots of the estimated continuous distri-
butions of the interference phase and its first and second-order derivatives respectively.
The corresponding wrapped distributions, generated for the purpose of illustration are
shown in Figs. 6.5b, 6.5d and 6.5f respectively. In order to evaluate the performance of
the proposed method in terms of the accuracy of estimation, the root mean square errors
(RMSE) in the estimation of phase and its derivatives by the HIMs method are calculated.
Since in simulation we know the actual noise-free phase distribution, its first and second
order derivatives are calculated by numerical differentiation and this information is used
Fig. 6.4: Simulated fringe pattern (SNR = 30 dB, 256× 256).
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(a) (b)
(c) (d)
(e) (f)
Fig. 6.5: 3D mesh plots of the estimated distributions from Fig. 6.4 with the HIM method
corresponding to (a), (c), and (e) interference phase, first-order derivative of phase, and
second-order derivative of phase, respectively. (b), (d), and (f) wrapped phase maps
generated for the purpose of illustration corresponding to (a), (c) and (e) respectively.
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to calculate RMSE values that are found to be 7.2×10−3radians, 1.4×10−3radians/pixel
and 1.3× 10−4radians/pixel2 respectively.
(a) (b)
(c) (d)
Fig. 6.6: (a) Fringe pattern obtained in a DHI experiment corresponding to the central
loading of a circularly clamped object (256 × 256), (b), (c), and (d) 3D mesh plots of
the estimated distributions from (a) with the HIM method corresponding to out-of-plane
displacement, slope, and curvature, respectively.
Experimental results shown in Fig. 6.6 substantiate the potential utility of the HIM
method for simultaneously estimating the displacement, slope and curvature in digital
holographic interferometry. Fig. 6.6a shows the real part of the reconstructed interference
field corresponding to the central loading of a circularly clamped object. Figs. 6.6b- 6.6d
show the 3-D mesh plots of the estimated continuous distributions of the displacement,
slope, and curvature, respectively. The corresponding wrapped phase maps generated for
the purpose of illustration are shown in Figs. 6.7a, 6.7c and 6.7e respectively. It can be
noticed that, since the method fits polynomials with the assumption that the phase distri-
bution that is being estimated does not contain abrupt variations such as discontinuities,
the estimated phase maps are always smooth and are free from noise/spurious jumps. For
the sake of comparison, direct results obtained by the conventional procedure of digital
shifting and conjugate multiplication are shown in Figs. 6.7b, 6.7d and 6.7f. As can be
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(a) (b)
(c) (d)
(e) (f)
Fig. 6.7: (a), (c), (e) wrapped maps generated for the purpose of illustration corresponding
to Fig. 6.6b, 6.6c and 6.6d respectively, (b), (d), and (f) phase and its derivatives calculated
using conventional direct differentiation approach shown for the purpose of comparison.
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seen from the figures, the direct calculation method provides noisy wrapped phase maps
and thereby necessitates filtering and unwrapping procedures to get continuous distribu-
tions whereas the HIM method directly provides the unwrapped estimates. It has taken
only 0.8 seconds for computing all the three distributions.
Note that this way of computing strain and curvature in DHI using HIM method has sev-
eral important and unique advantages. As mentioned in the introduction chapter, most
commonly followed ways of measuring strain are: (1) Using the specific interferometric
configuration such as shearography and moire´ based, which provides directly the displace-
ment derivative fringes [21–32]. In this case, one can use any fringe analysis method, that
is commonly used for phase estimation, to obtain information about strain. But if one
would like to get information corresponding to displacement or curvature - one has to
change the interferometric configuration and make another measurement. This procedure
is having an associated disadvantage that it is not possible to get all the information in
a single measurement. In reality it is difficult to unload the object and identically reload
it multiple times. (2) An alternative approach is to use the same interferometric config-
uration which produces fringe patterns whose phase carries information on displacement
but adopting a specialized fringe analysis method [18–20,55]. These specialized methods
directly provide an estimation of the phase derivative. In this case, one has to change the
analysis method that is used for obtaining different quantities of interest. It means that,
one has to apply multiple analysis methods for obtaining information on displacement,
strain and curvature. (3) Another most commonly followed approach, at least while using
DHI, is to approximate the phase differentiation operation with that of digital shifting
and multiplying with a conjugated version of a complex amplitude of the reconstructed
interference field [33–38]. However, to have good sensitivity, the amount of shifting has to
be more and it results in the reduction of resolution and some times gross errors due the
rapid variations in phase or its derivative. Moreover, the first and second-order deriva-
tives calculated in this manner are usually contaminated with severe noise (in addition to
being wrapped), thereby necessitating the application of different filtering schemes such
as those based on average filter, sine/cosine transform and short-time Fourier transform
have been proposed [37, 38]. But the iterative filtering operations are computationally
demanding and need to be carefully implemented so as not to smear dense fringes.
In view of the drawbacks/difficulties associated with the above approaches, HIM method
possess a salient feature of being able to provide simultaneously information of all the
three quantities in a single interferometric configuration. That too, at no cost of resolution
and additional computational complexity. In addition, there is no necessity of using any
filtering and complicated unwrapping algorithms.
6.3 Classical Holographic Interferometry
Until now all the methods presented in this thesis have been introduced in the context of
the analysis of reconstructed interference fields in DHI. Here we show how these methods
can be applied in classical holographic interferometry and the advantages that they pro-
vide in comparison with the benchmark methods. A simple mathematical representation
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of the recorded holographic interference fringe pattern is given by
I(x, y) = I0 {1 + γ(x, y) cos [φ(x, y)]} (6.7)
where I, I0, γ and φ represent the recorded intensity, background intensity, fringe visibility
and the phase term respectively, at the pixel (x, y). While employing spatial analysis
techniques, the phase in the argument of the cosine function is commonly expressed as
φ(x, y) = φc(x, y) + φd(x, y) where φc(x, y) corresponds to the phase of the carrier added
and φd(x, y) represents the deformation phase or the interference phase to be estimated.
Even when the spatial carrier is added, it is not uncommon to be confronted with the
fringe patterns similar to the one shown in Fig. 6.8a. This kind of a pattern represents a
non-stationary signal in which the parameters associated with it, especially the frequency,
vary considerably from one location to the other. As mentioned in introduction chapter,
conventional analysis techniques are not best suited to be applied for accurate phase
estimation of these patterns. The analytic version of this kind of signals is referred to as
polynomial phase signals, and parametric estimation based on HIM can provide accurate
results. Eliminating the d.c. term from Eq.(6.7) using high-pass filtering results in:
I ′(x, y) = a(x, y) cos [φ(x, y)] (6.8)
Note that with the help of any of the fringe normalization techniques [96–98], from Eq.(6.7)
we can even get directly:
I ′(x, y) = cos [φ(x, y)] (6.9)
Now we apply real to analytic signal conversion [99] on the Eq.(6.8) or 6.9 to obtain the
analytic signal of the form:
z(x, y) = a(x, y) exp [jφ(x, y)] (6.10)
Now one option could be to calculate phase from z(x, y) using arctan function. However,
as is in the case of DHI, phase calculated in this manner is often noisy and on top of it,
it is bound to be wrapped. The reason for phase map calculated directly from z(x, y)
to be noisy is that the latter contains noise inherited from the fringe pattern. Thus it is
appropriate to represent the analytic signal of the fringe pattern as:
z(x, y) = a(x, y) exp [jφ(x, y)] + η(x, y) (6.11)
where η represents the noise term. The above equation is identical in form to that of
the reconstructed interference field in DHI (Eq.(6.2)). The interference phase can thus be
accurately estimated using the HIM method or the other methods as presented earlier.
Fig. 6.10a shows the comparison of error plots when the phase along a row is estimated
with the HIM method by approximating the phase of the fringe pattern with polynomials
of different orders (at SNR=30 dB). We have performed error analysis at different SNRs
with fourth order polynomial approximation, results of which are shown in Fig. 6.10b.
Fig. 6.8a shows the image of a simulated fringe pattern. The discrete time analytic signal
of the fringe pattern is computed using the Hilbert transform [99]. Then the HIM method
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Tab. 6.1: Performance comparison of HIM and WFR methods
Method RMSE Time (in Sec)
WFR 0.0235 399.4
HIM 0.0117 2.8
is used for estimating directly the unwrapped phase distribution. In these simulations,
accurate phase estimation is accomplished by using the fourth-order polynomial phase
approximation over the entire row. Fig. 6.8b shows the profile of the estimated phase
along the middle row, after eliminating the carrier phase. Fig. 6.8c shows the error plot.
3-D plot of the estimated phase over all the rows is shown in Fig. 6.8d. As is clear from the
previous figure, phase stitching is needed to obtain a continuous 2-D phase distribution.
Fig. 6.8e shows the 3D plot of the interference phase estimated with the HIM method
after phase stitching. Error in estimation is shown in Fig. 6.8f.
Note that RPT method [4] also provides directly the unwrapped phase distribution from
the normalized fringe pattern (Eq.(6.9)); if Eq.(6.10) is the input, both RPT of Servin
[67] and windowed Fourier ridge (WFR) of Kemao [40, 68] will produce accurate phase
estimation. In [100] Kemao et al. have provided an elegant comparative analysis of five
effective wrapped phase filtering techniques, which included RPT and WFR. Here we
compare the results of the HIM method with WFR. Fig. 6.9 shows 3-D mesh plots of
error distributions when continuous phase distribution of the pattern shown in Fig. 6.8a
is estimated with both the methods. As is evident from Fig. 6.9, WFR method produces
results with relatively large errors near the edges of the image. Although the HIM method
shows to an extent a similar tendency, it produces relatively small errors. For example,
if all pixels of the fringe pattern are considered, the root mean square errors (RMSE)
produced by WFR and HIM methods are given by 0.0794 and 0.0206, respectively. For
this reason, 10 rows from both top and bottom and 10 columns from both left and right
boundaries of the estimated phase are not considered (size of the window used in WFR
algorithm is 10 × 10) either while calculating the RMSE values listed in Table 6.1 or
displaying the error plot in Fig. 6.9. The RMSE and computational cost for HAF and
WFR methods are listed in Table 6.1. It is evident that the HIM method provides accurate
results with relatively less computational time.
The experimental results shown in Fig. 6.11 substantiate the applicability of this method
for phase estimation in classical holographic interferometry. For the sake of comparison,
Fig. 6.11d and Fig. 6.11e show, respectively, the phase map calculated from the ana-
lytic signal using arctan function and the wrapped phase generated from the estimated
continuous phase (Fig. 6.11c) obtained using the proposed method.
6.4 Conclusions
This chapter has demonstrated the application of the HIM method for the simultaneous
measurement of displacement, slope and curvature in digital holographic interferometry.
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With the HIM method, accurate and direct estimation of the unwrapped distributions
corresponding to the interference phase and its derivatives are obtained in a computa-
tionally efficient manner. By modeling the reconstructed interference field as a piecewise
polynomial phase signal, the HIM method has made possible the simultaneous computa-
tion of phase and its derivatives within a single interferometric configuration. In addition
to providing noise-free results, the propagation/accumulation of errors while calculating
higher-order derivatives from the lower-order ones is thus prevented. The method with its
advantages with respect to the accuracy of estimation and computational efficiency will
find great utility in non-destructive testing. The usefulness of the method in analyzing
fringe patterns recorded in classical holographic interferometry is also demonstrated.
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Fig. 6.8: (a) Simulated fringe pattern at SNR of 30 dB, (b) Phase estimated using the
HIM method along the middle row after subtracting the carrier phase, (c) Error plot, (d)
3-D plot of the estimated phase along all rows (e) 3-D plot of the resulting phase map
after phase stitching, (f) 3-D plot of the error distribution.
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(a) (b)
Fig. 6.9: Error plots when continuous phase distribution of Fig. 6.8a is estimated with
(a) WFR method (b) HIM method
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Fig. 6.10: Error plots when (a) Approximated with different orders of polynomials at SNR
of 30 dB (b) Approximated with a 4th order polynomial at different levels of SNR
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(a) (b)
(c) (d)
(e)
Fig. 6.11: (a) Experimentally recorded holographic fringe pattern, (b) 3-D plot of the
estimated phase along all rows using HIM method, (c) 3-D plot of the resulting phase map
after phase stitching, (d) Phase calculated directly from the analytic signal using arctan
function, (e) Generated wrapped phase map from the continuous phase distribution in
Fig.4c.
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Chapter 7
Applications in Fringe Projection
Techniques
7.1 Introduction
This chapter presents few applications of HIM method in fringe projection techniques.
In particular, three-dimensional shape measurement of objects, time evolution study of
deformations, and strain evolution measurements are performed with the HIM method.
A general introduction to the fringe projection techniques and their importance in optical
metrology are presented in the next section. In the section 7.3, HIM based profilometry is
presented. HIM methods ability to provide directly an accurate and unwrapped estimation
of the phase or its derivative in an extremely faster manner has motivated to explore its
potential use in performing time evolution studies. Section 7.4 presents the results of
time evolution measurement of deformation with the HIM method in fringe projection
technique. Results of the strain evolution measurements carried out with the HIM method
are presented in section 7.5. The results of these experiments indicate a salient feature
of HIM method that it avoids the necessity of using a complex three-dimensional phase
unwrapping algorithm in order to get a movie of the measured deformation or strain.
7.2 Fringe Projection Techniques
During recent years, the use of fringe projection techniques for generating three-dimensional
(3D) surface information has become one of the most active research areas in optical
metrology. Its applications range from measuring the 3D shape of MEMS components to
the measurement of flatness of large panels (2.5 m × .45 m). The technique has found
various applications in diverse fields: biomedical applications such as 3D intra-oral den-
tal measurements, non-invasive 3D imaging and monitoring of vascular wall deformations,
human body shape measurement for shape guided radiotherapy treatment, lower back de-
formation measurement, detection and monitoring of scoliosis, inspection of wounds and
skin topography measurement for use in cosmetology; industrial and scientific applications
such as characterization of MEMS components, vibration analysis, refractometry, global
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measurement of free surface deformations, local wall thickness measurement of forced
sheet metals, corrosion analysis, measurement of surface roughness, reverse engineering,
quality control of printed circuit board manufacturing and heat-flow visualization; kine-
matics applications such as measuring the shape and position of a moving object/creature
and the study of kinematical parameters of dragonfly in free flight; biometric identification
applications such as 3D face reconstruction for the development of robust face recognition
systems; cultural heritage and preservation etc.
One of the outstanding features of some of the fringe projection techniques is their abil-
ity to provide high-resolution, whole-field 3D reconstruction of objects in a non-contact
manner at video frame rates. This feature has backed the technique to pervade new areas
of applications such as security systems, gaming and virtual reality. To gain insights into
the series of contributions that have helped in unfolding the technique to acquire this
feature, refer to the review articles by Song Zhang [101], and Xianyu Su et al. [102].
A typical fringe projection profilometry system is shown in figure 7.1. It consists of a
projection unit, an image acquisition unit and a processing/analysis unit. Measurement
of shape through fringe projection techniques involves (1) projecting a structured pattern
(usually a sinusoidal fringe pattern) onto the object surface, (2) recording the image of the
fringe pattern that is phase modulated by the object height distribution, (3) calculating
the phase modulation by analyzing the image with one of the fringe analysis techniques
(such as Fourier transform method, phase stepping and spatial phase detection methods-
most of them generate wrapped phase distribution) (4) using a suitable phase unwrap-
ping algorithm to get continuous phase distribution which is proportional to the object
height variations, and finally (5) calibrating the system for mapping the unwrapped phase
distribution to real world 3-D co-ordinates. Figure 7.2 shows the flowchart that depicts
different steps involved in the measurement of height distribution of an object using the
fringe projection technique and the role of each step. A pictorial representation of the
same with more details is shown in figure 7.3.
During the last three decades, fringe projection techniques have developed tremendously
due to the contribution of large number of researchers and the developments can be broadly
categorized as follows: design or structure of the pattern used for projection, method of
generating and projecting the patterns, study of errors caused by the equipment used and
proposing possible corrections, developing new fringe analysis methods to extract under-
lying phase distribution, improving existing fringe analysis methods, phase unwrapping
algorithms, calibration techniques, scale of measurement (micro/medium/large objects),
state of the object (static/dynamic) and exploring the use of these techniques in diverse
areas (different applications). Though the measurement process with the fringe projec-
tion techniques has several steps, and in each step there exists several variants, these
techniques are classified mainly depending on the type of fringe analysis method that
is employed. For example, based on the particular fringe analysis method used in the
measurement, fringe projection techniques are classified as phase stepping profilometry
(PSP), Fourier transform profilometry (FTP), wavelet transform profilometry (WTP),
spatial filtering profilometry (SFP) etc.
Fringe analysis is a key task and which significantly influences the overall performance of
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Fig. 7.1: Fringe projection profilometry system
the fringe projection profilometry system in terms of number of images required, resolu-
tion and accuracy of measurement, computational requirements etc. Over the last three
decades, several fringe analysis methods have been developed. Broadly they can be catego-
rized as spatial and temporal analysis methods. Their efficient and successful application
require the presence of a sufficiently high-frequency spatial carrier for spatial methods, and
acquisition of a number of images by projecting phase-shifted fringe patterns for temporal
methods. Some of the fringe analysis methods introduced in the context of fringe projec-
tion profilometry are Fourier transform method and numerous extensions of it [103–108],
interpolated Fourier transform [109], regressive Fourier transform [?, 111], dilating Ga-
bor transform [41], windowed Fourier transform [3, 40], multi-scale windowed Fourier
transform [112,113], one-dimensional and two-dimensional Wavelet transforms [45–48], S-
transform [114], discrete-cosine transform [115], modified Hilbert transform [116], analysis
using inverse cosine function [117], neural networks [118,119], phase locked loop [120–123],
regularized phase tracker [124,125], spatial phase detection [126–128], and phase-shifting
methods [129–133]. Article by Lei Huang et al. [134] provides a comparative analysis
among some of the most commonly used fringe analysis methods.
The recovered/estimated phase from the the deformed fringe pattern by using most of the
aforementioned fringe analysis methods is mathematically limited to the interval [−pi,+pi]
corresponding to the principal value of arctan function. In general, the true phase may
range over an interval greater than 2pi in which case the recovered phase contains arti-
ficial discontinuities. The process of determining the unknown integral multiple of 2pi
to be added at each pixel of the wrapped phase map to make it continuous by remov-
ing the artificial 2pi discontinuities is referred to as phase unwrapping. Normal phase
unwrapping is carried out by comparing the phase at neighboring pixels and adding or
subtracting 2pi to bring the relative phase between the two pixels into the range of −pi to
+pi. Thus, phase unwrapping is a trivial task if the wrapped phase map is ideal. How-
ever, in real measurements, the presence of shadows, low fringe modulations, non-uniform
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Projection & Acquisition
  Fringe Analysis 
   Phase Unwrapping
   Calibration
Conversion from image co-ordinates to real 
world co-ordinates and conversion from 
unwrapped phase map to absolute height map 
Obtaining the continuous phase distribution 
from the wrapped phase map  
Using some fringe analysis technique to 
calculate the underlying phase distribution of 
the acquired fringe images 
Generating and projecting the patterns onto the 
object & capturing their images 
Fig. 7.2: Flow chart
reflectivities of the object surface, fringe discontinuities, noise etc. makes phase unwrap-
ping difficult and path dependent. Several advanced unwrapping algorithms have been
developed and some of them are: Goldstein’s algorithm [11], ZpiM algorithm [135], tem-
poral phase unwrapping algorithm [136], fringe frequency analysis based algorithm [137],
Fourier transform profilometry based [138], region growing phase unwrapping [12], local
histogram based phase unwrapping [13], improved noise immune phase unwrapping [14],
regularized phase tracking [15], flood fill [16], PEARLS (phase estimation using adaptive
regularization based on local smoothing) [139], and multilevel quality guided phase un-
wrapping algorithm [17]. Some review articles on unwrapping include [140–143]. Zappa
et al. [144] performed a comparison of the performance of eight unwrapping algorithms
(Goldstein’s, quality guided path following, Mask cut, Flynn’s, multi-grid, weighted multi-
grid, preconditioned conjugate gradient and minimum Lp-norm algorithm) in the context
of measuring 3D shape information using Fourier transform profilometry. In the case of
dynamic/real-time 3D shape measurement, a stack of 2D wrapped phase maps obtained
at different time instants needs to be unwrapped, for which a three-dimensional phase
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Fig. 7.3: Work-flow in fringe projection profilometry
unwrapping algorithm is required. For a detailed discussion on 3D phase unwrapping,
refer to the review article on “Dynamic 3D shape measurement” by Xianyu Su and Qican
Zhang [102].
More information about fringe projection techniques and their applications are outlined
in [145].
In this chapter, high-order instantaneous moments based profilometry is developed for 3D
shape measurement in fringe projection. The HIM method is capable of directly providing
the unwrapped phase estimates with good computational efficiency. The theory of the
HIM profilometry along with the simulation and experimental results is presented in the
next section.
7.3 High-order Instantaneous Moments Profilometry
For a carrier fringe pattern projected on a reference plane or flat surface, the recorded
reference fringe pattern by the CCD camera is expressed as
I1(x, y) = a1(x, y) + b1(x, y) cos(ω0x) + η1(x, y) (7.1)
where ω0 is the carrier frequency, I1(x, y) is the recorded intensity, a1(x, y) is the back-
ground intensity or the d.c. term, b1(x, y) is the fringe amplitude, η1(x, y) is the noise term
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and x and y refer to the pixels along horizontal and vertical directions and are equivalent
to columns and rows of the N ×N image. Equation 7.1 can be equivalently written as
I1(x, y) = a1(x, y) +
1
2
b1(x, y) exp[−jω0x]
+
1
2
b1(x, y) exp[jω0x] + η1(x, y) (7.2)
From equation 7.2, it is clear that the spectrum of I1(x, y) has contribution from a1(x, y)
around the d.c. or low frequencies and around −ω0 and ω0 due to the contribution from
the second and third terms in equation 7.2. Similarly, for a carrier fringe pattern projected
on an object’s surface, the fringe pattern recorded by the CCD camera is expressed as
I2(x, y) = a2(x, y) + b2(x, y) cos[ω0x+ φ(x, y)] + η2(x, y) (7.3)
or equivalently,
I2(x, y) = a2(x, y) +
1
2
b2(x, y) exp[−j(ω0x+ φ(x, y)]
+
1
2
b2(x, y) exp[j(ω0x+ φ(x, y)] + η2(x, y) (7.4)
where φ(x, y) is the phase term that contains information about the object’s surface
profile. Filtering the spectrum of I1(x, y) and I2(x, y) around ω0 thereby removing the
contribution of d.c. terms a1(x, y) and a2(x, y) and the negative part of the spectrum ,
we obtain
I ′1(x, y) = b1(x, y) exp[jω0x] + η
′
1(x, y) (7.5)
I ′2(x, y) = b2(x, y) exp[j(ω0x+ φ(x, y))] + η
′
2(x, y) (7.6)
Multiplying the complex conjugate of I ′1(x, y) with I
′
2(x, y), we have
A(x, y) = I ′2(x, y)I
′∗
1 (x, y) (7.7)
which can be approximated as
A(x, y) = b(x, y) exp[jφ(x, y)] + η(x, y) (7.8)
where ‘*’ denotes the complex conjugate, b(x, y) = b1(x, y)b2(x, y) and η(x, y) is the noise
term. The above equation is identical in form to that of the reconstructed interference filed
in DHI (equation 6.2). The phase modulation or equivalently the 3D shape information
of the object can thus be accurately estimated using the HIM method by following the
procedure outlined in chapter 4.
A reference fringe pattern (size 256×256) corresponding to a planar surface was simulated
at signal to noise ratio (SNR) of 20 dB as shown in figure 7.4a. ‘peaks’ function of
matlab (version 7.8.0, R2009a) was used to generate the original phase distribution
in radians as shown in figure 7.4b. The fringe pattern phase modulated by the phase
distribution is shown in figure 7.4c. The estimated phase in radians obtained by following
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(a) (b)
(c) (d)
(e)
Fig. 7.4: (a) Reference fringe pattern. (b) Original phase as ‘peaks’ function in radians.
(c) Fringe pattern phase modulated by the ‘peaks’ function. (d) Estimated phase in
radians using the proposed method. (e) Error between original and estimated phase in
radians.
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the procedure mentioned above is shown in figure 7.4d. The error between the original
and estimated phase in radians is shown in figure 7.4e. Nw = 8 and M = 3 were used
for the analysis. The RMSE was 0.0553 radians. The computational time taken for the
proposed method’s implementation in matlab was 1.8 seconds on a 2.66 GHz Intel Core
2 Quad Processor machine with 3.23 GB random access memory.
To test the practical applicability of the HIM profilometry, a fringe projection experiment
was conducted to measure the surface profile of the test object i.e. a mannequin. An
EPSON EMP-710 projector was used to project fringes on a planar surface and the man-
nequin. An IMAGINGSOURCE DFK 31AF03 Firewire CCD camera was used to record
the fringe patterns. The experimental set-up is shown in figure 7.5a. The procedure of
generation, projection, recording and processing of the fringe patterns was automated
with a matlab routine developed using the ‘Image Acquisition Toolbox’. The recorded
fringe pattern corresponding to the planar surface is shown in figure 7.5b. The recorded
fringe pattern phase modulated by the mannequin’s surface profile is shown in figure 7.5c.
To neglect the regions with shadows, a portion of the recorded fringe pattern was cropped
for analysis as shown in figure 7.5d. For the cropped image, the estimated phase dis-
tribution in radians using the HIM method is shown in figure 7.5e. The corresponding
gray-scale image for the estimated phase is shown in figure 7.5f.
These simulation and experimental results validate the applicability of the HIM method in
fringe projection for surface profiling. Simulation results show the method’s potential for
reliable phase estimation as indicated by low phase estimation errors in presence of noise.
The low computational time for the method’s implementation allows rapid processing
of fringe patterns and makes the method suitable for real time applications. A major
advantage of the HIM profilometry is that it avoids the need of the complex and time-
consuming unwrapping procedures.
7.4 Time Evolution Study of Deformation
Dynamic 3D shape or deformation measurement is essential in the study of machine vision,
hydrodynamics, high-speed rotation, deformation of material, stress analysis, deformation
in impact, explosion process, biomedicine and in shape measurement during laser forming.
In this section we show the application of HIM method for the measurement of deformation
in dynamic studies.
The following equation represents the intensity distributions of the stack of fringe patterns
recorded in a typical fringe projection technique:
I(x, y, t) = a(x, y, t) + b(x, y, t) cos [ω0x+ φ(x, y, t)] + η(x, y, t) (7.9)
where ω0 is the carrier frequency, I is the recorded intensity, a is the background intensity
or the d.c. term, b is the fringe amplitude, η is the noise term and x and y refer to the
pixels along horizontal and vertical directions and are equivalent to columns and rows of
the N×N image; t represents the sequence number of the image, which is associated with
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.5: (a) Experimental set-up. (b) Reference fringe pattern. (c) Fringe pattern phase
modulated by the object’s surface. (d) Cropped fringe pattern. (e) Estimated phase in
radians using the proposed method. (f) Gray-scale representation of the estimated phase
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the time instant at which that particular frame has been captured. Here we consider t as
varying from 1 to T in steps of unity. φ(x, y, t) is the phase term that contains information
about the object’s 3D shape at time instant t. Deformation at any instant of time can
thus be obtained by finding the difference between the estimated phases at the present
time instant and the initial phase (i.e., φ(x, y, 1)):
∆φd(x, y, ti) = φˆ(x, y, ti+1)− φˆ(x, y, 1) (7.10)
where i varies from 1 to (T − 1). ∆φd(x, y, ti) can be estimated using the HIM method
in two different ways.
Irrespective of the particular approach that we employ, first we need to filter the fringe
patterns as explained in the previous section, and form a stack of complex exponentials
as follows:
Ai(x, y) = I
′(x, y, ti+1)I ′∗(x, y, 1) (7.11)
which is equivalent to
Ai(x, y) = bi(x, y) exp[j∆φd(x, y, ti)] + η(x, y, ti) (7.12)
where bi(x, y) = b(x, y, ti+1) b(x, y, 1), ∆φd(x, y, ti) = φ(x, y, ti+1)−φ(x, y, 1) and η(x, y, ti)
is the noise term.
Now one possible scenario is to apply HIM method to find phase evolution at each pixel
by forming N×N one-dimensional vectors. In this case, for each value of x and y varying
from 1 to N , the vector that is formed by varying the time index from 1 to (T − 1) is
modeled as a polynomial phase signal:
gx,y (t) = bx,y(t) exp [jφx,y(t)] + ηx,y(t) (7.13)
The above equation can be simplified as:
g (t) = b(t) exp
[
j
(
M∑
q=0
aqt
q
)]
+ η(t) (7.14)
where q is an integer and M is the degree of the polynomial; the subscripts are dropped
for the sake of simplicity. Since in rigid body deformation analysis it is possible to model
the deformation/evolution of a particular surface point with a polynomial signal, the use
of HIM method facilitates in measuring deformation with respect to time over the whole
object surface in a computationally efficient manner.
A movie of fringe patterns is simulated and the aforementioned procedure is followed to
measure the evolution of deformation phase. The results indicate the potential of HIM
method for the time evolution study of deformations. Figure 7.6 shows the slices/snap-
shots of fringe patterns taken from the simulated movie of fringe patterns at six different
time instants (at t = 1, 14, 26, 39, 52 and 64). Each slice of the simulated fringe pattern
has the dimensions of 256× 256 pixels (i.e. N = 256) and 128 such frames are generated
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.6: Simulated fringe patterns corresponding to different instances of time; at (a)
t=1 (b) t=14 (c) t=26 (d) t=39 (e) t=52 (f) t=64
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(i.e. T = 128) while sinusoidally modulating the magnitude of the phase of the fringe pat-
tern with respect to time. The HIM method is applied to each of the 256× 256(= 65536)
vectors of length 128 while modeling the phase evolution w.r.t time at each pixel with a
fourth-order polynomial. The deformation estimates obtained with the HIM method at
the corresponding time instances are shown in figure 7.7. Error in estimation is shown
in figure 7.8. It has taken only 83 seconds to obtain an estimation of the continuous
phase/deformation evolution with the HIM method for this example (for the pattern hav-
ing dimensions of 256 × 256 × 128). Note that with the conventional approaches, after
analyzing the fringe patterns to obtain wrapped phase estimates, in order to get the
continuous phase distribution, one has to resort to a three-dimensional phase unwrap-
ping algorithm (which is even more complicated than a simple two-dimensional phase
unwrapping algorithm). On the contrary, the HIM method directly produces a movie of
continuous phase evolution.
Now, the second possible scenario is to consider each slice of I (see equation 7.9) as a two-
dimensional fringe pattern and process it using HIM method to estimate the underlying
phase distribution at that particular instant of time. In this case the HIM method can
be used exactly in the same manner as explained in section 7.3 except that it need to
be used (T − 1) times here. Thus, in order to get the evolution of deformation with
respect to time, we can apply the HIM method on Ai(x, y) for each i varied from 1 to
(T − 1). Phase estimates obtained with this approach for the same example considered
above are shown in figure 7.9. Error in estimation is shown in figure 7.10. It has taken 330
seconds to obtain the results through this approach. The reason behind the increase in the
computational time when this second approach is followed is that, in estimating the phase
distribution from each of the 128 frames, piecewise polynomial phase approximation has
to be adopted to get an accurate estimation. Nw = 8 and M = 4 was used for producing
the results shown in figure 7.9.
To perform time evolution studies experimentally, a white leather sheet (membrane) is
clamped on its four sides using a rectangular frame as shown in figure 7.11a. The di-
mensions of the frame are 60cm× 60cm. Deformation to the membrane is introduced by
pushing it from behind with a finger and the position of the finger is moved continuously.
A sequence of images are captured while deforming the membrane with the finger. In
the results shown here, a sequence of 64 images were captured while projecting the fringe
pattern using the experimental setup shown in figure 7.11b. Figures 7.12a- 7.12f show few
snap-shots corresponding to the frame numbers t = 1, 10, 20, 30, 40 and 50, respectively.
These images are captured at a time interval of 1/14th of a second. The marked regions
indicate locations where the the force has been applied with the finger. By processing
these images as explained before, deformed phase distribution corresponding to each state
of the membrane is estimated. Figure 7.13 shows the 3D mesh plots of the estimated de-
formation obtained with the HIM method corresponding to the time frames displayed in
figure 7.12. Cosine fringes of the estimated phase distribution are shown in figure 7.14 for
the purpose of illustration. It can be very well correlated from figures 7.12 and 7.14 that
the method is able to successfully track the deformation profile with respect to time.
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.7: Estimated phase distributions using HIM method at different instances of time;
at (a) t=1 (b) t=14 (c) t=26 (d) t=39 (e) t=52 (f) t=64
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.8: Error in the phase estimation using HIM method at different instances of time;
at (a) t=5 (b) t=14 (c) t=26 (d) t=39 (e) t=52 (f) t=64
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.9: Estimated phase distributions using HIM method (by following the second ap-
proach) at different instances of time; at (a) t=1 (b) t=14 (c) t=26 (d) t=39 (e) t=52 (f)
t=64
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.10: Error in the phase estimation using HIM method (by following the second
approach) at different instances of time; at (a) t=5 (b) t=14 (c) t=26 (d) t=39 (e) t=52
(f) t=64
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(a) (b)
Fig. 7.11: Time evolution studies (a) Leather membrane clamped on its four sides (60cm×
60cm) (b) Experimental setup
7.5 Time Evolution Study of Strain
As mentioned earlier, in several applications involving non-destructive testing and evalua-
tion, such as in the study of fault propagation and material characterization, it is crucial to
be able to monitor directly the strain evolution with respect to time [146–150]. This sec-
tion shows the usefulness of HIM method in the direct measurement of strain distribution
in fringe projection technique. As explained in the previous chapter for the case of digital
holographic interferometry, strain distribution can be estimated with the HIM method in
each state of the object by analyzing Ai(x, y) (see equation 7.12) for each i varied from 1
to (T − 1). Figure 7.15 shows 3D mesh plots of continuous strain distributions estimated
using HIM method corresponding to the experimentally recorded fringe patterns shown
in figure 7.12. For the purpose of illustration, corresponding cosine fringes are shown in
figure 7.16. Note that in this case also, in contrary to the existing methods, the HIM
method avoids the necessity of using a three-dimensional phase unwrapping algorithm.
7.6 Conclusions
This chapter demonstrated the effectiveness of HIM method for different applications in
fringe projection technique. Measurement of 3D shape of objects using HIM method is
presented with both simulation and experimental results. Considering the fact that HIM
method is computationally very efficient, its utility in time evolution study of deformation
and strain are explored. Simulation and experimental results substantiate the potentiality
of HIM method in monitoring the deformation and/or strain by projecting a carrier fringe
pattern on to the object which is being subjected to loading.
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.12: Recorded fringe patterns in a fringe projection technique experiment conducted
to study the evolution of deformation w.r.t time (a) t=1 (b) t=10 (c) t=20 (d) t=30 (e)
t=40 (f) t=50
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Fig. 7.13: 3D mesh plots of estimated phase distributions using HIM method at different
instances of time from the experimentally captured fringe patterns (a) t=1 (b) t=10 (c)
t=20 (d) t=30 (e) t=40 (f) t=50
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.14: Cosine fringes corresponding to the estimated phase distributions using HIM
method at different instances of time (a) t=1 (b) t=10 (c) t=20 (d) t=30 (e) t=40 (f)
t=50
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Fig. 7.15: 3D mesh plots of estimated phase derivative distributions using the HIM method
at different instances of time for the experimentally captured fringe patterns (a) t=1 (b)
t=10 (c) t=20 (d) t=30 (e) t=40 (f) t=50
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(a) (b)
(c) (d)
(e) (f)
Fig. 7.16: Cosine fringes corresponding to the estimated phase derivative distributions
using the HIM method at different instances of time (a) t=1 (b) t=10 (c) t=20 (d) t=30
(e) t=40 (f) t=50
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Chapter 8
Conclusions
The research in this thesis is primarily driven by the desire to develop an approach having
the capability to provide accurate and direct estimation of the unwrapped phase distribu-
tion from a single record of the interference pattern. The approach explored by us has the
potential to (1) provide simultaneous estimation of phase and its first and second-order
derivatives within the framework of a single interferometric configuration, and (2) render
unnecessary the use of any filtering and unwrapping operations. The approach taken is
in addition computationally efficient, making it suitable for performing time evolution
studies.
Before the advent of the piecewise polynomial phase approximation approach (P3A2) pre-
sented in this thesis, one had the possibility to use either multiple analysis tools or multiple
interferometric configurations, mostly in conjunction with suitable filtering and unwrap-
ping algorithms in order to measure simultaneously the deformation, strain and curvature
undergone by a deformed object. The current research, has thus, significantly contributed
in overcoming the limitations exhibited by the present crop of spatial analysis methods by
equipping the newly developed analysis methods based on P3A2 with the features stated
in the preceding paragraph.
P3A2 relies on dividing each row/column of the pattern into several segments and mod-
eling the data in each segment with a polynomial phase signal. The polynomial coeffi-
cients are then estimated using different techniques such as maximum likelihood estima-
tion (MLE), discrete-chirp-Fourier transform (DCFT), high-order instantaneous moments
(HIM) and cubic-phase-function (CPF). Constructing appropriate polynomials with the
estimated coefficients results in the direct estimation of the unwrapped distribution cor-
responding to the phase and/or its first and second-order derivatives. Chapters 2 to 5
have shown the development of these new generation fringe analysis methods.
ML method presented in chapter-2 is optimal in terms of estimation accuracy and is robust
against noise. However, it is computationally demanding due to the multi-dimensional
exhaustive grid search. Chapter-3 introduced the DCFT method as a computationally
efficient version of the ML estimation method. Overlapping windowing concept in P3A2 is
introduced in this chapter and found to give highly accurate results. Direct estimation of
unwrapped distribution corresponding to the first-order derivative of phase using DCFT
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has also been accomplished and is included in this chapter. The development of HIM
method for higher order polynomial representation of the data in each segment is shown
in chapter-4. Investigations carried out to make it computationally highly efficient, and to
make it perform exceptionally well in terms of accuracy of estimation are also presented.
Comparison of the performance of the HIM method with the bench mark methods is also
shown in chapter-4. Chapter-5 presents the development of the CPF method as a highly
robust analysis method against noise for the estimation of phase and its derivative, while
preserving the unique features of P3A2.
Chapter-6 demonstrates the potential applications of the methods presented in earlier
chapters in both classical and digital holographic interferometry techniques. Simultaneous
measurement of displacement, strain, and curvature in digital holographic interferometric
configuration using the HIM method is also presented. Chapter-7 presents the applica-
tions of P3A2 in fringe projection technique, such as, in the measurement of the three-
dimensional shapes of the objects, or for studying the temporal evolution of deformation
and/or strain distributions.
Further research needs to be focused on developing adaptive windowing concept in spatial
domain so as to make the optimal selection for the window length in an automated
manner depending on the nature of local phase variations of the data. The selection of
the window length is to be optimal in the sense of making a best trade-off between the
computational burden and the accuracy of estimation. More advance selection criteria
can be devised to decide on the required order of polynomial approximation, the segment
size, and the method that can be used to estimate the polynomial coefficients. Research
also needs to be diverted towards examining the applicability of these methods to other
important interferometric techniques in optical metrology, such as, digital speckle pattern
interferometry.
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