Recently the application of mathematical results in solving of technical problems is becoming more extensive study area. The optimal measurements theory is an example of this approach. In this article we present construction of a numerical solution for measurement of dynamically distorted signal with respect to inertia and multiplicative effect, e.g. we consider the optimal measurement problem under the assumption that the parameters of measurement transducer (MT) may change in time, that allowed to improve the adequacy of the MT mathematical model.
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The Optimal Measurement Problem
Mathematical and engineering problems of different fields of technical sciences arise in modelling of dynamical processes [3] . So, the measurement signal reconstruction problem is one of the most important problems of the dynamical measurements theory. Note that this problem is mathematically incorrect, therefore A.L. Shestakov and his disciples proposed the technical reasonable hypothesis for this problem solution [4] . These hypothesis solutions were realized "in metal". Later A.L. Shestakov and G.A. Sviridyuk proposed to use methods of the optimal control theory to solve the problem of reconstruction of a dynamically distorted signal [8] and to call the obtained problem an optimal measurement problem [5] . The proposed mathematical model allows to start a numerical research of the optimal measurement problem [6] relying on results of numerical solutions for the Leontieff type systems [1] . At the same time, another problem of the dynamical measurements theory is an accounting of the distortions which are given by the measurement transducer (MT) [7] . The development of the optimal measurements theory makes actual a research of the optimal measurement problem with multiplicative effect. In fact, this research is a logical continuation of [2] .
To pose the optimal measurement problem of MT with inertia and deterministic multiplicative effect, consider a state space
n )} and a space of observations Y = N [ℵ] for some fixed τ ∈ R + . We distinguish a convex and closed subset U ∂ in the space U which is called a set of admissible measurements. Our aim is to find the optimal measurement v ∈ U ∂ almost everywhere in (0, τ ) satisfying the Leontieff type system
with the Showalter -Sidorov initial condition [9] [R
and the condition
for the functional of the form
Here x = (x 1 , x 2 , . . . , x n ) andẋ = (ẋ 1 ,ẋ 2 , . . . ,ẋ n ) are the vector-functions of a state and a rate of state change of MT respectively; u = (u 1 , u 2 , . . . , u n ) and y = (y 1 , y 2 , . . . , y m ) are the vector-functions of measurements and observations of MT correspondingly; y 0 = (y 01 , y 02 , . . . , y 0m ) is the observation obtained in the field experiments; Cy = (y 1 , y 2 , . . . , y r ) and Cy 0 = (y 01 , y 02 , . . . , y 0r ) (r ≤ m) are the vector-functions of a model observation and an observation obtained in the experiment results respectively, which are used for the reconstruction of a dynamically distorted signal; n is the number of parameters of system states; L and M are square matrices of order n (det L = 0) representing the mutual velocity of state changes and the actual state of MT. In addition, the scalar function a : (0, τ ) → R + describes the time variation of parameters of these interactions system. The result of its effect for this problem is called a multiplicative effect. Let D be a square matrix of order n and N be a rectangular m × n matrix. D and N characterize the interaction of the measurement parameters and the relationship between a system state and an observation correspondingly. Problem (1)- (5) is called the optimal measurement problem with inertia and multiplicative effect (IME). Its solution allows to define the signal v ∈ U ∂ such that the deviation between the model values of an observation and observations obtained in the experiment results is minimal. Note that proposed transducer model, which is described by Leontieff type system (1), (2) and contains a multiplicative effect a(t) for MT, is a nonstationary system [2] , [7] . The paper consists of three parts. The first part poses the optimal measurement problem with IME. The results of existence of precise and approximate solutions and their forms are presented in the second part. The third one contains an algorithm for construction of an approximate solution. This solution is a reconstructed dynamically distorted signal.
Presize and Approximate Solutions
Let L and M be square matrices of order n. Following [5] , we call the sets
It is easy to show that either ρ L (M ) = ∅ nor L-spectrum of M consists of a finite set of points. Furthermore note that the sets ρ L (M ) and σ L (M ) do not change at transition to another basis. A matrix M is said to be (L, p)-regular, p ∈ {0} ∪ N, if ρ L (M ) = ∅ and ∞ is a removable singularity (p = 0) or a pole of order p ∈ N for the function (µL − M ) −1 of variable µ ∈ C. A pair (x, v) ∈ X × U is called a precise solution of (1)- (5) if it satisfies system (1), (2) almost everywhere in (0, τ ) (where u = v and for some function a = a(t)), condition (3) (for some vector x 0 ∈ R n ) and (4), (5) . Following the results of [2] , [7] there exists a unique precise solution of problem (1)-(3) provided that M is (L, p)-regular, p ∈ {0} ∪ N, det M = 0, and a ∈ C p+1 ([0, τ ]; R + ) is a separated from zero function, whereas
,
Moreover the condition det M = 0 can be ignored [1] , [6] .
To find an approximate solution of the optimal measurement problem we use the method, which is proposed in [6] and developed in [7] . Let us consider a finite-dimensional space U = H p+1 (R n ) of polynomial vectors of the form
instead of a control space U. Taking into account the form of the solution, it is necessary that > p. Substituting u into the form of solution instead of v we obtainx
and construct y k = Nx k using it.
An approximate optimal measurement with IME v k is the minimum point
The convergence of obtained approximate solutions (x k (u ), u ) to the precise solution (x, v) is shown in [7] .
Numerical Algorithm
An algorithm for construction of an approximate numerical solution of the optimal measurement problem consists of the following steps.
Step 1. We set all initial data which is needed for the calculations, including the condition for the algorithm stop ε. We calculate det M and check that det M is not equal to 0 with a prescribed accuracy ε 1 . If | det M | < ε 1 , then we substitute z = e λt x and continue the algorithm realization. It shows that the condition det M = 0 can be ignored. It was mentioned above in section 2.
Step 2. We calculate the pole order p = n − q, where q = deg det(µL − M ).
Step 3. We calculate the value K for the solutions to be with necessary accuracy. It can be defined by the formula K = max{k 1 , k 2 }, where values k 1 , k 2 are defined by the formulas
Here d = max 1, Step 4. We set a step h and a number of nodes of Gauss quadrature formula.
We calculate the values of weights w j and nodes s j . Denote t j = h 2 + h 2 s j . With this in mind, the final form of the functional is the following:
Step 5. We calculate the values a(t j ) and other expressions entering (7) needed for the calculations of integrals and put them into the cache with a view to use them later.
Step 6. We set the values ofc ij from (6) equal to 0 and calculatex k (0, t) and J k (0), where 0 is a zero element of a space of vector-functions (6).
Step 7. We get the minimum point of the functional (8) with respect tõ c ij using methods of convex programming, where the restrictions are given by the conditions on the set U ∂ . The multistep method of descent with memory underlies this procedure. On one hand, it leads to a large number of iterations. On the other hand, it allows effectively conduct a parallelization of processes.
The procedure of step 7 calculation finishes when the stop condition of algorithm is satisfied, that is a prescribed accuracy ε of functional (8) 
