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a b s t r a c t
There has been considerable attention given in recent years to the problem of extending
finite and boundary element-based analysis of Helmholtz problems to higher frequencies.
One approach is the Partition of Unity Method, which has been applied successfully
to boundary integral solutions of Helmholtz problems, providing significant accuracy
benefits while simultaneously reducing the required number of degrees of freedom
for a given accuracy. These benefits accrue at the cost of the requirement to perform
some numerically intensive calculations in order to evaluate boundary integrals of highly
oscillatory functions. In this paper we adapt the numerical steepest descent method to
evaluate these integrals for two-dimensional problems. The approach is successful in
reducing the computational effort for most integrals encountered. The paper includes
some numerical features that are important for successful practical implementation of the
algorithm.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We address frequency domain problems of linear wave scattering, in the unbounded region Ω in R2, governed by the
Helmholtz equation(
∆+ k2)φ(x) = 0, x ∈ Ω, (1)
in which k is the wavenumber, given by k = 2pi/λ, where λ is the wavelength, and the complex function φ is the acoustic
pressure or wave elevation. We consider the solution of (1) resulting from the scattering by an object of smooth boundary
Γ of an incident plane wave, φi. The scattering boundary, Γ , which is not required to be convex, may be subject to the usual
Dirichlet, Neumann or Robin boundary conditions.














dΓ (q)+ φi(p), (2)
where we collocate at point p ∈ Γ . G∗(p, q) is the fundamental solution, or Green’s function, which represents the effect
observed at a field or observation point q ≡ (x, y) of a unit source at the point p, and nq is the unit normal pointing outward
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fromΩ at this field point. For two-dimensional (2D) problems it is given by
G∗ = i
4
H0 (kr) = 14 [iJ0 (kr)− Y0 (kr)] , (3)
where r := |q− p| and H0 (z) is a Hankel function of the first kind and of order 0. Classical approaches using the Boundary
Element Method (BEM) proceed by discretisation of Γ . It is well known that in order to capture a wave field accurately,
the nodal spacing in such a discretisation is limited to approximately λ/10. We can consider a model on this limit to be
characterised by an efficiency parameter τ = 10,where τ is the number of degrees of freedomperwavelength. This imposes
a practical upper bound on the frequency that can be considered for any given computational resource. Such restrictions
are also found for identical reasons in finite element approximations; pollution error imposes further restrictions on mesh
density (Ihlenburg and Babuška [1]).
Methods for overcoming or circumventing these restrictions have been the subject of considerable interest in recent
years. Bettess [2] provides a useful review. One popular approach is the FastMultipoleMethod (FMM) [3,4], which separates
the dependence of the Green’s function on the collocation point and on the field point, and provides for rapid matrix-
vector multiplication, most effectively in an iterative solution framework. Other notable methods include the use of FFT
and stationary phase methods of Bruno et al. [5].
A further class of methods is based on the inclusion of the wave nature of the solution in some way into the formulation.
One example is the Ultraweak Variational Formulation [6], which has recently been shown to be equivalent to a least
squares Trefftz variational formulation [7]. Abboud et al. [8] included the incident wave in the shape function basis using
an integral equation approach. This has become a popular approach and can be highly effective at higher frequencies
(e.g. Bruno et al. [9]), but becomes more complicated for non-convex scatterers. Similar ideas were used in a p-version





Melenk and Babuška [11] presented the Partition of Unity Method (PUM) as a general technique in which the
approximation space is enriched by the inclusion of sets of functions known to populate the solution. This has found a
considerable following in thewave analysis community since it is known that planewaves and Bessel functions both provide
complete sets for the approximation of wave fields. Plane waves have been implemented successfully in the finite element
community [12–14] (PUFEM), and the plane wave enrichment methods of Farhat et al. [15] take a similar approach.
Around the same time as the emergence of the PUM, de la Bourdonnaye [16] presented the Microlocal Discretisation
Method, in which sets of plane waves enrich the shape function basis for integral equation approximations. This work
was followed by a series of papers [17–19] describing the numerical properties of what might be termed the Partition of
Unity Boundary Element Method (PUBEM). These authors showed the approach to provide up to eight orders of magnitude
reduction in error while reducing the required value of τ to less than 3 in each coordinate direction. This had the effect of
raising the practical upper bound on frequency by a factor of 3.5 for 2D applications and a factor of 15 for 3D applications.
Langdon and Chandler-Wilde [20] described a Galerkin boundary element method enriched by a similar plane wave basis
and undertook a rigorous error analysis for wave scattering from convex polygonal scatterers. A corresponding collocation
scheme is applied in [21] to the same problem. Chandler-Wilde and Langdon [22] provide error bounds for plane wave
interpolation in the case of convex polygonal scatterers, using a piecewise polynomial multiplied by plane waves directed
along the polygon edges as a basis to represent the diffracted waves once the leading-order behaviour has been removed.
They show that the required number of degrees of freedom need only increase as log3/2 (kL) as kL → ∞ to maintain
accuracy.
Authors describing the PUFEM and the PUBEM consistently report conditioning problems, though it has been noted that
these may be ameliorated by controlling the discretisation level through the parameter τ . The accuracy of the solution
is therefore strongly dependent on the accuracy of determination of the terms in the governing matrices. Unfortunately,
these terms are determined from the integration over elements of highly oscillatory functions. To date, the integrals have
been evaluated using high-order Gauss–Legendre quadrature. It is well known that such quadrature is not efficient for
trigonometric integrands. Bettess et al. [23] have presented semi-analytical integration schemes for the integrals that arise
in the PUFEM. However, the integrals in the PUBEM cannot be treated in the same manner because of the inclusion of the
Green’s function. It has therefore been found that the accuracy benefits, and the large reduction in the required number of
degrees of freedom, offered by the PUBEM so far come at the cost of the requirement to evaluate the oscillatory integrals.
Methods for the evaluation of oscillatory integrals have recently been reviewed in [24], including classical Filon and
Levin methods and asymptotic methods. Unfortunately, the present authors have found that the asymptotic methods
generate extremely complicated expressions for the coefficients when applied to the PUBEM integrals. Huybrechs and
Vandewalle [25,26] have presented a different approach to the evaluation of general oscillatory integrals, involving changing
the path of integration to one in the complex plane and over which the integral becomes non-oscillatory. The subject of the
current paper is the application of a modified version of this approach to the evaluation of the PUBEM integrals in order to
accelerate the assembly phase in the PUBEM approximations for Helmholtz problems in two dimensions.
In the PUBEM, we enrich the shape functions for all nodes (j) in a plane wave expansion, leading to a set of shape
functions Njeik(x cos θt+y sin θt ), t = 1, 2, . . . ,m, where Nj is the conventional piecewise polynomial shape function for node j.








[Y1(kr)− iJ1(kr)]Njeik(x cos θt+y sin θt )Jdξ (4)






[iJ0(kr)− Y0(kr)]Njeik(x cos θt+y sin θt )Jdξ, (5)
in which we have admitted the parameterisation of the boundary element Γe = {γe(ξ) : ξ ∈ [−1, 1]}, where γe : R→ R2,
and J is the Jacobian of this mapping. The implicit dependence J := J(ξ) shall be assumed. This reformulates the problem
such that the unknowns are the amplitudes of the waves comprising the basis. The plane wave directions in the basis, θt , are
usually uniformly distributed around the unit circle. The values of θt andmmay be chosen a priori according to the required
value of τ , either uniformly distributed over the nodes or distributed according to local variations in element length (Bériot
et al. [27]). The directions may further be selected adaptively according to an error indicator (Trevelyan et al. [28]).
2. Integration scheme
The numerical evaluation of the integrals (4) and (5) requires the evaluation of the Bessel functions of the first and second
kind of orders 0 and 1. Press et al. [29] give routines for evaluation of these functions, using different formulae for |kr| < 8
and |kr| ≥ 8. Because of the overwhelming predominance of non-singular integrations performed with |kr| ≥ 8 in the
PUBEMwe concentrate on this case. Starting with the Gmatrix terms (5), the formulae for evaluation of the Bessel functions














p0 sin (kr − b0)+ 8kr q0 cos (kr − b0)
]
, (7)
where p0 and q0 are fourth-order polynomials in (kr)−2 whose coefficients are given along with constants a0 and b0 in [29].
Corresponding expressions, using the notation p1, q1, a1, b1, are given for the Bessel functions J1 (kr) , Y1 (kr). Substituting













g(ξ) := x cos θt + y sin θt + r. (9)















In order to evaluate the oscillatory integrals we use the numerical steepest descent method [25,30]. Themethod is based
on Cauchy’s integral theorem and replaces the integral over the real interval ξ ∈ (−1, 1) by an equivalent integral along a
path in the complex plane such that the integrand is no longer oscillatory, but instead exhibits exponential decay. Denoting
with h a complex variable, such a path may be determined as the locus of points satisfying
g (h) = g (ξ)+ ip, (11)
where p ∈ R will become the new variable of integration. We start with the ideal case with no ‘stationary points’, i.e. we
assume for the moment g ′(ξ) 6= 0 on [−1, 1]; a typical path is shown in Fig. 1, where the arrowheads at c and d represent
the curves going to and coming back from p = ∞.
The integrals (8) and (10) are then transformed to the form∫ 1,0
−1,0













where f (h) represents the slowly varying terms thatmultiply the oscillatory term eikg(ξ) in the integrand. This transformation
into the complex plane can be achieved if certain conditions on the growth of f and g pertain (see Theorem 4.2 of [26]). The
first term on the right-hand side of Eq. (12) is the integral along the path a–c in Fig. 1, and the second term considers path
d–b; we have changed the direction and sign of the second term. The integral along the path c–d vanishes since e−kp → 0
as p→∞. The term ∂h






We integrate each term of (12) using Gauss–Laguerre quadrature, i.e.∫ ∞
0
e−xf (x) dx ≈
n∑
k=1
w (xk) f (xk) , (14)
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Fig. 1. Typical integration paths in the complex plane.
Fig. 2. Integration paths.
where xk and w are the abscissae and weights respectively. Since the exponential term in (12) is e−kp, in order to use
Gauss–Laguerre quadrature we need to include another coordinate mapping to change the coordinate of integration in the
















The integrals along paths a–c and b–d in Fig. 1 are non-oscillatory and can be integrated very accurately using very few
Gauss points. The integration paths given by (11) need only be found at the Gauss points for the Gauss–Laguerre integration.
We do this by using a linear truncated Taylor series for g (h) from the previous Gauss point, hn,
g (hn+1) = g (ξ)+ ipn+1 ≈ g (hn)+ g ′ (hn) (hn+1 − hn) (16)
to give a starting value for Newton–Raphson iteration to locate the Gauss point hn+1. We use a tolerance of 10−13 to check
for convergence. This scheme differs from that proposed in [26], where a truncated Taylor series for g (h) is used only at the
original point h0 = ξ to provide starting values for all points on the integration path. We have found the current scheme
to be more robust and to yield faster convergence. This is illustrated in Fig. 2, where the integration paths generated by the
two schemes are compared. It is clear that, at some point along the path, the use of h0 = ξ for all points becomes ineffective
as a starting point, causing the Newton–Raphson iteration scheme to converge to the wrong path.
The case of stationary points is a little more involved. A stationary point is located where g ′ (ξSP) = 0, ξSP ∈ (−1, 1). The
integrand is locally not oscillatory near ξSP . This region will therefore make a large contribution to the value of the integral.
The integration paths in the complex plane, i.e. the paths of steepest descent, have to go through the stationary point to
account for this contribution.
Fig. 3 shows a typical set of integration paths a–c, c–d, d–e–f, f–g, and g–b, for a case involving a stationary point. The
path d–e–f crosses the real axis at the stationary point, labelled ‘e’, at ξ = ξSP . The integrals are then evaluated as the sum
of numerical steepest descent integrals over the four paths a–c, d–e, e–f, and g–b. Notice there are two paths for increasing
p at the stationary point, and care needs to be taken to distinguish between paths e–d and e–f in Fig. 3. To start both paths,
we take the quadratic truncated Taylor series for g (h) from h0 = ξSP . Solving the quadratic gives two starting values for
the Newton–Raphson iteration at the first Gauss point, one of which starts the curve e–d and the other of which starts path
1660 M.E. Honnor et al. / Journal of Computational and Applied Mathematics 234 (2010) 1656–1662
Fig. 3. Typical integration paths in the presence of a stationary point.
e–f. It may occur in general that the second derivative of g (h) also vanishes at a stationary point, g ′ (h) = g ′′ (h) = 0. The
number and order of stationary points will depend on the geometry of the scatterer and the number of plane waves in the
basis. We considered only a circular scatterer in this study and did not encounter any higher-order stationary points. For
higher-order stationary points, one can include more terms in the Taylor series for g(h).
At the stationary point g ′ (h) = 0, so it is clear from Eq. (13) that the integrals in (15) become singular. To overcome this








In principle, the singularity is completely removed when n = 2. Numerical experiments have shown, however, that
integrals of the type considered in this paper are best evaluated using n = 4 and Gauss–Legendre integration using 64
Gauss points between the limits y = 0 and y = (3λ)n−1 . Beyond this upper limit, the integrand has reduced to a very small
value so that the integral is sufficiently accurate when considered over the truncated interval.
We have found that, when solving (11) to locate the integration path, the function g (h)− g (ξ)− ip sometimes becomes
non-smooth, exhibiting a discontinuous gradient along a fold line. These cases cause the Newton–Raphson scheme to fail to
converge. The fold is the result of a branch cut in determining the Euclidean distance r = (dx2 + dy2)1/2, and it has further
been observed that this occurs where the real abscissa in h is equal to the value of ξ at the collocation point. By taking r to
be the negative square root once we have passed the collocation point, we follow the analytic continuation of the square
root function along the path of integration, as required by Cauchy’s integral theorem. This results in a smooth, well-defined
path.
3. Results
We consider the evaluation of boundary integrals over the integration paths shown in Fig. 1. This represents a curved
quadratic element modelling a portion of the boundary of a cylindrical scatterer of radius a, subtending an angle of pi/20
rad. The non-dimensional ka = 240pi ≈ 750. It is found with our numerical steepest descent scheme that using only 8
Gauss–Laguerre points along each curve, i.e. 16 points in total for the two curves, gives the same results, to 12 significant
figures, as using conventional Gauss–Legendre integration along the real axis ξ ∈ (−1, 1) using 60 Gauss points per
wavelength, i.e. 1520 points in total. This provides a striking improvement of two orders of magnitude in the required
number of Gauss point evaluations, and is the principal message embodied in this paper. For the majority of cases, it is
found that the Gauss–Laguerre scheme is applicable. In these cases, 16 points are satisfactory, seemingly independently of
k. In fact, as k increases, theory predicts that even fewer points are actually required to achieve the same accuracy. This is a
result of significance in PUBEM computations.
For the remaining cases, where the Gauss–Laguerre scheme is compromised by the presence of stationary points near
ξ = ±1, we have proposed the change of coordinate p = yn. Numerical experiments have shown that it is best to use the
change of coordinate p = yn in all cases where 10−3 < ∣∣g ′ (ξ)∣∣ < 1 at element ends (ξ = ±1), as well as at stationary
points.
Another difficulty arises when there is a stationary point at either of the element ends, i.e. at ξ = ±1, or very close to it.
In this case, if
∣∣g ′ (ξ)∣∣ < 10−3, we revert back to high-order Gauss–Legendre quadrature along the real axis. The constant
10−3 works for our examples, but this may depend on k in order to get the correct asymptotic behaviour for all k.
Byway of illustration,we consider a cylindrical scatterer of radius a = 30,meshed using 40 quadratic elements, impinged
by an incident plane wave. Using the above two rules we construct the PUBEM system for the cylindrical scatterer described
above for four different wavelengths, λ = 2, 1, 0.5, 0.25 (ka = 30pi , 60pi , 120pi , 240pi ). Each of the 40 elements has three
nodes and each node has 4, 7, 13, 25 wave directions, giving efficiency parameters of τ = 3.40, 2.97, 2.76, 2.65, for the
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Table 1
Results for the cylindrical scatterer (NGP: number of Gauss points).
ka NGP conventional NGP current scheme Maximum error
30pi 0.23× 108 0.88× 107 4.26× 10−7
60pi 1.81× 108 2.77× 107 2.43× 10−7
120pi 11.3× 108 9.69× 107 1.36× 10−7
240pi 88.4× 108 36.5× 107 0.88× 10−7
four values of λ. We consider the H matrices generated using conventional, high-order Gauss–Legendre integration along
the real axis at 60 points per wavelength, and compare the matrix terms with those computed using the scheme presented














2 + [Im (HG)i]2
} , (18)
where n is the number of terms for each element–collocation point pair, HG is the matrix term found using conventional
Gauss–Legendre along the real axis, and HS is using the new scheme to compute the matrix term using numerical steepest
descent. Table 1 shows the total number of Gauss points required by the two schemes and the maximum error found for all
the element–collocation point pairs.
The results show the new scheme to offer a significant reduction in the total number of Gauss point integrand evaluations
required. Moreover, increasing the frequency brings both a more marked reduction in the number of Gauss points and a
reduction in the error. This will have importance in enhancing computational efficiency in this most numerically intensive
phase of PUBEM calculations. It is noted, further, that integrals using the coordinate transformation p = yn account for 75%
of the Gauss point evaluations at all values of ka. The efficient computation of these cases is a subject for further research.
4. Conclusions
We have presented the numerical steepest descent method for the numerical evaluation of non-singular 2D partition of
unity boundary integrals for Helmholtz problems. The method becomes more attractive and offers greater computational
saving as the wavenumber increases. The results detail a problem in which a large number of integrations have been
performed, showing the method to be robust. Provided that
∣∣g ′ (ξ)∣∣ > 1, the Gauss–Laguerre integration using eight Gauss
points per curve is very accurate and offers a striking reduction in the required number of Gauss point evaluations. This
improvement may be expected to be better still at higher frequencies.
The large number of Gauss points required to integrate curves for which the coordinate transformation is applied
somewhat detracts from the method. Thus for problems using relatively small wavenumbers, care needs to be taken with
elements containing stationary points or where
∣∣g ′ (ξ)∣∣ < 1, since it may be more efficient to integrate along the real axis
in the conventional fashion. For problems with large wavenumbers it is still more efficient to use this scheme even where
the transformation is required.
We expect that large savings can further bemade by improving the current implementation. The choices of the constants
in this paper, such as the number of quadrature points near stationary points, were inspired by the aim of robustness for
the worst case among all oscillatory integrals encountered in our application. However, we found that the vast majority of
integrals actually require far fewer quadrature points than the worst case integral. An adaptive scheme could reduce the
computational effort.
Finally, we note that the savings in the number of quadrature points come at a cost of having to compute the new
integration paths in the complex plane and the locations of the stationary points, as well as working in complex arithmetic
throughout. The trade-off point at which this scheme becomes more attractive than conventional integration along the
real axis therefore depends on the efficiency of the implementation. As the frequency increases, however, the savings are
guaranteed to become larger.
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