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It is shown that, given a kx k real matrix (a,,) with determinant one, and a 
positive integer n, there exist integral matrices (A,) with det A,=n, such that 
/n”4a - A,,[ < Cn”14’ for all i and j. It is also demonstrated that the exponent 3/4k 
cannd; be replaced by a number smaller than 1/2/i. p’ 1990 Academic Press, Inc. 
1. INTRODUCTION 
In [5] R. Tijdeman has proved the following result. 
Let a, a,, a2, a3, a4 be real numbers with ala4 - aza3 = 1 and 
max , G j G 4 la,,1 < a. Then for every integer n 3 2 there exist integers A,, A :, 
A,, A, such that A,A,-A2A3=n and 
1 A, - ai &I < Cn4j9(log n)‘j9, (1.1) 
where C is a computable constant depending on a only. 
The author remarks at the end of his paper that the exponent $ cannot 
be replaced with a number smaller than i, and poses the problem of 
generalizing the result to k x k matrices for k 2 3. In this paper we shall 
show that $ can be replaced by 5, but not by a number smaller than $. We 
are also able to extend the results to cover k x k matrices. The results we 
prove are as follows. 
THEOREM 1. Let k be a positive integer greater than one. Let (ccii) be the 
k x k identity matrix. Then there are infinitely many integers n such that 
there is no solution in integers A, (1 < i, j < k) to 
641 34 I-S 
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subject to 
max IAij-a,in”kl <n’92k))l 
1 $ i, j  < k 
(1.3) 
Moreover, let g(n) be any function tending to zero as n + co. Then for almost 
all integers n there are no solutions in integers A, to (1.2) with 
max lAii-aiin”kl <g(n)n1’2k. 
1 =z i, j  s k (1.4) 
Remark. The proof of this result extends to any matrix with rational 
coefficients but with (2k)) ’ in (1.3) replaced by a constant depending on 
(%j). 
THEOREM 2. Let a,, a,, a3, a4 be real numbers with a, a4 - a2a3 = 1. 
Then, for every integer n > 1 there exist integers A,, A,, A,, Ad, such that 
AlA,-A,A,=n and 
max lAi-aifiI < 10n318 max laj13’4+K, 
l<i<4 l<j<4 
(1.5) 
where K is an absolute constant. 
Remarks. We have stated the 2 x 2 case separately because it is easy to 
give the explicit constant 10 max Ia,1 3’4 This result is non-trivial even when .
n = 1 if max lajl is large. We will later note that the exponents i and i could 
be replaced by f + E, i + E, respectively, for any E > 0 if Hooley’s R* 
conjecture is true [3]. 
THEOREM 3. Let (au) be a real k x k matrix (k > 2) with determinant 
one. Then there is a constant C= C(a,) such that for every positive integer 
n there is an integer k x k matrix (A,) with 
det A,=n (1.6) 
and 
max 
1 < i, j  < k 
(A,- nllkaijl < Cn314k. 
Remark. The constant C can be made to depend solely on k and 
max IaJ. The reader should observe that with minor modifications the 
method actually provides a large number of matrices (nCck’, where C(k) is 
a linear increasing function of k) with (1.6) and (1.7). 
The proof of Theorem 1 is elementary. In order to prove Theorems 2 and 
3 we shall quote results on primes in short intervals and Weil’s estimate for 
the Kloosterman sum. It is possible to replace these deeper results by sim- 
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pler theorems on Pf in short intervals (where P, denotes a number having 
at most r prime factors) and Sal& bound for the Kloosterman sum with 
prime squared modulus. Doing this introduces some extra complications 
into the proof, however, and forces the constant 10 in (1.5) to be much 
larger. 
The result of [S] was used in [6] to prove results on p-adic approxima- 
tion. It may be the case that our results can be applied to multi-dimen- 
sional p-adic approximation. Of course there is still a large gap between the 
statements of Theorems 1 and 3 and it would be very interesting to know 
what the “correct” exponent is. In our proof we will fix many variables 
whereas it might be expected that better results could be obtained by 
averaging over these variables. 
2. PROOF OF THEOREM 1 
We shall prove (1.3) and remark briefly how to alter the proof to obtain 
(1.4). To prove ( 1.3) let x be an even integer and put 
n = xk + xk ~ ‘12. (2.1) 
We now prove that (1.2) has no solutions subject to (1.3). We note that 
[n”“] =x ([ ] denotes integer part throughout this paper). Put 
X=n1/2k(2k)-’ + 1. (2.2) 
We will show that (1.2) has no solutions with 
(Apqjx( <x, (2.3) 
and so no solutions with (1.3). Let 
A, = Bi + x. 
Now consider (1.2) modulo xkpl with det A, written as a function of X. 
We obtain 
F(x) = .xk- ‘/2 (mod xk-- I), (2.4) 
where 
~(‘(?c)=Xk+Ck-,Xk-1+Ck-2Xk-2f .” +clx+c,. (2.5) 
Here the C, are functions of A, (i #;j) and Bj. Now the first two terms are 
congruent to zero (mod xkp ‘) in (2.5). In absolute size, the next term is 
<IC,-2(Xk-* <k(k- 1)X2XkP2. (2.6) 
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The sum of the moduli of the remaining terms in (2.5) is zero if k = 2 and 
otherwise 
<k(k!) max(xkw3X3, X’). (2.7) 
For all sufficiently large x the sum of the two terms in (2.6) and (2.7) is 
Q&-f&(X*+~)L;2X+ 1)
2 0 
k-l 
2 
for all sufficiently large x, 
We deduce that (2.4) has no solution which completes the proof. 
To prove (1.4) we let x be any positive integer and put 
f(x) = sk<2yxX+l)k g(n). 
We then take n as any number of the form 
n=xk+rxk-l+h, 
where 
(2.8) 
f(x)xk-' dhG(l -f(X))Xk-‘, O<r<k-1. (2.9) 
Since f(x) + 0 as x + co, it is evident that almost all integers IZ have the 
form (2.8). The proof then may be completed as above. The right hand side 
of (2.4) is now a number at least f(x)xk-’ in magnitude, while the sum of 
the two terms (2.6) and (2.7) (here X=f(~)n”~“+ 1) is 
Because f(x) --) 0 we again conclude that (2.4) has no solution for all 
sufficiently large x. 
3. PROOF OF THEOREM 2 
We first require three lemmas. 
LEMMA 1. Let k be a positive integer. Then for all sufficiently large T, 
and any given n < 2Tk, there is a prime p with 
T<p < T+ T2j3, p 1 n. (3.1) 
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Proof This is a simple consequence of Huxley’s prime number theorem 
[41. 
LEMMA 2. Let a,, be a sequence of non-negative reals and /3, a sequence 
of real numbers. Let L and N be positive integers. Then, (f 
(3.2) 
we have 
max min IIfi,+all<L-‘. 
O<or<l l<n$N 
(3.3) 
Here e(x) = exp(2rcix) and I/ (1 denotes distance to nearest integer. 
Proof: This may be obtained by modifying the proof of [ 1, Theorem 
2.21. 
LEMMA 3. Let p be a prime and write 
S(a, b; p) = 1 e 
h=l 
(3.4) 
where hh - 1 (mod p). Then, if p t b, 
IS(a, b; p)I < 2~“‘. 
Proof. This is Weil’s estimate for the Kloosterman sum [7]. 
(3.5) 
Proof of Theorem 2. Without loss of generality a, = max laj(. Write 
T= a n’l’. 1 
We shall assume T is “sufficiently large” (in absolute terms, not relative to 
the a,) and establish (1.5) without the constant K. Clearly the required 
result then follows. By Lemma 1 there is a prime p with T<p < T+ Tzi3 
withpln (as n62T2). Put A,=p. We then have 
IAl -a,n”‘\ < T213 < 10T3’4. (3.6) 
We remark that the choice of A, as a prime is made to avoid a T” from 
occurring which would weaken the result. 
Now, if we can choose A2, A, satisfying (1.5) with 
A,A,= -n (mod A, ), (3.7) 
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then there exists an integer A, such that A1 A, - A, A3 = n. We will 
consequently demonstrate that such an A, also satisfies (1.5). Let C be a 
constant to be chosen later and write 
N= [CT3’4], T, = [ujn1’2] (j=2,3). 
We rewrite (3.7) as 
A,n= --A3 (mod A 1 1, (3.8) 
where -denotes inverse (mod A,), and wish to solve this congruence with 
IAj- Til <N for j=2, 3. (3.9) 
If C< 10 then (3.9) will imply (1.5). The two conditions (3.8), (3.9) may be 
rearranged as 
nA, T, N II /I A+7 <-j- 1 1 1 (3.10) 
subject to 
IA,- TA GN, (A,,A,)=l. (3.11) 
Henceforth we will assume tacitly that A2 is restricted by (3.11). We also 
note that if T is sufficiently large at most one value of A, is removed by 
the condition (A,, A,) = 1. 
Now to solve (3.10) subject to (3.11) we count solutions with the weight 
a(A,), where 
a(m) = 1 - Jm - TJN. 
The purpose of this weight is to remove unwanted logarithmic factors. We 
note that 
54A,)W-1, 
A2 
so, by Lemma 2, we wish to prove that 
(3.12) 
with 
L= [A,N-‘] + 1. 
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We bound the inner sum on the left of (3.12) as on page 36 of [2]. For 
A, )h we have 
< 4NA - I/* + 4A II2 < 4’A Ii2 I I ‘8 1 if 32NdA,. 
Once C is fixed, 32N < A, for all sufficiently large T. In this case 
N-l 
=(4i)([A,Np1]+ 1)A;‘2<7 
if C* > 24.75 and T is sufficiently large. We therefore take C = 4.98 and 
conclude that (3.12) is satisfied for all large T. Thus (3.8) has a solution 
A,, A, subject to (3.9) and we put 
A,= 
n+A,A, 
-4, 
Now 
n+A,A,-u,A,& 
IA,-&=I A 
1 
/ 
where 151, 1~1 GN, Ode< T2’3. Since ~,a,---a,~, = 1 and lujl <a, 
(j= 2,3,4), we obtain 
IA, - a4 J;;I < 2CT314 + T213 + C2T1f2 < 10T3’4 
for all large T as C < 5. This completes the proof. 
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We note that if Hooley’s R* conjecture is true, then one can take 
a(m) = 1 and the left hand side of (3.12) is 
6 T”12N l12L, 
which, with N= [T213+’ 1, quickly leads to the result mentioned earlier. 
4. PROOF OF THEOREM 3 
We write ru/ for the matrix formed by the tirstj rows and columns of (crii), 
Without loss of generality we can suppose that det pj > 0 for all j. For an 
integer matrix (A,) we write M, for the matrix formed by its first j rows 
and columns. We shall construct the matrix of our theorem by induction, 
beginning with AI, (constructed by modifying Theorem 2) and building up 
to Mk. Write 
6,=detpj; Ai=det Mj; 
Ei(r) for the determinant of the matrix formed by removing row r, 
column j from M,; 
F,(r) for the determinant of the matrix formed by removing column r, 
row j from M,; 
MJ for the matrix formed by replacing A, by zero in Mj; 
A;=det MI; R, = [cy?]; R = n Ilka 
By the elementary properties of determinants we have, for all j ,< k, 
i A,,F,(h)( - l)*+j= o”l 
if t=j 
h=l if t <j. 
Thus 
i A,,FJh)(-l)h+i=O (mod Aj) for all t Gj. (4.1) 
h=l 
Similarly 
i A,,Ej(h)(-l)h+j=O (mod Aj) for all t G-<j. (4.2) 
h=l 
The basic idea of the proof is as follows. We shall pick A,, . . . . A, _ 1 to 
be primes, with Aj “near” to Sinilk. Now suppose Mj has been constructed. 
To obtain Mj+ , we first consider Ai,, as a quadratic form in the 
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unknowns Ai+l,,...A,+l,j, A,,j+,...Aj.i+,. If we can choose these 
integers so that 
A;,, =Y (mod A,), (4.3) 
then we can pick an integer Aj+ i, j+ i so that A, + , = r. For j d k - 2, r will 
be a prime; for j= k - 1, r will be n. We will solve (4.3) with 
IA,, - R,,I < C’R3’4, (4.4 1 
for some C’. Since r will be near Rj Jj this will mean that 
for some C”. Of course this is all just a generalization of our proof of 
Theorem 2. We will discover that Al+ 1 is a product of two linear factors 
in the unknowns (mod A,), with the E,(h), F,(h) as coefficients. Because of 
the special relationships these coefficients enjoy we will be able to solve 
(4.3) subject to (4.4). 
Theorem 3 follows by combining Lemma 1 with the following result. 
PROPOSITION 1. Let n 2 1 be giuen. Suppose that p, , p2, . . . . pk-, are 
distinct primes such that 
Pj 1 n (j= 1, . . . . k - l), (4.5 1 
and 
1~3, R’ -piI < R’- ‘I4 (j= 1, . . . . k- 1). (4.6) 
Then we can find A, (1 <i, j<k) so that 
Aj=pj (j= 1, . . . . k - 1 ), (4.7 1 
max (A,- R,I < CR314, (4.8) 
1 < i. j < k 
and 
Ak=n. (4.9) 
Here C is a constant depending only on the clii. 
We write (7.r) to indicate that (4.7) is satisfied for j < r when r < k, and 
(7.k) to imply that (4.9) holds. Similarly we write (8.r) to mean that (4.8) 
holds with 1 < i, j < r and with C replaced by C,. To simplify subscripts we 
write s = r •t 1. We then prove the proposition by induction. If we have 
constructed M, with (7.r), (8.r) we then need to pick the additional A,, so 
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that (7.s), (8.~) hold. To avoid singling out the case Y = k - 1 for special 
attention we shall put pk = n. This is legitimate since we do not require ps 
to be a prime when deducing (7.s), (8.~): we only need ph i p,, h d Y. 
The proof of Theorem 2 is easily modified to show that (7.2), (8.2) are 
true. Now in order to establish (KS) we need only obtain this bound for 
some C for all sufficiently large R (in terms of (a,)), since (8.~) will then 
hold for all R with a larger C. Some of the results which follow will thus 
only be true for all large R. We now assume that (7.r), (8.~) hold for some 
r 2 2 and consider the congruence 
A; -ps (mod A,). (4.10) 
If we can solve this by a suitable choice of A,,+ A,, (1 d i, j< r) with 
1 A ;j - R,I < C’R314 (4.11) 
then we can put 
From (4.10) we see that A,,E Z, while (4.12) gives A,=p,. Combining 
(4.6), (4.12), (8.r), and the definition of 6, we obtain 
,A --cI R,= as-A:-GRA, p,-6,R”+O(R’+3’4) 
ss ss 
A, 6,R’+ O(R’-“4) 
< C”R3/4. 
We have thus established that (73) and (83) both hold with 
C, = max( C,, C’, C”) 
if (4.10) is solvable subject to (4.11). 
To find a convenient exprression for Ai we use elementary properties of 
determinants. We will frequently need to take inverses modulo a prime in 
doing this. We write a to indicate the number x satisfying 
1 dx<p, xarl (mod P), 
where p is the modulus of the congruence in which ti appears, or the 
denominator of a fraction involving ti. We recall that in calculating Ai we 
work modulo A,. We simplify the determinant by the following row and 
column operations. Add ( - 1)” + r 6, _ i F,(h) times column h onto column 
r for h<r--1, and (-l)h+rJ,P, E,(h) times row h onto row r for 
h<r-1. We note that 
E,(r) = F,(r) = A,- ,. 
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It follows by (4.1) and (4.2) that the resulting determinant only has one 
non-zero entry in the rth column (in the s, r position), and only one 
non-zero entry in the rth row (r, s position). It is now easy to expand the 
determinant and obtain 
A:= -A,~,F(A,)E(A,) (mod A ,), (4.13) 
where F(A,) is the S, r entry in A: and E(A,) is the r, s entry. Explicitly 
J-(.4,)= i a,-,F,(h)(-l)h+‘A,,, A, = (A,,, . . . . A,,), (4.14) 
h=l 
E(A,) = 1 a,- ,-&(h)( - l)h+‘Ahs, A,= (A,,, . . . . Am). (4.15) 
h=l 
It will be important later to note that for all large R we have 
(&-JW), A,)= (~,-,JW), A,)= 1 (4.16) 
since A,- 1, A, are distinct, and 
F,(h), E,(h) 4 R’- ‘, A, + R’. 
We write A,(*) to indicate that the coordinates of A, satisfy (4.11). 
Combining (4.10) and (4.13) we then wish to solve 
J%%)P,+, if-,= -F(A,) (mod A,), A,(*), Ad*). (4.17) 
Now write 
N= [KR’/“], 
where K is a constant to be chosen later, and put, for InI <N, 
0) = Cl- INN), 
@(A, ) =n 44sj - R,qj), 
J=l 
4A, I= n 4Aj.v - Rjs 1. 
j=l 
(The constant C’ of (4.11) is henceforth taken to be K.) The above weight 
functions are included simply to prevent the intrusion of unwanted 
logarithmic factors when we come to estimate certain exponential sums. 
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Since a(A,) d 1 and 
we find that the number of solutions of (4.17) is bounded below by 
Using (4.16) we deduce that the term 1= d r contributes at least 
N 2r-1(N- 1) d;’ (4.19) 
to (4.18). To bound the remaining terms we require the following result 
which will be established in the final section of this paper. 
PROPOSITION 2. Let h be an integer such that A, j h, and suppose that 
N6 A,. (4.20) 
Then 
c 4 A ;I’. 
A2(*) (E(AzL ,) =1 
and 
(4.21) 
(4.22) 
The implied constants in (4.21) and (4.22) depend only on (au). 
Using the above result we find that the terms I# 0 in (4.18) contribute 
a term in magnitude 
< K’(aq) Af12. (4.23) 
Clearly if K is sufficiently large then the expression in (4.19) is larger than 
that in (4.23) (say if K> 2 (K’(aq) 6,3/*)“‘). Of course, once K is fixed then 
(4.20) will hold for all large R. This completes the proof of Proposition 1. 
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5. PROOF OF PROPOSITION 2
The reader may easily verify that the proposition is not true for all linear 
forms F(A,), ,!?(A,), say by making all the coefficients equal to one. We 
now obtain relationships between the F,(h) and E,(h) with r >ja h which 
will enable us to bound the exponential sums. It should be noted that we 
will require the consideration of these relations for all j, h with h d j < r. We 
will make use of the fact that 
(5.1) 
where 
bb-1 
t= t(b, c)=-- 
c ’ 
(5.2) 
If (a, b) = 1, la( + b, and b is of a smaller order than c, then we have 
obtained an approximation to ah/c with a smaller denominator. This 
approximation may not be very good (not of the quality given by 
Dirichlet’s theorem, for example), but it will be of the right type and 
sufficiently close for our purposes. 
LEMMA 4. For u<j- 1, j<r, we have 
J’i(u)-Fj_,(u)~j_,Fj(j- 1) (mod A,. L) (5.3) 
and 
Ei(u)=Ej_,(u)d7,,_,Ej(j-1) (mod Aim ,). (5.4) 
Proof We establish (5.3), and the result of (5.4) may be proved 
similarly. 
In the determinant F,(u) add 
Jj_,Ej-,(q)(-l)y+imm’ 
times row q onto row j- 1. From (4.2) we find that all the entries in row 
j- 1 will then be zero (mod Aj_ i) except the last which will be 
I- I 
;jj-Z4;, t-l) “+‘~-‘A.Ej_,(q)~~j_,Fi(j- 1) (mod Ajp 1). (5.5) 
We now expand the determinant by row j- 1 and so (5.3) follows from 
(5.5) because the determinant formed by the first j - 2 rows and columns 
of F,(u) is F,-,(u). 
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LEMMA 5. Let u < j < r. Then 
@4 + 0 (modAj-,), (5.6) 
Ej(4 f 0 (mod A, ~ , ). (5.7) 
Proof Again we only consider (5.6). First we establish that for any 
t Q r, 
Ft(t-l)fO (mod A,- ,). (53) 
Suppose that (5.8) is false, then, by (5.3), we find that Ft(h) = 0 (mod A,- ,) 
for all h < t - 1. It follows, by expanding the determinant A, by row t, that 
A 1- i divides A, (F,(t) = A,- i of course). This contradicts p,- , 1 pI and so 
we conclude that (5.8) holds. 
We now prove that, for r > q > u, 
J’,(u)fO (modAq-l)*Fq+l(u)+O (modA,). (5.9) 
Clearly (5.8) and (5.9) combine to prove (5.6) by induction. By (5.3) 
r;;+l(u)--q(u)~q-*I;g+l(q) (mod A4). (5.10) 
Now Jq-i f 0 (mod Ay) and, by (5.8), Fq+l(q) f 0 (mod A4). Since A, is 
a prime we need only show that 
F,(u) f 0 (mod A4). (5.11) 
However, I;,(u) # 0 by the hypothesis of (5.9), and 
F&u) < Rq- ‘, 
while 
A, $ Rq. 
Hence (5.11) is true for all sufficiently large R, and this completes the proof 
of this lemma. 
We can now use Lemma 5 to rearrange the congruences in Lemma 4 
(actually we only need (5.8) and the corresponding result for E,( t - 1) here; 
the full result of Lemma 5 is needed later). We obtain 
and 
Fj(U)~j(j-l)~Fj-l(U)~j-Z (mod Aj- i ), (5.12) 
Ej(U)Ej(j- l)zEj-,(U)Jj-2 (mod Aj- 1). (5.13) 
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We shall use (5.12) and (5.13) with (5.1) when applying the following 
result. 
LEMMA 6. Let N, q1 (j = 1, . . . . r) be positive integers, and fi, y positive 
reals with 
2<N<q,, (5.14) 
/?<q4iq;-‘-rq, j=l , . . . . Y - 1. (5.15) 
Let b,, be non-zero integers (j = 1, . . . . r; j < h < r ) such that 
(bjh. qj) = 1, (5.16) 
and 
(mod 11, r>h>j. (5.17) 
Write 
blj aj=-. 
41 
Then 
f fi min(N’, Ijla,ll-2) 4 q1 N’. 
I=1 j=l 
(5.18) 
Here the implied constant in (5.18) depends only on 8, y, and the implied 
constant in (5.17). 
Proof. We start by noting that 
9 fi min(N*, llia,ll -‘) G N2’ 1 F, 
I=1 j=l nt Z’ 
where 
n = (n,, . . . . n,), 
n*= fi (1 +]nj])2, 
j= 1 
and M(n) equals the number of solutions to the simultaneous Diophantine 
inequalities: 
II II la, - 5 1 ‘<2N (j= 1, . . . . r; 1 bl<q,). (5.19) 
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To obtain this we have simply noted that for each I there is some 
n = (n,, . ..) n,), with -N/2 < nj d N/2, and such that (5.19) holds. The 
contribution to the left side of (5.18) from all solutions of (5.19) with n 
fixed is then 
<M(n) jj 
N* if nj=O 
j=l (i (2Nln,)* if n,#O I) 
~ MnW*’ 
n* . 
Since 
we need only show that 
to prove (5.18). 
M(n) 4 q1 N-‘, (5.20) 
We proceed inductively by removing one inequality at a time from (5.19) 
and altering the remaining ones. We start this by noting that if the first 
inequality (j= 1) is to be satisfied then 
~b~~=[(~)q,]+l,-l (modq,), 
with 
1 d12dq,/N+ 1. (5.21) 
We take Z2 as the new variable and bound the number of solutions to 
j = 2, . . . . r (5.22) 
subject to (5.21), where 
In view of (5.22), (5.14), (5.15), and (5.17), the inequality (5.22) can be 
replaced by 
(5.23) 
APPROXIMATING MATRICES 79 
We note that q1/N%q2 and that Z2 runs over +ql(Nqz)-’ sets of 
residues mod q2. Working as above we then find that M(n) is bounded 
above by a constant multiplied by q,(Nq*)-’ M*(n). Here M*(n) equals 
the number of solutions to 
,j = 3, ,.., r, (5.24) 
where I,4 q2/N and the vj depend on n and the b,,y. Continuing in this 
fashion we discover that 
(5.25) 
where X(n) equals the number of solutions to 
where i is fixed for each n and I, runs over a complete set of residues 
(mod qr). Clearly 
and so, by (5.25) we obtain (5.20) as desired. 
Proof of Proposition 2. We start with (4.22). We have (because of the 
weights a( A r )), 
where 
a ,-lFr(r-j+ 1) 
oLJ = 
A, . 
We note that tlr E l/d, (mod l), and, by (5.27), (5.1), and (5.2), 
a,=tlF,(r-.i+l)+O 1 
J 
A,-1 0 d, 
(j> 2), 
(5.27) 
(5.28) 
with 
641 34 l-b 
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By (5.12) 
tlFr(r- 1) vrw=F,-lw~,-2 - 
A A 
(mod 1). 
r-1 r-1 
We can continue in this fashion and thus obtain the hypotheses of 
Lemma 6 with, for j 3 2, 
qj= Ar-j+ 1, bj/,= tj-IF,;,-j+z(r-h+ I), 
tj = 
A,-jcii-j- 1 
A,-j+l ’ 
We obtain (5.14) from (4.20), while from (4.6) and (7~) we infer that Aj is 
approximately Rj Sj so that (5.15) holds. This also gives 
We then obtain (5.17) because (5.12) yields 
b#by,-F,-j+l(r-h+ l)J,-j -- 
4j - Ar-j+ 1 
(mod 11, 
and so (5.1) gives 
bJbj/z-tjFr-j+,(r-h+ l)+. -_ 
4j - Ar-j 
(mod 1) 
Finally we note that 1 < tj < A,- j+ 1 so (tier, qj) = 1, which, with (5.6), 
implies that (5.16) is satisfied. We may thus apply Lemma 6 to (5.26) 
which establishes (4.22) as desired. 
To prove (4.21) we begin by transforming the sum as we did in the proof 
of Theorem 2. We have 
S(-m, h; A,) c a(A2)e (F). 
AZ(*) r 
(5.29) 
Since A, is a prime and (A,, h) = 1 we have, for all m, 
IS( -m, h; A,)( < 2Aj/* 
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by Lemma 3. Thus the right hand side of (5.29) is 
< 24 r- “* ?[ I;*,@*)e(F)j 
r 
<Ar-“2N-’ 5 h min(N*, 11pj3imll -*), 
m=lj=l 
(5.30) 
where 
E,(r-j+ 1) pj2-l A 
r 
The fij behave just like the aj and so an application of Lemma 6 to (5.30) 
gives (4.21) and completes the proof. 
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