Twisted inner products and contraction inequalities on spaces of contravariant and covariant tensors  by Pate, Thomas H.
Linear Algebra and its Applications 429 (2008) 1489–1503
Available online at www.sciencedirect.com
www.elsevier.com/locate/laa
Twisted inner products and contraction inequalities on
spaces of contravariant and covariant tensors
Thomas H. Pate
Mathematics Department, Auburn University, Auburn, AL 36849, United States
Received 14 February 2008; accepted 11 April 2008
Available online 16 June 2008
Submitted by R.A. Brualdi
Abstract
Given positive integers n and p, and a complex finite dimensional vector space V, we let Sn,p(V )
denote the set of all functions from V × V × · · · × V -(n + p copies) to C that are linear and symmetric
in the first n positions, and conjugate linear symmetric in the last p positions. Letting κ = min{n, p} we
introduce twisted inner products, [·, ·]s,t , 1  s, t  κ , on Sn,p(V ), and prove the monotonicity condition
[F,F ]s,t  [F,F ]u,v is satisfied when s  u  κ, t  v  κ , and F ∈ Sn,p(V ). Using the monotonicity
condition, and the Cauchy–Schwartz inequality, we obtain as corollaries many known inequalities involving
norms of symmetric multilinear functions, which in turn imply known inequalities involving permanents
of positive semidefinite Hermitian matrices. New tensor and permanental inequalities are also presented.
Applications to Partial Differential Equations are indicated.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let V be a complex vector space of dimension m with inner product 〈·, ·〉, and orthonormal
basis {ei}mi=1. By V ∗ we mean the dual of V , and if x ∈ V , then x˜, a member of V ∗, is defined
by x˜(y) = 〈y, x〉 for all y ∈ V . The inner product 〈·, ·〉 extends to V ∗ in the usual way, and, with
respect to the conjugate linear bijection w → w˜, we have 〈x˜, y˜〉 = 〈y, x〉 for all x, y ∈ V . For
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positive integers u and v, Tu,v(V ) denotes the vector space whose elements are the functions
from V × V × · · · × V -(u + v copies) to C that are linear in the first u positions, and conjugate
linear in the last v positions. Essentially, Tu,v(V ) is the set of all tensors that are u-covariant
and v-contravariant over V . Then, Tu,0(V ), denoted by Tu(V ), is the set of all u-linear C-
valued functions on V × V × · · · × V -(u-copies), and T0,v(V ) is the set of all v-conjugate linear
C-valued functions defined on V × V × · · · × V -(v-copies). Of course, T1(V ) = V ∗, and we
identify T0,0(V ) with C.
IfF ∈ Tu,v(V ), 0  s  u, and 0  t  v, then the insertionF(x1, x2, . . . , xs; y1, y2, . . . , yt ),
where x1, x2, . . . , xs, y1, y2, . . . , yt ∈ V , is the member of Tu−s,v−t (V ) such that
F(x1, x2, . . . , xs; y1, y2, . . . , yt )(z1, z2, . . . , zu+v−s−t )
= F(x1, x2, . . . , xs, z1, z2, . . . , zu−s; y1, y2, . . . , yt , zu−s+1, zu−s+1, . . . , zu+v−s−t )
(1)
for all z1, z2, . . . , zu+v−s−t ∈ V . By default, definition (1) includes the case of insertions into
members of Tu(V ). Generallys,t , denotes set of all functions from {1, 2, . . . , s} to {1, 2, . . . , t},
but when t is m, the dimension of V , we simply write s . If G ∈ Su(V ), s  u, and f ∈ s , then
G(ef ), which we further abbreviate to Gf , denotes the insertion G(ef (1), ef (2), . . . , ef (s)); more-
over, if H ∈ Tu,v(V ), then H(ef ; eg), alternately Hf,g , denotes H(ef (1), ef (2), . . . , ef (s); eg(1),
eg(2), . . . , eg(t)) for all f ∈ s , and g ∈ t .
We transform the complex vector spaces Tu,v(V ) into inner product spaces by defining
〈A,B〉 =
∑
f∈u
∑
g∈v
A(ef ; eg)B(ef ; eg) ∀A,B ∈ Tu,v(V ). (2)
That the inner product 〈·, ·〉 on Tu,v(V ) is independent of {ei}mi=1 is easy to establish, but follows
nevertheless from [2, Theorem 4.5]. By Su,v(V ) we mean the subspace of Tu,v(V ) consisting of
the elements of Tu,v(V ) that are symmetric in the first u positions and in the last v positions. If
v = 0, then Su,v(V ) is denoted by Su(V ), and is the set of all fully symmetric F ∈ Tu(V ).
Fundamental to our presentation are the linear contraction maps Ct : Su,v(V ) → Su−t,v−t (V )
defined by
Ct (F ) =
∑
φ∈t
F (eφ; eφ) =
∑
φ∈t
Fφ,φ ∀F ∈ Su,v(V ), 1  t  min{u, v}. (3)
By C0 we mean the identity map on Su,v(V ). Explicitly, if x1, x2, . . . , xu−t , y1, y2, . . . , yv−t ∈ V ,
then
Ct (F )(x1, x2, . . . , xu−t ; y1, y2, . . . , yv−t )
=
∑
φ∈t
F (eφ, x1, x2, . . . , xu−t ; eφ, y1, y2, . . . , yv−t )
=
∑
φ∈t
F (eφ(1),eφ(2), . . . , eφ(t),x1,x2, . . . ,xu−t ; eφ(1),eφ(2), . . . ,eφ(t),y1,y2, . . . , yv−t ).
(4)
Like 〈·, ·〉, the Ct are independent of {ei}mi=1; moreover, Cs ◦ Ct = Cs+t when s + t  min{u, v}.
Related to the Ct , and important to our presentation, are contractions ⊗¯t , introduced by
Neuberger [4] in connection with Neuberger’s lower bound inequality for the norm of the sym-
metric product. For each A ∈ Su(V ), B ∈ Sv(V ), and t such that 0  t  min{u, v} we set
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(A ⊗¯t B)(x1, x2, . . . , xu−t , y1, y2, . . . , yv−t )=〈A(x1, x2, . . . , xu−t ), B(y1, y2, . . . , yv−t )〉
(5)
for all x1, x2, . . . , xu−t , y1, y2, . . . , yv−t ∈ V . By A ⊗¯ B we mean A ⊗¯0 B. The maps Ct are
the natural extensions of the contractions ⊗¯t , for if A ∈ Su(V ) and B ∈ Sv(V ), then (3) and (5)
imply that
A ⊗¯t B =
∑
φ∈t
A(eφ) ⊗¯ B(eφ) =
∑
φ∈t
(A ⊗¯ B)(eφ; eφ) = Ct (A ⊗¯ B). (6)
The distinction between A ⊗¯ B and the standard tensor product A ⊗ B defined by
(A ⊗ B)(x1, x2, . . . , xu+v) = A(x1, x2, . . . , xu)B(xu+1, xu+2, . . . , xu+v)
for all x1, x2, . . . , xu+v in V should be noted. Nevertheless, both A ⊗ B and A ⊗¯ B have the
same norm, as it is evident that ‖A ⊗ B‖2 = ‖A ⊗¯ B‖2 = ‖A‖2‖B‖2 for all A ∈ Su(V ) and
B ∈ Sv(V ).
If σ ∈ Su, the symmetric group on {1, 2, . . . , u}, and A ∈ Tu(V ), then the product σA is
defined by (σA)(x1, x2, . . . , xu) = A(xσ(1), xσ(2), . . . , xσ(u)) for all x1, x2, . . . , xu ∈ V . Thus,
σA ∈ Tu(V ) for all A ∈ Tu(V ) and σ ∈ Su, and the mapping (σ,A) → σA is a group action of
Su on Tu(V ). Furthermore, Su(V ) is the set of all A ∈ Tu(V ) such that σA = A for all σ ∈ Su.
The action of Su on Tu(V ) extends linearly to the algebra of functions from Su to C, denoted
by CSu; thus, if f : Su → C, and we represent f in formal sum notation as ∑σ∈Su f (σ )σ ,
then for A ∈ Tu(V ) we define fA by fA = ∑σ∈Su f (σ )σA. If f ∈ CSu, then f ∗ denotes∑
σ∈Su f (σ )σ ; thus, f
∗ is also a member of CSu, and f ∗(σ ) = f (σ) for all σ ∈ Su. Elements
satisfying f ∗ = f are said to be Hermitian. Note 〈fA,B〉 = 〈A, f ∗B〉 for all f ∈ CSu, and
A,B ∈ Tu(V ).
The symmetrizer Pu defined by Pu = (u!)−1∑σ∈Su σ is real-valued and hence Hermitian.
Moreover,σPu = Puσ = Pu for allσ ∈ Su; soP2u = Pu.Thus,Pu is a Hermitian idempotent in
CSu that commutes with the members of Su. SinceP∗u = Pu, we have 〈PuA,B〉 = 〈A,P∗uB〉 =
〈A,PuB〉. Regarded as a linear map on Tu(V ),Pu is therefore the orthogonal projection of Tu(V )
onto Su(V ).
If A ∈ Tu(V ) and B ∈ Tv(V ), then the symmetric product A · B is Pu+v(A ⊗ B). Lower
bound estimates for norms of symmetric products have proved to be important for proving con-
vergence theorems for iterative procedures for the solutions of partial differential equations.
Indeed, this was the present author’s initial reason for pursuing inequalities of type presented
herein. Moreover, there are many results similar to those presented in [8] and [9] that might be
proved using inequalities like those we present here. Such work is in progress. Similar efforts in
the area of Partial Differential Equalitions are presented by Neuberger in [5]. Such inequalities
have also been useful in examining certain conjectured inequalities involving immanents, notably
[10] and [13]. An important relationship between symmetric products A · B and the maps ⊗¯t , and
hence the contractions Ct , was established by Neuberger [4] who showed that if A,C ∈ Sn(V )
and B,D ∈ Sp(V ), then(
n + p
n
)
〈A · B,C · D〉 =
κ∑
t=0
(
n
t
)(
p
t
)
〈A ⊗¯t D, C ⊗¯t B〉
=
κ∑
t=0
(
n
t
)(
p
t
)
〈Ct (A ⊗¯ D), Ct (C ⊗¯ B)〉, (7)
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where κ = min{n, p}. The latter equality in (7), though not stated explicitly in [4], follows imme-
diately from the first equality because of (6). Setting C = A and D = B in (7) we obtain the
equality(
n + p
n
)
‖A · B‖2 =
κ∑
t=0
(
n
t
)(
p
t
)
‖Ct (A ⊗¯ B)‖2. (8)
Since ‖C0(A ⊗¯ B)‖2 = ‖A ⊗¯ B‖2 = ‖A‖2‖B‖2, (8) immediately implies that(
n + p
n
)
‖A · B‖2  ‖A‖2‖B‖2 (9)
for all A ∈ Sn(V ) and B ∈ Sp(V ). An extension of (7) presented in [12] is Theorem 1.
Theorem 1. Suppose n, p, q, and r are positive integers such that n + p = q + r. If A ∈ Sn(V ),
B ∈ Sp(V ), C ∈ Sq(V ), and D ∈ Sr (V ), then(
n + p
q
)
〈A · B,C · D〉 =
κ2∑
s=κ1
(
n
n − s
)(
p
q − s
)
〈Cn−s(A ⊗¯ D), Cq−s(C ⊗¯ B)〉 (10)
where κ1 = max{0, n − r} = max{0, q − p}, and κ2 = min{n, q}.
If q = n and r = p, then κ1 = max{0, n − p} and κ2 = n; thus, (10) reduces to(
n + p
n
)
〈A · B,C · D〉 =
n∑
s=κ1
(
n
n − s
)(
p
n − s
)
〈Cn−s(A ⊗¯ D), Cn−s(C ⊗¯ B)〉. (11)
If we substitute t = n − s in (11), and note that the new upper limit of summation, namely
n − max{0, n − p}, is the same as min{n, p}, denoted by κ , then we obtain (7); thus, Theorem 1
includes (7) as a special case.
2. Twisted inner products
Let n and p be positive integers and let κ = min{n, p}. For each integer pair (s, t) such that
0  s, t  κ we will construct a special sesquilinear form [·, ·]s,t on Sn,p(V ) via linear extension.
The primary result is Theorem 3 wherein we prove that each of the [·, ·]s,t is an inner product
on Sn,p(V ), and that the monotonicity condition [F,F ]s,t  [F,F ]u,v when s  u and t  v
holds for all F ∈ Sn,p(V ). In Section 3 we apply the monotonicity condition and the Cauchy-
Schwartz inequality to easily obtain several inequalities, some known and some new, involving
norms of symmetric multilinear functions. In Section 4 we specialize the inequalities of Section
3 to the case of fully decomposable symmetric multilinear functions thereby obtaining results
that translate into inequalities involving the permanent function restricted to the set of positive
semidefinite Hermitian matrices. All results presented in Sections 3 and 4 are regarded as being
corollaries to Theorem 3.
For decomposable functions A ⊗¯ B and C ⊗¯ D, where A,C ∈ Sn(V ) and B,D ∈ Sp(V ),
and integers s and t such that 0  s  κ and 0  t  κ , we define
[A ⊗¯ B,C ⊗¯ D]s,t =
(
n + p − s − t
n − s
) ∑
f∈s
∑
g∈t
〈Af · Dg,Cf · Bg〉. (12)
AnyH ∈ Sn,p(V ) is expressible as a sum of functions of the formA ⊗¯ B; thus, ifF,G ∈ Sn,p(V ),
then we have F = ∑ui=1 Ai ⊗¯ Bi , and G = ∑vj=1 Cj ⊗¯ Dj for some A1, A2, . . . , Au, C1,
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C2, . . . , Cv in Sn(V ), and B1, B2, . . . , Bu,D1,D2, . . . , Dv in Sp(V ). Therefore, in accordance
with the idea of linear extension, we set
[F,G]s,t =
u∑
i=1
v∑
j=1
[Ai ⊗¯ Bi, Cj ⊗¯ Dj ]s,t
=
(
n + p − s − t
n − s
) u∑
i=1
v∑
j=1
∑
f∈s
∑
j∈t
〈Aif · Djg, Cjf · Big〉. (13)
If s = 0 or t = 0, then the corresponding summations are absent; in particular, we have
[A ⊗¯ B,C ⊗¯ D]0,0 =
(
n + p
n
)
〈A · D,C · B〉. (14)
We must prove that the [·, ·]s,t are well-defined and positive-definite. That is the purpose of
Theorem 2. Theorem 2 is another extension of Neuberger’s identity, as it reduces to (7) when
u = v = 1 and s = t = 0. Let μs,t = min{n − s, p − t}.
Theorem 2. Suppose {Ai}ui=1 ⊂ Sn(V ), {Cj }vj=1 ⊂ Sn(V ), {Bi}ui=1 ⊂ Sp(V ), and {Dj }vj=1 ⊂
Sp(V ). If F = ∑ui=1 Ai ⊗¯ Bi and G = ∑vj=1 Cj ⊗¯ Dj, then(
n + p − s − t
n − s
) u∑
i=1
v∑
j=1
∑
f∈s
∑
g∈t
〈Aif · Djg, Cjf · Big〉
=
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
〈Cw(F ), Cw(G)〉 (15)
for all integers s and t such that 0  s  κ and 0  t  κ.
Proof. If 1  i  u, 1  j  v, f ∈ s , and g ∈ t , then Aif ∈ Sn−s(V ) and Big ∈ Sp−t (V );
thus (7) gives(
n + p − s − t
n − s
)
〈Aif · Djg, Cjf · Big〉
=
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
〈Aif ⊗¯w Big, Cjf ⊗¯w Djg〉
=
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
〈Cw(Aif ⊗¯ Big), Cw(Cjf ⊗¯ Djg)〉, (16)
where μs,t = min{n − s, p − t}. Contraction and insertion are commuting operations, so we
have ∑
f∈s
∑
g∈t
〈Cw(Aif ⊗¯ Big), Cw(Cjf ⊗¯ Djg)〉 = 〈Cw(Ai ⊗¯ Bi), Cw(Cj ⊗¯ Dj)〉 (17)
for each i and j . Thus, summing (16) over i, j , f , and g, and noting (17), we obtain
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(
n + p − s − t
n − s
) u∑
i=1
v∑
j=1
∑
f∈s
∑
g∈t
〈Aif · Djg, Cjf · Big〉
=
∑
i,j
∑
f∈s
∑
g∈t
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
〈Cw(Aif ⊗¯ Big), Cw(Cjf ⊗¯ Djg)〉
=
∑
i,j
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)⎧⎨
⎩
∑
f∈s
∑
g∈t
〈Cw(Aif ⊗¯ Big), Cw(Cjf ⊗¯ Djg)〉
⎫⎬
⎭
=
∑
i,j
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
〈Cw(Ai ⊗¯ Bi), Cw(Cj ⊗¯ Dj)〉
=
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)〈
Cw
(∑
i
Ai ⊗¯ Bi
)
, Cw
⎛
⎝∑
j
Cj ⊗¯ Dj
⎞
⎠〉
=
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
〈Cw(F ), Cw(G)〉, (18)
which is the desired identity. 
Theorem 2, in conjunction with (13), implies that
[F,G]s,t =
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
〈Cw(F ), Cw(G)〉 ∀F,G ∈ Sn,p(V ). (19)
Since (19) does not refer to expansions,∑i Ai ⊗¯ Bi and∑j Cj ⊗¯ Dj , that represent F and G,
respectively, [·, ·]s,t is well-defined for each s and t . Of course (19) could have been given as the
definition of [F,G]s,t , but Theorem 2 would still be required to prove our main result, as it is
(12) that provides the most useful expression for [F,G]s,t .
Substituting G = F in (19), and recalling that C0 is the identity map, we obtain
[F,F ]s,t =
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
‖Cw(F )‖2  ‖C0(F )‖2 = ‖F‖2; (20)
thus, [·, ·]s,t is also positive definite for each s and t .
Note that μs,t  μs+1,t and
(
n − s
ν
)

(
n − s − 1
ν
)
for each s, 0  s  κ − 1; thus
[F,F ]s,t − [F,F ]s+1,t =
μs,t∑
w=0
(
n − s
w
)(
p − t
w
)
‖Cw(F )‖2
−
μs+1,t∑
w=0
(
n − s − 1
w
)(
p − t
w
)
‖Cw(F )‖2

μs+1,t∑
w=0
(
p − t
w
)((
n − s
w
)
−
(
n − s − 1
w
))
‖Cw(F )‖2
 0 (21)
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for all F ∈ Sn,p(V ). In a similar manner we can show that [F,F ]s,t  [F,F ]s,t+1 for all F ∈
Sn,p(V ) provided that 0  s  κ and 0  t < κ . We have proved our main result.
Theorem 3. If s and t are integers such that 0  s  κ and 0  t  κ, then [·, ·]s,t is a positive
definite sesquilinear form on Sn,p(V ), and hence an inner product on Sn,p(V ). Moreover, if u
and v are integers such that 0  s  u  κ and 0  t  v  κ, then [F,F ]s,t  [F,F ]u,v for
all F ∈ Sn,p(V ).
Our next theorem is an extension of Theorem 4 of [14] to the non-decomposable case. If
F ∈ Sn,p(V ), then insertions such as F(x1, x2, . . . , xr ; y1, y2, . . . , ys), where r  n and s  p,
were defined previously. Note that if F = A ⊗¯ B and x ∈ V , where A ∈ Sn(V ) and B ∈ Sp(V ),
then F(x; ·) = A(x) ⊗¯ B, and F(·; x) = A ⊗¯ B(x). When it is necessary to indicate the depen-
dence of [·, ·]s,t on n and p we will write [·, ·]n,p,s,t instead of [·, ·]s,t , and ‖ · ‖n,p,s,t instead of
‖ · ‖s,t . We require the following.
Lemma 1. IfF ∈Sn,p(V ), 0sκ , and 0 tκ, then‖F‖2n,p,s+1,t =
∑m
r=1 ‖F(er ; ·)‖2n−1,p,s,t
when s  κ − 1, and ‖F‖2n,p,s,t+1 =
∑m
r=1 ‖F(·; er)‖2n,p−1,s,t when t  κ − 1,
Proof. Note that (Cν(F ))(x; ·) = Cν(F (x; ·)) for any x ∈ V ; moreover, for any H ∈ Sn,p(V ),
we have ‖H‖2 = ∑mr=1 ‖H(er ; ·)‖2. Therefore,
‖Cν(F )‖2 =
m∑
r=1
‖(Cν(F ))(er ; ·)‖2 =
m∑
r=1
‖Cν(F (er ; ·))‖2;
so, letting α denote min{n − s − 1, p − t}, and invoking (19) we obtain that
‖F‖2n,p,s+1,t =
α∑
ν=0
(
n − s − 1
ν
)(
p − t
ν
)
‖Cν(F )‖2
=
m∑
r=1
{
α∑
ν=0
(
n − s − 1
ν
)(
p − t
ν
)
‖Cν(F (er ; ·))‖2
}
. (22)
We have F(er ; ·) ∈ Sn−1,p(V ) for each r , 1  r  m; thus, invoking (19) once again we obtain
‖F(er ; ·)‖2n−1,p,s,t =
β∑
ν=1
(
n − 1 − s
ν
)(
p − t
ν
)
‖Cν(F (er ; ·))‖2, (23)
whereβ = min{(n − 1) − s, p − t}. Sinceα = β the right side of (23) is identical to the summand
in (22). We therefore substitute to obtain
‖F‖2n,p,s+1,t =
m∑
r=1
‖F(er ; ·)‖2n−1,p,s,t
as required. The second identity is proved similarly. 
Theorem 4. If F ∈ Sn,p(V ), then
‖F‖2n,p,s,t 
m∑
r=1
‖F(er ; ·)‖2n−1,p,s,t and ‖F‖2n,p,s,t 
m∑
r=1
‖F(·; er)‖2n,p−1,s,t .
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Proof. Theorem 3 and Lemma 1 imply that
‖F‖2n,p,s,t  ‖F‖2n,p,s+1,t =
m∑
r=1
‖F(er ; ·)‖2n−1,p,s,t .
The second inequality it true because‖F‖2n,p,s,t  ‖F‖2n,p,s,t+1 =
∑m
r=1 ‖F(·; er)‖2n,p−1,s,t . 
3. Inequalities for norms of symmetric multilinear functions
It is surprising how many known inequalities follow from Theorem 3 by specializing to the
case F = A ⊗¯ B. In this section we list several such inequalities as corollaries, and present a few
new results. The first of our corollaries is Neuberger’s inequality (9). Permanental inequalities
are obtained by specializing Theorem 3, or one of its corollaries, to the case when F is fully
decomposable. We present such results in Section 4.
Corollary 1. If A ∈ Sn(V ) and B ∈ Sp(V ), then
(
n + p
n
)
‖A · B‖2  ‖A‖2‖B‖2.
Proof. Since μ0,0 = κ and μκ,κ = 0, (14) and (19) imply that if A ∈ Sn(V ) and B ∈ Sp(V ), then
[A ⊗¯ B,A ⊗¯ B]0,0 =
(
n + p
n
)
‖A · B‖2 and [A ⊗¯ B,A ⊗¯ B]κ,κ = ‖A‖2‖B‖2.
(24)
But, according to Theorem 3, we have [F,F ]0,0 ≥ [F,F ]κ,κ for all F ∈ Sn,p(V ); thus, setting
F = A ⊗¯ B, we obtain that [A ⊗¯ B,A ⊗¯ B]0,0  [A ⊗¯ B,A ⊗¯ B]κ,κ , which, on account of
(24), is what we wished to prove. 
If 1  i  m, and D ∈ Sq(V ) for some q, then Di is the insertion of ei into D; thus, Di(x1, x2,
. . . , xq−1) = D(ei, x1, x2, . . . , xq−1) for all x1, x2, . . . , xq−1 ∈ V . The following is Theorem 4
of [14].
Corollary 2. If A ∈ Sn(V ) and B ∈ Sp(V ), then
‖A · B‖2  n
n + p
m∑
i=1
‖Ai · B‖2 and ‖A · B‖2  p
n + p
m∑
i=1
‖A · Bi‖2. (25)
Proof. Let F =A ⊗¯ B. As noted above, [F,F ]0,0 =
(
n + p
n
)
‖A · B‖2; moreover, (12) indicates
that
[F,F ]1,0 =
(
n + p − 1
n − 1
) m∑
i=1
‖Ai · B‖2. (26)
But, according to Theorem 3, we have [F,F ]0,0  [F,F ]1,0; therefore we have(
n + p
n
)
‖A · B‖2 
(
n + p − 1
n − 1
) m∑
i=1
‖Ai · B‖2, (27)
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which is equivalent to the first inequality in (25). The second inequality arises by setting F =
A ⊗¯ B in the inequality [F,F ]0,0  [F,F ]0,1. 
That (25) refines Neuberger’s inequality also follows from Theorem 3 because it says that
[F,F ]0,0  [F,F ]1,0  [F,F ]κ,κ for all F ∈ Sn,p(V ). This, along with (24) and (26), imply
that if F = A ⊗¯ B, then
‖A · B‖2  n
n + p
m∑
i=1
‖Ai · B‖2 
[
n!p!
(n + p)!
]
‖A‖2‖B‖2.
To specialize Theorem 3 to the case F = A ⊗¯ B we define functions s,t in accordance with
[14]. Thus,
s,t (A, B) =
[
n(s)p(t)
(n + p)(s+t)
] ∑
f∈s
∑
g∈t
‖Af · Bg‖2 ∀A ∈ Sn(V ) ∀B ∈ Sp(V ), (28)
where the standard factorial x(t) is x(x − 1)(x − 2) · · · (x − t + 1) when 1  t  x, and 1 when
t = 0. Thus, 0,0(A,B) = ‖A · B‖2, 1,0(A,B) = [n/(n + p)]∑mi=1 ‖Ai · B‖2, and
κ,κ (A,B) = [1/(n + pn )]‖A‖2‖B‖2. Since(
n + p − s − t
n − s
)
=
(
n + p
n
)[
n(s)p(t)
(n + p)(s+t)
]
(12) and (28) imply that if F = A ⊗¯ B, then
(
n + p
n
)
[F,F ]s,t = s,t (A, B). Therefore, the below,
which is Theorem 5 of [14], is an immediate consequence of Theorem 3.
Corollary 3. Suppose 0  s  u  κ, and 0  t  v  κ. Then, s,t (A, B)  u,v(A,B) for
all A ∈ Sn(V ) and B ∈ Sp(V ); that is,[
n(s)p(t)
(n + p)(s+t)
] ∑
f∈s
∑
g∈t
‖Af · Bg‖2 
[
n(u)p(v)
(n + p)(u+v)
] ∑
f∈u
∑
g∈v
‖Af · Bg‖2. (29)
For example, the inequality 0,0(A,B)  1,0(A,B)  1,1(A,B)  κ,κ (A,B) transforms
into
‖A · B‖2  n
n + p
m∑
i=1
‖Ai · B‖2  np
(n + p)(n + p − 1)
m∑
i=1
m∑
j=1
‖Ai · Bj‖2
 n!p!
(n + p)! ‖A‖
2‖B‖2. (30)
Our next corollary is Theorem 1 of [6]. Iff ∈ V ∗, and k is a positive integer, then byf k we mean
the member of Sk(V ) defined by f k(x1, x2, . . . , xk) = ∏ki=1 f (xi) for all x1, x2, . . . , xk ∈ V .
Corollary 4. If f ∈ V ∗, and B ∈ Sp(V ), then ‖f n · B‖2  [n/(n + p)]‖f ‖2‖f n−1 · B‖2.
Proof. It is clear that f n(ei) = f (ei)f n−1, and we know that ‖f ‖2 = ∑mi=1 |f (ei)|2; hence,
m∑
i=1
‖f n(ei) · B‖2 =
m∑
i=1
|f (ei)|2‖f n−1 · B‖2 = ‖f ‖2‖f n−1 · B‖2. (31)
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But, Corollary 2, indicates that ‖f n · B‖2  [n/(n + p)]∑mi=1 ‖f n(ei) · B‖2. Combining this
with the result of multiplying (31) by [n/(n + p)] we obtain that ‖f n · B‖2  [n/(n + p)]‖f ‖2
‖f n−1 · B‖2 as required. 
Interesting results also arise by applying the Cauchy-Schwartz inequality to the inner products
[·, ·]s,t . Two such results appear below. The first of these is the second theorem and main result of
[11]. The second inequality in Corollary 6 is contained in Theorem 3 of [11]; the first inequality
is new.
Corollary 5. If A,C ∈ Sn(V ) and B,D ∈ Sp(V ), then |〈A · B,C · D〉|2  ‖A · D‖2‖C · B‖2.
Proof. Let k =
(
n + p
n
)
. Then, (14) says that [A ⊗¯ D,C ⊗¯ B]0,0 = k〈A · B,C · D〉. Similarly,
[A⊗¯D,A⊗¯D]0,0 = k〈A · D,A · D〉 = k‖A · D‖2, and [C⊗¯B,C ⊗¯ B]0,0 = k〈C · B,C · B〉 =
k‖C · B‖2. Applying Cauchy-Schwartz to [·, ·]0,0 we determine that
k2|〈A · B,C · D〉|2 = |[A ⊗¯ D,C ⊗¯ B]0,0|2  [A ⊗¯ D,A ⊗¯ D]0,0[C ⊗¯ B,C ⊗¯ B]0,0
= k2〈A · D,A · D〉〈C · B,C · B〉 = k2‖A · D‖2‖C · B‖2, (32)
which immediately implies that |〈A · B,C · D〉|2  ‖A · D‖2‖C · B‖2, as required. 
Corollary 6. If E,F ∈ Sn(V ) and G ∈ Sp(V ), then
|〈E · E · G,F · F · G〉|2  ‖E · F · G‖4  ‖E · E · G‖2‖F · F · G‖2. (33)
Proof. Since F · E · G = E · F · G, Corollary 5 with A = E, B = F · G, C = F , and D =
E · G, says that
‖E · F · G‖4  ‖E · E · G‖2‖F · F · G‖2. (34)
Applying Corollary 5 with A = E, B = E · G, C = F , and D = F · G we obtain
|〈E · E · G,F · F · G〉|2  ‖E · F · G‖2‖F · E · G‖2 = ‖E · F · G‖4. (35)
Combining (34) and (35) we obtain (33). 
4. Inequalities involving permanents of gram matrices
A gram matrix is a positive semidefinite Hermitian matrix. Theorem 3 and its corollaries
in the previous section yield some interesting inequalities involving permanents of such matri-
ces. Let Hq denote the set of all q × q positive semidefinite Hermitian matrices. Given any
complex vector space W with inner product 〈〈·, ·〉〉 and vectors x1, x2, . . . , xq, y1, y2, . . . , yq in
W , we let Gr(x1, x2, . . . , xq; y1, y2, . . . , yq) denote the q × q matrix, whose (i, j)th entry is
〈〈xi, yj 〉〉 for each i and j . If yi = xi for each i, then Gr(x1, x2, . . . , xq; y1, y2, . . . , yq), denoted
by Gr(x1, x2, . . . , xq), is the Gram matrix generated by x1, x2, . . . , xq . As is well known, every
q × q Gram matrix, Gr(x1, x2, . . . , xq), is in Hq ; moreover, if the dimension of W is at least
q, then the set of all Gram matrices Gr(x1, x2, . . . , xq) is preciselyHq . This follows from the
Cholesky factorization, or by the extension of [1, Theorem 7.2.7] to the positive semi-definite
case: see [1, Problem 9, page 409].
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We shall apply Theorem 3 and corollaries to symmetric multilinear functions obtained by taking
symmetric products of members of V ∗ = T1(V ). Note that if x, y ∈ V , then 〈x, y〉 = 〈y˜, x˜〉; thus,
Gr(x1, x2, . . . , xq) is the transpose of Gr(x˜1, x˜2, . . . , x˜q) for all x1, x2, . . . , xq ∈ V . Therefore,
Hq is also the set of all Gram matrices of the form Gr(f1, f2, . . . , fq) where f1, f2, . . . , fq ∈
V ∗. The key fact that allows us to obtain permanental inequalities from Theorem 3 is that if
f1, f2, . . . , fq, g1, g2, . . . , gq ∈ V ∗, then
q!〈f1 · f2 · · · fq, g1 · g2 · . . . · gq
〉 = per(Gr(f1, f2, . . . , fq; g1, g2, . . . , gq)). (36)
In particular, if x1, x2, . . . , xq ∈ V , then, as noted previously in [3, Theorem 2.2], we have
q!‖x˜1 · x˜2 · · · x˜q‖2 = per(Gr(x˜1, x˜2, . . . , x˜q)) = per(Gr(x1, x2, . . . , xq)). (37)
Lieb’s permanental inequality, presented below, is included among the results implied by
Theorem 3.
Corollary 7. If M ∈Hn+p and M is partitioned in the form M =
[
M11 M12
M21 M22
]
where M11 is
n × n and M22 is p × p, then per(M)  per(M11)per(M22) with equality if and only if M has a
row or column of zeros or M12 is the zero matrix.
Proof. Choose f1, f2, . . . , fn+p ∈ V ∗ such that M = Gr(f1, f2, . . . , fn+p). Then M11 =
Gr(f1, f2, . . . , fn), andM22 = Gr(fn+1, fn+2, . . . , fn+p). LetA = f1 · f2 · . . . · fn, and letB =
fn+1 · fn+2 · . . . · fn+p. Then,
per(M) = per(Gr(f1, f2, . . . , fn+p)) = (n + p)!‖A · B‖2 ≥ [n!p!]‖A‖2‖B‖2
= per(Gr(f1, f2, . . . , fn))per(Gr(fn+1, fn+2, . . . , fn+p))
= per(M11)per(M22). (38)
This proves the inequality. If M has a row or column of zeros, or if M12 is the zero matrix, then it
is obvious that per(M) = per(M11)per(M22) since in the former case both sides reduce to 0, and
in the latter case M is block diagonal. 
Lemma 2. Suppose H ∈ Sk(V ). If x, y ∈ V, then
(y˜ · H)(x) = [1/(k + 1)]〈x, y〉H + [k/(k + 1)]y˜ · H(x). (39)
Moreover, if f1, f2, . . . , fk ∈ V ∗, then
(f1 · f2 · · · fk)(x) = [1/k]
k∑
i=1
fi(x)f1 · f2 · · · fi−1 · fi+1 · · · fk, (40)
and if y1, y2, . . . , yk ∈ V, then
(y˜1 · y˜2 · · · y˜k)(x) = [1/k]
k∑
i=1
〈x, yi〉y˜1 · y˜2 · · · y˜i−1 · y˜i+1 · · · y˜k. (41)
Proof. Eq. (39) is the second part of Lemma 3 of [14]; moreover, (41) follows immediately from
(40). We prove (40) by induction. If k = 1, then (40) is obviously true. Suppose (40) is true
for k − 1 where k  2. There exists y ∈ V such that y˜ = fk . Let H = f1 · f2 · · · fk−1. Then,
applying (39) to fk · H we obtain
(y˜1 · y˜2 · · · y˜k)(x) = [1/k]〈x, y〉H + [(k − 1)/k]y˜ · H(x)
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= [1/k]fk(x)H + [(k − 1)/k]fk · H(x) (42)
Now H = f1 · f2 · · · fk−1 ∈ Sk−1(V ), so we employ the inductive hypothesis to obtain that
H(x) = [1/(k − 1)]
k−1∑
i=1
fi(x)f1 · f2 · · · fi−1 · fi+1 · · · fk−1. (43)
Substituting (43) into (42) we obtain (41). 
If s  t , then letQs,t denote the set of all increasing functions from {1, 2, . . . , s} to {1, 2, . . . , t}.
Given a t × t matrixM andα, β ∈ Qs,t we letM[α|β] denote the s × s submatrix ofM comprised
of the rows indicated by α, and the columns indicated by β; that is, M[α|β] = [mi,j ] where
mi,j = Mα(i),β(j) for each i and j , 1  i, j  s. By M(α|β) we shall mean the (t − s) × (t − s)
submatrix of M that is complementary to M[α|β]. For example, in the following, which is is still
another corollary to Theorem 3, we refer to G(s|t) where G is an n × n matrix; in this case G(s|t)
denotes the (n − 1) × (n − 1) submatrix obtained from G by deleting row s and column t . The
below is also special case of Theorem 1 of [7].
Corollary 8. Suppose 1  k  n. IfG=[gij ]∈Hn, then per(G)  [1/k]∑ki,j=1 gijper(G(i|j)).
Proof. Note that if k = n, then the inequality of the lemma reduces to equality; so we assume
that k < n. Let f1, f2, . . . , fn be members of V ∗ such that G = Gr(f1, f2, . . . , fn). Let A = f1 ·
f2 · · · fk and let B = fk+1 · fk+2 · · · fn. For each s, 1  s  k, let A(s) denote f1 · f2 · · · fs−1 ·
fs+1 · · · fk . By (41) we have Ai = [1/k]∑ks=1 fs(ei)A(s) for each i, 1  i  k. If s and t satisfy
1  s, t  k, then we have (n − 1)!〈A(s) · B,A(t) · B〉 = per(G(s|t)) by (37); thus, by (37) and
Corollary 3 we have
per(G) = per(Gr(f1, f2, . . . , fn)) = n!‖A · B‖2  n![k/n]
m∑
i=1
‖Ai · B‖2
= [1/k]
m∑
i=1
k∑
s=1
k∑
t=1
fs(ei)ft (ei){(n − 1)!〈A(s) · B,A(t) · B〉}
= [1/k]
k∑
s=1
k∑
t=1
{
m∑
i=1
fs(ei)ft (ei)
}
per(G(s|t))
= [1/k]
k∑
s=1
k∑
t=1
〈fs, ft 〉per(G(s|t)) = [1/k]
k∑
s=1
k∑
t=1
gstper(G(s|t)), (44)
which is the stated inequality. If G is the n × n identity matrix, then our inequality reduces
to equality; thus it is sharp and cannot be improved without placing additional restrictions
on G. 
Corollary 6 also provides an interesting permanental inequality. We make the following defi-
nition to simplify its statement: if u, uˆ, v, vˆ, w and wˆ are sequences of members of V of lengths
r, r, s, s, t and t , respectively, then we let Gr(u, v,w; uˆ, vˆ, wˆ) denote the mixed Gram matrix
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Gr(u1, u2, . . . , ur , v1, v2, . . . , vs, w1, . . . , wt ; uˆ1, uˆ2, . . . , uˆr , vˆ1, vˆ2, . . . , vˆs , wˆ1, . . . , wˆt ).
If u = uˆ, v = vˆ, and w = wˆ, then we will write Gr(u, v,w). The first inequality appearing in
Corollary 9 is new; the second originally appeared in [11].
Corollary 9. If x = {xi}ni=1, y = {yj }nj=1, and z = {zk}pk=1 are sequences of members of V, then
|per(Gr(x, x, z; y, y, z))| per(Gr(x, y, z))

√
per(Gr(x, x, z))
√
per(Gr(y, y, z)). (45)
Proof. Let A = x˜1 · x˜2 · · · x˜n, let B = y˜1 · y˜2 · · · y˜n, and let C = z˜1 · z˜2 · · · z˜p. Then by (37)
(2n + p)!〈A · A · C,B · B · C〉 = per(Gr(x, x, z; y, y, z)). (46)
Similarly, we have (2n + p)!‖A · B · C‖2 = per(Gr(x, y, z)),√(2n + p)!‖A · A · C‖ =√
per(Gr(x, x, z)), and
√
(2n + p)!‖B · B · C‖ = √per(Gr(y, y, z)). By Corollary 6,
|〈A · A · C,B · B · C〉|  ‖A · B · C‖2  ‖A · A · C‖‖B · B · C‖. (47)
Multiplication of (47) by (2n + p)! followed by substitution of the permanental equivalents of
the various terms immediately produces (45). 
The following results from specializing Corollary 4 to the decomposable case.
Corollary 10. If M = [mij ] ∈Hn+p and the n × n submatrix M[1, 2, . . . , n|1, 2, . . . , n] =
[mij ]ni,j=1 has rank one, then per(M)  nmiiper(M(i|i)) for each i, 1  i  n.
Proof. It is sufficient to consider the case i = 1; that is, we will prove that per(M) 
nm11per(M(1|1)). Let f1, f2, . . . , fn+p be members of V ∗ such that Gr(f1, f2, . . . , fn+p) = M .
Note that if α ∈ C, then
per(Gr(g1, g2, . . . , gi−1, αgi, gi+1, gi+2, . . . , gn+p)) = |α|2per(Gr(g1, g2, . . . , gn+p))
for allg1, g2, . . . , gn+p ∈V ∗. Since the rank of Gr(f1, f2, . . . , fn) is one, if we letf =[1/‖f1‖]f1,
then for each i, 1  i  n, there exists a non-zero number αi such that fi = αif . Let B = fn+1 ·
fn+2 · · · fn+p. By Corollary 4 we have ‖f n · B‖2  [n/(n + p)]‖f ‖2‖f n−1 · B‖2. Therefore,
letting f {q} abbreviate the vector sequence f, f, . . . , f -(q copies), we obtain
per(M) = per(Gr(f1, f2, . . . , fn+p))
= per(Gr(α1f, α2f, . . . , αnf, fn+1, fn+2, . . . , fn+p))
=
{
n∏
i=1
|αi |2
}
per(Gr(f {n}, fn+1, fn+2, . . . , fn+p))
=
{
n∏
i=1
|αi |2(n + p)!
}
‖f n · B‖2

{
n∏
i=1
|αi |2(n + p)!
}
[n/(n + p)]‖f ‖2‖f n−1 · B‖2
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= n
{
n∏
i=1
|αi |2
}
{(n + p − 1)!‖f ‖2‖f n−1 · B‖2}
= n
{
n∏
i=1
|αi |2
}
‖f ‖2per(Gr(f {n−1}, fn+1, fn+2, . . . , fn+p))
= n‖α1f ‖2per(Gr(α2f, α3f, . . . , αnf, fn+1, fn+2, . . . , fn+p))
= n‖f1‖2per(Gr(f2, f3, . . . , fn, fn+1, fn+2, . . . , fn+p))
= nm11per(M(1|1)). (48)
This completes the proof. 
5. Another permanental inequality
Extending our notation somewhat we let Qnt,p denote the set of all strictly increasing se-
quences from {1, 2, . . . , t} to {n + 1, n + 2, . . . , n + p}. Of course this would mean that Q0t,p
is the Qt,p introduced previously. We will translate Corollary 3 into an array of permanental
inequalities.
For any finite sequences σ and τ we let σ ∪ τ denote the sequence obtained by appending τ
to the end of σ ; thus, if σ ∈ Qs,n and τ ∈ Qnt,p, then σ ∪ τ ∈ Qs+t,n+p. Recall definition (28)
of s,t (A, B) where it is assumed that A ∈ Sn(V ) and B ∈ Sp(V ). Is is shown in [14] that if
A = f1 · f2 · · · fn, and B = fn+1 · fn+2 · · · fn+p, where each fi ∈ V ∗, and M denotes the Gram
matrix, Gr(f1, f2, . . . , fn+p), then
(n + p)!s,t (A, B)
= 1
/[(
n
s
)](
p
t
)] ∑
α,δ∈Qs,n
∑
β,γ∈Qnt,p
per(M[α|δ])per(M[β|γ ])per(M(α ∪ β|δ ∪ γ )).
(49)
DefiningLn,ps,t (M) by
L
n,p
s,t (M)
=
[
1
/(
n
s
)(
p
t
)] ∑
α,δ∈Qs,n
∑
β,γ∈Qnt,p
per(M[α|δ])per(M[β|γ ])per(M(α ∪ β|δ ∪ γ )),
(50)
for all s and t such that 0  s, t  κ and M ∈Hn+p we obtain the following from Corollary 3.
Corollary 11. Suppose q is a positive integer and both n and p are positive integers such that
n + p = q. If s, u ∈ {0, 1, 2, . . . , n}, t, v ∈ {0, 1, 2, . . . , p}, s  u, and t  v, then
L
n,p
s,t (M) L
n,p
u,v (M)
for all q × q positive semi-definite Hermitian matrices M, with equality if M is the q × q identity
matrix.
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It is easy to lose the result above in the notation. For example, if s = 0 and t = 0 , then
L
n,p
s,t (M) = per(M). Suppose M = [mij ] ∈Hn+p. One implication of Corollary 11 is that
per(M)  1/[np]
n∑
i=1
n∑
j=1
n+p∑
α=n+1
n+p∑
β=n+1
mijmαβper(M({i, α}|{j, β})). (51)
To understand this result, imagine that M is partitioned into a 2 × 2 block matrix [Mij ] where
M11 is n × n and M22 is p × p. The right side of (51) is constructed by choosing an element
from M11 and an element from M22; we then multiply these two elements by the permanent of
the submatrix of M that is obtained by deleting the rows and columns from which our two chosen
elements came; finally we sum our products over all possible ways of choosing the initial two
elements, and divide by np. There are many other matrix inequalities, some very complex, that
also follow from Theorem 3.
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