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Abst ract - -Mot ivated  by some earlier works of Chen et al. (cf., [1,2]), dealing with various ap- 
plications of the operators of fractional calculus in Analytic P~nction Theory, the authors introduce 
and study rather systematically a certain subclass of analytic and p-valent functions with negative 
coefficients. This subclass is defined by using a familiar fractional derivative operator. Coefficient 
estimates, growth and distortion theorems, and many other interesting and useful properties and 
characteristics of this class of analytic and p-valent functions are obtained; some of these proper- 
ties involve, for example, linear combinations and modified Hadamard products (or convolution) of 
functions belonging to the class introduced here. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - -Ana ly t i c  functions, p-valent functions, Inclusion property, Hadamard product (or 
convolution), Integral operator, Cauchy-Schwarz inequality, Close-to-convex functions, Starlike func- 
tions, Convex functions. 
1. INTRODUCTION AND DEF IN IT IONS 
Let Sp denote the class of functions f (z )  of the form (cf., [3-5]): 
oO 
f (z)  = z p + Z ap+n z p+n, (p • N := {1, 2, 3,.. .  }), (1.1) 
n=l  
which are analytic and p-valent in the open unit disk 
L/:= {z: z • C and Izl < 1}. 
The present investigation was supported, in part, by the Natural Sciences and Engineering Research Council of 
Canada under Grant OGP0007353. 
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Also let Tp denote the subclass of S v consisting of analytic and p-valent functions f(z) which can 
be expressed in the form 
oo 
f(z) = z p - ~ ap+. z p+n, (ap+n > 0; 10 e N). (1.2) 
n=l  
Motivated by some earlier works of Chen et al. [1], Srivastava nd Aouf [2], and others (cf. [4,6]), 
which dealt with various applications of the operators of fractional calculus in Analytic Function 
Theory, we introduce and study here rather systematically a further subclass Tp(a,/3, A, #) of the 
class Tp of analytic and p-valent functions in U, which also satisfy the inequality 
2# {f~(z ~'p) f~(z~'P) f(z)" - 1 1} 
(1.3) 
( 1 1 ) 
zE/A; 0_<a< ~-~; 0</3_<1; 0<A<l ;  7_<#_<1 , 
where, for convenience, 
f (J"P) :(z) := r (p  - + 1) F(p + 1) z~-P D~z f(z) (1.4) 
in terms of the familiar fractional derivative operator D~z of order A, defined by (cf. [6-8]) {1 
r(1 - ;~) dz (z - ~)-A f(~) d(, (0 < A < 1), 
n)  f(z) := d n (1.5) 
f(z),  (n < < n + 1; n e N), 
where f(z) is an analytic function in a simply-connected region of the complex z-plane containing 
the origin, and the multiplicity of (z - ~)-~ is removed by requiring log(z - () to be real when 
z -~>0.  
Since 
Tp(a,/3, A, 1) = Tp(a,/3, A), (1.6) 
where Tp(a, fl, A) is precisely the subclass of analytic and p-valent functions tudied earlier by 
Srivastava nd Aouf [2], the various properties and characteristics of the general class Tp(a,/~, A, #) 
obtained here can easily be reduced to those of the class Tp(a,/~, A) by merely setting # = 1. 
Alternatively, though a bit cumbersomely, by simultaneously replacing the parameters a and f~ 
by 
(i+~)#-1 
and (2# - 1)/3, 
2#-  1 
respectively, many of the properties and characteristics of the class Tp(a,/3, A) can be rewritten in 
terms of the class Tp(a,/3, A, ]z) at least for all admissible values of # # (1/2). In view especially 
of this last observation, the details of proof of many of our results for the class Tp(a,/3, A, #) are 
omitted in our present investigation. 
2. A CHARACTERIZAT ION THEOREM 
FOR THE CLASS Tp(a ,~,A ,#)  
Applying the definition (1.5) of the fractional derivative operator Dz ~, it is easily seen that 
F (~+I )  z~_~, (0_<)~<1; ~>-1) ,  (2.1) D~{z~} = F(a-  A + 1) 
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which, in view of (1.2) and (1.4), yields 
O0 
~)~'P) f(z) = 1 - ~ O(n,p, A) ap+n z n 
n-~ l 
(f e'Tp; 0<A< 1; peN) ,  
where, and throughout this paper, 
(2.2) 
r (p+n+ 1)r (p -  ~ + 1) 
O(n,p,~) := r(p+l)r(p+n-~+l)' (n,p e N). (2.3) 
Now, making use of (2.2) and the inequality (1.3), it is not difficult to prove the following 
characterization theorem for the class Tp(a, ]3, A, #) involving coefficient estimates. 
THEOREM 1. A function f(z) E Tp is in the class Tp(a,]3, A,#) if and only if 
oo  
E {1 + (2# - 1)/3} O(n,p, A)ap+n <_ 2(1 - a) f//z, (2.4) 
n=l  
where O(n, p, A) is defined by (2.3). 
The condition (2.4) is sharp for the function f(z) given by 
f(z) = z v - 2(1 - oL)/~# 
{1 + (2#-  1)]3} O(n,p,A) 
(2.5) 
Let the function f(z) defined by (1.2) belong to the class Tp(a, ]3, A, #). Then 
zP - l 'n  . 
As an immediate consequence of Theorem 1, we have the following corollary. 
COROLLARY 1. 
(2.6) 
2(1 - a )  ]3# 
0_< an+p_< {1+(2#-1) /~} O(n,p,A)' (nEN) .  
3. GROWTH AND DISTORTION THEOREMS 
For a fixed p E N and 0 < A < 1, the function O(n,p,A) defined by (2.3) is nondecreasing with 
respect o n (n E N), and we have 
O(n,p,A) >_ O(1,p,A) = 
p+l  
p -A+1'  
(n, p E N; 0<)~<1) .  (3.1) 
Thus, if the function f(z) defined by (1.2) is in the class Tp(a,/~, A, #), in view of Theorem 1, we 
find that 
(p+ 1)p{l++A (2#+ 1 - 1)]3} an+p _< E {1 + (2# - 1)]3}e(n,p,A)av+n 
n=l  n=l  
_< 2(1 - a) ]3#, 
(3.2) 
which immediately yields 
and 
o~ 
E an+p < 2(p - A + 1)(1 - a) f~# (3.3) 
n=l  - -  (P + 1) {1 + (2# - 1) ]3} 
e( . ,p ,  ~) ap+.  < 2(1 - . )  ]3~ (3.4) 
.=1 - 1 + (2~ - 1)]3" 
Applying the inequalities (3.3) and 
mula (2.2), we obtain the following. 
(3.4) in conjunction with the fractional derivative for- 
172 S.R. KULKARNI et aL 
THEOREM 2. Let the function f(z) defined by (1.2) be in the class Tv(a ,~, A, It). Then 
2(p - A + 1)(1 - a) ~# izlp+l IzlP - ~ ])-{T-~ fi:: ~ ~-} < lJ(z)l 
2(p - A + I)(1 - o 0/3# 
_< Izl" + ( - ;¥~{~¥~Z-~)~ Izl"+1' (z ~ u) 
(3.5) 
and 
F(p+I )  { 2 (1 -a )  f~it [z[} <_]D~zf(Z)[ 
F(p -A+ 1) "lzlp-~ 1-  1"+-(~--- 1)~ 
2(1 - a) f~# (3.6) F(p+ I )  { } 
< F(p - A + 1) Izl~-~ 1 + 1 + (2# - 1) j3 Izl ' (z q L(). 
The second inequalities in the assertions (3.5) and (3.6) of Theorem 2 readily yield the following. 
COROLLARY 2. Under the hypotheses of Theorem 2, f(z) is included in a disk with its center at 
the origin and radius r given by 
2(p - A + 1)(1 - a) f~# 
r := 1 + (p + 1) {1 + (2it - 1) f~} (3.7) 
and D~z f(z) is included in a disk with its center at the origin and radius R given by 
F(p+ 1) {1 2 (1 -  a)f~# R-rN-~-I) + l¥(~--g?}" (3.s) 
4.  FURTHER PROPERTIES  OF  THE CLASS Tp(a,  j3, A, #) 
Each of the following properties of the class Tp(c~,/3, A, It) can be deduced by suitably applying 
Theorem 1 and its other consequences. 
THEOREM 3. Let 0 < ~ < (1/2it), 0 < f~ < 1, 0 < A < 1, and 1/2 < It < 1. Then 
( 1 + (2nit - 1)/3 ) 
Tp(a,f~,A, it) = T v ~, y~_-(-~g--5~ 3 - ,1,A, 1 . (4.1) 
More generally, i f0 < a' < (1/2it'), 0 < f~' < 1, and 1/2 < It' < 1, then 
"Tv(a,/3, A, It) = T v (a',/3', A, It') (4.2) 
if and only if 
THEOREM 4. 
(i - a) ~it (I - a') ~'it' 
I + (2it - I) ~ = 1 + (2it, - I) ~" (4.3) 
LetO<_~1 <~2<( i /2 i t ) ,0<~/<_ l ,  0<A<l ,  and l /2<i t<_ l .  Then 
'Tp(C~l,/~, A It) D 'Tp (a2,/3, A, It). (4.4) 
THEOREM 5. Let 0 < a < (1/2#), 0 < j31 </32 < 1, 0 < A < 1, and 1/2 < # < 1. Then 
~rp(o~, 1, ~, It) c ~(ot, 1~2, ~, It). (4.5) 
The inclusion property asserted by Corollary 3 below would follow immediately from Theorem 4 
and Theorem 5. 
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COROLLARY 3. Let 0 _< c~i _< a2 < (I/2#), 0 </31 ~ /32 ~ I, 0 < A < I, and 1/2 _< # _< I. Then 
~p(O/2,/31, ~, ~) C ~p(O~l,/31, "~, #) C ~p(O~l,/32, ~, ~). (4.6) 
Next we apply the assertion (4.1) of Theorem 3 in conjunction with Theorem 4. We thus obtain 
the following. 
THEOREM 6. Let 0 _< a < min{(1/2#l), (1/2~2)}, 0 <7/3 ~ 1, 0 < A < 1, and 1/2 <_ #1 _< #2 <_ 1. 
Then 
~p(O~,/3,~,~l) C ~p(O~,/3,~,~2). (4.7) 
COROLLARY 4. Let 0 _< a < min{(1/2#l),(1/2#2)}, 0 < ~1 _< j32 _< 1, 0 _< A _< 1, and 
1/2 _< ~1 <~-- #2 --<~ 1. Then 
~p(Ol2,/31,)~,~1) C ~p(O/1,/31,~,#1) C ~p(O/1,/32,)~,#1) C ~p(O/1,/32, ~,~2). (4.8) 
For fixed n and p (n,p E N), the function O(n,p, A) defined by (2.3) is nondecreasing with 
respect o the parameter A (0 < A < 1), and we have 
l <_ O(n,p,A) <_ O(n,p,p) <_ n +----~p, (O < A < p < l; n,p E _ _ (4.9) 
n 
Making use of the inequalities in (4.9), Theorem 1 also yields the following. 
THEOREM 7. Let0<a<(1/2#) ,0<f~<l ,  0<A<p_<l ,  and l /2_<#<l .  Then 
Tp(a, /3, A, #) C Tv(c~,/3, p,#). (4.10) 
An immediate consequence of Theorem 7 is asserted by the following. 
COROLLARY 5. Let 0 _< c~ < (1/2#), 0 </3 _< 1, 0 < A < 1, and 1/2 _< # _< 1. Then 
Tp(a,/3, 0, #) C Tp(a,/3, A, #). (4.11) 
5. INCLUSION THEOREMS INVOLVING 
MODIF IED HADAMARD PRODUCTS 
Let f ( z )  be defined by (1.2), and suppose that 
OO 
g(z) = z p - Z bp+n z p+n, (bp+n >_ 0; p e N). (5.1) 
n=l 
Then, for the modified Hadamard product of f (z )  and g(z) defined here by 
oo  
( f  * g)(z) := z p - Z ap+n bp+n z p+n, (5.2) 
n=l 
we can prove the following. 
THEOREM 8. Let the functions f j (z)  (j = 1,.. .  ,m) defined by 
OO 
I j  (z) = z p - Z cn+pj z n+,, (cn+pj >_ 0; j = 1, . . . ,  m; p • N) (5.3) 
n=l 
be in the classes Tp(aj, f~j, A, #j) (j = 1, . . . ,  m), respectively. ALso let 
2A 
p +----1 + l<j<mmin {(2#j - 1)/3j } _> 1. (5.4) 
Then 
(f l  * ' ' "  * fm)(Z) • ~p O~j, r l  /3j, ~, H "J " (5.5) 
j----1 j----1 j=l 
Setting 
c~j=a,  /3j=/3, and # j=p,  ( j : l , . . . ,m)  (5.6) 
in Theorem 8, we obtain the following. 
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COROLLARY 6. Let each of the functions f j  (z) (j = 1, . . . ,  m), defined by (5.3), be in the same 
class Tp(a, fl, A, #). Also le t  
2A 
- -  + - > 1. 
p+l  
Then 
(fl * " ' *  fm)(Z) e Tp(~m,~m,A,#rn). (5.7) 
THEOREM 9. Let the function f(z) defined by (1.2) and the function g(z) defined by (5.1) be 
in the classes ~p(O~i,/31, v~, ~1) and Tp(a2, ~ ,  A, #2), respectively. Then the modified Hadamard 
product ( f  * g)(z) defined by (5.2) belongs to the class Tp(2a - a2,fl, A,#), where 
a = min{al ,a2) ,  /3 = max{/31,~2}, and ~ = max{#1,#2}. (5.8) 
PROOF. Since 
by Theorem 1 and its such 
f(z) E ~Tp(121,/~l,,~,lZl) and g(z) E Tp(a2,/32, A,#2), 
consequences a (2.6) and (3.3), we have 
co 
Z {1 + (2# - 1)/3} O(n,p,A)ap+nbp+n 
n----1 
f7i2- o::  o i---p+i 
_< 2(1 - a)2/3, 
= 2 {1 - a (2  - a )} /3#,  
where a,/3, and # are given by (5.8), and 
/30 = min {/31,/32} 
Moreover, we observe that 
0 < a (2 -  a) < 1, 
(5 .9 )  
( 1 )  
0_<a<~_<l  . (5.11) 
where 
Hence, in view of Theorem 1, the modified Hadamard product (f  * g)(z) is in the class Tp(2a - 
a 2,/3, A, #) with a, f~, and # given by (5.8). 
By combining Theorem 9 and Theorem 4, we readily obtain the following. 
COROLLARY 7. Under the hypotheses of Theorem 9, the modified Hadamard product i f  * g)(z) 
belongs to the class Tp( a, /3, A, I~ ). 
Making use of the CauchyoSchwarz inequality, we can prove the following. 
THEOREM 10. Let each of the functions fj(z) (j = 1,2) defined by (5.3) be in the same class 
Tp(a,/3, A, #). Then 
( f l  * /2)(Z) E Tp(%/3, A,#), (5.12) 
2 (1 -~)2 /3# I1 A I (5.13) 
"Y=7(P'°~'/3'A'#) := l -1 - I - (2#-  l )  /3 p + l " 
The result is sharp for the functions fj (z) (j = 1, 2) given by 
f j ( z )=zp  - 2(1-a ) /3# ( A ) 1~'(2-/z--~-)/3 1 p+l  z p+I, (j = 1,2). (5.14) 
In its special cases when A -- 0 and when A = 1, Theorem 10 would simplify considerably. We 
are thus led to Corollary 8 and Corollary 9 below. 
and #o = min{#l ,#2}.  (5.10) 
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COROLLARY 8. Let each of the functions f j(z) (j = 1,2) defined by (5.3) be in the same class 
~(a ,  ]3, O, #). Then 
(f l  * f2)(Z) e :Tp(p,]3,0,/~), (5.15) 
where 
p = p(a, f~, g) := 1 - 2(1 - a) 2 j3# 
1 + (2~ - 1) 8" (5.16) 
COROLLARY 9. Let each of the functions f j  (z) (j = 1, 2) defined by (5.3) be in the same class 
Tp(a,/3, 1, #). Then 
(/1 */2)(z)  e "Tp(vr,/~, 1,/~), (5.17) 
where 
2(1 - a) p/3# a = a(p,a,13,#) := (p + 1) {1 + (2# - 1)/3}" (5.18) 
6. L INEAR COMBINAT ION OF 
FUNCTIONS IN THE CLASS Tp(a,/3, A,#) 
We first state the following theorem. 
THEOREM 11. Let each of the functions f j(z) (j = 1,... ,m) defined by (5.3) be in the same 
class Tp(a, 8, A, #). Then the function h(z) given by 
1 m 
h(z) := - -  E fJ (z) (6.1) 
m j=l 
is a/so in the class 7"p( a, ]3, A, #). 
The assertion of Theorem 11 can be proven by means of Theorem 1 in a rather straightforward 
manner. By precisely the same method, we can prove an obvious generalization of Theorem 11, 
which is contained in the following. 
THEOREM 12. Let the functions f j(z) (j = 1, . . . ,  m) defined by (5.3) be in the classes Tp(aj, ]3j, 
A,#j) (j = 1,. . .  ,m), respectively. Then the function h(z) defined by (6.1), that is, by 
m cp+nj z p+n (6.2) 
n=l j----1 
is in the class Tp(a,/~,A,#), where 
a = min {aj},  j3= max {~j}, and #= max {#j}. (6.3) 
l<_j~m l<j<m l<_j<m 
In its special case when the a, ]3, and # parameters are constrained by (5.6), Theorem 12 
immediately ields Theorem 11. 
By suitably applying Theorem 1, we can also prove Theorem 13 and Theorem 14 below. 
THEOREM 13. The class Tp(a, ]3, A, #) is convex. 
THEOREM 14. Let 
fp(z) = z p, (p e N) (6.4) 
and 
2(1 - a) ]3# zp+n (6.5) 
fp+n(Z) = z p - {1 + (2# - 1)/3} O(n,p,A) 
( 1 1 ) nEN; O_<a< ~-~; 0</~_<1;  O<A<I ;  ~_<#<_1 . 
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Then a function f(z) is in the class Tp(a, 13, A, It) ff and only if it can be expressed in the form: 
oo 
f(z) = ~ ~+n fp+n(Z) 
n--=0 
Cp+n > 0; cv+n = 1 . 
n----0 
An obvious consequence of Theorem 14 may be stated as the following. 
COROLLARY 10. The extreme points of the class Tv( a, 13, ~, It) are the functions 
given by Theorem 14. 
7. 




Av+n:= p~nTu av+n, (neN;  u>-p) .  (7.3) 
Since u > -p,  it is fairly obvious from the definition (7.3) that 
0 <_ Ap+n < ap+n, (n e N), (7.4) 
which, in view of Theorem 1, immediately ields Theorem 15. 
Setting v = 1 - p in Theorem 15, we obtain the following. 
COROLLARY 11. Let the [unction f(z) defined by (1.2) be in the class Tv(a,13,A,# ). Then 
fo z ~ ~(~, ~,it). (7.5) f(t) G(z)  := z p -1  t p dt 13, 
Next we establish the following theorem. 
THEOR~.M 16. Let u > -p. Also let F(z) be in the class Tv(a ,13, ~, It). Then the function f(z) 
given by (7.1) is p-valent in the disk Izl < R, where 
R := inf ({1 + (2it - 1) 13} (u + p)F(p + n)F(p - ~ + 1) ~ i/n (7.6) 
A FAMILY  OF CLASS-PRESERVING 
INTEGRAL OPERATORS 
In this section, we first prove that the integral operator Jv,p defined by 
v q- p t v-1 f(t) dt, ( f  E Sp; v > -p) (7.1) F(z) = (J,,p f)(z) := z---b--- 
is indeed a class-preserving operator for the class Tv(a, 13, ~, #). 
THEOREM 15. Let the function defined by (1.2) be in the class Tv(a ,13, A, #). Also let u > -p. 
Then the function F(z) defined by (7.1) is also in the class Tv(a ,13, A, #). 
PROOF. From the definitions (1.2) and (7.1), it is easily seen that 
oo 
F(z) = z p -  Z Av+n z p+n, (7.2) 
n=l 
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The result is sharp for the function f (z) given by 
2(1 - a) ,6#(v +p + n) r(p + 1) r (p  + n - )~ + 1) 
PROOF. We begin by assuming that 
oo  
F(z) = z p - E bp+n z p+n, (bp+n >_ 0; p e N) 
n----1 
and apply the definition (7.1). We thus obtain 
z 1-~ d {zUF(z)} f ( z ) -  v+p dz 
) =zV-n=lE v+v+ p +pn bv+nz p+n, (v>-p). 
In order to prove the main assertion of Theorem 16, it is sufficient o show that 
(Izl < R), f'(~) -v  -<P' 
where R is given by (7.6). Indeed we have 
zP--1 n=l • ;7-p bp+n zn 
oo (v+p+n~ 
vt----1 






( ~ _+. ( 2 . - ~ )_. ~ }__ ~_+ p_) r ( p _+ ~_)_r_(_(2_- ~+ 1_))1/. 
Izl < \ 2(1 - a) f~/z (v + p + n) r(p) r(p + n - ~ + 1) , (neN) ,  (7 .14)  
which leads us precisely to the main assertion of Theorem 16. 
Finally, the main assertion of Theorem 16 is obviously sharp for the function f(z) given by (7.7), 
thereby completing the proof of Theorem 16. 
(7.12) 
(7.13) 
that is, if 
(p+n)(v+p+n) {l+(2#-l)/~}P(p+n+l)F(p-A+l) 
p(v + p) Izl" <- 2(1 - a) Z~ r(p + 1) P(p + n - ~ + 1) ' (n E N), 
Thus, the inequality (7.11), and hence, also the inequality (7.10), will hold true if 
oo  
Z { l+(2#- l ) f l} r (p+n+l )C(p -A+l )  
,=1 ~i--'a-~ ~-~ ~(p-T 1) F---~ n--- A ~- 1) bp+, _< 1. 
But, since the function F(z) defined by (7.8) is in the class Tp(a, f~, A,p), Theorem 1 gives us 
Oo 
E (p+n)(v+p+n) ,=1 P(~ + v) bp+"lzln < 1. (7.11) 
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8. RADI I  OF  CLOSE-TO-CONVEXITY ,  
STARL IKENESS,  AND CONVEXITY  
Our results in this section (Theorem 17, Theorem 18, and Corollary 12 below) would provide 
the radii of p-valently close-to-convexity, starlikeness, and convexity for the class Tv(a ,/3, A, #). 
THEOREM 17. Let the function f(z) defined by (1.2) be in the class Tp(a,/3, A, #). Then f(z) is 
p-valently dose-to-convex of order 5 (0 <_ 5 < p) in the disk [z[ < rx, where 
rl = rl (p; a, j3, A, #; 5) 
:= ~eNin f ({ l+(2#- l ) t~}(P -5) r (P+n)r (P - ' \+ l ) )  l /n -2 -~ - - -a ) -~( (p -+ '~Z-A-+- l )  (8.1) 
The result is sharp with the extremal function f(z) given by (2.5). 
PROOF. It is easily seen from the definition (1.2) that 
- -P  oo 
f'(*---~) < ~ (p + n) a~+,, Izl n. (8.2) 
zp-1 
n----1 
Thus, we have the desired inequality: 
/'(z---A-p <p-5, 
zp--1 
(0 < 5 < p), (8.3) 
if 
that is, if 
\~--:~._ ~ ] a~+n Izl" < 1, 
n=l  
(8.4) 
(p+n~ {1+ (2~-  1)Z} r (p+ n + 1) r (p -  ~ + 1) 
~--~_  ] Izl" ~< 2(1 - a) ¢~ r(p + 1) r(p + n - A + 1) ' (n e N), (8.5) 
where we have made use of the assertion (2.4) of Theorem 1, since f(z) E Tv(a, ~, A, #). 
The last inequality (8.5) leads us immediately to the disk {z I < rl, where rl is given by (8.1), 
and the proof of Theorem 17 is completed. 
THEOREM 18. Let the function f(z) defined by (1.2) be in the class Tp(a, 13, A, #). Then f(z) is 
p-valently starlike of order 5 (0 < 5 < p) in the disk [z[ < r2, where 
r2 = rz(p; a,/3, A, tt; 5) 
({1 + (2# - 1)~} (p - 5) F(p + n + 1)F(p - A + 1)/1/n (8.6) 
:=  ] • 
The result is sharp with the extremal function f(z) given by (2.5). 
PROOF. Making use of the definition (1:2), it is not difficult to observe that 
oo 
nap+ lzl" 
zf'(z) p ~X.o °
f(z) ~ 1 - ~ %+n Izl" 
n=l  
<p-6 ,  (0<5<p) ,  
(8.7) 
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if 
that is, if 
< Izl" _ 
P -6  g ap+n Izl" ~ 1, 
{1 + (2# - 1) #} r(p + n + 1) r (p  - A + 1) 
2(1 - a) f~# F(p + 1) F(p + n - A + 1) ' 
( .  • N), (8.8) 
where we have also applied the assertion (2.4) of Theorem 1, since f(z) E Tp(a, #, A, #). 
The last inequality (8.8) leads us precisely to the disk Iz[ < r2, where r2 is given by (8.6), and 
the proof of Theorem 18 is evidently completed. 
In view of a familiar relationship between starlikeness and convexity of order 6 (0 _< 6 < p), 
Theorem 18 immediately yields the following. 
COROLLARY 12. Let the function f(z) defined by (1.2) be in the class Tp(a, ]3, A, #). Then f(z) 
is p-valently convex of order 6 (0 <_ 6 < p) in the disk [z[ < r3, where 
r3 ---- r3(p; a, #, A, p; 6) 
( {1 + (2# - 1) #} (p - 6) F(p + n) r (p  - ~ + 1) ~ 1/n (8.9) 
) 
The result is sharp with the extremal function f(z) given by (2.5). 
9. FURTHER INCLUSION THEOREMS 
INVOLVING MODIF IED HADAMARD PRODUCTS 
In this section, we first employ a technique used earlier by Schild and Silverman [9] in order to 
prove the following mild generalization of Theorem 10 involving the modified Hadamard product 
defined by (5.2). 
THEOREM 19. For the functions fj(z) (j = 1, 2) defined by (5.3), let 
fl(z) e Tv(a,f~,A,# ) and f2(z) e Tp(~, #, A, #). (9.1) 
Then 
where 
'~ = '~0~; o~,#, ~,g) 
1 - 2(1 - o0(1  - ,~) ,b 'p  ( 
The result is the best possible for 
p+ 






2(1-- ~) ## (p -- A +1)  zp+l 
f~(z) = zp - {1 + (2 .  =~- )~ (p+ 1) 
In view of Theorem 1, it is sufficient o prove that 
(9.5) 
O0 {1 + (2. - i) #} r(p +.  + 1) r (p -  ~ + 1) 
.=i 2T i=~( ;71~( ;7 -~=~71)  c~+.,l cp+.,~ _< i, (9.6) 
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where ~ is defined by (9.3). On the other hand, under the hypotheses in (9.1), it follows from (2.4) 
and the Cauchy-Schwarz inequality that 
oo {1 + (2, - 1)/?} r(p + n + 1) F(p - A + 1) 
Thus, we need to find the largest ~o such that 
o~ { l+(2 , -1 )z}r (p+n+l ) r (p -~+l )  K"  
2Tx-ko)%T(p-TT) + iT Cp+n,1 %+.,2 
{1 + (2u - 1) ~} r(p + n + 1) r(p - ~ + 1) 
or, equivalently, that 
1 - n0 
~/c~+~,i r~+,,2 < 4{(1 _ ~)(1 _ {)}, (n e N). (9.8) 
By virtue of (9.7), it is sufficient o find the largest ~o such that 
2D. ~/{(1 - ~)(1 - {)} r(p + 1) r(p + n - A + 1) 
{I + (2, - 1)X3} r (p+ n + 1)r(y - A + I) 
(9.9) 
1 - ~0 
-< v /{ (1 -  ~) (1 -{ )} '  (n • N). 
The inequality (9.9) yields 
where, for convenience, 
no _< 1 - 2(1 - a)(1 - {) Z .  1 + {2#-  1)fl  ¢(n) ,  (n e N), (9.10) 
• (n) := r ip  + 1) r(p + n - ~ + 1) 
F(p + n + 1) r(p - A + 1)' (n e N). (9.11) 
Since {I}(n) defined by (9.11) is a decreasing function of n (n E N) for fixed A, we have 
n0 < a = a(p; a, fl, A,#) = 1 - 2(1 -a ) (1  - ~) l J ,  ¢(1) 
- 1 + (2 .  - I)fl 
2(I - ~)(1 - {) ~ (1 ~ ) -----1- ]~(T~2_-~ ..~,-p+~ ,_ 
which completes the proof of Theorem 19. 
In its special case when { = a, Theorem 19 would reduce at once to Theorem 8. As a matter 
of fact, by applying Theorem 8 in conjunction with Theorem 19, it is not difficult to prove the 
following. 
COROLLARY 13. Let each of the functions f j  (z) (j = 1,2,3) defined by (5.3) be in the same 
class Tp(a,~,A,.). Then 
(fl *f2 * f3)(z) E 2Fp(~,~, A,,),  
where 
= ~(p; {~,~,~,u):= 1 - 
The result is the best possible for 
f~ (~) = ~ _ 
4(1-  a)3Z292 (1 -~ 
{1+5;:iTS} p + 1 " (9.12) 
2(1 - (~)/J#(p -- )~ + 1) zp+l '
{1 + {2# - 1) fl} (p + 1) (j = 1, 2, 3). {9.13) 
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THEOREM 20. Let the function f(z) defined by (1.2) be in the class Tp(a, 8, A, #). Also let 
oo  
9(z) := z p - E bP+" zP+"' (Ibp+. I < 1; p • N) .  







by Theorem 1, it follows that 
r(p + n + 1) F(p - A + 1) 
+ (2# - 1) f~} r (p  + 1) r(p + n - A + 1) lap+. bv+.l 
r (p+ ~ + 1)r(p - ~ + 1) 
E { l+(2#- l ) f~} F (p+l )F (p+n A+I )  ap+nlbv+n[ 
n=l  
oo  
E {I + (2# - 1) f~} F(p + n + I) F(p - A + I) 
,=, F(p+ l )F (p+n A+I )  av+" 
2(1 - a) ~,  
( f ,  g)(z) • ~(a,Z,~,g) ,  
again by virtue of Theorem 1. 
Finally, we state an obvious variant of Theorem 20 as the following. 
COROLLARY 14. Let the function f(z) defined by (1.2) be in the c/ass Tp(a, f~, A, #). Also let 
(9.14) 
Then the modified Hadamard product (f * g)(z) is also in the same class Tv(a, ~, A, #). 
10.  AN INCLUSION PROPERTY OF THE CLASS Tp(a,~,A, tt) 
For functions fj (z) (j = 1,2) in the class Tp(t~,~,A,#), we now prove yet another inclusion 
property contained in the following. 
THEOREM 21. Under the hypotheses of Theorem 10, the function h(z) defined by 
is/11 the class Tv((, 8, A, #), where 
4(1-a)2/3~ ( A ) 
The result is sharp for the functions fj (z) (j = 1, 2) defined by (5.14). 
PROOF. In view of Theorem 1, it is sufficient o prove that 
oo { I+(2~- I ) /~}F(p+n+I )F (p -A+I )  2 2 
E <_ 1, 
n=l  
where ( is defined by (10.2). 
Since 
f~ (~) • ~(~,~,~,~),  (j = 1,2), 
oo  
h(z) z"- E (4+.,1 := + p+n,2) zV+n, (p • N) (10.1) 
n----1 
(~0 ~ (), (10.3) 
(lO.2) 
Oo 
g(z) := z v - E bp+n zp+n, (0 < bp+n <_ 1; p • N). (9.15) 
n=l  
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we find from the definition (5.3) and Theorem 1 that 
2 E {1-t- (2# -- l) fl} I ' (p+n+l )  r (p -A - t -1 )  2 
~=~ ~f  7 ~) ~.  r(p + 1) F-~(P ~ n--- A-~71) %+,,,J 
< (~ {1+(2.-1)~} r (p+~+l ) r (p -~+l )  
which would readily yield the inequality 
oo 51({ I+(2" - I )~}F(p+n+I )F (P -A+I ) )  2 N - ~ )-T -0"-~ g F-(p g n - -2-~ ~- ~ 
n=l 
2 
%+n,j) _< 1, (j = 1, 2), 
(10.4) 
2 (C2+n4 + c~+n,2) _< 1. (10.5) 
By comparing (10.3) and (10.5), it is easily seen that the inequality (10.3) will be satisfied if 
{1 + (2~ - 1) ¢~} r(p + n + 1) r(p - A + 1) 
2(1 - (0) z~r (p  + 1) r (p  + n - A + 1) 
I ({I+(2#-I)I~}F(p+n+I)F(p-A+I)) 2 
< ~ ~i -S~-V(pV~Y(p~-~ ~ V) ' (~ • N), 
4(1 - a)2 Z. 
that is, if 
where ¢(n) is given by (9.11). 
(n • N), (10.6) 
Just as in the proof of Theorem 19, we conclude from (10.6) that 
4(1 - ~): Z~ 
¢0 < ¢ = ¢(p; ~,~,A,~) = 1 - f¥  ~-  ~ ¢(1) 
4(1-~)2~# ( A ) 
=1- i~(2 ; - -1 -~-Z  1 p ; l  ' 
which completes the proof of Theorem 21. 
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