We give a unified approach to weighted mixed-norm estimates and solvability for both the usual and time fractional parabolic equations in nondivergence form when coefficients are merely measurable in the time variable. In the spatial variables, the leading coefficients locally have small mean oscillations. Our results extend the previous result in [6] for unmixed Lp-estimates without weights.
Introduction
In this paper, we consider parabolic equations in nondivergence form
as well as parabolic equations with a non-local type time derivative term of the form − ∂ α t u + a ij (t, x)D ij u + b i (t, x)D i u + c(t, x)u = f (t, x) (1.2) in (0, T ) × R d , where ∂ α t u is the Caputo fractional derivative of order α ∈ (0, 1). See Section 2 for the definition of ∂ α t u. This paper is a continuation of [6] , in which we proved that for any given f ∈ L p (0, T ) × R d , there exists a unique solution u to the equation (1. 2) in (0, T )×R d with the zero initial condition, and u satisfies |∂ α t u| + |u| + |Du| + |D 2 u| Lp((0,T )×R d ) ≤ N f Lp((0,T )×R d ) under the assumptions that the coefficients are bounded and measurable, and a ij = a ij (t, x) satisfy the uniform ellipticity condition and have small (bounded) mean oscillations (small BMO) with respect to the space variables. Such type of coefficients were first introduced by Krylov in [11] for (1.1) and the corresponding divergence form equations in L p spaces. His proof is based on the mean oscillation argument together with the Fefferman-Stein sharp function theorem and the Hardy-Littlewood maximal function theorem. The results in [11] were generalized later in [12] to the mixed-norm L p (L q ) spaces with p ≥ q, and in [5] to the weighted mixed-norm L p (L q ) spaces with arbitrary p, q ∈ (1, ∞) and Muckenhoupt weights. In these papers, the mean oscillation argument is used, and in particular, in [5] a version of the Fefferman-Stein sharp function theorem is proved in weighted mixed-norm Lebesgue spaces by using the extrapolation theorem. We note that for time-dependent equations, such mixed-norm estimates are desirable, for example, when one wants to have better integrability of traces of solutions for each time slice when studying linear or nonlinear equations.
To the best of our knowledge, Equation (1.2) in mixed-norm Lebesgue spaces was first considered in [10] for any α ∈ (0, 2), under the conditions that the leading coefficients a ij are piecewise continuous in time and uniformly continuous in the spatial variables. Very recently, the result in [14] was extended to weighted mixednorm Lebesgue spaces for the fractional heat equation −∂ α t u + ∆u = f. The proofs in [10] and [14] are based upon a representation formula in terms of the fundamental solution to the time fractional heat operator −∂ α t + ∆ together with a perturbation argument using the Fefferman-Stein sharp function theorem and the Hardy-Littlewood maximal function theorem. On the other hand, the proof in [6] (also see [7] ) is quite different from those in [10, 14] . It is based upon a modified level set argument used in [2] in order to improve the integrability of solution iteratively. In particular, we did not use the representation formula, which enables us to treat more general operators as those in [6, 7] with coefficients merely measurable in time or in one of the spatial variables. For other results in this direction, we refer the reader to [3, 15, 17] and the references therein.
In view of the results in [5] and [10, 14] , it is natural to ask whether the result in [6] can be extended to the mixed-norm L p (L q ) spaces and whether it is possible to also include weights. Unfortunately, it turns out that these extensions cannot be made by using the technique of iteration and the level set argument in [6] . In this paper, we give a definite answer to these two questions. In particular, our main theorem reads that under the same assumptions on the coefficients as in [6] , for any p, q ∈ (1, ∞) and Muckenhoupt weights w 1 (t) ∈ A p (R), w 2 (x) ∈ A q (R d ), if u satisfies (1.2) with the zero initial condition, then it holds that |∂ α t u| + |u| + |Du| + |D 2 u| Lp,q,w((0,T )×R d ) ≤ N f Lp,q,w((0,T )×R d ) , where w = w 1 (t)w 2 (x) and N is independent of u and f . See Section 2 for the definition of the L p,q,w -norm. Furthermore, we show that for any f ∈ L p,q,w (0, T ) × R d , there is a unique solution u (in the appropriate weighted mixed-norm Sobolev space) to (1.2) with the zero initial condition.
For the proof, we adapt the mean oscillation argument in [11, 12, 5] mentioned above. For this, we need to establish a Hölder estimate of D 2 v, where v satisfies a certain homogeneous equation with coefficients depending only on t. Such an estimate can be obtained relatively easily for parabolic equations with the local time derivative term u t via somewhat standard local estimates. However, if the non-local time derivative is present, the local estimates do not work when improving the regularity of v because the non-local time derivative of v depends on all past states of v. To overcome the difficulty from the non-local effect in time, our strategy is to consider an infinite cylinder (−∞, t 0 ) × B r (x 0 ) instead of the usual parabolic cylinder Q r (t 0 , x 0 ) used in the aforementioned papers, and apply the Hardy-Littlewood maximal function for strong maximal functions. We estimate the Hölder semi-norm of D 2 v by applying a bootstrap argument which relies on the (unmixed) L p estimate and the Sobolev type embedding results obtained in [6] . For w := u − v, which satisfies a nonhomogeneous equation also in the infinite cylinder with the zero Dirichlet boundary condition, we first apply the Poincaré inequality to bound w by f , and then use a cutoff argument with a sequence of cutoff functions and again use the L p estimate in [6] in order to estimate D 2 w. This gives a new decomposition of the solution, which works for both (1.1) and (1.2). Since the argument for the usual parabolic equation (1.1) is less involved, even though the solvability result was already obtained in [5] , to illustrate the idea in a simple setting we present the proof of the mean oscillation estimate for (1.1) in Section 3. That is, in this paper we not only extend the results in [6] to the weighted mixed-norm case, but also present a new and alternative approach to obtaining the mean oscillation estimates for both (1.1) and (1.2) .
The remaining part of the paper is organized as follows. In the next section, we introduce some notation and state the main result of the paper. In Section 3, we show the mean oscillation estimate for (1.1) by using the new decomposition. In Section 4, we derive the corresponding mean oscillation estimate for (1.2). Finally, we complete the proof of the main theorem in Section 5.
Notation and main results
We first introduce some notation used throughout the paper. For α ∈ (0, 1) and S ∈ R, we denote
for α ∈ (0, 1). Note that ∂ α t u = ∂ t I α 0 u for a sufficiently smooth u with u(0, x) = 0. In some places we use ∂ α t u to indicate ∂ t I α S u for u(S, x) = 0, where S = 0. For α ∈ (0, 1], we denote the parabolic cylinder by
(2.1)
We often write B r and Q r for B r (0) and Q r (0, 0). For −∞ < S < T < ∞, Ω ⊂ R d , we denote the parabolic boundary of the cylinder (S, T ) × Ω by
If p = q and w = 1, L p,q,w (0,
In particular, we see that if α = 1, p = q, and w(t, x) = 1, then
However, for α ∈ (0, 1), as remarked in [6, Remark 3.4] ,
In this paper, we use maximal functions and strong maximal functions defined, respectively, by -
We now present our assumptions for the coefficients. Throughout the paper we assume that there exists δ ∈ (0, 1) such that
for any (t, x) ∈ R d+1 and ξ ∈ R d . Without loss of generality, we assume that a ij = a ji . We impose the following regularity assumption on a ij (t, x) with respect to x ∈ R d .
a ij (t, y) dy.
For the lower-order coefficients b i and c, we impose the following boundedness condition
Here is the main theorem of the paper.
There exists γ 0 = γ 0 (d, δ, α, p, q, K 1 ) ∈ (0, 1) such that, under Assumption 2.1 (γ 0 ), the following hold.
5)
where · p,q,w = · Lp,q,w((0,T )×R d ) and
Moreover, for any f ∈ L p,q,w (0, T ) × R d , there exists a unique solution u ∈ H α,2 p,q,w,0 (0, T ) × R d ) satisfying (2.4).
Mean oscillation estimates for equations with local time derivative
Throughout the section we assume that a ij = a ij (t), that is, functions of only t, satisfying the ellipticity condition (2.3). Let T ∈ (−∞, ∞] and 1 < p 0 < ∞. Let u ∈ W 1,2 p0,loc (−∞, T ) × R d be a solution to
In this section by Q r (t 0 , x 0 ) we mean the parabolic cylinder defined in (2.1) with α = 1. That is, 
For w satisfying (3.2), we bound the L p0 -norm of D 2 w on Q 1/2 by the sum of the averages of f on cylinders of the form Q r,1 , which is in fact bounded by the strong maximal function of |f | p0 . To obtain such an estimate, we first bound the L p0 -norm of w on Q 1 by the sum of such averages.
Proof. To derive (3.4), we prove that there exists ε = ε(d, δ, p 0 ) > 0 such that 6) where N = N (d, δ, p 0 ). Note that
Thus, by setting
which satisfies (3.5), from (3.6) we arrive at (3.4) .
For the proof of (3.6), we show that there exists
By using the zero boundary condition and the Poincaré inequality to G(U ) = |U | p0/2 with respect to the spatial variables, as well as using the ellipticity condition, from the above inequality we get
where N = N (d, δ, p 0 ). Upon choosing a sufficiently small ε 0 = ε 0 (d, δ, p 0 ) > 0, from the above inequalities and Young's inequality, we arrive at (3.8) whenever ε ∈ [0, ε 0 ]. Case 2: p 0 ∈ (1, 2). We use a duality argument. Take ε 0 from Case 1 and set
. Indeed, to obtain the existence of such a solution U 1 , we solve
in R×B 1 with the zero boundary condition on R×∂B 1 . The solvability of this equation is guaranteed by the usual L p -theory for parabolic equations with coefficients measurable in time (see, for instance, [4, 9] ) and the estimate
proved in Case 1 when the time interval is R. One can check the zero initial condition of U 1 at t = −τ 0 by noting that the solution U 1 to the equation (3.9) is zero for t ≤ −τ 0 . Then by using integration by parts, we have
This together with (3.10) immediately gives (3.8) . The lemma is proved. 11) where N = N (d, δ, p 0 ) and {c k } satisfies (3.5).
Proof. Since the assumptions are satisfied if t 0 is replaced with t 1 , we prove only the case t 1 = t 0 . By using the standard local L p0 -estimate for parabolic equations with coefficients measurable in time (see, for instance, [13, Theorem 6.4.2]), we have
. This combined with Lemma 3.2 proves (3.11). The lemma is proved.
where N = N (d, δ, p 0 ) and {c k } satisfies (3.5).
Proof. Thanks to translation with respect to the spatial variables and dilation, we assume that x 0 = 0 and r = 1. 1 with the zero boundary condition on (−∞, t 0 )×∂B 1 . We note that the solvability follows from (3.8), the interior and boundary W 1,2 p -estimates (see, for instance, [4] ), and the method of continuity.
Since κ < 1/4, by Lemma 3.1 with r = 1/2 and the fact that u = v + w, we observe that
This combined with Lemma 3.3 and the triangle inequality shows that
where N = N (d, δ, p 0 ). The proposition is proved.
Mean oscillation estimates for equations with non-local time derivative
Throughout the section we assume that α ∈ (0, 1) and a ij = a ij (t), that is, functions of only t, satisfying the ellipticity condition (2.3). Let p 0 ∈ (1, ∞) and
For convenience, we extend u and f to be zero when t ≤ 0. For t 0 ∈ (0, T ] and
Then there exists
such that
for any t 1 ≤ t 0 , where N = N (d, δ, α, p 0 ) and
Thanks to scaling, we only need to prove the assertions for r = 1. Note that v can be extended as zero for t ≤ 0. Thus by Lemma 3.5 in [6] 
Then by Lemmas 3.6 and 4.4 (and the proof of the latter lemma) in [6] ,
and
Note that p 1 satisfies (4.4) and the increment min{2α/(αd + 2 − 2α), α, 2/d} is independent of p 0 . By (4.7) and the Sobolev type embeddings obtained in [6] we have ηv, D(ηv),
By the Sobolev embeddings again and Lemma 4.2 in [6] for local L p -estimates, we have
where N = N (d, δ, α, p 0 , p 1 ) and we used (4.8). We write
which implies
To estimate I 2 , we see that η(s) = 0 for any s ∈ (−∞, t − 1) with t ∈ (t 1 − 1, t 1 ). Thus we have
Then,
From this we have
.
Since
Hence, by Hölder's inequality,
Combining the above inequality, (4.10), and (4.11), we reach (4.5) with r = 1.
For the proof of (4.6), if p 0 > d/2 + 1/α, we findp 0 such thatp 0 ≤ p 0 and p 0 ∈ (d/2 + 1/α, d + 2/α). By (4.7) and the Sobolev embeddings in [6] , we have
where σ = 2 − (d + 2/α)/p 0 ∈ (0, 1). We then repeat the above steps from the inequalities in (4.10) with [D 2 v] C σα/2,σ (Q 1/2 (t0,0)) in place of D 2 v Lp 1 (Q1/2(t0,0)) .
We now show that v ∈ H α,2 p1,0 (0, t 0 ) × B 1/2 when p 1 < ∞. From (4.9) and the equation
. Note that as mentioned in [6, Remark 3.4] this is not enough even to claim that v belongs to H α,2 p1 (0, t 0 ) × B 1/2 , which is a superset of H α,2 p1,0 (0, t 0 ) × B 1/2 . We take the mollification v (ε) of v given in the proof of Proposition 3.2 in [6] . That is,
is an infinitely differentiable function defined in R d+1 with compact support in (0, 1)× B 1 and R d+1 η dx dt = 1. By using the fact that η(t, x) = 0 for t ≤ 0 and v ∈ H α,2 p0,0 ((0, t 0 ) × B 1 ), one can check that v (ε) (0, x) = 0 and, for (t, x) ∈ (0, t 0 ) × B 1/2 ,
x v(s, y) dy ds, m = 0, 1, 2.
Then
We need the following simple inequality.
For any α > 0 and k = 2, 3, . . ., we have
Proof. By using Hölder's inequality on (1/j + 1/(k − j)) 1+α , we have
The lemma is proved.
Then we have
Qr (t1−(j−1)r 2/α ,0) (4.12)
for any t 1 ≤ t 0 , where N = N (d, δ, α, p, p 1 ). Furthermore,
Qr (t1−(j−1)r 2/α ,0) (4.13)
for any t 1 ≤ t 0 , where σ = σ(d, α, p 0 ) ∈ (0, 1).
Proof. Due to scaling, we consider only the case r = 1. By Lemma 4.1, one can find p 1 satisfying (4.4) such that
for any t ≤ t 0 . If p 1 ≥ p, we reach (4.12). Otherwise, by the same lemma, v ∈ H α,2 p1,0 (0, t 0 ) × B 1/2 and there exists p 2 satisfying
Combining (4.14) and (4.15), we get
where we used the inequalities
Using (4.16) again, we see that
We then use the fact that for each m, the number of j ∈ N such that
is at most a fixed number determined by α to obtain that
where for the first term on the right-hand side (in the same way for the second term), using Lemma 4.2 we have
Combining the above inequalities, we arrive at
Repeating this procedure finite times and using a covering argument, we obtain (4.12). The inequality (4.13) follows directly from Lemma 4.1 if p 0 > d/2 + 1/α. If p 0 ≤ d/2 + 1/α, we first have (4.12) with r = 1/2 for a sufficiently large p so that p ∈ (d/2 + 1/α, ∞) and v ∈ H α,2 p,0 (0, t 0 ) × B 1/4 . Then by using (4.6) with r = 1/4 and the covering argument as above we arrive at (4.13) with r = 1. The proposition is proved.
Remark 4.4. The right-hand sides of (4.12) and (4.13) can be bounded by N (SM|D 2 v| p0 ) 1/p0 (t 0 , 0), provided that SM(|D 2 v| p0 )(t 0 , 0) is well defined. Indeed, thanks to scaling it is enough to check this when r = 1. By using Hölder's inequality (or the l 1 -average is less than or equal to the l p0 -average), 
. For details about H α, 1 2,0 (0, T ) × R d , see [7] . 1 2,0 ((0, t 0 ) × B 1 ) be a weak solution to (4.2) in (0, t 0 ) × B 1 with the zero boundary condition on ∂ p ((0, t 0 ) × B 1 ). Then we have 18) where N = N (d, δ, p 0 ) is independent of t 0 .
Proof. We consider two cases. Case 1: p 0 ∈ [2, ∞). For λ ≥ 1, let F (u) = |u| p0 when |u| ≤ λ and F (u) = (p 0 /2)λ p0−2 |u| 2 when |u| > λ. Note that F is a C 1 convex function. We multiply both sides of (4.2) by −F ′ (w) and integrate in (0, t 0 ) × B 1 . By noting that because F is convex the integral involving ∂ α t w is nonnegative (see, for example, the proof of [7, Lemma 4.1]), we have
By using the zero boundary condition and the Poincaré inequality to G(w), where G(u) = |u| p0/2 when |u| ≤ λ and G(u) = λ p0/2−1 |u| when |u| > λ, we then get (0,t0)×B1 |w| p0 χ |w|≤λ + λ p0−2 |w| 2 χ |w|>λ dx dt
From this and Young's inequality, we obtain that
where N = N (d, δ, p 0 ). This inequality with the fact that f ∈ L p0 ((0, t 0 ) × B 1 ) shows that
Taking λ → ∞ and applying the monotone convergence theorem, we see that w ∈ L p0 ((0, t 0 ) × B 1 ) and (4.18) holds. Case 2: p 0 ∈ (1, 2). We use a duality argument. For any g ∈ C ∞ ((0, t 0 ) 
with the zero boundary condition on ∂ p ((0, t 0 ) × B 1 ). See [18] for the existence and uniqueness of solutions. From Case 1, we have
. Then by using integration by parts, we have
This together with (4.19) immediately gives (4.18). The lemma is proved.
. Then we have Proof. Since the assumptions are satisfied if t 0 is replaced with t 1 , we prove only the case t 1 = t 0 . By using the solvability in [6] of equations in non-divergence form in (0, t 0 ) × R d , one can check that w ∈ H α,2 p0,0 ((0, t 0 ) × B 1−ε ) for any ε ∈ (0, 1). By using a cutoff function as in the proof of Lemma 4.1 (cf. (4.10)), we have
It remains to estimate A k for k = 0, 1, . . .. To this end, we take cutoff functions
in (s k+2 , t 0 ) × B 1 . By Lemma 4.5 applied to (4.23),
which together with (4.24) further implies that
where N = N (d, δ, α, p 0 ) and
Note that η k (s) − η k (t) = 0 for s ∈ (s k+1 , t) and t ∈ (s k+1 , s k ). Thus,
it follows that
Using the Minkowski inequality, we have
From the fact that |η k (s) − η k (t)| = |η k (t)| ≤ 1 for s < s k+3 , it follows that
for s ∈ (s j+1 , s j ) and t ∈ (s k+2 , s k ) with j ≥ k + 3, we have
Then by the Minkowski inequality and Hölder's inequality,
. Combining the estimates for J 1 and J 2 with (4.25), we arrive at
where the constants N and N 0 depend only on d, δ, α, and p 0 . Now we take a large k 0 such that N 0 2 −αk0 /(1 − 2 −α ) ≤ 1/2. Multiplying the above inequality by 2 −αk and summing in k = k 0 , k 0 + 1, . . ., we get
Finally, for k = k 0 − 1, k 0 − 2, . . . , 0, by using (4.26) and induction, we get
Combining the above inequalities with (4.22), we reach (4.20) with different c k 's. The proposition is proved.
Estimates of u.
Proposition 4.7. Let p 0 ∈ (1, ∞), T ∈ (0, ∞), and u ∈ H α,2 p0,0,loc (0, T ) × R d satisfy (4.1) in (0, T ) × R d . Then, for any (t 0 , x 0 ) ∈ (0, T ] × R d , r ∈ (0, ∞), and κ ∈ (0, 1/4), we have
where N = N (d, δ, α, p 0 ), σ = σ(d, α, p 0 ), and {c k } satisfies (4.21).
Proof. As in the parabolic case with local time derivative, thanks to translation and dilation, we assume that x 0 = 1 and r = 1. We further assume that u and f are sufficiently smooth so that, in particular, f ∈ L p0 ∩ L 2 ((0, T ) × B 1 ). Indeed, since u ∈ H α,2 p0,0 ((0, T ) × B R ) for R > 0, there is a sequence {u n } satisfying u n ∈ C ∞ ((0, T ) × B 1 ), u n (0, x) = 0, and (2.2) as n → ∞. Then we prove the desired estimate, more precisely, (4.29) with u n in place of u and let n → ∞.
Since f ∈ L p0 ∩ L 2 ((0, T ) × B 1 ), one can use the results from [18] to find a weak solution w ∈ H α,1 2,0 ((0, t 0 ) × B 1 ) satisfying (4.2) in (0, t 0 ) × B 1 with the zero boundary condition on ∂ p ((0, t 0 ) × B 1 ). As in the proof of Proposition 4.6, we see that w ∈ H α,2 p0,0 ((0, t 0 ) × B 1−ε ) for any sufficiently small ε > 0. Set v = u − w, which belongs to H α,2 p0,0 ((0, t 0 ) × B 1−ε ) and satisfies (4.3) in (0, t 0 ) × B 1−ε . Note that because κ < 1/4, 4(t0,0) ) .
(4.27) By Proposition 4.3 with r = 1/2 as well as the triangle inequality, we observe that
(4.28)
To estimate the summation involving D 2 w above, we first note that by (4.20), for j = 1, 2, . . .,
For
This shows that
, where in the last inequality we used Hölder's inequality. We further observe that
From the above two sets of estimates it follows that
where {c k } is another sequence satisfying (4.21). This combined with (4.27) and (4.28) shows that
We then have 29) where N = N (d, δ, α, p 0 ) and we used in the last inequality (4.20) along with the observation that
. Finally, we use (4.17) with a scaling and u in place of v to get ∞ j=1 j −(1+α) |D 2 u| p0 1/p0
where N = N (α). The proposition is proved.
Weight mixed-norm estimates
In this section we prove Theorem 2.2.
There exist p 0 = p 0 (d, p, q, K 1 ) ∈ (1, ∞) and µ = µ(d, p, q, K 1 ) ∈ (1, ∞) such that p 0 < p 0 µ < min{p, q} and the following holds.
where the coefficients a ij (t, x) satisfy Assumption 2.1 (γ 0 ), then for any (t 0 , x 0 ) ∈ (0, T ] × R d , r ∈ (0, ∞), κ ∈ (0, 1/4), we have
2)
where ν = µ/(µ − 1), γ = γ(d, α, p 0 ), and N = N (d, δ, α, p, q, K 1 ). The functions u and f are defined to be zero whenever t ≤ 0.
Proof. For the given w 1 ∈ A p (R, dt) and w 2 ∈ A q (R d , dx), using the reverse Hölder's inequality for A p weights, we find
Set p 0 , µ ∈ (1, ∞) so that
From these inclusions and the fact that u ∈ H α,2 p,q,w,0 (0, T ) × R d it follows that (see the proof of [5, Lemma 5.10]) u ∈ H α,2 p0µ,0,loc (0, T ) × R d . In particular, if α = 1, by extending u as zero for t < 0, we see that
x) D ij u. Then by Propositions 3.4 and 4.7 it follows that
where {c k } satisfies (3.5) or (4.21) and N = N (d, δ, α, p 0 ) = N (d, δ, α, p, q, K 1 ). Using the fact that u has compact support in [0, T ] × B R0 and Hölder's inequality, we write
where by Assumption 2.1 and the boundedness of a ij (also see Remark 2.3 in [6] ), for r ≤ R 0 ,
and, for r > R 0 ,
This inequality together with (5.3) proves (5.2). The lemma is proved.
For each integer n ∈ Z, find an integer k(n) such that k(n) ≤ 2 α n < k(n) + 1.
Note that k(n + 1) − k(n) is a non-negative integer and 1 2 k(n)+1 <
Note that {C n } n∈Z is a collection of partitions of R d+1 satisfying [5, Theorem 2.1] with respect to the parabolic distance
In particular, for each n ∈ Z, Q n i belongs to either (−∞, N (d, α) . Indeed, we can take, for example,
Denote the dyadic sharp function of g by
Theorem 5.2 (Maximal function theorem for strong maximal functions). Let p, q ∈ (1, ∞),
where N = N (d, p, q, K 1 ) > 0.
Proof. When p = q, this follows from [1, Theorem 1.1]. The general case is a consequence of the extrapolation theorem of Rubio de Francia [16] . See also [5, Theorem 2.5] .
There exists γ 0 = γ 0 (d, δ, α, p, q, K 1 ) > 0 such that, under Assumption 2.1 (γ 0 ), for 4) where N = N (d, δ, α, p, q, K 1 ).
Proof. By using the partitions C n and the dyadic sharp function introduced above, from (5.2) we obtain that
x 0 ) = 0 by the choice of the partitions. Then by the sharp function theorem (see [5, Corollary 2.7]) and Theorem 5.2 we get
where · p,q,w = · Lp,q,w((0,T )×R d ) and N = N (d, δ, α, p, q, K 1 ). Now by first taking a sufficiently small κ < 1/4, then taking small γ 0 so that
Then, using this estimate and the equation, we obtain (5.4) . The lemma is proved.
There exists γ 0 = γ 0 (d, δ, α, p, q, K 1 ) > 0 such that, under Assumption 2.1 (γ 0 ), for any u ∈ H α,2 p,q,w,0 (0, T ) × R d satisfying (2.4) in (0, T ) × R d , we have ∂ α t u p,q,w + D 2 u p,q,w ≤ N 0 f p,q,w + N 1 u p,q,w , (5.5) where N 0 = N 0 (d, δ, α, p, q, K 1 ), N 1 = N 1 (d, δ, α, p, q, K 1 , K 0 , R 0 ), and · p,q,w = · Lp,q,w((0,T )×R d ) .
Proof. We first consider the case p = q. Write
Then using Lemma 5.3 with p = q, and using the partition of unity with respect to the spatial variables, we have ∂ α t u p,w + D 2 u p,w ≤ N 0 f p,w + N 1 Du p,w + N 1 u p,w , where N 0 = N 0 (d, δ, α, p, q, K 1 ), N 1 = N 1 (d, δ, α, p, q, K 1 , K 0 , R 0 ), and · p,w = · Lp,w((0,T )×R d ) . Then we use an interpolation inequality (see [8, Lemma 3.5 (iii)]) to derive (5.5) for p = q.
For p = q, we use the extrapolation theorem. See [5, Theorem 2.5].
To estimate u Lp,q,w((0,T )×R d ) on the right-hand side of (5.5), we need the following observation.
Lemma 5.5. Let α ∈ (0, 1), p, q ∈ (1, ∞) and K 1 ∈ [1, ∞), w(t, x) = w 1 (t)w 2 (x), where
(a) For any f ∈ L p,w1 ((0, T )), we have I α f Lp,w 1 ((0,T )) ≤ N T α f Lp,w 1 ((0,T )) , (5.6) where N > 0 depends only on α, p, and K 1 . (b) For any g ∈ L p,q,w ((0, T ) × R d ), we have I α g Lp,q,w((0,T )×R d ) ≤ N T α g Lp,q,w((0,T )×R d ) , 7) where N > 0 depends only on α, p, q, K 1 .
Proof. By scaling, we may assume that T = 1. Indeed, when scaling, recall that [w 1 (T t)] Ap = [w 1 (t)] Ap . We extend f to be zero when t / ∈ (0, T ). Set where N = N (α). Then (5.6) follows from the Hardy-Littlewood maximal function theorem with A p weights. Finally, we get (5.7) by using the Fubini theorem and (5.6) when p = q, and the general case by using the extrapolation theorem. See [5, Theorem 2.5 ]. The lemma is proved.
Lemma 5.6. Let α ∈ (0, 1], T ∈ (0, ∞), p ∈ (1, ∞),
For u ∈ H α,2 p,q,w,0 (0, T ) × R d , we have u p,q,w ≤ N T α ∂ α t u p,q,w , where N = N (α, p, q, K 1 ) and · p,q,w = · Lp,q,w((0,T )×R d ) .
Proof. We first consider the case α ∈ (0, 1). Since u ∈ H α,2 p,q,w,0 (0, T ) × R d , we further assume that u ∈ C ∞ 0 [0, T ] × R d with u(0, ·) = 0. Then by [6, Lemma A.4] and Lemma 5.5 u p,q,w = I α ∂ α t u p,q,w ≤ N T α ∂ α t u p,q,w , where N = N (α, p, q, K 1 ).
For α = 1, since
the desired inequality follows as in the proof of Lemma 5.5.
We are now ready to present the proof of Theorem 2.2.
Proof of Theorem 2.2. We first prove the estimate (2.5). We only consider α ∈ (0, 1) because the case α = 1 is simpler. By Corollary 5.4 and the interpolation inequality used in the proof of Corollary 5.4, it suffices to show that u p,q,w ≤ N f p,q,w . (5.8)
By extending u and f as zero for t < 0, we observe (see [6, Lemma 3.5] ) that −∂ α t u + a ij (t, x)D ij u + b i D i u + cu = f where N 0 = N 0 (d, δ, α, p, q, K 1 ) and N 1 = N 1 (d, δ, α, p, q, K 1 , K 0 , R 0 ). By taking a sufficiently large integer m so that
we see that u p,q,w,(sj,sj+1) ≤ N f p,q,w,(0,sj+1) + N u p,q,w,(0,sj) ,
where N = N (d, δ, α, p, q, K 1 , K 0 , R 0 , T ) and j = 0, 1, . . . , m − 1. Upon noting that u p,q,w,(0,s0) = 0 and using induction, we arrive at (5.8).
To prove the existence result, one can use the results in [6] for the unmixed case without weights and the argument in [5, Section 8] , or alternatively use the a prior estimate proved above and the solvability of a simple equation presented in [14] . 
