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Abstract
In this thesis I examine how the statistical properties of radiation limit our ability
to perform imaging and metrological procedures. In particular I focus on radiation
in the far field zone of the source. The classical and quantum theories of parame-
ter estimation are introduced and subsequently utilised throughout, along with the
theory of optical coherence. Classical and quantum imaging protocols are examined
with the aid of a resolution criterion and the criterion is shown to reproduce the re-
sults of previous works. This method is also extended to previously un-investigated
situations and the effect of imperfect measurements is explored. Intensity correla-
tion measurements are investigated in great detail and for the first time a rigorous
comparison is made between higher-order intensity correlation measurements of the
type introduced by Hanbury Brown and Twiss. The importance of considering co-
variances in intensity correlation data is demonstrated and I give a full, detailed
account of how to include this in the formulation. I also show how the optimal ar-
rangement for an intensity correlation measurement can be found, therefore allowing
the best precision in parameter estimation to be achieved. A quantum mechanical
description of blackbody radiation is used to examine the state arriving at a detector
in the far field. By using the quantum Fisher information an interesting connection
is found between the statistical independence of photons in the source plane and the
acquisition of information in the far field.
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Chapter 1
Introduction
Imaging plays a fundamental role in science and technology. Historically, every
time a new imaging technique was introduced, science has leaped forward. For ex-
ample, recent imaging applications include exoplanet detection [Macintosh et al.,
2014] and the velocity measurement of molecular markers along DNA [Heller et al.,
2013]. When examining imaging instruments it is of particular importance that we
can characterise their resolution. The resolution of an imaging procedure quanti-
fies the finest details we can distinguish on the object we are imaging. The wave
nature of light dictates that there are physical limits to the resolution of optical
microscopes and telescopes. In order to see smaller details in microscopy we could
illuminate with light of shorter and shorter wavelengths, but this is not always prac-
tical: increasingly energetic light may destroy biological samples, and in astronomy
the accessible wavelengths are beyond our control. We therefore need to find alter-
native techniques to improve the resolution of our imaging methods that overcome
the diffraction limit. The first attempts to determine the resolution of an imaging
procedure were given by Rayleigh [Rayleigh, 1879] and Abbe [Abbe, 1873]. Both
Abbe and Rayleigh defined resolution phenomenologically as the ability for observers
to distinguish two overlapping intensity distributions. By defining resolution in this
way, taking into account only the expectation value of the intensity across the image
plane, the statistical nature of the measured intensity is ignored. Since statistical
fluctuations are present in almost all physical systems, a full characterisation of
the resolution of an imaging system must take these effects into account. Imag-
ing techniques that yield finer detail than that dictated by the Rayleigh and Abbe
limits are referred to as super-resolving techniques. In microscopy techniques such
as photo-activated localised microscopy (palm) [Hess et al., 2006], stochastic opti-
cal reconstruction microscopy (storm) [Rust et al., 2006] and stimulated-emission
depletion microscopy (sted) [Hell and Wichmann, 1994] achieve super-resolved im-
ages using fluorescent markers. These methods combine standard intensity mea-
surements with prior information about the sample preparation and post-processing
to achieve super-resolution. In the year 2000 Pendry developed a new theoretical
method of super-resolution that involved using materials of negative refractive in-
dex as lenses [Pendry, 2000]. In this paper, Pendry shows that a lens made of a
material with a refractive index of −1 is theoretically capable of producing perfect
images that are not limited by diffraction. In practice, materials that exhibit re-
fractive indexes of −1 are difficult to manufacture. They also tend to suffer from
high dispersion, which limits there resolving power in practice. In this thesis we
1
2use the rigorous method of parameter estimation theory to define the resolution of
the systems we investigate. The success of classical theories in describing optical
phenomena meant that the introduction of quantum mechanical methods was slow
to be adopted by the optical community. Eventually though, the quantum nature
of light was subtly revealed and a new branch of quantum physics was established.
The development of quantum optics began in the late 1950’s, sparked by the
discovery of a new type of interferometer by Hanbury Brown and Twiss [Brown and
Twiss, 1956a, Brown and Twiss, 1956b, Brown and Twiss, 1957, Brown and Twiss,
1958a,Brown and Twiss, 1958b,Brown and Twiss, 1958c]. They called this new type
of interferometer an intensity interferometer, and initially it appeared that there was
a discrepancy between the classical and quantum theories describing the workings of
the device. The classical description given by Hanbury Brown and Twiss correctly
predicted the experimental observations [Brown and Twiss, 1956b] whilst others
suggested that if their experimental results were correct, the quantum theory of the
photon would require elaboration [Brannen and Ferguson, 1956]. Purcell was one
of few researchers who strongly believed that the effect would adhere to a quantum
description and was the first to give a successful quantum analysis of the effect in
terms of the “clumping” of bosons [Purcell, 1956,Silva and Freire Jr, 2013].
Although the effect discovered by Hanbury Brown and Twiss was successfully ex-
plained by a completely classical theory, the debate surrounding the validity of their
results compelled researchers to develop the currently existing classical discipline of
optics into a fully fledged quantum theory [Gerry and Knight, 2006,Walls and Mil-
burn, 2008,Glauber, 2007]. Among the developments spurred by the experiments of
Hanbury Brown and Twiss were the seminal works of Glauber on the quantum the-
ory of optical coherence [Glauber, 1963a,Glauber, 1963c,Glauber, 1963b]. Glauber’s
theory could successfully explain the effects observed in the experiments of Hanbury
Brown and Twiss and could also explain the coherence phenomena that were ob-
served in all optics experiments prior to this. The modern theory of optical coherence
as pioneered by Glauber, characterises the phenomenon with a set of functions in-
dexed by a pair of positive integers, (n,m). A complete description of the optical
field can only be given if the functions are known for all pairs of indices. Before
the discovery of intensity interferometry by Hanbury Brown and Twiss (HBT) all
optical experiments that relied on coherence exploited only first order coherences,
that is, coherences that can be explained by the lowest order coherence function,
n = m = 1.
Despite the discovery of higher order coherences taking place over fifty years
ago, relatively little work has been performed that requires the use of coherence
functions beyond the first order. In recent years research that exploits the higher
order coherences of optical fields has become more prevalent. In the field of quan-
tum computation the problem of boson sampling is one such example [Aaronson
and Arkhipov, 2010, Aaronson and Arkhipov, 2013]. The boson sampling problem
requires the calculation of high order photon coincidences and therefore relies on
the theory of higher order coherences. It is easy to show that the output of an
m port interferometer, interfering n bosons, is inefficient to simulate on a classical
computer [Gard et al., 2014b,Motes et al., 2013]. It is unclear whether the presence
of noise will affect this result making the distribution efficiently classically simu-
lated [Gogolin et al., 2013,Aaronson and Arkhipov, 2013]. It is for this reason that
researchers in this area anticipate that a boson sampling machine may be useful in
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implementing quantum computational tasks. However, to date no known use of a
boson sampling machine exists [Gard et al., 2014a]. 1
In 1995 Pittman et al., inspired by the work of Klyshko [Klyshko, 1988], de-
veloped an imaging technique that would later become known as ghost imaging
[Pittman et al., 1995]. Their technique uses a pair of correlated photons, produced
via spontaneous parametric down-conversion, one of which is directed towards an
object and then recorded by a detector that does not spatially resolve the pres-
ence of the photon, the other is not directed towards the object but is measured
by a spatially resolving detector. By measuring the coincidence counts of the two
photons, a spatially resolved image of the object is obtained despite the spatial in-
formation only being obtained for the photon that did not interact with the object.
The photons produced by spontaneous parametric downconversion are highly en-
tangled and therefore exhibit a strong type of correlation that can only be observed
in quantum systems. Classical systems can also exhibit correlations, and pairs of
classically correlated photons can also be used to perform ghost imaging [Bennink
et al., 2002,Ferri et al., 2005,Gatti et al., 2006]. Generally, the price paid for using
the weaker correlations present in classical systems instead of the stronger quantum
correlations, is a decrease in the visibility of the ghost image [Gatti et al., 2007].
Since ghost imaging measures the two photon coincidence rate, it is closely related to
the measurements of Hanbury Brown and Twiss and again requires the use of higher
order coherence theory to correctly predict the outcome. More recently, researchers
have started to examine generalisations of the ghost imaging protocol in which an
m+n coincidence is measured, m being the number of non-spatially resolving coinci-
dences measured and n being the number of spatially resolving detectors [Agafonov
et al., 2009a, Agafonov et al., 2009b, Chan et al., 2009, Chen et al., 2010, Liu et al.,
2009]. The use of higher order coincidences can lead to an increase in the visibility
of the ghost image. However, generally the signal to noise ratio decreases as the
coincidence order is increased.
Higher order correlations can also be exploited in generalisations of the original
Hanbury Brown and Twiss experiments [Cao et al., 2008,Agafonov et al., 2008a,Liu
and Shih, 2009, Zhou et al., 2010]. Hanbury Brown and Twiss (HBT) in their
seminal experiments demonstrated that the second order intensity correlation func-
tion is proportional to the Fourier transform of the intensity distribution of the
source [Brown and Twiss, 1956a]. More generally we can measure the coincidences
between n photo-detectors, which also conveys information about the Fourier trans-
form of the source. We call this kind of measurement an nth-order intensity corre-
lation measurement since it is implemented by measuring the correlation between n
intensities. The visibility of the measurements can also increase by going to higher
correlation orders but just as in the ghost imaging regime the signal to noise ratio
suffers as a result. Until now it was unclear what, if any, advantage higher order
correlations could offer in measurements of this type. In this thesis we explicitly
calculate the performance of estimators in the Hanbury Brown-Twiss (HBT) setup
and determine how different correlation orders perform in a parameter estimation
1Shortly after the submission of this thesis, Huh et al. published a proposal for simulating
molecular vibronic spectra using boson sampling [Huh et al., 2015]. The proposed scheme uses a
generalised version of boson sampling whereby the input states are squeezed coherent and squeezed
vacuum states and allows the vibonic spectra of molecules to be determined by the output of a
linear optical network. No known classical algorithms can efficiently predict these spectra.
4similar to the original HBT measurement. To ensure the optimal performance of
such techniques it is necessary to obtain the best estimates possible.
Measurements of the HBT type rely on the phenomenon of photon bunching, an
effect caused by the bosonic nature of photons. Although it has been shown that the
effect of bunching can occur for statistically independent photons originating from
two independent atoms [Fano, 1961], we demonstrate in this thesis that imaging
of thermal sources relies on the correlations present between the photons in the
source plane. In fact, we find in that in general the statistical independence of the
photons prevents us from performing the most general parameter estimation task
and therefore cannot be the source of information in HBT type measurements.
This thesis is composed of six chapters. In chapter 2 we give the theoretical back-
ground to the various techniques of quantum optics that shall be used throughout
this thesis. In particular we focus on the theory of optical coherence as developed by
Glauber and we also demonstrate how propagation affects the coherence properties
of optical fields.
In chapter 3 we give an overview of the field of parameter estimation in both
the classical and quantum regime. Particular attention is paid to the Crame´r-Rao
bound, which is used extensively throughout the remainder of this thesis.
Chapter 4 investigates fundamental limitations placed upon imaging protocols by
considering images as probability distributions to be discriminated. In this chapter
we also determine the effects of detector imperfections on the imaging performance
and show how the effect of any imperfection can be calculated. We end this chapter
by examining multi-photon correlation experiments, enquiring as to their potential
in increasing resolution for imaging.
In chapter 5 we explicitly perform a parameter estimation procedure making
use of data that simulates nth-order intensity correlation measurements. We make
comparisons of the estimation precision for different correlation orders and determine
how we can optimise an experiment to achieve the highest precision.
In chapter 6 we use the quantum mechanical description of a source emitting
black body radiation to determine the way in which information regarding the spatial
distribution of the source is conveyed to the far field. We show how these results
can in principle lead to a complete calculation of the quantum Fisher information.
Chapter 7 summarises the main results of the thesis and gives the direction of
future research leading on from this work.
Chapter 2
Quantum Optics
In this chapter we introduce a fully quantum mechanical description of the electro-
magnetic field and discuss some of the states of this field to be used in the forth-
coming chapters. We then discuss the concept of optical coherence, first classically
and then again using the quantum mechanical formalism of Glauber. Finally we
demonstrate how correlations in the field propagate, obtaining expressions for the
coherence properties of optical fields far from the radiation sources.
2.1 The quantum electromagnetic field
Classically, the electric field inside a volume of side lengths Lx, Ly, Lz may only
exist in certain allowable vibrational modes, known as the modes of the cavity. This
restriction results from the necessity for the electric field to vanish at the edges of the
cavity. We therefore require that any valid electric field inside the cavity fulfils this
condition. From Fourier analysis we know that any such function can be expressed
as
E(r, t) =
∞∑
l=0
∞∑
n=0
∞∑
m=0
[Elnmalnmulnm(r, t) + E∗lnma∗lnmu∗lnm(r, t)] , (2.1)
where ulnm(r, t) are the mode functions describing a complete orthonormal set of
functions for the cavity, alnm are the complex amplitudes of each mode, and Elnm are
chosen such that the amplitudes are dimensionless. The field described by Eq. (2.1)
is a scalar field and the indices l, n, and m can each be associated with an orthogonal
spatial component of the field x, y, and z respectively, see Fig. 2.1.
We can impose a vector character on the field by including an additional spa-
tial degree of freedom that describes the components of the vector field in each
orthogonal spatial direction. The field then becomes [Kok and Lovett, 2010]
E(r, t) =
∑
s
∑
k
[Eskaskuk(r, t) + E∗ska∗sku∗k(r, t)] , (2.2)
where the sum over s accounts for the independent vector components and the sum
over l, n, m is now expressed as a sum over the wavevector k with components
kx =
2pil
Lx
, ky =
2pin
Ly
, kz =
2pim
Lz
. (2.3)
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Figure 2.1: The allowable electromagnetic vibrational modes inside a cavity of side
lengths Lx, Ly, and Lz. The integers l, n, andm label the modes in the perpendicular
x, y, and z directions respectively.
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The vectorial character of the field E is incorporated into the term Eλk. The field E
is now a classical vector field that obeys Maxwell’s equations and the wave equation
in free space and in the absence of sources [Jackson, 1999]
∇2E(r, t)− 1
c2
∂2E(r, t)
∂t2
= 0. (2.4)
where ∇2 =
(
∂2
∂x2
, ∂
2
∂y2
, ∂
2
∂z2
)
is the Laplace operator.
In order to quantise the field E, the mode amplitudes ask, which have so far
been complex numbers, now become operators. We denote this by the symbol ·ˆ.
The quantised electric field is now given by
Eˆ(r, t) =
∑
s
∑
k
[
Eskaˆskuk(r, t) + E∗skaˆ†sku∗k(r, t)
]
, (2.5)
where aˆ†sk is the Hermitian conjugate of the operator aˆsk. The operators aˆ
†
sk and
aˆsk are the mode operators of the field and, as is implicit in Eq. (2.5), they are
not Hermitian. The electric field is a bosonic field and therefore the field operators
aˆ†sk, aˆsk obey the bosonic commutation relations [Walls and Milburn, 2008][
aˆsk, aˆ
†
s′k′
]
= δs,s′δk,k′ , (2.6)
and [
aˆ†sk, aˆ
†
s′k′
]
= [aˆsk, aˆs′k′ ] = 0. (2.7)
For convenience we shall write the electric field E as the sum of two terms
Eˆ(r, t) = Eˆ(+)(r, t) + Eˆ(−)(r, t), (2.8)
where
Eˆ(+)(r, t) =
∑
s
∑
k
Eskaˆskuk(r, t), (2.9)
and Eˆ(−) = (Eˆ(+))†. Combining Eqs. (2.4) and (2.5) we see that the mode functions
themselves obey the wave equation and are therefore completely determined by the
classical Maxwell theory. For the cavity previously defined, the appropriate mode
functions are the plane wave modes [Walls and Milburn, 2008]
uk(r, t) =
1√
V
ei(k·r−ωkt), (2.10)
where ωk = c|k| and V = LxLyLz. The mode functions form a complete orthonormal
set, which can be seen by taking∫
V
dru∗k(r, t)uk′(r, t) =
1
V
∫
V
d3r ei(k−k
′)·r−i(ωk−ωk′ )t
= δ3(k− k′). (2.11)
The mode operators play an important role in quantum optics. For reasons
that will become apparent, the operators aˆ† and aˆ are referred to as the creation
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and annihilation operators, respectively. From Eq. (2.9) and the relation Eˆ(−) =
(Eˆ(+))†, we see that the operators Eˆ(−) and Eˆ(+) are proportional to the creation
and annihilation operators respectively.
Taking the limit Lx, Ly, Lz →∞, the plane wave mode functions extend over all
of space-time and are therefore unphysical as a description of an observable state.
We can use superpositions of the plane wave modes to effectively “localise” the
electric field modes to regions of space-time. These localised modes are referred to
as wave packets and can also form complete orthonormal sets.
2.2 States of the electromagnetic field
We now present some of the more commonly used bases to describe the state of
the electromagnetic field and discuss some of their properties. As with all quantum
systems, any basis may be used to express the state. However, certain problems
become much simpler when expressed in a particular choice of basis. The procedure
of quantisation has the effect of discretising the electric field. As such, the field
cannot be incrementally increased and can only increase by certain finite amounts.
These amounts are the quanta of the field, in the case of the electromagnetic field
these quanta are known as photons. A convenient basis that reflects this quantisation
is the Fock basis, also referred to as the number basis. Classically, the Hamiltonian
density is given by [Kok and Lovett, 2010]
H = ε0
2
E · E + 1
2µ0
B ·B, (2.12)
which gives the total energy of the electromagnetic field. By substituting the quan-
tum mechanical form for the electric field, Eq. (2.5), making use of the relation
Bˆ = 1
ω
k × Eˆ, and taking the integral over the entire volume V , we arrive at the
total energy, or Hamiltonian operator,
Hˆ =
∫
V
[
ε0
2
Eˆ2 +
1
2µ0
Bˆ2
]
d3r
=
∑
s
∑
k
~ωk
[
aˆ†skaˆsk +
1
2
]
. (2.13)
To elucidate the role of the operators aˆ†sk and aˆsk we write the eigenvalue equation
for the Hamiltonian as Hˆ|n〉 = En|n〉 and then evaluate
Hˆaˆ†s′k′ |n〉 =
∑
s
∑
k
~ωk
[
aˆ†skaˆsk +
1
2
]
aˆ†s′k′|n〉
=
∑
s
∑
k
~ωk
[
aˆ†sk(δs,s′δk,k′ + aˆ
†
s′k′ aˆsk) +
aˆ†s′k′
2
]
|n〉
= aˆ†s′k′
[
~ωk′ +
∑
s
∑
k
~ωk
(
aˆ†skaˆsk +
1
2
)]
|n〉
= (~ωk′ + En)aˆ†s′k′ |n〉, (2.14)
where we have used Eqs. (2.6) and (2.7). Eq. (2.14) demonstrates that the state
aˆ†s′k′|n〉 is also an eigenstate of the Hamiltonian with eigenvalue En+~ωk′ . Similarly,
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we find that the state aˆs′k′ |n〉 is an eigenstate of the Hamiltonian with eigenvalue
En − ~ωk′ . It is for this reason that the operators aˆ†s′k′ and aˆs′k′ are referred to
as the creation and annihilation operators, since they fulfil the role of adding and
subtracting an amount of energy equal to ~ωk′ from the system. This is the basis of
the quantum theory of light.
We notice from Eq. (2.13) that the total energy is the sum of operators of the
form ~ωk[aˆ†skaˆsk + 1/2]. The total energy is therefore the sum of the energy for
each mode. Concentrating on a single mode, we can drop the subscripts ks and
write the energy of a single mode as ~ω[aˆ†aˆ + 1/2]. We now see that the operator
aˆ†aˆ is proportional to the single mode energy operator. We therefore expect the
eigenstates to be the same for both operators. We write
aˆ†aˆ|n〉 = n|n〉, (2.15)
multiplying by ~ω and adding 1
2
~ω|n〉 we find
~ωaˆ†aˆ|n〉 + 1
2
~ω|n〉 = ~ω
(
n+
1
2
)
|n〉. (2.16)
The eigenvalue of the operator aˆ†aˆ is therefore equal to the number of photons in the
state. We therefore refer to this operator as the number operator and often write it
as aˆ†skaˆsk = nˆsk. The eigenstates |n〉 form a complete orthonormal set
〈n|m〉 = δn,m. (2.17)
The effect of creation and annihilation operators on the state |n〉 can now be de-
termined. Since the annihilation operator destroys a photon, the action of the
annihilation operator on the state |n〉 will be [Gerry and Knight, 2006]
aˆ|n〉 ∝ |n− 1〉 (2.18)
⇒ aˆ|n〉 = kn|n− 1〉.
To determine the constant of proportionality kn, which is potentially complex due
to the non-Hermitian nature of aˆ, we multiply Eq. (2.18) on the left by its complex
conjugate
(aˆ|n〉)†aˆ|n〉 = 〈n|aˆ†aˆ|n〉 = 〈n|nˆ|n〉 = n〈n|n〉 = n = |kn|2. (2.19)
We therefore have the freedom to choose the phase of kn and the usual choice
is kn =
√
n. From the above relation 〈n|aˆ†aˆ|n〉 = n we see that n is positive.
We also find the self-evident relation aˆ|0〉 = 0, which asserts the impossibility of
having states with negative photon number. By performing the same calculation as
Eq. (2.19) with aˆ†|n〉 we arrive at the pair of relations
aˆ|n〉 = √n|n− 1〉 (2.20)
aˆ†|n〉 = √n+ 1|n+ 1〉. (2.21)
And we see explicitly that the operators aˆ† and aˆ play the role of creating and
annihilating photons.
Another important state of the electromagnetic field is the thermal state. Unlike
the number states, the thermal state is not a state of definite photon number. The
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thermal state is also not a pure state and therefore cannot be described by a state
vector |ψ〉 but must instead be written as a density operator ρ. Density operators
describe mixed states, which are quantum states with classical statistical uncertain-
ties as opposed to purely quantum uncertainty. To demonstrate the necessity for
the density operator formalism we consider the expectation value of an operator Oˆ
〈Oˆ〉 = 〈ψ|Oˆ|ψ〉 =
n∑
i=1
〈ψ|i〉〈i|Oˆ|ψ〉 =
n∑
i=1
〈i|Oˆ|ψ〉〈ψ|i〉 = Tr[Oˆ|ψ〉〈ψ|], (2.22)
where we have used the complete orthonormal basis |i〉 and Tr[·] denotes the trace
operation. The statistical uncertainty in our state manifests itself as a statistical
uncertainty of the expectation value. Moreover, if the state is a statistical mixture
of states |ψj〉 with probability pj, the expectation value will be
〈Oˆ〉 =
∑
j
pjTr[Oˆ|ψj〉〈ψj|] = Tr
[∑
j
pj|ψj〉〈ψj|Oˆ
]
≡ Tr[ρOˆ], (2.23)
where we have used the linearity of the trace operation and defined ρ =
∑
j pj|j〉〈j|.
Eq. (2.23) shows how expectation values are calculated using the density opera-
tor. The density operator for any physical state must satisfy the following three
conditions [Holevo, 2011]
Tr[ρ] = 1, (2.24a)
ρ† = ρ, (2.24b)
ρ ≥ 0. (2.24c)
For a state in thermal equilibrium, the density operator is given by [Fano, 1957]
ρ =
exp
(
−βHˆ
)
Tr
[
exp
(
−βHˆ
)] , (2.25)
where β = 1/kBT . Using Eq. (2.13) we find
ρ =
exp
(
−∑s,k β~ωk(nˆsk + 12))
Tr
[
exp
(
−∑s′,k′ β~ωk′(nˆs′k′ + 12))] =
exp
(
−∑s,k β~ωknˆsk)
Tr
[
exp
(
−∑s′,k′ β~ωk′nˆs′k′)] . (2.26)
Since 〈m|f(nˆ)|n〉 = f(n)δn,m, any operator that is a function of the number operator
is diagonal in the number basis. We therefore evaluate the density operator in the
number basis. First we evaluate the denominator, which, being the trace of an
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operator (i.e. a number), is the normalisation of the state ρ
Tr
[
exp
(
−
∑
s′,k′
β~ωk′nˆs′k′
)]
=
∏
s,k
∑
nsk
〈nsk|exp
(
−
∑
s′,k′
β~ωk′nˆs′k′
)
|nsk〉
=
∏
s,k
∑
nsk
〈nsk|
∏
s′,k′
exp (−β~ωk′nˆs′k′) |nsk〉
=
∏
s,k
∑
nsk
∏
s′,k′
exp (−β~ωk′ns′k′) δs,s′δk,k′〈nsk|nsk〉
=
∏
s,k
∑
nsk
exp (−β~ωknsk)
=
∏
s,k
1
1− e−β~ωk . (2.27)
Therefore, the density operator is
ρ =
⊗s,kexp (−β~ωknˆsk)∏
s′,k′(1− e−β~ωk′ )−1
= ⊗s,k
∑
nsk
(1− e−β~ωk)exp (−β~ωknˆsk) |nsk〉〈nsk|
= ⊗s,k
∑
nsk
(1− e−β~ωk)exp (−β~ωknsk) |nsk〉〈nsk|, (2.28)
from which we see directly that the density operator takes the form, ρ = ⊗s,kρsk.
The density operator for a thermal state naturally separates into a product over
density operators associated with each mode. Another useful form for ρ comes from
evaluating 〈nˆsk〉
〈nˆsk〉 = Tr
[∑
nsk
(1− e−β~ωk)exp (−β~ωknsk) nˆsk|nsk〉〈nsk|
]
=
∑
nsk
(1− e−β~ωk)exp (−β~ωknsk)nsk
=
1
eβ~ωk − 1 . (2.29)
We now find
e−β~ωk =
〈nˆsk〉
1 + 〈nˆsk〉 , (2.30)
and therefore
ρsk =
∑
n
〈nˆsk〉n
(1 + 〈nˆsk〉)n+1 |n〉〈n|. (2.31)
It is interesting to note at this point that the density operator ρ depends only on
one parameter, namely the temperature T .
For reasons that will become clear later, the thermal state is often described as
incoherent radiation. In contrast, there exists another state of the electromagnetic
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field known as the coherent state. Coherent states play a particularly important
role in quantum optics as they are the eigenstates of the annihilation operator and
are also the output states of a laser operating well above threshold [Barnett and
Radmore, 1997]. Unlike thermal states, coherent states are pure and therefore do
not require the density operator formalism. In the number basis the coherent state
is written as
|α〉 = e− |α|
2
2
∞∑
n=0
αn√
n!
|n〉, (2.32)
where α is a complex number. With the use of Eq. (2.20) this gives
aˆ|α〉 = e− |α|
2
2
∞∑
n=0
αn√
n!
aˆ|n〉
= e−
|α|2
2
∞∑
n=0
αn√
n!
√
n|n− 1〉
= e−
|α|2
2
∞∑
n=1
αn√
(n− 1)! |n− 1〉
= αe−
|α|2
2
∞∑
n=0
αn√
n!
|n〉
= α|α〉. (2.33)
An important feature of the coherent states is the so called over-completeness. We
might expect that the generalisation of the completeness relation to the continuous
variable α to be
∫ |α〉〈α| d2α = I, however, because of the over-completeness of the
states |α〉 this requires modification [Barnett and Radmore, 1997]. Writing α = reiφ
and using Eq. (2.32), we find∫
|α〉〈α| d2α =
∫ ∞
0
r dr
∫ 2pi
0
dφ e−r
2
∞∑
n,m=0
rn+m
eiφ(n−m)√
n!m!
|n〉〈m| (2.34a)
= 2pi
∫ ∞
0
r dr e−r
2
∞∑
n,m=0
rn+m
δn,m√
n!m!
|n〉〈m| (2.34b)
= 2pi
∞∑
n=0
∫ ∞
0
r dr e−r
2 r2n
n!
|n〉〈n| (2.34c)
= pi
∞∑
n=0
|n〉〈n| (2.34d)
= piI, (2.34e)
where we have used the definition of the Kronecker delta in Eq. (2.34b) and the
standard integral
∫∞
0
exp(−ar2)rn dr = k!/(2ak+1), n = 2k + 1, k ∈ Z, a > 0 .
This proves that
1
pi
∫
|α〉〈α| d2α = I, (2.35)
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which is a consequence of the over-completeness of the coherent states |α〉.
Another interesting and useful consequence of the over-completeness is that any
traceable operator Oˆ can be expressed in the coherent state basis using only the
matrix elements 〈α|Oˆ|α〉 [Jordan, 1964], the over-completeness of |α〉 allowing it to
probe the off diagonal elements of Oˆ. The representation of operators in this form
is known as the diagonal coherent state representation or the P -representation. The
operator Oˆ is expressed in terms of the P -representation by
Oˆ =
∫
P (α)|α〉〈α| d2α , (2.36)
where P (α) is a quasi-probability distribution which determines the weighting of the
operator Oˆ across the complex α plane. Using Eq. (2.36) we can express the density
operator in the P -representation, in this form evaluation of expectation values is
reduced to integration, sometimes simplifying the problem (see appendix A). We
will make use of this representation later when evaluating expectation values. We
note in passing that the coherent states presented here are part of a broader class of
generalised coherent states, which can be constructed for an arbitrary Lie algebra,
all of which share the over-completeness property [Perelomov, 1986].
2.3 Optical coherence
The concept of optical coherence is closely related to the concept of statistical cor-
relation. When we measure radiation, we typically only come to certain statistical
conclusions. Whether the statistical uncertainties come from the inability to char-
acterise the huge number of interactions in the system, such as for thermal light, or
whether it is due to fundamental quantum uncertainties, such as trying to measure
the coherent state in the Fock basis, these uncertainties are almost always present.
We begin by examining optical coherence for classical fields and then develop the
theory for quantum fields. The most famous experiment demonstrating optical
coherence is Young’s double slit experiment. The simplicity of the experimental ar-
rangement allows for a simple yet effective description to be made. Consider Young’s
arrangement, with two secondary sources of radiation and a screen some distance R
away on which to measure the intensity, see Fig. 2.2. The instantaneous intensity of
the light on the screen as a function of the transverse coordinate x is given by the
modulus squared of the electric field
I(x, t) = |E(x, t)|2. (2.37)
Due to the superposition principle [Hecht and Zajac, 1980], the electric field at the
point (x, t) is the sum of the fields from the two sources
I(x, t) ∝ |E1(x, t) + E2(x, t)|2 , (2.38)
where the subscript in Ei denotes that the field originated in source i. Assuming
that the sources are point-like, producing spherical waves, we can simply relate the
fields in Eq. (2.38) to the fields emitted in the source plane at earlier points in
time [Born and Wolf, 1980]
I(x, t) = |κ1E1(rS1 , t−R1/c) + κ2E2(rS2 , t−R2/c)|2 , (2.39)
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Figure 2.2: Young’s double slit experiment. Two secondary sources emit radiation
into the far field which is measured on the screen at a distance R. The vector rSi
gives the position of the ith source relative to the origin O and the vector r gives
the position on the screen. Choosing the screen to parallel to the x axis we can
uniquely determine the position on the screen by the single continuous variable x,
which labels the displacement from the central axis (dashed line). The distances d1
and d2 measure the displacement of the primary source S and the maximum value
of x from the central axis respectively.
where Ri = |rSi − r| and κ1, κ2 are purely imaginary, time independent factors that
depend on the geometry of the arrangement [Mandel and Wolf, 1995] 1. Taking
the average with respect to the time variable t, and assuming that the sources are
stationary2, we find that the average of the intensity is
〈I(x)〉 = |κ1|2〈I1(rS1)〉+ |κ2|2〈I2(rS2)〉
+ 2 Re (κ∗1κ2〈E∗1(rS1 , t−R1/c)E2(rS2 , t−R2/c)〉) . (2.40)
The term 〈E∗1(rS1 , t−R1/c)E2(rS2 , t−R2/c)〉 is the cross-correlation of the fields from
the two sources. Unlike the terms 〈Ii(rSi)〉, which correspond to the autocorrelation
of the electric field from the ith source with itself, the cross correlation term will
in general be a complex number. The first two terms give the contribution to the
far field intensity from the individual sources at rS1 and rS2 . As such we may write
〈Ii(x)〉 = |κi|2〈Ii(rSi)〉. Additionally, since κ1 and κ2 are purely imaginary with
identical phase, we find
κ∗1κ2 =
√
|κ∗1κ2|2 =
√
|κ1|2|κ2|2 =
√
〈I1(x)〉
〈I1(rS1)〉
〈I2(x)〉
〈I2(rS2)〉
(2.41)
This then gives us for the intensity at position x
〈I(x)〉 = 〈I1(x)〉+ 〈I2(x)〉+ 2[〈I1(x)〉〈I2(x)〉] 12 Re (γ(rS1 , rS2 , τ)) , (2.42)
1From Kirchoff’s diffraction formula we find Ej(x, t) = − i2λRj (1 + cosχj)Ej(rSj , t − Rj/c),
where the prefactor is κj , χj is the angle between the vectors rSj − OS and rSj − r. For small
displacements d1 and d2 (see Fig. 2.2) we find cosχ1,2 ≈ 1.
2Stationarity implies that the statistical properties of the field are independent of time.
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where τ = 1
c
|R1 −R2| and the function γ(y1, y2, τ) is defined as
γ(rS1 , rS2 , τ) =
〈E∗1(rS1 , t)E2(rS2 , t+ τ)〉
[〈E∗1(rS1)E1(rS1)〉]
1
2 [〈E∗2(rS2)E2(rS2)〉]
1
2
≡ 〈E
∗
1(rS1 , t)E2(rS2 , t+ τ)〉
[〈I1(rS1)〉]
1
2 [〈I2(rS2)〉]
1
2
.
(2.43)
The function γ(rS1 , rS2 , τ) is referred to as the complex degree of coherence and
is used extensively to characterise coherence phenomena. If the two sources are
independent then 〈E∗1(rS1 , t)E2(rS2 , t + τ)〉 = 〈E∗1(rS1 , t)〉〈E2(rS2 , t + τ)〉, which is
equal to 0 for zero mean fields. The complex degree of coherence also obeys the
relation
0 ≤ |γ(rS1 , rS2 , τ)| ≤ 1, (2.44)
where the extremal values 0 and 1 correspond to completely uncorrelated and com-
pletely correlated, respectively.
2.4 Quantum theory of coherence
Consider the detection of a single photon of polarisation λ by a detector at position
r and time t. Typically, the measurement of a photon is achieved by its absorption.
The photon is therefore destroyed and the measurement is described by the action of
the operator Eˆ
(+)
λ (r, t) on the initial state |ψi〉. If we are ignorant of the final state of
the system, |ψf〉, then the total probability of detecting the photon is proportional
to [Glauber, 1963c] ∑
ψf
|〈ψf |Eˆ(+)(r, t)|ψi〉|2, (2.45)
where the sum is over all possible final states of the system and we have dropped the
subscript λ, assuming that we are only considering photons of a certain polarisation.
This leads to∑
ψf
|〈ψf |Eˆ(+)(r, t)|ψi〉|2 =
∑
ψf
〈ψi|Eˆ(−)(r, t)|ψf〉〈ψf |Eˆ(+)(r, t)|ψi〉
= 〈ψi|Eˆ(−)(r, t)Eˆ(+)(r, t)|ψi〉, (2.46)
where we have assumed that the set of final states is complete. If the final states do
not constitute a complete set, then we may arbitrarily extend the set to a complete
set, since the inner product of any additional states with the state Eˆ(+)(r, t)|ψi〉 will
be zero. In accordance with Eqs. (2.22) and (2.23), the probability of detection for
a mixed state is
Tr[ρEˆ(−)(r, t)Eˆ(+)(r, t)]. (2.47)
Measurement of the operator Eˆ(−)(r, t)Eˆ(+)(r, t) evaluates the photon intensity of
the field at the point r and time t. It is often the case that measurements of
the photon intensity do not actually require the quantum mechanical description
of light. In these instances, any prediction of the outcome of a photon intensity
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measurement can be replicated by treating the electromagnetic field as a classical
field (see appendix A). However, in general a fully quantum mechanical description
of the field is necessary and predictions of intensity measurement outcomes cannot
be predicted with a classical description of the electromagnetic field.
Measurements of the intensity are not the only measurements we can make. In
fact, intensity measurements belong to a more general class of measurements, of
which the intensity operator is merely the simplest. We will examine these mea-
surements in detail shortly but first we will describe the first measurement of this
kind and then generalise the theory. In 1956 Hanbury Brown and Twiss discov-
ered a new type of intensity measurement known as intensity interferometry or
coincidence counting [Brown and Twiss, 1956a]. Instead of simply determining the
photon intensity at a set of points independently, a coincidence measurement si-
multaneously measures the photon intensity at two separate points, r1 and r2, and
registers a “click” when the two detectors register photons coincidentally. As pointed
out by Glauber [Glauber, 1963c], the total probability of detection, analogously to
Eq. (2.45), is proportional to∑
ψf
|〈ψf |Eˆ(+)(r1, t)Eˆ(+)(r2, t)|ψi〉|2. (2.48)
We now find that the probability of a coincidence detection event is given by
〈ψi|Eˆ(−)(r2, t)Eˆ(−)(r1, t)Eˆ(+)(r1, t)Eˆ(+)(r2, t)|ψi〉, (2.49)
or, more generally,
Tr[ρEˆ(−)(r2, t)Eˆ(−)(r1, t)Eˆ(+)(r1, t)Eˆ(+)(r2, t)]. (2.50)
The detection events described by Eqs. (2.49) and (2.50) are two spatially delocalised
photon intensity measurements. We can immediately generalise these measurements
to allow for a temporal delay between detections obtaining
Tr[ρEˆ(−)(r2, t2)Eˆ(−)(r1, t1)Eˆ(+)(r1, t1)Eˆ(+)(r2, t2)]. (2.51)
If the fields Eˆ(+)(r1, t1) and Eˆ
(+)(r2, t2) are stationary then the probability depends
only on the difference τ = t2 − t1.
Following an identical line of reasoning, we find that the detection probability
for an n-fold detection at the space-time points r1, t1, . . . , rn, tn is proportional to
〈Eˆ(−)(rn, tn) . . . Eˆ(−)(r1, t1)Eˆ(+)(r1, t1) . . . Eˆ(+)(rn, tn)〉. (2.52)
These expectation values appear frequently in quantum optics and therefore have
their own name and notation. The expectation in Eq. (2.52) is known as the nth
order intensity correlation function and is denoted as
G(n)(r1, t1; . . . ; rn, tn) = 〈Eˆ(−)(rn, tn) . . . Eˆ(−)(r1, t1)Eˆ(+)(r1, t1) . . . Eˆ(+)(rn, tn)〉.
(2.53)
To ease the notation slightly, we can make use of the normal ordering notation.
Normal ordering of operators places all annihilation operators to the right and all
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creation operators to the left. For example, the normal ordering of the product
aˆ†aˆaˆaˆ†aˆ is
:aˆ†aˆaˆaˆ†aˆ: = aˆ†aˆ†aˆaˆaˆ, (2.54)
where the :·: denotes that the operator product is to be normally ordered. The
re-ordering is done without the use of the commutation relations and is therefore
different to the result obtained when the commutation relations are used to reorder
the operators. Using the normal ordering notation we can write the nth order inten-
sity correlation as
G(n)(r1, t1; . . . ; rn, tn) =
〈
:
n∏
i=1
Eˆ(−)(ri, ti)Eˆ(+)(ri, ti) :
〉
. (2.55)
The intensity correlations are actually a special case of a more general class of
correlation functions. Following the notation of Mandel and Wolf we write these
correlation functions as [Mandel and Wolf, 1995]
Γ(N,M)(r1, t1, . . . , rN , tN ; r
′
M , t
′
M , . . . , r
′
1, t
′
1) =
〈Eˆ(−)(r1, t1) . . . Eˆ(−)(rN , tN)Eˆ(+)(r′M , t′M) . . . Eˆ(+)(r′1, t′1)〉. (2.56)
The function Γ(N,M)(r1, t1, . . . , rN , tN ; r
′
M , t
′
M , . . . , r
′
1, t
′
1) is the expectation of the
normally ordered set of N creation operators at the space-time points r1, t1, . . . rN , tN
and M annihilation operators at the space-time points r′1, t
′
1, . . . r
′
M , t
′
M . We see
immediately that the intensity correlation functions G(n) are related to the function
Γ(N,M) by
G(n)(r1, t1; . . . ; rn, tn) = Γ
(n,n)(r1, t1, . . . , rn, tn; rn, tn, . . . , r1, t1). (2.57)
We can also introduce the normalised nth order intensity correlations, defined as
g(n)(r1, t1; . . . ; rn, tn) =
〈
:
∏n
i=1 Eˆ
(−)(ri, ti)Eˆ(+)(ri, ti) :
〉
∏n
j=1〈Eˆ(−)(rj, tj)Eˆ(+)(rj, tj)〉
, (2.58)
or in terms of the generalised correlation functions,
g(n)(r1, t1; . . . ; rn, tn) =
Γ(n,n)(r1, t1, . . . , rn, tn; rn, tn, . . . , r1, t1)∏n
j=1 Γ
(1,1)(rj, tj; rj, tj)
. (2.59)
We saw earlier in section 2.3 that the important quantity in explaining the presence
of interference fringes in a double slit experiment is the complex degree of coherence
γ(x1, x2, τ). In the quantum theory, the analogous function is given by
γ(1,1)(r1, t1; r2, t2) =
Γ(1,1)(r1, t1; r2, t2)
[Γ(1,1)(r1, t1; r1, t1)Γ(1,1)(r2, t2; r2, t2)]
1
2
. (2.60)
From the operator form of the Cauchy-Schwarz inequality [Titulaer and Glauber,
1965], |〈A†B〉|2 ≤ 〈A†A〉〈B†B〉, we find
|Γ(1,1)(r1, t1; r2, t2)| ≤ [Γ(1,1)(r1, t1; r1, t1)Γ(1,1)(r2, t2; r2, t2)] 12 , (2.61)
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from which it follows that
0 ≤ |γ(1,1)(r1, t1; r2, t2)| ≤ 1. (2.62)
Again, for stationary fields the temporal dependence of γ(1,1)(r1, t1; r2, t2) will be
strictly through the difference τ = t2 − t1 and we may write
γ(1,1)(r1, t1; r2, t2) = γ
(1,1)(r1, r2, τ). (2.63)
The maximal value of |γ(1,1)(r1, t1; r2, t2)| is obtained when equality holds in Eq. (2.61).
From Eq. (2.56) we find that this condition is equivalent to
|〈Eˆ(−)(r1, t1)Eˆ(+)(r2, t2)〉|2 = 〈Eˆ(−)(r1, t1)Eˆ(+)(r1, t1)〉〈Eˆ(−)(r2, t2)Eˆ(+)(r2, t2)〉,
(2.64)
which is satisfied if
|〈Eˆ(−)(r1, t1)Eˆ(+)(r2, t2)〉|2 = |c∗(r1, t1)c(r2, t2)|2
= c∗(r1, t1)c(r2, t2)c(r1, t1)c∗(r2, t2)
= c∗(r1, t1)c(r1, t1)c∗(r2, t2)c(r2, t2)
= 〈Eˆ(−)(r1, t1)Eˆ(+)(r1, t1)〉〈Eˆ(−)(r2, t2)Eˆ(+)(r2, t2)〉,
(2.65)
where the c’s are complex numbers. We see that this holds for any state |ψ〉 which
is an eigenstate of the operator Eˆ(+)
Eˆ(+)(r2, t2)|ψ〉 = c(r2, t2)|ψ〉. (2.66)
Since Eˆ(+) is proportional to the annihilation operator, |γ(1,1)(r1, t1; r2, t2)| = 1 for
the eigenstates of the annihilation operator.
2.5 The Gaussian moment theorem
The Gaussian moment theorem decomposes the expectation of a product of zero
mean, Gaussian distributed (normally distributed) random variables into a sum of
products of the expectation of pairs of the variables. We will find it particularly
useful in the forthcoming chapters to make use of the Gaussian moment theorem
when evaluating correlation functions. We will now prove the Gaussian moment
theorem in the context of normally ordered quantum expectation values. First we
state the theorem in its original form for completeness.
The statement of the theorem requires the concept of pairings, which we briefly
explain before stating the theorem. Given n objects x1, . . . , xn we denote by Pn all
possible pairings of the n objects. In order for this to make sense we assume that
n is even such that none of the objects are left unpaired. For example for the four
objects i1, i2, i3 and i4 the set of all pairings is
P4 = {[(i1, i2), (i3, i4)], [(i1, i3), (i2, i4)], [(i1, i4), (i2, i3)]}. (2.67)
An element of this set is understood to mean one of the terms in the square brackets
[·] and we index the terms in an element by (j), j = 1 . . . n, for example if σ is the
second element of P4 we write σ = P4(2) = [(i1, i3), (i2, i4)] and σ(1) = i1, σ(2) = i3,
σ(3) = i2 and σ(4) = i4. Using this definition we can now write the Gaussian
moment theorem as follows [Mandel and Wolf, 1995],
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Theorem 1. Given n normally distributed random variables xi1 , . . . , xin with first
moments 〈xi1〉, . . . , 〈xin〉, the expectation value of the product of centred variables
∆xij = xij − 〈xij〉 is given by
〈∆xi1∆xi2 . . .∆xin〉 =
{
0 if n odd∑
σ∈Pn〈∆xσ(1)∆xσ(2)〉 . . . 〈∆xσ(n−1)∆xσ(n)〉 if n even
,
(2.68)
where Pn is the set of all (2n)!/(2nn!) pairings of the n objects {i1, . . . , in}.
To demonstrate the usefulness of the Gaussian moment theorem for normally
ordered quantum expectation values, it is convenient to first prove the optical equiv-
alence theorem. Consider a function of the creation and annihilation operators,
f(aˆ, aˆ†) =
∑
n,m
bnmaˆ
†naˆm, (2.69)
where each term is normally ordered. If we evaluate the expectation value of this
operator making use of the P -representation, we find
〈f(aˆ, aˆ†)〉 = Tr[ρf(aˆ, aˆ†)]
= Tr
[∫
d2αPρ(α)|α〉〈α|
∑
n,m
bnmaˆ
†naˆm
]
=
∫
d2αPρ(α)
∑
n,m
bnmTr[aˆ
m|α〉〈α|aˆ†n]
=
∫
d2αPρ(α)
∑
n,m
bnmα
mα∗n
=
∫
d2αPρ(α)f(α, α
∗). (2.70)
We see that the expectation value is equivalent to the averaging of the function
f(α, α∗) over the complex plane with the Pρ(α) function playing the role of a weight-
ing function. This is reminiscent of the classical average of the function f(α, α∗) with
Pρ(α) the probability density function. This is known as the optical equivalence theo-
rem, and states that the expectation value of any normally ordered product operator
can be replaced by the average of the function produced by replacing all creation
and annihilation operators by complex random variables α∗ and α respectively.
The P -representation is of particular importance for evaluating the expectation
value of normally ordered operators. Sometimes we may find ourselves confronted
with an operator which is not in normal ordered form. It may turn out that ap-
plying the commutation relations to normal order the operator is straightforward,
generally however, this may not be the case. Therefore it is worth noting the corre-
sponding procedures used for other common orderings. Firstly, when the operator is
anti-normally ordered (all creation operators to the right of annihilation operators)
we find that the analogous version of Eq. (2.70) requires the use of the weight-
ing function Qρ(α), the Husimi or Q-representation. Similarly, when the operators
are symmetrically ordered, the weighting function becomes the Wigner function,
Wρ(α) [Cahill and Glauber, 1969]. All of these functions, Pρ(α), Qρ(α) and Wρ(α),
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represent probability density-like functions which describe the distribution of the
state in the complex α plane. Due to the fact that the coherent states are not or-
thogonal, neither Pρ(α), Qρ(α) or Wρ(α) corresponds to the probability density of
finding the state in the coherent state |α〉〈α|. The functions P , Q and W therefore
cannot correspond to true probability distribution functions [Gnedenko, 1962]. In
addition, under certain conditions the functions P and W can take negative val-
ues in certain regions of the complex α plane, which is also not permitted for a
true probability distribution function [Gnedenko, 1962]. We therefore refer to P ,
Q and W as quasi-probability functions. A full account of the usefulness of these
quasi-probability distributions in quantum optics is given in appendix A.
With the P -representation in mind, we consider again the intensity correlation
functions of section 2.4. By the optical equivalence theorem we may write [Mandel
and Wolf, 1995]
G(n)(r1, t1; . . . ; rn, tn) =
〈
:
n∏
i=1
Eˆ(−)(ri, ti)Eˆ(+)(ri, ti) :
〉
=
〈
n∏
i=1
E(−)(ri, ti)E(+)(ri, ti)
〉
P
, (2.71)
where E(±)(ri, ti) are now the eigenvalues of the operator Eˆ(±)(ri, ti), and we have
dropped the normal ordering notation since all of the eigenvalues commute. The
notation 〈·〉P reminds us that the expectation value is now the classical expectation
value taken with respect to the weighting function Pρ(α). In accordance with the
optical equivalence theorem, these eigenvalues are complex random variables. If
the function Pρ(α) takes on the form of a Gaussian distribution, then the random
variables E(+)(ri, ti) and E
(−)(ri, ti) will be Gaussian random variates. For complex,
Gaussian random variables zj [Reed, 1962] we have
〈∆z∗1 . . .∆z∗N∆zN+1 . . .∆zN+M〉 =
{
0 if N 6= M∑
σ∈SN 〈∆z∗1∆zσ(1)〉 . . . 〈∆z∗n∆zσ(n)〉 if N = M
= δN,M
∑
σ∈SN
N∏
i=1
〈∆z∗i ∆zσ(i)〉, (2.72)
where SN is the symmetric group containing all N ! permutations of N objects.
This then leads to the Gaussian moment theorem in the context of quantum me-
chanical expectation values and we find, for a state with a zero mean, Gaussian
P -representation,
G(n)(r1, t1; . . . ; rn, tn) =
∑
σ∈Sn
n∏
i=1
Γ(1,1)(ri, ti; rσ(i), tσ(i)). (2.73)
The higher order intensity correlations for quantum states with a Gaussian P -
representation are therefore entirely determined by the second order degree of co-
herence. The normalised intensity correlations can also be decomposed into lower
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order moments,
g(n)(r1, t1; . . . ; rn, tn) =
G(n)(r1, t1; . . . ; rn, tn)∏n
j=1 Γ
(1,1)(rj, tj; rj, tj)
=
∑
σ∈Sn
∏n
i=1 Γ
(1,1)(ri, ti; rσ(i), tσ(i))∏n
j=1 Γ
(1,1)(rj, tj; rj, tj)
=
∑
σ∈Sn
n∏
i=1
Γ(1,1)(ri, ti; rσ(i), tσ(i))
Γ(1,1)(ri, ti; ri, ti)
=
∑
σ∈Sn
n∏
i=1
γ(1,1)(ri, ti; rσ(i), tσ(i)), (2.74)
where we see that it is now the complex degree of coherence γ(1,1)(ri, ti; rσ(i), tσ(i))
that determines all the higher order normalised intensity correlation functions. Al-
though superficially different from the form given in Theorem 1, the complex version
of the Gaussian moment theorem Eq. (2.72), is particularly useful in quantum optics
where the variables we encounter are frequently complex.
2.6 Correlations in the far field
So far we have considered how to express the various types of correlations that may
exist in the electromagnetic field. We now consider the effect of propagation on
these correlations and derive formulas that can be used to determine the correla-
tions of the field once it has propagated away from the radiation source. To derive
the propagation formulas for the mutual coherence function Γ(r1, t1; r2, t2), we first
derive a pair of wave equations obeyed by Γ(r1, t1; r2, t2) and also a pair of Helmholtz
equations obeyed by the Fourier transform of Γ(r1, t1; r2, t2). Starting from the wave
equation Eq. (2.4), we take the complex conjugate and multiply from the right by
E(r′, t′)
∇2E∗(r, t)E(r′, t′) = 1
c2
∂2E∗(r, t)
∂t2
E(r′, t′). (2.75)
Since the differential operators in the previous equation are taken with respect to r
and t, we can place the factor E(r′, t′) underneath the derivatives. Simultaneously
we take the expectation value to arrive at [Beran and Parrent, 1964]
∇2〈E∗(r, t)E(r′, t′)〉 = 1
c2
∂2〈E∗(r, t)E(r′, t′)〉
∂t2
, (2.76)
where 〈E∗(r, t)E(r′, t′)〉 is the mutual coherence function. In a similar way we can
derive the equation
∇′2〈E∗(r, t)E(r′, t′)〉 = 1
c2
∂2〈E∗(r, t)E(r′, t′)〉
∂t′2
, (2.77)
which gives us the two wave equations
∇2Γ(r, t; r′, t′) = 1
c2
∂2Γ(r, t; r′, t′)
∂t2
(2.78)
∇′2Γ(r, t; r′, t′) = 1
c2
∂2Γ(r, t; r′, t′)
∂t′2
, (2.79)
22 2.7. THE RAYLEIGH DIFFRACTION FORMULA
which the mutual coherence function Γ(r, t; r′, t′) satisfies in free space [Wolf, 1955].
For stationary processes it is typical to write the mutual coherence function as
Γ(r, r′, τ) and, using the definition τ = t′ − t we find
∂
∂t′
=
∂
∂τ
and
∂
∂t
= − ∂
∂τ
(2.80)
which allows us to replace the differential operators ∂2/∂t′2 and ∂2/∂t2 with ∂2/∂τ 2.
We also define the cross spectral density function W (r, r′, ν) as the Fourier transform
of Γ(r, r′, τ)
W (r, r′, ν) =
∫ ∞
−∞
ei2piντΓ(r, r′, τ) dτ . (2.81)
The cross spectral density satisfies the pair of Helmholtz equations in free space
[Klauder and Sudarshan, 1968]
∇2W (r, r′, ν) = −k2W (r, r′, ν) (2.82a)
∇′2W (r, r′, ν) = −k2W (r, r′, ν), (2.82b)
where k = 2piν/c is the wavenumber. Similarly to the mutual coherence function,
the cross spectral density function can also be expressed as an expectation of two
complex fields [Mandel and Wolf, 1995]
W (r, r′, ν) = 〈E ∗(r, ν)E (r′, ν ′)〉δ(ν − ν ′) (2.83)
where E (r, ν) is a solution to the Helmholtz equation and is the Fourier transform
of E(r, t).
2.7 The Rayleigh diffraction formula
The Rayleigh diffraction formula gives the solution to the Helmholtz equation in the
half space z > 0 for a field propagating in the positive z direction as a function of the
values of the field across the entire z = 0 plane, assuming that any sources of the field
are in the opposing half space z ≤ 0 [Mandel and Wolf, 1995]. Fig.2.3 illustrates the
arrangement of the key quantities in the formula. The Rayleigh diffraction formula
is
E (x, y, z) = − 1
2pi
∫ ∞
−∞
∫ ∞
−∞
E (x˜, y˜, 0)
∂
∂z
(
eikR
R
)
dx˜ dy˜ (2.84)
where R2 = (x− x˜)2 + (y− y˜)2 + z2, k = 2piν/c and E is a solution to the Helmholtz
equation. Since W (r, r′, ν) satisfies the Helmholtz Eqs. (2.82a)(2.82b) we can use
the Rayleigh diffraction formula to find the cross spectral density in the half space
z > 0 assuming we know the values of the cross spectral density in the entire plane
z = 0. Applying the Rayleigh diffraction formula to the first argument of W (r, r′, ν)
i.e. r, and keeping r′ constant, we find
W (x, y, z, r′, ν) = − 1
2pi
∫ ∫
W (x˜, y˜, 0, r′, ν)
∂
∂z
(
eikR
R
)
dx˜ dy˜ , (2.85)
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Figure 2.3: The Rayleigh diffraction formula. The sources, S1, S2 and S3, in the half
space z ≤ 0 create the electric field E which propagates into the half space z > 0.
Given knowledge of the field across the whole plane z = 0 the Rayleigh diffraction
formula gives the value of the field E(r) consistent with the wave equation for all
values of r in the half space z > 0.
where k = 2piν/c is the wavenumber. Similarly to the mutual coherence function,
the cross spectral density function can also be expressed as an expectation of two
complex fields [Mandel and Wolf, 1995]
W (r, r′, ν) = 〈E ∗(r, ν)E (r′, ν ′)〉δ(ν − ν ′) (2.83)
where E (r, ν) is a solution to the Helmholtz equation and is the Fourier transform
of E(r, t).
2.7 The Rayleigh diffraction formula
E (r) The Rayleigh diffraction formula gives the solution to the Helmholtz equation
in the half space z > 0 for a field propagating in the positive z direction as a
function of the values of the field across the entire z = 0 plane, assuming that
any sources of the field are in the opposing half space z ≤ 0 [Mandel and Wolf,
1995]. Fig.2.3 illustrates the arrangement of the key quantities in the formula. The
Rayleigh diffraction formula is
E (x, y, z) = − 1
2pi
∫ ∞
−∞
∫ ∞
−∞
E (x˜, y˜, 0)
∂
∂z
(
eikR
R
)
dx˜ dy˜ (2.84)
where R2 = (x− x˜)2+(y− y˜)2+ z2, k = 2piν/c and E is a solution to the Helmholtz
equation. Since W (r, r′, ν) satisfies the Helmholtz Eqs. (2.82a)(2.82b) we can use
the Rayleigh diffraction formula to find the cross spectral density in the half space
z > 0 assuming we know the values of the cross spectral density in the entire plane
z = 0. Applying the Rayleigh diffraction formula to the first argument of W (r, r′, ν)
i.e. r, and keeping r′ constant, we find
W (x, y, z, r′, ν) = − 1
2pi
∫ ∫
W (x˜, y˜, 0, r′, ν)
∂
∂z
(
eikR
R
)
dx˜ dy˜ , (2.85)
Figure 2.3: The Rayleigh diffraction formula. The sources, S1, S2 and S3, in the
half space z ≤ 0 create the field E which propagates into the half space z > 0.
Given knowledge of the field across the whole plane z = 0 the Rayleigh diffraction
formula gives the value of the field E (r) consistent with the Helmholtz equation for
all values of r in the half space z > 0.
where we have dropped the limits on the integral for brevity. Similarly for r′
W (r, x′, y′, z′, ν) = − 1
2pi
∫ ∫
W (r, x˜′, y˜′, 0, ν)
∂
∂z′
(
e−ikR
′
R′
)
dx˜′ dy˜′ , (2.86)
where R′ = |r′ − r˜′| and the minus sign in the exponential comes from taking the
complex conjugate of Eq.(2.84). Substituting Eq. (2.85) into Eq. (2.86) we obtain
W (r,r′, ν) =
1
4pi2
∫ ∫ ∫ ∫
W (r˜, r˜′, ν)
∂
∂z
(
eikR
R
)
∂
∂z′
(
e−ikR
′
R′
)
dx˜ dy˜ dx˜′ dy˜′ . (2.87)
The above equation is an exact formula allowing us to calculate the cross spectral
density at any point in the half space z > 0. To find an approximate formulation
of Eq. (2.86) valid in the far field (R  λ) we first evaluate the derivatives with
respect to z and z′ in the far field
∂
∂z
(
eikR
R
)
' ikze
ikR
R2
and
∂
∂z′
(
e−ikR
′
R′
)
' −ikz
′e−ikR
′
R′2
. (2.88)
Taking the Fourier transform gives
Γ(r, r′, τ) =
1
4pi2
∫ ∫ ∫ ∫
zz′
R2R′2
[∫ ∞
0
e−i2piντk2W (r˜, r˜′, ν)e−ik(R
′−R) dν
]
dx˜ dy˜ dx˜′ dy˜′ .
(2.89)
Concentrating on the term in the square brackets we find∫ ∞
0
exp
[
−i2piν
(
τ +
R′ −R
c
)](
2piν
c
)2
W (r˜, r˜′, ν) dν =
− 1
c2
∫ ∞
0
∂2
∂τ 2
exp
[
−i2piν
(
τ +
R′ −R
c
)]
W (r˜, r˜′, ν) dν . (2.90)
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Exchanging the order of differentiation and integration leads to
− 1
c2
∫ ∞
0
∂2
∂τ 2
exp
[
−i2piν
(
τ +
R′ −R
c
)]
W (r˜, r˜′, ν) dν =
− 1
c2
∂2
∂τ 2
Γ(r˜, r˜′, τ + (R′ −R)/c), (2.91)
and we find for the mutual degree of coherence in the far field
Γ(r, r′, τ) = − 1
4pi2c2
∫ ∫ ∫ ∫
zz′
R2R′2
∂2
∂τ 2
Γ(r˜, r˜′, τ + (R′ −R)/c) dx˜ dy˜ dx˜′ dy˜′ .
(2.92)
The integrals over the variables x˜, y˜, x˜′, and y˜′ all take place over the z = 0 plane
where the mutual degree of coherence is known for all pairs of coordinates.
2.8 Monochromatic approximation
If the fields are monochromatic, or at least approximately so, Eq. (2.92) takes a
much simpler form. Looking back to the term in parenthesis from Eq. (2.89) we
make the approximation∫ ∞
0
exp
[
−i2piν
(
τ +
R′ −R
c
)](
2piν
c
)2
W (r˜, r˜′, ν) dν ≈(
2piν¯
c
)2 ∫ ∞
0
exp
[
−i2piν
(
τ +
R′ −R
c
)]
W (r˜, r˜′, ν) dν (2.93)
where ν¯ is the central frequency of the field. Which leads to the much simpler
expression for Γ(r, r′, τ)
Γ(r, r′, τ) =
( ν¯
c
)2 ∫ ∫ ∫ ∫ zz′
R2R′2
Γ(r˜, r˜′, τ + (R′ −R)/c) dx˜ dy˜ dx˜′ dy˜′ (2.94)
where we no longer require the second derivative of Γ with respect to τ . This covers
the basic ideas of coherence and quantum optics that we shall make frequent use
of in later chapters. In the next chapter we give an account of estimation theory,
which we will again make frequent use of later.
Chapter 3
Estimation Theory
In this section we give an overview of the field of estimation theory, first examining
the classical theory and then exploring the quantum formalism. The fundamental
task of estimation theory is to estimate certain values or parameters, from a set
of data which exhibit a statistical nature. In the classical theory the statistical
aspects of the data can be regarded as occurring due to any number of experimental
uncertainties whereas in the quantum formalism the statistical behaviour is directly
related to the fundamental uncertainty present in a quantum state. A key quantity
in estimation theory is the Fisher information. Here we will derive the form of
the Fisher information and explain it’s relevance to parameter estimation problems.
Analogously, in the quantum regime we encounter the quantum Fisher information.
Again we derive this quantity and explore its relevance.
3.1 Classical estimation theory
The problem of estimating a set of parameters θ = {θ1, . . . , θn} from a set of ob-
servation data x = {x[1], . . . , x[N ]} is the object of classical estimation theory. The
equations which govern how the observed data is used to provide a value for the
parameters θ are known as estimators. Symbolically we write
θˇ = f(x), (3.1)
where we use the caron ·ˇ to denote an estimator. Typically in estimation theory
we use the caret ·ˆ to denote an estimator, however since this was used in the pre-
vious chapter to denote a quantum operator here we will use the caron instead.
The distinction between the actual value of the parameters θ and an estimate θˇ is
crucially important. Whereas the actual value of the parameter θ is a number or
set of numbers, the estimate of the parameter is, in general, a random variable or
set of random variables. Two sets of observation data may be obtained for which
the parameters are equal, θ1 = θ2, but, due to the probabilistic nature of the data,
the exact values of the observations are not equal x1 6= x2. In general the estimates
will not be equal since they are derived from two different data sets using the same
procedure.
The example above demonstrates an important feature of estimators. Since
the values of the parameters are equal, we would like the estimates to be equal.
This would correspond to a perfect estimator, one which, given any data set of
length N , returns the exact values of the parameters. This is clearly an unrealistic
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idealisation. However, when the above example is performed, we expect that the
estimates are at least similar. This leads us to a natural characterisation of the
estimators performance, namely the variance of the estimator.
The aim in estimation theory is to identify an estimator with the smallest possible
variance, therefore leading to estimates that are, on average, as close as they can
be to the actual values θ. In order to achieve this goal, we must know the joint
probability distribution function (PDF) of our data p(x|θ) = p(x[1], . . . , x[N ]|θ),
which gives the probability of obtaining all observations x[1], . . . , x[N ] given the
values of the parameters θ.
3.1.1 The Crame´r-Rao bound
In general it is not possible to state exactly what the variance of our estimator is.
However, it is usually possible to obtain a lower bound on the variance. Various
methods for bounding the estimators variance exist, the most commonly used being
the Crame´r-Rao bound.
Consider the single parameter estimation problem, θ = θ. We define the varia-
tion in an estimate of θ to be δθˇ = θˇ−〈θˇ〉, where 〈θˇ〉 is the expectation value of the
estimator defined by
〈θˇ〉 =
∫
dx p(x|θ)θˇ. (3.2)
We purposefully avoid the notation ∆θˇ which should be reserved for the error ∆θˇ =
θˇ − θ. The variance of the estimator should not be confused with the mean square
error, which is defined by
〈(∆θˇ)2〉 = 〈(θˇ − θ)2〉 = 〈θˇ2〉 − 2〈θˇ〉θ + θ2 = 〈θˇ2〉 − 〈θˇ〉2 + 〈θˇ〉2 − 2〈θˇ〉θ + θ2
= Var(θˇ) + B(θˇ)2, (3.3)
where B(θˇ) is the bias of the estimator defined as B(θˇ) = 〈θˇ〉 − θ and we have
defined the variance of the estimator to be Var(θˇ) = 〈θˇ2〉 − 〈θˇ〉2. We see directly
from Eq. (3.3) that the mean square error is equal to the variance if and only if the
the bias is 0. We refer to such an estimator as unbiased, for which the equation
〈θˇ〉 = θ holds.
Now, since ∫
dx p(x|θ)〈θˇ〉 = 〈θˇ〉, (3.4)
we find
〈δθˇ〉 =
∫
dx p(x|θ)(θˇ − 〈θˇ〉) = 0. (3.5)
For M independent measurements with outcomes x1, . . . ,xM we can write∫
dx1 . . .
∫
dxM p(x1|θ) . . . p(xM |θ)δθˇ = 0. (3.6)
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Example: Mach-Zehnder Interferometer
BS
M
D1
D2
|1〉
|0〉
BS
M
θ
Figure 3.1: A Mach-Zehnder interferometer with a phase shift θ along the upper
arm consisting of two beamsplitters (BS), two mirrors (M) and two single photon
detectors D1,2.
Here we give an example to ease the reader into the notation. Consider a Mach-
Zehnder interferometer into which we send a single photon into one port and the
vacuum into the other port as shown in Fig. 3.1. Imagine we run the experiment
N times, sending a single photon in each time and monitoring the output of the
detectors. Each run of the experiment returns two pieces of data x[1] and x[2],
which are the photon counts in each detector D1 and D2 respectively. Assuming
no losses in the interferometer and ideal detectors, the probability distribution
function, p(x[1], x[2]|θ), can be summarised as
p(1, 1|θ) = 0, p(1, 0|θ) = cos2(θ/2),
p(0, 0|θ) = 0, p(0, 1|θ) = sin2(θ/2),
If we count a total N1 photons in detector D1 and N2 in D2 then a reasonable
estimator for θ is
θˇ = arccos
(
N1 −N2
N
)
.
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Taking the derivative with respect to θ yields
∫
dx1 . . .
∫
dxM
M∏
j=1
p(xj|θ)
(
M∑
i=1
1
p(xi|θ)
∂p(xi|θ)
∂θ
δθˇ +
∂δθˇ
∂θ
)
= 0. (3.7)
Since θˇ = f(x) is an estimator, it does not depend on θ, therefore
∂δθˇ
∂θ
= −∂〈θˇ〉
∂θ
, (3.8)
and ∫
dx1 . . .
∫
dxM
M∏
j=1
p(xj|θ)∂δθˇ
∂θ
= −
〈
∂〈θˇ〉
∂θ
〉
= −∂〈θˇ〉
∂θ
, (3.9)
where the last equality holds because ∂θ〈θˇ〉 is independent of x1, . . . ,xM . We now
use the Cauchy-Schwarz inequality
|〈x, y〉|2 ≤ 〈x, x〉〈y, y〉, (3.10)
making the substitutions
x =
M∑
i=1
1
p(xi|θ)
∂p(xi|θ)
∂θ
,
y = δθˇ,
we find
∫
dx1 . . .
∫
dxM
M∏
j=1
p(xj|θ)
(
M∑
i=1
1
p(xi|θ)
∂p(xi|θ)
∂θ
)2
×
∫
dx1 . . .
∫
dxM
M∏
j=1
p(xj|θ)(δθˇ)2 ≥
∣∣∣∣∂〈θˇ〉∂θ
∣∣∣∣2, (3.11)
where the right hand side is obtained by noticing that 〈x, y〉 = −〈∂θx〉 and −〈∂θx〉 =
∂θ〈θˇ〉, which come directly from Eq. (3.7) and Eq. (3.9) respectively.
We can simplify the first term by noticing that
∫
dx1 . . .
∫
dxM
M∏
j=1
p(xj|θ)
(
M∑
i=1
1
p(xi|θ)
∂p(xi|θ)
∂θ
)(
M∑
k=1
1
p(xk|θ)
∂p(xk|θ)
∂θ
)
=
M∑
i,k=1
∫
dx1 . . .
∫
dxM
M∏
j=1
p(xj|θ)
p(xi|θ)p(xk|θ)
∂p(xi|θ)
∂θ
∂p(xk|θ)
∂θ
, (3.12)
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which for i 6= k gives∫
dxi
∫
dxk
∂p(xi|θ)
∂θ
∂p(xk|θ)
∂θ
=
∫
dxi
∂p(xi|θ)
∂θ
∫
dxk
∂p(xk|θ)
∂θ
=
∂
∂θ
[ ∫
dxi p(xi|θ)
]
∂
∂θ
[ ∫
dxk p(xk|θ)
]
=
(
∂
∂θ
1
)2
= 0. (3.13)
Eq. (3.11) now simplifies to
M
∫
dx
1
p(x|θ)
(
∂p(x|θ)
∂θ
)2
〈(δθˇ)2〉 ≥
∣∣∣∣∂〈θˇ〉∂θ
∣∣∣∣2. (3.14)
The integral in the previous expression plays a particularly important role in esti-
mation theory. It is referred to as the Fisher information and it can be expressed as
the expectation value of the derivative of the log likelihood, ln[p(x|θ)],
I(θ) =
∫
dx
1
p(x|θ)
(
∂p(x|θ)
∂θ
)2
=
∫
dx p(x|θ)
(
∂ ln[p(x|θ)]
∂θ
)2
=
〈(
∂ ln[p(x|θ)]
∂θ
)2〉
. (3.15)
Physically, the Fisher information represents the average amount of information
about the parameter θ that we can access through a measurement for which the
outcome probability distribution is p(x|θ). From the definition Eq. (3.15) we see that
the Fisher information is always positive and from Eq. (3.14) the factor M implies
that the Fisher information is additive for independent measurements. These are
both important properties for any physical measure of information. Re-arranging
Eq. (3.14) and writing the variance as Var(θˇ) leads directly to the Crame´r-Rao
bound
Var(θˇ) ≥
∣∣∂〈θˇ〉
∂θ
∣∣2
MI(θ) , (3.16)
where |∂θ〈θˇ〉|2 accounts for a possible difference in units between θˇ and θ. This
expression proves that the variance of the estimator θˇ is bounded from below by the
Fisher information.
3.1.2 The multi-parameter Crame´r-Rao bound
The Crame´r-Rao bound as derived in the previous section provides a lower bound for
the variance of a single parameter estimator. We will now derive the multi-parameter
Crame´r-Rao bound that provides a lower bound not only on the variances of the
estimators but also on the covariances of the estimators. Starting again from∫
dx1 . . .
∫
dxM p(x1|θ) . . . p(xM |θ)δθˇi = 0, (3.17)
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where δθˇi = θˇi − 〈θˇi〉, we now take the derivative with respect to the parameter θj.
This gives∫
dx1 . . .
∫
dxM
M∏
k=1
p(xk|θ)
(
M∑
l=1
∂ ln[p(xl|θ)]
∂θj
)
δθˇi = −∂〈θˇi〉
∂θj
. (3.18)
For n parameters Eq. (3.18) defines n× n equations, writing
θ =
θ1...
θn
 , (3.19)
we can write these in vectorial form∫
dx1 . . .
∫
dxM
M∏
k=1
p(xk|θ)
(
M∑
l=1
∂ ln[p(xl|θ)]
∂θ
)
δθˇT = −∂〈θˇ〉
∂θ
. (3.20)
Multiplying from the left by aT and from the right by b, where a and b are arbi-
trary n vectors, allows us to again use the Cauchy-Schwarz inequality. Making the
substitutions
x =
M∑
l=1
aT · ∂ ln[p(xl|θ)]
∂θ
,
y = (δθˇ)T · b,
gives
aT ·
∫
dx1 . . .
∫
dxM
M∏
k=1
p(xk|θ)
(
M∑
l=1
∂ ln[p(xl|θ)]
∂θ
)(
M∑
l′=1
∂ ln[p(xl′|θ)]
∂θ
)T
· a
× bT ·
∫
dx1 . . .
∫
dxM
M∏
k′=1
p(xk′|θ)(δθˇ)(δθˇ)T · b ≥
∣∣∣∣aT · ∂〈θˇ〉∂θ · b
∣∣∣∣2. (3.21)
As in the case for a single parameter, we find that the first term evaluates to 0 unless
l = l′.
Defining the Fisher information matrix as
I(θ) =
∫
dx p(x|θ)
(
∂ ln[p(x|θ)]
∂θ
)(
∂ ln[p(x|θ)]
∂θ
)T
, (3.22)
with elements
[I(θ)]ij =
∫
dx p(x|θ)
(
∂ ln[p(x|θ)]
∂θi
)(
∂ ln[p(x|θ)]
∂θj
)
, (3.23)
the inequality in Eq. (3.21) now simplifies to
MaT · I(θ) · abT · 〈(δθˇ)(δθˇ)T〉 · b ≥
∣∣∣∣aT · ∂〈θˇ〉∂θ · b
∣∣∣∣2. (3.24)
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Assuming that the Fisher information matrix can be inverted and since a is arbitrary,
we make the assumption
a = [I(θ)−1]T∂〈θˇ〉
∂θ
· b, (3.25)
which leads to
MbT ·
[
∂〈θˇ〉
∂θ
]T
I(θ)−1I(θ)[I(θ)−1]T∂〈θˇ〉
∂θ
· bbT · 〈(δθˇ)(δθˇ)T〉 · b ≥∣∣∣∣bT · [∂〈θˇ〉∂θ
]T
I(θ)−1∂〈θˇ〉
∂θ
· b
∣∣∣∣2. (3.26)
From the definition (3.22) we see that the Fisher information matrix is symmetric,
therefore IT = I and
I(θ)[I(θ)−1]T = I(θ)T[I(θ)−1]T = [I(θ)−1I(θ)]T = 1. (3.27)
The Fisher information matrix is positive definite and therefore so is its inverse. For
a set of real parameters the term in the absolute value is real and we find
MbT · 〈(δθˇ)(δθˇ)T〉 · b ≥ bT ·
[
∂〈θˇ〉
∂θ
]T
I(θ)−1∂〈θˇ〉
∂θ
· b. (3.28)
Remembering that b is arbitrary we have
〈(δθˇ)(δθˇ)T〉 ≥ 1
M
[
∂〈θˇ〉
∂θ
]T
I(θ)−1∂〈θˇ〉
∂θ
. (3.29)
The term 〈(δθˇ)(δθˇ)T〉 is the covariance matrix between our estimators θˇ1, . . . , θˇn,
whose elements are bounded by
Cov(θˇi, θˇj) ≥ 1
M
(
∂〈θˇj〉
∂θi
∂〈θˇi〉
∂θj
)
[I(θ)−1]ij. (3.30)
This is the Crame´r-Rao bound for multiple parameters and reduces to Eq. (3.16)
when n = 1.
3.1.3 Estimating parameters
As previously mentioned, the Crame´r-Rao bound places a lower bound on the vari-
ance of an estimator. In order to achieve the Crame´r-Rao bound a suitable estimator
must be chosen. Numerous methods for choosing an estimator exist and in order to
ensure that we obtain an estimator that performs well, we must ensure that the right
method is applied. Unfortunately there is no single method for choosing an estima-
tor that applies to all situations and we must make a decision of which method to
use based on our understanding of the situation. In general the Crame´r-Rao bound
is dependent on the parameters θ. Any estimator that achieves the Crame´r-Rao
bound for all values of θ is called an efficient estimator.
We first consider the procedure of maximum likelihood estimation which, due to
its simplicity is used in numerous applications. The maximum likelihood procedure
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attempts to find the values of the parameters θ that maximise the log likelihood
function ln[p(x|θ)]. In some circumstances this may be as simple as taking the
derivative of the likelihood function and equating it to zero to find the maximum.
However, this is not always a straightforward operation and alternative methods for
obtaining the maximum likelihood estimator must be used.
The maximum likelihood estimator may also be obtained numerically via an
iterative algorithm. The scoring algorithm is one such procedure which proceeds
according to the iterative equation [Kay, 1993]
I(θˇ(k))θˇ(k+1) = I(θˇ(k))θˇ(k) + ∂ ln[p(x|θ)]
∂θ
∣∣∣∣
θ=θˇ(k)
, (3.31)
where θˇ(k) is the kth iteration of the estimator θˇ, X(θ)|θ=θˇ(k) denotes evaluation of
X at the point θ = θˇ(k) and I(θ) is the Fisher information. This method takes an
initial guess of the parameter, θˇ(0) and via successive iterations gradually hones in
on the actual values of parameters θ. When evaluating the Crame´r-Rao bound, if
we calculate the Fisher information via Eq. (3.22) then the term ∂θ ln[p(x|θ)] has
already been determined and the scoring algorithm proceeds without difficulty.
3.2 Quantum estimation theory
In the previous section we demonstrated how the variance of an unbiased estimator
can be bounded from below by the Fisher information via the Crame´r-Rao bound.
The probabilistic nature of the data we measure only allows us to make statistical
inferences about any parameters on which the data depend. At this stage a natural
question arises: what happens when the probabilistic nature of the data is a direct
consequence of quantum uncertainty as opposed to specific detection uncertainties?
In this section we show that the quantum Fisher information, IQ, provides a nat-
ural generalisation to the Fisher information of the previous section, which shall
henceforth be referred to as the classical Fisher information or just I.
3.2.1 The quantum Fisher information
Although not the first researchers to define the quantum Fisher information, Braun-
stein and Caves demonstrated that the quantum Fisher information can be consid-
ered as the solution to two distinct optimization problems [Braunstein and Caves,
1994]. By considering the discrimination of neighbouring quantum states as a pa-
rameter estimation problem where the parameter we wish to measure, θ, defines
a path through the state space of the system, they showed that the optimal per-
formance of any estimator for θ is given by the quantum Fisher information. The
quantum Fisher information is therefore independent of the measurement procedure
chosen and is in fact only a function of the state itself. It therefore provides a lower
bound which is dictated by the geometry of state space for the system and therefore
cannot be overcome without modifying the state itself. In some cases, modification
of the state is not an issue and we can seek to find the best state to optimise mea-
surements of θ, however in some circumstances this is not possible and the best we
can do is seek a measurement with achieves the minimum variance via the quantum
Crame´r-Rao bound.
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We start with the single parameter version of the classical Fisher information as
given by Eq. (3.15) only now we use the Born rule to find the probability distribution
p(x|θ)
p(x|θ) = Tr
[
ρ(θ)Eˆx
]
, (3.32)
where ρ(θ) is the state which depends on the parameter θ that we want to estimate
and Eˆx is the POVM element describing the measurement which produces outcome
x. A detailed account of the use of POVMs is given in section 4.1. To calculate the
Fisher information we need to take the derivative of this probability distribution
with respect to the parameter θ. Taking the derivative of Eq. (3.32) gives
∂
∂θ
p(x|θ) = Tr
[
∂
∂θ
ρEˆx
]
≡ Tr
[
∂θρEˆx
]
, (3.33)
where we have dropped the ρ dependence on θ and henceforth this shall be assumed.
We now introduce the symmetric logarithmic derivative super-operator (SLD) im-
plicitly defined by the equation
ρ′ =
Lρ(ρ′)ρ+ ρLρ(ρ′)
2
, (3.34)
where Lρ(ρ′) is the symmetric logarithmic derivative and we have defined ρ′ = ∂θρ.
Eq. (3.34) takes the form of a Lyapunov equation, for which the solution is [Paris,
2009]
Lρ(ρ
′) = 2
∫ ∞
0
dt e−ρtρ′e−ρt. (3.35)
In the basis that diagonalises ρ we find
Lρ(ρ
′) = 2
∑
i,j
ρ′ij
pi + pj
|i〉〈j|, (3.36)
where pi and pj are the eigenvalues of ρ and the sum is taken over all i, j that satisfy
pi,j 6= 0.
Using the fact that ρ is Hermitian, and therefore pi,j are real, we see that the
symmetric logarithmic derivative is also Hermitian
L †ρ (ρ
′) = 2
∑
i,j
(ρ′ij)
∗
pi + pj
|j〉〈i| = 2
∑
i,j
ρ′ji
pi + pj
|j〉〈i| = Lρ(ρ′). (3.37)
Inserting the form of the derivative given by the SLD, Eq. (3.34), into Eq. (3.33)
gives us
∂θp(x|θ) = 1
2
Tr
[
ρEˆxLρ(ρ
′)
]
+
1
2
Tr
[
ρLρ(ρ
′)Eˆx
]
, (3.38)
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and using the property, Tr[ABC] = (Tr[ACB])∗ for Hermitian A, B and C 1, we
find
∂θp(x|θ) = Re
{
Tr
[
ρEˆxLρ(ρ
′)
]}
. (3.39)
From the definition of the Fisher information Eq. (3.15) and the expressions just
obtained, we find that the classical Fisher information for a measurement of the
operator Eˆx on the state ρ
I =
∫
dx
Re{Tr[ρEˆxLρ(ρ′)]}2
Tr[ρEˆx]
. (3.40)
We now want to maximise the classical Fisher information over all possible mea-
surements Eˆx. To do this we first find a measurement-independent upper bound
for I and then show that this upper bound is achievable for an appropriate choice
of Eˆx. We therefore will conclude that the Fisher information found is an intrinsic
property of the state ρ meaning that it provides a lower bound for the variance of an
estimator for θ (via the Crame´r-Rao bound) which a change of Eˆx cannot overcome.
To find the measurement independent form of I we first make use of the fact that
for complex α, Re{α}2 ≤ |α|2, where equality implies that α is real. This allows us
to express the Fisher information in Eq. (3.40) as
I ≤
∫
dx
|Tr[ρEˆxLρ(ρ′)]|2
Tr[ρEˆx]
=
∫
dx
∣∣∣∣Tr[ρEˆxLρ(ρ′)]
Tr[ρEˆx]
1
2
∣∣∣∣2, (3.41)
where equality holds iff Im{Tr[ρEˆxLρ(ρ′)]} = 0. Now, from the Cauchy-Schwarz
inequality we find∫
dx
∣∣∣∣Tr[ρEˆxLρ(ρ′)]
Tr[ρEˆx]
1
2
∣∣∣∣2 = ∫ dx ∣∣∣∣Tr[ρ 12 Eˆ
1
2
x Eˆ
1
2
xLρ(ρ′)ρ
1
2 ]
Tr[ρEˆx]
1
2
∣∣∣∣2
=
∫
dx
∣∣∣∣∣Tr
[
ρ
1
2 Eˆ
1
2
x
Tr[ρEˆx]
1
2
Eˆ
1
2
xLρ(ρ
′)ρ
1
2
]∣∣∣∣∣
2
≤
∫
dxTr
[
Eˆ
1
2
xLρ(ρ
′)ρ
1
2 (Eˆ
1
2
xLρ(ρ
′)ρ
1
2 )†
]
(3.42a)
=
∫
dxTr
[
ρLρ(ρ
′)EˆxLρ(ρ′)
]
= Tr
[
ρL 2ρ (ρ
′)
]
. (3.42b)
1To prove this assertion we start from right hand side and work back. First we write the left
hand side in index notation
(Tr[ACB])∗ =
∑
i,j,k
(AijCjkBki)
∗ =
∑
i,j,k
A∗ijC
∗
jkB
∗
ki.
Now using the fact the A, B, and C are Hermitian we find
(Tr[ACB])∗ =
∑
i,j,k
AjiCkjBik =
∑
i,j,k
AjiBikCkj = Tr[ABC],
and we see that (Tr[ACB])∗ = Tr[ABC] as we set out to prove.
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In order to obtain equality in Eq. (3.42a) requires that the equation
Eˆ
1
2
x ρ
1
2
Tr[ρEˆx]
=
Eˆ
1
2
xLρ(ρ′)ρ
1
2
Tr[ρEˆxLρ(ρ′)]
, (3.43)
is satisfied for all values of θ [Paris, 2009]. This is achieved when the operator Eˆx
is a one dimensional projector that projects onto a complete set of eigenstates of
Lρ(ρ′) [Braunstein et al., 1996].
The upper bound for I is therefore an achievable. The quantum Fisher informa-
tion is therefore given by
IQ = Tr
[
ρL 2ρ (ρ
′)
]
, (3.44)
or by substituting from Eq. (3.34) into Eq. (3.42b)
Tr
[
ρL 2ρ (ρ
′)
]
= 2Tr[ρ′Lρ(ρ′)]− Tr
[
ρL 2ρ (ρ
′)
]
=⇒ IQ = Tr[ρ′Lρ(ρ′)]. (3.45)
We can now lower bound the variance of any estimator of θ by the quantum Crame´r-
Rao bound
Var(θˇ) ≥
∂〈θˇ〉
∂θ
MIQ , (3.46)
which is achievable for a measurement satisfying the conditions given above.
As pointed out by various authors [Braunstein and Caves, 1994,Braunstein et al.,
1996, Paris, 2009], the quantum Fisher information adheres to a geometrical inter-
pretation. The quantum Fisher information is proportional to the Bures metric,
which is used to calculate distances in the state space of mixed quantum systems.
When viewed as a metric the quantum Fisher information tells us how quickly an
infinitesimal change of the parameter moves the family of states parameterised by θ
through the space. A large quantum Fisher information implies that small changes
of the parameter can move the state to a new state far apart from the initial one.
The further apart these states live in the state space the more distinguishable they
are and therefore the easier it is to tell them apart in an experiment. If small changes
in the parameter can easily be determined then the parameter can be measured with
high precision, this is the basis of the quantum Crame´r-Rao bound.
3.2.2 The multi-parameter quantum Crame´r-Rao bound
Just as in the classical treatment, the quantum theory of parameter estimation can
also be extended to the problem of estimating multiple parameters simultaneously.
Again writing the n parameters to be estimated as θ = (θ1, . . . , θn)
T we find that
the bound for the covariance matrix of our estimators is
Cov(θˇi, θˇj) ≥ 1
M
(
∂〈θˇj〉
∂θi
∂〈θˇi〉
∂θj
)
[I−1Q ]ij, (3.47)
where the elements of the quantum Fisher information matrix are given by
[IQ]ij = Tr[ρ(LiLj +LjLi)], (3.48)
36 3.2. QUANTUM ESTIMATION THEORY
and the SLD for the parameter θi is defined via the equation
∂ρ
∂θi
=
Liρ+ ρLi
2
. (3.49)
The subscript and argument have been dropped from L for brevity. Using the
definition Eq. (3.49) in Eq. (3.48) we find
[IQ]ij = Tr[(∂iρ)Lj], (3.50)
where ∂iρ ≡ ∂∂θiρ.
In general the non-commutativity of quantum mechanics renders this bound
unachievable except when [Monras and Illuminati, 2011]
Tr[ρ[Li,Lj]] = 0. (3.51)
Finding the SLD for a set of parameters therefore allows us to determine if we can
perform a joint efficient estimation and, from the previous section, allows us to find
the optimal estimator. For these reasons determining the SLD is of paramount
importance for a general quantum parameter estimation problem.
Chapter 4
Fundamental Limits of Classical
and Quantum Imaging
This chapter is largely based on [Pe´rez-Delgado et al., 2012]. In this chapter we de-
velop a theoretical framework that will allow us to calculate the Fisher information,
and also the resolution, for a number of well known experimental arrangements.
We find that the theory allows us to derive a number of resolution limits up to
a multiplicative factor, where the criterion for resolution comes directly from the
distinguishability of probability distributions. We also show how this model is well
equipped to deal with imperfect measurements and demonstrate the effect of certain
imperfections on the resolution. The general nature of this approach allows for wide
application, of which a small subclass of problems is considered here.
4.1 Positive Operator Valued Measures
In the forthcoming sections we will make extensive use of imperfect measurement
devices. To ensure that we can accurately describe the action of such devices we
give a brief overview of the quantum description of imperfect measurements. Imper-
fect measurements are incorporated into quantum measurement theory in much the
same way the density operators are incorporated to describe imperfect knowledge
about a quantum state. Whereas perfect measurements are described by projection
operators of the form |n〉〈n|, an imperfect measurement is described by a positive
operator-valued measure (POVM) with elements given by [Helstrom, 1976]
Eˆk =
∑
n
qk(n)|n〉〈n|, (4.1)
where qk(n) is the conditional probability of obtaining measurement outcome k given
the state |n〉. We notice from Eq. (4.1) that multiple states can lead to the same
measurement outcome. Also, the same input state can lead to different measurement
outcomes. The set of Eˆk for all measurement outcomes k form the POVM and any
valid POVM must have the following three properties [Nielsen and Chuang, 2000]
Eˆk ≥ 0, (4.2a)∑
k
Eˆk = I, (4.2b)
Eˆ†k = Eˆk, (4.2c)
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Figure 4.1: The intensity distribution for two point sources as viewed through a
circular aperture. The diffraction of light by the aperture causes the point intensity
profile to spread.
whereby Eˆk ≥ 0 is a shorthand way of writing zTEˆkz ≥ 0 for all real, non-zero
column vectors z. A POVM is uniquely defined by the set of conditional probabilities
qk(n) and a choice of basis |n〉. In the following sections we shall therefore seek to
determine the conditional probabilities such that the desired POVMs are described.
4.2 Image resolution
The resolution of an image is defined as the smallest feature details that can be
obtained from the image. Statements about the resolution limit for an imaging
system usually involve the following definition:
Two points in the object can be reliably resolved if the maxima from one
of the point spread functions falls beyond the first minimum from the
other.
The point spread function describes how a point in the object plane blurs into a dot
on the image plane due to the diffraction of the light by the imaging system. Fig. 4.1
shows the overlap of two point spread functions defined by a circular aperture. The
two points in the figure are just resolved as their principle maxima fall on the first
minima of the other distribution. In the following sections we shall consider a
more general definition of resolution based on the distinguishability of probability
distributions. The generality of this approach allows our method to be utilised in a
wide range of physically interesting situations.
4.3 The imaging observable
Fig. 4.2 shows a general imaging system complete with detection apparatus for
measuring the state ρ(θ) which depends on the parameter θ that we wish to measure.
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O
L
ρ(θ)
S
x
Figure 4.2: General imaging system. Light from the object O is manipulated by
some optical system L and is then incident on the substrate S. The substrate
makes a measurement (possibly imperfect) of the state ρ(θ) which depends upon
the parameter we wish to measure θ.
We consider the detector, S, to be granular, consisting of N pixels of length ` making
the total length of the substrate L = N`. The pixels are distinguished by their
position x on the substrate. We denote the image intensity by ik and the probability
of measuring ik at position x is given by pk(x). The average intensity recorded at
position x is given by I(x) =
∑
k ikpk(x). We can calculate the probabilities pk(x)
from the Born rule pk(x) = Tr[ρ(θ)Eˆk(x)] where Eˆk(x) is the measurement operator
associated with the outcome ik. The set of operators Eˆk(x) form a positive operator-
valued measure (POVM) for each pixel,
∑
k Eˆk(x) = I(x).
The image I(x) need not be restricted to the expectation value of the intensity
at pixel x. In principle any observable quantity can be identified as the “image”,
for example we may choose as our observable the equal-time, nth order intensity
correlation function G(n)(x1, . . . ,xn) [Oppel et al., 2012]. Using the Born rule and
the definition of the image we find
I(x) =
∑
k
ikTr
[
ρ(θ)Eˆk(x)
]
= Tr
[∑
k
ikρ(θ)Eˆk(x)
]
≡ Tr
[
ρ(θ)Iˆ(x)
]
, (4.3)
where we have defined the imaging operator to be Iˆ(x) =
∑
k ikEˆk(x). In the
simplest case, the imaging operator simply records the intensity at the position x,
which is directly proportional to the photon number k. The POVM for such a
substrate is simply given by Eˆk(x) = |k〉x〈k| and ik = k. Later we will make use
of more complicated POVM’s when we wish to consider the effects of imperfect
measurements.
Typically, measurements in imaging can be described by operators that are di-
agonal in the Fock basis since they usually consist of photon counts at each pixel.
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This allows us to write the POVM as
Eˆk(x) =
∞∑
n1=0
· · ·
∞∑
nN=0
qk(x|n1, . . . , nN)|n1〉1〈n1| ⊗ · · · ⊗ |nN〉N 〈nN |
≡
∑
~n
qk(x|~n)|~n〉〈~n|, (4.4)
where
∑
~n =
∑
n1
· · ·∑nN , |ni〉i being the ni photon Fock state at position i, and|~n〉 = |n1〉1⊗· · ·⊗|nN〉N and qk(x|~n) is the conditional probability of getting outcome
k at position x given the photon number distribution ~n = (n1, . . . , nN). We now
identify the image with an unnormalised probability distribution. We can normalise
I(x) to define the probability distribution Pr(x)
Pr(x) ≡ I(x)∑
x′ I(x
′)
=
I(x)
I0
, (4.5)
where we have divided the image value at position x by the total image I0 so that
Pr(x) can be truly identified as a probability. As expected for a probability distribu-
tion
∑
x Pr(x) = 1. It is not difficult to see that Pr(x) is positive real and σ-additive
and therefore can justifiably be referred to as a probability distribution. By defining
our probability distribution in this way we become insensitive to statistical fluctua-
tions of the intensity at various points and also the effects of loss. Effectively we are
only sensitive to variations in the random variable x that represents the position at
which the signal is measured
In imaging the aim is to measure some or all of the spatial properties of the
source, thus gaining information about the spatial distribution of the source. Pa-
rameterising these spatial properties by θ we can write the conditional probability
of measuring outcome x given the parameter θ as Pr(x|θ). To distinguish between
two possible images is then formally equivalent to distinguishing two probability
distributions Pr(x|θ = 0) and Pr(x|θ) where we have arbitrarily set θ = 0 for one of
the distributions. To make the discussion of probability distribution distinguishabil-
ity more formal, we introduce the statistical distance, defined in infinitesimal form
as [Braunstein and Caves, 1994]
ds 2 =
∑
x
dPr(x|θ) 2
Pr(x|θ) =
∑
x
[Pr(x|dθ)− Pr(x|0)]2
Pr(x|θ) . (4.6)
Integrating Eq. (4.6) leads to an expression for s(θ), Taylor expanding s(θ) to first
order we find
δs ≡ s(δθ)− s(0) = ds
dθ
∣∣∣∣
θ=0
δθ. (4.7)
Two probability distributions are distinguishable if (δs)2 ≥ 1 [Wootters, 1981].
Using the definition of the Fisher information Eq. (3.15) we can rewrite this condition
as
I(0)(δθ)2 ≥ 1. (4.8)
This bears similarity to the Crame´r-Rao bound but it is in fact our distinguishability
criterion. Here the Fisher information is strictly being used as a metric on the space
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of probabilities that are defined by Eq. (4.5) and as such should not be confused
with the Fisher information associated with a measurement of the intensity along the
substrate. Whilst we would expect the Fisher information for such a measurement
to depend on the noise, the quantity I defined here is independent of such noise
due to the normalisation in Eq. (4.5). Using the probability distribution given in
Eq. (4.5) to calculate the Fisher information leads to
I(θ) =
∑
x
I0
〈Iˆ(x)〉
[
1
I0
∂〈Iˆ(x)〉
∂θ
− 〈Iˆ(x)〉
I20
∂I0
∂θ
]2
=
∑
x
[
1
〈Iˆ(x)〉I0
(
∂〈Iˆ(x)〉
∂θ
)2
− 2
I20
∂I0
∂θ
∂〈Iˆ(x)〉
∂θ
+
〈Iˆ(x)〉
I30
(
∂I0
∂θ
)2]
=
∑
x
1
〈Iˆ(x)〉I0
(
∂〈Iˆ(x)〉
∂θ
)2
− 1
I20
(
∂I0
∂θ
)2
, (4.9)
where we have used ∑
x
∂〈Iˆ(x)〉
∂θ
=
∂
∂θ
∑
x
〈Iˆ(x)〉 = ∂I0
∂θ
. (4.10)
Now we have an expression for the Fisher information in terms of the image 〈Iˆ(x)〉
and the first derivative of the image with respect to θ, which we can use along with
Eq. (4.8) to determine the statistical resolution.
4.4 Examples
We now use the theory outlined above to show that the results are consistent with
well known resolution limits. First we consider the double slit experiment, in which
the image is the interference pattern in the far field
〈Iˆ(x)〉 = cos2
(
kθx
2R
)
, (4.11)
where k is the wavenumber of the radiation used and R is the distance from the slit
to the image plane. Taking the limit of a continuous detection medium, we find the
probability distribution Pr(x|θ) to be
Pr(x|θ) = kθ cos
2
(
kθx
2R
)
kθA+ sin(kθA) (4.12)
where A = xmax/R is the numerical aperture of the system [Lipson et al., 2011].
From this we derive the Fisher information
I(θ) = 1
θ2
− 2A
3θk3
3[Aθk + sin(Aθk)] +
A2k2 [A2θ2k2 − 2 cos(Aθk)− 2]
[Aθk + sin(Aθk)]2 . (4.13)
In order to resolve the two slits the distance θ between them must be greater than
the uncertainty δθ. We therefore find that the two slits can be resolved if I(θ)θ2 ≥ 1.
Multiplying Eq. (4.13) by θ2 and making the substitution z = kθA we find
I(θ)θ2 = 1− 2z
3
3(z + sin z)
+
z2(z2 − 2 cos z − 2)
(z + sin z)2
. (4.14)
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Figure 4.3: The function f(z) plotted against the dimensionless quantity z. The
parameter θ is resolved when the curve is greater than or equal to zero.
Demanding I(θ)θ2 ≥ 1 leads to
f(z) =
z2
3
− 2
3
z sin z − 2 cos z − 2 ≥ 0, (4.15)
which we plot in Fig. 4.3. Solving numerically we find z ≥ 2.31, or
θmin ≥ 2.31
kA =
0.369λ
A . (4.16)
We find that our result approximately reproduces the Abbe limit, θmin ≥ 0.5λ/A.
However, whilst the Abbe limit is a statement about distinguishing two intensity
peaks based on the overlap between them, the resolution limit presented here is
a precise mathematical statement about the distinguishability of the probability
distribution parameterised by θ.
Next, we consider classical and quantum photolithography [Boto et al., 2000] as
shown in Fig. 4.4. Boto et al. demonstrated that by using an M -photon absorption
substrate and entangled NOON states, it is possible to achieve an increase in the
resolution. An M -photon detection substrate is a binary detector with possible
outputs “click” (M -photons detected) and “no-click” (M -photons not detected).
For a general M -photon absorption substrate with single photon detection efficiency
η the conditional probabilities are
q0(x|nx) =
{
1 if nx < M
(1− η)nx if nx ≥M
, (4.17)
and q1(x|nx) = 1 − q0(x|nx), where the outcomes 0 and 1 correspond to “no-click”
and “click” in the detectors, respectively. In the limit where the two beams just
graze the surface of the substrate, the two beams become counter propagating and
we can write ka = −kb ≡ k. The mode operators for the two beams are given by
aˆ =
1√
N
∑
x
eik`xaˆx and bˆ =
1√
N
∑
x
e−ik`xbˆx, (4.18)
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which we write in terms of the spatially localised modes aˆx and bˆx, N being the
number of pixels.
The mode operator at position x on the substrate is
eˆx =
aˆx + bˆx√
2
. (4.19)
For classical, single photon lithography the POVM elements Eˆ0(x) and Eˆ1(x) are
Eˆ0(x) =
∞∑
nx=0
(1− η)nx|nx〉x〈nx| and Eˆ1(x) =
∞∑
nx=0
[1− (1− η)nx ]|nx〉x〈nx|,
(4.20)
where |nx〉x are the Fock basis for the mode eˆx, i.e. eˆx|nx〉x = √nx|nx − 1〉x.
a be
substrate
Figure 4.4: Photolithography. The two nearly counter propagating beams a and
b interfere producing a pattern on the substrate. The phase shift θ translates the
image along the substrate.
To simplify the notation slightly we will drop the x subscript on the bras and
kets. Defining the measurement outcomes to be i0 = 0 and i1 = 1 without loss
of generality, we find the image is
〈Iˆ(x)〉 =
∞∑
nx=0
[1− (1− η)nx ]〈nx|ρ|nx〉, (4.21)
where the term 〈nx|ρ|nx〉, becomes |〈nx|ψ〉|2 for pure states.
In the classical case the input state is the single photon state
|ψ〉 = |1, 0〉ab + e
iθ|0, 1〉ab√
2
. (4.22)
It might at first seem strange to identify the highly path entangled state |ψ〉 with a
classical state, however we note that in the canonical example of a classical state, the
coherent state, all the photons are completely statistically independent. Therefore
the action of a beamsplitter on a coherent state is the sum of the action the action
on the individual photons. It is this exact principle that creates the correspondence
between the coherent illumination double slit experiment and the single photon
double slit experiment and is the origin of Dirac’s famous remark: Each photon
interferes only with itself. Interference between two different photons never occurs
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[Dirac, 1989]. The action of a beamsplitter on a single photon state gives Eq. (4.22),
which gives
|〈nx|ψ〉|2 = 1
N
cos2
(
k`x+
θ
2
)
δ1,nx . (4.23)
The image in the case of single photon lithography then becomes
〈Iˆ(x)〉 = η
N
cos2
(
k`x+
θ
2
)
. (4.24)
In the limit of large N the normalisation I0 tends to η/2, we then calculate the
Fisher information to be
I(θ) = 2
N
∑
x
sin2
(
k`x+
θ
2
)
=
1
N
(
N − cos[k`(N + 1) + θ] sin(Nk`)
sin(k`)
)
' (1− cos[kL+ θ] sinc(kL))
≤ 2, (4.25)
where we see that the η dependence has vanished as a consequence of the normal-
isation discussed earlier. Assuming the wavelength to be much smaller than the
detection length L λ, we find sinc(kL) ∼ 0 and I(θ) ∼ 1. The resolution is then
given by (δθ)2 ≥ 1/I(θ). Since the parameter θ translates the pattern along the sub-
strate we can write δθ = k`δx leading to `δx ≥ λ/2pi. This is in close agreement to
the Rayleigh criterion `δx ≥ λ/4 which does not give a rigorous definition of resolu-
tion but simply compares the maxima and minima of the image distribution [Lipson
et al., 2011].
Next we consider the case of quantum lithography which utilises NOON states
and M -photon absorption substrates to achieve a higher resolution. We take as our
input state the M -photon NOON state
|ψ〉 = |M, 0〉ab + |0,M〉ab√
2
, (4.26)
for which we find
|〈nx|ψ〉|2 = 2
(2N)M
cos2
(
k`Mx+
Mθ
2
)
δM,nx . (4.27)
We see the factor M in the argument of the cos2 that is the origin of the resolution
enhancement in quantum lithography. Again making the choice i0 = 0 and i1 = 1
we find our image is given by
〈Iˆ(x)〉 = 2
( η
2N
)M
cos2
(
k`Mx+
Mθ
2
)
, (4.28)
and in the limit of large N we find I0 = N(η/2N)
M . From this we find that the
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Figure 4.5: The Fisher information as a function of σ.
Fisher information is
I(θ) = 2M
2
N
∑
x
sin2
(
k`Mx+
Mθ
2
)
=
M2
N
(
N − cos[Mk`(N + 1) +Mθ] sin(MNk`)
sin(Mk`)
)
'M2
(
1− 1
M
cos[MkL+Mθ] sinc(MkL)
)
≤ 2M2. (4.29)
Again taking the limit L  λ, we find I(θ) ∼ M2 which leads to the resolution
`δx ≥ λ/2piM , where the M -fold enhancement of the resolution as predicted by
Boto et al. is clearly reproduced.
4.5 Detector imperfections
Next we demonstrate how imperfect measurements can be incorporated into the
model allowing us to calculate their effects on the resolution. We take as our state
a coherent state with a Gaussian intensity profile across the detector
|ψ〉 =
N⊗
x=1
|αx〉x, (4.30)
where |αx〉x is a coherent state of amplitude αx = α0 exp[−(x − θ)2/2σ2]. For
simplicity we have assumed no coherence between the pixels and we also assume
σ  L and that θ is towards the centre of the substrate. This allows us to make the
approximation ∂θI0 ≈ 0. Modelling the substrate as a perfect photodetector, our
image is given by
〈Iˆ(x)〉 = |αx|2, (4.31)
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and the normalisation I0 =
∑
x |αx|2. The Fisher information is
I(θ) = 4
∑
x
|αx|2
I0
(x− θ)2
σ4
. (4.32)
The Fisher information is shown as a function of σ in Fig. 4.5. We see from Fig. 4.5
that the Fisher information goes to zero as σ goes to zero since, for fixed α0, the
signal disappears in this limit. To determine the form of I(θ) for large σ we note
that in this limit the pixelation does not have such a noticeable effect, therefore, as
long as the substrate length L is much larger than the dot and σ  `, we can write
I(θ) = 4
σ4
∑
x exp[− (x−θ)
2
σ2
](x− θ)2∑
x′ exp[− (x
′−θ)2
σ2
]
→ 4
σ4
∫∞
−∞ dx exp[− (x−θ)
2
σ2
](x− θ)2∫∞
−∞ dx
′ exp[− (x′−θ)2
σ2
]
=
2
σ2
, (4.33)
which gives the resolution δθ ≥ σ/√2. The simplicity of the system allows us to
introduce more complex POVMs that include imperfect measurements consistent
with the use of physically realisable detectors.
First we consider the effect of an upper limit to the intensity measured by the
detector. We call this detector a saturable detector as it has a saturation point, past
which it can no longer detect additional photons. Fig. 4.6 shows what the image
looks like for such a Gaussian dot measured by such a detector. The conditional
probabilities for a POVM describing such a detector are
qk(x|nx) =
{
δk,nx if k < S∑∞
j=0 δnx,S+j if k = S
, (4.34)
where S is the saturation point of the detector. The sum in Eq. (4.34) ensures that
all states with photon number greater than or equal to S are grouped together in the
same measurement outcome S modelling the effect of the saturation. From Eq. (4.3)
we find
〈Iˆ(x)〉 =
S∑
k=0
ik
∞∑
nx=0
qk(x|nx)|〈nx|ψ〉|2
=
∞∑
nx=0
S−1∑
k=0
ikδk,nx|〈nx|ψ〉|2 +
∞∑
nx=0
∞∑
j=0
iSδnx,S+j|〈nx|ψ〉|2
=
S−1∑
nx=0
ik|〈nx|ψ〉|2 +
∞∑
nx=S
iS|〈nx|ψ〉|2. (4.35)
Since |nx〉 form a complete basis we can write
∑∞
nx=0
|〈nx|ψ〉|2 =
∑S−1
nx=0
|〈nx|ψ〉|2 +
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Figure 4.6: A Gaussian intensity distribution as measured by a detector with a
saturation point. The effect of the saturation is to chop the top of the Gaussian
distribution.
∑∞
nx=S
|〈nx|ψ〉|2 = 1 and the image is therefore
〈Iˆ(x)〉 =
S−1∑
nx=0
ik|〈nx|ψ〉|2 + iS
(
1−
S−1∑
nx=0
|〈nx|ψ〉|2
)
=
S−1∑
nx=0
(ik − iS)|〈nx|ψ〉|2 + iS. (4.36)
For the state given by Eq. (4.30) we find
|〈nx|ψ〉|2 = e−|αx|2 |αx|
2nx
nx!
(4.37)
and the probability distribution Pr(x|θ) is
Pr(x|θ) =
S−1∑
nx=0
i0(nx − S)e−|αx|2 |αx|2nxnx! + i0S∑
x
{
S−1∑
nx=0
i0(nx − S)e−|αx|2 |αx|2nxnx! + i0S
}
=
S−1∑
nx=0
(nx − S)e−|αx|2 |αx|2nxnx! + S∑
x
{
S−1∑
nx=0
(nx − S)e−|αx|2 |αx|2nxnx! + S
} , (4.38)
where we have defined i0 ≡ ik/k to be the image intensity per photon. We again
make the assumption that the image normalisation I0 is independent of θ. The
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Figure 4.7: The Fisher information and variance of θ as a function of the peak
amplitude α0. In this example S = 28, ε = 0.005 and σ = 100.
derivative of the probability distribution Pr(x|θ) is therefore given by
∂Pr(x|θ)
∂θ
=
S−1∑
nx=0
(nx − S)2e−|αx|2 |αx|2nxnx!
(x−θ)
σ2
[nx − |αx|2]
∑
x
{
S−1∑
nx=0
(nx − S)e−|αx|2 |αx|2nxnx! + S
} , (4.39)
and the Fisher information is
I(θ) =
∑
x
(
S−1∑
nx=0
(nx − S)2e−|αx|2 |αx|2nxnx!
(x−θ)
σ2
[nx − |αx|2]
)2
{
S−1∑
nx=0
(nx − S)e−|αx|2 |αx|2nxnx! + S
}∑
x′
{
S−1∑
nx′=0
(nx′ − S)e−|αx′ |2 |αx′ |
2nx′
nx′ !
+ S
} .
(4.40)
Fig. 4.7 shows the Fisher information and the standard deviation δθ as a function
of the coherent state amplitude α0. As expected, the Fisher information is reduced
when the peak of the Gaussian reaches the saturation point, however, the effect
does not completely destroy our ability to estimate θ. The initial increase in I(θ)
for low α0 is an artefact of the small but non-zero noise , which was added as a
background noise term to ensure the probability never gets so small that it causes
numerical infinities when calculating the Fisher information. Reducing  makes this
slope steeper until the behaviour is essentially a step function before reaching the
dip caused by the saturation point.
We now investigate the effect of pixel “bleeding” which we define to be the effect
of a signal measured at a pixel being recorded by it’s neighbours. The conditional
probabilities for such a substrate can be described by qk(x|~n) =
∑
x′ δk,nx′p(d), where
p(d) is the probability of the signal bleeding a distance d = |x−x′|, which we assume
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Figure 4.8: The Fisher information as a function of the pixel bleeding b.
to be symmetric. The image for such a detector is
〈Iˆ(x)〉 =
∑
x′
i0p(|x− x′|)|αx′|2, (4.41)
and, assuming again ∂θI0 = 0, the Fisher information is
I(θ) =
∑
x1
(∑
x2
2p(|x1 − x2|)(x2 − θ) |αx2 |
2
σ2
)2
{∑
x3
p(|x1 − x3|)|αx3|2
}{ ∑
x4,x5
p(|x4 − x5|)|αx5|2
} . (4.42)
For simplicity we take as our probability distribution p(|x − x′|) a Poissonian with
bleeding parameter b which characterises the average distance that the signal bleeds.
This gives us
p(|x− x′|) = 1
p0
b|x−x
′|e−b
|x− x′| , (4.43)
where
p0 =
∑
x′′
b|x−x
′′|e−b
|x− x′′| , (4.44)
which ensures that the probability is normalised despite the finite size of the sub-
strate. Since the parameter α0 appears to the fourth power in both the numerator
and denominator of Eq. (4.42). The plot shows that the Fisher information is de-
creased as the bleeding parameter b is increased. Fig. 4.8 shows the variation in the
Fisher information as a function of b.
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detection time windows and higher single photon counting
rates at the N detectors. From the figure it can be seen
that the measured curves for gð3ÞTLSð!1Þ, gð4ÞTLSð!1Þ, and
gð5ÞTLSð!1Þ display a doubled (2!1), tripled (3!1), and quad-
rupled (4!1) modulation frequency with respect to
gð2ÞTLSð!1; 0Þ and gð2ÞSPEð!1; 0Þ [see Eqs. (5) and (8)]. This
means that for a given aperture A (indicated in Fig. 4)
gð5ÞTLSð!1Þ exhibits 4 times more oscillations than gð2ÞTLSð!1Þ.
According to Eq. (2), this beats the classical Abbe limit for
!d by a factor of 4.
In conclusion, we experimentally demonstrated spatial
multiphoton interference patterns displaying superresolu-
tion with up to five statistically independent light sources
by using linear optical detection techniques. For N > 2,
these experiments achieve a higher resolution than the
classical Abbe limit for imaging the light source. In the
case of N SPE, we showed theoretically that the inter-
ference pattern obtained is identical to the one generated
by NOON states with N # 1 photons, although the types
of interference are fundamentally different [23]. Using N
TLS leads to the same NOON-like modulation, although
with a reduced visibility. Unlike for NOON states, our
technique requires neither special quantum tailoring of
light nor N-photon absorbing media, as it relies on single
photon detection only. As intensity correlations of order
N > 2 are used to improve the spatial resolution in
imaging, it can be regarded an extension of the Hanbury
Brown–Twiss experiment, one of the fundamental mea-
surement techniques in quantum optics. The natural low
light requirements suggest that the technique has potential
applications for improved imaging of faint star clusters and
in vivo biological samples.
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FIG. 4 (color online). Experimental results: (a) Measurement
of average intensities I1 and I2 at detectors D1 and D2 alone
(with D1 scanned and D2 kept constant), demonstrating that
the pseudothermal light used is spatially incoherent in first order
of the intensity. (b)–(e) Measurement of gðNÞTLSð!1Þ in the case of
N ¼ 2; . . . ; 5 TLS for !2; . . . ;!N at the magic positions. Solid
red curves correspond to a theoretical fit taking into account the
finite width of the slits. The only fitting parameters are the slit
separation d, the slit width a, and the visibility VðeÞN . The
experimentally obtained visibilities VðeÞN can be compared with
the theoretical values VN in Fig. 1.
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Figure 4.9: Measurements of the first five normalised intensity correlation functions
showing the ability for the correlation functions to exhibit sinusoidal oscillations.
The frequency of these is seen to increase with the number of sources and detectors.
Figure reproduced with permission from the authors and the American Physical
Society.
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Figure 4.10: Demonstrating the setup used in the paper [Oppel et al., 2012]. Three
uniformly distributed sources S1, S2 and S3 emit radiation into the far field which
is then detected by the three detectors D1, D2 and D3. Generally n sources and
detectors can be used.
4.6 Multi-photon correlations
In this section we analyse the recent experiments by Oppel et al. [Oppel et al.,
2012], in particular we use the method of the previous section to calculate resolu-
tion limits in this context. In their paper Superresolving Multiphoton Interferences
with Independent Light Sources the authors observe interference fringes in the far
field intensity correlation functions using a variable number of statistically indepen-
dent pseudo-thermal light sources. The experiments demonstrated that the use of
multi-photon correlation measurements suggests an increase in resolution when used
in imaging. The authors also calculate the far field intensity correlation functions
for statistically independent single photon emitters and show that these also exhibit
interference fringes. By placing the detectors at particular positions, the intensity
correlation functions can achieve a sinusoidal modulation with spatial frequency
inversely proportional to the number of independent sources (see Fig. 4.9). The
authors demonstrate that the use of higher order correlation functions can provide
more information about the separation of the sources as well as providing infor-
mation about the number of sources present. Therefore by observing higher order
intensity correlations we can obtain a more precise estimate of the spatial layout of
the sources.
Fig. 4.10 shows the setup for three sources. The statistical independence of the
sources allows us to write the density operator as ρ = ⊗Ni=1ρSi where ρSi is the state
of the ith source in the far field. Assuming the state to be diagonal in the Fock basis
we can write
ρSi =
∞∑
ki=0
PSi(ki)|ki〉〈ki| (4.45)
where PSi(ki) is the probability of finding the field from the source i in the state |ki〉.
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By the superposition principle the electric field operators in the far field, Eˆ(r) will
be a sum of the field operators from each of the sources Sˆ1(r), . . . , SˆN(r). Writing
the operator Gˆ = Eˆ(+)(r1) . . . Eˆ(+)(rn) for shorthand 1, we can write
Gˆ =
n∏
i=1
Eˆ(+)(ri)
=
n∏
i=1
[Sˆ
(+)
1 (ri) + · · ·+ Sˆ(+)N (ri)] (4.46)
where Sˆ
(+)
j (ri) is proportional to the photon annihilation operator at the point ri
from the source Sj. The n-point intensity correlation can be calculated as follows
G(n)(r1, . . . , rn)
= Tr
[
ρGˆ
]
= Tr
[ ∞∑
k1=0
· · ·
∞∑
kN=0
PS1(k1) . . . PSN (kN)|k1, . . . , kN〉〈k1, . . . , kN |Gˆ†Gˆ
]
=
∞∑
k1=0
· · ·
∞∑
kN=0
PS1(k1) . . . PSN (kN)〈k1, . . . , kN |Gˆ†Gˆ|k1, . . . , kN〉
=
∞∑
k1=0
· · ·
∞∑
kN=0
PS1(k1) . . . PSN (kN)
∞∑
m1=0
· · ·
∞∑
mN=0
|〈m1, . . . ,mN |Gˆ|k1, . . . , kN〉|2.
(4.47)
Writing Sˆj
(+)
(ri) = κe
ikrji aˆSj , where rji is the distance from the j
th source to ith
detector, we can calculate the normalised intensity correlation explicitly for N = 2
and 3. The factor κ is strictly a function of the geometry of the arrangement.
However, in the far field, paraxial regime, κ can be considered a constant. First we
must calculate G(1)(r1) for N = 2 and 3
G(1)(r1) =
∞∑
k1=0
∞∑
k2=0
∞∑
m1=0
∞∑
m2=0
PS1(k1)PS2(k2)|〈m1,m2|Sˆ(+)1 (r1) + Sˆ(+)2 (r1)|k1, k2〉|2
=
∞∑
k1=0
∞∑
k2=0
PS1(k1)PS2(k2)
[
|〈k1 − 1, k2|Sˆ(+)1 (r1)|k1, k2〉|2
+ |〈k1, k2 − 1|Sˆ(+)2 (r1)|k1, k2〉|2
]
=
∞∑
k1=0
∞∑
k2=0
PS1(k1)PS2(k2)κ[k1 + k2]
= κ[〈nˆ1〉+ 〈nˆ2〉] (4.48)
where 〈nˆi〉 is the photon number expectation associated with source i. Likewise for
N = 3, G(1)(r1) = κ〈nˆ1〉 + 〈nˆ2〉 + 〈nˆ3〉. The second order intensity correlation is
1We use N for the total number of sources and n for the number of detectors. These do not
necessarily have to be the same although in the experiments performed by Oppel et al. N = n
was used throughout.
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calculated to be
G(2)(r1, r2) =
∞∑
k1=0
∞∑
k2=0
∞∑
m1=0
∞∑
m2=0
PS1(k1)PS2(k2)|〈m1,m2|[Sˆ(+)1 (r1) + Sˆ(+)2 (r1)]
× [Sˆ(+)1 (r2) + Sˆ(+)2 (r2)]|k1, k2〉|2. (4.49)
In general all the terms in the expansion of the square brackets will contribute to
the correlation function.
Using for the sources single photon emitters (SPE) and thermal light sources
(TLS), we find the probabilities PSi(kj) are given by
SPE : PSi(kj) =
{
1 if kj = 1
0 if kj 6= 1
(4.50)
TLS : PSi(kj) =
〈nˆi〉kj
(1 + 〈nˆi〉)kj+1 , (4.51)
where the distribution for the TLS sources is the well known Bose-Einstein distri-
bution. The sources are treated as point like, therefore justifying the assumption
that the thermal light sources consist of a single mode in thermal equilibrium.
4.6.1 Single photon sources
For single photon sources, we find by inserting Eq. (4.50) into Eq. (4.49) we find
G
(2)
SPE(r1, r2) = |〈k1 − 1, k2 − 1|[Sˆ(+)1 (r2)Sˆ(+)2 (r1) + Sˆ(+)1 (r1)Sˆ(+)2 (r2)]|k1, k2〉|2
= κ2|eik(r21+r12) + eik(r11+r22)|2
= κ2
[
2 + eik(r21+r12−r11−r22) + e−ik(r21+r12−r11−r22)
]
= κ2 [2 + 2 cos(kd sinφ1 − kd sinφ2)]
≡ κ2 [2 + 2 cos(δ1 − δ2)] , (4.52)
where we have defined δi = kθ sinφi, φi being the angle between the central normal
to the sources and the source i and θ being the separation between the two sources.
Using Eq. (4.48) we find
g
(2)
SPE(δ1, δ2) =
1
2
[1 + cos(δ1 − δ2)], (4.53)
where we see the appearance of a sinusoidal oscillation of the correlation function
with spatial frequency kd and we have changed the arguments to δ1, δ2 for clarity.
Since the correlation functions depend on all the possible indistinguishable paths
that the emitted photons can take to arrive at the detector the general expression
for the correlation functions grows factorially with n. For single photon sources the
third order correlation is
g
(3)
SPE(r1, r2, r3) =
2
27
[
3 + 2 cos(δ1 − δ2) + 2 cos(δ1 − δ3) + 2 cos(δ2 − δ3)
+ cos(2δ1 − 2δ2) + cos(2δ1 − 2δ3) + cos(2δ2 − 2δ3)
+ 2 cos(2δ1 − δ2 − δ3) + cos(δ1 + δ2 − 2δ3) + cos(−δ1 + 2δ2 − δ3)
+ cos(δ1 + δ2 − 2δ3) + cos(δ1 − 2δ2 − δ3)
]
, (4.54)
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where we have assumed the sources to be uniformly distributed about a straight
line as in Fig 4.10. For N = 2 we clearly see that the choice δ2 = 0 leads to a pure
sinusoidal spatial modulation of the correlation function. For N = 3 it is less obvious
but can be verified by direct substitution that the choice δ2 = pi/4, δ3 = 7pi/4 also
leads to a pure sinusoidal modulation, we find
g
(3)
SPE
(
δ1,
pi
4
,
7pi
4
)
=
4
27
(1 + cos 2δ1) (4.55)
where we see that the spatial frequency of the modulation is twice that of g(2)(δ1, 0)
[Oppel, 2012]. Since k and θ are fixed for a particular experiment, our choice of δ2
and δ3 must be achieved by moving the positions of the second and third detectors
such that the angles φ2 and φ3 correspond to φi = sin
−1(δi/kθ).
The general expression for the intensity correlation functions for single photon
sources is give by
g
(n)
SPE = A{1 + cos[(n− 1)δ1]}, . (4.56)
Writing Eq. (4.56) as g
(n)
SPE = 2A cos
2[(n−1)δ1] we notice the similarity with Eq. (4.11).
In fact, taking the integral of Eq. (4.56) over the range −A ≤ φ1 ≤ A allows us to
define the probability distribution
Pr(φ1|θ) = g
(n)(δ1,m2, . . . ,mn)∫ A
−A g
(n)(δ1,m2, . . . ,mn) dφ1
=
kθ cos2
[
(n−1)
2
kdφ1
]
{
kθA+ sin[(n−1)kdA]
(n−1)
} , (4.57)
and in an equivalent manner determine the minimum resolvable slit separation
θ
(n)
min ≥
0.369λ
(n− 1)A . (4.58)
We see directly that θ
(n)
min ≥ θ(n+1)min which demonstrates that the higher order intensity
correlations allow for the resolution of smaller source separations than the lower
orders.
4.6.2 Thermal light sources
For thermal light sources there is also the possibility of both photons originating from
the same source, this gives rise to additional terms in the calculation of G
(2)
TLS(r1, r2).
As we will show these terms have the effect of reducing the visibility whilst keeping
the spatial frequency the same as for single photon sources.
G
(2)
TLS(r1, r2) =∑
k1,k2
PS1(k1)PS2(k2)
{
|〈k1 − 1, k2 − 1|[Sˆ(+)1 (r2)Sˆ(+)2 (r1) + Sˆ(+)1 (r1)Sˆ(+)2 (r2)]|k1, k2〉|2
+|〈k1 − 2, k2|Sˆ(+)1 (r1)Sˆ(+)1 (r2)|k1, k2〉|2 + |〈k1 − 2, k2|Sˆ(+)2 (r1)Sˆ(+)2 (r2)|k1, k2〉|2
}
= κ2〈nˆ1〉〈nˆ2〉[2 + 2 cos(δ1 − δ2)] + 2κ2〈nˆ1〉2 + 2κ2〈nˆ2〉2, (4.59)
where we see that the interference comes from the two photons coming from in-
dividual sources, whereas when the photons originate from the same source, no
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Figure 4.11: The resolution of the correlation functions against the correlation order
n.
interference occurs. Assuming the sources to be equal intensities, 〈nˆ1〉 = 〈nˆ2〉 ≡ 〈nˆ〉
we find the normalised intensity correlation to be
g
(2)
TLS(δ1, δ2) =
3
2
[
1 +
1
3
cos(δ1 − δ2)
]
. (4.60)
We see from Eq. (4.60) that the spatial modulation of the correlation function is
the same as for the single photon sources, however the visibility is reduced by 70%.
There is a clear interpretation of this reduction in the visibility, since it is caused by
the terms that account for the two photons originating from the same source which
clearly carry no information about the spatial separation of the two independent
sources.
Remarkably, as we observed for g(2), the third order correlation for thermal light
sources can also exhibit a pure sinusoidal oscillation of the same spatial frequency
as g
(3)
TLS. As with the second order correlation the visibility for thermal light sources
is reduced compared with the single photon emitters. In order to obtain a pure
sinusoidal modulation for thermal light sources, we must choose δ2 = 0 and δ3 = pi.
For an appropriate choice δ2 . . . δn we find that the intensity correlations for thermal
light sources can be described by the expression
g
(n)
TLS = B{1 + Vn cos[(n− 1)δ1]}. (4.61)
For thermal light sources the appearance of Vn in Eq. (4.61) does not allow us to
derive a similar analytic expression for the minimum resolvable source separation.
However we can numerically find the resolution for various orders of n. Fig. 4.11
shows the resolution as a function of n, we see that the single photon emitting sources
always provide better resolution compared to the thermal light sources, however, the
general trend of the resolution decreasing with n is still present even for thermal
sources.
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4.7 Discussion and conclusions
In conclusion, we have demonstrated how the statistical distance can be used as
a measure of distinguishability for probability distributions. By identifying images
with probability distributions we have shown how the statistical distance can be
used to determine the resolution of various imaging procedures. Detector imper-
fections can be fully accounted for and the resolution of various setups including
imperfections can be calculated via this method. By identifying an image with the
expectation value of the imaging observable we ignore the effects of noise in the
detection. In order to properly perform a parameter estimation of the spatial pa-
rameters of the source we must take noise into account. This is the topic of the next
chapter.
Chapter 5
Estimation of Thermal Source
Dimensions
The contents of this chapter is based on [Pearce et al., 2015]. In this chapter we use
rigorous estimation theory to demonstrate how higher-order intensity interferometry
can yield a resolution improvement over the lowest (second) order intensity interfer-
ometry. The general setup is shown in Fig. 5.1a. We provide a general framework
that allows us to analyse intensity correlations of arbitrary order and discuss the ad-
vantages and disadvantages associated with higher-order intensity correlations. We
present a rigorous analysis of the HBT set up, explicitly calculating the likelihood
function and Fisher information, which allows us to determine the lowest possi-
ble variance in estimates of the source and also allows us to perform a maximum
likelihood estimation, therefore achieving this bound. An integral part of our proce-
dure is to treat unknown quantities as parameters to be estimated, every unknown
therefore increasing the size of the estimation problem. We then demonstrate our
method, making use of simulated data to obtain precision estimates of the radius
of a thermal source. We also show how these results can be used to estimate the
dimensions of any source, regardless of its geometry. Our method is also not limited
to thermal sources. We show that as long as the total photon number is not deter-
ministic (i.e. ∆nˆ > 0) our method can be used to calculate the Fisher information
and also provide maximum likelihood estimates of the source dimensions via the
method of scoring.
By explicitly calculating the Fisher information for different correlation orders
n, we show that in some instances the Fisher information increases with correlation
order. However the exact relationship between the Fisher information and the cor-
relation order depends strongly on the particular arrangement of the detectors and
the source geometry. The idea of exploiting higher order intensity correlations to
improve resolution has been suggested previously [Thiel et al., 2007, Oppel et al.,
2012,Iskhakov et al., 2011] and in the context of ghost imaging, the idea of exploiting
higher correlation orders has received great attention [Zhou et al., 2010,Chen et al.,
2010,Chan et al., 2009,Agafonov et al., 2009b]. However, to date there has not been
a rigorous theoretical explanation which can quantify the possible enhancement of
higher order correlation measurements for HBT-type experiments. We provide that
explanation here and demonstrate its use. We also include the effects of photon
losses in our model and show that higher order correlation can continue to perform
well even in the presence of loss.
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Figure 5.1: (a) Spatially incoherent, planar source S emitting into the far field.
The intensity measured at the positions r1, . . . , rn can be correlated to give the n-
point intensity correlation function, which in turn contains information about the
geometry of S. (b) Implementation simulated here: a fibre tip of radius 100 µm
emits monochromatic thermal light with a wavelength of 633 nm, which is recorded
with a CCD camera. Our task is to estimate the radius.
We consider the particular measurement scheme of an array of pixels measur-
ing the intensity at a discrete number of positions as in Fig. 5.2a. The benefit
of such a setup is that we can capture a large amount of correlation data in one
exposure. For example, as shown in Fig 5.2 we can calculate the two-point inten-
sity correlation between any pair of pixels as a function of the position of one of
the pixels, G(2)(x, s2) = G
(1)(x)G(1)(s2), where s2 is the stationary position of the
second pixel. When measuring a correlation function in this way the individual
data points that are calculated may not be independent. The correlation between
any pair of measurements, e.g., G(2)(x1, s2) and G
(2)(x2, s2), depends on the correla-
tions between all the measured intensities G(1)(x1), G
(1)(x2) and G
(1)(s2). Since the
measurement relies on the statistical dependence of these intensities, the resulting
values of G(2)(x1, s2) and G
(2)(x2, s2) will not, in general, be independent. The same
argument holds for higher order correlations.
We also assume that repeated measurements made by the pixel array are in-
dependent, i.e. separate images are independent. For thermal light this shouldn’t
present a problem because the coherence times of thermal light are intrinsically very
short and will typically be far less than the dead time of the detectors. However,
for pseudo-thermal light this may no longer be the case. We therefore assume that
sufficient time is left between images such that the images can be considered to be
statistically independent. This procedure represents a sort of course-graining over
the temporal domain, which will generally reduce the amount of information [Ferrie,
2014]. However, since this sort of course-graining is inherent in most devices that
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measure intensities, we deem this assumption to be necessary and relevant. The
assumption of independent images allows us to use the central limit theorem, which
vastly simplifies our model of the probability distribution function (PDF) of our
data.
As we will show explicitly in the next section, the visibility for nth-order intensity
correlations can increase with larger n. The visibility of a signal s is defined as
V = smax − smin
smax + smin
, (5.1)
which we see is bounded by 0 ≤ V ≤ 1. Although the visibility is sometimes used as
a figure of merit in imaging, in order to perform a proper parameter estimation, the
full PDF must be known. In particular, the noise of the signal (characterised by the
second moments of the PDF) must also be taken into account. For signals generated
via postselection of the data, such as intensity correlation signals, the signal to noise
ratio will generally decrease as less data is postselected (increasing n), which will
generally lead to worse parameter estimation. However, whatever figure of merit is
chosen, there is no substitute for calculating the Fisher information from the PDF
and therefore finding the amount of information that can be extracted from the
data.
5.1 n-point intensity correlation functions
Consider a semi-planar source S emitting radiation that is observed in the far field.
The setup is described diagrammatically in Fig. 5.1a. We first describe the second
order intensity interference for experiments that measure the equal-time two-point
intensity correlation
G(2)(r1, r2) = 〈:Eˆ(−)(r1)Eˆ(+)(r1)Eˆ(−)(r2)Eˆ(+)(r2):〉
∝ 〈:aˆ†(r1)aˆ(r1)aˆ†(r2)aˆ(r2):〉 , (5.2)
where E(±) are the positive and negative frequency parts of the electric field, aˆ(r)
and aˆ†(r) are the annihilation and creation operators of the field at position r, : : de-
notes normal ordering, and ri is the position of the i
th detector in the far field. When
viewed in the far field of the source, interference fringes can be observed in the cor-
relation functions under certain conditions [Oppel et al., 2012]. More generally, we
can consider the equal-time n-point intensity correlation G(n) ∝ 〈:∏ni=1 aˆ†(ri)aˆ(ri):〉.
Increasing the correlation order n can also lead to an increased visibility of the in-
terference fringes, suggesting we may be able to extract more information from the
higher correlation orders [Oppel et al., 2012,Agafonov et al., 2008b].
To calculate the n-point intensity correlation we make use of the optical equiv-
alence theorem [Sudarshan, 1963], which states that the expectation of a normally
ordered product of creation and annihilation operators can be replaced by respec-
tively their left and right eigenvalues if the expectation is replaced by an ensemble
average weighted by the P -representation of the state. Mathematically, we write
〈f(aˆ†, aˆ)〉 =
∫
Pρ(α)f(α
∗, α) d2α ≡ 〈f(α∗, α)〉P , (5.3)
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Figure 5.2: Measuring the second order intensity correlation function with an array
of pixels. (a) The second order intensity correlation G(2)(xi) at pixel xi = 7 is
calculated as the correlation between the intensities G(1)(s2) at a fixed pixel s2 = 13
(shown as a darker pixel) and G(1)(xi) at the pixel xi = 7. (b, c) The third order
correlation function G(3)(xi) is defined using two detection schemes, namely via a
single fixed pixel that is correlated twice (detection scheme 1, note the double line
from pixel 13), or two fixed pixels (detection scheme 2). (d, e) The fourth order
intensity correlation G(4)(xi) is defined analogous to G
(3)(xi).
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where f is any normally ordered function of the creation and annihilation operators,
the first expectation is the quantum mechanical average, and the subscript P on the
second expectation signifies that it is an ensemble average taken with respect to the
quasi-probability function P . With the help of the optical equivalence theorem, the
n-point intensity correlation G(n)(r1, . . . , rn) can be written as〈
:
∏n
i=1aˆ
†(ri)aˆ(ri):
〉
= 〈∏ni=1α∗(ri)α(ri)〉P . (5.4)
Thermal light exhibits a Gaussian zero mean P -representation. We can therefore
apply the Gaussian moment theorem [Mandel and Wolf, 1995] and make the sim-
plification
〈∏ni=1α∗(ri)α(ri)〉P = ∑
σ∈Sn
n∏
i=1
〈α∗(ri)α(rσ(i))〉, (5.5)
were Sn is the symmetric group containing all permutations of the set {1, . . . , n}.
This allows us to write G(n) as
G(n)(r1, . . . , rn) = |K|2n
∑
σ∈Sn
n∏
i=1
〈aˆ†(ri)aˆ(rσ(i))〉, (5.6)
where we have defined Eˆ(+) = Kaˆ. We can make a further simplification by in-
troducing the complex degree of coherence, defined as [Mandel and Wolf, 1995]
(sometimes referred to as the mutual coherence function [Gerry and Knight, 2006])
γ(r1, r2) =
〈aˆ†(r1)aˆ(r2)〉
[〈aˆ†(r1)aˆ(r1)〉〈aˆ†(r2)aˆ(r2)〉]1/2
. (5.7)
This allows us to write the n-point intensity correlation function as
G(n)(r1, . . . , rn) =
∑
σ∈Sn
n∏
i=1
〈aˆ†(ri)aˆ(ri)〉γ(ri, rσ(i)) , (5.8)
where we omitted the constant of proportionality K for brevity. From this expression
we see that the n-point correlation for Gaussian light is equal to the permanent of
a matrix Γ [Minc, 1978]
G(n)(r1, . . . , rn) = Perm(Γ) , (5.9)
where
Γij ≡
[〈aˆ†(ri)aˆ(ri)〉〈aˆ†(rj)aˆ(rj)〉]1/2 γ(ri, rj). (5.10)
In general the permanent of a matrix is difficult to calculate. Therefore, for larger
n it is increasingly costly to calculate the n-point correlations. This is the main
limiting factor for the use of higher-order correlation functions in imaging.
The advantage of writing G(n)(r1, . . . , rn) in terms of the complex degree of
coherence is that the complex degree of coherence in the far field paraxial regime is
given by the two-dimensional Fourier transform of the intensity distribution of the
source [Mandel and Wolf, 1995]. This result is known as the Van Cittert-Zernike
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Figure 5.3: The second (dashed), third (dotted) and fourth (solid) order intensity
correlation functions of Eq. (5.12) as a function of the separation between the scan-
ning pixel r1 = x and the reference pixel s2 for the remaining arguments, and with
normalised intensity 〈aˆ†(ri)aˆ(ri)〉 = 1 and ϑk = 64. The width of the curves is
directly proportional to the angular diameter of the source a. The higher visibilities
of G(3) and G(4) over G(2) suggest that higher-order correlations may outperform
regular Hanbury Brown and Twiss estimation of the source diameter. Here we show
rigorously using estimation theory that this can indeed be the case in some instances.
theorem [van Cittert, 1934, Zernike, 1938]. We can therefore calculate the far field
intensity correlations for any source geometry, provided that we can determine the
Fourier transform of the intensity distribution.
As an example, consider a monochromatic, thermal, circular source of uniform
intensity and angular diameter ϑ = tan−1(a/d) ≈ a/d where a is the diameter of the
source and d is the distance from the source to the observation plane. The far field
complex degree of coherence is the two-dimensional Fourier transform of a circle
with radius a [Born and Wolf, 1980]
γ(r1, r2) =
2J1 (ϑk|r1 − r2|)
(ϑk|r1 − r2|) , (5.11)
where J1 is the first order Bessel function of the first kind and k is the wavenumber.
The n-point correlation function then becomes
G(n)(r1, . . . , rn) =
∑
σ∈Sn
n∏
i=1
〈aˆ†(ri)aˆ(ri)〉
2J1
(
ϑk|ri − rσ(i)|
)(
ϑk|ri − rσ(i)|
) . (5.12)
Fig. 5.3 shows the second, third and fourth order correlation functions for a uniform
disc along a one-dimensional detector. We have seen previously that the n-point
correlation contains a large number of terms (the permanent contains a sum over
the symmetric group Sn giving n! terms). In practice this is what limits our ability
to calculate arbitrary correlation orders.
CHAPTER 5. ESTIMATION OF THERMAL SOURCE DIMENSIONS 63
5.2 Estimation from intensity correlations
In the previous section we saw that intensity correlation measurements in the far
field depend on the parameters describing the source geometry, and in this section
we examine how we can use these measurements to practically obtain spatial infor-
mation about the source. To this end we employ parameter estimation theory, which
involves the use of an estimator θˇ that takes the measured data x = (x1, . . . , xM) in
M measurements (the pixels in the detector) and returns estimates of the parameters
of interest θ = (θ1, . . . , θl). In order to extract the spatial information in the most
efficient way, we can apply a maximum likelihood estimation procedure. Maximum
likelihood estimation relies on maximisation of the joint probability distribution of
our data, and we therefore need to characterise the probability distribution from
which the correlation functions are sampled [Kay, 1993].
Once we have determined the the conditional probability p(x|θ) of obtaining the
measurement outcomes x given the values of the parameters θ = (θ1, . . . , θl), we can
determine the performance of our estimates using the Crame´r-Rao bound (CRB).
The CRB provides a lower bound for the variance of our estimators in terms of the
Fisher information matrix
Var(θi) ≥ [I(θ)]−1ii , (5.13)
where I(θ) is the Fisher information matrix given by
[I(θ)]ij =
∑
x
p(x|θ)
(
∂ ln[p(x|θ)]
∂θi
)(
∂ ln[p(x|θ)]
∂θj
)
, (5.14)
where the sum over x may be an integral if the values of xi form a continuum. In
practice, intensity measurements in modern optical detectors yield a digital signal
with discrete values.
The exact probability distribution p(x|θ) of the correlation functions will be a
complicated expression depending on the number of images N—not to be confused
with the number of pixels M in each image. However, since the measurements of
the correlation functions are averages over a (preferably) large data set, the central
limit theorem dictates that these measurements will be normally distributed [van der
Vaart, 1998]. Assuming that we make M measurements of the correlation functions
at M discrete detector positions, in the limit of large N the data will follow an
M -dimensional normal distribution:
p(x|θ) = exp
(−1
2
(x− µ(θ))TC−1(θ)(x− µ(θ)))√
(2pi)M |C(θ)| , (5.15)
where µ is the tuple of expectation values of the distribution at each of the sampling
points: µT = (〈x1〉, . . . , 〈xM〉), T denotes the transpose, and C is the covariance
matrix between pairs of measurements Cij = Cov(xi,xj) = 〈xixj〉 − 〈xi〉〈xj〉.
For a multivariate-normal distribution the elements of the Fisher information
matrix are given by [Kay, 1993]
[I(θ)]ij =
(
∂µ
∂θi
)T
C−1
(
∂µ
∂θj
)
+
1
2
Tr
[
C−1
∂C
∂θi
C−1
∂C
∂θj
]
≡ [I1(θ)]ij + [I2(θ)]ij, (5.16)
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Statistics Correlation functions
random variable Xi I(xi) I(s2) . . . I(sn)
kth measurement X
(k)
i Ik(xi) Ik(s2) . . . Ik(sn)
sample mean Xi =
1
N
∑N
k=1X
(k)
i G
(n)(xi) =
1
N
∑N
k=1 Ik(xi)Ik(s2) . . . Ik(sn)
first moment 〈Xi〉 = 〈Xi〉 〈G(n)(xi)〉 = 〈I(xi) I(s2) . . . I(sn)〉 ∝
G(n)(xi, s2, . . . , sn)
second moment 〈XiXj〉 = 1N 〈XiXj〉 〈G(n)(xi)G(n)(xj)〉 =
1
N 〈I(xi)I(xj) I(s2)2 . . . I(sn)2〉 ∝
1
NG
(2n)(xi, xj , s2, s2, . . . , sn, sn)
Table 5.1: Statistical quantities and their counterparts in the correlation functions.
The random variable Xi is the product of the intensity measurements at positions xi,
s2,. . . , sn, and the index i ∈ {1, . . . ,M} runs over all the detector positions (pixels).
After N measurements, we define a sample mean X i that is itself a fluctuating
quantity. This is not to be confused with the first moment 〈Xi〉, which is not a
random variable. Since the sample mean is an unbiased estimate of the first moment,
the expectation value of the sample mean is equal to the first moment. The second
moment of any pair of sample averages is not equal to the second moment of the
variables but instead N−1 times the second moment. This quantifies the intuition
that taking more data (increasing N) reduces the variation of the sample averages.
As N →∞ the sample averages coincide with the expectation values and the X i are
no longer random variables. The first and second moments are only proportional to
the correlation functions G(n) and G(2n) due to the efficiency factor in the measured
intensity in Eq. (5.18).
where we define the first term (depending on µ) as [I1(θ)]ij, and the second term as
[I2(θ)]ij. Since the optical field exhibits strong transverse correlations in the detec-
tion plane, the covariances will not be negligible, and we must therefore explicitly
evaluate these covariances in order to perform maximum likelihood estimation. In
the next section we explain how the correlation functions are incorporated into the
parameter estimation procedure. Finally, in order to find the maximum likelihood
estimate we use the method of scoring as outlined in section 3.1.3. The process is
described by the recursion relation Eq. (3.31). In order to begin the scoring algo-
rithm we require an initial value θ(0). Provided the initial value is sufficiently close
to the actual value, the algorithm should continue without difficulty. If no prior
knowledge exists about the parameters to be estimated, approximate values can be
obtained by simple methods that by no means achieve the CRB that can then be
used as the initial values θ(0).
5.3 Measuring the correlation functions
For simplicity we suppress the y dependence in ri = (xi, yi) and consider only the
one-dimensional problem where a single “moving” detector xi scans across a set of
M discrete positions x1, . . . , xM and the remaining n − 1 detectors are kept fixed
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(see Fig. 5.2b-e). We refer to the fixed detectors as the reference pixels and write
the reference pixel positions as x2 = s2, . . . , xn = sn. We distinguish between
two detector schemes, namely one where all reference pixels are identical (scheme
1), and one where all reference pixels are different (scheme 2). Taking N images
means performing N independent measurements of the intensity I(xi) at pixel xi
and calculating the sample average of the intensity moments
G(n)(x1, . . . , xn) =
1
N
N∑
k=0
n∏
i=1
Ik(xi) , (5.17)
where Ik(xi) is the k
th measurement of the intensity at position xi. Given the
reference pixels {s2, . . . , sn}, we can abbreviate G(n)(xi, s2, . . . , sn) ≡ G(n)(xi), and
the data that is used in the estimation procedure is x = (G(n)(x1), . . . ,G
(n)(xM)).
This is still quite a general description and includes, for example, the experimental
arrangement used in Ref. [Oppel et al., 2012]. We use G(n) to denote a measurement
of the correlation function. This is not to be confused with the true correlation
function G(n) as given by Eq. (5.8). It is an important distinction since the measured
correlation G(n)(xi) is a random variable due to the finite size of the sample N ,
whereas G(n)(xi) is the expectation value of the correlation function, only in the
limit N → ∞ do the two coincide. The relation between the standard statistical
quantities and the correlation functions are collated in Table 5.1.
In addition to the statistical noise due to the finite sample size N , any realis-
able detection scheme will introduce additional noise into the measurements. One
important source of noise is reduced detection efficiency of the pixels. Often this is
treated as a constant parameter η. However, when calculating the intensity correla-
tions we necessarily sample the higher moments of the detector noise. It is therefore
important that we acknowledge the random nature of the noise in order to correctly
deduce its effects. Physically we would expect the noise to be sharply peaked around
some constant value with some small but non-zero variance. We would also expect
the random noise to be independent across the pixel array since the pixels them-
selves are independent. We model this additional noise as uncorrelated, normally
distributed noise with mean and variance 〈η(xi)〉 = ν and 〈η(xi)2〉 − 〈η(xi)〉2 = ς2
respectively 1. We can therefore write
Ik(xi) = ηk(xi)I˜k(xi) , (5.18)
where I˜k(xi) is the k
th realisation of the random intensity at pixel xi as measured
by an ideal detector, and ηk(xi) is the k
th realisation of the noise at pixel xi. The
1The particular model chosen for the noise is in some sense arbitrary, as we will show in appendix
B it is only necessary to determine up to the 2nth moment of the noise distribution, treating each
new moment as a new parameter to be estimated. The use of Gaussian noise allows us to use only
two parameters to calculate any moment, a feature not shared by a general distribution. However,
the additional parameters introduced by a different noise distribution (higher moments) can be
added to the list of estimation parameters, therefore increasing the size of the estimation problem
whilst still keeping the problem tractable.
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expectation of G(n)(xi) is given by
µi = 〈G(n)(xi, s2 . . . , sn)〉
=
1
N
N∑
k=1
〈Ik(x1)Ik(s2) . . . Ik(sn)〉
=
1
N
N∑
k=0
〈I˜k(xi)I˜k(s2) . . . I˜k(sn)〉〈ηk(xi)ηk(s2) . . . ηk(sn)〉 , (5.19)
which is to be used in Eq. (5.15). We assume that the noise and intensity are
stationary random variables, so we can immediately perform the sum removing the
factor N−1. The first factor in Eq. (5.19) is, by definition, the intensity correlation
〈I˜k(xi)I˜k(s2) . . . I˜k(sn)〉 = G(n)(x1, s2, . . . , sn). The second factor in Eq. (5.19) is in
general some combination of moments of the normal distribution characterised by ν
and ς.
The elements of the covariance matrix in Eq. (5.15) are
Cij = Cov
(
G(n)(xi),G
(n)(xj)
)
, (5.20)
where Cov denotes the covariance between the sample average of the intensity corre-
lation at pixel xi and xj. Using Eq. (5.17) with the abbreviation ofG
(n)(xi, s2, . . . , sn),
and the definition of µi in Eq. (5.19) this yields
Cij =
1
N
(
〈I(xi)I(xj)I(s2)2 . . . I(sn)2〉 − µiµj
)
(5.21)
=
1
N
G(2n)(xi, xj, s2, s2, . . . , sn, sn)
× [〈η(xi)η(xj)η(s2)η(s2) . . . η(sn)η(sn)〉 − µiµj] .
We see that the covariances between our data G(n)(xi) and G
(n)(xj) depend on
correlation functions of order 2n. The term 〈η(xi)η(xj)η(s2)η(s2) . . . η(sn)η(sn))〉 is
evaluated in appendix B. We now have a complete characterisation of the probability
distribution p(x|θ) and can therefore calculate the Fisher information to determine
the lower bound on the variance of our estimates of θ via the CRB and can also
perform a maximum likelihood estimation procedure to estimate the dimensions of
the source. In the next section we present numerical simulations of this estimation
procedure.
5.4 Numerical Simulations
To determine the performance of our estimates, we produce simulations of the ex-
periment shown in Fig. 5.1b, where a circular fibre tip of radius of a = 100 µm
emits uniform thermal light of wavelength λ = 633 nm. The complex degree of
coherence of such a source is given by Eq. (5.11). To simulate the experiment we
again make use of the optical equivalence theorem and the P -representation. The
P -representation for thermal light takes the form of a complex multivariate normal
distribution. The simulation of the experiment is then performed by sampling from a
2M -dimensional normal distribution corresponding to the real and imaginary parts
of α(x1), . . . , α(xM), i.e., α(x) = a(x) + ib(x) with covariances
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Figure 5.4: Results of the numerical estimation of the source diameter a (µm) and
comparison with the Crame´r-Rao bound (CRB). Choosing the reference pixels in a
distributed manner as in Fig 5.2c, e leads to a CRB value of the variance as shown
in (a), with the estimate and standard deviation shown in (b). Here we have chosen
a detection efficiency ν = 0.5 with ς = 0.01. Due to the computational complexity
of the problem only correlation orders up to n = 4 can be calculated. Choosing
the central pixel as the reference pixel as in Fig 5.2b, d leads to a CRB value of
the variance as shown in (c), with the estimate and standard deviation shown in
(d). This configuration does not allow us to include detector efficiency as a random
variable in the estimation procedure. For comparison, the numerical values in this
figure are collated in Tables 5.2 and 5.3.
〈a(xi)a(xj)〉 = 〈b(xi)b(xj)〉 = 1
2
〈I〉 γ(xi, xj)
〈a(xi)b(xj)〉 = 0 . (5.22)
We have assumed a uniform far field intensity distribution of thermal sources,
〈I(xi)〉 = 〈I(xj)〉 ≡ 〈I〉. This simulates the far field intensity for a thermal source
complete with all the intensity correlations.
We include the effect of pixel noise by adding an additional normal random
variable to each of the intensities with mean ν and variance ς2. The intensity
correlations are then calculated from the simulated field by means of Eq. (5.17),
which are in turn used to estimate the dimensions of the source parameters. We
require averaging over a large set of data in order to apply the central limit theorem
and treat the data as normally distributed. The parameter 〈I〉 is also treated as an
unknown parameter to be estimated. The importance of this cannot be overstated:
if we instead treat 〈I〉 as a constant, any slight deviation from the exact value can
lead to catastrophic failure of the estimation procedure. It is therefore imperative
that the unknown parameter 〈I〉 should be treated as a nuisance parameter in order
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Figure 5.5: Variance (∆a)2 of the estimator aˇ for G(2) against the standard deviation
of the noise ς (dimensionless). Average detector efficiencies ν = 0.2 (dashed), ν = 0.5
(dotted), and ν = 0.9 (full).
to perform the maximum likelihood estimation. Although there appear to be four
unknown parameters: θ = (a, 〈I〉, ν, ς), the factorisation of Eq. (5.25) allows us
to combine the parameters 〈I〉 and ν into the new parameter 〈Ieff〉 = ν〈I〉 which
is the effective intensity recorded by the detector in the presence of inefficiencies
characterised by 〈η〉 = ν.
Once we generated the simulated data from the 2M -dimensional normal distri-
bution described above and added the noise, we estimated the parameters a, 〈Ieff〉
and χ based on different orders of intensity correlations and the scoring method.
The maximum likelihood estimation procedure was repeated 1000 times such that a
statistical variance (∆a)2Sim for the simulated data could be calculated, and we can
compare this to the lower bound on the variance (∆a)2CRB based on the Crame´r-Rao
bound:
(∆a)2CRB ≥ [I]−1aa , (5.23)
where we now must find the inverse of the 3×3 Fisher information matrix I. There
are two main cases to consider.
5.4.1 Constant detector loss
First, we analyse the special case of a detection system with constant loss for each
pixel (ς = 0). For this particular noise model, the choice of reference pixel positions
does not effect the noise terms in Eqs. (5.19)(5.21), since 〈ηk(xi)ηk(s2) . . . ηk(sn)〉 =
νn for all choices of reference pixel positions. We find the choice s2 = s3 = · · · =
sn ≡ s = bM/2c to be of particular interest since it simply involves taking powers
of the measured intensity I(s)n−1, and it is the central pixel on a one-dimensional
CCD. This allows us to compare the effects of the post processing without the need
to consider complications regarding the exact placement of the reference pixels,
s2, . . . , sn. The inherent simplicity of this arrangement also allows us to calculate
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the correlations up to arbitrary order since the correlation functions G(n) and G(2n)
take the compact forms
G(n)(xi, s, . . . , s) =(n− 1)![1 + (n− 1)|γ(xi, s)|2],
G(2n)(xi, xj, s, . . . , s) =(n− 2)!
{
1 + |γ(xi, xj)|2 + (n− 2)
× [2Re(γ(xi, xj)γ(s, xi)γ(xj, s))
+ |γ(xi, s)|2 + |γ(xj, s)|2
+ |γ(xi, s)|2|γ(xj, s)|2
]}
. (5.24)
Fig. 5.4c shows the Crame´r-Rao lower bound on the variance for our estimate of a for
the first four correlation functions G(2) to G(5), and Fig. 5.4d shows the estimate of
a with the actual standard deviation ∆aSim. The numerical results are also collated
in Table 5.2.
Table 5.2: Results of the maximum likelihood estimation for the correlation functions
G(2) to G(5) and the Crame´r-Rao lower bounds. The estimation procedure was
performed on 1000 simulated data sets.
n Estimated a (µm) (∆a)2Sim (µm
2) (∆a)2CRB (µm
2)
2 99.978 0.181 0.162
3 99.968 0.151 0.150
4 99.932 0.249 0.244
5 99.826 0.543 0.434
Surprisingly, the best estimates of the spatial dimensions of the source occur
for n = 3, and the estimates get progressively worse as the correlation order is
increased beyond third order. Therefore, to extract the maximum amount of spatial
information from our data, correlations of third order should be used. We stress
the importance of this finding as it requires no additional measurements to be made
other than those made to measure G(2). Indeed, in principle it would be possible
to use the exact data used by Hanbury Brown and Twiss to measure the angular
diameter of Sirius [Brown and Twiss, 1956a]. We also note that there is nothing in
our treatment that uniquely picks out the spatial correlation functions, in the same
manner we could equally discuss temporal correlations. Interestingly, estimates of
the effective intensity 〈Ieff〉 do not follow the same pattern as those for a. If we
wish to estimate 〈Ieff〉 the best performance is given by G(2), with higher orders
performing worse.
5.4.2 Detector loss as a random variable
Second, we demonstrate the effect of a small non-zero ς, representing a system with
uncertainty in the detector loss mechanism. The effect of this additional noise is
shown in Fig. 5.5, where we plot the variance of the estimator for the second order
intensity correlation function against the standard deviation ς. As expected, the
addition of noise in the detection process reduces the precision in our estimator, but
the question is whether this detector noise as a random variable is a better model
than the fixed detector efficiency with ς = 0. The results of the maximum likelihood
estimation and the Crame´r-Rao bound are given in Table 5.3.
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In order to perform the estimation, first we must evaluate the second term in
Eq. (5.19), which is an nth moment of the noise distribution. Having considered the
case where all reference pixels are the same in the previous section, we now restrict
ourselves to only considering cases where no two reference pixel positions are the
same, i.e. s2 6= s3 6= · · · 6= sn, such that we can determine the effect of separat-
ing the reference pixels. In this regime the nth moment of the noise distribution,
〈η(xi)η(s2) . . . η(sn)〉 is given by
〈ηk(xi)ηk(s2) . . . ηk(sn)〉 = νn + νn−2
n∑
j=2
δxi,sj ς
2
= νn
(
1 +
n∑
j=2
δxi,sjχ
2
)
(5.25)
where χ = ς/ν. We therefore find it necessary to re-parameterise the problem
using the parameters θ = (a, 〈I〉, ν, χ). Eq. (5.25) represents an nth moment of
the noise distribution, and the Kronecker deltas arise from the independence of
the distribution for individual pixels. The 2nth moment of the noise distribution
appearing in Eq. (5.21) is calculated in appendix B.
In order to find the optimum position of the reference pixels, we define |si−si+1| =
d and plot the standard deviation as a function of d, the separation between adjacent
reference pixels. Fig. 5.6 shows the standard deviation for G(2) to G(4) as a function
of d. Interestingly, the higher order correlations do not outperform G(2) for all values
of d. For G(3) we find that the optimum positions correspond to separations where
the two reference pixels become uncorrelated. This occurs whenever the complex
degree of coherence between the two pixels is equal to zero. Since the complex
degree of coherence for the system is proportional to the Bessel function J1, the
optimum separations d correspond to the zeroes of this function. For G(4) the exact
position of the optimum is more complicated, due to the fact that the zeroes of J1
are not uniformly distributed. However, the optimum positions are approximately
located at the position where adjacent reference pixels are uncorrelated from their
nearest neighbours. This should be expected to some extent as we can see from the
following argument: A measurement of G(3)(x, s1, s2) contains information about
the correlations between the fields at x and s1, and the fields at x and s2, therefore
if the fields at s1 and s2 are highly correlated we would expect to gain very little
from obtaining additional information regarding the correlations between x and
s2. However, the more independent s1 and s2 become the more we can expect to
gain additional information from measurements of the correlations between x and
s2. Tab. 5.3 shows the variance of the estimators for the first three correlation
functions as calculated from the CRB and directly measured in the simulations. We
see that the measured variance in our estimators closely follows that obtained from
the CRB.
Another interesting feature of Fig. 5.6 is the ability for G(4) to outperform G(2), a
feature that does not occur for fixed reference pixels. This behaviour is reminiscent
of the “magic angles” in Refs. [Thiel et al., 2007, Oppel et al., 2012], where the
detectors had to be placed at specific positions (the magic angles) in order to obtain
the (n− 1)-fold increased sinusoidal modulation in the scanning detector.
The exact relation between the variance of our estimators and the correlation
order also depends on the intensity distribution of the source. Fig. 5.7 shows the
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FIG. 6: (Color online): Standard deviation of the estimator aˆ for
G(2) (dashed) ,G(3) (dotted) andG(4) (solid). The grey vertical lines
correspond to the first and second zeroes of the Bessel function J1.
dard deviation  n . As expected, the addition of noise in the
detection process reduces the precision in our estimator. As
mentioned in the previous section, the estimation procedure
cannot proceed if we make the same choice of null pixel posi-
tions, i.e. s2 = s3 = · · · = sn ⌘ s. In order to find the optimum
position of the null pixels, we define |si si+1 | = d and plot the
standard deviation as a function of d, the separation between
adjacent null pixels. Fig. 6 shows the standard deviation for
G(2)-G(4) as a function of d. Interestingly, the higher order
correlations do not outperform G(2) for all values of d. For
G(3) we find that the optimum positions correspond to sepa-
rations where the two null pixels become uncorrelated. This
occurs whenever the complex degree of coherence between
the two pixels is equal to zero. Since the complex degree of
coherence for the system is proportional to the Bessel func-
tion J1, the optimum separations d correspond to the zeroes
of this function. For G(4) the exact position of the optimum
is more complicated, due to the fact that the zeroes of J1 are
not uniformly distributed. However, the optimum positions
are approximately located at the position where adjacent null
pixels are uncorrelated from their nearest neighbours.
Another interesting feature of Fig. 6 is the ability for G(4)
to outperform G(2), a feature that does not occur for s2 =
s3 = · · · = sn . Tab. III shows the variance of the estimators
for the first three correlation functions as calculated from the
CRB and directly measured in the simulations. We see that
the measured variance in our estimators closely follows that
obtained from the CRB.
The exact relation between the variance of our estimators
and the correlation order also depends on the intensity dis-
tribution of the source. Fig. 7 shows the dependence of the
variance as a function of the null pixel separation for a slit
of width a = 200 µm. The complex degree of coherence for
such a geometry is given by the sinc function. Since the zeros
of the sinc function are uniformly distributed, it is possible
to achieve independence for all the null pixels simultaneously.
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FIG. 7: (Color online): Standard deviation of the estimator aˆ for
G(2) (dashed) ,G(3) (dotted) andG(4) (solid). The grey vertical lines
correspond to the first and second zeroes of the sinc function.
The plot shows that for the right choice of d the estimator for
G(4) outperforms G(2) and is almost as good as G(3) .
VI. DISCUSSION & CONCLUSIONS
The ability for higher order correlations to obtain more in-
formation can often be a source of confusion. This is most
clearly demonstrated when the detector noise vanishes  n = 0
and the null pixels are all the same s2 = s3 = · · · = sn . As
pointed out above in reference to the original HBT experiment,
we can take the output of two photodetectors and simply by
taking powers of one of the outputs, we gain a more precise
estimate of angular diameter of the source. We can understand
this increase in precision by comparing the measurements of
the intensity and second order correlation function. We use
the same set of data when measuring the intensity as we use to
measure the second order intensity correlation and yet a mea-
surement of the intensity reveals very little information about
the source since the intensity of a thermal source in the far
field is constant across x, the position of the detector. In con-
trast, the second order intensity correlation function is highly
dependent on x which allows for a much more precise esti-
mate of the angular diameter to be achieved, see Fig. 3. When
TABLE III: Variance of the estimators for the correlation functions
G(2)-G(4) calculated for null pixel separation d = 182 which cor-
responds to the first zero of J1. The estimation procedure was per-
formed on 1000 simulated data sets and the variance of the estimates
was calculated from the results.
n a (µm) ( a)2Sim (µm
2) ( a)2CRB (µm
2)
2 99.976 0.194 0.175
3 99.980 0.126 0.123
4 99.957 0.169 0.157
Figure 5.6: Standard deviation of the estimator aˇ for G(2) (dashed) , G(3) (dotted)
and G(4) (solid). The grey vertical lines correspond to the first and second zeroes of
the Bessel function J1.
Table 5.3: Results of the maximum likelihood estimation for the correlation functions
G(2) to G(4) and the Crame´r-Rao lower bounds, with a reference pixel separation
of d = 182 that corresponds to the first zero of J1. The estimation procedure was
performed on 1000 simulated data sets.
n Estimat d a (µm) (∆a)2Sim (µm
2) (∆a)2CRB (µm
2)
2 99.976 0.194 0.175
3 99.980 0 126 0.123
4 99.957 0.169 0.157
dependence of the variance as a function of the reference pixel separation for a slit of
width a = 200 µm. The complex degree of coherence for such a geometry is given by
the sinc function. Since the zeros of the sinc functi n re uniformly distributed, it is
possible to achieve independence for all the reference pixels simultaneously. Fig. 5.7
shows that for the optimal choice of d the estimator for G(4) outperforms G(2) and
is about as good as G(3).
5.5 Discussion and conclusio s
We have discussed the exact role of higher order intensity correlations in regards to
parameter estimation of the intensity distribution of thermal sources, and demon-
strated that it is beneficial to post-process the data in such a way as to measure
intensity correlations of order n > 2. We have also shown how the post processing
can be optimised with r spect to the plac ment of the reference pixels, to find the
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FIG. 6: (Color online): Standard deviation of the estimator aˆ for
G(2) (dashed) ,G(3) (dotted) andG(4) (solid). The grey vertical lines
correspond to the first and second zeroes of the Bessel function J1.
dard deviation  n . As expected, the addition of noise in the
detection process reduces the precision in our estimator. As
mentioned in the previous section, the estimation procedure
cannot proceed if we make the same choice of null pixel posi-
tions, i.e. s2 = s3 = · · · = sn ⌘ s. In order to find the optimum
position of the null pixels, we define |si si+1 | = d and plot the
standard deviation as a function of d, the separation between
adjacent null pixels. Fig. 6 shows the standard deviation for
G(2)-G(4) as a function of d. Interestingly, the higher order
correlations do not outperform G(2) for all values of d. For
G(3) we find that the optimum positions correspond to sepa-
rations where the two null pixels become uncorrelated. This
occurs whenever the complex degree of coherence between
the two pixels is equal to zero. Since the complex degree of
coherence for the system is proportional to the Bessel func-
tion J1, the optimum separations d correspond to the zeroes
of this function. For G(4) the exact position of the optimum
is more complicated, due to the fact that the zeroes of J1 are
not uniformly distributed. However, the optimum positions
are approximately located at the position where adjacent null
pixels are uncorrelated from their nearest neighbours.
Another interesting feature of Fig. 6 is the ability for G(4)
to outperform G(2), a feature that does not occur for s2 =
s3 = · · · = sn . Tab. III shows the variance of the estimators
for the first three correlation functions as calculated from the
CRB and directly measured in the simulations. We see that
the measured variance in our estimators closely follows that
obtained from the CRB.
The exact relation between the variance of our estimators
and the correlation order also depends on the intensity dis-
tribution of the source. Fig. 7 shows the dependence of the
variance as a function of the null pixel separation for a slit
of width a = 200 µm. The complex degree of coherence for
such a geometry is given by the sinc function. Since the zeros
of the sinc function are uniformly distributed, it is possible
to achieve independence for all the null pixels simultaneously.
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FIG. 7: (Color online): Standard deviation of the estimator aˆ for
G(2) (dashed) ,G(3) (dotted) andG(4) (solid). The grey vertical lines
correspond to the first and second zeroes of the sinc function.
The plot shows that for the right choice of d the estimator for
G(4) outperforms G(2) and is almost as good as G(3) .
VI. DISCUSSION & CONCLUSIONS
The ability for higher order correlations to obtain more in-
formation can often be a source of confusion. This is most
clearly demonstrated when the detector noise vanishes  n = 0
and the null pixels are all the same s2 = s3 = · · · = sn . As
pointed out above in reference to the original HBT experiment,
we can take the output of two photodetectors and simply by
taking powers of one of the outputs, we gain a more precise
estimate of angular diameter of the source. We can understand
this increase in precision by comparing the measurements of
the intensity and second order correlation function. We use
the same set of data when measuring the intensity as we use to
measure the second order intensity correlation and yet a mea-
surement of the intensity reveals very little information about
the source since the intensity of a thermal source in the far
field is constant across x, the position of the detector. In con-
trast, the second order intensity correlation function is highly
dependent on x which allows for a much more precise esti-
mate of the angular diameter to be achieved, see Fig. 3. When
TABLE III: Variance of the estimators for the correlation functions
G(2)-G(4) calculated for null pixel separation d = 182 which cor-
responds to the first zero of J1. The estimation procedure was per-
formed on 1000 simulated data sets and the variance of the estimates
was calculated from the results.
n a (µm) ( a)2Sim (µm
2) ( a)2CRB (µm
2)
2 99.976 0.194 0.175
3 99.980 0.126 0.123
4 99.957 0.169 0.157
Figure 5.7: Standard deviation of the estimator aˇ for G(2) (dashed) , G(3) (dotted)
and G(4) (solid). The grey vertical lines correspond to the first and second zeroes of
the sinc function.
most informative measurements. A major benefit of this method is that it does not
require particularly elaborate experimental arrangements, and when we can neglect
any additional noise introduced by the detectors it bec mes possible to increase the
precision simply by taking powers of the measured intensities. Since we explicitly
account for correlations between the data points, all the measurements can be made
simultaneously, thus reducing the measurement time required to obtain the data.
While we have framed the discussion in the context of detector pixels on a CCD
camera, the same methods apply to any array of field detectors, including telescopes.
By fully determining the PDF for measurements of i tensity correlation functions,
including the covariance matrix of the correlated data, we are able to determine the
Fisher information for such experiments. This allows us to calculate the maximum
achievable precision via the Crame´r-Rao bound and also to saturate that bound by
performing a maximum likelihood estimation.
The techniques presented here can in principle be used to estimate the source
dimensions of objects that emit non-thermal light, including quantum emitters. In
these cases the Gaussian moment theorem generally does not apply and extra care
must be taken in the calculation of the correlati n functions G(n)(x1, s2, . . . , sn). As
long as the measured intensity is a random variable then th PDF for the data can
be considered as a multivariate normal when averaged over many measurements.
Also, the estimated parameters need not be spatial parameters of the source: as
long as the PDF depends on the parameters to be estimated in a deterministic way
our procedure can be used to perform the estimation. The inclusion of a realistic
noise model allows the effect of detection noise to be accounted for and estimated,
thus allowing the estimation to proceed in the presence of noise.
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The experimental implementation of this procedure is not hugely challenging,
but a number of critical requirements must be met. First, when measuring the
intensity correlation functions, the integration time of the detectors must be well
below the coherence time of the radiation to ensure that each measurement captures
a single mode of the radiation allowing us to consider a single mode. In addition,
the area of each detector (pixel) must be much smaller than the coherence area of
the source such that a single pixel can be considered as measuring a single mode.
This ensures that every detection event samples no more than a single mode volume
(i.e., the speckle size). Second, our use of the central limit theorem implies that
we have a large data set that provides a good signal to noise ratio. It is well-
known that a maximum likelihood estimation procedure requires a good signal to
noise ratio to produce good estimates [Kay, 1993]. Third, we have assumed uniform
intensity across the detectors. In practice this can be challenging if the source is not
sufficiently out of focus, or if there are spurious interference effects in the detector
itself (e.g., an etalon effect due to the protective glass of a CCD camera). Finally, the
detector noise is uncorrelated, which means that the pixel efficiencies are random,
and there is no cross-talk between the pixels. The latter two requirements can in
principle be included in the modelling of the experiment, but this comes at the cost
of a significantly increased complexity of the correlation functions.
We notice from Fig. (5.4) that all of the estimates fall just below the actual
value of a = 100 µm. Since all estimates are within one standard deviation of the
true value this may well be due to statistical fluctuations but it is also possible that
there is a small bias in the estimator. Presumably this would be due to any slight
deviations away from a normal distribution as was assumed for the PDF for the
data. To model the PDF as a multivariate normal requires the use of the central
limit theorem, which is only strictly true in the limit of infinite averaging. If there
is in fact a bias and it is caused by the non-normal nature of the PDF, we would
expect this effect to disappear for larger data sets as the PDF approaches normality.
The ability for higher order correlations to obtain more information can often be
a source of confusion. This is most clearly demonstrated when the reference pixels
are all the same s2 = s3 = · · · = sn. We can take the output of two photodetectors
and simply by taking powers of one of the outputs, we gain a more precise estimate
of angular diameter of the source. We can understand this increase in precision by
comparing the measurements of the intensity and second order correlation function
as in the original HBT experiment. We use the same set of data when measuring
the intensity as we use to measure the second order intensity correlation and yet a
measurement of the intensity reveals very little information about the source since
the intensity of a thermal source in the far field is constant across x, the position of
the detector. In contrast, the second order intensity correlation function is highly
dependent on x which allows for a much more precise estimate of the angular di-
ameter to be achieved, see Fig. 5.3. When considered as another method of post
processing the data, it is no more surprising that higher order correlations outper-
form the second order correlation than the second order correlation outperforming
the intensity.
Our method is rather general, and should apply to sources of light that are not
thermal. Future work will focus on (multi-mode) squeezed light and single photon
sources. Since all correlation functions can be determined from the same data set, it
would be advantageous to combine all of the estimates achieved via different n into a
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single estimate. In order to do this properly we would need to know exactly how all
of the individual estimates are correlated to determine the appropriate weighting for
the combined estimate and its error. The difficulty in determining the correlation is
in knowing how the maximum likelihood estimation procedure affects the correlation,
if at all. Once this is known, it should be possible to determine the weighting and
obtain the final estimate.
In conclusion, we found that higher order correlation functions can substantially
improve estimation of the parameters that characterise the geometry of a thermal
light source. As long as the source and the detection system are properly modelled,
the procedure can be implemented with current technology. Our techniques extend
immediately to other forms of Gaussian light, and potentially more general classical
and quantum light sources as well.
Chapter 6
Obtaining Spatial Information
From Far Field Sources
We often wish to determine the spatial properties of a radiation source from mea-
surements of the radiation in the far field. There are numerous measurements we
can make to aid us in determining these spatial properties. In this chapter we focus
on the problem of determining the spatial properties of a source of thermal radia-
tion from measurements of the radiation in the far field although our method only
relies on the detected radiation being diagonal in the number basis and isotropic (at
least across the modes that are measured). We calculate the symmetric logarithmic
derivative for such a system and determine under what circumstances the expres-
sions lead to a well behaved quantum Fisher information matrix. We also determine
under what circumstances the quantum Fisher information (QFI) is ill-defined and
in fact becomes singular. This allows us to demonstrate certain physical restrictions
upon the measured radiation and therefore informs us as to how information about
the spatial distribution of a source is conveyed to the far field.
At the end of this chapter we examine how, using the method developed here,
we might come to obtain a complete calculation of the quantum Fisher information.
We also give a brief account of an entirely different approach that may lead to a
successful calculation of the QFI and point out what difficulties we anticipate to
encounter.
6.1 Blackbody radiation
We start by discussing the properties of blackbody radiation. It is well known that
blackbody radiation is described by the density operator [Mandel and Wolf, 1995]
ρ =
⊗
k,s
∞∑
nks=0
〈nˆks〉nks
(1 + 〈nˆks〉)nks+1 |nks〉〈nks| (6.1)
≡
⊗
k,s
∞∑
nks=0
p(nks)|nks〉〈nks|, (6.2)
where the product
⊗
k,s labels all of the occupied modes, k labels the wave vector
and s labels the polarisation. The product should be understood as a tensor product
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Figure 6.1: The Planck distribution describing the energy spectrum of the radia-
tion emitted by a blackbody. The peak of the distribution is proportional to the
temperature of the blackbody T and can be determined via Wien’s displacement
law.
over the individual density operators describing each mode
ρks =
∑
nks
p(nks)|nks〉〈nks|
ρ =
⊗
k,s
ρks, (6.3)
which therefore describe independent states of the field. We can consider the product
as split into two parts
⊗
k =
⊗
k
⊗
[k] where the first product is taken over wavevec-
tors of different magnitude and the second product is constrained to wavevectors
of magnitude k but specifying unique directions. By noticing that the magnitude
of the wave vector is proportional to the frequency ν we can write the product as⊗
ν
⊗
[k].
A blackbody emits isotropically in space meaning that all k modes are occupied
and the energy of the state follows a Planck distribution in frequency (see Fig. 6.1)
B(ν) =
2hν3
c2
1
eβhν − 1 , (6.4)
where h is the Planck constant, β = 1/kBT and kB is the Boltzmann constant. The
Planck distribution gives the amount of energy emitted by a blackbody per unit
time, per steradian, per Hertz, per square meter of the source, Wsr−1Hz−1m−21. To
calculate the actual energy output of a blackbody of area AS, over a frequency range
1A steradian is defined in analogous way to the radian in 3 dimensions. As the definition of
the radian is the angle subtended at the centre of a circle by an arc that has length equal to the
radius of the circle, the steradian is the solid angle subtended at the centre of a sphere by a cone
that encompasses an area of the radius squared over the surface of the sphere.
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(ν1, ν2) and over a solid angle Ω therefore requires evaluation of the integral
E =
∫ ν2
ν1
ASΩτB(ν) dν (6.5)
where τ is the time the blackbody is observed for.
It is natural to ask how many modes a blackbody excites. To answer this we
make use of another well know result that states that for a single mode in thermal
equilibrium ρks the expectation value of the number operator is
〈nˆ〉 = 1
eβhν − 1 . (6.6)
where ν = |k|c/2pi. This gives the average number of photons in the mode. By
multiplying by the energy per photon and then by the number of modes we arrive
at the total energy of the system. For a small frequency range ∆ν
hν
1
eβhν − 1 × N(∆ν) = ASΩτB(ν)∆ν, (6.7)
where N(∆ν) is the number of modes in the frequency range of width ∆ν. Eq. (6.7)
implies
N(∆ν) = 2ASΩτ
ν2
c2
∆ν. (6.8)
This result was first stated by Gabor [Gabor, 1961]. The appearance of time τ
in the above equations reflects the fact that, by measuring the state for longer,
we measure more temporal modes as the photons become independent at times
greater than the coherence time. It was necessary to restrict ∆ν to be small such
that the variation in B(ν) is negligible allowing us to approximate the integral by∫
B(ν) dν ≈ B(ν)∆ν. There is also a practical need in making the preceding
approximation. Integration over the frequency implies that the frequency can be
divided into arbitrarily small intervals with an energy density proportional to B(ν).
However in any practical measurement this will not be the case. In fact the smallest
distinguishable frequency interval is proportional to the inverse of the measurement
time τ . We therefore suggest that the state be subdivided into distinguishable
frequency modes 2 of width 1/τ each consisting of 2ASΩν
2/c2 modes differing by
the exact direction of their wavevector [Levitin and Toffoli, 2014].
6.2 Frequency mode representation of ρ
We can now express the state ρ in a slightly different form to that of Eq.(6.1). We
write the state as a product of independent frequency modes with a mode spacing
1/τ as outlined above
ρ =
⊗
ν
ρν , (6.9)
2Each frequency mode is itself a product of all the occupied k modes satisfying |k| = 2piν/c.
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Figure 6.2: Demonstrating the arrangement. The blackbody emits isotropically
radiation that follows the Planck distribution. A detector at a distance R in the far
field observes the state over the detection time τ and the detection area A creating
a solid angle Ω = A/R2. The area of the source, AS = pir
2 is the projection of the
source onto a plane.
with
ρν ≡
∞∑
nν=0
p(nν)|nν〉〈nν |, (6.10)
where the product
⊗
ν now runs over all the distinguishable frequency modes present
and the product over k modes of the same energy has been absorbed by the kets
|nν〉. Since the density matrices for the individual k modes which comprise the
ν modes are themselves diagonal in the Fock basis, the density matrices for the ν
modes are also diagonal in this basis.
Since all of the modes are independent, the total probability of getting nν photons
of frequency ν is
p(nν) =
∑
{m}
p({m})δm,nν , (6.11)
where the sum over {m} is a sum over all k modes of frequency ν and therefore
sums over all the possible configurations of the photons across the allowed k modes,
the delta function picking out only those configurations where the total number of
photons is nν . The notation {m} therefore represents a particular configuration of
m total photons occupying the Dν modes. In other words, {m} represents a tuple of
length Dν which specifies a number of photons for each mode, {m} = {m1, . . . ,mDν}
and the sum is over every possible configuration. The probability p({m}) of any
particular configuration is given by
p({m}) =
∏
[k],s
p(nks), (6.12)
where the product is again restricted to all k modes of the same energy k = 2piν/c.
The probability distribution of the photon number for a thermal mode, p(nks), is
given by the Bose-Einstein distribution
p(nks) =
〈nˆks〉nks
(1 + 〈nˆks〉)nks+1 (6.13)
where 〈nˆks〉 is the average number of photons in the mode k, s, which is given
by Eq. (6.6). We note that this does not depend on the exact value of k except
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through its absolute value |k| = k, we therefore find that each term in the product
of Eq. (6.12) gives the same contribution allowing us to write
p({m}) = p(nks)Dν , (6.14)
where we have defined Dν to be the number of k modes at frequency ν.
Substituting from Eq. (6.13) into Eq. (6.14), we find
p({m}) = 〈nˆks〉
nν
(1 + 〈nˆks〉)nν+Dν , (6.15)
where nν ≡ Dνnks. As this depends only upon the total number of photons nν
and not upon the actual configuration, each term that contributes to the sum in
Eq. (6.11) gives the same result, namely Eq. (6.14). The probability p(nν) is there-
fore given by Np({m}) where N is the number of ways of arranging nν photons
across Dν modes. We find
p(nν) =
(nν +Dν − 1)!
(Dν − 1)!nν !
〈nˆks〉nν
(1 + 〈nˆks〉)nν+Dν , (6.16)
which is the probability of measuring nν photons of frequency ν given that there are
Dν unique k modes in which the photons are distributed where each mode has the
same average occupation number 〈nks〉 [Mandel, 1959]. The number of k modes of
a source of area AS viewed under a solid angle Ω is equal to [Levitin and Toffoli,
2014]
Dν = 2
ASΩν
2
c2
. (6.17)
The factor of 2 in the above equation accounts for polarisation allowing us to omit
s from the following treatment to simplify notation. In going from Eq. (6.8) we
have cancelled the factor ∆ν with the 1/τ . In doing so we insist that whatever time
interval the state is measured over inversely defines the frequency interval ∆ν, which
ensures that whatever time interval is chosen, only one temporal mode is measured.
6.3 The quantum Fisher information for black-
body radiation
To calculate the QFI for the spatial parameters of the source, we need to take the
derivative of ρ with respect to the parameters θ = {θ1, . . . , θr}, which parameterise
the spatial properties of the source. The QFI matrix is given by [Helstrom, 1976]
[IQ]ij = Tr[(∂iρ)Lj], (6.18)
where Lj is the symmetric logarithmic derivative with respect to the parameter θj
and ∂i ≡ ∂∂θi .
Calculation of the QFI therefore relies upon calculating the symmetric logarith-
mic derivative (SLD). In the basis that diagonalises ρ the SLD is given by
Lj = 2
∑
l,m
〈l|∂jρ|m〉
p(l) + p(m)
|l〉〈m| (6.19)
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where p(l) and |l〉 are the eigenvalues and eigenbasis of ρ respectively. In general
the eigenvalues and eigenbasis of ρ will change with the parameters θ, therefore
when we take the derivatives we must be careful to ensure that we take this into
account. However, we will avoid explicitly writing the θ dependence in both the
eigenvalues and eigenbasis for brevity. Since each individual k mode that constitutes
ρ is diagonal in the number basis, ρ itself is diagonal in the basis |{l}〉 = ⊗k|lk〉,
where again the notation {l} stands for a tuple of length Dν denoting the the number
of photons in mode k. The matrix elements 〈{l}|∂jρ|{k}〉 are
[∂jρ]{l}{k} = 〈{l}|
∑
ν
∂jρν
⊗
µ6=ν
ρµ|{k}〉
=
∑
ν
〈lν |∂jρν |kν〉
⊗
µ6=ν
p(lµ)δlµ,kµ . (6.20)
The SLD then becomes
Lj = 2
∑
ν
∑
lν ,kν
〈lν |∂jρν |kν〉
p(lν) + p(kν)
|lν〉〈kν |. (6.21)
Using this form for the SLD and Eq. (6.18), the QFI is
[IQ]ij =
∑
ν
Tr
[
2∂iρν
∑
lν ,kν
〈lν |∂jρν |kν〉
p(lν) + p(kν)
|lν〉〈kν |
]
. (6.22)
The QFI is therefore the sum of the QFI for each mode, we will omit the mode label
and write the QFI for a single mode ν as
[IQ](ν)ij = Tr
[
2∂iρ
∑
l,k
〈l|∂jρ|k〉
pl + pk
|l〉〈k|
]
. (6.23)
Upon inserting Eq. (6.20) into Eq. (6.23) we find
[IQ](ν)ij = 2
∑
l,k
〈k|∂jρ|l〉〈l|∂iρ|k〉
pl + pk
, (6.24)
where the QFI now depends only on the probabilities pl and the matrix elements
〈l|∂iρ|k〉.
Evaluating first the matrix elements 〈k|∂iρ|k〉, we find
〈l|∂iρ|k〉 =
∑
n
∂jpnδl,nδn,k + pn〈l| (∂j|n〉〈n|) |k〉, (6.25)
where we are careful to remember that the basis |n〉 is the basis that diagonalises
ρ and is therefore dependent on θ. Remembering that the state |n〉 is defined by
|n〉 = ⊗kν |nk〉 where the product is again constrained to wave vectors that satisfy|k| = k = 2piνc, which we denote as kν . We are now faced with the issue that the
number of k modes at a particular frequency ν, Dν , is dependent on the spatial
properties of the source. To proceed we calculate 〈lk| (∂i|nk〉〈nk|) |kk〉 and find that
it is not dependent on k except through the magnitude |k|, and hence we may write
〈l| (∂i|n〉〈n|) |k〉 = 〈lk|Dν
(
∂i|nk〉〈nk|Dν
) |kk〉Dν , (6.26)
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where both Dν and |nk〉〈nk| depend on θj.
Since θi is a spatial property of the source, we find it convenient to express |nk〉
in the spatial basis
|nk〉 =
∫
A
dx1 . . .
∫
A
dxn ψn(x1, . . . ,xn)|x1, . . . ,xn〉, (6.27)
where the limits on the integral are imposed by the area over which we detect
the state ρ, ψn(x1, . . . ,xn) is the spatial wavefunction of the n-photon Fock state
in mode k and |x1, . . . ,xn〉 = n!−1aˆ†(x1) . . . aˆ†(xn)|0〉. We can relate the spatial
coordinates x1, . . . ,xn in the detection plane to the spatial coordinates y1, . . . ,yn
in the source plane via the appropriate Green’s function, G(yi,xi). The n photon
Fock state then becomes
|nk〉 = 1√
n!N
∫
A
dnx
∫
S
dny φn(y1, . . . ,yn)
×G(y1,x1) . . . G(yn,xn)aˆ†(y1) . . . aˆ†(yn)|0〉, (6.28)
where
√
N is the normalisation factor and the subscript S denotes integration over
the source.
Upon expanding 〈lk| (∂i|nk〉〈nk|) |kk〉, we find
〈lk| (∂i|nk〉〈nk|) |kk〉 = 〈lk|∂i|nk〉δn,k + (∂i〈nk|)|kk〉δl,n. (6.29)
Using Eq. (6.28) we see that the inner product 〈lk|∂i|nk〉 is proportional to an anti-
normally ordered product of creation and annihilation operators
〈lk|∂i|nk〉 ∝ 〈0|aˆ(y′1) . . . aˆ(y′l)aˆ†(y1) . . . aˆ†(yn)|0〉
= δn,l
∑
σ∈Sn
n∏
i=1
δ(yi − y′σ(i)), (6.30)
where Sn is the symmetric group containing all the permutations of the set {1, . . . , n}.
Since we integrate over all coordinates y1 . . .yn and y
′
1 . . .y
′
n each of the terms in
the sum over Sn gives the same result after an arbitrary re-labelling of variables.
Due to the Kronecker delta δn,l, we need only consider the term 〈nk|∂i|nk〉:
〈nk|∂i|nk〉 = 1√
N
∫
A
dnx′ ∂i
[
1√
N
∫
A
dnx
∫
S
dny |φn(y1, . . . ,yn)|2
×
n∏
i=1
G∗(yi,x′i)G(yi,xi)
]
, (6.31)
where we have integrated over all n of the y′ coordinates, making use of the Dirac
delta functions in Eq. (6.30).
The inner product now becomes
〈nk|∂i|nk〉 = 1√
N
∂i
[ Jn√
N
]
. (6.32)
where we have defined
Jn =
∫
A
dnx′
∫
A
dnx
∫
S
dny |φn(y1, . . . ,yn)|2G∗(yi,x′i)G(yi,xi). (6.33)
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Now, using the fact that the state |nk〉 is normalised, we can write 〈nk|nk〉 ≡ 1 =
Jn/N , and therefore
〈nk|∂i|nk〉 = 1
2
∂i [ln(Jn)] (6.34)
The inner product (∂i〈nk|)|nk〉 in Eq. (6.25) gives the same result3. If the Green’s
function is dependent on k only through the magnitude |k|, then the inner product
does not depend on the exact k mode we are considering 4. Therefore, we can write
(∂i|nν〉〈nν |) =∂i|nk〉〈nk|Dν
= (∂iDν) |nk〉〈nk|Dν ln(|nk〉〈nk|)
+Dν (∂i|nk〉〈nk|) |nk〉〈nk|Dν−1
=Dν (∂i|nk〉〈nk|) |nk〉〈nk|Dν−1, (6.35)
where we have used,
(∂iDν)|nk〉〈nk|Dν ln(|nk〉〈nk|) =
lim
x↑1
x
Dν ln(x) 0 . . .
0 (1− x)Dν ln(1− x) . . .
...
...
. . .

= 0, (6.36)
The QFI then becomes
[IQ](ν)ij =
∑
nν
p(nν) [∂i ln(p(nν)Jnν )] [∂j ln(p(nν)Jnν )] . (6.37)
We notice that the form of the QFI as given by Eq. (6.37) is manifestly symmetric
in i, j. This is a well understood property if the quantum Fisher information matrix
and has its roots in the fact that the QFI matrix is the metric in the probability
space of the parameters θ = (θ1, . . . , θr). Expanding the logarithms of Eq. (6.37)
we find
[IQ](ν)ij =
∑
nν
p(nν)
{
[∂i ln(p(nν))] [∂j ln(p(nν))] + [∂i ln(Jnν )] [∂j ln(p(nν))]
+ [∂i ln(p(nν))] [∂j ln(Jnν )] + [∂i ln(Jnν )] [∂j ln(Jnν )]
}
. (6.38)
The first term in Eq. (6.38) has a clear physical interpretation, it is the classical
Fisher information associated with the probability distribution p(nν) and as such
describes the amount of information we can obtain by measuring the total number
of photons (or equivalently the total intensity) across the whole detector. Physi-
cally we would expect that total photon number recorded by the detector would be
proportional to the radiating area of the source, AS. Therefore, a radiating source
3Technically the inner product (∂i〈nk|)|nk〉 = (〈nk|∂i|nk〉)∗. However, since Jn is typically a
positive, real quantity, we will ignore this technicality from now on, keeping in mind that we can
use α+ α∗ = 2 Reα later if we are required.
4This approximation is valid for far field paraxial observation where the Green’s function is
approximately given by (−ik/2piR)eik|y−x| [Mandel and Wolf, 1995].
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parameterised by more than one parameter, e.g. a rectangular source of sides a and
b, should present us with an over-defined problem due to the infinity of solutions to
the equation AS = ab. Using the definition of p(nν), Eq. (6.16) and the chain rule
we can write ∂ip(nν) = ∂ASp(nν)∂iAS and we therefore find∑
nν
p(nν) [∂i ln(p(nν))] [∂j ln(p(nν))] =
∑
nν
1
p(nν)
[∂ip(nν)] [∂jp(nν)]
=
∑
nν
1
p(nν)
[∂ASp(nν)]
2[∂iAS][∂jAS]. (6.39)
The entire dependence on nν has now factored out of the derivatives which leads to
a singular Fisher information matrix, which can be seen by writing the expression
out for two parameters,
P
(
∂1AS∂1AS ∂1AS∂2AS
∂2AS∂1AS ∂2AS∂2AS.
)
(6.40)
where we have defined P =
∑
nν
p(nν)
−1[∂ASp(nν)]
2. We see straight away that
this matrix is singular since the determinant is zero. Another way of observing this
result is that the matrix previously defined can be written as the outer product of
the vector (∂1AS, . . . , ∂rAS) with itself. The rank of a matrix formed by taking an
outer product of two vectors is always equal to 1. Since this matrix is then rank
deficient, it must be singular. This establishes the fact that only a single parameter,
namely the area of the source, can be estimated from measurements of the total
photon number or intensity.
Now we consider the cross terms in Eq. (6.38). We can write∑
nν
p(nν) [∂i ln(Jnν )] [∂j ln(p(nν))] =
∑
nν
[∂i ln(Jnν )] [∂jp(nν)]
=
∑
nν
[∂ASp(nν)] [∂i ln(Jnν )] [∂jAS] , (6.41)
and we again find that the matrix defined by this term is rank 1 and singular as it
can again be formed by a vector outer product. Similarly the matrix defined by the
other cross term is also singular. The last term in Eq. (6.38) is the only term for
which the n dependence does not generally factorise outside of the derivatives and
therefore it is the only term that, taken on its own, does not lead to a singular QFI
matrix.
It is instructive to examine in detail under what conditions the last term in
Eq. (6.38) leads to a non-singular QFI matrix. We start our investigation by return-
ing to Eq. (6.33), and in particular we examine the term |φn(y1, . . . ,yn)|2, which
is the spatial wavefunction of the n photon state. If we treat the n photons as in-
dependent then we can write |φn(y1, . . . ,yn)|2 = |φ1(y1)|2 . . . |φ1(yn)|2, which leads
to
Jn =
∫
A
dnx′
∫
A
dnx
∫
S
dny
n∏
i=1
|φ1(yi)|2G∗(yi,x′i)G(yi,xi). (6.42)
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Since all n x, x′ and y variables are integrated over the same area (A, A and S
respectively), we end up with n copies of the same integral, namely
Jn =
[∫
A
dx′
∫
A
dx
∫
S
dy |φ1(y)|2G∗(y,x′)G(y,x)
]n
≡ J n1 . (6.43)
This ultimately leads to ∑
nν
p(nν)n
2
ν [∂i ln(J1)] [∂j ln(J1)] , (6.44)
which again leads to a singular QFI matrix when taken on its own. Since the QFI
matrix is then the sum of four singular, rank 1 matrices, the QFI matrix itself may
be non-singular. Due to the sub-additivity of the matrix rank, we can be sure that
the QFI will be singular when its dimension is greater than four. However, we can
be more precise. Writing the QFI as
[IQ](ν)ij =
∑
nν
p(nν)
[
X2nνYiYj + nνXnνZiYj + nνXnνYiZj + n
2
νZiZj
]
, (6.45)
where Xnν = ∂ASp(nν), Yi = ∂iAS and Zi = ∂i ln(J1), we find that rank([IQ](ν)) = 2.
The maximum dimension of the QFI matrix, and therefore the number of parameters
we can estimate, is two. Any attempt to estimate more than two parameters will
lead to a rank two QFI matrix of dimension > 2, which means that the matrix will be
rank deficient and therefore not invertible. Clearly this does not describe a general
parameter estimation problem and the limit to the number of parameters suggests
that when we treat the photons as statistically independent entities, we cannot
perform the most general parameter estimation on the system. This reflects that
truly independent photons will remain independent even after propagation, therefore
measurements of the photon correlations cannot be used to determine the spatial
properties of the source as in HBT measurements. We therefore conclude that the n-
photon wavefunction |φn(y1, . . . ,yn)|2 cannot simply factorise meaning the photons
cannot be independent. Physically we should expect that the wavefunction should
not factorise since we integrate over all y variables and therefore when two or more
y variables are close together, within the coherence area of the source, the photons
will certainly be correlated. This indicates that the origin of the spatial information
of the source in the far field is the result of correlations that exist in the photons at
the source.
6.4 Spatially separated sources
In the previous section we witnessed that the factorisation of the multi-photon wave-
function |φn(y1, . . . ,yn)|2 leads to a singular QFI matrix. Factorisation of the wave-
function implies independence of the photons. However, it is known from the work
of Oppel et al. [Oppel et al., 2012] that independent photons can be used to esti-
mate the distribution of independent sources. These two results appear to be in
disagreement. However, upon examining the problem more closely we find that no
such disagreement exists. We take as an example two spatially separated sources S1
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and S2. Under certain conditions the photons from each source are indistinguishable
in the far field and the integral over the source becomes∫
S
dy →
∫
S1
dy +
∫
S2
dy . (6.46)
Looking at J2 we find
J2 =
∫
A
d2x
∫
A
d2x′
[∫
S1
dy1 +
∫
S2
dy1
] [∫
S1
dy2 +
∫
S2
dy2
]
× |φ2(y1,y2)|2G(y1,x1)G∗(y1,x′1)G(y2,x2)G∗(y2,x′2). (6.47)
If the two-photon wavefunction factorises as in the previous section, we see straight
away that the J2 factorises as before and we end up with a singular QFI matrix. In
their paper [Oppel et al., 2012] the authors also show that the nth-order intensity
correlation function can be used to measure the spatial distribution of independent,
single photon emitting sources. Although up to now we have been considering
sources emitting thermal radiation, since single photon emitting sources are also
diagonal in the number basis, very little in the present analysis would change other
than the probability distribution p(n). We can therefore go straight ahead and
calculate J2 for the single photon emitters. We note that since the sources both
emit a single photon there is zero probability that they both originate from the
same source. Also, since they are assumed to be statistically independent the two-
photon wavefunction automatically factorises. Therefore, we find
J2 =
∫
A
d2x
∫
A
d2x′
[∫
S1
dy1
∫
S2
dy2 +
∫
S1
dy2
∫
S2
dy1
]
× |φ1(y1)|2|φ1(y2)|2G(y1,x1)G∗(y1,x′1)G(y2,x2)G∗(y2,x′2). (6.48)
Despite the factorisation, the expression (6.48) cannot be written in the same form
as expression (6.47) and therefore does not lead to a singular QFI matrix. This
corroborates the findings of Oppel et al. and also demonstrates an important point;
independent photons can convey spatial information about the source except when
they originate from the same spatial region. Looking at the result from the context
of the original HBT experiments on Sirius, where the source was a single extended
circular object, the origins of the spatial information obtained about the object is not
from the interference of statistically independent photons but instead comes from the
correlations between photons. Since the thermal light emitted from a star is spatially
incoherent (to a good approximation [Blomstedt et al., 2013]) correlated photons
must originate from the same point. Photons originating from the same point of the
stars surface will be correlated assuming they are emitted within the coherence time
of the source. As we showed in section 2.6 the mutual coherence function obeys the
two wave equations (2.78) (2.79), it is known that this allows temporal correlations
to transform into spatial correlations through propagation [Mandel and Wolf, 1995].
6.5 The spatial wavefunction φn(y1, . . . ,yn)
We now examine the term |φn(y1, . . . ,yn)|2 in Eq. (6.33). We defined this term to
be
|φn(y1, . . . ,yn)|2 = |〈n|y1, . . . ,yn〉|2 = 1
n!
|〈n|aˆ†(y1) . . . aˆ†(yn)|0〉|2. (6.49)
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Since the inner product 〈n|aˆ†(y1) . . . aˆ†(yn)|ϕ〉 is zero for all states |ϕ〉 6= |0〉 [Brainis,
2010], we can write
|φn(y1, . . . ,yn)|2 = 1
n!
〈n|aˆ†(y1) . . . aˆ†(yn)aˆ(yn) . . . aˆ(y1)|n〉
≡ 1
n!
〈n|Gˆ(n)(y1, . . . ,yn)|n〉 (6.50)
where we have defined Gˆ(n)(y1, . . . ,yn) = aˆ†(y1) . . . aˆ†(yn)aˆ(yn) . . . aˆ(y1) for ease of
notation. We now wish to find a closed form for the inner product 〈n|Gˆ(n)(y1, . . . ,yn)|n〉.
To this end we notice that the expectation value, 〈Gˆ(n)(y1, . . . ,yn)〉, taken with re-
spect to the state ρ is known since this is simply the n point intensity correlation
for the thermal state. Therefore we find
Tr[ρGˆ(n)(y1, . . . ,yn)] =
∞∑
m=0
p(m)〈m|Gˆ(n)(y1, . . . ,yn)|m〉. (6.51)
Again making use of the spatial distribution of the m-photon state, we obtain
〈m|Gˆ(n)(y1, . . . ,yn)|m〉 =
∫
S
dmy′
∫
S
dmy′′ φ∗m(y
′
1, . . . ,y
′
m)φm(y
′′
1 , . . . ,y
′′
m)
× 〈y′1, . . . ,y′m|Gˆ(n)(y1, . . . ,yn)|y′′1 , . . . ,y′′m〉, (6.52)
which becomes
〈m|Gˆ(n)(y1, . . . ,yn)|m〉 =
{
0 if m < n(
m
n
)2|φn(y1, . . . ,yn)|2 if m ≥ n . (6.53)
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Figure 6.3: This figure gives a graphical representation of the terms involved in the
expansion of J2 and J3. The first term in each expansion is simply the contribution
from n independent photons propagating to the far field. Since the photon fields
are only correlated to themselves, the first terms do not give rise to any interference
in the far field. The photon fields ψ(x1) (∝
∫
S
dy φ(y)G(y,x1)) and ψ
∗(x′1) will be
completely coherent across the whole aperture A. When taken alone these terms
would lead to singular QFI matrices and therefore cannot describe a general n-
photon correlation function Jn.
The n-point intensity correlation with respect to the state ρ can now be written
as
Tr[ρGˆ(n)(y1, . . . ,yn)] =
∑
m≥n
p(m)
(
m
n
)2
〈n|Gˆ(n)(y1, . . . ,yn)|n〉, (6.54)
and finally
|φn(y1, . . . ,yn)|2 = 1
n!
Tr[ρGˆ(n)(y1, . . . ,yn)]∑
m≥n p(m)
(
m
n
)2 , (6.55)
which gives the modulus squared of the n-photon wavefunction in terms of the n-
point intensity correlation for the thermal state ρ.
The sum in Eq. (6.55) can be evaluated and gives∑
m≥n
p(m)
(
m
n
)2
= 2F1
(
n+ 1, Dν + n; 1,
〈nˆk〉
1 + 〈nˆk〉
)
p(n), (6.56)
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where 2F1(a, b; c, z) is the hypergeometric function. We can also evaluate the term
Tr[ρGˆ(n)(y1, . . . ,yn)] since the n-point intensity correlation for the thermal state is
known to be
Tr[ρGˆ(n)(y1, . . . ,yn)] =
∑
σ∈Sn
n∏
i=1
〈aˆ†(yi)aˆ(yσ(i))〉. (6.57)
Fig. 6.3 shows the contribution to the J2 and J3 from the n! terms in the sum∑
σ∈Sn . In principle these results could be used to fully calculate the QFI for the
state ρ and determine via the quantum Crame´r-Rao bound the ultimate precision
in the spatial dimensions of the source. However the calculation of Jn for general n
is far from simple and is beyond the scope of this thesis. The complications arising
in the calculation of Jn are in determining the additional terms in the expansion of
the sum over Sn (see Fig. 6.3), which are also the terms responsible for ensuring Jn
does not factorise as in the previous section leading to a singular QFI matrix.
6.6 Alternative method
Recently there has been much interest in calculating the quantum Fisher information
for a general n mode Gaussian state [Gao and Lee, 2014,Monras, 2013]. In both of
these papers the authors give expressions for the symmetric logarithmic derivative
and quantum Fisher information in terms of the first and second moments of a set
of 2n operators. In his paper [Monras, 2013] Monras uses the set of 2n canonical
operators Ri = (qˆ1, . . . , qˆn, pˆ1, . . . , pˆn) and their first and second moments
di = Tr[ρRi] (6.58)
Γij = Tr[ρ(R˜iR˜j + R˜jR˜i)], (6.59)
to express the quantum Fisher information of n bosonic Gaussian modes, where
R˜i = Ri − di are the centred operators. This provides a phase space formalism for
the calculation of the quantum Fisher information in terms of the first and second
moments of the states distribution in phase space.
In their paper [Gao and Lee, 2014], Gao and Lee use instead the set of 2n
operators given by the creation and annihilation operators of the n modes. They
thus define the 2n-tuple aµ = (aˆ1, aˆ
†
1, . . . , aˆn, aˆ
†
n)
T and their first and second moments
λµ = Tr[ρaµ] (6.60)
Σµν = Tr[ρ(a˜µa˜ν + a˜ν a˜µ)], (6.61)
where again the centred operators are defined as a˜µ = aµ− λµ. They show that the
quantum Fisher information for a 2n-dimensional Gaussian state is given by
[IQ]ij = 1
2
M−1αβ,µν∂jΣ
αβ∂iΣ
µν + Σ−1µν ∂jλ
µ∂iλ
ν (6.62)
where M = Σ ⊗ Σ + 1
4
Ω ⊗ Ω and Ω is the symplectic matrix constructed from the
Pauli y matrix on each mode Ω = ⊕nj=1iσ(j)y . This allows us calculate the quantum
Fisher information for any n mode bosonic Gaussian system provided we can take
the derivatives of the first and second moments.
CHAPTER 6. OBTAINING SPATIAL INFORMATION 89
We hope to apply these results to the system considered above however it will
require careful consideration as to how we construct our modes. We believe that
the n modes can be constructed as spatially localised modes but this involves par-
titioning the measurement area A into pixels of area ∆A = A/n such that we can
associate with each partitioning a localised mode. To truly find the quantum Fisher
information in this setting it will be necessary to take the limit ∆A→ 0 so that the
spatial degrees of freedom for the state become continuous. This must be done with
care since it is known that as the localisation volumes associated with each mode
approach the order of the wavelength the commutation of the mode operators must
be accounted for [Mandel and Wolf, 1995].
6.7 Discussion and conclusions
In this chapter we have made use of the quantum description of the thermal radia-
tion field to examine how information regarding the spatial distribution of a thermal
source is conveyed to the far field. We found that the statistical independence of
photons in the source plane is detrimental in the retrieval of spatial information
from thermal sources and actually leads to a singular quantum Fisher information
matrix when we try to estimate more than two parameters. We found that the
quantum Fisher information is purely determined by two fundamental quantities.
Firstly, the probability distribution p(nν) that gives the probability of finding nν
photons of frequency ν in the detection area. And secondly, Jnν , which is related
to the distribution of the nν photons in space. The first term corresponds to the
information present in a measurement of the total photon number across the detec-
tion area and as such can only be used to estimate the total area of the source. Any
attempts to determine more than a single parameter from such a measurement will
evidently fail due to the singular nature of the resulting QFI matrix. We therefore
conclude that the second term Jnν , is where the majority of the information resides.
Treating the photons in the source plane as independent leads to the following rela-
tion Jnν = J nν1 and inevitably to a rank two QFI matrix. Therefore, we find that
only two parameters can be estimated. The term J1 is proportional to the integral
over the far field complex degree of coherence for the source.

Chapter 7
Summary and Outlook
In this thesis I have applied the theory of parameter estimation to various classical
and quantum imaging systems and found a number of interesting results regarding
the precision such systems can achieve. In particular, I closely examined the intensity
correlation measurements as first performed by Hanbury Brown and Twiss.
In chapter 4 I made the identification of an image with an un-normalised proba-
bility distribution to derive resolution limits for various systems including the double
slit experiment, classical and quantum lithography. The results of this chapter re-
produce a number of well established resolution limits. I also demonstrated how
general detector imperfections can be incorporated into the theory, making use of
POVMs, and calculated the effect for a few select examples. I then used our method
to determine the resolution limits of multi-photon correlation measurements as per-
formed by Oppel et al. Our method allows for a relatively simple calculation of
imaging resolution and can be applied to a variety of cases not considered here.
In chapter 5 I analyse higher-order intensity correlation measurements in great
detail in order to exactly quantify the enhanced resolution that can be achieved
through these measurements. In order to do so I first determined the probability
distribution functions (PDFs) of data that comes from measurements of this kind. I
found that the data can be considered to be normally distributed and explicitly cal-
culate the moments of this distribution. This allows us to determine the statistical
performance of estimators that take as input intensity correlation data. I was there-
fore able to compare the performance of estimators for various correlation orders and
found that often the best estimates occur for third order intensity correlations. Full
characterisation of the PDF also allowed us to perform a maximum likelihood esti-
mation procedure. I also presented the results of simulations that were performed,
simulating the output of intensity correlation measurements and using the simulated
data to estimate the input parameters. I found that the results agree very well with
the predictions of the theory. I also showed how the estimator performance can be
optimised by adjusting the arrangement of the experiment and from this I inferred
the conditions which should be sought in an experiment to increase the precision
of the estimates obtained. The use of maximum likelihood estimators ensures that
the estimates achieve the Crame´r-Rao bound. Therefore, the precision quoted in
this chapter provides a lower bound on the precision that cannot be beaten by an
unbiased estimator. The results of this chapter are quite general and although I
use the example of thermal radiation, the only necessity is that the state be a state
of uncertain photon number. The results therefore generalise quite simply and can
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be used for numerous parameter estimation tasks. By including noise in the model
the results should be reproducible with experimental data although this remains
to be demonstrated. I anticipate that certain complications may arise in attempt-
ing to perform such an experiment. Firstly, the additional parameters that must
be estimated alongside the source parameters, are assumed to be constant across
the pixel array. These parameters include the expectation of the intensity and any
noise parameters. If this is not the case then the model will not be accurate and
the estimation procedure is likely to fail. In principle this could be dealt with by
including more parameters. However, it is important to avoid this if at all possible
to reduce the size of the parameter estimation problem as each new parameter will
generally decrease the performance of the procedure. Another foreseen obstacle is
the stationarity of the light source. Again since this is assumed by the model it is a
prerequisite for the procedure to work.
The experiments of Oppel et al. make use of so called magic angles to acquire
a pure sinusoidal modulation of the intensity correlation functions in the far field
of a regular linear array of thermal sources. Using the results of chapter 5 I was
able to demonstrate that the magic angles also minimise the variance in estimates
of the inter source spacing d. This is an interesting connection and I would like to
explore this further. In particular it would be of great interest to know which of the
two is the more fundamental principle, i.e. does maximising the Fisher information
imply a sinusoidal modulation or is the relationship the other way round. Also, it is
not currently known why the third order intensity correlation outperforms the other
intensity correlations in these measurements or indeed if the third order correlation
is always the best regardless of the geometry. It has been shown that the signal
to noise ratio decreases with the correlation order and yet the visibility increases.
Perhaps the optimality of the third order correlation lies in resolving these two
competing facets but this remains to be shown.
Chapter 6 uses the quantum mechanical description of the thermal state and
the quantum Fisher information to determine how information about the spatial
distribution of a thermal source is propagated to the far field. I establish a connection
between correlations that exist between photons in the source plane and the ability
to perform a general parameter estimation procedure in the far field. I also found
that, in agreement with our intuition, measurements of the total intensity in the
far field can only reveal information about the total area of the radiating source
and cannot give general information about the source distribution. The statistical
independence of the photons in the source plane does not necessarily inhibit the
acquisition of information in the far field. When the photons come from spatially
separated sources and the probability of both photons coming from the same source
is zero (e.g. when both photons originate from an individual atom) I again found
that the general parameter estimation task is well defined and can proceed without
difficulty. The analysis uncovers two key quantities in the retrieval of information
in the far field. First the probability distribution of the total number of photons
in the detection area, p(nν), and second the term, Jnν , which contains information
about how the photons are spatially distributed. Together, these two terms contain
all the information in the state and therefore the quantum Fisher information is
purely given in terms of them. It remains an open question exactly what parameter
the correlation term Jn adds to the quantum Fisher information matrix, taking the
rank from one to two and I aim to clarify this in future work.
Appendix A
Quasi-Probability Distributions in
Quantum Optics
In quantum optics the use of quasi-probability distributions to calculate quantum
expectation values can prove an indispensable tool. Together with the optical equiva-
lence theorem, quasi-probability distributions provide a method of calculating quan-
tum mechanical expectation values in much the same way as expectation values are
calculated in classical optics. Sudarshan was the first to point out that by mak-
ing use of the over-completeness of the coherent states, it is possible to express the
density operator ρ in the “diagonal” form
ρ =
∫
d2αPρ(α)|α〉〈α|, (A.1)
where the integration takes place over the entire complex plane [Sudarshan, 1963].
As was shown in chapter 2, by writing the density operator in this form the ex-
pectation value of normally ordered operators reduces to a classical-like expecta-
tion integral with Pρ(α) playing the role of the probability distribution. The P -
representation is always real valued and integrates to 1, however for some states the
P -representation can be more singular than a delta function and can even take neg-
ative values in regions of phase space [Mandel and Wolf, 1995]. It is for this reason
that the P -representation cannot be considered a true probability distribution.
Similarly, for anti-normally ordered operators we can define the Husimi Q-
representation. Consider an arbitrary, anti-normally ordered operator, which we
can write as a function of the operators aˆ and aˆ†
g(aˆ, aˆ†) =
∑
n,m
bnmaˆ
naˆ†m. (A.2)
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We find that the expectation of any such operator is given by
〈g(aˆ, aˆ†)〉 =
〈∑
n,m
bnmaˆ
naˆ†m
〉
=
∑
n,m
bnmTr[ρaˆ
naˆ†m]
=
∑
n,m
bnm
pi
∫
Tr
[
ρaˆn|α〉〈α|aˆ†m] d2α
=
∑
n,m
bnm
pi
∫
αnα∗mTr[ρ|α〉〈α|] d2α
=
1
pi
∫
g(α, α∗)〈α|ρ|α〉 d2α . (A.3)
Again we see that the expectation of a quantum mechanical operator has been
reduced to a classical-like expectation integral, this time with the weighting function
being 1
pi
〈α|ρ|α〉, which we define as the Husimi Q-representation, Qρ(α).
Finally we state without proof that the expectation of symmetric or Weyl ordered
operators can be evaluated with the use of the Wigner function. Symmetric ordering
performs the following action [Fujii and Suzuki, 2003]
aˆ†naˆm =
(
n+m
n
)−1
× (sum of all symmetric products of naˆ† and maˆ), (A.4)
and the expectation value of any symmetrically ordered function of the creation and
annihilation operators, h(aˆ, aˆ†) is [Cahill and Glauber, 1969]
〈h(aˆ, aˆ†)〉 = 1
pi
∫
h(α, α∗)Wρ(α) d2α . (A.5)
The Wigner function is calculated from the state ρ by
Wρ(α) = 2Tr[ρD(2α) exp(ipiaˆ
†aˆ)], (A.6)
where D(α) ≡ exp(αaˆ† − α∗aˆ) is the displacement operator.
Appendix B
Moments of the Noise Distribution
Here we evaluate the moments of the noise distribution for the general case and also
for the case of a Gaussian noise distribution as considered in chapter 5. First, we need
to evaluate the term 〈η(xi)η(s2) . . . η(sn)〉 which appears in Eq. (5.19). In chapter 5
we calculated this term for the Gaussian noise distribution, here we calculate it for
the general case. Denoting J1 = 〈η(s2)〉 . . . 〈η(sn)〉 and S = {s2, . . . , sn} we find
〈η(xi)η(s2) . . . η(sn)〉 =
{
〈η(xi)〉J1 if xi /∈ S
〈η(xi)2〉
〈η(xi)〉 J1 if xi ∈ S
, (B.1)
if none of the reference pixels are equal, i.e., s2 6= s3 6= · · · 6= sn. If instead we use
detection scheme 1, where all the reference pixels are the same, we find
〈η(xi)η(s2)n−1〉 =
{
〈η(xi)〉J2 if xi 6= s2
〈η(xi)n〉
J2
J2 if xi = s2
, (B.2)
where J2 = 〈η(s2)n−1〉.
Now we evaluate the second term in Eq. (5.21), 〈η(xi)η(xj)η(s2)2 . . . η(sn)2〉.
Since the noise is treated as uncorrelated between the pixels, the expectation value
factorises into 〈η(xi)〉〈η(xj)〉〈η(s2)2〉 . . . 〈η(sn)2〉 if xi and xj are not equal to each
other or any of the positions s2, . . . , sn. However more generally the expression is
more complicated. Denoting J3 = 〈η(s2)2〉 . . . 〈η(sn)2〉 we obtain
〈η(xi)η(xj)η(s2)2 . . . η(sn)2〉 =

〈η(xi)4〉
〈η(xi)2〉J3 = a if xi = xj ∈ S
〈η(xi)2〉J3 = b if xi = xj /∈ S
〈η(xi)3〉
〈η(xi)2〉
〈η(xj)3〉
〈η(xj)2〉J3 = c if xi 6= xj; xi, xj ∈ S
〈η(xi)〉〈η(xj)〉J3 = d if xi 6= xj; xi, xj /∈ S
〈η(xi)3〉
〈η(xi)2〉〈η(xj)〉J3 = e if xi 6= xj; xi ∈ S; xj /∈ S
〈η(xi)〉 〈η(xj)
3〉
〈η(xj)2〉J3 = f if xi 6= xj; xi /∈ S; xj ∈ S
,
(B.3)
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and for detection scheme 1
〈η(xi)η(xj)η(s2)2n−2〉 =

〈η(xi)4〉
J4
J4 if xi = xj = s2
〈η(xi)2〉J4 if xi = xj 6= s2
〈η(xi)〉〈η(xj)〉J4 if xi 6= xj; xi 6= s2; xj 6= s2
〈η(xi)〉
J4
〈η(xj)2n−1〉J4 if xi 6= xj = s2
〈η(xj)〉
J4
〈η(xi)2n−1〉J4 if xj 6= xi = s2
,
(B.4)
where J4 = 〈η(s2)2n−2〉. For a general noise distribution, each term in these piece-
wise functions can be associated with a parameter to be estimated. The benefit of
using a Gaussian noise model is that there are only two additional noise parameters
corresponding to the first and second moments of the Gaussian distribution, or a
combination of them as in chapter 5, (ν, χ).
To give a more visual understanding we can represent the resulting piecewise
function, Eq. (B.3) in matrix form as Mij = 〈η(xi)η(xj)η(s2)2 . . . η(sn)2〉
M =

b d d e d d d e . . .
d b d e d d d e . . .
d d b e d d d e . . .
e e e a e e e c . . .
d d d e b d d e . . .
d d d e d b d e . . .
d d d e d d b e . . .
e e e c e e e a . . .
...
...
...
...
...
...
...
...
. . .

, (B.5)
where we have made use of the fact that f = e since the noise is assumed to be the
same for all pixels.
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