Guidance and control technology is recognized as an important aspect of the military, civil, and commercial goal of reliable, low-cost, aircraft-type operations into space. Here, several guidance and control methods are extended to enable integration into a single fully adaptive guidance and control system that offers a high degree of mission flexibility, fault tolerance, and autonomy. This paper summarizes the guidance and control system and several research issues related to use of adaptive guidance and control in reusable launch vehicles. Results that demonstrate the ability of the integrated system to plan and fly abort trajectories are also presented. 
Guidance and control technology is recognized as an important aspect of the military, civil, and commercial goal of reliable, low-cost, aircraft-type operations into space. Here, several guidance and control methods are extended to enable integration into a single fully adaptive guidance and control system that offers a high degree of mission flexibility, fault tolerance, and autonomy. This paper summarizes the guidance and control system and several research issues related to use of adaptive guidance and control in reusable launch vehicles. Results that demonstrate the ability of the integrated system to plan and fly abort trajectories are also presented. an open-loop guidance strategy is employed to generate commands for a gain-scheduled autopilot. A system health monitor is used to detect critical failures, and a preplanned abort action may be triggered by certain fault detections. Often, a gain-scheduled control allocation strategy is used. Though successfully employed for both expendable launch vehicles and the space shuttle, this G&C architecture requires extensive design and evaluation activities prior to each launch, including planning and evaluation of a large number of potential abort scenarios. Because of the methods employed, if a change in mission is prescribed (such as a different intended orbit), it can take weeks to prepare for the new mission due in part to the requirement to exhaustively define and evaluate abort scenarios. The open-loop guidance scheme is unable to generate a new optimal trajectory on line as may be required due to changed mission objectives or a system fault. It responds simply by adopting an alternate open-loop solution that was also preplanned. The closed-loop gain scheduled autopilot is also carefully designed for the specific vehicle configuration and may exhibit poor performance or instability if subjected to in-flight failures. Extensive autopilot redesign and validation activities can be needed to accommodate even minor changes in vehicle configuration, such as an alternate payload.
The technology described is recognized as an impediment to the common military, civil, and commercial goal of achieving reliable, low-cost, aircraft-type operations into space. Here, an alternate G&C architecture is developed that exploits newly developed technologies in adaptive control and real-time trajectory generation and optimization that have been modified to enable integration. Use of these components is expected to dramatically reduce dependence on preflight planning, enabling a high level of autonomy and fault tolerance to be achieved. The proposed architecture is illustrated in Fig. 2 . Immediately prior to flight, an efficient optimization algorithm using a nominal vehicle model generates a nominal ascent profile for the prescribed mission. After lift-off, a closed-loop adaptive guidance law is used to track the nominal trajectory, and the nominal trajectory will be updated regularly online using knowledge of the current state of the vehicle, state of the environment, and a vehicle model. This combination of closed-loop trajectory following and regular trajectory updates provides robustness to large dispersions, as well as general applicability to many vehicle variants/payloads. The commands generated by the guidance system are, in turn, tracked by an adaptive autopilot. This provides further accommodation for model uncertainty.
On-line adaptation in both trajectory following and attitude control is used to provide accommodation for a large class of potential faults and failures without requiring their identification. In addition, fault detection and on-line system identification algorithms can be continuously run in an effort to detect degraded system performance, to isolate the source of an anomaly, and to facilitate the on-line modeling of the effect of component fault, failure, or damage across the flight envelope that the vehicle is predicted to encounter.
The abort guidance problem addressed here is defined for the time period starting at the point where a failure has been identified and assessed and ending where the vehicle reaches an atmospheric entry condition. At the entry interface, guidance is handed over to a separate algorithm that defines the vehicle trajectory from the entry point to the terminal area energy management (TAEM) point. The total abort maneuver consists of a boost phase and a coast phase, which terminates where it attaches to a nominal entry trajectory. The terminal constraints are such that the coast trajectory is tangential to the nominal entry trajectory at the location of the TAEM point. Figure 3 shows a typical boost-coast abort trajectory to a downrange TAEM point located sufficiently close to the launch site.
Although researchers have developed components to advance the state of the art of trajectory planning and tracking to guide a vehicle from launch to landing, there have not been any efforts, to the authors' knowledge, to integrate the particular components shown in Fig. 2 into an end-to-end system as presented here. Efforts such as Ref. 1 that present a similar end-to-end system for second-generation RLVs focus more on the top-level decision making. Other research efforts such as Ref. 2 employ a trajectory database generated offline by varying the upper and lower bounds of the vehicle lift and drag coefficients as a means of systematically describing the effect of various control surface failures during reentry. The system presented here goes a step further by considering failures across all flight phases from launch to TAEM in which abort trajectories are generated in real time. Other types of failure, such as significant thrust losses due to engine failure, are also considered. In this paper, new developments in the integration of component technologies into a comprehensive system capable of handling failures across all flight phases are presented. The specific developments relating to each component, an ascent planner, entry planner, and adaptive guidance system, and their integration into the system are given in the following sections. Each of these components has a history of development.
The ascent and abort trajectory generation method is the result of several years of research. The hybrid optimization method for planning launch vehicle trajectories with path constraints and coast arcs was developed in 1999 (Ref. 3) . Further research 4, 5 dealt with the generation of abort guidance trajectories using the hybrid method. The entry trajectory planning method is described in Refs. 6, 7. The guidance and control system presented in this paper is extension of work cited in Refs. 8, 9 . Some of the initial work focused on neural-network-based adaptive control technology applied to the X-33 (Ref. 10 ). The results presented here evolved out of that initial work.
The references given include citations of related component-level work, which are not repeated here. To integrate these components into a planning and guidance system for handling suborbital abort scenarios, new developments for each of the components are required. Boundary conditions for the interface point between ascent and entry must be established. The ascent planner formulation must use these boundary conditions as final conditions. And, because ascent trajectories are time-based and entry trajectories are energybased, the guidance system must be able to seamlessly switch between the different planners. An overview of how these problems were solved and then applied to some shuttlelike scenarios will be addressed in the following sections.
Section 2 describes the hybrid optimization method developed for generating ascent and abort trajectories. This section also details the modifications made to the ascent planner so that it would target a feasible entry condition and include a final atmospheric coast phase. When the entry conditions are reached the task of generating optimal trajectories, shown in Fig. 2 , is handed over to the entry planner described in Section 3. Section 4 describes the neural-network-based adaptive controller developed to perform the closed-loop trajectoryfollowing described above. This controller, represented in Fig. 2 by several blocks surrounded by a dotted box, uses the position and attitude data output by the planners to generate the necessary actuator commands to track the commanded trajectory as closely as possible. Numerical simulation results are presented in Section 5. Section 6 includes a discussion of the conclusions.
II. Hybrid Optimization Method for Ascent and Abort Trajectories
This section includes a brief description of the hybrid optimization method for launch vehicle trajectory optimization. 3, 4, 11 For orbit targeting, the method permits specification of a set of orbital parameters. For the abort case, a set of terminal constraints is formulated requiring that the vehicle attach tangentially to a nominal entry path as shown in Fig. 3 . The trajectories are optimal in the sense of maximizing terminal energy. The algorithm permits path constraints consisting of axial acceleration, angle of attack, andq × α (product of dynamic pressure and angle of attack) limits.
A variety of highly developed trajectory optimization codes exist that use either direct or indirect methods for optimization. However, all of these codes require a reasonably good starting guess for convergence, and most are not suitable for real-time guidance application. The hybrid method employed here combines analytic and numerical methods to improve the overall solution process in terms of computation effort and reduced sensitivity to an initial guess. The solution process uses an iterative method, which starts from a vacuum solution, and gradually introduces atmospheric effects (by means of a filter) until a converged solution is obtained. The main advantage of the hybrid approach is that both the trajectory solution and the Jacobian needed for the Newton iteration are nearly analytic. The nonintegrable portions of the equations are treated using the method of collocation. Thus, the analytic portion of the solution becomes the interpolating function used in the collocation solution.
Once an atmospheric solution is obtained, updating the solution along the nominal ascent path can be done very quickly. For the trajectory generator, it is assumed that the nature of the failure is known in the sense that a nominal model is available for the failed condition, for example, an engine-out scenario.
The abort guidance problem addressed here is defined for the time period starting at the point where a failure has been identified and assessed, and ending when the vehicle reaches an atmospheric entry condition. It is assumed that at the entry interface, guidance is handed over to a separate algorithm that defines the vehicle trajectory from the entry point to the TAEM point. The total abort maneuver consists of boost phases and a coast phase. It is assumed that final mass is prescribed, so that the final time of the boost phase is determined by the consumption rate of the fuel, which may include any fuel dumping.
During burn arcs the equations of motion for flight in a central gravitational field, expressed in an inertial, Earth-centered coordinate frame, are as follows:
where T = T vac − A e p a (R), and ω is the so-called Schuler frequency, defined as
The Earth's radius is used as a reference, r ref . The vector p V (t) can be expressed as
This vector contains all of the nonlinear aerodynamic effects. These are treated numerically in the hybrid optimization process, using a collocation method. The Hamiltonian of the system given in Eq. (1) can be expressed in the form
where
The differential equations for the costates along burn arcs and the atmospheric coast stages can be written in the forṁ
The objective is to maximize the final velocity magnitude. The performance index is
Because final mass is fixed, maximizing the performance in Eq. (7) is equivalent to maximizing the kinetic energy at the end of the abort trajectory ascent. Although there are several possibilities for the parameter to be optimized, maximizing terminal velocity is justified by the operational philosophy that it will result in providing the largest amount of time to assess the situation before committing to a course of action. For example, in retargeting a new orbit, it affords the highest attainable orbit. In an abort, if the attainable velocity for a given landing site (TAEM point) is too high, then one can either delay initiation of the abort maneuver, or dump fuel without burning it, effectively lowering the I SP . If the attainable velocity is too low, then that landing site can be eliminated as an option. For ascent, the terminal constraints permit defining an orbit in terms of apogee, perigee, and inclination. Several formulations can be treated. For example, one can specify the final mass and perigee and maximize the apogee. Also, it is possible to constrain the ascent trajectory so that attachment occurs at perigee, or the attachment point can be optimized. A third mode is to specify both apogee and perigee, and minimize the fuel consumption.
Formulating the terminal constraints for the abort guidance problem is prescribed by the problem of transitioning to entry guidance. There is a good deal of flexibility in defining the entry condition in the abort case with respect to altitude, energy, heading, and position relative to the TAEM point, which in general is referred to as the entry basket. To better address the transition to entry guidance, it is desirable to leave radius and range to the TAEM point open and obtain them as solutions of the optimization process. To achieve this goal, a relation between radius, velocity, and range (longitudinal distance to TAEM point) along the nominal entry path is required. It has been shown that the nominal entry path, radius and velocity are nearly linear functions of range to the TAEM point, 12 at least over the range of altitudes for which entry guidance is operating. The relation between radius, velocity, and range is
where K R and K V represent the slope of the linear approximation and |R 0 | and |V 0 | are the TAEM values. The relation range = R e θ, where θ represents the downrange angle to the TAEM point as shown in Fig. 4 , is used to simplify the process of calculating the gradients of the terminal constraints used in the buildup of the Jacobian in the hybrid algorithm. 4 For abort trajectories that return to a landing site, a reasonable set of requirements for attaching to an entry trajectory is that 1) abort ascent trajectory is tangential to the entry trajectory; 2) unit vector from the Earth center to the TAEM point of the landing site lies in the vehicle orbit plane as defined by the end of the abort trajectory; 3) vehicle is flying toward the landing site (not away from it) at the entry interface to address these requirements, the terminal constraints are formulated as follows: where
To obtain the first constraint in Eq. (9), the second expression in Eq. (8) was used to eliminate θin the first expression in Eq. (8) . The second constraint in Eq. (9) ensures both that the constraint on longitudinal distance is met and that condition 3 is satisfied. Note that the vehicle is flying toward the landing site if and only if 1 d × 1 V points in a direction opposite to that of 1 d × 1 R . The third constraint, on flight-path angle γ , ensures that the vehicle attaches tangential to the entry guidance trajectory using that altitude, velocity, and range, thereby satisfying condition 1. Consequently, the constraint is matched to the altitude and range constraint equations in Eq. (8) . This is accomplished by using the fact that altitude, velocity, and range are linked in the vertical plane, which leads to the expression K R = tan γ . The fourth constraint is used to satisfy condition 2, and when it is satisfied, then η is perpendicular to the final orbit plane. See Fig. 4 for a definition of the vectors and their relations.
When the second constraint in Eq. (9) is written, it is assumed that the fourth terminal constraint is simultaneously satisfied. Therefore, these expressions differ from the actual constraints during the solution process and are equivalent to the actual constraints only at the solution point. These simplifications lead to significant reduction in complexity in deriving the transversality expressions, which involve differentiation of the terminal constraints with respect to the state variables and elimination of the undetermined multipliers associated with each terminal constraint. Moreover, a second differentiation is needed to obtain the expressions necessary to calculate the Jacobian when a Newton method is employed to satisfy these constraints, and the simplifications become even more significant at that stage of the analysis.
To formulate the two-point boundary-value problem, two additional terminal constraints are required. These additional constraints are obtained using the transversality conditions. For the performance index in Eq. (7), the transversality conditions on the costates can be expressed as follows 4 :
The unknown multipliers v i are eliminated by taking projections of the transversality conditions along η and using the fact that η is perpendicular to R, V, C 2 , C 3 , C 4 , and C 5 when the terminal constraints ψ 4 is satisfied. This procedure results in the fifth terminal constraint:
For the last constraint, at any time t = t 1 , any single element of P can be set to any value, so long as it has the correct sign. This freedom is due to the fact that the optimal control is independent of k in Eq. (7). Another way to view this is to recognize that the optimal solution depends only on the orientation of P and not on its magnitude. For simplicity, the first element of the primer vector at the initial time is specified:
Choosing P1(t 0 ) > 0 is valid so long as the optimal solution requires that the vertical component of the specific force vector (sum of forces excluding gravity) is positive at the initial time.
Assuming the initial state is known, and the initial costate is unknown, then the above set of terminal constraints provides the six additional boundary conditions needed to completely define the optimal control solution. For trajectories ending on an atmospheric coast stage, the abort guidance problem is treated as a free time problem. Thus, a seventh constraint can be derived from the condition H (t f ) = 0:
In Eq. (15) the aerodynamic terms in the Hamiltonian have been ignored. These may be significant if transition to entry guidance occurs deep within the atmosphere, or for an abort trajectory. The solution process uses a Newton method with a nearly analytic Jacobian calculation. The information needed for the Jacobian calculation is the gradient of the above constraints with respect to the states and costates at the final time. 4 For example, the gradient of the Hamiltonian at final time with respect to the states and costates is defined using
Thus
When optimal rocket trajectories that include throttling, or thrust control, are dealt with, a switching function is used to determine the optimal thrust control policy. The switching function behavior for most of the rocket trajectories generated in this study (nominal ascents and aborts) indicates that using maximum thrust all along the trajectory is not optimal, and either a coast arc or singular arc, or both, should be inserted.
It has been shown that, for this problem, singular arcs are not feasible either within the atmosphere or in vacuum. 4 Therefore, if the switching function behavior indicates that using maximum thrust is not optimal, it follows that the solutions should be optimized with respect to throttle control by adding a coast arc. Solutions for a nominal ascent when a coast arc is inserted result in significant fuel savings, and the switching function confirms that these solutions are optimal. 5 The necessary conditions for enforcing angle of attack andq · α limits are summarized in this section. The angle of attack limit is modeled as a function of dynamic pressure, so that it can be increased for very low ranges ofq to enhance fuel depletion and thrust maneuvering in the upper atmosphere. Angle of attack is treated as a nonnegative quantity in the optimization algorithm under the assumption that the vehicle can be rolled to insure that this condition is always satisfied. The α limit is expressed as
When the optimality condition ignoring the limit seeks a solution for α beyond the limit, α is set equal to the limit, and the associated constraint multiplier ε α is determined from the condition
where H denotes the expression for the Hamiltonian without adjoining the constraint term. The corresponding expressions for the costate derivatives along a constraint arc arė
Note that it is necessary to differentiate both α and α max (q) in Eq. (20), because the actual control variable in this formulation is body attitude and not α. Theq · α limit is implemented in a manner nearly identical to that described for the α limit. When both constraints are enforced it is necessary to determine the active constraint by selecting the one that results in the lower limit on α.
III. Entry Planning
In this section we focus our attention on the period of descending, gliding flight during which there is sufficient aerodynamic force to control the flight path and refer to this phase as the entry guidance phase. This phase continues to the point at which the terminal area energy management phase begins. In the entry guidance phase, a given amount of energy and vehicle maneuvering capability must be used to achieve the target conditions for initiating the TAEM phase.
The vehicle position and velocity are represented by the variables (h, θ, φ, V , γ , ψ) as defined in Ref. 13 . We replace V with specific energy,
where r e is the surface radius, and treat E as the independent variable. The energy-dependent entry state is thus five-dimensional and given by
For the position and velocity dynamics, we consider the angle of attack α and the bank angle σ to be the controls.
By integrating the equations of motion, we map an entry state at energy E 0 to a state at E, under control profiles α and σ , given as functions of E. Denoting the nonlinear transition map by T , we can write
Let U [E 0 , E] denote the set of admissible (α, σ ) control profiles on the energy interval [E 0 , E], that is, the set of (α, σ ) profiles that do not violate any restrictions imposed on the values of α and σ .
Let (E) denote the set of states that do not violate the path constraints on heat rate, acceleration, and dynamic pressure constraints. Let S(E f ) denote the set of acceptable TAEM initiation states for a particular landing site. See Ref. 6 for particular examples of control constraints, path constraints, and TAEM initiation specifications. For a given entry state x(E 0 ) and TAEM target set
A feasible trajectory is one generated by a feasible control profile. For a particular initial entry state and TAEM target set S(t f ), there may or may not be a feasible trajectory.
Two problems are addressed in the following sections. The first is the entry planning problem: given an initial entry state, construct a feasible trajectory. The second is the problem of determining the set of feasible entry states for a given landing site: given a TAEM target set S(t f ), determine the set of initial entry states for which there exists at least one feasible trajectory. These two problems are intimately related because the entry planning problem can only be solved for initial states that are in the set of feasible entry states.
A. Entry Planning
A method for constructing a solution to the entry planning problem has been described elsewhere. 7 The planner has been combined with a tracking law in an entry guidance algorithm and the algorithm has performed well over a broad range of simulation tests. 6, 14 A brief description of the planning method follows.
The entry planning method was developed by extending the concept of two-dimensional planning and tracking of acceleration, developed during the Apollo and shuttle programs, to threedimensions. 7 The method requires vehicle mass, reference surface area, and models of the lift and drag coefficients, air density, and gravity. The initial state and TAEM target conditions are input, along with the constraints on dynamic pressure, heating rate, and maximum acceleration. A reference profile of angle of attack as a function of energy is also required.
The path constraints are translated into drag constraints. Using a parameterization of the drag profile, the profile is adjusted to yield an estimate of the required trajectory length and lie within the constraint boundaries. Flying the drag profile requires a certain normal component of lift. For the reference α profile, the normal component of lift determines the lateral component, except for the sign. Choosing the initial sign so that the heading error to the target will decrease, the energy for initiating a constant-rate bank reversal is determined to minimize the final cross-range error. The initial estimate of the required trajectory length is the great-circle distance to the target. Following the computation of the drag profile and the determination of the lateral acceleration, the estimate of the required trajectory length can be improved and the procedure repeated. Iterating this process leads to a trajectory that satisfies the constraints and reaches the target conditions within a specified tolerance. Further enhancements to the planning method and performance tests are described in Ref. 6 .
B. Feasible Set of Initial Entry States
For values of energy above that needed at the start of the TAEM phase, the feasible set of initial entry states is defined to be the set of states for which there exists, for the vehicle under consideration, a feasible trajectory to the landing site. The feasible set of initial entry states is of interest because it is the set to which the preceding guidance phase should target. The preceding phase is the ascent phase for abort to landing site cases or the deorbit phase for nominal orbital missions or abort to orbit cases. For any E 0 > E f , we define the set of feasible initial entry states as
In system-theoretic terms, this is a type of controllable set, further restricted by the path constraints.
Rather than target just any state in the feasible set of initial entry states, it would be safer to target a state in the interior of the feasible set that has a neighborhood of feasible states, in order to be able to accommodate modeling errors and off-nominal performance. We have further proposed that the energy should be as high as possible. To abort to a landing site, the formulation of the terminal conditions for the ascent guidance, Eq. (9), is based on the altitude and speed profiles as functions of downrange angle for a particular feasible entry trajectory. Although this trajectory leads to a particular landing site and has a particular direction of approach, the conditions are proposed for application to any landing site and any approach direction. Because of Coriolis effects alone from earth rotation, C(E o ) depends on the latitude of the landing site and is asymmetric in azimuth angle. The particular radial distance and speed versus down-range angle profiles in Eq. (8) used to formulate Eq. (9) will not necessarily be consistent with a feasible entry trajectory if the direction of approach or the landing site is changed. Further study is expected to lead to a more general formulation of the target conditions (Eq. (9)) for entry initiation.
IV. Adaptive Control Architecture
In this section a neural-network (NN)-based adaptive controller developed for performing closed-loop trajectory following is described. As shown in Fig. 2 , the system described here uses the position and attitude commands output by the planners described in Sections 2 and 3 as inputs. In turn, the controller outputs the actuator commands necessary to track the commanded trajectory as closely as possible.
The use of neural networks to augment feedback control systems designed using dynamic inversion is well established. 8, 9 This section provides an introduction to the method and presents the formulation as a trajectory following adaptive flight control system. Consider the nonlinear systemẍ
where x ∈ R n is the state vector, δ ∈ R m is the control vector, and
This system may be recast in the formẍ
where ν is termed the pseudocontrol and represents a desired value for the second time derivative of x. Equation (24) represents a linearizing transformation of the control. If an inverse of the function f ( · ) is computed and used to produce an actuator command, then the new cascaded system (with pseudocontrol as the new input) is both linear and time-invariant. When the number of controls exceeds n, as is typical for the types of vehicles considered here, the choice of dynamic inverse is not unique, and effectively must include a control allocation design. However, the mapping being inverted is typically only known approximately. This dependence on an approximate inverse is given by δ =f −1 (x,ẋ, ν). In using an approximate model, the system is actually transformed into the form
In Eqs. (25) and (26) : R n × R n × R m →R n represents the difference between the true system dynamics and the model of the system dynamics that is used to compute the inverse. Degraded performance and instability can result from inversion of an inaccurate model. To overcome this limitation, neural network augmentation of the inverting control law is used. The purpose of the network is to construct a signal, ν ad , which is an approximation of the model error, , defined by Eq. (27). More precisely, the pseudo-control is typically constructed as follows:
where ν pd (t) and −ν ad + ν r are linear (e.g., proportional and derivative) and adaptive control contributions, respectively. The symbol ν r represents a robustifying term [10] , and ν rm represents a reference model input. Figure 5 depicts this adaptive inverting control architecture employed for an attitude command system. A filtered attitude command and its first derivative are first used to construct a proportional plus derivative control signal using sensed attitude and attitude rates. To this and added the second derivative of the attitude command (i.e., ν rm =ẍ c ) and the NN output to produce the pseudocontrol of Eq. (27). This pseudocontrol serves as the input to an approximate inverse transformation of the aircraft dynamics to obtain the actuator command. The filtered command signals and aircraft state variables serve as NN inputs. The network does not require any training prior to flight and does not retain any knowledge of model error as a function of flight condition. Rather it continually relearns to correct for the model error.
This NN-based nonlinear adaptive control methodology has recently been improved to handle control saturation, unmodeled actuator dynamics, and quantized control and applied to autopilot design for the X-33. The X-33 is a suborbital aerospace vehicle intended to demonstrate technologies necessary for future RLVs. A simulation study has shown that neural-network-augmented nonlinear adaptive flight control provides an approach that maintains stable performance under large variations in the vehicle and environment. This can have a twofold benefit, by increasing safety in the presence of unanticipated failures and by reducing the tuning required per mission due to small changes in vehicle/environment/payload configuration. These improvements have the potential to directly reduce cost and increase the safety of future operational launch vehicles. 
A. Pseudo-control Hedging
Pseudo-control hedging (PCH) enables proper operation of the adaptive control process described in the previous section despite system input characteristics such as actuator position limits, actuator rate limits, time delay, and input quantization. The purpose of the method is to prevent the adaptive element of a control system from trying to adapt to selected system input characteristics (characteristics of the plant or of the controller). The reference model is corrected in the opposite direction (hedged) by an estimate of the amount by which the plant did not respond due to system characteristics the control designer did not want the adaptive element to attempt to correct. Preventing the system characteristic from inducing model tracking error in this way prevents attempting correction of these selected system characteristics.
To compute the required pseudocontrol hedge signal (ν h ), an estimated actuator position (δ) is determined by means of either an actuator model or a direct measurement of actuator state. In the case where the actuator state is measured, it is regarded as known (δ = δ). This estimate (or a direct measurement) is then used to compute the difference between the commanded pseudocontrol and the achieved pseudocontrol,
The addition of pseudocontrol hedge also requires a new input, ν h , to the reference model. Specifically, the pseudocontrol hedge signal is subtracted from the reference model state update. For example, if the (stable) reference model dynamics without pseudocontrol hedge was of the formẍ
where x c is the command signal, then the reference model dynamics with pseudocontrol hedge becomes
The instantaneous pseudocontrol output of the reference model (if used) is not changed by the use of pseudocontrol hedge, and remains
In other words, the pseudocontrol hedge signal ν h affects the reference model output ν rm only through changes in reference model state.
B. Neural Network Architecture and Update Laws
Design of a suitable neural network architecture, its associated update law, and proof of boundedness for the controller architecture illustrated in Fig. 4 (Ref. 10) are described in this section. The NN serves as the adaptive element and generates the signal ν ad . Single hidden layer (SHL) perceptron NNs are employed in this work. They are well known as universal approximators in that they can approximate any smooth nonlinear function to within arbitrary accuracy, given a sufficient number of hidden layer neurons and input information. Figure 6 presents the structure of a SHL NN.
The inputs to the NN appear on the far left. These inputs are weighted by a matrix of parameters V and their sum is input to each node of the single hidden layer. The outputs of these nodes are weighted by the matrix of parameters W and summed to produce the network outputs on the far right. The input-output map of the NN is defined more precisely as follows:
where k = 1, . . . , n 3 and
Here n 1 , n 2 , and n 3 are the numbers of input nodes, hidden layer nodes, and outputs, respectively. The scalar function σ is a sigmoidal activation function that represents the "firing" characteristics of the neuron; for example,
The factor a is known as the activation potential and is normally a distinct value for each neuron. For convenience we define the two weight matrices
and define a new sigmoid vector
where b w ≥ 0 allows for the threshold θ w to be included in the weight matrix W . Definex
b v ≥ 0 is an input bias that allows the threshold θ v to be included in the weight matrix V . With the above definitions, the input-output map of the SHL NN in the controller architecture can be written in matrix form as
Consider a SHL perceptron approximation of the nonlinear function , introduced in Eq. (26), over a domain D ofx. There exists a set of ideal weights {W * , V * } that bring the output of the NN to within an ε-neighborhood of the error (x,ẋ, δ) = (x). This ε-neighborhood is bounded byε, defined bȳ
The universal approximation theorem implies thatε can be made arbitrarily small given enough hidden-layer neurons. The matrices W * and V * can be defined as the values that minimizeε. These values are not necessarily unique.
The NN outputs are represented by v ad , where W and V are estimates of the ideal weights. Define
and let · imply the Frobenius norm. Define the derivative of the sigmoids as
From the tracking error dynamics described byė = Ae + B ν ad (x,ẋ,δ) − (x,ẋ,δ) , define the vector
where P ∈ R 2n × 2n is the positive definite solution to the Lyapunov equation, A T P + PA + Q = 0, where a reasonable positive definite choice for Q is
The robustifying signal is chosen to be
with K r 0 , K r 1 > 0, ∈ R n × n .
C. Adaptive Closed-Loop Trajectory Following
It is common practice to approach the guidance (i.e., trajectory following) and control problem by independent design of inner and outer loops. The purpose of the inner loop (i.e., autopilot) is to use the available control actuation devices (e.g., movable aerodynamic surfaces or reaction jets) to achieve a desired attitude and angular velocity with respect to the Earth (or the relative wind). The outer loop is used to generate inner-loop commands in order to achieve a desired trajectory. Time-scale separation of the independent innerand outer-loop designs is typically enforced. In this section we produce feedback laws for following a reference trajectory that are adaptive to force perturbations. We refer to this outer-loop formulation as the baseline approach that includes the use of pseudo-control hedging to ensure the trajectory commands remain feasible when control saturation occurs. This local trajectory command reshaping is accomplished without the benefit of identifying the cause of the saturation. PCH is also used to manage integration of the inner and outer loops so that the outer-loop adaptive process does not interpret inner-loop dynamics as model error. Hedging of the outer loop is also used to eliminate the need to time-scale separate the rates of inner-and outer-loop adaptation. In all cases, the model used for PCH is the same approximate model used to produce the original dynamic inverse. The true plant model is not required.
The outer-loop commands (i.e., reference trajectory states) are passed through a reference model in a manner similar to the inner loop, and the trajectory commands can be modified by the hedge signal when required. The outer-loop control system design is based on model inversion. The outer loop is aided by a neural network, as is the inner loop. The purpose of the neural network is to cancel the effect of model error in the model inversion process.
A block diagram of the combined inner and outer loops is shown in Fig. 7 . The outer loop is enclosed by the gray-bordered box on the left-hand side of the figure and provides direct force effector commands (such as engine throttle commands), as well as attitude command adjustments to the inner loop. The inner loop is enclosed in the gray-bordered box on the right-hand side of the figure. It uses moment-generating effectors to achieve the attitude commands generated by the outer loop. A single NN is employed to serve the needs of both the inner and outer loops. The NN thus has six outputs that are used to correct for force and moment model errors in each of the axes. In Fig. 7 , the symbols p and v represent position and velocity respectively. The pseudo-control has been delineated as linear acceleration (a) and angular acceleration (α). The symbol q oL represents attitude angle corrections from the outer loop. The outer-loop reference model is driven by the generated ascent or entry trajectory in terms of commanded position and velocity and corresponding vehicle attitudes. The filtered trajectory commands are modified by the PCH signal when the controls are limited. They are then combined with the output of proportional plus derivative control of the trajectory following error and the appropriate neural network outputs to produce the pseudocontrol in each axis of control.
V. Results
This section presents results for several mission scenarios that were evaluated in a six-degree-of-freedom X-33 simulation. The simulation is based on the Marshall aerospace vehicle representation in C (MAVRIC) simulator developed by researchers at the NASA Marshall Space Flight Center in collaboration with industry. 12 The simulator is integrated with the trajectory generators discussed in Sections 2 and 3 and the adaptive tracking algorithm described in Section 4. The results demonstrate use of the algorithms for trajectory generation and following, both for nominal operations and for operations when subject to system faults and failures.
A. Tracking a Nominal Path for Ascent to Orbit
In this scenario the vehicle is tasked with ascent to orbit-no failures are simulated. The desired orbit is at an inclination of 27.02 deg and a perigee altitude of 100 n mile (a typical space shuttle scenario). After the simulation is initialized the ascent trajectory planner is called to generate the nominal trajectory for ascent. The ascent planner returns the trajectory in the form of position, velocity, and attitude data as a function of time. The vehicle employs the adaptive attitude command system and adaptive path following controller and seeks to follow the prescribed trajectory as closely at possible. The resulting ground track is shown in Fig. 8 .
Although they are not necessary for this scenario, trajectory updates can be obtained from the trajectory planner if desired. This can be useful in situations where the vehicle is experiencing large position or velocity errors. Such cases include, but are not limited to, high winds or an undetected aerodynamic failure that result in a steady drift from the nominal trajectory. If the actual trajectory differs from the nominal trajectory by a large amount the vehicle may be unable to reach the commanded orbit by trying to follow the nominal trajectory. By updating the trajectory the effects of a steady drift from the nominal trajectory can be minimized.
B. Tracking Nominal Entry from Orbit
The method employed to follow entry trajectories is different from that used to follow an ascent trajectory. With the ascent planner, trajectories are prescribed as a function of time. The entry planner returns the vehicle state as a function of energy. Several methods were explored to follow the entry trajectories.
The first strategy tested was simply to follow the transverse accelerations given by the entry planner. Specifically, the vehicle was commanded to bank to match the lateral acceleration profile and commanded to pitch to match the vertical acceleration profile. The velocity of the vehicle was left free. Another strategy that was examined was to try to follow both the along-track and transverse accelerations of the planned trajectory. In this strategy the vehicle banks to match drag and lateral acceleration and pitches to match vertical acceleration. This method proved to be much more effective in following the generated trajectory. An example of the planned entry trajectory (solid line) and simulated trajectory (dashed line) for this approach is shown in Fig. 9 . Notice that in the latter case the drift in longitudinal position is much smaller (upper right of figure).
C. Failure Scenarios
If certain system failures occur it may become impossible for the vehicle to reach the desired orbit. Some examples are engine failures leading to partial loss of thrust and actuator system failures. After a major failure, the control system's attempts to compensate and maintain the nominal trajectory may be futile. Therefore, an abort trajectory must be obtained from the ascent planner. This abort trajectory will allow the vehicle to maneuver to a specified TAEM point that will allow it to reach an alternate/emergency landing site. Because the main objective during an abort is vehicle survival, the measure of success or failure used in the analysis of the following scenarios is whether a trajectory can be produced and tracked that safely guides the vehicle to orbit or TAEM. The following cases were modeled after the various space shuttle abort modes. The space shuttle is capable of several abort contingencies during the ascent phase of flight, and we seek to reproduce some of these capabilities in an autonomous G&C system setting. In order of decreasing desirability they are abort to orbit (ATO), abort once around (AOA), transoceanic abort landing (TAL), return to launch site, and east coast abort landing (ECAL).
Multiple Control Surface Failures-Abort to Orbit
The most desirable space shuttle abort mode is the abort to orbit. At some point along the nominal trajectory a failure may occur that prevents the vehicle from reaching the intended orbit, but it may be able to reach a lower orbit that is still safe. Generally, the type of failure that might require an ATO would be some engine failure resulting in partial loss of thrust. This would cause the vehicle to be under speed at main engine cutoff. For such a scenario the space shuttle would perform an ATO and enter a lower orbit. After several orbits the vehicle would reenter to land. An ATO is the only abort that has been used in an actual shuttle launch (July 1985 during a flight of the space shuttle Discovery when a sensor failed, resulting in a false engine failure warning).
The same type of scenario was applied to the X-33-based vehicle in the simulator. The example discussed in this section starts off on the same nominal trajectory, which was generated by the ascent planner before launch as describe in Part A of Results. At 40 s into the launch several aerodynamic anomalies are simulated. The right body flap freezes in its current position and the right outer elevon jams hard over. Also, to simulate something such as damage to the aircraft fuselage that would change the aerodynamic forces of the body, the normal force coefficient (C N ) is perturbed by +0.5. No direct knowledge of the failure is given to the controller. Using the adaptive attitude command system and adaptive path-following loops, the controller attempts to keep the vehicle on the nominal ascent trajectory. Because there is no thrust loss it is still possible for the vehicle to reach a low orbit by adapting to the aerodynamic changes, using the functioning control surfaces to compensate for the ones that have failed. This demonstrates successful inner-loop adaptation by the control system. Therefore it is not necessary in this scenario for the vehicle to obtain an abort trajectory from the ascent planner. The nominal trajectory as planned (dashed line) and the actual trajectory as flown (solid line) are shown in Fig. 10 . Note that although the vehicle initially has noticeable drift immediately following the failure, it is able to adapt and get back on the nominal trajectory. The vehicle ground track is shown in Fig. 11 .
Propulsion System Failure at 63 s: Abort Once Around
An abort once around may become necessary for several reasons. An AOA might be used if a significant failure occurred that prevented the shuttle from reaching a viable orbit or if a failure in the deorbiting thrusters occurred. An AOA might also be used if a failure occurred that required a quick landing such as a cabin leak or a loss of cooling.
In this section a scenario involving a loss of thrust shortly after liftoff will be examined. As in the example in the previous section the vehicle starts off on the nominal ascent-to-orbit trajectory that was determined by the ascent planner on the launch pad. At 63 s after launch a 20% loss in thrust is simulated. Knowledge of the thrust loss is given to the controller instantaneously and a call is made to the ascent planner to obtain an abort trajectory. The simulator supplies the ascent planner with the vehicle's current position, velocity, mass, and percentage of maximum thrust still available, as well as the latitude and longitude of the target TAEM point. These boundary conditions are needed by the planner to produce the optimal abort trajectory. Automated logic to determine the latitude and longitude of the TAEM point has not yet been developed, so this must be determined by the operator. The targeted TAEM point for this scenario was chosen to allow the vehicle to reach an emergency landing site in west central Africa. After obtaining the new trajectory the vehicle continues climbing and inserts into a slightly elliptical orbit at an average altitude of approximately 62 n miles. The vehicle coasts around the Earth one time and then reenters the atmosphere as it gets closer to the TAEM point. When the dynamic pressure reaches a predetermined value the entry planner is called to generate the trajectory that will take the vehicle the rest of the way. At this time the entry planner is sent the vehicle's current position, its velocity, and the previously selected TAEM point latitude and longitude. These are the boundary conditions required by the entry planner. As soon as the entry planner returns a trajectory for entry the vehicle continues to the TAEM point. The resulting trajectory of the scenario discussed in this section is shown in Fig. 12 .
This scenario shows how the component technologies described in this paper are integrated to take the vehicle from launch to TAEM. It also provides a demonstration of the usefulness of modeling atmospheric coast arcs in the hybrid optimization method. The coast arcs are necessary to obtain a result of this type. Because AOA aborts have a TAEM point that is significantly downrange from the launch site, the trajectories generated involve multiple skipping in and out of the atmosphere. The abort trajectory for this scenario is shown in Fig. 13 and the vehicle behavior during the skipping maneuver is most evident in the altitude and angle of attack profiles. The ability of the entry planner to rapidly compute a feasible trajectory from any feasible initial entry state also enables the successful handling of this abort scenario.
Propulsion System Failure at 63 s-Transoceanic Abort Landing
A TAL abort mode is generally used in cases where the vehicle has too much energy for a return to launch site abort but not enough energy for an AOA. TAL aborts are used in cases where there has been a substantial loss of thrust or a major system failure that makes a quick landing a necessity. The shuttle has several possible TAL abort landing sites at which it can land, including sites in Spain and northern Africa.
A TAL abort to landing site in north central Africa is analyzed in this section. Again, the abort is executed 63 s after launch. This time the loss of thrust is 30%, which is more significant than in the previous example. After the abort the vehicle continues to climb to an altitude of approximately 50 n miles and coast on a suborbital trajectory until it reaches an atmospheric reentry point near the TAEM point. This example is similar to the scenario presented in the previous section. The major difference with this example is that the vehicle thrust loss is now significant enough to prevent it from achieving orbital velocity. The groundtrack for this abort trajectory is shown in Fig. 14 .
As stated earlier in this paper, the process of selecting a TAEM point is not currently automated. The TAEM point used in this scenario was choosen to demonstrate that a trajectory could be generated that would allow for an emergency landing on a runway in Africa similar to a space shuttle abort option. The combination of the hybrid optimization method planner and the entry planner actually provides the capability for planning aborts. Abort trajectories are not limited to a unique TAEM point and can be generated quickly for a spread of points, as shown in Fig. 15 . Generating abort trajectories quickly for multiple TAEM points could allow a decision as to which point to use to be based on factors such as weather, runway conditions, and time of flight to the associated landing site.
Propulsion System Failure at 63 s-East Coast Abort Landing
Another failure mode used by the space shuttle is the ECAL, which involves turning around and landing at some point on the east coast of North America. This failure mode represents the least desirable noncontingency abort. ECAL aborts are used only in cases where a major system failure occurs that requires an immediate landing, such as an imminent loss of crew life support. This type of abort might be executed even with no loss of thrust or vehicle performance.
An abort that is similar to ECAL aborts is simulated in this example. This scenario involves an abort at a point along the same nominal trajectory as in the previously discussed examples. At 63 s into the nominal trajectory a 15% loss of thrust is simulated. Because an abort to the east coast of North America is not possible at this point along the nominal trajectory an abort to a TAEM point near Houston, Texas is requested from the ascent planner. The resulting trajectory puts the vehicle into a steep right banking turn. The term "steep" here is used in a relative sense, because abrupt maneuvers at the high dynamic pressures encountered during this portion of the flight would likely lead to loss of control or vehicle breakup. Although the vehicle continues to climb after the abort, it never leaves the sensible atmosphere (where the density is significant). Because the simulator logic is set up to call the entry planner only after the vehicle leaves the atmosphere and then reenters, the entry planner is never called in this case. As a result, the simulator treats the final coast arc of the abort trajectory as the entry trajectory. Atmospheric heating is ignored in this case, but an analysis of the heat transfer rate and maximum equilibrium temperature yields results similar to the space shuttle. The results from this scenario demonstrate the ability of the controller to track trajectories that require abrupt maneuvers. The resulting groundtrack for the abort trajectory used in this scenario is shown in Fig. 16 .
VI. Conclusions
An integrated G&C architecture, including ascent and entry trajectory-planning methods suitable for in-flight updates and adaptive trajectory-following flight control, has been developed. Improvements have been made in the component technologies and in the integration of these components into a more comprehensive system. The entire system is capable of running in real time on present-day desktop computers. This architecture was tested for several realistic scenarios that might be encountered by secondgeneration reusable launch vehicles, and it was shown that it can be successfully employed to handle a range of nominal cases and failure cases. It was demonstrated that the adaptive attitude command system combined with a neural-network-based adaptive outer loop for trajectory following designed for this program could adequately handle scenarios involving significant control surface failures without the need to generate an abort trajectory. Developments of the hybrid algorithm for future launch-vehicle ascent trajectory optimization now allow for the generation of ascent and abort trajectories that are optimal with respect to maximizing the final energy. A feasible entry planner was employed in simulation of a variety of nominal and abort missions. A method for characterizing the feasible set of initial entry states was proposed and some insight into this set was developed by studying the related landing footprint problem. It was also found that the position-and velocity-tracking laws first developed for ascent could be employed in entry.
