Abstract-In this paper, we study spectral properties of the socalled monotone systems and link these results with the celebrated Perron-Frobenius theorem for linear positive systems. Using these spectral properties we study the geometry of basins of attraction of monotone systems. Additionally, we show that under certain conditions we can bound the variations in these basins under parametric uncertainty in the vector field. We also provide a computational algorithm to estimate the basins of attraction and illustrate the results on two and three state monotone systems.
I. INTRODUCTION
In many applications, such as economics [1] or biology [2] , linear dynamical systems have states, which take only nonnegative values. For example, protein concentrations in biology, or prices of assets in economics are always nonnegative (although the latter is perhaps debatable). These systems are called positive and have received a considerable attention in the context of systems theory [3] , [4] , model reduction [5] , [6] , distributed control [7] , [8] , etc. The main tool in studying such systems is the celebrated Perron-Frobenius theorem (cf. [9] ), which allows to study spectral properties of the drift matrix in a linear system.
In the nonlinear setting positive systems have a couple of generalizations, with the most known being monotone systems (cf. [2] ). Monotonicity induces a partial order on the trajectories (or the flow) of the system in question, while providing many strong properties. In [2] , it was briefly mentioned that the flow of a monotone system can be seen as a positive operator. Hence the authors argued that a nonlinear version of the Perron-Frobenius theorem, which is called the Krein-Rutman theorem [10] , can be applied. However, the investigation into spectral properties of these operators lacked due to absence of a well-developed theory of spectral elements of such operators. This gap was filled by the development of the so-called Koopman operator (cf. [11] ), for which the spectral elements such as eigenvectors and eigenvalues can be computed [12] , [13] .
There are two contributions in this paper. First, we study the properties of the Koopman operator of monotone systems. We provide a version of the Krein-Rutman theorem for such operators for monotone systems with a hyperbolic fixed point. We derive the properties of the eigenvalues and the so-called eigenfunctions, which can be seen as infinite dimensional eigenvectors. We continue by studying the properties of these eigenfunctions. In particular, we show that the eigenfunctions of monotone systems are also, in some sense, monotone. The level sets of eigenfunctions are called isostables [12] and contain the initial conditions of trajectories that converge synchronously towards the fixed point. The level set at infinity is the boundary of the basin of attraction of the fixed point. The second contribution of this paper is the method to compute a subset of an isostable (and a boundary of a basin of attraction) lying in a compact set. Our approach is different from the stateof-the-art algorithms (cf. [14] , [15] and the references therein), since we do not use optimization, but exploit the geometric properties of monotone systems and use the trajectories of the system. Therefore, our method can be applied to systems with a non-polynomial vector field. We conclude with a study of the basins of attraction of bistable monotone systems. We provide conditions under which we can estimate bounds on basins of attraction under parameter variations.
The rest of the paper is organised as follows. In Section II, we cover the main properties of the Koopman operator and monotone systems. In Section III, we link positivity of the Koopman operator with monotonicity. We obtain spectral properties of monotone systems, while deriving some properties of the isostables. We investigate the behavior of basins of attraction of monotone systems under parameter variations in Section IV. We also provide an algorithm to estimate isostables and the boundary of the basins of attraction in Section V. We conclude the paper with numerical examples in Section VI and discuss the implication of our results.
II. PRELIMINARIES Throughout the paper we consider control systems in the following formẋ
where f : D × U → R n , u : R ≥0 → U, where D ⊂ R n , U ⊂ R m and u belongs to the space U m ∞ of Lebesgue measurable functions with values from U. We define the flow map φ f : R × D × U ∞ → R n , where φ f (t; x 0 , u) is a solution to the system (1) with an initial condition x 0 and a control signal u. Let f (x, u) be continuous in (x, u) on D × U. Moreover, for each compact sets C 1 ⊂ D and C 2 ⊂ U, let there exist a constant k such that f (ξ, u) − f (ζ, u) 2 ≤ k ξ − ζ 2 for all ξ, ζ ∈ C 1 and u ∈ C 2 . This assumption guarantees existence, uniqueness and continuity of solutions to (1) . If u = 0, then we call the system (1) unforced.
Monotonicity: We will study the properties of the system (1) with respect to a partial order induced by cones. A set K is arXiv:1510.01153v1 [math.OC] 5 Oct 2015 called a cone if it is closed under addition and multiplication by a nonnegative scalar and if we have −x ∈ K for any x ∈ K. A relation ∼ is called a partial order if it is reflexive (x ∼ x), transitive (x ∼ y, y ∼ z implies x ∼ z), and antisymmetric (x ∼ y, y ∼ x implies x = y). We define a partial order x through a cone K ∈ R n as follows: x x y if and only if x − y ∈ K. We write x x y, if the relation x x y does not hold. We will also write x x y if x x y and x = y, and x x y if x − y ∈ int(K). Similarly we can define a partial order on the space of signals u ∈ U ∞ : u u v if u(t)−v(t) ∈ K for all t ≥ 0. We write u u v, if u(t) u v(t) for all t ≥ 0. Systems whose flows preserve a partial order relation x are called monotone systems.
Definition 1: The system is monotone with respect to partial orders x , u if φ f (t; x, u) x φ f (t; y, v) for all t ≥ 0, and for all x x y, u u v. Moreover, the system is strongly monotone with respect to partial orders x , u if φ f (t; x, u) x φ f (t; y, v) holds for all t > 0 provided x x y, u u v, and either x x y or u u v holds.
In general, it is hard to establish monotonicity of a system with respect to an order other than an order induced by an orthant (e.g., positive orthant R n ≥0 ). Hence throughout the paper, by a monotone system we actually mean a monotone system with respect to a partial order induced by an orthant. A certificate for monotonicity with respect to an orthant is called Kamke-Müller conditions [16] , definition of which requires the concept of p-convex sets. A set M is called p-convex if for every x, y in M such that x x y, and every λ ∈ (0, 1) we have that λx
Proposition 1 ( [16] ): Consider the system (1), where f is differentiable in x and u and let the sets D, U be p-convex. Let the partial orders x , u be induced by R n ≥0 , R m ≥0 , respectively. Then the system (1) is monotone on D × U ∞ with respect to x , u if and only if
A generalization of this result to an arbitrary orthant can be found in [16] .
Koopman Operator: Spectral properties of nonlinear dynamical systems can be described through an operatortheoretic framework that relies on the so-called Koopman operator. The Koopman operator associated with an unforced system (1) (that is, u = 0) is an operator acting on the functions g : R n → R (also called observables), and defined as the semigroup
where • is a composition of functions and φ(t, x) is a solution to the unforced system. Since the operator is linear, it is natural to study its spectral properties. In particular, the eigenfunctions s j (x) of the Koopman operator are defined as the functions satisfying
and λ j ∈ C is the associated eigenvalue. We obtain in a straightforward manner a very useful expression
In the case of a linear systemẋ = Ax with matrix A having the left eigenvectors w i , the eigenfunctions s i (x) are equal to w T i x. If the system admits an equilibrium x * , then the eigenvalues of the Jacobian of the vector field at x * are also eigenvalues of the Koopman operator. In this case, provided that the vector field f is analytic, the flow of the system can be expressed through the following expansion:
where λ j , v j are the eigenvalues and the eigenvectors of the Jacobian of the vector field at the equilibrium x * . The vectors v k1,...,kn are the so-called Koopman modes. The dominant eigenfunction s 1 (i.e. associated with λ 1 such that (λ 1 ) > (λ j ), j = 1) can be computed using the so-called Laplace average
For all g that satisfy g(x * ) = 0 and ∇g(x * ) · v 1 = 0, the Laplace average g * λ1 is equal to s 1 (x) up to a multiplication with a scalar. Without loss of generality, as observables we will only consider so-called increasing functions. A function W (x) : R n → R is called increasing (with respect to the order
The other eigenfunctions s j (x) are generally harder to compute.
The eigenfunction s 1 (x) captures the dominant (i.e. asymptotic) behavior of the system. Moreover for λ 1 ∈ R, it follows from (5) that the trajectories starting from the boundary ∂B α of the set B α = {x||s 1 (x)| ≤ α} share the same asymptotic evolution
Naturally, these sets are important for understanding the dynamics of the system. The sets ∂B α = {x||s 1 (x)| = α} are called isostables, and contain the initial conditions of trajectories that converge synchronously towards the fixed point. In the neighborhood of x * , the isostables are parallel hyperplanes (if λ ∈ R). A more rigorous definition of isostables and more information can be found in [12] .
III. SPECTRAL PROPERTIES OF MONOTONE SYSTEMS
An operator A : U → U acting on a normed space U is called positive (or invariant) with respect to a cone K ⊆ U , if AK ⊆ K. If we view a monotone dynamical system as a Koopman operator it is natural to study positivity of U t with respect to the cone F of increasing functions, which was done in the context of Markov diffusion processes in [17] . Hence the following result may be seen as a nonlinear version of the Perron-Frobenius theorem or a version of the Krein-Rutman theorem for the Koopman operator.
Theorem 1: Assume that the systemẋ = f (x) (with f analytic) admits a hyperbolic stable node x * with a basin of attraction B. Let the eigenfunctions s i (·) ∈ C 1 (B) and the eigenvalues λ i of the Koopman operator be ordered by the real part, that is for all i ≤ j, (λ i ) ≥ (λ j ). Then:
(i) If the system is monotone on every set D ⊂ int(B), then s 1 (x) ≥ s 1 (y) for all x x y, λ 1 is negative, and v 1 is nonnegative. Moreover, we have that s 1 (x) > s 1 (y) for all x x y.
(ii) If the system is strongly monotone on every set D ⊂ int(B), then s 1 (x) > s 1 (y) for all x x y and λ 1 is simple and negative and the corresponding eigenvector v 1 is positive.
Proof: (i) If the system is monotone, then the drift matrix A of linearized dynamics around the equilibrium is such that A ij ≥ 0 for all i = j (for example, by virtue of HartmanGrobman theorem). Hence λ 1 is negative and v 1 is nonnegative (cf. [9] ). Now for some increasing observable g we have
for all x x y since φ(s, x) x φ(s, y) and s ≥ 0.
We will prove the second part of the statement by contradiction. Assume that there exist x, y ∈ D such that x x y and s 1 (x) = s 1 (y) (the case s 1 (x) < s 1 (y) is impossible given (7). It follows from (7) that s 1 (x) ≥ s 1 (z) ≥ s 1 (y) for all z such that x x z x y. However, our assumption implies that s 1 (y) = s 1 (z) = s 1 (x) for all z such that x x z x y. It follows that s 1 (·) is constant on the set D = {z|x x z x y}, which has a nonzero Lebesgue measure since x x y. This, however, is impossible due to the property (3) of s 1 (x) and hence s 1 (x) > s 1 (y) for all x x y.
(ii) As in the case (i), we note that the drift matrix A of linearized dynamics around the equilibrium is such that A ij ≥ 0 for all i = j and it is irreducible. Hence λ 1 is simple and negative, v 1 is positive (cf. [9] ). Due to the premise x x y implies that there exists τ 0 such that φ(t, x) − φ(t, y) x 0 for all t ≥ τ 0 . Moreover, by (i) we have that s 1 (x) ≥ s 1 (y). Let z = φ(τ 0 , x) and w = φ(τ 0 , y). Since z x w, by the point (i) we have that s 1 (z) > s 1 (w). This directly implies that s 1 (x) = s 1 (y) by the property (3) of s 1 (·) and proves the claim.
In both cases, the conditions are only necessary and not sufficient, which is consistent with the linear case. The second condition is necessary and sufficient for the so-called strong eventual monotonicity, which is studied in [18] .
1) s 1 (x) as a Lyapunov Function: Under some mild conditions the eigenfunction s 1 (x) is a Lyapunov function of the system on x * + R n ≥0 , where x * is the stable equilibrium and + is the Minkowski addition. This argument is based on the discussion in [13] , according to which we have
It can be shown that the set X = {x|s 1 (x) ≥ 0} is forward invariant. Therefore, if λ 1 is real and negative and the level set {x|s 1 (x) = 0} intersects with x * + R n ≥0 only in x * , then s 1 (x) is a Lyapunov function on x * +R n ≥0 , which is consistent with the linear case.
2) Geometric Properties of Monotone Systems: First, we recall a known result regarding the geometry of basins of attraction B and its boundary ∂B. This result is briefly mentioned in [2] in a bistable setting. For a complete proof see e.g. [19] (see [20] for a preprint).
Proposition 2: Let the system (1) have an asymptotically stable equilibrium x * with a domain of attraction B. Let the system be monotone on B, then D xy = {z x x z x y} ⊂ B, if x,y ∈ B.
We proceed by developing similar properties of the sets B α = {x||s 1 (x)| ≤ α} and isostables ∂B α = {x||s 1 (x)| = α}, which is a corollary from Theorem 1.
Corollary 1: Let the system (1) have an asymptotically stable equilibrium x * with a domain of attraction B. Let the system be monotone on B with eigenfunctions s i (·), then the following statements hold:
(ii) the manifold ∂B α consists of incomparable points, that is it does not contain x, y such that x x y;
Proof: (i) Since the points x, y are in B, the set D xy ∈ B. Let w be such that x x w x y, with |s 1 (x)|, |s 1 (y)| ≤ α. By Theorem 1, we have s 1 (x) ≥ s 1 (w) ≥ s 1 (y). Therefore we have two possibilities, either |s 1 (w)| ≤ |s 1 (x)| or |s 1 (w)| ≤ |s 1 (y)|. In both cases, |s 1 (w)| ≤ α.
(ii) Let there exist w, z in ∂B α such that w x z. Since w, z in ∂B α , we have that s 1 (w) = s 1 (z), but according Theorem 1 w x z implies that s 1 (w) > s 1 (z). Hence no such w and z exist.
IV. BASINS OF ATTRACTION OF MONOTONE SYSTEMS
SUBJECT TO PARAMETER VARIATIONS Before we proceed with the main result of the section, we need to discuss the following assumptions A1. The systemẋ = f (x, p), where p is a parameter vector, is a monotone bistable system on D with two asymptotically stable equilibria x * (p), x • (p) for all p. Assume also that the system is monotone with respect to p as an input, that is
and hence induces an order p . A2. Parameters p take values from a compact set P with vectors p max , p min ∈ P such that p min p p p p max ∀p ∈ P. A4.
A3. The following holds for all
Assumption A1 defines a monotone bistable system, which is also monotone with respect to parameter variations. In order to obtain any meaningful bounds on the basins of attraction, we need to assume that the set P is compact and ordered, which is done in Assumption A2. We also assume that parameter variations are small enough so that no bifurcation occurs subject to these parameter variations. Moreover, we assume that the parameter variations do not affect the locations of the steady states in a significant way, which is done in Assumption A3. This assumption and Assumption A4 are technical and perhaps can be avoided, but this will simplify the presentation of results and they are straightforward to satisfy. The assumptions on the location of the steady states and the basins of attraction are schematically depicted in Figure 1 . Assumptions A1, A2, and A4 are straightforward to check, while Assumption A3 can only be verified after basins of attraction for p min and p max are computed.
Theorem 2: Consider the systemẋ = f (x, p) under the assumptions A1 -A4. Then B(x * (p 1 )) ⊆ B(x * (p 2 )) and 
where φ(t, y, p 1 ) converges to x * (p 1 ) with t → ∞, while φ(t, y, p 2 ) converges to x * (p 2 ) due to Assumption A3. Hence,
Together with Assumption A4, this implies that
ii) Now let y ∈ B(x * (p 1 )), due to monotonicity we have that φ(t, y, p 1 ) x φ(t, y, p 2 ), for p 1 p p 2 , where φ(t, y, p 1 ) converges to x * (p 1 ) with t → ∞. Now, by point i), we conclude that φ(t, y, p 2 ) cannot converge to x
• (p 2 ), hence it converges to x * (p 2 ). This implies that B(x
V. COMPUTATIONAL ALGORITHM
This algorithm is a more general and a more efficient version of the algorithm in [19] used in a different context. Without loss of generality we assume that the stable equilibrium lies at the origin. We will derive an algorithm with an adaptive grid choice to compute isostables in R n ≥0 and the boundary of the domain of attraction B(0) in R n ≥0 of monotone systems. In particular, we compute a set of points M min , which lies in {x|s 1 (x) < α} (or B(0), respectively), and a set of points M max , which does not lie in {x|s 1 (x) < α} (or B(0), respectively). Our algorithm is based on the observation that the sets ∂B α and ∂B are level sets of some monotone function y = g(x) according to Corollary 1 and Proposition 2, respectively.
We will use the following oracle to decide if the points lie in {x|s 1 (x) < α} or in {x|s 1 (x) > α}:
where the value of the eigenfunction s 1 (x) is computed using Laplace averages (6) . We need the second condition φ(T, x)− x * < ε to make sure that the points also lie in B(0). Even though it is theoretically unlikely to have a point x with a finite (nonzero) s 1 (x) not lying in B(0), such situations can occur numerically. If we need to compute B(0), then we can drop the first condition s 1 (x) < α, since in this case α = ∞.
Our algorithm computes the level set y = g(z) within a hypercube B = {z|b 0 x z x 0}. The point b 0 has to belong to the set {z|y > g(z)} in order for the algorithm to provide a meaningful result. At this point we treat b 0 as an input to the algorithm, but we note that the choice of b 0 can significantly affect the efficiency of the algorithm.
The first step is to determine the other boundary points b i of the hypercube. These boundary points should be incomparable. We define these boundary points as b i = β i e i , where e i is a vector in R n ≥0 with entries:
Hence, we need to find scalars β i such that y = g(β i e i ). Since the function g is monotone we can use bisection over β i to determine an approximate value of β i .
Our algorithm exploits the monotonicity property of g in the following manner. If a sample z j is such that O i (z j ) = 0, then for all w x z j we have O i (w) = 0. Similarly, if a sample z j is such that O i (z j ) = 1, then for all w x z j we have O i (w) = 1. Therefore, we need to keep track of the largest (in the order) samples z j with O i (z j ) = 0, the set of which we denote M min , and the smallest (in the order) samples z j with O i (z j ) = 1, the set of which M max . Hence, in order to approximate the function g(·) at every step we generate new samples z j such that M 
After we add new samples there might exist w, z in M min (respectively, M max ) such that w x z (respectively, w x z). In these cases all such samples w must be removed from M min (respectively, M max ). We call this procedure pruning of the sets.
All that is left is to explain the procedure of generation of new samples. First of all, let A = {z|M min x z x M max } with the Lebesgue measure |A|. The measure of the whole space, which is the defined above hypercube B, is |B| = n i=1 β i . The value |A| represents the current error of the algorithm. In order to sample from the actual level set y = g(z) the measure |A| has to be equal to zero.
We consider two ways of generating samples: random and greedy. In "random" generation we randomly generate points in the set A. Let z = z 1 . . . z n be a sample, which we need to generate. First, we generate the scalars z 1 , . . . , z n−1 on the edge the hypercube B with z n = 0. We do it by using a probability distribution δ 2 with the support on the whole edge. Then we compute the limits for the generation of z n such that M min x z x M max . After that we generate z n using the same distribution δ 2 , while adjusting its support. We generate N rn samples in this manner.
The "greedy" generation is meant to exploit more information about |A| and decrease the value |A|, which represents the error of the algorithm. For every sample
i and such that there is no other ξ satisfying w j x ξ x z i . Then we form hypercubes D ji with vertices w j and z i and choose D ji with the largest volume. We denote these hypercubes D i . Having done it for every sample z i in M min M max we compute N gr hypercubes D i with maximum volume. After that we generate N gr samples in each of the hypercubes D i using a probability distribution δ 1 . If no information about the system is known then we choose δ 1 , δ 2 as uniform distributions. Otherwise, we can choose a Beta distribution so that the median approximates the most probable location of the curve.
The procedure is summarized in Algorithm 1. Note that our sample generation guarantees that the measure |A| is nonincreasing with generation of new samples, while random sampling guarantees that the value |A| eventually converges to zero with the rate of convergence depending on specific functions g. However, in our examples we observed exponential empirical convergence, which can be explained by the fact that our algorithm can be seen as a bisection procedure using random sampling.
Note that we can use different tools to compute isostables and basins of attraction. We can also parametrize s 1 (x) using, e.g., Taylor expansion and use the algebraic expression (4), in order to compute the eigenfunction. It appears that computation using Taylor or other expansions is less accurate than using the Laplace averages. Therefore, we employ the latter instead of the former.
VI. EXAMPLES
A two-state LacI-TetR switch: The genetic toggle switch is composed of two mutually repressive genes LacI and TetR and was a pioneering genetic system for synthetic biology [21] . We Generate N gr samples z j in the hypercubes D i using a probability distribution δ 1 .
9:
Generate N rn samples z j in the admissible set A using a probability distribution δ 2 .
10:
If O(z j ) = 0 add the sample z j to the set M min , otherwise add z j to the set M max .
12:
end for
13:
Prune the sets M min , M max for comparable samples z j and update the admissible set A.
14: end for consider the following model of the toggle switcḣ We compute the isostables at the levels 10 2 , 10 3 , 2 · 10 3 , 3 · 10 3 , 5 · 10 3 , and the boundaries of the basins of attraction for the nominal parameter value p, and the extremal parameter values p min , p max . The computational results are depicted in Figure 2 .
A three state model: Algorithm 1 can be applied to three dimensional models as well, providing a tool for visualization of basins of attraction. We consider again a toggle switch, Isostables ∂B 10 2 , ∂B 10 3 ,∂B 2·10 3 , ∂B 3·10 3 and ∂B 5·10 3 , and boundaries of basins of attraction ∂B(x * (p)), ∂B(x * (p min )) and ∂B(x * (pmax)) for a two state system. The dots represent the fixed points x * (p) (black), x * (p min ) (blue), x * (pmax) (red) for different parameter values Fig. 3 . Isostables ∂B 10 4 , ∂B 2·10 4 and ∂B 10 5 , and boundaries of basins of attraction ∂B(x * (p)), ∂B(x * (p min )) and ∂B(x * (pmax)) for a three state system. while modelling also mRNA concentrations for the protein corresponding to the state x 2 . The resulting model is as followṡ 
≥0
. Moreover, the model is monotone with respect to all parameters, but p 13 , p 33 .
In Figure 3 , we plot isostables ∂B 10 4 , ∂B 5·10 4 and ∂B 10 5 . We also plot the boundaries of domains of attraction for the perturbed system with parameter values p min and p max , which have the following values: In these examples, we have verified that for all parameter values p ∈ P = {q|p max p q p p max } the manifold ∂B(x * (p)) will lie between the manifolds ∂B(x * (p min )) and ∂B(x * (p max )). Moreover, the manifolds ∂B α for some α and ∂B(x * (p max )) intersect, an observation which shows that the geometry of the isostables and basins changes significantly under parameter variations. In the three dimensional example it is noticeable that the sets ∂B α do not depend on the state x 2 in a significant manner. Hence the state x 2 can be reduced. This is in an agreement with "a rule of thumb" in proteinmRNA interactions, which states that mRNA dynamics are much faster than protein dynamics and hence can be reduced. Moreover, for every fixed x 2 the shape of isostables is similar to the shape of the isostables of a two state toggle switch. As a final remark, we note that the computation of every manifold took between 5 and 15 minutes, while generating several thousand samples. However, the manifolds start to take this shape after the generation of just a few hundred samples.
VII. CONCLUSION
In this paper, we studied spectral properties of monotone systems through the Koopman operator framework. Using the spectral properties we derived an algorithm to compute isostables, which describe geometric properties of the system. Our algorithm does not explicitly depend on dynamics of the system and can be applied to a monotone system with a non-polynomial vector field. The algorithm is guaranteed to converge to the actual level sets (isostables or the boundary of the basins of attraction). Moreover, we empirically observe exponential convergence in terms of the measure of the set |A|. Even though the level sets B ∞ can be computed using eigenfunctions s 1 (x) by employing different tools, these cannot generally guarantee our level of accuracy. We note that our algorithm uses the geometric properties of basins of attraction of monotone systems, hence a generalization is possible only if the system possesses the same geometry as a monotone system.
