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Abstract
The integrable Davey–Stewartson system is a linear combination of
the two elementary flows that commute: iqt1 +qxx+2q∂
−1
y ∂x(|q|
2) = 0
and iqt2 + qyy + 2q∂
−1
x ∂y(|q|
2) = 0. In the literature, each elementary
Davey–Stewartson flow is often called the Fokas system because it
was studied by Fokas in the early 1990s. In fact, the integrability
of the Davey–Stewartson system dates back to the work of Ablowitz
and Haberman in 1975; the elementary Davey–Stewartson flows, as
well as another integrable (2 + 1)-dimensional nonlinear Schro¨dinger
equation iqt + qxy + 2q∂
−1
y ∂x(|q|
2) = 0 proposed by Calogero and De-
gasperis in 1976, appeared explicitly in Zakharov’s article published
in 1980. By applying a linear change of the independent variables, an
elementary Davey–Stewartson flow can be identified with a (2 + 1)-
dimensional generalization of the integrable long wave–short wave in-
teraction model, called the Yajima–Oikawa system: iqt+qxx+uq = 0,
ut + cuy = 2(|q|
2)x. In this paper, we propose a new integrable semi-
discretization (discretization of one of the two spatial variables, say
x) of the Davey–Stewartson system by constructing its Lax-pair rep-
resentation; the two elementary flows in the semi-discrete case indeed
commute. By applying a linear change of the continuous independent
variables to an elementary flow, we also obtain an integrable semi-
discretization of the (2 + 1)-dimensional Yajima–Oikawa system.
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2
1 Introduction
The Davey–Stewartson system [1] (also known as the Benney–Roskes sys-
tem [2]) is a (2 + 1)-dimensional generalization of the nonlinear Schro¨dinger
equation; its mathematical form can be written as [3]
iqt + a (qxx + 2Fq) + b (qyy + 2Gq) = 0. (1.1a)
Here, a and b are real constants, the subscripts denote the partial differenti-
ation and F (in the case of a 6= 0) and G (in the case of b 6= 0) are nonlocal
real-valued potentials defined as
Fy := (|q|
2)x, Gx := (|q|
2)y. (1.1b)
The integrability of the Davey–Stewartson system (1.1) can be traced back
to the work of Ablowitz and Haberman in 1975 [4] (also see [5–8]), who gave
its Lax-pair representation [9] up to a coordinate transformation; note that
the Lax-pair representation in 2 + 1 dimensions expressed in operator form
is often referred to as the Manakov triad representation [10].
The Davey–Stewartson system (1.1) is a linear combination of the two
elementary flows:
iqt1 + qxx + 2Fq = 0, Fy = (|q|
2)x, (1.2)
and
iqt2 + qyy + 2Gq = 0, Gx = (|q|
2)y. (1.3)
The elementary Davey–Stewartson flow (1.2) (or (1.3)) is often referred to
as the Fokas system because it appeared in his paper [11] published in
1994. Note, however, that the elementary Davey–Stewartson flow (1.2), as
well as another integrable (2 + 1)-dimensional generalization of the nonlinear
Schro¨dinger equation iqt + qxy + 2Fq = 0, Fy = (|q|
2)x originally proposed by
Calogero and Degasperis [12] in 1976, appeared explicitly in Zakharov’s ar-
ticle [13] published in 1980. In addition, a linear change of the independent
variables:
t˜ = t1 + y, x˜ = x, y˜ = cy, (1.4)
with an arbitrary real constant c, converts the elementary Davey–Stewartson
flow (1.2) to a (2 + 1)-dimensional generalization of an integrable long wave–
short wave interaction model (known as the Yajima–Oikawa system [14]):
iqt + qxx + uq = 0, ut + cuy = 2(|q|
2)x, (1.5)
which was proposed by Mel’nikov [15] in 1983. Here, u := 2F and the tilde
is omitted for notational brevity. The (2 + 1)-dimensional Yajima–Oikawa
system (1.5) with c = 1 is often referred to as the Maccari system [16].
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From (1.2) and (1.3), we obtain the relation Fyt2 = i
(
qyq
∗ − qq∗y
)
yx
, which
implies that
Ft2 = i
(
qyq
∗ − qq∗y
)
x
+ ξ, ξy = 0. (1.6)
Here, the asterisk denotes the complex conjugate. Similarly, we also obtain
the relation Gxt1 = i (qxq
∗ − qq∗x)xy, which implies that
Gt1 = i (qxq
∗ − qq∗x)y + η, ηx = 0. (1.7)
With the aid of (1.6) and (1.7), we can show that the two elementary flows
(1.2) and (1.3) commute [11, 17], i.e., qt1t2 = qt2t1 if and only if ξ = η; in
this case, we can set without loss of generality ξ = η = 0 by a change of
variables q = q˜ exp
(
2i
∫ ∫
ξ dt1dt2
)
. In short, the commutativity of the el-
ementary flows1 is guaranteed only if the “constants” of integration in the
nonlocal potentials F and G are chosen appropriately. More specifically,
the two elementary flows commute if and only if the y-independent value
of Ft2 − i
(
qyq
∗ − qq∗y
)
x
evaluated at any fixed value of y is equal to the x-
independent value of Gt1 − i (qxq
∗ − qq∗x)y evaluated at any fixed value of x,
which is thus (x, y)-independent and can be set equal to zero by redefining
the dependent variable q.
In this and the next paper, we propose integrable semi-discretizations
of the Davey–Stewartson system (1.1) and the (2 + 1)-dimensional Yajima–
Oikawa system (1.5) by constructing their Lax-pair representations. We con-
sider the discretization of only one of the spatial variables x and y, which is
referred to as a “semi-discretization” in this and the next paper. This is in
contrast to our previous work on an integrable discretization of the Davey–
Stewartson system [18] (also see some preceding studies in [19, 20]) wherein
both spatial variables are discretized. The semi-discrete Davey–Stewartson
system proposed in this paper is not obtainable by taking a continuous limit
of one spatial variable in the discrete Davey–Stewartson system proposed in
our previous paper [18].
This paper is organized as follows. In section 2, we propose an integrable
semi-discretization for each of the elementary Davey–Stewartson flows (1.2)
and (1.3) by constructing its Lax-pair representation. In section 3, we demon-
strate that these semi-discretizations commute under a suitable choice of the
“constants” of integration as in the continuous case. Then, we consider a lin-
ear combination of the semi-discrete elementary Davey–Stewartson flows to
obtain an integrable semi-discretization of the full Davey–Stewartson system
(1.1). Moreover, by applying the linear change of the independent variables
1The author is indebted to Dr. Masato Hisakado and Professor Aristophanes Dimakis
for the proof of commutativity.
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like (1.4) to one of the semi-discrete elementary Davey–Stewartson flows,
we also obtain an integrable semi-discretization of the (2 + 1)-dimensional
Yajima–Oikawa system (1.5) (see a relevant semi-discrete system in [21]).
Section 4 is devoted to concluding remarks.
2 Integrable semi-discretizations of the two
elementary Davey–Stewartson flows
2.1 Semi-discrete linear problem
The continuous Davey–Stewartson system (1.1) is obtained as the compati-
bility conditions of the overdetermined linear systems for ψ and φ [3, 4]:{
ψy = qφ, (2.1a)
φx = −q
∗ψ, (2.1b)
and {
iψt = −aψxx − 2aFψ + bqφy − bqyφ, (2.2a)
iφt = aq
∗ψx − aq
∗
xψ + bφyy + 2bGφ. (2.2b)
This Lax-pair representation for the Davey–Stewartson system can be straight-
forwardly generalized to the case of vector- or matrix-valued dependent vari-
ables [22–25].
As a semi-discrete analog of the spatial part of the Lax-pair representation
for (the vector generalization of) the Davey–Stewartson system, we consider
the following linear problem in two spatial dimensions:{
ψn,y = qn (γφn + δφn+1) , (2.3a)
φn+1 − φn = rnψn. (2.3b)
Here, n is a discrete spatial variable and y is a continuous spatial variable;
the subscript y denotes the differentiation with respect to y. The constants
γ and δ should satisfy the condition γ + δ 6= 0; γ + δ can be fixed at any
nonzero value by rescaling the dependent variable qn, so only the ratio γ/δ
is essential. The dependent variables qn and rn are M-component row and
column vectors, respectively; a scalar component ψn and an M-component
column vector φn comprise the linear wavefunction. We do not distinguish
between the left scalar multiplication and the right scalar multiplication, so,
for example, qnγφn = γqnφn = qnφnγ in (2.3a). Note that using the second
equation (2.3b), the first equation (2.3a) can be rewritten as
ψn,y = (γ + δ) qnφn + δqnrnψn,
where ψn, qnφn and qnrn are scalar functions.
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2.2 Semi-discretization of the elementary Davey–Stewartson
flow (1.2)
One possible choice of time evolution of the linear wavefunction is{
iψn,t1 = αu
γ
nψn−1 + βu
δ
n+1ψn+1 + wnψn, (2.4a)
iφn,t1 = −αu
γ
nrnψn−1 + βu
δ
nrn−1ψn, (2.4b)
where α and β are constants satisfying the condition (αγ, βδ) 6= (0, 0), and
un and wn are scalar functions.
Proposition 2.1. The compatibility conditions of the overdetermined lin-
ear systems (2.3) and (2.4) for ψn and φn are equivalent to the system of
differential-difference equations:
iqn,t1 − αu
γ
nqn−1 − βu
δ
n+1qn+1 − wnqn = 0,
irn,t1 + βu
δ
nrn−1 + αu
γ
n+1rn+1 + wnrn = 0,
un,y = un (qn−1rn−1 − qnrn) ,
wn,y = αδ
(
uγnqn−1rn − u
γ
n+1qnrn+1
)
+ βγ
(
uδnqnrn−1 − u
δ
n+1qn+1rn
)
.
(2.5)
This proposition can be proved by a direct calculation. Indeed, using
(2.3) and (2.4), we have
0 = iψn,yt1 − iψn,t1y
=
(
iqn,t1 − αu
γ
nqn−1 − βu
δ
n+1qn+1 − wnqn
)
(γφn + δφn+1)
+ αγuγ−1n (−un,y + unqn−1rn−1 − unqnrn)ψn−1
+
(
−wn,y + αδu
γ
nqn−1rn − αδu
γ
n+1qnrn+1 + βγu
δ
nqnrn−1 − βγu
δ
n+1qn+1rn
)
ψn
+ βδuδ−1n+1 (−un+1,y + un+1qnrn − un+1qn+1rn+1)ψn+1,
and
0 = i (rnψn + φn − φn+1)t1
=
(
irn,t1 + βu
δ
nrn−1 + αu
γ
n+1rn+1 + wnrn
)
ψn,
which imply (2.5) for generic ψn and φn.
Under the parametric conditions
β = α∗, γ = δ ∈ R,
the system (2.5) admits the Hermitian conjugation reduction:
rn = −∆q
†
n, u
∗
n = un, w
∗
n = wn,
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where ∆ is an arbitrary real constant that will be interpreted as a lattice
parameter and the dagger denotes the Hermitian conjugation. In particular,
if α = β = γ = δ = 1, this reduction simplifies (2.5) to
iqn,t1 = un+1qn+1 + wnqn + unqn−1,
un,y = ∆un
(
〈qn, q
∗
n〉 − 〈qn−1, q
∗
n−1〉
)
,
wn,y = ∆un+1
(
〈qn, q
∗
n+1〉+ 〈qn+1, q
∗
n〉
)
−∆un
(
〈qn−1, q
∗
n〉+ 〈qn, q
∗
n−1〉
)
,
(2.6)
where qn ∈ C
M , un, wn ∈ R and 〈 · , · 〉 stands for the standard scalar product.
In the case where M = 1, i.e., qn is a scalar, (2.6) provides an integrable
semi-discretization of the elementary Davey–Stewartson flow (1.2). Indeed,
by setting
qn = q(n∆, y, t1), un =
1
∆2
+
1
2
u(n∆, y, t1), wn = −
2
∆2
+ w(n∆, y, t1),
and taking the continuous limit ∆→ 0, (2.6) with scalar qn reduces to{
iqt1 = qxx + (u+ w) q,
uy = wy = 2
(
|q|2
)
x
,
(2.7)
where x := n∆. Thus, (2.7) for the pair of dependent variables (q, u+ w)
can be identified with the elementary Davey–Stewartson flow (1.2), up to a
rescaling of variables.
Actually, the differentiation operator ∂t1 in (2.4) can be represented as a
linear combination of two elementary differentiation operators as
i∂t1 = α∂tα + β∂tβ .
Here, the two operators ∂tα and ∂tβ correspond to the case α = 1, β = 0 and
the case α = 0, β = 1, respectively, i.e.,{
ψn,tα = u
γ
nψn−1 + w
(α)
n ψn, (2.8a)
φn,tα = −u
γ
nrnψn−1, (2.8b)
and {
ψn,tβ = u
δ
n+1ψn+1 + w
(β)
n ψn, (2.9a)
φn,tβ = u
δ
nrn−1ψn, (2.9b)
where wn = αw
(α)
n + βw
(β)
n .
As special cases of Proposition 2.1, we obtain the following two proposi-
tions.
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Proposition 2.2. The compatibility conditions of the overdetermined lin-
ear systems (2.3) and (2.8) for ψn and φn are equivalent to the system of
differential-difference equations:
qn,tα = u
γ
nqn−1 + w
(α)
n qn,
rn,tα = −u
γ
n+1rn+1 − w
(α)
n rn,
un,y = un (qn−1rn−1 − qnrn) ,
w(α)n,y = δ
(
uγnqn−1rn − u
γ
n+1qnrn+1
)
.
(2.10)
Proposition 2.3. The compatibility conditions of the overdetermined lin-
ear systems (2.3) and (2.9) for ψn and φn are equivalent to the system of
differential-difference equations:
qn,tβ = u
δ
n+1qn+1 + w
(β)
n qn,
rn,tβ = −u
δ
nrn−1 − w
(β)
n rn,
un,y = un (qn−1rn−1 − qnrn) ,
w(β)n,y = γ
(
uδnqnrn−1 − u
δ
n+1qn+1rn
)
.
(2.11)
The system (2.10) implies the relation:(
log uδn
)
ytα
= w
(α)
n−1,y − w
(α)
n,y .
Thus, by assuming that
(
log uδn
)
tα
− w
(α)
n−1 + w
(α)
n = 0 at some value of y (say,
−∞, 0, or +∞), we obtain(
log uδn
)
tα
= w
(α)
n−1 − w
(α)
n . (2.12)
The system (2.11) implies the relation:
(log uγn)ytβ = w
(β)
n,y − w
(β)
n−1,y.
Thus, by assuming that (log uγn)tβ − w
(β)
n + w
(β)
n−1 = 0 at some value of y (say,
−∞, 0, or +∞), we obtain
(log uγn)tβ = w
(β)
n − w
(β)
n−1. (2.13)
From (2.10)–(2.13), we obtain(
w(α)n
)
ytβ
=
δ
γ + δ
(
uγ+δn+1 − u
γ+δ
n
)
y
,
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and (
w(β)n
)
ytα
=
γ
γ + δ
(
uγ+δn − u
γ+δ
n+1
)
y
,
which imply (
w(α)n
)
tβ
=
δ
γ + δ
(
uγ+δn+1 − u
γ+δ
n
)
+ Jn, (2.14)
and (
w(β)n
)
tα
=
γ
γ + δ
(
uγ+δn − u
γ+δ
n+1
)
+Kn, (2.15)
respectively. Here, the “constants” of integration Jn andKn are y-independent
scalars. By a direct calculation, we arrive at the necessary and sufficient con-
dition for the commutativity of the two operators ∂tα and ∂tβ .
Proposition 2.4. Equations (2.10)–(2.15) imply that the two differentiation
operators ∂tα and ∂tβ commute, i.e.,
qn,tαtβ = qn,tβtα and rn,tαtβ = rn,tβtα ,
if and only if the “constants” of integration Jn and Kn satisfy the condition
Jn = Kn.
2.3 Semi-discretization of the elementary Davey–Stewartson
flow (1.3)
Another possible choice of time evolution of the linear wavefunction is given
by 
kψn,t2 = (γ + δ) qnφn,y − (γ + δ) (qn,y − δqnrnqn)φn
− δ
[
(qn,yrn − qnrn,y) + (γ − δ) (qnrn)
2]ψn, (2.16a)
kφn,t2 = φn,yy + (γ + δ) vnφn, (2.16b)
where k is an arbitrary (but nonzero) constant and vn is an M ×M square
matrix.
Proposition 2.5. The compatibility conditions of the overdetermined lin-
ear systems (2.3) and (2.16) for ψn and φn are equivalent to the system of
differential-difference equations:
kqn,t2 + qn,yy + qn (γvn + δvn+1) + γδ (qnrn)
2 qn = 0,
krn,t2 − rn,yy − (δvn + γvn+1) rn − γδrn (qnrn)
2 = 0,
vn+1 − vn = −2 (rnqn)y .
(2.17)
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This proposition can be proved by a direct calculation. Indeed, using
(2.3) and (2.16), we have
0 = k (ψn,yt2 − ψn,t2y)
=
[
kqn,t2 + qn,yy + qn (γvn + δvn+1) + γδ (qnrn)
2 qn
]
(γφn + δφn+1)
+ γδqn
[
vn+1 − vn + 2 (rnqn)y
]
rnψn,
and
0 = k (rnψn + φn − φn+1)t2
=
[
krn,t2 − rn,yy − (δvn + γvn+1) rn − γδrn (qnrn)
2]ψn
+
[
vn − vn+1 − 2 (rnqn)y
]
(γφn + δφn+1) ,
which imply (2.17) for generic ψn and φn.
By setting k = i and γ = δ = 1 and imposing the Hermitian conjugation
reduction rn = −∆q
†
n and v
†
n = vn on (2.17) where ∆ is a real-valued lattice
parameter, we obtain{
iqn,t2 + qn,yy + qn (vn + vn+1) +∆
2〈qn, q
∗
n〉
2qn = 0,
vn+1 − vn = 2∆
(
q†nqn
)
y
.
(2.18)
Clearly, in the case where M = 1, i.e., qn is a scalar, (2.18) provides an
integrable semi-discretization of the elementary Davey–Stewartson flow (1.3),
up to a rescaling of qn.
3 Integrable semi-discretizations of the Davey–
Stewartson system and the (2 + 1)-dimensional
Yajima–Oikawa system
We first establish the commutativity of the semi-discrete flow (2.5) and the
semi-discrete flow (2.17). Using (2.5) and (2.17), we have the relations:
ivn+1,t1−2
(
αuγn+1rn+1qn − βu
δ
n+1rnqn+1
)
y
= ivn,t1−2
(
αuγnrnqn−1 − βu
δ
nrn−1qn
)
y
,
and
k (log un)yt2 =
[
qn,yrn − qnrn,y + (γ − δ) (qnrn)
2]
y
−
[
qn−1,yrn−1 − qn−1rn−1,y + (γ − δ) (qn−1rn−1)
2]
y
,
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which imply
ivn,t1 = 2
(
αuγnrnqn−1 − βu
δ
nrn−1qn
)
y
+ F
= 2αγuγn (qn−1rn−1 − qnrn) rnqn−1 + 2αu
γ
n (rnqn−1)y
− 2βδuδn (qn−1rn−1 − qnrn) rn−1qn − 2βu
δ
n (rn−1qn)y + F , (3.1)
and
k (log un)t2 =
[
qn,yrn − qnrn,y + (γ − δ) (qnrn)
2]
−
[
qn−1,yrn−1 − qn−1rn−1,y + (γ − δ) (qn−1rn−1)
2]+ Gn,
(3.2)
respectively, where F is an n-independent M ×M matrix and Gn is a y-
independent scalar. Using (2.5), (2.17) and (3.2), we also obtain
kwn,yt2 =
({
βγuδn [−qn,yrn−1 + qnrn−1,y + δ (qn−1rn−1 + qnrn) qnrn−1]
+ αδuγn [−qn−1,yrn + qn−1rn,y − γ (qn−1rn−1 + qnrn) qn−1rn]}y
+ βγδuδnGnqnrn−1 + αγδu
γ
nGnqn−1rn
)
− (n→ n+ 1) . (3.3)
Thus, we assume Gn = 0 to obtain
k (log un)t2 =
[
qn,yrn − qnrn,y + (γ − δ) (qnrn)
2]
−
[
qn−1,yrn−1 − qn−1rn−1,y + (γ − δ) (qn−1rn−1)
2] , (3.4)
and
kwn,t2 = βγu
δ
n [−qn,yrn−1 + qnrn−1,y + δ (qn−1rn−1 + qnrn) qnrn−1]
− βγuδn+1 [−qn+1,yrn + qn+1rn,y + δ (qnrn + qn+1rn+1) qn+1rn]
+ αδuγn [−qn−1,yrn + qn−1rn,y − γ (qn−1rn−1 + qnrn) qn−1rn]
− αδuγn+1 [−qn,yrn+1 + qnrn+1,y − γ (qnrn + qn+1rn+1) qnrn+1] +Hn,
(3.5)
where Hn is a y-independent scalar.
By a direct calculation, we arrive at the following proposition.
Proposition 3.1. Equations (2.5), (2.17), (3.1), (3.4) and (3.5) imply that
the two differentiation operators ∂t1 and ∂t2 commute, i.e.,
qn,t1t2 = qn,t2t1 and rn,t1t2 = rn,t2t1 ,
if and only if the “constants” of integration F and Hn satisfy the condition
(γ + δ)F +HnIM = 0, where IM is the M ×M identity matrix. Therefore,
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F should be y-independent and Hn should be n-independent, namely, Fy = 0
and Hn = H; by the change of dependent variables
qn = q˜n exp
(
−
i
k
∫ ∫
H dt1dt2
)
, rn = r˜n exp
(
i
k
∫ ∫
H dt1dt2
)
,
we can set F = 0 and H = 0 without loss of generality.
The commutativity of the semi-discrete flow (2.5) and the semi-discrete
flow (2.17) motivates us to consider a linear combination of these two flows:
i∂t := i∂t1 + bk∂t2 ,
where b is a nonzero constant. The corresponding time evolution of the linear
wavefunction reads
iψn,t = αu
γ
nψn−1 + βu
δ
n+1ψn+1 + wnψn
+ b {(γ + δ) qnφn,y − (γ + δ) (qn,y − δqnrnqn)φn
− δ
[
(qn,yrn − qnrn,y) + (γ − δ) (qnrn)
2]ψn} , (3.6a)
iφn,t = −αu
γ
nrnψn−1 + βu
δ
nrn−1ψn + b [φn,yy + (γ + δ) vnφn] , (3.6b)
where α, β, γ and δ are constants satisfying the conditions γ + δ 6= 0 and
(αγ, βδ) 6= (0, 0).
By a direct calculation, we can prove the following proposition.
Proposition 3.2. The compatibility conditions of the overdetermined lin-
ear systems (2.3) and (3.6) for ψn and φn are equivalent to the system of
differential-difference equations:
iqn,t − αu
γ
nqn−1 − βu
δ
n+1qn+1 − wnqn
+ b
[
qn,yy + qn (γvn + δvn+1) + γδ (qnrn)
2 qn
]
= 0,
irn,t + βu
δ
nrn−1 + αu
γ
n+1rn+1 + wnrn
− b
[
rn,yy + (δvn + γvn+1) rn + γδrn (qnrn)
2] = 0,
un,y = un (qn−1rn−1 − qnrn) ,
wn,y = αδ
(
uγnqn−1rn − u
γ
n+1qnrn+1
)
+ βγ
(
uδnqnrn−1 − u
δ
n+1qn+1rn
)
,
vn+1 − vn = −2 (rnqn)y .
(3.7)
Under the parametric conditions
β = α∗, γ = δ ∈ R, b ∈ R,
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the system (3.7) admits the Hermitian conjugation reduction:
rn = −∆q
†
n, u
∗
n = un, w
∗
n = wn, v
†
n = vn,
where ∆ is a real-valued lattice parameter.
In particular, if α = β(=: −a) ∈ R 6=0 and γ = δ = 1, this reduction with
a rescaling of wn as wn =: −aWn simplifies (3.7) to
iqn,t + a [un+1qn+1 +Wnqn + unqn−1]
+ b
[
qn,yy + qn (vn + vn+1) +∆
2〈qn, q
∗
n〉
2qn
]
= 0,
un,y = ∆un
(
〈qn, q
∗
n〉 − 〈qn−1, q
∗
n−1〉
)
,
Wn,y = ∆un+1
(
〈qn, q
∗
n+1〉+ 〈qn+1, q
∗
n〉
)
−∆un
(
〈qn−1, q
∗
n〉+ 〈qn, q
∗
n−1〉
)
,
vn+1 − vn = 2∆
(
q†nqn
)
y
.
(3.8)
Here, a and b are nonzero real constants, qn ∈ C
M , un,Wn ∈ R and vn is an
M ×M Hermitian matrix.
In the case where M = 1, i.e., qn is a scalar, (3.8) provides an integrable
semi-discretization of the Davey–Stewartson system (1.1), up to a rescaling
of qn. Indeed, by setting
qn = q(n∆, y, t), un =
1
∆2
+
1
2
u(n∆, y, t),
Wn = −
2
∆2
+W(n∆, y, t), vn = v(n∆, y, t),
and taking the continuous limit ∆→ 0, (3.8) with scalar qn reduces to
iqt + a [qxx + (u+W) q] + b (qyy + 2qv) = 0,
uy =Wy = 2
(
|q|2
)
x
,
vx = 2
(
|q|2
)
y
,
where x := n∆.
By applying the linear change of the independent variables
t˜ = t1 + y, y˜ = cy, (3.9)
where c is an arbitrary real constant, to the semi-discrete elementary Davey–
Stewartson flow (2.6), we obtain
iqn,t = un+1qn+1 + wnqn + unqn−1,
un,t + cun,y = ∆un
(
〈qn, q
∗
n〉 − 〈qn−1, q
∗
n−1〉
)
,
wn,t + cwn,y = ∆un+1
(
〈qn, q
∗
n+1〉+ 〈qn+1, q
∗
n〉
)
−∆un
(
〈qn−1, q
∗
n〉+ 〈qn, q
∗
n−1〉
)
,
(3.10)
13
where the tilde of the continuous independent variables is omitted for nota-
tional brevity. The system (3.10) with scalar qn ∈ C and un, wn ∈ R provides
an integrable semi-discretization of the (2 + 1)-dimensional Yajima–Oikawa
system (1.5), up to a rescaling of variables; in the absence of y-dependence,
it reduces to the discrete Yajima–Oikawa system proposed in our previ-
ous paper [26]. We remark that another integrable semi-discretization of
the (2 + 1)-dimensional Yajima–Oikawa system (1.5) was proposed recently
in [21].
4 Concluding remarks
In this paper, we discussed the problem of how to discretize one of the
two spatial variables in the Davey–Stewartson system (1.1) and the (2 + 1)-
dimensional Yajima–Oikawa system (1.5). To preserve the integrability, we
considered the linear problem (2.3); by assuming γ = δ ∈ R and imposing the
Hermitian conjugation reduction rn = −∆q
†
n where ∆ is a real constant, (2.3)
can be understood as a semi-discrete analog of (the vector generalization of)
the continuous linear problem (2.1). By choosing the associated time evolu-
tion of the linear wavefunction appropriately, we obtain (2.6) (resp. (2.18))
as (a vector generalization of) an integrable semi-discretization of the ele-
mentary Davey–Stewartson flow (1.2) (resp. (1.3)). The two flows (2.6) and
(2.18) commute under a suitable choice of the “constants” of integration, so
we can naturally consider a linear combination of them to obtain (3.8) as
(a vector generalization of) an integrable semi-discretization of the Davey–
Stewartson system (1.1).
By applying the linear change of the independent variables (3.9) to the
flow (2.6) and omitting the tilde of the continuous independent variables, we
obtain the system (3.10); this system provides (a vector generalization of)
an integrable semi-discretization of the (2 + 1)-dimensional Yajima–Oikawa
system (1.5), which is a (2 + 1)-dimensional generalization of the discrete
Yajima–Oikawa system proposed in our previous paper [26].
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