The uniform local asymptotics of the total net loss process in a new
  time-dependent bidimensional renewal model by Jiang, Tao et al.
ar
X
iv
:1
70
6.
04
90
0v
1 
 [m
ath
.PR
]  
15
 Ju
n 2
01
7
The uniform local asymptotics of the total net loss process in a
new time-dependent bidimensional renewal model ∗
Tao Jiang1) Yuebao Wang2) † Hui Xu2)
1). School of Statistics and Mathematics, Zhejiang Gongshang University, P. R. China, 310018
2). School of Mathematical Sciences, Soochow University, Suzhou, P. R. China, 215006
Abstract
In this paper, we consider a bidimensional renewal risk model with constant
force of interest, in which the claim size vector with certain local subexponential
marginal distribution and its inter-arrival time are subject to a new time-dependence
structure. We obtain the uniform local asymptotics of the total net loss process in
the model. Moreover, some specific examples of the joint distribution satisfying the
conditions of the dependence structure are given. Finally, in order to illustrate a
condition of the above result, a local subexponential distribution is find for the first
time that, its local distribution is not almost decreased.
Keywords: uniform local asymptotics; total net loss process; time dependence;
bidimensional renewal model; local subexponential distribution; almost decreasing
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1 Introduction
It is well known that, since Klu¨ppelberg and Stadtimuller (1998) began to study the
unidimensional renewal risk models with constant force of interest, there are many related
researches; see, for example, Kalashnikov and Konstantinides (2000), Konstantinides et
al. (2002), Tang (2005, 2007), and Hao and Tang (2008). In these works, the claim sizes
Xk, k ∈ N are usually assumed to be a sequence of independent and identically distributed
(i.i.d.) random variables (r.v.,s) with generic r.v. X , and their inter-arrival times θk, k ∈ N
are a sequence of i.i.d. r.v.,s with generic r.v. θ. Furthermore, unidimensional renewal
risk models have also been investigated with certain dependence structure among either
the claim sizes or the inter-arrival times; see Chen and Ng (2007), Liu et al. (2012),
Wang et al. (2013), etc. In these papers, the claim sizes and their inter-arrival times are
assumed mutually independent, and the imposed dependence structure among either the
∗Research supported by the National Science Foundation of China (No. 11071182 & No. 71171177),
the project of the key research base of human and social science (Statistics, Finance) for colleges in
Zhejiang Province (Grant No. of Academic Education of Zhejiang, 2008-255).
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claim sizes or the inter-arrival times yields have no impact on the asymptotic behavior of
certain research object.
The research on a risk model with a certain dependence structure between X and θ
can be found in Albrecher and Teugels (2006), Badescu et al. (2009), Asimit and Badescu
(2010), and Li et al. (2010). These papers show that the object of study indeed depends
on the proposed dependence structure between the claim size and inter-arrival times.
The literatures on multidimensional risk models focused on a continuous-time setting;
see Chan et al. (2003), Li et al. (2007), Chen et al. (2011), Chen et al. (2013b), Yang
and Li (2014), Jiang et al. (2015), and so on. A multivariate risk model in a discrete-time
framework was studied by Huang et al. (2014), etc.
So far, we have not found any results concerning local asymptotics for certain object
of study in the multidimensional risk models. In the reality of insurance with heavy-tailed
claim sizes, the local probability of certain object of study is often a infinite small amount
of the corresponding global probability. Therefore, the study of the local probability is of
great importance both theoretically and pragmatically.
In this paper, we give the uniform asymptotic estimates for the local probabilities of the
total net loss process in a new time-dependent bidimesional risk model for presentational
convenience. The result can be trivially extended to the multidimensional case. To
this end, in the following, we introduce the bidimesional renewal risk model, the local
distribution classes, the dependent structure between the random vector of claim sizes
and the inter-arrival time, and the main result of present paper, respectively.
1.1 A bidimesional renewal risk model
Assume that the insurance company has two classes of business. For i = 1, 2, the claim
sizes for the i-th class X
(i)
k , k ∈ N are i.i.d. r.v.,s with common continuous distribution Fi
supported on [0,∞) that is Fi(x) < 1 for all x ≥ 0. We also assume that the two claim sizes
X
(1)
k and X
(2)
k occur at the same time for all k ∈ N, and their inter-arrival times {θk : k ∈
N} form another sequence of i.i.d. r.v.,s with common continuous distributionG supported
on [0,∞). The arrival times of successive claims are defined by σn =
∑n
k=1 θk, n ∈ N,
constituting an ordinary renewal counting process
N(t) =
∞∑
n=1
1{σn≤t}, t ≥ 0.
Denote the renewal function by λ(t) = EN(t) for all 0 < t <∞ and λ(0) = 0. Define
Λ = {t : λ(t) > 0} = {t : P (σ1 ≤ t) > 0}
for later use. With t = inf{t : P (σ1 ≤ t) > 0}, clearly, Λ = [t,∞] if P (σ1 = t) > 0; or
Λ = (t,∞] if P (σ1 = t) = 0.
Let r ≥ 0 be the constant force of interest. The premiums accumulated up to time
t for the ith class, denoted by Ci(t) with Ci(0) = 0 and Ci(t) < ∞ almost surely (a.s.),
i = 1, 2, follows two nonnegative and nondecreasing stochastic processes. Denote the
vector by ~C(t) = (C1(t), C2(t))
⊤. Let ~Xk = (X
(1)
k , X
(2)
k )
⊤ be the k-th pair of claims,
k ≥ 1, and ~x = (x1, x2)⊤ be the initial surplus vector. The total net surplus up to t,
denoted by ~U(~x, t) = (U1(x1, t), U2(x2, t))
⊤, satisfies
~U(~x, t) = ~xert +
∫ t
0−
er(t−y) ~C(dy)−
∫ t
0−
er(t−y)~S(dy), (1.1)
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where ~S(t) =
∑N(t)
k=1
~Xk, t ≥ 0. In the following, the {~U(~x, t) : t ∈ Λ} is called the total
net surplus process, and the {−~U(~x, t) : t ∈ Λ} is called the total net loss process. The
vector of discounted aggregate claims is expressed as
~Dr(t) =
∫ t
0−
e−ry ~S(dy) =
∞∑
k=1
~Xke
−rσk1{σk≤t}
=
∞∑
n=1
( n∑
k=1
~Xke
−rσk
)
1{N(t)=n} =
N(t)∑
k=1
~Xke
−rσk . (1.2)
Here and thereafter, for vectors ~a = (a1, a2)
⊤ and ~b = (b1, b2)
⊤, we write ~a ≤ ~b if a1 ≤ b1
and a2 ≤ b2, write ~a <~b if a1 < b1 and a2 < b2.
1.2 Some local distribution classes
For any constant d ∈ (0,∞] and some distribution F supported on [0,∞), denote F (x+
∆d) = F (x, x+ d] when d <∞, and F (x+∆d) = F (x, x+∞) = F (x) when d =∞.
We say that a distribution F belongs to the distribution class Lloc, if for all d ∈
(0,∞], F (x+∆d) > 0 eventually, and for any t > 0 it holds uniformly for all | s |≤ t that
F (x+ s+∆d) ∼ F (x+∆d),
where a(x) ∼ b(x) for two positive functions a(·) and b(·) whenever lim a(x)(b(x))−1 = 1,
and all limit relationships are for x→∞, unless otherwise stated. Clearly, the distribution
F in the class Lloc is heavy-tailed, that is
∫∞
0
exp{εy}F (dy) =∞ holds for any ε > 0
Further, if a distribution F belongs to the class Lloc and
F ∗2(x+∆d) ∼ 2F (x+∆d),
then we say that the distribution F belongs to the distribution class Sloc, where F ∗n is
the n-th convolution of F with itself for n ≥ 2 and F ∗1 = F . See, for example, Borovkov
and Borovkov [5].
In aforementioned two conceptions, we replace “for all d” with “for some d”, then we
say that the distribution F belongs to the local long-tailed distribution class L∆d and
local subexponential distribution class S∆d , respectively. See Asmussen et al. [3].
These local distribution classes play a crucial role in the research of the local asymp-
totics of some studied objects. On the research concerning independent r.v.’s, besides the
aforementioned papers, the readers can refer to Wang et al. (2005), Shneer (2006), Wang
et al. (2007), Denisov and Shneer (2007), Denisov et al. (2008), Cui et al. (2009), Chen
et al. (2009), Yu et al. (2010), Watanabe and Yamamuro (2010), Yang et al. (2010),
Wang and Wang (2011), Lin (2012), Wang et al. (2016), and so on. However, the research
related to certain dependent r.v.’s is very rare.
1.3 A new local time-dependent structure
In this paper, we assume that {(X(1)k , X(2)k , θk) : k ∈ N} is a sequence of i.i.d. random
vectors with generic vector (X(1), X(2), θ). Further, based on the idea of Asimit and
Badescu (2010) for the global joint distribution, we construct a new dependence structure
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of (X(1), X(2), θ) satisfying the following conditions. Here, all the related functions are
positive and measurable, and all limit relationships are for (x1, x2) → (∞,∞), unless
otherwise stated. In addition, we denote ∆(i) = (0, di] for 0 < di < ∞, i = 1, 2 and T is
any fixed positive number in Λ.
Condition 1. For i = 1, 2, there exists a function hi(·) such that
P (X(i) ∈ xi +∆(i) | θ = s) ∼ Fi(xi +∆(i))hi(s), (1.3)
uniformly for all s ≥ 0 and di > 0 satisfying Fi(xi +∆(i)) > 0; and
0 < b∗ = b∗(T ) = min
{
inf
s∈[0,T ]
hi(s) : i = 1, 2
}
≤ max
{
sup
s∈[0,T ]
hi(s) : i = 1, 2
}
= b∗(T ) = b∗ <∞. (1.4)
Condition 2. There exists a function g(·) such that
P ( ~X ∈ ~x+ ~∆ | θ = s) ∼ F1(x1 +∆(1))F2(x2 +∆(2))g(s), (1.5)
uniformly for all s ≥ 0 and di > 0 satisfying Fi(xi +∆(i)) > 0; and
0 < d∗ = d∗(T ) = inf
s∈[0,T ]
g(s) ≤ sup
s∈[0,T ]
g(s) = d∗(T ) = d∗ <∞. (1.6)
Condition 3. For 1 ≤ i 6= j ≤ 2, there exists a binary function gij(·, ·) such that
P (X(i) ∈ xi +∆(i) | X(j) = z, θ = s) ∼ Fi(xi +∆(i))gij(z, s) (1.7)
uniformly for all z, s ≥ 0 and di > 0 satisfying Fi(xi +∆(i)) > 0; and
0 < a∗ = a∗(T ) = min{ inf
z≥0, s∈[0,T ]
gij(z, s) : i = 1, 2, i 6= j}
≤ max{ sup
z≥0, s∈[0,T ]
gij(z, s) : i = 1, 2, i 6= j} = a∗(T ) = a∗ <∞. (1.8)
In the above, when s is not a possible value of θ, the conditional probabilities should
be understood as unconditional ones so that hi(s) = g(s) = gij(z, s) = 1 for 1 ≤ i 6= j ≤ 2
and z ≥ 0. In Section 4, some concrete copulas of (X(1), X(2), θ) satisfying the Conditions
1-3 will be presented. They include the well-known Sarmanov joint distribution (and
hence the Farlie-Gumbel-Morgenstern joint distribution), Frank joint distribution, and
other distributions. Interestingly, we embed a two-dimensional product copula into a
two-dimensional Frank copula, and we can get a such three-dimensional joint distribution.
The following condition is independent of the dependence structure of the model.
Condition 4. For i = 1, 2, and for all xi, yi, di > 0 satisfying Fi(xi + ∆
(i))Fi(yi +
∆(i)) > 0, there is a constant C4 = C4(F1, F2) ≥ 0 such that
1 + C4 = sup
0≤xi≤yi<∞,i=1,2
Fi(yi +∆
(i))
(
Fi(xi +∆
(i))
)−1
<∞.
Remark 1.1. For i = 1, 2, according to Condition 1 and Condition 4, there is a
constant C1 = C1(F1, F2) ≥ 0 such that,
P (X(i) ∈ xi +∆(i) | θ = s) ≤ (1 + C1)Fi(xi +∆(i)), (1.9)
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for all s, xi ≥ 0 and di > 0 satisfying Fi(xi +∆(i)) > 0.
Similarly, according to Condition 2 and Condition 4, there is a constant C2 = C2(F1, F2)
≥ 0 such that,
P ( ~X ∈ ~x+ ~∆ | θ = s) ≤ (1 + C2)F1(x1 +∆(1))F2(x2 +∆(2)), (1.10)
for all s, xi ≥ 0 and all di > 0 satisfying Fi(xi +∆(i)) > 0, i = 1, 2. Further, without loss
of generality, we also assume that, for all x1, x2, s ≥ 0,
P (X(1) ∈ dx1, X(2) ∈ dx2 | θ = s) ≤ (1 + C2)F1(dx1)F2(dx2) (1.11)
and
P (X(1) ∈ dx1, X(2) ∈ dx2, θ ∈ ds) ≤ (1 + C2)F1(dx1)F2(dx2)G(ds). (1.12)
Finally, according to Condition 3 and Condition 4, for 1 ≤ i 6= j ≤ 2, there is a
constant C3 = C3(F1, F2) ≥ 0 such that
P (X(i) ∈ xi +∆(i) | X(j) = z, θ = s) ≤ (1 + C3)Fi(xi +∆(i)). (1.13)
for all s, z, xi ≥ 0 and all di > 0 satisfying Fi(xi +∆(i)) > 0.
Remark 1.2. The Condition 4 is slightly stronger than the following condition:
sup
x0≤xi≤yi<∞,i=1,2
Fi(yi +∆
(i))
(
Fi(xi +∆
(i))
)−1
<∞
for some positive constant x0 = x0(F1, F2). The condition in unidimensional case is used
by Lemma 2.3 and Corollary 2.1 of Denisov et al (2008), Proposition 6.1 of Wang and
Wang (2011), and so on. In the terminology of Bingham et al. (1987), the condition
is called that the local distribution of Fi is almost decreased, or the distribution is locally
almost decreased, for i = 1, 2. And for many common distributions in Sloc, their local
distributions are almost decreased with C4 = 0. However, there is a question that, are
all local distributions in Sloc almost decreased? For the answer, we have not found any
counter examples or positive proof in the literature. Therefore, in Section 5, we construct
a distribution belonging to the class Sloc, the local distribution of which is not almost
decreased.
1.4 Main result
Firstly, we denote the two-dimensional joint distributions of random vectors ~Dr(t) and
−~U(~x, t) by F ~Dr(t) and F−~U(~x,t) for t ∈ Λ, respectively.
Theorem 1.1. Consider above the bidimensional renewal risk model satisfying Con-
ditions 1-4. Suppose that Fi ∈ Sloc, i = 1, 2 and EeβN(T ) <∞ for some β > C2 in (1.10).
Then it holds uniformly for all t ∈ Λ ∩ [0, T ] that
F ~Dr(t)(~x+
~∆) ∼
∫ t
0−
∫ t−u
0−
(
P
(
X(1)e−r(u+v) ∈ x1 +∆(1)
)
P
(
X(2)e−rv ∈ x2 +∆(2)
)
+P
(
X(1)e−ru ∈ x1 +∆(1)
)
P
(
X(2)e−r(u+v) ∈ x2 +∆(2)
))
λ˜2(dv)λ˜1(du)
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+∫ t
0−
2∏
i=1
P
(
X
(i)
k e
−ru ∈ xi +∆(i))
)˜˜
λ(du), (1.14)
where
λ˜i(t) =
∫ t
0−
(1 + λ(t− u))hi(u)G(du), i = 1, 2,
and
˜˜
λ(t) =
∫ t
0−
(1 + λ(t− u))g(u)G(du).
Furthermore, assume that the processes {Ci(t) : 0 ≤ t < ∞, i = 1, 2} are independent
of {X(i)k : k ∈ N, i = 1, 2} and {N(t) : t ≥ 0}. Then the local probability of the total net
loss process up to t
P
(− ~U(~x, t) ∈ (~0, ~d ]) = P (~U(~x, t) ∈ [−~d,~0 )) ∼ F ~Dr(t)(~x+ e−rt~∆) (1.15)
holds uniformly for all t ∈ Λ ∩ [0, T ].
Remark 1.3. It is well known that, for any fixed T ∈ Λ, there is a constant β0 =
β0(T ) > 0 such that Ee
β0N(T ) < ∞. Thus, if such β0 > C2, then the condition that
EeβN(T ) <∞ holds automatically for any β ∈ (C2, β0). Particularly, when the dependency
of (X(1), X(2), θ) is governed by a tri-dimensional Farlie-Gumbel-Morgenstern copula with
−1 < γ12 ≤ 0, see Copula 4.1 below, we shall find that (X(1), X(2), θ) satisfies Condition
1-4 with C2 = 0. Thus, we have Ee
βN(T ) <∞ for any β ∈ (0, β0).
Remark 1.4. As what Li et al.(2010) discussed, for i = 1, 2, we can introduce a
r.v. θ∗i with a proper distribution given by
P (θ∗i ∈ dt) =
hi(t)
Ehi(θ)1{θ≤T}
G(dt), t ∈ [0, T ]. (1.16)
Let {θ∗i,k : k ∈ N} be a sequence of i.i.d. r.v.’s with a distribution law specified in (1.16),
i = 1, 2. Then the inter-arrival times θ∗i,1, θk, k ≥ 2, constitutes a delayed renewal counting
process {N∗i (t) : t ≥ 0} with a corresponding renewal function λ∗i (t) = EN∗i (t), t ≥ 0, i =
1, 2. It is easy to see that
λ˜i(dt) = λ
∗
i (dt)Ehi(θ)1{θ≤T}, t ∈ Λ ∩ [0, T ], i = 1, 2. (1.17)
That is to say, λ˜i(t), i = 1, 2, are proportional to the renewal functions of some corre-
sponding delayed renewal counting processes.
Similarly, we define a r.v. θ∗∗1 with a proper distribution given by
P (θ∗∗1 ∈ dt) =
g(t)
Eg(θ)1{θ≤T}
G(dt), t ∈ Λ ∩ [0, T ], (1.18)
and a sequence of i.i.d. r.v.,s {θ∗∗k : k ∈ N} with the same distribution as θ∗∗1 . Then
the inter-arrival times θ∗∗1 , θk, k ≥ 2, also follow a delayed renewal counting process
{N∗∗(t); t ≥ 0} with a corresponding renewal function λ∗∗(t) = EN∗∗(t), t ≥ 0, such
that for any t ∈ Λ ∩ [0, T ]
˜˜
λ(dt) = λ∗∗(dt)Eg(θ)1{θ≤T} ≥ P (θ∗∗1 ∈ dt)Eg(θ)1{θ≤T} = g(t)G(dt). (1.19)
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Remark 1.5. If limz→∞ gi,j(z, s) = gi(s) holds uniformly for all s > 0 and 1 ≤ i 6=
j ≤ 2, then Condition 2 is automatically satisfied given Conditions 1 and 3.
The remaining of this paper consists of four sections. Section 2 gives several lemmas
which are pivotal to the proof of our main result in Section 3. And Section 4 presents
some concrete joint distributions or copulas for the dependent structure among the claim
sizes and the inter-arrival time to demonstrate the results we established. Finally, a non
locally almost decreased distribution in the class Sloc is given in Section 5.
2 Some lemmas
This section collects three technical lemmas having their own independent interests. The
first lemma slightly improved a method in Asmussen et al. [3], where it was requested
that g(x)x−1 → 0.
Lemma 2.1. If F ∈ L∆d for some 0 < d ≤ ∞, then there exists a function g(·) :
[0,∞) 7→ (0,∞) such that g(x) ↑ ∞, g(x)x−1 ↓ 0 and
F (x+ y +∆d) ∼ F (x+∆d) uniformly for all |y| ≤ g(x). (2.1)
Proof. Since F ∈ L∆d with some 0 < d ≤ ∞, for each integer n ≥ 1 and all | y |≤ n,
there exists a number xn > max{2xn−1, n2} such that, when x ≥ xn,
(1− n−1)F (x+∆d) < F (x+ y +∆d) < (1 + n−1)F (x+∆d),
where x0 = 1. Let g0(·) : [0,∞) 7→ (0,∞) be a function such that
g0(x) = 1(0 ≤ x < 1) +
∞∑
n=1
n1(xn ≤ x < xn+1).
Clearly, g0(x) ↑ ∞, g0(x)x−1 → 0 and F (x + y + ∆d) ∼ F (x + ∆d) uniformly for all
|y| ≤ g0(x). Define a continuous linear function g(·) : [0,∞) 7→ (0,∞) by
g(x) = 1(0 ≤ x < 1) +
∞∑
n=1
(
(xn+1 − xn)−1x+
(
n− xn(xn+1 − xn)−1
))
1(xn ≤ x < xn+1).
Then g0(x) ≥ g(x) ↑ ∞ for all x ≥ 0, and when xn ≤ x ≤ xn+1,
g0(x)x
−1 = (xn+1 − xn)−1 +
(
n− xn(xn+1 − xn)−1
)
x−1 ↓ 0,
further (2.1) holds. ✷
Lemma 2.2. A distribution F ∈ Lloc if and only if for any g > 0 and any b > a > 0,
sup
|y|≤g, d,s∈(a,b]
|F (x+ y +∆d)
(
F (x+∆s)
)−1 − ds−1| → 0. (2.2)
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Proof. We only need to prove (2.2) with s = 1 by F ∈ Lloc. For any fixed integer
n ≥ 2, we denote dk = a + k(b − a)n−1 for all integers 1 ≤ k ≤ n. From Lemma 2.1 of
Wang and Wang (2011) and uniformly convergent theorem of slow variable function, we
know that for all fixed h > 0,
sup
|y|≤h, 1≤k≤n
|F (x+ y +∆dk)
(
F (x+ y +∆1)
)−1 − dk| → 0. (2.3)
For any d ∈ (a, b], there is an integer 1 ≤ k ≤ n such that d ∈ (dk−1, dk]. For any
0 < ε < 1, we take n large enough such that
√
1− εd < dk−1 < dk <
√
1 + εd.
Then by (2.3), there is a constant x0 = x0(F, ε, h, dk, 1 ≤ k ≤ n) > 0 such that, for all
x ≥ x0 and | y |≤ h,
F (x+ y +∆d)
(
F (x+ y +∆1)
)−1 ≤ F (x+ y +∆dk)(F (x+ y +∆1))−1
≤ √1 + εdk ≤ (1 + ε)d
and
F (x+ y +∆d)
(
F (x+ y +∆1)
)−1 ≥ F (x+ y +∆dk)(F (x+ y +∆1))−1
≥ √1− εdk−1 ≥ (1− ε)d.
Therefore, according to arbitrary of ε, (2.2) holds. ✷
Lemma 2.3. Consider the bidimensional risk model (1.1) satisfying Conditions 1, 3
and 4. If Fi ∈ Sloc, i = 1, 2, then for any T ∈ Λ and every fixed n ≥ 1, it holds uniformly
for all t ∈ Λ ∩ (0, T ] that
P
( n∑
k=1
~Xke
−rσk ∈ ~x+ ~∆, N(t) = n
)
∼
n∑
k=1
n∑
j=1
P (X
(1)
k e
−rσk ∈ x1 +∆(1), X(2)j e−rσj ∈ x2 +∆(2), N(t) = n). (2.4)
Proof. For every t ∈ Λ ∩ [0, T ] and n ≥ 1, we write
Ωn(t) =
{
(s1, . . . , sn) ∈ [0, t]n : tn =
n∑
k=1
sk ≤ t
}
.
Firstly, for every fixed n ≥ 1, we prove that it holds uniformly for all (s1, · · · , sn) ∈
Ωn(t), zl ≥ 0, 1 ≤ l ≤ n, and t ∈ Λ ∩ [0, T ] that
P
( n∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1)|X(2)l = zl, θl = sl, 1 ≤ l ≤ n
)
∼
n∑
k=1
P (X
(1)
k e
−rtk ∈ x1 +∆(1)|X(2)k = zk, θk = sk). (2.5)
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Let us proceed by induction. Clearly, the assertion holds for n = 1. Now we assume
that the assertion holds for n = m − 1. Then when n = m, due to the fact F1 ∈
Sloc ⊂ Lloc, by Lemma 2.1, there exists a function g1(·) : [0,∞) 7→ (0,∞) such that
g1(x) → ∞, g1(x)x−1 ↓ 0 and F1(x1 + y + ∆(1)) ∼ F1(x1 + ∆(1)) holds uniformly for all
|y| ≤ (g1(x) + 2d1)erT . Thus, by standard methods, we have
P
( m∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1)|X(2)l = zl, θl = sl, 1 ≤ l ≤ m
)
= P
( m∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1),
m−1∑
k=1
X
(1)
k e
−rtk ≤ g1(x1)|X(2)l = zl, θl = sl, 1 ≤ l ≤ m
)
+P
( m∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1),
m−1∑
k=1
X
(1)
k e
−rtk > x1 − g1(x1)
|X(2)l = zl, θl = sl, 1 ≤ l ≤ m
)
+P
( m∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1), g1(x1) <
m−1∑
k=1
X
(1)
k e
−rtk ≤ x1 − g1(x1)
|X(2)l = zl, θl = sl, 1 ≤ l ≤ m
)
= I1(x1, m) + I2(x1, m) + I3(x1, m). (2.6)
For I1(x1, m), by F1 ∈ Sloc ⊂ Lloc, (1.7) and Lemma 2.2, it holds uniformly for all
(s1, . . . , sm) ∈ Ωm(t), zl ≥ 0, 1 ≤ l ≤ n, and t ∈ Λ ∩ [0, T ] that
I1(x1, m) =
∫ g1(x1)
0
P (X(1)m e
−rtm ∈ x1 − y +∆(1)|X(2)m = zm, θm = sm)
·P (
m−1∑
k=1
X
(1)
k e
−rtk ∈ dy|X(2)l = zl, θl = sl, 1 ≤ l ≤ m− 1)
∼ P (X(1)m e−rtm ∈ x1 +∆(1)|X(2)m = zm, θm = sm). (2.7)
For I2(x2, m), by the induction assumption, F1 ∈ Sloc, (1.7) and Lemma 2.2, it holds
uniformly for all (s1, . . . , sm) ∈ Ωm(t), zl ≥ 0, 1 ≤ l ≤ n and t ∈ Λ ∩ [0, T ] that
I2(x1, m) = P
( m∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1), X(1)m e−rtm ≤ g1(x1) + d1,
x1 − g1(x1) <
m−1∑
k=1
X
(1)
k e
−rtk ≤ x1 + d1|X(2)l = zl, θl = sl, 1 ≤ l ≤ m
)
≤
∫ g1(x1)+d1
0
P
(m−1∑
k=1
X
(1)
k e
−rtk ∈ x1 − y +∆(1)|X(2)l = zl, θl = sl, 1 ≤ l ≤ m− 1
)
·P (X(1)m e−rtm ∈ dy | X(2)m = zm, θm = sm)
∼
m−1∑
k=1
P
(
X
(1)
k e
−rtk ∈ x1 +∆(1)|X(2)k = zk, θk = sk
)
(2.8)
9
and
I2(x1, m) ≥ P
( m∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1), X(1)m e−rtm ≤ g1(x1),
x1 − g1(x1) <
m−1∑
k=1
X
(1)
k e
−rtk ≤ x1 + d1|X(2)l = zl, θl = sl, 1 ≤ l ≤ m
)
= P
( m∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1), X(1)m e−rtm ≤ g1(x1)|X(2)l = zl, θl = sl, 1 ≤ l ≤ m
)
∼
m−1∑
k=1
P
(
X
(2)
k e
−rtk ∈ x1 +∆(1)|X(2)k = zk, θk = sk
)
. (2.9)
Now, we analyze I3(x1, m). We define two positive functions g
∗
1(·) and g∗∗1 (·) by
g∗1(·) = max{0, g1(·) − d1} and g∗∗1 (·) = max{0, g∗1(·) − d1}, respectively. By the in-
duction assumption, F1 ∈ Sloc, (1.7), Lemma 2.2 and Condition 4, it holds uniformly for
all (s1, . . . , sm) ∈ Ωm(t), zl ≥ 0, 1 ≤ l ≤ n, and t ∈ Λ ∩ [0, T ] that
I3(x1, m) = P
( m∑
k=1
X
(1)
k e
−rtk ∈ x1 +∆(1), g1(x1) <
m−1∑
k=1
X
(1)
k e
−rtk ≤ x1 − g1(x1),
g1(x1) < X
(1)
m e
−rtm ≤ x1 − g1(x1) + d1|X(2)l = zl, θl = sl, 1 ≤ l ≤ m
)
≤
∫ x1−g∗1(x1)
g∗1(x1)
P
(m−1∑
k=1
X
(1)
k e
−rtk ∈ x1 − y +∆(1)|X(2)l = zl, θl = sl, 1 ≤ l ≤ m− 1
)
·P (X(1)m e−rtm ∈ dy|X(2)m = zm, θm = sm)
∼
m−1∑
k=1
∫ x1−g∗1(x1)
g∗1(x1)
P (X
(1)
k e
−rtk ∈ x1 − y +∆(1)|X(2)k = zk, θk = sl)
·P (X(1)m e−rtm ∈ dy|X(2)m = zm, θm = sm)
= O
(m−1∑
k=1
∫ x1−g∗1(x1)
g∗1(x1)
P (X
(1)
k e
−rtk ∈ x1 − y +∆(1))
·P (X(1)m e−rtm ∈ dy|X(2)m = zm, θm = sm)
)
= O
(m−1∑
k=1
P
(
X
(1)
k e
−rtk +X(1)m e
−rtm ∈ x1 +∆(1), X(1)k e−rtk ∈ (g∗1(x1), x1 − g∗1(x1) + d1],
X(1)m e
−rtm ∈ (g∗1(x1), x1 − g∗1(x1)]|X(2)m = zm, θm = sm
))
= O
(m−1∑
k=1
∫ x1−g∗∗1 (x1)
g∗∗1 (x1)
P (X(1)m e
−rtm ∈ x1 − y +∆(1))P (X(1)k e−rtk ∈ dy)
)
= O
(m−1∑
k=1
∫ x1−g∗∗1 (x1)
g∗∗1 (x1)
P (X
(1)
k e
−rtk ∈ x1 − y +∆(1))P (X(1)k e−rtk ∈ dy)
)
= O
(m−1∑
k=1
∫ ertk(x1−g∗∗1 (x1))
ertkg∗∗1 (x1)
P (X
(1)
k ∈ ertkx1 − u+∆(1))P (X(1)k ∈ du)
)
.
10
Since x−1g1(x) ↓ 0, ag1(x) ≥ g1(ax) for any a > 1. Thus, by F1 ∈ Sloc, (1.13) and Lemma
2.2, it holds uniformly for all (s1, . . . , sm) ∈ Ωm(t), zl ≥ 0, 1 ≤ l ≤ n, and t ∈ Λ ∩ [0, T ]
that
I3(x1, m) = O
(m−1∑
k=1
∫ ertkx1−g∗∗1 (ertkx1)
g∗∗1 (e
rtkx1)
P (X
(1)
k ∈ ertkx1 − u+∆(1))P (X(1)k ∈ du)
)
= o
(m−1∑
k=1
P (X
(1)
k e
−rtk ∈ x1 +∆(1))
)
= o
( m∑
k=1
P (X
(1)
k e
−rtk ∈ x1 +∆(1)|X(2)k = yk, θk = sk)
)
. (2.10)
Therefore, combining (2.6)-(2.10) implies that (2.5) holds uniformly for all (s1, . . . , sm) ∈
Ωm(t), zl ≥ 0, 1 ≤ l ≤ n, and t ∈ Λ ∩ [0, T ].
Secondly, following the same manner, we can similarly apply Conditions 3, 4 and
Lemma 2.2 to obtain the following result: For every fixed 1 ≤ k ≤ n, it holds for all
(s1, . . . , sn) ∈ Ωn(t), yk ≥ 0, and t ∈ Λ ∩ [0, T ] that
P
( n∑
j=1
X
(2)
j e
−rtj ∈ x2 +∆(2)|X(1)k = yk, θl = sl, 1 ≤ l ≤ n
)
∼
n∑
j=1
P (X
(2)
j e
−rtj ∈ x2 +∆(2)|X(1)k = yk, θj = sj). (2.11)
Finally, for every fixed n ≥ 1, by (2.5) and (2.11), it holds uniformly for all t ∈ Λ∩[0, T ]
that
P
( n∑
k=1
~Xke
−rσk ∈ ~x+ ~∆, N(t) = n
)
∼
∫
· · ·
∫
Ωn(t)
∫
· · ·
∫
{
∑n
j=1 zje
−rtj∈x2+∆(2)}
n∑
k=1
P
(
X
(1)
k e
−rtk ∈ x1 +∆(1)|X(2)k = zk, θk = sk
)
·
n∏
k=1
P (X
(2)
k ∈ dzk|θk = sk)G(t− tn)
n∏
l=1
G(dsl)
∼
n∑
k=1
n∑
j=1
∫
· · ·
∫
Ωn(t)
∫ (x1+d1)ertk
x1e
rtk
P
(
X
(2)
j e
−rtj ∈ x2 +∆(2)|X(1)k = yk, θj = sj
)
·P (X(1)k ∈ dyk | θk = sk)G(t− tn)
n∏
l=1
G(dsl)
=
n∑
k=1
n∑
j=1
P
(
X
(1)
k e
−rσk ∈ x1 +∆(1), X(2)j e−rσj ∈ x2 +∆(2), N(t) = n
)
.
Thus, the proof is completed. ✷
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3 Proof of Theorem 2.1
For any fixed integer N ≥ 1,
F ~Dr(t)(~x+
~∆) =
( N∑
n=1
+
∞∑
n=N+1
)
P
( n∑
k=1
~Xke
−rσk ∈ ~x+ ~∆, N(t) = n
)
= J1(~x, t) + J2(~x, t). (3.1)
By Lemma 2.3, it holds uniformly for all t ∈ Λ ∩ [0, T ] that
J1(~x, t) ∼
(
∞∑
n=1
−
∞∑
n=N+1
)
n∑
k=1
n∑
j=1
P
(
X
(1)
k e
−rσk ∈ x1 +∆(1),
X
(2)
j e
−rσj ∈ x2 +∆(2), N(t) = n
)
= J11(~x, t)− J12(~x, t). (3.2)
Moreover,
J11(~x, t) =
∞∑
k=1
k−1∑
j=1
P (X
(1)
k e
−rσk ∈ x1 +∆(1), X(2)j e−rσj ∈ x2 +∆(2), σk ≤ t)
+
∞∑
j=1
j−1∑
k=1
P (X
(1)
k e
−rσk ∈ x1 +∆(1), X(2)j e−rσj ∈ x2 +∆(2), σj ≤ t)
+
∞∑
k=1
P ( ~Xke
−rσk ∈ ~x+ ~∆, σk ≤ t)
=
3∑
i=1
J11i(~x, t), (3.3)
where
∑0
k=1 =
∑0
j=1 = 0.
Denote c1 = Eh1(θ)1{θ≤T}Eh2(θ)1{θ≤T}. According to (1.3), (1.16) and (1.17), and
noting that σk−1−σj + θ∗1,k, σk−j−1+ θ∗1,k−j and θ∗1,1+σk−j − θ1 are identically distributed
r.v.s for k ≥ j + 1 and j ≥ 1, it holds uniformly for all t ∈ Λ ∩ [0, T ] that
J111(~x, t) =
∞∑
k=1
k−1∑
j=1
∫ t
0−
∫ t−u
0−
∫ t−u−v
0−
∫ t−u−v−w
0−
P (X
(1)
k e
−r(u+v+w+z) ∈ x1 +∆(1)
|θk = u)P (X(2)j e−r(w+z) ∈ x2 +∆(2)|θj = w)
·P (σj−1 ∈ dz)P (θj ∈ dw)P (σk−1 − σj ∈ dv)P (θk ∈ du)
∼
∞∑
k=1
k−1∑
j=1
∫ t
0−
∫ t−u
0−
∫ t−u−v
0−
∫ t−u−v−w
0−
P (X
(1)
k e
−r(u+v+w+z) ∈ x1 +∆(1))h1(u)
·P (X(2)j e−r(w+z) ∈ x2 +∆(2))h2(w)
·P (σj−1 ∈ dz)P (θj ∈ dw)P (σk−1 − σj ∈ dv)P (θk ∈ du)
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= c1
∫ t
0−
∫ t−u
0−
P (X(1)e−r(u+v) ∈ (x1, x1 + d1])P (X(2)e−rv ∈ (x2, x2 + d2])
·
∞∑
j=1
( ∞∑
k=j+1
P (σk−1 − σj + θ∗1,k ∈ du)
)
P (σj−1 + θ
∗
2,j ∈ dv)
= c1
∫ t
0−
∫ t−u
0−
P (X(1)e−r(u+v) ∈ x1 +∆(1))P (X(2)e−rv ∈ x2 +∆(2))
·
∞∑
j=1
( ∞∑
l=1
P (σl−1 + θ
∗
1,l ∈ du)
)
P (σj−1 + θ
∗
2,j ∈ dv)
=
∫ t
0−
∫ t−u
0−
P (X(1)e−r(u+v) ∈ x1 +∆(1))P (X(2)e−rv ∈ x2 +∆(2))λ˜2(dv)λ˜1(du). (3.4)
Similarly, it holds uniformly for all t ∈ Λ ∩ [0, T ] that
J112(~x, t) ∼
∫ t
0−
∫ t−u
0−
P (X(1)e−ru ∈ x1 +∆(1))P (X(2)e−r(u+v) ∈ x2 +∆(2))
·λ˜2(dv)λ˜1(du). (3.5)
Now, we shall analyze J113(~x, t). Denote c2 = Eg(θ)1{θ≤T}. According to Condition 2
and (1.18), it holds uniformly for all t ∈ Λ ∩ [0, T ]
J113(~x, t) ∼
∞∑
k=1
∫ t
0−
∫ t−u
0−
2∏
i=1
P
(
X
(i)
k e
−ru ∈ xi +∆(i))g(u)P (σk−1 ∈ dv
)
G(du)
= c2
∞∑
k=1
∫ t
0−
2∏
i=1
P
(
X
(i)
k e
−ru ∈ xi +∆(i))P (σk−1 + θ∗∗1,k ∈ du
)
=
∫ t
0−
2∏
i=1
P (X
(i)
k e
−ru ∈ xi +∆(i))
)
˜˜
λ(du). (3.6)
Next, we focus on the analysis of J12(~x, t) and denote it by
J12(~x, t) =
∞∑
n=N+1
∑
1≤k,j≤n
∫ t
0−
· · ·
∫ t−∑n−1
i=1 ui
0−
P (X
(1)
k e
−r
∑k
i=1 ui ∈ x1 +∆(1),
X
(2)
j e
−r
∑j
i=1 ui ∈ x2 +∆(2)|θk = uk, θj = uj)P (N(t− u1) > n− 1)
n∏
i=1
G(dui)
=
∞∑
n=N+1
∑
1≤k,j≤n
∫ t
0−
· · ·
∫ t−∑n−1i=1 ui
0−
Pk,j(~x, ~u1)P (N(t− u1) > n− 1)
n∏
i=1
G(dui). (3.7)
We first deal with Pk,j(~x, ~u) for two cases that k = j and k 6= j, respectively. In every case
above, by (1.9) or (1.13), then by Condition 4, it holds uniformly for all ui ∈ [0, t], 1 ≤
i ≤ n, and t ∈ Λ ∩ [0, T ] that
Pk,j(~x, ~u) = O
(
P (X
(1)
k e
−ru1 ∈ x1 +∆(1))P (X(2)j e−ru1 ∈ x2 +∆(2))
)
. (3.8)
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From (3.7), (3.8), (1.18) and (1.19), it follows that
J12(~x, t) = O
(∫ t
0−
2∏
i=1
P (X
(i)
k e
−ru ∈ xi +∆(i))G(du)
∞∑
n=N+1
n2P (N(T ) > n− 1)
)
= O
(∫ t
0−
2∏
i=1
P (X
(i)
k e
−ru ∈ xi +∆(i))˜˜λ(du)
∞∑
n=N+1
n2P (N(T ) > n− 1)
)
(3.9)
holds uniformly for all t ∈ Λ ∩ [0, T ]. Then, combining (3.6), (3.9) and E(N(T ))3 < ∞
gives
lim
N→∞
lim sup sup
t∈Λ∩[0,T ]
J12(~x, t)
J113(~x, t)
= 0. (3.10)
Finally, we deal with J2(~x, t). By (1.12), Condition 4, Kesten’s inequality and Lemma
2.2 for some ǫ > 0 satisfying (1 + α)(1 + ǫ) < 1 + β, we have
J2(x, t) ≤ (1 + C2)
∞∑
n=N+1
∫
· · ·
∫
0≤sk≤t−
∑k−1
i=1 si,1≤k≤n∫
· · ·
∫
∑n
k=1 uke
−r
∑k
i=1
si∈x1+∆(1)
∫
· · ·
∫
∑n
j=2 vje
−r
∑j
i=1
si∈x2+∆(2)
n∏
k=1
P (X
(1)
k ∈ duk)P (X(2)k ∈ dvk)P (θk ∈ dsk)
≤ (1 + C2)
∞∑
n=N+1
∫
· · ·
∫
0≤sk≤t−
∑k−1
i=1 si,1≤k≤n
∫
· · ·
∫
∑n
k=2 uke
−r
∑k
i=1
si∈x1+∆(1)
P (X
(1)
1 e
−rs1 ∈ x1 −
n∑
k=2
uke
r
∑k
i=1 si +∆(1))
∫
· · ·
∫
∑n
j=2 vje
−r
∑j
i=2
si∈x2+∆(2)
P (X
(2)
1 e
−rs1 ∈ x2 −
n∑
k=2
vke
−r
∑k
i=1 si +∆(2))
n∏
k=1
F1(duk)F2(dvk)G(dsk)
= O
( ∞∑
n=N+1
∫
· · ·
∫
0≤sk≤t−
∑k−1
i=1 si,1≤k≤n
∫
· · ·
∫
∑n
k=2 uke
r
∑k
i=1
si∈x1+∆(1)
P (X
(1)
1 e
−rs1 ∈ x1 −
n∑
k=2
uke
−rs1 +∆(1))
∫
· · ·
∫
∑n
j=2 vje
r
∑j
i=2
si∈x2+∆(2)
P (X
(2)
1 e
−rs1 ∈ x2 −
n∑
k=2
vke
−rs1 +∆(2))
n∏
k=2
F1(duk)F2(dvk)G(dsk)
)
= O
( ∞∑
n=N+1
∫ t
0−
F ∗n1 ((x1 +∆
(1))ers)F ∗n2 ((x2 +∆(2))e
rs)G(ds)P (N(T ) ≥ n− 1)
)
= O
(∫ t
0−
F1((x1 +∆
(1))ers)F2((x2 +∆(2))e
rs)G(ds)
∞∑
n=N+1
(1 + α)nP (N(T ) ≥ n− 1)
)
= O
(∫ t
0−
2∏
i=1
P (X
(i)
k e
−ru ∈ xi +∆(i))˜˜λ(du)EeβN(T )1{N(T )≥N−1)}
)
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Thus,
lim
N→∞
lim sup sup
t∈Λ∩[0,T ]
J2(~x, t)
J113(~x, t)
= 0. (3.11)
Combining (3.1), (3.4), (3.5), (3.6), (3.10) and (3.11), we obtain that (1.14) holds uni-
formly for all t ∈ Λ ∩ [0, T ].
Therefore, (1.15) holds uniformly for all t ∈ Λ ∩ [0, T ], following from
F−~U(~x,t)(
~∆) = P
(
~U(~x, t) ∈ −~∆) = F ~Dr(t)(~x+
∫ t
0−
e−ry ~C(dy) + e−rt~∆
)
.
4 Some copulas satisfying Conditions 1-3
The following concrete joint distributions or copulas of (X(1), X(2), θ) satisfying Con-
ditions 1-3 show that the time-dependent structure in the Theorem 1.1 has a larger range.
Copula 4.1. Suppose that for all k ≥ 1, (X(1)k , X(2)k , θk) follows a common tri-
dimensional Sarmanov joint distribution
P (X
(1)
k ∈ dy,X(2)k ∈ dz, θk ∈ ds)
=
(
1 + γ12φ1(y)φ2(z) + γ13φ1(y)φ3(s) + γ23φ2(z)φ3(s)
)
F1(dy)F2(dz)G(ds),
where γij, 1 ≤ i < j ≤ 3, are constants and φi(·), 1 ≤ i ≤ 3, are continuous functions
satisfying
1 + γ12φ1(y)φ2(z) + γ13φ1(y)φ3(s) + γ23φ2(z)φ3(s) ≥ 0, y, z, s ∈ (−∞,∞)
and
Eφ1(X
(1)
k ) = Eφ2(X
(2)
k ) = Eφ3(θk) = 0,
see Kotz et al. (2000). Therefore, there exist constants y0, z0 and s0 such that
φ1(y0) = φ2(z0) = φ3(s0) = 0.
In particular, we have φ1(y) = 1− 2F1(y), y ∈ DX(1)1 , φ2(z) = 1− 2F2(z), z ∈ DX(2)1 ,
φ3(s) = 1 − 2G(s), s ∈ Dθ1 and γ12, γ13, γ23 ∈ [−1, 1], which give the well-known tri-
dimensional Farlie-Gumbel-Morgenstern (FGM) joint distribution, where
DX = {x ∈ (−∞,∞) : P
(
X ∈ (x− δ, x+ δ)) > 0 for all δ > 0}
for some random variable X .
In addition, we can also take φ1(y) = e
−y − Ee−X(1)1 , φ2(z) = e−z − Ee−X
(2)
1 and
φ3(s) = e
−s−Ee−θ1 , or φ1(y) = yp−E(X(1)1 )p, φ2(z) = zp−E(X(2)1 )p and φ3(s) = sp−Eθp1,
and so on, for all y ∈ D
X
(1)
1
, z ∈ D
X
(2)
1
, s ∈ Dθ1, where p is some positive constant.
Furthermore, the distribution is required to satisfy the conditions that, for any T ∈ Λ,
inf
y,z∈(−∞,∞),s∈[0,T ]
(
1 + γ12φ1(y)φ2(z) + γ13φ1(y)φ3(s) + γ23φ2(z)φ3(s)
)
> 0 (4.1)
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and for i = 1, 2, there exist positive constants φi such that
limφi(x) = φi. (4.2)
In particular, for an FGM joint distribution, condition (4.1) reduces to
1 + γ12 + γ13 + γ23 > 0.
For the distribution, under conditions (4.1) and (4.2), some direct calculations lead to
the following uniformly asymptotic results over all s, z ≥ 0: for i = 1, 2,
P (X
(i)
k ∈ xi +∆(i)|θk = s) ∼ Fi(xi +∆(i))
(
1 + γi3φ3(s)φi
)
= Fi(xi +∆
(i))hi(s),
P
(
~Xk ∈ ~x+ ~∆|θk = s) ∼
2∏
i=1
Fi(xi +∆
(i))
(
1 + γ12φ1φ2 + γ13φ1φ3(s) + γ23φ2φ3(s)
)
=
2∏
i=1
Fi(xi +∆
(i))g(s)
and for 1 ≤ i 6= j ≤ 2,
P (X
(i)
k ∈ xi +∆(i)|X(j)k = z, θk = s) ∼ Fi(xi +∆(i))
(
1 +
γijφiφj(z) + γi3φiφ3(s)
1 + γj3φj(z)φ3(s)
)
= Fi(xi +∆
(i))gij(z, s).
From Proposition 1.1 of Yang and Wang (2013), there exists a positive constant C ′i
such that |φi(x)| ≤ C ′i for all x ∈ (−∞,+∞), i = 1, 2, 3. Hence, for each fixed T ∈ Λ,
b∗ = max{ sup
s∈[0,T ]
1 + γi3φ3(s)φi : i = 1, 2} <∞,
b∗ = min{ inf
s∈[0,T ]
1 + γi3φ3(s)φi : i = 1, 2} > 0,
d∗ = sup
s∈[0,T )
(
1 + γ12φ1φ2 + γ13φ1φ3(s) + γ23φ2φ3(s)
)
<∞,
d∗ = inf
s∈[0,T )
(
1 + γ12φ1φ2 + γ13φ1φ3(s) + γ23φ2φ3(s)
)
> 0,
a∗ = max
{
sup
z∈(−∞,∞), s∈[0,T )
(
1 +
γijφiφj(z) + γi3φiφ3(s)
1 + γj3φj(z)φ3(s)
)
: 1 ≤ i 6= j ≤ 2
}
<∞
and
a∗ = min
{
inf
z∈(−∞,∞), s∈[0,T )
(
1 +
γijφiφj(z) + γi3φiφ3(s)
1 + γj3φj(z)φ3(s)
)
: 1 ≤ i 6= j ≤ 2
}
> 0.
Copula 4.2. The tri-dimensional Frank copula is of the form
C(u, v, w) = −1
γ
ln
(
1 +
(e−γu − 1)(e−γv − 1)(e−γw − 1)
(e−γ − 1)2
)
, u, v, w ∈ [0, 1],
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where γ is a positive constant.
Some direct calculations lead to the following results: for i = 1, 2,
P (X
(i)
k ∈ xi +∆(i)|θk = s) = lim
d↓0
P (X
(i)
k ∈ xi +∆(i), θk ∈ [s, s+ d))
P (θk ∈ [s, s+ d))
=
e−γG(s)
(
e−γ − 1)(e−γFi(xi+di) − e−γFi(xi))(
(e−γ − 1) + (e−γG(s) − 1)(e−γFi(xi) − 1))((e−γ − 1) + (e−γG(s) − 1)(e−γFi(xi+di) − 1))
∼ Fi(xi +∆(i))γeγG(s)(eγ − 1)−1 = Fi(xi +∆(i))hi(s), (4.3)
P
(
~Xk ∈ ~x+ ~∆|θk = s) = lim
d↓0
P ( ~Xk ∈ ~x+ ~∆, θk ∈ [s, s+ d))
(
P (θk ∈ [s, s+ d))
)−1
=
e−γF1(x1+d1) − e−γF1(x1)
(e−γ − 1)2 + (e−γF1(x1+d1) − 1)(e−γF2(x2+d2) − 1)(e−γG(s) − 1)
· (e
−γF2(x2+d2) − e−γF2(x2))e−γG(s)
(e−γ − 1)2 + (e−γF1(x1+d1) − 1)(e−γF2(x2) − 1)(e−γG(s) − 1)
· (e
−γ − 1)2
(e−γ − 1)2 + (e−γF1(x1) − 1)(e−γF2(x2+d2) − 1)(e−γG(s) − 1)
·
( (e−γ − 1)4
(e−γ − 1)2 + (e−γF1(x1) − 1)(e−γF2(x2) − 1)(e−γG(s) − 1)
−(e
−γF1(x1+d1) − 1)(e−γF1(x1) − 1)(e−γF2(x2+d2) − 1)(e−γF2(x2) − 1)(e−γG(s) − 1)2
(e−γ − 1)2 + (e−γF1(x1) − 1)(e−γF2(x2) − 1)(e−γG(s) − 1)
)
∼
2∏
i=1
Fi(xi +∆
(i))γ2(2e2γG(s) − eγG(s))(eγ − 1)−2 =
2∏
i=1
Fi(xi +∆
(i))g(s)
and for 1 ≤ i 6= j ≤ 2,
P (X
(i)
k ∈ xi +∆(i)|X(j)k = z, θk = s)
=
(e−γ − 1)((e−γ − 1)4 − (e−γFi(xi) − 1)(e−γFi(xi+di) − 1)(e−γFj(z) − 1)2(e−γG(s) − 1)2)(
(e−γ − 1)2 + (e−γFi(xi) − 1)(e−γFj(z) − 1)(e−γG(s) − 1))2
·(e
−γFi(xi+di) − e−γFi(xi))((e−γ − 1) + (e−γFj(z) − 1)(e−γG(s) − 1))2(
(e−γ − 1)2 + (e−γFi(xi+di) − 1)(e−γFj(z) − 1)(e−γG(s) − 1))2
∼ γFi(xi +∆
(i))
eγ − 1 ·
(e−γ − 1)− (e−γFj(z) − 1)(e−γG(s) − 1)
(e−γ − 1) + (e−γFj(z) − 1)(e−γG(s) − 1) = Fi(xi +∆
(i))gij(z, s),
where gij(z, s) ≤ γ(2eγ − 1)(eγ − 1)−1.
For each fixed T ∈ Λ, by γ > 0 and G(T ) < 1, we have
0 < b∗ ≤ b∗ <∞. (4.4)
Further, by γ > 0,
d∗ = d∗(T ) = sup
s∈[0,T ]
γ2(2e2γG(s) − eγG(s))(eγ − 1)−2 <∞.
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d∗ = d∗(T ) = infs∈[0,T ] γ
2(2e2γG(s) − eγG(s))(eγ − 1)−2 > 0,
a∗ = max
{
sup
z≥0,s∈[0,T ]
(e−γ − 1)− (e−γFi(z) − 1)(e−γG(s) − 1)
(e−γ − 1) + (e−γFi(z) − 1)(e−γG(s) − 1) : i = 1, 2
}
<∞
and
a∗ = min
{
inf
z≥0,s∈[0,T ]
(e−γ − 1)− (e−γFi(z) − 1)(e−γG(s) − 1)
(e−γ − 1) + (e−γFi(z) − 1)(e−γG(s) − 1) : i = 1, 2
}
> 0.
Copula 4.3. Recall that the product copula and the bivariate Frank copula are of
the forms, respectively,
Π(u, v) = uv, u, v ∈ [0, 1]
and for some γ > 0,
Cγ(κ, w) = −γ−1 ln
(
1 +
(e−γκ − 1)(e−γw − 1)
e−γ − 1
)
, κ, w ∈ [0, 1].
We construct a new tri-dimensional function as follows: for any constant γ > 0,
C(u, v, w) = Cγ(Π(u, v), w) = −1
γ
ln
(
1 +
(e−γuv − 1)(e−γw − 1)
e−γ − 1
)
, u, v, w ∈ [0, 1].
Now, we show that this function C(u, v, w) is a tri-dimensional copula for γ > 0.
First, it is easy to verify that C(u, v, w) satisfies (2.10.4a) and (2.10.4b) of Nelsen
(2006), that is,
C(0, v, w) = C(u, 0, w) = C(u, v, 0) = 0
and
C(u, 1, 1) = u, C(1, v, 1) = v, C(1, 1, w) = w.
Second, the C-volume of the tri-dimensional function on a rectangle B = [u1, u2]×[v1, v2]×
[w1, w2] is given, after some simplification, by
VC(B) = −γ−1 ln
(
1 +
Q1(u1, u2, v1, v2, w1, w2)
Q2(u1, u2, v1, v2, w1, w2)
)
= −γ−1 ln
(
1 +
Q1
Q2
)
,
where
Q1 = (e
−γ − 1)3(e−γw2 − e−γw1)(l11 − l12 − l21 + l22)
+(e−γ − 1)2(e−γw2 − e−γw1)(e−γw1 + e−γw2 − 2)(l11l22 − l12l21)
+(e−γ − 1)(e−γw1 − 1)(e−γw2 − 1)(e−γw2 − e−γw1)l11l12l21l22(l−121 − l−122 − l−111 + l−112 ),
Q2 =
2∏
k=1
(
(e−γ − 1) + lkk(e−γw1 − 1)
) ∏
1≤i 6=j≤2
(
(e−γ − 1) + lij(e−γw2 − 1)
)
and lij = e
−γuivj − 1 for 1 ≤ i, j ≤ 2. Notice that, by l12l21 > l11l22 and
(1 + l11)(1 + l22) < (1 + l12)(1 + l21),
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Q1 ≤ (e−γ − 1)3(e−γw2 − e−γw1)
(
l11 − l12 − l21 + l22 + 2l11l22 − 2l12l21
+l11l12l21l22(l
−1
21 − l−122 − l−111 + l−112 )
)
= (e−γ − 1)3(e−γw2 − e−γw1)((1− l12l21)(1 + l11)(1 + l22)
−(1 − l11l22)(1 + l12)(1 + l21)
)
< 0
and Q2 > 0. Hence, C(u, v, w) is a tri-dimensional copula if and only if γ > 0.
Because (X(i), θ) has a bivariate Frank copula for i = 1, 2, by (4.3), we have
P (X
(i)
k ∈ xi +∆(i)|θk = s) = lim
d↓0
P (X
(i)
k ∈ xi +∆(i), θk ∈ [s, s+ d))
(
P (θk ∈ [s, s+ d)
)−1
∼ Fi(xi +∆(i))γeγG(s)(eγ − 1)−1
= Fi(xi +∆
(i))hi(s),
P ( ~Xk ∈ ~x+ ~∆| θk = s) = lim
d↓0
P ( ~Xk ∈ ~x+ ~∆, θk ∈ [s, s+ d))
(
P (θk ∈ [s, s+ d))
)−1
= (e−γ − 1)((e−γ − 1) + (e−γF1(x1)F2(x2) − 1)(e−γG(s) − 1))−1
·((e−γ − 1) + (e−γF1(x1+d1)F2(x2+d2) − 1)(e−γG(s) − 1))−1
·e−γG(s)((e−γ − 1) + (e−γF1(x1)F2(x2+d2) − 1)(e−γG(s) − 1))−1
·((e−γ − 1) + (e−γF1(x1+d1)F2(x2) − 1)(e−γG(s) − 1))−1
·
(
(e−γ − e−γG(s))2(e−γF1(x1)F2(x2) − e−γF1(x1)F2(x2+d2) − e−γF1(x1+d2)F2(x2)
+e−γF1(x1+d1)F2(x2+d2))
+2(e−γ − e−γG(s))(e−γG(s) − 1)e−γ(F1(x1)F2(x2)+F1(x1+d1)F2(x2+d2))
·(1− eγ
∏2
i=1 Fi(xi+∆
(i)))
+(e−γG(s) − 1)2e−γ
(
F1(x1)F2(x2)+F1(x1+d1)F2(x2+d2)+F1(x1)F2(x2+d2)+F1(x1+d1)F2(x2)
)
·(eγF1(x1+d1)F2(x2) − eγF1(x1)F2(x2) − eγF1(x1+d1)F2(x2+d2) + eγF1(x1)F2(x2+d2))
)
∼
2∏
i=1
Fi(xi +∆
(i))
(
γ(e−γ − e−2γ)eγG(s) + γ2(e−γ + e−2γ)(eγG(s) − 1))(1− e−γ)−2
=
2∏
i=1
Fi(xi +∆
(i))g(s),
and for 1 ≤ i 6= j ≤ 2,
P (X
(i)
k ∈ xi +∆(i)|X(j)k = z, θk = sk) =
(
(e−γ − 1) + (e−γFj(z) − 1)(e−γG(s) − 1))2
·((e−γ − 1) + (e−γFi(xi)Fj(z) − 1)(e−γG(s) − 1))−2
·((e−γ − 1) + (e−γFi(xi+di)Fj(z) − 1)(e−γG(s) − 1))−2
·
(
Fi(xi + di)e
γFi(xi+di)Fj(z)(e−γ − e−γG(s) + (e−γG(s) − 1)e−γFi(xi)Fj(z))2
−Fi(xi)eγFi(xi)Fj(z)(e−γ − e−γG(s) + (e−γG(s) − 1)e−γFi(xi+di)Fj(z))2
)
∼ Fi(xi +∆(i))
(
1 +
γFj(z)((1− e−γ) + (e−γFj(z) + 1)(e−γG(s) − 1))
(e−γ − 1) + (e−γFj(z) − 1)(e−γG(s) − 1)
)
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= Fi(xi +∆
(i))gij(z, s),
where g(s) ≤ (γ + γ2(1 + e−γ))(1− e−γ)−1 and gij(z, s) ≤ 1 + γ(1 + eγ).
Similar to copula 4.2 for each fixed T ∈ Λ, due to the fact γ > 0 and G(T ) < 1, we
know that (4.4) holds too. In addition, when γ > 0,
d∗ = d∗(T ) = sup
s∈[0,T ]
γ(e−γ − e−2γ)eγG(s) + γ2(e−γ + e−2γ)(eγG(s) − 1)
(1− e−γ)2 <∞,
d∗ = d∗(T ) = infs∈[0,T ]
γ(e−γ−e−2γ)eγG(s)+γ2(e−γ+e−2γ)(eγG(s)−1)
(1−e−γ)2
> 0,
a∗ = sup
z≥0,s∈[0,T ]
(
1 +
γFj(z)
(
(1− e−γ) + (e−γFj(z) + 1)(e−γG(s) − 1))
(e−γ − 1) + (e−γFj(z) − 1)(e−γG(s) − 1)
)
<∞,
and when 0 < γ < 1,
a∗ = inf
z≥0,s∈[0,T ]
(
1 +
γFj(z)
(
(1− e−γ) + (e−γFj(z) + 1)(e−γG(s) − 1))
(e−γ − 1) + (e−γFj(z) − 1)(e−γG(s) − 1)
)
> 0.
5 A example
In this section, we give a non locally almost decreased distribution in the class Sloc.
Let {a0 = 0, an = 2n2 , bn = an + amn ln2(n + 1) : n ≥ 1} be a sequence of positive
numbers, where mn = min{k : k ≥
√
5(
√
6)−1n} for all n ≥ 1. Clearly,
√
5(
√
6)−1n ≤ mn <
√
5(
√
6)−1(n + 1) + 1. (5.1)
And let f0 : [0,∞) 7−→ (0, 1] be a linear function such that
f0(x) =
(
f0(a0) +
f0(a1)− f0(a0)
a1 − a0 (x− a0)
)
1(a0 ≤ x ≤ a1)
+
∞∑
n=1
((
f0(an) +
f0(bn)− f0(an)
bn − an (x− an)
)
1(an < x ≤ bn)
+
(
f0(bn) +
f0(
an+1+bn
2
)− f0(bn)
an+1+bn
2
− bn
(x− bn)
)
1(bn < x ≤ an+1 + bn
2
)
+
(
f0(
an+1 + bn
2
) +
f0(an+1)− f0(an+1+bn2 )
an+1+bn
2
− bn
(x− an+1 + bn
2
)
)
·1(an+1 + bn
2
< x ≤ an+1)
)
, (5.2)
f0(an) = f0(
an+1+bn
2
) = 2a−3n and f0(bn) =
f0(an)
ln(n+1)
, for all n ≥ 1.
Because ∫ an+1
an
f0(y)dy ≤ f0(an)a2+αn+1 = 2−n
2+2(2n+1)
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for all n ≥ 1, 0 < a = ∫∞
0
f0(x)dx < ∞. Therefore, the function f = a−1f0 is a density
corresponding to a distribution F supported on [0,∞). Without loss of generality, set
a = 1.
The density f is not almost decreased. In fact, when n→∞,
f(bn) = f(an)
(
ln(n + 1)−1
)
= o
(
f(an)
)
= o
(
f(
an+1 + bn
2
)
)
.
And then by (5.2), when n→∞, we have
f(an)− f(bn)
bn − an =
f(an)
(
1− ln−1(n + 1))
amn ln
2(n+ 1)
= o
(f(bn)
amn
)
,
f(an+1+bn
2
)− f(bn)
an+1+bn
2
− bn
∼ 2f(an)
(
1− ln−1(n + 1))
an+1
= o
(f(bn) ln2(n + 1)
an+1
)
,
and
f(an+1+bn
2
)− f(an+1)
an+1 − an+1+bn2
∼ 2f(an)− f(an+1)
an+1
= o
(
f(an+1)a
−1
n n
5n
)
.
Thus,
sup
y∈Jni
| f ′(y) |= o( inf
x∈Jni
f(x)
)
, i = 1, 2, 3, (5.3)
where Jn1 = (an, bn], Jn2 = (bn,
an+1+bn
2
], and Jn3 = (
an+1+bn
2
, an+1].
For n ≥ 1, we denote any two adjacent numbers in set {an, bn, an+1+bn2 , an+1} by cn, dn.
By the method of Lemma 4.1 in Xu et al. (2015) and (5.3), we know that, for any fixed
number t > 0 and any x > 0, there is a n ≥ 1 such that
f(x) = f(x− t) +
∫ x
x−t
f ′(y)dy1(cn < x− t < x ≤ dn)
+
(∫ dn
x−t
+
∫ x
dn
)
f ′(y)dy1(cn < x− t ≤ dn < x)
∼ f(x− t).
Thus, the density f belongs to the long-tailed function class, denoted by f ∈ Ld. Further,
the corresponding distribution F ∈ Lloc, see Asmussen et al. (2003).
Now, for all n ≥ 1 and x ∈ Jn = (an, an+1], when n→∞, or equivalently x→∞, we
are going to prove that
I(x) =
∫ x
0
f(x− y)f(y)dy =
(
2
∫ amn
0
+
∫ x−amn
amn
)
f(x− y)f(y)dy
= 2I1(x) + I2(x) ∼ 2f(x), (5.4)
that is the density f belongs to the subexponential function class, denoted by f ∈ Sd.
Thus, the corresponding distribution F ∈ Sloc, see also Asmussen et al. (2003).
For x ∈ (an, an+1], because y and x− y ∈ (amn , x− amn ], by (5.2), we have
I2(x) ≤ f 2(amn)an+1 = 2−6m
2
n+(n+1)
2+2 = 2−3(n+1)
2+3(n+1)2−5n2+(n+1)2+2
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= o
(
f(an+1)
)
= o
(
f(x)
)
. (5.5)
In the following, we deal with I1(x). Because f ∈ Ld, we just have to prove that
f(x− amn) ∼ f(x) (5.6)
for x ∈ Jni, i = 1, 2, 3, respectively.
When x ∈ Jn1 = (an, bn], because 0 ≤ y ≤ amn ,
an + bn−1
2
< an − amn < x− amn ≤ x− y ≤ x ≤ bn.
If an ≤ x− amn < x ≤ bn, then by (5.2) and (5.1),
f(x− amn) = f(x) +
f(an)
(
1− ln−1(n+ 1))
amn ln
2(n+ 1)
= f(x) +
f(bn)
(
1− ln−1(n+ 1))
amn ln(n + 1)
∼ f(x).
If an+bn−1
2
< an − amn ≤ x− amn < an < x ≤ bn, then by (5.2) and (5.1),
f(an) ≤ f(x− amn) ≤ f(an − amn)
= f(an) +
2
(
f(an−1)− f(an)
)
amn
an − bn−1
= f(an) + f(an)2
− 1
6
n2+6n ∼ f(an),
that is f(x− amn) ∼ f(an). On other hand, because x− an ≤ amn , we have
f(x) = f(an) +
f(an)
(
ln−1(n+ 1)− 1)
amn ln
2(n+ 1)
· (x− an) ∼ f(an),
that is (5.6) holds for x ∈ Jn1 = (an, bn].
When x ∈ Jn2 = (bn, an+1+bn2 ], then
an < bn − amn < x− amn < x ≤
an+1 + bn
2
.
If bn < x− amn < x ≤ an+1+bn2 , then by (5.2) and (5.1), we have
f(x− amn) = f(x)−
2
(
f(an)− f(bn)
)
an+1 − bn · amn ∼ f(x).
If an < bn − amn < x− amn ≤ bn < x, then by (5.2), we have
f(x− amn) ≤ f(bn − amn) = f(bn) +
f(an)
(
1− ln−1(n + 1))
amn ln
2(n+ 1)
· amn ∼ f(bn).
On other hand, because x− bn ≤ amn , we have
f(x) = f(bn) +
2
(
f(an)− f(bn)
)
an+1 − bn · (x− bn) ∼ f(bn) ≤ f(x− amn).
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Thus, (5.6) holds for x ∈ (bn, an+1+bn2 ].
When x ∈ Jn3 = (an+1+bn2 , an+1], then
an+1 + bn
2
− amn < x− amn < x ≤ an+1.
If an+1+bn
2
< x− amn < x ≤ an+1, then
f(x− amn) = f(x) +
2
(
f(an)− f(an+1)
)
an+1 − bn · amn ∼ f(x).
If bn <
an+1+bn
2
− amn < x− amn ≤ an+1+bn2 < x ≤ an+1, then by (5.2),
f(x− amn) ≥ f(
an+1 + bn
2
− amn) = f(an) +
2
(
f(an)− f(bn)
)
an+1 − bn · amn ∼ f(an);
and by x− an+1+bn
2
≤ amn ,
f(x) = f(an) +
2
(
f(an)− f(an+1)
)
an+1 − bn ·
(
x− an+1 + bn
2
) ∼ f(an) ≥ f(x− amn).
Thus, (5.6) holds for x ∈ (an+1+bn
2
, an+1].
Acknowledgements The authors are very grateful to Professor Dmitry Korshunov
and Dr. Changjun Yu for their helpful discussions and comments.
References
[1] Albrecher, H., Teugels, J. L., 2006. Exponential behavior in the presence of depen-
dence in risk theory. Journal of Applied Probability 43, 257-273.
[2] Asimit, A., Badescu, A. L., 2010. Extremes on the discounted aggregate claims in a
time dependent risk model. Scandinavian Actuarial Journal 2, 93-104.
[3] Asmussen, S., Foss, S., Korshunov, D., 2003. Asymptotics for sums of random vari-
ables with local subexponential behavior. J. Theor. Probab. 16, 489-518.
[4] Badescu, A. L., Cheung, E. C. K., Landriault, D., 2009. Dependent risk models with
bivariate phase-type distributions. Journal of Applied Probability 46, 113-131.
[5] Borovkov, A.A., Borovkov, K.A., 2008. Asymptotic Analysis of random walks. Cam-
bridge: Cambridge University Press.
[6] Bingham, N. H., Goldie, C. M., Teugels, J. L., 1987. Regular Variation. Cambridge:
Cambridge University Press.
[7] Chan, W., Yang, H., Zhang, L., 2003. Some results on ruin probabilities in a two-
dimensional risk model. Insurance: Mathematics & Economics 32, 345-358.
23
[8] Chen, Y., Ng, K. W., 2007. The ruin probability of the renewal model with constant
interest force and negatively dependent heavy-tail claims. Insurance: Mathematics
& Economics 40, 415-423.
[9] Chen, Y., Wang, Y., Wang, K., 2013b. Asymptotic results for ruin probability of a
two-dimensional renewal risk model. Stochastic Analysis and Applications 31, 80-91.
[10] Chen, Y., Yuen, K. C., Ng, K. W., 2011. Asymptotics for the ruin probabilities of
a two-dimensional renewal risk model with heavy-tailed claim. Applied Stochastic
Models in Business and Industry 27, 290-300.
[11] Chen, G., Wang, Y., Cheng, F., 2009. The uniform local asymptotics of the overshoot
of a random walk with heavy-tailed increments. Stochastic Models 25(3), 508-521.
[12] Cui Z., Wang, Y., Wang, K., 2009. Asymptotics for the moments of the overshoot
and undershoot of a random walk. Advance in Applied Probability 41, 469-494.
[13] Denisov, D., Shneer, V., 2007. Local asymptotics of the cycle maximum of a heavy-
tailed random walk. Advance in Applied Probability 39, 221-244.
[14] Denisov, D., Dieker, A.B., Shneer, V., 2008. Large deviations for random walks under
subexponentiality: the big domain. Ann. Probab. 36 (5), 1946C1991.
[15] Hao, X., Tang, Q., 2008. A uniform asymptotic estimate for discounted aggregrate
claims with subexponential tail. Insurance: Mathematics & Economics 43, 116-120.
[16] Huang, W, Weng, C., Zhang, Y., 2014. Multivariate risk models under heavy-tailed
risks. Applied Stochastic Models in Business and Industry 30, 341-360.
[17] Kalashnikov, V., Konstantinides, D., 2000. Ruin under interest force and subex-
ponential claims: a simple treatment. Insurance: Mathematics & Economics 27,
145-149.
[18] Klu¨ppelberg, C., Stadtimuller, U., 1998. Ruin probability in the presence of heavy-
tails and interest rates. Scandinavian Actuarial Journal 1, 49-58.
[19] Konstantinides, D., Tang, Q., Tsitsiashvili, G., 2002. Estimates for the ruin proba-
bility in the classical risk model with constant interest force in the presence of heavy
tail. Insurance: Mathematics & Economics 31, 447-460.
[20] Kotz, S., Balakrishnan, N. and Johnson, N. L., 2000. Continuous Multivariate Dis-
tributions. Volume 1: Models and Applications. Wiley.
[21] Jiang, T., Wang, Y., Chen, Y., Xu, H., 2015. Uniform asymptotic estimate for finite-
time ruin probabilities of a time-dependent bidimensional renewal model. Insurance:
Mathematics & Economics 64, 45-53.
[22] Li, J., Liu, Z., Tang, Q., 2007. On the ruin probabilities of a bidimensional perturbed
risk model. Insurance: Mathematics & Economics 41, 85-195.
[23] Li, J., Tang, Q., Wu, R., 2010. Subexponential tails of discounted aggregate claims in
a time-dependent renewal risk model. Advance in Applied Probability 42, 1126-1146.
24
[24] Lin, J., 2012. Second order Subexponential Distributions with Finite Mean and Their
Applications to Subordinated Distributions. J. Theor. Probab. 25, 834C853.
[25] Liu, X., Gao, Q., Wang, Y., 2012. A note on a dependent risk model with constant
interest rate. Statistics & Probability Letters 82, 707-712.
[26] Nelsen, R. B., 2006. An introduction to Copulas (Second edition). New York:
Springer.
[27] Shneer, V. V., 2006. Estimates for the interval probabilities of sums of random vari-
ables with locally subexponential distributions. Siberian Math. J. 47, 946-955.
[28] Tang, Q., 2005. The finite-time ruin probability of the compound Poisson model with
constant interest force. Journal of Applied Probability 42, 608-619.
[29] Tang, Q., 2007. Heavy tails of discounted aggregrate claims in the continuous-time
renewal model. Journal of Applied Probability 44, 285-294.
[30] Wang, K., Wang, Y., Gao, Q., 2013. Uniform asymptotics for the finite-time ruin
probability of a new dependent risk model with a constant interest rate. Methodology
and Computing in Applied Probability 15, 109-124.
[31] Wang, Y., Cheng, D., Wang, K., 2005. The closure of a local subexponential dis-
tribution class under convolution roots with applications to the compound Poisson
process. Journal of Applied Probability 42, 1194-1203.
[32] Wang, Y., Wang, K., 2011. Random walks with non-convolution equivalent incre-
ments and their applications. Journal of Mathematical Analysis and Applications
374, 88-105.
[33] Wang, Y., Xu, H., Cheng, D., Yu, C., 2016. The local asymptotic estimation for
the supremum of a random walk, submitted for publication. Accepted by Statistical
Papers, http://arxiv.org/abs/1406.3234v2.
[34] Wang, Y., Yang, Y., Wang, K., Cheng, D., 2007. Some new equivalent conditions on
asymptotics and local asymptotics for random sums and their applications. Insurance:
Mathematics & Economics 42(2), 256-266.
[35] Watanabe, T., Yamamura, K., 2010. Ratio of the tail of an infinitely divisible distri-
bution on the line to that of its Le´vy measure. Electron. J. Probab. 15(2), 44-74.
[36] Xu, H., Foss, S., Wang, Y., 2015. On closedness under convolution and convolution
roots of the class of long-tailed distributions. Extremes, 18, 605-628.
[37] Yang, H., Li, J., 2014. Asymptotic finite-time ruin probability for a bidmensional re-
newal risk model with constant interest force and dependent subexponeantial claims.
Insurance: Mathematics & Economics 58, 185-192.
[38] Yang, Y., Leipus, R., Siaulys, J., 2010. Local presice deviations for sums of random
variables with O-reqularly varying densities. Statistics & Probability Letters 80, 1559-
1567.
25
[39] Yang, Y., Wang, Y., 2013. Tail behavior of the product of two dependent random
variables with applications to risk theory. Extremes 16, 55-74.
[40] Yu, C., Wang, Y., Yang, Y., 2010. The closure of the convolution equivalent distri-
bution class under distribution class with applications to random sums. Statistics &
Probability Letters 80, 462-472.
[41] Yuen, K. C., Guo, J., Wu, X., 2006. On the first time of ruin in the bivariate com-
pound Poisson model. Insurance: Mathematics & Economics 38, 298-308.
26
