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Abstract
In a representation theoretic approach a free q-relativistic wave equa-
tion must be such, that the space of solutions is an irreducible representa-
tion of the q-Poincare´ algebra. It is shown how this requirement uniquely
determines the q-wave equations. As examples, the q-Dirac equation (in-
cluding q-gamma matrices which satisfy a q-Clifford algebra), the q-Weyl
equations, and the q-Maxwell equations are computed explicitly.
1 Introduction
Quantum field theories on noncommutative spaces have been receiving a tremen-
dous amount of attention during the last few years (for reviews see [1, 2]) and,
indeed, considerable progress was made. Noncommutative geometry has natu-
rally appeared in a certain low energy limit of string theory [3] and gauge the-
ories on general noncommutative geometries have found a solid, perturbative
formulation [4, 5] within the framework of deformation quantization. Expand-
ing the product of noncommutative quantum fields perturbatively and relating
the noncommutative gauge potentials and fields to their ordinary, commutative
counterparts via the Seiberg-Witten map has put quantum theories on noncom-
mutative spaces within the range of phenomenological considerations: A mini-
mal noncommutative extension of the standard model was formulated [6], the
effects of noncommutative geometry on magnetic and electric moments was stud-
ied [7, 8], noncommutative neutrino-photon coupling with possible astrophysical
implications was investigated [9], the OPAL collaboration has started looking
for noncommutative signatures in electron positron pair annihilation [10], just to
name some recent examples. For a review on the phenomenological implications
of noncommutative geometry see [11].
Currently, most papers studied the particularly simple case where the commu-
tator of the space-time observables [Xµ, Xν ] = θµν is a constant antisymmetric
matrix. This kind of noncommutativity can be viewed as due to a constant
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background field. In string theory it can be attributed to a constant B-field
on a D-brane. Clearly, a noncommutativity, which originates from a constant
background field breaks Lorentz symmetry. It could be argued that if the non-
commutativity parameters θµν are small, the violation of Lorentz symmetry is
only small, too. However, on the level of regularization of loop diagrams, the
noncommutativity leads to an interdependence of ultra-violet and infra-red cut-
off scales [12, 13]. Phenomenologically, this UV/IR mixing is problematic, as it
seems to put even large scale Lorentz symmetry and weakened notions of locality
of noncommutative quantum field theory into doubt [14]. But as yet, UV/IR
mixing was investigated in detail only for the case of constant θµν .
In a self-contained theory it would be reasonable to expect θµν to become a
dynamical quantity itself, which transforms covariantly with respect to some (per-
haps generalized) space-time symmetry. Since constant θµν does not allow for a
perturbative deformation of Lorentz symmetry, one has to look for alternatives.
In this context, it has been proposed repeatedly [4, 5] to investigate quantum
spaces as standard examples for noncommutative geometries with generalized
symmetries, quantum groups, which are controlled by the same parameters as
the noncommutativity of the spaces. On quantum spaces, the changes induced
by noncommutativity to physical concepts that are tied to space-time symmetry,
such as energy-momentum conservation, Lorentz invariance, independence of in
and out states etc. would be better integrated in the perturbative approach to
noncommutative gauge theories. This would be an advantage for phenomenolog-
ical considerations.
Another motivation to study noncommutative space-times with quantum group
symmetries has emerged from the attempts to explain the observation [15] of cos-
mic rays of energy beyond the spectral cutoff (the Greisen-Zatsepin-Kuzmin limit)
which is expected due to interaction with the cosmic microwave background. The
often proposed explanation of such ultra high energy rays by vacuum dispersion
relations, that is, the dependence of the speed of light on the wavelength, was
shown by Amelino-Camelia to be reconcilable in principle with the observer in-
dependence of the laws of physics [16]. This leads to a modification of special
relativity by the assumption that there is not only an observer invariant velocity
but also an observer invariant length, the Planck length. This proposition, now
called doubly special relativity, has initiated a large number of active studies from
both, the mathematical and the phenomenological viewpoint. (For an overview
see [17].) Remarkably, many of the concrete realizations of doubly special rela-
tivity have led to quantum spaces with a quantum group Lorentz symmetry [18].
Mathematically, the construction of noncommutative gauge theories on quan-
tum spaces is quite involved, since covariance with respect to the quantum sym-
metry must be preserved at every step of the construction. Previous work in
dealing with q-deformations has studied realizations of quantum spaces by star
products [19,20] and the calculation of the Seiberg-Witten map for Abelian gauge
theory on the quantum plane in first order [21]. Ultimately, we would like to es-
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tablish the Feynman rules for QED on quantum Minkowski space. Towards this
goal, the free fermionic and bosonic propagators have to be determined. Prop-
agators can be viewed as inverses or Green’s functions of free wave equations.
Hence, one of the first steps is to establish the free wave equations for fermions
and gauge bosons. This is the purpose of the present paper.
Free elementary particles can be identified with irreducible representations of
the Poincare´ group [22] or, equivalently, the Poincare´ algebra. The representa-
tions are realized by Wigner spinors, that is, on-shell wave functions with spin
indices carrying representations of the little algebras. If we want to describe in-
teractions where energy and momentum can be transfered from one particle onto
another, we need to leave the mass shell. And we need a way to describe several
particle types and their coupling in one common formalism.
This can be done by introducing Lorentz spinor wave functions. That is, ten-
sor products of the algebra of functions on spacetime with a finite vector space
containing the spin degrees of freedom, the whole space carrying a tensor repre-
sentation of the Lorentz algebra. The additional mathematical structure we need
in order to couple two wave functions is provided by the multiplication within the
algebra of space functions. However, these Lorentz spinor representations are not
irreducible. Therefore, only an irreducible subrepresentation can be the space of
physical states. This subrepresentation is conveniently described as kernel of a
linear operator A, that is, we demand all physical states ψ to satisfy the wave
equation Aψ = 0.
This line of thought relies on the sole assumption that the Poincare´ alge-
bra describes the basic symmetry of spacetime. In this work we replace the
Poincare´ algebra by its q-deformation [23], which describes the basic symme-
try of q-deformed spacetime. Then we construct q-wave equations proceeding in
exactly the same way as in the undeformed case.
In [24] similar covariance arguments have been used to find wave equations for
a certain deformation of the conformal symmetry algebra, which, however, does
not contain the q-Poincare´ algebra we consider here. In order to construct q-
deformed relativistic wave equations various other methods have been proposed,
based on q-Clifford algebras [25], q-deformed co-spinors [26], or differential calculi
on quantum spaces [27, 28, 29], leading to mutually different results. While each
approach may be justified in its own right, the situation as a whole is unsatisfac-
tory since it should be possible to determine the wave equations uniquely as in
the undeformed case [30] without needing any additional mathematical structure
besides the q-Poincare´ algebra and the basic apparatus of quantum mechanics.
Throughout this article, it is assumed that q is a real number q > 1. We
will frequently use the abbreviations λ = q − q−1 and [2] = q + q−1. The lower
case Greek letters µ, ν, σ, τ denote 4-vector indices running through {0,−,+, 3}.
Lower 4-indices are raised by P µ := ηµνPν with the 4-metric η
µν of Eq. (78) such
that SµP
µ is a scalar. The upper case Roman letters A, B, C denote 3-vector
indices running through {−1, 0,+1} = {−, 3,+}. A very short introduction
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to the q-Poincare´ algebra is given in Appendix A. Some more mathematical
background information for this article has been compiled in [31].
2 q-Spinor Wave Functions
2.1 General q-Wave Equations
We seek linear wave equations Aψ = 0, where A is a linear operator. For kerA
to be a subrepresentation, the operator must satisfy
Aψ = 0 ⇒ Ahψ = 0 (1)
for all q-Poincare´ transformations h. Depending on the particle type under con-
sideration we might include charge and parity transformations. A is not unique
since the wave equations for A and A′ must be considered equivalent as long as
their solutions are the same, ker(A) = ker(A′).
Ideally, A is a projection operator, A = P, with P2 = P, P∗ = P. Condition (1)
is then equivalent to
[P, h] = 0 (2)
for all q-Poincare´ transformations h. Whether the wave equation is written with
a projection is a matter of convenience. The Dirac equation is commonly written
with such a projection which is determined uniquely (up to complement) by
condition (2). For the Maxwell equations a projection can be found but yields
a second order differential equation. For this reason, the Maxwell equations are
commonly described by a more general operator A, which leads to a first order
equation.
2.2 q-Lorentz Spinors
We define a general, single particle q-Lorentz spinor wave function as element of
the tensor product S⊗X of a finite vector space S = Cn holding the spin degrees
of freedom and the space of q-Minkowski space functions X = R1,3q (App. A).
Let {ei} be a basis of S transforming under a q-Lorentz transformation h ∈
H = Uq(sl2(C)) as h ⊲ ej = ei ρ(h)
i
j , where ρ : H → End(S) is the representation
map. Any spinor ψ ∈ S ⊗ X can be written as
ψ = ej ⊗ ψ
j , (3)
where j is summed over and the ψj are elements of X . The action of h ∈ H on
a spinor is the tensor action
hψ = (h(1) ⊲ ej)⊗ (h(2) ⊲ ψ
j) = ei ⊗ ρ(h(1))
i
j(h(2) ⊲ ψ
j) . (4)
4
This tells us that the X -valued components of hψ are given by
(hψ)i = ρ(h(1))
i
j(h(2) ⊲ ψ
j) . (5)
The transformation of ψ can easily be generalized to the case where S carries a
tensor representation of two finite representations. For the components of spinors
with two indices we would get
(hψ)ij = ρ(h(1))
i
i′ρ
′(h(2))
j
j′(h(3) ⊲ ψ
i′j′) , (6)
where ρ and ρ′ are the representation maps of the first and second index, respec-
tively.
Furthermore, we get spinors from the action of tensor operators. Let T i be
a ρ-tensor operator with respect to the left Hopf adjoint action, adLh ⊲ T
i ≡
h(1)T
iS(h(2)) = ρ(Sh)
i
jT
j, and ψ = ej ⊗ ψ
j a ρ′-spinor. Let us define the com-
ponents of a spinor φij with two indices by
φij := (T iψ)j . (7)
How does this new array of wave functions φij transform under q-Lorentz trans-
formations? Letting h act from the left, we find
hφij = ρ(h(1))
j
j′(h(2) ⊲ φ
ij′) , (8)
that is, h acts only on the index of the wave functions ψj . However, if we
transform φij by transforming ψ inside Eq. (7),
(
T i(hψ)
)j
=
(
(T ih)ψ
)j
=
(
h(2)[adLS
−1(h(1)) ⊲ T
i]ψ
)j
=
(
ρ(h(1))
i
i′h(2)T
i′ψ
)j
= ρ(h(1))
i
i′h(2)φ
i′j
= ρ(h(1))
i
i′ρ
′(h(2))
j
j′(h(3) ⊲ φ
i′j′) , (9)
we find that φij transforms as a ρ⊗ ρ′-spinor. Note, that for the last calculation
the order in the tensor product S ⊗X is essential. It would not have worked out
as nicely if we had constructed the spinor space as X ⊗ S. Chief examples of
this construction would be the gauge term P µφ of the vector potential Aµ, or the
derivatives of the vector potential P µAν used to construct the electromagnetic
field strength tensor F µν .
2.3 q-Derivatives
The q-Poincare´ algebra is the Hopf semidirect product of the q-Lorentz alge-
bra and the q-Minkowski algebra generated by the momentum 4-vector Pµ (Ap-
pendix). It becomes a Hopf algebra upon bosonisation [32]. Within the braided
tensor product, the coproduct of the momenta takes the natural form ∆(P µ) =
P µ⊗1 + 1⊗P µ or, explicitly,
∆(P µ) := P µ ⊗ 1 +R−1(κ⊗ P µ)R
= P µ ⊗ 1 + κLµ+ν ⊗ P
ν , (10)
where R = R(1) ⊗R(2) is the real universal R-matrix of the q-Lorentz algebra, κ
is a group-like scaling operator, P µκ = qP µκ, which commutes with all Lorentz
generators, and the L-matrix Lµ+ν := R
(1)Λ(R(2))µν is given by the 4-vector
representation of the second tensor factor of R.
As in the undeformed case, we can assume that the spinorial degrees of free-
dom carry the trivial representation of the momentum algebra, that is, Pµ ⊲ ej =
ε(Pµ)ej = 0 and κ ⊲ ej = ε(κ)ej = ej . Hence, Pµ acts on a ρ-spinor as
Pµψ = ρ(L
µ
+ν)ej ⊗ (P
ν ⊲ ψj), that is,
(P µψ)i = ρ(Lµ+ν)
i
j (P
ν ⊲ ψj) . (11)
This equation yields a well defined action for both, the antireal and the real R-
matrix. For the following computations we will chose the antireal R-matrix, for
only then the action of the momenta is compatible with the ∗-structure. The
L-matrix for this case has been calculated in [31]. The results for the alternative
choice of the real R-matrix are given in the Appendix.
The action of P µ on each component ψj ∈ X can be viewed as derivation
within the algebra of q-Minkowski space functions X ,
∂µ := 1⊗ iP µ . (12)
Now we can interpret an operator linear in the momenta as q-differential operator.
If Cµ = Cµ ⊗ 1 are operators that act on the spinor indices only,
iCµP
µ = Cµ ρ(L
µ
+ν)∂
ν = C˜ν∂
ν , (13)
where
C˜ν := Cµ ρ(L
µ
+ν) (14)
such that C˜ν still acts on the spinor index only, while ∂
ν acts componentwise,
so the two operators commute [C˜µ, ∂
ν ] = 0. We will calculate the transforma-
tion Cµ → C˜µ for particular representations below. Finally, we remark that for
the mass Casimir we have within the spinor representation PµP
µ = R−1(1 ⊗
PµP
µ)R = 1⊗ PµP
µ, hence, PµP
µ = −∂µ∂
µ. This means, that mass irreducibil-
ity for a spinor is the same as mass irreducibility for each component of the
spinor.
6
2.4 Conjugate Spinors
One of the effects of using Lorentz spinors is that the underlying representations
can no longer be unitary, since there are no unitary finite representations of the
non-compact Lorentz algebra — in the q-deformed as well as in undeformed case.
However, we can introduce non-degenerate but indefinite bilinear forms playing
the role of the scalar product. With respect to these pseudo scalar products the
spinors carry ∗-representations, that is, the ∗-operation on the algebra side is the
same as the pseudo adjoint on the operator side.
The problem of non-unitarity arises from the finiteness of the spin part S
within the space of spinor wave functions S ⊗X , so we can assume that the wave
function part X does carry a ∗-representation. It is then sufficient to redefine
the scalar product on S only. Consider a D(j,0) representation of Uq(sl2(C))
with orthonormal basis {en}. We want to define a pseudo scalar product by
(em|en) := Amn such that
(em|(g ⊗ h) ⊲ en) = ((g ⊗ h)
∗ ⊲ em|en) (15)
for any g ⊗ h ∈ Uq(sl2) ⊗ Uq(sl2) ∼= Uq(sl2(C)). For a pseudo scalar product
we must suppose Amn to be a non-degenerate, hermitian, but not necessarily
positive definite matrix. Inserting the definition of the pseudo scalar product,
the pseudo-unitarity condition (15) reads
(em|(g ⊗ h) ⊲ en) = (em| en′ρ
j(g)n
′
n ε(h))
= Amn′ρ
j(g)n
′
n ε(h)
!
= ((g ⊗ h)∗ ⊲ em| en)
= (em′ε(g
∗)ρj(h∗)m
′
m| en)
= Am′n ε(g∗)ρj(h∗)m
′
m
= Am′n ε(g)ρ
j(h)mm′ , (16)
where we have used that (g ⊗ h)∗ = R21(h
∗ ⊗ g∗)R−121 [33] and ε(R[1])R[2] = 1.
Traditionally, the pseudo scalar product is not described by a matrix Amn but by
introducing a conjugate spinor basis {e¯n} by
e¯m := em′Am′m . (17)
Using (16) the conjugate basis turns out to transform as
(g ⊗ h) ⊲ e¯n = em′ρ
j(g)m
′
mε(h)Amn
= em′Am′n′ε(g)ρ
j(h)n
′
n
= e¯n′ε(g)ρ
j(h)n
′
n , (18)
that is, e¯n must transform according to a D
(0,j) representation. D(j,0) and D(0,j)
being inequivalent representations, the conjugate basis e¯n cannot be expressed as
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a linear combination of the original basis vectors en. In order to allow for a con-
jugate spinor basis we must consider a representation which contains both, D(j,0)
and D(0,j), and thus at least their direct sum D(j,0)⊕D(0,j) as subrepresentation.
So far, it seems that everything is almost trivially analogous to the undeformed
case. It is not. If we consider irreducible representations of mixed chirality, D(i,j),
we find that the appearance of the R-matrix in (g ⊗ h)∗ makes it impossible to
define conjugate spinors. It only works forD(j,0), because ρ0 = ε and ε(R[1])R[2] =
1. Fortunately, we do have conjugate spinors for the most interesting cases: Dirac
spinors (D(
1
2
,0)⊕D(0,
1
2
)) and the Maxwell tensor (D(1,0)⊕D(0,1)). For these cases
everything is analogous to the undeformed case.
Let us consider aD(j,0)⊕D(0,j) representation with basis {eLn} for the left chiral
subrepresentation D(j,0) and the basis {eRn} for D
(0,j). We define the conjugate
basis by eLn := e
R
n and e
R
n = e
L
n. Let us call P the parity operator that exchanges
the left and right chiral part. Its matrix representation with respect to the basis
{eLn, e
R
n} is
Pmn =
(
0 1
1 0
)
, (19)
where 1 is the (2j + 1)-dimensional unit matrix. This is the matrix that repre-
sents our new pseudo scalar product as a bilinear form. The pseudo Hermitian
conjugate of some operator A can now be written as
j(A) := PA†P , (20)
which is an involution because P† = P−1 and an algebra anti-homomorphism
because P = P−1.
We apply this result to the whole space of spinor wave functions S ⊗ X . Let
us assume that the scalar product of two wave functions f, g ∈ X can be written
(at least formally) as some sort of integral 〈f |g〉 =
∫
f ∗g. The pseudo scalar
product of two D(j,0) ⊕D(0,j) spinors ψ, φ becomes
(ψ|φ) = (em ⊗ ψ
m|en ⊗ φ
n) = (em|en)〈ψ
m|φn〉
=
∫
(ψm)∗Pmnφ
n =
∫
ψ¯nφn , (21)
with the conjugate spinor wave function defined as
ψ¯n := (ψm)∗Pmn . (22)
In summary, we have convinced ourselves that in the case of D(j,0)⊕D(0,j) repre-
sentations the conjugation of spinors, of spinor wave functions, and of operators
works exactly as in the undeformed case.
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3 The q-Dirac Equation
3.1 The q-Dirac Equation for the Rest States
In this section we consider q-Dirac spinors ψ = ei ⊗ ψ
i with the spin part trans-
forming according to a D(
1
2
,0) ⊕ D(0,
1
2
) representation [31]. We want to write
the q-Dirac equation as expression which involves momenta only to first order,
corresponding to a first order differential equation
Pψ :=
1
2m
(m+ γµP
µ)ψ = 0 , (23)
with the γµ being some operators acting on ψ
i. We can already say that γµ must
be a left 4-vector operator. If it were not, γµP
µ would not be scalar and, hence,
would not commute with the q-Lorentz transformations as required in Eq. (2).
We consider here a massive q-Dirac spinor representation, so there is a set of
rest states ψ which the momenta act upon as P 0ψ = mψ, PAψ = 0 [34]. We
start the search for a projection P that reduces the q-Dirac representation by
computing how it acts on these rest states, where we have
P0 =
1
2
(1 + γ0) , (24)
the zero indicating that P0 acts on the rest states only. We assume that we can
realize the operator γ0 as 4 × 4-matrix that acts on the spin degrees of freedom
only. This is not unreasonable, for if γµ is a set of matrices that form a 4-vector
operator in the D(
1
2
,0) ⊕D(0,
1
2
) representation then γµ ⊗ 1 will also be a 4-vector
operator in the representation of spinor wave functions. So let us assume we
can write P0 = P0 ⊗ 1 in block form as P0 = ( A BC D ), where A, B, C, D are
2× 2-matrices.
The restriction of condition (2) to the rest states means that P0 must commute
with the little algebra. The little algebra for the massive case is the Uq(su2)
subalgebra of rotations [34]. A rotation l ∈ Uq(su2) is represented by
ρ(l) =
(
ρ
1
2 (l) 0
0 ρ
1
2 (l)
)
. (25)
Since the ρ
1
2 representations of the rotations generate all 2 × 2-matrices (the q-
Pauli matrices are a basis), P0 will only commute with all rotations if A, B, C,
D are numbers, that is, complex multiples of the unit matrix.
Furthermore, P0 has to be a projection operator, P
2
0 = P0, P
†
0 = P0, and,
as in the undeformed case, we require it to commute with the parity operator,
[P0,P] = 0. Together these conditions fix P0 and hence γ0 uniquely to
γ0 =
(
0 1
1 0
)
, (26)
the same as in the undeformed case.
9
3.2 The q-Gamma Matrices and the q-Clifford Algebra
If γ0 is to be a 4-vector operator, we have to define the other gamma matrices as
in Eq. (81) by
γ− = adL(−q
− 1
2λ−1[2]
1
2 c) ⊲ γ0
γ+ = adL(q
1
2λ−1[2]
1
2 b) ⊲ γ0
γ3 = adL(λ
−1 (d− a)) ⊲ γ0 ,
(27)
where the adjoint action is understood with respect to the q-Dirac representation.
In order to compute this explicitly, we have to calculate the representations of
the boosts (75) first.
ρ(a) =
(
ρ
1
2 (K
1
2 ) 0
0 ρ
1
2 (K−
1
2 )
)
(28a)
ρ(b) =
(
0 0
0 q−
1
2λρ
1
2 (K−
1
2E)
)
(28b)
ρ(c) =
(
−q
1
2λρ
1
2 (FK
1
2 ) 0
0 0
)
(28c)
ρ(d) =
(
ρ
1
2 (K−
1
2 ) 0
0 ρ
1
2 (K
1
2 )
)
(28d)
This gives us for example
γ+ = adL(q
1
2λ−1[2]
1
2 b) ⊲ γ0
= q
1
2λ−1[2]
1
2 [ρ(b)γ0ρ(a)− qρ(a)γ0ρ(b)]
= [2]
1
2
[(
0 0
ρ
1
2 (K−
1
2EK
1
2 ) 0
)
− q
(
0 ρ
1
2 (E)
0 0
)]
=
(
0 q σ+
−q−1σ+ 0
)
, (29)
where σ+ is one of the q-Pauli matrices defined as q-Clebsch-Gordan coefficients
or, equivalently, as spin-1
2
representation of the angular momentum generators,
σA = [2]ρ
1
2 (JA) [31]. The analogous calculations for γ− and γ+ yield
γ0 =
(
0 1
1 0
)
, γA =
(
0 q σA
−q−1σA 0
)
, (30)
where A runs as usual through {−,+, 3}.
This result can be easily generalized to higher spin. All we have to do for
a massive D(j,0) ⊕ D(0,j)-spinor is to replace ρ
1
2 with ρj . The result is higher
dimensional γ-matrices
γ
(j)
0 =
(
0 1
1 0
)
, γ
(j)
A = [2]
(
0 q ρj(JA)
−q−1ρj(JA) 0
)
. (31)
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If we want to write the q-Dirac equation as q-differential equation, we need to
calculate γ˜µ by formula (14). For the q-Pauli matrices we get
σA ρ
( 1
2
,0)
(
(LΛI+)
A
B
)
= q2σ˜B (32a)
σA ρ
(0, 1
2
)
(
(LΛI+)
A
B
)
= q−2σ˜B , (32b)
where we have used a variant of the q-Pauli matrices, defined as σ˜A := −[2]ρ
1
2 (SJA).
Explicitly, these are
σ˜− = [2]
1
2
(
0 q
1
2
0 0
)
, σ˜+ = [2]
1
2
(
0 0
−q−
1
2 0
)
, σ˜3 =
(
−q−1 0
0 q
)
with respect to the {−,+} basis. For the transformed q-gamma matrices we thus
obtain
γ˜0 =
(
0 1
1 0
)
, γ˜A =
(
0 q−1 σ˜A
−qσ˜A 0
)
, (33)
and the q-Dirac equation written as q-differential equation becomes
(m− iγ˜µ∂
µ)ψ = 0 . (34)
After lengthy calculations we find that the gamma matrices satisfy the relations
γ˜σγ˜τ = ητσ + γ˜µγ˜νP
νµ
A τσ ⇔ γ˜µγ˜νP
νµ
S στ = ηστ , (35)
where PA is the q-antisymmetrizer and PS = 1 − PA is the q-symmetrizer of the
Clebsch-Gordan series (76). This is the q-deformation of the Clifford algebra
relations, from which now follows that the square of q-Dirac operator is indeed
the mass Casimir,
(γ˜µ∂
µ)2 = ∂µ∂
µ = −PµP
µ . (36)
As in the undeformed case we conclude that a solution ψ to the q-Dirac equation
satisfies automatically the mass shell condition PµP
µψ = m2ψ, and that P =
1
2m
(m+ γµP
µ) really is a projection operator.
One could have started directly from relations (35) trying to find matrices
that satisfy them [25]. This approach has a number of disadvantages: a) It is
computationally much more cumbersome than boosting γ0. b) The result is not
unique, that is, we would get many solutions to the q-Clifford algebra not knowing
which representations they belong to. c) Having determined a solution γ˜µ, the
covariance of the q-Dirac equation remains unclear as γ˜µ cannot be a 4-vector
operator.
3.3 The Zero Mass Limit and the q-Weyl Equations
The zero mass limit of the q-Dirac equation is formally
Aψ := γµP
µψ = 0 , (37)
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where A is no longer a projection operator. The wave equation is now decoupled
into two independent equations for a left handed D(
1
2
,0)-spinor ψL and a right
handed D(0,
1
2
)-spinor ψR,
σAP
AψL = q
−1P 0ψL , σAP
AψR = −qP
0ψR , (38)
the q-Weyl equations for massless left and right handed spin-1
2
particles. Written
as q-differential equation they become
σ˜A∂
AψL = −q∂
0ψL , σ˜A∂
AψR = q
−1∂0ψR . (39)
The operator A inherits property (1) from P, so Aψ = 0 is a viable wave equation.
On the massless momentum eigenspace [34] where (P0, P−, P+, P3) = (k, 0, 0, k),
A acts as A0 = k(
0 1−qσ3
1+q−1σ3 0
). The kernel of this operator is 2-dimensional, the
solution states corresponding to helicity ±1
2
.
If we generalize these considerations to higher spin D(j,0) ⊗D(0,j) Dirac type
spinors, we find that the corresponding operator A has zero kernel, so the space of
solutions is trivial. This applies in particular to q-Maxwell spinors. Therefore, we
need a different approach to find the q-Maxwell equations — in complete analogy
to the undeformed case [30].
4 The q-Maxwell Equations
4.1 The q-Maxwell Equations in the Momentum Eigen-
spaces
In this section we consider massless D(1,0) ⊕ D(0,1) spinors. According to the
Clebsch-Gordan series (76) this type of spinor is equivalent to a q-antisymmetric
tensor F µν with two 4-vector indices. These are the types of spinors commonly
used to describe the electromagnetic field.
We start our calculations in the massless momentum eigenspace with mo-
mentum eigenvalues (P0, P−, P+, P3) = (k, 0, 0, k) for some real parameter k. It
has been shown in [34] that this eigenspace is invariant under the little algebra
generated by the group-like generator of q-rotations around the z-axis K and
N− := q
1
2 [2]
1
2ac, N+ := q
1
2 [2]
1
2 bd, N3 := 1 + [2]bc . (40)
The irreducible ∗-representations of this algebra are one-dimensional, given by
K = κ = N3 and N± = 0 for real κ. Within the momentum eigenspace the
little algebra acts only on the spinor index, here, by the D(1,0) ⊕ D(0,1) matrix
representation
K =
(
ρ1(K) 0
0 ρ1(K)
)
, N− = −q[2]
(
ρ1(J−) 0
0 0
)
N+ = −q
−1[2]
(
0 0
0 ρ1(J+)
)
, N3 =
(
1 0
0 1
) (41)
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where ρ1 is the vector representation of Uq(su2). We seek an operator P0 = P0⊗1
that projects onto an irreducible subrepresentation of the momentum eigenspace.
As before, we write it in block form as P0 = ( A BC D ), where A, B, C, D are
3× 3-matrices. We must have P†0 = P0, so A and D must be Hermitian matrices
and C = B†. Within an irreducible representation of the little algebra we have
N± = 0, so we must demand N±P0 = 0. This leads to the conditions
ρ1(J−)A = 0 , ρ
1(J+)D = 0
ρ1(J−)B = 0 , ρ
1(J+)B
† = 0 .
(42)
To satisfy these conditions A, B, and D must be of the form
A =

α 0 00 0 0
0 0 0

 , B =

0 0 β0 0 0
0 0 0

 , D =

0 0 00 0 0
0 0 δ

 , (43)
for α, δ real and β complex. Furthermore, P0 must project onto an eigenvector
of K. From this it follows that β = 0 and either α = 1, δ = 0 or α = 0, δ = 1.
To summarize, there are two possible projections
PL =


1
0

0

 , PR =


0

0
1

 (44)
projecting each on a irreducible one-dimensional representation of the little al-
gebra. The image of PL is part of the left handed D
(1,0) component while PR
projects onto the right handed D(0,1) component of the spinor. Physically, this
corresponds to left and right handed circular waves. We want to allow for par-
ity transformations exchanging the left and right handed parts, so we need both
parts P0 = PL + PR. With the parity transformation included, the two dimen-
sional space which P0 projects onto is irreducible.
4.2 Computing the q-Maxwell Equations
We want to write the q-Maxwell equations in the form of a first order differential
equation
Aψ := CµP
µ ψ = 0 , (45)
hoping that again the operators Cµ can be chosen to act on the spinor index
only, Cµ = Cµ⊗1. Recall from the last section, that as long as we do not include
parity transformations, we must have two independent equations for the right
and the left handed part of the spinor, ψL carrying a D
(1,0) representation and
ψR carrying a D
(0,1) representation
ALψL = 0 , ARψR = 0 . (46)
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For condition (1) it would be sufficient (but not necessary) if AL, AR were scalar
operators. Let us try to choose AL = C
L
µP
µ and AR = C
R
µ P
µ to be scalars
with respect to rotations. For this to be possible CL0 , C
R
0 must be scalars with
respect to rotations while CLA, C
R
A must transform as 3-vectors. The only scalar
operators within theD1 representation of Uq(su2) are multiples of the unit matrix,
while every 3-vector operator is proportional to ρ1(JA). Hence, up to an overall
constant factor our wave equations would be written as
(
P 0 + αL ρ
1(JA)P
A
)
ψL = 0(
P 0 + αR ρ
1(JA)P
A
)
ψR = 0 ,
(47)
where αL, αR are constants. We determine these constants by considering the
wave equations in the momentum eigenspace,
(
1 + αL ρ
1(J3)
)
ψL = 0 ,
(
1 + αR ρ
1(J3)
)
ψR = 0 . (48)
The space of solutions of each of these equations must equal the image of the
projections PL and PR, respectively. This requirement fixes the constants to
αL = q
−1 and αR = −q.
Although this determines our candidate for the q-Maxwell equations, con-
dition (1) has yet to be checked for the boosts. Let ψ0 be an element of the
momentum eigenspace where (P0, P−, P+, P3) = (k, 0, 0, k) =: (pµ). Using the
commutation relations between boosts and momentum generators we find [31]
Pµ(aψ0) = q
−1pµ(aψ0) , Pµ(bψ0) = q
−1pµ(bψ0) (49a)
Pµ(cψ0) = qpµ(cψ0) , Pµ(dψ0) = qpµ(dψ0) . (49b)
By induction it follows, that for any monomial in the boosts, h = aibjckdl, we
have Pµ(hψ0) = q
k+l−i−j pµ(hψ0). Thus, for ψ := hψ0, the wave equation (45)
takes the form
(C0 − C3)ψ = 0 . (50)
Looking separately at the left and right handed part of ψ = ψL+ψR this equation
writes out 
0 0 00 q−2 0
0 0 q−1[2]



ψ
−
L
ψ3L
ψ+L

 = 0 ,

q[2] 0 00 q2 0
0 0 0



ψ
−
R
ψ3R
ψ+R

 = 0 ,
which is equivalent to ψ3L = ψ
+
L = 0 and ψ
−
R = ψ
3
R = 0. If we now have a solution
of Eq. (50), that is, a spinor ψ whose only non-vanishing components are ψ−L and
ψ+R , could it happen that by boosting it gets other non-vanishing components,
thus turning a solution into a non-solution? The answer to this question is no.
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We exemplify this, applying formula (5) for the action of the boost generator c
on a left handed spinor,
c ψAL = ρ
(1,0)(c(1))
A
A′
(
c(2) ⊲ ψ
A′
L
)
= ρ(1,0)(c)AA′
(
a ⊲ ψA
′
L
)
+ ρ(1,0)(d)AA′
(
c ⊲ ψA
′
L
)
= −q
1
2λρ1(FK
1
2 )AA′
(
a ⊲ ψA
′
L
)
+ ρ1(K−
1
2 )AA′
(
c ⊲ ψA
′
L
)
=

−q
1
2λ[2]
1
2a ⊲ ψ3L + q c ⊲ ψ
−
L
−q
1
2λ[2]
1
2a ⊲ ψ+L + c ⊲ ψ
3
L
q−1c ⊲ ψ+L

 , (51)
which clearly shows that, if ψ3L and ψ
+
L vanish, so do cψ
3
L and cψ
+
L . Similar
calculations can be done for the other boost generators and right handed spinors.
By induction we conclude, that if ψ0 is a solution of Eq. (50) and h = a
ibjckdl
is a monomial in the boosts, the spinor ψ = hψ0 will be a solution, as well. The
algebra of all boosts, SUq(2)
op, is generated as linear space by the monomials,
thus, hψ0 is a solution for any boost h ∈ SUq(2)
op. Since furthermore every
q-Lorentz transformation can be written as a sum of products of rotations and
boost, hψ0 is a solution for any q-Lorentz transformation h. We assume that
the space of solutions, kerA, is an irreducible representation. This means in
particular that the q-Lorentz algebra acts transitively on kerA, so any solution
can be written as hψ0. Hence, the wave equations
ρ1(JA)P
AψL = −qP0ψL
ρ1(JA)P
AψR = q
−1P0ψR
(52)
do indeed satisfy property (1).
Now we want to write these equations as q-differential equations C˜µ∂
µψ = 0,
where C˜µ is defined in Eq. (14). After lengthy calculations we get
ρ1(JA′)
B
C′ ρ
(1,0)
(
(LΛI+)
A′
A
)C′
C = −q
2εC
B
A
ρ1(JA′)
B
C′ ρ
(0,1)
(
(LΛI+)
A′
A
)C′
C = −q
−2εC
B
A ,
(53)
so the wave equations (52) can be written as
~∂ × ~ψL = iq
−1∂0 ~ψL , ~∂ × ~ψR = −iq ∂0 ~ψR , (54)
where ~ψR = (ψ
A
R),
~ψL = (ψ
A
L ) and where the cross product is defined in Eq. (73).
A spinor ~ψL which is a solution to this equation must also satisfy the mass zero
condition. Using identities (74) for the cross product, commutation relations (77)
of the derivations, ~∂ × ~∂ = −iλ∂0~∂, and the wave equation (54), we rewrite the
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mass zero condition as
0 = ∂µ∂
µ ~ψL = (∂
2
0 −
~∂ · ~∂)~ψL
= ∂20
~ψL − (~∂ × ~∂)× ~ψL + ~∂ × (~∂ × ~ψL)− ~∂(~∂ · ~ψL)
= ∂20
~ψL + iλ∂0(~∂ × ~ψL) + ~∂ × (iq
−1∂0 ~ψL)− ~∂(~∂ · ~ψL)
= ∂20
~ψL − q
−1λ∂20
~ψL − q
−2∂20
~ψL − ~∂(~∂ · ~ψL)
= −~∂(~∂ · ~ψL) . (55)
Contracting the wave equation with ~∂
~∂ · (~∂ × ~ψL) = (~∂ × ~∂) · ~ψL = −iλ∂0(~∂ · ~ψL)
= iq−1∂0(~∂ · ~ψL) , (56)
we see that ∂0(~∂ · ~ψL) = 0 if ~ψL is to satisfy the wave equation. Together with
Eq. (55) this means that the mass zero condition is equivalent to ∂µ(~∂ · ~ψL) = 0,
that is, ~∂ · ~ψL must be a constant number. In a momentum eigenspace we have
∂0(~∂ · ~ψL) = k(~∂ · ~ψL), so this constant number must be zero. The same reasoning
applies to the right handed spinor ~ψR.
We conclude that the wave equations (54) together with the mass zero con-
dition ∂µ∂
µψ = 0 are equivalent to
~∂ × ~ψL = iq
−1∂0 ~ψL , ~∂ · ~ψL = 0 (57)
~∂ × ~ψR = −iq ∂0 ~ψR , ~∂ · ~ψR = 0 , (58)
which we will call the q-Maxwell equations.
4.3 The q-Electromagnetic Field
Finally, we write the q-Maxwell equations in a more familiar form, that is, in
terms of the q-deformed electric and magnetic fields. In the undeformed case
the electric and magnetic fields can — up to constant factors — be characterized
within the D(1,0)⊕D(0,1) representation as eigenstates of the parity operator (19).
The electric field should transform like a polar vector P ~E = −~E, while the
magnetic field must be an axial vector P ~B = ~B. Recall, that the parity operator
P acts on q-spinors by exchanging the left and the right handed parts PψL = ψR,
PψR = ψL. This fixes the fields
~E = i(~ψR − ~ψL) , ~B = ~ψR + ~ψL (59)
up to constant factors which have been chosen to give the right undeformed
limit. Spinor conjugation of the fields is now the same as ordinary conjugation
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E¯A = (EA)∗, B¯A = (BA)∗. In terms of these fields, the q-Maxwell equations (57)
take the form
~∂ × ~E = 1
2
[2] ∂0 ~B −
1
2
iλ ∂0 ~E , ~∂ · ~E = 0 (60)
~∂ × ~B = −1
2
[2] ∂0 ~E −
1
2
iλ ∂0 ~B , ~∂ · ~B = 0 . (61)
We can also express the q-Maxwell equations in terms of a field strength tensor
F µν . According to the Clebsch-Gordan series (76) we can embed, say, a D(1,0)
representation in to a D(
1
2
, 1
2
) ⊗D(
1
2
, 1
2
) representation. Explicitly, a basis {eC} of
the former is mapped to a basis {e′µ ⊗ e
′
ν} of the latter by [31]
eC 7→ e
′
A ⊗ e
′
B ε
AB
C + qe
′
0 ⊗ e
′
C − q
−1e′C ⊗ e
′
0 . (62)
Accordingly, we map a left 3-vector
ψL = eC ⊗ ψ
C
L 7→ (e
′
µ ⊗ e
′
ν)⊗ F
µν
L , (63)
where
F
µν
L :=
(
F 00L F
0N
L
FM0L F
MN
L
)
=
(
0 qψNL
−q−1ψML ε
MN
C ψ
C
L
)
, (64)
and where M , N run through {−,+, 3}. In the same manner we obtain for the
right handed part
F
µν
R :=
(
0 −q−1ψNR
qψMR ε
MN
C ψ
C
R
)
. (65)
In terms of these matrices the q-Maxwell equations (57) take the form ∂νF
µν
L = 0
and ∂νF
µν
R = 0. By construction, we have P
µν
(1,0)στF
στ
L = F
µν
L and P
µν
(0,1)στF
στ
R =
F
µν
R . This suggests to introduce the field strength tensor and its dual
F µν := i(F µνL + F
µν
R ) , F˜
µν := i(F µνL − F
µν
R ) , (66)
for which we have
F µν = PµνA στF
στ , F˜ µν = εµνστF
στ , (67)
where the q-epsilon tensor is commonly defined as εµνστ = P
µν
(1,0)στ − P
µν
(0,1)στ . In
terms of the electric and the magnetic field this is
F µν :=
(
0 −1
2
[2]EN + 1
2
iλBN
1
2
[2]EM + 1
2
iλBM iεMNC B
C
)
F˜ µν :=
(
0 1
2
[2]iBN − 1
2
λEN
−1
2
[2]iBM − 1
2
λEM −εMNC E
C
)
.
(68)
Finally, the q-Maxwell equations take the form
∂νF
µν = 0 , ∂νF˜
µν = 0 , (69)
in complete analogy to the undeformed case.
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5 Conclusion
In this paper the free Dirac equation and the free Maxwell equations on quantum
Minkowski space have been determined. We started from the restriction on rest
states (or certain light cone states for the massless case), requiring q-Lorentz
covariance, effectively “boosting” the wave equations. For his method the explicit
action of the momenta on q-spinors was not needed and, consequently, was not
constructed. This approach makes the calculations to a large extent independent
of the explicit realization of the momenta. It is in complete analogy to the classic
methods for the undeformed case [30] and parallels the construction of induced
representations of the Poincare´ algebra.
The natural next step is to construct the action of the q-Poincare´ algebra
on q-spinors, explicitly, as q-differential operators on the q-Minkowski algebra of
noncommutative wave functions. Then, the wave equations obtained here can be
interpreted as q-differential equations, their solutions can be calculated, and the
generalized Cauchy problem can be studied. This has already been done and will
be published elsewhere.
The free q-Dirac equation obtained here is a good starting point for the con-
struction of the q-Dirac equation with electromagnetic interaction. In fact, the
methods to introduce gauge interactions developed in [4,5] are quite general and
do apply here, although it might be necessary to add a vielbein formalism [35].
Judging from what is known about models on spaces of constant noncommutativ-
ity (as mentioned in the introduction) it is not unreasonable to expect the ensuing
model on quantum Minkowski space to possess a rich phenomenology. The in-
vestigation of this phenomenology is expected to be a computational challenge,
though.
On of the main hopes and, at the same time, open questions in noncommu-
tative geometry is, whether noncommutativity can smoothen the divergences of
quantum field theory. While it would seem bold to claim that noncommutativ-
ity will regularize quantum field theory, there are some indirect indications that
it might weaken the divergences and improve renormalizability. For example,
the spectra of space-time observables on quantum spaces exhibit a natural lattice
structure [36]. We plan to approach this question by calculating the Green’s func-
tions of the free q-wave equations, since those would appear as bare propagators
in loop calculations of QED on quantum Minkowski space. Studying the diver-
gences of free propagators on quantum Minkowski space would be a well defined
and rigorous test of the conjectured regularizing properties of noncommutative
geometry.
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A Useful Formulas
Let E, F , K, and K−1 be the generators of Uq(su2). The set of generators
{JA} = {J−, J3, J+} of Uq(su2) defined as
J− := q[2]
− 1
2KF
J3 := [2]
−1(q−1EF − qFE)
J+ := −[2]
− 1
2E
(70)
is the left 3-vector operator of angular momentum. The center of Uq(su2) is
generated by
W := K − λJ3 = K − λ[2]
−1(q−1EF − qFE) , (71)
the Casimir operator of angular momentum. W is related to JA by
W 2 − 1 = λ2(J23 − q
−1J−J+ − qJ+J−) = λ
2JAJBg
AB ,
thus defining the 3-metric gAB, by which we raise 3-vector indices XA = gABXB.
There is also an ε-tensor
ε−3− = q
−1 ε3−− = −q (72a)
ε−+3 = 1 ε
+−
3 = −1 ε
33
3 = −λ (72b)
ε3++ = q
−1 ε+3+ = −q , (72c)
so we can define a scalar and a vector product by
~X · ~Y := gABXAYB , ( ~X × ~Y )C := iXAYBε
AB
C , (73)
for which we have the useful identities
~X · (~Y × ~Z) = ( ~X × ~Y ) · ~Z
( ~X × ~Y )× ~Z − ( ~X · ~Y )~Z = ~X × (~Y × ~Z)− ~X(~Y · ~Z) .
(74)
Let ( a bc d ) be the matrix of generators of SUq(2)
op, the opposite algebra of the
quantum group SUq(2). The Hopf-∗ algebra generated by the Hopf-∗ subalgebras
Uq(su2) and SUq(2)
op with cross commutation relations
(
a b
c d
)
E =
(
qEa− q
3
2 b q−1Eb
qEc+ q
3
2Ka− q
3
2d q−1Ed+ q−
1
2Kb
)
(
a b
c d
)
F =
(
qFa+ q−
1
2 c qFb− q−
1
2K−1a+ q−
1
2d
q−1Fc q−1Fd− q−
5
2K−1c
)
(
a b
c d
)
K = K
(
a q−2b
q2c d
)
,
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which is the Drinfeld double of Uq(su2) and SUq(2)
op, is the q-Lorentz algebra
H = Uq(sl2(C)) [37].
Other forms of the q-Lorentz algebra can be found in the literature [38,32,39],
which are essentially equivalent [40,31]. Very useful for the representation theory
is the form where Uq(sl2(C)) ∼= Uq(sl2)⊗ Uq(sl2) as algebra. This isomorphism is
defined on rotations l ∈ Uq(su2) by the coproduct l 7→ ∆(l) ∈ Uq(sl2) ⊗ Uq(sl2)
and for the generators of boosts as
a 7→ K
1
2 ⊗K−
1
2
b 7→ q−
1
2λK
1
2 ⊗K−
1
2E
c 7→ −q
1
2λFK
1
2 ⊗K−
1
2
d 7→ K−
1
2 ⊗K
1
2 − λ2FK
1
2 ⊗K−
1
2E .
(75)
On this form of the q-Lorentz algebra the representation maps of the irreducible
representations are ρj1 ⊗ ρj2 , where ρj is the spin-j representation of Uq(sl2). For
the 4-vector representation we have the usual Clebsch-Gordan series
D(
1
2
, 1
2
) ⊗D(
1
2
, 1
2
) ∼= D(0,0) ⊕D(1,0) ⊕D(0,1) ⊕D(1,1) . (76)
The projection matrices on the according subspaces are denoted by P(0,0), P(1,0),
P(0,1), P(1,1), the q-antisymmetrizer by PA := P(1,0)+P(0,1), and the q-symmetrizer
by PS := P(0,0) + P(1,1) = 1− PA. With respect to the 4-vector basis
[2]2(PA)
ab
cd =
C0 0D CD
A0 2δAC −[4][2]
−1δAD λεC
A
D
0B −[4][2]−1δBC 2δ
B
D λεC
B
D
AB −λεABC −λε
AB
D 2ε
AB
XεC
X
D
where A, B, C, D run through {−,+, 3}. Uq(sl2(C)) possesses two universal R-
matrices, one of which is antireal R∗⊗∗ = R−1, the other one is real R∗⊗∗ = R21.
The ∗-algebra generated by P0, P−, P+, P3 with commutation relations
P0PA = PAP0 , PAPB ε
AB
C = −λP0PC , (77)
and ∗-structure P ∗0 = P0, P
∗
− = −q
−1P+, P
∗
+ = −qP−, P
∗
3 = P3 is the q-
Minkowski space algebra X = R1,3q . The center of R
1,3
q is generated by
m2 := PµPνη
µν = P 20 + q
−1P−P+ + qP+P− − P
2
3 , (78)
the mass Casimir, thus defining the 4-metric ηµν . It is related to the 3-metric by
ηAB = −gAB for A,B ∈ {−,+, 3}. The generators Pµ carry a 4-vector represen-
tation of H which in this particular basis is denoted by h ⊲ Pν = PµΛ(h)
ν
µ. It
turns X into a H-module ∗-algebra.
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The q-Poincare´ algebra A is the ∗-algebra generated by the q-Lorentz al-
gebra H = Uq(sl2(C)) and the q-Minkowski algebra X = R
1,3
q with cross commu-
tation relations
hPν = PµΛ(h(1))
µ
ν h(2) , (79)
for all h ∈ H. In other words, A is the Hopf semidirect product A = X ⋊H.
The left Hopf adjoint action of H on A is defined as
adLh ⊲ a := h(1)aS(h(2)) . (80)
The commutation relations (79) are precisely such that the left Hopf adjoint
action equals the 4-vector action adLh ⊲ Pν = PµΛ(h)
µ
ν . Any set of operators
with this property will be called a 4-vector operator. In particular we have
P− = adL(−q
− 1
2λ−1[2]
1
2 c) ⊲ P0
P+ = adL(q
1
2λ−1[2]
1
2 b) ⊲ P0
P3 = adL(λ
−1 (d− a)) ⊲ P0 ,
(81)
so, if we know the zero component of a 4-vector operator, we can easily compute
the other components.
B Gamma matrices for the real R-matrix
If the real R-matrix instead of the antireal one only the expressions for the γ-
matrices change slightly. We now have to observe that the different projector
decomposition of the R-matrix [39, 31] leads to γµγνP
µP ν = q3PµP
µ, which
differs from the antireal case by the factor q3. This implies (γ0)
2 = q3. Eq. (30)
now becomes
γ0 = q
3
2
(
0 1
1 0
)
, γA = q
3
2
(
0 q σA
−q−1σA 0
)
,
Eq. (31) reads
γ
(j)
0 = q
3
2
(
0 1
1 0
)
, γ
(j)
A = q
3
2 [2]
(
0 q ρj(JA)
−q−1ρj(JA) 0
)
,
and, finally, Eq. (33) has to be replaced by
γ˜0 =
(
0 q
3
2
q−
3
2 0
)
, γ˜A =
(
0 q
1
2 σ˜A
−q−
1
2 σ˜A 0
)
.
All other results remain unchanged.
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