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Abstract
Part I of this thesis presents methods for finding the primitive permutation
groups of degree d, where 2500 ≤ d < 4096, using the O’Nan–Scott Theorem
and Aschbacher’s theorem. Tables of the groups G are given for each O’Nan–
Scott class. For the non-affine groups, additional information is given: the
degree d of G, the shape of a stabiliser in G of the primitive action, the
shape of the normaliser N in Sd of G and the rank of N .
Part II presents a new algorithm NormaliserGL for computing the nor-
maliser in GLn(q) of a group G ≤ GLn(q). The algorithm is implemented in
the computational algebra system Magma and employs Aschbacher’s theo-
rem to break the problem into several cases. The attached CD contains the
code for the algorithm as well as several test cases which demonstrate the
improvement over Magma’s existing algorithm.
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Chapter 1
Introduction and important
theorems
As the title suggests, this work is in two parts, focusing on two problems
in computational group theory (CGT). We set the scene with a brief intro-
duction to CGT and an overview of what to expect from the body of the
work.
1.1 Computational group theory
The ability to concisely describe certain groups in terms of generators and
relations makes them relatively easy to manipulate computationally, and
computational group theorists exploit this property to answer algorithmic
questions about groups. The inception of CGT in the early 1900s arose from
Dehn’s proposition of, and partial solution to, the word problem: given
a group G described in terms of generators X and relations R, find an
algorithm to determine whether a word in X represents the identity. For a
nice introduction to CGT see [63]. The fruits of CGT are implemented in
computational algebra systems such as Magma [5] and GAP [23]. We make
heavy use of Magma throughout this work, and the database and algorithm
we produce will be added to Magma.
The main areas of CGT include permutation groups, matrix groups,
black box groups and representation theory. This work focuses on problems
from two of these areas: permutation groups in Part I and matrix groups in
Part II. The theory for dealing with permutation groups is well developed
and most structural properties of permutation groups of ‘reasonable’ degree
and order can be readily computed. (Here ‘reasonable’ means degree in the
low hundred thousands and log of order in the low hundreds.) Part I of
this thesis extends the database of primitive permutation groups to those of
degree less than 4096.
In comparison, matrix groups are hard to manipulate computationally
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and efficient algorithms are in demand. The international Matrix Group
Recognition Project aims to produce and implement effective algorithms for
computing with matrix groups and in Part II we contribute to this project
by describing an algorithm for computing the normaliser in the general lin-
ear group of a matrix group. In theoretical computer science, a universally
accepted measure of efficiency is polynomial-time computation, that is com-
putation running in time polynomial in the input size. We shall not analyse
the complexity of our algorithms, but will give brief, heuristic justifications
for their efficiency.
1.1.1 What is to come
The rest of this chapter presents some notation and definitions which will
hold in general for this thesis. This is followed by some well-known theorems
and facts which will be repeatedly referred to throughout the work. In Part I
we classify the primitive permutation groups of degree less than 4096, using
the O’Nan–Scott Theorem as a framework, and in Part II we present an
algorithm which uses Aschbacher’s theorem to compute the normaliser of a
matrix group in the general linear group.
3
1.2 Notation and definitions
The following statements and notation apply throughout this work, unless
otherwise stated. Many of these definitions and notations are standard but
given for clarification. In general we assume all groups to be finite, however
some results also hold for infinite groups.
1.2.1 Notation
The identity element of G is written idG or 1. The cyclic group Za is often
denoted by its order a. The notation Z(G) denotes the centre of a group G.
The notation H ≤max G indicates that H is a maximal subgroup of G. Let
n be positive integer, then the dihedral group of order 2n is denoted D2n
and [n] denotes an unspecified soluble group of order n, after the notation
of [32]. The greatest common divisor of integers a and b is denoted by (a, b).
Maps are usually written on the right and it will be clearly stated when this
is not the case. Conjugation is sometimes written in exponential notation.
Magma All Magma functions are written in this font. A group G is CS
if it has computable subgroups in Magma V2.14–12, that is the function
HasComputableSubgroups(G) returns true. In this thesis we make fre-
quent use of the Magma function MaximalSubgroups(G), which computes
conjugacy class representatives of the maximal subgroups of a matrix group
G, as follows. If G is soluble, then its maximal subgroups are computed
directly. If G has a non-abelian composition factor C, then Magma uses
a database to find the maximal subgroups of C before calculating suitable
preimages of these groups in G, which correspond to maximal subgroups of
G.
All computations were performed in Magma on a standard postgraduate
desktop computer with the Linux operating platform.
Matrix groups Let q be a prime power. We denote the Galois field of
order q by Fq and the multiplicative group of this field by F∗q . The group
GLn(q) = GLn(Fq) consists of all invertible n × n matrices with entries in
the field Fq and In denotes the n×n identity matrix. The centre of GLn(q)
consists of all scalar matrices with entries in F∗q . Hence F∗q ∼= Z(GLn(q)) and
we sometimes identify these objects.
The n-dimensional vector space over Fq will typically be denoted by V
and we frequently denote the standard or natural basis
{(1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1)}
of V by {e1, e2, . . . , en}. We denote the additive group associated with V
by V +, and idV + = 0V . The transpose of a vector or matrix x is denoted
by xT and we define x−T := (x−1)T . We sometimes denote by (aij)n×m the
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n×m matrix with aij in the ith row and jth column. Given a vector space
V we denote by GL(V ) the group of all invertible matrices corresponding
to linear transformations of V . We use the notation of [32] for all classical
groups with a few stated exceptions. The linear, symplectic and unitary
simple groups are denoted Ln(q), S2m(q) and Un(q) respectively.
Permutation groups Cycle notation (a1 a2 . . . an) is used for permuta-
tions. The symmetric group of all permutations of the set Ω is denoted by
Sym(Ω), or Sn, where Ω = {1, 2, . . . , n}.
1.2.2 Definitions
Group actions Let G act on the set Ω. The (setwise) stabiliser in G
of a subset ∆ ⊂ Ω is G∆ := {g ∈ G : δg ∈ ∆, for all δ ∈ ∆}. This is
also written StabG(∆). The orbit of ∆ under the action of G is the set
∆g = {δg :g ∈ G, δ ∈ ∆}. We usually use this exponential notation for
group actions. The following theorem is well-known.
Theorem 1.2.1 (Orbit-Stabiliser Theorem). The size of the orbit of α ∈ Ω
is equal to |G:Gα|.
The action of G on Ω is faithful if the only element of G which stabilises
every element of Ω pointwise is idG, in other words, G is isomorphic to a
subgroup of Sym(Ω). The action of G on Ω is transitive if it has precisely
one orbit and intransitive otherwise. The action of G is regular if it is
transitive and Gα = {idG} for all α ∈ Ω, that is, |G| = |Ω|. When the action
is implicit, we will often say that the group itself is faithful, transitive or
regular.
The rank of G is the number of orbits of a point stabiliser of G. We
refer to the action of groups An and Sn on the set {1, . . . , n} as their natural
action.
Let G be a group acting on a vector space V := Fnq . Then V is a G-
module if (αv + βw)g = α(vg) + β(wg), for all g ∈ G, all v, w ∈ V and all
α, β ∈ Fq.
Group extensions Let K G and suppose G/K ∼= H. Then G is an ex-
tension of H by K and we write G = H.K. Let H and K be two groups and
fix a homomorphism φ : H → Aut(K). Let G := {(h, k) : h ∈ H and k ∈
K} and define a product on G as follows
(h1, k1)(h2, k2) = (h1h2, k
h2φ
1 k2)
for all h1, h2 ∈ H and k1, k2 ∈ K. It is easy to check that G is a group with
identity element (idH , idK) and (h, k)
−1 = (h−1, (k−1)(hφ)−1). The group G
is the semidirect product or split extension of K by H (with action φ) and
we write G = K :H. The following is well-known.
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Lemma 1.2.2. Let G = H :K, then H  G, H ∩K = 1 and each element
g ∈ G can be uniquely expressed in the form hk, for some h ∈ H and some
k ∈ K, that is G = HK.
Unless otherwise stated, φ is the conjugation action of H on K and we
do not mention it specifically. A group extension which is not split is called
non-split and is denoted H·K. Let K ≤ Sym(Ω) where |Ω| = m. The
wreath product H oK is defined to be Hm :K where Hm = H × · · · ×H, the
mth direct power of H, and K acts on the m copies of H in the same way
that it acts on Ω.
Group structures Let H ≤ G, then
NG(H) := { g ∈ G : g−1hg ∈ H, for all h ∈ H }
denotes the normaliser of H in G and
CG(H) := {g ∈ G : gh = hg, for all h ∈ H }
denotes the centraliser of H in G.
The automorphism group Aut(G) is the group of automorphisms of the
group G. The inner automorphism group Inn(G)  Aut(G) consists of all
automorphisms which are induced by conjugation and Aut(G)/ Inn(G) =
Out(G), the outer automorphism group of G.
A G-module V = Fnq is reducible if it has a proper non-zero G-submodule
W . A G-module which is not reducible is called irreducible. A matrix
group whose natural module is reducible (or irreducible) is called a reducible
(respectively, irreducible) group. If G is irreducible when acting naturally
on Fnqe , for all e, then G is absolutely irreducible.
A non-trivial group is simple if it has no proper, non-trivial normal sub-
groups. A group G is almost simple if
Inn(T )G ≤ Aut(T ),
for some non-abelian simple group T . Note that T ∼= Inn(T ).
Let G be a finite group and suppose
1 = G0 G1  · · ·Gn = G,
where each composition factor Gi+1/Gi is simple. This is a composition
series for G and the set of composition factors of a composition series for
6
G is unique up to isomorphism and permutation, by the Jordan–Ho¨lder
Theorem. The group G is soluble if all of its composition factors are abelian
and a group which is not soluble is insoluble.
A chief series of G is a finite chain of normal subgroups of G
1 = N0 ⊆ N1 ⊆ · · · ⊆ Nn = G,
such that for i ∈ {1, . . . , n − 1} there is no normal subgroup H of G such
that Ni < H < Ni+1. The chief factor Ni+1/Ni is a minimal non-trivial
normal subgroup of G/Ni. The set of chief factors of G is unique up to
permutation and isomorphism between the factors.
Aschbacher structures The following definitions will be referred to when
describing the classes of Aschbacher’s theorem.
Definition 1.2.3. Let V := Fnq , then a map φ : V → V is semilinear if
there exists some σ ∈ Aut(Fq) such that
(v + w)φ = vφ+ wφ
and
(λv)φ = (λσ)(vφ)
for all v, w ∈ V and all λ ∈ Fq. The set of all invertible semilinear transfor-
mations of V forms ΓLn(q), the semilinear group of V .
Note that the field automorphism σ is uniquely determined by the map
φ.
The Kronecker product of matrices X and Y is defined as follows. Let
X = (xij) and Y = (ykl) be two square matrices of dimensions n and m,
respectively. The Kronecker product X ⊗ Y is given by
X ⊗ Y =

x11Y x12Y · · · x1nY
x21Y x22Y · · · x2nY
...
...
. . .
...
xn1Y xn2Y · · · xnnY
 ,
where
xijY =

xijy11 xijy12 · · · xijy1m
xijy21 xijy22 · · · xijy2m
...
...
. . .
...
xijym1 xijym2 · · · xijymm
 .
A central product of two groups H and K is given by
H ◦K = (H ×K)/X
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where X := {(λ, λ−1) : λ ∈ Z(H), λ−1 ∈ Z(K)}.
Let Fr < Fq and let G ≤ GLn(q). If G is conjugate to a subgroup of
GLn(r) we say that G can be written over Fr.
This concludes our notation and definitions. We will repeatedly refer to
this section in subsequent chapters.
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1.3 The classification of finite simple groups
Simple groups are essentially the building blocks of all groups, since every
finite group can be composed from simple groups by using group extensions.
The following theorem is one of the most important in finite group theory
and is fundamental to our study.
Theorem 1.3.1 (The Classification of the Finite Simple Groups). Let G
be a finite simple group, then G belongs to at least one of the following
categories.
1. The cyclic groups Zp, of prime order p: the abelian simple groups.
2. The alternating groups An, for n ≥ 5.
3. The simple groups of Lie type: including classical groups and excep-
tional groups.
4. One of 26 sporadic groups.
The proof of this theorem is the result of work by hundreds of authors,
extending over thousands of pages. It will be used throughout the thesis.
The cyclic and alternating groups are well understood and the simple
classical groups of Lie type are described in detail in Section 1.5. The
exceptional groups are made up of ten families, each of which is derived
from a Lie algebra of specific dimension. Using the notation of the ATLAS
of Finite Simple Groups [15], the untwisted exceptional groups are:
E6(q),E7(q),E8(q),F4(q) and G2(q),
and the twisted exceptional groups are:
2B2(2
2m+3), 3D4(q),
2G2(3
2m+3), 2F4(2
2m+3) and 2E6(q),
where q is a prime power and m ≥ 0. The groups 2B2(q) are also known
as the Suzuki groups (Suz(q)) and 2F4(2)
′ is also called the Tits group.
The groups 2F4(2
2m+3) and 2G2(3
2m+3) are also known as Ree groups of
characteristic 2 and 3, respectively.
The 26 sporadic groups are:
M11,M12,M22,M23,M24, J1, J2, J3, J4,Co1,Co2,Co3,
Fi22,Fi23,Fi
′
24,HS,McL,He,Ru,Suz,O
′N,HN,Ly,Th,B,M.
Detailed information on the finite simple groups can be found in [15].
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1.4 Schur’s lemma
The following lemma is very important in representation theory. A proof
can be found in [34, Theorem 1.4].
Lemma 1.4.1 (Schur’s lemma). Let A : G→ GLn(F ) and B : G→ GLn(F )
be two irreducible matrix representations, of dimension n, of a group G over
a (finite or infinite) field F and suppose there exists a matrix L, such that
LA(g) = B(g)L for all g ∈ G. Then either L = 0 or L is non-singular and
hence invertible.
We use Schur’s Lemma 1.4.1 to prove a useful result.
Corollary 1.4.2. Let G ≤ GLn(q) be absolutely irreducible. Then the cen-
traliser of G in GLn(q) is F∗q, the scalar subgroup of GLn(q).
Proof. We apply Lemma 1.4.1 to G and let A = B. Since G is absolutely
irreducible it is irreducible over the algebraic closure of Fq, which we write
as Fq. Let L ∈ GLn(Fq) such that LA(g) = A(g)L, for all g ∈ G. Then
since Fq is algebraically closed, the matrix L has an eigenvalue; call it λ. By
definition, (L− λIn) is not invertible and for all g ∈ G
LA(g)− λA(g) = A(g)L− λA(g)
(L− λIn)A(g) = A(g)(L− λIn)
so (L−λIn) = 0 by Lemma 1.4.1 and hence L is a scalar matrix. We deduce
that CGLn(Fq)(G) ≤ F
∗
q and therefore
CGLn(q)(G) = CGLn(Fq)(G) ∩GLn(q) ≤ F∗q .
Note that λIn centralises G, for all λ ∈ F∗q , and hence CGLn(q)(G) = F∗q .
This result will be used numerous times in the chapters to come.
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1.5 The classical groups
1.5.1 Introduction
The simple classical groups form part of one of the families of groups given
in the Classification of Finite Simple Groups, Theorem 1.3.1. In this section
we introduce some more general notation and definitions, before describing
the classical groups and then the simple classical groups. We give some facts
relating to these groups which will be needed in later chapters.
Throughout this chapter, n is a positive integer, q is a prime power and
V := Fnq .
1.5.2 Forms
A classical group consists of matrices which preserve a classical form. We
now define some forms and explain what it means for a group to preserve a
form.
Definition 1.5.1. A sesquilinear form is a map f : V ×V → Fq such that for
all v, v1, v2, w, w1, w2 ∈ V , for all λ, µ ∈ Fq and for some fixed σ ∈ Aut(Fq)
the following hold:
1. (v1 + v2, w)f = (v1, w)f + (v2, w)f ,
2. (v, w1 + w2)f = (v, w1)f + (v, w2)f ,
3. (λv,w)f = λ (v, w)f ,
4. (v, µw)f = µσ (v, w)f .
A form f : V × V → Fq is bilinear if it is linear in both variables. This is
a special case of the sesquilinear form where σ is the identity map. A form
f : V × V → Fq is symmetric if (v, w)f = (w, v)f for all v, w ∈ V .
The group G ≤ GLn(q) preserves a sesquilinear form f if (vg, wg)f =
(v, w)f for all v, w ∈ V and all g ∈ G. We say G preserves f up to scalar
multiplication if for each g ∈ G there exists λ ∈ F∗q such that (vg, wg)f =
λ (v, w)f .
Fix a sesquilinear form f and let {e1, e2, . . . , en} be the standard basis
for V
{(1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, 0, . . . , 1)}.
We can represent f by the matrix F := ((ei, ej)f)n×n. This is the n × n
matrix with (i, j)th entry (ei, ej)f .
Let w ∈ V and let σ ∈ Aut(Fq). Suppose w = (b1, b2, . . . , bn), for some
bi ∈ Fq, then we define wσ = (b1σ, . . . , bnσ).
Lemma 1.5.2. Let v, w ∈ V and σ be the automorphism of Fq associated
with f . Then vF (wσ)T = (v, w)f .
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Proof. Let v = (a1, a2, . . . , an) and w = (b1, b2, . . . , bn) and note that w
Tσ =
(wσ)T . The matrix F is
(e1, e1)f (e1, e2)f · · · (e1, en)f
(e2, e1)f (e2, e2)f · · · (e2, en)f
...
...
. . .
...
(en, e1)f (en, e2)f · · · (en, en)f
 .
We refer to the conditions given in Definition 1.5.1.
vF (wσ)T = (a1, . . . , an)F (w
Tσ)
=
( n∑
i=1
ai (ei, e1)f, . . . ,
n∑
i=1
ai (ei, en)f
)
(wTσ)
=
(( n∑
i=1
aiei, e1
)
f, . . . ,
( n∑
i=1
aiei, en
)
f
)
(wTσ) by conditions 1 and 3.
= ((v, e1)f, . . . , (v, en)f) (w
Tσ)
=
n∑
j=1
bjσ (v, ej)f
= (v,
n∑
j=1
bjej)f by condition 4.
= (v, w)f.
The form f and its associated matrix F uniquely determine one another
and we say that F is the matrix of f . Let σ ∈ Aut(Fq) and let g ∈ GLn(q),
then we write gσ for the matrix obtained by applying σ to the entries of g.
Lemma 1.5.3. Suppose G ≤ GLn(q) preserves the form f , then gF (gTσ) =
F , for all g ∈ G.
Proof. Note that (gσ)T = gTσ. Let v, w ∈ V , then
v(gFgTσ)(wTσ) = vgF (wg)Tσ
= (vg, wg)f
= (v, w)f,
so gF (gTσ) = F , since F is uniquely determined by f .
Similarly, G preserves f up to scalar multiplication if and only if there
exists λ ∈ Fq such that gF gTσ = λF for all g ∈ G. We now define another
type of form.
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Definition 1.5.4. The map Q : V → Fq is a quadratic form if there exists
a symmetric bilinear form fQ such that for all v, w ∈ V
(v, w)fQ = (v + w)Q− vQ− wQ,
and (λv)Q = λ2(vQ) for all v ∈ V and all λ ∈ Fq. The form fQ is the
associated symmetric form of Q.
When q is odd, Q is uniquely determined by fQ, since
(v, v)fQ = (v + v)Q− 2(vQ)
= (2v)Q− 2(vQ)
= 2(vQ).
We can deduce from the quadratic form Q a matrix MQ = (mij)n×n
such that for all v ∈ V
vQ = vMQv
T ,
however there are many possible choices for MQ, so it is useful to define a
standardised version.
Let M := (mij)n×n and M ′ := (m′ij)n×n be two matrices representing
the form Q and let v = (a1, a2, . . . , an), then
vQ =
n∑
j=1
n∑
i=1
aimijaj =
n∑
j=1
n∑
i=1
aim
′
ijaj ,
so mii = m
′
ii for all i and mij +mji = m
′
ij +m
′
ji for all i, j. We standardise
MQ to the unique upper triangular matrix M
∗
Q = (m
∗
ij)n×n given by
m∗ij =

mii i = j
mij +mji i < j
0 i > j,
then vM∗Qv
T = vMQv
T .
As in the sesquilinear case, a group G ≤ GLn(q) preserves the quadratic
form Q : V → Fq if and only if vQ = (vg)Q for all v ∈ V and all g ∈ G.
Then (vg)M∗Q(vg)
T = vM∗Qv
T and hence
(gM∗Qg
T )∗ = (gMQgT )∗ = M∗Q,
for all g ∈ G.
Lemma 1.5.5. Let Q be a quadratic form with associated matrix MQ and let
M∗Q be as defined above. Then v(M
∗
Q +M
∗T
Q )w
T = (v, w)fQ, the associated
symmetric form of Q.
13
Proof. First consider
(v + w)Q = (v + w)MQ(v + w)
T
= (v + w)MQ(v
T + wT )
= vMQv
T + vMQw
T + wMQv
T + wMQw
T .
Therefore
(v, w)fQ = (v + w)Q− vQ− wQ
= vMQw
T + wMQv
T
= vMQw
T + (wMQv
T )T since wMQv
T is a scalar value
= vMQw
T + vMTQw
T
= v(MQ +M
T
Q)w
T
= v(M∗Q +M
∗T
Q )w
T ,
since MQ +M
T
Q = M
∗
Q +M
∗T
Q . Thus the claim is proved.
The next definition gives a criterion for a form to be “well-behaved”.
Definition 1.5.6. A sesquilinear form f is non-degenerate if
• for each 0 6= v ∈ V there exists w ∈ V such that (v, w)f is non-zero,
and
• for each 0 6= w ∈ V there exists v ∈ V such that (v, w)f is non-zero.
A quadratic form is non-degenerate if its associated symmetric form is non-
degenerate.
A sesquilinear form is reflexive if
(v, w)f = 0 if and only if (w, v)f = 0.
It can be shown that there are essentially only three different types of reflex-
ive non-degenerate sesquilinear forms: symmetric bilinear, symplectic and
unitary. See, for example, [69, Theorem 7.1]. We now introduce the classical
groups along with the forms they preserve.
1.5.3 Linear
The general linear group GLn(q) consists of all invertible n×n matrices with
entries in Fq. This group preserves the trivial bilinear form (v, w)f = 0 for
all v, w ∈ V .
There is a chain of subgroups
SLn(q)GLn(q) ≤ ΓLn(q) ≤ ΓL2n(q).
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The special linear group SLn(q) is the subgroup of GLn(q) consisting of ma-
trices of determinant 1. Recall from Definition 1.2.3 that the group ΓLn(q)
consists of all invertible semilinear transformations of V . When n ≥ 3 the
group SLn(q) admits an inverse transpose automorphism, ι ∈ Aut(V ), given
by gι = g−T for all g ∈ GLn(q). We define the group
ΓL2n(q) :=
{
ΓLn(q):〈ι〉 n ≥ 3
ΓLn(q) n = 2.
The order of GLn(q) is q
n(n−1)/2∏n
i=1(q
i − 1). Let e be the integer such
that q = pe, for prime p, and let n ≥ 2. Table 1.1 gives the indices of the
linear-type groups in relation to each other. For proofs, see [32, Section 2.2].
Table 1.1: Indices of the linear-type groups
|GLn(q) : SLn(q)| q − 1
|ΓLn(q) : GLn(q)| e
|ΓL2n(q) : ΓLn(q)| 1 if n = 2
2 otherwise
1.5.4 Symplectic
Definition 1.5.7. The bilinear form f is symplectic if, for all v, w ∈ V
• (v, w)f = −(w, v)f , that is, f is skew symmetric;
• (v, v)f = 0.
Let f be a non-degenerate symplectic form on V , then the symplectic
group Spn(q) ≤ GLn(q) consists of all g ∈ GLn(q) which preserve f . The
dimension n is always even, so we often write Sp2m(q). The elements of
Spn(q) all have determinant 1 by [2, 22.4], so in fact Spn(q) ≤ SLn(q).
Note that given any two non-degenerate symplectic forms, their associated
symplectic groups are conjugate in GLn(q).
There is a chain of subgroups
Spn(q) CSpn(q) ≤ ΓSpn(q).
The conformal symplectic group CSpn(q) (sometimes called GSpn(q)) is the
set of g ∈ GLn(q) which preserve f up to scalar multiplication and CSpn(q)
is the normaliser in GLn(q) of Spn(q). The group ΓSpn(q) is the set of
g ∈ ΓLn(q) which preserve f up to automorphisms of Fq.
The order of Sp2m(q) is q
m2
∏m
i=1(q
2i−1). Let e be the integer such that
q = pe for prime p. By [32, Section 2.4], the indices of the symplectic-type
groups in relation to each other are given in Table 1.2.
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Table 1.2: Indices of the symplectic-type groups
|CSp2m(q) : Sp2m(q)| q − 1
|ΓSp2m(q) : CSp2m(q)| e
1.5.5 Unitary
The field Fq has an extension field Fq2 of degree 2, which is unique up to
isomorphism. Let σ ∈ Aut(Fq2) such that σ : λ→ λq. Then σ has order 2.
Definition 1.5.8. Let σ be defined as above. The sesquilinear form f :
V × V → Fq2 is unitary if, for all v, w ∈ V
(v, w)f = ((w, v)f)σ.
Let f be a non-degenerate unitary form on V , then the general unitary
group GUn(q) is the set of g ∈ GLn(q2) which preserve f . (Note that some
authors write this group as GUn(q
2).) Again, given two non-degenerate uni-
tary forms their associated general unitary groups are conjugate in GLn(q).
There is a chain of subgroups
SUn(q)GUn(q) ≤ CUn(q) ≤ ΓUn(q).
The special unitary group SUn(q) ≤ SLn(q2) contains the elements of GUn(q)
with determinant 1. The subgroup of GUn(q) which preserves f up to
scalar multiplication is the conformal unitary group CUn(q) and this is the
normaliser in GLn(q
2) of SUn(q). The group ΓUn(q) consists of the elements
of ΓLn(q
2) which preserve f up to field automorphism.
The group GUn(q) has order q
n(n−1)/2∏n
i=1(q
i − (−1)i). Let e be the
integer such that q = pe, for prime p, then Table 1.3 gives the indices of the
unitary-type groups with relation to each other. Proof of this can be found
in [32, Section 2.3].
Table 1.3: Indices of the unitary-type groups
|GUn(q) : SUn(q)| q + 1
|CUn(q) : GUn(q)| q − 1
|ΓUn(q) : CUn(q)| 2e
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1.5.6 Orthogonal
Let Q be a quadratic form on V with associated symmetric form fQ. When
n is even there are two distinct types of non-degenerate quadratic forms.
The even dimensional form types may be distinguished by the dimension d
of the maximal subspace W ≤ V such that wQ = 0, for all w ∈W (that is,
W is totally singular). We define the sign of a quadratic form Q to be
 =

◦ if n is odd
+ if n is even and d = n/2
− if n is even and d = n/2− 1.
In odd dimensions the sign ◦ shall be omitted when the meaning is clear.
Note that when q is even, fQ is a symplectic form and hence n is even.
Let Q be a non-degenerate quadratic form on V , then the set of g ∈
GLn(q) preserving Q is the general orthogonal group GO

n(q), where  ∈
{◦,+,−}, according to the sign of the form. There is a chain of subgroups
Ωn(q) SO

n(q)GO

n(q) ≤ COn(q) ≤ ΓOn(q).
The special orthogonal group is the subgroup SOn(q) ≤ GOn(q) consist-
ing of elements with determinant 1. There is a unique subgroup Ωn(q) of
SOn(q) of index 2, except when (n, q, ) = (4, 2,+). In the excepted case,
Ω+4 (2) is one of three subgroups of SO
+
4 (2) of index 2 (see [32, Proposition
2.5.9] for details). The conformal orthogonal group COn(q) preserves Q up
to scalar multiplication and is the normaliser in GLn(q) of Ω

n(q). The group
ΓOn(q) preserves Q up to scalars and field automorphisms.
Odd dimension
|GO2m+1(q)| = 2qm2
m∏
i=1
(q2i − 1).
Let e be the integer such that q = pe, for prime p, then Table 1.4 gives the
indices of the orthogonal-type groups in odd dimension, in relation to each
other, as proved in [32, Section 2.6].
Even dimension
|GO±2m(q)| = 2qm(m−1)(qm ∓ 1)
m−1∏
i=1
(q2i − 1).
Let e be the integer such that q = pe, for prime p, then Table 1.5 gives the
indices of the orthogonal-type groups in even dimension, in relation to each
other. See [32, Sections 2.7 and 2.8] for proof.
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Table 1.4: Indices of the orthogonal-type groups in odd dimension
|SO2m+1(q) : Ω2m+1(q)| 1 if m = 0
2 otherwise
|GO2m+1(q) : SO2m+1(q)| 2
|CO2m+1(q) : GO2m+1(q)| 12(q − 1)
|ΓO2m+1(q) : CO2m+1(q)| e
Table 1.5: Indices of the orthogonal-type groups in even dimension
|SO±2m(q) : Ω±2m(q)| 2
|GO±2m(q) : SO±2m(q)| (2, q − 1)
|CO±2m(q) : GO±2m(q)| q − 1
|ΓO±2m(q) : CO±2m(q)| e
1.5.7 The simple classical groups
The family of simple classical groups introduced in Theorem 1.3.1 consists of
the simple projective classical groups. We now describe the projective clas-
sical groups and explain which of them are not simple. Let Z := Z(GLn(q))
and recall that Z ∼= F∗q . A group G is quasisimple if it is perfect and G/Z(G)
is non-abelian simple. The quasisimple classical groups consist of SLn(q),
Spn(q), SUn(q), Ω
◦
n(q) and Ω
±
n (q), with the exception of certain small values
of n and q, given in Theorem 1.5.11.
Definition 1.5.9. For any group G ≤ GLn(q) we write PG := G/(G ∩ Z)
for the projective group associated with G. Equivalently, PG represents the
group G reduced modulo scalars.
The projective general linear group is denoted PGLn(q) := GLn(q)/Z
and the projective special linear group is PSLn(q) := SLn(q)/(SLn(q) ∩ Z).
This is usually denoted simply Ln(q) and the projective versions of Spn(q),
SUn(q) and Ω

n(q) for  ∈ {◦,+,−} are respectively denoted Sn(q), Un(q)
and PΩn(q).
The centres of the quasisimple classical groups given here for reference.
For proof, see [15]. Note that x−  = x− 1 or x + 1, accordingly as  = +
or −.
Lemma 1.5.10. Let G ≤ GLn(q) be a quasisimple classical group, then the
centre of G is given in the following table.
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G Z(G)
SLn(q) (q − 1, n)
Spn(q) (q − 1, 2)
SUn(q) (q + 1, n)
Ωn(q) 1
Ω2m(q) (4, q
m − )/(2, qm − )
The following theorem is well-known. See, for example [32, Proposition
2.9.1].
Theorem 1.5.11. The following classical groups are not simple: L2(q) for
q ≤ 3, PΩ±2 (q), PΩ+4 (q), U3(2). With the exception of these and (possibly
isomorphic) groups given below, all groups Ln(q), Sn(q), Un(q) and PΩ

n(q)
(where  ∈ {+,−, ◦}) are simple. Furthermore, the list below includes all
isomorphisms between pairs of classical or alternating groups.
L2(4) ∼= L2(5) ∼= A5 L3(2) ∼= L2(7)
L2(9) ∼= S4(2)′ ∼= A6 L4(2) ∼= A8
U2(q) ∼= S2(q) = L2(q) U4(2) ∼= S4(3)
PΩ2m+1(2
e) ∼= S2m(2e), e ≥ 1 PΩ3(q) ∼= L2(q), q odd
PΩ5(q) ∼= S4(q), q odd PΩ−4 (q) ∼= L2(q2)
PΩ+6 (q)
∼= L4(q) PΩ−6 (q) ∼= U4(q)
We usually treat the above groups as the right hand side of the isomor-
phism. The following theorem is another standard fact.
Theorem 1.5.12. Let G be one of {Ln(q), Sn(q), Un(q), PΩn(q)} and let
n and q be such that G is simple. Then the full automorphism group of
G is {PΓL2n(q), PΓSpn(q), PΓUn(q), PΓOn(q)}, respectively, except when
G = S4(q), with q even, and when G = PΩ
+
8 (q).
The excepted groups each admit an extra automorphism such that
|Aut(S4(q)) : PΓSp4(q)| = 2
and
|Aut(PΩ+8 (q)) : PΓO+8 (q)| = 3.
We now give the outer automorphism groups Out(G) := Aut(G)/ Inn(G)
of the simple classical groups G, for future reference.
Theorem 1.5.13. Let G be a simple classical group and let q = pf for some
prime p. Then the structure of Out(G) is given in Table 1.6.
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Table 1.6: Outer automorphism groups of classical groups G
G Out(G) Conditions
Ln(q) Z(n,q−1) : Zf : Z2 n ≥ 3
Z(2,q−1) × Zf n = 2
S2m(q) Zf q even
Z2 × Zf q odd
Un(q) Z(n,q+1) : Z2f
PΩ◦2m+1(q) Z2 × Zf q odd, m ≥ 1
PΩ+2m(q) Z2 × Zf q even
Z2 × Z2 × Zf q odd, m(q − 1)/2 odd
D8 × Zf q odd, m(q − 1)/2 even
PΩ−2m(q) Z2f q even
Z2 × Z2f q odd, m(q − 1)/2 even
D8 × Zf q odd, m(q − 1)/2 odd
Proof. See [32, Sections 2.2–2.8].
In Part II of this work it will be useful to know precisely which qua-
sisimple classical groups are soluble. The following result is taken from [32,
Proposition 2.9.2]
Lemma 1.5.14. Let G be one of SLn(q), Spn(q), SUn(q) or Ω

n(q). Then G
is soluble if and only if either n = 1 or G is one of SL2(2), SL2(3), Sp2(2),
Sp2(3), SU2(2), SU2(3), Ω
±
2 (q), SU3(2), Ω3(3), Ω
+
4 (2) or Ω
+
4 (3).
This concludes our introduction to the classical groups and their prop-
erties. This section will be referred to numerous times in the following
chapters.
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1.6 Aschbacher’s theorem
Let G be a classical group, then Aschbacher’s theorem [1] states that a
maximal subgroup of G lies in at least one of nine classes. This theorem is an
important tool for the Matrix Group Recognition Project, as it enables us to
break down a matrix group problem into cases. Here we restrict our interest
to groups G ≤ GLn(q) and state a version of Aschbacher’s theorem which
classifies all subgroups of G, including those which are non-maximal. We
give a brief description of the nine Aschbacher classes, though more details
of class Ci where i ∈ {1, 2, 3, 5, 8} can be found in Part II. Throughout, let
n be a positive integer, let q be a prime power and let V be the vector space
Fnq .
Theorem 1.6.1 (Aschbacher’s theorem). A subgroup G ≤ GLn(q) belongs
to at least one of the classes C1 to C9, which are defined below.
We now give a brief description of each Aschbacher class Ci. For 1 ≤ i ≤
8 there is a geometric structure associated with Ci, and we present the full
stabiliser in GLn(q) of this structure.
1.6.1 C1: Reducible
Aschbacher class C1 consists of reducible groups. Recall that a group G acts
reducibly on V if there exists a proper non-trivial subspace W of V such
that Wg = W for all g ∈ G.
Let M be the full stabiliser in GLn(q) of some subspace W and let
{e1, e2, . . . , en} := {(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, 0, . . . , 0, 1)}
be the standard basis for V . Fix 1 ≤ k < n and let W = 〈e1, . . . , ek〉, then
there exists some c ∈ GLn(q) such that M c consists of matrices of the form(
A 0
X B
)
,
where A ∈ GLk(q), B ∈ GLn−k(q) and X is an arbitrary (n− k)× k matrix
with entries in Fq. The group M c has the structure
Fk(n−k)q :(GLk(q)×GLn−k(q)).
If a group is not in C1, then it is irreducible.
1.6.2 C2: Imprimitive
Aschbacher class C2 consists of irreducible groups which act imprimitively
on V . A group G is imprimitive if there exists a direct sum decomposition
of V into subspaces of equal dimension:
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V = W1 ⊕W2 ⊕ · · · ⊕Wt,
such that for all g ∈ G, and all 1 ≤ i ≤ t, there exists some 1 ≤ j ≤ t
satisfying Wig = Wj . We call the set {W1, . . . ,Wt} a system of blocks for
G.
Let dim(Wi) = k, then the full stabiliser in GLn(q) of the vector space
decomposition is isomorphic to GLk(q) o St, where St acts on GLk(q) by
permuting the blocks.
1.6.3 C3: Semilinear
Recall from Definition 1.2.3 that group of all semilinear automorphisms of
the vector space Fnq is denoted by ΓLn(q). Let s > 1 be a proper divisor
of n, then we can realise V as a n/s-dimensional vector space over Fqs by
choosing an Fq-basis of the field extension Fqs . If the elements of G act
on V as semilinear automorphisms of this n/s-dimensional space, then G is
isomorphic to a subgroup of ΓLn/s(q
s).
Aschbacher class C3 consists of irreducible groups which act as semilin-
ear automorphisms on V = Fn/sqs . The full stabiliser in GLn(q) of F
n/s
qs is
isomorphic to ΓLn/s(q
s).
The remaining Aschbacher classes contain only absolutely irreducible
groups.
1.6.4 C4: Tensor Product
We give only a brief description of this class as it does not feature heavily
in our work. An absolutely irreducible group G lies in C4 if it preserves
a tensor decomposition V := V1 ⊗ V2. The spaces V1, V2 have dimensions
n1, n2 > 1, respectively, where n1n2 = n and n1 6= n2 (recall the definition
of the Kronecker product from Section 1.2).
A C4-group G is a central product (see Section 1.2) of absolutely irre-
ducible groups H ≤ GL(V1) and K ≤ GL(V2), which can be constructed as a
Kronecker product. The full stabiliser in GLn(q) of the tensor decomposition
is GL(V1) ◦GL(V2).
1.6.5 C5: Subfield
Let G be an absolutely irreducible group, then G belongs to C5 if there exists
a proper subfield Fq0 ⊂ Fq, where q = qr0 for some prime r, such that G is
conjugate to a subgroup of GLn(q0)F∗q . In other words, there exists some
t ∈ GLn(q) and some elements (βg)g∈G of F∗q such that βgt−1gt ∈ GLn(q0)
for all g ∈ G. The full stabiliser in GLn(q) of Fnq0 is GLn(q0)F∗q .
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1.6.6 C6: Extraspecial Normaliser
Let Φ(G) denote the Frattini subgroup of G.
Definition 1.6.2. A p-group G, for prime p, is extraspecial if Z(G) =
Φ(G) = G′ and the group Z(G) has order p.
More details about the extraspecial groups, including the following facts,
can be found in [59, Section 5.3]. An extraspecial p-group G is a cen-
tral product of m non-abelian subgroups of order p3, and has order p2m+1.
Conversely, a finite central product of non-abelian groups of order p3 is an
extraspecial group. For any prime p and m ≥ 1 there are two isomorphism
types of extraspecial p-groups of order p1+2m. When p is odd they have
exponents p and p2. When p = 2 they consist of either a central product of
m copies of the dihedral group D8, denoted by 2
1+2m
+ , or m− 1 copies of D8
and one copy of the quaternion group Q8, denoted by 2
1+2m
− .
Definition 1.6.3. An absolutely irreducible group G lies in Aschbacher
class C6 if E G ≤ NGLn(q)(E), for some extraspecial p-group E.
Let E be an extraspecial group, then the full stabiliser in GLn(q) of E
is NGLn(q)(E). We now describe the normalisers of the extraspecial groups.
Lemma 1.6.4. Let G ≤ GLn(q) be a p-group in C6, then one of the following
is true:
• p is odd, q ≡ 1 mod p and G normalises an extraspecial p-group of
order p1+2m.
p1+2m G ≤ p1+2m.Sp2m(p).F∗q .
• p = 2, q ≡ 1 mod 4 and G normalises a 2-group of symplectic type.
21+2m G ≤ F∗q ◦ (4 ◦ 21+2m).Sp2m(2), where  ∈ {+,−}.
• n = 2, q ≡ 3 mod 4 and G = 21+2− .O−2 (2).F∗q.
We will occasionally refer to extraspecial groups using the notation given
here.
1.6.7 C7: Tensor Induced
Let G be an absolutely irreducible group, then G is in C7 if it preserves a
decomposition of V as a symmetric tensor product V1 ⊗ · · · ⊗ Vt with t > 1,
n = mt and dim(Vi) = m for all i. The action of G permutes the components
of the product transitively and G/Z(G) ≤ PGLt(q) o St. The full stabiliser
in GLn(q) of this decomposition has the form
(GLm(q)⊗ · · · ⊗GLm(q)): St .
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1.6.8 C8: Classical
The simple classical groups are given in Theorem 1.5.11. An absolutely
irreducible group G lies in class C8 if there is a quasisimple classical group
C in its natural representation such that
C G ≤ NGLn(q)(C).
The stabiliser in GLn(q) of C is NGLn(q)(C), the form of which can be found
in Section 1.5.
Note that some authors define C8 to consist of all groups preserving a non-
degenerate form, up to scalar multiplication, and also all groups containing
SLn(q). In Chapter 13 we also consider a class C′8 which is related to C8 and
consists of all absolutely irreducible groups which preserve a non-degenerate,
non-trivial classical form.
1.6.9 C9: Almost Simple
Aschbacher class C9 consists of groups G satisfying the following conditions.
There exists a non-abelian simple group T such that T  G/Z ≤ Aut(T )
and the normal subgroup Z.T is absolutely irreducible, preserves no non-
degenerate classical form, is not in C5 and does not contain SLn(q).
1.6.10 Common variants on the theorem
Aschbacher’s theorem is widely used as a tool in computational group theory
and especially in the Matrix Group Recognition Project, since the analysis
of a group is helped by knowledge of the Aschbacher classes containing it.
Many variants of this theorem exist, to suit different authors’ needs. For ex-
ample, Aschbacher’s original theorem classifies only the maximal subgroups
of a classical group, while we have altered the class definitions to include all
subgroups.
For algorithmic tasks, certain Aschbacher classes may have particularly
efficient methods associated with them, such as C8, so we introduce the
related class C′8 to include as many groups as possible. Conversely, some
classes are difficult to handle computationally and we would like the number
of groups falling into this category to be small, such as the classes we do
not examine in Part II: {C4, C6, C7, C9}. We have also tried to reduce the
overlap between the classes as those stated in the original theorem are far
from disjoint. For example we have insisted that all reducible groups lie in
C1 and all irreducible but not absolutely irreducible groups lie in C3.
More detailed descriptions of Ci, for i ∈ {1, 2, 3, 5, 8} are given in Part II.
This concludes our description of the Aschbacher classes and also our general
introduction. We now move on to the first part of the work, classifying
primitive permutation groups.
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Part I
The primitive permutation
groups of degree less than
4096
25
Chapter 2
Introduction to primitive
permutation groups
We extend the classification of the primitive permutation groups to degree
less than 4096. We shall begin by defining primitive groups and motivating
their study before presenting some background to the area. In this part of
the thesis all groups are finite.
2.0.11 Primitive groups
Let the group G act on the set Ω and let αg denote the action of a group
element g on α ∈ Ω. A subset ∆ of Ω is a block for G if for all g ∈ G either
∆g = ∆ or ∆g ∩∆ = ∅.
The action of G is primitive if it is transitive and all blocks are trivial, that
is either |∆| = 1 or ∆ = Ω. We refer to a group itself as primitive when
there is no ambiguity about the associated action. An intransitive group G
with an orbit of size k is isomorphic to a subgroup of Sk×Sn−k. A transitive
group which is not primitive is imprimitive. If G preserves a block of size
k, with 1 < k < n, then all blocks have size k, and G is isomorphic to a
subgroup of Sk oSn/k, with the imprimitive action.
To motivate our study, note that a permutation group is either transitive
or is a subdirect product of transitive groups, while a transitive group is
either primitive or is a subgroup of an iterated wreath product of primitive
groups. Hence primitive groups can be viewed as the building blocks of all
permutations groups and their classification helps us to better understand
the structure of permutation groups in general.
2.1 History
The earliest reference to primitive groups is in the work of Ruffini in 1799,
where he divided non-cyclic permutation groups into intransitive, imprim-
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itive and primitive cases while trying (unsuccessfully) to prove the insolu-
bility of the general quintic equation. In 1871 Jordan [30] made one of the
first attempts at classifying the primitive groups up to degree 17, one of his
many significant achievements relating to primitive groups. Some of Jor-
dan’s enumerations were later corrected by Cole [14] and Miller [44, 45, 46,
47, 49, 48, 50] in the last years of the 19th century. The work of Martin [43]
in 1901 and Bennett [4] in 1912 completed the classification up to degree 20.
At this stage, the lists of groups were getting too big to work with by
hand without a high chance of error and little significant progress was made
until the birth of symbolic computation in the 1960s. Sims [66] classified all
the primitive groups up to degree 50 as well as correcting the existing classifi-
cations. The full lists were never published, but were available to the math-
ematical community and eventually formed one of the earliest databases
in computational group theory. Further important developments were made
following the announcement of the Classification of the Finite Simple Groups
(CFSG) (given here as Theorem 1.3.1). In 1988 Dixon and Mortimer [18]
used the O’Nan–Scott Theorem to classify all non-affine primitive permuta-
tion groups of degree less than 1000: the numbers of affine groups of these
degrees are too large to be handled without computers. These groups were
made into a database in GAP by Theißen [70] together with the soluble affine
type groups of degree less than 255, which were classified by Short [65].
More recently Eick and Ho¨fling [20] classified all soluble affine groups
of degree less than 6561 and Roney-Dougal and Unger [62] classified all
affine groups of degree less than 1000. In 2005 Roney-Dougal [61] classified
all primitive permutation groups of degree less than 2500, simultaneously
checking and correcting the existing results. As a consequence we shall only
consider primitive permutation groups of degree greater than 2499: however,
Thomas Breuer has recently found a missing cohort of groups in [61], see
Section 7.1 for more details.
This work extends the classification of the primitive permutation groups
up to degree 4095, using the framework of the O’Nan–Scott Theorem and
with Aschbacher’s theorem and CFSG as important tools. A reduced version
of this part of the thesis forms a paper [16]. Section 2.2 sets out some
definitions and results that will be needed throughout the investigation and
subsequent sections treat each O’Nan–Scott class in turn, explaining in detail
how the primitive groups are found, and presenting tables of data. For some
of the classes it is possible to automate almost all of the process, while for
others it is necessary to perform some theoretical calculations. Chapter 7
discusses the missing cohort in [61], the methods used to ensure accuracy
in computation and presentation, and gives suggestions for further work in
the area. The groups will be added to the primitive group databases of GAP
[23] and Magma [5].
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2.2 Preliminary results
We now state a few results which will be needed for the classification. A
useful reference for more details is [19].
2.2.1 The O’Nan–Scott Theorem
The socle of a group G is the subgroup generated by the minimal normal
subgroups of G and is denoted by Soc(G). By [19, Corollary 4.3B], the socle
of a finite primitive group is isomorphic to the direct product of one or more
copies of a simple group T . The following theorem classifies the primitive
permutation groups according to the structure of their socles.
Theorem 2.2.1 (O’Nan–Scott Theorem). Let G be a primitive permutation
group of degree d, and let H := Soc(G) ∼= Tm with m ≥ 1. Then one of the
following holds.
1. H is regular and
(a) Affine type: T is cyclic of order p, so |H| = pm. Then d =
pm and G is permutation isomorphic to a subgroup of the affine
general linear group AGLm(p). We call G an “affine type” group.
(b) Twisted wreath product type: m ≥ 6, the group T is non-
abelian and G is a group of “twisted wreath product type”, with
d = |T |m.
2. H is non-regular and non-abelian and
(a) Almost simple: m = 1 and T ≤ G ≤ Aut(T ).
(b) Product action: m ≥ 2 and G is permutation isomorphic to a
subgroup of the product action wreath product P o Sm/l of degree
d = nm/l. The group P is primitive of type 2.(a) or 2.(c), P has
degree n and Soc(P ) ∼= T l, where l ≥ 1 divides m.
(c) Diagonal type: m ≥ 2 and Tm ≤ G ≤ Tm·(Out(T )×Sm), with
the diagonal action. The degree d = |T |m−1.
We can see immediately that there are no twisted wreath product type
groups of degree less than 606 and so we do not consider this class further.
The other cases are described in detail in Chapters 3, 4, 5 and 6, following
the order above.
Note that our definition of product action groups is more restrictive
than that given by some authors. This is in order to make the O’Nan–Scott
classes disjoint, as will be shown in Lemma 7.2.1.
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2.2.2 Maximal subgroups and point stabilisers
We will frequently make use of the following lemma.
Lemma 2.2.2. Let G be a faithful transitive subgroup of Sym(Ω).
1. If G is primitive then a point stabiliser Gα, for α ∈ Ω, is maximal.
2. Let M be a maximal subgroup of G, then the action of G on the cosets
of M is primitive.
Proof. 1. Let G act primitively on Ω and let α ∈ Ω. Suppose there is a
subgroup H such that Gα < H < G and consider the set ∆ = {αh :
h ∈ H}. The group H is not transitive, as
|∆| = |H :Hα|
= |H :Gα|
< |G:Gα|,
and hence |∆| < |Ω|. The set |∆| > 1, since there are elements of H
which do not stabilise α.
Consider ∆g, for some g ∈ G. Then either g ∈ H and ∆g = ∆, or
else αhg /∈ ∆, for all h ∈ H (for, if αhg = αk, for some h, k ∈ H then
hgk−1 ∈ Gα ≤ H, and therefore g ∈ h−1Hk = H). Hence ∆ is a
non-trivial block of imprimitivity, causing a contradiction. So there is
no such H and Gα is maximal.
2. Let M be a maximal subgroup of G, let Γ := {Mg : g ∈ G} and con-
sider the action of G on Γ. Suppose ∆ ⊂ Γ is a block of imprimitivity
for this action, and let H := {g ∈ G : Mg = ∆}. Then M ≤ H ≤ G
and the maximality of M is violated unless either H = M , in which
case |∆| = 1, or else H = G and |∆| = |Γ|. Hence ∆ is a trivial block
and the action of G on Γ is primitive.
The above lemma tells us that maximal subgroups of permutation groups
correspond to point stabilisers of primitive representations. We would like
to classify only the faithful primitive actions and the following facts help us
to identify when a group acts faithfully.
Definition 2.2.3. Let G be a group and let H ≤ G. The (normal) core of
H in G is the largest normal subgroup of G which is contained in H. The
subgroup H is core-free if its core is trivial.
Lemma 2.2.4. Let G act faithfully and transitively on the set Ω. Then Gα
is core-free.
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Proof. Let α ∈ Ω and let K be the normal core of a point stabiliser Gα. Let
g ∈ G, then for all k ∈ K there exists k1 ∈ K such that k = g−1k1g, and
(αg)k = αg(g
−1k1g)
= αk1g
= αg.
So K acts as the identity on the whole orbit of α. The orbit of α under the
transitive action of G is the whole of Ω, and the kernel of a faithful action
is trivial, so K = idG.
Any pair of point stabilisers of a transitive group G ≤ Sym(Ω) is con-
jugate in G, so by the above lemmas all faithful, primitive actions of G
correspond to conjugacy classes of core-free maximal subgroups of G.
Lemma 2.2.5. Let G be a faithful and transitive group, then Soc(G) is not
contained in any point stabiliser of G.
Proof. Let Gα be a point stabiliser of G, then by Lemma 2.2.4 Gα is core-
free. Hence Gα contains no normal subgroups, and in particular Soc(G) 
Gα.
2.2.3 Permutation isomorphism
If two permutation groups G and H can be obtained from each other by
relabelling the points they act on, then we don’t want to count them twice
in our tables. We use permutation isomorphism to determine whether two
permutation groups are truly “different”.
Definition 2.2.6. Two permutation groups G ≤ Sym(Ω) and H ≤ Sym(Γ)
are permutation isomorphic if there exists an bijection σ : Ω → Γ and an
isomorphism φ : G→ H such that for all ω ∈ Ω and g ∈ G
(ωg)σ = (ωσ)gφ.
We classify groups only up to permutation isomorphism, making use of
the following fact.
Lemma 2.2.7. Two groups G,H ≤ Sym(Ω) are permutation isomorphic if
and only if they are conjugate in Sym(Ω).
Proof. (⇒) G and H are permutation isomorphic so there exists σ ∈
Sym(Ω) and an isomorphism φ : G→ H such that for any α ∈ Ω
(αg)σ = (ασ)gφ.
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Let α be arbitrary and put β := ασ−1, then
(βg)σ = (βσ)gφ
((ασ−1)g)σ = (ασ−1σ)gφ
ασ
−1gσ = αgφ.
This shows that gφ : α 7→ ασ−1gσ, for all α ∈ Ω and g ∈ G. Hence Gφ =
σ−1Gσ = H and G and H are conjugate in Sym(Ω).
(⇐) Suppose G and H are conjugate in Sym(Ω). Let σ ∈ Sym(Ω) such
that H = σ−1Gσ, and define φ : G→ H such that φ : g 7→ σ−1gσ. Then φ
is an isomorphism and for any α ∈ Ω and any g ∈ G
(αg)σ = (ασσ−1)gσ
= (ασ)σ
−1gσ
= (ασ)gφ
Hence G and H are permutation isomorphic.
Lemma 2.2.8. Let G,H ≤ Sym(Ω) be transitive groups with point stabilis-
ers Gα, Hβ, respectively. Then G and H are permutation isomorphic if and
only if there is an isomorphism φ : G→ H mapping Gα to Hβ.
Proof. (⇒) By Lemma 2.2.7 the group G = σHσ−1, for some σ ∈ Sym(Ω).
The subgroup σ−1Gασ ≤ H is the point stabiliser in H of ασ and hence is
conjugate in Sym(Ω) to Hβ, say α
σρ = β, where ρ ∈ Sym(Ω). Let φ : G→ H
be the isomorphism given by Gφ = (σρ)−1G(σρ), then Gαφ = Hβ.
(⇐) Suppose there is an isomorphism φ : G → H such that Gαφ = Hβ.
Then for all g ∈ G and α ∈ Ω
(ασ)gφ = (ασ)σ
−1gσ
= (ασσ
−1
)gσ
= (αg)σ.
Hence G and H are permutation isomorphic.
2.2.4 Cohorts
It is useful to collect our primitive groups into families relating to their
socles. We partition the primitive groups into cohorts, where two groups are
in the same cohort if their socles are permutation isomorphic. The following
is proved in [18, Lemma 3].
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Lemma 2.2.9. Let G be a primitive subgroup of Sym(Ω) with H := Soc(G),
and let N := NSym(Ω)(H). Let H be either abelian or else non-regular, then
every primitive group K with H ≤ K ≤ N has Soc(K) = H.
From the comment following Theorem 2.2.1, the socle of a primitive
group of degree d, where 2500 ≤ d < 4096, is either abelian or else non-
regular. Hence if G is a primitive group with degree in this range then every
primitive group between H := Soc(G) and N := NSym(Ω)(H) lies in the
same cohort.
The following lemma will be useful in our classification.
Lemma 2.2.10. Let G ≤ Sym(Ω) be a primitive group of almost simple
type, with socle H. Then NSym(Ω)(H) embeds in Aut(H).
Proof. Let N := NSym(Ω)(H), then the action of N on H induces a ho-
momorphism ψ : N → Aut(H), the kernel of which is the centraliser
C := CSym(Ω)(H). If C is trivial then ψ is an embedding. The group C N
and so C contains some minimal normal subgroup M of N . By Lemma 2.2.9
the socle Soc(N) = H and so M ≤ H ∩ C = Z(H) = 1. Therefore C is
trivial and hence N embeds into Aut(H).
Under this embedding the socle H maps to Inn(H). The following is
proved in [18, Lemma 2].
Lemma 2.2.11. Let H be the non-regular socle of a primitive subgroup
of Sym(Ω) and let N := NSym(Ω)(H). Then an automorphism σ of H is
induced by conjugation by an element of N if and only if σ permutes the
point stabilisers Hα, for α ∈ Ω, amongst themselves.
Rank
Recall that the number of orbits of a point stabiliser is the rank of the group.
The lists of primitive permutation groups of degree less than 2500 in [18] and
[61] include the rank of NSd(G), for each non-affine primitive permutation
group G of degree d < 2500. This value is easily computed, and for the sake
of completeness our lists also include the rank of the normaliser for each
cohort.
This concludes the preliminary results and definitions required for our
classification. In the following chapters we treat each O’Nan–Scott class in
turn and compute the primitive permutation groups in that class of degree
d, where 2500 ≤ d < 4096.
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Chapter 3
Affine type groups
3.1 Introduction
In this chapter we classify the primitive permutation groups of affine type
of degree d, where 2500 ≤ d < 4096. In this chapter, maps are written on
the left and V := Fkp.
Definition 3.1.1. The affine general linear group AGLk(p) consists of all
maps f : V → V given by f(v) = va + u, where u ∈ V and a ∈ GLk(p).
If a = 1 then f is a translation and these maps generate the translation
subgroup T AGLk(p).
The action of T on V is regular and T is permutation isomorphic to V +,
the additive group of the vector space.
Lemma 3.1.2. Let G ≤ Sym(Ω) and let α ∈ Ω. If R is a regular normal
subgroup of G then G = R:Gα.
Proof. By Lemma 1.2.2 the group G = R:Gα if G = RGα and Gα∩R = idG.
Consider the action of G on α ∈ Ω and note that R acts transitively on Ω.
If g ∈ G then there exists y ∈ R such that αg = αy, by the transitivity of R.
Then x = gy−1 is in Gα and g = xy, so g ∈ GαR. The group R is normal
in G, so GαR = RGα and since RGα ⊂ G we deduce that G = RGα. The
intersection Gα∩R = Rα = idG, since R is regular, and thus G = R:Gα.
The stabiliser in AGLk(p) of 0V is GLk(p), so AGLk(p) = T : GLk(p) by
Lemma 3.1.2.
Definition 3.1.3. A primitive group G is of affine type if G is permutation
isomorphic to a subgroup of AGLk(p) in its natural action on V := Fkp, for
some prime p and integer k ≥ 1, and also Soc(G) ∼= T .
Note that for all primitive groups G of affine type, the socle T is normal
in G and hence G ∼= T :K, for some K ≤ GLn(q).
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We now present some results which will be used to describe the connec-
tion between primitive and affine groups. A group G is characteristically
simple if the only characteristic subgroups of G are the trivial group and G
itself.
Lemma 3.1.4. Let H be a non-trivial, abelian, characteristically simple
group, then H is elementary abelian.
Proof. Let p be a prime divisor of |H| and let B := {h ∈ H : hp = idH}.
Then B is a subgroup of H, since H is abelian, and in fact B is elementary
abelian. We prove that B = H. Let b ∈ B, then for any α ∈ Aut(H)
α(b)p = α(bp) = idH ,
so α(b) ∈ B and B is characteristic in H. Let x ∈ H be a non-identity
element of order n > p. Then by Cauchy’s theorem xn/p is a non-identity
element of order p, so B is non-trivial. Since H is characteristically simple,
the group B = H, and hence H is elementary abelian.
The following lemmas are well-known and needed for future proofs.
Lemma 3.1.5. Let G ≤ Sym(Ω) be an abelian group, acting transitively on
Ω. Then G acts regularly on Ω.
Proof. A transitive group G acts regularly on Ω if Gα = idG, for all α ∈ Ω.
Let g ∈ Gα, then αg = α. If h is any other element of G then αhg = αgh =
αh, and hence g fixes all elements of Ω, by the transitivity of G. Therefore
g = idG.
Lemma 3.1.6. Let G be a primitive subgroup of Sym(Ω) and let H ≤ G be
abelian and transitive on Ω. Then H = CG(H).
Proof. Since H is abelian, the group C := CG(H) contains H, and so C
is transitive. Let α ∈ Ω and suppose αc = α, for some c ∈ C. Then
αhc = αch = αh, for all h ∈ H. Since H is transitive, the element c fixes all
elements of Ω and so c = idC , hence C is regular. The group H is regular by
Lemma 3.1.5, and so |C| = |H|. Since H ≤ C, we deduce that H = C.
Lemma 3.1.7. Let G be a primitive permutation group with an abelian
minimal normal subgroup H, then H = Soc(G).
Proof. Recall that the socle of G is generated by all minimal normal sub-
groups of G. Let C := CG(H). The group H is transitive, as it is a normal
subgroup of a primitive group. Hence H = C, by Lemma 3.1.6.
Let K be a minimal normal subgroup of G distinct from H, then K∩H is
normal inG and hence is trivial, soK commutes withH. HenceK ≤ C, that
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is K ≤ H, which implies that K = H, by the minimality of H. Therefore
H = Soc(G).
The next theorem characterises the primitive permutation groups of
affine type.
Theorem 3.1.8. Let G ≤ Sym(Ω) be a primitive permutation group with
an abelian minimal normal subgroup H. Then there exists a prime p and
an integer k ≥ 1 such that
1. H is permutation isomorphic to the translation subgroup T ≤ AGLk(p);
2. the degree of G is pk;
3. G = H :Gα, and G is permutation isomorphic to a subgroup of AGLk(p);
and
4. Gα is permutation isomorphic to an irreducible subgroup of GLk(p),
acting on non-zero vectors.
Proof. 1. For all ω ∈ Sym(Ω) the stabiliser Hω H, since H is abelian,
and so H is regular. The group H is characteristically simple and
hence is elementary abelian, by Lemma 3.1.4. So |H| = pk, for some
prime p and k ≥ 1, and H ∼= T , the translation subgroup of AGLk(p).
Let V := Fkp, then T ∼= V + and we identify H with V +.
2. H is regular, so the degree of G is |H|.
Fix α ∈ Ω and let ω ∈ Ω be arbitrary. Since H is regular there is a
unique h ∈ H such that αh = ω. Let V := Fkp, as above. We define
a map δ : Ω → V given by δ(ω) = δ(αh) = h and note that δ is
well-defined and invertible. Let G act on V by δ(ω)g = δ(ωg).
3. The group H is regular, so G = H :Gα, by Lemma 3.1.2 and Gα
is isomorphic to a subgroup of Aut(H) ∼= Aut(V +) ∼= GLk(p). We
demonstrate the action of Gα on H. Let s ∈ Gα, then
hs = δ(αh)s
= δ(αhs)
= δ(αss
−1hs)
= δ(αs
−1hs)
= s−1hs.
4. Suppose V has a proper, non-zero subspace W , then this corresponds
to a proper, non-trivial subgroup K < H. If Gα stabilises W then
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s−1Ks = K for all s ∈ Gα, and hence K is normal in G. This contra-
dicts the minimality of H, and hence Gα acts irreducibly on V .
We use the following lemma to classify the primitive permutation groups
of affine type.
Lemma 3.1.9. Let G := T :K ≤ GLk(q) and R := T1 :L ≤ GLk(q) be two
primitive subgroups of affine type, with socles T and T1, respectively. Then
G and R are permutation isomorphic if and only if K and L are conjugate
in GLk(p).
Proof. The groups G and R are permutation isomorphic if and only if they
are conjugate in Spk , by Lemma 2.2.7. Hence T and T1 are conjugate in Spk
and without loss of generality, we set T = T1.
The group T is abelian and transitive, so CS
pk
(T ) = T , by Lemma 3.1.6,
and hence NS
pk
(T ) ∼= T : Aut(T ) = AGLk(p). Therefore G and R are
permutation isomorphic if and only if they are conjugate in AGLk(p).
(⇒) Fix a copy of GLk(p) in AGLk(p) by taking the stabiliser of 0V . Let
t1h ∈ AGLk(p) and let tg ∈ G. Then
(tg)t1h = h−1t−11 tgt1h
= h−1(t−11 t)h · h−1gt1h
= (t−11 t)
h(h−1g)t1(h−1g)−1(h−1g)h
= (t−11 t)
ht
(h−1g)−1
1 g
h
and (t−11 t)
ht
(h−1g)−1
1 ∈ T , so the image of g ∈ GLk(p) is only determined
by the conjugating element of GLk(p). Hence K and L are conjugate in
GLk(p).
(⇐) Now suppose that K and L are conjugate in GLk(p). Then the actions
of K on T and of L on T are permutation isomorphic. This implies that the
associated external semidirect products are permutation isomorphic, as are
their natural actions, since the action is derived from T acting on itself.
Hence, classifying the primitive permutation groups of affine type of
degree d, where 2500 ≤ d < 4096, corresponds to classifying the irreducible
subgroups of GLk(p) with 2500 ≤ pk = d < 4096.
3.2 Method
For all prime powers q = pk in the range 2500 ≤ q < 4096, the group GLk(p)
has computable subgroups in Magma. For k = 2 the Magma command
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IrreducibleSubgroups(G) returns a representative of each conjugacy class
of irreducible subgroups of G (it is not available for dimensions other than
2). We now consider in turn the cases where k = 1 and k > 1.
Case k = 1. The group AGL1(p) consists of all maps from Fp to itself
given by f(x) = xa+ b, where a, b ∈ Fp and a is non-zero. This is equivalent
to T :F∗p, where T = {t : t(x) = x + b}, and AGL1(p) ∼= p:(p − 1). All
subgroups of F∗p = GL1(p) are irreducible and there is one conjugacy class
of affine type groups for each divisor of p− 1. We store only two generators,
g1 and g2, where g1 is a p-cycle and g2 generates the group (p − 1). Then
any primitive subgroup G of AGL1(p) is generated by 〈g1, gs2〉, for some s.
Case k > 1. The values for (p, k) such that 2500 ≤ pk < 4096 are
{(53, 2), (59, 2), (61, 2), (5, 5)}. For (p, k) ∈ {(53, 2), (59, 2), (61, 2)} we
use Magma to compute representatives for each conjugacy class of the ir-
reducible subgroups of GL2(p). The corresponding subgroups of AGL2(p)
may be constructed by taking semidirect products of the irreducible sub-
groups with their natural modules. This is achieved using the command
Semidir(G,Getvecs(G)), where G is one of the irreducible matrix groups.
The group GL5(5) is somewhat larger and it is not convenient to directly
compute its subgroups in Magma. We deal with this group as follows:
first calculate its irreducible maximal subgroups which contain SL5(5); in
GL5(5) there is a unique proper subgroup M := SL5(5):2 containing SL5(5)
as a proper subgroup. Let L be the union of the class representatives of
the irreducible maximal subgroups of GL5(5), M and SL5(5) which do not
contain SL5(5). See Table 3.1 for more details.
We then let L1 be the union of the class representatives of the irre-
ducible subgroups of each member of L. Finally, we check members of
L1 ∪ {GL5(5),M, SL5(5)} for conjugacy under GL5(5), and discard any du-
plicates. This method avoids a large enough part of the subgroup lattice to
make the computation manageable, since the index of Sp4(5) in GL5(5) is
huge.
The following theorem summarises the results of this chapter.
Theorem 3.2.1. Let G be a primitive permutation group of affine type of
degree d, where 2500 ≤ d < 4096. If d is prime then G ∼= d:r where r
divides d − 1. Otherwise d = pk for (p, k) ∈ {(53, 2), (59, 2), (61, 2), (5, 5)},
and G ∼= T :K, where T ∼= Fkp and K is an irreducible subgroup of GLk(p).
The numbers of primitive soluble and insoluble affine groups of non-prime
degree d, where 2500 ≤ d < 4096, are given in Table 3.2.
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Table 3.1: Groups contained in L
G Subgroups of G in L
GL5(5) 2.2.5.11.71
L2(11).2.2
2.A5 .2.2
4.24.2
2.S4(5).2.2
M 2.5.11.71
L2(11).2
2.A5 .2
4.2.24
2.S4(5).2
SL5(5) 5.11.71
L2(11)
2.A5 .2
4.24
2.S4(5)
Table 3.2: Primitive groups of affine type
pk Soluble Insoluble
532 100 6
592 82 6
612 212 20
55 48 46
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Accuracy checks
The soluble irreducible subgroups of GLk(p), for p
k < 216, are in the
IRREDSOL package of GAP, and these were checked against Magma, find-
ing no discrepancy. Our numbers of soluble groups also agree with those in
[20].
This concludes our classification of the primitive permutation groups of
affine type of degree d, where 2500 ≤ d < 4096. In the following chapters,
we consider the O’Nan–Scott classes of groups with non-regular socles.
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Chapter 4
Almost simple groups
4.1 Introduction
In this chapter we classify the primitive almost simple groups of degree d,
for 2500 ≤ d < 4096. We consider each family of simple groups in turn,
as described in Theorem 1.3.1 (CFSG). The groups with alternating socle
are considered first, followed by the groups with classical, exceptional and
finally sporadic socle. Note that in this chapter all maps are written on the
right. We begin with some definitions and basic results.
If an almost simple group G with socle T has a maximal subgroup M , for
which M ∩ T is a proper, non-maximal subgroup of T , then M is a novelty.
If T ≤M then M is a triviality and corresponds to a non-faithful action of
G. Otherwise, M is an ordinary maximal subgroup.
Lemma 4.1.1. Let N be a novelty of G, then |G:N | is a proper multiple of
|T :M |, for some maximal subgroup M of T .
Proof. Let T := Soc(G). Since N is a novelty N∩T < M , for some maximal
subgroup M of T , and hence |T :N∩T | > |T :M |. Note that for any subgroup
H < G
|G:H||H :H ∩ T | = |G:H ∩ T |
= |G:T ||T :H ∩ T |. (4.1)
Now, the quotient N/(N∩T ) ∼= NT/T , by the second isomorphism theorem,
and NT = G since T  N . Substituting N for H in (4.1), we see that
|G:N | = |T :N ∩ T |. Hence |G:N | > |T :M |.
LetM be a core-free maximal subgroup ofG. Then by Lemma 2.2.2 there
exists a faithful, primitive action of G for which M is a point stabiliser. Con-
versely, the point stabiliser of a primitive action of G is a maximal subgroup
of G. Hence we can classify the almost simple primitive permutation groups
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of degree d, where 2500 ≤ d < 4096, by finding the maximal subgroups of
almost simple groups G of index in that range.
Let P (G) denote the smallest d such that G has a faithful primitive
permutation action of degree d. The following lemma and its proof are
found in [61].
Lemma 4.1.2. Let G be an almost simple group with socle T , and let T ≤
G ≤ Aut(T ). Then P (G) ≥ P (T ).
Proof. Let Gα be a point stabiliser of G in a primitive faithful action of
degree P (G), then T  Gα, by Lemma 2.2.5. By the second isomorphism
theorem Gα/(Gα ∩ T ) ∼= GαT/T , and since GαT = G and Gα ∩ T = Tα,
the index |T :Tα| = |G:Gα|, which is the degree of the action. If Tα ≤max T ,
then T is primitive and P (G) ≥ P (T ). Otherwise Tα is contained in a
maximal subgroup M , and M is the point stabiliser of an action of degree
P (T ), which is smaller than P (G).
By Theorem 1.3.1 (CFSG), a non-abelian simple group is either an al-
ternating, classical, exceptional or sporadic group. We now address each
of these families in turn, finding the almost simple groups with maximal
subgroups of index d, where 2500 ≤ d < 4096. For each such almost sim-
ple group G, we construct the actions of G on the cosets of these maximal
subgroups and the resulting primitive groups are given in Subsection 4.6.
4.2 Alternating and symmetric groups
Recall from Section 2 that two permutation groups lie in the same cohort
precisely when they have the same degree and their socles are permutation
isomorphic. For d > 4, the groups Ad and Sd in their natural action are
primitive almost simple groups and form a single cohort. We refer to these
groups as improper primitive groups and do not consider them further.
The following is proved in [28, Kapitel II: Satz 4.6]
Theorem 4.2.1 (Bochert’s theorem). Let G be a primitive group acting on
the set Ω, let |Ω| = n and An  G. Then
|Sn :G| ≥ b(n+ 1)/2c!.
We now find the values of n, for which an almost simple group with socle
An is primitive and of degree d, where 2500 ≤ d < 4096.
Proposition 4.2.2. Let G be An or Sn. If G has a faithful primitive action
of degree d, where 2500 ≤ d < 4096, other than the natural action, then
n ≤ 91. If a point stabiliser H of this action is transitive on {1, . . . , n} then
H is primitive and 10 ≤ n ≤ 12.
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Proof. Since 6! < 2500 we may assume that n ≥ 7. If G = An then let X
be a point stabiliser of a faithful primitive action of G and let X 6= An−1 to
exclude the improper action. If G = Sn then let X = Y ∩An, where Y is a
point stabiliser of a faithful primitive action of G, and note that in this case
X may not be maximal in An.
Case 1: Suppose that X is primitive in its action on {1, . . . , n}. We
require |An : X| < 4096 and hence |Sn : X| < 8192, so n < 15 by Theorem
4.2.1. For 7 ≤ n ≤ 14 the groups An and Sn have computable subgroups in
Magma. We find that only A10, A11, A12 and S10 have primitive maximal
subgroups of index d, for 2500 ≤ d < 4096. Each has one conjugacy class of
such subgroups, of index 2520, and these are described in Theorem 4.2.3.
Note that the point stabiliser in this action of S10 has primitive intersec-
tion with A10 (in the natural action), as this fact will be used later.
Case 2: Suppose that X acts imprimitively on {1, . . . , n}. Let k be the
size of some non-trivial block for X, so that 1 < k < n, and set m := n/k;
then X ≤ Sk oSm. We have seen in Case 1 that there is no maximal primitive
group Y ≤ Sn of index d, for 2500 ≤ d < 4096, such that X = Y ∩ An is
imprimitive, and hence Y = Sk o Sm in this case. Therefore, X is an index 2
subgroup of Sk oSm. This implies that |X| = (k!)m(m!)/2, and so
|An : X| = |Sn : Y | = (mk)!/(k!)mm! = (m, k)f.
The function (m, k)f increases monotonically in both variables and the
reader may check that for (m, k) ∈ {(2, 7), (3, 3), (4, 2), (5, 2)} the value of
(m, k)f is less than 2500, whilst for (m, k) ∈ {(2, 8), (3, 4), (4, 3), (5, 3), (6, 2)}
the value of (m, k)f is greater than 4095. Hence there is no n such that G
has an imprimitive maximal subgroup, of index in the required range.
Case 3: Finally, suppose that X acts intransitively on {1, . . . , n}. Sup-
pose that X has an orbit of length 1, then X is conjugate to a subgroup
of An−1. If X is maximal in An, then X ∼= An−1, a contradiction, so
X = Y ∩ An, for some Y ≤max Sn. Since |Y :X| = 2, the group Y has an
orbit of length ≤ 2. The group Y has at most one orbit of length 1, for if
i, j ∈ {1, . . . , n} both have orbits of length 1 under the action of Y , then
Y < 〈Y, (i j)〉 < Sn
and Y is not maximal in Sn. If Y has a single orbit of length 1 then Y ∼= Sn−1
and G is improper. Hence Y has no orbits of length 1 and Y ∼= S2×Sn−2.
However (S2×Sn−2) ∩ An contains either the permutation (1 2)(3 . . . n) or
else (1 2)(3 . . . (n − 1)) and ((n − 2) (n − 1)n) and hence X has no fixed
points, a contradiction. We deduce that X has no orbits of length 1.
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Let Γ be the smallest orbit of X and set k := |Γ| ≤ n/2. Then X ≤
(Sk×Sn−k) ∩An, so
|X| ≤ k!(n− k)!/2
and
|An : X| = |Sn : Y | ≥ n!/k!(n− k)! =
(
n
k
)
≥
(
n
2
)
.
The upper bound |An : X| < 4096 implies that n ≤ 91.
For n = 10, 11, 12 we find all primitive and all intransitive maximal
subgroups of An and Sn of index d, for 2500 ≤ d < 4096. For 12 < n < 92
we determine all intransitive maximal subgroups of An and Sn of index in
that range. Note that Magma has a database of maximal subgroups of Sn
for each of these values of n. We then use Magma to construct the actions
on the cosets of these maximal subgroups and store the primitive groups.
Primitive point stabiliser
We now identify the primitive maximal subgroups of An and Sn of index d,
where 2500 ≤ d < 4096.
Theorem 4.2.3. Let G be either An or Sn and suppose G has a proper,
faithful primitive action of degree d, where 2500 ≤ d < 4096. If the point
stabiliser X acts primitively on the set {1, . . . , n}, then G, X and Soc(X)
appear in the following table.
G X Soc(X)
A10 M10 A6
S10 Aut(A6) A6
A11 M11 M11
A12 M12 M12
Proof. By Proposition 4.2.2 and Lemma 4.2.3, we know that n ∈ {10, 11, 12}.
For each n we use Magma to find the maximal subgroups of G, up to con-
jugacy. The maximal subgroups which are primitive and of index d, where
2500 ≤ d < 4096, are recorded in the table, together with their socles.
Intransitive point stabiliser
Let G be An or Sn. A maximal subgroup X of G, acting intransitively on
the set {1, . . . , n}, is isomorphic to (Sk×Sn−k) ∩ G, where k is the length
of the smallest orbit of X.
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Theorem 4.2.4. Let G be An or Sn and suppose G has a proper, faithful
primitive action of degree d, where 2500 ≤ d < 4096. Let X be a point
stabiliser of G which acts intransitively on {1, . . . , n}, and whose smallest
orbit has size k. Then (n, k) is one of the following:
• (14, 7), (14, 6), (15, 5), (18, 4), (19, 4);
• (n, 3), with 26 ≤ n ≤ 30;
• (n, 2), with 72 ≤ n ≤ 91.
Proof. The point stabiliser X ∼= (Sk×Sn−k)∩G. Let d be the degree of the
coset action of G on X. Then d =
(
n
k
)
, since
|An :X| = (n!/2)/(k!(n− k)!/2)
= n!/k!(n− k)!
= |Sn :X|.
The values of n and k for which 2500 ≤ (nk) < 4096 are given above.
We conclude:
Theorem 4.2.5. Let G be a primitive almost simple group of degree d,
where 2500 ≤ d < 4096, with socle An. Then G appears in Table 4.7 at the
end of the chapter.
Proof. We discount the natural action. Let X be the point stabiliser of a
faithful primitive action of G of degree d, where 2500 ≤ d < 4096, then by
Proposition 4.2.2 the group X is either is primitive or intransitive. If X is
primitive then n ∈ {10, 11, 12} and X is given in Theorem 4.2.3. If X is
intransitive then X ∼= (Sk×Sn−k)∩G, where n and k are given in Theorem
4.2.4. We use Magma to compute the primitive action of G on the cosets
of X, as well as the degree of the action and the rank of NSd(An).
This completes our treatment of the almost simple primitive groups with
alternating socle.
4.3 Classical groups
Recall from Chapter 1.5, that a simple classical group takes one of the fol-
lowing forms: linear, Ln(q); symplectic, S2m(q); unitary, Un(q); orthogonal
in odd dimension, PΩ2m+1(q) = PΩ
◦
2m+1(q) and orthogonal in even dimen-
sion, PΩ2m(q) with  ∈ {+,−}. In this section, heavy use will be made of
Theorem 1.5.11, which describes which classical groups are not simple and
presents the isomorphisms between the classical groups. Recall from page 4
that a group is CS if it has computable subgroups in Magma V2.14–12 and
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P (G) is the minimal degree of a faithful primitive permutation representa-
tion of G.
Table 4.1: Socles of almost simple classical groups G with P (Soc(G)) < 4096
Soc(G) n q Non-CS
Ln(q) n = 2 q ≤ 4093
n = 3 q ≤ 61
n = 4 q ≤ 13
n = 5 q ≤ 7
n = 6 q ≤ 5 L6(4), L6(5)
n = 7 q ≤ 3
n = 8 q ≤ 3 L8(3)
9 ≤ n ≤ 12 q = 2
S2m(q) m = 2 q ≤ 13
m = 3 q ≤ 5 S6(4), S6(5)
m = 4 q ≤ 3 S8(3)
5 ≤ m ≤ 6 q = 2 S12(2)
Un(q) n = 3 q ≤ 13
n = 4 q ≤ 7
n = 5 q ≤ 3 U5(3)
6 ≤ n ≤ 7 q = 2 U7(2)
PΩ2m+1(q) m = 3 q ≤ 5 and odd PΩ7(5)
m = 4 q = 3 PΩ9(3)
PΩ+2m(q) m = 4 q ≤ 3 PΩ+8 (3)
5 ≤ m ≤ 6 q = 2 PΩ+12(2)
PΩ−2m(q) m = 4 q ≤ 3
5 ≤ m ≤ 6 q = 2 PΩ−12(2)
Lemma 4.3.1. Let G be an almost simple classical group with P (G) < 4096.
Then the socle T of G appears in Table 4.1.
Proof. By Lemma 4.1.2, if the maximal subgroups of a simple classical group
T all have indices greater than 4095, then no group with socle T has a primi-
tive permutation representation on fewer than 4095 points. Hence it suffices
to consider the simple classical groups. The formulae for P (T ) are given in
[32, Theorem 5.2.2], corrected in [6], and are all monotonically increasing
in each variable. We consider each classical type in turn, determining the
maximum values of n (or m) and q such that P (T ) < 4096.
Linear A group L2(q), with q ≤ 5, is either soluble or else is isomorphic to
an alternating group, by Theorem 1.5.11, and so its primitive representations
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of degree d, for 2500 ≤ d < 4096, are given in Theorem 4.2.5. If (n, q) 6∈
{(2, q) : q odd, 7 ≤ q ≤ 11} ∪ {(4, 2)} then the minimal degree of a non-
trivial permutation representation of Ln(q) is (q
n − 1)/(q − 1). Each of
the excluded groups G satisfy P (G) < 4096, since either |G| < 4096 or
G = L4(2) ∼= A8 and P (G) = 8. Hence the largest values of n and q for
which P (Ln(q)) < 4096 are as given in Table 4.1.
Symplectic We may assume without loss of generality that m > 1 and
(m, q) 6= (2, 2) by Theorem 1.5.11. The minimal degree of a non-trivial
permutation representation of S2m(2) is 2
m−1(2m − 1) for m ≥ 3. With
the exception of P (S4(3)) = 27, if m ≥ 2 and q ≥ 3 then P (S2m(q)) =
(q2m − 1)/(q − 1).
Unitary We may assume without loss of generality that n > 2 and (n, q) 6∈
{(3, 2), (4, 2)}, by Theorem 1.5.11. If q 6= 2, 5 then P (U3(q)) = q3 +1, whilst
P (U3(5)) = 50. If q 6= 2 then P (U4(q)) = q4 + q3 + q + 1. Now let n ≥ 5.
When n is even P (Un(2)) = 2
n−1(2n − 1)/3. Otherwise
P (Un(q)) = (q
n − (−1)n)(qn−1 − (−1)n−1)/(q2 − 1).
Orthogonal, odd dimension We may assume that m ≥ 3 and q is odd,
by Theorem 1.5.11. Then P (PΩ2m+1(3)) = 3
m(3m − 1)/2 and for q ≥ 5 the
minimal degree is P (PΩ2m+1(q)) = (q
2m − 1)/(q − 1).
Orthogonal, plus and minus types We may assume without loss of
generality that m ≥ 4, by Theorem 1.5.11. Then P (PΩ+2m(2)) = 2m−1(2m−
1) and P (PΩ+2m(3)) = 3
m−1(3m − 1)/2. For  = + and q ≥ 4, or for  = −
and all q,
P (PΩ2m(q)) = (q
m − )(qm−1 + )/(q − 1).
Hence the largest values of n (or m) and field size, q, of a primitive
almost simple classical group G, of degree less than 4096, are as given in
Table 4.1.
In general, the primitive almost simple groups with CS socles can be
created computationally, by constructing the maximal subgroups of their
natural representations and making the action on their cosets. The group
L12(2) is CS, but is too large to deal with in a straightforward manner on
a standard machine. This group is treated as a non-CS group in Lemma
4.3.16.
4.3.1 Groups with CS socles
We deal with these groups computationally, making use of the following
results.
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Lemma 4.3.2. Let G be an almost simple group and let H,K ≤ G. The
action of G on the cosets of H is permutation isomorphic to the action of G
on the cosets of K if and only if there exists α ∈ Aut(G) such that Hα = K.
Proof. (⇐) Suppose Hα = K for some α ∈ Aut(G) and let σ : {Hg :g ∈
G} → {Kg :g ∈ G} be given by
(Hg)σ = (Hg)α
= (Hα)(gα)
= K(gα).
The map σ is a bijection, since α is an automorphism. It is easy to check
that σ is well-defined. Hence, for all g1, g2 ∈ G
(Hg1)σ(g2α) = K(g1g2)α
= (Hg1g2)σ,
and the action of G on the cosets of H is permutation isomorphic to the
action of G on the cosets of K.
(⇒) Now suppose the action of G on the cosets of H is permutation
isomorphic to the action of G on the cosets of K. Then there exists a
bijection σ : {Hg :g ∈ G} → {Kg :g ∈ G} and an automorphism α of G such
that, for all g1, g2 ∈ G
(Hg1g2)σ = (Hg1)σ(g2α).
Now suppose that g1, g2 ∈ H, then
(Hg1g2)σ = Hσ
(Hg1)σ(g2α) = (Hσ)(g2α)
⇒ g2α ∈ Hσ
⇒ Hα ⊆ Hσ
⇒ Hα = Hσ,
which implies that Hα = K, since α is an automorphism.
Lemma 4.3.3. Let G be an almost simple group and let H,K ≤ G. Then H
and K are conjugate in Aut(G) if and only if Hα = K for some α ∈ Aut(G).
Proof. Let φ : G→ Inn(G) be the isomorphism given by φ : x 7→ φx, where
gφx = x
−1gx. Then Hφ is a subgroup of Inn(G).
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(⇐) Suppose Hα = K, for some α ∈ Aut(G). Let h ∈ H be arbitrary and
let k := hα, then for all g ∈ G
g(α−1(hφ)α) = (h−1(gα−1)h)α
= (hα)−1g(hα)
= g((hα)φ)
= g(kφ).
Therefore α−1(Hφ)α = Kφ and hence H and K are conjugate in Aut(G).
(⇒) Now suppose σ−1(Hφ)σ = Kφ for some σ ∈ Aut(G). Let k ∈ K and
h ∈ H, such that kφ = σhφσ, then for all g ∈ G
g(kφ) = g(σ−1(hφ)σ)
= (h−1(gσ−1)h)σ
= (hσ)−1g(hσ)
= g(hσ)φ
so (Hσ)φ = Kφ and hence Hσ = K.
Now Lemma 4.3.2 can be restated as follows.
Corollary 4.3.4. Let G be an almost simple group and let H,K ≤ G. The
action of G on the cosets of H is permutation isomorphic to the action of
G on the cosets of K if and only if H and K are conjugate subgroups of
Aut(G).
Although the groups are CS, it is impractical to construct all permutation
representations of every almost simple group and then check them all for
permutation isomorphism. We describe a function ASClassical which takes
as input a simple classical group T and returns a list groups of the almost
simple classical groups with socle T and a list of lists maximals. The latter
consists of lists of the maximal subgroups of each group in groups, where no
pair of maximal subgroups is conjugate in A := Aut(T ). Recall from Lemma
2.2.9 that all primitive groups with socle T are subgroups of Aut(T ).
Algorithm: ASClassical
A := Aut(T );
construct a homomorphism φ : A→ A/T ;
let groups be the list of preimages under φ of groups in Subgroups(Im(φ)),
(these are the almost simple groups with socle T , up to A-conjugacy);
for G in groups do
M :=[ ];
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maxsG:=[MaximalSubgroups(G) : T M ];
ind:=[[G:M ] : M in maxsG];
for i in ind do
if G = A then Append(M, maxsG);
else if [m in maxsG : [G:M ] = i] has length 1 then
K :=maxsG[1];
Append(M,K);
delete K from maxsG;
else partition the elements of maxsG of index i by their chief factors;
for all classes C of size > 1 in this partition do
IsConjugate(A, K1, K2) for all pairs [K1, K2] in C,
(i.e. check for conjugacy in A);
append one Ki per conjugacy class to M ;
end for;
end if;
end for;
Append(maximals, M);
end for;
Note that in practice, the number of groups for which we check conjugacy
by hand is small.
We use the following lemma to prove that the maximal subgroups re-
turned by the above algorithm stabilise different primitive actions, up to
permutation isomorphism.
Lemma 4.3.5. Let G be an almost simple group with socle T . Then the
group Aut(G) ≤ Aut(T ).
Proof. The group T is characteristic in G, so every automorphism of G
induces an automorphism of T . Let ρ : Aut(G) → Aut(T ) be the homo-
morphism mapping elements of Aut(G) to the induced automorphism of T ,
and identify G with Inn(G). If ker(ρ) were non-trivial then T ≤ ker(ρ),
as T is the unique minimal normal subgroup of G ≤ Aut(G). However,
T induces Inn(T ) on T , so ρ(T ) ∼= T . Hence ρ is injective and therefore
Aut(G) ≤ Aut(T ).
By Corollary 4.3.4, two maximal subgroups, K1 and K2, of G are point
stabilisers of permutation isomorphic primitive actions if and only if they are
conjugate in Aut(G). Lemma 4.3.5 tells us that if K1 and K2 are conjugate
in Aut(G), then they are conjugate in Aut(T ). We now show that the
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maximal subgroups returned by the above algorithm are not conjugate in
Aut(G).
Lemma 4.3.6. Let G be an almost simple group with T := Soc(G). Then
the maximal subgroups of G computed by ASClassical(T ) correspond to
point stabilisers of faithful primitive actions of G, and no pair of these ac-
tions is permutation isomorphic.
Proof. Recall that the faithful primitive actions of G correspond to conju-
gacy classes of core-free maximal subgroups ofG. The function ASClassical
returns only the maximal subgroups of G which do not contain T , and since
T is the unique minimal normal subgroup of G, these maximal subgroups
are core-free. Hence all of the corresponding actions are faithful.
By Corollary 4.3.4 and Lemma 4.3.5, two maximal subgroups of G are
conjugate in Aut(T ) if the actions of G on their cosets are permutation
isomorphic. Let maxsG be the set of maximal subgroups of G up to conjugacy
in G, and let maxsA be the set of maximal subgroups of A := Aut(T ) up to
conjugacy in A. Let K1,K2, . . . ,Kr be the groups in maxsG of index i. If G
has only one maximal subgroup, K1, of index i, then K1 stabilises a unique
primitive action, so we store K1. If G = A, and no two groups in maxsG are
conjugate in A, then no two groups in maxsG are conjugate in Aut(T ), by
Lemma 4.3.5, so we store all of the Ki. Otherwise we check for conjugacy
by hand, storing one Ki for each conjugacy class.
Thus the subgroups returned by ASClassical(T) are precisely the sta-
bilisers of non-permutation isomorphic, faithful primitive actions of G.
We conclude:
Theorem 4.3.7. Let G ≤ GLn(q) be an almost simple primitive permuta-
tion group of degree d, where 2500 ≤ d < 4096, and with CS socle. Then G
appears in Table 4.8 if G is linear and n = 2, and 4.9 if n > 2.
Proof. By Lemma 4.3.1, if G is an almost simple primitive permutation
group of degree less than 4096, then T := Soc(G) is given in Table 4.1.
For each CS group T in this table, we compute ASClassical(T) to ob-
tain a list groups of almost simple groups with socle T and a list of lists
maximals, where each sublist maximals[i] contains the maximal subgroups
of groups[i] of index d, where 2500 ≤ d < 4096, up to conjugacy in Aut(T ).
We construct the action of each group in groups on the cosets of its
maximal subgroups, giving a primitive permutation group of degree d, where
2500 ≤ d < 4096.
4.3.2 Groups with non-CS socles : reduction of actions
For certain of the non-CS classical groups G, all maximal subgroups of G of
index < 4096 are reducible. Then we can use the algorithms of [6] and [27]
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to construct the maximal reducible subgroups of G. We make use of the
following theorem which combines parts of [37, Theorems 5.1–5.6].
Theorem 4.3.8. Let G be a simple classical group and let X be a proper
irreducible subgroup of G, of largest possible order.
1. Let G = Ln(q) with n ≥ 6 and n even, then Soc(X) = Sn(q).
2. Let G = S2m(q), then
(a) if m = 3 and q is odd and non-square, then
X = (SL2(q) o S3)/Z(Sp6(q));
(b) if m ≥ 4, m is even and q is odd, then X = Sm(q2).2.
3. Let G = Un(q), then
(a) if n is odd and q is odd, then Soc(X) = Ωn(q);
(b) if n is odd and q is even, then one of the following holds:
i. X = ((GUa(q) o Sb) ∩ SUn(q))/Z(SUn(q)) where ab = n and
a 6= n;
ii. Soc(X) = Un(q0), where q
c
0 = q and c is an odd prime;
iii. |X| < q2n+4.
4. Let G = Ω2m+1(q) ∼= PΩ2m+1(q) then q is odd. If m ≥ 3 then one of
the following holds:
(a) X = (GOa(q) o Sb) ∩G, where ab = 2m+ 1 and a /∈ {1, 2m+ 1};
(b) Soc(X) = Ω2m+1(q0), where q
c
0 = q and c is prime;
(c) Soc(X) is isomorphic to A2m+2 orA2m+3;
(d) |X| < q4m+6.
5. Let G = PSO+2m(q) with m ≥ 6 and m even, then
X = GUm(q).2/Z(SO
+
2m(q)).
6. Let G = PΩ−12(2), then G ∼= Ω−12(2) and Soc(X) = A13.
We now use this theorem to prove the following.
Proposition 4.3.9. Let T be one of the following simple classical groups:
L6(4),L6(5),L8(3), S6(5),S8(3),U5(3),U7(2),PΩ9(3),PΩ
+
12(2),PΩ
−
12(2).
Then all faithful primitive actions of T of degree less than 4096 are on the
cosets of reducible subgroups.
Proof. Throughout, let X be a proper irreducible subgroup of T , of largest
possible order. For each T , we find X or an upper bound on the order of X,
and hence show that |T :X| > 4095. We consider the classical types in turn.
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Linear Let T := Ln(q) with (n, q) ∈ {(6, 4), (6, 5), (8, 3)}. For each group,
n is even and at least 6, so Soc(X) = Sn(q), by Case 1 of Theorem 4.3.8. This
implies that X = NT (Sn(q)) ≤ NPGLn(q)(Sn(q)) = PCSpn(q) (see Subsection
1.5.4 for details of CSpn(q)). For (n, q) ∈ {(6, 4), (6, 5), (8, 3)}
|T :X| ≥ |T |/|PCSpn(q)| > 4095,
so in each case the index of the largest order irreducible subgroup is greater
than 4095. Hence all subgroups of T of index below 4096 are reducible. The
details are given below.
T |T |/|PCSpn(q)|
L6(4) ≈ 9× 107
L6(5) ≈ 3× 109
L8(3) ≈ 4× 1012
Symplectic Let T := S6(5) or S8(3). Then by Case 2 of Theorem 4.3.8,
the group X is of shape (SL2(5) o S3)/2 (since Z(Sp6(5)) = 2) or S4(9).2,
respectively. In both cases |T :X| > 4095, and hence the index of any ir-
reducible subgroup of T is outside our range. The details are given in the
table below.
T X |T |/|X|
S6(5) (SL2(5) o S3)/2 ≈ 4× 107
S8(3) S4(9).2 ≈ 2× 107
Unitary Let T := U5(3) ∼= SU5(3), then by Case 3.(a) of Theorem 4.3.8,
the groupX = NT (Ω5(3)) ≤ NGL5(3)(Ω5(3)) = CO5(3), (see Subsection 1.5.6
for details of COn(q)). Therefore |T :X| > 4095. Let T := U7(2) ∼= SU7(2),
then one of the cases in Theorem 4.3.8 3.(b) occurs.
i. a = 1, b = 7 and Z(SU7(2)) = 1, so
X = (GU1(2) o S7) ∩ SU7(2)
and |T |/|X| > 4095;
ii. since q is prime this does not occur;
iii. |X| < 218, so |T |/|X| > 4095.
Hence all maximal subgroups of T of index below 4096 are reducible. The
details are given below.
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T X |T |/|X|
U5(3) ≤ CO5(3) ≥ 2× 106
U7(2) (GU1(2) o S7) ∩ SU7(2) ≈ 2× 1011
U7(2) |X| < 218 > 9× 108
Orthogonal, odd dimension Let T := PΩ9(3) ∼= Ω9(3). We are in case
4 of Theorem 4.3.8, and q is prime, so one of the following holds:
(a) X = (GO3(3) o S3) ∩ Ω9(3);
(c) Soc(X) ∼= A10 or A11;
(d) |X| < 322 < 4× 1010.
In cases (a) and (d) the index |T :X| > 4095. For case (c), the order |A11|
does not divide |T |, so this is not a subgroup. Let Soc(X) = A10, then by
Lemma 2.2.10, the group X embeds in Aut(A10) = S10 and so the index
|T :X| > 4095. Hence the only maximal subgroups of T of index less than
4096 are reducible. The details are given below.
|X| |PΩ9(3)|/|X|
|(GO3(3) o S3) ∩ Ω9(3)| ≈ 6× 1013
≤ |S10| ≥ 2× 1010
322 > 2× 106
Orthogonal, even dimension By Case 5 of Theorem 4.3.8, the proper
irreducible subgroup of T0 := PSO
+
12(2) of largest possible order is X0 :=
GU6(2).2 (since Z(SO
+
12(2)) = 1). Let T := Soc(T0) = PΩ
+
12(2), then X ≤
X0 and hence |T :X| ≥ |T |/|X0| ≈ 3× 108.
Now let T := PΩ−12(2), then by Case 6 of Theorem 4.3.8 the group
Soc(X) = A13. By Lemma 2.2.10 the group X embeds in S13 and hence
|T :X| ≈ 8 × 1010. For both groups T := PΩ±12(2), the index of the largest
irreducible maximal subgroup of T is greater than 4095.
Let T be one of the simple groups listed in Proposition 4.3.9. For each
almost simple group G with Soc(G) = T , we use the formulae in [32, Section
4.1], corrected in [27], to calculate the orders of the maximal reducible sub-
groups of G. In the next section, we describe the different types of reducible
subgroups of a classical group. For each G, we determine conjugacy class
representatives of reducible subgroups of G which are maximal in G and
whose index is d, where 2500 ≤ d < 4096. Then we use the algorithms of [6]
and [27] to construct generators of each subgroup.
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4.3.3 Actions on reducible subgroups
We begin by describing the reducible maximal subgroups of an almost sim-
ple classical group. Let G be a matrix group acting on a vector space V ,
and recall that a reducible subgroup of G stabilises some proper, non-trivial
subspace of V . We describe the different types of maximal subspace stabilis-
ers for each type of classical group and display them in Table 4.2. Recall
that a maximal subgroup M of an almost simple group G is a novelty if
M ∩ Soc(G) is a proper, non-maximal subgroup of Soc(G).
Let V be a vector space over Fq and recall from Definition 1.5.1 that a
sesquilinear form f is a map f : V × V → Fq. A vector v ∈ V is isotropic
with respect to f if f(v, v) = 0. Let Q be a quadratic form with associated
bilinear form fQ, then v is isotropic with respect to Q when it is isotropic
with respect to fQ. A vector which is not isotropic is non-isotropic and a
subspace all of whose vectors are isotropic is totally isotropic.
Let Q be a quadratic form, then v is singular with respect to Q if Q(v) =
0. For sesquilinear forms we do not differentiate between the terms singular
and isotropic. A vector which is not singular is non-singular and a subspace
W of V is totally singular if all of its vectors are singular. Note that if f is
a linear or symplectic form, then f(v, v) = 0 for all v ∈ V , hence all vectors
are isotropic.
Recall the following definition from Section 1.5.
Definition 4.3.10. A sesquilinear form f is non-degenerate if
• for each non-zero v ∈ V , there exists w ∈ V such that f(v, w) 6= 0,
and
• for each non-zero w ∈ V , there exists v ∈ V such that f(v, w) 6= 0.
A quadratic form is non-degenerate if its associated symmetric form is non-
degenerate. A subspace W is non-degenerate, with respect to the form f ,
precisely when f |W×W (the restriction of f to W ×W ) is non-degenerate.
Let G be a linear group and recall from Subsection 1.5.3 that when n ≥ 3
the group Aut(G) contains an additional duality automorphism ι, called the
inverse transpose automorphism.
The maximal reducible subgroups of an almost simple classical group
take one of the forms we are about to describe, by [32, Section 4.1]. Note that
the converse is not true, as not all of the reducible groups given correspond
to a maximal subgroup for every almost simple group in a cohort.
Parabolic subgroups A maximal parabolic subgroup Pk is the stabiliser
of a totally singular k-space. If G is linear, then the inverse transpose
automorphism ι interchanges the stabilisers in G of the subspaces of V of
size k and n−k. The subgroups Pk and Pn−k are conjugate in Aut(G), hence
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the primitive groups arising from Pk and Pn−k are permutation isomorphic,
so in this case we let k ≤ n/2. Let G be a symplectic, unitary or orthogonal
group, then all maximal totally singular subspaces of V have dimension at
most n/2, by [32, Corollary 2.1.7].
Reducible novelties of linear groups Let G be a linear group. We
describe two types of reducible subgroups of G which are maximal in G only
when G contains ι. A reducible novelty of G occurs as the stabiliser of both
a subspace W ≤ V of dimension k and a subspace X ≤ V of dimension
n− k, such that W ∩X = 0, that is, X is a complement of W . This type of
novelty has the structure GLk(q)⊕GLn−k(q).
The group G has another novelty which stabilises both a k-dimensional
subspace X and a (n− k)-dimensional subspace W with W < X. This type
of novelty is represented in Column 2 of Table 4.2 by Pk,n−k.
Other reducible maximal subgroups of non-linear classical groups
Let G be an almost simple orthogonal group of even dimension and let q be
even. If W is a non-singular 1-dimensional subspace of V , then the group
T := StabG(W ) is potentially maximal in G, and T ∩ Soc(G) has shape
Spn−2(q).
For the remaining maximal subgroups, let G be a symplectic group, a
unitary group or an orthogonal group. Then the stabiliser in G of a non-
degenerate subspace of V of dimension k is a potential maximal subgroup
of G.
The details of Table 4.2 are found in [32, Tables 3.5.A-F]. Column 3 of
the table gives information about the k-dimensional subspace W ≤ V to be
stabilised, where t.s., n.d. and n.s. denote totally singular, non-degenerate
and non-singular, respectively. Column 2 gives an indication of the type of
the subgroup T stabilising W , as described above. When T is not parabolic,
this indication demonstrates the shape of T , however the structure of a
maximal parabolic subgroup is too complicated to represent in a concise
and enlightening way. The notation introduced here will be used again later
in the section.
Reducible maximal subgroups of index d, where 2500 ≤ d < 4096
For each T given in Proposition 4.3.9, we create a list of almost simple
groups G, such that T ≤ G ≤ Aut(T ). For each G we use the algorithms of
[6] and [27] to construct generators of a conjugacy class representative for
the subgroups described above. For each potentially maximal subgroup M ,
of index d in the range 2500 ≤ d < 4096, we construct the group actions of
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Table 4.2: Potentially maximal reducible subgroups
Type Type of maximal Description Conditions
L, S, Pk W t.s. 1 ≤ k ≤ n/2
U, PΩ◦
PΩ+ Pk W t.s. 1 ≤ k ≤ n/2
PΩ− Pk W t.s. 1 ≤ k < n/2
L Pk,n−k W < X 1 ≤ k < n/2
L GLk(q)⊕GLn−k(q) W ∩X = 0 1 ≤ k < n/2
S Spk(q)⊥Spn−k(q) W n.d. k even,
2 ≤ k < n/2
U GUk(q)⊥GUn−k(q) W n.d. 1 ≤ k < n/2
PΩ◦ GOk(q)⊥GOn−k(q) W n.d.  = ±, k odd,
1 ≤ k < n/2
PΩ+ GOk(q)⊥GOn−k(q) W n.d.  ∈ {+,−, ◦},
k odd ⇒ q odd,
1 ≤ k < n/2
PΩ− GOk(q)⊥GOn−k(q) W n.d.  ∈ {+,−, ◦},
k odd ⇒ q odd,
1 ≤ k ≤ n/2
PΩ± Spn−2(q) W n.s. 1-space q even
an almost simple group G with socle T on the cosets of M and check to see
if the action is primitive. The corresponding primitive groups are given in
Table 4.9.
Linear Let T := Ln(q) with (n, q) ∈ {(6, 4), (6, 5), (8, 3)}. Recall from
Theorem 1.5.13 that for n ≥ 3 the outer automorphism group Out(T ) is of
shape
(n, q − 1):f :2,
where q = pf with p prime. The formulae for |Pk|, where 1 ≤ k ≤ n/2,
and for |GLk(q)⊕GLn−k(q)| and |Pk,n−k|, where 1 ≤ k < n/2 are found in
[32, Propositions 4.1.17, 4.1.4, 4.1.22] and corrected in [27]. The indices are
given in the table below. The only reducible subgroups of appropriate index
are P1 ≤ L6(5) and P1 ≤ L8(3), of index 3906 and 3280 respectively. Both
of these are maximal and since we require the natural action on the cosets of
P1, we may construct them using Stabilizer(G,1), for each almost simple
group T ≤ G ≤ Aut(T ).
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G Out(G) Subgroup type Index in G
L6(4) 3:2
2 P1 1365
P2 93093
P3 ≈ 4× 105
P1,5 ≈ 5× 105
P2,4 ≈ 3× 107
GL1(4)⊕GL5(4) ≈ 106
GL2(4)⊕GL4(4) ≈ 6× 109
L6(5) 2
2 P1 3906
P2 ≈ 5× 105
P3 ≈ 3× 106
P1,5 ≈ 3× 106
P2,4 ≈ 4× 108
GL1(5)⊕GL5(5) ≈ 107
GL2(5)⊕GL4(5) ≈ 2× 1011
L8(3) 2:2 P1 3280
P2 ≈ 9× 105
P3 ≈ 3× 107
P4 ≈ 8× 107
P1,7 ≈ 4× 106
P2,6 ≈ 1010
P3,5 ≈ 3× 1010
GL1(3)⊕GL7(3) ≈ 7× 106
GL2(3)⊕GL6(3) ≈ 5× 1011
GL3(3)⊕GL5(3) ≈ 4× 1014
Symplectic Let T := Sn(q) with (n, q) ∈ {(6, 5), (8, 3)}. Recall from The-
orem 1.5.13 that Out(T ) = 2 when q is prime. The reducible maximal
subgroups of T are Pk, where 1 ≤ k ≤ n/2, and Spk(q)⊥Spn−k(q), where
2 ≤ k < n/2 and k is even. The group orders are calculated using [32,
Propositions 4.1.19, 4.1.3] (and [27]) and the indices given in the table be-
low. The subgroups P1 ≤ S6(5) and P1 ≤ S8(3) are of index 3906 and 3280,
respectively, and both of these are maximal. Since we require the natural ac-
tions on the cosets of each P1, we may construct them using Stabilizer(G,
1) for each almost simple group T ≤ G ≤ Aut(T ). All other stabilisers have
index greater than 4095.
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G Out(G) Subgroup type Index in G
S6(5) 2 P1 3906
P2 101556
P3 19656
Sp2(5)⊥Sp4(5) 406875
S8(3) 2 P1 3280
P2 298480
P3 918400
P4 91840
Sp2(3)⊥Sp6(3) 597780
Unitary Let T := Un(q) with (n, q) ∈ {(5, 3), (7, 2)}. Recall from The-
orem 1.5.13 that Out(T ) is of shape (n, q + 1):2, when q is prime. The
reducible maximal subgroups of T are Pk, where 1 ≤ k ≤ n/2, and the
group of shape GUk(q)⊥GUn−k(q), where 1 ≤ k < n/2. By [32, Propo-
sitions 4.1.18, 4.1.4] and [27], the only subgroups of appropriate index are
P1 and GU1(2)⊥GU6(2) in U7(2), of index 2709 and 2752, respectively: see
the table below for details. Both of these are maximal, so we construct the
corresponding subgroups in T and Aut(T ), using the algorithms of [6] and
[27].
G Out(G) Subgroup type Index in G
U5(3) 2 P1 2440
P2 6832
GU1(3)⊥GU4(3) 4941
GU2(3)⊥GU3(3) ≈ 4× 105
U7(2) 2 P1 2709
P2 89397
P3 38313
GU1(2)⊥GU6(2) 2752
GU2(2)⊥GU5(2) ≈ 9× 105
GU3(2)⊥GU4(2) ≈ 107
Orthogonal, odd dimension Let T := PΩ9(3). Recall from Theorem
1.5.13 that Out(T ) = 2 when q is prime. The potentially maximal reducible
subgroups of T are Pk, where 1 ≤ k ≤ 4, and GOk(3)⊥GO9−k(3), where
 ∈ {+,−}, 1 ≤ k < 9 and k is odd. The group orders are found in [32,
Propositions 4.1.20, 4.1.6], corrected in [27], and the indices given in the
table below. The subgroups of appropriate index are P1, GO1(3)⊥GO+8 (3)
and GO1(3)⊥GO−8 (3), of index 3280, 3321 and 3240, respectively. All of
these are maximal so we construct the corresponding subgroups in T and
Aut(T ) using the algorithms of [6] and [27].
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Subgroup type Index in PΩ9(3)
P1 3280
P2 ≈ 3× 105
P3 ≈ 9× 105
P4 91840
GO1(3)⊥GO+8 (3) 3321
GO3(3)⊥GO+6 (3) ≈ 2× 108
GO5(3)⊥GO+4 (3) ≈ 2× 109
GO7(3)⊥GO+2 (3) ≈ 4× 106
GO1(3)⊥GO−8 (3) 3240
GO3(3)⊥GO−6 (3) ≈ 2× 108
GO5(3)⊥GO−4 (3) ≈ 2× 109
GO7(3)⊥GO−2 (3) ≈ 2× 106
Orthogonal, even dimension Let T := PΩ+12(2), then Out(T ) = 2 by
Theorem 1.5.13. The potentially maximal reducible subgroups of T are: Pk,
where 1 ≤ k ≤ 6; GOk(2)⊥GO12−k(2), where  ∈ {+,−}, 1 ≤ k ≤ 5 and k
is even; and Sp10(2). By [32, Propositions 4.1.20, 4.1.6, 4.1.7] and [27], none
of these has index in the required range. See the table below for details.
Let T := PΩ−12(2), then Out(T ) = 2 by Theorem 1.5.13. The po-
tentially maximal reducible subgroups of T are: Pk, where 1 ≤ k ≤ 5;
GOk(2)⊥GO−12−k(2), where  ∈ {+,−}, 1 ≤ k ≤ 6 and k is even; and
Sp10(2). By [32, Propositions 4.1.20, 4.1.6, 4.1.7] and [27], none of these has
index in the required range. See the table below for details.
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G Out(G) Subgroup type Index in G
PΩ+12(2) 2 P1 2079
P2 ≈ 4× 105
P3 ≈ 7× 106
P4 ≈ 2× 107
P5 ≈ 5× 106
P6 75735
GO+2 (2)⊥GO+10(2) ≈ 106
GO+4 (2)⊥GO+8 (2) ≈ 4× 109
GO−2 (2)⊥GO−10(2) ≈ 3× 105
GO−4 (2)⊥GO−8 (2) ≈ 2× 109
Sp10(2) 2016
PΩ−12(2) 2 P1 2015
P2 ≈ 3× 105
P3 ≈ 6× 106
P4 ≈ 107
P5 ≈ 2× 106
GO+2 (2)⊥GO−10(2) ≈ 106
GO+4 (2)⊥GO−8 (2) ≈ 4× 109
GO+6 (2)⊥GO−6 (2) ≈ 5× 1010
GO−2 (2)⊥GO+10(2) ≈ 4× 105
GO−4 (2)⊥GO+8 (2) ≈ 2× 109
Sp10(2) 2080
We conclude:
Theorem 4.3.11. Let G be a primitive permutation group of degree d, for
2500 ≤ d < 4096, and let Soc(G) be one of the groups
L6(4),L6(5),L8(3),S6(5),S8(3),U5(3),U7(2),PΩ9(3),PΩ
+
12(2),PΩ
−
12(2).
Then G appears in Table 4.9.
Proof. By Lemma 2.2.2, Proposition 4.3.9 and Lemma 4.1.2, all faithful
primitive actions of G of degree less than 4096 are on the cosets of reducible
maximal subgroups. The preceding paragraphs give details of the reducible
maximal subgroups of G of index d, where 2500 ≤ d < 4096, and for each
of these maximal subgroups M , we construct the action of G on the cosets
of M .
4.3.4 Actions on irreducible subgroups
The groups which remain to be analysed are S6(4), S12(2), PΩ7(5), PΩ
+
8 (3)
and L12(2). We use Aschbacher’s theorem [1] (see Section 1.6) to classify the
primitive permutation representations of degree d, where 2500 ≤ d < 4096,
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for the set of groups containing each of these groups as its socle, except for
the subgroups of the almost simple groups G with socle PΩ+8 (3), which are
analysed using [31].
Recall that a subgroup of a classical group must fall into at least one of
nine Aschbacher classes Ci, with 1 ≤ i ≤ 9. Each of the first eight of these
classes has associated to it a geometric structure. The main theorem of [32,
Chapter 3] states that the full stabilisers of these structures in the almost
simple classical groups G are given in [32, Tables 3.5.A-F], apart from those
G inducing a triality automorphism, when Soc(G) = PΩ+8 (q), and those G
inducing a graph automorphism, when Soc(G) = Sp4(2
f ).
We find the maximal subgroups of a group G with socle in {S6(4), S12(2),
PΩ7(5), L12(2)} as follows. For each Aschbacher class Ci, calculate the
index in Soc(G) of the stabiliser M in Soc(G) associated with Ci, using the
formulae of [32, Section 4]. If 2500 ≤ |Soc(G):M | < 4096, then we construct
the subgroup of G corresponding to M , determine whether it is maximal and
create the action of G on the cosets of M .
We deal with the subgroups of an almost simple group lying in class C9 as
follows. For a group G of Lie type, the absolutely irreducible representations
of G in its defining characteristic within certain bonds are given in [40].
The absolutely irreducible representations of all simple groups that are not
groups of Lie type in defining characteristic are given in [24]. Since all of
the groups we are considering lie within the required bounds, we use these
sources to find all potentially maximal subgroups of G lying in class C9.
The following theorem is adapted from [37, Theorem 4.1].
Theorem 4.3.12. Let T ≤ GLn(q) be a simple classical group and let G be
a group such that T  G ≤ Aut(T ). Let H be a C9 maximal subgroup of G
such that G = HT . Then one of the following holds:
(i) H is Ac or Sc, embedded in G, and c is n+ 1 or n+ 2.
(ii) |H| < q3n.
We use this theorem to prove that C9 contains no maximal subgroup of
index less than 4096, for some of the groups.
Lemma 4.3.13. Let G be an almost simple group with socle T := S6(4). If
M is a maximal subgroup of G, of index less than 4096, then M has index
less than 2500.
Proof. Note that Out(T ) = 2, by Theorem 1.5.13, and Z(Sp6(4)) = 1. By
[32, Table 3.5.C] Aschbacher classes C4, C6 and C7 are empty for S6(4). All
vectors are isotropic.
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C1: By [32, Prop 4.1.19] the subgroups Pk of T , for k ∈ {1, 2} have shape
[4a].3.(PGLk(4)× S6−2k(4)),
where a = 12k(13 − 3k). The index |T :P1| = 1365 and |T :P2| = 23205. By
[27] the group P3 has shape
[46].3.PGL3(4),
which has index 5525 in T . By [32, Prop 4.1.3], the stabiliser of a non-
degenerate 2-space has shape S2(4)× S4(4) and index 69888 in T .
C2: There is one imprimitive maximal subgroup of T which has shape S2(4)o
S3, by [32, Prop 4.2.10], and has index ≈ 3× 106.
C3: The only maximal subgroup in this class has shape S2(43).3, by [32,
Prop 4.3.10], and has index ≈ 5× 106 .
C5: The stabiliser of a subfield of F4 of index 2 has shape S6(2), by [32,
Prop 4.5.4], and has index ≈ 3× 106.
C8: By [32, Prop 4.8.6] the groups in this class are PGO+6 (4) and PGO−6 (4),
of index 2080 and 2016, respectively. Both are maximal.
C9: From [24] the socle of a potential C9-maximal subgroup M , not in
defining characteristic, is one of {U3(3), 2.J2, 2.L2(13), 2.L2(5), 2.L2(7)}.
By Lemma 2.2.10 a projectively simple group H embeds in Aut(Soc(H)),
so |T |/|Aut(M)| gives a lower bound for the index of a maximal C9 group
with socle M . For each group M in this list |T |/|Aut(M)| > 4095. From
the tables in [40], the groups given in the following table are potential C9-
maximals in defining characteristic. For each potential maximal subgroup
M we give |T |/|Aut(M)|. A dash means the quotient |T |/|M | is not an
integer, and hence M is not a subgroup.
M e |T |/|Aut(M)|
L4(2
e) 1 ≈ 108
2 1040
L6(2
e) -
U4(2
e) 1 ≈ 8× 107
2 1008
U6(2
e) -
S6(2
e) 1 ≈ 3× 106
G2(2
e) 2 8160
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Of these groups, only Aut(U4(4)) and Aut(L4(4)) are of index less than
4096. The groups U4(4) and L4(4) are of index 2016 and 2080, respectively,
so they lie outside our range.
Lemma 4.3.14. Let G := S12(2). If M is a maximal subgroup of G of index
d, where 2500 ≤ d < 4096, then M is the stabiliser of a totally isotropic 1-
space, of index 4095.
Proof. Note that Out(G) = 1, by Theorem 1.5.13, and Z(Sp12(2)) = 1.
By [32, Table 3.5.C], there are no groups in Aschbacher classes Ci, with
4 ≤ i ≤ 7, for S12(2). All vectors are isotropic.
C1: The group Pk, for k ∈ {1, . . . , 5}, has shape
[2a].(PGLk(2)× S12−2k(2)),
where a = 12k(25− 3k), by [32, Prop 4.1.19]. The group P6 has shape
M = [221].PGL6(2),
by [27]. The indices of these subgroups are given in the following table.
k |G:Pk|
1 4095
2 ≈ 106
3 ≈ 5× 107
4 ≈ 2× 108
5 ≈ 108
6 ≈ 5× 106
By [32, Prop 4.1.3] the stabiliser of a non-degenerate k-space has shape
Sk(2)×S12−k(2), where k is even and 2 ≤ k < 6. For k = 2 the index of this
group is ≈ 106 and for k = 4 the index is ≈ 6× 109.
C2: By [32, Prop 4.2.10] the maximal imprimitive subgroups of G have
shape M = Sk(2) o S12/k, where k is even and 2 ≤ k ≤ 6. The indices of
these subgroups are given in the following table. None have index less than
4096.
k |G:M |
2 ≈ 6× 1015
4 ≈ 9× 1013
6 ≈ 5× 1010
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C3: By [32, Prop 4.3.10] there are two classes of maximal semilinear sub-
groups in G. The group S6(4).2 has index ≈ 3× 1010 and S4(8).3 has index
≈ 7× 1013.
C8: By [32, Prop 4.8.6] the maximal classical subgroups of G are PGO+12(2),
of index 2080 and PGO−12(2), of index 2016.
C9: By Theorem 4.3.12 a maximal C9-subgroup of G either has socle iso-
morphic to one of A13, A14, S13, S14 or has order less than 2
36; hence the
smallest possible index of such a subgroup is |S12(2)|/14! > 4095.
Lemma 4.3.15. Let M be a maximal subgroup of an almost simple group
G with socle T := PΩ7(5), and suppose M has index less than 4096. Then
M stabilises a totally singular 1-space, |G:M | = 3906, and NS(M ∩ T ) is
maximal in all almost simple groups S with socle T .
Proof. Note that Out(T ) = 2, by Theorem 1.5.13, and Z(SO7(5)) = 1. By
[32, Table 3.5.D] there are no groups in Aschbacher classes Ci, with 3 ≤ i ≤ 8,
for a group with socle PΩ7(5).
C1: Let a := 12k(13 − 3k) and let 1mH denote a subgroup of the group H
of index m. By [32, Prop 4.1.20] the group Pk, for k ∈ {1, 2}, has shape
M = [5a].
(
1
2
GLk(5)× Ω7−2k(5)
)
.2
and P3 has shape M = [5
6]: 12GL3(5).
By [32, Prop 4.1.6] a non-degenerate 1-space is stabilised by a group
of shape M = Ω±6 (5).2 and the stabiliser of a non-degenerate k-space, for
k ∈ {3, 5}, has shape
M = (Ωk(5)× Ω±7−k(5)).[4].
The indices in T of all of the C1 subgroups M are given in the following
table.
k M |T :M |
1 [55].(2× Ω5(5)).2 3906
Ω+6 (5).2 7875
Ω−6 (5).2 7750
2 [57].
(
1
2GL2(5)× Ω3(5)
)
.2 ≈ 105
3 [56]: 12GL3(5) 19656
(Ω3(5)× Ω+4 (5)).[4] ≈ 108
(Ω3(5)× Ω−4 (5)).[4] ≈ 108
5 (Ω5(5)× Ω+2 (5)).[4] ≈ 6× 106
(Ω5(5)× Ω−2 (5)).[4] ≈ 4× 106
64
C2: By [32, Prop 4.2.15] the maximal imprimitive groups in this class have
shape 26.A7 and index ≈ 109.
C9: By [24] a maximal subgroup in this class, not in defining characteristic,
has socle in {A8, S6(2), L2(7), L2(8), U3(3)}. For each group M in this list
|PΩ7(5)|/|Aut(M)| > 4095. The only potential maximal subgroup from [40]
is G2(5), which is isomorphic to its own automorphism group, and has index
greater than 4095.
Lemma 4.3.16. Let G be an almost simple group with socle T := L12(2).
If M is a maximal subgroup of G of index d, for 2500 ≤ d < 4096, then M
is the stabiliser in G of a 1-space and has index 4095.
Proof. Note that Out(T ) = 2, by Theorem 1.5.13, and Z(L12(2)) = 1. As-
chbacher classes Ci, with 5 ≤ i ≤ 7, are empty for groups with socle L12(2),
by [32, Table 3.5.A].
C1: The group Pk, where 1 ≤ k ≤ 6, has shape
M1 = [2
k(12−k)].(Lk(2)× L12−k(2)),
by [32, Prop 4.1.17]. The group GLk(2)⊕GLn−k(2), where 1 ≤ k < 6, has
shape
(Lk(2)× L12−k(2)),
by [32, Prop 4.1.4]. The group Pk,n−k, where 1 ≤ k < 6, has shape
[224k−3k
2
].(Lk(2)
2 × L12−2k(2)),
by [32, Prop 4.1.22].
The indices of these subgroups are given in the following table.
k |T :Pk| |T :(GLk(2)⊕GLn−k(2))| |T :Pk,n−k|
1 4095 ≈ 8× 106 ≈ 8× 106
2 ≈ 3× 106 ≈ 3× 1012 ≈ 5× 1011
3 ≈ 4× 108 ≈ 5× 1016 ≈ 3× 1014
4 ≈ 1010 ≈ 6× 1019 ≈ 3× 1015
5 ≈ 1011 ≈ 4× 1021 ≈ 3× 1014
6 ≈ 2× 1011 - -
The only maximal reducible subgroup of index d, where 2500 ≤ d < 4096,
is P1. This group has index 4095 and shape 2
11.L11(2).
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C2: By [32, Prop 4.2.9] the potentially maximal imprimitive subgroups of T
have shape Lk(2)
12/k. S12/k, where 1 ≤ k ≤ 6. The indices of these subgroups
are all greater than 4095, as the following table shows.
k |T :(Lk(2)12/k. S12/k|)
1 ≈ 1034
2 ≈ 2× 1035
3 ≈ 3× 1032
4 ≈ 1029
6 ≈ 8× 1021
C3: By [32, Prop 4.3.6] the potentially maximal C3-subgroups of T are
7.L4(8).3, of index ≈ 9× 1027 and 3.L6(4).3.2, of index ≈ 1021.
C4: By [32, Prop 4.4.10] the potentially maximal C4-subgroups of T are
(L2(2)×L6(2)) and (L3(2)×L4(2)). These groups have indices 5× 1031 and
2× 1036, respectively.
C8: By [32, Prop 4.8.3] the potentially maximal C8-subgroup of T is S12(2),
which has index ≈ 3× 1019.
C9: By Theorem 4.3.12 a maximal C9-subgroup of G either has socle iso-
morphic to one of A13, A14, S13, S14 or has order less than 2
36; hence the
smallest possible index of such a subgroup is |L12(2)|/14! > 4095.
Lemma 4.3.17. If G is a group with socle PΩ+8 (3), then G has no primitive
permutation representation of degree d, for 2500 ≤ d < 4096.
Proof. We use the lists of maximal subgroups of G in [31] and [15] to create
Table 4.3. Let T := PΩ+8 (3), then Table 4.3 gives all groups M ∩ T , such
that M is maximal in an almost simple group G with socle T , together with
the index of M in G. This list of groups has been compared to the list of
maximal subgroups in [15] (which is not claimed to be complete), and no
discrepancy was found. The groups are presented in the structures given by
[31]. The group Hˆ represents the image of H ≤ Ω+8 (3) in the group PΩ+8 (3)
and 1mH is a subgroup of H, of index m.
It is clear from Table 4.3 that no almost simple group with socle PΩ+8 (3)
has a maximal subgroup of index d, where 2500 ≤ d < 4096.
We conclude:
Theorem 4.3.18. The primitive almost simple classical groups of degree d,
for 2500 ≤ d < 4096, are given in Tables 4.8 and 4.9.
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Table 4.3: Maximal subgroups M of groups G with socle T := PΩ+8 (3)
M ∩ T |G:M |
Ordinary Ω7(3) 1080
maximal ˆ[36]:
(
1
2GL4(3)
)
1120
subgroups Ω+8 (2) 28431
ˆ[39]:
(
1
2 GL2(3)× Ω+4 (3)
)
.2 36400
ˆ(2× Ω−6 (3)).22 189540
(L2(3)× S4(3)).2 7960680
(Ω−4 (3)× Ω−4 (3)).22 9552816
(Ω+4 (3) ◦ Ω+4 (3)).2.22 14926275
Novelty ˆΩ+6 (3).2
2 408240
maximal G2(3) 1166400
subgroups ˆ 12GL3(3).2
2 440899200
ˆ[311]: 12 GL2(3).2
2 582400
ˆ[39]: 12 GL3(3).2 44800
26 : A8 3838185
ˆ24.23.23.S4 403009425
[29]:L3(2) 57572775(ˆ
2× 12GU3(3)
)
.22 102351600
(D10 ×D10).22 12380449536
Proof. By Lemma 4.3.1 the socle of an almost simple group with minimal
degreee less than 4096 appears in Table 4.1. Let G be an almost simple
group with CS socle. Then by Theorem 4.3.7 the group G appears in Table
4.8, if G is linear and n = 2, or Table 4.9, otherwise.
Now assume that Soc(G) is non-CS. By Theorems 4.3.11, 4.3.13, 4.3.14,
4.3.15, 4.3.16 and 4.3.17, the socle of G is one of {L6(5), L8(3), L12(2), S6(5),
S8(3), S12(2), U7(2), PΩ9(3)}. The primitive action of G is on the cosets of
a reducible maximal subgroup, and G appears in Table 4.9.
We now move on to another family of simple groups.
4.4 Exceptional groups
To eliminate duplication of work we restrict our attention to exceptional
groups which are not isomorphic to a classical group. Recall that P (G)
denotes the smallest d such that G has a faithful primitive permutation
action of degree d, and by Lemma 4.1.2 the minimal degree P (Soc(G)) ≤
P (G), for all exceptional groups G. The untwisted exceptional groups are
E6(q),E7(q),E8(q),F4(q),G2(q)
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Table 4.4: Orders of the exceptional groups
G Conditions on q |G|
E6(q) q
36(q12 − 1)(q9 − 1)(q8 − 1)
(q6 − 1)(q5 − 1)(q2 − 1)/(3, q − 1)
E7(q) q
63(q18 − 1)(q14 − 1)(q12 − 1)(q10 − 1)
(q8 − 1)(q6 − 1)(q2 − 1)/(2, q − 1)
E8(q) q
120(q30 − 1)(q24 − 1)(q20 − 1)(q18 − 1)
(q14 − 1)(q12 − 1)(q8 − 1)(q2 − 1)
F4(q) q
24(q12 − 1)(q8 − 1)(q6 − 1)(q2 − 1)
G2(q) q
6(q6 − 1)(q2 − 1)
Sz(q) q = 22m+1 q2(q2 + 1)(q − 1)
3D4(q) q
12(q8 + q4 + 1)(q6 − 1)(q2 − 1)
2E6(q) q
36(q12 − 1)(q9 + 1)(q8 − 1)(q6 − 1)
(q5 + 1)(q2 − 1)/(3, q + 1)
2F4(q) q = 2
2m+1 q12(q6 + 1)(q4 − 1)(q3 + 1)(q − 1)
2G2(q) q = 3
2m+1 q3(q3 + 1)(q − 1)
and the twisted groups are
2B2(2
2m+1) = Sz(22m+1),3 D4(q),
2 E6(q),
2 F4(q),
2 G2(3
2m+1).
The orders of each exceptional group are found in [15] and reproduced in
Table 4.4.
Let G := Ch(q) be a Chevalley group, with q = pe, and define l(G, p) >
1 to be the smallest possible degree of a non-trivial projective irreducible
representation of G, over a field of characteristic other than p. Then [33]
gives a lower bound for l(G, p). We state these values in Table 4.5, for each
simple exceptional group G.
Recall that P (G) denotes the smallest integer d, such that G has a
faithful primitive permutation representation of degree d.
Lemma 4.4.1. Let G be a simple exceptional group, then a lower bound for
l(G, p) is a lower bound for P (G).
Proof. Let d := P (G), then G ≤ Sd and we can form a (not necessarily irre-
ducible) permutation representation ρ of G by writing each group element
as a permutation matrix over any field; so let ρ(G) ≤ GLd(Fr), where r is
coprime to |G|. Since G is non-abelian and simple, ρ(G) ∩ Z(GLd(Fr)) = 1
and hence G is isomorphic to a subgroup of PGLd(Fr). The natural module
68
Table 4.5: l(G, p), for a simple exceptional group G
G l(G, p) ≥ Exceptions
E6(q) q
9(q2 − 1)
E7(q) q
15(q2 − 1)
E8(q) q
27(q2 − 1)
F4(q) q
4(q6 − 1), q odd
1
2q
7(q3 − 1)(q − 1), q even l(F4(2), 2) ≥ 44
G2(q) q(q
2 − 1) l(G2(3), 3) ≥ 14
Sz(22m+1) 2m(22m+1 − 1) l(Sz(8), 2) ≥ 8
3D4(q) q
3(q2 − 1)
2E6(q) q
8(q4 + 1)(q3 − 1) l(2E6(2), 2) ≥ 1536
2F4(2
2m+1) 29m+4(22m+1 − 1)
2G2(3
2m+1) 32m+1(32m+1 − 1)
Table 4.6: Largest order of a maximal subgroup M of a simple exceptional
group G
G Conditions |M | ≤ Exceptions
G2(q) q > 2 q
6(q2 − 1)(q − 1) q = 3 and M = G2(2)
q = 4 and M = J2
3D4(q) q
12(q6 − 1)(q − 1)
for the representation ρ(G) has at least one non-trivial composition fac-
tor, corresponding to an irreducible submodule of dimension k, say. So
l(G, p) ≤ k ≤ d.
Table 4.6 presents an upper bound on the order of a maximal subgroup
M of G, for certain exceptional groups G, as given in [38, Theorem 5.2].
We now use the above Lemma to produce a short-list of simple excep-
tional groups which may be the socle of a primitive permutation group of
degree less than 4096.
Proposition 4.4.2. Let G be an almost simple exceptional group with min-
imal degree P (G) < 4096. Then Soc(G) ∈ {E6(2), F4(2), G2(2)′, G2(3),
G2(4), G2(5), Sz(8), Sz(32), Sz(128),
3D4(2),
2E6(2),
2F4(2)
′, 2G2(27)}.
Proof. As before, we use the fact that P (G) ≥ P (Soc(G)) for an almost
simple group G. To begin with we examine the untwisted groups.
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En(q): By Table 4.5, the minimal degree P (E6(q)) > q
9(q2 − 1), which is
greater than 4095 for all q > 2. The values of l(E7(q), p) and l(E8(q), p) are
greater than 4095 for all q.
F4(q): By Table 4.5, the minimal degree
l(F4(q), p) ≥ min(q4(q6 − 1), q7/2(q3 − 1)(q − 1)),
which is greater than 4095 for all q > 2.
G2(q): By Table 4.6 the largest maximal subgroup of G2(q) has index
greater than (q6 − 1)/(q − 1), where q > 4, and therefore P (G2(q)) > 4095
for all q > 5. The group G2(2) is not simple but has simple derived subgroup
G2(2)
′ ∼= U3(3). This group was covered in Section 4.3, so we do not consider
it further.
Now we analyse the twisted groups.
Sz(22m+1): Table 4.5 shows that P (Sz(22m+1)) > 4095, for m ≥ 4.
3D4(q): All maximal subgroups of
3D4(q) have index at least q
8 + q4 + 1,
by Table 4.6, so for q > 2 the group 3D4(q) has no maximal subgroups of
index less than 4095.
2E6(q): The minimal degree l(
2E6(q), p) ≥ q8(q4 +1)(q3−1) by Table 4.5,
which is greater than 4095 for all q > 2.
2F4(q): The minimal degree l(
2F4(q), p) ≥ 29m+4(22m+1 − 1), by Table
4.5, and so P (2F4(q)) > 4095 for m > 0. The group
2F4(2) is not simple,
but it has simple derived subgroup 2F4(2)
′.
2G2(3
2m+1): Lastly, 2G2(3) ∼= L2(8):3 and the minimal degree
l(2G2(3
2m+1), p) ≥ 32m+1(32m+1 − 1),
for m > 0. If m ≥ 2 then P (2G2(32m+1)) > 4095, which leaves only 2G2(33).
For each G in the short-list of Proposition 4.4.2, we examine the maximal
subgroups of G to see if any have index d, where 2500 ≤ d < 4096. The
group Sz(128) is not in [15], so we use the following theorem, which is found
in [68, Theorem 9] and classifies the subgroups of Sz(q).
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Theorem 4.4.3. Let H be a subgroup of G := Sz(q) and let r2 = 2q. Then
either H ∼= Sz(q0), where qt0 = q, or else H is conjugate in G to a subgroup
of one of the following.
1. a Frobenius group of order q2(q − 1);
2. D2(q−1);
3. NG(q + r + 1), of order 4(q + r + 1);
4. NG(q − r + 1), of order 4(q − r + 1).
We now use this theorem to eliminate the group Sz(128) from our investi-
gation.
Lemma 4.4.4. Let G := Sz(128), then G has no subgroups of index less
than 4096.
Proof. Since q = 128, we assign r := 16 and q0 := 2. Let H ≤ G, then by
Theorem 4.4.3 either H ∼= Sz(2) and
|H| = q20(q0 − 1)(q20 + 1) = 20,
or else the theorem gives an upper bound on |H|. These values are given in
the table below, together with the resulting lower bounds on the subgroup
indices.
|H| |G:H|
20 ≈ 2× 109
≤ q2(q − 1) ≥ 16384
≤ 2(q − 1) > 108
≤ 4(q + r + 1) > 5× 107
≤ 4(q − r + 1) > 7× 107
Hence no subgroup of G has index below 4096.
With the exception of Sz(128), all of the exceptional groups in the short-
list of Proposition 4.4.2 are in [15]. We conclude:
Theorem 4.4.5. Let G be an exceptional almost simple group with a faithful
primitive permutation representation of degree d, where 2500 ≤ d < 4096.
Then Soc(G) ∈ {G2(3), G2(5), 2F4(2)′} and these groups are given in Table
4.10.
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Proof. By Proposition 4.4.2 and Lemma 4.4.4, the possible values for Soc(G)
are E6(2), F4(2), G2(3), G2(4), G2(5), Sz(8), Sz(32),
3D4(2),
2E6(2),
2F4(2)
′
and 2G2(3
3).
The maximal subgroups of F4(2) all have index greater than 4096 and
F4(2) is contained in E6(2), by [15]. Hence, neither F4(2) nor E6(2) has a
faithful permutation representation on fewer than 4096 points, for, if E6(2)
had such a representation then so would its subgroups.
Let Soc(G) ∈ {G2(4), Sz(8), Sz(32), 3D4(2), 2E6(2)}. Then the maximal
subgroups of G are described in [15] and G has no maximal subgroups of
index d, where 2500 ≤ d < 4096. The group 2G2(33) ∼= R(27), which has no
maximal subgroups of index less than 4096, by [15].
The group G2(3) has three maximal subgroups of index d, where 2500 ≤
d < 4096, and Aut(G2(3)) ∼= G2(3).2 has no novelties of index in that range,
by [15]. The indices of the subgroups are 2808, 3159 and 3888.
The group G2(5) ∼= Aut(G2(5)) has two maximal subgroups of index
3906, by [15], and no other maximal subgroups of index less than 4096.
The groups 2F4(2)
′ and Aut(2F4(2)′) each have a maximal subgroup
of index 2925, by [15], and no other maximal subgroups of index d, for
2500 ≤ d < 4096.
Let G be an almost simple group with Soc(G) ∈ {G2(3), G2(5), 2F4(2)′}.
Then G is CS and we can compute the primitive permutation representations
of G as in Subsection 4.3.1.
This completes our treatment of the almost simple groups with excep-
tional socle.
4.5 Sporadic Groups
The maximal subgroups of the 26 sporadic groups are described in [15],
corrected in [56]. With the exception of the Monster group M, the list of
maximal subgroups is complete for each sporadic group.
Theorem 4.5.1. Let G be an almost simple group with sporadic socle. If G
has a maximal subgroup M of index d, for 2500 ≤ d < 4096, then G is one
of J1, HS, M24, Ru or Fi22.
Proof. By [15], the order |Out(G)| ≤ 2 and the sporadic groups M11, M12,
M22, J2, M23, J3, McL, He, Suz, O
′N, Co3, Co2, HN, Ly, Th, Fi23, Co1, J4,
Fi′24 and B have no maximal subgroups of index d, where 2500 ≤ d < 4096,
nor do their automorphism groups. The smallest dimension of an irreducible
complex representation of the Monster group M is 196883, hence M has no
faithful transitive permutation representation of degree less than 4096.
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Let G := J1, then Out(G) = 1 and G has a maximal subgroup of shape
S3×D10 and of index 2926. All other maximal subgroups of G have index
outside the required range.
Let G := HS, then Out(G) = 2. Let M be a maximal subgroup of an
almost simple group with socle G, and suppose 2500 ≤ |G:M | < 4096. Then
M ∩G has shape 24.S6 and index 3850.
Let G := M24, then Out(G) = 1 and G has a maximal subgroup of shape
26 :(L3(2) × S3) and index 3795. All other maximal subgroups of G have
index less than 2500 or greater than 4095.
Let G := Ru, then Out(G) = 1 and G has a maximal subgroup of index
4060 and shape 2F4(2). All other maximal subgroups of G have index greater
than 4095.
Let G := Fi22, then Out(G) = 2. Let M be a maximal subgroup of G or
Aut(G), of index less than 4096. Then M has index 3510 and M ∩ G has
shape 2.U6(2).
We have now considered all of the sporadic groups. All of the relevant
almost simple groups G with sporadic socle are in Magma’s database of
almost simple groups. Hence we can compute the primitive permutation
representations of G as in Subsection 4.3.1.
We conclude:
Theorem 4.5.2. The sporadic groups with faithful primitive permutation
representations of degree d, for 2500 ≤ d < 4096, are given in Table 4.11.
This completes our classification of the almost simple primitive permu-
tation groups of degree d, where 2500 ≤ d < 4096.
4.6 Tables
We present the tables of results from the preceding sections.
Theorem 4.6.1. Let G be an almost simple primitive permutation group of
degree d, where 2500 ≤ d < 4096. Then G is contained in one of the tables
of this section.
Proof. Let T be a non-abelian simple group such that Soc(G) ∼= T  G <
Aut(T ). Then one of the following holds:
• T ∼= An for some n and G is in Table 4.7.
• T ∼= L2(q) and G is in Table 4.8.
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• T is a classical group and if T is linear, then n > 2. The group G is
in Table 4.9.
• T is an exceptional group and G is in Table 4.10.
• T is a sporadic group and G is in Table 4.11.
By the Classification of Finite Simple Groups, Theorem 1.3.1, this covers
all the possibilities for T .
Column 1 of each table gives the smallest group G in the cohort. We
give the shape of a stabiliser in G of the primitive action and the normaliser
N := NSd(T ), written as an extension of T := Soc(G). Recall that the rank
of a group is the number of orbits of a point stabiliser of the group. This is
easy for us to calculate in Magma, and to remain consistent with the lists
of primitive groups in [18] and [61] we give the rank of N in each table. The
last column gives the number of groups in the cohort.
Table 4.7: Primitive almost simple groups with alternating socle
Primitive Conditions Degree Stabiliser N Rank Cohort
group G in G of N size
An 72 ≤ n ≤ 91
(
n
2
)
Sn−2 T.2 3 2
Out = 2 26 ≤ n ≤ 30 (n3) (An−3×3):2 T.2 4 2
18 ≤ n ≤ 19 (n4) (An−4×A4):2 T.2 5 2
A10 2520 M10 T.2 10 2
A11 2520 M11 T 5 1
A12 2520 M12 T 4 1
A14 3003 (A8×A6):2 T.2 7 2
A15 3003 (A10×A5):2 T.2 6 2
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Table 4.8: Primitive almost simple groups with socle L2(q)
Primitive Conditions Degree Stabiliser N Rank Cohort
group G in G of N size
L2(p) 73 ≤ p ≤ 89
(
p
2
)
Dp+1 T.2
p+1
2 2
L2(p) 71 ≤ p ≤ 89
(
p+1
2
)
Dp−1 T.2 p+32 2
L2(p) 2503 ≤ p ≤ 4093 p+ 1 p:(p− 1)/2 T.2 2 2
L2(43) 3311 A4 T.2 152 2
L2(71) 2982 A5 T 61 1
L2(p
2) 53 ≤ p ≤ 61 p2 + 1 p2 :(p2 − 1)/2 T.22 2 5
L2(19
2) 3439 PGL2(19) T.2 11 2
L2(3
4) 3240 D82 T.(2× 4) 14 8
3321 D80 T.(2× 4) 15 8
L2(5
5) 55 + 1 55 :(55 − 1)/2 T.10 2 4
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Table 4.9: Primitive almost simple groups with other classical socles
Primitive Degree Stabiliser N Rank Cohort
group G in G of N size
L3(5) 3100 S5 T.2 32 2
3875 42 : S3 T.2 35 2
4000 31:3 T.2 35 2
L3(7).2 2793 2
·(L2(7)× 2).2 T. S3 10 2
L3(13).2 2562 [13
3].[48].2 T. S3 4 2
L3(53) 2863 53
2.[52].L2(53).2 T 2 1
L3(59) 3541 59
2.[58].L2(59).2 T 2 1
L3(61) 3783 61
2.[20].L2(61).2 T.3 2 2
L4(7) 2850 [7
4].[6].L2(7)
2.2 T.22 3 5
L5(7) 2801 [7
4].[6].L4(7).2 T 2 1
L6(5) 3906 [5
5].2.L5(5) T.2 2 2
L7(2) 2667 [2
10].(S3×L5(2)) T 3 1
L8(3) 3280 [3
7].L7(3) T.2 2 2
L12(2) 4095 [2
11].L11(2) T 2 1
S4(3
2) 3240 S2(3
4).2 T.22 5 5
3321 2.(S2(3
2) o 2) T.22 5 5
S6(3) 3640 3
3+4 :2.(S4×A4) T.2 5 2
S6(5) 3906 [5
5]:4.S4(5) T.2 3 2
S8(3) 3280 [3
7]:2.S6(3) T.2 3 2
S12(2) 4095 [2
11]:S10(2) T 3 1
U3(2
3) 3648 3× L2(8) T.(3× S3) 5 9
U4(3) 2835 2.(A4×A4).22 T.D8 9 8
U4(2
2) 3264 5.U3(4) T.4 4 3
U4(5) 3276 [5
5]:[12].U2(5).2 T.2
2 3 5
U4(7) 2752 [7
4]:3.L2(7
2) T.D8 3 8
U5(2) 3520 S3×31+2 :2 A4 T.2 12 2
U7(2) 2709 [2
11]:3.U5(2) T.2 3 2
2752 3.U6(2).3 T.2 3 2
PΩ7(3) 3159 S6(2) T 4 1
3640 31+6 :(2 A4×A4).2 T.2 5 2
PΩ7(5) 3906 [5
5]:(2× Ω5(5)).2 T.2 3 2
PΩ9(3) 3240 Ω
−
8 (3).2 T.2 3 2
3280 [37]:Ω7(3).2 T.2 3 2
3321 Ω+8 (3).2 T.2 3 2
76
Table 4.10: Primitive almost simple groups with exceptional socle
Primitive Degree Stabiliser N Rank Cohort
group G in G of N size
G2(3) 2808 L2(8):3 T :2 7 2
3159 23.L3(2) T :2 8 2
3888 L2(13) T :2 12 2
2F4(2)
′ 2925 22.[28]: S3 T.2 5 2
G2(5) 3906 5
1+4
+ : GL2(5) T 4 1
3906 52+3 : GL2(5) T 4 1
Table 4.11: Primitive almost simple groups with sporadic socle
Primitive Degree Stabiliser N Rank Cohort
group G in G of N size
J1 2926 S3×D10 T 67 1
HS 3850 24. S6 T :2 12 2
M24 3795 2
6 :(L3(2)× S3) T 5 1
Ru 4060 2F4(2) T 3 1
Fi22 3510 2.U6(2) T :2 3 2
77
Chapter 5
Product action groups
5.1 Introduction
In this section we classify the primitive product action groups of degree d,
where 2500 ≤ d < 4096.
Let G be a group. The wreath product G o Sk has a natural imprimitive
action, however we now define another action of this group on Cartesian
products of sets, which is known as the product action.
Definition 5.1.1. Let G be a group acting on a set ∆, and let W := G oSk.
Let (g1, . . . , gk) ∈ Gk and σ ∈ Sk, then the product action of (g1, . . . , gk)σ ∈
W on (δ1, . . . , δk) ∈ ∆k is defined as follows:
(δ1, . . . , δk)
(g1,...,gk)σ = (δg11 , . . . , δ
gk
k )
σ = (δ
g1σ−1
1σ−1 , . . . , δ
gkσ−1
kσ−1 ).
The O’Nan–Scott Theorem 2.2.1 introduced primitive groups of product
action type. Let G be a primitive permutation group of degree d, with non-
regular and non-abelian socle H := Soc(G) ∼= Tm, where m ≥ 2. The group
G is of product action type if G is permutation isomorphic to a subgroup
of a product action wreath product P o Sm/l. The group P is primitive of
almost simple or diagonal type and Soc(P ) ∼= T l, where l divides m, and
l > 1 only if P is of diagonal type. Let n be the degree of P , then G has
degree d := nm/l.
Some definitions of product action type groups allow P to be any primi-
tive group. We restrict the type of P to almost simple or diagonal, in order
to make the O’Nan–Scott classes disjoint. If P had a regular socle, then
Soc(G) would also be regular, and hence G would be of affine or twisted
product type. If P were a product action type group, then G would be
a subgroup of an iterated wreath product isomorphic to a product action
group P1 o Sm, where P1 is an almost simple or diagonal type group. Hence
our restriction does not omit any primitive groups from the classification.
Let W be the product action wreath product P o Sm/l, where P , m and
l are as described above. Let H = Tm, where T is the non-abelian simple
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group such that Soc(P ) = T l, and let n be the degree of P . We construct
the primitive groups of product action type by computing all groups G of
degree d := nm/l, where 2500 ≤ d < 4096, such that
H ≤ G ≤W.
Then we use Magma to check whether G is primitive. Note that if G is
primitive then W is the full normaliser in Sd of Soc(G), by [19, Lemma
4.5A].
The group T is non-abelian and simple, so n ≥ 5. The condition 2500 ≤
nm/l < 4096 implies that m/l ≤ 5, and so the following values can occur:
• m/l = 2 and 50 ≤ n < 64;
• m/l = 3 and 14 ≤ n < 16;
• m/l = 5 and n = 5.
The primitive groups of almost simple and diagonal type, of degree less
than 64, are in the primitive groups library of Magma [5]. Table 5.1 presents
the primitive groups P of degree nm/l which will give rise to a primitive
product action type group G, where m and l are as defined above. The
table gives the largest group P of its cohort, the degree n of P , the values of
m and l, and the integer i for which P = PrimitiveGroup(n, i) in Magma.
The only group of diagonal type in this list is P = A25 .2
2, the socle of which
is isomorphic to A5×A5. In this case l = 2 and m = 4, while for all other
groups l = 1.
5.2 Making the groups
To find the primitive groups of product action type of degree d, where
2500 ≤ d < 4096, we perform the following steps in Magma to return a
list PrimGroups. Let P be one of the primitive groups given in Table 5.1
and let m and l be as given in the table. Recall that the rank of a group G
is the number of orbits of a point stabiliser of G. As before, we compute the
rank of W = NSd(G), to remain consistent with the lists of [18] and [61].
Step 1. LetW := PrimitiveWreathProduct(P,Sm/l), the product action
wreath product. Calculate the rank of W .
Step 2. Use the function SocleQuotient(W) to compute the quotient
group S := W/Soc(W ) and a homomorphism φ : W → S.
Step 3. Create a list subs of conjugacy class representatives of subgroups
of S, using Subgroups(S). For each K ∈ subs, construct the preimage G
of K under φ. If IsPrimitive(G) is true, then append G to PrimGroups.
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Table 5.1: Almost simple and diagonal type primitive groups P of degree
less than 64
P n m l i
S5 5 5 1 5
PGL2(13) 14 3 1 2
S14 4
S6 15 3 1 2
A7 3
PSL4(2) 4
S15 6
PΓL2(49) 50 2 1 6
U3(5) : 2 7
S50 9
S51 51 2 1 2
L3(3).2 52 2 1 1
S52 3
S53 53 2 1 8
PGL2(53) 54 2 1 2
S54 4
PGL2(11) 55 2 1 2
PGL2(11) 3
M11 4
S11 6
S55 8
P n m l i
S8 56 2 1 6
L3(4).2
2 7
S56 9
L2(19) 57 2 1 1
L3(7).3 3
S57 5
S58 58 2 1 2
S59 59 2 1 6
A25 .2
2 60 4 2 5
PGL2(59) 2 1 7
S60 9
S61 61 2 1 14
PGL2(61) 62 2 1 2
S62 4
U3(3).2 63 2 1 3
U3(3).2 4
S6(2) 5
L6(2) 6
S63 8
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Step 5. The size of the set PrimGroups is the size of the cohort containing
W . Return PrimGroups, the rank of W and the size of the cohort.
Theorem 5.2.1. Let G be a primitive group of product action type of degree
d, where 2500 ≤ d < 4096. Then Soc(G) appears in Table 5.2.
Table 5.2 also gives the rank of W = NSd(G) and the size of the cohort
to which G belongs.
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Table 5.2: Primitive product action groups
Socle Conditions Degree Rank Cohort
of W size
A2n 50 ≤ n ≤ 63 n2 3 4
L2(p)
2 53 ≤ p ≤ 61 (p+ 1)2 3 4
L2(49)
2 2500 3 24
U3(5)
2 2500 6 4
L3(3)
2 2704 10 3
L2(11)
2 3025 21 4
L2(11)
2 3025 21 3
M211 3025 6 1
A211 3025 6 4
A28 3136 10 4
L3(4)
2 3136 6 24
L2(19)
2 3249 10 1
L3(7)
2 3249 3 4
U3(3)
2 3969 10 4
U3(3)
2 3969 10 4
S6(2)
2 3969 6 1
L6(2)
2 3969 3 1
(A25)
2 3600 10 24
A3n 14 ≤ n ≤ 15 n3 4 10
L2(13)
3 2744 4 10
A36 3375 10 10
A37 3375 4 2
A38 3375 4 2
A55 3125 6 26
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Chapter 6
Diagonal type groups
6.1 Introduction and preliminary results
In this chapter we describe the primitive permutation groups of diagonal
type and show how to compute those of degree d, where 2500 ≤ d < 4096.
Definition 6.1.1. Let m > 1 and let T be a group. The diagonal subgroup
D of Tm is the group of m-tuples
D := {(t, t, . . . , t):t ∈ T}.
Let D be the diagonal subgroup of Tm and consider the action of Tm on
the cosets of D. Each coset may be represented by an element of the form
(1, x1, x2, . . . , xm−1), where xi ∈ T . For, if (t1, t2, . . . , tm) ∈ Tm, then
D(t1, t2, . . . , tm) = D(t1, t1, . . . t1)(1, t
−1
1 t2, . . . , t
−1
1 tm)
= D(1, t−11 t2, . . . , t
−1
1 tm).
This representation is unique, since
D(1, s1, . . . , sm−1) = D(1, t1, . . . , tm−1)
⇔ (1, s1, . . . , sm−1)(1, t1, . . . , tm−1)−1 ∈ D
⇔ (1, s1t−11 , . . . , sm−1t−1m−1) ∈ D
⇔ sit−1i = 1 for all 1 ≤ i ≤ m− 1
⇔ si = ti for all 1 ≤ i ≤ m− 1.
Hence the set of cosets of D in Tm can be identified with the group Tm−1.
Definition 6.1.2. Let T be a non-abelian simple group and let m > 1.
Then the group Tm acting on the cosets of its diagonal subgroup D is the
minimal diagonal group and the action is called the diagonal action.
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This action has degree |Tm :D| = |T |m−1. We write [1, x1, . . . , xm−1] for
the coset of D in Tm containing D(1, x1, . . . , xm−1) and let Ω be the set of
all of these cosets.
The group Tm may be extended to obtain more elements of Sym(Ω). We
adjoin to Tm elements of Sm, which act by permuting the co-ordinates, and
elements of Aut(T )m, which act in the obvious way. These extensions create
larger diagonal groups, the largest of which is NSym(Ω)(T
m) ∼= Tm.(Out(T )×
Sm), as we shall prove shortly.
Let τ ∈ InnT , where τ represents conjugation by y ∈ T . Then
[1, x1, . . . , xm−1]τ = [1τ, x1τ, . . . , xm−1τ ]
= [y−1y, y−1x1y, . . . , y−1xm−1y]
= [y, x1y, . . . , xm−1y],
and hence the action of an inner automorphism on a coset is induced by
right multiplication by an element of T . In other words the action of Tm on
Ω by right multiplication induces all inner automorphisms.
Lemma 6.1.3. Let T be a non-abelian simple group and let m > 1 be an
integer. Let Ω be as described above and let Tm act on Ω with the diagonal
action. Then NSym(Ω)(T
m) is isomorphic to a subgroup of Aut(T ) o Sm.
Proof. Let N := NSym(Ω)(T
m), then by Lemma 2.2.10, the group N embeds
in Aut(Tm). Hence it suffices to prove that Aut(Tm) ∼= Aut(T ) o Sm. Let
Ti be the subgroup of T
m consisting of all elements with 1 in all but the
ith entry, then Ti ∼= T , and as T is simple the Ti are precisely the minimal
normal subgroups of Tm. An automorphism α ∈ Aut(Tm) permutes the Ti,
and hence
(t1, t2, . . . , tm)α = (t1τ1, t2τ2, . . . , tmτm)σ,
for some τi ∈ Aut(T ) and some σ ∈ Sm. Hence α = (τ1, τ2, . . . , τm)σ ∈
Aut(T ) o Sm. Any element of Aut(Tm) can be written in this way and any
element of Aut(T ) o Sm acts as an automorphism of Tm.
Considering Aut(T )m and Sm as subgroups of Aut(T
m), the intersection
Aut(T )m ∩ Sm = 1, so it remains to prove that Aut(T )m  Aut(Tm). It
suffices to show that Sm normalises Aut(T )
m, so let x := (x1, . . . , xm) ∈ Tm,
let τ := (τ1, . . . , τm) ∈ Aut(T )m and let σ ∈ Sm. Then
x(σ−1τσ) = (x1στ1, . . . , xmστm)σ
= (x1τ1σ−1 , . . . , xmτmσ−1)
= (x1, . . . , xm)(τ1σ−1 , . . . , τmσ−1),
and (τ1σ−1 , . . . , τmσ−1) ∈ Aut(T )m. Hence Aut(Tm) ∼= Aut(T ) o Sm and
therefore N is isomorphic to a subgroup of Aut(T ) o Sm.
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We now prove our earlier claim about the structure of the normaliser of
Tm in Sym(Ω).
Lemma 6.1.4. Let T be a non-abelian simple group with associated diagonal
group D and let m > 1. Let Ω be the set of cosets of D in Tm and let Tm act
on Ω with the diagonal action. Then NSym(Ω)(T
m) = Tm.(Out(T )× Sm).
Proof. Let H := Tm and let N := NSym(Ω)(H). By Lemma 2.2.10, the
normaliser N embeds in Aut(H). Let A be the image of this embedding,
then by Lemma 2.2.11, the group A consists of the elements of Aut(H)
which permute the point stabilisers Hω, where ω ∈ Ω. Let α ∈ Aut(H),
then by Lemma 6.1.3, the element α = (τ1, . . . , τm)σ, for some τi ∈ Aut(T )
and σ ∈ Sm. Since Stab H([x1, . . . , xm]) = D(x1,...,xm), the element α ∈ N if
and only if
Dα = D(x1,...,xm)
for some xi ∈ T . That is, for any t ∈ T there exists u ∈ T such that
(t, t, . . . , t)α = (ux1 , . . . , uxm)
= (tτ1σ−1 , tτ2σ−1 , . . . , tτmσ−1).
This implies that tτiσ−1 = u
xi , for all i, and therefore u = t(τiσ−1 · φx−1i ),
where φx−1i
∈ Inn(T ) represents conjugation by x−1i . Hence
t(τiσ−1 · φx−1i ) = t(τjσ−1 · φx−1j ),
for all i, j, or in other words τi ≡ τj (mod Inn(T )).
Let B be a transversal for the cosets of Inn(T ) in Aut(T ), then each
element of B uniquely represents an element of Out(T ) and
A = {(x1b, . . . , xmb)σ : xi ∈ T, b ∈ B, σ ∈ Sm}.
Hence N = Tm.(Out(T )× Sm).
We are now ready to state the definition of a group of diagonal type.
Definition 6.1.5. Let T be a non-abelian simple group and let m > 1.
A group G is of diagonal type if Tm ≤ G ≤ Tm.(Out(T ) × Sm) with the
diagonal action described above.
Note that the degree of a group of diagonal type is equal to the degree
of its socle d = |T |m−1. The following theorem, found in [19, Theorem
4.5A], gives conditions on the values of m for a group of diagonal type to be
primitive.
Theorem 6.1.6. Let G be a group of diagonal type with socle Tm. Then G
is primitive exactly when either
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1. m = 2; or
2. m ≥ 3 and the conjugation action of G on the set of minimal normal
subgroups of Tm is primitive.
In particular, the full normaliser of Tm is primitive for all m ≥ 2.
Since we are only interested in the primitive groups of degree d, where
2500 ≤ d = |T |m−1 < 4096, the following table gives the simple groups T
which may form the socle Tm of a primitive group of degree d.
T m d Aut(T ) Out(T )
A7 2 2520 S7 2
L2(19) 2 3420 PGL2(19) 2
A5 3 3600 S5 2
L2(16) 2 4080 PΓL2(16) 4
6.2 Making the groups
Let T ∈ {A7,L2(19),L2(16)}, then all groups G of diagonal type with
Soc(G) = T 2 are primitive, by Theorem 6.1.6. For the remaining case,
where T = A5 and m = 3, let
R := (A5)
3.(2× S3)
and let G ≤ R be primitive. Then the action of G by conjugation on the
minimal normal subgroups of (A5)
3 is primitive, by Theorem 6.1.6. Under
the action of G, the minimal normal subgroups of (A5)
3 are fixed by (A5)
3.2
and permuted by a subgroup of S3. The only primitive subgroups of S3 are
itself and A3, hence G is a primitive subgroup of R if and only if G/ Soc(G)
contains an element of order 3.
Let U := Aut(T ) o Sm, and let W := Tm.(Out(T ) × Sm) be a primitive
group of diagonal type. Then W is isomorphic to a subgroup of U , of index
|Out(T )|m−1, and U is much easier to construct in Magma than W . The
group W has degree d := |T |m−1, and a point stabiliser of W has index d
in W . We find W by computing the subgroups of U of index |Out(T )|m−1
and which have a maximal subgroup of index d.
We now describe a computational method to construct the primitive
groups of diagonal type of degree d, where 2500 ≤ d < 4096.
Step 1. Let m := 2 and T ∈ {A7,L2(19),L2(16)} or let m := 3 and
T := A5.
Step 2. Let U := Aut(T ) o Sm.
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Step 3. Let Λ := {K ≤ U : |U : K| = |Out(T )|m−1} and check that there
is a unique group W (up to isomorphism) in Λ with a maximal subgroup M
of index |T |m−1.
Step 4. Let maxs be the set of conjugacy class representatives for maximal
subgroups of W , of index |T |m−1. Then each subgroup in maxs is a point
stabiliser of the diagonal action. Calculate the rank of W by counting the
number of orbits of one of the groups in maxs.
Step 5. Let H,K ∈ maxs. The actions of W on the cosets of H and K
are primitive, so by Lemma 2.2.8, these actions are permutation isomorphic
if and only if they are conjugate in Aut(W ). Check that the groups in maxs
are conjugate in U = Aut(T ) o Sm, then they are conjugate in Aut(W ).
Step 6. Let R be the permutation representation of W acting on the cosets
of M . Let S := R/Soc(R) and let φ : R→ S be a homomorphism.
Step 7. If m = 2, then calculate all subgroups of S and return the sub-
groups of R given by their preimages in φ.
Step 8. If m = 3, then return the preimages in φ of all subgroups G of S
such that G/ Soc(G) contains an element of order 3.
Step 9. The number of subgroups returned for each T is the size of the
cohort containing Tm.
We conclude:
Theorem 6.2.1. Let G be a primitive permutation group of diagonal type
of degree d, where 2500 ≤ d < 4096, then Soc(G) is given in Table 6.1.
Also given in Table 6.1 are the rank of W := Tm.(Out(T ) × Sm) and
the size of the cohort containing G. This concludes our classification of the
primitive groups of diagonal type of degree d, where 2500 ≤ d < 4096.
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Table 6.1: Primitive diagonal type groups
Socle Degree Rank Cohort
of W size
A27 2520 8 5
L2(19)
2 3420 11 5
A35 3600 17 5
L2(16)
2 4080 7 8
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Chapter 7
Loose ends
7.1 A group missing from previous databases
Thomas Breuer has pointed out to us that the classification in [61] omits
a cohort of 2 groups of degree 1575 with socle PSU4(5), point stabiliser
Sp4(5).2, and rank 4. We thank him for drawing this to our attention.
7.2 Permutation isomorphism of groups
We check the primitive groups that have been computed for permutation
isomorphism, to ensure there are no duplicates. The following theorem
shows that we need only check for permutation isomorphic groups within an
O’Nan–Scott class.
Lemma 7.2.1. A faithful primitive group G belongs to exactly one O’Nan–
Scott class.
Proof. The socle of G is abelian if and only if G is of affine type. The socle
of G is non-abelian and regular if and only if G is a twisted wreath product.
The socle of G is non-abelian and simple if and only if G is an almost simple
group.
Thus we assume that Soc(G) ∼= Tm, for some non-abelian simple group
T and m ≥ 2, with non-trivial point stabilisers. It suffices to show that if
H ∼= G, and H is primitive of the same degree as G, then H and G are not
of product action and diagonal type, respectively. Assume otherwise, then
Tm ≤ G ≤ Tm :(Out(T )× Sm)
and Tm ∼= Rk ≤ H ≤ P k : Sk, where P is a primitive group of almost simple
or diagonal type, k > 1 divides m and Soc(P ) = R ∼= Tm/k. If P is almost
simple, then H(α,...,α) = Pα o Sk, whereas G(α,...,α) ∼= Aut(T ) × Sm. The
groups H(α,...,α) and G(α,...,α) are not isomorphic, as only one is a direct
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product, so we have a contradiction. Thus P is of diagonal type, the group
R ∼= T l for some l = m/k > 1, and P has degree |T |l−1. Now Soc(G) ∼= T kl
and G has degree |T |kl−1, however the degree of H is (|T |l−1)k = |T |kl−k, so
G is not isomorphic to H.
For each O’Nan–Scott class, we check the groups of the same degree for
permutation isomorphism using the same methods as [61]. The signature
of a group G is the following list of properties: the order of G, the largest
integer k such that G acts k-transitively, the multiset of orbit lengths of the
k-point stabiliser of G, the multiset of chief factors of G and the orders of
all groups in the derived series of G. Adding to the signature the multisets
of isomorphism types of all abelian groups that both occur as quotients in
the derived series of G and are in the small groups library of Magma we
obtain the extended signature of G.
Let L be a list of groups of the same degree in a particular O’Nan–Scott
class. We partition the groups in L using their signatures and delete from L
any groups in a class of size 1. Next we compute the Sylow 2-subgroup S of
each group in L and repeat the process, now using the extended signature
of S, again discarding the groups in equivalence classes of size 1. Now
the point stabiliser and derived subgroup of the remaining groups in L are
computed and the groups are again partitioned by their extended signature.
The number of groups remaining after this step is small enough for us to
check by hand that no two groups are permutation isomorphic. This test
was carried out for each collection of groups of the same degree inside an
O’Nan–Scott class.
7.3 Accuracy checks and assumptions
Where there are families of groups in [61] (such as {An : 5 ≤ n ≤ 71}) which
can be extended to include groups of degree d, where 2500 ≤ d < 4096, the
parameters of the smallest group of the new family were compared to those
of the largest member of the existing family to ensure there are no omissions.
We have made extensive use of [32], each time checking with [27] for
discrepancies, and in particular have assumed the results of Chapter 4 to be
accurate. The primitive permutation groups of degree less than 2500 given
in [61] are assumed to be correct without rechecking, although see Section
7.1 for an error that has been found in [61]. The other main references
whose accuracy has been relied upon are [37, Theorems 5.1–5.5] for bounds
on the orders of maximal irreducible subgroups of classical groups, [24] and
[40] for the C9 subgroups of classical groups, [31] for the maximal subgroups
of PΩ+8 (3), [33] for bounds on degrees of permutation representations of
the exceptional groups and [38, Theorem 5.2] for bounds on the orders of
maximal subgroups of some exceptional groups. We frequently used [15] and
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each time consulted [56] to ensure accuracy.
To avoid computational errors, we have run several versions of the code
and checked that the results agree. When using [27] to construct the maxi-
mal reducible subgroups of a group, we ensured maximality by checking that
the groups arising from them are primitive. The groups declared to be CS
and the primitive groups database have been in use in Magma for a number
of years. Note that we favour automated methods over hand checking to
reduce the risk of human error.
This completes our classification of the primitive permutation groups of
degree d, where 2500 ≤ d < 4096. This work is presented in [16].
7.4 Further work
Maximal subgroups of An and Sn In the process of computing the
primitive permutation groups we have computed the primitive maximal sub-
groups of An and Sn, for certain values of n. These groups will be added to
the databases of Magma and GAP.
Extending the classification further Similiar methods to those used
here could be employed to extend the classification of primitive permutation
groups to higher degrees. In addition to the classes covered here, the prim-
itive groups of degree 606 and greater will include groups of twisted wreath
product type.
The most significant hurdles are likely to arise from the non-CS almost
simple groups, especially those of the form Sp4(2
e) and PΩ+8 (q) not cov-
ered by Aschbacher’s theorem. In addition, the construction of the affine
type primitive groups of degree 4096 will require the computation of the
irreducible subgroups of GL12(2).
This concludes Part I of this thesis.
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Part II
Normalisers of matrix groups
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Chapter 8
Background and introduction
8.1 History and motivation
Part II of this thesis is concerned with the use of computational methods
to find the normaliser in GLn(q) of a matrix group G ≤ GLn(q). This
work forms part of the Matrix Group Recognition Project [35], which is an
international research project whose aim is to produce efficient algorithms
for solving problems with matrix groups over finite fields. As we will see
later, calculating normalisers is at least as computationally hard as problems
like finding group centralisers, intersections of groups, and elements conju-
gating one subgroup to another [41], and existing methods for computing
normalisers of matrix groups are rather inefficient.
We shall briefly describe some methods used in permutation group com-
putation, before focusing on the normaliser problem and finally discussing
some developments in computing with matrix groups. In this section we
denote the action of a group on a set by exponential notation and we write
[a1, . . . , an] for a sequence, to avoid confusion with permutations. Back-
ground material for this section has been taken from [64].
8.1.1 Base and strong generating set
Computational problems in group theory often involve seeking elements of
a group satisfying a given property. Since searching a list of elements is
inconvenient for all but the smallest groups, it is useful to have a systematic
way of representing a group. Sims first introduced the concept of a base
and strong generating set (BSGS) in [66] and [67]. Let G be a permutation
group acting on the set Ω. A sequence of points B := [β1, β2, . . . , βk] is a
base for G if the only element of G whose action fixes all of the βi pointwise
is idG; for example, a base for the symmetric group Sn is [1, 2, . . . , n− 1].
Each element g ∈ G is uniquely determined by its base image
[β1, . . . , βk]
g := [βg1 , . . . , β
g
k ],
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for if g1, g2 ∈ G have the same base image then the action of g1g−12 fixes all
of the βi, and hence g1 = g2. As an example, let G = S3 with base [1, 2],
then the base image [1, 3] corresponds to the element (23). This gives a very
efficient and concise way of representing elements of a permutation group.
Define G(i) to be the pointwise stabiliser in G of the set [β1, . . . , βi],
for 1 ≤ i ≤ k, and let G(0) := G. We call βG(i−1)i a basic orbit, and it is
the size of the basic orbits which determines the level of performance when
computing with bases, as we will see shortly.
A strong generating set for G is a set S ⊂ G such that G(i) = 〈S ∩G(i)〉,
for each 0 ≤ i ≤ k. Sims [66, 67] presented a deterministic algorithm,
now called Schreier–Sims, which uses Schreier’s lemma to construct strong
generating sets for base point stabilisers. In 1980, Leon [36] created the
random Schreier–Sims algorithm, which finds smaller strong generating sets
using random group elements rather than Schreier generators. In practice,
this method is typically much faster than the original [64, Theorems 4.2.4,
4.5.5].
Let G be a group with base B := [β1, . . . , βk]. The base images of all
initial segments of B correspond to cosets of G, and these cosets obey a
partial order by inclusion. We use this to define a search tree T for G. For
i ∈ {1, . . . , k}, the ith level is labelled by the base images [β1, . . . , βi]g, for
g ∈ G, where g = idG for the leftmost node of the level. This base image
is identified with the coset of G(i) in G which contains g, that is the coset
consisting of all h ∈ G for which [β1, . . . , βi]h = [β1, . . . , βi]g. Note that
when g = idG this coset is G
(i) and the root of T corresponds to G itself.
The leaves of the tree are the base images [β1, . . . , βk]
g, each corresponding
to a distinct element g ∈ G.
Example 8.1.1. Let G := S3 with base [1, 2]. A strong generating set for
G is {idG, (2 3), (1 3)} and a search tree for G is as follows.
G = S3
[1]
{idG, (2 3)}
[1, 2]
{idG}
[1, 3]
{(2 3)}
[2]
{(1 2), (1 2 3)}
[2, 1]
{(1 2)}
[2, 3]
{(1 2 3)}
[3]
{(1 3), (1 3 2)}
[3, 1]
{(1 3 2)}
[3, 2]
{(1 3)}
The sets below the base images are the cosets of G(i) in G, as described
above.
Using this example, we can see how the efficiency of an algorithm depends
94
on the basic orbit size, since a group with larger basic orbits corresponds to
a wider tree.
8.1.2 Backtrack search
Representing a group G by a tree enables the systematic traversal of G
by a search algorithm. One such algorithm is backtrack search, also called
depth first search, whereby each branch is explored as far as possible before
backtracking. More formally: Start at the root. At each node reached, travel
to the first (leftmost) child of that node which has not been visited. If there
are no unvisited children then travel back up the branch to the previous
parent node and look for unvisited children of this node. The algorithm
terminates when it returns to the root node and this node has no unvisited
children.
When searching the tree defined above by this method, the whole of G(i)
is traversed before processing G \ G(i). Note that when searching a tree T
we do not need to construct and store T explicitly, since we can traverse the
branches while constructing and discarding nodes as necessary.
Pruning
Let G(P) be the set of elements of a group G which satisfy property P. For
many problems of practical interest, the elements of G(P) form a subgroup
or a coset of a subgroup of G. For coset type problems, such as determining
whether there exists an element conjugating one subgroup to another, we
need only find one element of the coset, while subgroup type problems usu-
ally require all of the elements to be found. From now on we assume that
the elements satisfying P form a subgroup, as they do when P is “normalises
the subgroup H”.
In the course of a search, sometimes information about one element of a
coset can eliminate the rest of the coset from the search, and by removing
redundant branches of the tree, or pruning, we can improve computational
efficiency. There are several property-independent techniques that can be
used to prune the search.
Let T be the search tree of a group G and define a function φ from T to
the power set of G by
[γ1, . . . , γm]φ = {g ∈ G | βgi = γi for 1 ≤ i ≤ m}.
In other words, [γ1, . . . , γm]φ is the coset of G
(m) corresponding to the se-
quence of base point images, as indicated by the labelling of the nodes in
Example 8.1.1. The following is an example of property-independent prun-
ing.
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Lemma 8.1.2. Let G be a group with search tree T , let φ be as described
above and let P be a subgroup property. Suppose we are searching T for ele-
ments with P and the backtrack search has reached the node t := [γ1, . . . , γm]
of T , for some m ∈ {1, . . . , k}. Let K be the subgroup of G(m) whose ele-
ments satisfy property P. If any g ∈ tφ is found that satisfies P, then 〈K, g〉
contains all elements of the coset tφ that satisfy P, and the search need not
examine the rest of the subtree rooted at t.
Proof. Let h be another element of tφ satisfying P. The coset tφ = G(m)g =
G(m)h, so hg−1 ∈ K and therefore h ∈ Kg. The children of t correspond to
cosets within tφ, so 〈K, g〉 contains all elements in sφ satisfying P, for any
s < t.
In [64], there are described a number of other property-independent
pruning techniques. The property P may imply restrictions on the base im-
ages of elements of G(P), enabling the development of property-dependent
pruning techniques. We will discuss pruning methods relevant to the nor-
maliser problem shortly.
Obviously it is preferable to prune a branch as close to the root as
possible and the most effective pruning arises from property restrictions
which make use of the relationships between base points. Hence we can
construct a more efficient search tree through a careful choice of base points.
However, there is a balance to be struck between the computational expense
of obtaining more efficient base points and that of unrefined searching.
8.1.3 Normalisers
In complexity theory, a reduction is a transformation of one problem into
another. An algorithm is said to be in polynomial time if it is computable
by a deterministic Turing machine in time bounded above by a polynomial
in the size of the input, and this is a desirable property for group theoretical
algorithms.
Many problems in computational group theory, such as finding group
centralisers and intersections of groups, can be reduced to each other in
polynomial time. There is a polynomial time reduction for the centraliser
problem to the normaliser problem [41], however, the reverse has no known
reduction in polynomial time. The first algorithm for dealing with nor-
malisers of permutation groups was presented in 1983 by Butler [9] and was
based on the fact that an element g ∈ Sym(Ω) which normalises a group
H ≤ Sym(Ω) must also fix certain structures determined by the action of
H.
Lemma 8.1.3. NSym(Ω)(H) permutes the orbits of H.
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Proof. Let α, β ∈ Ω be two elements in the same H-orbit, so there exists
h ∈ H such that αh = β. Let x ∈ NSym(Ω)(H), then βx = αxx−1hx = αxh1
where h1 = x
−1hx ∈ H. Hence αx and βx are also in the same H-orbit.
Let (α, β) ∈ Ω× Ω and let H ≤ Sym(Ω). Then we can define an action
of H on Ω×Ω by (α, β)h := (αh, βh). We associate to H a family of directed
graphs, each with vertex set Ω and edge set one of the H-orbits on the set
Ω× Ω. These are known as the orbital graphs of H.
By Lemma 8.1.3, the normaliser of H in Sym(Ω) permutes the orbital
graphs of H. When testing isomorphisms of graphs we can partition the
vertex set using common features which are preserved under isomorphism,
such as valency or (directed) distance from a given vertex. Then various
refinements can be applied to the partitions, to narrow down the number of
possibilities that need to be checked computationally. Theißen [70] used the
application of these techniques to orbital graphs to define a pruning method
for permutation group normalisers which is effective but not too costly to
compute. Further work towards developing polynomial time algorithms for
computing permutation group normalisers appears in [42].
Matrix groups
We mentioned earlier that the efficiency of an algorithm involving bases is
relative to the size of the basic orbits. For a permutation groupH ≤ Sym(Ω),
an orbit of H can be no longer than |Ω|. By comparison, computing with
matrix groups is difficult in general, since the length of an orbit for a matrix
group G ≤ GLn(q) acting on V := Fnq can be as large as qn − 1.
GLn(q) and SLn(q) act transitively on the non-zero vectors V , as does
Spn(q), by [32, Theorem 5.2.2]. Consider the backtrack search tree for
GLn(q). The root node has q
n− 1 children, the nodes at level 1 have qn− q
children, the nodes at level 2 have qn − q2 children, and so on. The other
classical groups have large orbits of size roughly (qn−1)/(q−1). Conversely,
‘small’ matrix groups often act regularly, in the sense of a permutation group,
so the children of the root are just the group elements. Note that although
this is a simplification, it serves as a rough approximation for our purposes.
Butler [7] was the first to apply the Schreier–Sims algorithm to matrix
groups over a finite field. Since a matrix group G ≤ GLn(q) acts faithfully
by permuting the vectors of the vector space V , we can use permutation
group methods on G, using the basis vectors of V as base points. However
this is not very efficient, as already discussed. In [7] and [8] Butler considers
the action of GLn(q) on the projective space of V , taking the 1-dimensional
subspaces of V as the base points. This reduces the basic orbit size by a
factor of up to q−1 and significantly extends the range of the Schreier–Sims
algorithm.
In 2002 Murray and O’Brien [51] presented methods for improving the
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Schreier–Sims algorithm for matrix groups by selecting ‘good’ base points
with small orbits. However, there are many matrix groups for which there
are no such base points, and the existing algorithms do not perform well.
For example, the order and basic orbit sizes of GLn(q) itself are exponential
in comparison with its input size.
Our plan
The existing algorithm in Magma to find the normaliser of G in GLn(q) is
called by Normaliser(GL(n,q),G). In the following chapters we describe
a new algorithm NormaliserGL, which computes the normaliser of a matrix
group G inside GLn(q). The general approach is to determine an overgroup
R < GLn(q) which contains NGLn(q)(G), then for large enough values of n
and q the calculation of NR(G) should be quicker than that of NGLn(q)(G).
Consequently NormaliserGL will be more efficient than Normaliser, pro-
vided that the computation of R is not too slow.
Recall that Aschbacher’s theorem (see Section 1.6) gives nine (not, in
general, disjoint) classes to which a subgroup of GLn(q) must belong. We
use this as a framework and for each class Ci, with i ∈ {1, 2, 3, 5, 8}, we shall
explain how to find an overgroup for the normaliser in GLn(q) of a group
G lying in Ci, or else characterise the groups for which we cannot find an
overgroup. In the latter case, the original algorithm is used. The Magma
commands to check membership of Aschbacher classes C1, C2, C3, C5 and C8
appear in the algorithm of Section 8.4. For a group G which does not belong
to one of these classes, we use alternative methods described in Section 8.3.
8.2 General methods
We now describe some methods used in NormaliserGL which are common
to several or all of the Aschbacher classes.
8.2.1 Preserving precisely n structures
Recall from Section 1.6 that each of the classes C1, . . . , C8 of Aschbacher’s
theorem has associated to it a type of geometric structure which is preserved
by the groups of that class. For example, the groups in class C2 preserve
a system of imprimitivity in their action on V := Fnq . Our algorithms will
make use this fact in the following way.
Let G ∈ Ci. If G preserves precisely one of the structures associated with
Ci, of some given type (for example, a block system of a given dimension),
then we find an overgroup by deducing certain properties of the elements
of GLn(q) which normalise G. In some cases NGLn(q)(G) also preserves this
structure and hence the full stabiliser in GLn(q) of this structure an over-
group for NGLn(q)(G). See Section 1.6 for the shapes of these full stabilisers.
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Sometimes we can characterise the groups in Ci which preserve precisely one
structure of a particular type.
For certain of the Ci, if we know that a group G ∈ Ci preserves precisely
two of these structures (of a given dimension etc.), then we can deduce
information about normalising elements of G and hence find an overgroup.
Future work could include characterising the groups G ≤ GLn(q) preserving
two or more of a particular geometric structure, and investigating properties
of the elements of GLn(q) which normalise G.
8.2.2 Recursion
For certain of the Aschbacher classes, such as the reducible class C1 and the
subfield class C5, we apply recursion. In these cases we use NormaliserGL
to calculate the normaliser (or an overgroup of the normaliser) in GLn(q)
of some smaller group associated with G, in order to find an overgroup for
NGLn(q)(G).
8.2.3 Normaliser of derived group
Let G ≤ GLn(q) be absolutely irreducible. We will use the following lemma
to show that NGLn(q)(G) ≤ NGLn(q)(G′) is an overgroup for NGLn(q)(G).
Note that KcharG denotes the fact that K is a characteristic subgroup of
G.
Lemma 8.2.1. Let H be a group, let G be a subgroup of H, and let KcharG.
Then NH(G) ≤ NH(K).
Proof. The subgroup KNH(G), since KcharG and GNH(G), and hence
NH(G) ≤ NH(K).
We now use this Lemma to prove the following.
Lemma 8.2.2. Let G ≤ GLn(q), then
NGLn(q)(G) ≤ NGLn(q)(G′).
Proof. First note that G′charG. For, if σ ∈ Aut(G) and x, y ∈ G, then
(x−1y−1xy)σ = (xσ)−1(yσ)−1(xσ)(yσ),
which also lies in G′, so G′σ = G′.
Hence, the result NGLn(q)(G) ≤ NGLn(q)(G′) follows from Lemma 8.2.1.
Note that NGLn(q)(G
′) = GLn(q) if and only if G′ = SLn(q) or G′ ≤
Z(GLn(q)). Hence, in those cases this method does not return an overgroup
for NGLn(q)(G).
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8.2.4 Derived group scalar
The next theorem appears in [10, Theorem 3.7] and characterises the abso-
lutely irreducible groups G for which G′ contains only scalar matrices.
Theorem 8.2.3. Let G ≤ GLn(q) be an absolutely irreducible group whose
derived group G′ consists only of scalar matrices. Then either
1. n = 2 and G is isomorphic to an extension by scalars of Q8, acting
semilinearly; or
2. G is imprimitive.
If the second case holds then G ∈ C2 and we can use the algorithms of
Chapter 10 to find an overgroup for NGLn(q)(G). Otherwise the algorithm
fails and we default to the original algorithm Normaliser(GL(n,q),G).
Future work could include finding an overgroup for this case, however since
|Aut(Q8)| = 24, the order ofG is very small andMagma’s existing algorithm
should be fast.
8.3 When our algorithms fail
For some of the Aschbacher classes, there are groups G in that class for
which NormaliserGL(G) fails to find an overgroup for NGLn(q)(G). When
this occurs the following steps are taken:
1. Check to see if G is contained in any other Aschbacher class. If so, then
apply the methods associated with that class to find an overgroup for
NGLn(q)(G). Continue through the classes until an overgroup is found
or all classes have been considered.
2. If no overgroup is found using Aschbacher classes C1, C2, C3, C5 or C8,
then consider G′. If G is perfect, then use Normaliser(GL(n,q),G)
to find NGLn(q)(G).
3. If G is not perfect and G′ consists entirely of scalars, then Case 1 of
Theorem 8.2.3 holds and we default to Normaliser(GL(n,q),G) to
find NGLn(q)(G).
4. If G is not perfect and there are non-scalar elements in G′, then
use NormaliserGL(G′:Overgroup:=true) to try to compute an over-
group R for NGLn(q)(G
′). Then R is also an overgroup for NGLn(q)(G).
During the course of NormaliserGL these steps may be repeated a num-
ber of times, but the algorithm will always terminate. This algorithm could
be improved by finding overgroups for the cases where we default to the
original algorithm.
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8.4 The algorithm: NormaliserGL
Let G ≤ GLn(q). We now present the algorithm NormaliserGL which takes
as input a group G as well as optional parameters Print, Overgroup and
derived subgroup.
The parameter Overgroup is used during recursion, as in some cases the
normaliser M of another group is used to make an overgroup for NGLn(q)(G).
In this situation, we always take the overgroup of M , rather than comput-
ing M itself. If Overgroup = false (which is the default value), then
NormaliserGL returns NGLn(q)(G). If Overgroup = true then the function
NormaliserGL returns some or all of the following:
• an overgroup R ≥ NGLn(q)(G);
• a boolean full norm, indicating whether or not R = NGLn(q)(G); and
• a group D ≤ G′ (this is not always defined).
If Print is assigned a value greater than 0, then NormaliserGL returns
information about the algorithm’s progress, including which Aschbacher
classes (if any) are being used to seek an overgroup.
In the course of NormaliserGL, a group D ≤ G′ may be calculated for use
in one of the sub-functions and if so then we assign derived subgroup:= D.
This is used in recursive steps, to avoid the potentially expensive recalcula-
tion of D. The default value of derived subgroup is 0.
Note that in the algorithm description below, we occasionally stretch
the meaning of ‘overgroup’ to include GLn(q), for convenience. An overview
and justification for the steps of NormaliserGL is given after the algorithm.
The function NormaliserGL(G:Overgroup, Print, derived subgroup)
Set the initial value full norm :=false.
Step 1. If n = 1, then assign R := GLn(q) and full norm:= true. Go to
Step 15.
Else go to Step 2.
Step 2. If G ≤ Z(GLn(q)), then assign R := GLn(q), and full norm :=
true. Go to Step 15.
Else go to Step 3.
Step 3. If G is soluble, then go to Step 5. Otherwise go to Step 4.
101
Step 4. If RecogniseClassical(G)=true, then G normalises one of the
groups SLn(q), Spn(q), SUn(q) or Ω

n(q), where  ∈ {◦,+,−}. Determine
whether G′ is absolutely irreducible as follows. If derived subgroup is a
group then let D := derived subgroup. If not, then assign the group
D := DerivedGroupMonteCarlo(G) and let derived subgroup:= D. If D
is not absolutely irreducible then go to Step 5.
Otherwise, the derived subgroup of G is absolutely irreducible. Com-
pute ClassicalForms(G:Scalars:=true) and use NormaliserClassical
to find an overgroup R (see Chapter 13). If R = NGLn(q)(G) then let
full norm=true. Go to Step 15.
Else go to Step 5.
Step 5. If IsIrreducible(G)=false, then G ∈ C1. Try to find an over-
group R using NormaliserReducible (see Chapter 9). If this succeeds then
go to Step 15, otherwise go to Step 14.
Else, G is irreducible; go to Step 6.
Step 6. If IsAbsolutelyIrreducible(G)=false, then G ∈ C3. If n =
q = 2, then let R := GLn(q) and assign full norm:=true. Otherwise, find
an overgroup R using NormaliserSemilinear (see Chapter 11). Go to Step
15.
Else, G is absolutely irreducible; go to Step 7.
Step 7. If IsOverSmallerField(G:Scalars:=false)=true, then G is
in C5. Use NormaliserSubfield to find an overgroup R (see Chapter 12)
and go to Step 15.
Else go to Step 8.
Step 8. If G is a p-group of odd exponent p, and IsExtraSpecial(G) re-
turns true, then compute ClassicalMaximals("L",n,q:classes:={6}).
If this list is empty then go to Step 9. Otherwise let E be the first group in
the list. If E has precisely one normal subgroup H of the same order as G
then let R := Ex
−1
, where x ∈ GLn(q) conjugates G to H. Assign the value
full norm:=true and go to Step 15.
Else go to Step 9.
Step 9. If IsPrimitive(G)=false then G ∈ C2. Try to find an overgroup
R using NormaliserImprimitive (see Chapter 10). If no overgroup is found,
then go to Step 10. If an overgroup is found and R is equal to NGLn(q)(G),
then assign full norm:=true. Go to Step 15.
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Step 10. If IsSemiLinear(G)=true, then G ∈ C3. Use the function
NormaliserSemilinear (see Chapter 11) to try to find an overgroup R,
passing on the value of derived subgroup to this function. The function
NormaliserSemilinear returns G′, which we assign to derived subgroup.
If NormaliserSemilinear succeeds in finding an overgroup, then go to Step
15.
Else go to Step 11.
Step 11. Use ClassicalForms(G) to see if G preserves a non-degenerate
classical form absolutely. If NO then go to Step 12.
If YES, and the form is symplectic or unitary with n = 2, then go to Step 12.
Otherwise use NormaliserClassical (see Chapter 13) to find an overgroup
R. If R = NGLn(q)(G) then assign full norm:=true. Go to Step 15.
Step 12. If IsPerfect(G)=true, then go to Step 14. Else, G 6= G′. If
derived subgroup is a group then let D :=derived subgroup. Otherwise
assign D :=DerivedGroupMonteCarlo(G). If D is not normal in G then
recalculate D :=DerivedGroupMonteCarlo(G), repeating until a normal
subgroup D is found. Check to see if G/D is abelian and therefore D = G′.
If not, then let D :=DerivedGroupMonteCarlo(G) and check again. Repeat
until D = G′. Go to Step 13.
Step 13. If D ≤ Z(GLn(q)) then go to Step 14. Otherwise, use the func-
tion NormaliserGL(D:Overgroup:= true) to try to compute an overgroup
R for NGLn(q)(D) (i.e. return to Step 1, with D in place of G).
If this succeeds in finding an overgroup R, then go to Step 15.
Else, go to Step 14.
Step 14. Compute the overgroup R :=Normaliser(GL(n,q),G) and as-
sign full norm :=true. Go to Step 15.
Step 15. If the optional parameter Overgroup=true then return the over-
group R and the value of full norm.
Else, if full norm=true then return R.
Otherwise, return N :=Normaliser(R, G).
The order in which we proceed through the Aschbacher classes is de-
cided by a combination of the efficiency of the Magma functions used and
mathematical consistency. Since the Aschbacher classes are not in general
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disjoint, we wish to treat the most computationally difficult cases later in
the algorithm. An exception to this is the C1 case; the reducibility of a group
must be identified early on, despite this being a difficult case.
The worst case of NormaliserGL(G) defaults to the original algorithm
Normaliser(GL(n,q),G), and has exponential complexity. For this reason,
we do not give a detailed complexity analysis of our functions. Our aim
is rather to find tests in polynomial time to make smaller exponential type
problems.
Note that determining the Aschbacher membership of a group G does
not always lead to an overgroup. For most of the functions associated with
an Aschbacher class, there are certain groups G in that class for which the
function cannot find an overgroup. In those cases we try other methods to
find an overgroup, defaulting to Normaliser(GL(n,q), G) if all attempts
fail. We now give an overview of NormaliserGL and explain the order of the
steps.
Overview of NormaliserGL
Steps 1 and 2 test whetherG consists only of scalars. If so then NGLn(q)(G) =
GLn(q). If G is found to be soluble in Step 3 then we cannot find the
normaliser of G using NormaliserClassical so we skip Step 4.
Step 4 uses RecogniseClassical to determine whether G normalises
one of the groups SLn(q), Spn(q), SUn(q) or Ω

n(q), where  ∈ {◦,+,−}.
This function has low-degree polynomial complexity ([11, 12, 13, 52, 53, 54,
55, 58]).
For ClassicalForms to return an answer, we require G′ to be absolutely
irreducible. If earlier iteration of NormaliserGL has calculated a subgroup
of G′, then it is stored as derived subgroup, so let D :=derived subgroup.
If not then we calculate G′, or a subgroup of G′, as follows.
We could use the deterministic function DerivedSubgroup to calculate
G′ directly, however this is not known to run in low-degree polynomial time.
Instead, we let D :=DerivedGroupMonteCarlo, which is non-deterministic
but calculates G′, or a proper subgroup of G′, in polynomial time.
If the group D is absolutely irreducible then the group G′ is also and we
can use NormaliserClassical to calculate an overgroup for G. In this case
we can usually write down the full normaliser directly, so NormaliserGL is
very efficient in this case.
Steps 5 and 6 treat the reducible (C1) and non-absolutely irreducible
groups (part of C3), respectively. These cases are dealt with early in the
algorithm since they are disjoint from all others. A group can be recognised
as irreducible or absolutely irreducible using Meataxe-based techniques, in
time polynomial in n and log q [26, 29]. If G is a C3-group and n = q = 2,
then G is abelian and NGLn(q)(G) = GLn(q).
If G is an extraspecial p-group of odd exponent p, then we can write down
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its normaliser directly in Step 8. Subfield (C5), imprimitive (C2) and (ab-
solutely irreducible) semilinear (the remainder of C3) groups are dealt with
in Steps 7, 9 and 10, respectively. The function IsSubfield may return
“unknown”, but it terminates with low-degree polynomial complexity [10].
There is no proof that the complexity of IsPrimitive is polynomial, how-
ever in practice it runs quickly. IsSemiLinear has low-degree polynomial
complexity [10], but may return “unknown” if the group is imprimitive. The
ordering of these functions is chosen with respect to their efficiency, and to
reduce the number of imprimitive groups which are tested for semilinearity.
In Step 11 we deal with the groups which preserve a classical form but
do not contain one of SLn(q), Spn(q), SUn(q) or Ω

n(q), where  ∈ {◦,+,−}
(and hence were not covered in Step 4). We call ClassicalForms(G) to
detect whether G preserves a classical form absolutely. This runs in low-
degree polynomial time [27]. Suppose G preserves a classical form, then if
n = 2 and the form is symplectic or unitary, then NormaliserClassical
cannot find an overgroup for G. With the exception of these cases, we use
NormaliserClassical(G) to find an overgroup for G .
By Lemma 8.2.2, an overgroup for NGLn(q)(G
′) is also an overgroup for
NGLn(q)(G). If G = G
′, then we cannot use NormaliserGL(G′) to find an
overgroup, so in Step 12 we check whether G is perfect, and if so then default
to the original algorithm.
Assume G is not perfect. If derived subgroup is a group then let
D :=derived subgroup. Else, assign D :=DerivedGroupMonteCarlo(G).
If the quotient group G/D is abelian then D = G′. (Note that this step can
be time consuming). If not, then let D :=DerivedGroupMonteCarlo(G)
and check again. Repeat as required. Since this function uses random gen-
eration, an infinite loop could occur in theory, however the probability of
this is extremely small.
The normaliser NGLn(q)(G
′) = GLn(q) if and only if either G′ contains
SLn(q) or G
′ ≤ Z(G). The first of these situations was eliminated in Step
4, and the second is identified in Step 13. If G′ consists only of scalar
matrices then by Lemma 8.2.3, either G is imprimitive or else n = 2 and
G is isomorphic to an extension by scalars of Q8 acting semilinearly. If G
is imprimitive then NormaliserImprimitive has failed already, so in either
case we default to the original algorithm Normaliser(GL(n,q),G).
If G′ is non-scalar, then we compute an overgroup for the normaliser in
GLn(q) of G
′, using NormaliserGL(G′:Overgroup:=true).
In the following chapters we examine Aschbacher classes Ci, for i ∈
{1, 2, 3, 5, 8}. For each class, we describe the conditions under which we
can find an overgroup R for NGLn(q)(G), where G ∈ Ci, and we also present
an algorithm to find R which forms part of NormaliserGL. At the end
of each chapter there are tables of timings data for the performance of
NormaliserGL, using a number of test groups in Ci and for a range of differ-
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ent n and q. We shall see that for large enough n and q, the improvement
is extremely good!
Finally, we give some suggestions for further work in this area. The
attached disc contains the algorithm code and some example groups G,
which the reader can use to compare NormaliserGL(G) with Magma’s
original function Normaliser(GL(n,q),G).
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Chapter 9
C1: Reducible Groups
9.1 Introduction
In this section we define Aschbacher class C1 and describe an algorithm
NormaliserReducible which computes an overgroup R < GLn(q) such that
NGLn(q)(G) ≤ R, for certain G ∈ C1. We begin with some notation, defini-
tions and preliminary results.
Let G ≤ GLn(q), with underlying vector space V = Fnq , and view this as
a module for G in the natural way. In this chapter all maps are written on
the right. Recall the definition of a reducible group from Section 1.2.
Definition 9.1.1. The Aschbacher class C1 consists of all reducible groups
G ≤ GLn(q).
We now give some more definitions which will be used in this chapter.
Definition 9.1.2. Let A and B be two G-modules. A homomorphism
φ : A → B is a G-homomorphism if (vg)φ = (vφ)g, for all v ∈ A and
g ∈ G. The set of all G-homomorphisms between A and B form a vec-
tor space HomG(A,B) over a given field (which is assumed to be the base
field of G, unless otherwise specified). A G-isomorphism is a bijective G-
homomorphism.
Definition 9.1.3. Let G be reducible, then a composition series for V is a
series of submodules
{0V } = M0 ⊂ · · · ⊂Mn−1 ⊂Mn = V,
where each Mi is a maximal G-submodule of Mi+1, with respect to contain-
ment. That is, the composition factor Mi/Mi−1 is irreducible.
The constituents of V are representatives for the isomorphism classes
of the composition factors of V . Note that the constituents of V are not
necessarily submodules. The multiplicity of a constituent Ai is the number
of composition factors of V isomorphic to Ai. We define the multiplicity of
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an irreducible submodule W < V to be the multiplicity of the constituent
of V to which W is isomorphic.
The following theorem is classical.
Theorem 9.1.4 (Jordan-Ho¨lder Theorem). Let G be a finite group with
natural G-module V and suppose
{0V } = M0 ⊂ · · · ⊂Mn−1 ⊂Mn = V
and
{0V } = K0 ⊂ · · · ⊂ Km−1 ⊂ Km = V
are two composition series for G. Then m = n and there is a one-to-one
correspondence between the sets of composition factors of each series such
that corresponding factors are isomorphic.
Now we present a few useful facts. In the following lemmas, let G ≤
GLn(q) be reducible and view V as its natural module.
Lemma 9.1.5. Let W be a G-submodule of V . If G stabilises W , then G
stabilises Wr, for all r ∈ NGLn(q)(G).
Proof. Let g ∈ G, let r ∈ NGLn(q)(G) and let g1 = rgr−1. Then
Wrg = Wr(r−1g1r)
= Wg1r
= Wr.
Hence G stabilises Wr, for all r ∈ NGLn(q)(G).
Lemma 9.1.6. Let W be an irreducible G-submodule of V and let r ∈
NGLn(q)(G). Then Wr is an irreducible G-submodule, dim(W ) = dim(Wr)
and Wr has the same multiplicity as W .
Proof. Suppose Wr properly contains a non-trivial G-submodule X. Then
by Lemma 9.1.5, the submodule Xr−1 < W is also stabilised by G, contra-
dicting the fact that W is irreducible.
Now let W1,W2 be two irreducible submodules of V . We show that
W1 ∼= W2 if and only if W1r ∼= W2r. Let θ : V → V be a G-isomorphism such
that W1θ = W2, then W1rr
−1θr = W2r and hence W1r ∼= W2r. Conversely,
suppose φ is a G-isomorphism such that W1rφ = W2r, then W1rφr
−1 = W2
and rφr−1 is an isomorphism between W1 and W2. Therefore, if we apply
r to a composition series of V , then every composition factor which was
isomorphic to W1 is now isomorphic to W1r and hence W1 has the same
multiplicity as W1r.
Lemma 9.1.7. Let W be an irreducible G-submodule of V and let w ∈W .
Then {wg : g ∈ G} spans W .
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Proof. Clearly 〈{wg : g ∈ G}〉 ≤ W and if 〈{wg : g ∈ G}〉 < W then W is
not irreducible. Hence {wg : g ∈ G} spans W .
Definition 9.1.8. A G-module which may be decomposed as the direct
sum of irreducible modules is completely reducible. Similarly, a group with
a completely reducible natural module is a completely reducible group.
Let {e1, e2, . . . , en} be the standard basis for V described in Section
1.2. In the proof of the following lemma we use the notation (−v−), where
v := β1e1 +β2e2 + · · ·+βnen ∈ V , to represent the matrix row (β1 β2 . . . βn).
The following result applies standard theory for a change of basis, however
we show how to construct the conjugating matrix explicitly, as it shall be
used in our algorithm.
Lemma 9.1.9. If G is a completely reducible group then there exists y ∈
GLn(q) such that yGy
−1 is in block diagonal form.
Proof. Let A1, A2, . . . , At be the irreducible constituents of V , of dimen-
sions d1, d2, . . . , dt, respectively. Let BAi be a basis for Ai, where BA1 =
[v1, . . . , vd1 ], BA2 = [vd1+1, . . . , vd1+d2 ], and so on. The vi form a basis BV
of V . Let Wi := 〈e∑
j<i dj+1
, . . . , e∑
j<i+1 dj
〉, for each i ∈ {1, . . . , t}.
Consider the matrix
y =

−v1−
−v2−
...
−vn−
 ,
so that eiy = vi, for all 1 ≤ i ≤ n. We show that the action of yGy−1
preserves each Wi. Let k ∈ {1, . . . , d1}, then ek ∈ W1 and vk ∈ BA1 .
Let g ∈ G, then there exist scalars α1, α2, . . . , αd1 ∈ Fq such that vkg =
α1v1 + · · ·+ αd1vd1 ∈ A1, and
ekygy
−1 = vkgy−1
= (α1v1 + · · ·+ αd1vd1)y−1
= α1e1 + · · ·+ αd1ed1
∈ W1.
We can make a similar statement for any ej ∈ Wi and hence the sub-
spaces Wi are each preserved by yGy
−1. Writing out the action of yGy−1
with respect to e1, . . . , en, we obtain a group of matrices in block diagonal
form.
Let G be reducible and completely reducible, then the action of G on V
preserves each term in a direct sum decomposition
V = W1 ⊕W2 ⊕ · · · ⊕Wt (9.1)
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of irreducible submodules. We require t > 1 or else G is not reducible.
Definition 9.1.10. Let W < V be an irreducible submodule, then the
homogeneous component of V containing W is the submodule spanned by
all submodules isomorphic to W .
Let {V1, . . . , Vk} be the homogeneous components of V , then
V = V1 ⊕ V2 ⊕ · · · ⊕ Vk, (9.2)
for some 1 ≤ k ≤ n. Let mj be the multiplicity of an irreducible submodule
Wi contained in Vj , that is, the number of constituents of V isomorphic to
Wi.
We now present some categories into which a reducible group G must
fall.
Definition 9.1.11. LetG ≤ GLn(q) be a C1-group. The following categories
for G will be used to find an overgroup R ≥ NGLn(q)(G). The cases are
named after the structure of R.
1. Wreath Product case: G is completely reducible, preserves decom-
position (9.2) with k > 1, and dim(Vi) = dim(Vj) for all i, j.
2. Tensor Product case: G is completely reducible and preserves de-
composition (9.1). The Wi are all pairwise isomorphic, i.e. G preserves
(9.2) with k = 1, and the Wi are absolutely irreducible.
3. Problem case: G is completely reducible and preserves decomposi-
tion (9.1). The Wi are all pairwise isomorphic, i.e. G preserves (9.2)
with k = 1, and the Wi are not absolutely irreducible.
4. Direct Product case: G is completely reducible, preserving decom-
position (9.2) with k > 1. G also preserves a partition of the Vi into
sets Y1, . . . , Ys, such that each Yj contains all Vi with the same associ-
ated dimension and associated multiplicity, and 1 < s ≤ k.
5. Submodule Stabiliser case: G is not completely reducible.
Lemma 9.1.12. A reducible group G belongs to at least one of the categories
given in Definition 9.1.11.
Proof. If G is not completely reducible then G lies in Case 5. Otherwise
G preserves the direct sum decomposition (9.1). Suppose all Wi have the
same dimension. If G preserves (9.2) with k = 1 (so all Wi are isomorphic)
and all Wi are absolutely irreducible, then G lies in Case 2. If the Wi
are not absolutely irreducible, then G lies in Case 3. Now assume that G
preserves (9.2) with k > 1, so that the Wi are not all isomorphic. If all Wi
have the same multiplicity then G lies in Case 1. Otherwise, the Vi may be
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partitioned according to their multiplicities. This partition is non-trivial, so
G lies in Case 4.
Now assume that the Wi do not all have the same dimension. The
Vi may be partitioned into sets Y1, . . . , Ys, where Yj contains all Vi of the
same associated dimension and associated multiplicity. This partition is
non-trivial, so G lies in Case 4.
We will examine each of the above cases in turn. For each case, except for
the problem case, we specify an overgroup for NGLn(q)(G), where G satisfies
the given condition.
Definition 9.1.13. Let W = W1 ⊕W2 ⊕ · · · ⊕Wt, where t > 1. Suppose
Wi ∼= Wj for all 1 ≤ i, j ≤ t and the Wi are irreducible. Let pii : W →Wi be
the projection map. A G-module X ≤ W embeds diagonally in W if pii|X
is an isomorphism, for all i. That is to say, every element x ∈ X can be
uniquely written as x = w1 + · · ·+wt, where wi ∈Wi, and if x 6= 0 then not
all wi are zero.
Lemma 9.1.14. Let G act completely reducibly on V , preserving decom-
position (9.1), and suppose dim(Wi) = d, for all 1 ≤ i ≤ t. Let Y be an
irreducible d-dimensional submodule of V . Then there is a subspace S ≤ V
which is the sum of a subset of {W1,W2 . . . ,Wt}, such that Y is diagonally
embedded in S and each Wi ∈ S is isomorphic to Y .
Proof. The projection map pii : V →Wi is a G-homomorphism. Restricting
pii to Y , we obtain a G-homomorphism, pii|Y : Y →Wi. By the irreducibility
of Y and of Wi, either Im(pii|Y ) = 0V and ker(pii|Y ) = Wi or else ker(pii|Y ) =
0V and Im(pii|Y ) = Wi. Since Y is non-zero, there exists some i such that
pii|Y 6= 0. Hence we have the latter case and pii|Y is a G-isomorphism.
Therefore Y embeds diagonally in the set of Wi, where i is such that pii|Y 6=
0, and Y ∼= Wi for each such i.
9.1.1 Change of basis matrix
Let G ≤ GLn(q) be reducible and let V be its natural module. To each of the
cases give in Definition 9.1.11 is associated a change of basis matrix χ which
conjugates G into the given standard form. We employ this unconventional
Greek notation for the change of basis matrix in each Aschbacher class we
treat, in order to point out its common role. We now explain how to compute
this change of basis matrix.
Let A1, . . . , At be constituents of V and let Ai have dimension di and
multiplicity mi. Let Vi be the homogeneous component corresponding to
Ai, noting that Vi could have dimension 0, and let Gi := G|Vi . Suppose we
111
require a change of basis matrix χ such that
χ−1Gχ =

G1 0 · · · 0 0
0 G2 · · · 0 0
...
...
. . .
...
...
0 0 · · · Gt 0
? ? · · · ? ?
 ,
where ? represents a block of undetermined matrix entries and Vi is omitted
if its dimension is 0. For each constituent Ai of V , the Magma function
GHom(Ai, V ) returns a basis Φi for the vector space HomG(Ai, V ) of G-
homomorphisms from Ai into V over Fq. The basis vectors of Φi are given as
(di × n)-matrices. Note that if dim(Φi) < mi then V has some constituents
of the same isomorphism type as Ai which are not submodules, and in
particular G is not completely reducible. If |Φi| > mi then we replace Φi by
the first mi vectors of Φi.
Denote by −Φi− the array given by stacking the matrices of Φi, and let
χ :=

−Φ1−
−Φ2−
...
−Φt−
−S−

where S is a stack of (n −∑ti=1|Φi|) vectors of V , which are linearly in-
dependent from the vectors of Φi and which make χ invertible. Then the
matrix χ conjugates G to the required form.
This construction will be repeatedly referred to in the following sections.
The constituents Ai which are used to make χ are specified in each case.
9.2 Finding Overgroups
We now examine the cases given in Definition 9.1.11, and give an overgroup
for NGLn(q)(G) in each case. Throughout let V be the natural G-module.
9.2.1 Wreath Product case
Suppose G preserves (9.2) with k > 1. That is, G is completely reducible
and its action on V preserves each term in
V = W1 ⊕W2 ⊕ · · · ⊕Wt,
where the Wi are irreducible submodules and t > 1. Assume that each Wi
has the same dimension d and multiplicity m > 1 and let A1, . . . , Ak be the
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constituents of V (so k ≤ t). Let χ be the change of basis matrix created
from the basis vectors of HomG(Ai, V ), for each i ∈ {1, . . . , k}, as described
in Subsection 9.1.1.
Lemma 9.2.1. Let G be as above and let V = V1 ⊕ · · · ⊕ Vk, where each
Vi is the homogeneous component spanned by the G-submodules which are
isomorphic to Ai.
1. Let Y be a direct sum of m isomorphic, irreducible d-dimensional G-
submodules of V , then Y = Vi for some 1 ≤ i ≤ k.
2. An overgroup for NGLn(q)(G) is (GLn/k(q) o Sk)χ
−1
.
Proof. 1. LetX be an irreducible d-dimensionalG-submodule in Y . Then
by Lemma 9.1.14, there is some 1 ≤ i ≤ k such that X is diagonally
embedded in Vi. Hence X ≤ Vi and also X is isomorphic to a con-
stituent of Vi, by Lemma 9.1.14. So X has multiplicity m and Y is
equal to Vi.
2. Let r ∈ NGLn(q)(G), then the subspace Vir = Wi1r ⊕ · · · ⊕Wimr. The
Wijr are irreducible, d-dimensional G-submodules, by Lemma 9.1.6,
and they are pairwise isomorphic, so have multipicity m. Therefore
there exists j ∈ {1, . . . , k} such that Vir = Vj , by Part 1. Hence
the action of NGLn(q)(G) on V induces a permutation on the set of
homogeneous components; in other words, the Vi form the blocks of a
system of imprimitivity. Let R be the full stabiliser in GLn(q) of this
system, then R has the shape GL(V1)oSk by [32, Proposition 4.2.9] and
R is equal to (GLn/k(q) oSk)χ−1 . The group R is a proper subgroup of
GLn(q) as long as k > 1. Hence R is an overgroup for NGLn(q)(G).
Let G|V1 be the group induced by the action of G on V1. We might
hope to recurse further by taking (NGL(V1)(G|V1) o St/m) as an overgroup for
NGLn(q)(G). However NGL(V1)(G|V1) may not be equal to NGL(V2)(G|V2); for
example, consider G = Spd(q)× SLd(q).
9.2.2 Tensor Product case
Suppose G preserves (9.2) with k = 1. That is, G is completely reducible
and its action on V preserves each term in
V = W1 ⊕W2 ⊕ · · · ⊕Wt,
where t > 1 and the Wi are irreducible submodules isomorphic to the sole
constituent, A, of V . Suppose A is absolutely irreducible and let χ be the
change of basis matrix created from the basis vectors of HomG(A, V ), as
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described in Subsection 9.1.1. Note that dim(HomG(A, V )) = t. We first
consider the special case where dim(A) = 1.
Lemma 9.2.2. Let G ≤ GLn(q) and let A be as above. If A has dimension
1, then NGLn(q)(G) = GLn(q).
Proof. We show that G consists only of scalar matrices. Let χ be as above
and suppose g ∈ Gχ, then g is a diagonal matrix with entries α1, . . . , αn on
the diagonal, where αi ∈ F∗q . Let ei be a basis vector of A and suppose there
is a G-isomorphism φ : Span(ei)→ Span(ej), such that eiφ = λiej , for some
λi ∈ F∗q . Then
(eig)φ = (eiφ)g
⇒ αiλiej = αjλiej
⇒ αi = αj .
So g, and therefore gχ
−1
, is a scalar matrix and G ≤ Z(GLn(q)).
The above situation is dealt with in Step 2 of NormaliserGL (see Sub-
section 8.4). For the rest of the Tensor Product case we assume that
dim(A) > 1, i.e. t < n.
Recall that the tensor product of matrix groups K and M is generated by
the Kronecker products of the generators of K with idM and the generators
of M with idK (see Section 1.2 for details). The following is proved in [25].
Lemma 9.2.3. Let G and χ be as above, with t 6= n. Then NGLn(q)(G) is
contained in a tensor product (L⊗GLn/t(q))χ−1, where L ≤ GLt(q).
Proof. Consider the action of r ∈ NGLn(q)(G) on V . We shall describe the
matrix Mr representing this action, with respect to a particular basis, and
then show that the group M := {Mr : r ∈ NGLn(q)(G)} is contained in a
tensor product. We proceed by examining the action of r on W1 and using
the fact that the Wi are all isomorphic.
Let d = dim(W1), then by Lemma 9.1.5, the submodule W1r is a d-
dimensional G-module isomorphic to W1 and hence by Lemma 9.1.14, the
submodule W1r can be diagonally embedded in some subset of the Wi. Since
the Wi are all isomorphic, we can define G-module isomorphisms θi : W1 →
Wi, for each 1 ≤ i ≤ t, and these maps form a basis for the vector space
HomG(W1, V ) over Fq. There exists a G-module monomorphism σ : W1 →
V , such that W1σ = W1r, given by σ := λ11θ1+· · ·+λ1tθt, for some λ1j ∈ Fq.
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Let B = {e1, e2, . . . , ed} be a basis for W1. Then for each ei ∈ B there
exist aij ∈ Fq, such that
eir =
 d∑
j=1
aijej
σ
= λ11
 d∑
j=1
aijej
 θ1 + · · ·+ λ1t
 d∑
j=1
aijej
 θt.
Let Fr := (aij)d×d. Define a basis for V by BV = Bθ1 ∪Bθ2 ∪ · · · ∪Bθt
and let Mr be the matrix representing the action of r on V with respect to
BV . Then the top d rows of Mr consist of t square blocks of dimension d
given by λ11Fr, . . . , λ1tFr, from left to right.
Now we consider the action of r on some other Wi = W1θi. Note that
wθir = wrθ
r
i , for all w ∈W1, and so Wir = W1rθri . Let g ∈ G, let h := rgr−1
and recall that θi commutes with the action of G. Then
W1θ
r
i g = W1r
−1θir(r−1hr)
= W1r
−1θihr
= W1r
−1hθir
= W1r
−1(rgr−1)θir
= W1gθ
r
i ,
so θri commutes with the action of G. Therefore the map θ
′ = σθri is a
G-isomorphism from W1 to Wir and hence there exist λij ∈ Fq such that
θ′ = λi1θ1 + · · ·+ λitθt. Now the rows of Mr which correspond to its action
on Wi, that is rows {d(i − 1) + 1, . . . , di} of Mr, consist of t square blocks
of dimension d, given by λi1Fr, . . . , λitFr.
Therefore Mr is the Kronecker product of the matrix Lr := (λij)t×t and
the matrix Fr ∈ GL(W1). Let L = {Lr : r ∈ NGLn(q)(G)}, then the group
M := {Mr : r ∈ NGLn(q)(G)} representing the action of NGLn(q)(G) on V is
contained in L⊗GL(W1) = (L⊗GLn/t(q))χ−1 .
Since we cannot compute M without knowledge of NGLn(q)(G), we take
for our overgroup R := (GLt(q)⊗GLn/t(q))χ−1 ≥ Mχ−1 . The group R is a
proper subgroup of GLn(q), as long as 1 < t < n. We know that t > 1, since
G is reducible, and we have already assumed that t < n, or else Lemma
9.2.2 shows that G is a group of scalar matrices.
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9.2.3 Problem case
Suppose G preserves (9.2) with k = 1. That is G is completely reducible
and its action on V preserves each term in
V = W1 ⊕W2 ⊕ · · · ⊕Wt,
where the Wi are pairwise isomorphic submodules which are irreducible,
but not absolutely irreducible. The normaliser NGLn(q)(G) ≤ (ΓLn/t(qs) ⊗
GLt(q)) ∩ GLn(q), for some s, by [10]. However we have not had time to
deal with this case, so we default to the original algorithm.
9.2.4 Direct Product case
Suppose G preserves (9.2) with k > 1. That is, G is completely reducible
and its action on V preserves each term in
V = V1 ⊕ V2 ⊕ · · · ⊕ Vk,
where k > 1 and each Vi is the homogeneous component with associated
constituent Ai. We partition the Vi as follows. First partition the Vi ac-
cording to the dimension bi of Ai, then partition these sets according to the
multiplicity mi of Ai, and let Y1, . . . , Ys be the submodules of V generated
by the resulting sets. The action of G fixes each Yj . We may assume that
s > 1, since otherwise all the Vi have the same dimension and multiplicity,
and hence G lies in the Wreath Product case.
Let χ be the change of basis matrix created from the basis vectors of
HomG(Ai, V ), for each i ∈ {1, . . . , k}, as described in Subsection 9.1.1. Let
fi be the dimension of Yi, then an overgroup for NGLn(q)(G) is as follows.
Lemma 9.2.4. Let G be as described above and let R be the group of block
diagonal matrices of the form
B1 0 · · · 0
0 B2 · · · 0
...
...
. . .
...
0 0 · · · Bs
 ,
where Bi ∈ GLfi(q). Then Rχ
−1
is an overgroup for NGLn(q)(G).
Proof. Since NGLn(q)(G)
χ is in block diagonal form, each block corresponds
to a subgroup of GLfi(q). Let Wi be an irreducible submodule in Yi, let
r ∈ NGLn(q)(G)χ and let ri := r|Yi , then Wri ≤ Yi, by Lemma 9.1.6. Hence
Yiri = Yi and ri ∈ GL(Yi) for each i. If s > 1, then clearly R < GLn(q), and
therefore Rχ
−1
is an overgroup for NGLn(q)(G).
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We use recursion to find an even smaller overgroup as follows. Let Gi :=
G|Yi and let fi := dim(Yi). Use NormaliserGL(Gi :Overgroup := true) to
find an overgroup Ri for each NGLfi (q)
(Gi). Then
R := (R1 ×R2 × . . . ,×Rs)χ−1
is an overgroup for NGLn(q)(G). Note that, in general,
NGLn(q)(G) 6= (NGLf1 (q)(G1)×NGLf2 (q)(G2)× · · · ×NGLfs (q)(Gs))
χ−1 ,
so we do not calculate each individual normaliser.
9.2.5 Submodule Stabiliser case
Now suppose that G is not completely reducible. In this case we take our
overgroup R to be the stabiliser of an appropriate G-submodule of V , as we
shall describe below.
Let W be an irreducible b-dimensional G-submodule of V , and let m be
the number of constituents which are isomorphic to W and are submodules.
Suppose any other irreducible G-submodule of V of dimension b which is
not isomorphic to W has multiplicity different from m. Let V1 be the ho-
mogeneous component generated by all irreducible submodules isomorphic
to W , and denote the dimension of V1 by d := mb. Let χ be the change of
basis matrix formed from the basis vectors of GHomG(W,V ), as described
in Subsection 9.1.1, then StabGLn(q)(V1) = StabGLn(q)(GLd(q))
χ−1 .
Lemma 9.2.5. Let G and V1 be as above. Then the group StabGLn(q)(V1)
of shape
qd(n−d) :(GLd(q)×GLn−d(q))
is an overgroup for NGLn(q)(G).
Proof. Let r ∈ NGLn(q)(G). Then by Lemma 9.1.6 the submodule Wr has
the same dimension and multiplicity as W , which implies that V1r = V1.
Hence NGLn(q)(G) ≤ StabGLn(q)(V1), the shape of which is given in [32,
Proposition 4.1.17]. Clearly StabGLn(q)(V1) < GLn(q) unless W = V ,
in which case G is irreducible. Hence StabGLn(q)(V1) is an overgroup for
NGLn(q)(G).
The above argument can be applied more generally. Let V1, . . . , Vk be
the homogeneous components of V and partition the Vi as in the Direct
Product case, obtaining sets Y1, . . . , Ys. Note that this time the Vi do not
span V . Let S be a G-submodule generated by a subset of the Yj described
above and let dim(S) = d. Let mi and bi be the multiplicity and dimension,
respectively, of the subspaces belonging to Yi and note that for any Vi ≤ S, if
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there exists j such that both bi = bj and mi = mj , then Vj is also contained
in S. Let χ be the change of basis matrix created from the basis vectors of
HomG(Ai, V ), for each constituent Ai ∈ S, as described in Subsection 9.1.1.
Then StabGLn(q)(GLd(q))
χ−1 = StabGLn(q)(S).
Corollary 9.2.6. Let S be as above, then Sr = S, for all r ∈ NGLn(q)(G).
The stabiliser StabGLn(q)(S) is an overgroup for NGLn(q)(G).
Suppose V has irreducible G-submodules of more than one dimension or
multiplicity. Then we have a choice of which combination of the Yi to sta-
bilise and we try to choose the set which provides the overgroup of smallest
order. The stabiliser in GLn(q) of a d-dimensional subspace has shape
qd(n−d) :(GLd(q)×GLn−d(q)).
Since |GLd(q)| ≈ qd2−1, the order of this stabiliser is approximately
qd(n−d)qd
2−1q(n−d)
2−1 = qn
2+d2−nd−2,
which is minimal when d = n/2. We let R be the stabiliser of the combina-
tion of Yi with dimension closest to n/2, in order to make our overgroup as
small as possible (in general).
Theorem 9.2.7. Let G < GLn(q) be a reducible group which does not lie
in the Problem case described in Definition 9.1.11. Then we can find an
overgroup R, such that NGLn(q)(G) ≤ R < GLn(q).
Every reducible group G < GLn(q) falls into at least one of the cases we
have examined. For each case except the Problem case, the overgroup R is
smaller than GLn(q), as long as G is non-scalar, and so NR(G) = NGLn(q)(G)
should be faster to compute for sufficiently large n and q.
We now present an algorithm which forms part of NormaliserGL for
Aschbacher class C1.
9.3 The algorithm: NormaliserReducible
In this section we expand the term “overgroup” to include GLn(q), for con-
venience.
A group G ≤ GLn(q) can be recognised as reducible using the algorithms
of [26], [29] and [57], in time polynomial in n and log q. We now give a rough
explanation of the algorithm NormaliserReducible which takes as input a
reducible matrix group G ≤ GLn(q), and returns an overgroup R, such that
NGLn(q)(G) ≤ R, for certain G. The algorithm only fails when G lies in the
Problem case described in Subsection 9.2.3, and in this situation it returns
GLn(q).
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Step 1. Let V := GModule(G). Calculate the constituents A1, . . . , At of V
and their multiplicities mi, using ConstituentsWithMultiplicities(V ).
For 1 ≤ i ≤ t, compute HomG(Ai, V ) and let Φi denote its basis. Use
IsAbsolutelyIrreducible to check whether each constituent is absolutely
irreducible. Use the function IsDecomposable to check whether V can be
written as a direct sum of G-modules. Then check the dimensions of these
submodules to determine whether G is completely reducible.
Step 2. Define sets Y1, Y2, . . . , Ys containing all absolutely irreducible sub-
modules of the same dimension di and multiplicity mi, as in Section 9.2.4.
Note that any Yi may contain non-isomorphic constituents. Calculate the
dimensions of each possible collection of the Yi.
If G is not completely reducible, then we are in the Submodule Stabiliser
case. Let S be the set of Yi, the sum of whose dimensions is as close to n/2
as possible, and let d := dim(S). Calculate the change of basis matrix χ
using the Φj associated with the constituents of Yi ∈ S, as described in
Subsection 9.1.1. Return R := StabGLn(q)(GLd(q))
χ−1 .
Step 3. Otherwise, G is completely reducible. If each Yi contains precisely
one isomorphism type, then the Yi are the homogeneous components given
in (9.2); let k = s. Create the change of basis matrix χ using all of the Φi,
as described in Subsection 9.1.1. One of the following holds.
• Case k = 1: There is precisely one Yi and either
1. the Aj contained in Y1 are not absolutely irreducible. This is the
Problem case so the algorithm fails. Return R := GLn(q); or
2. the Aj contained in Y1 are absolutely irreducible and we are in
the Tensor Product case. Return R := (GLt(q)⊗GLd1m1(q))χ
−1
.
• Case k > 1: There is more than one Yi and we are in the Direct
Product case. For each i ∈ {1, . . . , k} we use our algorithm recursively,
calculating Ri := NormaliserGL(G|Yi :Overgroup := true). Then Ri
is an overgroup for NGLdi (q)
(G|Yi). Return
R := DirectProduct(R1, R2, . . . , Rk)
χ−1 .
Step 4. Otherwise, each Yi contains more than one isomorphism type.
Either
• Case k = 1: there is just one Yi and we are in the Wreath Product
case. Create the change of basis matrix χ using Φ1, as described in
Subsection 9.1.1. Return R := (GLd1(q) o St)χ
−1
; or
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• Case k > 1: there is more than one Yi and we are in the Direct
Product case. Construct the change of basis matrix χ using all of the
Φi, as described in Subsection 9.1.1. For each i ∈ {1, . . . , k} calculate
Ri := NormaliserGL(G|Yi :Overgroup := true) and return
R := DirectProduct(R1, R2, . . . , Rk)
χ−1 .
This concludes our treatment of the groups in Aschbacher class C1.
9.4 Timings
We now give timings data for calculating the normaliser in GLn(q) of a
C1-group using NormaliserGL. First we describe a method for making a
list of up to 200 test groups. We obtain a list of representatives of the
conjugacy classes of reducible maximal subgroups of SLn(q) by assigning
CM:=ClassicalMaximals("L", n, q: classes := {1}). For each group
H in CM make 20 subgroups, each generated by 2 random elements of H,
and add them to a list A. For each group K in A make 10 subgroups, each
generated by 2 random elements of K, and add the reducible ones to a list
gps, discarding any duplicates.
For several values of n and q we constructed the list gps as above, and
let test be the first 100 groups in the list gps. For all G in test we timed
the computation of NormaliserGL(G) and the mean of these times appears
in bold font in the table below. In a new Magma session, we timed the
computation of Normaliser(GL(n,q),G) for the same groups G, and the
mean of these times is given below its bold counterpart. All values are given
to three decimal places. The entry > 300 indicates that, for at least one
group G in test, the computation of Normaliser(GL(n,q),G) took more
than 300 seconds. A blank table cell indicates that either the computational
time for NormaliserGL(G) exceeded 300 seconds, for at least one group G
in test, or else creating test data for these values of n and q was too time
consuming.
For each value of n and q which did not time out we checked that the
groups returned by NormaliserGL(G) and Normaliser(GL(n,q),G) were
the same. The test data includes groups from each of the different cases
given in Definition 9.1.11.
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Table 9.1: Time to compute NGLn(q)(G), for G ∈ C1 (100 trials)
n
4 5 6 7
q=3 0.009 0.031 0.012
0.015 0.047 0.320
4 0.009 0.157 3.952 0.336
0.015 0.189 5.956 > 300
5 0.038 1.149
0.041 1.263
7 0.189
0.219
8 0.321
0.514
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Chapter 10
C2: Imprimitive groups
10.1 Introduction
In this chapter we describe Aschbacher class C2, the imprimitive groups,
and present an algorithm NormaliserImprimitive which calculates an over-
group R, such that NGLn(q)(G) ≤ R, where G is a certain type of C2-group.
Let G ≤ GLn(q) be absolutely irreducible and let E := {e1, e2, . . . , en} be
the natural basis for V := Fnq , as described in Section 1.2. Aschbacher
class C2 consists of all absolutely irreducible groups G ≤ GLn(q) which are
imprimitive.
Definition 10.1.1. Let G ≤ GLn(q) act absolutely irreducibly on V and
let B := {V1, . . . , Vt} be a set of pairwise disjoint subspaces spanning V ,
all of the same dimension m := n/t. If the action of G on V permutes
the Vi transitively, then G is imprimitive with block system B. We write
V = V1 ⊕ · · · ⊕ Vt and we call t the length of the block system.
Denote by GLn(q){B} the subgroup of GLn(q) which preserves the block
system B. We now describe the structure of an imprimitive group G.
Lemma 10.1.2. Let G be an irreducible group acting imprimitively on V ,
as above. Then G is conjugate in GLn(q) to a subgroup of GLm(q) o St.
Proof. Clearly G is a subgroup of GLn(q){B} ∼= GL(V1) o St. Define a set
of basis vectors {aj1, . . . , ajm} for Vj and let x be the matrix whose rows
are a11, . . . , a1m, a21, . . . , a2m, . . . , atm. We show that the group xGx
−1 acts
imprimitively on V with block system
E := {〈e1, . . . , em〉, 〈em+1, . . . , e2m〉, . . . , 〈e(t−1)m+1, . . . , en〉},
and hence xGx−1 ≤ GLm(q) o St.
Note that
e1x = a11, e2x = a12, . . . ,
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which implies that
a11x
−1 = e1, a12x−1 = e2, . . . .
Now we show that 〈e1, . . . , em〉 is mapped to another block of E by xGx−1.
Let g ∈ G and suppose V1g = Vj . Then
〈e1, . . . , em〉(xgx−1) = 〈a11, . . . , a1m〉gx−1
= V1gx
−1
= Vjx
−1
= 〈a1j , . . . , amj〉x−1
= 〈e(j−1)m+1, . . . , ejm〉.
The above holds analogously for the other blocks of E , and hence xGx−1 ≤
GLm(q) o St.
10.2 Finding normalisers of C2-groups
Given an absolutely irreducible imprimitive groupG, we wish to find an over-
group R such that NGLn(q)(G) ≤ R < GLn(q). Then NR(G) = NGLn(q)(G)
and calculating NR(G) should be quicker than computing NGLn(q)(G), for
large enough n and q. The group R is chosen by considering certain struc-
tures stabilised by NGLn(q)(G).
Lemma 10.2.1. Let G be an imprimitive group preserving the block sys-
tem B := {V1, . . . , Vt} and let r ∈ NGLn(q)(G). Then Br is a system of
imprimitivity of length t, stabilised by G.
Proof. Let g1 ∈ G and let g2 = rg1r−1, then
Brg1 = Br(r−1g2r)
= Bg2r
= Br,
since Bg = B for all g ∈ G. Now the subspaces Vir of Br are all pairwise
disjoint subspaces of the same dimension which span V . Hence Br is a
system of imprimitivity for G of length t.
The action of G on B permutes the Vi and hence induces a permutation
of the set {1, . . . , t}. Let φ : G→ St be the homomorphism associated with
this action. Then the group K := ker(φ)G consists of the elements of G
which fix Vi, for all i. We call K the block kernel of B in G.
Lemma 10.2.2. Let K  G be the block kernel of B in G, and let r ∈
NGLn(q)(G). Then r
−1Kr is the block kernel of Br in G.
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Proof. Let D be the block kernel of Br in G. First we show that r−1Kr
fixes the blocks of Br. Let k ∈ K, then
Vir(r
−1kr) = Vikr = Vir,
for all Vi ∈ B, and hence r−1Kr ⊆ D.
Now we show that D ⊆ r−1Kr. Let d ∈ D, then
Vird = Vir
⇔ Virdr−1 = Vi, for all i
⇔ rdr−1 ∈ K
⇔ d ∈ r−1Kr.
Hence D = r−1Kr.
The following result will be useful later on.
Corollary 10.2.3. Let B be a block system for an absolutely irreducible
group G. If K is the block kernel for B in G and K  NGLn(q)(G), then
NGLn(q)(G) ≤ GLn(q){B}.
Proof. Let r ∈ NGLn(q)(G). If Br 6= B then the block kernels of Br and
B are different and hence r−1Kr 6= K, by Lemma 10.2.2, a contradiction.
Hence Br = B and NGLn(q)(G) ≤ GLn(q){B}.
10.2.1 Groups stabilising one block system
We first consider the case when G preserves precisely one block system of
length t.
Lemma 10.2.4. Let G be imprimitive and let B := {V1, . . . , Vt} be the
unique system of imprimitivity of length t that is stabilised by G. Then
GLn(q){B} is an overgroup for NGLn(q)(G).
Proof. Given any r ∈ NGLn(q)(G) we know that Br is a system of imprimi-
tivity for G, by Lemma 10.2.1. Thus Br = B, by the uniqueness of B, and
hence NGLn(q)(G) ≤ GLn(q){B}.
The order of GLn(q){B} is approximately (qm
2
)t.t! = qnm.t! which is in
general considerably smaller than qn
2 ≈ |GLn(q)|. Also, there exist vectors
of V with orbits of length at most t(qm− 1) under the action of GLn(q){B}.
In general this is much smaller than qtm − 1, the largest orbit of a vector
under GLn(q). Hence the normaliser of G inside GLn(q){B} should be faster
to compute than NGLn(q)(G), for large enough n and q.
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10.2.2 Groups stabilising two block systems
Let G be an imprimitive group preserving precisely two systems of imprim-
itivity of length t, B1 := {V1, . . . , Vt} and B2 := {V ′1 , . . . , V ′t }.
Lemma 10.2.5. Let G, B1 and B2 be as above. Then either NGLn(q)(G) ≤
GLn(q){B1}, or else there exists an element r ∈ NGLn(q)(G), such that B1r =
B2 and NGLn(q)(G) = 〈NGLn(q){B1}(G), r〉.
Proof. Let r ∈ NGLn(q)(G), then B1r is a block system stabilised by G, by
Lemma 10.2.1. It could be that B1r = B1, for all r ∈ NGLn(q)(G), in which
case NGLn(q)(G) ≤ GLn(q){B1}.
Otherwise, B1r = B2 and hence B2r = B1. Let x ∈ NGLn(q)(G) be
another element such that B1x = B2. Then B1x = B1r, so NGLn(q){B1}(G) =
NGLn(q){B2}
(G) and r is in the coset GLn(q){B1}x.
Now, NGLn(q)(G){B1} = NGLn(q){B1}(G) and
NGLn(q){B1}
(G) ≤ NGLn(q)(G),
therefore NGLn(q)(G) = 〈NGLn(q){B1}(G), r〉.
We now explain how to find a r ∈ NGLn(q)(G) which exchanges the Bi.
The group G stabilises precisely two block systems, B1 and B2, of length
t. This fact is determined computationally as follows. Obtain the block
kernel K1 of B1 and search the normal subgroups of G for another reducible
subgroup of the same order which is G-conjugate to K1 but not equal to K1.
If there is precisely one subgroup, K2, with this property, then G stabilises
precisely two block systems. This process gives us a conjugating element
x ∈ GLn(q) such that Kx1 = K2, and hence B1x = B2.
By the proof of Lemma 10.2.5, there exists s ∈ GLn(q){B1} such that
r = sx. Since r normalises G,
r−1Gr = G
⇒ (sx)−1Gsx = G
⇒ s−1Gs = xGx−1.
If G and xGx−1 are not conjugate in GLn(q){B1}, then all elements of
NGLn(q)(G) fix both block systems and hence R := GLn(q){B1} is an over-
group for NGLn(q)(G). Otherwise, we let H :=Stabiliser(G,B1) and com-
pute IsConjugate(H,G,Gx) to obtain an element s ∈ GLn(q){B1} such
that s(xGx−1)s−1 = G. Then sx ∈ NGLn(q)(G) and we let r := sx.
10.2.3 Groups stabilising more than two block systems
While investigating examples of imprimitive groups we have found that it is
possible, but relatively uncommon, for all lengths of block systems stabilised
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by an imprimitive group G ≤ GLn(q) to occur more than twice. When a
group G has been found with this property, G is often the normaliser in
GLn(q) of an extraspecial group and so lies in the Aschbacher class C6.
10.3 Computational methods
We now describe the methods used in the function NormaliserImprimitive
to find an overgroup R, such that NGLn(q)(G) ≤ R, where G ∈ C2 stabilises
no more than 2 block systems.
The function IsPrimitive(G) uses the algorithms of [25] to determine
whether an absolutely irreducible group G is imprimitive, and if so this
function returns a block system B of G and block kernel K of B in G. Let
G be an imprimitive group. We use various tests of increasing expense to
determine whether there are any normal subgroups of G which are conjugate
to K in GLn(q). If not, then G preserves a unique block system, by Corollary
10.2.3.
If there is another normal subgroup H conjugate to K inside GLn(q),
with conjugating element x, then use the method given in Section 10.2.2
together with the algorithms of [60] to find an element r ∈ NGLn(q)(G) for
which x−1Kx = r−1Kr. If no such r exists then NGLn(q)(G) ≤ GLn(q){B}.
If there are more than two distinct normal subgroups conjugate to K in-
side GLn(q) but not equal to K, then G preserves more than two block
systems and NormaliserImprimitive(G) fails to find an overgroup for
NGLn(q)(G). However, in the examples we have found, either n is small
or one of our other methods finds an overgroup.
10.3.1 The algorithm: NormaliserImprimitive
Let G be an imprimitive group. The following algorithm tries to find an
overgroup R, such that NGLn(q)(G) ≤ R. It also returns full norm:=true
if it is known that R = NGLn(q)(G) and false otherwise.
Step 1. Compute B using Blocks(G) and K using Stabiliser(G,B).
Step 2. Let χ be the change of basis matrix formed from the image of G-
homomorphisms from B into the G-module of G, as described in Subsection
9.1.1. Compute GLn(q){B} = (GLn/t(q) o St)χ−1 , where t is the number of
blocks in B.
Step 3. Use NormalSubgroups(G:OrderEqual:=|K|) to obtain a list L of
all normal subgroups H of G such that |H| = |K|, keep those for which H
is reducible and H 6= K.
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If |L| = 0 then G preserves only one block system. Return R :=
GLn(q){B} and full norm:=false.
Step 4. Otherwise, compute the following group-theoretic invariants of K
and H, each time checking if the invariants are equal. As soon as one invari-
ant of H is not equal to its associate in K, remove H from L and proceed
to the next group in L. Stop when all groups in L have been considered.
1. ChiefFactors(K)
2. Constituents(GModule(K))
3. multiset of orbit lengths.
If |L| = 0 then G preserves only one block system. Return R := GLn(q){B}
and full norm:=false.
Step 5. Otherwise, compute IsGLConjugate(H,K) for each H ∈ L. If
they are not conjugate then remove H from L.
• If |L| = 0 then G preserves only one block system. Return R :=
GLn(q){B} and full norm:=false.
• Else, if |L| ≥ 2 then G preserves more than 2 block systems. The
algorithm fails and we follow the method given in Section 8.3 to find
NGLn(q)(G).
Step 6. Otherwise, G preserves precisely 2 block systems. Let H be the
sole group in L and let x be the element conjugating H to K. Compute
IsConjugate(GLn(q){B}, G, xGx−1).
• If this returns true, and a conjugating element s, then set r := sx.
Then r ∈ NGLn(q)(G), by the discussion following Lemma 10.2.5.
Compute N :=Normaliser(GLn(q){B}, G). Return R := 〈N, r〉 and
full norm:=true.
• Otherwise, return R := GLn(q){B} and full norm:=false.
This concludes our treatment of the groups in Aschbacher class C2.
10.4 Timings
Here we give timings data for calculating the normaliser in GLn(q) of a C2-
group using NormaliserGL. The test groups have been made in two ways.
Let q be prime and let qn < 4096, then we can access all irreducible sub-
groups of GLn(q) either from the Magma database of irreducible matrix
groups (when qn < 2500) or else from the data generated in Chapter 3.
To obtain more test groups, we assign S:=ClassicalMaximals("L", n,
q : classes:={2}) and generate a new set subs of up to 10 subgroups
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generated by 2 random elements of each of the groups in S, discounting
any repeated groups or groups that are not imprimitive. We then take
maximal subgroups of entries in subs, discounting any repeats and adding
the imprimitive ones to subs. This is continued until either subs contains
at least 100 groups, or no new groups are found (up to conjugacy). The
groups obtained by this method may be of relatively large order.
For several values of n and q, and for each of the above methods, we
constructed a list gps of groups, and let test be the first 100 groups in gps,
or let test:=gps if there were fewer than 100 entries in gps. For all G in
test we timed the computation of NormaliserGL(G) and the mean of these
times appears in bold font in the table below. In a new Magma session, we
timed the computation of Normaliser(GL(n,q),G), for the same groups
G, and the mean of these times is given below its bold counterpart. Where
the size of the data set test is less than 100, the number of groups tested is
given in brackets. A blank table cell indicates that either the computational
time for NormaliserGL(G) exceeded 300 seconds, for at least one group G
in test, or else creating test data for these values of n and q was too time
consuming. The entry > 300 indicates that for at least one group G in test,
the computation of Normaliser(GL(n,q),G) took more than 300 seconds
to compute.
For most values of n and q, the computation of NormaliserGL(G) is
very fast, with the possible exception of a handful of groups G. For this
reason, the mean alone is not always an ideal indication of the efficiency of
the algorithm. Let µnew and µold be the mean of the computation times
for NormaliserGL(G) and Normaliser(GL(n,q),G), respectively, and let
mnew and mold be the corresponding median values of the computation
times. Where µnew is greater than µold, but mnew is less than or equal to
mold, the values of mnew and mold are given in italic font. All values are
given to three decimal places.
For each value of n and q which did not time out we checked that the
groups returned by NormaliserGL(G) and Normaliser(GL(n,q),G) were
the same. The test data includes groups preserving one block system, two
block systems and more than two block systems of the same length.
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Table 10.1: Time to compute NGLn(q)(G), for G ∈ C2 in irreducible matrix group database (100 trials)
n
4 5 6 8 9 10
q=2 0.030 (99) 0.029 (12) 0.061 (35)
0.019 0.046 0.130
3 0.029 (49) 0.025 (13) 0.030
0.005 0.009 0.017
5 0.050 0.042 (46)
0.008 0.047
7 0.068
0.015
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Table 10.2: Time to compute NGLn(q)(G), for G ∈ C2 generated using ClassicalMaximals (100 trials)
n=4 5 6 7 8
mean median mean median mean median mean median mean median
q=4 0.010 (94) 0.108 0.060 3.609 0.160
0.004 0.075 0.070 6.402 4.270
5 0.040 (47) 0.401 0.070 0.902 0.120 2.082 0.945
0.029 0.342 0.240 62.671 52.150 71.297 60.120
7 0.233 0.075 2.046 0.145 303.167 0.670
0.101 0.100 2.008 1.930 295.471 282.170
8 0.019 0.023 (18) 0.257 0.060
0.017 0.155 6.974 4.945
9 0.078 0.066 10.016 0.230
0.040 0.388 66.868 18.875
11 0.091 0.040 14.228 30.092 0.170 (99)
0.061 0.060 0.976 2.195 2.200
13 0.145 0.070 45.538 0.865
0.106 0.105 2.623 2.565
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Chapter 11
C3: Semilinear groups
11.1 Introduction
The next Aschbacher class we shall analyse is C3, the semilinear groups. We
begin with some definitions, before describing the groups belonging to C3.
Finally, we present the algorithm NormaliserSemilinear, which returns an
overgroup for the normaliser in GLn(q) of certain C3-groups. Throughout
this chapter, let G ≤ GLn(q) be irreducible.
Let Fqs be a field extension of Fq. The map θ ∈ Aut(Fqs) is an automor-
phism of the field extension Fqs/Fq (or a Fq-automorphism of Fqs) if θ fixes
all elements of Fq. The group of all such automorphisms is the Galois group
Gal(Fqs :Fq).
11.1.1 Conway polynomials
It is useful when treating fields and matrix groups computationally to always
retrieve the same representation of Fq. We can write the extension field Fpn
of Fp as the quotient ring Fp[x]/(f(x)), for some irreducible polynomial
f(x) in Fp[x] of degree n. Conway polynomials are a standardised set of
such polynomials.
Let P =
∑n
i=0 aix
i be a non-constant polynomial in Fq[x] of degree n.
Then P is monic if an = 1 and P is irreducible if it cannot be written as
the product of two or more non-constant polynomials in Fq[x]. If P is the
minimal polynomial of a primitive element of Fqn then P is primitive.
Let p be prime and let q = pn. The definition of Conway polynomials
requires us to specify an ordering on the set of polynomials of degree n
over Fp. For n = 1 we order the elements of Fp by 0 < 1 < · · · < p − 1.
For n > 1 there is a recursive definition. Let g(x) = g0 + · · · + gnxn and
h(x) = h0 + · · ·+ hnxn, then we define g < h if and only if there is an index
k with gi = hi for i > k and (−1)n−kgk < (−1)n−khk.
Definition 11.1.1. The Conway polynomial Cp,n is the smallest monic poly-
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nomial of degree n over Fq, with respect to the above ordering, which is
irreducible and primitive, and which has the following property: for each
proper divisor m of n, the (pn − 1)/(pm − 1)-th power of a root of Cp,n(x)
is a root of Cp,m(x).
When available, Conway polynomials are used in Magma and GAP for
the construction of finite fields. Further details and a database of Conway
polynomials may be found in [39].
11.2 Defining groups over larger fields
Before describing Aschbacher class C3, we must explain how a vector space,
and hence a matrix group, can be defined over different fields.
Lemma 11.2.1. Let s be a divisor of n, then there is a Fq-vector space
isomorphism between Fnq and F
n/s
qs .
Proof. An element of Fqs can be written uniquely as a polynomial b0 +
b1x + · · · + bs−1xs−1, where bi ∈ Fq. Let (a0, . . . , an−1) ∈ Fnq and define
φ : Fnq → Fn/sqs by
(a0, . . . , an−1)φ =
(
s−1∑
i=0
aix
i,
s−1∑
i=0
a(s+i)x
i, . . . ,
s−1∑
i=0
a(n−s+i)xi
)
.
We prove that φ is a vector space isomorphism. It suffices to prove the result
when s = n. In what follows, let (a0, . . . , as−1), (b0, . . . , bs−1) ∈ Fsq.
Proof that φ is a homomorphism of additive groups:
(a0, . . . , as−1)φ+ (b0, . . . , bs−1)φ =
s−1∑
i=0
aix
i +
s−1∑
i=0
bix
i
=
s−1∑
i=0
(ai + bi)x
i
= (a0 + b0, . . . , as−1 + bs−1)φ
= [(a0, . . . , as−1) + (b0, . . . , bs−1)]φ.
Proof that φ is a bijection:
(a0, . . . , as−1)φ = (b0, . . . , bs−1)φ ⇒
s−1∑
i=0
aix
i =
s−1∑
i=0
bix
i.
The latter equality is between elements of Fq, so ai = bi for all i ∈ {0, . . . , s−
1} and hence φ is injective. The orders of Fq[x] and Fsq are equal, so φ is
surjective.
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Proof that φ commutes with multiplication by scalars in Fq: Let
b ∈ Fq, then
(a0, . . . , as−1)bφ = (a0b, . . . , as−1b)φ
=
s−1∑
i=0
aibx
i
=
(
s−1∑
i=0
aix
i
)
b
= (a0, . . . , as−1)φb.
Hence we have proved that φ is a Fq-vector space isomorphism.
11.2.1 Embedding GLn/s(q
s) in GLn(q)
Let s > 1 divide n and let ϕ be the Fq-isomorphism between F1qs and Fsq
given in Lemma 11.2.1. We use ϕ to define a map φ embedding GLn/s(q
s)
in GLn(q). For now, suppose s = n and let v := (a0, . . . , as−1) ∈ Fsq. An
element λ ∈ GL1(qs) ∩ GL1(q) corresponds to a scalar matrix in GLs(q)
under φ.
Let
∑s
i=0 pix
i be a monic polynomial for the field extension Fqs/Fq and
let y ∈ GL1(qs) be such that yφ = x is a primitive element of Fqs . Then
(vφ)(yφ) =
s−1∑
i=0
aix
i+1
=
s−2∑
i=0
aix
i+1 − as−1(
s−1∑
i=0
pix
i)
= −as−1p0 + (a0 − as−1p1)x+ · · ·+ (as−2 − as−1ps−1)xs−1
= (a0, . . . , as−1)Aφ
= vAφ,
where A ∈ GLs(q) is the matrix
A :=

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
...
0 0 0 · · · 1
−p0 −p1 −p2 · · · −ps−1
 .
Now suppose s < n and let X be the diagonal block matrix composed
of n/s copies of A. Let w ∈ Fnq , then multiplication of wφ by x corresponds
to multiplication of w by X. We embed a matrix g of GLn/s(q
s) in GLn(q)
by replacing each entry xi of g by the matrix Ai. See [27] for more details.
We illustrate this embedding with an example.
133
Example 11.2.2. Let n = 4, q = 3 and s = 2. Let ai ∈ F3 for 0 ≤ i ≤ 3,
then (a0, a1, a2, a3)φ = (a0 + a1x, a2 + a3x). We consider multiplication in
F29 by the element x /∈ F3 and show the equivalent operation in F43. Let
x2 − x− 1 be a polynomial for the field extension.
(a0, a1, a2, a3)φx = (a0 + a1x, a2 + a3x)x
= (a0x+ a1x
2, a2x+ a3x
2)
= (a1 + (a0 + a1)x, a3 + (a2 + a3)x)
= (a1, a0 + a1, a3, a2 + a3)φ
= (a0, a1, a2, a3)

0 1 0 0
1 1 0 0
0 0 0 1
0 0 1 1
φ,
as expected.
11.3 Aschbacher class C3
Let V := Fnq , and let s > 1 be a divisor of n. Then G ≤ GLn/s(qs) acts on
V via the embedding described above.
Let W := Fn/sqs and recall from Definition 1.2.3 that the set of all invert-
ible semilinear maps θ : W → W forms ΓLn/s(qs), the semilinear group of
W . If an irreducible group G consists of semilinear automorphisms, we say
G acts semilinearly. We now define the class C3.
Definition 11.3.1. Let G ≤ GLn(q) be an irreducible group, then G lies in
Aschbacher class C3 if there exists some s > 1 dividing n and a vector space
isomorphism ϕ : Fnq → Fn/sqs , such that Gφ acts semilinearly on Fn/sqs , where
φ is as defined in Subsection 11.2.1. Hence G is isomorphic to a subgroup
of ΓLn/s(q
s). We say G is of semilinear type.
A C3-group may or may not be absolutely irreducible, as the following
lemma shows.
Lemma 11.3.2. A group H ≤ GLn/s(qs) embedded in GLn(q), as above,
acts reducibly on the vector space Fnqs.
Proof. Let the embedding of GLn/s(q
s) in GLn(q) be as defined above and
let C be a matrix in GLs(q) corresponding to a generator of F∗qs . Then up
to conjugacy, elements of H embedded in GLn(q) are matrices divided into
n/s sets of s× s blocks, each of which contains an element of 〈C〉 ∪ {0}.
Let Px be a characteristic polynomial for C, in other words Px is a
defining polynomial for Fqs over Fq. The polynomial Px splits into s linear
factors {λ1, . . . , λs} when written over Fqs . The λi are eigenvalues for C
and the eigenvectors of C are the non-zero v ∈ Fsqs such that Cv = λiv.
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Let v ∈ Fsqs be an eigenvector for C and let v1, . . . , vn/s ∈ Fsqs be vectors
corresponding to v, for each of the blocks. Then each matrix of H maps the
subspace W := 〈v1, v2, . . . , vn/s〉 to itself, hence H acts reducibly on Fnqs .
Hence if G acts semilinearly with all field automorphisms trivial, then
G acts reducibly on Fnqs ; that is, G is not absolutely irreducible. These
C3-groups will be treated separately.
11.4 Case 1: G is not absolutely irreducible
Let G ≤ GLn(q) be irreducible and let s > 1 be an integer such that G is
reducible over the extension field Fqs of Fq. Then the centraliser CGLn(q)(G)
is isomorphic to the group of scalar matrices with entries in F∗qs , by a corol-
lary to Lemma 1.4.1. We identify the scalar group with its associated field
and write CGLn(q)(G)
∼= F∗qs .
Given a semilinear group G, we will try to find an overgroup R such that
NGLn(q)(G) ≤ R < GLn(q). Then calculating the normaliser of G inside R
should take less time than computing NGLn(q)(G), for large enough n and q.
The following lemmas will be used to find an overgroup for NGLn(q)(G).
Lemma 11.4.1. Let H be a group and let G ≤ H, then CH(G)NH(G).
Proof. The centraliser CH(G) is a subgroup of NH(G), since c
−1Gc = G for
all c ∈ CH(G). Let θ : NH(G)→ Aut(G) be the homomorphism induced by
the conjugation action of NH(G) on G. Then CH(G) = ker(θ) and hence
CH(G)NH(G).
Lemma 11.4.2. Let G ≤ GLn(q) be irreducible over Fq but reducible over
the extension field Fqs, for some s > 1 dividing n. Then NGLn(q)(CGLn(q)(G))
is a subgroup of ΓLn/s(q
s).
Proof. The group CGLn(q)(G) is isomorphic to F∗qs , as stated above. We show
that the conjugation action of NGLn(q)(CGLn(q)(G)) on CGLn(q)(G) preserves
its additive and multiplicative structure.
Let Z ∈ GLn(q) correspond to a scalar matrix Z1 ∈ Z(GLn/s(qs)), such
that 〈Z1〉 ∼= F∗qs . The action of NGLn(q)(〈Z〉) on 〈Z〉 preserves its multiplica-
tive structure, since
N−1(AB)N = (N−1AN)(N−1BN),
for all N,A,B ∈ GLn(q).
Let {0} represent the n × n zero-matrix, then 〈Z〉 ∪ {0} ∼= Fqs forms
an additive group. The action of NGLn(q)(〈Z〉) on 〈Z〉 ∪ {0} preserves its
additive structure, since
N−1(A+B)N = N−1AN +N−1BN,
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for all N,A,B ∈ GLn(q) ∪ {0}.
Hence NGLn(q)(〈Z〉) acts on 〈Z〉 ∪ {0} via field automorphisms. The
matrices of 〈Z〉 which correspond to elements of Fq are scalars of GLn(q),
which are centralised by NGLn(q)(〈Z〉). Hence NGLn(q)(〈Z〉) acts on 〈Z〉 ∪
{0} by elements of Gal(Fqs :Fq), which implies that NGLn(q)(CGLn(q)(G)) ≤
ΓLn/s(q
s).
Remark: In fact, since CGLn(q)(G)
∼= F∗qs it is not hard to see that
NGLn(q)(CGLn(q)(G)) = ΓLn/s(q
s).
We now use the above lemmas to present an overgroup for NGLn(q)(G).
Lemma 11.4.3. Let G ≤ GLn(q) be irreducible over Fq but reducible over
the extension field Fqs. Either n = q = 2, or else NGLn(q)(G) ≤ ΓLn/s(qs) <
GLn(q) and R := ΓLn/s(q
s) is an overgroup for NGLn(q)(G).
Proof. Apply Lemma 11.4.1 with H = GLn(q), then with suitable embed-
ding
NGLn(q)(G) ≤ NGLn(q)(CGLn(q)(G)).
Now applying Lemma 11.4.2, we deduce that NGLn(q)(G) ≤ ΓLn/s(qs). With
the exception of GL2(2) = ΓL1(4), the group ΓLn/s(q
s) is smaller than
GLn(q) and hence is an overgroup for NGLn(q)(G).
11.4.1 Algorithm 1
Let G ≤ GLn(q) be irreducible but not absolutely irreducible. This can be
identified in low-degree polynomial time [10]. The algorithm to compute
an overgroup R for NGLn(q)(G) makes use of the centralisers of G and of
ΓLn/s(p
s) in order to find an element conjugating G into ΓLn/s(p
s).
Lemma 11.4.4. We can construct a generator for the centralising field of
ΓLn/s(p
s) using Conway polynomials.
Proof. Let Cp,s =
∑s
i=0 pix
i be a Conway polynomial. Recall from Section
11.2.1 that the matrix
A :=

0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
...
0 0 0 · · · 1
−p0 −p1 −p2 · · · −ps−1
 ∈ GLs(p)
corresponds to the element x in Fps . The matrix A is a Singer cycle of
GLs(p), that is, it has order p
s− 1 and hence A generates the field F∗ps . Let
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ZΓ be the block diagonal matrix consisting of n/s copies of A, then ZΓ is a
generator for the centralising field of ΓLn/s(p
s).
Let G ≤ GLn(q) be irreducible but not absolutely irreducible and if
n = 2 then let q > 2. The following algorithm takes G as input and returns
an overgroup R such that NGLn(q)(G) ≤ R.
Step 1. Use IsAbsolutelyIrreducible(G) to find a matrix algebra gen-
erator ZG for CGLn(q)(G).
Step 2. Obtain a generator ZΓ for the centralising field of the standard
embedding of ΓLn/s(q
s), as explained in Lemma 11.4.4.
Step 3. |ZΓ| = qs− 1 and |ZG| divides qs− 1, so let a := qs− 1/|ZG|. Set
ZΓ := Z
a
Γ so that |ZG| = |ZΓ|.
Step 4. For 1 ≤ i ≤ qs − 1 with gcd(i, |ZΓ|) = 1, use IsSimilar to test
ZiΓ and ZG for conjugacy in GLn(q). As all Singer cycles are conjugate, this
will succeed and return a conjugating element χ, for some i.
Step 5. Use the algorithms of [27] to construct ΓLn/s(q
s) and return the
overgroup R:=ΓLn/s(q
s)χ
−1
.
We now look at the remaining C3-groups.
11.5 Case 2: G is absolutely irreducible
Suppose G ≤ GLn(q) is an absolutely irreducible group belonging to C3.
Then G can be embedded in a semilinear group ΓLn/s(q
s), for some s divid-
ing n. Recall that elements of G correspond to automorphisms of V := Fnq
and hence there exists a well-defined map ψ : G→ Gal(Fqs :Fq).
Lemma 11.5.1. The map ψ is surjective.
Proof. The group Gal(Fqs :Fq) ∼= Zs. Suppose Gψ = Za, where s = ab for
some positive integers a, b > 1. The group K := ker(ψ) is irreducible and
acts linearly over the extension field Fqs . Hence K embeds naturally into
GLn/s(q
s). The action of G = K.Za stabilises some subspace of V over Fqs ,
by Lemma 11.3.2, and hence is not absolutely irreducible. This contradicts
the hypothesis and so Gφ = Zs.
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11.5.1 One embedding
For a given s there could be more than one map ψ1, ψ2 : G → Gal(Fqs :Fq)
satisfying the above, and hence more than one way of embedding G in
ΓLn/s(q
s). First, however, consider a semilinear group G with a unique
embedding.
Lemma 11.5.2. Let K G and suppose that if H 6= K is another normal
subgroup of G then G/H  G/K. Then K is characteristic in G.
Proof. Let pi : G→ G/K be the natural homomorphism and let σ ∈ Aut(G).
Then σ−1pi : G → G/K is a surjective homomorphism whose kernel is
the set of x ∈ G such that x(σ−1pi) ∈ K; in other words xσ−1 ∈ kerpi.
Hence kerσ−1pi = Kσ, which implies that G/(Kσ) ∼= G/K, by the first
isomorphism theorem. Therefore Kσ = K and KcharG.
The following is a repeat of Lemma 8.2.1.
Lemma 11.5.3. Let H be a group with G ≤ H and let K be a characteristic
subgroup of G. Then NH(G) ≤ NH(K).
We use these lemmas to prove the following theorem.
Theorem 11.5.4. Let G be an absolutely irreducible group and suppose
there a unique map ψ : G→ Gal(Fqs :Fq). Let K = ker(ψ), then NGLn(q)(K)
is an overgroup for NGLn(q)(G).
Proof. The group K  G and if there were another subgroup L such that
G/K ∼= G/L, then we could construct another map φ : G → Gal(Fqs :Fq)
with L = ker(φ), contradicting the hypothesis. Hence K is characteristic
in G, by Lemma 11.5.2 and therefore NGLn(q)(G) ≤ NGLn(q)(K), by Lemma
11.5.3.
We perform the following computational tests to determine whether or
not G can be embedded in ΓLn/s(q
s) in more than one way.
Lemma 11.5.5. Let G ≤ GLn(q) be an absolutely irreducible semilinear
group and let ψ1, ψ2 : G→ Gal(Fqs :Fq) have isomorphic kernels K1 and K2,
respectively. Let P := {p1, p2, . . . , pt} be the set of prime factors of s. If the
number |G/G′|/s is not divisible by any prime in P then Im(ψ1) = Im(ψ2).
Proof. The images of the maps ψ1 and ψ2 are both isomorphic to Zs =
Gal(Fqs :Fq), by Lemma 11.5.1. Since G/G′ is the largest abelian quotient
of G, it must have G/K1 and G/K2 as quotients. Let
G/G′ = Zs × Zaf11 × Zaf22 × · · · × Zaftt
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where the ai are all prime and the fi are positive integers. If P ∩{a1, . . . , at}
is empty, then G/K1 = G/K2 and hence Im(ψ1) = Im(ψ2).
If the above test does not prove that ψ1 = ψ2, then we search the normal
subgroups of G/G′ for a subgroup L/G′, such that L is irreducible but not
absolutely irreducible and |L/G′| = |K1/G′|. If L/G′ 6= K1/G′ then L is the
kernel of another embedding ψ2.
11.5.2 Two or more embeddings
If there are two or more maps ψ : G→ Gal(Fqs :Fq), then this method fails
to find an overgroup. We use the method given in Section 8.3 to find an
overgroup for NGLn(q)(G).
11.5.3 Algorithm 2
Let G ≤ GLn(q) be an absolutely irreducible C3-group with associated field
extension Fqs . This can be recognised as such by the algorithms of [25]. We
now present an algorithm to calculate an overgroupR for NGLn(q)(G), as long
as G can be embedded in ΓLn/s(q
s) in only one way. If this condition does
not hold then the algorithm fails. If the derived group G′ has already been
calculated in the course of NormaliserGL, prior to reaching this function,
then we can avoid the potentially expensive recalculation of G′.
Step 1. Use the function WriteOverLargerField to obtain K := ker(ψ),
for some ψ : G→ Gal(Fqs :Fq).
Step 2. If gcd(s, |G : G′|/s) = 1 then ψ is unique. Return the overgroup
R := NGLn(q)(K).
Step 3. Otherwise, compute θ : G → G/G′ and make a list M of normal
subgroups of G/G′ which have the same order as K/G′, and whose preimage
in G is irreducible but not absolutely irreducible.
Step 4. If |M | = 1 then return R := NGLn(q)(K). Otherwise use the
method given in Section 8.3.
11.5.4 The algorithm: NormaliserSemilinear
We form a function NormaliserSemilinear from algorithms 1 and 2, which
returns an overgroup R such that NGLn(q)(G) ≤ R, for certain C3-groups G.
This concludes our treatment of the C3-groups.
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11.6 Timings
We now give timings data for computing the normaliser of a C3-group using
NormaliserGL. The test groups have been made in two ways. Let q be prime
and let qn < 4096, then we can access all irreducible subgroups of GLn(q),
either from the Magma database of irreducible matrix groups (when qn <
2500) or else from the data generated in Chapter 3.
To obtain more test groups, we assign S:=ClassicalMaximals("L", n,
q : classes:={3}) and generate a new set gps of up to 10 random two-
generated subgroups of the groups in S, discounting any repeated groups
and keeping only the irreducible groups. We then take maximal subgroups
of entries in gps, discounting any repeats, and add them to gps. This is
continued until either gps contains at least 100 groups, or no new groups
are found (up to conjugacy). The groups obtained by this method may be
of relatively large order.
For several values of n and q, and for each of the above methods, we
constructed a list gps of groups, and let test be the first 100 groups in gps,
or let test:=gps if there were fewer than 100 entries in gps. For all G in
test we timed the computation of NormaliserGL(G) and the mean of these
times appears in bold font in the table below. In a new Magma session, we
timed the computation of Normaliser(GL(n,q),G), for the same groups
G, and the mean of these times is given below its bold counterpart. Where
the size of the data set test is less than 100, the number of groups tested is
given in brackets. A blank table cell indicates that either the computational
time for NormaliserGL(G) exceeded 300 seconds, for at least one group G
in test, or else creating test data for these values of n and q was too time
consuming. The entry > 300 indicates that for at least one group G in test,
the computation of Normaliser(GL(n,q),G) took more than 300 seconds.
For most values of n and q, the computation of NormaliserGL(G) is
very fast, with the possible exception of a handful of groups G. For this
reason, the mean alone is not always an ideal indication of the efficiency of
the algorithm. Let µnew and µold be the mean of the computation times
for NormaliserGL(G) and Normaliser(GL(n,q),G), respectively, and let
mnew and mold be the corresponding median values of the computation
times. Where µnew is greater than µold, but mnew is less than or equal to
mold, the values of mnew and mold are given in italic font. All values are
given to three decimal places.
For each value of n and q which did not time out we checked that the
groups returned by NormaliserGL(G) and Normaliser(GL(n,q),G) were
the same. The test data includes absolutely irreducible C3 groups with one
embedding and with two or more embeddings, as well as non-absolutely
irreducible C3 groups.
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Table 11.1: Time to compute NGLn(q)(G), for G ∈ C3 in irreducible matrix group database (100 trials)
n
4 5 6 7 8 9 10 11
q=2 0.040 (2) 0.025 0.029 0.073 (64) 0.057 (6)
0.020 > 300 > 300 > 300 > 300
3 0.010 (63) 0.016 (8) 0.019 0.035 (4)
0.005 0.010 0.028 0.188
5 0.016
0.009
7 0.036
0.018
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Table 11.2: Time to compute NGLn(q)(G), for G ∈ C3 generated using ClassicalMaximals (100 trials)
n=4 5 6 7
mean median mean median mean median
q=4 0.10 (54) 0.022 (13) 0.010 0.291 0.084 (14)
0.007 0.018 0.020 > 300 2.489
5 0.024 0.047 (13) 0.040 1.096 0.655 (2)
0.018 0.046 0.040 > 300 31.055
7 0.034 0.145 (2) 10.209 (13)
0.039 0.605 > 300
8 0.044 0.549 (13) 28.297 (52)
0.544 0.516 > 300
9 0.166 0.281 (26) 65.553 (7)
0.186 0.827 > 300
11 2.956 0.180 1.138 (8)
0.452 0.180 7.339
13 0.857 1.230 (2)
> 300 98.720
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Chapter 12
C5: Subfield groups
12.1 Introduction
In this chapter, we define the groups belonging to Aschbacher class C5 and
describe a function NormaliserSubfield which finds an overgroup R such
that NGLn(q)(G) ≤ R for certain C5-groups, G. Throughout this chapter we
let G ≤ GLn(q) be absolutely irreducible and we abbreviate Z(GLn(q)) to
Z.
Definition 12.1.1. An absolutely irreducible group G := 〈g1, . . . , gn〉 lies in
C5 if there exists a subfield Fq0 ⊂ Fq, a matrix t ∈ GLn(q), and β1, . . . , βm ∈
F∗q such that t−1git = βihi, with hi ∈ GLn(q0).
We refer to C5-groups as subfield groups. In general, G is subfield if it
can be written over Fq0 modulo scalars. Let A be the set of subfield groups
for which βi = 1, for all 1 ≤ i ≤ m, so that G ∈ A if G is conjugate in
GLn(q) to a subgroup of GLn(q0).
We can determine whether a group G is subfield using the Magma func-
tion IsOverSmallerField(G) which uses the algorithms of [21] and [22].
When the Scalars parameter of this function is set to false, it identifies
whether G lies in the set A.
Given a group G, we wish to find an overgroup R for NGLn(q)(G) such
that NGLn(q)(G) ≤ R < GLn(q), then computing NR(G) should be quicker
than computing NGLn(q)(G), for large enough n and q. We now describe a
method to find an overgroup for the normaliser in GLn(q) of a group in A.
12.2 Overgroup for NGLn(q)(G) when G ∈ A
Let G be a subfield group which is conjugate in GLn(q) to a subgroup
of GLn(q0), where q0 properly divides q. We begin with some definitions
before presenting a theorem which will help us to determine an overgroup
for NGLn(q)(G).
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Definition 12.2.1. Let G be a group, then a Fq-representation of G of
degree n is a homomorphism T : G → GLn(q). Let K be an arbitrary
field, then two Fq-representations T and U are K-equivalent if they have
the same degree n and there exists a fixed matrix X ∈ GLn(K), such that
T (g) = X−1U(g)X, for all g ∈ G.
Theorem 12.2.2. ([17, Thm 29.7]) Let T and U be Fq0-representations of
a matrix group G, both of the same degree. If T and U are Fq-equivalent,
then T and U are Fq0-equivalent.
We use this result to find an overgroup for the normaliser in GLn(q) of
a group G ∈ A. Recall that Z := Z(GLn(q)).
Lemma 12.2.3. Let G be an absolutely irreducible group that is conjugate
in GLn(q) to a subgroup of GLn(q0). Then 〈GLn(q0),Z〉 is an overgroup for
NGLn(q)(G).
Proof. Let r ∈ NGLn(q)(G), then by Theorem 12.2.2 there exists y ∈ GLn(q0)
such that y−1(r−1gr)y = g for all g ∈ G and hence ry centralises G. Hence
ry ∈ Z, by Schur’s lemma 1.4.1, and therefore r ∈ 〈GLn(q0),Z〉 =: R.
Clearly |R| < |GLn(q)| and so this is an overgroup for NGLn(q)(G).
The next theorem follows from Aschbacher’s theorem [3] and gives a
method to find an even smaller overgroup for NGLn(q)(G).
Lemma 12.2.4. Let G be a subfield group in A and let t ∈ GLn(q) such
that t−1gt ∈ GLn(q0), for all g ∈ G. Then either t−1Gt contains a subgroup
isomorphic to SLn(q0) or else t
−1Gt is contained in some Aschbacher class
Ci, with respect to GLn(q0).
Hence if t−1Gt does not contain a subgroup isomorphic to SLn(q0) and
R is a Ci-overgroup for NGLn(q0)(G) inside GLn(q0), then 〈R,Z〉 is a C5-
overgroup for NGLn(q)(G) inside GLn(q).
12.2.1 Subfield groups not in A
If G is a subfield group not contained in A then we use the methods of
Section 8.3 to try to find an overgroup for NGLn(q)(G).
Proposition 12.2.5. If the derived group G′ of a subfield group G is abso-
lutely irreducible, then it is in A.
Proof. Let g−11 g
−1
2 g1g2 ∈ G′, where g1, g2 ∈ G and for i ∈ {1, 2}, suppose
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t−1git = βihi, where βi ∈ F∗q and hi ∈ GLn(q0). Then
t−1(g−11 g
−1
2 g1g2)t = (t
−1g−11 t)(t
−1g−12 t)(t
−1g1t)(t−1g2t)
= (β1h1)
−1(β2h2)−1(β1h1)(β2h2)
= β−11 β1β
−1
2 β2h
−1
1 h
−1
2 h1h2
= h−11 h
−1
2 h1h2,
since the βi are scalars. This is an element of GLn(q0) and hence if G
′ is
absolutely irreducible, then G′ is a C5-group lying in A.
Hence, we can calculate an overgroup R for NGLn(q)(G
′), as described
above, and R is an overgroup for NGLn(q)(G).
12.3 The algorithm: NormaliserSubfield
Let G ≤ GLn(q) be absolutely irreducible and conjugate in GLn(q) to a
group H ≤ GLn(q0). This is determined by IsOverSmallerField(G :
Scalars:=false). The function NormaliserSubfield(G) returns an over-
group R such that NGLn(q)(G) ≤ R.
Step 1. Let χ :=SmallerFieldBasis(G), then Gχ = H.
Step 2. Compute R2 using NormaliserGL(H:Overgroup:=true).
Step 3. Return R := 〈R2,Z〉χ−1 .
This concludes our treatment of the C5-groups.
12.4 Timings
We now give timings data for computing the normaliser in GLn(q) of a C5-
group using NormaliserSubfield. We generate example groups for testing
by the following method. Fix n and q and use ClassicalMaximals("L",n,q
: classes:={5}) to obtain a list CM of C5-groups which are maximal in
GLn(q). For each G in CM, create 10 subgroups, each generated by 2 random
elements of G, and add them to a list gps, discarding any duplicates and
any groups that are not absolutely irreducible. Now compute the maximal
subgroups of each G in gps and add them to gps if they are not already
there (up to conjugacy). Continue until either gps contains at least 100
groups, or else no new groups are found (up to conjugacy).
For several values of n and q we constructed a list gps of groups as
described above, and let test be the first 100 groups in gps, or let test:=gps
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if there were fewer than 100 entries in gps. For all G in test we timed the
computation of NormaliserGL(G) and the mean of these times appears
in bold font in the table below. In a new Magma session, we timed the
computation of Normaliser(GL(n,q),G), for the same groups G, and the
mean of these times is given below its bold counterpart. Where the size of
the data set test is less than 100, the number of groups tested is given in
brackets. A blank table cell indicates that either the computational time for
NormaliserGL(G) exceeded 300 seconds, for at least one group G in test,
or else creating test data for these values of n and q was too time consuming.
For most values of n and q, the computation of NormaliserGL(G) is
very fast, with the possible exception of a handful of groups G. For this
reason, the mean alone is not always an ideal indication of the efficiency of
the algorithm. Let µnew and µold be the mean of the computation times
for NormaliserGL(G) and Normaliser(GL(n,q),G), respectively, and let
mnew and mold be the corresponding median values of the computation
times. Where µnew is greater than µold, but mnew is less than or equal to
mold, the values of mnew and mold are given in italic font. All values are
given to three decimal places.
For each value of n and q which did not time out we checked that the
groups returned by NormaliserGL(G) and Normaliser(GL(n,q),G) were
the same. The test data includes subfield groups lying both inside and
outside the set A.
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Table 12.1: Time to compute NGLn(q)(G), for G ∈ C5 (100 trials)
n= 4 5 6 7 8
mean median mean median mean median mean median mean median
q=4 0.013 (79) 0.017 (10) 0.010 0.083
0.004 0.014 0.010 3.700
8 0.012 (71) 0.031 (10) 0.050
0.014 0.161 4.685
9 0.043 0.040 2.134
0.042 0.040 > 300
16 0.027 2.324
0.119 18.409
25 0.110 1.701
0.905 > 300
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Chapter 13
C8: Classical Groups
13.1 Preliminaries
In this section we describe Aschbacher class C8 and present an algorithm
NormaliserClassical to find an overgroup R such that NGLn(q)(G) ≤ R,
for a group G ∈ C8. Then computing the normaliser of G inside R should
be faster than computing NGLn(q)(G), for large enough n and q.
We go on to define another class C′8 which is related to C8, and explain
how to find an overgroup R such that NGLn(q)(G) ≤ R, for certain groups
G ∈ C′8 \ C8. We begin with some general definitions and notation.
Throughout this section, let G ≤ GLn(q) be an absolutely irreducible
group. Recall that G is quasisimple if it is perfect and the projective group
G/Z(G) is non-abelian simple. The quasisimple classical groups are SLn(q),
Spn(q), SUn(q) and Ω

n(q), for  ∈ {◦,+,−}, with the exception of certain
small values of n and q for which the projective group G/Z(G) is not sim-
ple (see Theorem 1.5.11). Details of the classical groups may be found in
Chapter 1.5.
Definition 13.1.1. An absolutely irreducible groupG ≤ GLn(q) lies in class
C8 if there is a quasisimple classical group C in its natural representation,
such that C G ≤ NGLn(q)(C).
The following result characterises the C8-groups and is proved in [32,
Proposition 2.10.6 (i)].
Lemma 13.1.2. Let G ∈ {SLn(q), Spn(q), SUn(q), Ω◦n(q), Ω±n (q), SO◦n(q),
SO±n (q)}. Then G is absolutely irreducible on Fnq if and only if G 6= Ω±2 (q),
for all q, and G 6= SO±2 (q), for q odd.
We now present some short results about forms and normalisers in
general, before examining the C8-groups and describing methods to find
NGLn(q)(G), for certain G ∈ C8.
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13.2 Forms and normalisers
For the rest of this section, let u := 2 in the unitary case and u := 1
otherwise. Define σ ∈ Aut(F∗qu) by λσ = λq, so that σ acts like the identity
on F∗qu unless u = 2, when σ is an involution. For g ∈ GLn(qu), we write
gσ for the matrix obtained by applying σ to each entry of g and note that
(gσ)T = gTσ.
Recall from Corollary 1.4.2, that the centraliser CGLn(q)(G) of an abso-
lutely irreducible group G is F∗q , the scalar subgroup of GLn(q).
Lemma 13.2.1. An absolutely irreducible group G ≤ GLn(qu) preserves at
most one classical form of a given type, up to scalar multiplication.
Proof. First we prove the result for classical forms which are not quadratic
in characteristic 2. Let f1 and f2 be distinct forms of either symplectic or
unitary type, or else the associated symmetric forms of quadratic forms in
characteristic other than 2. Let F1, F2 be the corresponding matrix repre-
sentations of f1 and f2, as described in Subsection 1.5.2. Then for all g ∈ G
we have gF1(g
Tσ) = F1 and gF2(g
Tσ) = F2, so g = F2(g
−Tσ)F−12 and gF1 =
F1(g
−Tσ). This implies that F−11 gF1 = g
−Tσ and hence F2(F−11 gF1)F
−1
2 =
g. This shows that F1F
−1
2 centralises G and hence is scalar, as G is abso-
lutely irreducible and using Corollary 1.4.2. Therefore f1 = λf2, for some
λ ∈ F∗qu .
Now suppose that G preserves two quadratic forms, Q1 and Q2, in charac-
teristic 2, with associated matrix representations M1 and M2. For i ∈ {1, 2},
let fi be the symmetric form associated to Qi and let Fi be its associated
matrix. Then Mi + M
T
i = Fi. By the preceding paragraphs, there exists
λ ∈ F∗q such that f1 = λf2, so it suffices to show that the diagonal entries of
M1 are equal to those of M2, up to scalar multiplication. Let v ∈ V , then as
G is irreducible, there exists some g ∈ G such that vg 6= v. Let w = v + vg,
then w 6= 0, since v 6= vg. Now, (v)Qi = (vg)Qi, since G preserves Qi. So
(w)Qi = (v + vg)Qi
= (v)Qi + (vg)Qi + (v, vg)fi
= 2(v)Qi + (v, vg)fi
= (v, vg)fi,
and since f1 = λf2, we deduce that (w)Q1 = λ(w)Q2. As G is absolutely
irreducible, we may choose g1, . . . , gn ∈ G such that {wg1, . . . , wgn} is a basis
for V , and since (wgi)Q1 = λ(wgj)Q2, for all i, j, the result is proved.
We now use the preceding facts to prove a result about the normaliser
in GLn(q
u) of a classical group.
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Lemma 13.2.2. Let G ≤ GLn(qu) be an absolutely irreducible group, pre-
serving a classical form. Then NGLn(qu)(G) preserves this form up to scalar
multiplication.
Proof. First suppose the form f preserved by G is not quadratic, and let F
be its matrix representation. Let g ∈ G, x ∈ NGLn(qu)(G) and g1 := xgx−1,
then
F = gF (gTσ)
xF (xTσ) = x(gF (gTσ))(xTσ)
= x(x−1g1x)F (x−1g1x)Tσ(xTσ)
= g1xF (x
T gT1 x
−TxT )σ
= g1(xF (x
Tσ))gT1 σ.
So xFxTσ is a form preserved by G and hence xFxTσ = λF , for some
λ ∈ Fqu , by Lemma 13.2.1.
Now supposeG preserves a quadratic formQ, and letQx be the quadratic
form given by (v)Qx = (vx)Q, for all v ∈ V . Let r ∈ NGLn(q)(G), then
(vg)Qr = (vgr)Q
= (vrg1)Q
= (vr)Q
= (v)Qr.
Hence Qr is a scalar multiple of Q, by Lemma 13.2.1 and NGLn(q)(G) pre-
serves Q up to scalar multiplication.
Using Lemma 13.2.2, we can now deduce the normaliser of a quasisimple
classical group.
Lemma 13.2.3. Let C be a quasisimple classical group, then the normaliser
of C in GLn(q
u) is given in Table 13.1.
Proof. By Lemma 13.1.2 the group C is absolutely irreducible and by Lemma
13.2.2, the normaliser of an absolutely irreducible quasisimple classical group
preserves the associated classical form up to scalar multiplication. The
groups fitting this description are described in Subsections 1.5.3–1.5.6 and
given in Table 13.1.
Now we examine the groups contained in C8.
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Table 13.1: NGLn(qu)(C) for quasisimple classical group C
C NGLn(qu)(C)
SLn(q) GLn(q)
Spn(q) CSpn(q)
SUn(q) CUn(q)
Ωn(q) CO

n(q)
13.3 Normaliser of a C8-group
Recall that u := 2 in the unitary case and u := 1 otherwise. The class C8
contains all groups G, such that CG ≤ NGLn(qu)(C), for some quasisimple
classical group C.
The Magma function RecogniseClassical determines whether an ab-
solutely irreducible group G contains a quasisimple classical group, which
we call C. We explain below that in most cases NGLn(qu)(G) = NGLn(qu)(C),
so we can simply write down NGLn(qu)(G). When this is not the case we
give an overgroup R, such that NGLn(qu)(G) ≤ R < GLn(qu).
We begin by analysing the normaliser in GLn(q
u) of the quasisimple
group, for each of the classical types. Recall that Out(G) := Aut(G)/ Inn(G)
and see Table 1.6 for details of the outer automorphism group of a classical
group.
An element x ∈ NGLn(qu)(C) belongs to at least one of the following
three categories.
• x ∈ C,
• x ∈ F∗qu is a scalar matrix centralising C,
• conjugation by x induces an outer automorphism of C.
These categories may intersect. We shall write NGLn(qu)(C) = F∗qu .C.A,
where A is a subgroup of Out(C); note that this extension is not necessarily
split.
Theorem 13.3.1. Let C be a quasisimple classical group and let
NGLn(qu)(C) = F
∗
qu .C.A.
Table 13.2 gives the structure of A for each of the classical types.
Proof. The normaliser in GLn(q
u) of a quasisimple classical group C is given
in Table 13.1. For each type of quasisimple classical group C, Table 1.6
gives Out(C). Using this together with [32, Sections 2.2–2.8] we deduce the
structure of A for each classical type.
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Linear: Let C := SLn(q), then NGLn(q)(C) = GLn(q) and by [32, Section
2.2]
|A| = |PGLn(q) : PSLn(q)| = (n, q − 1).
Symplectic: Let C := Sp2m(q), then NGL2m(q)(C) = CSp2m(q) and by
[32, Section 2.4]
|A| = |PCSp2m(q) : PSp2m(q)| = (2, q − 1).
Unitary: Let C := SUn(q), then NGLn(q2)(C) = CUn(q) and by [32, Sec-
tion 2.3]
|A| = |PCUn(q) : PSUn(q)| = (n, q + 1).
Orthogonal, odd dimension: Let C := Ω2m+1(q), then
NGL2m+1(q)(C) = CO2m+1(q)
and by [32, Section 2.5]
|A| = |PCO2m+1(q) : PΩ2m+1(q)| = 2.
Orthogonal, even dimension: Let C := Ω±2m(q) with q even, then
NGL2m(q)(C) = CO
±
2m(q) and by [32, Sections 2.7 and 2.8]
|A| = |PCO±2m(q) : PΩ±2m(q)| = 2.
When q is odd, in the + case
A =
{
Z2 × Z2 n4 (q − 1) odd
D8
n
4 (q − 1) even
and in the − case
A =
{
Z2 × Z2 n4 (q − 1) even
D8
n
4 (q − 1) odd.
Hence Table 13.2 gives the structure of A, for each quasisimple classical
group.
Using Table 13.2, we can immediately deduce the normaliser in GLn(q
u)
of most quasisimple classical groups.
Theorem 13.3.2. Let G contain a quasisimple classical group C, in its
natural represention, as a normal subgroup. Then
1. NGLn(qu)(G) ≤ NGLn(qu)(C).
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Table 13.2: NGLn(qu)(C) = F∗qu .C.A for quasisimple classical group C
C Conditions A
SLn(q) n > 1 Z(n,q−1)
Sp2m(q) q even 1
n := 2m q odd Z2
SUn(q) Z(n,q+1)
Ω◦2m+1(q) m > 0 and q odd Z2
n := 2m+ 1
Ω+2m(q) q even Z2
n := 2m q odd and n4 (q − 1) odd Z2 × Z2
n := 2m q odd and n4 (q − 1) even D8
Ω−2m(q) q even Z2
n := 2m q odd and n4 (q − 1) even Z2 × Z2
n := 2m q odd and n4 (q − 1) odd D8
2. Assume C is not an orthogonal group of even dimension and odd char-
acteristic. Then NGLn(qu)(G) = NGLn(qu)(C).
Proof. Let NGLn(qu)(C) = F∗qu .C.A, as before.
1. From Theorem 13.3.1, the group A is either abelian or is D8. Hence
C/Z(C) is the only non-abelian simple factor of G/Z(C). The group C
is characteristic in G, so any x ∈ GLn(q) which fixes G under conjuga-
tion also fixes C under conjugation; hence NGLn(qu)(G) ≤ NGLn(qu)(C).
2. Assume C is not an orthogonal group of even dimension and odd
characteristic. Let x ∈ NGLn(qu)(C) and let g ∈ G. Then
(Cx−1)(Cg)(Cx) = Cg,
since G ≤ NGLn(qu)(C) and NGLn(qu)(C)/C is abelian, by Theorem
13.3.1. So x−1gx = cg for some c ∈ C, and hence x−1Gx ≤ G. In
other words, NGLn(qu)(C) ≤ NGLn(qu)(G).
Now we consider the excluded case.
Theorem 13.3.3. Let C = Ω±2m(q) with q odd and let CG ≤ NGLn(q)(C).
Then CO±2m(q) is an overgroup for NGLn(q)(G).
Proof. The normaliser NGLn(q)(G) ≤ NGLn(q)(C), by Lemma 13.3.2 and
NGLn(q)(C) = CO
±
2m(q) by Lemma 13.2.3. This group is smaller than
GLn(q), so is an overgroup for NGLn(q)(G).
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We have described how to find an overgroup for NGLn(qu)(G), where
G ∈ C8. Usually this overgroup is the normaliser itself, unless G is an
orthogonal group, n is even and q is odd. In the next section we consider a
class of groups which is related to C8, and explain how to find an overgroup
for the normaliser of certain groups in this class.
13.4 Class C ′8
Definition 13.4.1. Class C′8 consists of all absolutely irreducible groups
which preserve a non-degenerate, non-trivial classical form.
Recall that u := 2 in the unitary case, and u := 1 otherwise. Let
G ≤ GLn(qu) be an absolutely irreducible group preserving a non-degenerate
classical form f . Then G is contained in one of {Spn(q),GUn(q),GOn(q)},
where  ∈ {◦,+,−}. If G contains the quasisimple classical group associated
with f then G ∈ C8 and we apply the method of the previous section, so
suppose G ∈ C′8 \ C8.
Theorem 13.4.2. Let G ≤ GLn(qu) be in the class C′8, preserving a form
f , and let n > 2 if f is symplectic or unitary. Then an overgroup for
NGLn(qu)(G) is one of the following.
R =

CSpn(q) if G ≤ Spn(q),
CUn(q) if G ≤ GUn(q),
COn(q) if G ≤ GOn(q).
Proof. By Lemma 13.2.2, the group NGLn(qu)(G) preserves f up to scalar
multiplication. Let R be the group above associated with f , then R ≥
NGLn(qu)(G), by Lemma 13.2.3. The group R is smaller than GLn(q
u) and
hence R is an overgroup for NGLn(qu)(G).
Note that we exclude the linear case here, since the associated group R of
a linear group G is GLn(q) itself and thus not an overgroup for NGLn(q)(G).
13.5 The algorithm: NormaliserClassical
The Magma functions we use are based on algorithms presented in [11],
[12], [13], [52], [53], [54], [55] and [58].
Let G ≤ GLn(qu) be in the union of classes C8 and C′8. We present
the algorithm NormaliserClassical, which takes as input G, a record
class form and a boolean contains QS. The record class form is the re-
sult of ClassicalForms(G:Scalars:=true). It contains the string "type"
indicating the type of form preserved by G (possibly up to scalars) as well
as a matrix f of the form, if "type" does not equal "linear". The boolean
contains QS is the result of RecogniseClassical(G), as defined on page
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151, and for the purposes of this algorithm this determines whether G con-
tains SLn(q), Spn(q), SUn(q) or Ω

n(q), where  ∈ {◦,+,−}.
The function NormaliserClassical returns an overgroup R, such that
NGLn(qu)(G) ≤ R, and a boolean full norm, which indicates whether R =
NGLn(qu)(G).
13.5.1 NormaliserClassical in NormaliserGL
Note the positioning of NormaliserClassical in NormaliserGL. IfG is a C8-
group then we can write down an overgroup R for NGLn(qu)(G) immediately,
and in most cases R = NGLn(qu)(G). Hence RecogniseClassical is run
early in NormaliserGL.
NormaliserClassical is also used later in NormaliserGL, once G has
been identified as absolutely irreducible and ClassicalForms has deter-
mined that G preserves a classical form absolutely; hence G ∈ C′8.
Lemma 13.5.1. If G preserves a sesquilinear classical form f or a quadratic
form Q, up to scalars, then G′ preserves the form absolutely.
Proof. We use the usual commutator notation [g, h] := g−1h−1gh. Let v, w ∈
V , and suppose for all g ∈ G there exists λg ∈ F∗qu such that (vg, wg)f =
λg(v, w)f , or (vg)Q = λg(v)Q. Note that λg−1 = (λg)
−1, then
(v[g, h], w[g, h])f = (λg)
−1(λh)−1λgλh(v, w)f
= (v, w)f
or
(v[g, h])Q = (λg)
−1(λh)−1λgλh(v)Q
= (v)Q.
Hence if G preserves the form f or Q up to scalar multiplication, then
G′ preserves the same form absolutely.
We try to obtain an overgroup R for NGLn(qu)(G
′) using the function
NormaliserGL(G′:Overgroup:=true). If G is not perfect, G′ has non-
scalar elements and G′ is absolutely irreducible, then G′ ∈ C′8 and we
would expect to find an overgroup for NGLn(qu)(G
′) by Step 11 of a call
to NormaliserGL(G′), at the latest. If G′ is not scalar, does not lie in the
Problem case of C1 and is not absolutely irreducible, then an overgroup for
the normaliser in GLn(q
u) of G′ is calculated in Step 5 or Step 6 of the
call to NormaliserGL(G′). Hence, by Lemma 8.2.2, R is an overgroup for
NGLn(qu)(G).
Now we present the algorithm NormaliserClassical. Let C be the
standard representation in Magma of SLn(q), Spn(q), SUn(q) or Ω

n(q),
where  ∈ {◦,+,−}, depending on "type".
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Step 1. Use TransformForm(f,"type") to obtain a matrix χ such that
C ≤ Gχ.
Step 2. Construct R := NGLn(qu)(C), using the results of Section 13.3 and
the algorithms of [27].
Step 3. If contains QS=true, then Rχ
−1
is an overgroup for the nor-
maliser NGLn(qu)(G). Return the overgroup R
χ−1 . If G is an orthogonal
type group of even dimension, with q odd, then return full norm=false,
otherwise return full norm=true.
Step 4. If contains QS=false, then G ∈ C′8. Determine an overgroup
Rχ
−1
for NGLn(qu)(G) using Theorem 13.4.2 and construct R using the al-
gorithms of [27]. Return Rχ
−1
and full norm=false.
This concludes our treatment of the C8- and C′8-groups.
13.6 Timings
We now give timings data for computing the normaliser in GLn(q) of a group
lying in C8 ∪ C′8, using NormaliserGL. We make test groups belonging to C8
and to C′8 \ C8 for each classical type, excluding the linear type groups for
C′8.
For the linear-type C8-groups we compute a list l groups of 20 subgroups
as follows. Let Z be a random scalar matrix of GLn(q) and let Y be a random
element of GLn(q). Construct G := 〈SLn(q), Z〉Y and add G to l groups.
By Lemma 13.1.2, the group G is an absolutely irreducible classical group
of linear type.
For the symplectic-type C8-groups we let C := Spn(q) and compute a list
s groups of 20 subgroups as follows. Let Z be a random scalar matrix of
GLn(q) and let Y be a random element of GLn(q). Construct G := 〈C,Z〉Y
and add G to s groups. Repeat 10 times. By Lemma 13.1.2, the group G
is an absolutely irreducible classical group of symplectic type. Then we let
C := CSpn(q) and compute a further 10 subgroups in the same way.
For the unitary-type C8-groups we compute a list u groups of 20 sub-
groups as follows. Let Z be a random scalar matrix of GLn(q
2), let X be a
random non-scalar element of GUn(q), which is not contained in SUn(q) and
let Y be a random element of GLn(q
2). Construct G := 〈SUn(q), Z,X〉Y
and add G to u groups. By Lemma 13.1.2, the group G is an absolutely
irreducible classical group of unitary type.
For the orthogonal-type C8-groups we compute a list o groups of 20
subgroups as follows. Let φ : COn(q)→ COn(q)/Ωn(q), let H be a random
subgroup of Im(φ) and for each H let K be its preimage in COn(q). Let
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G := 〈K,Z〉Y , where Z is a random scalar matrix of GLn(q) and Y is
a random element of GLn(q), and add G to o groups if it is absolutely
irreducible. By Lemma 13.1.2, the group G is an absolutely irreducible
classical group of the same orthogonal type with exceptions in dimension 2.
For the C′8 \ C8-groups of each non-linear classical type, we compute a
list of up to 25 groups as follows. Let M be the associated conformal group
and create a list subs of 5 subgroups generated by 2 random elements of M ,
which are absolutely irreducible and do not contain SLn(q), Spn(q), SUn(q)
or Ωn(q), for  ∈ {◦,+,−}. For each G in subs, create a list of 5 subgroups
generated by 2 random elements of G and keep those which are absolutely
irreducible.
For several values of n and q we constructed a list test of groups in
each of the ways above. For all G in test we timed the computation of the
function NormaliserGL(G) and the mean of these times appears in bold font
in the table below. In a new Magma session, we timed the computation
of Normaliser(GL(n,q^u),G), for the same groups G, and the mean of
these times is given below its bold counterpart. A blank table cell indicates
that creating test data for these values of n and q was too time consuming.
When the number of groups tested is less than that stated in the caption,
the number of trials is given in brackets in the relevant cell. All values are
given to three decimal places. The entry > 100 indicates that for at least
one G in test the computation of Normaliser(GL(n,q^u),G) took more
than 100 seconds.
For each value of n and q which did not time out we checked that
the groups returned by NormaliserGL(G) and Normaliser(GL(n,q^u),G)
were the same. The test data includes classical groups of all possible types
in both C8 and C′8.
Table 13.3: Time to compute NGLn(q)(G), for G ∈ C8 containing SLn(q) (20
trials)
n
4 5 6 7 8
q=4 0.006 0.006 0.007 0.006
0.016 0.200 23.191 > 100
5 0.005 0.005 0.006 0.006 0.006
0.085 2.360 30.439 > 100 > 100
7 0.005 0.006 0.006 0.006 0.007
0.547 > 100 > 100 > 100 > 100
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Table 13.4: Time to compute NGLn(q)(G), for G ∈ C8 containing Spn(q) (20
trials)
n
4 6 8
q=4 0.020 0.009 0.010
0.018 4.024 > 100
5 0.009 0.008
0.052 > 100
7 0.010 0.008 0.004
0.308 > 100 > 100
8 0.122 0.009
0.905 > 100
Table 13.5: Time to compute NGLn(q)(G), for G ∈ C8 containing SUn(q) (20
trials)
n
4 5 6
q=2 0.010 0.012 0.012
0.009 0.042 0.443
3 0.013 0.010 0.015
0.222 12.630 ¿100
4 0.012 0.010
6.369 0.045
Table 13.6: Time to compute NGLn(q)(G), for G ∈ C8 containing Ωn(q) (20
trials)
n
3 5 7
q=5 0.010 0.011 0.008
0.004 0.104 26.604
7 0.010 0.011 0.008
0.006 0.773 > 100
9 0.012 0.013 0.009
0.008 3.954 > 100
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Table 13.7: Time to compute NGLn(q)(G), for G ∈ C8 containing Ω+n (q) (20
trials)
n
4 6 8
q=4 0.015 0.013 0.020
0.008 0.308 48.871
5 0.009 0.010 0.012
0.016 2.095 > 100
7 0.017 0.011 0.018
0.043 20.648 > 100
Table 13.8: Time to compute NGLn(q)(G), for G ∈ C8 containing Ω−n (q) (20
trials)
n
4 6 8
q=4 0.012 0.012 0.015
0.008 0.398 > 100
5 0.009 0.009 0.010
0.017 2.037 > 100
7 0.009 0.009 0.011
0.049 36.228 > 100
Table 13.9: Time to compute NGLn(q)(G), for G ∈ C′8 preserving a symplectic
form (25 trials)
n
4 6 8
q=4 0.014 0.055 0.008
0.017 3.265 > 100
5 0.020 (20) 0.006 0.007
0.026 60.241 > 100
7 0.007 0.008
> 100 > 100
8 0.008
> 100
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Table 13.10: Time to compute NGLn(q)(G), for G ∈ C′8 preserving a unitary
form (25 trials)
n
4 5
q=2 0.021 (14) 0.027 (18)
0.006 0.017
3 0.022
0.102
4 0.178
0.316
Table 13.11: Time to compute NGLn(q)(G), for G ∈ C′8 preserving an orthog-
onal form in odd dimension (25 trials)
n
5 7
q=3 0.019 (20) 0.013
0.010 0.132
5 0.048 (19) 0.007
0.029 16.188
Table 13.12: Time to compute NGLn(q)(G), for G ∈ C′8 preserving an orthog-
onal plus form (25 trials)
n
4 6 8
q=4 0.013 (15) 0.019
0.296 25.703
5 0.033 (15) 0.010
0.015 2.124
7 0.046 (5) 0.012
0.050 > 100
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Table 13.13: Time to compute NGLn(q)(G), for G ∈ C′8 preserving an orthog-
onal minus form (25 trials)
n
4 6 8
q=4 0.020 (5) 0.014
0.357 31.658
5 0.033 0.011 (15) 0.011
0.015 2.587 > 100
7 0.027 (11) 0.010 (20) 0.011
0.046 > 100 > 100
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Chapter 14
Future work
The algorithm NormaliserGL described here will be added to Magma for
general use. The attached disc gives some example groups G, which the
reader can use to compare the efficiency of our algorithm NormaliserGL(G)
with Magma’s existing algorithm Normaliser(GL(n,q),G). Note that this
algorithm was developed in Magma V2.14-12.
The ultimate goal is to complete this project by extending the algorithm
to include the missing Aschbacher classes {C4, C6, C7, C9}. Of course, some
groups in these classes are already covered. For example, C9-groups which
preserve non-degenerate classical forms, or C4-groups that also lie in C2∪C3.
We now give some specific suggestions for future work in this area.
14.1 C6: Extraspecial normalisers
Recall the definition of an extraspecial group from Section 1.6. The following
theorem could be implemented to find an overgroup for NGLn(q)(G), for some
groups G ∈ C6.
Theorem 14.1.1. Let G be a C6-group which normalises precisely one ex-
traspecial group S := s1+2m. Then NGLn(q)(G) ≤ NGLn(q)(S).
Proof. The subgroup S is characteristic in G, so the result follows from
Lemma 8.2.1.
Now suppose that G normalises precisely two extraspecial subgroups, S1
and S2, of the same order and exponent. Then these groups are conjugate
in GLn(q).
Conjecture 14.1.2. Let G, S1 and S2 be as above and let N(Si) :=
NGLn(q)(Si). Then either NGLn(q)(G) ≤ N(Si) or else there exists an ele-
ment y ∈ NGLn(q)(G) such that Sy1 = S2 and the group R := 〈NN(S1)(G), y〉
is an overgroup for NGLn(q)(G).
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In order to obtain an element y ∈ NGLn(q)(G) which conjugates the Si,
we could use a method similar to that used for class C2 in Chapter 10.
14.2 C1: Further recursion
Let Mk,l(q) denote the set of all (k× l)-dimensional matrices with entries in
Fq. Suppose G is reducible but not completely reducible. Then there exists
χ ∈ GLn(q) such that, for all g ∈ G
χ−1gχ =
(
A 0
X B
)
,
where A ∈ GLn1(q), B ∈ GLn2(q), X ∈Mn2,n1(q) and n1 + n2 = n.
Conjecture 14.2.1. Let M be the group generated by all matrices of
the form
(
A 0
X B
)
, where A ∈ NGLn1 (q)(A), B ∈ NGLn2 (q)(B), and X ∈
Mn2,n1(q). Then M is an overgroup for NGLn(q)(G)
χ.
14.3 Characteristic subgroups
Lemma 8.2.1 states that NGLn(q)(G) ≤ NGLn(q)(H), for any characteristic
subgroup H of G. This technique could be applied to other easily calculated
characteristic subgroups of G, such as the following.
Lemma 14.3.1. Let G be a non-scalar nilpotent group and suppose
|G| = pm11 pm22 . . . pmtt ,
where each pi is prime, t > 1 and mi > 1, for at least one 1 ≤ i ≤ t. Then
there is a Sylow subgroup S < G, for which NGLn(q)(G) ≤ NGLn(q)(S) <
GLn(q).
Proof. A nilpotent group can be written as a direct product of its Sylow
subgroups. By the nature of G described above, there exists a proper,
non-trivial, non-cyclic Sylow subgroup S of G. Each Sylow subgroup is
characteristic in G and hence NGLn(q)(G) ≤ NGLn(q)(S), by Lemma 8.2.1.
Hence, with S and G defined as above, NGLn(q)(S) is an overgroup for
NGLn(q)(G), provided that NGLn(q)(S) < GLn(q).
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14.4 Future work
Further work on this topic could include studying normalisers of matrix
groups G ≤ GLn(q) belonging to the Aschbacher classes C4, C6, C7 and
C9 and finding overgroups for them. For most of the Aschbacher classes we
have dealt with, there are some groups G in the class for which the algorithm
NormaliserGL fails and we ultimately default to Magma’s original function.
Our algorithm would be improved by finding overgroups for the normalisers
of all subgroups in each Aschbacher class. Some examples are as follows.
We could examine the properties of normalisers of C2-groups which preserve
three or more systems of imprimitivity and of C3-groups which embed in
the semilinear group in more than one way. In particular, we would like to
find an overgroup for NGLn(q)(G), where G is a reducible group lying in the
Problem case of Subsection 9.2.3.
Another direction for future work could be computing overgroups for
NX(G), where X ∈ {Spn(q), GUn(q), GO◦n(q), GO±n (q)} and G ≤ X. A
suggested method is to use the versions of Aschbacher’s theorem associated
with each of the classical types and proceed similarly.
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