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ABSTRACT
Plasma flows with an MHD-like turbulent inertial range, such as the solar wind, vitiate many
assumptions of standard theories of magnetic reconnection. In particular, the “roughness” of
turbulent velocity and magnetic fields implies that magnetic field-lines are nowhere “frozen-in”
in the usual sense. This situation demands an essential generalization of the so-called “General
Magnetic Reconnection” (GMR) theory. Following ideas of Axford and Lazarian & Vishniac, we
identify magnetic field-lines by “tagging” them with plasma fluid elements and then determine
their slip-velocity relative to the plasma fluid by integrating in arc-length along the wandering
field-lines. The main new concept introduced here is the slip-velocity source vector, which gives
the rate of development of slip-velocity per unit arc-length of field line. The slip-source vector
is the ratio of the curl of the non-ideal electric field R in the Generalized Ohm’s Law and the
magnetic field strength. It diverges at magnetic nulls, unifying GMR with theories of magnetic
null-point reconnection. Only under restrictive assumptions is the slip-velocity related to the
gradient of the line-voltage or “quasi-potential” obtained by integrating the parallel electric field
R‖ along field-lines. In an MHD turbulent inertial-range∇×R becomes extremely large while R‖
is tiny, so that line-slippage occurs freely even as a description by ideal MHD becomes accurate.
This “paradox” is resolved by the understanding that ideal MHD is valid for a turbulent inertial-
range not in the standard sense but in a “weak” sense which does not imply magnetic line-
freezing. The mathematical notion of “weak solution” is here explained in physical terms of
spatial coarse-graining and renormalization-group (RG) theory. We give a new first-principles
argument for the “weak” validity of the ideal Ohm’s law in the inertial range, via rigorous
estimates of the terms in the Generalized Ohm’s Law for an electron-ion plasma. Particular
attention is paid to the conditions in the solar wind, a collisionless, magnetized plasma. Coarse-
grained to inertial-range lengths, all of the non-ideal terms (from collisional resistivity, Hall field,
electron pressure anisotropy, and electron inertia) are shown to be irrelevant in the RG sense
and large-scale reconnection is thus governed solely by ideal dynamics. We briefly discuss some
implications for heliospheric reconnection, in particular for deviations from the Parker spiral
model of interplanetary magnetic field. Solar wind observations show that reconnection in a
turbulence-broadened heliospheric current sheet, consistent with the Lazarian & Vishniac (1999)
theory, leads to slip velocities that cause field-lines to lag relative to the spiral model.
Subject headings: turbulence, magnetic reconnection, MHD, plasmas, solar wind, methods: analytical
1. Introduction
A fundamental assumption of most current the-
ories of magnetic reconnection is that ideal line-
freezing holds to very good approximation for
most of space, except within narrow, sparsely dis-
tributed current layers. This includes the elegant
mathematical theories which propose a key role for
field-parallel electric fields (Schindler et al. 1988;
Hesse & Schindler 1988), magnetic flipping (Priest
& Forbes 1992), quasi-separatrix layers (Priest &
De´moulin 1995), and multi-valued flux-tube veloc-
ities (Priest et al. 2003). More precisely, most cur-
rent theories assume that in the generalized Ohm’s
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law
E + u×B = R, (1.1)
the non-ideal electric field R is large in isolated
spatial regions of small total volume and that out-
side these “diffusion regions” where reconnection
solely occurs, ideal MHD equations are valid and
magnetic field-lines are “frozen-in” to a good ap-
proximation. One thus finds statements in the lit-
erature such as “reconnection occurs when there
is a breakdown of ideal MHD and therefore an
electric field component (E‖) along the magnetic
field...” (Priest & De´moulin 1995). Such con-
cepts are motivated especially by the conditions
of an initially quiet solar corona, where the under-
lying assumption of well-localized regions of flux-
freezing violation may be a good approximation in
the early stages of coronal reconnection.
The basic assumptions of the standard recon-
nection theories are, however, badly violated in
plasmas with a turbulent range governed by MHD-
like dynamics, such as the solar wind at dis-
tances from the sun ranging from 0.1 to 100 AU.
Here non-ideal electric fields R are very small
in r.m.s. magnitude, ideal Ohm’s law is valid
down to very small scales within the “inertial
range” , and yet magnetic field-lines are not well
“frozen-in” anywhere in space (see Burlaga et al.
(1982); Khabarova & Obridko (2012); Richard-
son et al. (2013) and section 5 for more discus-
sion). The failure of standard flux-freezing in tur-
bulent MHD in the ideal limit (“high magnetic
Reynolds-number”) has been understood previ-
ously from several points of view. A spatial coarse-
graining approach similar in spirit to renormaliza-
tion group theory shows that flux-freezing in ideal
MHD turbulence can fail to be operationally verifi-
able, even with measurements resolved to increas-
ingly small scales (Eyink & Aluie 2006). From
the Lagrangian point of view, the turbulent phe-
nomenon of Richardson dispersion of fluid ele-
ments explosively amplifies any tiny breakdown of
line-freezing at plasma microscales rapidly into the
inertial-range, at rates non-vanishing in the ideal
limit (Eyink 2011; Eyink et al. 2011). This break-
down of standard flux-freezing has been verified in
numerical simulations of resistive MHD turbulence
at very high conductivities (Eyink et al. 2013).
In this work we study turbulent reconnection
from yet another point of view, that of magnetic
connections between plasma elements. In the ab-
sence of flux-freezing anywhere in space, the only
objectively meaningful way to give a magnetic
field-line an identity over time is by tagging it
with a certain plasma fluid element. As suggested
by Axford (1984), we understand the crucial fea-
ture of magnetic reconnection to be the “discon-
nection” of fluid elements that start on the same
field line. We thus study how the field line an-
chored (by convention) to a given element moving
with the fluid changes its connections to other ele-
ments. The systematic development of this idea
leads to an essential generalization of so-called
“general magnetic reconnection” (Schindler et al.
1988; Hesse & Schindler 1988) and of the notion of
slip velocities of lines relative to the plasma (Priest
et al. 2003). A novel concept introduced here is the
slip-velocity source vector,
Σ = − (∇×R)⊥|B| , (1.2)
with ⊥ denoting the component perpendicular to
B. Our first main claim is that magnetic reconnec-
tion is fundamentally related to Σ 6= 0 and not to
R‖ 6= 0. As we discuss in detail below, the vector
field Σ gives the rate of development of slip ve-
locity per unit arc-length of field-line. Our anal-
ysis thus has a particularly close relation to the
Lazarian & Vishniac (1999) theory of turbulent
reconnection, based on “stochastic wandering” of
magnetic field-lines. However, we shall make con-
tact with several other ideas, including the work
of Albright (1999) on fractal distributions of mag-
netic nulls. Our approach applies equally well in
laminar and turbulent flows, but it is especially
valuable in the latter case.
Our discussion shows, in particular, how R
(and thus R‖) can be small in r.m.s. magnitude,
so that ideal MHD can hold in the “weak sense”,
and yet for turbulent, multi-scale plasmas Σ can
still be very large and thus magnetic field-lines no
longer “frozen-in” even in an approximate sense.
Because there are persistent misunderstandings
about what it means for ideal MHD to “hold at
large scales”, we devote a section to carefully dis-
cussing this issue for a turbulent plasma. The
solar wind, a nearly collisionless plasma, is the
best-studied instance of MHD turbulence in Na-
ture (Bruno & Carbone 2013), so that we use
it as the showcase example in this section, but
our discussion applies much more generally. It is
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widely believed that the plasma modes “at scales
greater than the ion gyroradius” in the solar wind
are well-described by ideal MHD or by related
ideal equations (Schekochihin et al. 2009). We
show that this cannot be true in a naive sense
of validity of the ideal Ohm’s law, but only in
a “weak” or “coarse-grained” sense, which does
not imply that field-lines will be “frozen-in” at
length-scales greater than the ion gyroradius ρi.
By a detailed term-by-term analysis of the Gener-
alized Ohm’s Law for any plasma of heavy ions and
light electrons, we argue that the ideal magnetic
induction equation is indeed valid “weakly” or in
“coarse-grained” sense under turbulent conditions
of the sort observed in the solar wind. Our second
main conclusion is thus that the non-ideal terms of
whatever origin (collisional resistivity, Hall field,
electron pressure anisotropy, electron inertia) are
irrelevant to reconnection processes at scales sub-
stantially greater than ρi, which are instead gov-
erned at those scales solely by ideal MHD-like tur-
bulence dynamics. The main physical problem we
shall address here is the observed breakdown of
the Parker spiral model in the inner heliosphere,
which we shall argue in some detail to have its
origin in the turbulence of the solar wind.
The detailed contents of this work are as fol-
lows: In section 2, we briefly review the current
understanding of magnetic flux-freezing for resis-
tive MHD turbulence, which is probably the best
understood case from numerical simulation stud-
ies. The results surveyed there motivate the very
general approach to magnetic reconnection in the
following section 3. In section 3.1 we derive the
basic equation for the slip-velocity as one follows
along a magnetic field-line and which contains the
slip-velocity source vector. In section 3.2 we ex-
actly integrate the equations for the slip-velocity
in terms of the “quasi-potential” of GMR but show
that the conditions required to do so are very re-
strictive in turbulent flow. In section 4 we explain
the notion of “weak” or “coarse-grained” solutions
and estimate the dependence on length-scale of all
of the terms in the Generalized Ohm’s Law using
a non-perturbative RG-like approach. In section
5 we discuss the implications for heliospheric re-
connection. Finally, two appendices contain some
more technical details, the first analyzing effects
of plasma density variations and the second de-
riving mathematical relations for coarse-graining
cumulants used in the estimates.
2. Resistive MHD Turbulence and Flux-
Freezing
Turbulent cascade is described by ideal mag-
netohydrodynamic equations in a coarse-grained
(“weak”) sense, for which non-ideal electric fields
R are vanishingly small in the sense of distribu-
tions. More precisely, consider the low-pass fil-
tered or “coarse-grained” magnetic field
B¯`(x) =
∫
d3r G`(r)B(x+r), G`(r) = `
−3G(r/`)
(2.1)
for a smooth, rapidly decaying filter kernel G. The
coarse-grained field satisfies the induction equa-
tion
∂tB¯` =∇×
[
(u×B)` − R¯`
]
, (2.2)
which follows from the generalized Ohm’s law (1.1)
and Faraday’s law, after coarse-graining. This
equation in turbulent flow is usually expressed in
terms of the motional electric fields induced by the
eddies at scales smaller than ` (Biskamp 2003):
ET` = −ε` = −
[
(u×B)` − u¯` × B¯`
]
. (2.3)
Then the statement is that the large-scale con-
tributions R¯` of the non-ideal electric fields are
very tiny compared with ε`, for ` in the inertial
range. This is, indeed, the very condition defining
an “inertial range.” Under these circumstances,
the equation which governs the evolution of the
coarse-grained magnetic fields at these scales ` is
∂tB¯` =∇×(u×B)` =∇×(u¯×B¯` + ε`), (2.4)
with the tiny R¯` term neglected. This is the condi-
tion that ideal Ohm’s law holds in the turbulent in-
ertial range in the coarse-grained or “weak” sense.
Because this notion of validity of ideal MHD in
the “weak sense” is frequently misunderstood and
invoked to make incorrect conclusions, we discuss
it and justify it very carefully in section 4 of this
paper.
Deferring a general discussion to later, we here
illustrate the above observations by the example
of resistive MHD turbulence, where the classical
Ohm’s law holds with scalar resistivity η:
R = ηJ = η∇×B. (2.5)
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The “zeroth law” of resistive MHD turbulence
states that Ohmic dissipation is non-vanishing in
the limit of zero resistivity,
εB = lim
η→0
η
|V |
∫
V
d3x J2 > 0. (2.6)
See Mininni & Pouquet (2009) for numerical ev-
idence of this result and Caflisch et al. (1997)
for mathematical foundations. Hence, Jrms ∼
(εB/η)
1/2 → ∞ as η → 0, while Rrms ∼
(ηεB)
1/2 → 0 in the same limit. Because aver-
aging decreases convex functions, R¯`,rms ≤ Rrms,
and this easily implies that the smooth field R¯` for
fixed length-scale ` becomes vanishingly small ev-
erywhere in the limit of vanishing η. The smallness
of non-ideal Ohmic electric fields at inertial-range
length-scales can be expressed also in terms of 3D
wavevector spectra, as
ER(k) = η
2k2EB(k), (2.7)
which implies rapidly vanishing values of Rˆ(k) for
decreasing η or k in a Kolmogorov-type inertial-
range. A physical-space version of this spectral
estimate (see section 4.2.2) is
R¯`,rms ≤ η δB(`)rms
`
(2.8)
for magnetic increments δB(`), which is likewise
vanishing for decreasing η or increasing `. Al-
though we considered above classical resistive
MHD turbulence, similar results hold when the
MHD cascade is terminated by physics other than
collisional resistivity. For example, non-ideal elec-
tric fields are produced by gradients of the elec-
tron pressure in kinetic Alfve´n-wave turbulence,
but these are expected to become progressively
smaller at scales much larger than the ion gyrora-
dius (Bian & Kontar 2010; Bian et al. 2010). For
a detailed analysis of all of the contributions to R
in the Generalized Ohm’s Law, cf. section 4.2.
The vanishing of R in the coarse-grained
(“weak”) sense or even in the stronger r.m.s.
sense, which suffice for ideal MHD to hold weakly,
does not require that magnetic flux be conserved
in the same manner as for smooth, laminar solu-
tions of ideal MHD. The necessary and sufficient
condition for standard flux-conservation is that
∇×R = 0 hold at every space point (Newcomb
1958). Even if R → 0 uniformly everywhere, it
is possible for ∇×R to diverge to infinity ev-
erywhere in the same limit. This is exactly the
situation in resistive MHD turbulence, where the
identity
〈|∇×R|2〉 =
∫
d3k |k|2ER(k)
= η2
∫
d3k |k|4EB(k) (2.9)
shows that |∇×R|rms → ∞ for increasingly
long power-law inertial ranges of Kolmogorov-
type, even as Rrms → 0. The point here is
that the righthand side of the above equality
scales as ηk2dεB , where kd is the dissipative cut-
off wavenumber, that satisfies kd > O(η
−3/4) as
η → 0 in all current theories of MHD turbulence
(see Iroshnikov (1964); Kraichnan (1965); Goldre-
ich & Sridhar (1995, 1997); Boldyrev (2005, 2006)
and section 4.2.2). Because of this divergence of
r.m.s. values of ∇×R it is also not true that the
magnetic field-lines are “frozen-in”, even though
Rrms → 0, because the “frozen-in” property of
field-lines is equivalent to Bˆ×(∇×R) = 0 (New-
comb 1958). Indeed, magnetic flux-conservation
in the usual sense is expected to be violated in the
presence of turbulent inertial ranges such as de-
scribed above (Eyink & Aluie 2006; Eyink 2007).
The inertial-range phenomenon of Richardson dis-
persion of plasma fluid elements accelerates—
by unbounded amounts—microscopic disconnec-
tions between plasma fluid elements and field-lines
(Eyink 2011; Eyink et al. 2011, 2013). Thus, field-
lines are not “frozen-in” anywhere in the turbu-
lent plasma, in the sense that any pair of fluid
elements initially residing on a common field line
are in a short (but macrosopic) time later residing
on macroscopically well-separated lines.
The above conclusions depend only on the
“spontaneous stochasticity” due to Richardson
dispersion, which is an MHD-type inertial-range
turbulence phenomenon, and not upon the spe-
cific plasma physics of collisional resistivity (Eyink
et al. 2011). Any other fluid limit (e.g. small ion
gyroradius, etc.) which leads to the same univer-
sal MHD-like turbulent inertial range will show
the same effects. A toy example of this is Burg-
ers equation, which is the simplest PDE example
of “spontaneous stochasticity” (Eyink & Drivas
2014). For Burgers, the velocity field is “frozen-
in” to fluid trajectories for smooth, laminar so-
lutions. However, the zero-viscosity limit yields
4
weak solutions of inviscid Burgers equation with
discontinuous shocks. It has been shown by Eyink
& Drivas (2014) that the zero-viscosity limit ex-
hibits “spontaneous stochasticity” at shock points
and the velocity is “frozen-in” there only stochas-
tically. Furthermore, it has been proved that
zero-hyperviscosity limits for Burgers yield pre-
cisely the same class of weak solutions (Tadmor
2004) and thus exhibit the same “spontaneous
stochasticity”, which is an exact feature of the
limiting weak solution. The situation with the
ideal MHD turbulent cascade is expected to be
similar, except that, unlike for Burgers, numerical
evidence (Eyink et al. 2013) suggests that “sponta-
neous stochasticity” occurs at every space point in
high-conductivity MHD turbulence and not just at
very intense current sheets that approximate ideal
MHD rotational or tangential discontinuities.
3. Turbulent Generalization of “General
Magnetic Reconnection”
These facts of MHD turbulence call for an
alternative approach to magnetic reconnection
which does not assume that the breakdown of
the “frozen-in” condition is spatially localized in
“diffusion regions” of small total volume. We sys-
tematically develop such an approach here.
3.1. Line Slip-Velocity and Slippage Source
Our basic notion will be that of a magnetic
field-line slip velocity relative to the plasma, which
arises from a careful analysis of the idea of mag-
netic connection between plasma elements.
3.1.1. Definitions and Fundamental Equation
Let ξ(s; x, t) be the point on the magnetic field-
line at time t which is a distance s from the “base
point” or “anchor point” x. Thus,
d
ds
ξ(s; x, t) = Bˆ(ξ(s; x, t), t), ξ(0; x, t) = x (3.1)
where Bˆ = B/|B| is the magnetic director field.
Now let x(t; x0, t0) denote the position at time t of
the plasma fluid element that starts at x0 at time
t0, so that
d
dt
x(t; x0, t0) = u(x(t; x0, t0), t), x(t0; x0, t0) = x0.
(3.2)
For a smooth, laminar solution of ideal MHD
where field-line freezing holds, it must be the case
that a suitable function s(t; s0, x0) exists so that
ξ(s(t; s0,x0); x(t; x0, t0), t) = x(t; ξ(s0; x0, t0), t0).
Differentiating this equation with respect to time
t one obtains that dξ/dt = u(ξ, t) ≡ u˜ holds if and
only if
s˙(t)Bˆ(ξ, t) +Dtξ = u˜ (3.3)
for Dt = ∂t + u·∇. The parallel component gives
the equation to determine s(t) as
s˙(t) = (u˜−Dtξ) · Bˆ = (u˜−Dtξ)‖, s(t0) = s0.
(3.4)
When s(t) is determined in this manner, then sub-
stituting (3.4) back into (3.3) shows finally that
dξ/dt = u˜ holds if and only if
(Dtξ)⊥(s; x, t) = u⊥(ξ(s; x, t), t) (3.5)
holds for all s,x, t, and this condition is equiva-
lent to standard field-line freezing. Although our
derivation was Lagrangian, the final result (3.5) is
an instantaneous, single-time condition.
The condition (3.5) for frozen-in field-lines mo-
tivates us to define in general for non-ideal MHD
a (perpendicular) slip velocity
∆w⊥(s; x, t) = (Dtξ − u˜)⊥(s; x, t), (3.6)
which, given a field-line anchored to a base-point
x at time t, measures its motion relative to the
plasma fluid with velocity u˜ at the point a dis-
tance s along the line from x. It is simple calculus
to derive the following basic equation for the de-
velopment of slip velocity along a field-line:
d
ds
∆w⊥ =
[
(∇ξBˆ)> − (BˆBˆ)(∇ξBˆ)
]
∆w⊥
− 1|B| (∇×R)⊥. (3.7)
For details, see section 3.1.2 below. When the non-
ideal term vanishes identically, R ≡ 0, then it is
easy to see from (3.7) that ∆w⊥ ≡ 0 and standard
flux-freezing follows (as long as all fields remain
smooth as R → 0). Indeed Dtξ(0; x, t) = u(x, t),
so that ∆w(0) = 0 at the base point and the
above equation then implies that ∆w⊥(s) = 0
along the entire length of field-line. This analysis
provides a new ab initio demonstration that (3.5)
does indeed hold under the standard assumption,
Bˆ×(∇×R) = 0, required for field-line freezing
(Newcomb 1958).
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3.1.2. Derivation of the Equation
We here derive the fundamental equation (3.7).
We use the simple results
d
ds
u˜ = (Bˆ ·∇ξ)u˜, (3.8)
which follows directly from the chain rule, and
d
ds
Dtξ = D˜tBˆ + ∆w ·∇ξBˆ (3.9)
with D˜t = ∂t + u˜ ·∇ξ and ∆w = Dtξ − u˜. The
result (3.9) follows from
d
ds
Dtξ = Dt
d
ds
ξ
= DtBˆ(ξ, t)
= ∂tBˆ +Dtξ ·∇ξBˆ
= D˜tBˆ + (Dtξ − u˜)·∇ξBˆ.
Now subtracting (3.8) from (3.9) gives
d
ds
∆w =
[
D˜tBˆ− (Bˆ ·∇ξ)u˜
]
+∆w·∇ξBˆ. (3.10)
Of course, from the generalized Ohm’s law (1.1) it
follows that
D˜tB = (B·∇ξ)u˜−B(∇ξ·u˜)−∇×R (3.11)
and hence
D˜tBˆ =
1
|B| (D˜tB)⊥
=
[
(Bˆ·∇ξ)u˜−
(
Bˆ
> ·∇ξu˜ · Bˆ
)
Bˆ
]
− 1|B| (∇×R)⊥. (3.12)
Here the curl ∇×R is always assumed to be eval-
uated at ξ. From this we obtain an equation for
the general component ∆w of the slip velocity:
d
ds
∆w = −
(
Bˆ
> ·∇ξu˜ · Bˆ
)
Bˆ
− 1|B| (∇×R)⊥ + ∆w ·∇ξBˆ. (3.13)
To extract an equation for only the perpendicular
component, we apply the product rule
d
ds
[
(Bˆ·∆w)Bˆ
]
=
(
Bˆ· d
ds
∆w
)
Bˆ
+
(
d
ds
Bˆ·∆w
)
Bˆ + (Bˆ·∆w) d
ds
Bˆ (3.14)
and (3.13) to obtain
d
ds
[
(Bˆ·∆w)Bˆ
]
= −
(
Bˆ
> ·∇ξu˜ · Bˆ
)
Bˆ
+
(
d
ds
Bˆ·∆w⊥
)
Bˆ + ∆w‖
d
ds
Bˆ. (3.15)
Subtracting this equation from (3.13) gives
d
ds
∆w⊥ = − 1|B| (∇×R)⊥ + ∆w ·∇ξBˆ
−
(
d
ds
Bˆ·∆w⊥
)
Bˆ−∆w‖ d
ds
Bˆ
= − 1|B| (∇×R)⊥ + ∆w⊥ ·∇ξBˆ
−
[
(Bˆ·∇ξ)Bˆ·∆w⊥
]
Bˆ. (3.16)
Here we have used ∆w ·∇ξBˆ = ∆w‖ ddsBˆ+∆w⊥ ·
∇ξBˆ and ddsBˆ = (Bˆ·∇ξ)Bˆ. However, it is easy
to see that (3.16) is equivalent to (3.7) written
previously.
It is worth emphasizing that all of our analy-
sis is valid for compressible plasma flows. As is
well known, it is the lines of G = B/ρ, with ρ the
ion mass density, which are generally “frozen-in”
for laminar ideal Ohm’s law with a compressible
velocity. Since Gˆ = Bˆ, however, the lines of G pa-
rameterized by arclength are identical to the lines
of B parameterized in the same fashion, and the
derivation above applies without change to com-
pressible MHD flows. In fact, our analysis does not
assume an MHD-like fluid description, but only a
generalized Ohm’s law of the form (1.1). In a col-
lisionless but well-magnetized plasma like the so-
lar wind, such a generalized Ohm’s law holds at
scales even below the ion gyroradius but with u
now identified with the electron fluid velocity ue.
There is observed in the solar wind at scales be-
tween the ion and electron gyroradii a regime of
kinetic turbulence, with many properties similar
to MHD turbulence (Sahraoui et al. 2013), and
our discussion here applies also to the slipping of
magnetic field-lines relative to the electron fluid in
such kinetic turbulence.
The above results, to our knowledge, have not
appeared in the previous literature. They are im-
plicit, however, in the founding works on “general
magnetic reconnection” of Schindler et al. (1988)
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and Hesse & Schindler (1988) but hidden by the
use of Euler-Clebsch variables (α, β) to label mag-
netic field-lines. For example, the equations (23a-
c) of Hesse & Schindler (1988) when transcribed
into our notations1 read
α˙ =
∂V
∂β
−Rβ (3.17)
β˙ = −∂V
∂α
+Rα (3.18)
∂V
∂s
= Rs. (3.19)
Hence, taking the derivative with respect to arc-
length s, one obtains
dα˙
ds
=
∂Rs
∂β
− ∂R
β
∂s
(3.20)
dβ˙
ds
= −∂R
s
∂α
+
∂Rα
∂s
(3.21)
The reader inclined to do so can check that these
are equivalent to our eq. (3.7), but the derivation
is rather more cumbersome than the one we have
given above. One of the minor goals of our work is
to liberate the subject of “general magnetic recon-
nection” from the tyranny of Euler-Clebsch vari-
ables. One nice feature of those variables is that
they make a mathematical connection with Hamil-
tonian mechanical formalism in the case where R
and all of its space-derivatives vanish for suffi-
ciently large s. This single advantage is not present
for turbulent flow, as we discussed in section 2, and
does not in any case repay for the many severe dis-
advantages. Euler-Clebsch variables exist at most
locally in space and away from magnetic nulls, and
are therefore unsuitable to describe globally com-
plex magnetic topology. Furthermore, these vari-
ables completely obscure the intuitive picture of
magnetic reconnection in physical space.
3.1.3. The Slip-Velocity Source
In contrast to the theories that identify recon-
nection with non-vanishing R‖, our approach iden-
tifies non-vanishing values of the vector field
Σ ≡ − (∇×R)⊥|B| (3.22)
1We use notation V for the quantity −ψ in Schindler et al.
(1988); Hesse & Schindler (1988). Here ψ is the so-called
“quasi-potential” discussed at length in the following sec-
tion.
as the necessary and sufficient source of field-line
slippage. We refer to this quantity as the slip-
velocity source. Notice it has units of inverse time
and its meaning is the slippage velocity vector de-
veloped per unit length as the field-line is followed
in arc-length s from a selected base point. One
of the useful features of the slip-velocity source is
that it is independent of any base point — unlike
the slip-velocity itself — and is thus an objective
feature of the plasma in physical space. It is only
by intersecting a point with non-vanishing Σ that
a field-line can slip relative to the plasma flow.
The slip-velocity source is thus a useful diagnos-
tic to determine where reconnection “happens” in
both laminar and turbulent plasma flows.
The slippage source Σ diverges at magnetic
nulls (B = 0) unless also (∇×R)⊥ = 0 there.
As well the homogeneous term in (3.7) diverges at
non-degenerate nulls, since
∇ξBˆ =
1
|B| (∇ξB)(I− BˆBˆ). (3.23)
Our approach thus makes connection with the the-
ories of magnetic null-point reconnection (Greene
1988; Lau & Finn 1990, 1992). Notice that there is
no unique way to integrate (3.7) through a mag-
netic null, in general. If the incoming field line
belongs to a “fan” of incoming lines, then there
are two possible ways to continue the integration
in s along the outgoing “spine”. Likewise, if the
incoming line is along the “spine”, then there are
an uncountable infinity of choices of outgoing di-
rections in the “fan.” The slippage velocity itself
may or may not diverge at the null, e.g. depend-
ing upon whether singularities in (3.7) at the null
are s-integrable or not. See further discussion of
this point in the following section.
The concept of slip-velocity source helps to
resolve the “paradox” that turbulent MHD re-
connection can have Rrms → 0 with increasing
Reynolds numbers, while magnetic reconnection
persists. Due to the additional space-gradient in
(∇×R)⊥, the slip-source may not vanish even as
Rrms → 0. Also the source of line-slippage can be
non-zero at magnetic nulls, even if (∇×R)⊥ → 0
there. As pointed out by Albright (1999), mag-
netic nulls may proliferate in the high-Reynolds
limit of MHD turbulence, forming dense fractal
clusters. Finally, the magnetic field does not re-
main smooth in the high-Reynolds-number limit,
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so that ∇ξBˆ diverges everywhere in space (not
merely at nulls). This is closely related to the
“line-wandering” with increasing arc-length s, ob-
served by Lazarian & Vishniac (1999) to play a
crucial role in turbulent reconnection. The wan-
dering of the field-lines through space makes it
likely that they will encounter the very common
regions where the source of slippage Σ has large
magnitude.
Our discussion so far in this section has dealt
with “fine-grained” fields corresponding to a
micro-scale description of reconnection at lengths
below the turbulent inertial range. The same con-
siderations apply to inertial-range lengths ` by
considering the spatially coarse-grained velocities
and magnetic fields, u¯` and B¯`. In that case, the
effective “non-ideality” is the motional electric
field induced by turbulent eddies of scale < ` :
RT` = −ε` = −[(u×B)` − u¯` × B¯`]. (3.24)
It can be shown that |RT` | ∼ |δu(`)×δB(`)| where
δu(`), δB(`) are increments across distance ` and
thus this electric field generally vanishes as ` de-
creases through the inertial range. See Eyink
& Aluie (2006) and section 4.2.1 of this paper.
On the other hand, the curl has a magnitude
|∇×RT` | ∼ 1` |δu(`)×δB(`)| that instead grows for
` decreasing through the inertial range, until it be-
comes comparable to the genuinely non-ideal term
∇×R at the turbulence micro-scale `d. But it is
important to emphasize that |∇×RT` |  |∇×R¯`|
for `  `d, since |∇×R¯`| ∼ |ˆ`×R¯`|/` in the in-
ertial range (see section 4.3). Thus, the slippage
of field lines of coarse-grained B¯` in the inertial-
range is due to the turbulence-induced slip source
(∇×RT` )⊥/|B¯`| rather than the slip source arising
from the true non-ideality at scales below `d.
The choice between “coarse-grained” and “fine-
grained” descriptions of turbulent magnetic recon-
nection is purely a matter of convenience. In par-
ticular, it should be stressed that existence or not
of fast, large-scale reconnection for MHD turbu-
lence does not depend in any essential way on
coarse-graining. This is, in fact, a general prin-
ciple in physics called “renormalization group in-
variance” (Collins 1984; Goldenfeld 1992). A stan-
dard example is block-spins in the Ising model.
The statistics of the block-spins must be the same
whether they are calculated from the original Ising
Hamiltonian for the microscopic spins or from an
effective Hamiltonian for the block-spins obtained
by integrating out the microscopic spin degrees of
freedom. The same is true in turbulent magnetic
reconnection, where reconnection will occur for
coarse-grained magnetic fields B¯` at inertial-range
scales ` when considered either by the coarse-
grained dynamics or by the fine-grained dynamics.
This statement of “renormalization-group invari-
ance” seems to be almost a triviality, but it can
be exploited to obtain nontrivial consequences.
Eyink & Aluie (2006) used this invariance to derive
the necessary conditions for fast magnetic recon-
nection in ideal MHD.
3.2. Flux-Tube Slip Velocities and Line-
Voltage
As we shall now show, the “slip velocities” of
the previous section generalize the multi-valued
flux-tube velocities introduced by Priest et al.
(2003).
3.2.1. Basic Definitions
Let T be any open surface at time t which is
everywhere transversal to the magnetic field and
such that a magnetic field-line intersecting the
surface does so at exactly one point. Then for
all points x ∈ T, the quantity w⊥(s; x, t) defines
an instantaneous slip velocity everywhere in the
“magnetic flux tube” with base T and at a dis-
tance s along the field-lines inside the tube at time
t. See Fig. 1. The magnetic field lines are now re-
garded, by convention, as “frozen-in” to the entire
Fig. 1.— Magnetic Flux Tube. Magnetic flux tube
transversal to an open surface T. The magnetic
field lines are plotted in red. Arclength element
ds along the field-lines is indicated.
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surface T of plasma fluid elements. This slip-
velocity within the flux tube does, of course, de-
pend upon the particular cross-sectional surface
T that is chosen. The properties of T required
for this definition of flux-tube velocities will be
generally preserved by turbulent flow only for a
short time. That is, the surface Tt′ = ξ(t
′;T, t) ad-
vected by the fluid flow to time t′ > t will rapidly
become wrinkled and folded by turbulent advec-
tion. Since the “frozen-in” property does not hold
in the turbulent flow, the magnetic field-lines at
the later time t′ may intersect the warped sur-
face Tt′ at multiple points or tangentially. In that
case, the slip-velocity of lines anchored to Tt′ is no
longer well-defined throughout the tube (although
slip-velocities can still be defined for field-lines an-
chored to individual plasma fluid elements of Tt′ ,
as in the previous section). Only for very narrow
flux-tubes, with dimensions of the initial surface
T very small (diameters well below the “inner”
length `d), can the flux-tube velocity be defined
over extended periods of time.
Under the above restrictive assumptions and
with a very special choice of T, it is possible
to integrate exactly our equation (3.7) for slip-
velocities within the flux-tube, in terms of the so-
called “quasi-potential” of General Magnetic Re-
connection theory (Schindler et al. 1988; Hesse &
Schindler 1988; Priest et al. 2003). This quantity
V is defined for points x′ within the flux-tube by
integrating the parallel electric field E‖ = R‖ a
distance s along the line starting at the unique
point x where field-line L through x′ intersects T :
V (x′) =
∫ s
0
E‖(ξ(s′; x, t), t)ds′
=
∫
L:x→x′
E(ξ, t)·dξ. (3.25)
We prefer to use the more descriptive term “line-
voltage” for this quantity. Notice in this setting
that the line-voltage V depends upon the dis-
tance s along the field-line from T. Now, under
the stated assumptions, it is not hard to show (see
section 3.2.2 immediately below) that
∆w⊥ =
Bˆ×(∇V −R)
|B| . (3.26)
gives an exact solution inside the flux tube to
the basic equation (3.7). The solution depends
upon the particular cross-section T of the flux tube
which is adopted. The natural choice for T is
a normal surface to the vector field R, which is
transversal to the magnetic field if R‖ 6= 0 every-
where on the surface. If T is chosen to be such
a normal surface of R then it can be seen from
(3.26) that ∆w⊥ = 0 on T, and hence (3.26) in-
side the tube indeed gives the slip velocity for field-
lines anchored in T. Of course, such a choice of T
can only be made instantaneously, since the ad-
vected surface Tt′ for t
′ > t will not usually be a
normal surface for R(x, t′). The condition of nor-
mality becomes vacuous, on the other hand, in a
space region where R ≡ 0 identically and then any
transversal surface T may be selected. We thus
recover the results of Priest et al. (2003) for the
“standard” situation where the flux tube begins
and ends in regions with R ≡ 0.
3.2.2. Derivations and Proofs
Here we derive the exact formula (3.26) for the
slip-velocity in terms of the line-voltage V within a
flux-tube and prove the various statements of the
preceding paragraph. The essential observation is
that
Bˆ, z⊥ ≡∇V −R, ∆w⊥ ≡ Bˆ×z⊥|B| (3.27)
form a right-handed orthogonal (but not orthonor-
mal) coordinate system. In particular note
Bˆ·z⊥ = dV
ds
−R‖ = 0. (3.28)
Our strategy shall be to show that ∆w⊥ defined
as above satisfies the basic equation (3.7), by ver-
ifying the projection of that equation onto each of
the above coordinate directions.
For example, differentiating Bˆ·∆w⊥ = 0 gives
Bˆ· d
ds
(∆w⊥) = −∆w⊥· d
ds
Bˆ = −∆w⊥·(Bˆ·∇)Bˆ,
(3.29)
which agrees with the Bˆ-projection of (3.7). This
result shows that the term in (3.7) proportional to
(BˆBˆ)(∇B) has a purely geometric origin and is re-
quired for that equation to preserve orthogonality
with Bˆ as ∆w⊥ is evolved along the s-direction.
Similarly, differentiating z⊥·∆w⊥ = 0 gives
z⊥· d
ds
(∆w⊥) = −∆w⊥· d
ds
z⊥. (3.30)
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To calculate dz⊥/ds we note that
d
ds
R = (Bˆ·∇)R = ∂‖R, (3.31)
and the relation ddsV = (Bˆ·∇)V = R‖ upon tak-
ing the space-gradient yields
d
ds
∇V = −(∇Bˆ)·∇V +∇R‖. (3.32)
Hence, taking the difference of these last two equa-
tions,
d
ds
z⊥ = −∇Bˆ·z⊥ + (∇R‖ − ∂‖R−∇Bˆ·R).
(3.33)
On the other hand, the gradient of the definition
R‖ = Bˆ·R gives
∇R‖ =∇Bˆ·R +∇R·Bˆ, (3.34)
so that
∇R‖ − ∂‖R−∇Bˆ·R = ∇R·Bˆ− ∂‖R
=
[∇R− (∇R)>] · Bˆ
= Bˆ×(∇×R).
It follows that
d
ds
z⊥ = −∇Bˆ·z⊥ + Bˆ×(∇×R). (3.35)
Substituting this into (3.30) and using the defini-
tion of ∆w⊥ we conclude that
z⊥· d
ds
(∆w⊥) = z⊥·
[
(∆w⊥·∇)Bˆ− (∇×R)⊥|B|
]
.
(3.36)
This is the z⊥-projection of equation (3.7).
Finally, differentiation of |∆w⊥|2 = |z⊥|2/|B|2
gives
(∆w⊥)· d
ds
(∆w⊥) =
1
|B|2 z⊥·
dz⊥
ds
−|z⊥|
2
|B|2
d
ds
ln |B|.
(3.37)
Using (3.35) for dz⊥/ds gives
(∆w⊥)· d
ds
(∆w⊥) = − 1|B|2 z⊥·(∇Bˆ)·z⊥
−|∆w⊥|2 d
ds
ln |B|
+
1
|B|2 z⊥·Bˆ×(∇×R). (3.38)
We next note that a relation on the trace of ∇Bˆ
follows from the solenoidal condition Tr(∇B) =
∇·B = 0, by substituting B = |B|Bˆ to obtain
Tr(∇Bˆ) = − d
ds
ln |B|. (3.39)
Expressed in terms of the orthogonal coordinate
system (3.27), this condition on the trace becomes
1
|B|2 z⊥·(∇Bˆ)·z⊥ + (∆w⊥)·(∇Bˆ)·(∆w⊥)
= −|∆w⊥|2 d
ds
ln |B|, (3.40)
noting that (∇Bˆ)·Bˆ = 0. Using the above trace
condition and the definition of ∆w⊥, the equation
(3.38) becomes
(∆w⊥)· d
ds
(∆w⊥) =
∆w⊥·
[
(∆w⊥·∇)Bˆ− (∇×R)⊥|B|
]
. (3.41)
This is the ∆w⊥-projection of equation (3.7).
The formula (3.26) thus solves the equation
(3.7) for the line-voltage V developed from any
transversal surface T of the flux tube. In order to
represent the actual slip velocity ∆w⊥ for field-
lines anchored to T, the condition ∆w⊥ = 0 must
hold on the surface T. This condition is equivalent
to ∇V = R on T . Since T is a zero level-surface
of V, by the very definition of V , ∇V on T is nor-
mal to the surface. Hence, the condition∇V = R
can hold on T only if that surface T is chosen to
be everywhere normal to R. As a matter of fact,
this normality condition is not only necessary but
also sufficient to guarantee that ∇V = R on T. If
the flux tube starts in a region where R ≡ 0, then
∇V = R trivially. Thus, assume instead that the
tube starts in a neighborhood where R is every-
where nonzero, so that the unit vector Rˆ and its
normal surface T are well-defined. In that case,
the line-voltage V defined for such a choice of T
satisfies
∇V = |∇V |Rˆ on T. (3.42)
Dotting this equation with Bˆ and using dV/ds =
R‖ gives
R‖ = Bˆ·∇V = |∇V |(Rˆ)‖ = |∇V |
R‖
|R| , (3.43)
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which implies |∇V | = |R| on T . It follows that
∇V = R on T (3.44)
and thus ∆w⊥ = 0 on T, as claimed.
3.2.3. Discussion of the Results
It is sometimes stated, loosely, that “recon-
nection occurs when there is a breakdown of
ideal MHD and therefore an electric field com-
ponent (E‖) along the magnetic field...” (Priest
& De´moulin 1995). This is an incorrect statement
for turbulent reconnection. All current evidence
supports the idea that Ohmic electric fields van-
ish (distributionally) for MHD turbulence in the
infinite-conductivity limit, that ideal MHD holds
(in the coarse-grained or “weak” sense) and yet
reconnection occurs unabated. A more precise
statement is that a non-vanishing gradient ∇V is
required for reconnection (Schindler et al. 1988;
Hesse & Schindler 1988). It is quite possible that
R → 0 pointwise everywhere, that V vanishes
along every field-line segment of finite length, and
yet ∇V remains finite or diverges to infinity.
The line-voltage V is sometimes interpreted as
a “reconnection rate” or rate of change of mag-
netic flux due to reconnection. The rationale for
this is roughly as follows. Consider points x′ and
y′ inside the flux tube which are connected by a
curve C ′ everywhere orthogonal to B and which
have base-points x and y in T. Then the quantity
defined by
Φ˙slip ≡
∫
C′:x′→y′
B·(∆w⊥×dr) (3.45)
is naturally interpreted as the rate of transfer
across C ′ of the magnetic flux in the tube, due
to slippage motion of field-lines. Using (3.26) it is
easy to see that
Φ˙slip = V (x
′)− V (y′) +
∫
C′:x′→y′
R·dr. (3.46)
In the “standard situation” where C ′ is outside an
assumed well-localized “diffusion region”, so that
R = 0 on C ′, the rate of transfer of flux by slip-
page is simply the difference of the line-voltages,
V (x′) − V (y′), and V (x′), V (y′) become indepen-
dent of distance s along the field line. If further-
more y′ is on a line that lies entirely outside the
“diffusion region”, then V (y′) = 0. In that case,
Φ˙slip = V (x
′), so that the rate of change of flux
may be identified with V (x′).
None of these statements hold obviously in a
turbulent regime with R → 0. Both V and the
line-integral of R along C ′ may vanish. This is
not required, of course. Even if R→ 0 almost ev-
erywhere in space (with respect to Lebesgue mea-
sure) as conductivity goes to infinity, there may be
uncountably many field-lines, densely distributed
in space, where the line-voltages do not vanish,
due to spatial intermittency effects. But in that
case, there is no reason that the line-integral of
R along C ′ necessarily vanishes either! It is not
clear whether V may remain non-zero in high-
conductivity MHD turbulence for some subset of
lines and, if so, whether these values represent
“reconnection rates” along the corresponding seg-
ment of these lines. It is one of the open issues in
turbulent reconnection whether line-voltages may
remain non-vanishing at infinite conductivity for
certain lines due to spatial intermittency effects.
It is quite possible, however, that V → 0 for
all field-lines and yet flux-conservation is violated
throughout the turbulent flow. Notice that the
transfer of magnetic flux within the tube by slip-
page can be rewritten as
Φ˙slip =
∮
Γ
R·dr, (3.47)
where Γ : x
Lx→ x′ C
′
→ y′ −Ly→ y −C→ x is the closed
loop obtained by following up along field-line Lx
from x → x′, across along C ′ from x′ → y′, down
along line Ly from y
′ → y, and back along C
from y → x inside T. Here ∫
C
R·dr = 0 because
T is normal to R. Thus, Φ˙slip =
d
dtΦ(Γ, t)
∣∣
t=0
represents instantaneous non-conservation of flux
through the loop Γ due to the non-ideality. How-
ever, flux-conservation is a Lagrangian statement
and requires that ddtΦ(Γ, t) =
∮
Γ(t)
R(r, t)·dr van-
ish for the advected loop Γ(t) moving with the
plasma fluid, at all times t. As discussed in Eyink
& Aluie (2006), the loop Γ(t) for any t > 0 is
expected to approach a non-rectifiable (fractal)
curve in the limit of very long inertial ranges.
Thus, it is possible that V → 0 and Φ˙slip → 0
but that ddtΦ(Γ, t) 6= 0 at positive times t > 0,
because the vanishing of R is compensated by the
unbounded growth of the length of Γ(t) as the in-
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ertial range increases in extent.
A final remark concerns the behavior of the slip
velocity at magnetic nulls. It follows from (3.26)
that ∆w⊥ will generally diverge at nulls, unless
it happens that the magnitude of (∇V −R) van-
ishes at an equal or faster rate than |B| as the null
is approached. A small flux-tube around a field-
line that enters a null along a “spine” will impinge
on the “fan” plane and define V , at most, in a
narrowing layer on that side of the “fan”. ∇V
is then defined only in a one-sided sense on the
“fan” plane. On the other hand, a small flux-tube
around a field-line entering a null inside a “fan”
plane will generally lead to a V which is discontin-
uous at the null and multi-valued on the outgoing
“spine”, since each flux-tube line that belongs to
the “fan” will usually enter the null with a differ-
ent voltage.
4. Weak Solutions and Coarse-Grained
Generalized Ohm’s Law
We have argued in the previous sections that re-
connection is associated fundamentally to the slip-
source Σ and not to the non-ideal electric field R.
In particular, the example of resistive MHD tur-
bulence shows that it is possible for R to go to
zero (in r.m.s.) and for Σ to become simultane-
ously unboundedly large. This fact implies that
situations can exist where ideal MHD is valid, but
magnetic reconnection will occur freely. This may
sound contradictory, but it is only because the
sense of validity of ideal MHD for turbulent so-
lutions is in a “weak” or “coarse-grained” sense,
which is quite different than the usual notion of
validity for smooth, laminar solutions. In this sec-
tion, we shall explain “weak solutions” in a non-
technical manner, relating them to the more phys-
ically familiar ideas of spatial coarse-graining and
renormalization-group theory.
Furthermore, we shall argue in detail for the va-
lidity of ideal Ohm’s law in this “weak” or “coarse-
grained” sense, for the modes at length-scales
within an MHD-like turbulent inertial-range. We
do so by means of an analysis of the General-
ized Ohm’s Law for an electron-ion plasma. The
plasma (ion) momentum equation could be treated
similarly, but, since our primary interest is recon-
nection, we do not consider it here. The principal
example we have in mind is the solar wind, where
detailed empirical evidence is available to support
our argument.
4.1. Weak Solutions and Spatial Coarse-
Graining
The MHD equations and related hydromagnetic
equations such as 2-fluid models are conservations
laws (for mass, momentum, energy and magnetic
field). Thus, they have a standard weak formula-
tion (Evans 2010). This notion is perhaps most fa-
miliar to space scientists and astrophysicists in the
context of discontinuous solutions of ideal MHD,
such as fast/slow shocks and rotational/tangential
discontinuities, and numerical methods to solve
for such solutions (LeVeque et al. 1998). It is
also understood that turbulence is described by
such weak solutions of ideal fluid equations, as
suggested originally by Onsager for hydrodynamic
turbulence (Onsager 1949; Eyink & Sreenivasan
2006; Eyink 2008; De Lellis & Sze´kelyhidi Jr. 2012)
and later by others for MHD turbulence and recon-
nection (Caflisch et al. 1997; Eyink & Aluie 2006).
Here we give a brief self-contained discussion.
Using as an example the magnetic induction
equation
∂tB = −∇×E, (4.1)
the weak formulation corresponds to smearing
with a smooth test function ϕ(r, s) and moving
all derivatives to the test function:∫
d3r
∫
ds
[
∂sϕ(r, s)B(r, s)
+∇ϕ(r, s)×E(r, s)] = 0. (4.2)
This notion extends the meaning of “solution” to
singular fields E,B for which ordinary classical
derivatives do not exist. As a matter of fact, it is
often sufficient to smear only in the space-variable.
Using a sequence of test functions φ(r, s) that ap-
proximate ψ(r)χ[0,t](s), with χ[0,t](s) the charac-
teristic function of the time-interval [0, t], one ob-
tains∫
d3r ψ(r)B(r, t) =
∫
d3r ψ(r)B0(r)
−
∫ t
0
ds
∫
d3r∇ψ(r)×E(r, s) (4.3)
and for almost every time t
d
dt
∫
d3r ψ(r)B(r, t) = −
∫
d3r∇ψ(r)×E(r, t),
(4.4)
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if the righthand-side in the last equation above is
Lebesgue-integrable in time.
The above considerations may seem rather
technical, but they can be interpreted in a stan-
dard physical picture of spatial coarse-graining, if
one takes test functions ψ(r) of the form
ψx,`(r) = `
−3G((r− x)/`) ≡ G`(r− x) (4.5)
for some smooth, rapidly decaying, non-negative
function G with unit integral and ` > 0. In that
case, the weak formulation implies the equation
∂tB¯`(x, t) = −∇×E¯`(x, t), (4.6)
for the coarse-grained fields at length-scale `:
B¯`(x, t) =
∫
d3r G`(r)B(x + r, t), (4.7)
and so forth for E¯`, etc. As a matter of fact,
the above coarse-grained equations for all x and `
are equivalent to the usual weak formulation. We
briefly explain this standard fact without elabo-
rate mathematical detail. Note that for a general
smooth test function ψ
lim
`→0
∫
d3xψ(x)G`(r− x) = ψ(r). (4.8)
On the other hand, one can also approximate the
convolution integral by a finite Riemann sum,∫
d3xψ(x)G`(r− x) '
N∑
i=1
(∆V )iψ(xi)G`(r− xi)
(4.9)
converging as N → ∞. Hence, by taking a lin-
ear combination of the coarse-grained equations
at points xi with coefficients (∆V )iψ(xi) and tak-
ing the limits first N → ∞ and then ` → 0, one
recovers the standard weak formulation with an
arbitrary smooth test function ψ.
The coarse-graining point of view is the more
important one for practical applications, because
it gives a physical relevance to weak solutions as
valid descriptions over a certain range of length-
scales. For example, it is widely believed that
the ideal Ohm’s law E = −u×B is valid in the
solar wind at lengths ` much greater than the
ion gyro-radius ρi (e.g. see Schekochihin et al.
(2009) for a detailed discussion). However, the
ideal magnetic induction equation cannot hold
in the classical sense of partial-differential equa-
tions, since the solar wind is observed to have
a Kolmogorov-type turbulent inertial range with
magnetic energy spectrum EB(k, t) ∼ k−5/3⊥ down
to ion scales, and kinetic turbulence at smaller
scales. Thus, fine-scale magnetic gradients ∇⊥B
have a spectrum k2⊥EB(k, t) ∼ k1/3⊥ with increas-
ing r.m.s. contributions up to wave-numbers of
order 1/ρi, and continuing to grow up to electron
scale wavenumbers Sahraoui et al. (2013). Thus,
fine-scale magnetic-field gradients will be domi-
nated by modes at electron scales and there is no
sense in which the ideal induction equation can
hold for the standard sense of derivatives. What
is plausible and consistent with observations is in-
stead that the coarse-grained ideal induction equa-
tion
∂tB¯` =∇×(u×B)` (4.10)
is valid to a very good approximation for ` ρi. In
this precise sense, the ideal induction equation is
valid in the “weak sense” for length-scales greater
than the ion gyroradius.2
This sense of validity has, however, a quite dif-
ferent meaning than the naive validity of the ideal
induction equation for the coarse-grained variables
u¯`, B¯`. In fact, we can rewrite the above equation
in terms of the turbulent electric field induced by
motions at scales < ` as
∂tB¯` =∇×(u¯`×B¯` + ε`), (4.11)
which differs from the naive ideal equation by the
apparent “non-ideal” term
ε` = (u×B)` − u¯`×B¯`. (4.12)
2Note that physical derivations of MHD-like equations at
large scales in the solar wind, such as Schekochihin et al.
(2009) via gyrokinetics, generally impose conditions on
wavenumbers k⊥, k‖ and perhaps also on frequencies ω.
This is equivalent to a weak formulation in which one uses
test functions of the form ψk⊥,k‖ (r) = exp(ik⊥·r⊥+ik‖r‖),
or perhaps ϕk⊥,k‖,ω(r, s) = exp(ik⊥·r⊥ + ik‖r‖ − iωs) if
one wishes to select for frequencies as well. In fact, this is
the original approach of Onsager (1949) to define weak Eu-
ler solutions describing infinite Reynolds-number turbulent
flow. For a careful mathematical discussion, see De Lellis
& Sze´kelyhidi Jr. (2012). This Fourier approach is math-
ematically equivalent to our filtering method and amounts
to using a sharp spectral filter/Fourier truncations to de-
fine the effective equations in a given range of wavenumbers
and frequencies. Note, however, that the analogue of the
turbulent electric field ε` is present also for a sharp Fourier
filter, but was omitted without justification in Schekochihin
et al. (2009).
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Yet note that this apparently “non-ideal” electric
field is obtained just by coarse-graining the ideal
Ohm’s law. The physical meaning is that the tur-
bulent cascade of magnetic energy is governed en-
tirely by ideal MHD-like dynamics3. The differ-
ence with the naive sense of validity of ideal MHD
is, however, the source of many misunderstand-
ings and erroneous conclusions. For example, one
often encounters statements like “At k⊥ρi  1,
ions ... are magnetized and the magnetic field is
frozen into the ion flow” (Schekochihin et al. 2009),
but they are fundamentally incorrect. Instead, the
induced electric field ε` in a turbulent environ-
ment leads to magnetic reconnection, as was first
pointed out, to our knowledge, by Matthaeus &
Lamkin (1986).
In the next section below we argue in detail
for the validity of (4.10) at length-scales ` much
greater than than the relevant “inner” length-scale
`d of astrophysical plasma turbulence (the precise
length-scale involved depending upon the micro-
scopic plasma properties). Assuming a general,
abstract form of Ohm’s law, E + u×B = R, it
follows that
∂tB¯` =∇×[(u×B)` + R¯`]. (4.13)
To obtain (4.10) it is enough for R to vanish in
r.m.s magnitude as `d → 0. To see this, note by
an integration by parts that
∇×R¯`(x) = 1
`
∫
d3r (∇G)`(r)×R(x + r).
(4.14)
Hence, by the Cauchy-Schwartz inequality4
|∇×R¯`(x)| ≤ 1
`
‖(∇G)`‖ · ‖R‖ (4.15)
3In fact, the flux of magnetic energy from scales > ` to scales
< ` due to turbulent energy cascade is given exactly by the
expression ΠB` = −J¯`·ε`, where J¯` is the coarse-grained
electric current. See Aluie & Eyink (2010).
4This yields an estimate pointwise in x. One can also ob-
tain estimates for pth-order moments in space-averages over
x, which in mathematics is called an “Lp-estimate,” with
‖R‖p =
(∫
d3x |R(x)|p)1/p the Lp-norm. For example, an
application of the (continuous) Minkowski inequality gives
‖∇×R¯`‖p ≤ (1/`)
∫
d3r |∇G(r)| · ‖R‖p for any p ≥ 1.
Any of the estimates that we obtain here and below can be
interpreted either in a pointwise sense or for pth-order mo-
ments in space averages. See discussions in Eyink (2005).
To avoid burdening our presentation with excessive math-
ematical detail, we will not specify in any of our estimates
below the various possible senses of validity.
where ‖R‖ =
√∫
d3x |R(x)|2 is the space L2-
norm. This coincides with the r.m.s. mag-
nitude, Rrms = ‖R‖, when the space-average∫
d3xR(x) = 0. Hence, if Rrms → 0 as `d → 0,
then ∇×R¯` → 0 for every fixed ` as `d → 0. Note
it is not required here that R(x) vanish for all x :
due to spatial intermittency, there could be non-
empty sets of zero volume where R(x) 6= 0 as
`d → 0. The ideal induction equation would still
hold in the limit in the “weak” sense. We argued
in Section 2 that this situation occurs for resistive
MHD with R = ηJ, in the limit as η → 0. Be-
low we argue that the same result holds for more
general forms of plasma non-ideality.
4.2. Coarse-Grained Generalized Ohm’s
Law
The “weak” validity of the ideal Ohm’s law in
an MHD-like inertial range such as the solar wind
can be understood starting from the “Generalized
Ohm’s Law” of plasma physics, which is, we re-
call, a rewriting of the electron momentum equa-
tion that ignores terms of order O(me/mi), the
electron-ion mass ratio. We have so far in this
paper used dimensionless variables with an MHD
scaling, but we now write the generalized Ohm’s
law in dimensional cgs units, as
E +
1
c
u×B = ηJ + 1
nec
J×B− 1
ne
∇·Pe
+
me
ne2
[
∂J
∂t
+∇·
(
Ju + uJ− 1
ne
JJ
)]
. (4.16)
This equation has often been used in discussions
of magnetic reconnection (Vasyliunas 1975; Bhat-
tacharjee et al. 1999; Craig & Watson 2003), where
the final term in the square bracket is frequently
omitted under the assumption that J  neu.
On the other hand, a recent paper of Ohia et al.
(2012) studies magnetic reconnection using a fluid
model that retains only the first and fourth terms
in the square bracket and which gives results in
good agreement with PIC simulations of kinetic
reconnection. We therefore keep all four brack-
eted terms here. The coarse-grained version of this
equation is
E¯` +
1
c
u¯`×B¯` = −ε` + ηJ¯`
+
1
nec
(J×B)` − 1
ne
∇·Pe,`
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+
me
ne2
[
∂J¯`
∂t
+∇·
(
Ju + uJ− 1
ne
JJ
)
`
]
. (4.17)
Here we assume for simplicity of presentation
that the density n is spatially constant, otherwise
density-weighted Favre-averging is required (Favre
1969; Aluie 2013). For that analysis, see Appendix
A. As we shall now show in detail, the dominant
term on the righthand side at length-scales ` in
an MHD-like inertial range is the first term −ε`
from ideal Ohm’s law and all of the other terms
are negligible. The reason is that all of the gen-
uinely non-ideal terms involve at least one overall
space-gradient. This is obvious for all of the terms
except the Hall electric field, where it follows from
the non-relativistic Ampere’s law J = c4pi∇×B,
the standard vector calculus identity
(∇×B)×B = (B·∇)B− 1
2
∇(|B|2), (4.18)
and the solenoidality condition ∇·B = 0. Each
overall space-gradient ∇ brings in a factor `−1
upon coarse-graining at scale `, and thus terms
with overall gradients give diminishing contribu-
tions for increasing `. These terms are thus essen-
tially “irrelevant” variables in the renormalization-
group sense as the generalized Ohm’s law is coarse-
grained to successively larger length-scales. To
make more quantitative estimates, one must com-
pare ` with other relevant length-scales, as we
now do term-by-term. Because there is no small
parameter on which to base an expansion, our
analysis is non-perturbative and exploits an exact
cumulant or linked-cluster expansion of coarse-
graining averages. See Appendix B for details.
4.2.1. Turbulent subscale electric field
The leading order term in an MHD-like inertial
range is the electric field induced by motion of
eliminated turbulent eddies at scales < `, which
(see Eyink & Aluie (2006) and Appendix B) can
be written in terms of field increments δB(r; x) =
B(x + r)−B(x), etc. as
ε` =
1
c
[∫
d3r G`(r) δu(r)×δB(r)
−
∫
d3r
∫
d3r′G`(r)G`(r′) δu(r)×δB(r′)
]
.(4.19)
In this expression and following ones the x-variable
for simplicity is not written explicitly. It is eas-
ily seen from this expression for a spherically-
symmetric filter kernel G that
ε` ∼ 1
c
〈δu(`)×δB(`)〉ang, (4.20)
where 〈·〉ang denotes a spherical average over the
direction vector ˆ`. This will be the same order of
magnitude as
ε` ∼ 1
c
δu(`) · δB(`), (4.21)
unless the vectors δu(`), δB(`) exhibit “dynamic
alignment,” which may cause them to be nearly
parallel (Boldyrev 2005, 2006). There is some
evidence for this phenomenon in the solar wind
(Podesta et al. 2009; Hnat et al. 2011; Wicks et al.
2013b), but dynamic alignment, if it really occurs
for ` much smaller than the turbulent outer scale
L, only leads to a reduction by some factor (`/L)β ,
with β = 1/4 a popular value (Boldyrev 2006). As
we shall see below, this modest reduction does not
affect our conclusion that ε` is the leading term.
4.2.2. Ohmic electric field
Next consider the Ohmic electric field EOhm =
ηJ. This contribution is quite tiny in the nearly
collisionless solar wind, but it can be the leading
non-ideal term in other cases, such as the solar
photosphere. The Ohmic field coarse-grained to
length ` can be written in terms of the magnetic
increment as
E¯
Ohm
` =
λ
`c
∫
d3r(∇G)`(r)×δB(r), (4.22)
with λ = ηc2/4pi the magnetic diffusivity. The
magnitude of the Ohmic electric field is thus
E¯Ohm` ∼ λ
δB(`)
`c
. (4.23)
Taking into account scale-dependent anisotropy as
proposed by Goldreich & Sridhar (1995), the ` in
the prefactor of this and other estimates should
be interpreted as `⊥, since the increments that
make the largest contributions are those with r ⊥
B¯`. In absence of dynamic alignment, the coarse-
grained Ohmic field thus matches the turbulent
electric field when `⊥δu(`) ∼ λ, which is the con-
dition defining the resistive dissipation length `η.
For example, assuming Goldreich-Sridhar scaling
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δu(`) ∼ (ε`⊥)1/3, with ε the energy cascade rate,
the resistive dissipation length is `η,⊥ ∼ (λ3/ε)1/4.
At length-scales `⊥  `η,⊥ the turbulent electric
field is therefore much larger than the Ohmic field.
Dynamic alignment changes the velocity scaling to
δu(`) ∼ (ε`1−β⊥ Lβ)1/3, and thus the resistive dis-
sipation length to `η,⊥ ∼ (λ3/εLβ)1/(4−β). The
situation is qualitatively unchanged, with the tur-
bulent field again dominating for `⊥  `η,⊥.
4.2.3. Hall electric field
The coarse-grained Hall electric field has two
contributions, a resolved part
1
nec
J¯`×B¯` (4.24)
and a Hall contribution to the subscale electric
field
εHall` =
1
nec
[
(J×B)` − J`×B`
]
. (4.25)
The resolved Hall field can be neglected relative
to 1c u¯`×B¯`, since u¯` is much larger than uHall` ≡
J¯`/ne. In fact, using the previous estimate that
δJ¯` ∼ cδB(`)/4pi`⊥, one finds that
u¯Hall` /u¯` ∼
(
vA
u¯`
)(
δi
`
)(
δB(`)
B0
)
, (4.26)
where vA = B0/
√
4pimin is the Alfve´n speed
based on the mean magnetic field B0 and δi =
c(mi/4pine
2)1/2 is the ion skin depth. In the tur-
bulent inertial range δB(`)/B0  1. The ratio
vA/u¯` is a constant factor, which is less than one
in super-Alfve´nic flow such as the solar wind at 1
AU. Finally, at inertial-range lengths `  δi, the
other factor is also very small.
The subscale Hall term can be estimated as in
Eyink et al. (2011) by using the previously stated
vector calculus identity (4.18) to write
εHall` =
1
4pine
[
∇·τMax` −
1
2
∇(tr τMax` )
]
(4.27)
where τMax` = (BB)` − B`B` is the turbulent
Maxwell stress tensor. Note that τMax` can be eas-
ily written in terms of magnetic field increments
as
τMax`,ij =
∫
d3r G`(r)δBi(r)δBj(r)
−
∫
d3r G`(r)δBi(r) ·
∫
d3r′G`(r′)δBj(r′),(4.28)
but furthermore so can its space-gradient:
∂kτ
Max
`,ij = −
1
`
[∫
d3r (∂kG)`(r)δBi(r)δBj(r)
−
∫
d3r (∂kG)`(r)δBi(r) ·
∫
d3r′G`(r′)δBj(r′)
−
∫
d3r G`(r)δBi(r) ·
∫
d3r′ (∂kG)`(r′)δBj(r′)
]
.
(4.29)
See Appendix B. This last identity gives the esti-
mate
εHall` ∼
1
4pine
(δB(`))2
`⊥
. (4.30)
If possible dynamic alignment is ignored, then
εHall`  ε` when
δu(`) c
4pine
δB(`)
`⊥
∼ δi
`⊥
· δb(`), (4.31)
where b = B/
√
4pimin is the magnetic field in
Alfve´n velocity units. Since weakly compressible
MHD-like turbulence in the solar wind consists
mainly of shear-Alfve´n waves with δu(`) ∼ δb(`),
the above inequality is well satisfied for L `⊥ 
δi. Dynamic alignment, if it occurs, changes the re-
sult only slightly, with `⊥  δ1/(1+β)i Lβ/(1+β) ≡
δ∗i now required. While δ
∗
i > δi, nevertheless
δ∗i /L = (δi/L)
1/(1+β)  1, if β is small as ex-
pected. We conclude that the Hall electric field
contributions can all be neglected for `⊥ in the
MHD inertial range δ∗i  `⊥  L.. This conclu-
sion is in agreement with numerical simulations of
Hall MHD turbulence, which find that the Hall
term has negligible effects at scales greater than
the ion skin depth (Dmitruk & Matthaeus 2006).
4.2.4. Electron pressure-tensor electric field
It is more straightforward to analyze the elec-
tric field arising from the electron pressure tensor
because this contribution has an explicit overall
gradient. Thus,
1
ne
∇·P¯e,`(x) = − 1
ne `
∫
d3r (∇G)`(r)·Pe(x + r)
(4.32)
contains at least one factor `−1. Notice that we
have not replaced Pe(x + r) with the increment
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Pe(x + r) − Pe(x), because the electron pres-
sure is a sub-inertial-range quantity with possi-
ble rapid variations on electron scales. Thus,
Pe(x + r) − Pe(x) need not be any smaller than
Pe(x + r). The size of the latter term is often
estimated in reconnection discussions (Vasyliunas
1975; Bhattacharjee et al. 1999; Craig & Watson
2003) from the assumption that
Pe ∼ Pi ∼ nmiu2th ∼
ne
c
δiuthBth (4.33)
with Bth = (4pimin)
1/2uth, which implies that
1
ne
∇P¯e,`(x) ∼ Pe
ne `
∼
(
δi
`
)
uthBth
c
. (4.34)
The electric field from electron pressure gradient is
thus suppressed by one factor of δi/` in an MHD-
like inertial-range where `  δi, and can be ne-
glected relative to ε` ∼ δu(`)×δB(`)/c. Note that
the electron pressure tensor need not be isotropic
and the above estimate then applies to each indi-
vidual component of the tensor.
The above estimate may however be improved
by more refined evaluation of the electron pres-
sure, using the assumption of a strong ambient
magnetic field B0. In this limit simple gyrofluid
models can be derived, the lowest-order model of
which type has often been employed in simulations
of magnetic reconnection (Loureiro & Hammett
2008; Kleva et al. 1995; Grasso et al. 2000). Using
this lowest-order gyrofluid model, Bian & Kontar
(2010) and Bian et al. (2010) have derived for ki-
netic Alfve´n wave turbulence as in the solar wind
that
Pe =
neB0
c
ρ2sω‖ (4.35)
where ρs = cs/Ωc,i is the ion gyroradius calculated
from the sound speed cs and the ion cyclotron fre-
quency Ωc,i, and ω‖ is the component of the ion
fluid vorticity ω =∇×u along the direction of the
magnetic field B0. In this case, the coarse-grained
electric field contribution becomes
1
ne
∇P¯e,` = −1
c
(ρs
`
)2 ∫
d3r δu(r)×B0·(∇∇G)`(r)
∼
(ρs
`
)2 1
c
B0δu(`). (4.36)
Thus, the gyrofluid model predicts that the elec-
tron pressure contribution is actually suppressed
by the factor (ρs/`)
2 and is even smaller than im-
plied by the first estimate.
It is worth emphasizing here that, except for
the last estimate, all of our coarse-graining analy-
sis is more general than gyrokinetics, because we
do not assume a mean magnetic B0 stronger than
the fluctuations. We have ignored in this section
fluctuations in the density (and temperature) for
simplicity of presentation, but the analysis of Ap-
pendix A includes those effects. The main assump-
tion that we have made which is not required in
gyrokinetics is that the electron-ion mass ratio is
small, me/mi  1, but this condition is always
satisfied in the solar wind. 5
4.2.5. First electron inertia contribution
The first contribution to the coarse-grained
electric field arising from electron inertia effects
can be evaluated using the Maxwell equations to
be
me
ne2
∂J¯`
∂t
= c
me
4pine2
∇×∂B¯`
∂t
= −c2 me
4pine2
∇×(∇×E¯`)
= −δ2e∇×(∇×E¯`) (4.38)
with δe the electron skin depth. Assuming quasi-
neutrality, ∇·E¯` = 0, and then one obtains the
further simplification that −∇×(∇×E¯`) = 4E¯`.
In either case, there are now two space-gradients,
leading to a suppression by `−2. More precisely,
me
ne2
∂J¯`
∂t
=
(
δe
`
)2 ∫
d3r (4G)`(r)E(x + r)
5Even this assumption is not strictly required for our analy-
sis. The exact Generalized Ohm’s Law for any two-species
plasma of oppositely-charged ions and electrons, retaining
terms of all orders in me/mi, is
E +
1
c
u×B = 1
en
F +
mi
mi +me
J×B
nec
− 1
ne
∇·
(
miPe −mePi
mi +me
)
+
memi
(mi +me)ne2
[
∂J
∂t
+∇·
(
Ju + uJ− 1
ne
JJ
)]
,(4.37)
where u is the ion fluid velocity and F is the total drag
force density between the two fluid species (including fric-
tional drag due to relative motion and thermal drag). Our
analysis can be applied to this equation even in an extreme
limit of a non-relativistic electron-positron plasma where
the “ion” is the positron with mi = me. Note that we have
generally neglected the thermal drag, since it is expected to
be small for large B0, as in the solar wind. See Schekochi-
hin et al. (2009), section 4.2.
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∼
(
δe
`
)2
E¯` (4.39)
and this is much smaller than E¯` itself for ` δe.
4.2.6. Second electron inertia contribution
The second contribution to the coarse-grained
electric field arising from electron inertia effects
has two terms, one factorized term and one cumu-
lant term:
me
ne2
∇·(Ju + uJ)` =
me
ne2
∇· (J¯`u¯` + u¯`J¯`)
+
me
ne2
∇· (τ`(J,u) + τ`(u,J)) (4.40)
We denote by τ`(f, g) = (fg)`− f¯`g¯` the 2nd-order
cumulant from coarse-graining.
The factorized term is easily estimated by writ-
ing
∇· (J¯`u¯` + u¯`J¯`) = (J¯`·∇)u¯`
+(∇·u¯`)J¯` + (u¯`·∇)J¯` (4.41)
and by using methods like those previously to
show that
∇u¯` ∼ δu(`)
`
, ∇J¯` ∼ c
4pi
δB(`)
`2
. (4.42)
Hence,
me
ne2
∇· (J¯`u¯` + u¯`J¯`)
∼
(
δe
`
)2 [
2
c
δu(`)δB(`) +
1
c
u δB(`)
]
(4.43)
and this electric field is small relative to ε` ∼
δu(`)×δB(`)/c for ` δe.
The cumulant term is more complex. As shown
in Appendix B
∇·τ`(J,u) = −1
`
[∫
d3r (∇G)`(r)·δJ(r)δu(r)
−
∫
d3r (∇G)`(r)
∫
d3r′ G`(r′) ·δJ(r)δu(r′)
−
∫
d3r G`(r)
∫
d3r′ (∇G)`(r′)·δJ(r)δu(r′)
]
.
(4.44)
However, this yields only one factor `−1. Further-
more, J is a very rough field on MHD inertial-
range scales and, in collisionless plasmas like the
solar wind, even down to electron scales. The
lack of any smoothness at inertial-range separa-
tions r means that current increments are not
small, but instead take on large values δJ(r) ∼
J ∼ (c/4pi)δB(δe)/δe for a collisionless plasma
with magnetic fields rough down to the length-
scale δe.
6 One thus obtains an estimate
me
ne2
∇· (τ`(J,u) + τ`(u,J)) ∼
(
δe
`
)
·1
c
δu(`)δB(δe).
(4.45)
This term is suppressed by only a single factor
of (δe/`). On the other hand, it is also true in
the solar wind and other similar cases of colli-
sionless plasma turbulence that δB(δe)  δB(`)
for `  δe, since δB(`) ∼ `h⊥ with h ' 1/3 for
L  `  δi and h ' 2/3 for δi  `  δe
(Sahraoui et al. 2013). Thus, there is suppres-
sion relative to ε` ∼ δu(`)×δB(`)/c by the total
factor δeδB(δe)/`δB(`) 1.
4.2.7. Third electron inertia contribution
The third contribution from electron inertia,
− 1n2e3c∇·(JJ)`, can be understood in a similar
fashion to the cumulant term from the second con-
tribution above. Noting that
∇·(JJ)` = −
1
`
∫
d3r (∇G)`(r)·J(x + r)J(x + r)
∼ 1
`
J2 (4.46)
and using the estimate J ∼ (c/4pi)δB(δe)/δe, one
finds that
− 1
n2e3c
∇·(JJ)` ∼
(
δe
`
)
· 1
c
(δB(δe))
2
√
4pimin
. (4.47)
If one assumes approximate equipartition of mag-
netic and velocity fields down to electron scales
(Bian & Kontar 2010), then δu(δe) ∼ δb(δe) =
δB(δe)/
√
4pimin and the estimate becomes
− 1
n2e3c
∇·(JJ)` ∼
(
δe
`
)
· 1
c
δu(δe)δB(δe) (4.48)
6There are both theoretical arguments (Schekochihin et al.
2009) and empirical evidence in the solar wind (Sahraoui
et al. 2013) that the true “inner scale” for kinetic tur-
bulence in a well-magnetized but collisionless plasma is
the electron gyroradius ρe rather than the electron skin-
depth δe. In that case, we should really estimate J ∼
(c/4pi)δB(ρe)/ρe. Since ρe =
√
βeδe, use of this estimate
will change our results in the text by some factors of βe.
At least for the solar wind, βe ' 1 rather generally and
thus it is largely immaterial whether one uses δe or ρe as
an estimate of the inner length.
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and this is smaller than ε` ∼ δu(`)×δB(`)/c by
the factor δeδu(δe)δB(δe)/`δu(`)δB(`) 1.
4.3. The contributions to ∇×E¯`
Having completed our estimate of all the terms
in the coarse-grained Generalized Ohm’s Law, we
now make a similar estimate of all the terms in the
coarse-grained Faraday’s law
∂tB¯` = −c∇×E¯`. (4.49)
Fortunately, most of the work has already been
done in our estimate of the contributions to E¯`.
As we shall now show, the contributions to∇×E¯`
differ from the corresponding contributions to E¯`
only by an additional factor of `−1
For example, the resolved induction gives
∇×(u¯`×B¯`) = −(u¯`·∇)B¯`+(B¯`·∇)u¯`−B¯`(∇·u¯`),
(4.50)
which yields the estimate
∇×(u¯`×B¯`) ∼ 1
`
uδB(`) +
2
`
Bδu(`). (4.51)
The subscale turbulent induction contribution is
estimated from the identity
c∇×ε` = 1
`
[∫
d3r (∇G)`(r)×(δu(r)×δB(r))
−
∫
d3r (∇G)`(r)
∫
d3r′ G`(r′) ×(δu(r)×δB(r′))
−
∫
d3r G`(r)
∫
d3r′ (∇G)`(r′) ×(δu(r)×δB(r′))
]
.
(4.52)
For a spherically symmetric filter kernel,∇G(r) =
G′(r)rˆ and thus
c∇×ε` ∼ 1
`
〈ˆ`×(δu(`)×δB(`))〉ang. (4.53)
One can see that these are the dominant contri-
butions to c∇×E¯`.
Indeed, all of the contributions to c∇×E¯` from
the non-ideal terms in the Generalized Ohm’s Law
can be estimated with the help of the following
general identities:
∂i1 · · · ∂ip f¯` =
(−1)p
`p
∫
d3r (∂i1 · · · ∂ipG)`(r) δf(r),
(4.54)
and
∂i∂jτ`(f, g) =
1
`2
[∫
d3r (∂i∂jG)`(r)δf(r)δg(r)
−
∫
d3r
∫
d3r′ (∂i∂jG)`(r)G`(r′) δf(r)δg(r′)
−
∫
d3r
∫
d3r′G`(r)(∂i∂jG)`(r′) δf(r)δg(r′)
−
∫
d3r
∫
d3r′ (∂iG)`(r)(∂jG)`(r′) δf(r)δg(r′)
−
∫
d3r
∫
d3r′ (∂jG)`(r)(∂i∂jG)`(r′) δf(r)δg(r′)
]
.
(4.55)
These and other such identities invoked previously
can be checked by tedious calculation or derived
more conveniently by a cumulant generating func-
tion technique (Eyink (2007) and Appendix B).
We leave it to the reader to check with these iden-
tities that the curl of each of the non-ideal con-
tributions to E¯` is modified in magnitude simply
by an additional factor of `−1. Hence, the relative
magnitude of all of the terms is unchanged and
the ideal contributions remain the largest to the
curl c∇×E¯`.
From this fact we draw two important conclu-
sions. First, the ideal induction equation is the
leading-order dynamical description in the coarse-
grained or “weak” sense for length-scales ` in the
turbulent inertial range. This is a very different
statement, however, than saying that the coarse-
grained variables u¯`, B¯` satisfy the ideal equation
in the naive sense. The latter statement over-
looks the contribution of the turbulent subscale
electric field RT` = −ε` which appears as an
apparent “non-ideal” term in the coarse-grained
Ohm’s law but which arises in fact from ideal
turbulence dynamics. Second, the leading-order
contribution to the slip source −(∇×R¯`)⊥/|B¯`|
for lengths in the turbulent inertial range `, is
the ideal MHD term (∇×ε`)⊥/|B¯`|. Despite ideal
Ohm’s law holding at those length-scales ` in the
“weak” or coarse-grained sense, field-lines of the
coarse-grained magnetic field B¯` are not “frozen-
in” and the line-slippage at those scales is due to
ideal turbulence physics rather than to non-ideal
plasma effects.
At length-scale ` in the inertial range, the slip-
velocity acquired along a length ` of field-line will
have magnitude |δu(`)×δB(`)|/|B¯`|. Note that
this is consistent on order of magnitude with a
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“turbulent E×B-drift velocity” given by vslip,` =
−cε`× ̂¯B`/|B¯`| (Eyink & Aluie 2006), which will
allow lines of the coarse-grained magnetic field B¯`
to drift relative to the coarse-grained plasma fluid
velocity u¯`. Here let us just note the exact decom-
position of the turbulent emf
cε` = α`B¯` + vslip,`×B¯`, (4.56)
with α` = cε`· ̂¯B`/|B¯`| a pseudo-scalar field with
dimensions of velocity that measures inverse cas-
cade of magnetic helicity/dynamo action. When
α`  vslip,`, one can assign a velocity u¯` + vslip,`
to magnetic field-lines which is dynamically consis-
tent with the induction equation (Newcomb 1958).
This approach to turbulent-induced slip of field-
lines is therefore less general than the slip-velocity
source in section 3.1, but it is more practical to ap-
ply to the limited (one-dimensional) information
available from most single-spacecraft observations
of the solar wind, as we see below.
5. Implications for Heliospheric Recon-
nection
There are important physical implications of
the results presented in this paper. We consider
here briefly just a few of them.
5.1. Breakdown of the Parker Spiral
We begin with the Parker (1958) spiral model
of the interplanetary magnetic field, which is one
of the most famous applications in astrophysics
and space science of the “frozen-in” principle for
magnetic field-lines. The model has been shown
to be approximately valid when taking into ac-
count solar cycle variations in source magnetic
field strength and latitude/time variation in solar
wind speeds. Using yearly-averaged magnetic field
strengths calculated from observations of Voyager
1 and 2 in the period 1978-2001 at solar distances
1-81 AU and comparing with Parker’s model for
estimated magnetic field strength and wind speed
on a source surface at 1 AU, Burlaga et al. (2002)
found a mean deviation of only -2% between ob-
servations and model. On the other hand, typi-
cal yearly deviations were around ±20% and the
maximum error (in 1993) was about -40%. These
sizable yearly deviations may be partly due to in-
accuracies in inputs or errors in observations of the
magnetic field, but some part is also clearly due to
inaccuracy of the model. For example, there is a
clear correlation of the relative error with the solar
cycle, with the greatest deviations at years of solar
maximum (see Figure 4 of Burlaga et al. (2002)).
One should recall that Parker (1958) concluded
his paper with a “warning to the reader against
taking too literally any of the smooth idealized
models which we have constructed in this paper”.
Whereas the study of Burlaga et al. (2002) con-
sidered only magnetic field strengths, the earlier
work of Burlaga et al. (1982) had studied the
magnetic vector geometry and found “notable de-
viations” from the spiral model. Burlaga et al.
(1982) studied daily averages of magnetic field
observations of Voyager 1 and 2 in the ecliptic
plane at solar distances R =1-5 AU during a pe-
riod of increasing solar activity in the years 1977-
1979. In contrast to the Parker predictions for ra-
dial magnetic field component radial dependencies
BR ∼ R−2 and azimuthal component BT ∼ R−1,
Burlaga et al. (1982) found BR ∼ R−1.56 and
BT ∼ R−1.20. They contrasted their findings with
earlier Pioneer 10, 11 investigations between 1 and
8.5 AU during the period 1972-1976 when the
sun was less active, which confirmed the spiral
model modulo variability on time scales shorter
than a solar rotation period. Burlaga et al. (1982)
attributed the observed deviations “to temporal
variations associated with increasing solar activ-
ity, and to the effects of fluctuations of the field in
the radial direction.”
These early observations were recently con-
firmed by Khabarova & Obridko (2012), who pre-
sented evidence on the breakdown of the Parker
spiral model for time- and space-averaged values
of the magnetic field from several spacecraft (He-
lios 2, Pioneer Venus Orbiter, IMP8, Voyager 1) in
the inner heliosphere at solar distances 0.3-5 AU
and in the years 1976-1979. This study thus sig-
nificantly overlapped with that of Burlaga et al.
(2002), but used time averages over longer peri-
ods (from 76 days to 2 years) coupled with space
averages over intervals of width up to 1 AU. For
details of the averaging, see Table 1 of Khabarova
& Obridko (2012). This more extensive averaging
eliminated sizable fluctuations still observed in the
daily averages of Burlaga et al. (1982) (see their
Figure 1). The study of Khabarova & Obridko
(2012) is in essential agreement with Burlaga et al.
20
(1982), finding dependencies BR ∼ R−1.66 and
BT ∼ R−1.10, just a bit closer to the Parker pre-
dictions. Khabarova & Obridko (2012) interpret
their observations as due to “a quasi-continuous
magnetic reconnection, occurring both at the he-
liospheric current sheet and at local current sheets
inside the IMF sectors”. They present extensive
evidence that most nulls of BR and BT , where re-
connection may occur, are not associated to the
heliospheric current sheet. They as well observe
a rapid disappearance of the regular sector struc-
ture at distances past 1 AU, which they attribute
to “turbulent processes in the inner heliosphere.”
See also Roberts et al. (2005); Roberts (2010).
This interpretation is consistent with our re-
sults, since line-slippage due to pervasive turbu-
lence in the near-ecliptic solar wind will lead to
a less tightly wound spiral and a stronger radial
field-strength than in the Parker model, as ob-
served by Khabarova & Obridko (2012). This is es-
sentially the same phenomenon as the “reconnec-
tion diffusion” proposed by Lazarian (2005) and
Santos-Lima et al. (2010), as a mechanism of re-
moval of magnetic fields from collapsing molecu-
lar clouds in star formation, and equivalent to the
“turbulent E×B-drift” of Eyink & Aluie (2006).
The magnitude and direction of the drift velocity
at length-scale ` is given by
vslip,` = −cε`× ̂¯B`/|B¯`|. (5.1)
As discussed in section 4.2.1, this can be estimated
on order of magnitude from the approximate ex-
pression
vslip,` ∼ −(δu(`)×δB(`))× ̂¯B`/|B¯`|2
∼ δu(`)δB(`)/B0 ∼ 0.5(δB(`)/B0)2vA,
(5.2)
with vA the Alfve´n speed based on B0. The second
line follows by ignoring any suppression due to dy-
namic alignment effects. It is worth observing that
the latter speed vslip,` given by equation (5.2) is
numerically identical7 to the turbulent reconnec-
tion speed at perpendicular scale ` in the theory
7The physical meaning is somewhat different, however, be-
cause vslip,` does not correspond to a plasma inflow speed
into a reconnection region. Instead it describes the speed
of effective motion of magnetic field-lines relative to the
resolved plasma velocity.
of Lazarian & Vishniac (1999). Here we have as-
sumed that δu(`)/vA ∼ 0.5 δB(`)/B0, as is often
observed in the inertial range. If δB(`)/B0 ' 1
for large `, one can expect vslip ∼ vA.
To give more precise estimates, we appeal to ob-
servations. We use two sets of Ulysses data from
the “COHOWeb” data sets compiled by J. King at
the National Space Science Data Center (NSSDC).
One set of data is from polar-latitude fast wind
near solar minimum in 1995, on days 100-200
when Ulysses moved between distances 1.36-2.02
AU and heliospheric latitudes 21.3◦ − 80.2◦. The
other set is from near-ecliptic pure slow wind near
solar maximum in 1992, on days 151-159 when the
spacecraft passed from 5.34 AU to 5.38 AU and
from latitude −10.11◦ to −13.14◦. These two ex-
treme cases should give a good idea of the range of
variation of the turbulent drifts. The Ulysses mag-
netic field data has 1 sec resolution but the plasma
data has only 4 min resolution. This is sufficient
for our purposes, since we are primarily interested
in large lengths `. As usual, we can employ Tay-
lor’s hypothesis to interpret time-increments τ as
space-increments `, by the formula ` = u¯τ where
u¯ is the mean solar wind speed. This should work
well for the very slowly evolving large-scale fea-
tures that are our principal concern. As a matter
of fact, all of our formalism carries over also to
time-averaging (Germano 1992), so that we will
present the coarse-grained quantities in terms of
time variables. The bulk-averaged properties of
the two solar wind cases are presented in Table 1.
Table 1
Parameters for the Two Solar Wind Datasets
Parameter high-speed low-speed
velocity magnitude u (km sec−1) 770 430
radial velocity uR (km sec
−1) 769 429
tangential velocity uT (km sec
−1) 19.4 5.69
normal velocity uN (km sec
−1) -0.657 4.57
field strength B (nT) 2.41 0.951
radial field BR (nT) 1.24 0.110
tangential field BT (nT) -0.386 0.093
normal field BN (nT) -0.0438 -0.135
ion density ni (cm
−3) 0.973 0.341
ion temperature Ti (10
4 K) 20.5 3.78
Alfve´n speed vA (km sec
−1) 53.2 43.1
ion gyroradius ρi (km) 252 274
ion plasma beta βi 1.20 0.493
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The solid line plots the Ulysses data, the dotted line is a 2/3 power law. Bottom Panels:
Velocity structure functions. The solid line is again the raw data. The dotted line for the
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the right is a 2/3 power. The dashed lines are the results below 4 mins resulting from the
pchip interpolation of the velocity field.
Fig. 2.— S cond-Order Structure Functions. Top
Panels: Mag etic structure functions. The solid
lin plots the Ulysses data, the dotted line is
2/3 power law. Bottom Pan ls: Ve city tr ctu e
fu ctions. The soli line is again the raw data.
The dotted line for the high-speed case on the left
is a 1/2 power, while the dotted line for the low-
speed case on the right is a 2/3 power. The dashed
lines are the results below 4 mins resulting from
the pchip interpolation of the velocity field.
We next present results for the second-order
structure-functions of time increments
SX2 (τ) = |X(t+ τ)−X(t)|2 (5.3)
with X = B,u and overline () denoting time-
average over the entire interval of data. For the
purposes of later evaluation of the slip velocity
via formula (5.1) we interpolate the 4 min plasma
velocity data to the 1 sec grid of the magnetic
data using piece-wise cubic Hermite interpolating
polynomials (pchip). Although there is no phys-
ical significance of the interpolated velocity data
at times less than 4 min, we plot their structure
functions down to 1 sec time separations in or-
der to show the effects of the interpolation. The
structure functions plotted in Figure 2 show the
typical features of high-speed and low-speed so-
lar wind around 1 AU. The low-speed solar wind
exhibits a Kolmogorov-type 2/3 power-law scaling
for both magnetic and velocity fields over the en-
tire range of available times, consistent with the
theory of Goldreich & Sridhar (1995). The mag-
netic field data begin to bend over to a steeper
scaling at τ a few seconds, around the ion gyro-
period. The velocity field structure function if
accurately measured to 1 sec resolution would pre-
sumably have similar behavior, but the interpo-
lated data lead to a steeper decay with a power
of 2 due to the smooth polynomial. The high-
speed wind structure functions are quite similar
to those for the low-speed solar wind at times
less than about 104 sec. The primary difference
in that range is that the scaling exponent for the
velocity structure function appears closer to 1/2
than 2/3, as often observed in the high-speed wind
near 1 AU (Podesta et al. 2007), although the pre-
cise determination here is impossible since only
about a decade exists between 4 minutes and the
outer time, which is somewhat less than 104 sec.
The main difference between high-speed and low-
speed wind appears above that outer time, where
the high-speed wind shows a flattening of both
the magnetic and the velocity structure functions.
This corresponds to the so-called “1/f range” of
scales (Matthaeus & Goldstein 1986), which is be-
lieved to be largely a mixture of a noninteract-
ing, antialigned population of Alfve´n waves and
magnetic force-free structures ejected from the sun
(Wicks et al. 2013a,b). Hereafter we discuss the
low- and high-speed cases separately.
5.1.1. Low-Speed Case
We first plot the time series for the magnetic
and velocity fields in the slow-speed case. See
Fig. 3. From examination of the data for tan-
gential component of the magnetic field, one can
see that there are sector crossings during day 152,
late on day 153 and a major crossing during the
whole of day 157. The last is an example of
a complex, broadened heliospheric current sheet
(HCR), of the type which has been shown to oc-
cur with increasing likelihood at greater distances
from the sun and under conditions of solar max-
imum (Roberts et al. 2005). Note that, not only
does the tangential component of the magnetic
field undergo a large reversal in sign on day 157,
but also the other two components reverse sign.
Fig. 4, which plots other plasma properties, shows
additional signatures of the HCS on day 157, such
as sizable increases in density and temperature
and different levels of magnetic field strength be-
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Fig. 3.— Magnetic and Velocity Components of Slow Wind Time-Series.
Fig. 3.— Magnetic and Velocity Components of
Slow Wind Time-Series. The upper panel plots
the magnetic field components and the lower panel
velocity field components. The red line represents
radial component, green tangential, and blue nor-
mal, in the standard RTN coordinate system. The
plotted radial component of the velocity is the fluc-
tuation field u′R = uR− u¯R, with the average value
u¯R =769 km sec
−1 subtracted.– 73 –
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Fig. 4.— Field Strength, Density and Temperature of Slow Wind Time-Series.
Fig. 4.— Field Strength, Density and Temper-
ature of Slow Wind Time-Series. Upper panel:
field strength, middle panel: density, and bottom
panel: temperature.
fore and after the transition.
A close examination of the tangential velocity
components in Fig. 3 shows also apparent veloc-
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Fig. 5.— Tangential Magnetic and Velocity Fields at Broad Heliospheric Current Sheet.
Fig. 5.— Tangential Magnetic Field and Veloc-
ity at Broad Heliospheric Current Sheet. Upper
panel: tangential component of magnetic field.
Lower panel: the tangential component of plasma
velocity.
ity jets associated with each of the three sector
crossings, in particular at the HCS. To examine
the latter more carefully, we show a closer view of
the tangential components of magnetic and veloc-
ity fields across the HCS in Fig. 5. The reversal of
the tangential component of the magnetic field is
particularly broad, extending over days 157-158.5.
The associated exhaust is a bit narrower, cover-
ing days 157.75-158.75. Notice that the speed of
this broad outflow is about 40 km sec−1, just a bit
less than the local upstream Alfve´n speeds. This
seems to be a likely example of Lazarian & Vish-
niac (1999) turbulent reconnection, associated to
the embedding of the HCS in a strongly turbulent
environment. Notice that the observed value of
Brms/B¯ away from the HCS itself is about 0.5.
Furthermore, the plasma fluid within the HCS is
itself strongly turbulent, as required by the Lazar-
ian & Vishniac (1999) theory. Fig. 6 plots the
structure function of the magnetic field inside the
HCS, averaging over days 157-158.5. There is a
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Fig. 6.— Magnetic Structure Function inside the
Broad Heliospheric Current Sheet. Same as in
Fig.2, top right panel, but defined by an average
only over days 157-158.5 inside the HCS.
clear 2/3-law scaling, covering about 4 decades
from 10 − 105 secs. Finally, we note that our
coarse-graining analysis in section 4.2 shows that
at the length-scales of this event, of order an
AU, all microscopic plasma non-idealities are com-
pletely irrelevant. Turbulent reconnection seems
to be the only plausible explanation.
We next turn to the evaluation of the formula
(5.1) for the turbulent slip velocity. Since the full
three-dimensional data is unavailable to perform
low-pass filtering, we follow standard practice
in experimental turbulence studies (e.g. Bruno
& Carbone (2013), Section 7; Stolovitzky et al.
(1998)) and use filtering on the time axis as a
one-dimensional surrogate. To carry out the re-
quired coarse-graining, we apply a box-filter to
the observational time series, with the filter half-
width identified with coarse-graining time-scale τ.
As discussed earlier, we use pchip interpolation of
the velocity to define the pointwise cross product
u×B. We plot in Fig. 7 the instantaneous turbu-
lent drift velocities for the filter half-width τ =2
days. It is immediately obvious that there is a
large tangential component of the drift velocity
associated with the HCS, from day 156-158, with
a maximum slip speed of nearly 40 km sec−1. The
plots for other choices of half-width τ (not shown)
are similar, as long as τ is greater than 1 day.
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Fig. 7.— Drift Velocity and Alpha Parameter for Low-Speed Time-Series.
Fig. 7.— Turbulent Drift Velocity and Alpha Pa-
rameter for Low-Speed Time-Series. Top panel:
drift velocity for filter half-width τ = 2 days. The
color scheme is as in Fig.3. Bottom panel: the α
parameter for the same half-width τ = 2 days.
The peak tangential drift velocity increases with τ
over the range that we can study8, with peak val-
ues of vmaxslip,T =2.21, 14.9, 29.0, and 38.6 km sec
−1,
for τ =0.5, 1.0, 1.5, 2.0 days, respectively. There
is no observable “jet” of tangential slip velocity at
the HCS for τ = 0.5, but the “jet” exists and be-
comes broader for increasing τ ≥ 1. As remarked
at the end of section 4, the net velocity of the field
lines is in fact the sum of the resolved plasma ve-
locity and the drift velocity at that scale. These
total tangential speeds of magnetic field-lines are
even a bit larger, with maximum values in the HCS
of u¯T+vslip,T =28.6, 18.9, 34.8, and 44.0 km sec
−1,
for τ =0.5, 1.0, 1.5, 2.0 days, respectively.
The most important observation is that the
largest component of the slip velocity is the tan-
gential component, which has a positive sign.
With the standard definition of RTN coordinates,
this slip velocity is in the direction of the solar
rotation. Hence, this slippage will tend to make
8For τ > 2, we begin to see edge-effects in filtered quantities
at the location of the HCS, due to finite duration of the
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Fig. 8.— Drift Velocity for High-Speed Time-Series at Two Scales.
Fig. 8.— Turbulent Drift Velocity for High-Speed
Time-Series at Two Scales. Upper panel: com-
ponents of turbulent drift velocities for filter half-
width τ = 1 day. Lower panel: components of
drift velocity for half-width τ = 2 days. The color
scheme is as in Fig.3.
the field-lines less frozen into the plasma fluid and
rotate more with the sun, so that the spiral will
become less tightly wound. This is in qualita-
tive agreement with the observations of Burlaga
et al. (1982) and Khabarova & Obridko (2012).
For consistency, we should check that the α pa-
rameter is small relative to the drift velocity. As
can be seen from Fig. 7, this is marginally true,
with α ∼ (1/3)vslip for τ = 2 days. The fact
that the α parameter is not completely negligi-
ble suggests that there is some magnetic dynamo
action/inverse cascade of magnetic helicity in the
HCS. We should note also that the tangential drift
velocity is positive away from the HCS (except
briefly at the end of day 155) and takes on typi-
cal values of about 1 km sec−1. The minor sector
crossings on days 152 and 153 presumably con-
tribute to such drifts. Such background turbulent
slippage will also contribute to the observed devi-
ations from the Parker spiral model.
5.1.2. High-Speed Case
The situation for the high-speed wind case is
quite different. We plot in Fig. 8 the turbulent
time series.
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Fig. 9.— Zoom of High-Speed Time Series for Large Drift Region.
Fig. 9.— Close-up View of High-Speed Wind Data
for Large Tangential Drift Region. Top panel: tur-
bulent drift velocities for filter half-width τ = 2
days over the smaller interval of days 118-128.
Middle panel: components of magnetic field for
days 121-125. Bottom panel: components of ve-
locity field for days 121-125. The color scheme for
all panels is as in Fig.3, and as there the plotted
radial component in the bottom panel is u′R, the
fluctuation field.
slip velocities over the entire 100 days, for the two
filter half-widths τ = 1 day and τ = 2 days. The
first observation is that the peak values are only
about 10 km sec−1, one-quarter of the peak for
the slow wind case. Second, the largest compo-
nent is the normal component, not the tangen-
tial. Finally, the peak magnitudes decrease going
from τ = 1 day to τ = 2 days, unlike for the
slow-wind case where there was a sizable increase.
There is in fact a slight increase in the mean val-
ues over the whole interval, with [v¯R, v¯T , v¯N ] =
[0.0639, 0.0878, 0.6360] km sec−1 for τ = 1 day,
but [v¯R, v¯T , v¯N ] = [0.0981, 0.0782, 0.7841] for
τ = 2 days. However, the extreme values are
clearly decreased.
There are at least two plausible explanations for
this decrease. One reason may be the strong align-
ment of δB(`) and δu(`) in the “1/f-range” of the
high-speed wind, which leads to a large depletion
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of the slip velocity when ` increases in that range.
Note indeed that Wicks et al. (2013a,b) find the
non-aligned, nonlinearly cascading modes in the
“1/f-range” have about an order of magnitude
smaller energy than the aligned, non-interacting
modes. The second reason has to do with the atyp-
icality of very large-scale reconnection events of
conventional type in the high-speed wind (Gosling
2007). In the entire 100 days of high-speed data,
we see no AU-scale events of the type which oc-
curred in the low-speed wind at the HCS. If we
focus on the regions of peak tangential drift ve-
locity in the high-speed wind, we see a very dif-
ferent structure. Fig. 9 zooms in on such a peak
around day 123 for τ = 2 days. As can be seen,
the magnetic field components appear to the eye
rather structureless and stochastic. On the other
hand, there is clear structure in the velocity field,
with the radial velocity fluctuation u′R around the
mean value 769 km sec−1 increased over a 1-day
interval around day 123. The peak in the slip ve-
locity at this point appears to result therefore from
the interaction between two extensive high-speed
streams, with radial velocities differing by about
50 km sec−1, and not from any large-scale mag-
netic structure.
5.1.3. Discussion
Our purpose in this section was to use observa-
tional data on the solar wind to make a first esti-
mate of the size, directionality, and origin of tur-
bulent slip velocities in that environment. These
effects appear promising to explain the observed
deviations from the Parker spiral in the inner he-
liosphere, but to do so quantitatively will require
more extensive studies. We hope to carry these
out in the near future. Several open issues remain
to be clarified, such as the relative importance
in the slow wind of background turbulence drift
and of the larger turbulent slips at the HCS. The
accuracy of one-dimensional surrogates of three-
dimensional filtering should be investigated in nu-
merical simulations of MHD turbulence, etc. On
the other hand, this theory already accounts nat-
urally for the smaller deviations from the spiral
model observed in the high-speed solar wind than
in low-speed, and in solar minimum conditions
than in solar maximum. The peak values of slip
velocity in the slow wind at solar maximum are
about 10% of the mean plasma velocity, whereas
for the high-speed wind at solar minimum they
are only about 1% (and even less in the tangen-
tial direction). Furthermore, our coarse-graining
analysis of the Generalized Ohm’s Law in section
4.2 implies that, for the very long-time averages
employed by Burlaga et al. (1982) and Khabarova
& Obridko (2012), alternative microscopic plasma
mechanisms of line-slippage are irrelevant and can-
not explain the observed deviations.
5.2. Other Large-Scale Heliospheric Re-
connection
In addition to the breakdown of the Parker
model considered above, another type of deviation
has been documented in daily averages of Voyager
1 observations in the heliosheath between 2007-
2011, when the spacecraft was about 110 AU from
the Sun (Richardson et al. 2013). At this dis-
tance, the Parker model predicts that the mag-
netic field is almost entirely tangential, B = BT ,
and magnetic flux conservation implies that uRBR
should be constant in R (Parker 1963). Richard-
son et al. (2013) interpreted their observations of
a “flux deficit” in terms of kinetic-scale magnetic
reconnection, due to ion-scale current sheets cre-
ated by compression of magnetic sectors in the he-
liosheath. However, these observations may also
be explained by magnetic reconnection in the he-
liosheath due to MHD turbulence, as earlier sug-
gested by Lazarian & Opher (2009). This would
lead to reconnection when the sector widths were
still much greater than required by kinetic mech-
anisms. Note that there is direct evidence for
MHD-like turbulence with a -5/3 energy spectrum
of magnetic fluctuations in the sectored region of
the heliosheath, from Voyager 1 data in the year
2009 (Burlaga & Ness (2010), Figure 8), within the
time period where reconnection appears to occur.
Finally, many magnetic reconnection events
of conventional nature have been apparently di-
rectly observed in the solar wind at solar dis-
tances around 1 AU, as documented in a recent
review of Gosling (2012). These are more ex-
treme events than background, gradual slippage
and involve a sizable release of magnetic energy.
Small-scale current sheets with widths of order
the ion inertial length that exhibit observable re-
connection usually have exhausts at most a few
hundred times wider and frequently have small
shear angles/strong guide fields (Gosling et al.
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2007; Gosling & Szabo 2008). However, there is
also a sizable number of very large-scale recon-
nection events in the solar wind, some of them
associated with interplanetary coronal mass ejec-
tions and magnetic clouds or occasionally mag-
netic disconnection events at the heliospheric cur-
rent sheet (Phan et al. 2009; Gosling 2012). These
events have reconnection outflows with widths up
to nearly 105 ion inertial lengths and appear to
be in a prolonged, quasi-stationary regime with
reconnection lasting for several hours. Gosling
interprets these events in terms of the Petschek
(1964) reconnection model although, as he points
out himself, there are observations not in strict
agreement with that model. This interpretation is
also theoretically puzzling since numerical studies
(Biskamp 1986; Uzdensky & Kulsrud 2000) have
shown that Petschek reconnection is not sustain-
able in laminar, MHD flows, but relaxes to the
slow Sweet-Parker type. The belief that these
events are Petschek-like seems to rest on the fact
that the Hall and electron inertia effects can stabi-
lize such X-type reconnection in ion-scale geome-
tries (Shay et al. 1998).
The scale of the apparent reconnection events
documented by Gosling (2012) is so great, how-
ever, that they will still appear to be reconnec-
tion even if coarse-grained on inertial-range scales
` much greater than the ion gyroradius ρi. At
those scales, our analysis implies that microscopic
non-ideal terms from Hall field and electron iner-
tia are irrelevant. Such large-scale reconnection
events must be due to the ideal turbulence ef-
fects in the solar wind environment rather than
to plasma non-ideality. In fact, these events ap-
pear to be very promising candidates for turbu-
lent reconnection as in the Lazarian & Vishniac
(1999) theory. It should be noted that the events
observed by Gosling often show substantially in-
creased proton densities in the exhausts, as well as
enhancements of magnetic field strength and pro-
ton temperature, effects also seen in the HCS event
analyzed in section 5.1.1. Whereas the coarse-
graining method employed in section 4 assumed
constant density, the more general analysis car-
ried out in Appendix A is able to describe such
effects.
In any case, the discussion of the slip-source
in section 3, which does not assume incompress-
ibility, already makes it clear that reconnection in
the most general sense must occur ubiquitously
throughout the turbulent solar-wind.
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A. Density Variations
Previously we ignored variations of density in our discussion of the Generalized Ohm’s Law. This would
be a serious omission for the solar wind, where the observations of apparent reconnection events by Gosling
and colleagues (Gosling 2012) show frequently sizable enhancements of density and proton temperature in
the outflows. The interpretation of Gosling for these events is that they are Petschek (1964) reconnection
with the outflows bounded by slow-mode shocks. In addition to these density variations during reconnection,
there are also known to be turbulent fluctuations of plasma density in the solar wind. A paper of Bellamy
et al. (2005) contains recent observations at solar distances 1-60 AU and a good review of previous studies.
The spectrum of turbulent density fluctuations has two power-law ranges, a low-wavenumber part with a
k−2 spectrum and a high-wavenumber part with a k−5/3 spectrum. Bellamy et al. (2005) interpret the k−2
spectrum as due to abrupt discontinuities on the time-scales of a few hours and up, which are left over by
their data selection procedure, which removes obvious shocks. The high-wavenumber k−5/3 spectrum of
density fluctuations is in roughly the same range of wavenumbers as the similar inertial-range spectrum of
magnetic fluctuations. A popular interpretation is that it is a passive scalar cascade of slow magnetosonic
modes driven by the nonlinear cascade of shear-Alfve´n modes (Schekochihin et al. 2009). There is evidence
from observations that density fluctuations in the solar wind consist mainly of slow-modes with possibly a
tiny admixture of fast modes (Howes et al. 2012).
As we show now, the extension of our analysis of the Generalized Ohm’s Law carries over easily to plasma
flows with arbitrarily large variations of density (including shocks). The simplest way to do so is to make use
of the density-weighted, spatial-coarse-graining Favre average (Favre 1969), which is defined by the formula
f˜` =
1
n¯`
(nf)`. (A1)
With this density-weighted averaging operation, it is straightforward to obtain the coarse-grained form of
the Generalized Ohm’s Law to be
E˜` +
1
c
u˜`×B˜` = −ε˜` + (˜ηJ)` +
1
n¯`ec
(J×B)` − 1
n¯`
∇·Pe,` + me
n¯`e2
[
∂J¯`
∂t
+∇·
(
Ju + uJ− 1
ne
JJ
)
`
]
, (A2)
where the turbulent electric field is now given by
ε˜` = −1
c
[
˜(u×B)` − u˜`×B˜`
]
, (A3)
the Favre-average 2nd-order cumulant.
The first and most important observation is that, other than the Ohmic contribution, all of the non-ideal
terms in the coarse-grained Generalized Ohm’s Law are identical to those obtained in section 4.2, except
that they are multiplied by 1/n¯` rather than 1/n. The only difference to the old estimates is thus that they
are multiplied by an additional factor
n
n¯`
= 1− 1
n¯`
∫
d3r G`(r)δn(r). (A4)
This is generally ≈ 1 and is an order unity factor even in the presence of shocks in the density. Here is a
good point to observe that all of our conclusions in section 4.2 remain valid in the presence of shocks. We
generally assumed K41 scaling δB(r) ∼ r1/3⊥ , δn(r) ∼ r1/3 or something similar, but at shock points these
increments become nearly independent of the separation vector magnitude r, until r falls below the width
of the shock. However, all of our estimates are pointwise in space position x and, even at points where
increments are independent of r, we always have extra factors of δe/` to make the coarse-grained non-ideal
terms small for ` δe.
28
Another observation is that the Favre-averaged quantities E˜`, u˜`, B˜`, and ε˜` are rather close in value to
the ordinary coarse-grained quantities E¯`, u¯`, B¯` and ε`. This can be seen from simple identities (Aluie
2013), for the Favre average
f˜ = f¯ +
1
n¯
τ(n, f) = f¯ +
1
n¯
O (δn δf) (A5)
and for the Favre-average 2nd-cumulant τ˜(f, g) = f˜g − f˜ g˜,
τ˜(f, g) = τ(f, g) +
1
n¯
τ(n, f, g)− 1
n¯2
τ(n, f)τ(n, g)
= τ(f, g) +
1
n¯
O (δn δf δg) +
1
n¯2
O
(
(δn)2 δf δg
)
. (A6)
For the order-of-magnitude estimates, see Appendix B. The first identity (A5) yields
B˜` = B¯` [1 +O (δn(`) δB(`))] ' B¯`
[
1 +O
(
`
L
)2/3]
, (A7)
where the final estimate holds at typical points with K41 scaling of the increments and where L is the outer
scale of the inertial range. Exactly similar results hold for u˜` and E˜` by the same argument
9. For the
turbulent electric field one can likewise infer from (A6) that
ε˜` = ε`
[
1 +O
(
δn(`)
n¯`
)]
' ε`
[
1 +O
(
`
L
)1/3]
, (A8)
with the final estimate holding again at typical points. We see that the Favre coarse-grained and ordinary
coarse-grained quantities are very similar when density variations are small relative to the mean, and of
similar orders of magnitude when density variations are large (e.g. at shocks).
The most troublesome term is, in fact, the Favre-averaged Ohmic electric field. Although the current is
a total space-derivative, because of Ampere’s law J = (c/4pi)∇×B, the same is not true of the product of
density and current, nJ. Thus, unlike before, coarse-graining this product to obtain the Favre-average of
the Ohmic electric field does not yield any powers of `−1, which would make it irrelevant for increasing `.
Additional complicating x-dependences to the Ohmic electric field arise from the fact that resistivity is a
tensor η = 1σ‖ BˆBˆ+
1
σ⊥
(
I− BˆBˆ
)
with a position-dependent director field Bˆ(x). Furthermore, the collisional
conductivities σ⊥, σ‖ have very weak (logarithmic) dependence on density but strong dependence ∝ [Te(x)]3/2
on the electron temperature. Luckily, the Ohmic electric field is tiny in the solar wind, even without coarse-
graining. Using σ ∼ e2nτe,i/me, with τe,i the electron collision time with ions, λmfp,e = vth,eτe,i the electron
mean-free path, and J ∼ cδB(δe)/4piδe, one finds easily
ηJ ∼
(
δe
λmfp,e
)
· 1
c
vth,eδB(δe). (A9)
Since the ratio δe/λmfp,e is 10
−8 or smaller in the solar wind, the Ohmic electric field can be neglected even
without coarse-graining.
9Note that observations show that the electric field in the high-speed solar wind has an inertial-range energy spectrum of power-
law form k−3/2, similar to that observed for the velocity field (Chen et al. 2011). This is quite reasonable, since the leading
contribution to the electric field in the presence of a strong mean magnetic field B0 is just E = − 1cu×B0.
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B. Mathematical Identities for Coarse-Graining Cumulants
Suppose that {fi|i = 1, 2, 3 · · · } are any set of space fields. Note that
(fi1 . . . fip)`(x) =
∫
ddr G`(r)fi1(x + r) . . . fip(x + r)
= 〈(σfi1) . . . (σfip)〉`(x)
where G is any smooth, rapidly decaying, positive function with space integral unity, and
(σfi)(x) = fi(x + r) (B1)
is the shift operator and 〈·〉` denotes average over the displacement vector r with density G`(r). We thus
see that fi1 . . . fip is a correlation function of the “random variables” σfi1 ,...,σfip . (In this formula and
the following we omit for simplicity of notations any explicit reference to the coarse-graining length `.) The
cumulants of the variables f1(x + r), . . . , fn(x + r) for space-averaging with respect to the density G`(r) on
r, denoted by
τ(fi1 , . . . , fip) = 〈(σfi1) . . . (σfip)〉c, (B2)
are defined as follows:
f¯1 = τ(f1)
f1f2 = τ(f1, f2) + f¯1f¯2
f1f2f3 = τ(f1, f2, f3) + f¯1τ(f2, f3) + f¯2τ(f1, f3) + f¯3τ(f1, f2) + f¯1f¯2f¯3
and, iteratively,
f1 . . . fn =
∑
I∈P
p∏
j=1
τ(f
i
(j)
1
, . . . , f
i
(j)
nj
) (B3)
where the sum is over the set P of all partitions I = {i(1)1 , . . . , i(1)n1 }, . . . , {i(p)1 , . . . , i(p)np } of the set {1, 2, ..., n}
with
∑p
j=1 nj = n. We thus see that
f1 . . . fn = τ(f1, . . . , fn) + terms defined by lower-order cumulant functions (B4)
so that one may solve successively to obtain
τ(f1) = f¯1, τ(f1, f2) = f1f2 − f¯1f¯2,
τ(f1, f2, f3) = f1f2f3 − f¯1f2f3 − f¯2f1f3 − f¯3f1f2 + 2f¯1f¯2f¯3, etc.
These cumulants are called “generalized central moments” in fluid turbulence literature (Germano 1992) and
“connected correlation functions” in statistical physics and quantum field theory (Huang 1987).
A very important fact is that the cumulants of the shift fields can be re-expressed as cumulants of the
difference fields:
δrfi(x) = σrfi(x)− fi(x). (B5)
The precise statement is as follows:
Proposition 1 The connected correlation functions of δfi and σfi are related for p = 1 by
τ(fi) = f¯i = fi + 〈δfi〉. (B6)
and for p > 1 are equal
τ(fi1 , · · · , fip) = 〈δfi1 . . . δfip〉c (B7)
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Concrete examples are for p = 2
τ(fi, fj) = 〈δfiδfj〉 − 〈δfi〉〈δfj〉, (B8)
and for p = 3
τ(fi, fj , fk) = 〈δfiδfjδfk〉 − 〈δfiδfj〉〈δfk〉
−〈δfiδfk〉〈δfj〉 − 〈δfjδfk〉〈δfi〉 + 2〈δfi〉〈δfj〉〈δfk〉.
Constantin et al. (1994) gave a concise proof of Onsager’s theorem on dissipative anomaly for turbulent
Euler solutions using the formula for p = 2, which our proposition generalizes to all p-th order cumulants.
The result follows from the shift invariance of the cumulants, that is, the fact that the cumulants of the
“random” variables σrfi(x) = fi(x + r) do not change under a “non-random” (i.e. r-independent) shift
by −fi(x). Because this property plays a fundamental role in our calculations we give, for completeness, a
standard proof using a method of generating functions.
The generating function for correlation functions of shifted fields is
Zσ(α) = 〈exp(
∑
i∈I
αi σfi)〉. (B9)
In fact, it is easy to check that
(fi1 . . . fip) =
∂p
∂αi1 . . . ∂αip
Zσ(α)|α=0 (B10)
The cumulants are generated by the logarithm of that function Wσ(α) = lnZσ(α), i.e.
τ(fi1 . . . fip) =
∂p
∂αi1 . . . ∂αip
Wσ(α)|α=0. (B11)
This is the so-called linked cluster-theorem. See Huang (1987), section 10.1. The correlation functions of the
increments 〈δfi1 . . . δfip〉 are likewise generated by the function
Zδ(α) = 〈exp(
∑
i∈I
αi δfi)〉, (B12)
and the connected correlation functions by the function W δ(α) = lnZδ(α), i.e.
〈(δfi1) . . . (δfip)〉c =
∂p
∂αi1 . . . ∂αip
W δ(α)|α=0, (B13)
again by the linked-cluster theorem. Now comes the key observation: since fi(x) does not depend on r, it
can be taken outside the average 〈.〉. Thus, using δfi = σfi − fi,
Zδ(α) = 〈exp(
∑
i∈I
αi δfi)〉,= 〈exp(
∑
i∈I
αi σfi)〉 exp(−
∑
i∈I
αifi) = Z
σ(α) exp(−
∑
i∈I
αifi)
Taking the logarithm of both sides then gives
W δ(α) = Wσ(α)−
∑
i∈I
αifi (B14)
The Proposition 1 then follows by multiple differentiations with respect to α.
A further property of the cumulants implied by their shift-invariance is a simple transformation law under
space-translations. We illustrate this property by the following expression for the space-translated 2nd-order
cumulant:
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τ(fi, fj)(x + a, t) =
∫
ddr Ga,`(r)δfi(r, t)δfj(r, t)
−
∫
ddr Ga,`(r)δfi(r, t)
∫
ddr′Ga,`(r′)δfj(r′, t) (B15)
with kernel Ga,` centered at point a :
Ga,`(r) = `
−dG(
r− a
`
). (B16)
The general fact is that such expressions for translated cumulants are identical to the corresponding ex-
pressions for untranslated cumulants in terms of increments, except that the average with respect to G` is
replaced by average with respect to Ga,`. To establish this fact, first note
τ(fi, fj)(x + a) =
∫
ddr G`(r)[fi(x + a + r)− fi(x + a)][fj(x + a + r)− fj(x + a)]
−
∫
ddr G`(r)[fi(x + a + r)− fi(x + a)]
∫
ddr′ G`(r′)[fj(x + a + r′)− fj(x + a)]
Making the change of variables r + a→ r, r′ + a→ r′, gives
τ(fi, fj)(x + a) =
∫
ddr Ga,`(r)[δfi(r; x)− δfi(a; x)][δfj(r; x)− δfj(a; x)]
−
∫
ddr Ga,`(r)[δfi(r; x)− δfi(a; x)]
∫
ddr′ Ga,`(r′)[δfj(r′; x)− δfj(a; x)],
where use was made of the fact that
u(x + r)− u(x + a) = [u(x + r)− u(x)]− [u(x + a)− u(x)] = δu(r; x)− δu(a; x). (B17)
However, δu(a; x) does not depend upon r and is thus a “constant” with respect to the average over r with
density Ga,`(r). Since cumulants are invariant to shifts of the random variables by constants, this yields the
formula (B15). The same argument obviously works also for all p > 2.
An important consequence of (B15) is that all space-derivatives of the cumulants with respect to x can
be shifted to space-derivatives of the filter kernels G`(r)with respect to r. For example,
∂kτ(fi, fj) = −1
`
{∫
ddr(∂kG)`(r)δfi(r)δfj(r)
−
∫
ddr(∂kG)`(r)δfi(r)
∫
ddr′G`(r′)δfj(r′)
−
∫
ddrG`(r)δfi(r)
∫
ddr′(∂kG)`(r′)δfj(r′)
}
.
follows by differentiating both sides of (B15) with respect to a and then setting a = 0. The same argument
taking two derivatives with respect to a yields formula (4.55).
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