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CURVE SHORTENING FLOW ON SINGULAR RIEMANN
SURFACES
NIKOLAOS ROIDOS AND ANDREAS SAVAS-HALILAJ
Abstract. In this paper, we study curve shortening flow on Riemann
surfaces with singular metrics. It turns out that this flow is governed by
a degenerate quasilinear parabolic equation. Under natural geometric
assumptions, we prove short-time existence, uniqueness, and regularity
of the flow. We also show that the evolving curves stay fixed at the
singular points of the surface and prove some collapsing and convergence
results.
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1. Introduction
Manifolds with singularities, corners, or edges have received much attention
in the last decades. Besides their own interest, such spaces often arise as
singularity models for many geometric evolution equations. In this paper we
consider surfaces endowed with degenerate Riemannian metrics. A point p
will be called conformal conical point of order β if the under consideration
degenerate Riemannian metric has in complex coordinates representation of
the form
e2h|z − z(p)|2β |dz|2,
where for us h is an analytic function. If h is zero, the above singular metric
is flat and p is called conical.
The analysis and geometry of conical surfaces was investigated among others
by Finn [32], Huber [42], Cheeger [14], [15], [16], McOwen [49], Hulin and
Troyanov [74], [75], [76], [77], Bru¨ning and Seeley [11], [12], [13], Melrose
[50] and Schulze [68], [69].
The subject of this paper is the curve shortening flow on Riemann surfaces
with a metric with conformal conical singularities. There is a long history of
curve shortening flow for planar curves. The existence, regularity, and long-
time behavior of the curve shortening flow have been studied extensively
by Gage-Hamilton [34], Grayson [38], Angenent [7] and Huisken [44]. Later,
Grayson [39] and Gage [33], generalized the study of curvature flow of closed
curves in the plane to that in surfaces. In a series of papers, Angenent
developed a more general theory for parabolic equations for immersed curves
on smooth Riemann surfaces; see for example [5], [6], [7], [8], [9].
It turns out that the behavior of the curvature flow is quite different when
we consider singular Riemann surfaces. In this case, the flow is governed by
a degenerate partial differential equation. In particular, the curvature flow
for a closed curve in a Riemann surface with conformal conical singularities
reduces to the investigation of a degenerate nonlinear differential equation
in one space dimension of the form
wt − sα1(1− s)α1P (s,w,ws)wss = sα2(1− s)α2Q(s,w,ws),
where α1, α2 ∈ R, s ∈ [0, 1] and P , Q are appropriate functions with P being
positive. There have been a lot of research for such evolution equations but,
to the best of our knowledge, most of the results ensure only generalized
(e.g., weak, mild, strong, viscosity) solutions, rather than classical ones; see
for example [17], [26], [30], [36], [35], [37], [47], [78] and [79].
It is important to mention that the higher dimensional and codimensional
mean curvature flow in singular manifolds is much more complicated since
the corresponding PDEs involves more irregular terms.
The main goal of this paper is to prove the following theorem.
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Theorem A. Let (Σ, g) be a Riemann surface where g is a singular metric
with conformal conical points {p1, . . . , pn} of orders −1 < β1 ≤ · · · ≤ βn < 0,
respectively. Let γ : S1 → Σ be a closed immersed curve passing through the
singular points {p1, . . . , pn}. Then, there exists a unique classical solution
Γ : S1 × [0, Tmax)→ Σ of the equation

∂tΓ (s, t) = kg(s, t), (s, t) ∈ S1 × (0, Tmax),
Γ (s, 0) = γ(s), s ∈ S1,
(1.1)
where 0 < Tmax ≤ ∞ and kg is the geodesic curvature of the evolved curve,
satisfying:
(a) The solution Γ of the flow (1.1) is continuous in S1 × [0, Tmax) and
smooth in
(
S
1\{s1, . . . , sn}
) × (0, Tmax), where sj satisfy γ(sj) = pj ,
j ∈ {1, . . . , n}.
(b) The solution stays fixed at the singular points, i.e., Γ (sj, t) = pj for any
time t ∈ [0, Tmax).
Let us point out here that although we start with a smooth curve, the
evolving curves might be piecewise smooth at the tips. In fact, we prove
the above theorem by evolving separately each piece of the curve joining
two singular points. So we may assume from the beginning that the curve
is piecewise smooth at the singular points. In the last section of the paper,
we describe how the forming angles at the singular points evolve in time.
Moreover, we obtain the following result which describes the asymptotic
behavior of the geodesic curvature close to the singular points.
Theorem B. Let (Σ, g) be a singular Riemann surface with conical points
{p1, . . . , pn} of orders −1 < β1 ≤ · · · ≤ βn < 0, respectively. Suppose that
γ : S1 → Σ is a closed immersed curve passing through the singular points
{p1, . . . , pn}. Then, for each ε > 0 there exists a time Tε ∈ (0, Tmax) such
that for the solution Γ of (1.1) on [0, Tε), close to pj , j ∈ {1, . . . , n}, we
have the pointwise estimate
|kg| ≤ cjsmin{−βj ,1+βj}−ε,
for some constant cj ≥ 0 depending only on ε and Tε.
Remark 1.1. To prove Theorem A and Theorem B we write the evolving
curves for a short time as a graph over the initial curve; see equation (2.1).
Following Huisken and Polden [43], we express the geodesic curvature in
terms of the height function; see equation (2.6). Then the equation (1.1) is
equivalent with the scalar degenerate parabolic differential equation (6.1)-
(6.2). The proof of Theorem A is based on maximal Lq-regularity theory for
quasilinear parabolic equations in combination with H∞-calculus results for
cone differential operators, see Sections 4 and 5 for details. For the precise
regularity and asymptotic behavior of the solution of (6.1)-(6.2) we refer
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to Theorem 6.4 and Corollary 6.5. From there we obtain the asymptotic
behavior of the geodesic curvature in Theorem B.
Due to a deep result of Grayson [39] a closed embedded curve in a compact
Riemann surface must either shrink to a round point in finite time or else it
converges to a simple geodesic in infinite time. In the case of planar curves
the maximal time of solution can be explicitly computed in terms of the
enclosed area A(0) of the initial curve, i.e.,
Tmax = A(0)/2π.
So it is natural to ask if we can estimate the maximal time of the solution and
detect the final shape of a curve moving by the degenerate curve shortening
flow. In this direction we derive the following partial result.
Theorem C. Let γ : [0, 1] → (C, g = |z|2β |dz|2) be a regular curve passing
through the origin O of C with exterior angle α at O. Then:
(a) The maximal time of solution Tmax of the degenerate curvature flow is
finite.
(b) Convexity is preserved under the degenerate curve shortening flow.
(c) The enclosed areas A(t) of the evolved curves decreases in time along
the flow. In particular, A satisfy the equation
A′(t) = −π − (1 + β)(π − α(t)),
for any t < Tmax. If, additionally, the enclosed areas tends to zero and
the exterior angle stays constant along the flow, then the maximal time
of solution is
Tmax =
A(0)
π + (1 + β)(π − α) .
Finally, we derive an analogue of Grayson’s Theorem [39] in the case where
the curve is not passing through any singular point.
Theorem D. Suppose (Σ, g) is a compact Riemann surface with conical
singularities {p1, . . . , pn}, with each singularity being of order less or equal
than −1. If γ : S1 → Σ̂ = Σ\{p1, . . . , pn} is an embedded smooth curve, then
the curvature flow either collapse to a non-singular point in finite time or
else converge to a simple closed geodesic of Σ̂ as time tends to infinity.
The paper is structured as follows: In Section 2, we set up the notation
and investigate the geometry of singular compact surfaces and the geodesics
around conical singularities. In Section 3, we present a variant of the Gauss-
Bonnet formula for singular Riemann surfaces with boundary. In Section 4,
we discuss sectorial operators and basic facts about maximal regularity for
parabolic equations. Section 5 is devoted to conical differential operators.
Mellin-Sobolev spaces are introduced and their properties are presented. In
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Section 6, we derive the short-time existence, uniqueness, and regularity of
the degenerate curve shortening flow. In Section 7, we prove that various
geometric properties like convexity are preserved during the flow. In Section
8, we prove our main results.
2. Curves on Riemann surfaces with singular metrics
In this section, we set up the notation and review some basic facts about
singular metrics on surfaces following the exposition in [45], [74] and [75].
2.1. Geometry of singular surfaces. Let Σ be a Riemann surface and
{p1, . . . , pn} distinguished points on Σ. Suppose that g is a conformal metric
on Σ, defined away from {p1, . . . , pn}, such that around each point pℓ there
exists a non-singular conformal map zℓ : Uℓ → C defined in a neighborhood
Uℓ of pℓ such that zℓ(pℓ) = 0 and
g = e2hℓ |zℓ|2βℓ |dzℓ|2.
Here hℓ : Uℓ → R is considered analytic. We will often denote the euclidean
metric by 〈· , ·〉 and g by 〈· , ·〉g. Notice that the definition of singularity is
independent of the choice of the (conformal) coordinate system. The point
pℓ will be called singular point of order βℓ. The Gaussian curvature Kg of
the metric g near a singular point pℓ of order βℓ is given by
Kg = −
∆ log
(|z|2βℓe2hℓ)
2|z|2βℓe2hℓ = −|z|
−2βℓe−2hℓ∆hℓ,
where ∆ stands for the Laplacian with respect to the euclidean metric. If
hj ≡ 0, the point pj will be called conical singular point.
Example 2.1. On every oriented surface Σ there are plenty of such singular
metrics. For instance, let g1 be a Riemannian metric on Σ and f : Σ → C
a meromorphic function. Then,
g2 = |f | g1
is a singular Riemannian metric with the singular points being the zeroes
and the poles of f .
2.2. Curves on singular surfaces. Let Σ be a Riemann surface equipped
with a conformal conical metric g and singular points {p1, . . . , pn}. The Levi-
Civita connection associated with g on the tangent bundle of Σ\{p1, . . . , pn}
will be denoted by ∇.
Let I be an interval (open or closed) of R and let γ : I → (Σ, g) be a
smooth immersed curve passing through singular points of the surface, that
is the differential of γ is nowhere zero. For such a given curve, away from
the singular points, we write τg and ξg for its unit tangent and unit normal
vectors, respectively. We shall always assume that {τg, ξg} forms a positively
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oriented basis of Σ. The geodesic curvature vector kg and the scalar geodesic
curvature kg of γ are given by the formulas
kg = ∇τgτg and kg = kg ξg,
respectively.
In the following lemma we compute the geodesic curvature vector kg of a
regular curve γ passing through a singular point.
Lemma 2.2. The geodesic curvature vector kg of a smooth immersed curve
γ : I → U ⊂ C passing through a singular point pℓ ∈ Σ of order βℓ, in a
chart around pℓ, is given by the formula
kg = |γ|−2βℓe−2hℓ
(
k − βℓ〈γ, ξ〉|γ|−2 − 〈Dhℓ, ξ〉
)
ξ,
where ξ is the unit normal of γ with respect to the euclidean metric of C.
Proof. Denote by D the usual connection of R2. Then, from the formula
relating the connections of conformally related metrics (see for example [22,
pp. 181-182]), we have
∇vw − Dvw
=
1
2r2βℓe2hℓ
(
v(r2βℓe2hℓ)w + w(r2βℓe2hℓ)v − 〈v,w〉D(r2βℓe2hℓ))
= βℓr
−1(v(r)w + w(r)v − 〈v,w〉Dr)
+v(hℓ)w + w(hℓ)v − 〈v,w〉Dhℓ,
for any vectors v,w, where r is the euclidean distance from the origin. The
unit tangent τg and the unit normal ξg along γ with respect to g are related
with the corresponding τ and ξ along γ with respect to the euclidean metric
by the formulas
τg = |γ|−βℓe−hjτ and ξg = |γ|−βℓe−hℓ ξ.
Hence, the geodesic curvature kg of γ with respect to g is given by
kg = 〈∇τgτg, ξg〉gξg
= |γ|−2βℓe−2hℓ〈∇ττ, ξ〉ξ
= |γ|−2βℓe−2hℓ(k − βj〈γ, ξ〉|γ|−2 − 〈Dhℓ, ξ〉)ξ
and this completes the proof. 
Let us denote by ̺ : I ⊂ R→ R the function given by
̺ =
〈γ, ξ〉
|γ|2 .
Groh, Schwarz, Smoczyk and Zehmisch observed in [40, Lemma 3.3] that ̺
is well defined for any regular curve passing through the origin. In order to
make the paper self-contained let us include the proof.
CURVE SHORTENING FLOW 7
Lemma 2.3. Let γ : I → C be a smooth curve passing through the origin.
Then, ̺ can be smoothly extended everywhere. In particular,
lim
s→0
̺(s) = −k(0)
2
,
where k(0) is the curvature of the curve γ at the origin.
Proof. Consider cartesian coordinates for C such that at the origin the x-
axis is tangent to our curve. Then, locally, we can express the curve as a
graph over the x-axis. Without loss of generality we may assume that after
a reparameterization the curve is locally given as the graph of a smooth
function y : (−ε, ε)→ R with y(0) = y′(0) = 0, ε > 0. In the case where y is
identically zero, then ̺ vanishes. So let us suppose that y is non identically
zero. Since y is smooth, it can be written in the form y(s) = s2u(s), where
u is again a smooth function. For s 6= 0, we have
̺(s) =
〈γ(s), ξ(s)〉
|γ(s)|2 =
−sy′(s) + y(s)
(s2 + y2(s))
√
1 + (y′(s))2
.
Consequently,
̺(s) =
−u(s)− su′(s)
(1 + s2u2(s))
√
1 + (y′(s))2
.
Clearly, the function ̺ is well defined for all values of s ∈ (−ε, ε). Moreover,
one can easily see that
lim
s→0
̺(s) = −u(0) = −y′′(0)/2 = −k(0)/2.
This proves the lemma. 
Since we are interested in evolution of curves in the direction of their geodesic
curvature vector, we would like to regard the curvature as a differential
operator and investigate its type. For this reason, let us consider the space
Ω(Σ) of all smooth immersed closed curves in Σ. Let γ ∈ Ω(Σ) be such
a curve with parametrization γ : S1 → Σ. This parametrization can be
extended to an immersion F : S1 × (−ε, ε)→ Σ, for some ε > 0, where
F (·, 0) = γ(·).
Indeed, because of compactness of the set γ(S1), there exists a finite covering
{U1, . . . , Um} of γ(S1) by coordinate charts of Σ. For any ℓ ∈ {1, . . . ,m}
there exists εℓ > 0 such that the graph
Fℓ(s, t) = γℓ(s) + tξℓ(s), (s, t) ∈ S1 × (−ε, ε),
is an immersion, where γℓ is the representation of γ in the chart Uℓ and ξℓ
is the unit normal of γℓ with respect to the euclidean metric of the chart.
The map F is produced by taking
ε = min{ε1, . . . , εm}
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and by gluing together all the graphs F1, . . . , Fm. It is clear now that any
immersed curve σ which is Ck-close to γ can be parametrized in the form
σ(s) = F (s,w(s)),
where w ∈ Ck(S1). According the above mentioned considerations, we may
represent any curve σ which is sufficiently close to γ as the global graph of
a function w over γ.
Lemma 2.4. The scalar geodesic curvature of curves in a singular Riemann
surface is a degenerate quasilinear differential operator.
Proof. We have to investigate only the case of smooth curves passing through
singular points. Let γ : [−δ, δ] → Σ, δ > 0, be an immersed, C2-smooth
up to the boundary, curve passing through a singular point of order β. For
simplicity let us assume that the singular metric of Σ is represented locally
around the singular point in the form
g = e2h|z|2β |dz|2.
and that γ(0) = 0. Consider now a variation σ the curve γ given by
σ = γ +wξ, (2.1)
where w : [−δ, δ] → R is a C2-smooth up to the boundary function and ξ
is the unit normal of γ with respect to the euclidean metric of the chart.
We may assume that γ is parametrized by arc-length and that |kw| < 1/2.
Using the Serret-Frenet formulas we deduce that
σs = (1− kw)γs + ws ξ. (2.2)
Hence, the unit tangent τσ and the unit normal vector ξσ along σ, with
respect to the euclidean metric, are given by the formulas
τσ =
1− kw√
(1− kw)2 + w2s
γs +
ws√
(1− kw)2 + w2s
ξ, (2.3)
ξσ =
−ws√
(1− kw)2 + w2s
γs +
1− kw√
(1− kw)2 + w2s
ξ, (2.4)
respectively. By a straightforward computation we obtain that the curvature
kσ of σ is given by
kσ =
1− kw(
(1− kw)2 + w2s
)3/2 wss + 2kw2s + kswsw + k(1− kw)2(
(1− kw)2 + w2s
)3/2 ,
where k is the curvature of γ. On the other hand
ξ =
ws√
(1− kw)2 + w2s
τσ +
1− kw√
(1− kw)2 + w2s
ξσ. (2.5)
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Moreover,
̺σ =
〈σ, ξσ〉
|σ|2 =
〈γ + wξ,−wsγs + (1− kw)ξ〉
|γ + wξ|2√(1− kw)2 + w2s
=
−ws〈γ, γs〉+ (1− kw)〈γ, ξ〉 +w(1 − kw)
|γ + wξ|2√(1− kw)2 + w2s .
From Lemma 2.2, the geodesic curvature of σ is given by the formula
kg(w) = |γ + wξ|−βe−h(γ+wξ) 1− kw(
(1− kw)2 + w2s
)3/2 wss (2.6)
+ |γ + wξ|−βe−h(γ+wξ) 2kw
2
s + kswsw + k(1− kw)2(
(1− kw)2 + w2s
)3/2
− |γ + wξ|−βe−h(γ+wξ)β −ws〈γ, γs〉+ (1− kw)〈γ, ξ〉 + w(1− kw)
|γ + wξ|2((1− kw)2 + w2s)1/2
+ |γ + wξ|−βe−h(γ+wξ)ws〈Dh|γ+wξ, γs〉 − (1− kw)〈Dh|γ+wξ , ξ〉(
(1− kw)2 + w2s
)1/2 .
Observe that if w is of the form w = su, then the coefficient of the leading
term vanishes if β < 0 or explodes if β > 0. Consequently, the operator is
degenerate quasilinear. 
For later use, let us explain in the following lemma the structure of geodesic
curves in neighborhoods around conical singular points.
Lemma 2.5. Consider the euclidean space C endowed with the singular
metric gβ = |z|2β |dz|2. In polar coordinates (r, ϕ) the metric takes the form
gβ = r
2βdr2 + r2β+2dϕ2.
Moreover, straight lines emanating from the origin of C are geodesics. In
addition:
(A) If β 6= −1, then the geodesic curves are given in polar coordinates by
the formula
rβ+1 cos
(
(β + 1)ϕ−m2
)
= mβ+11 ,
where m1 and m2 are real numbers, with m1 being positive.
(B) If β = −1, then the geodesic curves are either circles centered at the
origin or spirals. In polar coordinates, they are represented by the for-
mula
r = m1e
m2ϕ
where m1 and m2 are real numbers, with m1 being positive.
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Proof. We can represent, at least locally and away from the origin, our curve
in polar coordinates, i.e. we may write
γ(ϕ) =
(
r(ϕ) cosϕ, r(ϕ) sinϕ
)
.
By a straightforward computation we see that the curvature of γ with respect
to the euclidean metric and the function ρ are given by the expressions
k =
−rrϕϕ + 2r2ϕ + r2(
r2 + r2ϕ)
3/2
and ρ = − 1
(r2 + r2ϕ)
1/2
.
Consequently, γ is a geodesic of gβ if and only if the distance function r
satisfies the ODE
rrϕϕ − (β + 2)r2ϕ − (β + 1)r2 = 0. (2.7)
Note that (2.7) is invariant under dilations. Setting rϕ = rw(r), then (2.7)
reduces to
rwwr = (β + 1)(w
2 + 1). (2.8)
Case A: Let us suppose that β + 1 is non-zero. By integration we obtain
that
w2 = (r/m1)
2β+2 − 1,
where m1 is a positive constant. Consequently,
r2ϕ = r
2
(
(r/m1)
2β+2 − 1
)
.
By another integration we see that the solution is of the form
rβ+1 cos
(
(β + 1)ϕ−m2
)
= mβ+11 ,
where m2 is another real constant. It is clear that
|(β + 1)ϕ −m2| < π
2
.
It is not difficult to see that any such geodesic is convex and is produced by
rotating and dilating around the origin the curve
rβ+1 cos
(
(β + 1)ϕ
)
= 1.
(a) If |β+1| ≥ 1/2, i.e., if β ∈ (−∞,−3/2]∪ [−1/2,+∞), then the function
r changes monotony only once. In particular, such a curve is contained
in the sector prescribed by the lines
ϑ± = ± π
2(β + 1)
,
that is in a sector of total opening angle
ϑ =
π
|β + 1| ≤ 2π.
Observe that if β > 0, then the corresponding geodesics are convex
(with respect to the euclidean metric) and they do not contain the origin
within its convex hull and min r = m1. For values of β in the interval β ∈
[−1/2, 0), the corresponding geodesics are again convex, they contain the
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origin within its convex hull and min r = m1. Finally, in the case where
β ∈ (−2,−3/2], the curves are not convex and for β ≤ −2 they are. In
both latter cases, max r = m1 (see Fig. 4 and 1).
x
y
β ≤ −3
2
Figure 1. Geodesic curves for β ∈ (−∞,−3/2].
x
y −3
2
< β < −1
Figure 2. Geodesic curves for β ∈ (−3/2,−1).
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x
y −1 < β < −1
2
Figure 3. Geodesic curves for β ∈ (−1,−1/2).
x
β > 0−1
2
≤ β < 0
y
Figure 4. Geodesic curves for β ∈ [−1/2,+∞).
(b) Let us discuss now the case where β ∈ (−3/2,−1)∪ (−1,−1/2). In both
cases, the geodesics have self-intersections. If β ∈ (−3/2,−1), then the
curves are closing while in the case where β ∈ (−1,−1/2) the geodesic
curves are open (see Fig. 3).
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Case B: If β = −1, then (2.8) becomes rwwr = 0 and so r = m1em2ϕ,
where m1 and m2 are constants, with m1 positive. Hence, the geodesics are
either circles with center at the origin or spirals (see Fig. 5).
x
y
β = −1
γ1
γ2
γ3
Figure 5. Geodesic curves for β = −1.
This completes the proof. 
Remark 2.6. Let us consider polar coordinates (r, t) in C and let us fix
a real nonzero number θ. Denote by ∼ the equivalence relation given by
(r1, t1) ∼ (r2, t2) if and only if r1 = r2 and t1 − t2 ∈ θZ. The quotient space
Vθ = C/ ∼
is called the cone of total opening angle θ. The justification for the name total
opening angle comes from the observation that in the case where 0 < θ < 2π,
the cone Vθ is exactly the standard cone in R
3 which is made by gluing
together the edges of a sector of angle θ in R2; see Fig. 6.
It turns out that if β + 1 > 0, the singular Riemann surface (C, gβ) is
isometric to the cone V2π(β+1) equipped with the metric g = dr
2 + r2dt2.
The desired isometry is prescribed by the map given by
x = (β + 1)
1
β+1 r
1
β+1 cos
(
t
β + 1
)
,
y = (β + 1)
1
β+1 r
1
β+1 sin
(
t
β + 1
)
.
Replacing the coordinate z of C by ζ = 1/z, one also sees that if β + 1 < 0,
then a punctured neighborhood of 0 is a conical end with total opening
angle θ = −2π(β +1). Finally, let us mention that the case β = −1 is more
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x
y
θ
identify
Figure 6. The cone Vθ.
complicated and striking geometric phenomena appears. For more details
see [45] and [75].
Remark 2.7. According to Lemma 2.2, the geodesic curvature of a curve
γ passing through the origin of (C, gβ) is given by the formula
kg = |γ|−β
(
k − β̺).
There are plenty of embedded loops through the origin that are convex. For
example, consider the tear drop curve (see Fig. 7) γ : [0, 2π]→ C given by
γ(s) =
1
1 + cos2(s)
(− sin(s), sin(s) cos(s)).
As can be easily computed, k = 3|γ| = −3̺. Consequently,
x
y
Figure 7. Tear drop curve
kg = |γ|1−β(β + 3).
Hence, for any β ∈ (−3, 0), the above curve is convex.
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Remark 2.8. Let us point out the relation between the geodesics of the
metric gm+1, for m ∈ N, with Lawson’s minimal Lagrangian catenoids in
C
m; for further details in equivariant Lagrangian mean curvature flow see
[31], [40], [41], [65] and [81].
3. A Gauss-Bonnet formula
The next theorem is a variant of the Gauss-Bonnet formula in the case of
Riemann surfaces with conformal conical singularities. In the proof we will
need the following elementary lemma. For reader’s convenience we include
a proof.
Lemma 3.1. Let O be the vertex of a curvilinear triangle R in the plane
generated by smooth regular curves. Then, the following formula holds true
lim
ε→0
length(R ∩ ∂BO(ε))
ε
= α,
where BO(ε) is the ball of radius ε centered at the point O and α the angle
of the triangle.
Proof. It suffices to prove the lemma in the special case where O is the
origin of R2, the first triangle side is the x-axis and the second side is a
curve which, close to the origin, can be represented in the form x = y2u(y),
where u : (−δ, δ) → R is smooth and positive for y > 0. Note that in this
case, the angle of the triangle at the vertex O is π/2 (see Fig. 8).
x
y
O O
BO(ε)R
Figure 8. Curvilinear triangle
Let us parametrize the circle of radius ε centered at the origin by the map
γε : [0, 2π] → R given by γε(t) = ε(cos t, sin t). For sufficiently small values
of ε, the circle intersects the triangle only at two points; the x-axis for t = 0
and the y-axis for t = tε > 0, where tε is the unique solution of
cos(tε) = ε sin
2(tε)u(ε sin tε).
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Passing to the limit as ε tends to zero, we see that cos(tε) → 0 as ε tends
to zero. Consequently,
lim
ε→0
length(R ∩ ∂BO(ε))
ε
= lim
ε→0
1
ε
∫
γε
ds = lim
ε→0
∫ tε
0
dt =
π
2
.
This completes the proof. 
We give now the proof of the Gauss-Bonnet formula, following closely ideas
of Troyanov [74, Proposition 1].
Theorem 3.2. Let Σ be a Riemann surface equipped with a metric g with
conformal conical singularities and let S be a compact region of Σ containing
singular points {p1, . . . , pn} with corresponding orders β1, . . . , βn and such
that the first m points belong to ∂S. Assume further that the boundary ∂S
is a simple regular curve up to the singular points of the surface. Then the
following formula holds true:
1
2π
∫
S
Kg +
1
2π
∫
∂S
kg = χ(S) +
1
2π
m∑
j=1
(π − αj)βj +
n∑
j=m+1
βj − 1
2π
m∑
j=1
αj ,
where here χ(S) stands for the topological Euler characteristic of S and
{α1, . . . , αm} are the exterior angles of ∂S at the vertices {p1, . . . , pm}.
Proof. Consider a smooth conformal Riemannian metric g˜ on Σ. Then there
exists a smooth function v away from the singular points of the surface such
that
g = e2vg˜.
Moreover, in a conformal coordinate system around a singular point pℓ of
order βℓ, the function v has the form
v = βℓ log |z|+ hℓ,
where hℓ is smooth. The Gaussian curvatures Kg and Kg˜ of the metrics g
and g˜, respectively, are related by the formula
Kg = e
−2v(Kg˜ −∆g˜v)
where here ∆g˜ is the Laplacian operator with respect to g˜. Moreover, the
area elements dAg and dAg˜, the length elements of curves dsg and dsg˜ and
the gradients Dg and Dg˜ are related by the expressions
dAg = e
2vdAg˜, dsg = e
vdsg˜ and D
g = e−2vDg˜.
Hence,
KgdAg = Kg˜dAg˜ − (∆g˜v)dAg˜.
Moreover, as in Lemma 2.2, we obtain that the geodesic curvatures kg and
kg˜ are related by the formula
kgdsg = kg˜dsg˜ − 〈Dg˜v, η〉g˜dsg˜,
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where η is the unit inward pointing normal of ∂S with respect to g˜. Hence,
1
2π
∫
S
KgdAg +
1
2π
∫
∂S
kgdsg =
1
2π
∫
S
Kg˜dAg˜ +
1
2π
∫
∂S
kg˜dsg˜
− 1
2π
∫
S
∆g˜vdAg˜ − 1
2π
∫
∂S
〈Dg˜v, η〉g˜dsg˜.
From the standard Gauss-Bonnet formula we deduce that
1
2π
∫
S
KgdAg +
1
2π
∫
∂S
kgdsg = χ(S)− 1
2π
m∑
j=1
αj
− 1
2π
∫
S
∆g˜vdAg˜ − 1
2π
∫
∂S
〈Dg˜v, η〉g˜dsg˜. (3.1)
For any j ∈ {1, . . . , n}, let Bj(ε) be the euclidean disk of radius ε around
the singular point pj. Set
Sε = S\ ∪nj=1 Bj(ε).
Observe now that the boundary ∂Sε is the union of the following three parts
M1(ε) = ∂S\ ∪mj=1 Bj(ε),
M2(ε) = ∂
(
S ∩ ∪mj=1∂Bj(ε)
)
,
M3(ε) = ∪nj=m+1∂Bj(ε).
α1
α2
α4
α3
p5
p2
p1
p3
p4
M3(ε)
M2(ε)
M1(ε)
Figure 9. The sets M1(ε), M2(ε), M3(ε)
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By Green’s Theorem we obtain that∫
Sε
∆g˜vdAg˜ +
∫
∂S
〈Dg˜v, η〉g˜dsg˜
= −
∫
M1(ε)
〈Dg˜v, η〉g˜dsg˜ −
∫
M2(ε)
〈Dg˜v, η〉g˜dsg˜ −
∫
M3(ε)
〈Dg˜v, η〉g˜dsg˜
+
∫
∂S
〈Dg˜v, η〉g˜dsg˜.
Note that the minus sign is due to the fact that we use inward pointing
normals for the boundary curves. Note that
lim
ε→0
∫
M1(ε)
〈Dg˜v, η〉g˜dsg˜ =
∫
∂S
〈Dg˜v, η〉g˜dsg˜.
Moreover, along the arcs of the discs Bj(ε), j ∈ {1, . . . ,m}, we have that
〈Dg˜v, η〉g˜dsg˜ = βj
ε
ds + 〈Dhj , ξ〉ds,
where ds the length element with respect to the euclidean metric and ξ is
the (euclidean) unit normal of ∂Bj(ε). Because hj is smooth, the term |Dhj |
is uniformly bounded. Integrating, passing to the limit as ε tends to zero
and using Lemma 3.1, we deduce that∫
S
∆g˜vdAg˜ +
∫
∂S
〈Dg˜v, η〉g˜dsg˜
= −
m∑
j=1
βj(π − αj)− 2π
n∑
j=m+1
βj .
Plugging the last equality to (3.1), we obtain the desired formula. 
4. Functional analytic methods for parabolic problems
As we will see the curve shortening flow on singular Riemann surfaces is a
quasilinear parabolic problem whose linearized term is a degenerate operator
and at the same time the reaction term blows up. In order to overcome these
problems, we employ Lq-regularity theory for such equations. In order to
make the paper self-contained, let us review some basic facts about maximal
Lq-regularity theory of linear and quasilinear parabolic problems. We follow
closely the exposition in [1], [23], [58] and [60].
4.1. Sectorial operators and functional calculus. Here we will briefly
discuss the class of sectorial operators defined in Banach spaces and recall
certain functional analytic properties of these operators, that are deeply
related to the solvability of the associated linear and quasilinear differential
equations. In the rest of the paper we will always assume that X1 and X0
are complex Banach spaces and that X1 is densely and continuously injected
in X0.
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Definition 4.1 (Sectorial operators). Let P(K, θ), θ ∈ [0, π), K ≥ 1, be the
class of all closed densely defined linear operators A in X0 such that
Sθ =
{
λ ∈ C | | arg(λ)| ≤ θ} ∪ {0} ⊂ ρ(−A)
and
(1 + |λ|)‖(A + λ)−1‖L(X0) ≤ K
when λ ∈ Sθ. The elements in
P(θ) =
⋃
K≥1
P(K, θ)
are called (invertible) sectorial operators of angle θ.
Remark 4.2. The openness of the resolvent set implies
P(K, θ) ⊂ P(2K + 1, φ)
for some φ ∈ (θ, π); see see for example [1, Chapter III, (4.6.4)-(4.6.5)].
Thus, if A ∈ P(θ) we can always assume θ > 0.
We may replace the condition in Definition 4.1 on the boundedness of the
operator λ(A+ λ)−1 with Rademacher’s boundedness of λ(A+ λ)−1. Then,
we obtain the following stronger condition.
Definition 4.3 (R-sectorial operators). Denote by R(K, θ), θ ∈ [0, π), K ≥
1, the class of all operators A ∈ P(θ) in X0 such that for any choice of
λ1, . . . , λn ∈ Sθ\{0} and {x1, . . . , xn} ∈ X0, n ∈ N\{0}, we have∥∥∥ n∑
k=1
ǫkλk(A+ λk)
−1xk
∥∥∥
L2(0,1;X0)
≤ K
∥∥∥ n∑
k=1
ǫkxk
∥∥∥
L2(0,1;X0)
,
where here {ǫk}∞k=1 is the sequence of the Rademacher functions. Elements
in
R(θ) =
⋃
K≥1
R(K, θ)
are called R-sectorial operators of angle θ.
An very important property of sectorial operators is that they admit a holo-
morphic functional calculus, which is defined by the Dunford integral for-
mula; see for instance [23, Theorem 1.7]. More precisely, let θ ∈ (0, π),
A ∈ P(θ) and let H∞0 (θ) be the space of all bounded holomorphic functions
f : C\Sθ → C satisfying
|f(λ)| ≤ c
( |λ|
1 + |λ|2
)η
for any λ ∈ C\Sθ and some c, η > 0 depending on f . For any ρ ≥ 0 and
ϑ ∈ (0, π), consider the counterclockwise oriented path
Γρ,ϑ = {re−iϑ ∈ C | r ≥ ρ}
∪ {ρeiφ ∈ C |ϑ ≤ φ ≤ 2π − ϑ} ∪ {reiϑ ∈ C | r ≥ ρ}.
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For simplicity we denote Γ0,ϑ by Γϑ. Then any function f ∈ H∞0 (θ) defines
x
y
θ
θ
Γρ,θ
Figure 10. The path Γρ,θ.
an element f(−A) ∈ L(X0) given by
f(−A) = 1
2πi
∫
Γθ+ε0
f(λ)(A+ λ)−1dλ, (4.1)
where ε0 ∈ (0, π − θ) depends only on A and θ.
A typical example of the holomorphic functional calculus are the so called
complex powers. For Re(z) < 0 they are defined by
Az =
1
2πi
∫
Γρ,θ
(−λ)z(A+ λ)−1dλ, (4.2)
where ρ > 0 is sufficiently small.
The family of operators {Az}Re(z)<0 together with A0 = I is a strongly
continuous holomorphic semigroup on X0, see [1, Chapter III, Theorems
4.6.2 and 4.6.5]. Moreover, each operator Az, Re(z) < 0, is injection and
the complex powers for the positive real part A−z are defined by
A−z = (Az)−1
see for example [1, Chapter III, (4.6.12)].
By Cauchy’s theorem we can deform the path in (4.2) and define the imag-
inary powers Ait, t ∈ R\{0}, as the closure of the operator
Ait =
sin(iπt)
iπt
∫ +∞
0
sit(A+ s)−2Ads,
in D(A), see for instance [1, Chapter III, (4.6.21)]. For properties of the
complex powers of sectorial operators we refer to [1, Theorem III.4.6.5].
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Although the imaginary powers Ait, t ∈ R\{0}, of the operator A are in
general unbounded operators, the following well known property holds true:
Let A ∈ P(0) in X0 and assume that there exist numbers δ,M > 0 such that
Ait ∈ L(X0) and
‖Ait‖L(X0) ≤M
for any t ∈ (−δ, δ). Then, Ait ∈ L(X0) for all t ∈ R and there exist numbers
φ, M˜ > 0 such that
‖Ait‖L(X0) ≤ M˜eφ|t|,
for any t ∈ R.
Definition 4.4. If an operator A satisfies the above property, we say that
A has bounded imaginary powers and denote the space of such operators by
BIP(φ).
Let us conclude this section by recalling the following important property
for operators in the class P(θ), that is stronger than the boundedness of the
imaginary powers.
Definition 4.5 (Bounded H∞-calculus). We say that the linear operator
A ∈ P(θ), θ ∈ [0, π), has bounded H∞-calculus of angle θ, and we denote
by A ∈ H∞(θ), if there exists a constant C > 0 such that
‖f(−A)‖L(X0) ≤ C sup
λ∈C\Sθ
|f(λ)|
for any f ∈ H∞0 (θ).
Remark 4.6. Let us make some comments about the operator class BIP
and the class of UMD spaces:
(a) For each θ ∈ (0, π) and φ ∈ (π − θ, π), the following inclusion holds
H∞(θ) ⊂ BIP(φ).
(b) There is an abundance of Banach spaces which have the UMD property,
i.e. the property of unconditional martingale differences. For example,
Hilbert spaces, Lp spaces with p ∈ (1,∞), Sobolev spaces W s,p with
p ∈ (1,∞) and s ∈ R, and real (or even complex) interpolation spaces
(X1,X0)η,q, η ∈ (0, 1), q ∈ (1,∞),
of UMD spaces, and have this important property. For more details
in this direction see [46, Chapter 4]. In the case where the underlying
space X0 is UMD, then the following property holds true
BIP(φ) ⊂ R(π − φ).
For more details see [19, Theorem 4].
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4.2. Maximal Lq-regularity for parabolic equations. We will see in
this section how the notions of the previous section are deeply related to
the regularity theory of parabolic equations. Let us consider the following
abstract parabolic first order Cauchy problem
u′(t) +Au(t) = f(t), t ∈ (0, T ), (4.3)
u(0) = 0, (4.4)
where −A : D(A) = X1 → X0 is the infinitesimal generator of an analytic
semigroup on X0 and f ∈ Lq(0, T ;X0) where q ∈ (1,∞) and T > 0.
Definition 4.7. The operator A has maximal Lq-regularity if for any f ∈
Lq(0, T ;X0) there exists a unique
u ∈W 1,q(0, T ;X0) ∩ Lq(0, T ;X1)
solving the problem (4.3)-(4.4).
Remark 4.8. Recall the following embedding of the maximal Lq-regularity
space, namely
W 1,q(0, T ;X0) ∩ Lq(0, T ;X1) →֒ C
(
[0, T ]; (X1,X0) 1
q
,q
)
, (4.5)
where T > 0 and q ∈ (1,∞). For more details see [1, Chapter III, Theorem
4.10.2].
In the case where A has maximal Lq-regularity, we can replace the initial
condition (4.4) with u(0) = u0, for any function
u0 ∈ (X1,X0) 1
q
,q.
Then the resulting solution u depends continuously on f and u0, that is
there exists a constant C, depending only on A and q, such that
‖u‖W 1,q(0,T ;X0) + ‖u‖Lq(0,T ;X1) ≤ C
(‖f‖Lq(0,T ;X0) + ‖u0‖(X1,X0) 1
q ,q
)
.
By (·, ·)η,q , η ∈ (0, 1), we denote the real interpolation functor of exponent
η and parameter q, see for example [1, Example I.2.4.1]. Furthermore, the
above property is independent of q and T , and the holomorphic semigroup
generation property for −A turns out to be necessary.
Recall that A generates a holomorphic semigroup on X0 if and only if there
exists some c > 0 such that
A+ c ∈ P(π/2),
see [10, Proposition 3.1.9], [10, Proposition 3.7.4] and [10, Theorem 3.7.11].
Moreover, observe that if we replace u by ectu in (4.3)-(4.4), then we can
insert a shift c to the operator A.
If X0 is a Hilbert space, any operator A such that −A generates an analytic
semigroup, has maximal Lq-regularity; see [24]. However, in the case of
Banach spaces the situation is more complicated. If we restrict to the class
of UMD underlying spaces, then the following result holds.
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Theorem 4.9 (Dore and Venni, [25, Theorem 3.2]). Let that X0 is UMD
and let A ∈ BIP(φ) in X0 with φ < π/2. Then A has maximal Lq-regularity.
In UMD spaces, the boundedness of the imaginary powers property turned
out to be stronger than the R-sectoriality; see [19, Theorem 4]. Taking this
unto account, the above classical result of Dore and Venni can be improved
to the following.
Theorem 4.10 (Kalton and Weis, [56, Theorem 6.5]). Let that X0 is UMD
and let A ∈ R(θ) in X0 with θ > π/2. Then A has maximal Lq-regularity.
We point out that the maximal Lq-regularity is actually characterized by
the R-sectoriality in UMD spaces; see [80, Theorem 4.2].
Let us see how the above property is applied to quasilinear equations. Let
q ∈ (1,∞), T0 > 0, U open subset of the interpolation space (X1,X0)1/q,q
and let A(·) : U → L(X1,X0), F (· , ·) : U × [0, T0] → X0 two (non linear)
operators. Consider the problem
u′(t) +A(u(t))u(t) = F (u(t), t) +G(t), t ∈ (0, T ), (4.6)
u(0) = u0, (4.7)
where T ∈ (0, T0), u0 ∈ U and G ∈ Lq(0, T0;X0). One important fact is that
maximal Lq-regularity for the linearization A(u0) together with appropriate
Lipschitz continuity conditions imply existence of a short time solution for
the above equation.
Definition 4.11. Let q ∈ (1,∞) and U ⊆ (X1,X0)1/q,q be open. We say
that a map B(·) : U → L(X1,X0) is locally Lipschitz if, for any elements
u1, u2 ∈ U , it holds
‖B(u1)−B(u2)‖L(X1,X0) ≤ C‖u1 − u2‖(X1,X0)1/q,q ,
where C is a constant depending on B and U . The space of such maps is
denoted by C1−(U ;L(X1,X0)).
Now we are ready to state a result of Cle´ment and Li for short time existence
and maximal Lq-regularity for solutions of quasilinear parabolic equations;
for a continuous maximal regularity approach we refer to [2].
Theorem 4.12 (Cle´ment and Li, [18, Theorem 2.1]). Suppose that A and
F satisfy the following three conditions:
(H1) A(·) ∈ C1−(U ;L(X1,X0)).
(H2) F (· , ·) ∈ C1−,1−(U × [0, T0];X0).
(H3) A(u0) has maximal L
q-regularity.
Then, there exists a T ∈ (0, T0) and a unique
u ∈W 1,q(0, T ;X0) ∩ Lq(0, T ;X1) →֒ C
(
[0, T ]; (X1,X0)1/q,q
)
solving (4.6)-(4.7).
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5. Cone differential operators
Here we review basic facts from the theory of cone differential operators
or Fuchs type operators, the naturally appearing operators on manifolds
with conical singularities. In fact, we focus on the theory of Schulze’s cone
calculus, toward the direction of regularity theory for PDEs; for further
details we refer to [52], [53], [54], [51], [66], [67], [68], [69], [70] and [71].
Since our problem concerns evolution of curves, we restrict ourselves and
adapt the situation to the one dimensional case. However, most of the
results hold in any dimension.
5.1. Cone operators. Let us denote by B the interval [0, 1].
Definition 5.1. A cone differential operator A of order µ ∈ N is an µ-th
order differential operator with smooth C-valued coefficients on (0, 1) such
that near the boundary points j ∈ {0, 1} it has the following form
Aj = ((−1)j(x− j))−µ
µ∑
k=0
ak(x)((−1)j+1(x− j)∂x)k, (5.1)
where ak are smooth up to j.
The usual homogeneous principal pseudodifferential symbol σψ(A) is given
by
σψ(A)(x, ζ) = aµ(x)(−iζ)µ,
for any x ∈ (0, 1) and ζ ∈ R. Beyond its usual homogenous principal symbol,
we define the principal rescaled symbol σ˜ψ(A) by
σ˜ψ(A)(j, ζ) = ak(j)(−iζ)µ,
where j ∈ {0, 1} and ζ ∈ R. Moreover, the conormal symbol σM (A) of A is
defined by the following polynomial
σM (A)(j, λ) =
µ∑
k=0
ak(j)λ
k,
where j ∈ {0, 1} and λ ∈ C. The notion of ellipticity is extended to the case
of conically degenerate differential operators as follows.
Definition 5.2. A cone differential operator A is called B-elliptic if σψ(A)
and σ˜ψ(A) are pointwise invertible.
Let ω ∈ C∞(B) be a fixed cut-off function near the boundary points of B
and zero in the interior away from the boundary points. Decompose ω as
ω = ω0+ω1, where ωj is supported near j ∈ {0, 1}. Denote by C∞c the space
of smooth compactly supported functions and by Hsp , p ∈ (1,∞), s ∈ R, the
usual Sobolev space.
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Definition 5.3 (Mellin-Sobolev spaces). For any γ ∈ R consider the map
Mγ : C
∞
c (R+)→ C∞c (R) given by
(Mγu)(x) = e
(
γ− 1
2
)
xu(e−x).
Furthermore, for any s ∈ R and p ∈ (1,∞), let Hs,γp (B) be the space of all
distributions u on (0, 1) such that
‖u‖Hs,γp (B) = ‖Mγ(ωu)‖Hsp(R) + ‖(1− ω)u‖Hsp(B).
The space Hs,γp (B) is called (weighted) Mellin-Sobolev space.
It turns out that Hs,γp (B) is independent of the choice of the cut-off function
ω. Equivalently, if s ∈ N then Hs,γp (B) is the space of all functions u such
that
|x− j| 12−γ((x− j)∂x)k(ωu) ∈ Lp
(
[0, 1], (x − j)−1dx),
for any j ∈ {0, 1} and k ≤ s.
Let us recall here certain embeddings and multiplicative properties of Mellin-
Sobolev spaces, useful for the later analysis. Denote by Cω the space of
smooth functions v on (0, 1) such that v = 0 whenever ω = 0 and v = cjωj
close to each boundary point j ∈ {0, 1}, where cj ∈ C. Endow Cω with the
norm
v 7→
√
|c1|2 + |c2|2.
The following properties will be very crucial in our analysis.
Lemma 5.4. Let 1 < p, q <∞ and s > 1/p. Then:
(i) A function u in Hs,µp (B), µ ∈ R, is continuous on (0, 1) and satisfies
|u(x)| ≤ cxµ− 12 ‖u‖Hs,µp (B)
for a constant c > 0 depending only on B and p. Moreover, for v ∈ Hs,
1
2
p (B)
and γ ∈ R,
‖uv‖Hs,γp (B) ≤ C‖u‖Hs,γp (B)‖v‖Hs, 12p (B)
for suitable C > 0. In particular, up to the choice of an equivalent norm,
Hs,γp (B) is a Banach algebra whenever γ ≥ 1/2.
(ii) Multiplication by an element in Hσ+
1
q
, 1
2
q (B), σ > 0, defines a bounded
map on Hρ,µp (B), µ ∈ R, for each ρ ∈ (−σ, σ).
(iii) If γ > 1/2 and v ∈ Hs,γp (B)⊕ Cω is pointwise invertible, then
v−1 ∈ Hs,γp (B)⊕ Cω,
that is Hs,γp (B) ⊕ Cω is spectrally invariant in C(B) and therefore closed
under holomorphic functional calculus. In this case, if U is a bounded open
subset of Hs,γp (B)⊕Cω consisting of functions v such that Re(v) ≥ α > 0 for
some fixed α, then the subset {v−1 | v ∈ U} of Hs,γp (B)⊕Cω is also bounded;
its bound can be estimated by the bound of U and by α.
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Proof. The proof can be found in [61, Corollaries 2.8 and 2.9], [62, Corollary
3.3] and [62, Lemmas 6.2 and 6.3]. 
Let p, q ∈ (1,∞), s ∈ R and η ∈ (0, 1). Concerning real interpolation, the
following embeddings hold
Hs+2−2η+ε,γ+2−2η+εp (B)⊕ Cω
→֒ (Hs+2,γ+2p (B)⊕ Cω,Hs,γp (B))η,q
→֒ Hs+2−2η−ε,γ+2−2η−εp (B)⊕Cω, (5.2)
for every ε > 0, see [62, Lemma 5.2].
Cone differential operators act naturally on scales of weighted Mellin-Sobolev
spaces, i.e. such an operator A of order µ induces a bounded map
A : Hs+µ,γ+µp (B)→Hs,γp (B),
for any p ∈ (1,∞) and s, γ ∈ R. However, we will regard A as an unbounded
operator in Hs,γp (B), p ∈ (1,∞), s, γ ∈ R, with domain C∞c (B◦). In the case
of A being B-elliptic, the domain of its minimal extension, i.e. its closure,
Amin is given by
D(Amin) =
{
u ∈
⋂
ε>0
Hs+µ,γ+µ−εp (B) |Au ∈ Hs,γp (B)
}
.
In addition if the conormal symbol of A has no zeros on the line{
λ ∈ C |Re(λ) = 1
2
− γ − µ
}
, (5.3)
then we have that
D(Amin) = Hs+µ,γ+µp (B).
Recall that the domain D(Amax) of the maximal extension Amax of A, is
defined by
D(Amax) =
{
u ∈ Hs,γp (B) |Au ∈ Hs,γp (B)
}
.
It turns out that D(Amax) and D(Amin) differ by an s, p-independent finite
dimensional space EA,γ , i.e.
D(Amax) = D(Amin)⊕ EA,γ .
The space EA,γ , called asymptotics space, consists of linear combinations of
C∞(B◦)-functions that around each boundary point j ∈ {0, 1} they are of
the form
ω(x)|x− j|−ρ logη(|x− j|),
where ρ ∈ C satisfies Re(ρ) ∈ Iγ , with
Iγ = [1/2 − γ − µ, 1/2 − γ),
and η ∈ N.
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If the coefficients ak in (5.1) close each the boundary point j ∈ {0, 1} are
constant, then we have precisely
EA,γ =
⊕
j∈{0,1}
EA,γ,j, where EA,γ,j =
⊕
ρ∈Iγ
EA,γ,j,ρ. (5.4)
Here for each j ∈ {0, 1}, ρ in the definition of EA,γ,j runs through all possible
zeros of σM (A)(j, ·) in Iγ . Furthermore, for each such ρ, the space EA,γ,j,ρ
consists of functions that are zero whenever ωj is zero and on the support
of ωj near the boundary point j they are of the form
c ωj(x)|x− j|−ρ logη(|x− j|),
where c ∈ C and η ∈ {0, . . . ,mρ}, with mρ ∈ N being the multiplicity of the
zero ρ.
Remark 5.5. All possible closed extensions As of A, also called realisations,
correspond to subspaces EA,γ of EA,γ .
We associate to A the model cone operators Aj,∧, where j ∈ {0, 1}, defined
by
Aj,∧ = x−µ
µ∑
k=0
ak(j)(−x∂x)k,
which in our setting act on smooth compactly supported functions on the
half line R+ = [0,+∞).
Definition 5.6. For any p ∈ (1,∞) and s, γ ∈ R define Ks,γp (R+) to be the
space of all functions v such that
ωv ∈ Hs,γp (B) and (1− ω)v ∈ Hsp(R).
The operators Aj,∧ act naturally on scales of Sobolev spaces Ks,γp (R+), i.e.
Aj,∧ ∈ L(Ks+µ,γ+µp (R+),Ks,γp (R+)),
for p ∈ (1,∞) and s, γ ∈ R. Similarly, each operator
Aj,∧ : C∞c (R+)→ Ks,γp (R+)
considered as an unbounded operator admits several closed extensions. More
precisely,
D(Aj,∧,max) = D(Aj,∧,min)⊕FAj,∧,γ . (5.5)
Here,
D(Aj,∧,min) =
{
u ∈
⋂
ε>0
Ks+µ,γ+µ−εp (R+) |Au ∈ Ks,γp (R+)
}
and
D(Aj,∧,min) = Ks+µ,γ+µp (R+) (5.6)
if and only if σM (A)(j, ·) has no zero on the line (5.3). In addition, FAj,∧,γ
coincides with the space EA,γ,j in (5.4) whith ωj replaced by ω∧, where
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ω∧ ∈ C∞(R+) now is a fixed cut-off function near zero. In general, there
exists a natural isomorphism
Θ : EA,γ → ⊕j∈{0,1}FAj,∧,γ , (5.7)
see [53, Theorem 4.7] for details. Clearly, each closed extension Aj,∧,s of
Aj,∧ is obtained by a particular choice of a subspace of FAj,∧,γ .
Let p ∈ (1,∞), s, γ ∈ R and let As be the closed extension of a B-elliptic
operator A in Hs,γp (B) with domain
D(As) = D(Amin)⊕ EA,γ , (5.8)
where EA,γ is a subspace of EA,γ . For each θ ∈ [0, π) recall the sector Sθ in
C given by Definition 4.1. Consider the following ellipticity conditions for
the operator As:
(E1) Both σψ(A) + λ and σ˜ψ(A) + λ are invertible for each λ ∈ C\Sθ.
(E2) For each j ∈ {0, 1} the polynomial σM (A)(j, ·) has no zeroes on{
λ ∈ C |Re(λ) = 12 − γ − µ or Re(λ) = 12 − γ
}
.
(E3) There exists a constant R > 0 such that, for each j ∈ {0, 1}, the
resolvent (λ−Aj,∧,0)−1 is defined for all λ ∈ Sθ with |λ| ≥ R, where
D(Aj,∧,0) = Kµ,γ+µ2 (R+)⊕Θ
(EA,γ).
Additionally, we assume that D(Aj,∧,0) is invariant under dilations, i.e.
if u ∈ ΘEA,γ then for each ρ > 0,
x 7→ u(ρx) ∈ Θ(EA,γ).
The above mentioned condition (E2) is technical and guaranties that the
minimal domain is equal to a Mellin-Sobolev space. Condition (E1) and
a weaker version of (E3) where used in [54, Theorems 6.9 and 6.36] and
[53, Theorem 9.1] to show sectoriality for B-elliptic cone operators; the same
result was even extended to boundary value problems, see [57, Theorems
8.1 and 8.26]. Furthermore, in [20, Theorem 2], [67, Theorem 4.3] and [61,
Theorem 3.3] it was shown that (E1), (E3) even imply bounded imaginary
powers for As. For our application we recall the following improvement.
Theorem 5.7. Let θ ∈ [0, π), p ∈ (1,∞), s, γ ∈ R and let As be the closed
extension of A in Hs,γp (B) with domain (5.8). If the conditions (E1), (E2),
(E3) are satisfied, then there exists some c > 0 such that c−As ∈ H∞(θ).
Remark 5.8. The above result is proved in [66, Theorem 5.2]. We point
out that due to [53, Lemma 2.5 and (7.1)] the ellipticity condition (E3) in
[66, p. 1405] is equivalent to (E3) above.
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6. Short time existence and regularity of the flow
In this section we are going to investigate evolution by curvature flow of
curves lying in singular Riemann surfaces and joining two singularities.
6.1. Short time existence. Let γ : B = [0, 1] → Σ be a smooth curve
such that its endpoints γ(0) and γ(1) are passing through singular points of
orders β0 and β1, respectively. We also assume that γ(0, 1) does not meet
any other singular point of Σ. In order to understand the nature of the
curvature flow, we represent as in Section 2 the evolved curves as graphs
over γ. In a coordinate chart around the singular point βj , j ∈ {0, 1}, we
represent the flow in the form
σ(s, t) = γ(s) +w(s, t)ξ(s),
for any s ∈ [0, 1], where ξ is the unit normal along γ with respect to the
euclidean distance. Denote by ξgσ the unit normal with respect to g of curve
σ. From (2.5) we get that
(σt)
⊥ = (wtξ)⊥ = wt g(ξ, ξgσ)ξ
g
σ = wt〈ξ, ξσ〉ξσ =
1− kw√
(1− kw)2 + w2s
wt ξσ,
where (·)⊥ stand for the normal projection with respect to g on the normal
space of σ. Hence, from (2.2), (2.3), (2.4) and (2.6) we deduce that the
curve σ is evolving by the degenerate curve shortening flow if and only if
the function w satisfies the degenerate quasilinear equation
wt = |γ + wξ|−2βje−2hj
( wss
(1− kw)2 + w2s
+
ws〈Dhj , γs〉
1− kw − 〈Dhj , ξ〉 (6.1)
+
2kw2s + kswsw + k(1− kw)2
(1− kw)((1− kw)2 + w2s) + βj
ws〈γ, γs〉 − (1− kw)〈γ, ξ〉 − w(1− kw)
|γ + wξ|2(1− kw)
)
with initial data
w0(·) = w(·, 0) = 0. (6.2)
It is important to mention here that, exactly as in the standard curvature
flow, a solution
Γ : B× [0, T )→ Σ
of the curvature flow
(∂tΓ )
⊥ = kg
gives rise to a solution of
∂tΓ = kg
and vice-versa. For that reason we consider only the case where the flow
deforms in the normal direction.
Let us see first how the equation looks like for values of s close to the
endpoint j ∈ {0, 1}. Without loss of generality we may assume that around
suitable charts we have
γ(j) = (0, 0) and γs(j) = (1, 0).
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Hence, we may write γ in the form
γ = |s − j|ϕ
for values of s close to j, where ϕ(j) = (1, 0). Consequently, for values of s
close to j the function |ϕ|2 satisfies
1− |ϕ|2 = |s− j|gj
where gj is a smooth function up to j. Recall also from Lemma 2.3 that
close to j we have
〈γ, ξ〉 = |s− j|2g˜j
where g˜j is another smooth function.
Let δ0 ∈ (0, 1/2) and consider s˜ : (0, 1) → [0, 1] being a C∞-function such
that
s˜ =


s on (0, δ0),
≥ min{δ0, 1− δ0} on [δ0, 1− δ0],
1− s on (1− δ0, δ0).
(6.3)
We claim that there is a solution of the form w = s˜u, where u is continuous
in time up to t = 0 with values that are continuous functions up to the
endpoints {0, 1} and smooth in (0, 1). If this holds true, then we deduce
immediately that the flow will stay fixed at the singular point. So let us set
w = s˜u.
Then, the evolution equation of w close to each boundary point j ∈ {0, 1}
takes the form
ut = |s− j|−2βj−1e−2hj(|s−j|u)|ϕ+ uξ|−2βj
( (−1)jβj |ϕ|2us
|ϕ+ uξ|2(1− |s− j|ku)
+
suss + (−1)j2us
(1− |s− j|ku)2 + (u+ (−1)j |s− j|us)2 −
βj g˜j
|ϕ+ uξ|2
+
k(1− |s− j|ku)2 + 2k(u+ (−1)j |s− j|us)2
(1− |s− j|ku)((1 − |s− j|ku)2 + (u+ (−1)j |s− j|us)2)
+
(−1)j |s− j|ks(u2 + (−1)j |s− j|uus
(1− |s− j|ku)((1 − |s− j|ku)2 + (u+ (−1)j |s− j|us)2)
+βj
(−1)j〈ϕ,ϕs〉u+ ku2 + |s− j|〈ϕ,ϕs〉us − gj
|ϕ+ uξ|2(1− |s− j|ku) − 〈Dhj , ξ〉
+
(u+ (−1)j |s− j|us)
(〈Dhj , ϕ〉+ (−1)j〈Dhj , |s− j|ϕs〉)
1− |s− j|ku
)
.
Recall that we always suppose that βj > −1, for any j ∈ {0, 1}. Around
each boundary point j ∈ {0, 1} let us do the following variable change
|s− j|1+βj = (1 + βj)|x− j|.
Then
∂s =
(
(1 + βj)|x− j|
) βj
1+βj ∂x
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close to each j ∈ {0, 1}. By a straightforward computation we deduce that
the evolution equation for u can be written in the form
ut +A(u)u = F (u), (6.4)
u(0) = 0. (6.5)
In our situation the quasilinear operator A(·) is given by
A(·) = A1(·) +A2(·). (6.6)
Let us now describe the terms A1, A2 and F . The first one is expressed as
A1(v)u = Q1(v)∂
2
xu+Q2(v)∂xu,
where close to each boundary point j ∈ {0, 1}, say on (0, 2δ1) ∪ (1 − 2δ1, 1)
for some δ1 ∈ (0, 1/6), we have
Q1(v) = −e
−2ηj (v)|ϕ+ vξ|−2βj
Q(v)
and
Q2(v) = (−1)j+1(2 + βj)e
−2ηj (v)|ϕ+ vξ|−2βj
(1 + βj)|x− j|Q(v)
where
ηj(v) = hj
((
(1 + βj)|x− j|
) 1
1+βj v
)
(6.7)
and
Q(v) =
(
1−k((1+βj)|x−j|) 11+βj v)2+(v+(−1)j(1+βj)|x−j|vx)2. (6.8)
Consequently,
A1(v)u = Q1(v)|x−j|−2
(
(|x−j|∂x)2+(−1)j+1(1+βj)−1(|x−j|∂x)
)
u. (6.9)
The second term in (6.6) is given by
A2(v)u = Q3(v)∂xu, (6.10)
where
Q3(v) = (−1)j+1 e
−2ηj(v)|ϕ|2|ϕ+ vξ|−2(1+βj )
1− k((1 + βj)|x− j|)
1
1+βj v
βj
1 + βj
1
|x− j| (6.11)
on the interval (0, δ2)∪ (1− δ2, 1). The term F on the same interval is given
by
F (u) = G(u)
5∑
i=1
Fi(u) (6.12)
with
G(u) =
e−2ηj (u)((1 + βj)|x− j|)−
1+2βj
1+βj |ϕ+ uξ|−2βj
1− k((1 + βj)|x− j|)
1
1+βj u
,
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and
F1(u) = f1(1− k((1 + βj)|x− j|)1/(1+βj )u),
F2(u) = f2|ϕ+ uξ|−2(1− k((1 + βj)|x− j|)1/(1+βj )u),
F3(u) = Q
−1(u)(f3,1 + f3,2u+ f3,3u2 + (−1)jf3,4|x− j|uux + f3,5(xux)2),
F4(u) = |ϕ+ uξ|−2(f4,1 + f4,2u+ (−1)jf4,3|x− j|ux + f4,4u2),
F5(u) = f5,1u+ (−1)jf5,2|x− j|ux,
where each of f·,· belongs to C1([0, 1];R) ∩ C∞((0, 1);R).
Let ϕ˜ : (0, 1) → [0, 1] be a non-negative C∞-function, supported on the set
(0, 2δ1) ∪ (1− 2δ1, 1), such that ϕ˜ = 1 on (0, δ1) ∪ (1 − δ1, 1). Moreover, let
κ : (0, 1) → [0, 1] be a C∞-function such that κ = 0 on (0, 3δ1) and κ = 1
on (1− 3δ1, 1). From (6.6) we have
A(v)u = ϕ˜
(
Q3(v) +Q1(v)
βκ
1 + βκ
(−1)κ+1
|x− κ|
)
∂xu
+Q1(v)Au + (1− ϕ˜)(Q2(v) +Q3(v))∂xu (6.13)
where
A = ∂2x + (−1)κ
2ϕ˜
|x− κ|∂x.
Note that A is a second order cone differential operator on B, which close
to a boundary point j ∈ {0, 1} takes the form
A = |x− j|−2((|x− j|∂x)2 + (|x− j|∂x)).
For the homogeneous principal pseudodifferential symbol σψ(A) and the
principal rescaled symbol σ˜ψ(A) of A we have
σψ(A)(x, ζ) = σ˜ψ(A)(j, ζ) = −ζ2, (6.14)
where x is close to j ∈ {0, 1} and ζ ∈ R. Therefore A is B-elliptic.
The conormal symbol σM (A) of A is given by
σM (A)(j, λ) = λ
2 − λ, λ ∈ C,
which has two zeros, namely 0 and 1. Thus, if As,max is the maximal exten-
sion of A in Hs,γp (B), where p ∈ (1,∞) and s, γ ∈ R with γ /∈ {−3/2,−5/2},
then we have
D(As,max) = Hs+2,γ+2p (B)⊕
⊕
η∈{0,1}∩I◦γ
Nη, (6.15)
where I◦γ = (−3/2 − γ, 1/2 − γ), N0 = Cω and N1 is the space of smooth
functions v on (0, 1) such that v = 0 whenever ω = 0 and v = c ωj |x− j|−1
close to the boundary point j of B, where c ∈ C.
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Theorem 6.1. Let p ∈ (1,∞), s, γ ∈ R satisfying s+2 > 1/p and 2|γ| < 1.
According to (6.15), let the closed extension As of A in X
s
0 = Hs,γp (B) with
domain
D(As) = Xs1 = Hs+2,γ+2p (B)⊕ Cω. (6.16)
Then, for each c > 0 and θ ∈ [0, π) we have that c − As ∈ H∞(θ); in
particular, c−As ∈ R(θ).
Proof. We will apply Theorem 5.7 to the closed extension As, i.e. we will
show that the ellipticity conditions (E1), (E2) and (E3) from Section 5.1 are
satisfied.
Condition (E1): By (6.14), for each λ ∈ C\Sθ, both σψ(A)+λ and σ˜ψ(A)+λ
are pointwise invertible. Hence, (E1) is satisfied.
Condition (E2): In order this condition to be fulfilled, we need γ 6= −1/2
and γ 6= −5/2, which is satisfied by the choice of γ.
Condition (E3): For each j ∈ {0, 1} the model cone operators of A are given
by
Aj,∧ = A∧ =
1
y2
(
(y∂y)
2 + (y∂y)
)
,
acting on C∞c (R+). Let Cω∧ be the space of smooth functions v on R+
such that v = 0 whenever ω∧ = 0 and v = cω∧, c ∈ C, on the support
of ω∧. By [66, (3.11)-(3.12)], the image of the ωj component of Cω under
the isomorphism Θ from (5.7) is Cω∧ . Let A∧,0 be the closed extension of
A∧ in K0,γ2 (R+) with domain K2,γ+22 (R+) ⊕ Cω∧ . Take λ ∈ C\(−∞, 0] and
u ∈ D(A∧,0) such that
(λ−A∧,0)u = 0.
This is equivalent to
yu′′ + 2u′ − λyu = 0.
We deduce that
u = y−1(c1e−y
√
λ + c2λ
− 1
2 ey
√
λ),
for certain c1, c2 ∈ C. By Lemma 5.4 the space D(A∧,0) consists of bounded
continuous functions up to zero, which implies that
c1 + c2λ
−1/2 = 0.
Moreover, since the real part of
√
λ is not equal to zero, again from the fact
that u ∈ D(A∧,0), we deduce that at least one of c1, c2 is equal to zero.
Therefore u = 0, i.e. λ−Aj,∧,0 is injective.
Recall that the inner product in K0,02 (R+), denoted by 〈·, ·〉0,0, yields an
identification of the dual space of K0,γ2 (R+) with K0,−γ2 (R+). Notice that
A∧ is not symmetric; its formal adjoint is given by
A∗∧ =
1
y2
(
(y∂y)
2 − 3(y∂y) + 2
)
.
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Similarly to A∧, A∗∧ is the model cone of a B-elliptic cone differential operator
whose conormal symbol, given by λ2+3λ+2, has two zeros, namely −1 and
−2. Note that
−1 ∈ I−γ = [−3/2 + γ, 1/2 + γ)
and −2 /∈ I−γ . Therefore, by (5.5) and (5.6) the maximal domain of A∗∧ in
K0,−γ2 (R+) is given by
D(A∗∧,max) = K2,2−γ2 (R+)⊕K−1,
where K−1 is the space of smooth functions v on (0,∞) such that v = 0
whenever ω∧ = 0 and v = cω∧y, c ∈ C, close to the boundary point j.
The adjoint A∗∧ of A∧ is defined by the action of A∗∧ in K0,−γ2 (R+) with
domain
D(A∗∧) =
{
v ∈ K0,−γ2 (R+) | exists f ∈ K0,−γ2 (R+) such that
for all u ∈ D(A∧) we have 〈v,A∧u〉0,0 = 〈f, u〉0,0
}
.
Choosing u = c3ω∧ ∈ Cω∧ and v = c4xω∧ ∈ K−1, the condition
〈v,A∧u〉0,0 = 〈A∗∧v, u〉0,0
becomes c¯3c4 = 0. Therefore, c4 = 0 and the domain of A
∗
∧ is the minimal
one, i.e.
D(A∗∧) = K2,2−γ2 (R+). (6.17)
Suppose that v ∈ D(A∗∧) satisfies
(λ−A∗∧)v = 0,
for certain λ ∈ C\(−∞, 0]. This is equivalent to
y2v′′ − 2yv′ + (2− λy2)v = 0.
Hence
u = y(c5e
−y
√
λ + c6λ
− 1
2 ey
√
λ),
for some c5, c6 ∈ C. By (6.17) and Lemma 5.4 (i) we have that v ∈ C(B)
and moreover |v(x)| ≤ c7x3/2−γ near x = 0, for certain c7 > 0. Therefore,
since 3/2 − γ > 1, we obtain that c5 + c6λ−1/2 = 0. Recalling that the real
part of
√
λ is not equal to zero and that u ∈ D(A∧,0), we deduce that at
least one of c5, c6 is equal to zero. This implies that c5 = c6 = 0, i.e. that
λ−A∗∧ is injective.
If λ ∈ C\(−∞, 0], the operator λ−A∗∧ is Fredholm by [54, Remark 5.26 (i)]
and therefore has closed range. This, together with the injectivity, implies
that λ−A∗∧ is bounded below and therefore λ¯−A∧ is surjective.
We conclude that λ−A∧ is bijective for each λ ∈ C\(−∞, 0], which completes
the proof. 
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Theorem 6.2. Let p ∈ (1,∞), s ∈ {0} ∪ [1,∞), γ ∈ (−1/2, 1/2), and let
As be the closed extension of A in X
s
0 given by (6.16). If
v ∈ Hs+
1
p
+ν, 1
2
+ν
p (B)⊕ Cω (6.18)
for some ν > 0 satisfies
v ≥ α > 0 on B for certain α > 0, (6.19)
then there exist c > 0 and θ ∈ [π2 , π) such that c− vAs ∈ R(θ).
Proof. We know from Theorem 6.1 that for each c˜ > 0 and each θ˜ ∈ [0, π)
the operator
c˜−As : Xs1 → Xs0 ,
is R-sectorial of angle θ˜. By the regularity of v and Lemma 5.4 (ii) we have
vAs ∈ L(Xs1 ,Xs0). For s = 0 we employ the freezing-of-coefficients method
in order to show that for certain c > 0, the operator
c− vA0 : X01 → X00 , (6.20)
is also R-sectorial. Then, for integer values of s we proceed by induction
and if s > 0 is not an integer, by interpolation. Hence we follow the same
steps as in the proof of [62, Theorem 6.1]. We split the proof in several steps
according to different values of s.
The case s = 0. We will even show the following: for each v ∈ C(B)
satisfying (6.19) and each θ˜ ∈ [0, π) there exists a c > 0 such that the
operator (6.20) is R-sectorial of angle θ˜. Note that by Lemma 5.4 (i) we
have
H
1
p
+ν, 1
2
+ν
p (B)⊕ Cω →֒ C(B).
For any θ˜ ∈ [0, π) and any c > 0, choose
c˜ <
c
max{v(x) |x ∈ B}
and let ζ ∈ B be fixed. If λ ∈ S
θ˜
\{0} we have
λ
(
λ+ c− v(ζ)A0
)−1
=
λ
v(ζ)
( λ
v(ζ)
+
c
v(ζ)
− c˜+ c˜−A0
)−1
=
λ
v(ζ)
λ
v(ζ) +
c
v(ζ) − c˜
( λ
v(ζ)
+
c
v(ζ)
− c˜
)( λ
v(ζ)
+
c
v(ζ)
− c˜+ c˜−A0
)−1
.
We insert the above expression of λ(λ + c − v(ζ)A0)−1 in the definition
formula for the R-sectoriality of c− v(ζ)A0. Similarly to [62, (6.4)], we first
use the R-sectoriality of c˜−A0 due to Theorem 6.1 and then the Kahane’s
contraction principle, see, e.g., [58, Proposition 2.5], in order to deduce that
c− v(ζ)A0 : X01 → X00
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is R-sectorial and its R-sectorial bound is uniformly bounded in ζ ∈ B.
Let r > 0 be arbitrary small and let {Bk}k∈{0,...,n}, n ∈ N, n > 1, be an
open cover of B consisting of the two parts, namely the collar parts
B0 = [0, r) and B1 = (1− r, 1]
together with a collection of open intervals
Bk = (xk − r, xk + r), k ∈ {2, ..., n},
where {xk}k∈{2,...,n} is a set of points in (0, 1). We assume that(
xj − 3r
2
, xj +
3r
2
)
∩ {0, 1} = ∅
for all k = {2, . . . , n}. Moreover, let ω˜ be a smooth function on R such that
ω˜(x) = 1 when x ≤ 1/2 and ω˜(x) = 0 when x ≥ 3/4. Define
vk(x) = ω˜
( |x− xk|
2r
)
v(x) +
(
1− ω˜
( |x− xk|
2r
))
v(xk),
where x ∈ B and k ∈ {0, . . . , n} where x0 = 0 and x1 = 1. By tak-
ing r > 0 small enough and by possibly enlarging n, each of the norms
‖ω(x−xj2r )(v− vj)‖C(B) becomes arbitrary small. As a consequence the norm
of each ω(
x−xj
2r )(v − vj) as a multiplier on X00 becomes arbitrary small.
Therefore, by the perturbation result of Kunstmann and Weis [59, Theorem
1], for any c > 0 and any k = {0, . . . , n} we have that
c− vkA0 = c− v(xk)A0 + (v(xk)− vk)A0 ∈ R(θ˜).
Let {φk}k∈{0,...,n} be a partition of unity subordinate to {Bk}k∈{0,...,n}, and
let ψk ∈ C∞(B), k = {0, . . . , n}, such that supp(ψk) ⊂ Bk and ψk = 1 on
supp(φk). Recall that for any η ∈ (0, 1) the fractional powers of A0 satisfy
H2η+ε,γ+2η+εp (B)⊕ Cω →֒ D((c−A0)η) →֒ H2η−ε,γ+2η−εp (B)⊕ Cω
for all ε > 0, see, e.g., [1, (I.2.5.2),(I.2.9.6)] and [62, Lemma 5.2]. Therefore,
if λ ∈ S
θ˜
, by taking c > 0 sufficiently large, similarly to [62, (6.5)] and
[62, (6.7)], we can construct an inverse of λ+c−vA0 in the space L(X00 ,X01 )
given by
(
λ+ c− vA0
)−1
=
∞∑
k=0
(−1)kBk(λ)R(λ), λ ∈ S
θ˜
, (6.21)
where
B(λ) =
n∑
ℓ=0
ψℓ
(
λ+ c− vℓA0
)−1
[vA0, φℓ]
and
R(λ) =
n∑
ℓ=0
ψℓ
(
λ+ c− vℓA0
)−1
φℓ.
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By using (6.21) R-sectoriality for c− vA0 follows in a similar way as in the
proof of [62, Theorem 6.1], see [62, (6.9)-(6.12)].
The case s ∈ N. We will even show the following: for each v as in (6.18)
satisfying (6.19) and each θ˜ ∈ [0, π) there exists a c > 0 such that the
operator
c− vAs : Xs1 → Xs0
is R-sectorial of angle θ˜. First we will show that the resolvent of vAs, s > 0,
is the restriction of the resolvent of vA0 to X
s
0 , where v is as in (6.18). It is
sufficient to show that the following identities
(λ− vA0)−1(λ− vAs) = I and (λ− vAs)(λ− vA0)−1 = I
hold on Xs1 and X
s
0 respectively. The first one is trivial. Concerning the
second one, let u ∈ X01 such that
(λ− vAs)u ∈ Xs0 .
If s ∈ (0, 2) then vAsu ∈ Xs0 so that by Lemma 5.4 (ii) and (iii) we also
obtain that also Asu ∈ Xs0 . Therefore, u belongs to the maximal domain of
A in Xs0 . From the structure of the maximal domain given by (6.15), the
choice of the weight γ and the fact that u ∈ X01 we deduce that u ∈ Xs1 .
Iteration then shows the result for arbitrary s > 0.
After the above observation, R-sectoriality for c − vAs, s ∈ N, for c > 0
sufficiently large follows by induction as in the proof of [62, Theorem 6.1],
see [62, (6.13)] and the estimates below.
The case s > 0. Let s ≥ 0 and v ∈ Hs+1+
1
p
+ν, 1
2
+ν
p (B) ⊕ Cω for some
ν > 0 satisfing (6.19). By interpolation, i.e. by [55, Theorem 3.19] and
[62, Lemma 3.7], we have that for any θ˜ ∈ [0, π) there exists a c > 0 such
that the operator
c− vAs : Xs1 → Xs0
is R-sectorial of angle θ˜. Let q ∈ (1,∞), T > 0, f ∈ Lq(0, T ;Hs+1,γp (B)) and
consider the problem
u′(t)− vAsu(t) = f(t), t ∈ (0, T ), (6.22)
u(0) = 0. (6.23)
By Theorem 4.10 there exists a unique
u ∈W 1,q(0, T ;Hs,γp (B)) ∩ Lq(0, T ;Hs+2,γ+2p (B)⊕ Cω) (6.24)
solving (6.22)-(6.23). After applying x∂x to (6.22)-(6.23) we obtain
(x∂xu)
′(t)− vAs(x∂xu)(t)
= (x∂xf)(t) + (x∂xv)Asu(t) + vBu, t ∈ (0, T ), (6.25)
(x∂xu)(0) = 0, (6.26)
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where B = [x∂x, A] is a second order cone differential operator; it satisfies
B = −2A on (0, 2δ1) and B = 2∂2x on (1 − 2δ1, 1). By Lemma 5.4 (ii) and
(6.24) we have that
x∂xf, (x∂xv)Asu, vBu ∈ Lq(0, T ;Hs,γp (B)).
Therefore again by Theorem 4.10 applied to (6.25)-(6.26) we get that x∂xu
also satisfies the regularity (6.24). This fact combined with (6.24) implies
u ∈W 1,q(0, T ;Hs+1,γp (B)) ∩ Lq(0, T ;Hs+3,γ+2p (B)⊕ Cω).
Hence, by (6.22)-(6.23) we deduce that the operator
vAs+1 : Hs+3,γ+2p (B)⊕ Cω →Hs+1,γp (B)
has maximal Lq-regularity. Since the Mellin-Sobolev spaces are UMD, by
the result of Weis [80, Theorem 4.2] we conclude that there exist some c > 0
and θ ∈ (π2 , π) such that c− vAs+1 is R-sectorial of angle θ. 
Theorem 6.3. Let βj ∈ (−1, 0), j ∈ {0, 1}. For each p, q ∈ (1,∞), s ≥ 1
and γ ∈ R satisfying
1
p
+
2
q
< 1, −1
2
+
2
q
< γ <
1
2
, (6.27)
there exists a T > 0 and a unique
u ∈W 1,q(0, T ;Hs,γp (B)) ∩ Lq(0, T ;Hs+2,γ+2p (B)⊕ Cω) (6.28)
solving (6.4)-(6.5). In addition, for each τ ∈ (0, T ), each ν, ε > 0 and each
k ∈ N, u satisfies the regularity
u ∈ C([0, T ]; (X1,X0) 1
q
,q) ∩ C([0, T ];C(B)) (6.29)
∩C([0, T ];Hs+2−
2
q
−ε,γ+2− 2
q
−ε
p (B)⊕Cω) (6.30)
∩C([τ, T ];Hν,γ+2−
2
q
−ε
p (B)⊕ Cω) (6.31)
∩W k,q(τ, T ;Hν,γ−2(k−1)p (B)) ∩ Lq(τ, T ;Hν,γ+2p (B)⊕ Cω). (6.32)
Proof. We apply Theorem 4.12 to (6.4)-(6.5) with X0 = X
s
0 = Hs,γp (B),
X1 = X
s
1 = Hs+2,γ+2p (B)⊕Cω, A(·) as in (6.6), F given by (6.12) and u0 = 0.
Instead of taking U from Theorem 4.12 being a subset of (X1,X0) 1
q
,q, we
choose U to be an open ball Bsσ(r) in (X1,X0) 1
q−σ
,q that is centered at u0
and has radius r > 0, where
0 ≤ σ < q − 2max
{ p
p− 1 ,
2
2γ + 1
}
. (6.33)
This free parameter σ will be used later on for showing smoothing of the
solution. For the interpolation space, by (5.2) and Lemma 5.4 (i) we have
(X1,X0) 1
q−σ
,q →֒ H
s+2− 2
q−σ
−ε,γ+2− 2
q−σ
−ε
p (B)⊕ Cω →֒ C(B), (6.34)
for each ε > 0 sufficiently small.
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We show each of the assumptions of the Cle´ment and Li theorem separately.
Lipschitz property of A(·) : U → L(X1,X0). We will show this property
locally on (0, δ1) ∪ (1 − δ1, 1). Let v, v1, v2 ∈ Bsσ(r). By (6.9), (6.10) and
(6.11) it suffices to show that
‖ϕ˜(Qℓ(v1)−Qℓ(v2))‖L(X0) ≤ C1‖v1 − v2‖(X1,X0) 1
q−σ ,q
, ℓ ∈ {1, 4}, (6.35)
for certain C1 > 0, where
Q4(v) =
e−2ηκ(v)|ϕ|2|ϕ+ vξ|−2(1+βκ)
Q5(v)
and Q5(v) = 1−k((1+βκ)|x−κ|)
1
1+βκ v
and each of Qℓ(vl), ℓ ∈ {1, 4}, l ∈ {1, 2}, acts as a multiplication operator.
In the interior of (0, 1) the expressions of Q1, Q2 and Q3 are obtained in a
similar manner by taking the order equal to zero, and therefore the argument
is simpler.
For each ζ ∈ R we have
ϕ˜|x− κ|ζ : Cω →
⋂
ρ∈(1,∞),ν,ε>0
Hν,
1
2
+ζ−ε
ρ (B) (6.36)
and the map is bounded for every fixed ρ ∈ (1,∞), ν and ε > 0. Therefore,
for each ε > 0 the map
ϕ˜|x− κ| 11+βκ : (X1,X0) 1
q−σ
,q (6.37)
→H
s+2− 2
q−σ
−ε, 1
2
+minj∈{0,1}{ 11+βj }−ε
p (B) →֒ H
s+2− 2
q−σ
−ε, 3
2
−ε
p (B) →֒ C(B)
is also bounded. Hence, due to (6.34) we have
ϕ˜
(
(1 + βκ)|x− κ|
) 1
1+βκ ||v1| − |v2||
≤ ‖ϕ˜((1 + βκ)|x− κ|) 11+βκ (v1 − v2)‖C(B) ≤ C2‖v1 − v2‖(X1,X0) 1
q−σ ,q
,
for certain C2 > 0, so that we can choose a closed smooth path Γ1 in C
around the set ⋃
v∈Bsσ(r)
Ran(ϕ˜|x− κ|1/(1+βκ)v).
Therefore, by the analyticity of hj , j ∈ {0, 1}, we write
ϕ˜e−2ηκ(v) =
1
2πi
∫
Γ1
ϕ˜e−2hκ(λ)
λ− ((1 + βκ)|x− κ|) 11+βκ vdλ. (6.38)
By Taylor expanding the coefficients of ϕ, ξ and the scalar functions k, ∂xk,
ϕ˜e−2hκ(λ), λ ∈ Γ1, close to each boundary point j ∈ {0, 1} we see that they
belong to ⋂
ρ∈(1,∞),ν,ε>0
Hν,
3
2
−ε
ρ (B)⊕ Cω. (6.39)
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Hence, by (6.38) and Lemma 5.4 we deduce that
ϕ˜e−2ηκ(v) ∈
⋂
ε>0
Hs+2−
2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω. (6.40)
In addition,
ϕ˜(e−2ηκ(v1) − e−2ηκ(v2))
=
1
2πi
∫
Γ1
ϕ˜e−2hκ(λ)
(
(1 + βκ)|x− κ|
) 1
1+βκ (v1 − v2)
(λ− ((1 + βκ)|x− κ|) 11+βκ v1)(λ− ((1 + βκ)|x− κ|) 11+βκ v2)dλ,
so that by (6.37) and Lemma 5.4 we have
‖ϕ˜(e−2ηκ(v1) − e−2ηκ(v2))‖
Hs+2−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
≤ C3‖v1 − v2‖(X1,X0) 1
q−σ ,q
(6.41)
for some C3 > 0.
Furthermore, (6.37) and Lemma 5.4 imply
ϕ˜Q5(v), ϕ˜Q
−1
5 (v), ϕ˜Q
2
5(v) ∈ H
s+2− 2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω →֒ C(B), (6.42)
for all ε > 0 small enough. In particular
‖ϕ˜(Q5(v1)−Q5(v2))‖
Hs+2−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
≤ C1‖v1−v2‖(X1,X0) 1
q−σ ,q
(6.43)
for certain C4 > 0 and all ε > 0. Hence, by the relation
|ϕ˜− ϕ˜Q5(v)| ≤ ‖ϕ˜(Q5(u0)−Q5(v))‖C(B) ≤ C5‖u0 − v‖(X1,X0) 1
q−σ ,q
,
valid for certain C5 > 0, we see that after choosing r > 0 sufficiently small
we can achieve
|Q5(v)| ≥ C6 on (0, δ1) ∪ (1− δ1, 0), (6.44)
for some C6 > 0.
By (6.34) and Lemma 5.4 (i) we have
ϕ˜|x− κ|∂x : (X1,X0) 1
q−σ
,q → H
s+1− 2
q−σ
−ε,γ+2− 2
q−σ
−ε
p (B) →֒ C(B),
for all ε > 0 sufficiently small. Hence, again by Lemma 5.4 we infer
ϕ˜(v + (1 + βj)|x− κ|vx), ϕ˜(v + (1 + βj)|x− κ|vx)2
∈ Hs+1−
2
q−σ
−ε,γ+2− 2
q−σ
−ε
p (B)⊕ Cω →֒ C(B), (6.45)
for all ε > 0 small enough.
Furthermore, (6.34) and Lemma 5.4 imply
ϕ˜|ϕ+ vξ|2 ∈ Hs+2−
2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω →֒ C(B), (6.46)
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for all ε > 0 small enough and in addition
‖|ϕ˜(|ϕ+ v1ξ|2 − |ϕ+ v2ξ|2)‖
Hs+2−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
≤C7‖v1 − v2‖(X1,X0) 1
q−σ ,q
for all ε > 0 and certain C7 > 0. Hence, by the relation
ϕ˜||ϕ|2 − |ϕ+ vξ||2
≤ ‖ϕ˜(|ϕ + u0ξ|2 − |ϕ+ vξ|2)‖C(B) ≤ C8‖v1 − v2‖(X1,X0) 1
q−σ ,q
holding for certain C8 > 0, after choosing r > 0 appropriately we deduce
|ϕ+ vξ|2 ≥ C9 on (0, δ1) ∪ (1− δ1, 0), (6.47)
for some C9 > 0. In particular, from Lemma 5.4 we obtain
ϕ˜〈ϕ, ξ〉, ϕ˜|ϕ|2, ϕ˜|ϕ+ vξ|−2, ϕ˜|ϕ+ vξ|−2βj , (6.48)
ϕ˜|ϕ|2|ϕ+ vξ|−2(βj+1) ∈ Hs+2−
2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω →֒ C(B),
for all ε > 0 small enough.
Also, by (6.45) and (6.42) we have that Q(v) in (6.8) satisfies
ϕ˜Q(v), ϕ˜Q(v)−1 ∈ Hs+1−
2
q−σ
−ε, 3
2
−ε
p (B)⊕Cω (6.49)
for all ε > 0, so that by Lemma 5.4, (6.40) and (6.48)
ϕ˜Q1(v) ∈ H
s+1− 2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω, (6.50)
for all ε > 0. Similarly, by (6.40), (6.42) and (6.48) we have
ϕ˜Q4(v) ∈ H
s+2− 2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω,
for all ε > 0. Hence, by Lemma 5.4 (ii) each of Qℓ(v), ℓ ∈ {1, 4}, acts by
multiplication as a bounded map on Xs0 , i.e. A(v) is a well defined element
in L(X1,X0).
Note that, due to (6.47), we have that
Ω =
⋃
v∈Bsσ(r)
Ran(|ϕ + vξ|) ⊂ {λ ∈ C |Re(λ) < 0}.
Let Γ2 be a fixed closed finite path in {λ ∈ C |Re(λ) > 0} that surrounds
Ω.
Concerning the term Q1/e
−2ηκ(·) we estimate
ϕ˜(|ϕ+ v1ξ|−2βκQ−1(v1)− |ϕ+ v2ξ|−2βκQ−1(v2))
= ϕ˜Q−1(v2)(|ϕ+ v1ξ|−2βκ − |ϕ+ v2ξ|−2βκ)
+ϕ˜(Q−1(v1)−Q−1(v2))|ϕ + v1ξ|−2βκ
= ϕ˜Q−1(v2)
1
2πi
∫
Γ2
(−λ)−2βκ((λ+ |ϕ+ v1ξ|)−1 − (λ+ |ϕ+ v2ξ|)−1)dλ
+ϕ˜|ϕ+ v1ξ|−2βκQ−1(v1)Q−1(v2)(Q(v1)−Q(v2)). (6.51)
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Note that
(λ+ |ϕ+ v1ξ|)−1 − (λ+ |ϕ+ v2ξ|)−1
= (λ+ |ϕ+ v1ξ|)−1(λ+ |ϕ+ v2ξ|)−1
×(|ϕ+ v2ξ|+ |ϕ+ v1ξ|)−1(v1 + v2 + 2〈ϕ, ξ〉)(v2 − v1) (6.52)
and
Q(v1)−Q(v2)
= (2− k((1 + βκ)x)
1
1+βκ (v1 + v2))k((1 + βκ)x)
1
1+βκ (v2 − v1)
+(v1 + v2 + (1 + βκ)x∂x(v1 + v2))(1 + (1 + βκ)x∂x)(v1 − v2).
Hence, by Lemma 5.4, (6.41) and (6.51), similarly to [62, (6.20)], we obtain
(6.35) for ℓ = 1, i.e. the map
ϕ˜A1(·) : Bsσ(r)→ L(X1,X0)
is Lipschitz and in particular for all ε > 0 the maps
(Xs1 ,X
s
0) 1
q−σ
,q ⊃ Bsσ(r) ∋ v 7→ ϕ˜Q(v) ∈ H
s+1− 2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω (6.53)
and
(Xs1 ,X
s
0) 1
q−σ
,q ⊃ Bsσ(r) ∋ v 7→ ϕ˜Q1(v) ∈ H
s+1− 2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω, (6.54)
are also Lipschitz.
For the term Q4/e
−2ηκ(v·) similarly we have
ϕ˜(|ϕ+ v1ξ|−2(βκ+1)Q−15 (v1)− |ϕ+ v2ξ|−2(βκ+1)Q−15 (v2))
= ϕ˜(|ϕ + v1ξ|−2(βκ+1)Q−15 (v1)Q−15 (v2)(Q5(v2)−Q5(v1))
+Q−15 (v2)
1
2πi
∫
Γ2
(−λ)−2(βκ+1)((λ+ |ϕ+ v1ξ|)−1−(λ+ |ϕ+ v2ξ|)−1)dλ.
By Lemma 5.4, (6.41), (6.43) and (6.52) we obtain (6.35) for ℓ = 4, i.e. the
map
ϕ˜A2(·) : Bsσ(r)→ L(X1,X0)
is Lipschitz. In particular, the same holds true for the map
(Xs1 ,X
s
0) 1
q−σ
,q ⊃ Bsσ(r) ∋ v 7→ ϕ˜Q4(v) ∈ H
s+2− 2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω, (6.55)
where ε > 0 is arbitrary. We conclude that
A(·) : Bsσ(r)→ L(X1,X0) (6.56)
is also Lipschitz.
Lipschitz property of F (·) : U → X0. The fact that F (·) : Bsσ(r) → X0 is
well defined and moreover Lipschitz can be shown in a similar way as in the
previous step or similarly to [62, (6.21)-(6.25)]. For instance, let us restrict
as before to (0, δ1) ∪ (1 − δ1, 1) and examine one of the less flexible terms,
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namely the term corresponding to G(v)Q−1(v)f3,4|x − κ|vvx. After Taylor
expanding we have
ϕ˜f3,4 ∈
⋂
ρ∈(1,∞),ν,ε>0
Hν,
3
2
−ε
ρ (B)⊕ Cω,
so that by Lemma 5.4 multiplication by ϕ˜f3,4 defines a bounded map on X0.
Furthermore on (0, δ1) ∪ (1− δ1, 1) we have
G(v) = ((1 + βκ)|x− κ|)−
1+2βκ
1+βκ Q6(v), where Q6(v) =
e−2ηκ(v)|φ+ vξ|−2βκ
Q5(v)
.
Therefore it suffices to show that
‖ϕ˜4(Q6(v1)Q−1(v1)v1∂xv1 −Q6(v1)Q−1(v2)v2∂xv2)‖
H
s,γ+maxj∈{0,1}{
βj
1+βj
}
p (B)
≤ C10‖v1 − v2‖(X1,X0) 1
q−σ ,q
for some C10 > 0. After notting that
Hs,γp (B) →֒ H
s,γ+maxj∈{0,1}{
βj
1+βj
}
p (B),
we will even show
‖ϕ˜4(Q6(v1)Q−1(v1)v1∂xv1 −Q6(v1)Q−1(v2)v2∂xv2)‖X0
≤ C11‖v1 − v2‖(X1,X0) 1
q−σ ,q
for some C11 > 0. Similarly to (6.55), for each ε > 0 the map
(Xs1 ,X
s
0) 1
q−σ
,q ⊃ Bsσ(r) ∋ v 7→ ϕ˜Q6(v) ∈ H
s+2− 2
q−σ
−ε, 3
2
−ε
p (B)⊕ Cω (6.57)
is a Lipschitz. We write
Q6(v1)Q
−1(v1)v1∂xv1 −Q6(v2)Q−1(v2)v2∂xv2
= (Q6(v1)−Q6(v2))Q−1(v1)v1∂xv1 +Q6(v2)(Q−1(v1)−Q−1(v2))v1∂xv1
+Q6(v2)Q
−1(v2)(v1 − v2)∂xv1 +Q6(v2)Q−1(v2)v2∂x(v1 − v2).
By Lemma 5.4 (ii) for each term of the right hand side of the above equation
we estimate
‖ϕ˜4(Q6(v1)−Q6(v2))Q−1(v1)v1∂xv1‖X0
≤ C12‖ϕ˜(Q6(v1)−Q6(v2))‖X0
×‖ϕ˜Q−1(v1)‖
Hs+1−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
×‖ϕ˜v1‖
Hs+2−
2
q−σ−ε,γ+2−
2
q−σ−ε
p (B)⊕Cω
‖ϕ˜∂xv1‖
Hs+1−
2
q−σ−ε,γ+1−
2
q−σ−ε
p (B)
,
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‖ϕ˜4(Q6(v2)(Q−1(v1)−Q−1(v2))v1∂xv1)‖X0
≤ C13‖ϕ˜Q6(v2)‖
Hs+2−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
‖ϕ˜Q−1(v1)−Q−1(v2)‖X0
×‖ϕ˜v1‖
Hs+2−
2
q−σ−ε,γ+2−
2
q−σ−ε
p (B)⊕Cω
‖ϕ˜∂xv1‖
Hs+1−
2
q−σ−ε,γ+1−
2
q−σ−ε
p (B)
,
‖ϕ˜4Q6(v2)Q−1(v2)(v1 − v2)∂xv1‖X0
≤ C14‖ϕ˜Q6(v2)‖
Hs+2−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
×‖ϕ˜Q−1(v2)‖
Hs+1−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
×‖ϕ˜(v1 − v2)‖X0‖ϕ˜∂xv1‖Hs+1− 2q−σ−ε,γ+1− 2q−σ−εp (B)
and
‖ϕ˜4Q6(v2)Q−1(v2)v2∂x(v1 − v2)‖X0
≤ C15‖ϕ˜Q6(v2)‖
Hs+2−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
×‖ϕ˜Q−1(v2)‖
Hs+1−
2
q−σ−ε,
3
2
−ε
p (B)⊕Cω
×‖ϕ˜v2‖
Hs+2−
2
q−σ−ε,γ+2−
2
q−σ−ε
p (B)⊕Cω
‖ϕ˜∂x(v1 − v2)‖X0 ,
for and certain C12, C13, C14, C15 > 0, where ε > 0 is sufficiently small.
Therefore, after writing
Q−1(v1)−Q−1(v2) = Q−1(v1)Q−1(v2)(Q(v2)−Q(v1)),
and taking into account (6.34), Lemma 5.4 (iii), (6.57) and (6.53), we deduce
that the map
F (·) : Bsσ(r)→ X0 (6.58)
is Lipschitz.
Maximal Lq-regularity for A(u0) ∈ L(X1,X0). We will even show that for
each v ∈ Bsσ(r) with Im(v) = 0 the operator A(v) ∈ L(X1,X0) has maximal
Lq-regularity. By Theorem 6.2 and (6.50), for each θ ∈ [0, π) there exists
a c0 > 0 such that c0 − Q1(v)As ∈ R(θ). In particular, by [1, (I.2.5.2)],
[1, (I.2.9.6)] and (5.2), for each η ∈ (12 , 1) we have
D((c0 −Q1(v)As)η) →֒ Hs+2η−ε,γ+2η−εp (B)⊕ Cω, (6.59)
for every ε > 0.
After subtracting the terms −|ϕ|2|ϕ + vξ|−2 and (1 + v2)−1, the first term
on the right hand side of (6.13) can be written as
ϕ˜
(
Q3(v) +Q1(v)
βκ
1 + βκ
(−1)κ+1
|x− κ|
)
∂x
= (−1)κ+1ϕ˜e−2ηκ(v)|ϕ+ vξ|−2βκ(Q7(v) +Q8(v) +Q9(v)) βκ
1 + βκ
1
|x− κ|∂x,
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with
ϕ˜Q7(v) = ϕ˜(
|ϕ|2|ϕ+ vξ|−2
1− k((1 + βκ)|x− κ|)
1
1+βκ v
− |ϕ|2|ϕ+ vξ|−2)
= ϕ˜|ϕ|2|ϕ+ vξ|−2k((1 + βκ)|x− κ|)
1
1+βκ v
Q5(v)
,
ϕ˜Q8(v) = ϕ˜(|ϕ|2|ϕ+ vξ|−2 − (1 + v2)−1)
= ϕ˜
|ϕ|2 + |ϕ|2v2 − |ϕ|2 − 2v〈φ, ξ〉 − v2|ξ|2
(1 + v2)|ϕ+ vξ|2 = 0
and
ϕ˜Q9(v) = ϕ˜((1 + v
2)−1 −Q−1(v))
= ϕ˜
(1 + βκ)|x− κ|
(1 + v2)Q(v)
(
− 2k((1 + βκ)|x− κ|)− βκ1+βκ v
+
(
(1 + βκ)|x− κ|
) 1−βκ
1+βκ (kv)2 + (−1)κ2vvx + (1 + βκ)|x− κ|(vx)2
)
,
where we have used the fact that φ = (1, 0) and ξ = (0, 1) close to the
boundary points. From (6.34), (6.36), (6.39), (6.42), (6.48), (6.49) and
Lemma 5.4 we have that
ϕ˜Q7(v) ∈ H
s+2− 2
q−σ
−ε, 1
2
+minj∈{0,1}{ 11+βj }−ε
p (B)
and
ϕ˜Q9(v) ∈ H
s+1− 2
q−σ
−ε,minj∈{0,1}{ 12+ 11+βj ,γ+2−
2
q−σ
}−ε
p (B)
for all ε > 0. Hence, by (6.40), (6.48) and Lemma 5.4 we deduce that
ϕ˜e−2ηκ(v)|ϕ+ vξ|−2βκ(Q7(v) +Q9(v))
∈ H
s+1− 2
q−σ
−ε, 1
2
+minj∈{0,1}{ 11+βj ,γ+
3
2
− 2
q−σ
}−ε
p (B)
for all ε > 0, i.e. for each b ∈ (0,minj∈{0,1}{ 11+βj , γ + 32 − 2q−σ}) we have
ϕ˜|x− κ|−be−2ηκ(v)|ϕ+ vξ|−2βκ(Q7(v) +Q9(v))
∈ H
s+1− 2
q−σ
−ε, 1
2
−b+minj∈{0,1}{ 11+βj ,γ+
3
2
− 2
q−σ
}−ε
p (B).
so that by Lemma 5.4 (ii) this term acts by multiplication as a bounded
map on X0. Therefore, after choosing b sufficiently small and η sufficiently
close to 1, so that η > 1− b/2, by (6.59) we conclude that
ϕ˜
(
Q3(v)−Q1(v) βκ
1 + βκ
1
|x− κ|
)
∂x ∈ L(D((c0 −Q1(v)As)η),X0). (6.60)
Moreover, by (6.40), (6.42), (6.48), (6.49) and Lemma 5.4 we have
(1− ϕ˜)(Q2(v) +Q3(v)) ∈
⋂
ε,ν>0
Hs+1−
2
q−σ
−ε,ν
p (B),
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so that by Lemma 5.4 (ii) (1− ϕ˜)(Q2(v) +Q3(v)) acts by multiplication as
a bounded map on X0, in particular
(1− ϕ˜)(Q2(v) +Q3(v))∂x ∈ L(D((c0 −Q1(v)As)η),X0). (6.61)
Therefore, by writing(
ϕ˜
(
Q3(v)−Q1(v) βκ
1 + βκ
(−1)κ+1
|x− κ|
)
∂x
+(1− ϕ˜)(Q2(v) +Q3(v))∂x
)
(c0 + c−Q1(v)As)−1
=
(
ϕ˜
(
Q3(v)−Q1(v) βκ
1 + βκ
(−1)κ+1
|x− κ|
)
∂x
+(1− ϕ˜)(Q2(v) +Q3(v))∂x
)
(c0 −Q1(v)As)−η
×(c0 −Q1(v)As)η(c0 + c−Q1(v)As)−1
and using [72, Lemma 2.3.3] together with the perturbation result [59, The-
orem 1], after choosing c > 0 sufficiently large, we deduce that
A(v) + c0 + c ∈ R(θ). (6.62)
Note that as v varies in Bsσ(r) we only have to possibly choose c0, c > 0
larger. Then, maximal Lq-regularity for each A(v), v ∈ {Bsσ(r) | Im(v) = 0},
is obtained by Theorem 4.10.
Existence and uniqueness. As a consequence of the previous steps for the
case of σ = 0, there exists a T > 0 and a unique u as (6.28) solving (6.4)-
(6.5). By (4.5), (6.34) and Lemma 5.4 (i) we also obtain the regularity
(6.29)-(6.30) for u. Moreover, by taking the complex conjugate in (6.4)-
(6.5) and using the above uniqueness we conclude that u(t) ∈ R, t ∈ [0, T ].
Remark. In the proof of (6.56), (6.58) and (6.62) we have chosen r > 0
in Bsσ(r) sufficiently small only for (6.44) and (6.47) to be satisfied and
moreover for the existence of the paths Γ1, Γ2. In particular, (6.56), (6.58)
and (6.62) still hold true if we replace {v ∈ Bsσ(r) | Im(v) = 0} with {v ∈
Bs0σ0(r0) | Im(v) = 0} ∩ Bsσ(r) with σ0, s0, r0 fixed, r0 sufficiently small, and
σ, s, r arbitrary.
Smoothing in space. We apply [64, Theorem 3.1] to (6.4)-(6.5) with A(·),
F (·) as before, the Banach scales
Y i0 = X
s+ i
qη0
0 and Y
i
1 = X
s+ i
qη0
1 , i ∈ N ∪ {0},
and Z = {v ∈ Bs0(r0) | Im(v) = 0} for certain r0 > 0 sufficiently small. Here
we choose
η0 >
1
2
max
{
1,
q − σ
σ
}
(6.63)
for certain σ > 0 satisfying (6.33). Clearly,
Hs+
i
qη0
+2,γ+2
p (B) →֒ H
s+ i+1
qη0
+2− 2
q
+ε,γ+2− 2
q
+ε
p (B)
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for ε > 0 small enough, so that by (5.2) we have
Y i1 →֒ (Y i+11 , Y i+10 ) 1
q
,q
for each i ∈ N ∪ {0}. We examine now the validity of the conditions (i), (ii)
and (iii) of [64, Theorem 3.1] separately.
Condition (i). Due to (6.29), by possibly choosing a smaller T > 0, we can
achieve that u(t) ∈ Z, t ∈ [0, T ]. Hence, (6.29) and (6.56) imply
A(u(·)) ∈ C([0, T ];L(Y 01 , Y 00 )).
In addition, by (6.62) and Theorem 4.10, we deduce that for each t ∈ [0, T ]
the operator
A(u(t)) ∈ L(Y 01 , Y 00 )
has maximal Lq-regularity.
Condition (ii). Let w ∈ Z ∩ (Y i1 , Y i0 )1/q,q for some i ∈ N∪ {0}. By (5.2) and
(6.63) we have
(Y i1 , Y
i
0 ) 1
q
,q →֒ H
s+ i
qη0
+2− 2
q
−ε,γ+2− 2
q
−ε
p (B)⊕ Cω
→֒ Hs+
i+1
qη0
+2− 2
q−σ
+ε,γ+2− 2
q−σ
+ε
p (B)⊕ Cω
→֒ (Y i+11 , Y i+10 ) 1
q−σ
,q, (6.64)
for all ε > 0 small enough. For each i ∈ N ∪ {0} we choose r > 0 in such a
way that w ∈ Bs+
i+1
qη0
σ (r) so that by the Remark and (6.64) the map
A(w) : Y i+11 → Y i+10
is a well defined and has maximal Lq-regularity. Similarly, if
h ∈ C([0, T ];Z ∩ (Y i1 , Y i0 )1/q,q)
then by (6.64) for each i ∈ N∪ {0} we can choose the radius r in Bs+
i+1
qη0
σ (r)
large enough such that h(t) ∈ Bs+
i+1
qη0
σ (r) for each t ∈ [0, T ]. Therefore by
the Remark and (6.64) we deduce that
A(h(·)) ∈ C([0, T ];L(Y i+11 , Y i+10 )).
Condition (iii). Follows by the Remark and (6.64).
We conclude that in addition to (6.29)-(6.30), for each τ ∈ (0, T ), u satisfies
the regularity (6.32) with k = 1. Then, (6.31) follows by (4.5) and (6.34).
Smoothing in time. The space smoothness of solutions provided by (6.31)
and (6.32) with k = 1 immediately implies time smoothness as well. The
idea of showing (6.32) for each k ∈ N is as follows. After differentiating
(6.4) over t for t > 0 we obtain an expression of the second derivative of
u, where due to smoothness in space each of the terms in this expression
has space regularity greater than dim(B)/p. Therefore, in order to treat the
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nonlinearity, by Lemma 5.4 (i) and (ii), it suffices to choose the weight of the
ground Mellin-Sobolev space smaller. This shows that the second derivative
of u belongs to an Lq-space with values in a Mellin-Sobolev space of certain
weight that is smaller than γ. The assertion then follows by iteration, see,
e.g., [64, Section 5.3] for more details.
We will show (6.32) for each k ∈ N for the restriction of u to (0, δ1) ∪
(1 − δ1, 1); in a neighborhood in the interior the argument is simpler. By
differentiating (6.4) over t we obtain
u′′(t) = −A(u)u′(t)−
( d
dt
A(u)
)
u(t) +
d
dt
F (u), t ∈ (τ, T ). (6.65)
Let ν > 2 + 1p and according to the Remark choose r > 0 sufficiently large
such that u(t) ∈ {v ∈ Bs0(r0) | Im(v) = 0} ∩ Bν0 (r) for each t ∈ [τ, T ]. Due
to (6.32) with k = 1 we have
∂2x∂tu ∈ Lq(τ, T ;Hν−2,γ−2p (B)).
Hence, by (4.5), Lemma 5.4 (ii), (6.32) with k = 1, (6.34), (6.54) and (6.55)
we have
ϕ˜Q1(u)∂
2
x∂tu, ϕ˜|x− κ|−1Q4(u)∂x∂tu ∈ Lq(τ, T ;Hν−2,γ−2p (B)).
Therefore
A(u)∂tu ∈ Lq(τ, T ;Hν−2,γ−2p (B)). (6.66)
Concerning the second term on the right hand side of (6.65), we have
ϕ˜
d
dt
A(u) = ϕ˜
((
Q10(u)(∂tu) +Q11(u)(∂t∂xu)
)
∂2x +Q12(u)(∂tu)
∂x
|x− κ|
)
,
where, similarly to (6.54) and (6.55), for every ε > 0 the maps
(Xν1 ,X
ν
0 ) 1
q
,q ⊃ Bs0(r0) ∩Bν0 (r) ∋ v 7→ ϕ˜Q10(v) ∈ H
ν+1− 2
q
−ε, 3
2
−ε
p (B)⊕ Cω,
(6.67)
(Xν1 ,X
ν
0 ) 1
q
,q ⊃ Bs0(r0) ∩Bν0 (r) ∋ v 7→ ϕ˜Q11(v) ∈ H
ν+1− 2
q
−ε, 3
2
−ε
p (B)⊕ Cω,
(6.68)
and
(Xν1 ,X
ν
0 ) 1
q
,q ⊃ Bs0(r0) ∩Bνσ(r) ∋ v 7→ ϕ˜Q12(v) ∈ H
ν+2− 2
q
−ε, 3
2
−ε
p (B)⊕ Cω,
(6.69)
are Lipschitz. Moreover
∂tu ∈ Lq(τ, T ;Hν,γp (B)) and ∂t∂xu ∈ Lq(τ, T ;Hν−1,γ−1p (B)). (6.70)
In addition, by (6.31)
∂xu ∈
⋂
ε>0
C([τ, T ];H
1
ε
,γ+1− 2
q
−ε
p (B)) (6.71)
CURVE SHORTENING FLOW 49
and
∂2xu ∈
⋂
ε>0
C([τ, T ];H
1
ε
,γ− 2
q
−ε
p (B)). (6.72)
Let x be a C∞-function on B such that x = x on (0, δ1), x = 1 − x on
(1 − δ1, 1) and x > C16 on B\((0, δ1) ∪ (1 − δ1, 1)) for certain C16 > 0. By
writing (∂tu)(∂
2
xu) = (x
−1∂tu)(x∂2xu), (∂t∂xu)(∂2xu) = (x−1∂t∂xu)(x∂2xu) and
|x− κ|−1(∂tu)(∂xu) = (x−1∂tu)(x|x− κ|−1∂xu)
from (6.70), (6.71) and (6.72) we get
(∂tu)(∂
2
xu), (∂t∂xu)(∂
2
xu), |x − κ|−1(∂tu)(∂xu) ∈ Lq(τ, T ;Hν−1,γ−2p (B)),
where we have used Lemma 5.4 (ii). Hence, by (4.5), Lemma 5.4 (ii), (6.32)
with k = 1, (6.67), (6.68) and (6.69) we obtain( d
dt
A(u)
)
u ∈ Lq(τ, T ;Hν−1,γ−2p (B)). (6.73)
For the third term on the right hand side of (6.65) we have
d
dt
F (u) = Q13(u)∂tu+Q14(u)∂t∂xu
where, similarly to (6.58) the maps
ϕ˜Q13(·), ϕ˜Q14(·) : Bs0(r0) ∩Bνσ(r)→Hν,γp (B) (6.74)
are Lipschitz. We write
Q13(u)∂tu = (xQ13(u))(x
−1∂tu),
and
Q14(u)∂t∂xu = (xQ14(u))(x
−1∂t∂xu),
so that by (4.5), Lemma 5.4 (ii), (6.32) with k = 1, (6.70) and (6.74) we
deduce
d
dt
F (u) ∈ Lq(τ, T ;Hν−1,γ−2p (B)). (6.75)
By (6.65), (6.66), (6.73) and (6.75) we conclude that
u ∈W 2,q(τ, T ;Hν−2,γ−2p (B)).
Then (6.32) for each k ∈ N follows by iteration. 
We return now to the initial variable s and recover the regularity of the
distance function w. Recall that around each boundary point j ∈ {0, 1} we
have
|s− j|∂s = (1 + βj)|x− j|∂x and (1 + βj) ds|s− j| =
dx
|x− j| .
From Theorem 6.3 and the definition of Mellin-Sobolev spaces we immedi-
ately obtain the following. (6.3)
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Theorem 6.4 (s-regularity for w). Let Sω be the space of smooth functions
v on (0, 1) such that v = 0 whenever ω = 0 and v = c ωj|s − j| close to the
boundary point j of B, where c ∈ C. Let βj ∈ (−1, 0), j ∈ {0, 1}. For each
p, q ∈ (1,∞), ℓ ≥ 1 and γ ∈ R satisfying (6.27) there exists a T > 0 and a
unique
w ∈W 1,q(0, T ;Hℓ,
3
2
+(γ− 1
2
)maxj∈{0,1}{1+βj}
p (B))
∩Lq(0, T ;Hℓ+2,
3
2
+(γ+ 3
2
)minj∈{0,1}{1+βj}
p (B)⊕ Sω)
solving (6.1)-(6.2). In addition, for each τ ∈ (0, T ), each ν, ε > 0 and each
k ∈ N, w satisfies the regularity
w ∈ ∩W k,q(τ, T ;Hν,
3
2
+(γ+ 3
2
−2k)maxj∈{0,1}{1+βj}
p (B))
∩Lq(τ, T ;Hν,
3
2
+(γ+ 3
2
)minj∈{0,1}{1+βj}
p (B)⊕ Sω)
∩C([τ, T ];Hν,
3
2
+(γ+ 3
2
− 2
q
)minj∈{0,1}{1+βj}−ε
p (B)⊕ Sω)
∩C([0, T ];Hℓ+2−
2
q
−ε, 3
2
+(γ+ 3
2
− 2
q
)minj∈{0,1}{1+βj}−ε
p (B)⊕ Sω).
By the above theorem and Lemma 5.4 (i) we find the following asymptotics
for the distance function w and its derivatives.
Corollary 6.5 (Asymptotic behaviour of w). Let βj ∈ (−1, 0), j ∈ {0, 1},
p, q ∈ (1,∞), ℓ ≥ 1, γ ∈ R satisfying (6.27) and T > 0 as in Theorem
6.4. There exists a c ∈ C([0, T ];R) such that close to the boundary point
j ∈ {0, 1} we have
|w(|s − j|, t) − c(t)|s− j|| ≤ C1s1+(γ+
3
2
− 2
q
)(1+βj),
|ws(|s− j|, t) − (−1)jc(t)| ≤ C2s(γ+
3
2
− 2
q
)(1+βj ),
and
|wss(|s − j|, t)|| ≤ C3s−1+(γ+
3
2
− 2
q
)(1+βj),
for each t ∈ [0, T ] and come constants C1, C2, C3 > 0 only depending on
p, q, ℓ, γ and T . Hence, if in particular we choose q sufficiently large and
γ sufficiently close to 1/2, then we have that for each ε > 0 there exists a
T = Tε > 0 as in Theorem 6.4 such that
|w(|s − j|, t) − c(t)|s − j|| ≤ C4s3+2βj−ε, t ∈ [0, Tε],
|ws(|s− j|, t) − (−1)jc(t)| ≤ C5s2+2βj−ε, t ∈ [0, Tε],
and
|wss(|s − j|, t)|| ≤ C6s1+2βj−ε, t ∈ [0, Tε],
for each t ∈ [0, Tε] and some constants C4, C5, C6 > 0 only depending on p,
ℓ, ε and Tε.
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7. Evolution equations and geometric consequences
In this section we will compute the evolution equation of several geometric
quantities and derive some geometric properties of the evolved curves.
Let g be a singular metric of order β ∈ (−1, 0) at the origin of C, i.e., in a
system of local coordinates we have that
g = e2h|z|2β |dz|2
where h is smooth. Throughout this section we will always assume that
γ : B→ C is a smooth regular embedded curve such that
γ(0) = 0 = γ(1).
Assume further that the exterior angle of the curve γ at 0 is α.
7.1. Evolution equations. Let us evolve the curve γ by the degenerate
curve shortening flow, i.e., consider the map Γ : B× [0, T )→ (C, g), with
Γ (x, 0) = γ(x),
for any x ∈ B, which solves the degenerate curvature flow equation.
Let us see how several important quantities evolve under the degenerate
flow. Denote by µ the speed function of each evolved curve, i.e.,
µ = |Γx|g = eh◦Γ |Γ |β|Γx|.
Fix a sufficiently small number ε > 0 and denote by s( ·, t) be the arc-length
of the evolved curve Γ ( ·, t) : [ε, 1 − ε]→ (C, g). Then we have
s(y, t) =
∫ y
ε
µ(x, t) dx
and
sx(x, t) = µ(x, t).
Therefore,
∂s = µ
−1∂x = e−h◦Γ |Γ |−β|Γx|−1∂x. (7.1)
Lemma 7.1. The induced by g Laplacian on B is an operator of the form
∂2s = P |x− j|−2β∂2x + βP |x− j|−2β−1∂x +Q|x− j|−2β∂x,
where here P and Q are smooth time dependent functions, with P being
positive on B. If around each boundary point we perform the coordinate
change
|x− j| = ((1 + β)|y − j|) 11+β ,
then the Laplacian operator ∆ takes the form
∂2s = P∂
2
y +Q
(
(1 + β)|y − j|) −β1+β ∂y,
and becomes a uniformly parabolic operator.
Proof. The proof follows by straightforward computations. 
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The following evolution equation expressions are well known and can be
found in the paper of Grayson [39].
Lemma 7.2. The following formulas hold true:
(a) The speed µ and the length element ds evolve according to
µt = −k2gµ and ∂t(ds) = −k2gds.
(b) The Lie bracket between ∂s and ∂t is given by[
∂t, ∂s
]
= k2g∂s.
(c) The tangent τg and the normal ξg satisfy the evolution equations
∇∂tτg = ∂s
(
kg
)
ξg and ∇∂tξg = −∂s
(
kg
)
τg,
respectively.
(d) The evolution of the length L is given by
Lt = −
∫ 1
0
k2gds.
(e) The commutator between ∂/∂s and ∂/∂t satisfy the identity
∇∂t∇∂sZ = ∇∂s∇∂tZ + k2g∇∂sZ − kgRg(τg, ξg, Z),
where Z is a time dependent vector field along the evolving curves and
Rg the Riemann curvature tensor of g.
(f) The curvature kg evolves in time according to
∂t
(
kg
)
= ∂2s (kg) + k
3
g + kgKg,
where Kg is the Gauss curvature of the metric g.
(g) The integral of the geodesic curvature evolves according to
∂t
( ∫ 1
0
kgds
)
= (kg)s(1, t) − (kg)s(0, t) +
∫ 1
0
kgKgds.
A useful tool to control the behavior of various quantities is the comparison
principle; see [29] or [3, Chapter 7].
Theorem 7.3. Let U be an open and bounded domain of Rn and consider
Ω = U × (0, T ), where T > 0. Assume that u ∈ C21 (Ω)∩C0(Ω) is a solution
of the second order linear (weakly) parabolic differential equation
ut +A(u) = 〈Z,Du〉 + Ψ(u)
where Z is a continuous vector field and Ψ a continuous function. Let now
umax : [0, T )→ R and umin : [0, T )→ R be the solutions of the ODEs{
u′max = Ψ(umax)
umax(0) = supx∈U u(x, 0)
and
{
u′min = Ψ(umin)
umin(0) = infx∈U u(x, 0)
.
Then,
umin(t) ≤ u(x, t) ≤ umax(t)
for all (x, t) ∈ Ω× [0, T ).
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7.2. Some geometric consequences. Applying the parabolic maximum
principle we are able to estimate the maximal time of solution and to prove
that several geometric properties are preserved during the flow.
Lemma 7.4. The function d : B× [0, T ) given by
d = e2h◦Γ |Γ |2+2β + 2t
satisfies the heat equation
dt = dss.
In particular, the maximal time of solution satisfies
Tmax ≤ 1
2
max
(
eh◦γ |γ|2+2β).
Proof. Note at first that because β + 1 > 0, the function d is well defined
and continuous on B. Observe now that
d = e2h◦Γ |Γ |2+2β + 2t = e2h|Γ |2β〈Γ, Γ 〉+ 2t = 〈Γ, Γ 〉g + 2t.
Differentiating with respect to t, we have
dt = 2kg〈Γ, ξg〉g + 2.
Moreover, differentiating with respect to s, we obtain
ds = 2〈Γ, τg〉g and dss = 2 + 2kg〈Γ, ξg〉g.
Hence, d satisfies the heat equation. According to the parabolic maximum
principle, we obtain that
2t ≤ e2h◦Γ (y,t)|Γ (y, t)|2+2β + 2t ≤ max (eh◦γ |γ|2+2β).
Hence,
Tmax ≤ 1
2
max
(
eh◦γ |γ|2+2β).
This completes the proof. 
Lemma 7.5. Convexity is preserved under the degenerate curve shortening
flow.
Proof. Since β < 0, from Lemma 2.4 we deduce that for each t the function
kg(·, t) is continuous up to the boundary of B. From Lemma 7.2(f) and the
weak parabolic maximum principle we obtain the result. In particular, if
Kg is zero, we see that
0 =
miny∈B kg(y, 0)
1− 2tminy∈B k2g(y, 0)
≤ kg(y, t) ≤ maxy∈B kg(y, 0)
1− 2tmaxy∈B k2g(y, 0)
,
for any (y, t) ∈ B× [0, T ). This completes the proof. 
In the next lemma we show that also convexity, with respect to the euclidean
metric, is preserved under the degenerate curvature flow.
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Lemma 7.6. Let γ : B→ C be a convex curve with respect to the euclidean
metric on C. Then, this property is preserved under the degenerate curve
shortening flow.
Proof. Define the support function f : B× [0, T )→ R given by
f = 〈Γ, ξg〉g.
Being convex is equivalent with f being a non-positive function. Observe
that,
f = 〈Γ, ξg〉g = eh|Γ|β〈Γ, ξ〉 = eh|Γ |β+2 〈Γ, ξ〉|Γ |2 = e
h|Γ |β+1〈eΓ , ξ〉, (7.2)
where eΓ is the vector field given by
eΓ = |Γ |−1Γ.
According to Lemma 2.3, the function f is continuous and by assumption
f(x, 0) ≤ 0, for any x ∈ B. Differentiating with respect to t and s, we have
ft = kg − ∂s(kg)〈Γ, τg〉g and fs = −kg〈Γ, τg〉g. (7.3)
Moreover, differentiating once more with respect to s, we get
fss = −kg − k2gf − ∂s(kg).
Hence, the function f satisfies the following evolution equation
ft − fss = 2kg + k2gf.
Define now the function fmax : [0, T )→ R given by
fmax(t) = maxy∈Bf(y, t),
for any t ∈ [0, T ). We claim that fmax stays non-positive in time. Let us
assume to the contrary that this is not true. This means that there exist
0 ≤ t1 < t2 < T such that fmax(t1) = 0 and fmax(t) > 0 for any t ∈ (t1, t2]
Recall that from our assumption initially we have
〈eΓ, ξ〉 ≤ 0.
Hence, by continuity, there exist a time t3 ∈ (t1, t2] and ε ∈ (0, 1), such that
〈eΓ, ξ〉(y, t) < 1− ε (7.4)
for (y, t) ∈ B × [t1, t3]. Observe now that for any t ∈ (t1, t3] there exists
yt ∈ B such that
fmax(t) = f(yt, t) > 0.
From Theorem A and the equation (7.2) we deduce that f(j, t) = 0, for
j ∈ {0, 1}. Therefore, the point yt must lie in the interior (0, 1) of B.
Additionally, from Lemma 7.1 and the evolution equation of f , we have
that on the interval (t1, t3] it holds
f ′max(t) ≤ 2kg(yt, t) + k2g(yt, t)fmax(t). (7.5)
Our goal is to show that the right hand side of the above inequality vanishes.
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Case 1: Suppose that Γ (yt, t) = 0. Then, from Lemma 2.2, we deduce that
kg(yt, t) = |Γ (yt, t)|−β
(
k(yt, t)− β̺(yt, t)− 〈Dh, ξ〉
)
= 0
and so the right hand side of (7.5) vanishes.
Case 2: Suppose that Γ (yt, t) 6= 0. By a direct computation we obtain
〈Γ, τg〉2g = |Γ |2g − 〈Γ, ξg〉2g = |Γ |2β+2 − f2 = |Γ |2β+2
(
1− 〈eΓ , ξ〉2
)
. (7.6)
Since we are working at the maximum of f and since by (7.4) the function
〈eΓ , ξ〉 is strictly less than 1 on B× [t1, t3], we deduce from (7.6) that
〈Γ, τg〉2g(yt, t) > 0,
for any t ∈ (t1, t3]. Now, from (7.1) and Lemma 7.1, we see that
fy(yt, t) = 0 = fs(yt, t).
Going back to the identity of (7.3) we obtain that kg(yt, t) = 0, which implies
that the right hand side of the inequality (7.5) again vanishes at (yt, t).
Hence, in each case we have that at the maximum point (yt, t), we must
have f ′max(t) ≤ 0. Consequently,
0 < fmax(t3) ≤ fmax(t1) = 0,
which is a contradiction. Consequently, being starshaped with respect to the
origin is preserved during the degenerate curvature flow and this completes
the proof. 
7.3. Evolution of angles and areas. We will investigate now how angles
and areas of closed curves evolves in time under the degenerate curvature
flow in the case where g is a flat singular metric.
Lemma 7.7. Suppose that g is flat. Then, the enclosed (Riemannian) area
A by the curve γ evolves in time along the evolution according to
At(t) = −
∫ 1
0
kgds = −π − (1 + β)
(
π − α(t)),
for any t < Tmax. In particular, the enclosed area decreases in time along
the degenerate curvature flow.
Proof. By Green’s Theorem we have that
A = −1
2
∫
〈Γ, ξg〉gds.
Differentiating and using Lemma 7.2 we deduce that
At = −1
2
∫ 1
0
〈Γt, ξg〉gds− 1
2
∫ 1
0
〈Γ,∇∂tξg〉gds−
1
2
∫ 1
0
〈Γ, ξg〉g∂t(ds)
= −1
2
∫
kgds+
1
2
∫ 1
0
∂s
(
kg
)〈Γ, τg〉gds+ 1
2
∫ 1
0
k2g〈Γ, ξg〉gds.
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Integrating by parts and using the Serret-Frenet formulas, we get that∫ 1
0
∂s
(
kg
)〈Γ, τg〉gds+ ∫ 1
0
k2g〈Γ, ξg〉gds = −
∫ 1
0
kgds.
The rest of the proof follows by Gauss-Bonnet formula in Theorem 3.2. 
Lemma 7.8. Suppose that g is flat and γ : B → C an embedded curve. If
along the evolution the enclosed area tends to zero and the exterior angle
stays constant along the flow, then the maximal time Tmax of solution is
given by
Tmax =
A(0)
π + (1 + β)(π − α) ,
where α is the exterior angle at O and A(0) the (Riemannian) enclosed area
of the initial curve.
Proof. From Lemma 7.7 we have that
A(t) = A(0) + (π + (1 + β)(1 + α))t.
Since the enclosed area tends to zero as we approach the maximal time of
existence, we obtain that
Tmax =
A(0)
π + (1 + β)(π − α) .
This completes the proof. 
Lemma 7.9. Suppose that the geodesic curvature satisfies
∂s(kg)(0, t) = 0 = ∂s(kg)(1, t) = 0.
Then, the exterior angle α that the initial curve is forming at the singular
point stays constant along the evolution.
Proof. By differentiating with respect to t, we see that
∂tα(t) = −∂t〈τg(0, t), τg(1, t)〉g
= −(kg)s(0, t)〈ξg(0, t), τg(1, t)〉g − (kg)s(1, t)〈τg(0, t), ξg(1, t)〉g
= −(kg)s(0, t)〈ξ(0, t), τ(1, t)〉 − (kg)s(1, t)〈τ(0, t), ξ(1, t)〉
= −(kg)s(0, t)
(
π/2 + α(t)
) − (kg)s(1, t)(π/2 − α(t)).
Hence, the angle α satisfy a linear first order ODE,
∂tα+ pα = q
where p and q depends on the derivatives of the curvature at the origin.
Consequently,
α(t) = e−
∫ t
0
p(t)dt
{
α(0) +
∫ t
0
q(t)e−
∫ t
0
p(t)dtdt
}
,
for any t ∈ [0, Tmax). One can readily see that if the gradient of the geodesic
curvature vanishes at the origin, then the exterior angle stay constant along
the evolution. 
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8. Proofs of our main theorems
In this section we will prove our main Theorems A, B, C and D.
8.1. Proof of Theorems A and B. The results follow immediately from
Theorem 6.4 and Corollary 6.5.
8.2. Proof of Theorem C. The results follow from Lemma 7.4, Lemma
7.5, Lemma 7.6, Lemma 7.7 and Lemma 7.8.
8.3. Proof of Theorem D. Since the initial curve is not passing through
singular points of the surface, its evolution is done by the standard curve
shortening flow. By the avoidance principle and the structure of the geodesic
near the conical tips in Lemma 2.5, the evolved curves will not approach
the singular points of the surface. Embeddedness of the evolved curves is
guarantied by results of Gage [33, Theorem 3.1] and Angenent [8]. Since
the evolving curves are staying in a compact region of the surface, the result
follows by Grayson [39, Theorem 0.1]; for different proofs see [28] or [48].
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