Abstract-Information geometry is a new mathematical discipline which applies the methodology of differential geometry to statistics. Therefore, families of exponential distributions are considered as embedded manifolds, called statistical manifolds. This includes so important families like the multivariate normal or the gamma distributions. Fisher information -well known in information theory -becomes a metric on statistical manifolds. The Fisher information metric enables a hyperbolic structure on the multivariate normal distributions. Information geometry offers new methods for hypothesis testings, estimation theory or stochastic filtering. These can be used in engineering areas like signal processing or video processing or finance.
I. INTRODUCTION
Differential geometry considers geometric structures on manifolds, i.e. objects which looks locally like the ddimensional space R d . Figure 1 shows very simple examples of two dimensional manifolds, well known as surfaces. The manifolds can be embedded into a higher n-dimensional space R n , which allows an extrinsic view on them. Such an embedding allows a local parameterizations of a manifold within its circumjacent space given by a smooth mapping
where U ∈ R d is an open set and ∂s ∂u i are linear independent vectors. A parameterized manifold S within the R n posses a ddimensional tangent space T p S to every point p (see figure  2) given by the set of all tangent vectors dγ dt (0) of curves on S, γ(t) ⊂ S, which passes the given point of the manifold, i.e. γ(0) = p ∈ S. It is generated by the two vectors e 1 = ∂s ∂u 1 , ..., e d = ∂s ∂u d . An embedded manifold within the R n inherits a metric structure from the usual scalar product in R n . Therefore, one defines
In generally a manifold with such a metric structure is called a Riemannian manifold. The metric gives the length of a curve γ(t) by
A further item in differential geometry is the geodesic and curvature. A geodesics is defined to be (locally) the shortest path between two points in the given manifold. A criteria for geodescics can be obtained by a variation approach:
where u i (t) are the coordinates of the curve and Γ metric.
Often also the symbols
are used. For curves on surfaces this means that the acceleration of the curve has no components in the direction of the surface (and therefore it is perpendicular to the tangent plane of the surface at each point of the curve). Figure 3 shows the different geometric structures on surfaces, which are well known. The sphere carries a spherical geometry, where the great circles are the geodesics. The torus can be enriches with euclidean geometry. Surfaces of a higher genus possesses hyperbolic geometries. The following chap- The last chapter gives examples and further applications of information geometry which seems to be promising in engineering like signal processing, data fusion or filtering. Also a short description of the related topic of projection filter is included. For further reeding on differential geometry see [1] [2], [3] , [4] .
II. INFORMATION GEOMETRY

A. Statistical manifold
Information geometry deals with probability distributions p(x; u), where x ∈ Ω is an element of a sample space and u
parameter. Assume that U is open and that p(x; u) fulfills several regularity conditions: p(x; u)
is smooth with respect to u and
with the chart p(., u) −→ u is called a statistical manifold. One important example of such an statistical model is found by the exponential family
This includes also the normal distribution, e.g.
with
For further details see [5] , [6] , [7] or [8] . 
B. Embeddings and Fisher information metric
Using the square root likelihood
The tangent space can be defined using the derivative along a curve. Because L 2 is an infinite dimensional manifold, some modifications have to be taken into account (Frechet derivative) [9] . The tangent space becomes:
The inner product f | g = f (x)g(x)dx on L 2 can be used to induce a metric on S. [9] , [10] .
This can also be expressed as
This is well known as Fisher information, which is of outstanding interest in modern information theory (see [11] ) and estimation theory.
The corresponding connections and are given by [8] (α = 0 connection):
III. APPLICATIONS
Important application of information geometry were discovered in signal processing and tracking. They are related to the geodesics which are defined by the Fisher information. An overview of the geodesic metrics using Fisher information can be found in [12] . These allows to compare different distributions for hypothesis testing. Here three examples are given:
The metric is nothing else than the hyperbolic one. Therefore S becomes a hyperbolic plane.
B. Multivariate normal distributions with fixed covariance
The metric derived by the geodesic distance is given by
This is the well known Mahalanobis distance. This distance occurs within the assignment problem in multi target tracking.
C. Multivariate normal distributions with fixed mean
The metric is defined by
where λ i are the roots of the equation det(Σ 1 − λΣ 2 ) = 0 This metric has a certain importance in space time adaptive processing STAP [9] and constant false alarm rate CFAR [10] as was mentioned by [11] . It can be involved in the evaluation of the distance between the average distribution in a neighborhood of a cell under test and the test cell itself.
D. Gamma distribution
Here the metric becomes
In [13] various applications to these gamma and log gamma manifolds are reported.
E. Projection filters
Another application of information geometry can be found in filter theory [14] , [15] . The filter problem is described by a system of stochastic differential equation:
where X t is the unobserved state process, Y t is the observation process and W t ∈ R p , V t ∈ R d are Brownian motions with covariance matrices Q t respectively R t . It is assumed that f , h and σ fulfill several regularity conditions, like Lipschitz continuity, non-explosion and polynomial growth (see [15] ).
The nonlinear filtering problem is the determination of the conditional probability distribution π t of the state X t given the observations up to time t, i.e.
The density p t (z) corresponding to the probability distribution π t satisfies the Stratonovich stochastic differential equation :
with the forward diffusion operator
Formulated with square root densities this gives:
Now, consider the exponential family of probability densities:
Information geometry offers the projection onto the tangential space of S 1/2 as described above with respect to Fisher information metric. For more results concerning projection filters see [15] Other aspects of filtering and information geometry can be found in [16] , [17] and [18] .
IV. CONCLUSION
A short introduction into the new and increasing topic of information geometry is given. To help to visualize the topic the close relationship with embedded surface and geometric structures on the closed 2-manifolds is elaborated. Some promising application within signal processing and filtering are presented.
