This paper deals with the automatic computation of the assembly sequence for building truss structures from their 3D geometrical analysis. This functionality is part of the autonomous planning architecture of a team of aerial robots equipped with on-board robotic arms. The mission of the team is the construction of a structure in places where the access is difficult by conventional means. The assembly sequence is computed by applying the well known "assembly-by-disassembly" technique to the Non-Directional Blocking Graphs (NDBG) obtained from the geometrical analysis of the structure. In this paper two novel local heuristics are presented to solve the assembly problem: the former is based on the number of free nodes in the graphs and the latter is related to the size of the resulting connected subgraphs when each disconnection is applied to a set of parts. Both techniques are designed to compute the assembly sequence that allows to parallelize the building process of the structure if enough robots are available. Simulation results as well as experimental results with an aerial robot are presented in the paper.
Introduction
The work described in this paper is part of the ARCAS European Project funded by the European Commission. One of the goals of this project is to build a structure by using a team of aerial robots equipped with on-board manipulators. The practical interest of this system can be found in situations where it is required to build a structure in places with difficult access by conventional means (see Fig. 1 ).
Other works [2, 15, 20, 9] have addressed cooperation in teams of aerial robots for multi-purpose missions. However, in those papers the dexterous manipulation with aerial robots was not present. The use of aerial robots allows to perform assembly operations in any point of the 3D space, which can represent a relevant advantage compared to ground robots in areas of difficult access.
In previous work of the authors [16] , the so-called TA technique was applied to compute assembly sequences using a global search algorithm. It was shown that pre-computing groups of disassembly operations, the depth of the search tree was reduced allowing to decrease the required computational time. In this work, local search is added to the previous approach in order to decrease more the runtime by pruning the tree according to the chosen heuristics in each iteration. These local heuristics are based on those characteristics of the intersection graphs that are related to the potential parallelization of the assembly operations if enough aerial robots are available.
It should be clarified that characteristics such as the number of available robots, the weight of the parts and the obstacles in the environment are not taken into account in this work. Only the geometry of the structure is considered and it is assumed that enough robots are available to exploit the potential parallelization of tasks in the construction process.
The paper is organized as follows. Next section summarizes related work addressing the geometric analysis of the structure, the representation of the assembly sequences and the methods applied for their computation. Section 3 describes the architecture and the algorithms applied to solve the assembly problem, and the local heuristics mentioned above are presented in Sect. 3.2. The simulation results of the different strategies are analyzed in Sect. 4 and the whole approach is illustrated with a real experiment performed with a multi-copter in the facilities of the Center for Advanced Aerospace Technologies (CATEC) located in Spain. Finally, Section 6 closes the paper with the conclusions.
Related Work
The particular problem addressed in this work is to compute the sequence of Assembly Operations (AO) required to build a given structure. Reference [11] presents a classification of the structures according to different features: number of hands, monotonicity(whether or not operations of intermediate placement of subassemblies are required), linearity (whether all assembly operations involve the insertion of a single part in the rest of the assembly or more than one part have to be simultaneously inserted), and coherence (whether or not each part that is inserted will touch some other previously placed part). The structures considered in this paper are sequential (for two robots), monotone, linear and contact-coherent.
Related work is divided according to different areas of research: geometric analysis and problem representation, and the algorithms to compute the assembly sequences.
Geometric Analysis and Problem Representation
In this area, several authors have introduced ideas such as the graph of connections, whose nodes are these individual parts and the links stand for contact connections between them. In [4] a classification of the different types of connections is provided, and in [18, 6] the graphs of connections are represented as liaison matrices. There are also more particular representations [21] where predicates are used to specify the relative positions of the different parts (part 1 on top of 2, part 2 at +x with respect to part 5, etc.). Relational graphs have been applied to analyze the distances between parts from their vertices and/or their edges [12] and it has been also used the configuration space or C-space in [7, 8] to define a geometric area which represents the contact-free region for every two parts. In particular, the Minkowski difference P Q is applied in [7] to determine the free obstacles region between two polygons P and Q.
The use of AND/OR graphs [10] has been widely applied in assembly sequence problems. In this case, the approaches start from a previous analysis of the structure geometry and represents the different possible combinations of assembly operations as an AND/OR graph. The AND branches represent the disassembly of a part (or a subset of parts), whereas the OR branches (different paths from the same node) represent different disassembly options. In a later stage, it is possible to analyze the feasibility of the sequences using knowledge databases [4] , geometrical approaches [18] , ad-hoc algorithms [23] that differentiate parts and connectors, or building Non-Directional Blocking Graphs [22] . Finally, an algorithm based on the so-called motion space is presented in [7] . Different sequences of translation paths are computed within the C-space in order to build the structure.
Methods to Compute the Assembly Sequences
A widely used method is called assembly-by-disassembly. Starting from the initial structure, the algorithm computes the parts that can be disassembled and updates the structure after removing them. The process is repeated until no remaining parts are left. This technique can be applied with the previously mentioned Non-Directional Blocking Graphs representation that includes the blocking directions between the different parts of the structure.
There are other algorithms based on different techniques: ant colonies [21, 19, 6] , neural networks [17] , evolutionary algorithms [5, 13] and Immune Optimization Approaches(IOA) [3] . Alternatively to perform a graph search, reference [14] proposes to transform the liaisons graph into a table of liaisons in matrix form where a feasible sequence can be found by successively deleting the columns of the parts already included in the assembly and examining their rows for other candidate liaisons to be established.
All these algorithms can be setup just to compute feasible sequences or to optimize the operations according to a given criteria: number of required reorientation of parts [21] , required tools, number of parts moved, etc. For instance, in [1] the authors apply Petri Nets to solve the problem minimizing the degree of difficult of assembly sequences.
Adopted Approach
The architecture adopted to solve the problem was also applied in [16] and it is shown in Fig. 2 . It is based on the following modules: NDBG generator, assembly-by-disassembly technique, heuristics based prune, sequence selection based on metrics and final assembly sequence computation. Fig. 2 . Architecture adopted to compute the assembly sequence required to build the structure given as input. The different modules are described in this section.
NDBG Generator
Let us consider a structure S composed by a set of parts P i . Constant mutual blocking relationships between parts of the structure can be labeled with Directional Blocking Graphs
where V is the set of vertices, (a, b) is an edge with source a and sink b and any node n i ∈ V represents a part P i of the structure S. In the graph g S (t), an arc points from P i to P j iff P j blocks the displacement of P i along the particular direction given by vector t.
Let us define w = (n 1 , n 2 , ..., n k ) as a path in the graph from node n 1 to n k . A strongly connected subset of g S (v) is the maximal subset of nodes such that
i.e. for every pair of nodes (n 1 , n 2 ) ∈ g S (v), there is a path from n 1 to n 2 with all the nodes belonging to g S (v). Then, the strongly connected subsets of a graph g S (v) represents individual parts (or subsets of parts) that can be disassembled from S.
Let d t be a disassembly operation containing the list of parts that can be disconnected from the structure in a direction t, and D the set including all the possible disassembly operations. A set of n parts belongs to D if
(3) Figure 3 shows the different DBGs g S (v) that belongs to the set G S for a given 2D structure. Each graph corresponds to a particular bidimensional direction of dissasembly v ∈ S 2 . As the structure is 2D, the different angles associated to the directions are represented in a circle S 2 . The partition of the circle of directions labeled with the corresponding DBGs is called the Non-Directional Blocking Fig. 3 . This is a representation of the full set GS for the structure shown on the left. On the right, the different graphs gS(v) with v ∈ S 2 are grouped in different circular sectors depending on the translation direction. The graphs on the top and the bottom of the circle correspond to the vertical direction (upwards and downwards respectively).
Graph (NDBG). Then, Figure 3 displays the NDBG for an assembly in a 2D infinitesimal translational case.
As it will be shown later, the disassembly process is iterative until all the parts of the structure are disconnected, i.e. ∀n i and ∀g S (t j ) with n i ∈ g S (t j ), no edges are connected to n i .
Other authors have considered rotations [22] and multiple translations [8] in the building process. However, in this work in order to follow the graph approach presented above and expressions such as (3), only one-step translations are considered in the process. On the other hand, only the three Cartesian axes have been considered for the translations in the NDBG graphs generation: ±x, ±y, ±z. Finally, it should be mentioned that the assembly sequence is computed from the disassembly sequence just reversing the order of the operations.
Assembly-by-Disassembly Technique
This technique processes the previous G S in order to find paths of disassembly operations that can disassemble the whole structure. Once a particular sequence of disassembly operations has been chosen, it is just required to perform the operations in reverse order to obtain the assembly plan.
In order to find the different paths of disassembly operations in G S , Algorithm 1 has been applied. This algorithm generates a list with all the posible paths for a given local heuristic. The different heuristics are described later in Sect. 3.3.
GS ←− Build intersections graph ;
Σ ←− Initialize list as empty ; while remaining parts connected in GS do Δ ←− getDissasemblySet(GS, Hi); update GS; Add Δ to Σ ; end Algorithm 1: Core algorithm used to implement the assembly-by-disassembly technique. Σ is a list with all the posible disassemblies Δ applying a given heuristic H i .
The algorithm stores in Σ all the posible disassemblies Δ applying a given heuristic H i . The heuristics prune the computation of sequences according to the indices q Hi described in Sect. 3.3. The sequences with the highest values of q Hi are returned to be further processed by the next module of the architecture.
In previous work of the authors [16] , it was shown that pre-computing groups of disassembly operations, the depth of the search tree was reduced allowing to decrease the required computational time. That technique has been also used in the method getDissasemblySet applied to compute Δ in Algorithm 1.
Heuristics Based Pruning
Two different heuristics have been applied in the implementation of Algorithm 1: the number of free nodes in the graph (H F ) and the features of the connected subgraphs (H C ). Both heuristics are described in the following.
Number of Free Nodes in the Graph (H F ).
Let us define v(n) as the degree or valence of a node n in a graph, i.e. the number of incident edges in a vertex. For a node n in directed graphs, the number of head endpoints adjacent to a node is called the indegree v − (n) of the node and the number of tail endpoints adjacent to a node is its outdegree v + (n). In every graph
On the other hand, let us denote q HF as the number of parts free of intersection in the structure, i.e. the nodes n i such that g + (n i ) = 0 in each graph g S (v i ). It is possible to select those disassemblies leaving the maximum number of free parts for the next iteration in the algorithm previously described. Then, given the j-th node n j ∈ g S , the heuristic q HF is computed in each iteration of Algorithm 1 for a particular disassembly Δ as
where M = |G S | and N = |g S (v i )|. The computation is performed for each g S , and hence, single parts (nodes n such that g(n) = 0) will increase q HF in a quantity + |G S |, i.e. the total number of g S graphs. Then, this heuristic prioritizes single parts disassemblies that lead to very linear disassembly sequences. This behaviour can be reduced adding one unit to q HF if a node is free of intersections in all the graphs g S . In order to illustrate the idea behind this heuristic, the structure in Fig. 4 will be used as reference. Figure 5 shows two possible disassemblies (d 1 and d 2 ): after d 1 there are no additional parts free of intersections, whereas with d 2 there are five free parts. Then, the second disassembly leads to a higher value of q HF . Fig. 4 . Basic structure used to illustrate the ideas behind the different local heuristics Connected Subgraphs (H C ). A connected subgraph c S (v) is defined as a subset of connected nodes with a minimum degree equal to one, i.e. g(n) = 1. In addition, c S (v) ∈ g S (v) and for every two nodes n 1 and n 2 belonging to different c S (v), there is no path connecting both. Each node n with g(n) = 0 is a connected subgraph with no edges.
This heuristic is based in the idea of prioritizing disassemblies that divide the graphs g S in the maximum number of connected subgraphs with a similar number of nodes. The idea is to divide the structure S in many substructures that can be disassembled in parallel. Let us define max(c S (v i )) and min(c S (v i )) as the connected subgraphs with the maximum and minimum number of nodes from g S (v i ) respectively. The heuristic q HC is computed in each iteration of Algorithm 1 for a particular disassembly Δ as
where M = |G S |, r max = |max(c S (v i ))| and r min = |min(c S (v i ))|. The structure in Fig. 4 will be used again to illustrate the ideas behind this heuristic. Figure 6 shows all the possible disassembly operations. It can be seen that the disassemblies from d 3 to d 7 on the top will lead to low values of q HC because the graphs g s are divided in subgraphs with a big difference in the number of nodes. The same applies for the disassembly d 1 on the right. But the disassembly d 2 will generate a new graph with two connected subgraphs of 6 (moved parts) and 7 (static parts) nodes.
Heuristics Normalization. In order to combine different heuristics in the Algorithm 1, it is required to normalize them as norm HF = |V L | |V | ∈ 0, 1 (7) Fig. 6 . All the possible disassemblies for the structure shown in Fig. 4 .
where V L is the set of free nodes in G S and V is the set with all the nodes.
Sequence Selection Based on Metrics
After Algorithm 1 finishes, the structure is fully disassembled and the computed disassembly sequences are ranked according to two metrics: the number of required movements (I m ) and the degree of potential parallelization of the building process (I p ). Both are computed using counters associated to the parts of the structure. After ranking the sequences, it is possible to filter the results of the previous module by using a given threshold.
Final Assembly Sequence Computation
In the last stage of the process, the assembly sequences are computed just reversing the order of the disassembly operations and are represented using the Planning Domain Definition Language (PDDL). Each assembly operation (AO) has associated different features in this format: preconditions with the required previously assembled parts, effects with the pose of the parts after assembling them, translation vectors, type of connections, etc.
Analysis of the Proposed Approach
Apart from the previously presented heuristics, another heuristic H M has been simulated for comparison purposes. This heuristic is based on the metric I m presented in Sect. 3.4 and q HM is computed for a particular disassembly Δ as In order to compare the different approaches, a set of structures has been used and ranked with a complexity metric. This complexity C has been defined for a structure as the sum of the number of edges of all its associated graphs g S (d). This metric is shown in the horizontal axis of the plots presented in this section. Figure 7 is focused on structures with complexity above 85 (C > 85) and shows the values of I m for the different simulated strategies. It can be seen that the lower values of I m are achieved with the heuristic based on the number of free nodes (H F ).
On the other hand, Figure 8 compares the heuristic H F with the so-called TA technique presented in [16] that used only global search. As local search was not applied to prune the search tree, the spectrum of assembly sequences is broader and the solutions are better (lower I m ). However, the computational load is higher for the TA algorithm compared to the heuristic H F . This is an important drawback because the runtime grows exponentially with the complexity of the structure. Fig. 7 and the so-called TA technique presented in [16] 
Experimental Application
The structure shown in Fig. 9 has been used in an experimental setup to test the approach presented in this paper to compute the assembly sequence. Fig. 9 . Structure in the experimental setup used to illustrate the building capabilities of aerial robots equipped with manipulators in the framework of the ARCAS European Project. The CATIA file with the design of the structure is the starting point for the computation of the assembly sequence.
The NDBG generator module computes automatically the set G S shown in Fig. 10 from the structure designed in CATIA. Then, applying the sequencing Algorithm 1 and the heuristics described in Sect. 3.3, two disassembly sequences are computed and ranked according to the metrics presented in Sect. 3.4. Table 1 shows the runtime T c and the values of the metric I m for the different heuristics and combination of heuristics. It can be seen that for this particular structure the values are very similar in general.
The selected disassembly sequence was composed by the following disassembly operations:
1. Part Y disassembled from G and B towards +z. 2. Part G disassembled from C towards +z. 3. Part B disassembled from C towards +z. 4. Part C as base. and the final plan for the execution is computed reversing the disassembly operations: Fig. 10 . Set GS computed for the structure shown in Fig. 9 using the Cartesian directions as translation vectors Table 1 . Runtime Tc and values of the metric Im for the different heuristics and combination of heuristics applied to the structure shown in Fig. 9 Heuristics This plan was executed with an aerial robot of type multicopter equipped with a manipulator in the facilities of the Center for Advanced Aerospace Technologies (CATEC) located in Spain. The test was carried out in the framework of the ARCAS European Project. Figure 11 shows a photograph of the autonomous execution of the mission.
Conclusions
In this paper it has been shown that the local heuristics offer lower computational cost compared to the so-called TA technique presented in [16] that used only global search. However, local search prunes the tree removing in each iteration the disassemblies Δ according to the chosen heuristics. An interesting alternative would be to apply a threshold μ to control the pruning process, so that if μ is equal to zero, the disassemblies are not discarded.
It should be highlighted that the approach presented in the paper has been experimentally validated with an aerial robot equipped with a manipulator building a structure. The robot executed the assembly operations computed by our method in the facilities of the Center for Advanced Aerospace Technologies (CATEC) in the framework of the ARCAS European Project.
Finally, it should be mentioned that the algorithm can be extended adding other heuristics or additional methods oriented to decrease the computational load. Another interesting heuristic could be to prioritize the disassemblies Δ such that in the following iteration all the parts can be disconnected. Let us consider V L as the set of free nodes, (V, E) as the set of nodes and edges of a graph, and C S (v i ) as the set of connected subgraphs in a particular g S (v i ). Then according to (5) 
i.e. removing the nodes free of intersections with g + (n) = 0 from all the graphs g S (v i ), a connected subgraph is generated per each part (all the parts are disconnected). This heuristic could lead to sequences with disassemblies that can be easily disconnected from the structure.
