Abstract. The inclusion of robotics and automation to support and augment surgical performance offers the promise of shorter operating times, higher accuracy and fewer risks compared with traditional, human-only surgery. This paper discusses current research in the area of surgical robotics and human-robot collaboration. A multimodal robotic scrub nurse (Gestonurse) for the operating room (OR) is presented as a case study. Gestonurse assists the main surgeon by passing surgical instruments, thereby releasing the surgical technician to perform other tasks. Such a robotic system has the potential to reduce miscommunication and compensate for understaffing. The implications of the introduction of surgical robots, as assistants rather than autonomous agents, are discussed in terms of the societal and technological requirements. Quantitative and qualitative findings are presented as evidence to support the guidelines discussed.
Introduction
Understaffing of nurses is a chronic problem in American hospitals that is expected to continue-a shortage of 260,000 registered nurses is (RNs) projected by 2025 [1] .
Research conducted by the Robert Wood Johnson Foundation, NPR, and the Harvard School of Public Health found that the problem was not necessary nurses understaffing but nurses overworked. 34% of patients hospitalized during 2011 thought that nurses were not available when needed. While ideally the expectation is to have one nurse for every three patients in her ER, the reality makes the nurse to care for five patients to eight. This issue points to a shortage of nursing care in hospitals and other healthcare facilities. Moreover, there is a growing concern about the nursing staff being stretched even more thinly in the coming years. This shortage has been linked to an array of negative outcomes such as higher transmission rates of antibiotic resistant strains of illness, cardiac arrest and urinary tract infections [2] . Additionally, recent studies have shown that inpatient mortality risk is nearly 6% higher in units understaffed with nurses compared to fully staffed units [3] . As an example, another study [4] found that 11 to 14% patient mortality in Pennsylvania and New Jersey was directly related to unsuitable patient-to-nurse staffing ratios and burnout symptoms compared to other states in the US. A similar picture has been found in 12 countries in Europe [37] .
Because of this shortage, it is important to find new ways to use technological solutions for highly mechanistic tasks in health care settings. This frees nurses to focus on more complex tasks, allowing outcomes to be improved for all.
2
Why Do We Need Robots in the OR?
Currently, in the United States, errors in medical care delivery are the principal cause of inpatient mortality and morbidity (over 98,000 deaths annually). Research assessing verbal and non-verbal exchanges in the operating room (OR) shows that communication failures are frequent: commands are delayed, incomplete, not received at all, and frequently left unresolved. One study found that 31% of all communications in the OR represent failures, a third of which had a negative impact on the patient [5] [6] [7] [8] .
Another study found that 36% of communication errors were related to equipment use. New technologies could have a crucial impact on OR communication-Adaptable surgical robotic assistants that understand implicit and explicit communication can reduce the number of errors related to miscommunication. One of the uses of surgical robots is to augment the surgeon dexterity and physical abilities by offering a set of customizable set of skills while reducing errors intrinsic to humans [9] . Surgical assistants come in two flavors: surgeon extenders and auxiliary surgical support robots. The first type is controlled uniquely by the surgeon and can enhance the surgeon's dexterity during surgery (such as by eliminating hand's tremors). The second type works side-by-side with the surgeon and supports her task in a variety of functions, such as holding the endoscope. This type of robot can respond to joysticks, voice, touch-pads, and head trackers based interfaces. Natural verbal and nonverbal interfaces can allow surgeons to interact naturally with the robot (assistant) without requiring the surgeon learn in a new set of functions or wearing encumbering sensors. Within the social robotics community, the belief is that surgical robotic assistants, by reducing the miscommunications, will: 1) reduce morbidity and mortality risks; 2) treat of otherwise untreatable pathologies; and 3) reduce operating times. While such robotic systems in the operating room (OR) have been studied, nonverbal interaction as a means of robot interaction, has never been applied to the surgical theater.
Previous Work on Surgical Robots
Previous research on surgical extenders robots includes an assistive robot for object picking [10] , haptic feedback controlled robots, such as SOFIE [11] or Agovic's [12] robot, and the commercially available da Vinci® surgical suite [13] which was developed to conduct minimally invasive and safer procedures for planned endoscopic and laparoscopic surgeries. Robotic scrub nurses (RSN) is a type of auxiliary support robots that has some level of autonomy and cognitive capabilities. For example, Kochan et al., developed "Penelope" [14] which delivers and retrieves surgical instruments and is controlled by voice. Another voice-controlled robot developed by Carpintero et al., [15] relies on computer vision techniques to recognize, pick and return surgical instruments.
The EASOP [16] is a robotic endoscope holder controlled by means of speech. The RSN system developed by Yoshimitsu et al., [17] used voice control for handling laparoscopic surgeries. It also used depth-based action recognition for instrument use prediction. To assess the surgeon's action automatically, 3D point estimation and tracking is performed, requiring the surgeon to wear markers. These markers can compromise sterility.
Overall, the problem with voice-only systems and that they exhibit notable performance degradation [18] in loud environments such as the OR. Anesthesia machines, respirators, drills, side conversations, and other equipment affects the recognition accuracy-in such a setting, the surgeon may say "50,000 units" and the anesthetist may hear "15,000 units" [19] . Such errors could have catastrophic consequences for the patient.
Robots were developed by the military to reduce the fighters' exposure to unfriendly fire. These robots are capable to: (1) safely extract wounded from the battlefield; (2) diagnose and treat life threatening injuries within minutes; and (3) conduct surgery. The BEAR robot (The Battlefield Extraction-Assist Robot) [20] can extract wounded soldiers from the battleground. This robot is controlled remotely and understands speech commands. SRI's M7 surgical robot [21] is the first of its kind applied to a perform a tele-surgery (networked over 1,200 miles undersea) to simulate the conditions of outer space. In light of its success, it was integrated into an autonomous ultrasound-guided medical procedure under similar conditions. Trauma Pod [22] is a glimpse to the next generation of mobile robotic surgery platforms capable of conducting life-saving procedures in hostile environments. It is controlled through speech messages. A surgical deployed robot that responds to speech commands to deliver surgical tools retrieves them as soon as they are not longer needed [23] was developed by Treat et al. The instruments were recognized through computer vision, and a cognitive architecture was used for decision making. None of the robots discussed so far address the problem of multimodal interaction between surgeon and robot.
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Pose Segmentation
Color and depth information were used for hand segmentation and compared to assess the strength of each method. Using color cues for segmentation required finding a background model of the scene and creating hand color model. Segmentation masks from the color models were added and morphologically processed so the largest blob in the image is selected. This region represents the mask of the hand once the noise was filtered out. When using the depth cues, the segmentation involved extracting the user's hand from the scene using the depth map obtained from the Kinect sensor. Applying a threshold operation to the depth map and selecting the region closest to the camera resulted in the mask of the hand.
The contour and convex hull were found from the images including the hand masks. This information was passed to the fingertip localization module. Finally, the two methods of segmentation were compared and the one delivering the best results was selected (the depth-based method) as the main segmentation approach.
Fingertip Localization
To find the fingertip, the curvature value at each point on the contour of the hand mask was computed at multiple scales. For a point on the contour to be considered a fingertip candidate, it had to be the local minimum over several scales and its curvature lower than a given threshold. The set of candidate points included all those points that met the previous criteria after contour discretization, and those points affected by the presence of noisy segmentation. This set was reduced by discarding points too far from the convex hull and clustering the resulting points together. The true fingertip was represented by the centroid of each cluster.
Hand Gesture Recognition
The hand pose was recognized after the fingertips were detected and located within the hand. The number of fingertips in the image was one-to-one matched to the surgical instruments. Once the required instrument was detected from the image, this request was sent to the state machine. Fig. 3 . Samples from the use-case with detected fingertips marked with red circles
Speech Recognition
The speech recognition module was responsible of recognizing each spoken command (from the surgeon) and sending the instrument request to the state machine for further processing. A fixed steered microphone was oriented towards the surgeon and it gathered acoustic information. The speech commands were recognized using the open source CMU Sphinx [28] toolkit.
State Machine
The state machine was responsible for processing requests coming from the gesture and speech recognition modules, and it was meant to deliver instruments, put the system 'on hold' (sleep mode), switch the system to "active" mode, or disable the speech recognition module. Disabling the speech modality was necessary in scenarios where the ambient noise was too loud which can result in false triggers. The gesture and speech recognition modules operate in parallel.
Instrument Pick and Delivery
A six degrees of freedom (DOF) FANUC robot was programmed using a combination of programming platforms, including: KAREL, a FANUC proprietary language used to control the robots and teach-pendant (TP) programs. The position of the surgical instruments was hard-coded and the corresponding coordinates were stored as part of the TP programs. The programs controlling the FANUC robot were each triggered when a request (gestural or verbal) was detected over the telnet interface. The robot proceeded to pick the instrument from its pre-programmed position using a latexencapsulated magnetic gripper and passed it to the surgeon. When the instrument was delivered, the arm would return to its 'HOME' position and switch to the "wait" mode where it awaits a request for a new surgical instrument. 
Human Robot Collaboration in a Mock Surgery
Experiments involving human-robot collaboration were performed using a patient's phantom simulator (Fig. 5) . The performance of the system was assessed using common surgical task --an abdominal incision and closure. The purpose of this surgical exercise was to penetrate the peritoneal cavity without puncturing an inflated balloon, manually examining the surroundings of the cavity, and final closing the abdominal wall without bursting the balloon. The task required the proper handing and use of surgical instruments such a in the experiment, the surge robotic assistant to complet nurse without the robot. Th accuracy were assessed by dure under the two experim tant improved the surgical variance in the picking pos completion times after trai [30, 31] . 
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Trust
Trust can affect the hospital's staff willingness to share existing surgical tasks, provide support to the robot [33] , and provide information to enhance its performance.
In healthcare contexts, a caregiver must trust that a robotic co-worker will protect the interests and welfare of the patients and to ensure the procedures' success with minimum risks. At the same time, the caregiver needs to trust that the robotic assistant will not "displace" the teammate from the task in hand. Trust allocation can have serious implications in the outcomes of the care, e.g. too much trust is placed on the robot can lead to physical risks to the patients -increasing mortality and morbidity risks (misuse) [34] . If too little trust is placed in the robot (disuse), the team may stop using the system altogether. An important observation is that trust decreases with more complex and cognitive demanding tasks, such as surgery, because the chances of error occurrences are higher and the costs (social and economic) of those errors are enormous; and therefore the team mate is more likely to rely on herself [35] . Even though trust assessment through objective measures is difficult to accomplish (mostly since the reported values are subjective), a number of factors have been suggested to estimate proxies for trust levels. Some of these factors include system usability, proximity of the robot, proxemics, situation awareness, and characteristics of the task and the environment [36] . A special emphasis should be given to ethnographic studies involving surgical nurses to clarify what are the issues that are concerning them the most. Findings can be used to create enhanced human-robot team models of trust, and help determine ways that mistrust may be mitigated, while assuring that there is a backup plan given that the system was over trusted.
Challenges and Recommendations
The entire human (perception, trust) and machine (accuracy) related characteristics may have implications for the future adoption of surgical robots as assistants in healthcare environment. Following specific recommendations and trying to address the existing challenges may reduce initial perception barriers and foster trust development by giving the user the option to participate in the implementation and integration of the robots in the OR. The surgical staff will be pivotal on the gathering of information about robot capabilities, system behaviors, and potential risks. In addition, a simple way to enhance the staffÊs perception about the robot is through fundamental training on how the tasks can be best shared among the participants, without fears but offering a fault-safe strategy to backup system errors. Based on previous findings, the following list of requirements was identified. This is not a comprehensive list, but it highlights the most common requirements that the surgical staff pointed out:
1) Suitable dexterity: Manipulation of surgical equipment requires a high level of dexterity (the hand has 27 DOF). For the most part, the surgical nurse needs to hand over the instrument to the surgeon, and pick them from the surgical site. A robotic arm with seven DOF and a gripper similar to tweezers may complete the task as good as a person. Nevertheless, more complex tasks such as opening a suture bag, or applying suction catheter may require more complex robots (e.g. dual arms) with more dexterous hands.
2) Multimodality: To successfully recognize the subtleties of communication that occur between humans, gestures, body language, gaze and speech need to be recognized. When more than one modality is used, the robot must be capable to resolve ambiguity (different requests expressed by different modalities).
3) Fast response: The action carried out by the robotic assistant must be promptly without delays due to actuators or due to processing requests. The immediate response should be as quick as an experienced assistant standing in the close proximity to the surgeon. Excessive speed is not advisable since it may come on the account of precision, or exhibit jerky movements.
4) Prediction (mind readers):
Experienced nurses are also called mind readers because their ability to anticipate the surgeonÊs need. A robotic assistant must have robust inference and prediction mechanisms to perform the activity which is has been assigned to complete in support of the surgeon. Given that the prediction is not correct, ways to mitigate the mistakes and their consequences need to be included in the system.
5) Predictable:
The surgical team will expect to see the robotic assistant to respond in the same fashion to similar requests under the same conditions every time. Unexpected behavior has the potential to distract the surgical team, create delays and even increase the risks of physical contact with the robot.
6) Accuracy and Precision: The surgeonÊs commands/requests must be interpreted accurately. A true hit rate over 99% with almost no false alarms is required to perform as good as a human assistant. This performance should be attainable in complex environment with variable light changes unfixed settings. Precise movements are also necessary to assure the grasp of cluttered small objects, like surgical equipment, sponges and gauzes.
7) Safety: Operator safety in industrial robotics has been addressed by defining a physical area (safety envelope) that is monitored for intrusions. This is not applicable for collaborative tasks in close human-robot interaction where physical contact is required. To avoid injuries due to collisions with sharp instruments, impact forces need to be reduced through effective design, or avoiding the collisions altogether through strategies for obstacle avoidance.
Based on this research, it is expected that some of these requirements and challenges will be addressed to allow the surgical team and robotic assistants to support intrinsically the development of effective, safe and more cost efficient human robot collaboration in the operating theater.
Conclusion
The shortage of nursing care in hospitals and other health care facilities has been linked to an array of negative outcomes such as higher transmission rates of antibiotic resistant strains of illness, cardiac arrest and urinary tract infections [5] . Inpatient mortality risk is nearly 6% higher in units understaffed with nurses compared to fully staffed units [7] [8] . New technologies could have a crucial impact on OR communication· Adaptable surgical robotic assistants that understand implicit and explicit communication can reduce the number of errors related to miscommunication and make up for the lack of employed nurses.
The current research described a number of surgical robots designed to support the surgical team by being a co-worker rather than a tele-operated device. A robotic scrub nurse -Gestonurse -was presented as a case study of the existing challenges and limitations of robots in the OR. The system discussed, showed the feasibility for the implementation of a robot capable to understand non-verbal communication (hand gestures) and speech commands with a recognition accuracy of over 97%. Gestonurse has been validated in a mock surgery -an abdominal incision and closure. Results on economy of movements showed that the robotic assistant improved the surgical procedure by reducing the number of movements which is closely related to the concept of economy of movements in the operating room. Improving the effectiveness of the operating room can potentially enhance surgical outcomes without affecting the performance time.
In the last section of this work, it was described the requirements of surgical robotic assistants in terms of the technical and societal needs in todayÊs operating room. While some of these requirements vary depending on the scope of the robot; there is a common theme-the need to be socially accepted and technically skilled as their team mates. Implications related to the introduction of surgical robots in the surgical setting, as assistants rather than autonomous agents, will have sociological and technological effects that are likely transform healthcare as we know it today. Scientific awareness of presented challenges to be addressed will guide the next generation of robots so they will play a central role in this transformation.
