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Abstract
In this paper the existence of a smooth density is proved for the solution of an SDE, with locally
Lipschitz coefficients and semi-monotone drift, under Ho¨rmander condition. We prove the non-
degeneracy condition for the solution of the SDE, from it an integration by parts formula would
result in the Wiener space. To this end we construct a sequence of SDEs with globally Lipschitz
coefficients whose solutions converge to the original one and use some Lyapunov functions to show
the uniformly boundedness of the p-moments of the solutions and their Malliavin derivatives.
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1. Introduction
In this paper, we study Malliavin differentiability and the existence of a smooth density for the
solution of an SDE. We consider a scalar SDE whose semi-monotone drift and locally Lipschitz
coefficients satisfy Ho¨rmander condition. Such equations are considered mostly in finance, biology,
and dynamical systems and are more challenging when considered on infinite dimensional spaces.
(see e.g. [2; 23; 10]).
We prove the existence of a unique, infinitely Malliavin differentiable, strong solution to this SDE
satisfying some nondegeneracy condition, and derive both the integration by parts formula in the
Wiener space and the existence of a smooth density for this solution.
This subject have been studied by many authors, mostly in the case where the coefficients are
globally Lipschitz. In [14] Kusuoka and Stroock have shown that an SDE whose coefficients are
C∞-globally Lipschitz with polynomial growth, has a strong Malliavin differentiable solution of
any order. The absolute continuity of the law of the solution of SDEs with respect to the Lebesgue
measure and the smoothness of its density under some nondegeneracy condition are shown in
[20; 7]. Nualart (2006) shows that the Ho¨rmander condition, posed on the coefficients, condition
(H) in this paper, implies this required nondegeneracy condition, if the coefficients are C∞-globally
Lipschitz and have polynomial growth. Assuming the nondegeneracy condition one can derive some
integration by parts formula in the Wiener space and also reqularity for the distribution of the
solution (see e.g. [20]). It is often of interest to investors to derive an option pricing formula and to
know its sensitivity with respect to various parameters. The integration by parts formula obtained
from Malliavin calculus can transform the derivative of the option price into a weigthed integral
of random variables. This gives much more accurate and fast converging numerical solutions than
obtained by the classical methods ([12; 4]). The interested reader could see [1; 19]).
In recent years, there were attemps to generalize these results to SDEs with non-globally Lipschitz
coefficients. For example, in [9] using a Fourier transform argument, some absolute continuity
results are obtained for the law of the solution of an SDE with Ho¨lder coefficients. The existence
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of densities for a general class of non-Markov Ito¨ processes under some spatial ellipticity condition
and that allow the degeneracy of the diffusion coefficient is shown in [5]. Marco [19] has shown that
assuming some local properties of coefficients, and uniform ellipticity of diffusion coefficient, the
law of the solution of the SDE has smooth density. If the diffusion coefficient is uniformly elliptic,
then the Ho¨rmander condition is satisfied. When the noise is a fractional brownian motion or a
Levy process the same results are obtained under ellipticity and Ho¨rmander condition as well. For
other references on this subject, we refer the reader to [16; 18; 11; 3].
To deal with the SDE with non-globally Lipschitz coefficients, we construct a sequence of SDEs
with globally Lipschitz coefficients whose solutions are Malliavin differentiable of any order and
satisfy a nondegeneracy condition. In this way we can apply the classical Malliavin calculus to
the solutions. We can find also a uniform bound for the moments of the solutions, and all their
Malliavin derivatives, by using some Lyapunov functions. Then we will prove the nondegeneracy
condition for the original SDE, using the nondegeneracy condition for the sequence of solutions to
the constructed SDEs. This result implies the integration by parts formula in the Wiener space
and the existence of the smooth density for the solution.
The paper is organized as follows. In section 2, we recall some basic results from Malliavin calculus
that will be used in the paper, in particular the integration by parts formula due to [20, Proposition
2.1.4]. In section 3, we state the assumptions and our main results; In section 4, we prove the
uniformly boundedness for the moments of Malliavin derivatives of the solution to a sequence of
approximating SDEs, as there exist some Lyapunov functions. Section 5 involve the construction of
our approximating SDEs with globally Lipschitz coefficients, and proving the convergence of their
solutions and their Malliavin derivatives to those of the solution of the original SDE (3.1). Also,
we introduce some Lyapunov functions which results to the infinitely weak differentiability. In
section 6, we will prove the nondegeneracy condition that implies the integration by parts formula
and the existence of smooth density. Finally, in Appendix we state the detailed proof on selection
of approximating processes.
2. Some basic results from Malliavin calculus
In this article, we use the same notations as in [20]. Let Ω denote the Wiener space C
0
([0, T ];R)
endowed with ‖ . ‖
∞
-norm making it a (separable) Banach space. Consider a complete probability
space (Ω,F , P ), in which F is generated by the open subsets of the Banach space Ω, Wt is a
d-dimensional Brownian motion, and Ft is the filtration generated by Wt.
Consider the Hilbert space H := L2([0, T ];R). The Malliavin derivartive operator D is closable
from Lp(Ω) to Lp(Ω, H), for every p ≥ 1 and the adjoint of the operator D is denoted by δ. We
use the notation
∧
F = ‖DF‖
2
H to show the Malliavin covariance matrix for a random variable F ,
and for every k ≥ 1, we set Dr1···rkF = Drk(Dr1···rk−1F ).
Now let Yt be a solution to the following SDE;
dYt = B(Yt)dt+A(Yt)dWt Y0 = x0, (2.1)
where B : R −→ R is a measurable function and A : R −→ R is an C∞ function. Let Zt be the
solution of the following linear SDE;
Zt = 1 +
∫ t
0
B′(Ys)Zsds+
∫ t
0
A′(Ys)ZsdWs
and
Ct :=
∫ t
0
(Z−1s A(Ys))
2ds,
and assume the Ho¨rmander’s condition holds as follows:
(H) A(x0) 6= 0 or A
(n)(x0)B(x0) 6= 0 for some n ≥ 1.
Under this condition Nualart [20] has shown the following proposition.
2
Proposition 2.1. For a solution Yt to an SDE with globally Lipschitz coefficients and polynomial
growth for all their derivatives, the Ho¨rmander’s condition (H) implies that for any p ≥ 2 and any
ǫ small enough,
P
(
Ct ≤ ǫ
)
≤ ǫp (2.2)
and (detCt)
−1 ∈ Lp(Ω) for all p.Thereby obtaining the nondegeneracy condition for Yt and thus
the integration by parts formula in the Wiener space and an infinitely differentiable density, too.
3. Formulation of main results
In this section we consider the Ft-adapted stochastic process Xt taking values in R, which is a
solution to the following stochastic differntial equation
dXt = [b(Xt) + f(Xt)]dt+ σ(Xt)dWt, X0 = x0. (3.1)
where b, f : R −→ R are measurable functions and σ : R −→ R is a measurable C∞ function. We
denote by L the second-order differential operator associated to SDE (3.1):
L =
1
2
σ2(x)∂2 + [b(x) + f(x)]∂
Throughout the paper we assume that b, f and σ satisfy the following Hypothesis.
Hypothesis 3.1. Functions b, f and σ satisfiy the following conditions.
• b and σ are C∞ locally Lipschitz and all of their derivatives have polynomial growth; i.e., for
every j ≥ 0 there exist some constants λj and qj such that for every x ∈ R
|b(j)(x)|+ |σ(j)(x)| ≤ λj(1 + |x|
qj ) (3.2)
Also, set ξ := maxj≥1 qj <∞.
• The function f is C∞, globally Lipschitz with the Lipschitz constant k1 and all of its deriva-
tives are bounded.
Since the coefficients are locally Lipschitz functions, we need further assumptions that the
solution of (3.1) does not explode. Also, to obtain the Malliavin differentiability of the solution Xt
in all t ∈ [0, T ], we consider the following hypothesis.
Hypothesis 3.2. • The function b is a C∞ uniformly monotone function, i.e., there exists a
constant K such that for every x, y ∈ R,(
b(y)− b(x)
)
(y − x) ≤ −K|y − x|
2
. (3.3)
• For every p ≥ 1 there exist some constants αp and βp such that
ab(a) + (12p− 1)σ2(a) + (4p− 1)|aσ′(a)|2 ≤ αp + βp|a|
2 ∀a ∈ R, (3.4)
Remark 1. Notice that for every monotone drift b and every globally Lipschitz diffusion σ, Hy-
pothesis 3.2 is satisfied. Hypothesis 3.2 is satisfied also for some locally Lipschitz diffusion σ, for
example when b(x) = −x5 and σ(x) = x2.
Since the constant βp in (3.4) could be negative, we may use the version of Gronwall’s inequality
which is proved in [13, Lemma 1.1].
Now we are going to present the higher order differentiability and the integration by parts formula
for the solution of SDE(3.1) in the Wiener space.
Theorem 3.3. Under Hypotheses 3.1 and 3.2, the SDE (3.1) has a unique strong solution in D∞.
We also show the nondegeneracy condition for Xt which derive the integration by parts formula
in [20, Proposition 2.1.4] and thus an smooth density.
Theorem 3.4. The solution Xt of SDE (3.1) is nondegenerate and has smooth density.
3
4. Malliavin differentiability and Lyapunov functions
In this section, we consider the SDE (3.1) with Hypothesis 3.1 and introduce some new stochas-
tic sytems by using a sequence of {Xnt } and prove that if there exist some suitable Lyapunov
functions for these systems, then the SDE has an infinitely Malliavin differentiable solution. It will
be usefull for the next section, as we construct desired Lyapunov functions under Hypothesis 3.2.
Consider two sequences of functions bn, σn ∈ C
1
loc and Gn ⊆ R such that
⋃
Gn = R and for every
x ∈ Gn, σn(x) = σ(x) and bn(x) = b(x). Assume that there exists a Lyapunov function F ; ( i.e.,
F is positive and for some constant p ≥ 2 and every x we have F (x) ≥ c0|x|
p) and a sequence of
strong solutions {Xnt } ⊆ D
1,p to the SDE’s
Xnt = x0 +
∫ t
0
bn(X
n
s )ds+
∫ t
0
σn(X
n
s )dWs
such that
sup
n≥1
sup
0≤t≤T
E
[
F (Xnt )
]
<∞. (4.1)
Let τn is the first exit time of Xt from Gn. Also, assume that the sequence X
n
t converges almost
surely, or for the transition probability measure P (n) associated with Xn,
lim
n−→∞
P (n)(τn ≤ t) = 0 (4.2)
Our main result is the following theorem which proves the Malliavin differentiability for the solution
of an SDE, using Lyapunov function.
Theorem 4.1. Assume that there exists some Lyapunov function V (., .) and functions K(., .) and
G(.) for the linearized system
LS(r) :=


Xnt = x0 +
∫ t
0
(
bn(X
n
s ) + f(X
n
s )
)
ds+
∫ t
0 σn(X
n
s )dWs
Y nt = σn(X
n
r ) +
∫ t
r
(
b′n(X
n
s ) + f
′(Xns )
)
Y ns ds+
∫ t
r
σ′n(X
n
s )Y
n
s dWs,
with infinitesimal operator Ln,r such that for some constant c
Ln,rV (x, y) ≤ c
(
V (x, y) +G(x, y) + h(x)
)
, (4.3)
E
[
G(Xnt , DrX
n
t )
]
= 0, ∀t > r, and sup
n≥1
sup
0≤t≤T
E
[
h(Xnt )
]
< c, (4.4)
(
∂xV (x, y)σn(x) + ∂yV (x, y)yσ
′
n(x)
)2
≤ cK(x, y), (4.5)
sup
n≥1
E
[
V (Xnr , σn(X
n
r )
]
≤ c, and sup
r≤t≤T
E
[
K(Xnt , DrX
n
t )
]
<∞. (4.6)
Then there exists a random process Xt ∈ D
1,p which is the solution of SDE (3.1),
Xnt −→ Xt in L
p([0, T ]× Ω), and DXn −→ DX in D1,p.
Proof. By Itoˆ’s formula, one can easily show that
sup
n≥1
sup
r≤t≤T
E
[
V (Xnt , DrX
n
t )
]
<∞.
Therefore, there exists a subsequence (Xnkt , DX
nk
t ) convergent weakly in L
p(Ω)⊗Lp(Ω;H) to some
(Xt, Yt). By assumptions, if the sequence X
n
t converges almost surely, then X
nk
t −→ Xt in L
p(Ω),
and therefore {Xnkt } is uniformly integrable. Since the inequality (4.2) holds, by Corollary 10.1.2
4
and Theorem 10.1.3 in [22] there exists a unique measure P0 solving the the martingle problem
for b + f and σ. Also, because this martingale problem is well-posed, there exists a unique weak
solution Xt for the SDE (3.1) which is the strong solution which we assumed the SDE (3.1) has
and P0 = P . Now, according to Theorem 4.5.2. in [8], we have a sequence {X
nk
t } which converges
to Xt in L
p and supn≥1 E(‖DrX
n
t ‖
p
H) < ∞. Therefore, by Lemma 1.2.3 in [20], Xt ∈ D
1,p and
DXnkt −→ DXt in L
p(Ω;H).
For everym ≥ 2 and r = (r1, · · · , rm) with r1 < r2 < · · · < rm, let kSm be the set of all permu-
tations of (r1, · · · , rm) of the form R = (Rl1 , · · · , Rlk) where l0 = 0 and Rlj := rilj−1+1
, · · · , rilj ,
such that ilj−1+1 < · · · < ilj for every 1 ≤ j ≤ k. Set DRX
n
t := DRl1X
n
t · · ·DRlkX
n
t and consider
the linearized system LS(r1, · · · , rm) defined by the form


⋃
kSm,
2≤k≤m
LS(ri1 , · · · , rik) 0 ≤ r1 < · · · < rm ≤ t
dDr1···rmX
n
t =
∑
kSm,
1≤k≤m
b(k)n (X
n
t )DRX
n
t dt+
∑
kSm,
1≤k≤m
σ(k)n (X
n
t )DRX
n
t dWt,
(4.7)
with infinitesimal operator Ln,(r1,··· ,rm)(x, y), y ∈ R
Nm , where Nm =
∑
1≤k≤m ♯(kSm) and ♯(kSm)
is the number of elements of kSm. For the sake of simplicity set
Am,n(X
n
t , Y
n
t,m−1) :=
∑
kSm,
2≤k≤m
σ(k)n (X
n
t )DRX
n
t . (4.8)
Here Y nt,m−1 is a random vector in R
Nm−1 which components are the Malliavin derivatives of Xnt
up to the order m− 1, appeared in the system LS(r1, . . . , rm).
The diffusion coefficient in this system will be denoted by
σm,n(X
n
t ) =
(
σ0m,n(X
n
t )
σ′n(X
n
t )Dr1···rmX
n
t +Am,n(X
n
t , Y
n
t,m−1)
)
(4.9)
Our next result states that if a Lyapunov function V (.) is constructed for the system LS(r), then
for every m ≥ 2 another one could be constructed for the linearized system LS(r1, . . . , rm).
Theorem 4.2. Suppose that the assumptions in Theorem 4.1 hold, and for each y ∈ RNm , define
the Lyapunov function Vm(x, y, z) = V (x, z). If for some constant c0 the following inequalities
hold:
|∂xzVm(x, y, z)|
2 + |∂zVm(x, y, z)|
2 + |∂zzVm(x, y, z)|
2 ≤ c0V (x, z) + c0F (x) + c0, (4.10)
sup
n≥1
E
[
Vm(X
n
rm
, Y nrm,m−1, σ
0
m,n(X
n
rm
))
]
≤ cm, (4.11)
sup
n≥1
sup
0≤t≤T
E
[
|Xnt |
q + |Y nt,m−1|
q
]
< c0, 1 ≤ q ≤ 2(m+ 1), (4.12)
then
sup
n≥1
sup
r≤t≤T
E
[
Vm(X
n
t , Y
n
t,m−1, Dr1,··· ,rmX
n
t )
]
<∞
Proof. According to Theorem 4.1, it is sufficient to show that for every m ≥ 1, there exist some
function Fm and a constant cm such that
Ln,(r1,...,rm)Vm(x, y, z) ≤ cm
(
Vm(x, y, z) +G(x) + Fm(x, y)
)
, (4.13)
sup
n≥1
sup
0≤t≤T
E[Fm(X
n
t , Y
n
t,m−1)] <∞, (4.14)
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sup
0≤t≤T
E
[
∇Vm(X
n
t , Y
n
t,m−1, Dr−1···rmX
n
t ).σm,n(X
n
t )
]
<∞. (4.15)
We have
Ln,(r1,...,rm)Vm(x, y, z) = Ln,r1V (x, z) + ∂zV (x, z)
(
Bm,n(x, y) +Am,n(x, y)
)
+ ∂xzV (x, z)Am,n(x, z) +
1
2
∂zzV (x, z)
(
Am,n(x, z)
)2
≤ cV (x, z) + cG(x) + cF (x) + (∂zV (x, z))
2 + (∂xzV (x, z))
2
+
1
4
(∂zzV (x, z))
2 +
(
Bm,n(x, y)
)2
+
(
Am,n(x, y)
)2
+
(
Am,n(x, y)
)4
,
where in the last inequality we have used (4.3). Let
Fm(x, y) := (c+ c0)F (x) +
(
Bm,n(x, y)
)2
+
(
Am,n(x, y)
)2
+
(
Am,n(x, y)
)4
+ c0,
applying (4.10), we get
Ln,(r1,...,rm)Vm(x, y, z) ≤ (c+ 3c0)Vm(x, y, z) + cG(x) + Fm(x, y). (4.16)
Since all of the derivatives of b and σ have polynomial growths, (4.12) is deduced from inequality
(4.14). By definition of the function Vm, we know that
∇Vm(x, y, z).σm,n(x) = ∂xV (x, z)σn(x) + ∂zV (x, z)zσ
′
n(x) + ∂zV (x, z)Am,n(x, y),
using (4.12) and (4.10) once again we conclude that
sup
0≤t≤T
E
[
∂zVm(X
n
t , Dr1···rmX
n
t )Am,n(X
n
t , Y
n
t,m−1)
]
<∞.
By (4.6) and (4.5), inequality (4.15) results and the proof is completed.
By a bit more calculations we can derive the same result when (r1, · · · , rm) has no increasing
components.
Corollary 4.3. If the assumptions in Theorems 4.1 and 4.2 hold for every integer m ≥ 1 and
p, q ≥ 1, then Xt ∈ D
∞
It is worth noting that the required conditions are not too restrictive. In the next section we will
show that by Hypothesis 3.2, they are satisfied and the solution of (3.1) is Malliavin differentiable
of any order.
5. Malliavin Differentiability under Hypothesis 3.2
It is well-known that under Hypothesis 3.2 the SDE (3.1) has a strong solution {Xt} [17]. The
uniqueness of the solution is obtained by using Itoˆ’s formula and Gronwall’s inequality. In this
section, we will show that this solution is in D∞. To this end, we first show that Xt ∈ L
P (Ω), does
not explode in finite time, and the process sup0≤s≤tXs has bounded moments. Then, we construct
an almost everywhere convergent sequence of processes Xnt whose limit is Xt. For every p ≥ 2, we
will find some function Vp such that conditions (4.1), (4.3) and (4.6) hold, so that Xt ∈ D
1,p. We
construct Lyapunov functions with polynomial growths thus satisfying (4.11) and conclude that
Xt ∈ D
∞. This procedure is followed in the next subsections.
In what follows Gn ⊆ R, is set
Gn =
{
x ∈ R; |x| ≥ nξ
}
(5.1)
for each n ≥ 1, and τn is the first exit time of Xt from Gn.
6
5.1. Some Properties of the solution
Lemma 5.1. For each t ∈ [0, T ] and p > 1, Xt belongs to L
p(Ω) and does not explode in finite
time.
Proof. Using Fatou’s lemma, we first show that Xt is in L
p(Ω). By definition of the operator L
and inequality (3.4), we have
LX2pt = 2pX
2p−1
t
(
b(Xt) + f(Xt)
)
+ p(2p− 1)σ2(Xt)X
2p−2
t
≤ 2pβpX
2p
t + 2pαpX
2p−2
t + 2pX
2p−2
t Xtf(Xt)
≤ 2pβpX
2p
t + 2pαpX
2p−2
t + 2pX
2p−2
t
(X2t
2
+
f2(Xt)
2
)
≤ p(2βp + 2k
2
1 + 1)X
2p
t + 2p(αp + |f(0)|
2)X2p−2t =: β
′
pX
2p
t + α
′
pX
2p−2
t ,
where in the last inequality we used the Lipschitz property of f . Applying Itoˆ’s formula,
d
dt
E
[
X2pt∧τn
]
= E
[
LX2pt∧τn
]
≤ β′pE
[
X2pt∧τn
]
+ α′pE
[
X2p−2t∧τn
]
. (5.2)
Setting p = 1 and using Gronwall’s inequality in [13], we derive
E
[
X2t∧τn
]
≤
(
|x0|
2 +
α1
β1
)
exp{3β1T } −
α1
β1
By (3.2), we have
(n
2
− 1
) 1
q0+1
P
(
t ≥ τn
)
≤
(
|x0|
2 +
α1
β1
)
exp{3β1T } −
α1
β1
Letting n tend to ∞, we conclude that limn→∞τn =∞ almost surely and thus by Fatou’s lemma
E[X2t ] ≤ E
[
lim inf
n→∞
X2t∧τn
]
≤ lim inf
n→∞
E
[
X2t∧τn
]
≤
(
x20 +
α1
β1
)
exp{3β1T } −
α1
β1
.
Hence from (5.2) and induction on p we get Xt ∈ L
2p(Ω). Now by the following interpolation
inequality
E
[
|Xt|
2p+1
]
≤
(
E[X2pt ]
) 1
2
(
E[X2p+2t ]
) 1
2
,
we conclude that Xt ∈ L
p(Ω) for every p > 1.
In the proof of the next Lemma we will use the following version of the Young’s inequality. For
r ≥ 2 and for all a, c and △1 > 0, we have:
ar−2c2 ≤ △21
r − 2
r
ar +
2
r△r−21
cr. (5.3)
Lemma 5.2. For every p ≥ 2, if βp ≥ 0, there exists some constant c
′
p such that
E
[
sup
0≤t≤T
|Xt|
p
]
< c′p (5.4)
Proof. We know that for every p ≥ 2, E[|Xt|
p] <∞. Applying Ito¨’s formula and the Burkholder-
Davis-Gundy inequality in [21], we have
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E[
sup
0≤t≤t1
|Xt|
2p
]
= E[x2p0 ] + E
[
sup
0≤t≤t1
∫ t
0
LX2ps ds
]
+ 2pE
[
sup
0≤t≤t1
∫ t
0
X2p−1s σ(Xs)dWs
]
≤ E[x2p0 ] + E
[
sup
0≤t≤t1
∫ t
0
LX2ps ds
]
+ 6pE
[
sup
0≤t≤t1
|
∫ t
0
|Xs|
4p−2σ2(Xs)ds|
1
2
]
≤ E[x2p0 ] + E
[
sup
0≤t≤t1
∫ t
0
LX2ps ds
]
+ 6pE
[
sup
0≤t≤t1
|Xs|
p sup
0≤t≤t1
|
∫ t
0
|Xs|
2p−2σ2(Xs)ds|
1
2
]
≤ E[x2p0 ] + E
[
sup
0≤t≤t1
∫ t
0
LX2ps ds] +
1
2
E[ sup
0≤t≤t1
|Xs|
2p
]
+
36p2
2
E
[
sup
0≤t≤t1
∫ t
0
|Xs|
2p−2σ2(Xs)ds
]
, (5.5)
where the last inequality holds by ac ≤ L2 a
2 + 12Lc
2 for L = 6p. By inequality (3.4) in (5.5), we
derive
(1 −
1
2C
)E
[
sup
0≤t≤t1
|Xt|
2p
]
≤ E[x2p0 ] + E
[
sup
0≤t≤t1
∫ t
0
[αp|Xs|
2p−2 + βp|Xs|
2p]ds
]
. (5.6)
Using (5.3) for r = 2p with c = △1 = 1, we have x
2p−2 ≤ p−1
p
x2p + 1
p
. Substituting this latter
inequality in (5.6), we deduce that
(1 −
1
2C
)E
[
sup
0≤t≤t1
|Xt|
2p
]
≤ E[x2p0 ] +
αp
p
t1 +
∫ t1
0
(αp
p− 1
p
+ βp)E
[
sup
0≤s≤t1
|Xs|
2p
]
ds, (5.7)
and Gronwall’s inequality completes the proof.
5.2. Approximation of the solution
For every integer n > 0 let choose some smooth functions ϕn : R → R such that φn = 1 on
An := {x ∈ R; | x |≤ n
ξ} and φn = 0 outside A2nξ . Also for each multiindex L with |L| = l ≥ 1,
sup
n,x
(
|∂
L
φn|+ |〈b, ∂Lφn〉|+ |σ∂Lφn|
)
≤Ml (5.8)
for some Ml > 0. (See Appendix and the proof of Lemma 2.1.1 in [20]). Now, set
bn(x) := φn(x)b(x) and σn(x) := φn(x)σ(x)
for every x ∈ Rd and n > 0. Then bn would be globally Lipschitz and continuously differentiable.
By (3.2) for each x ∈ Rd and each multiindex L with |L| = l ≥ 1, there exist positive constants Γl
and pl such that
|∂Lbn(x) + ∂Lσn(x)|
2 ≤ Γl(1 + |x|
pl). (5.9)
Then, obviously, bn and σn are continuously differentiable and therefore globally Lipschitz. By
Hypothesis 3.2, b′(x) is negative and since ac ≤ a2/2 + c2/2 for all a, c and 0 ≤ φ(.) ≤ 1, there
exists a constant C0,b independent of n such that
b′n(x) ≤ C0,b, and (σ
′
n(x))
2 ≤ 2(σ′(x))2 + C0,σ (5.10)
Notice that by Theorem 2.2.1 in Nualart (2006), the SDE (5.11) has a strong solution in D∞, that
is, there exists Xnt in D
∞ which satisfies
Xnt = x0 +
∫ t
0
bn(X
n
s )ds+
∫ t
0
σn(X
n
s )dWs. (5.11)
Denote by Ln the infinitesimal operator associated to the latter SDE.
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Lemma 5.3. For each t ∈ [0, T ] and p > 1, the sequence {Xnt } is uniformly integrable and almost
everywhere convergent to Xt.
Proof. To prove the convergency, let Xτn denotes X stopped at τn. By the proof of Lemma 5.1,
τn increases to infinity as n tends to infinity. By the choice of the function φn(.), it then follows
that Xτ2nt = X
τn
t for all t ≤ τn. Thus, for fix t ∈ [0, T ], letting n tend to infinity, we will have
limn→∞X
n
t = limn→∞X
τn
t = Xt a.s.
Now, we prove that the sequence {Xnt } is uniformly integrable. In fact, we show that for every
p > 1,
sup
n≥1
sup
0≤t≤T
E
[
|Xnt |
p
]
≤ cp. (5.12)
By definition of the operator Ln and (3.4), since φn(.) ≤ 1, we have
Ln(X
n
t )
2p = 2p(Xnt )
2p−1
(
bn(X
n
t ) + f(X
n
t )
)
+ p(2p− 1)σ2n(X
n
t )(X
n
t )
2p−2
≤ 2pφn(X
n
t )
(
αp + βpX
2
t
)
(Xnt )
2p−2 + 2p(Xnt )
2p−2(Xnt )f(X
n
t )
≤ 2pβp(X
n
t )
2p + 2pαp(X
n
t )
2p−2 + 2p(Xnt )
2p−2
( (Xnt )2
2
+
f2(Xnt )
2
)
≤ p(2βp + 1 + 2k
2
1)(X
n
t )
2p + 2p(αp + |f(0)|
2)(Xnt )
2p−2.
Using Itoˆ’s formula,
d
dt
E
[
(Xnt )
2p
]
= E
[
Ln(X
n
t )
2p
]
≤ β′pE
[
(Xnt )
2p
]
+ α′pE
[
(Xnt )
2p−2
]
Now setting p = 2 and applying Gronwall’s inequality in [13], for p = 2 we derive (5.12). By
induction on p and the following interpolation inequality
E
[
|Xnt |
2p+1
]
≤
(
E[(Xnt )
2p]
) 1
2
(
E[(Xnt )
2p+2]
) 1
2
,
we conclude that for every p ≥ 2 inequality (5.12) holds.
Corollary 5.4. The following properties hold
• For every p ≥ 2, Xnt −→ Xt in L
p(Ω),
• For every q ≥ q1, bn(X
n
t ) −→ b(Xt) and σn(X
n
t ) −→ σ(Xt)in L
q(Ω).
Proof. By inequality (5.12) and uniform integrability of sequence {Xnt }, we derive uniform inte-
grability of sequences {b′n(X
n
t )} and {σ
′
n(X
n
t )}. Also, we know that t X
n
t converges to Xt almost
surely. Thus Xnt −→ Xt in L
p(Ω) and b′(Xnt ) −→ b
′(Xt) in L
p(Ω). On the other hand, for every
ǫ ≥ 0 and every integer p ≥ 2
P (|b′n(X
n
t )− b(X
n
t )| > ǫ) ≤ P (|X
n
t | > n) ≤
supn E[|X
n
t |
p]
np
≤
cp
np
So that, b′n(X
n
t ) − b
′(Xnt ) −→ 0 in probability and thus in L
p(Ω) by uniform integrability of
{b′n(X
n
t )− b
′(Xnt )}. The triangle inequality completes the proof.
5.3. Weak differentiability of the solution
In this subsection, we prove the weak differentiability of Xt, using Lemma 1.2.3 in [20] and
Theorem 4.1. Then, this fact and Theorem 4.2 results Theorem 3.3.
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Lemma 5.5. Assuming Hypothesis 3.2, for every p > 1 the unique strong solution of SDE (3.1)
is in D1,p. In addition, for r > t, DrXt = 0 and for r ≤ t
DrXt = σ(Xr) +
∫ t
r
(
b′(Xs) + f
′(Xs)
)
DrXsds+
∫ t
r
σ′(Xs)DrXsdWs. (5.13)
Proof. By Theorem 2.2.1 in [20] we know that for every r > t, DrX
n
t = 0 and for every r ≤ t
DrX
n
t = σn(X
n
r ) +
∫ t
r
(
b′n(X
n
s ) + f
′(Xns )
)
DrX
n
s ds+
∫ t
r
σ′n(X
n
s )DrX
n
s dWs.
By Theorem 4.1, it is sufficient to find a Lyapunov function satisfying conditions (4.3) and (4.6),
which implies that for some constant cq,
sup
n≥1
sup
0≤t≤T
E
[
|DXnt |
p
]
≤ cq, (5.14)
Then we will show that DXt is the solution of SDE (5.13). To this end, we proceed through the
following three steps.
Step 1. In this step, we introduce some Lyapunov functions Vq(.) for every q ≥ 1 and obtain some
upper bounds for Ln,rVq in terms of Vq(.) and σ
′(.).
For every q ≥ 1 and every M > 0 large enough, choose the following Lyapunov function
Vq(x, y) := x
4q + x2qy2q + y2q +M,
then by definition of Vq, equation (5.12) and Theorem 2.2.1 in [20], the conditions (4.5) and (4.6)
hold. To prove (4.3), note that by definition of Ln,r, it holds
Ln,rVq(x, y) = 4qx
4q−2
[
x
(
bn(x) + f(x)
)
+
4q − 1
2
σ2n(x)
]
+ 2qy2qx2q−2
[
x
(
bn(x) + f(x)
)
+
2q − 1
2
σ2n(x)
]
+ 2qy2q
[
2qx2q−1σn(x)σ
′
n(x) +
2q − 1
2
(σ′n)
2(x)
(
x2q + 1
)]
+ 2qy2q
[(
b′n(x) + f
′(x)
)(
x2q + 1
)]
=: (I1 + I2 + I3 + I4)(x, y). (5.15)
Since f ′ is bounded, using (5.10) we get
I4(x, y) ≤ 2q(k1 + C0,b)Vq(x, y). (5.16)
Applying (5.10)
I3(x, y) ≤ 2qy
2q
[
2qx2q−2
( (xσ′n(x))2
2
+
σ2n
2
)
+
2q − 1
2
(σ′n)
2(x)
(
x2q + 1
)]
≤ 2qy2qx2q−2
[2q
2
σ2(x) + (4q − 1)x2σ′2(x)
]
+ 2q(2q − 1)y2qσ′2(x) + q(4q − 1)C0,σx
2qy2q + q(2q − 1)C0,σy
2q.
Now by (3.4), we have
(I1 + I2 + I3)(x, y) ≤ 4qx
4q−2
[
αq + βq|x|
2
]
+ 4qx4q−2
[x2
2
+
f2(x)
2
]
+ 2qy2qx2q−2
[
αq + βq|x|
2
]
+ 2qy2qx2q−2
[x2
2
+
f2(x)
2
]
+ 2q(2q − 1)y2q(σ′(x))2 + q(4q − 1)C0,σx
2qy2q + q(2q − 1)C0,σy
2q
(5.17)
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To show that the terms in the right hand side of the latter inequality are bounded, we need the
Young’s inequality. Using (5.3) for r = 4q and again for r = 2q with c = △1 = 1, we have
x4q−2 ≤
2q − 1
2q
x4q +
1
2q
, and x2q−2 ≤
q − 1
q
x2q +
1
q
. (5.18)
Applying (5.18) in (5.17), we find some constant cq such that
I1(x, y) + I2(x, y) + I3(x, y) ≤ cqVq(x, y) + 2q(2q − 1)y
2q(σ′(x))2. (5.19)
Substituting (5.16) and (5.19) in (5.15), we conclude that
Ln,rVq(x, y) ≤ (cq + 2q(k1 + C0,b)Vq(x, y) + 2q(2q − 1)y
2q(σ′(x))2 (5.20)
Step 2. Here, we show the inequality (4.3) for every q ≥ 1. First, let q = q1. By (3.2) for some cq
independent of n, we have
2q(2q − 1)y2q(σ′(x))2 ≤ γ14q(2q − 1)y
2q + γ14q(2q − 1)y
2q|x|2q1 ≤ cq1Vq1 (x, y).
Substitute this bound in (5.20) and use Theorem 4.1 to derive (5.14) for p = q1, from which
and interpolation inequality we derive the result for each p < q1.
Now, let q > q1. Using Ho¨lder inequality, for some constant c
′
q1
independent of n we have
y2qx2q1 = y2q−2q1x2q1y2q1 ≤
q − q1
q
(
y2q−2q1
) q
q−q1
+
q1
q
(
x2q1y2q1
) q
q1
≤
q − q1
q
y2q +
q1
q
x2qy2q ≤ c′q1Vq(x, y)
Again, substitute this bound in (5.20) and use Theorem 4.1 to derive (5.14) for p > q1.
Step 3. Now, we show that DXt is the solution of SDE (5.13). For every ǫ > 0, by Lemma (5.2)
we have
P (|DrX
n
t −DrXt| > ǫ) ≤ P (t ≥ τn) ≤ P ( sup
0≤s≤t
|Xs| > n) ≤
E
[
sup0≤t≤s |X
n
s |
p
]
np
≤
c′p
np
Therefore, DrX
n
t −→ DrXt in probability. Since the sequence |DrX
n
t |
p is uniformly integrable,
this convergence still hold in Lp(Ω) for every p ≥ 2. From Corollary 5.4, DrXt is the solution to
SDE (5.13) and the proof is completed.
Now, Since the Lyapunov function Vq and the functions b and σ have polynomial growth, by
induction on m in Theorem 4.2 we can derive inequalities (4.11) and (4.12). Condition (4.10) is
also obviously true, and Theorem 3.3 follows as a result.
6. The nondegeneracy condition
In this section, we will show how the regularity of the distribution of X(t) could be derived
from the nondegeneracy condition of it.
Denote the Malliavin covariance matrix of Xnt and Xt by ΛXn(t) and ΛX(t), for each 0 ≤ t ≤ T ,
respectively. Let Znt be the solution of the following linear SDE;
Znt = 1+
∫ t
0
[b′n(X
n
s ) + f
′(Xns )]Z
n
s ds+
∫ t
0
σ′n(X
n
s )Z
n
s dWs
and
Cnt :=
∫ t
0
exp
{
− 2
∫ r
0
[b′n(X
n
s )−
1
2
(σ′n)
2(Xns )]ds+ 2
∫ r
0
σ′n(X
n
s )]dWs
}
σ2(Xnr )dr.
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Then ΛXn(t) = C
n
t (Z
n
t )
−2. Also, by the proof of Theorem 5.5, one can easily show that for every
p ≥ 2, there exist some constant lp such that
sup
n≥1
E
[
|Znt |
p
]
≤ lp. (6.1)
Lemma 6.1. The nondegeneracy condition is satisfied for Xt, and for every p ≥ 2 and ǫ < ǫ0(p),
P
(
ΛX(t) ≤ ǫ
)
≤ ǫp
Proof. By definition of bn and σn, it is easy to derive condition (H) for these coefficients. So, the
nondegeneracy condition is satisfied for Xnt for every n ≥ 1. From (6.1) and Proposition 2.1, for
every n ≥ 1 and small enough ǫ,
P
(
ΛXn(t) ≤ ǫ
)
≤ P
(
Cnt ≤ ǫ
)
+ P
(
(Znt )
−2 < ǫ
)
≤ ǫp
(
1 + E
[
(Znt )
p
])
.
Also,
{ΛX(t) ≤ ǫ} ⊆ {ΛXn(t) ≤ 2ǫ} ∪ {ΛXn(t) > 2ǫ and ΛX(t) ≤ ǫ}
⊆ {ΛXn(t) ≤ 2ǫ} ∪ {ΛXn(t) ≤ 2ǫ and |ΛXn(t)− ΛX(t)| > ǫ}
⊆ {ΛXn(t) ≤ 2ǫ} ∪ {|ΛXn(t)− ΛX(t)| > ǫ}
Now, by Step3 in the proof of Theorem 5.5, we can choose N ≥ 1 such that for every n ≥ N ,
E
[
|DrX
n
t −DrXt|
2
]
< ǫp+1.
Then,
P
(
ΛX(t) ≤ ǫ
)
≤ P
(
ΛXN (t) ≤ 2ǫ
)
+ P
(
|ΛXN (t)− ΛX(t)| > ǫ
)
≤ (1 + lp)ǫ
p +
1
ǫ
E
[
|ΛXN (t)− ΛX(t)|
2
]
≤ (1 + lp)ǫ
p + (t− r)ǫp,
and the nondegeneracy condition holds for Xt.
Therefore, we have a nondegenerate solution Xt to SDE (3.1) which has a C
∞-density and thus
Theorem 3.4 hold.
Appendix A. constructing the approximating functions for the drift
In this Appendix we present how we choose the functions bn. This construction is motivated
by Berhanu in [6, Theorem 2.9.]. Assume that U ⊂ V be two open sets in Rd with distance a.
For 0 ≤ ǫ ≤ a, define Uǫ = {x; d(x, U) < ǫ}. Then Uǫ =
⋃
x∈U Bǫ(x) and U ⊆ Uǫ ⊆ V . Fix ǫ
such that 0 < 2ǫ ≤ a and let hǫ(x) = the characteristic function of uǫ. Let ψ ∈ C
∞
0 (R
d) with
suppψ ⊆ B1(0) and
∫
ψ(x)dx = 1. Set ψǫ(x) =
1
ǫd
ψ(x
ǫ
). Consider now the convolution function
ψǫ ⋆ h
ǫ for 0 < 2ǫ < d. Since suppψǫ ⊆ Bǫ(0), ψǫ ⋆ h
ǫ = 1 on U and ψǫ ⋆ h
ǫ = 0 outside U2ǫ. Note
that for each multiindex α,
∂α(ψǫ ⋆ h
ǫ)(x) =
∫
∂α(ψǫ(y))h
ǫ(x− y)dy =
1
ǫd+|α|
∫
(∂αψ)(
y
ǫ
)hǫ(x − y)dy
=
1
ǫ|α|
∫
(∂αψ)(z)h
ǫ(x− ǫz)dz ≤‖ ψ ‖∞
1
ǫ|α|
(A.1)
Now, for every n ≥ 1 consider U = Bnξ(0), V = B2nξ(0) and ǫ = n
ξ. Then thete exist the functions
φn(x) := ψǫ ⋆ h
ǫ such that φn(x) = 1 on U and φn(x) = 0 outside V . Since suppφn(x) ⊆ B2nξ(0),
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by (A.1) and (3.2) for each multiindex α with |α| = c ≥ 1, we have
|b(x)∂αφn(x)| ≤ |b(x)χ|x|≤2nξ | ‖ ψ ‖∞
1
nξ|α|
≤ γc(1 + 2
ξnξ) ‖ ψ ‖∞
1
nξ|α|
≤ 2ξ+1γc ‖ ψ ‖∞ .
In the same way, it hold true when we replace b by σ. Also,
|∂αφn(x)| ≤‖ ψ ‖∞ .
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