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interactions between the ion acoustic wave and the plasma wave.
When ignoring the effect of the high-frequency electric ﬁeld, such
system reduces to the ion type Euler–Poisson system. We prove
that for this kind of two-ﬂuid system, small perturbations around
the equilibrium state lead to a global smooth solution. This result
generalizes the recent work given by Guo and Pausader.
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1. Introduction
In this paper, we study a kind of two-ﬂuid system of equations in plasmas in three spatial dimen-
sions. In a dimensionless form, this system reads
∂tn + ∇ · (nv) = 0,
n(∂t v + v · ∇v)+ ∇n = −n∇φ,
φ = eφ−|E|2 − n,
∂ttE −E + eφ−|E|2E = 0, (1.1)
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frequency electric ﬁeld, and φ is a potential function of the low-frequency electric ﬁeld. We are
interested in the global existence of smooth solution for this system in 3D.
System (1.1) describes the interaction between the ion acoustic wave and the plasma wave. Such
system can be derived from the Euler–Maxwell system, which is composed of dynamics equations for
ions and electrons, as well as Maxwell equations for electric ﬁeld and magnetic ﬁeld. In the absence
of the magnetic effects, dynamics equations for ions are
∂tni + ∇ · (ni vi) = 0, (1.2)
nimi(∂t vi + vi · ∇vi) = −Ti∇ni + nieE, (1.3)
dynamics equations for electrons are
∂tne + ∇ · (neve) = 0, (1.4)
neme(∂t ve + ve · ∇ve) = −Te∇ne − neeE, (1.5)
and Maxwell equations are
∂t E = −4πe(ni vi − neve), (1.6)
∇ × E = 0, ∇ · E = 4πe(ni − ne). (1.7)
For a precise description of these equations, see [2]. The meanings of the physical constants in the
above equations are as follows: nα is the number density of α type particle (α = i denotes ion,
and α = e denotes electron), vα is the velocity of α particle, mα denotes the mass of α particle,
Tα denotes the temperature of α particle, e is the electronic charge, and E denotes the electric ﬁeld.
Assuming ions only move in lower frequency due to the large ion mass, we separate the ﬂuid variables
and the electric ﬁeld into high-frequency (subscript h) and low-frequency (subscript l) components as
ne = nl + nh, ve = vh, E = El + Eh.
Then under some technical treatment, Eqs. (1.2)–(1.7) can be reduced to the following simpliﬁed two-
ﬂuid system
∂tni + ∇ · (ni vi) = 0, (1.8)
nimi(∂t vi + vi · ∇vi) = −Ti∇ni + nieEl, (1.9)
∇ · El = 4πe(ni − nl), (1.10)
eEl = − Te∇nlnl −
e2
2meω2p
∇|Eh|2, (1.11)
∂2Eh
∂t2
− c2e∇(∇ · Eh) = −
4πe2
me
nl Eh, (1.12)
where ωp = (4πn0e2/me) 12 is the plasma frequency with n0 the mean density of the plasma, and
ce = (Te/me) 12 is the thermal velocity of electron. For more details about these equations and the
physical background, we refer to [4]. The system of Eqs. (1.8)–(1.12) is self-contained, i.e., the number
of the unknown functions and the number of equations are the same.
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to be one. The ﬁrst equality in (1.7) gives ∇ × El = 0, so there exists a potential function φ such that
φ = −∇El . Then (1.11) is reduced to ∇φ = ∇ lnnl + ∇|Eh|2, hence,
nl = eφ−|Eh |2 . (1.13)
Then we can take (1.13) into (1.10). Moreover, since ∇ × Eh = 0, the term ∇(∇ · Eh) in (1.12) is equal
to Eh . Setting n = ni , v = vi and E = Eh in (1.8)–(1.12) and using the above facts, one thus gets the
system (1.1).
When ignoring the high-frequency electric ﬁeld, system (1.1) is reduced to the following ion type
Euler–Poisson system:
∂tn + ∇ · (nv) = 0,
n(∂t v + v · ∇v)+ ∇n = −n∇φ,
φ = eφ − n. (1.14)
Earlier work on the above system was given by Cordier and Grenier [1], in which the authors studied
the quasineutral limit behavior of the solution of (1.14) toward the solution of compressible Euler
system. Recently, a signiﬁcant contribution has been made by Guo and Pausader [7] in the study of
the system (1.14). By exploiting the decay estimate of the linearized equation of (1.14) as well as the
exquisite analysis for a bilinear multiplier with singularity, the authors in [7] proved global existence
of smooth solution of (1.14) near equilibrium state with small perturbations in 3D. This result together
with [6] about the study on electron type Euler–Poisson system give a strong indication that the two-
pole Euler–Poisson system admits also a global smooth solution with small amplitude. Certainly, large
amplitude will in general develop shocks, see [8].
For the two ﬂuid system (1.1), Guo and Huang studied some properties of solitary waves in 1D
case in [5]. To our best knowledge, the problem concerning the global solution for the system (1.1)
still remains open. We notice that system (1.1) admits a uniform equilibrium state (n, v,E) = (1,0,0).
Inspired by the work of [7], in this paper we prove that under small perturbations around the state
(1,0,0), system (1.1) still has a global smooth solution. In the following arguments, we set n = 1+ ρ
with ρ meaning the ﬂuctuation of the ion-density from its equilibrium, and we endow (1.1) with the
initial data
ρ(0, x) = ρ0(x), v(0, x) = v0(x), E(0, x) = E0(x), ∂tE(0, x) = E1(x), x ∈ R3.
Before stating our main results, we ﬁrst introduce two important norms that will be used in the
whole paper: ∥∥u(x)∥∥Y1 := ‖u‖H2k + ‖u‖H˙−1 + ‖u‖Wk+ 125 , 109 ,∥∥u(x)∥∥Y2 := ‖u‖H2k + ‖u‖Wk+ 125 , 109 , (1.15)
and ∥∥u(t, x)∥∥X1(T ) := sup0t<T(∥∥u(t)∥∥H2k + ∥∥u(t)∥∥H˙−1 + (1+ t) 1615 ∥∥u(t)∥∥Wk,10),∥∥u(t, x)∥∥X2(T ) := sup0t<T(∥∥u(t)∥∥H2k + (1+ t) 1615 ∥∥u(t)∥∥Wk,10), (1.16)
and for simplicity, we let ‖u(t, x)‖X j := ‖u(t, x)‖X j(R) , j = 1,2.
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Theorem 1.1. Let k 9, then there exists 	 > 0 such that for any initial perturbation (1+ ρ0, v0,E0,E1) sat-
isfying ∇ × v0 = 0 and ‖ρ0‖Y1 +‖v0‖Y1 +‖E0‖Y2 +‖〈∇〉−1E1‖Y2  	 , the simpliﬁed two-ﬂuid system (1.1)
has a unique global solution (1+ ρ, v,E) satisfying
‖ρ‖X1 + ‖v‖X1 + ‖E‖X2 +
∥∥〈∇〉−1∂tE∥∥X2  c0	,
where c0 > 0 is an absolute constant.
By the deﬁnition of the space X1 and X2, one can see that the solution (ρ, v,E) converges to the
equilibrium state (1,0,0) in the rate t− 1615 as t → ∞. Since the effect of the magnetic ﬁeld in Eqs.
(1.2)–(1.7) is not considered, the irrotational assumption on v0 is natural from the physical point of
view. Moreover, from the second equation of (1.1), it is easy to see that such irrotational condition is
conserved for all time.
This paper is organized as follows. In the next section, we collect preparatory materials, including
some basic notations, the decay estimates for the linearized system for (1.1) and some product esti-
mates in Sobolev spaces. In Section 3, we will present the energy norm estimate for the solution. By
using the irrotational condition, we transform the system (1.1) into integral equations in Section 4.
Section 5 mainly study the property of our multiplier. In Section 6, we present the estimates for
Wk,10-norm and H˙−1-norm. Finally, the proof of Theorem 1.1 is given in Section 7.
2. Preliminaries
2.1. Notations
Throughout the paper, C will denote a universal positive constant which can be different at each
appearance. For x, y > 0, x  y means that there exists a constant c1 > 0 such that x  c1 y, x 
 y
denotes c2x< y with c2 > 0 suﬃciently large, and x ∼ y stands for x y and y  x.
We denote by uˆ(t, ξ) or Fxu(t, x) the Fourier transform for the x variable only, namely,
uˆ(t, ξ) :=
∫
Rd
e−ix·ξu(t, x)dx.
For any measurable function ϕ :R3 → C, we deﬁne the Fourier multiplier by ϕ(∇/i) = F−1x ϕ(ξ)Fx ,
i.e., Fx(ϕ(∇/i) f ) = ϕ(ξ) fˆ .
Deﬁne, for s ∈ R and 1 < p < ∞, the inhomogeneous Sobolev space Ws,p(Rd) (or simply Hs(Rd)
if p = 2) of tempered distributions u such that
‖u‖Ws,p :=
∥∥〈∇〉su∥∥Lp < ∞,
where 〈∇〉 = (I−) 12 . In particular, by Plancherel’s identity, we have ‖u‖Hs = ‖(1+|ξ |2) s2 uˆ‖L2 . Mean-
while, one can also deﬁne the homogeneous Sobolev space W˙ s,p(Rd) (or simply H˙ s(Rd) when p = 2)
by
‖u‖W˙ s,p :=
∥∥|∇|su∥∥Lp < ∞.
Let ϕ0(ξ) :Rd → [0,1] be a nonnegative, smooth radial function satisfying suppϕ0 ⊂ {|ξ |; |ξ | 2}
and ϕ0(ξ) ≡ 1 if |ξ | 1. Deﬁne ϕ(ξ) = ϕ0(ξ)− ϕ0(2ξ), then there holds
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N∈2Z
ϕ
(
N−1ξ
)= 1, ∀ξ = 0.
For all u ∈ S ′(Rd), we deﬁne the homogeneous Littlewood–Paley operators
˙Nu := ϕ
(
N−1|∇|)u, ∀N ∈ 2Z.
For a radial function f , we often abuse notations and write f (x) = f (|x|). In the whole context,
the Fourier multipliers p(|∇|) and q(|∇|) are deﬁned by
p(ξ) := |ξ |
√
2+ |ξ |2
1+ |ξ |2 ≡ |ξ |q(ξ). (2.1)
2.2. Linear decay estimate
The linearized equations around the equilibrium state for (1.1) are
∂ttρ −ρ −〈∇〉−2ρ = 0, (2.2)
∂ttE −E + E = 0. (2.3)
The following two decay estimates for (2.2)–(2.3) play an important role in our later arguments.
Lemma 2.1. (See [7].) The following decay estimate holds for the linear “wave” type equation (2.2):
∥∥eitp(|∇|) f ∥∥L10(R3)  (1+ |t|)− 1615 ‖ f ‖W 125 , 109 (R3), (2.4)
where the implicit constant is independent of t and f .
Lemma 2.2. For the linear Klein–Gordon equation (2.3), we have the following decay estimate
∥∥eit〈∇〉 f ∥∥L10(R3)  (1+ |t|)− 65 ‖ f ‖W 125 , 109 (R3), (2.5)
where the implicit constant is independent of t and f .
Proof. Using the estimates (4) and (8) in [9], we have
∥∥eit〈∇〉P1 f ∥∥L∞  (1+ |t|)− 32 ‖ f ‖L1 , (2.6)∥∥eit〈∇〉˙N f ∥∥L∞  |t|− 32 N 52 ‖˙N f ‖L1 , N  1, (2.7)
where P1 f := ϕ0(|∇|) f . Interpolating between (2.6) and the inequality ‖eit〈∇〉P1 f ‖L2  ‖ f ‖L2
gives
∥∥eit〈∇〉P1 f ∥∥L10  (1+ |t|)− 65 ‖ f ‖L 109 . (2.8)
Similarly, by interpolating (2.7) with the equality ‖eit〈∇〉˙N f ‖L2 = ‖˙N f ‖L2 , one gets
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Summing this result, we have∑
N1
∥∥eit〈∇〉˙N f ∥∥L10  |t|− 65 ∑
N1
N−	‖˙N f ‖
W 2+	,
10
9
 |t|− 65 ‖ f ‖
W 2+	,
10
9
, (2.9)
where 	 > 0 is a arbitrarily small number. On the other hand, for |t| 1, we have the trivial estimate∥∥eit〈∇〉 f ∥∥L10  ∥∥eit〈∇〉 f ∥∥H 65  ‖ f ‖W 125 , 109 . (2.10)
Hence, Lemma 2.2 follows from (2.8)–(2.10). 
2.3. Some product estimates
Lemma 2.3. (See [10,12].) Let s 0 and 1< p < ∞. If u, v ∈ S(Rd), the Schwarz class, then
‖uv‖Ws,p  ‖u‖Lp1 ‖v‖Ws,p2 + ‖u‖Ws,p3 ‖v‖Lp4 (2.11)
with 1p1 + 1p2 = 1p3 + 1p4 = 1p and p2, p3 ∈ (1,∞). The estimate (2.11) also holds with the inhomogeneous
spaces replaced by homogeneous ones.
Lemma 2.4. Let β , γ be two multi-indexes satisfying γ < β , then there holds that∥∥Dβ−γ uDγ ∇u∥∥L2  ‖∇u∥∥L∞∥∥D |β|u‖L2 (2.12)
for any u ∈ W 1,∞ ∩ H˙ |β|(Rd).
Proof. If γ = 0 or |β| − |γ | = 1, then by Hölder inequality, the estimate (2.12) is obvious. So in this
proof, we may assume |γ | > 0 and |β| − |γ | 2. We ﬁrst use Hölder inequality and obtain∥∥Dβ−γ uDγ ∇u∥∥L2  ∥∥Dβ−γ u∥∥Lp1∥∥Dγ ∇u∥∥Lp2
with 1p1 + 1p2 = 12 . Then using interpolation in Sobolev spaces, we have∥∥Dβ−γ u∥∥Lp1  C‖∇u‖θ1L∞∥∥D |β|u∥∥1−θ1L2 ,∥∥Dγ ∇u∥∥Lp2  C‖∇u‖θ2L∞∥∥D |β|u∥∥1−θ2L2 ,
where θ1, θ2 ∈ [0,1] satisfying
|β| − |γ | − d
p1
= θ1 +
(
|β| − d
2
)
(1− θ1),
|γ | + 1− d
p2
= θ2 +
(
|β| − d
2
)
(1− θ2).
From these equalities, it is easy to see that θ1 + θ2 = 1. Hence, combining the above three estimates,
we ﬁnally get (2.12). 
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3.1. About the equation describing the high-frequency electric ﬁeld
First we study the last two equations in (1.1), namely,
φ = eφ−|E|2 − n,
∂ttE −E + eφ−|E|2E = 0.
If we assume n = ρ + 1, then we obtain
eφ−|E|2 = φ + ρ + 1, (3.1)
∂ttE + (I −)E + (ρ +φ)E = 0. (3.2)
Moreover, if we set E = E − i〈∇〉−1∂tE , then (3.1) and (3.2) can be written as
eφ−|Re E|2 = φ + ρ + 1, (3.3)
i∂t E + 〈∇〉E + 〈∇〉−1
[
(ρ +φ)(Re E)]= 0. (3.4)
Rewrite (3.4) as an integral equation
E = ei〈∇〉t E0 + i
t∫
0
ei〈∇〉(t−s)〈∇〉−1[(ρ +φ)(Re E)](s)ds. (3.5)
For the function φ, from (3.3), we can express it as follows
φ = φ(ρ, E) = 〈∇〉−2(ρ + |Re E|2)− 1
2
〈∇〉−2(〈∇〉−2ρ)2 + R(ρ, E) =: φ0 + R, (3.6)
where the tail R satisﬁes good properties, see Lemma 3.1 below.
3.2. Estimates for the tail R
This subsection deals with some estimates for the tail R deﬁned in (3.6). The estimate (3.8) below
will be specially used in the estimates for the higher order terms N E and N , see the estimates (6.11)
and (6.12) in Section 6.
Lemma 3.1. Assume ρ,φ and E satisfy Eq. (3.3) on R3 × [0, T ) with T > 0, and R is determined by (3.6). If
‖(ρ, E)‖X2(T ) 
 1, then
sup
t∈[0,T )
(1+ t) 1615 ∥∥R(ρ(t), E(t))∥∥H2k+2  ∥∥(ρ, E)∥∥3X2(T ). (3.7)
Moreover, there also holds that
sup
t∈[0,T )
(1+ t) 1615 ∥∥R(ρ(t), E(t))∥∥
Wk+
22
5 ,
10
9

∥∥(ρ, E)∥∥3X2(T ). (3.8)
The implicit constants in the above two estimates are independent of T .
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f (φ, E) = eφ−|Re E|2 − 1− (φ − |Re E|2)− 1
2
φ2. (3.9)
Note that f (φ, E) only contains higher order terms for φ and E . For s > 0, 1< p < ∞ and sp > 3, we
assert
∥∥ f (φ, E)∥∥Ws,p  C(‖φ‖L∞ + ‖Re E‖L∞)(∥∥φ2∥∥Ws,p + ‖φ Re E‖Ws,p + ∥∥|Re E|2∥∥Ws,p ), (3.10)
provided that ‖φ‖Ws,p  1 and ‖Re E‖Ws,p  1. Indeed, by Taylor’s expansion, we can write f as
f (φ, E) = 1
2
|Re E|4 − φ|Re E|2 +
∞∑
n=3
(φ − |Re E|2)n
n! .
Then using Lemma 2.3, one can easily get the assertion (3.10). In particular, from the condition
‖(ρ, E)‖X2(T ) 
 1, one sees
‖φ0‖H2k  C
(‖ρ‖H2k−2 + ‖E‖2H2k−2 + ‖ρ‖2H2k−4)
 1.
And from (3.10), we can get
∥∥ f (φ0, E)∥∥H2k  C(‖ρ‖L∞ + ‖E‖L∞)(‖ρ‖2H2k + ‖E‖2H2k). (3.11)
Now we divide the proof into the following steps.
Step 1: Constructing iterative list. From (3.3) and (3.6), we have
(I −)R = (I −)φ − (ρ + |Re E|2)+ 1
2
(〈∇〉−2ρ)2,
f (φ0 + R, E) = (φ + 1+ ρ)− 1−
(
φ − |Re E|2)− 1
2
φ2.
Adding the two equations above,
(I −)R + f (φ0 + R, E) = 1
2
(〈∇〉−2ρ)2 − 1
2
[
〈∇〉−2(ρ + |Re E|2)− 1
2
〈∇〉−2(〈∇〉−2ρ)2 + R]2
= −
[
〈∇〉−2(ρ + |Re E|2)− 1
2
〈∇〉−2(〈∇〉−2ρ)2]R − 1
2
R2
+ 1
2
〈∇〉−2(ρ + |Re E|2)〈∇〉−2(〈∇〉−2ρ)2 − 1
8
[〈∇〉−2(〈∇〉−2ρ)2]2
− 1
2
(〈∇〉−2|Re E|2)2 − (〈∇〉−2ρ)(〈∇〉−2|Re E|2)
=: I1 + I2 + I3 + I4 + I5 + I6. (3.12)
Given ρ and E , in order to solve (3.12), we construct the following iterative scheme, let:
L. Han et al. / J. Differential Equations 252 (2012) 3453–3481 3461R0 = 0,
(I −)R1 = 1
2
〈∇〉−2(ρ + |Re E|2)〈∇〉−2(〈∇〉−2ρ)2 − 1
8
[〈∇〉−2(〈∇〉−2ρ)2]2
− 1
2
(〈∇〉−2|Re E|2)2 − (〈∇〉−2ρ)(〈∇〉−2|Re E|2)− f (φ0, E),
...
(I −)Rr+1 = −
[
〈∇〉−2(ρ + |Re E|2)− 1
2
〈∇〉−2(〈∇〉−2ρ)2]Rr − 1
2
R2r
+ 1
2
〈∇〉−2(ρ + |Re E|2)〈∇〉−2(〈∇〉−2ρ)2 − 1
8
[〈∇〉−2(〈∇〉−2ρ)2]2
− 1
2
(〈∇〉−2|Re E|2)2 − (〈∇〉−2ρ)(〈∇〉−2|Re E|2)− f (φ0 + Rr, E).
Step 2: H2k+2-norm estimate for Rr . For the sequence {Rr}∞r=0, we assert that
sup
t∈[0,T )
(1+ t) 1615 ∥∥Rr(ρ(t), E(t))∥∥H2k+2  ∥∥(ρ, E)∥∥3X2(T ), (3.13)
where the implicit constant is independent of r.
We prove this assertion by induction on r. The case r = 0 is obvious. When r > 0, using Lemma 2.3,
the deﬁnition of φ0 and the assumption of small X2(T )-norm, we have
‖Rr+1‖H2k+2  ‖Rr‖H2k
(‖ρ‖L∞ + ‖E‖2L∞)+ ‖Rr‖L∞(‖ρ‖H2k + ‖E‖2H2k)
+ ‖Rr‖H2k‖Rr‖L∞ +
(‖ρ‖L∞ + ‖E‖L∞)(‖ρ‖2H2k + ‖E‖2H2k)
+ ∥∥ f (φ0 + Rr, E)∥∥H2k . (3.14)
Notice that Wk,10 ↪→ L∞ , then it follows from (3.11) and (3.14) that
‖R1‖H2k+2 
(‖ρ‖L∞ + ‖E‖L∞)(‖ρ‖2H2k + ‖E‖2H2k) (1+ t)− 1615 ∥∥(ρ, E)∥∥3X2(T ).
Next, we assume that (3.13) holds for r = 0,1, . . . , l, and our aim is to prove (3.13) for r = l+ 1. From
(3.13) and the deﬁnition of φ0, we know
‖φ0 + Rl‖H2k  ‖Rl‖H2k + ‖ρ‖H2k + ‖E‖2H2k 
 1,
so (3.10) and (3.13) give
∥∥ f (φ0 + Rl, E)∥∥H2k  (‖Rl‖L∞ + ‖ρ‖L∞ + ‖E‖L∞)(‖Rl‖2H2k + ‖ρ‖2H2k + ‖E‖2H2k)
 (1+ t)− 1615 ∥∥(ρ, E)∥∥3X2(T ).
This estimate together with (3.13)–(3.14) yield
‖Rl+1‖H2k+2  (1+ t)−
16
15
∥∥(ρ, E)∥∥3 .X2(T )
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‖Rr‖L∞(0,T ;H2k) 
 1.
Step 3: Convergence of the sequence {Rr}∞r=0. From the deﬁnition of Rr , we can get
(I −)(Rr+2 − Rr+1) = −
[
〈∇〉−2(ρ + |E|2)− 1
2
〈∇〉−2(〈∇〉−2ρ)2](Rr+1 − Rr)
− 1
2
(Rr+1 − Rr)(Rr+1 + Rr)+ f (φ0 + Rr+1, E)− f (φ0 + Rr, E).
By the estimate obtained in Step 2, we can obtain
‖Rr+2 − Rr+1‖H2 
(
‖ρ‖L∞ + ‖E‖2L∞ + sup
r
‖Rr‖L∞
)
‖Rr+1 − Rr‖L2  δ‖Rr+1 − Rr‖H2
with δ 
 1. This shows that {Rr}∞r=0 forms a Cauchy sequence in L∞(0, T ; H2), hence, it converges to
a unique function R which solves (3.12). Taking r → ∞ in (3.13), we thus obtain the estimate (3.7).
Step 4: Prove of (3.8). In (3.7), we prove that
‖R‖Lp  (1+ t)− 1615
∥∥(ρ, E)∥∥3X2(T ), p ∈ [2,∞].
However, in (3.8), we need to obtain the estimate for ‖R‖Lq , where q = 109 < 2. Based on (3.7), we
can estimate the six terms on the right-hand side of (3.12) respectively, and obtain (3.8) as desired.
For I1, from Lemma 2.3, (3.7) and the above estimate, we have
∥∥(〈∇〉−2ρ)R∥∥
Wk+
12
5 ,
10
9
 ‖ρ‖
L
5
2
‖R‖
Hk+
12
5
+ ‖ρ‖
Hk+
12
5
‖R‖
L
5
2
 (1+ t)− 1615 ∥∥(ρ, E)∥∥3X2(T ).
Similarly, we can obtain
∥∥(〈∇〉−2|Re E|2)R∥∥
Wk+
12
5 ,
10
9
 ‖E‖L∞‖E‖
L
5
2
‖R‖
Hk+
12
5
+ ‖E‖L∞‖E‖
Hk+
12
5
‖R‖
L
5
2
 (1+ t)− 1615 ∥∥(ρ, E)∥∥3X2(T )
and
∥∥(〈∇〉−2(〈∇〉−2ρ)2)R∥∥
Wk+
12
5 ,
10
9
 (1+ t)− 1615 ∥∥(ρ, E)∥∥3X2(T ).
Hence, the above three estimates give ‖I1‖
Wk+
12
5 ,
10
9
 (1 + t)− 1615 ‖(ρ, E)‖3X2(T ) . For the remaining
terms, we can estimate them in a similar way, so we get
‖I2‖
Wk+
12
5 ,
10
9
+ · · · + ‖I6‖
Wk+
12
5 ,
10
9
 (1+ t)− 1615 ∥∥(ρ, E)∥∥3X2(T ).
It remains for us to estimate f (φ0 + R, E). In fact, from (3.10), it is not hard to obtain
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Wk+
12
5 ,
10
9

(‖R‖L∞ + ‖ρ‖L∞ + ‖E‖L∞)∥∥(ρ, E)∥∥2X2(T )
 (1+ t)− 1615 ∥∥(ρ, E)∥∥3X2(T ).
Finally, inserting the above estimates into (3.12), we obtain estimate (3.8) as desired. 
3.3. Estimate in the energy space H2k
In this section, by using the standard energy method, we give the estimate in the space H2k for
the solution of the following equations
∂tρ + ∇ ·
[
(1+ ρ)v]= 0, (3.15)
∂t v + (v · ∇)v = −∇ ln(1+ ρ)− ∇φ, (3.16)
i∂t E + 〈∇〉E = −〈∇〉−1
[
(ρ +φ)(Re E)], (3.17)
where φ is given by (3.6).
Proposition 3.1. Assume that (ρ, v, E) is a smooth solution of Eqs. (3.15)–(3.17) on R3 × [0, T ) such that
‖(ρ, v, E)‖X2(T ) 
 1, then there holds that
sup
t∈[0,T )
∥∥(ρ, v, E)∥∥H2k  ∥∥(ρ(0), v(0), E(0))∥∥H2k + ∥∥(ρ, v, E)∥∥ 32X2(T ) (3.18)
with the implicit constant independent of T .
Proof. First, we estimate the H2k-norm for (ρ, v). Let u = (ln(1+ρ), v1, v2, v3)T , then we can rewrite
(3.15)–(3.16) as
∂tu +
3∑
j=1
A j(u)∂ ju = (0,−∇φ)T (3.19)
with
A j =
(
v j eTj
e j v j I3×3
)
.
Since ρ is small, we note that ‖u‖Hr ∼ ‖ρ‖Hr + ‖v‖Hr for all r ∈ {0} ∪ N. Let β be a multi-index such
that |β| 2k, from (3.19), one gets
1
2
d
dt
∥∥Dβu∥∥2L2 = −(Dβ∇φ, Dβ v)L2×L2 − 3∑
j=1
(
A j(u)D
β∂ ju, D
βu
)
L2×L2
−
3∑
j=1
∑
γ<β
C(β,γ )
(
Dβ−γ A j(u)Dγ ∂ ju, Dβu
)
L2×L2
=: I1 + I2 + I3.
For the term I2, since A j is symmetric, we integrate I2 by parts, then
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∣∣∣∣∣
3∑
j=1
(
A j(u)D
β∂ ju, D
βu
)
L2×L2
∣∣∣∣∣= 12
∣∣∣∣∣
3∑
j=1
∫
R3
∂ j A j(u)D
βuDβu dx
∣∣∣∣∣
 ‖∇v‖L∞
∥∥D |β|u∥∥2L2  ‖v‖W 1,10∥∥D |β|u∥∥2L2 ,
where we have used the embedding W 1,10(R3) ↪→ L∞(R3) in the last inequality. For I3, with the
same proof as Lemma 2.4, we can obtain
|I3| ‖∇u‖L∞
∥∥D |β|u∥∥2L2  ‖u‖W 1,10∥∥D |β|u∥∥2L2 .
Let R˜(ρ, E) := 〈∇〉−2|Re E|2 − 12 〈∇〉−2[〈∇〉−2ρ]2 + R(ρ, E), then φ = 〈∇〉−2ρ + R˜ . Using (3.6)
and (3.15), the term I1 can be rewritten as
I1 =
(
Dβ〈∇〉−2ρ, Dβ(∇ · v))− (∇Dβ R˜(ρ, E), Dβ v)
= −(Dβ〈∇〉−2ρ, Dβ∇ · (ρv)+ Dβ∂tρ)− (∇Dβ R˜(ρ, E), Dβ v).
From (2.11) and the deﬁnition of the space X2(T ), one can see that∣∣(Dβ〈∇〉−2ρ, Dβ∇ · (ρv))∣∣ ‖ρ‖H2k(‖ρ‖H2k‖v‖L∞ + ‖ρ‖L∞‖v‖H2k)
 (1+ t)− 1615 ∥∥(ρ, v)∥∥3X2(T ).
And by Lemma 3.1, we also have
∣∣(∇Dβ R˜(ρ, E), Dβ v)∣∣ (1+ t)− 1615 ∥∥(ρ, v, E)∥∥3X2(T ).
Collecting the above estimates together, we arrive at
1
2
d
dt
(∥∥Dβu∥∥2L2 + ∥∥〈∇〉−1Dβρ∥∥2L2) (1+ t)− 1615 ∥∥(ρ, v, E)∥∥3X2(T ), |β| 2k.
Integrating this inequality in time yields
∥∥(ρ(t),u(t))∥∥H2k  ∥∥(ρ(0),u(0))∥∥H2k + ∥∥(ρ, v, E)∥∥ 32X2(T ), ∀t ∈ [0, T ). (3.20)
Next, we turn to the H2k-norm estimate for E . By Lemma 2.3, there holds
∥∥(ρ Re E)(t)∥∥H2k  ‖ρ‖L∞‖Re E‖H2k + ‖ρ‖H2k‖Re E‖L∞  (1+ t)− 1615 ∥∥(ρ, E)∥∥2X2(T ).
Similarly, by the deﬁnition of φ0 (see (3.6)), we have∥∥(Re Eφ0)(t)∥∥H2k  (1+ t)− 1615 ∥∥(ρ, E)∥∥2X2(T ).
And by Lemma 3.1, one can also obtain
∥∥(Re ER)(t)∥∥ 2k  (1+ t)− 1615 ∥∥(ρ, E)∥∥4 .H X2(T )
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∥∥E(t)∥∥H2k  ∥∥E(0)∥∥H2k +
t∫
0
∥∥[(ρ +φ0 +R)(Re E)](s)∥∥H2k ds

∥∥E(0)∥∥H2k + ∥∥(ρ, E)∥∥2X2(T ), ∀t ∈ [0, T ). (3.21)
Finally, combining (3.20) and (3.21), we thus ﬁnish the proof of Proposition 3.1. 
4. Normal form transformation
4.1. Normal form transformation
First, we deal with the equation for E . From (3.6), one has
ρ +φ = (I +〈∇〉−2)ρ +〈∇〉−2|Re E|2 − 2−1〈∇〉−2(〈∇〉−2ρ)2 +R.
If we set
QE := i〈∇〉−1{[(I +〈∇〉−2)ρ]Re E},
N E := i〈∇〉−1{[〈∇〉−2|Re E|2 − 2−1〈∇〉−2(〈∇〉−2ρ)2 +R]Re E}, (4.1)
then (3.17) can be written as
∂t E − i〈∇〉E =
(QE + N E). (4.2)
Note that in (4.1), QE denotes the quadratic term, and N E denotes the higher order term.
Next, we deal with the equation for ρ and v . As in [7], by separating linear, quadratic and higher
order terms, we rewrite Eqs. (3.15) and (3.16) in the following form
∂tρ + ∇ · v + ∇ · (ρv) = 0, (4.3)
∂t v + ∇ρ + ∇φ + (v · ∇)v − 1
2
∇ρ2 = −∇
[
ln(1+ ρ)− ρ + 1
2
ρ2
]
. (4.4)
Since ∇ × v0 = 0, we know, by (4.4), that ∇ × v = 0 as long as the solution exists. This irrotational
condition gives that (v · ∇)v = 12∇|v|2. Moreover, there exists a function ψ such that v = ∇ψ . Hence,
we can rewrite (4.3)–(4.4) in terms of (ρ,ψ) as
∂t
(
ρ
ψ
)
+
(
0 
(I −)−1 + I 0
)(
ρ
ψ
)
=
(−∇ · (ρ∇ψ)
∗∗
)
(4.5)
with
∗∗ = 1 〈∇〉−2[〈∇〉−2ρ]2 − 〈∇〉−2|Re E|2 − 1 |∇ψ |2 − ln(1+ ρ)+ ρ − R(ρ, E).
2 2
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0 
(I −)−1 + I 0
)
=
(
1 1
q(|∇|)
i|∇| − q(|∇|)i|∇|
)(
ip(|∇|) 0
0 −ip(|∇|)
)( 1
2
i|∇|
2q(|∇|)
1
2 − i|∇|2q(|∇|)
)
.
Recall that the multipliers p(|∇|) and q(|∇|) are deﬁned in (2.1). Now we deﬁne
(
w
w
)
= 2
( 1
2
i|∇|
2q(|∇|)
1
2 − i|∇|2q(|∇|)
)(
ρ
ψ
)
=
(
ρ + i|∇|q(|∇|)ψ
ρ − i|∇|q(|∇|)ψ
)
. (4.6)
Here and hereafter, the notation w denotes the conjugate complex of w . From (4.6), one sees
ρ = 1
2
(w + w), ψ = q(|∇|)
2i|∇| (w − w). (4.7)
Then Eq. (4.5) can be written simply as
∂t w + ip
(|∇|)w = Q + N , (4.8)
where Q and N denote the quadratic term and the higher order term, respectively. Indeed, Q and
N take the following form
Q = −∇ · (ρ∇ψ)+ i|∇|
q(|∇|)
{
1
2
〈∇〉−2[〈∇〉−2ρ]2 − 〈∇〉−2|Re E|2 + 1
2
ρ2 − 1
2
|∇ψ |2
}
,
N = i|∇|
q(|∇|)
(
− ln(1+ ρ)+ ρ − 1
2
ρ2 − R
)
. (4.9)
In the following, we will only need to consider Eqs. (4.2) and (4.8) due to the transformation (4.7).
4.2. Linear proﬁle transformation
First, we write Eq. (4.2) as an integral equation
E = ei〈∇〉t E0 +
t∫
0
ei〈∇〉(t−s)
(QE + N E)(s)ds. (4.10)
By direct computation, we have
Q̂E =
∫
R3
mE(ξ,η)
(
wˆ(ξ − η)Eˆ(η)+ wˆ(ξ − η) ˆ¯E(η)+ ˆ¯w(ξ − η)Eˆ(η)+ ˆ¯w(ξ − η) ˆ¯E(η))dη
=: Q̂E1 + Q̂E2 + Q̂E3 + Q̂E4 , (4.11)
where
mE(ξ,η) = i
4〈ξ〉
〈ξ − η〉2 − |ξ − η|2
〈ξ − η〉2 =
i
4
1
〈ξ〉〈ξ − η〉2 . (4.12)
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E = E0 + E1 + · · · + E4 + E5 (4.13)
with
E0 := ei〈∇〉t E(0), E5 :=
t∫
0
ei〈∇〉(t−s)N E(s)ds,
E j :=
t∫
0
ei〈∇〉(t−s)QEj (s)ds, j = 1,2, . . . ,4. (4.14)
In (4.14), E0 is the linear evolution of the initial data, E5 is the higher order term, and the remaining
E j ( j = 1,2, . . . ,4) are the quadratic terms.
Next, in order to obtain the global Wk,10-norm estimate for (w, E) with a factor (1 + t) 1615 , we
should make the quadratic terms E1, . . . , E4 in (4.14) to be cubic in w and E . To this purpose, a key
step is to take linear proﬁle transformation as follows:
Ω E := e−i〈∇〉t E, Ω := eitp(|∇|)w. (4.15)
Since E and w satisfy (4.2) and (4.8), respectively, one sees that
∂tΩ
E = e−i〈∇〉t(QE + N E)=: e−i〈∇〉tAE ,
∂tΩ = eitp(|∇|)(Q + N ) =: eitp(|∇|)A. (4.16)
Now we take (4.15) into E1 for example, the arguments for the other terms are similar. From (4.15)–
(4.16) and setting Ψ1(ξ,η) := 〈ξ〉 + p(|ξ − η|)− 〈η〉, we have
Ê1 = ei〈ξ 〉t
t∫
0
∫
R3
e−i〈ξ 〉smE(ξ,η)wˆ(ξ − η)Eˆ(η)dηds
= ei〈ξ 〉t
t∫
0
∫
R3
e−isΨ1mE(ξ,η)Ωˆ(ξ − η)Ω̂ E(η)dηds
= −ei〈ξ 〉t
∫
R3
e−isΨ1
iΨ1
mE(ξ,η)Ωˆ(ξ − η)Ω̂ E(η)dη
∣∣∣∣t
0
+ ei〈ξ 〉t
t∫
0
∫
R3
e−isΨ1
iΨ1
mE(ξ,η)eisp(|ξ−η|)Aˆ(ξ − η)Ω̂ E(η)dηds
+ ei〈ξ 〉t
t∫
0
∫
R3
e−isΨ1
iΨ1
mE(ξ,η)Ωˆ(ξ − η)e−is〈η〉ÂE(η)dηds.
We use (4.15) once again and change back to w and E , then there holds
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∫
R3
mE(ξ,η)
iΨ1
[
wˆ(ξ − η)̂E(η)](t)dη
+ ei〈ξ 〉t
∫
R3
mE(ξ,η)
iΨ1
[
wˆ(ξ − η)̂E(η)](0)dη
+
t∫
0
∫
R3
ei〈ξ 〉(t−s)m
E(ξ,η)
iΨ1
[Aˆ(ξ − η)Eˆ(η)](s)dηds
+
t∫
0
∫
R3
ei〈ξ 〉(t−s)m
E(ξ,η)
iΨ1
[
wˆ(ξ − η)ÂE(η)](s)dηds
=: Ê I1 + Ê I2 + Ê I3 + Ê I4 . (4.17)
Note that in (4.17), the terms E I1 and E I2 are quadratic, and the double integral terms (i.e., E I3 and
E I4 ) are cubic. In a similar way, we can split each Ê j ( j = 2,3,4) into four terms as above, and we
omit the detailed expressions for these Ê j for brevity. We point out that each Ê j corresponds to a
different symbol Ψ j which is given as follows (identifying Ψ j and −Ψ j as the same):
Ψ1(ξ,η) := 〈ξ〉 + p
(|ξ − η|)− 〈η〉,
Ψ2(ξ,η) := 〈ξ〉 + p
(|ξ − η|)+ 〈η〉,
Ψ3(ξ,η) := 〈ξ〉 − p
(|ξ − η|)− 〈η〉,
Ψ4(ξ,η) := 〈ξ〉 − p
(|ξ − η|)+ 〈η〉. (4.18)
Now we apply the above technique to the equation for w . From (4.8), one has
w = e−ip(|∇|)t w(0)+
t∫
0
e−ip(|∇|)(t−s)(Q + N )(s)ds. (4.19)
Using (4.9) and taking the Fourier transform of Q, we can obtain
Qˆ =
∫
R3
m1(ξ,η)wˆ(ξ − η)wˆ(η)dη +
∫
R3
m2(ξ,η)wˆ(ξ − η) ˆ¯w(η)dη
+
∫
R3
m3(ξ,η) ˆ¯w(ξ − η)wˆ(η)dη +
∫
R3
m4(ξ,η) ˆ¯w(ξ − η) ˆ¯w(η)dη
− i
4
∫
R3
|ξ |
q(|ξ |)〈ξ〉2 Eˆ(ξ − η)Eˆ(η)dη −
i
2
∫
R3
|ξ |
q(|ξ |)〈ξ〉2 Eˆ(ξ − η)
ˆ¯E(η)dη
− i
4
∫
R3
|ξ |
q(|ξ |)〈ξ〉2
ˆ¯E(ξ − η) ˆ¯E(η)dη
=: Q̂1 + Q̂2 + · · · + Q̂7, (4.20)
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m1(ξ,η) := − iξ · η
4|η| q(η)+
i|ξ |
8q(ξ)
(
1
〈ξ〉2〈ξ − η〉2〈η〉2 + 1−
(ξ − η) · η
|ξ − η||η| q(ξ − η)q(η)
)
,
m2(ξ,η) := iξ · η
4|η| q(η)+
i|ξ |
8q(ξ)
(
1
〈ξ〉2〈ξ − η〉2〈η〉2 + 1+
(ξ − η) · η
|ξ − η||η| q(ξ − η)q(η)
)
,
m3(ξ,η) := − iξ · η
4|η| q(η)+
i|ξ |
8q(ξ)
(
1
〈ξ〉2〈ξ − η〉2〈η〉2 + 1+
(ξ − η) · η
|ξ − η||η| q(ξ − η)q(η)
)
,
m4(ξ,η) := iξ · η
4|η| q(η)+
i|ξ |
8q(ξ)
(
1
〈ξ〉2〈ξ − η〉2〈η〉2 + 1−
(ξ − η) · η
|ξ − η||η| q(ξ − η)q(η)
)
.
From the above deﬁnitions, we can express mj(ξ,η) into a simpler form
mj(ξ,η) = |ξ |mj1(ξ)mj2(ξ − η)mj3(η), (4.21)
where mj1, mj2 and mj3 are either smooth functions or products of a smooth function with the angle
function x|x| . Hence, using (4.20), the integral equation (4.19) can also be written as
w = W 0 + W 1 + · · · + W 7 + W 8, (4.22)
where the terms on the right-hand side of (4.22) are deﬁned as follows
W 0 := e−ip(|∇|)t w(0), W 8 :=
t∫
0
e−ip(|∇|)(t−s)N (s)ds,
W j :=
t∫
0
e−ip(|∇|)(t−s)Q j(s)ds, j = 1,2, . . . ,7. (4.23)
Similarly, we should make the quadratic terms W 1, · · ·, W 7 in (4.23) to be cubic. As a matter of fact,
the estimates for the quadratic terms W 1, W 2, W 3 and W 4 have been obtained in [7], so we only
need to consider the remaining terms in (4.23). As (4.17), we decompose W 5 as follows:
Ŵ 5 = −
∫
R3
1
4Ψ5
|ξ |
q(|ξ |)〈ξ〉2
[
Eˆ(ξ − η)̂E(η)](t)dη
+ e−ip(|ξ |)t
∫
R3
1
4Ψ5
|ξ |
q(|ξ |)〈ξ〉2
[
Eˆ(ξ − η)̂E(η)](0)dη
+
t∫
0
∫
R3
e−ip(|ξ |)(t−s) 1
2Ψ5
|ξ |
q(|ξ |)〈ξ〉2
[Aˆ(ξ − η)Eˆ(η)](s)dηds
=: Ŵ V1 + Ŵ V2 + Ŵ V3 , (4.24)
where
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(|ξ |)+ 〈ξ − η〉 + 〈η〉. (4.25)
Applying the same argument, both W 6 and W 7 can be split into similar terms as (4.24) equipped
with Ψ6 and Ψ7, respectively,
Ψ6(ξ,η) := p
(|ξ |)+ 〈ξ − η〉 − 〈η〉,
Ψ7(ξ,η) := p
(|ξ |)− 〈ξ − η〉 − 〈η〉. (4.26)
In Section 6, we will give the Wk,10-norm estimates for E and w given by (4.13) and (4.22). Now
we end this section with the following lemma.
Lemma 4.1. Assume w and E satisfy Eqs. (4.8) and (4.2) on R3 × [0, T ) with T > 0. If ‖(w, E)‖X2(T ) 
 1,
then
sup
t∈[0,T )
(1+ t) 1615 ∥∥AE∥∥H2k+1  ∥∥(w, E)∥∥2X2(T ), (4.27)
sup
t∈[0,T )
(1+ t) 1615 ∥∥|∇|−1A∥∥H2k  ∥∥(w, E)∥∥2X2(T ), (4.28)
where the implicit constant is independent of T .
Proof. Recall that A = Q + N and AE = QE + N E , see (4.16). Combining (4.1), (4.9) and (3.7) yield
the desired estimates (4.27) and (4.28). 
5. Multiplier analysis
This section is a preparation for the proof of Proposition 6.1. In Proposition 6.1, our aim is to
estimate the Wk,10-norm for the terms E I1 , E I2 , etc., deﬁned in (4.17) and (4.24). As a typical proxy,
we mainly study the terms in (4.17). Note that in (4.17), the bilinear multiplier has the form m
E (ξ,η)
Ψ1(ξ,η)
with mE given by (4.12). So an important step is to treat the singularity for Ψ1. Indeed,
Ψ1 = |ξ − η|
√
2+ |ξ − η|
1+ |ξ − η| +
(|ξ | + |η|)(|ξ | − |η|)√
1+ |ξ |2 +√1+ |η|2
 |ξ − η|
(
1− |ξ | + |η|√
1+ |ξ |2 +√1+ |η|2
)
 |ξ − η|〈ξ〉−1〈η〉−1, (5.1)
we know Ψ1 = 0 if and only if |ξ − η| = 0. For λ1, λ2  0, we denote
M1(ξ,η) := 1
Ψ1
|ξ − η|
〈ξ〉2λ2〈ξ − η〉2λ1〈η〉2λ2 . (5.2)
In this section, we will show some estimates for M1.
Deﬁne the following norm for a multiplier m(ξ,η):
‖m‖Msξ,η :=
∑
Z
Ns
∥∥˙ηNm(ξ,η)∥∥L∞ξ L2η , (5.3)N∈2
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lowing multiplier estimates, the proof of which can be found in [3] and [7].
Lemma 5.1. Deﬁne
B[ f , g] = F−1ξ
∫
Rd
m(ξ,η) fˆ (ξ − η)gˆ(η)dη. (5.4)
Then for any 0 s d/2, we have
∥∥B[ f , g]∥∥L2  ‖m‖Msξ,η‖ f ‖Ll1 ‖g‖Ll2 , (5.5)∥∥B[ f , g]∥∥
Ll
′
1
 ‖m‖Msη,ξ ‖ f ‖Ll2 ‖g‖L2 , (5.6)
where 1l1 + 1l2 = 1− sd , 2 l1, l2  2dd−2s , 1l1 + 1l′1 = 1, and
‖m‖Msη,ξ :=
∑
N∈2Z
Ns
∥∥˙ηNm(η, ξ)∥∥L∞ξ L2η . (5.7)
The following gives one way to check that whether ‖m(ξ,η)‖Msξ,η < ∞.
Lemma 5.2. If m ∈ L∞ξ H˙ s+	η ∩ L∞ξ H˙ s−	η is satisﬁed with some 	 > 0, then ‖m‖Msξ,η < ∞.
Lemma 5.2 follows easily from the deﬁnition of the norm ‖ · ‖Msξ,η . Now we give the main result
of this section.
Proposition 5.1. For the bilinear multiplier M1(ξ,η) given by (5.2), we have
‖M1‖
L∞η H
3
2 −	
ξ
+ ‖M1‖
L∞ξ H
3
2 −	
η
 1, λ1 > 0, λ2 
3
2
,
for any 	 > 0 small enough.
Proposition 5.1 shows M1 ∈ L∞ξ H
3
2− 	2
η ∩ L∞ξ H
3
2− 3	2
η , together with Lemma 5.2 we have M1 ∈ M
3
2−	
ξ,η .
Similarly, we know M1 ∈ M
3
2−	
η,ξ .
Remark 5.1. Let M1(ξ,η) be given by (5.2) with λ1 > 0, λ2  32 . Then for any s 0, we have
〈ξ〉s
〈ξ − η〉s M1(ξ,η) ∈ M
3
2−	
ξ,η if |ξ | |ξ − η|. (5.8)
Proof. Denote f (ξ,η) := 〈ξ〉s〈ξ − η〉−sM1(ξ,η). By Lemma 5.2, it suﬃces to show that f (ξ,η) ∈
L∞ξ H˙
3
2−	
η with 	 > 0 suﬃciently small. Indeed, Lemma 2.3 gives
‖ f ‖
H˙
3
2 −	

∥∥〈ξ〉s〈ξ − η〉−s∥∥L∞η ‖M1‖H˙ 32 −	 + ∥∥〈ξ〉s〈ξ − η〉−s∥∥W˙ 32 −	,4‖M1‖L4η .η η η
3472 L. Han et al. / J. Differential Equations 252 (2012) 3453–3481When |ξ | |ξ − η|, one sees ∣∣∇η(〈ξ〉s〈ξ − η〉−s)∣∣ 〈ξ − η〉−1 ∈ L∞ξ L4η,∣∣η(〈ξ〉s〈ξ − η〉−s)∣∣ 〈ξ − η〉−2 ∈ L∞ξ L4η,
then by interpolation, one has 〈ξ〉s〈ξ − η〉−s ∈ L∞ξ W˙
3
2−	,4
η . This result together with the fact
H
3
2−	 ↪→ L4 give f ∈ L∞ξ H˙
3
2−	
η . 
Before presenting the proof of Proposition 5.1, we ﬁrst collect some basic facts which will be used
in the proof. Let f (ξ) := |ξ |〈ξ〉2λ and g(ξ) := 1〈ξ〉2λ , λ 0, then a direct computation yields
|∇ f | 〈ξ〉−2λ, | f | |ξ |−1〈ξ〉−2λ, ξ = 0,
|∇g| 〈ξ〉−2λ−1, |g| 〈ξ〉−2λ−2. (5.9)
Next, we need the following estimates for Ψ1.
Lemma 5.3. For all ξ,η ∈ R3 with ξ = η, there hold that∣∣∇ξΨ1(ξ,η)∣∣+ ∣∣∇ηΨ1(ξ,η)∣∣ 1,∣∣ξΨ1(ξ,η)∣∣+ ∣∣ηΨ1(ξ,η)∣∣ 〈ξ − η〉|ξ − η|−1.
Proof. From (2.1), one can get
p′(r) = r
4 + 2r2 + 2
(1+ r2)3/2(2+ r2)1/2 , p
′′(r) = r(r
4 − 2r2 − 6)
(1+ r2)5/2(2+ r2)3/2 .
Since Ψ1 = 〈ξ〉 + p(|ξ − η|)− 〈η〉, a simple calculation gives
|∇ξΨ1| =
∣∣∣∣ ξ√1+ |ξ |2 + p′(|ξ − η|) ξ − η|ξ − η|
∣∣∣∣ 1
and
|ξΨ1| =
∣∣∣∣ 3√1+ |ξ |2 − |ξ |
2
(1+ |ξ |2)3/2 + p
′′(|ξ − η|)+ p′(|ξ − η|) 2|ξ − η|
∣∣∣∣
 1+ |ξ − η|−1 ∼ 〈ξ − η〉|ξ − η|−1.
The estimates for |∇ηΨ1| and |ηΨ1| can be treated in a similar way. 
Lemma 5.4. For all ξ,η ∈ R3 , ξ = η, we have the following estimates:∣∣∣∣∇ξ( 1Ψ1
)∣∣∣∣+ ∣∣∣∣∇η( 1Ψ1
)∣∣∣∣ 〈ξ〉2〈η〉2|ξ − η|2 ,∣∣∣∣ξ( 1Ψ1
)∣∣∣∣+ ∣∣∣∣η( 1Ψ1
)∣∣∣∣ 〈ξ〉3〈η〉3|ξ − η|3 .
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)∣∣∣∣= ∣∣∣∣−∇ξΨ1Ψ 21
∣∣∣∣ 〈ξ〉2〈η〉2|ξ − η|2 ,∣∣∣∣ξ( 1Ψ1
)∣∣∣∣= ∣∣∣∣−ξΨ1Ψ 21 + 2|∇ξΨ1|
2
Ψ 31
∣∣∣∣ 〈ξ − η〉〈ξ〉2〈η〉2 + 〈ξ〉3〈η〉3|ξ − η|3  〈ξ〉3〈η〉3|ξ − η|3 .
The η derivatives can be estimated similarly. 
Proof of Proposition 5.1. First, notice that
〈ξ − η〉λ  〈ξ〉λ〈η〉λ, λ 0.
Then from (5.1) and (5.2), we have
|M1| 1〈ξ〉2λ2−1〈ξ − η〉2λ1〈η〉2λ2−1 
1
〈ξ − η〉2λ1 , λ1  0, λ2 
1
2
. (5.10)
Next, we compute ∇ξM1. Note that
∇ξM1 = ∇ξ
(
1
Ψ1
)
1
〈ξ〉2λ2
|ξ − η|
〈ξ − η〉2λ1
1
〈η〉2λ2 +
1
Ψ1
∇ξ
(
1
〈ξ〉2λ2
) |ξ − η|
〈ξ − η〉2λ1
1
〈η〉2λ2
+ 1
Ψ1
1
〈ξ〉2λ2 ∇ξ
( |ξ − η|
〈ξ − η〉2λ1
)
1
〈η〉2λ2 .
Using (5.1), (5.9) and Lemma 5.4, we can obtain
|∇ξM1| 〈ξ〉
2〈η〉2
|ξ − η|2
1
〈ξ〉2λ2
|ξ − η|
〈ξ − η〉2λ1
1
〈η〉2λ2 +
〈ξ〉〈η〉
|ξ − η|
1
〈ξ〉2λ2+1
|ξ − η|
〈ξ − η〉2λ1
1
〈η〉2λ2
+ 〈ξ〉〈η〉|ξ − η|
1
〈ξ〉2λ2
1
〈ξ − η〉2λ1
1
〈η〉2λ2
 1〈ξ〉2λ2−2|ξ − η|〈ξ − η〉2λ1〈η〉2λ2−2
 1|ξ − η|〈ξ − η〉2λ1 , λ1  0, λ2  1. (5.11)
Now we give the estimate for ξM1. Since
ξM1 = ξ
(
1
Ψ1
)
1
〈ξ〉2λ2
|ξ − η|
〈ξ − η〉2λ1
1
〈η〉2λ2 +
1
Ψ1
ξ
(
1
〈ξ〉2λ2
) |ξ − η|
〈ξ − η〉2λ1
1
〈η〉2λ2
+ 1
Ψ1
1
〈ξ〉2λ2 ξ
( |ξ − η|
〈ξ − η〉2λ1
)
1
〈η〉2λ2 + 2∇ξ
(
1
Ψ1
)
∇ξ
(
1
〈ξ〉2λ2
) |ξ − η|
〈ξ − η〉2λ1
1
〈η〉2λ2
+ 2∇ξ
(
1
Ψ1
)
1
〈ξ〉2λ2 ∇ξ
( |ξ − η|
〈ξ − η〉2λ1
)
1
〈η〉2λ2
+ 2 1
Ψ
∇ξ
(
1
〈ξ〉2λ2
)
∇ξ
( |ξ − η|
〈ξ − η〉2λ1
)
1
〈η〉2λ2 ,1
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|ξM1| 1〈ξ〉2λ2−3|ξ − η|2〈ξ − η〉2λ1〈η〉2λ2−3 
1
|ξ − η|2〈ξ − η〉2λ1 (5.12)
provided that λ1  0, λ2  32 . From (5.10)–(5.12), we see that it is convenient to take dyadic decom-
position with respect to ξ − η. Recall that ϕ is the function associated with the Littlewood–Paley
decomposition, see Section 2. It follows from (5.10) that∥∥∥∥ϕ( |ξ − η|N
)
M1
∥∥∥∥
L2ξ
 ‖M1‖L2ξ−η(|ξ−η|∼N) 
N3/2
〈N〉2λ1 .
By (5.10)–(5.12), we also have ∣∣∣∣ξ[ϕ( |ξ − η|N
)
M1
]∣∣∣∣ 1N2〈N〉2λ1
which gives ∥∥∥∥ξ[ϕ( |ξ − η|N
)
M1
]∥∥∥∥
L2ξ
 1
N1/2〈N〉2λ1 .
By interpolation, we then obtain
‖M1‖H˙ sξ 
∑
N∈2Z
∥∥∥∥ϕ( |ξ − η|N
)
M1
∥∥∥∥
H˙ sξ

∑
N∈2Z
∥∥∥∥ϕ( |ξ − η|N
)
M1
∥∥∥∥1−
s
2
L2ξ
∥∥∥∥ξ[ϕ( |ξ − η|N
)
M1
]∥∥∥∥
s
2
L2ξ

∑
N∈2Z
N
3
2−s
〈N〉2λ1 < ∞
provided that λ1 > 0, λ2  32 and s = 32 − 	 with 	 > 0 suﬃciently small. We thus obtain M1 ∈
L∞η H˙
3/2−	
ξ as desired. Similarly, we can obtain M1 ∈ L∞ξ H˙3/2−	η . 
6. Estimates for Wk,10-norm and H˙−1-norm
In this section, we will give the estimates in the spaces Wk,10 and H˙−1. First, we present the
Wk,10-norm estimate for the solution.
Proposition 6.1 (Wk,10-norm estimate). Let (w, E) be a smooth solution of (4.2) and (4.8) on R3 × [0, T )
such that ‖w‖X1(T ) , ‖E‖X2(T ) 
 1, then there holds that
sup
t∈[0,T )
(1+ t) 1615 ∥∥(w, E)∥∥Wk,10  ∥∥(w(0), E(0))∥∥Y2 + ‖w‖2X1(T ) + ‖E‖2X2(T ), (6.1)
where the implicit constant is independent of T .
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w = ρ + i
q(|∇|)R
−1v, (6.2)
where R = ∇|∇| denotes the Riesz transform. Hence in terms of ρ and v , we can rewrite the estimate
(6.1) as follows:
(1+ t) 1615 ∥∥(ρ, v, E)∥∥Wk,10  ∥∥(ρ(0), v(0), E(0))∥∥Y2 + ∥∥(ρ, v)∥∥2X1(T ) + ‖E‖2X2(T ) (6.3)
for all t ∈ [0, T ) provided that ‖(ρ, v)‖X1(T ) , ‖E‖X2(T ) 
 1.
To prove Proposition 6.1, note ﬁrst the following estimate.
Lemma 6.1. There holds that
t∫
0
(
1+ t − t′)− 1615 (1+ t′)− 1615 dt′  (1+ t)− 1615 . (6.4)
Proof. The left-hand side of (6.4) can be estimated by
( t/2∫
0
+
t∫
t/2
)[(
1+ t − t′)− 1615 (1+ t′)− 1615 ]dt′  (1+ t)− 1615 ∞∫
0
(
1+ t′)− 1615 dt′  (1+ t)− 1615 .
Hence, the inequality (6.4) is proved. 
Proof of Proposition 6.1. To prove this proposition, we have to estimate the terms in (4.13) and (4.22),
respectively. The proof is divided into the following two steps.
Step 1: Estimates for E . We should estimate the six terms on the right-hand side of (4.13). For the
free evolution term E0, we use Lemma 2.2 and get
∥∥E0∥∥Wk,10 = ∥∥ei〈∇〉t E(0)∥∥Wk,10  (1+ t)− 1615 ∥∥E(0)∥∥Wk+ 125 , 109 . (6.5)
Next we estimate E1. According to Proposition 5.1, we set λ2 = 32 and λ1 = δ in (5.2), where δ > 0
is a suﬃciently small number, so M1 is rewritten as
M1(ξ,η) := 1
Ψ1
|ξ − η|
〈ξ〉3〈ξ − η〉2δ〈η〉3 ∈ L
∞
η H
3
2−	
ξ ∩ L∞ξ H
3
2−	
η .
Recall that E1 is decomposed into four terms, see (4.17). For the term E I1 , we consider two different
cases.
Case 1. |ξ | > 2|η|. This case implies that 12 |ξ | |ξ−η| 32 |ξ |. Let fˆ1(ξ−η) := 1〈ξ−η〉2
〈ξ−η〉2δ
|ξ−η| wˆ(ξ−η)
and gˆ1(η) := 〈η〉3 Eˆ(η). From the deﬁnition of E I1 and the fact H 65 ↪→ L10, we have
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R3
〈ξ〉k−1
Ψ1
1
〈ξ − η〉2
[
wˆ(ξ − η)Eˆ(η)](t)dη∥∥∥∥
L10
=
∥∥∥∥F−1ξ ∫
R3
〈ξ〉k+2M1(ξ,η)
[
fˆ1(ξ − η)gˆ1(η)
]
(t)dη
∥∥∥∥
L10

∥∥∥∥F−1ξ ∫
R3
〈ξ〉k+ 165
〈ξ − η〉k+ 165
M1(ξ,η)
[〈ξ − η〉k+ 165 fˆ1(ξ − η)gˆ1(η)](t)dη∥∥∥∥
L2
. (6.6)
Using Remark 5.1 and applying (5.5) with s = 32 − 	 , l1 = 156+5	 and l2 = 10,∥∥E I1∥∥Wk,10  ∥∥|∇|−1w∥∥Wk+2δ+ 65 , 156+5	 ‖E‖W 3,10  (1+ t)− 1615 ‖w‖X1(T )‖E‖X2(T ). (6.7)
Case 2. |ξ | 2|η|. As (6.6), we can obtain
∥∥E I1∥∥Wk,10 = ∥∥∥∥F−1ξ ∫
R3
〈ξ〉k+2M1(ξ,η)
[
fˆ1(ξ − η)gˆ1(η)
]
(t)dη
∥∥∥∥
L10

∥∥∥∥F−1ξ ∫
R3
〈ξ〉k+ 165
〈η〉k+ 165
M1(ξ,η)
[
fˆ1(ξ − η)〈η〉k+ 165 gˆ1(η)
]
(t)dη
∥∥∥∥
L2
.
From Lemma 5.1 and the condition |ξ | |η|, a similar proof as (5.8) yields
〈ξ〉k+ 165
〈η〉k+ 165
M1(ξ,η) ∈ M
3
2−	
ξ,η .
Applying (5.5) with s = 32 − 	 , l1 = 3	 and l2 = 2,∥∥E I1∥∥Wk,10  ‖ f1‖L 3	 ‖〈∇〉k+ 165 g1‖L2  ∥∥|∇|−1w∥∥L 3	 ‖E‖Hk+ 315 . (6.8)
Contrary to (6.7), we cannot obtain the factor (1+ t)− 1615 only from ‖|∇|−1w‖
L
3
	
or ‖E‖
Hk+
31
5
. So we
deal with (6.8) in the following way. Set
σ := 15
22
− 5
11
	, k1 := 128− 12	
15− 10	 ∈ (8,9),
then by interpolation, we have∥∥|∇|−1w∥∥
L
3
	
 ‖w‖σL10
∥∥|∇|−1w∥∥1−σL2 ,
‖E‖
Hk+
31
5
 ‖E‖1−σ
Wk,10
‖E‖σ
Hk+k1 .
Note that H2k ↪→ Hk+k1 if k 9. Inserting the above two estimates into (6.8), we can get∥∥E I1∥∥ k,10  (1+ t)− 1615 (‖w‖2X (T ) + ‖E‖2X (T )). (6.9)W 1 2
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Next, we estimate the term E I3 , to which the estimates for E I2 and E I4 are similar. And for the
sake of simplicity, we omit the estimates for E I2 and E I4 here. Set
fˆ2(ξ − η) := 1〈ξ − η〉2
〈ξ − η〉2δ
|ξ − η| Aˆ(ξ − η), gˆ2(η) = 〈η〉
3 Eˆ(η).
From Lemma 2.2 and the deﬁnition of E I3 , one sees
∥∥E I3∥∥Wk,10 
t∫
0
1
(1+ t − t′) 1615
∥∥∥∥F−1 ∫
R3
1
Ψ1〈ξ〉〈ξ − η〉2 Aˆ(ξ − η)Eˆ(η)dη
∥∥∥∥
Wk+
12
5 ,
10
9
dt′
=
t∫
0
(
1+ t − t′)− 1615 ∥∥∥∥F−1 ∫
R3
M1(ξ,η)
[
fˆ2(ξ − η)gˆ2(η)
](
t′
)
dη
∥∥∥∥
Wk+
22
5 ,
10
9
dt′.
Applying (5.6) with s = 32 − 	 , l1 = 10 and l2 = 156+5	 > 2, Lemmas 5.1 and 4.1 give∥∥∥∥F−1 ∫
R3
M1(ξ,η)
[
fˆ2(ξ − η)gˆ2(η)
](
t′
)
dη
∥∥∥∥
Wk+
22
5 ,
10
9
 ‖M1‖Msη,ξ
(‖ f2‖
W
k+ 225 , 156+5	
‖g2‖L2 + ‖ f2‖
L
15
6+5	
‖g2‖
Hk+
22
5
)

∥∥|∇|−1A∥∥
W
k+ 125 +2δ, 156+5	
‖E‖
H
37
5 +k

(
1+ t′)− 1615 ∥∥(w, E)∥∥3X2(T ).
In the above inequality, the factor (1+ t′)− 1615 comes from (4.28). Using Lemma 6.1,
∥∥E I3∥∥Wk,10  (1+ t)− 1615 ∥∥(w, E)∥∥3X2(T ).
This estimate also holds with E I3 replaced by E I2 or E I4 .
Collecting the estimates for E I1 , E I2 , E I3 and E I4 , we thus get the estimate for E1:
sup
t∈[0,T )
(1+ t) 1615 ∥∥E1(t)∥∥Wk,10  (‖w‖2X1(T ) + ‖E‖2X2(T )). (6.10)
For the term E2, from the deﬁnition of Ψ2 (see (4.18)), we know that there is no singularity for
Ψ2 since Ψ2  1. Particularly, we can see that Lemma 5.1 is also valid in this easier case, so the above
arguments for E1 can also be applied to estimate E2, and in this way we can get (6.10) with E1
replaced by E2. For the term E3, notice that Ψ3(ξ,η) = −Ψ1(η, ξ), and we only need to repeat the
proof of (6.10). For the term E4, note that
Ψ4(ξ,η) = 1+ (|ξ | + |ξ − η|)(|ξ | − |ξ − η|)(1+ |ξ − η|
2)√
1+ |ξ − η|2(√1+ |ξ |2√1+ |ξ − η|2 + |ξ − η|√2+ |ξ − η|2) +
√
1+ |η|2

√
1+ |η|2 + 1− |η|(|ξ | + |ξ − η|)(1+ |ξ − η|
2)
(
√
1+ |ξ |2√1+ |ξ − η|2 + |ξ − η|√2+ |ξ − η|2)√1+ |ξ − η|2
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√
1+ |η|2 − |η| + 1
(
√
1+ |ξ |2√1+ |ξ − η|2 + |ξ − η|√2+ |ξ − η|2)√1+ |ξ − η|2
 〈η〉−1.
Indeed, by symmetry we also have Ψ4(ξ,η) 〈ξ〉−1. So the argument for E4 is easier than E1 and we
omit further details.
Finally, for the higher order term E5, from (4.1), Lemmas 2.3 and 3.1, we have∥∥N E∥∥
Wk+
12
5 ,
10
9
 ‖E‖L∞‖E‖
L
5
2
‖E‖
Hk+
12
5
+ ‖E‖L∞‖ρ‖
L
5
2
‖ρ‖
Hk+
12
5
+ ‖E‖
Hk+
12
5
‖ρ‖
L
5
2
‖ρ‖L∞
+ ‖R‖
Wk+
12
5 ,
10
9
‖E‖L∞ + ‖R‖
L
5
2
‖E‖
Hk+
12
5
 (1+ t)− 1615 ∥∥(w, E)∥∥3X2(T ). (6.11)
Then from Minkowski’s inequality, (2.5) and (6.4), we obtain
∥∥E5∥∥Wk,10 =
∥∥∥∥∥
t∫
0
ei〈∇〉(t−t′)N E(t′)dt′∥∥∥∥∥
Wk,10

t∫
0
(
1+ t − t′)− 1615 ∥∥N E(t′)∥∥
Wk+
12
5 ,
10
9
dt′

t∫
0
(
1+ t − t′)− 1615 (1+ t′)− 1615 ∥∥(w, E)∥∥3X2(T ) dt′
 (1+ t)− 1615 ∥∥(w, E)∥∥3X2(T ).
Collecting the estimates for E0, E1, . . . , E5, we obtain the desired estimate for E .
Step 2: Estimates for w . Recall ﬁrst the decomposition (4.22). For W 0, we use the decay estimate
(2.4) and get ∥∥W 0∥∥Wk,10 = ∥∥e−ip(|∇|)t w(0)∥∥Wk,10  (1+ t)− 1615 ∥∥w(0)∥∥Wk+ 125 , 109 .
For the higher order term W 8, (4.9) and (3.8) give
‖N‖
Wk+
12
5 ,
10
9
 ‖ρ‖L∞‖ρ‖
Hk+
12
5
‖ρ‖
L
5
2
+ ‖R‖
Wk+
17
5 ,
10
9
 (1+ t)− 1615 ∥∥(w, E)∥∥3X2(T ), (6.12)
hence, there holds
∥∥W 8∥∥Wk,10 =
∥∥∥∥∥
t∫
0
e−ip(|∇〉|)(t−t′)N (t′)dt′∥∥∥∥∥
Wk,10
 (1+ t)− 1615 ∥∥(w, E)∥∥3X2(T ).
For the estimates of the quadratic terms W 1, W 2, W 3 and W 4, we refer to the following lemma:
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sup
t∈[0,T )
(1+ t) 1615 ∥∥W j(t)∥∥Wk,10  ‖w‖2X1(T ), j = 1,2,3,4.
The proof of this lemma can be found in [7, Proposition 7.1]. Hence, it remains for us to estimate
the terms W 5, W 6 and W 7. For each W j ( j = 5,6,7), we split it into several terms as (4.24). Note
that Ψ6 = Ψ1(η − ξ,η), so from (5.1), one has Ψ6(ξ,η) |ξ |〈ξ − η〉−1〈η〉−1. If we deﬁne
M6(ξ − η) := 1
Ψ6
|ξ |
〈ξ〉2λ1〈η〉2λ2〈ξ − η〉2λ2 ,
then with the same proof as for Lemma 5.1, we ﬁnd that M6 ∈ L∞ξ H
3
2−	
η ∩ L∞η H
3
2−	
ξ if λ1 > 0 and
λ2  32 . Applying similar discussion as E1, we can obtain∥∥W 6(t)∥∥Wk,10  (1+ t)− 1615 ‖E‖2X2(T ).
The above estimate is also valid for W 5 since Ψ5 has no singularity. For W 7, since Ψ7(ξ,η) =
−Ψ4(η − ξ,η), we can see |Ψ7|  〈η〉−1. So the estimate for W 7 is similar to E4, hence, the details
are omitted. Combining the estimates for W 0,W 1, . . . ,W 8, we get the desired estimate for w . 
In the last part of this section, we give the H˙−1-norm estimate for w . This norm comes from the
singular term wˆ(ξ−η)|ξ−η| (e.g., see (6.7)), and the results are stated as follows.
Proposition 6.2 (H˙−1-norm estimate). Suppose that (w, E) is a smooth solution of (4.2) and (4.8) on R3 ×
[0, T ) such that ‖(w, E)‖X2(T ) 
 1, then there holds that
sup
t∈[0,T )
‖w‖H˙−1 
∥∥w(0)∥∥H˙−1 + ∥∥(w, E)∥∥2X2(T ).
Proof. We should estimate the H˙−1-norm for both sides of (4.22). Of course, one has ‖W 0‖H˙−1 =‖w(0)‖H˙−1 . For j = 1, . . . ,4, by (4.20), (4.21) and (4.23), we have
∥∥W j∥∥H˙−1 
t∫
0
∥∥mj1(|∇|)[mj2(|∇|)Fm j2(|∇|)G]∥∥L2 dt′,
here F (or G) denotes either w or w¯ . From the deﬁnition (4.21), we know mj1, mj2 and mj3 are either
smooth functions or products of a smooth function with the angle function x|x| . Using the embedding
W 1,10 ↪→ L∞ , there holds
∥∥W j∥∥H˙−1 
t∫
0
‖w‖L∞‖w‖L2 dt′ 
t∫
0
‖w‖W 1,10‖w‖L2 dt′  ‖w‖2X2(T ), j = 1, . . . ,4.
If j = 5,6,7, it follows from (4.20) and (4.23) that
∥∥W j∥∥H˙−1 
t∫
‖E‖L∞‖E‖L2 dt′  ‖E‖2X2(T ).0
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‖N‖H˙−1 
∥∥∥∥ln(1+ ρ)− ρ + 12ρ2
∥∥∥∥
L2
+ ‖R‖L2  (1+ t)−
16
15
∥∥(w, E)∥∥3X2(T ).
Integrating this estimate, we have ‖W 8‖H˙−1  ‖(w, E)‖3X2(T ) . Finally, collecting the estimates for
W 0, . . . ,W 8, we thus obtain the desired estimate. 
7. Proof of the main theorem
Applying the abstract method of Kato [11], it is not hard to see that the system (3.15)–(3.17)
admits a unique solution such that (w, E) ∈ C([0, T ]; (H2k ∩ H˙−1) × H2k). Now we let T ∗ be the
maximal existence time of the solution (w, E). In the following, we will prove that, when the initial
data is suﬃciently small, then T ∗ = ∞. Let
A(t) = ‖w‖X1(t) + ‖E‖X2(t), B =
∥∥w(0)∥∥Y1 + ‖E(0)‖Y2 .
Assume B  	 with 	 > 0 suﬃciently small, then by the continuity of the solution, there exists T0 ∈
(0, T ∗) such that A(t)  2C	 for all t ∈ [0, T0]. Then from Propositions 3.1, 6.1 and 6.2, we have the
estimate
A(t) C B + C(A(t)) 32 , t ∈ [0, T0].
Note that A(t) is nondecreasing, and we deﬁne s := supt∈[0,T ∗){t; A(t)  2C	}. Of course, one has
s T0. Moreover, we can show that s = T ∗ if 	 is suﬃciently small. Indeed, if s < T ∗ , then
2C	 = A(s) C	 + C	 32  C	(1+ 	 12 ) 3
2
C	,
which is a contradiction for the deﬁnition of s. So s = T ∗ which implies that T ∗ = ∞, and the solution
(w, E) exists globally satisfying A(t) 2C	 for all t ∈ [0,∞).
Returning back to the original variables, that is,
ρ = 1
2
(w + w¯), E = Re E, ∂tE = −Im〈∇〉E,
we thus obtain the result in Theorem 1.1.
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