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O exame experimental de sudorese iodo-amido tem como objetivo auxiliar o diagnóstico de 
problemas no sistema nervoso, revelando áreas de anidrose e de hipoidrose por meio da reação 
química entre as secreções aquosas do paciente e um composto de iodo-amido. A reação 
acontece quando o paciente é induzido a transpirar dentro de uma câmara aquecida por um 
determinado período de tempo. Na sequência, um profissional da área de saúde avalia de forma 
visual as regiões de interesse, completando um processo que pode levar tempo e desconforto 
ao paciente. Dessa forma as soluções computacionais podem contribuir para a melhoria da 
eficácia e reduzir o tempo total de realização do exame. Neste trabalho realizou-se um estudo 
comparativo de técnicas de segmentação de imagens 3D de pacientes obtidas pelo dispositivo 
Microsoft Kinect® após a realização do exame. Foram comparadas as imagens segmentadas 
via K-Means e uma técnica de Crescimento de Regiões, nos modelos de cor RGB e CIELab, 
com imagens de referência (golden standard) produzidas por um especialista que definem a 
melhor segmentação possível para as regiões de anidrose e hipoidróticas. Para determinar a 
melhor estratégia de segmentação foram elaborados mais de cem cenários de experimentos 
variando os parâmetros de entrada das técnicas e modelos de cor. Ao término dos experimentos 
foram calculadas as métricas: precisão, revocação, acurácia e medida-F para cada um dos 
cenários. Assim, concluiu-se que a técnica K-Means (acurácia de 93,18% para anidrose e 
86,98% para anidrose e hipoidrose) e Crescimento de Regiões (com acurácia de 92,94% para 
anidrose e 85,12% para anidrose e hipoidrose), ambas no modelo de cor CIELab, são 
praticamente equivalentes. Entretanto, pode-se perceber uma vantagem na segmentação via 
Crescimento de Regiões devido sua execução ser feita de forma não supervisionada. 
 
 








The experimental exam of sweating iodine-starch aims to aid the diagnosis of problems in the 
nervous system, revealing areas of anhidrosis and hypohidrosis through the chemical reaction 
between the patient's aqueous secretions and an iodine-starch compound. The reaction happens 
when the patient is induced to perspire inside a heated chamber for a certain period of time. 
Following this, a healthcare professional visually evaluates the regions of interest, and 
completes a process that can take time and it may be uncomfortable to the patient. In this way, 
the computational solutions may contribute to the improvement of the effectiveness. It also may 
reduce the total time of accomplishment of the examination. In this work, a comparative study 
of 3D image segmentation techniques of patients was made. The 3D was obtained by the 
Microsoft Kinect® device after the exams were made. K-Means segmented images and a 
Region Growing technique were compared, in the RGB and CIELab color models, to reference 
images (golden standard) produced by a specialist that defined the very best segmentation for 
the anhydrous and hypohidrotic regions. To determine the best segmentation strategy, more 
than one hundred experiment scenarios were elaborated by varying the input parameters of 
techniques and color models. At the end of the experiments, the accuracy, recall, accuracy and 
F-measure metrics were calculated for each of the scenarios. Thus, the K-Means technique 
(accuracy of 93.18% for anhidrosis and 86.98% for anhidrosis and hypohidrosis) and Region 
Growing (with an accuracy of 92.94% for anhidrosis and 85.12% for anhidrosis and 
hypohidrosis), both in the CIELab color model, are practically equivalent. However, it is 
possible to note an advantage in the segmentation via Region Growing, because its performance 
is gave in an unsupervised way. 
 









































“Nunca desista de um sonho por causa do tempo que levará para concretiza-lo.  
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 As técnicas de processamento de imagens já são aplicadas na medicina como 
ferramentas de apoio, um dos exemplos é o trabalho de Rodrigues (2015) onde foi desenvolvido 
o sistema computacional Color Human Evaluation Computation System (CHECS). Usado para 
processar imagens 3D provenientes do exame experimental de sudorese iodo-amido, que é 
empregado no diagnóstico de neuropatias.  
As neuropatias podem ser diagnosticadas a partir da ausência de secreções aquosas 
das glândulas sudoríparas. Segundo Guyton et. al. (p. 892; 2006) as glândulas sudoríparas são 
em maior parte estimuladas por enervações simpáticas, isto é, pelo Sistema Nervoso Simpático. 
O Sistema Nervoso Simpático faz parte do Sistema Nervoso Autônomo que, por 
meio dos neurônios motores, recebe impulsos nervosos vindos do Sistema Nervoso Central que 
são respostas à estímulos percebidos anteriormente pelo Sistema Nervoso Periférico, como por 
exemplo, o calor (TORTORA, DERRICKSON; p. 85; 2012). 
Portanto, caso exista o estímulo do calor e não haja a resposta (secreção de suor), é 
possível inferir que existe algum problema no sistema nervoso. Dessa forma Guttman (1947) 
desenvolveu o exame de sudorese com quinizarina, onde o composto de quinizarina é aplicado 
sobre a pele do paciente que em seguida é induzido a transpirar.  
Após a realização do exame são reveladas as regiões onde não houve transpiração, 
denominadas de regiões de anidrose, que apresentam uma coloração clara, enquanto as regiões 
hidróticas são observadas com coloração escura devido a reação entre a quinizarina e as 
secreções aquosas do paciente. 
No exame de sudorese experimental realizado no Hospital das Clínicas de Ribeirão 
Preto (HCRP) há o aperfeiçoamento da técnica de Guttman (1947). Aplica-se sobre a pele do 
paciente um composto de amido de milho e iodo. A substância, de baixo custo, produz os 
mesmos resultados do exame proposto por Guttman e possibilita detectar distúrbios no sistema 
nervoso da mesma forma (BARREIRA et al., 2015).  
Após a realização do exame os profissionais da área da saúde estudam os resultados 
e aferem medidas, procedimentos que podem levar muito tempo e ocasionar desconforto aos 
pacientes. Dessa forma, Rodrigues (2015) propôs o sistema CHECS que utiliza o dispositivo 
Microsoft Kinect® para obter imagens 3D. O sistema executa o algoritmo K-Means, de forma 





Como saída, o sistema provê um relatório com as regiões de interesse segmentadas. 
O relatório destaca as áreas de anidrose e calcula a proporção entre as áreas hidróticas, além de 
poder ser arquivado pela equipe médica e consultado posteriormente. 
 
1.1 Motivação e Justificativa 
 
O exame de sudorese iodo-amido é uma técnica experimental de baixo custo, 
desenvolvida na Faculdade de Medicina de Ribeirão Preto (FMRP), que auxilia no diagnóstico 
médico para detectar problemas no sistema nervoso simpático (BARREIRA et al., 2015).  
Dada a natureza do exame, a sua realização é incômoda para os pacientes, que após 
serem submetidos à câmara aquecida ainda precisam aguardar um longo período até que a 
equipe médica possa segmentar e medir manualmente as regiões de interesse reveladas 
(RODRIGUES, 2015). 
Com o uso do Microsoft Kinect® é possível fazer o escaneamento do corpo do 
paciente após o exame e com técnicas de segmentação de imagens destacar as regiões de 
interesse. Isso reduz o tempo total do exame e assim o desconforto do paciente. 
Para a equipe médica o modelo 3D pode permitir que diferentes sessões do exame 
do mesmo paciente possam ser armazenadas e consultadas posteriormente. Além de que as 
técnicas de segmentação de imagem podem trazer maior precisão na detecção das regiões de 
interesse. 
No trabalho de Rodrigues (2015) após o processo de aquisição da imagem 3D há 
uma etapa onde o médico deve selecionar cores para ressaltar as regiões de interesse.  
Nesta pesquisa espera-se oferecer uma alternativa onde essa etapa seja suprimida, 




Considerando o contexto da pesquisa, os trabalhos já realizados e as propostas de 
trabalhos futuros algumas hipóteses podem ser elencadas:  
 
• O algoritmo de Crescimento de Regiões baseado em cores pode ser uma 






• Existe uma configuração de parâmetros de entrada do algoritmo de 
Crescimento de Regiões que proveem a melhor segmentação. 
 
• A segmentação das regiões de interesse via Crescimento de Regiões baseada 
nas cores poderá oferecer os melhores resultados em CIELab do que em 
RGB. 
 
• Existem configurações do algoritmo de Crescimento de Regiões baseada em 
cores que produzem a segmentação mais fiel das regiões de interesse no 
exame de sudorese iodo-amido. 
 
Com base nestas hipóteses a seção a seguir apresenta os objetivos a serem atingidos 




Este trabalho tem por objetivo realizar um estudo comparativo da segmentação 
realizada via Crescimento de Regiões com a segmentação realizada por meio do K-Means em 
imagens médicas 3D do exame de sudorese iodo-amido. 
Como parte do escopo, será medida a acurácia entre a segmentação supervisionada 
realizada via K-Means e a não supervisionada feita por meio da técnica de Crescimento de 
Regiões. A segmentação através de Crescimento de Regiões deverá acontecer nos modelos de 
cor RGB e CIELab. 
Por fim, os resultados aferidos nas métricas em todos os cenários serão estruturados, 
analisados, comparados e discutidos. 
 
1.4 Organização do Texto 
 
Neste primeiro capítulo são abordados os aspectos iniciais do trabalho: introdução 
ao problema objeto de estudo, motivações que levaram ao seu desenvolvimento, desafios a 





No Capítulo 2, apresenta-se uma revisão da literatura acerca dos assuntos estudados 
para a compreensão dos problemas a serem solucionados e tecnologias a serem empregadas 
nesta pesquisa.  
Estuda-se o mecanismo de controle da temperatura corporal, o método de realização 
do exame de sudorese QST e em seguida o exame experimental de sudorese iodo-amido é 
abordado com o objetivo de entender os desafios da pesquisa. 
Na sequência são estudadas as definições de imagem digital e dos modelos de cor 
RGB e CIELab para compreender os mecanismos de definição das cores em imagens digitais. 
Em seguida, investiga-se o funcionamento do Microsoft Kinect® com o intuito de 
entender o processo de captura e armazenado das imagens 3D. 
O Capítulo 3 aborda estratégias para segmentação das áreas de interesse nas 
imagens 3D do exame experimental de sudorese iodo-amido. Inicialmente é estudado o 
funcionamento do sistema CHECS desenvolvido por Rodrigues (2015). Aborda-se o 
pocedimento de aquisição de imagens 3D, o funcionamento do algoritmo K-Means e o método 
de segmentação proposto. Também são apresentadas imagens 3D obtidas no HCRP após a 
realização do exame de sudorese iodo-amido. 
No Capítulo 4 tem-se o desenvolvimento dos experimentos realizados neste 
trabalho. São apresentados os programas utilizados, o protocolo experimental os resultados 
obtidos na segmentação das imagens 3D no modelo de cor RGB e no modelo CIELab além das 
discussões. 
Por fim, no Capítulo 5 apresentam-se as conclusões e propostas de trabalhos futuros 







2 FUNDAMENTAÇÃO TEÓRICA 
 
Neste capítulo busca-se apresentar os fundamentos teóricos encontrados na 
literatura acerca dos assuntos tratados nesta pesquisa. 
Como um trabalho interdisciplinar, a primeira seção deste capítulo aborda o 
funcionamento do mecanismo de controle da temperatura corporal, o exame de sudorese QST 
e na sequência o exame experimental de sudorese iodo-amido. Na sequência são tratados os 
conceitos de imagens digitais e dos modelos de cor RGB e CIELab e da técnica de conversão 
entre eles. Por fim, a Seção 2.3 detalha o processo de aquisição de imagens 3D com Microsoft 
Kinect® e descreve a estrutura dos arquivos gerados em malhas tridimensionais. 
 
2.1 Controle de Temperatura Corporal 
 
A pele, como parte do sistema tegumentar, é responsável por várias funções. Entre 
elas, a regulação da temperatura corporal. Por meio dos termorreceptores do Sistema Nervoso 
Periférico (SNP) o estímulo (calor) é detectado e enviado até o sistema nervoso central.  
A partir de então, o Sistema Nervoso Central (SNC) retorna impulsos nervosos 
através dos neurônios motores até o Sistema Nervoso Autônomo (SNA) (TORTORA, 
DERRICKSON; p. 85; 2012). 
O SNA regula o funcionamento de glândulas, músculos lisos e o músculo cardíaco. 
O SNA é composto por duas divisões: simpático e parassimpático, sendo que o sistema 
simpático é o ativador das glândulas sudoríparas, enviando instruções para produzirem suor 
mais rapidamente quando necessário (GUYTON, et al.; p. 892; 2006).  
Localizadas na hipoderme, abaixo da epiderme, as glândulas sudoríparas écrinas 
secretam suor por meio de um ducto excretor chegando até o poro sudoríparo, na superfície da 
epiderme; assim o suor pode evaporar dispersando calor.  A secreção aquosa que compõe o 
suor é formada de uma pequena quantidade de água, sais e impurezas (TORTORA, 
DERRICKSON; p. 89; 2012). Por meio da Figura 1 pode-se notar a anatomia da glândula 
sudorípara junto às fibras nervosas simpáticas que terminam sobre ou próximas às células da 
glândula.  
De acordo com Guyton et al (p. 892; 2006) as glândulas sudoríparas podem ser 








Figura 1 - Anatomia da glândula sudorípara com enervação do sistema simpático (GUYTON, 
et al.; 2006). 
 
 
2.1.1 Exame de Sudorese QST 
 
Guttmann (1941) descreve a técnica do exame de sudorese QST (Quinizarin Sweat 
Test), que consiste na aplicação sobre a pele do paciente de um composto formado de ácido de 
quinizarina, amido de arroz e bicarbonato de sódio.  
O ácido de quinizarina é o indicador de cor, produzindo uma coloração azul-violeta 
e deve ser aplicado na pele com o bicarbonato de sódio para que a reação aconteça 
independentemente do pH do suor. O amido de arroz age como agente diluente, economizando 
a quantidade de quinizarina utilizada, porém mantendo o efeito. 
Após a aplicação do composto a base de quinizarina, o paciente é colocado deitado 
com o corpo inteiro em uma câmara aquecida com temperatura de até 37,7º célsius, e permanece 
nela por um período entre 15 a 35 minutos, tempo suficiente para induzi-lo a transpirar e 
provocar a reação do suor com a quinizarina (GUTTMANN, 1947). 
No processo de transpiração, à medida que as glândulas sudoríparas secretam suor, 





Nas áreas onde não há reação a coloração da pele permanece inalterada 
(GUTTMANN, 1947). Na Figura 2 é possível observar partes da pele com a coloração mais 




Figura 2 - Diferentes colorações na pele de paciente após a realização do exame QST 
(Adaptado de GUTTMANN; 1947). 
 
 
De acordo com Guttmann, ainda na Figura 2, é possível identificar de maneira 
confiável que as regiões com pigmentação escurecida são classificadas como regiões hidróticas, 
ou seja, onde houve secreção de suor. Em contrapartida, as regiões vistas com mais brancas na 
imagem denotam as regiões de anidrose, onde as glândulas sudoríparas não secretaram suor, 
permanecendo inalteradas (GUTTMANN, 1947). 
Na câmara aquecida o calor se espalha uniformemente sobre o corpo, e assim um 
paciente com fisiologia saudável deveria transpirar de maneira uniforme, ou seja, não deveriam 
haver regiões de anidrose.  
Portanto, a ausência de transpiração pode denotar distúrbios em setores específicos 
do mecanismo ativador das glândulas sudoríparas, o sistema nervoso simpático (GUTTMANN, 
1947), uma vez que houve reação ao estimulo em outras regiões do corpo. 
 
2.1.2 Exame Experimental de Sudorese Iodo-Amido 
 
Uma variação da técnica introduzida por Guttmann (1941) é utilizada no HCRP. O 





foi aperfeiçoada para ser portátil e operar com mais facilidade no ambiente hospitalar 
(BARREIRA et al., 2015).  
Na Figura 3 é apresentada a câmara aquecida aperfeiçoada e adotada pelo HCRP. 
O equipamento utilizado nos experimentos deste trabalho conta com um ventilador que propaga 
em seu interior o ar aquecido e umidificado. 
A câmara, de acordo com os autores, é portável e ocupa pouco espaço no ambiente 
hospitalar. Sua tecnologia simples utiliza o vapor aquecido ao invés das lâmpadas 
infravermelhas tornando o dispositivo mais acessível. 
 
 
Figura 3 - Câmara Aquecida (RODRIGUES; 2015). 
 
Após a construção da câmara, Barreira et al. (2015) descrevem o teste de sudorese 
como importante para estudar a transpiração, e assim inferir diagnósticos de neuropatias. Os 
testes com a câmara foram realizados em 10 pacientes (autorização 4495/2010 emitida pelo 
Comitê de Ética em Pesquisa do HCRP) e os resultados obtidos demonstraram que o método 
consegue destacar áreas de anidrose e hipoidróticas.  
Durante a realização do exame os pacientes ficam em média 30 minutos no interior 
da máquina, sob uma temperatura de 44 à 47º com a umidade em torno de 30%. Na Figura 4a 
é exibido o corpo do paciente coberto após a aplicação do composto iodo-amido, e na Figura 







Figura 4 – Paciente antes e depois do processo de aquecimento: a) Paciente com composto de 
iodo-amido aplicado sobre o corpo e b) paciente após a reação do iodo-amido com suor 
(RODRIGUES; 2015). 
 
No experimento da Figura 4 o paciente em questão era saudável, assim todas as 
regiões hidróticas foram demarcadas com a coloração em tons de violeta, este sendo o resultado 
esperado do teste. Na Figura 4b ainda pode-se observar pequenas áreas esbranquiçadas sobre a 
pele do paciente, em meio as áreas em violeta. O fenômeno é causado pela falta de aderência 
do composto iodo-amido à pele do paciente, mais especificamente, neste caso devido aos pelos 
que impediram que todo o composto entrasse em contato com o suor. 
Dessa forma, a seguir na Figura 5 é possível observar outro experimento. Neste 
caso o paciente apresentava uma neuropatia que foi evidenciada na ausência de suor ao longo 
do tórax e braço esquerdo. 
A região é evidenciada pelo aspecto esbranquiçado na Figura 5, mais evidente do 
que observado na Figura 4b. Dessa forma as áreas onde há abundância da coloração branca são 







Figura 5 - Paciente submetido ao exame experimental de sudorese iodo-amido 
(RODRIGUES; 2015). 
 
2.2 Imagens Digitais e Modelos de Cor 
 
As imagens digitais são o resultado da captura de determinados comprimentos de 
onda do espectro eletromagnético (GONZALEZ, WOODS; p. 1; 2010). 
Desse modo, para criar uma imagem digital é necessário extrair amostras da função 
contínua f(x, y), onde as amostras estão igualmente espaçadas ao longo do segmento que 
representa a variação de f nas coordenadas x e y, ou seja, localizações na imagem que carregam 





O passo seguinte é converter a intensidade de cinza em valores discretos. Define-se 
este processo como quantização e define para cada amostra um valor de intensidade de cinza 
por meio da escala estabelecida (GONZALEZ, WOODS; p. 33; 2010). 
Na Figura 6 tem-se um exemplo de imagem monocromática. A ilustração retrata a 
construção da matriz de pixels que constitui a imagem a partir da sua origem. 
 
 
Figura 6 - Ilustração de uma imagem bidimensional monocromática formada por uma matriz 
de tons de cinza (THOMÉ; 2016, Adaptado). 
 
A Figura 6 também retrata a ilustração de uma ampliação onde está mostrada uma 
matriz de níveis de cinza em detalhes. Observa-se que quanto mais próximos os valores são de 
zero, mais escuro é o tom; em contrapartida, quanto mais próximo de 255, mais claro é o tom 
de cinza, sendo 255 a cor branca. 
Assim, pode-se observar que as amostras obtidas no processo de quantização 
podem ser armazenadas em uma matriz 2D, que contém M linhas e N colunas, tal que as 
coordenadas discretas (x, y) são expressas como x em M linhas e y em N colunas da matriz. 
Desse modo a notação (0, 0) define o início da imagem, tal como visto na ilustração da Figura 
6. 
  Observando o espectro de luz visível, é possível extrair diferentes comprimentos 
de onda entre 400 e 700 nm que permitem agregar cor às imagens. A captura da luz cromática 
concentra-se na banda visível do espectro eletromagnético, perfazendo comprimentos de onda, 
onde usam-se três elementos para descrever a qualidade da fonte de luz cromática: a) radiância, 





A radiância é a quantidade total de energia proveniente da fonte; a luminância mede 
a quantidade de energia percebida pelo observador, e por fim; o brilho é subjetivo e incorpora 
o aspecto acromático da intensidade da cor em si (GONZALEZ, WOODS; p. 260; 2010). 
Na seção seguinte são apresentados modelos de cor que são utilizados neste 
trabalho. 
 
2.2.1 Modelo de cor RGB 
 
O modelo de cor RGB (Red Green Blue) é composto pelas cores primárias 
vermelho, verde e azul, respectivamente. Cada cor é separada em um canal de 8 bits, onde cada 
pixel em uma imagem contém 24 bits de profundidade. 
Cada canal pode representar 256 tonalidades, onde 2563 conferem mais de 16 
milhões de cores possíveis neste modelo de cor. As variações de tonalidade em cada canal são 
quantificadas de 0 a 255. 
O modelo de cor RGB pode ser apresentado por coordenadas cartesianas no espaço 
tridimensional, como ilustrado na Figura 7. 
 
 
Figura 7 - Representações das Cores no espaço tridimensional em um cubo RGB 
(GONZALEZ, WOODS; 2010, Adaptado). 
A representação do modelo de cor RGB permite verificar que cada uma das cores 
primárias, por exemplo vermelho, é representada pelo seu canal com intensidade máxima: (255, 
0, 0) e os demais canais verde e azul como zero. 
As outras cores que aparecem no cubo são as cores secundárias, que são 
combinações das cores primárias, como o amarelo, que possui 255 nos canais vermelho e verde, 





Quando todos os 3 três canais são definidos como (255, 255, 255) é expressa a cor 
branca. Caso definido como (0, 0, 0) é expressa o preto (RODRIGUES; 2015). 
 
2.2.2 Modelo de cor CIELab 
 
Proposto pela CIE em 1932, o CIELab (Commission Internationale de l’Eclairage 
L*a*b*) é um modelo de cor tridimensional composto por 3 canais (ADOBE, 2018): 
• L : representa a luminosidade da cor, variando entre zero até 100, onde zero 
representa o preto e 100, o branco; 
• a : retrata a variação da cor entre o verde e o vermelho, onde quanto mais 
negativo o valor for, mais verde a cor será; 
• b : descreve a variação da cor entre azul e amarelo. Quando mais negativo o 
valor de b, mais azul a cor será, ao passo que quanto mais positivo, mais 
amarelo será. 
 
A Figura 8 apresenta uma representação dos canais CIELab combinados em eixos. 
Pode-se observar que os pontos de interseção entre os canais (eixos) a e b compreendem valores 
próximos à zero, que denotam tons de cinza. 
 
 






A definição dos valores para L, a e b no espaço tridimensional em coordenadas 
retangulares é dada nas Equações de (1) a (9) (CIE, 2004): 
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Define-se X, Y e Z como os triestímulos das colorações aferidas. Já Xn, Yn e Zn são 
os valores triestímulos da área com branco ideal sob iluminação da luz do dia, definido por: 







2.2.3 Conversão de RGB para CIELab 
 
A conversão do modelo de cor RGB para o CIELab possibilita aferir a diferença 
entre duas cores de maneira mais precisa.  
Para realizar a conversão de RGB para CIELab antes é necessário converter de RGB 
para CIEXYZ, conforme mostrado no Algoritmo 1. 
 
Algoritmo 1: Conversão do espaço de cor RGB para CIEXYZ 
1 Entradas:  R: Valor de R de 0 até 255 dividido por 255 
G: Valor de G de 0 até 255 dividido por 255 
B: Valor de B de 0 até 255 dividido por 255 
2 Início 
3 Se R > 0.04045 então 
4      R = ((R + 0.055) / 1.055) 2.4 
5 Senão 
6      R = R / 12.92 
7 Fim Se 
8 Se G > 0.04045 então 
9     G = ((G + 0.055) / 1.055) 2.4 
10 Senão 
11    G = G / 12.92 
12 Fim Se 
13 Se B > 0.04045 então 
14 B = ((B + 0.055) / 1.055) 2.4 
15 Senão 
16 B = B / 12.92 
17 Fim Se 
18 R = R * 100 
19 G = G * 100 
20 B = B * 100 
21 X = R * 0.4124 + G * 0.3576 + B * 0.1805 
22 Y = R * 0.2126 + G * 0.7152 + B * 0.0722 
23 Z = R * 0.0193 + G * 0.1192 + B * 0.9505 
24 Fim 
 
Em seguida, as informações de cor em CIEXYZ podem ser convertidas para 
CIELab, conforme Algoritmo 2. 
 
Algoritmo 2: Conversão do Espaço de Cor CIEXYZ para CIELab 
1 Valores de referência de iluminação ideal da luz do dia 
refX: 95.047 







3 X : X / refX 
4 Y : Y / refY 
5 Z : Z / refZ 
6 Se X > 0.008856 então 
7      X = X1/3 
8 Senão 
9      X = (7.787 * X) + (16 / 116) 
10 Fim Se 
11 Se Y > 0.008856 então 
12      Y = Y1/3 
13 Senão 
14      Y = (7.787 * Y ) + (16 / 116) 
15 Fim Se 
16 Se Z > 0.008856 então 
17      Z = Z1/3 
18 Senão 
19      Z = (7.787 * Z) + (16 / 116) 
20 Fim Se 
21 CIE_L = (116 * Y ) − 16 
22 CIE_a = 500 * (X − Y ) 
23 CIE_b = 200 * (Y − Z) 
24 Fim 
 
Neste trabalho, as imagens 3D utilizadas apresentam o modelo de cor definido 
como RGB. Para cada ponto na nuvem que forma a imagem, além das informações de 
localização do ponto do espaço tridimensional, também estão presentes os valores do canal R, 
G e B. 
Os algoritmos de conversão dos Algoritmos 1 e 2 foram elaborados por Rodrigues 
(p. 35; 2015) com base no Relatório Técnico de Colorimetria da CIE de 2004. 
 
2.3 Aquisição de Imagens 3D com Microsoft Kinect® 
 
O Microsoft Kinect® é um dispositivo de sensoriamento introduzido pela 
Microsoft® em 2010 em parceria com a empresa PrimeSense que permite interações via NUI 
(Natural User Interface), originalmente projetado como periférico do console Microsoft 
Xbox® (CARDOSO; p. 5; 2013). 
De acordo com Costa (2013) o Microsoft Kinect® conta com frameworks open-
source e ainda com uma framework específica, denominada Kinect SDK, abrigando funções de 
visão computacional e processamento de imagens. 
Na Figura 9 há a representação do Microsoft Kinect® juntamente com a disposição 







Figura 9 - Apresentação dos recursos do Microsoft Kinect® (CARDOSO; 2013). 
  
Os recursos disponíveis no Microsoft Kinect® são: 
 
a) Emissor de Infravermelho: projeta um padrão pseudoaleatório de luz 
infravermelha por todo ambiente (COSTA, p. 41; 2013), dessa maneira é 
possível estimar a distância de um objeto em relação ao sensor, agregando a 
profundidade (depth) (CARDOSO; p. 35; 2012), assim a imagem obtida pelo 
sensor RGB, torna-se RGBD. 
b) Sensor RGB: produz imagens com resoluções de 640×480 em 30 FPS ou 
1280×960 em 12 FPS (CARDOSO, p. 35; 2013). Cada pixel é representado por 
32 bits, sendo 24 deles usados para armazenar as informações RGB.  
c) Sensor IR: capta a deformação gerada pelos objetos na cena, o que permite 
mapear a profundidade, representada por um valor de 16 bits (COSTAS; p.41; 
2013). 
d) Eixo motorizado: Os sensores trabalham com um ângulo vertical de 43,5º, onde 
a alternância permite elevar ou rebaixar os sensores em até 27º, aumentando o 
ângulo de visão em uma região de interesse da cena. (CARDOSO; p. 28; 2013). 
e) Conjunto de microfones é composto por quatro, que captam a direção do som, 
palavras e frases. Permite acesso aos comandos de voz, captando sons em um 
ângulo horizontal de 100º (CARDOSO; p. 158; 2013). 
 
De acordo com Khoshelham e Elberink (2012), a Figura 10 ilustra o modelo 
matemático de cálculo da profundidade Zk de um ponto k no Microsoft Kinect®. Na Figura 10, 









Figura 10 - Modelo de Estimativa de Profundidade de Ponto (KHOSHELHAM, ELBERINK; 
2012, Adaptado). 
 
A determinação das coordenadas tridimensionais dos objetos na cena tem como 
início a câmera infravermelho, sendo o eixo Z ortogonal em relação à cena. Assim, o eixo X 
segue na mesma direção da linha de base b do sensor, que denota a distância entre a câmera 
infravermelha até o emissor de infravermelho, portanto perpendicular ao eixo Z.  O eixo Y é 
ortogonal em relação aos eixos X e Z (KHOSHELHAM; ELBERINK, 2012). 
Na Figura 10 nota-se que Z0 indica a distância do sensor até o plano de referência. 
Assim um dado objeto no plano de referência tem uma distância Z0 do sensor, medida pela 
captura speckle da câmera de infravermelho.  
Desse modo, se o objeto se mover para mais perto ou para longe a localização do 
speckle no plano da imagem tende a se aproximar de X. A determinação da distância Zk é 
realizada por meio da disparidade d entre o speckle do objeto no plano de referência e o speckle 
produzido pelo ponto k, no plano do objeto.  














Onde: D é o deslocamento do ponto k no plano do objeto. E ainda pode-se 









Assim, f é a distância focal da câmera de captura de luz infravermelha. Assim, 












Na Equação (12), observa-se que os parâmetros Z0, b e f são pré-determinados. Eles 
são definidos no momento da calibração do sensor. O parâmetro f e o valor da coordenada Z 
definem a escala na imagem para o ponto k. Assim as demais coordenadas planimétricas para 












(𝑦𝑘 − 𝑦0 + 𝛿𝑦) (14) 
  
As Equações (13) e (14) definem, respectivamente, as coordenadas x e y de k a partir 
das coordenadas do ponto original, expressas como x0 e y0. São adicionados os fatores δx e δy 
para corrigir a distorção da lente da câmera infravermelha. 
Assim o Microsoft Kinect® determina as coordenadas (x, y, z) dos objetos em cena, 
sendo que cada quadro (frame) na resolução de 640×480 provida pela câmera infravermelha 
captura uma nuvem composta por aproximadamente 270 mil pontos (COSTA; p. 43; 2013). 
Outras considerações observadas no trabalho de Costa (p. 43; 2013) e na pesquisa 
de Khongma (2014) indicam que a precisão do cálculo da coordenada Z cai conforme o objeto 





que deva ser de aproximadamente 1 m, e ainda distâncias menores que 50 cm também produzem 
distorções na captura. 
De acordo com Khoshelham e Elberink (2012) é possível adicionar cor a nuvem de 
pontos produzida pelo Microsoft Kinect® por meio da calibração stereo entre a câmera RGB e 
a câmera infravermelho, onde cada posição de um ponto na nuvem é mapeada uma descrição 
de cor. Assim a organização dos pontos da nuvem em uma malha triangular também adiciona 
a cor correspondente a cada vértice, que pode ser observado, por exemplo, em arquivo PLY 
(Polygon File Format) após o processo de captura. 
  
2.3.1 Kinect Fusion 
 
A pesquisa de Izadi et al. (2011) estabeleceu os procedimentos para a reconstrução 
em tempo real de modelos tridimensionais com Microsoft Kinect® com baixo custo 
computacional.  
O recurso, denominado Kinect Fusion faz o mapeamento em tempo real dos dados 
da câmera infravermelha com os dados da câmera RGB. Assim, o resultado é o mapeamento 
entre as coordenadas (x, y, z) e as informações de cores, produzindo o formato RGBD.  
A seguir na Figura 11 pode-se observar a abordagem de baixo custo computacional 
proposta por Izadi (2011), onde é realizado o mapeamento entre as coordenadas (x, y, z) com 
as características de cores do respectivo ponto. 
 
 
Figura 11 - Procedimentos de reconstrução 3D em tempo real com Kinect Fusion (IZADI, et 






Posteriormente, os resultados de Izadi et al. (2011) corroboraram para o 
desenvolvimento de um recurso da Kinect SDK denominado Kinect Fusion.  
Como o nome sugere, este recurso permite fundir os diferentes fluxos capturados 
pelo Microsoft Kinect® em uma malha triangular, onde para cada voxel1 da malha há um 
descritor com as informações de cor. 
Na Figura 12 é apresentado o resultado a aplicação da técnica Kinect Fusion, que 
além de combinar os diferentes fluxos, o processo também visa remover o ruído das imagens 
em RGB e infravermelho, antes do mapeamento. 
  
 
Figura 12 - Etapas da Reconstrução 3D com Kinect Fusion (IZIADI, et al.; 2011). 
 
Na Figura 12a é mostrada uma imagem capturada com a câmera RGB. Na Figura 
12b é apresentada os normais da superfície 3D. A Figura 12c  evidencia a reconstrução 3D, em 
seguida na Figura 12d tem-se a superfície 3D após as filtragens implementadas na Kinect 
Fusion e por fim, na Figura 12e a superfície é reapresentada após o processo de shading. 
De acordo com Izadi et al. (2011), após o processo de filtragem, o passo seguinte é 
realizar o mapeamento dos dados RGB para cada coordenada (x, y, z). 
Assim, a reconstrução do modelo 3D tende a ser uma representação da forma mais 
fiel possível da imagem física e ao mesmo tempo processável por um computador. 
 
2.3.2 Imagens Tridimensionais 
 
A representação tridimensional permite análises mais eficientes de objetos do 
mundo real. A descrição de um domínio 3D computacionalmente representa a estrutura gráfica 
do objeto em si (SAKAMOTO; p. 5; 2001).   
                                                          
1 Nas imagens digitais de duas dimensões cada elemento da imagem é denominado pixel (picture element). Já no 





Uma das maneiras de construir modelos 3D é através de malhas geométricas, onde 
é possível descrever características das superfícies desses objetos como forma, relevo e volume 
(FAORO et al., 2014). 
A elaboração do modelo contém informações da geometria e topografia de uma 
dada superfície S. Essa superfície pode ser representada por malha triangular, ou seja, uma 
coleção finita de triângulos que representam faces do objeto.  
Cada triângulo, por natureza, é representado por três vértices, onde cada vértice 
possui uma coordenada tridimensional (x, y, z) que é mapeada de uma nuvem de pontos 
(OLIVEIRA; p. 18; 2012). 
Neste estudo a obtenção da nuvem de pontos se dará de objetos de superfície com 
alto índice de irregularidades. A densidade de pontos mapeados no processo de escaneamento 
determinará a exatidão do modelo. Com mais coordenadas tridimensionais, mais vértices 
poderão ser mapeados, e por consequência mais triângulos, assim uma malha fiel à superfície 
do objeto físico (SAKAMOTO; p. 5; 2001). 
De acordo com Oliveira (p. 19; 2012) é possível representar matematicamente os 
pontos de uma malha, onde cada ponto da nuvem tem suas coordenadas em um domínio ℝ3, 
como é denotado pela Equação (15): 
 
 











3 ESTRATÉGIAS PARA SEGMENTAÇÃO DE IMAGENS 3D DO EXAME 
EXPERIMENTAL DE SUDORESE IODO-AMIDO 
 
Neste capítulo são abordadas duas estratégias para segmentação das imagens 3D do 
exame experimental de sudorese iodo-amido. A primeira abordagem estudada é a apresentada 
no sistema CHECS (Color Human Evaluation Computation System) e a segunda através do 
algoritmo de Crescimento de Regiões baseado em cor. 
A Seção 3.1 aborda o sistema CHECS de forma geral: o método de captura de 
imagens 3D, o funcionamento do algoritmo K-Means e por fim são apresentadas as imagens 
3D geradas pelo sistema. 
Já a Seção 3.2 detalha o funcionamento do algoritmo de Crescimento de Regiões 
aplicado a imagens 3D. São discutidos os mecanismos de funcionamento e de refinamento da 
segmentação. 
 
3.1 Sistema CHECS: Segmentação Supervisionada com K-Means 
 
A pesquisa desenvolvida por Rodrigues (2015) apresentou o CHECS para a 
segmentação baseada em cores de modelos 3D obtidos por meio do Microsoft Kinect® após a 
realização do exame de sudorese iodo-amido. O trabalho foi realizado em parceria com a equipe 
do Prof. Dr. Amilton Antunes no HCRP entre 2013 e 2015, onde foi possível realizar a captura 
de imagens 3D dos pacientes que realizaram o exame. 
O sistema captura as imagens 3D e então o usuário deve selecionar 5 cores para que 
o K-Means faça a segmentação das regiões de interesse médico. A Figura 13 detalha o ciclo de 
funcionamento do sistema em 4 etapas: 
 
1) O composto de iodo-amido é aplicado sobre o paciente que em seguida é 
induzido a suar na câmara aquecida. 
2) É realizada a captura da imagem 3D do paciente com Microsoft Kinect®. 
3) O profissional da área de saúde interage com o sistema selecionando 5 cores na 
imagem 3D capturada. O sistema converte as cores para CIELab e a 
segmentação com K-Means é realizada. 
4) A imagem 3D segmentada é apresentada ao usuário e são gerados relatórios 







Figura 13 - Diagrama de interação do usuário com CHECS (RODRIGUES; 2015). 
 
 A Figura 14 ilustra o método para a aquisição das imagens. Especificamente a 
Figura 14a mostra o paciente sendo submetido ao exame dentro da câmara aquecida. Em 
seguida, a Figura 14b exibe a captura das imagens 3D com Microsoft Kinect®. 
 
 
Figura 14 – Processo e captura da imagem 3D com CHECS: (a) Ilustração da câmara 






Rodrigues (p. 63; 2015) sugere que para obter a imagem 3D hajam dois operadores. 
Um responsável por posicionar o sensor sobre o paciente enquanto o segundo, operando o 
computador, observa se as imagens capturadas têm qualidade para formar um bom modelo 
tridimensional. 
 
3.1.1 Método de Aquisição das Imagens 3D e Segmentação Supervisionada via K-
Means 
 
O método proposto por Rodrigues (2015) pode ser dividido em duas partes: 
interação médica e sistema computacional. A seguir, na Figura 15 é apresentado o fluxo geral 
das atividades do ponto de vista computacional, desde o início da realização do exame até a 
obtenção do relatório da quarta etapa.  
Na primeira etapa, interação médica, é realizado o exame de sudorese, em seguida 
na seção computacional, é realizada a calibração do Microsoft Kinect®. 
 
 
Figura 15 - Método de Escaneamento Supervisionado (RODRIGUES; 2015). 
 
 
A etapa de calibração consiste em regular a distância máxima que o sensor irá 
reconhecer objetos na cena.  
Uma vez que o auxiliar de escaneamento já ajudou o operador de computador a 
calibrar a distância entre o paciente e o Microsoft Kinect®, o operador dá início a etapa de 
escaneamento. O auxiliar deve mover o sensor de cima abaixo no paciente. Este processo tem 





Após o escaneamento, o mecanismo interno da Kinect SDK irá fundir os diferentes 
tipos de dados obtidos no processo, isto é, as informações de profundidade dos pontos na nuvem 
e as informações de cor obtidas pela câmera RGB são mapeadas para formar uma malha 
triangular que contenha as coordenadas (x, y, z) dos pontos juntamente com as informações de 
cor.  
Em seguida as informações são processadas pelo subsistema de segmentação, onde 
o algoritmo K-Means agrupa as cores semelhantes em regiões. 
A Figura 16 ilustra a etapa supervisionada de seleção das cores de interesse por 
parte do operador do computador.  Neste estágio o usuário determina quais são as cores mais 
relevantes na imagem, ou seja, quais serão os grupos de cores que poderão auxiliar no 
diagnóstico.  
A seleção é feita com o usuário clicando sobre a imagem do corpo do paciente, nas 
regiões de interesse. Busca-se selecionar cores diferentes, para então gerar grupos distintos de 
cores.  As cinco cores selecionadas aparecem abaixo da imagem, conforme indicado na Figura 
16 em “cores selecionadas”. 
 
 





Após o passo da seleção de cores, o algoritmo K-Means irá segmentar com base nas 
informações sugeridas pelo usuário. A seguir, a Figura 18 apresenta o resultado após a 
segmentação.  
 
Figura 17 – Resultado produzido pelo sistema CHECS (RODRIGUES; 2015). 
 
 
3.1.2 Funcionamento do Algoritmo K-Means 
 
 
De acordo com Rodrigues (p. 51; 2015) o K-Means é um algoritmo popular de 
agrupamento, onde são definidos K grupos. No caso do CHECS, K são 5 diferentes cores, 
selecionadas pelo usuário conforme descrito anteriormente. 
O processo de agrupamento é definido como a classificação dos pontos da imagem 
conforme sua similaridade colorimétrica com um centro (grupo K).  Segundo Rodrigues (p. 52; 
2015), o K-Means é divido em 4 passos, sendo: 
 







, 𝑜𝑛𝑑𝑒 1 ≤ 𝑖 ≤ 𝐾, 𝑝𝑎𝑟𝑎 𝑐𝑎𝑑𝑎 ℎ ∈ {𝑅, 𝐺, 𝐵} 
 
(16) 
2) Para cada ponto q na imagem I: 
a) Calcular a diferença colorimétrica entre q e c. 
b) Encontre o centro k com menor diferença colorimétrica e então 






3) Recalcular todos os centros de todos os K grupos: calcular a média aritmética 













Onde: 𝐶𝑖 é o grupo representado pelo centro 𝑐𝑖 e |𝐶𝑖| é a cardinalidade de  𝐶𝑖. 
 





3.1.3 Imagens Geradas após o Exame Experimental de Sudorese Iodo-Amido 
 
Como saída do CHECS, além dos relatórios da quarta etapa, também é possível 
encontrar as imagens 3D obtidas pelo Microsoft Kinect® e as imagens após a segmentação com 
o K-Means.  
Abaixo, na Figura 18 é possível observar as diferentes vistas da imagem 3D de um 
paciente, logo após a realização do exame: 
 
 
Figura 18 - Vistas da imagem 3D de paciente obtida com CHECS contendo ruídos e o plano 






A Figura 18 apresenta a imagem da maneira que ela é capturada pelo CHECS. A 
imagem é composta por 808.991 pontos, onde cada ponto contém os dados de posicionamento 
(x, y, z) e os dados de cor em RGB. 
Observa-se que junto com o corpo do paciente, também foram capturados outros 
elementos da cena, como partes de uma parede, travesseiro e a maca da câmara aquecida. 
Para melhorar a visualização da segmentação as áreas que não são relevantes para 
o exame de sudorese iodo-amido foram removidas, como pode ser visto na Figura 19 abaixo: 
 
 
Figura 19 - Vistas da imagem 3D obtida pelo CHECS de um paciente após remoção dos 
ruídos e plano de fundo. 
 
O mesmo processo de remoção de elementos indesejados foi realizado na versão 
segmentada pelo algoritmo K-Means da Figura 18.  
A seguir, é possível observar na Figura 20 a segmentação realizada pelo CHECS, 
onde na cena estão presentes os elementos indesejados. Na sequência, a Figura 21 apresenta a 






Figura 20 - Vistas da imagem 3D do paciente após segmentação realizada por meio do 
algoritmo K-Means pelo CHECS ainda com ruídos e plano de fundo. 
 
 







3.2 Segmentação de Nuvens de Pontos com Algoritmo de Crescimento de Regiões 
 
Na técnica de Crescimento de Regiões tem-se por objetivo aglutinar elementos que 
tenham semelhanças entre si. Considerando a abordagem proposta por Zhan, Liang e Xiao 
(2009) o objetivo é aplicar o algoritmo de Crescimento de Regiões em imagens 3D formadas 
por nuvens de pontos. 
Considerando que exista uma nuvem de pontos onde cada um deles possua 
informações RGB é possível calcular a diferença colorimétrica ente dois pontos: C1 = (R1, G1, 
B1) e C2 = (R2, G2, B2), conforme Equação (20): 
 
 𝐶𝐷(𝐶1, 𝐶2) = √(𝑅1 − 𝑅2)2 + (𝐺1 − 𝐺2)2 + (𝐵1 − 𝐵2)2 (20) 
 
Pode-se definir um valor TD para distinguir os pontos em dois aspectos: se são 
homogêneos ou não, de acordo com as Equações (21) e (22):  
 
 𝐶𝐷𝐶1, 𝐶2  ≤ 𝑇𝐷 → 𝑝𝑜𝑛𝑡𝑜𝑠 𝑠ã𝑜 ℎ𝑜𝑚𝑜𝑔ê𝑛𝑒𝑜𝑠 (21) 
 
 𝐶𝐷𝐶1, 𝐶2 > 𝑇𝐷 → 𝑝𝑜𝑛𝑡𝑜𝑠 𝑛ã𝑜 𝑠ã𝑜 ℎ𝑜𝑚𝑜𝑔ê𝑛𝑒𝑜𝑠 (22) 
 
Segundo Zhan, Liang e Xiao (2009) o algoritmo de Crescimento de Regiões começa 
com a seleção aleatória e o crescimento do primeiro ponto da nuvem de pontos de entrada. 
Quando o algoritmo encontra um ponto não rotulado, é iniciada uma nova região, esse ponto 
não rotulado é adicionado à região recém-criada e inserido na pilha Pontos. Em seguida, os 
vizinhos mais próximos do ponto são listados de acordo com o valor do parâmetro distância do 
vizinho (DV) e então uma nova região é criada com base na similaridade colorimétrica.  
O processo é repetido até que todos os pontos estejam rotulados. A saída desse 
processo é uma nuvem segmentada que será submetida a um segundo processo: mesclagem e 
refinamento das regiões. Os parâmetros de entrada para o algoritmo de Crescimento de Regiões 
abordado são: 
 
• DV (Distância do Vizinho): Define qual será o número de vizinhos (ponto na 






• TMR (Tamanho Mínimo da Região): Especifica qual será o tamanho mínimo 
de uma região. Caso seja muito pequena poderá ser mesclada com outra 
região. 
  
• VLP (Valor de Limiarização do Ponto): É o valor da diferença colorimétrica 
entre pontos como visto nas Equações (21) e (22). 
 
• VLR (Valor de Limiarização da Região): Define o valor que será usado para 
especificar a diferença colorimétrica entre duas regiões cujo os valores são a 
média obtida entre os pontos das respectivas regiões. Atua junto com o 
parâmetro TMR no processo de refinamento do resultado final. 
 
Inicialmente a abordagem de Zhan, Liang e Xiao (2009) segue conforme exposto 
no Algoritmo 3 abaixo: 
 
Algoritmo 3: Crescimento de Regiões 
1 Entradas:  Nuvem de Pontos = {P},  
Função de busca do vizinho KNN(.),  
Função de cálculo da diferença entre cores CD(C1, C2),  
Limiar de semelhança entre as cores de cada ponto VLP, 
DV indica o número de vizinhos a se procurar quando utiliza KNN(.) e um 
limiar TD para a distância entre um ponto na pilha de Pontos e seus 
vizinhos. 
2 Inicialize: Array de Região {R} ← Φ 
3 Enquanto exista algum ponto {P} que não tenha sido rotulado faça 
4       coloque o ponto não rotulado na pilha de Pontos 
5       inicialize uma nova região Rc e adicione o ponto corrente à Rc 
6       Enquanto a pilha de Pontos não está vazia faça 
7           retire o elemento Tponto do topo de Pontos  
8           Para cada ponto p em {KNNTNN(Tponto)} faça 
9                 Se p é rotulado ou CD(p, Tponto) > TD então 
10                       continue 
11                 Se CD(Tponto, p) < VLP então 
12                        coloque p em Pontos 
13                        adicione p à Rc e atualize as estatísticas de Rc 
14                 Fim Se 
15          Fim Para 
16       Fim Enquanto 
17      adicione Rc à {R} 
18 Fim Enquanto 





Zhan, Liang e Xiao (2009) usam K vizinhos mais próximos (KNN, em inglês k 
nearest neighbors) por ser um método adaptativo que ajusta automaticamente o tamanho da 
vizinhança de um ponto de acordo com a densidade local. Também usa-se KNN para pesquisar 
vizinhos de uma região no processo de mesclagem e refinamento da região. A implementação 
usada no algoritmo é denominada kd-tree. 
O processo realizado no Algoritmo 3 produz um resultado que os autores definem 
como rudimentar. As contribuições de Zhan, Liang e Xiao (2009) para o método são retratadas 
no Algoritmo 4 abaixo, onde são implementadas técnicas de refinamento. 
 
Algoritmo 4: Mesclagem de Regiões e Refinamento 
1 Entradas:  Regiões grosseiramente segmentadas {R} do Algoritmo 3,  
Função de cálculo da diferença entre cores CD(C1, C2), 
Limiar de semelhança de cores entre regiões: VLR,  
tamanho mínimo de limiar para uma região: TMR,  
Distância do Limiar TD2 e número do limiar TNN2 para buscar vizinhos 
usando KNN(.) nos pontos de uma região  
2 Inicialize: Define a lista de regiões homogêneas {H} ← Φ 
3 Para cada região Ri em {R} faça 
4       Se Ri não está em {H} então 
5             crie uma nova lita para gravar Ri 
6       Fim se 
7       Para cada região Rj em {KNNTNN2, TD2(Ri)} 
8             Se CD(Ri, Rj) < VLR então 
9                  Se Rj está em {H} então 
10                         continue 
11                  Senão 
12                         adicione Rj à lista que contém Ri 
13                  Fim Senão 
14             Fim Se 
15       Fim Para 
16 Fim Para 
17 mesclar todas as regiões na mesma lista em {H} e receber {R’} 
18 Para cada região Ri em {R’} 
19       Se tamanho de (Ri) < TMR 
20              mescle Ri aos vizinhos mais próximos 
21       Fim se 
22 Fim Para 
24 Retorne {R’} mesclado e refinado 
 
As técnicas de refinamento consistem em reduzir a super segmentação na nuvem 





um tamanho mínimo. Ainda há a possibilidade de regiões próximas que têm uma diferença 
colorimétrica abaixo do parâmetro definido em VLR serem mescladas. 
Esse processo mescla e refina a saída das regiões rudimentarmente segmentadas do 
processo de Crescimento de Regiões. É utilizado o VLR para similaridade colorimétrica: se duas 
regiões vizinhas são colorimetricamente semelhantes considera-se que as duas regiões são 
homogêneas e registra-se na lista de conjuntos {H} que contém uma lista de regiões 
homogêneas. 
O processo de fusão de regiões é análogo ao processo de Crescimento de Regiões. 
Para cada região Ri, o processo primeiro pesquisa em {H} e garante que a região tenha estado 
em alguma lista em {H}, em seguida pesquisa os vizinhos de Ri. A busca pode ser realizada por 
meio de KNN nos pontos em Ri. Para garantir a exatidão da busca por vizinhos, usa-se uma 
restrição de distância TD2 e a restrição numérica TNN2. 
As regiões vizinhas pesquisadas são comparadas com Ri com base na similaridade 
colorimétrica e os vizinhos semelhantes são adicionados à lista que contém Ri. Após o processo 
de mesclagem, todas as regiões em {R} são classificadas em listas diferentes em {H}. Mesclam-
se as regiões nas mesmas listas em {H} e obtém-se regiões mescladas {R’}.  
Por fim, {R’} é refinado usando TMR, sendo as regiões com menos de um mínimo 
de pontos fundidas com as regiões vizinhas. O processo de fusão é realizado da seguinte 
maneira: para cada ponto Pi na região, encontre o ponto vizinho mais próximo que pertence a 
outra região Rj e adicione Pi a Rj. 
Na Figura 22a é possível verificar a vista frontal de uma imagem 3D com 498.890 
pontos de um típico templo chinês. Nota-se que na imagem existem tons de cor parecidos. A 
Figura 22b mostra o resultado da segmentação obtida com o método proposto. Os valores 
estabelecidos por Zhan, Liang e Xiao (2009) e usados nos parâmetros foram: DV = 30; TMR = 







Figura 22 – Resultado obtido com algoritmo de Crescimento de Regiões em nuvem de pontos: 
a) Nuvem de pontos original e b) após segmentação via Crescimento de Regiões (ZHAN; 






4 EXPERIMENTOS, RESULTADOS E DISCUSSÕES 
 
Neste capítulo apresentam-se os experimentos realizados, aborda-se a metodologia 
de realização dos experimentos com a técnica de Crescimento de Regiões, as ferramentas de 
apoio utilizadas, os resultados obtidos e comparações entre os diferentes métodos de 
segmentação. 
Inicialmente na Seção 4.1 estão descritos os softwares utilizados para preparar as 
imagens 3D para segmentação, elaborar o padrão ouro e executar os experimentos. Na 
sequência, a Seção 4.2 detalha os protocolos experimentais: processo de aquisição das imagens, 
remoção dos ruídos, geração do padrão ouro, coleta dos dados e análise dos resultados.  
A Seção 4.3 detalha os experimentos preliminares realizados com Crescimento de 
Regiões e então os parâmetros selecionados, separados por cenários, tanto para o modelo de cor 
RGB quanto CIELab. Em seguida, a Seção 4.4 detalha os resultados provenientes de cada 
cenário de segmentação do Crescimento de Regiões no modelo de cor RGB. Já a Seção 4.5 
expõe os cenários e resultados da segmentação realizada no modelo de cor CIELab.  
Por fim, a Seção 4.6 compara os melhores resultados de segmentação do modelo de 
cor RGB com o modelo CIELab e com os resultados da segmentação feita com K-Means pelo 
CHECS. 
 
4.1 Softwares Utilizados 
 
Para a realização dos experimentos foi possível utilizar as implementações originais 
dos algoritmos descritos nos Capítulos 2 e 3. Também foram encontradas ferramentas usadas 
para remover ruídos das imagens 3D e realizar conversões entre modelos de cor. 
 
• CloudCompare: utilizado para remover os ruídos das imagens 3D e para 
elaboração das imagens do padrão ouro. O CloudCompare dispõe de 
funcionalidades para importar nuvens de pontos ou malhas 3D, selecionar e 
demarcar as regiões de interesse e por fim salvar a imagem tridimensional 
segmentada. A segmentação realizada com o CloudCompare permite seleções 






• OpenCV: Desenvolvida pela Intel no final da década de 1990 e escrita na 
linguagem de programação C e C++, é dividida em cinco grupos que 
implementam mais de 500 funções: processamento de imagens, análise 
estrutural; análise de movimento e rastreamento de objetos, reconhecimento de 
padrões e calibração de câmera e reconstrução 3D.  (BRADSKI; KAEHLER, 
2008, p. 1) (MARENGONI; STRINGHINI, 2009) 
 
• PCL (Point Cloud Library): É uma biblioteca de código-fonte aberto para 
processamento de nuvens de pontos, escrita na linguagem C++.  Contém 
algoritmos para filtragem, estimativa de características, reconstrução de 
superfícies, construção de modelos e segmentação. Tais algoritmos podem ser 
utilizados separadamente pelo fato da biblioteca ser modularizada (RUSU; 
COUSINS, 2011). 
 
Dessa forma, todos os softwares de apoio citados foram utilizados em tarefas 
específicas. Na Seção a seguir é apresentado o método de realização dos experimentos e demais 
procedimentos realizados neste trabalho. 
 
4.2 Protocolo Experimental 
 
Para alcançar os objetivos deste trabalho algumas etapas e procedimentos foram 
estipulados. O intuito desta seção é apresentar o protocolo experimental com suas respectivas 
etapas e métricas de avaliação dos resultados. 
Foram elaboradas 5 etapas: Pré-processamento, Definição dos Cenários, 
Segmentação, Definição dos Melhores Cenários e por fim, Comparação entre os Métodos de 
Segmentação.  
A seguir, na Figura 23 é possível verificar o diagrama que expõe as atividades 










Com levantamento das imagens 3D provenientes do trabalho de Rodrigues (2015) 
foi detectada a necessidade de incluir a etapa de pré-processamento das nuvens de pontos. 
Primeiramente foram removidas áreas na imagem que não fazem parte do interesse médico, 
bem como ruídos oriundos do processo de aquisição, como a maca onde o paciente está deitado 





Ainda nesta etapa realiza-se uma cópia da nuvem de pontos, cujas cores estão no 
modelo RGB. A cópia da imagem 3D é então convertida para o modelo de cor CIELab e 
armazenada para os experimentos posteriores neste modelo. 
A atividade seguinte consiste em estipular os parâmetros iniciais para os 
experimentos preliminares. Os valores iniciais são próximos aos encontrados na literatura 
referente ao algoritmo de Crescimento de Regiões, como visto na Seção 3.2. 
Ao fim desta etapa são realizados os experimentos preliminares, tanto para o 
modelo de cor RGB, quanto para CIELab. Nesta atividade é possível determinar visualmente 
qual configuração de parâmetros fornece o melhor intervalo a ser investigado em detalhes, ou 
seja, são considerados os intervalos que reduzem a super segmentação e a sub segmentação. 
 
4.2.2 Definição dos Cenários 
 
Nesta etapa são definidos os cenários para realização dos experimentos. No 
algoritmo de Crescimento de Regiões são inseridos 4 parâmetros, além da nuvem de pontos. Os 
parâmetros considerados são: 
 
• DV (Distância do Vizinho) 
• TMR (Tamanho Mínimo da Região) 
• VLP (Valor de Limiarização do Ponto) 
• VLR (Valor de Limiarização da Região) 
 
Cada parâmetro é analisado individualmente, onde varia-se um parâmetro enquanto 





A etapa de segmentação utiliza a implementação do algoritmo de Crescimento de 
Regiões disponível na Point Cloud Library. A forma utilizada é baseada na diferença de cor 
entre dois pontos, conforme visto anteriormente na Equação (20), onde analisa-se o quão 
homogêneos são para que então sejam agrupados em uma região. 
A implementação permite que as regiões geradas possam ser separadas da nuvem 





do processo de segmentação deve constituir a nuvem original. Além dos arquivos separados 
também é possível recuperar a nuvem rotulada, ou seja, com cada região obtida demarcada. 
Ao fim desta etapa os cenários são avaliados com o objetivo de obter a melhor 
configuração possível dos parâmetros. 
 
4.2.4 Métricas de Avaliação e Definição dos Melhores Cenários 
 
Com o objetivo de identificar os melhores cenários dentre o universo dos 
experimentos realizados, é necessário comparar cada resultado obtido com uma segmentação 
definida como ótima ou padrão de referência.  
A parceria com o HCRP proveu o auxílio dos profissionais da área de saúde para a 
elaboração do padrão ouro, que representa a segmentação ótima das regiões de interesse na 
nuvem de pontos. Para determinar o padrão ouro foi realizada a segmentação manual da nuvem 
de pontos do paciente utilizando o software CloudCompare. 
Foram elaboradas duas nuvens de pontos binárias, cujas áreas em preto denotam as 
regiões de interesse médico, sendo para um dado paciente: 
 
a) Ressaltando apenas as áreas de anidrose, que representam 26% dos pontos 
na nuvem, conforme pode ser observado na Figura 24. 
b) Destacando as áreas de anidrose e hipoidróticas, que contabilizam 35% dos 
pontos na nuvem, como visto na Figura 25. 
 
Assim, o resultado de cada cenário é analisado para cada uma das nuvens de pontos 
do padrão ouro. Para determinar qual é o melhor dos cenários de segmentação foram usadas as 
métricas Precisão, Revocação, Acurácia, Taxa de Verdadeiros Positivos, Taxa de Verdadeiros 










Figura 25 - Diferentes vistas da nuvem de pontos usada como padrão ouro, ressaltando as 





A fim de calcular as métricas, consideram-se as seguintes formalizações: 
 
• C um conjunto de pontos binários que represente uma das nuvens de pontos 
do padrão ouro; 
• D um conjunto de pontos binários que represente uma nuvem de pontos de 
um dos cenários de segmentação; 
• Uma função p que mapeie as coordenadas de forma que cada ponto c ∈ C e 
que cada ponto d ∈ D onde p(c) = p(d) 
 
Pode-se definir o seguinte: 
 
• Verdadeiro Positivo (VP): caso d = c = verdadeiro; 
• Verdadeiro Negativo (VN): caso d = c = falso; 
• Falso Positivo (FP): caso d ≠ c,d = falso; 
• Falso Negativo (FN): caso d ≠ c,d = verdadeiro; 
 
Dessa forma, Baeza-Yates et al. (1999) determina que é possível calcular a precisão 
(precision) da segmentação dos cenários, conforme a Equação (23): 
 
 





Outra medida a ser calculada é a Revocação (recall) que compara os positivos da 









Também é possível calcular a acurácia (accuracy). Nesta medida pode-se verificar 
a relação entre os erros da segmentação realizada no cenário analisado com os pontos 
segmentados corretamente, de acordo com a Equação (25): 
 
 
𝑎𝑐𝑢𝑟á𝑐𝑖𝑎 =  
𝑉𝑃 + 𝑉𝑁






Para avaliar a acurácia pode utilizar a Medida-F (F-measure), também chamada de 
F1 calculada conforme a Equação (26): 
 
 
𝐹 = 2 ∙  




As métricas2 para cada um dos cenários estão disponíveis a seguir, na Seção 4.4 
para avaliação da segmentação em RGB e na Seção 4.5 para segmentação no modelo de cor 
CIELab. Os melhores valores aferidos na métrica acurácia destacam a linha da tabela em 
negrito. 
 
4.2.5 Comparação entre os Métodos de Segmentação 
 
Os melhores cenários são definidos de acordo com o valor aferido na acurácia. Os 
3 melhores parâmetros verificados são selecionados para compor os 3 melhores cenários de 
segmentação, tanto para o modelo de cor RGB, quanto para CIELab. 
Após a segmentação dos 3 melhores cenários de cada modelo de cor, as nuvens de 
pontos são submetidas ao cálculo das métricas. Os resultados do algoritmo de Crescimento de 
Regiões são analisados junto aos aferidos na segmentação com K-Means, cujos valores aferidos 
estão dispostos na Tabela 1. 
Tabela 1 – Valores aferidos das métricas de avaliação para segmentação da imagem 3D do paciente via K-Means. 





Acurácia Medida F 
Anidrose & 
Hipoidrótica 
Áreas de Anidrose 0,95 0,96 0,96 0,86 93,18% 95,42% 30% 
Áreas de Anidrose e 
Hipoidrose 
0,85 0,97 0,97 0,68 86,98% 90,72% 37% 
 
A análise da comparação entre a segmentação via Crescimento de Regiões3 (RGB 
e CIELab) com CHECS (K-Means) está a seguir na Seção 4.6.  
 
 
                                                          
2 O programa desenvolvido em C++ para o cálculo das métricas Precisão, Revocação, Acurácia, Taxa de 
Verdadeiros Positivos, Taxa de Verdadeiros Negativos e Medida F, com apoio das bibliotecas PCL e OpenCV, 
disponível em <https://github.com/tiagotas/Mestrado_PCL_Precision_and_Recall> 
 
3 A implementação do algoritmo de Crescimento de Regiões junto dos cenários, bem como arquivos usados estão 





4.3 Experimentos Preliminares e Definição dos Cenários de Segmentação 
 
Nesta seção são abordados os experimentos preliminares e são estabelecidos os 
parâmetros para os cenários de segmentação, para o modelo de cor RGB e para o modelo de 
cores CIELab. 
 
4.3.1 Experimentos Preliminares 
 
Os experimentos preliminares têm por obtivo encontrar a variação dentre os 
parâmetros requeridos pelo algoritmo que minimizem a super segmentação e sub segmentação 
das áreas de interesse. 
Por meio da revisão da literatura, foram utilizados para os parâmetros valores 
mínimos e então traçados os valores máximos. Por meio da variação desses parâmetros e análise 
visual de um profissional de saúde especialista no exame pode-se obter configurações iniciais 
consideradas satisfatórias. Na Tabela 2 são apresentados os valores dos parâmetros de entrada 
do algoritmo de Crescimento de Regiões. 
 





da Região (TMR) 
Valor de Limiarização 
por Ponto (VLP) 
Valor de Limiarização 
por Região (VLR) 
0 
1 100 8 8 
1 
1,5 200 5 3 
2 
2 300 7 9 
3 
3 400 6,5 3 
4 
3,5 500 4,5 3,5 
5 
3 600 3,5 3 
6 
4 700 4 1 
7 
45 800 4 8 
8 
5 900 4 9 
9 
6 1000 5 9 
 
Nos 10 cenários vistos na Tabela 2, todos os parâmetros foram variados, sendo que 
os melhores valores observados foram: 
 
• TMR = 600 
• VLP = 3,5 





Os valores aferidos para TMR, VLP e VLR são os valores fixos usados nos 
cenários, enquanto o valor alvo do experimento é variado. Sobre a variação do parâmetro DV: 
para valores menores que 6 não ocorreram alterações significativas na segmentação. O 
resultado visual da segmentação se altera com valores maiores que 6.  
Na Tabela 3, seguindo mesmo método, estão os valores definidos aleatoriamente, 
mas ajustados para o modelo de cor CIELab: 
 





da Região (TMR) 
Valor de Limiarização 
por Ponto (VLP) 
Valor de Limiarização 
por Região (VLR) 
0 1 100 8 8 
1 1,5 200 5 3 
2 2 300 7 9 
3 3 400 6,5 3 
4 3,5 500 4,5 3 
5 3 600 4 3 
6 4 700 4 1 
7 45 800 4 8 
8 5 900 4 9 
9 6 1000 5 9 
 
Dentre os 10 cenários observados no modelo de cor CIELab, o comportamento 
referente a variação do DV manteve-se. Foi possível identificar que os seguintes valores para 
os demais parâmetros tendem a produzir melhores resultados na segmentação: 
 
• TMR = 1000 
• VLP = 2,0 
• VLR = 5,0 
 
Nos mesmos moldes do experimento para o modelo RGB, os valores acima são 










4.3.2 Definição dos Experimentos 
 
Para a definição dos cenários estipulou-se que cada parâmetro (exceto DV) varie 
em um determinado intervalo. Na Tabela 4 é possível verificar o valor máximo e o valor mínimo 
para TMR, VLP e VLR, para os modelos de cor RGB e CIELab. 
 
Tabela 4 - Valores de referência selecionados para compor os parâmetros nos experimentos. 
Modelo de Cor 
Tamanho Mínimo da Região 
(TMR) 
Valor de Limiarização por 
Ponto (VLP) 
Valor de Limiarização por 
Região (VLR) 
Min. Máx. Min. Máx. Min. Máx. 
RGB 600 6000 1 6 1 5 
CIELab 600 6000 2 3 3 8 
 
De acordo com a Tabela 4, os valores são um pouco abaixo e um pouco acima dos 
considerados visualmente como segmentação ideal.  O objetivo desta abordagem é verificar se 
os valores ideais podem variar conforme a mudança dos cenários. 
 
4.4 Avaliação dos Resultados para Segmentação com RGB 
 
Nos experimentos com a imagem do paciente em RGB foram verificados em 
diferentes cenários em cada um dos 3 parâmetros selecionados: TMR, VLP e VLR.  
Cada cenário foi submetido a análise frente as duas versões do padrão ouro: a versão 
que considera apenas as áreas de anidrose e a segunda considerando as áreas de anidrose com 
as hipoidróticas. 
Os resultados aferidos em cada um dos cenários das métricas descritas 
anteriormente na Seção 4.2 estão organizadas em tabelas nas subseções seguintes. 
Nesta fase dos experimentos o objetivo é identificar qual a melhor configuração 
para cada um dos parâmetros a fim de maximizar a acurácia, ou seja, qual é a configuração do 
algoritmo de Crescimento de Regiões para se obter a melhor segmentação das regiões de 
interesse médico. 
 
4.4.1 Variação do Tamanho Mínimo da Região 
 
Nos experimentos sobre o tamanho mínimo da região o objetivo foi verificar se o 
mecanismo de mesclagem das regiões descrito no Capítulo 3, Seção 3.2 é capaz de reduzir a 





O valor inicial definido foi de 600, no cenário 10, ou seja, para ser uma região 
devem existir pelo menos 600 pontos similares e suficientemente diferentes dos outros na 
nuvem de pontos.  
Na Tabela 5 é possível verificar os cenários estudados, com a variação da TMR até 
6000 pontos por região. 
 
Tabela 5 - Valores aferidos das métricas de avaliação para variações do Tamanho Mínimo das Regiões (TMR) considerando 
o padrão ouro para regiões de anidrose no modelo de cor RGB. 





Acurácia Medida F Anidrose 
10 600 0,89 0,95 0,95 0,65 87,31% 91,74% 30% 
11 1000 0,87 0,95 0,95 0,59 85,58% 90,72% 30% 
12 1500 0,87 0,95 0,95 0,57 85,36% 90,60% 30% 
13 2000 0,85 0,95 0,95 0,51 83,72% 89,67% 30% 
14 2500 0,85 0,95 0,95 0,53 84,29% 89,99% 30% 
15 3000 0,84 0,96 0,96 0,49 83,79% 89,77% 29% 
16 3500 0,84 0,96 0,96 0,49 83,79% 89,77% 29% 
17 4000 0,84 0,96 0,96 0,49 83,79% 89,77% 29% 
18 4500 0,83 0,96 0,96 0,45 82,73% 89,17% 29% 
19 5000 0,83 0,96 0,96 0,45 82,73% 89,17% 29% 
20 5500 0,83 0,96 0,96 0,45 82,73% 89,17% 29% 
21 6000 0,83 0,95 0,95 0,43 81,49% 88,40% 30% 
 
Nos 12 experimentos realizados variando a TMR pode-se verificar que o 
mecanismo de fusão de regiões proveu a melhor acurácia.  Quanto admitiu-se uma região muito 
grande, menor foi a taxa de verdadeiros negativos obtidos, e por consequência, menor acurácia. 
Quando a análise foi feita com base no padrão ouro que considera as regiões 
hipoidróticas a detecção de verdadeiros negativos caiu mais ainda, como visto a seguir na 
Tabela 6. 
Na comparação com os resultados obtidos na segmentação com K-Means, Tabela 
1, nota-se que há uma redução da acurácia de 5,87% para detecção das áreas de anidrose e de 
7,94% para áreas de anidrose e hipoidrose. 
Assim entende-se que nos próximos experimentos será necessário encontrar os 








Tabela 6 - Valores aferidos das métricas de avaliação para variações do Tamanho Mínimo das Regiões (TMR) considerando 
o padrão ouro para regiões de anidrose e hipoidrose no modelo de cor RGB. 





Acurácia Medida F 
Anidrose & 
Hipoidrótica 
10 600 0,78 0,94 0,94 0,49 79,04% 85,57% 38% 
11 1000 0,77 0,94 0,94 0,44 77,28% 84,54% 38% 
12 1500 0,76 0,95 0,95 0,43 77,05% 84,44% 38% 
13 2000 0,75 0,95 0,95 0,38 75,41% 83,52% 38% 
14 2500 0,75 0,95 0,95 0,40 75,98% 83,83% 38% 
15 3000 0,75 0,95 0,95 0,37 75,47% 83,66% 38% 
16 3500 0,75 0,95 0,95 0,37 75,47% 83,66% 38% 
17 4000 0,75 0,95 0,95 0,37 75,47% 83,66% 38% 
18 4500 0,74 0,95 0,95 0,34 74,40% 83,07% 38% 
19 5000 0,74 0,95 0,95 0,34 74,40% 83,07% 38% 
20 5500 0,74 0,95 0,95 0,34 74,40% 83,07% 38% 
21 6000 0,73 0,94 0,94 0,32 73,16% 82,24% 38% 
 
Como visto na Tabela 6, quanto menor é o valor assumido para uma região, maior 
será a acurácia obtida. 
 
4.4.2 Variação do Valor da Limiarização por Ponto 
 
Na análise do parâmetro VLP, que mede a diferença de cor entre dois pontos, 
buscou-se verificar nos 10 cenários estudados o valor que produz a melhor segmentação, isto 
é, reduziu a super segmentação e minimizou a sobre segmentação. Na Tabela 7 são apresentados 
os valores obtidos para as áreas de anidrose. 
Tabela 7 - Valores aferidos das métricas de avaliação para variações do Valor da Limiarização do Ponto (VLP) considerando 
o padrão ouro para regiões de anidrose no modelo de cor RGB. 





Acurácia Medida F Anidrose 
22 1,0 0,67 0,19 0,19 0,73 32,66% 29,12% 87% 
23 1,5 0,95 0,81 0,81 0,87 82,23% 87,06% 41% 
24 2,0 0,95 0,85 0,85 0,87 85,88% 89,97% 37% 
25 2,5 0,94 0,92 0,92 0,83 89,32% 92,72% 32% 
26 3,0 0,92 0,92 0,92 0,78 88,79% 92,45% 32% 
27 3,5 0,90 0,94 0,94 0,68 87,05% 91,47% 31% 
28 4,0 0,88 0,93 0,93 0,64 85,48% 90,47% 32% 
29 4,5 0,86 0,93 0,93 0,57 83,84% 89,55% 31% 
30 5,0 0,85 0,94 0,94 0,51 82,89% 89,07% 31% 
31 5,5 0,79 0,98 0,98 0,24 78,96% 87,36% 28% 





Para detecção das áreas de anidrose, quando o valor de VLP é definido para 2,5 foi 
apurada a acurácia de 89,32%, abaixo da acurácia de 93,18% obtida na segmentação com o 
CHECS. Porém, o valor testado tende a estabelecer um ponto de equilíbrio entre verdadeiros 
positivos, verdadeiros negativos e precisão. 
A Tabela 8 mostra os dados referentes a segmentação considerando as áreas de 
anidrose e hipoidróticas: 
 
Tabela 8 - Valores aferidos das métricas de avaliação para variações do Valor da Limiarização do Ponto (VLP) considerando 
o padrão ouro para regiões de anidrose e hipoidrose no modelo de cor RGB. 





Acurácia Medida F 
Anidrose & 
Hipoidrótica 
22 1,0 0,56 0,18 0,18 0,73 36,61% 36,61% 89% 
23 1,5 0,87 0,88 0,88 0,75 83,92% 87,86% 42% 
24 2,0 0,83 0,91 0,91 0,64 81,84% 86,88% 40% 
25 2,5 0,90 0,86 0,86 0,81 84,48% 87,97% 44% 
26 3,0 0,82 0,92 0,92 0,60 80,87% 86,34% 40% 
27 3,5 0,79 0,93 0,93 0,52 78,84% 85,25% 39% 
28 4,0 0,78 0,92 0,92 0,49 77,23% 84,19% 40% 
29 4,5 0,76 0,93 0,93 0,43 75,55% 83,30% 40% 
30 5,0 0,75 0,93 0,93 0,39 74,60% 82,86% 39% 
31 5,5 0,70 0,98 0,98 0,18 70,68% 81,46% 36% 
32 6,0 0,69 0,99 0,99 0,13 69,83% 81,27% 35% 
 
Pode-se observar que a melhor acurácia alcançada foi no cenário 25, onde o 
parâmetro VLP foi definido como 2,5.  
É possível inferir que dada a natureza das áreas de hipoidrose (que não são tão 
brancas como anidrose) a redução no valor do parâmetro define que pontos não tão diferentes 
são homogêneos.  
Quando comparados esses resultados preliminares com a segmentação do CHECS, 
a diferença é de 2,5%, para a segmentação com K-Means, conforme dados da Tabela 1. 
 
4.4.3 Variação do Valor da Limiarização por Região 
 
O parâmetro que define o valor de limiarização por região está ligado ao mecanismo 
implementado no algoritmo para reduzir a super segmentação, aglutinando regiões parecidas.  
Dessa maneira foram testados 10 cenários, conforme Tabela 9, onde variou-se VLR 






Tabela 9 - Valores aferidos das métricas de avaliação para variações do Cor de Limiarização da Região (VLR) considerando 
o padrão ouro para regiões de anidrose no modelo de cor RGB. 





Acurácia Medida F Anidrose 
33 1,0 0,89 0,90 0,90 0,66 84,23% 89,50% 33% 
34 1,5 0,89 0,90 0,90 0,67 84,18% 89,42% 34% 
35 2,0 0,89 0,89 0,89 0,69 83,96% 89,21% 34% 
36 2,5 0,89 0,93 0,93 0,93 86,35% 91,01% 31% 
37 3,0 0,89 0,92 0,92 0,68 85,86% 90,63% 32% 
38 3,5 0,89 0,94 0,94 0,68 87,28% 91,64% 31% 
39 4,0 0,89 0,93 0,93 0,68 86,74% 91,25% 31% 
40 4,5 0,90 0,93 0,93 0,70 87,10% 91,46% 31% 
41 5,0 0,90 0,94 0,94 0,69 87,34% 91,67% 31% 
42 5,5 0,90 0,94 0,94 0,69 87,51% 91,78% 31% 
43 6,0 0,90 0,94 0,94 0,69 87,67% 91,88% 31% 
 
Variando VLR pode-se perceber que conforme o valor é elevado, mais se reduz a 
super segmentação, até 6,0 onde após esse valor não há melhora da acurácia. 
Apesar da segmentação com K-Means ser 5,51% melhor do que a aferida no cenário 
43, os experimentos anteriores, variando os demais parâmetros, evidenciaram que ainda 
existem novas configurações que podem ser arranjadas para melhorar a acurácia do 
Crescimento de Regiões para segmentar áreas de anidrose. 
Na verificação da acurácia para as áreas de anidrose e hipoidróticas foi percebida a 
mesma tendência ao variar VLR, conforme a Tabela 10: 
 
Tabela 10 - Valores aferidos das métricas de avaliação para variações do Cor de Limiarização da Região (VLR) considerando 
o padrão ouro para regiões de anidrose e hipoidrose no modelo de cor RGB. 





Acurácia Medida F 
Anidrose & 
Hipoidrótica 
33 1,0 0,78 0,89 0,89 0,50 75,96% 83,04% 42% 
34 1,5 0,78 0,89 0,89 0,51 75,95% 82,97% 42% 
35 2,0 0,78 0,88 0,88 0,52 75,74% 82,70% 43% 
36 2,5 0,78 0,92 0,92 0,51 78,09% 84,73% 40% 
37 3,0 0,78 0,91 0,91 0,51 77,60% 84,28% 40% 
38 3,5 0,79 0,93 0,93 0,52 79,05% 85,44% 39% 
39 4,0 0,79 0,92 0,92 0,52 78,52% 85,00% 40% 
40 4,5 0,79 0,92 0,92 0,53 78,97% 85,25% 40% 
41 5,0 0,79 0,93 0,93 0,52 79,18% 85,51% 39% 
42 5,5 0,79 0,93 0,93 0,52 79,36% 85,63% 39% 






Quando observados, os dados referentes a acurácia dispostos na Tabela 10 revelam 
que não existe uma relação totalmente linear entre o aumento de VLR e o crescimento da 
melhora na segmentação.  
Nota-se que a acurácia variou para melhor e para pior. O cenário 40 cujo valor VLR 
estava definido em 4,5 obteve uma acurácia melhor que o cenário seguinte quando o valor 
definido foi de 5. Dessa maneira pode-se inferir que o VLR tem seu funcionamento limitado a 
configurações mais favoráveis dos outros parâmetros. 
 
4.5 Avaliação dos Resultados para Segmentação em CIELab 
 
Os experimentos realizados com a imagem 3D do paciente no modelo de cor 
CIELab foram desempenhados com o mesmo protocolo proposto para as imagens em RGB. 
Foram levantados os melhores cenários para cada um dos três parâmetros de entrada do 
algoritmo de Crescimento de Regiões. 
A seguir são apresentados os resultados e discussões sobre os cenários para TMR, 
VLP e VLR. 
 
4.5.1 Variação do Tamanho Mínimo da Região 
 
Na análise do parâmetro TMR pode-se aferir a acurácia máxima de 92,04% no 
cenário 13. Na fase de testes anterior, quando o mesmo parâmetro foi testado para imagens no 
modelo RGB nota-se que o valor de TMR era 600. 
No cenário 13 o valor TMR foi definido como 2000. A melhor acurácia percebida 













Tabela 11 – Valores aferidos das métricas de avaliação para variações do Tamanho Mínimo das Regiões (TMR) considerando 
o padrão ouro para regiões de anidrose no modelo de cor CIELab. 





Acurácia Medida F Anidrose 
10 600 0,94 0,94 0,94 0,82 90,79% 93,80% 31% 
11 1000 0,93 0,97 0,97 0,78 92,00% 94,73% 29% 
12 1500 0,92 0,97 0,97 0,76 91,29% 94,28% 29% 
13 2000 0,92 0,97 0,97 0,77 92,04% 94,77% 28% 
14 2500 0,92 0,98 0,98 0,75 91,77% 94,63% 28% 
15 3000 0,90 0,98 0,98 0,69 90,39% 93,79% 28% 
16 3500 0,88 0,98 0,98 0,60 88,26% 92,53% 28% 
17 4000 0,88 0,98 0,98 0,60 88,26% 92,53% 28% 
18 4500 0,87 0,98 0,98 0,59 88,17% 92,51% 27% 
19 5000 0,87 0,98 0,98 0,59 88,17% 92,51% 27% 
20 5500 0,85 1,00 1,00 0,49 86,44% 91,60% 27% 
21 6000 0,84 1,00 1,00 0,45 85,43% 91,03% 27% 
 
A análise da Tabela 11 também revelou que para imagens no modelo CIELab 
valores de TMR acima de 3000 anulam o objetivo do parâmetro, de melhorar a segmentação.  
Dada a diminuição na taxa de verdadeiros negativos vista desde o cenário 10 até o 
21 pode-se interpretar que a segmentação da imagem não separou áreas de hidrose 
corretamente, minimizando a acurácia frente ao padrão ouro proposto. 
Na comparação entre o melhor cenário dos experimentos com TMR no modelo de 
cor RGB com o cenário 13 há o ganho de 4,73%, dada a mudança no modelo de cor usado. 
Quando comparado com K-Means, o cenário 13 fica atrás por 3,38%, portanto melhor que a 
segmentação realizada em RGB. 
Quando levado em conta o padrão ouro das regiões de anidrose e hipoidróticas o 














Tabela 12 – Valores aferidos das métricas de avaliação para variações do Tamanho Mínimo das Regiões (TMR) considerando 
o padrão ouro para regiões de anidrose e hipoidrose no modelo de cor CIELab. 





Acurácia Medida F 
Anidrose & 
Hipoidrótica 
10 600 0,83 0,94 0,94 0,64 83,66% 88,35% 39% 
11 1000 0,82 0,97 0,97 0,60 84,22% 89,00% 37% 
12 1500 0,82 0,97 0,97 0,58 83,47% 88,51% 37% 
13 2000 0,82 0,97 0,97 0,59 84,22% 89,04% 36% 
14 2500 0,82 0,98 0,98 0,57 83,95% 88,93% 36% 
15 3000 0,80 0,98 0,98 0,53 82,58% 88,10% 36% 
16 3500 0,78 0,98 0,98 0,46 80,24% 86,73% 36% 
17 4000 0,78 0,98 0,98 0,46 80,24% 86,73% 36% 
18 4500 0,77 0,98 0,98 0,44 79,87% 86,54% 36% 
19 5000 0,77 0,98 0,98 0,44 79,87% 86,54% 36% 
20 5500 0,75 1,00 1,00 0,37 78,15% 78,15% 35% 
21 6000 0,74 1,00 1,00 0,34 77,13% 85,16% 35% 
 
A acurácia de 84,22% foi 5,18% melhor do que quando usado o modelo de cor 
RGB. Até esta etapa a segmentação com K-Means foi melhor, porém a diferença foi reduzida 
para 2,76%. 
 
4.5.2 Variação do Valor de Limiarização por Ponto 
 
Nos experimentos variando o parâmetro VLP no modelo de cores CIELab foi 
possível notar uma diferença em relação aos realizados nos experimentos com RGB. O VLP 
estipula qual é o valor que definirá que dois pontos são heterogêneos, ou seja, que pertencem a 
regiões diferentes. 
Na etapa dos testes em RGB pode-se aferir que o valor que produziu melhor 
acurácia, de 89,32%, foi de 2,5. Nos experimentos com o modelo de cor CIELab o melhor 
cenário observado foi o 22, onde o valor de VLP é 2,0 e a acurácia medida foi de 92,10%, como 
visto na Tabela 13. 
Novamente pode-se observar um incremento na acurácia em relação ao modelo de 









Tabela 13 - Valores aferidos das métricas de avaliação para variações do Valor de Limiarização do Ponto (VLP) considerando 
o padrão ouro para regiões de anidrose no modelo de cor CIELab. 





Acurácia Medida F Anidrose 
22 2,0 0,93 0,97 0,97 0,78 92,10% 94,79% 29% 
23 2,1 0,93 0,96 0,96 0,79 91,66% 94,48% 29% 
24 2,2 0,92 0,97 0,97 0,76 91,55% 94,46% 29% 
25 2,3 0,90 0,94 0,94 0,70 87,67% 91,86% 31% 
26 2,4 0,90 0,94 0,94 0,70 87,67% 91,86% 31% 
27 2,5 0,88 0,95 0,95 0,62 86,67% 91,38% 30% 
28 2,6 0,88 0,95 0,95 0,62 86,67% 91,38% 30% 
29 2,7 0,88 0,95 0,95 0,62 86,67% 91,38% 30% 
30 2,8 0,88 0,95 0,95 0,62 86,67% 91,38% 30% 
31 2,9 0,87 0,95 0,95 0,57 85,63% 90,80% 30% 
32 3,0 0,86 0,95 0,95 0,55 84,71% 90,22% 30% 
 
Na análise que agrega as áreas de hipoidrose pode-se observar que a segmentação 
no modelo de cor CIELab reduziu a melhor acurácia quando comparado ao modelo RGB. 
O melhor cenário verificado, conforme Tabela 14, foi o 22 onde o valor de VLP foi 
definido como 2,0 e a acurácia aferida foi de 84,32%. 
 
Tabela 14 - Valores aferidos das métricas de avaliação para variações do Valor de Limiarização do Ponto (VLP) considerando 
o padrão ouro para regiões de anidrose e hipoidrose no modelo de cor CIELab. 





Acurácia Medida F 
Anidrose & 
Hipoidrótica 
22 2,0 0,82 0,97 0,97 0,60 84,32% 89,06% 37% 
23 2,1 0,82 0,96 0,96 0,60 83,87% 88,70% 37% 
24 2,2 0,82 0,97 0,97 0,58 83,77% 88,73% 37% 
25 2,3 0,80 0,93 0,93 0,54 79,91% 85,97% 39% 
26 2,4 0,80 0,93 0,93 0,54 79,91% 85,97% 39% 
27 2,5 0,78 0,95 0,95 0,47 78,44% 85,27% 38% 
28 2,6 0,78 0,95 0,95 0,47 78,44% 85,27% 38% 
29 2,7 0,78 0,95 0,95 0,47 78,44% 85,27% 38% 
30 2,8 0,78 0,95 0,95 0,47 78,44% 85,27% 38% 
31 2,9 0,76 0,95 0,95 0,43 77,41% 84,72% 38% 
32 3,0 0,76 0,94 0,94 0,42 76,52% 84,14% 38% 
 
Nos experimentos com RGB a melhor acurácia obtida foi de 84,48%, quando o 





É possível que a diferença medida favorável ao RGB aconteceu dado ao aumento 
da super segmentação na imagem em CIELab. Pode-se observar que a taxa de verdadeiros 
negativos caiu de 0,81 em RGB para 0,6 em CIELab. 
 
4.5.3 Variação do Valor de Limiarização por Região 
 
Os experimentos variando VLR evidenciaram até então os melhores resultados em 
termos de acurácia para o Crescimento de Regiões. Na Tabela 15 é possível verificar os 
resultados do cenário 34, onde foi aferida a acurácia de 92,94% para as áreas de anidrose.  
 
Tabela 15 - Valores aferidos das métricas de avaliação para variações do Valor de Limiarização da Região (VLR) 
considerando o padrão ouro para regiões de anidrose no modelo de cor CIELab. 





Acurácia Medida F Anidrose 
33 3,0 0,92 0,97 0,97 0,76 91,50% 94,41% 29% 
34 3,5 0,93 0,98 0,98 0,80 92,94% 95,35% 28% 
35 4,0 0,93 0,97 0,97 0,79 92,18% 94,84% 29% 
36 4,5 0,92 0,97 0,97 0,76 91,42% 94,36% 29% 
37 5,0 0,93 0,97 0,97 0,79 92,33% 94,94% 29% 
38 5,5 0,93 0,97 0,97 0,78 92,30% 94,93% 28% 
39 6,0 0,93 0,95 0,95 0,81 91,03% 94,00% 30% 
40 6,5 0,94 0,94 0,94 0,81 90,71% 93,76% 31% 
41 7,0 0,93 0,94 0,94 0,81 90,36% 93,51% 31% 
42 7,5 0,94 0,95 0,95 0,82 91,57% 94,36% 30% 
43 8,0 0,94 0,95 0,95 0,82 91,82% 94,54% 30% 
 
A diferença, em termos de acurácia, do melhor cenário de VLR para áreas de 
anidrose nos experimentos em RGB foi de 5,27%, onde foi possível chegar muito próximo a 
acurácia aferida na segmentação com K-Means, de 93,18%. 
Na observação dos resultados aferidos levando em consideração o padrão ouro das 
áreas de anidrose unidas as áreas hipoidróticas, o melhor resultado verificado foi do cenário 34, 









Tabela 16 - Valores aferidos das métricas de avaliação para variações do Valor de Limiarização da Região (VLR) 
considerando o padrão ouro para regiões de anidrose e hipoidrose no modelo de cor CIELab. 





Acurácia Medida F 
Anidrose & 
Hipoidrótica 
33 3,0 0,82 0,97 0,97 0,59 83,85% 88,77% 37% 
34 3,5 0,83 0,98 0,98 0,61 85,12% 89,64% 36% 
35 4,0 0,82 0,97 0,97 0,60 84,44% 89,14% 37% 
36 4,5 0,82 0,97 0,97 0,58 83,70% 88,66% 37% 
37 5,0 0,83 0,97 0,97 0,61 84,55% 89,20% 37% 
38 5,5 0,83 0,97 0,97 0,60 84,69% 89,33% 36% 
39 6,0 0,83 0,95 0,95 0,63 84,01% 88,67% 38% 
40 6,5 0,83 0,94 0,94 0,63 83,77% 88,45% 38% 
41 7,0 0,83 0,93 0,93 0,63 82,96% 87,84% 39% 
42 7,5 0,84 0,95 0,95 0,64 84,69% 89,15% 38% 
43 8,0 0,83 0,96 0,96 0,63 84,71% 89,19% 37% 
 
Comparando o cenário 34 ao melhor cenário dos experimentos com VLR em RGB 
nota-se uma melhora de 5,57% para o Crescimento de Regiões em CIELab. 
Considerado a segmentação do CHECS há uma diferença de 1,86% favorável à 
segmentação realizada com K-Means. 
 
4.6 Avaliação dos Métodos de Segmentação: K-Means e Crescimento de Regiões com 
RGB e com CIELab 
 
Ao término dos experimentos com os modelos de cor RGB e CIELab pode-se 
identificar quais foram os melhores cenários para segmentação em cada uma das abordagens. 
Dessa maneira, o objetivo desta Seção é comparar os melhores cenários de 
segmentação via Crescimento de Regiões com a segmentação realizada com K-Means no 
CHECS. A seguir são apresentados os resultados obtidos em cada uma das abordagens. 
 
4.6.1 Avaliação da Segmentação com K-Means 
 
Para aferir a segmentação realizada com CHECS a imagem segmentada pelo K-
Means foi comparada com as duas versões do padrão ouro. A primeira imagem do padrão ouro 
que considera as áreas de anidrose, e a segunda imagem que também demarca com regiões de 





Conforme Tabela 1, via K-Means foi possível obter a acurácia de 93,18% das áreas 
de anidrose, que corresponderam a 30% dos pontos da imagem 3D, ao passo que no padrão 
ouro desta abordagem, 26% da imagem corresponde a área de interesse. 
Na análise das regiões de anidrose e hipoidróticas a acurácia obtida foi de 86,98%, 
onde de acordo com a segmentação com K-Means, corresponde a 37% da imagem. Percentual 
mais próximo do padrão ouro, que corresponde à 35%. 
A seguir são discutidos os melhores resultados obtidos com Crescimento de 
Regiões com cores em RGB. 
 
4.6.2 Avaliação dos Melhores Cenários para Crescimento de Regiões com RGB 
 
Após a realização dos experimentos com modelo de cor RGB foi possível 
selecionar as melhores configurações aferidas em cada cenário. Na Tabela 17 são apresentados 
3 novos cenários que agrupam os 3 melhores parâmetros observados nos experimentos. 
O cenário 44 reúne os melhores parâmetros observados nos experimentos para 
TMR, VLP e VLR. O cenário 45 os segundos melhores parâmetros e no cenário 46 os terceiros 
melhores parâmetros. 
 
Tabela 17 - Melhores parâmetros do Crescimento de Regiões para segmentação no modelo de cor RGB. 
Cenário 
Tamanho Mínimo da Região 
(TMR) 
Valor de Limiarização por 
Ponto (VLP) 
Valor de Limiarização por Região 
(VLR) 
44 600 2,5 6,0 
45 1000 3,0 5,5 
46 1500 3,5 5,0 
 
Na Tabela 18, são apresentados os resultados obtidos com os melhores cenários 
quando comparados com o padrão ouro das áreas de anidrose: 
 
Tabela 18 - Valores aferidos das métricas de avaliação para os melhores cenários do modelo de cor RGB considerando o 
padrão ouro para áreas de anidrose. 





Acurácia Medida F Anidrose 
44 0,94 0,95 0,95 0,82 91,85% 94,55% 30% 
45 0,91 0,97 0,97 0,71 90,14% 93,58% 29% 






O cenário 44, que reuniu os melhores parâmetros, apresentou acurácia de 91,85%, 
contra 93,18% do aferido com a segmentação por K-Means, portanto uma diferença de 1,33%. 
A acurácia obtida no cenário 44 foi a melhor dentre todos os cenários para o modelo de cor 
RGB. 
Quando observada a proporção de áreas de anidrose na imagem, pode observar que 
em ambas as abordagens o valor obtido foi de 30%, ao passo que no padrão ouro foi de 26%. 
Também foram aferidos os resultados levando em consideração as áreas de anidrose 
junto com as áreas de hipoidrose. Na Tabela 19 são apresentados os resultados: 
 
Tabela 19 - Valores aferidos das métricas de avaliação para os melhores cenários do modelo de cor RGB considerando o 
padrão ouro para áreas de anidrose e hipoidrose. 





Acurácia Medida F 
Anidrose e 
Hipoidrose 
44 0,84 0,96 0,96 0,64 84,77% 89,21% 38% 
45 0,81 0,97 0,97 0,55 82,55% 87,99% 37% 
46 0,77 0,96 0,96 0,44 77,97% 85,13% 37% 
 
Novamente o cenário 44 obteve a melhor acurácia, de 84,77%, entre todos os 
experimentos realizados para o modelo de cor RGB com base no padrão ouro das áreas de 
anidrose e hipoidrose. Quando comparada ao resultado obtido com K-Means de 86,98% nota-
se que há a diferença de 2,11%.  
Entretanto é importante ressaltar que a segmentação do CHECS foi realizada 
baseada no modelo de cor CIELab. Dessa maneira a seguir estão os cenários contendo as 
melhores combinações de parâmetros para CIELab no algoritmo de Crescimento de Regiões. 
 
4.6.3 Avaliação dos Melhores Cenários para Crescimento de Regiões com CIELab 
 
Considerando os melhores resultados observados nos experimentos com modelo de 
cor CIELab, foram selecionados os 3 melhores valores para cada um dos parâmetros, seguindo 
o mesmo método descrito na seção anterior.  









Tabela 20 - Melhores parâmetros do algoritmo de Crescimento de Regiões para segmentação no modelo de cor CIELab. 
Cenário 
Tamanho Mínimo da 
Região (TMR) 
Valor de Limiarização por 
Ponto (VLP) 
Valor de Limiarização por 
Região (VLR) 
44 2000 2,0 3,5 
45 2500 2,1 5,0 
46 1500 2,2 5,5 
 
Para as áreas de anidrose foi possível observar um incremento na acurácia de 1,09% 
em relação ao modelo de cor RGB, onde o cenário 44 prevaleceu como melhor. Quando 
comparada a técnica com K-Means a diferença é de 0,24%. 
Na comparação dos resultados em CIELab com os obtidos com o modelo de cor 
RGB pode-se notar que a acurácia foi superior em todos os cenários.  
Quando observada a proporção das áreas de anidrose no cenário 44, nota-se que 
está mais próximo ao valor especificado no padrão ouro, de 28% e 26%, respectivamente. 
A Tabela 21 apresenta detalhadamente os dados os valores verificados da precisão 
e revocação: 
Tabela 21 - Valores aferidos das métricas de avaliação para os melhores cenários do modelo de cor CIELab considerando o 
padrão ouro para áreas de anidrose. 





Acurácia Medida F Anidrose 
44 0,93 0,98 0,98 0,80 92,94% 95,35% 28% 
45 0,92 0,97 0,97 0,76 91,46% 94,40% 29% 
46 0,91 0,97 0,97 0,74 91,29% 94,32% 28% 
 
Observando os resultados referentes as áreas de anidrose junto com as áreas de 
hipoidrose no modelo de cor CIELab, é possível notar uma pequena melhora na acurácia de 
0,35%, conforme Tabela 22 a seguir. Enquanto comparada a técnica K-Means a diferença foi 
de 1,86% favorável a técnica do CHECS.  
A pequena melhora em relação ao modelo de cor RGB pode ser atribuída a maior 
sensibilidade do modelo CIELab para calcular a diferença de cor entre os pontos nas áreas de 
hipoidrose, cuja a diferença entre as cores é mais sutil. 
Tabela 22 - Valores aferidos das métricas de avaliação para os melhores cenários do modelo de cor CIELab considerando o 
padrão ouro para áreas de anidrose e hipoidrose. 





Acurácia Medida F 
Anidrose e 
Hipoidrose 
44 0,83 0,98 0,98 0,61 85,12% 89,64% 36% 
45 0,82 0,97 0,97 0,58 83,65% 88,65% 37% 





 A Figura 26 mostra diferentes vistas da imagem resultante da segmentação do 
cenário 44, no modelo de cor CIELab. A imagem vista é a mesma usada para calcular as 
métricas aferidas, disponíveis nas Tabela 21 e 22. 
 
 
Figura 26 - Vistas da segmentação via Crescimento de Regiões no modelo de cor CIELab na 






5 CONCLUSÕES E TRABALHOS FUTUROS 
 
Neste trabalho foi realizado um estudo comparando duas técnicas de segmentação 
de imagens 3D que podem ser empregadas para auxiliar no exame experimental de sudorese 
iodo-amido.  
Primeiramente estudou-se a técnica de segmentação via K-Means, presente no 
CHECS, que acontece de maneira supervisionada, ou seja, há interação do profissional da área 
de saúde com o sistema. Na segunda técnica estudada, a segmentação via Crescimento de 
Regiões, não há a necessidade de interação, ou seja, a segmentação acontece de forma não 
supervisionada, automaticamente. 
Uma dificuldade encontrada neste trabalho foi a obtenção de imagens 3D de 
pacientes submetidos ao exame de sudorese iodo-amido. Como o exame é de caráter 
experimental, encontrar imagens que contivessem as áreas de anidrose e hipoidróticas foi um 
desafio. A alternativa encontrada foi utilizar a mesma imagem usada no CHECS, onde desta 
forma tornou-se possível comparar as duas técnicas. 
A contribuição inicial deste trabalho foi a confecção, em parceria com HCRP, das 
duas imagens 3D usadas como padrão ouro para avaliar a segmentação das áreas de anidrose e 
hipoidróticas. 
No passo seguinte foram realizados mais de 100 experimentos usando a imagem 
3D nos modelos de cor RGB e CIELab com o algoritmo de Crescimento de Regiões. Após o 
término dos experimentos foram encontrados os melhores parâmetros para o algoritmo de 
Crescimento de Regiões para cada um dos modelos de cor. Verificou-se a diferença de 0,24% 
na acurácia entre o Crescimento de Regiões e a técnica do CHECS via K-Means para 
segmentação das áreas de anidrose. Para as áreas de anidrose unidas com áreas de hipoidrose a 
diferença foi de 1,86%. 
Dessa maneira, pode-se concluir que os dois métodos são praticamente 
equivalentes. Porém, como desvantagem do algoritmo de Crescimento de Regiões, tem-se a 
quantidade de parâmetros a serem ajustados: DV, VLP, VLR e TMR. Como vantagem da técnica 
de Crescimento de Regiões não há a necessidade de interações do usuário com o sistema durante 
o processo de segmentação.  
Na comparação entre os modelos de cor pode-se perceber que o melhor modelo de 
cor para verificar a diferença colorimétrica entre dois elementos é o modelo CIELab, onde em 





Por fim, nesta pesquisa pode-se conhecer a aplicar tecnologias da computação em 
imagens médicas, provendo maior auxílio aos profissionais na área da saúde e minimizando o 
desconforto dos pacientes submetidos ao exame de sudorese iodo-amido. 
 
5.1 Trabalhos Futuros 
 
Ao término deste trabalho, pode-se elencar tópicos que ainda podem ser 
investigados e analisados junto aos resultados obtidos, sendo eles: 
 
• Investigar o comportamento da Transformada Watershed sobre as imagens 
3D do exame de sudorese. Como esta abordagem é muito difundida na 
literatura um ponto a ser estudado é o quão bom poderiam ser os resultados 
de acurácia quando este algoritmo fosse aplicado as imagens 3D do exame. 
 
• Elaborar recursos de interface. Como já foram desenvolvidas duas 
abordagens uma nova interface poderia ser desenvolvida para o sistema onde 
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