This paper analyzes the statistical behavior of a sequential gradient search adaptive algorithm for identifying an unknown nonlinear system comprised of a discrete-time linear system H followed by a zero-memory nonlinearity g(. 
INTRODUCTION
Gradient search algorithms (i.e. the LMS algorithm and its variants) are often used for the identification of unknown systems.
l!sually, the unknown system is linear with memory and the algorithm inputs are noise-comtpted samples of the unknown system output and noise-free samples of the unknown system input.
Many researchers have studied the statistical behavior of such systems [1, 2] . Relativelv little analysis has been done when the system to he identified is nonlinear with memory.
Much of this analysis is related to nonlinear system identilication using neural networks [3-51. This paper investigates the statistical behavior of a sequential gradient search adaptive algorithm for identifying an unknown nonlinear system comprised of a discrete-time linear system H followed by a zeromemory nonlinearity g(.). Furthermore, both the input and output of the unknown system are corrupted by additive independent noises. Gaussian models are used for all inputs. Fig. 1 shows the specific nonlinear system identification problem. The input to the unknown system is comprised of the sum of two zero mean independent gaussian white sequences x(n) and nr(n) 2 2 with variances 0, and OI , respectively. The unknown system output is obscured by a third independent zero-mean gaussian sequence no(n) with variance 0:. The nonlinearity g(.) is due to inherent system nonlineatities such as the sigmoidal threshold function in neural networks or amplifier saturation in satellite communication networks, to name a few.
Recursions are derived for the mean and fluctuation behavior for linear adaptation (LMS) and for the mean for the nonlinear adaptation.
Since the filter structure of LMS is linear, LMS is not able to identify the nonlinear portion of the unknown system. Surprisingly, LMS identifies a scaled linear part of the unknown system The scaling depends upon the unknown nonlinearity and the number of training samples. The weights are then frozen at the end of the lirst adaptation phase. If the nonlinearity is modelled by a scaled error function , the second part of the sequential identification scheme identifies the first phase scale factor and the error
ANALYSIS -LINEAR ADAPTATION

LMS Algorithm
The weight recursion for the LMS weight vector is given by Il.21 
Mean Behavior of (I)
averaging both sides of (1) and using the standard LMS assumption that the weights at time n are statistically independent of the inputs at time n yields 
ANALYSIS -NONLINEAR ADAPTATION
Nonlinear Adaptation Algorithm
Consider the model in Fig. 2 
The factor k is also unknown since g(z) is unknown. However, the shape of g(z) is assumed known. Thus, a zero memory nonlinear system ID problem has been defined. It consists of adapting bI and b2 to the two unknown parameters afand k. b,(n) and b?(n) will be adapted using a gradient descent algorithm. The enor is given by e(n) = kg(r) t n?(n) -b2(n) bl(n)afHT1.(n) 1
The MSE is 2 E[e (n)] = ui+ui t bi(n)$g2{afbI(n)(r+HTnI(n))}] 
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