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ROUGH VOLTERRA EQUATIONS 1: THE ALGEBRAIC
INTEGRATION SETTING
AURÉLIEN DEYA AND SAMY TINDEL
Abstrat. We dene and solve Volterra equations driven by an irregular signal, by
means of a variant of the rough path theory alled algebrai integration. In the Young
ase, that is for a driving signal with Hölder exponent γ > 1/2, we obtain a global
solution, and are able to handle the ase of a singular Volterra oeient. In ase of
a driving signal with Hölder exponent 1/3 < γ ≤ 1/2, we get a loal existene and
uniqueness theorem. The results are easily applied to the frational Brownian motion
with Hurst oeient H > 1/3.
1. Introdution
This artile is the rst of a series of two papers dealing with Volterra equations driven
by rough paths. For an arbitrary positive onstant T , this kind of equation an be written,
in its general form, as:
yt = a+
∫ t
0
σ(t, u, yu) dxu, for s ∈ [0, T ], (1)
where x is a n-dimensional Hölder ontinuous path with Hölder exponent γ > 0, a ∈ Rd
stands for an initial ondition, and σ : R+×R+×Rd → Rd,n is a smooth enough funtion.
Motivated by the previous works on Volterra equations driven by a Brownian motion
or a semi-martingale [2, 3, 15, 21℄, often in an antiipative ontext [1, 4, 5, 19, 18, 20℄,
we have taken up the program of dening and solving equation (1) in a pathwise way,
allowing for instane a straightforward appliation to a frational Brownian motion with
Hurst parameter H > 1/3. This will be ahieved thanks to a variation of the rough path
theory due to Gubinelli [11℄, whose main features are realled below at Setion 2 (we refer
to [9, 13, 14℄ for further lassial referenes on rough paths theory). To the best of our
knowledge, this is the rst ourrene of a paper dealing with Volterra systems driven by
a frational Brownian motion with H < 1/2.
More speially, the urrent artile fouses on the 3 following ases:
(i) The Young ase: When x is a γ-Hölder ontinuous path with γ > 1/2 (in partiular
for a n-dimensional fBm with Hurst parameter H ∈ (1/2, 1)), and assuming that σ :
[0, T ]2 × Rd → Rd,n is regular enough (with respet to its three variables), we shall prove
that equation (1) an be interpreted and solved in the Young sense (Setion 3).
(ii) The Young singular ase: Under the same onditions as in the previous ase for x, we
are able to handle the ase of a oeient σ admitting a singularity with respet to its rst
two variables t, u. Namely, if σ an be expressed as σ(t, u, z) = (t − u)−αψ(z), for some
α > 0 and ψ : Rd → Rd,n regular enough, then under some onditions on α, γ, κ (roughly
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speaking, we ask that γ − α > 1/2 and 1/2 < κ < γ), it is still possible to interpret∫ t
0
σ(t, u, yu) dxu as a Young integral when y belongs to a spae of κ-Hölder funtions,
denoted below by Cκ1 ([0, T ],R
d). This extension of the Young integral requires however a
areful analysis, whih will be detailed at Setion 4. We an then solve equation (1) in
the spae Cκ1 ([0, T ],R
d).
(iii) The rough ase: When x is a γ-Hölder signal with γ ∈ (1/3, 1/2) (this applies
obviously to a n-dimensional fBm with Hurst parameter H ∈ (1/3, 1/2)), the integral
appearing in equation (1) has then to be interpreted in some rough path sense. As
mentioned before, we shall resort in this ase to the formalism introdued in [11℄, whih
allows us to prove the existene and uniqueness of a loal solution, dened on a small
interval [0, T0] for some T0 ∈ (0, T ] (Setion 5). We will then point out the tehnial
diulties one must ope with when trying to extend this loal solution.
Here is a brief sketh of the strategy we have followed in order to obtain our results:
the algebrai integration formalism relies heavily on the notion of inrements, whih are
simply given, in ase of a funtion y of one parameter t ∈ [0, T ], by (δy)st = yt − ys.
At a heuristi level, the main dierene between lassial dierential equations driven by
rough signals and our Volterra setting lies in the dependane of the inrement (δy)st of
the possible solution on the whole past of the trajetory. Indeed, if y is a solution to
equation (1), then one has
(δy)st =
∫ t
s
σ(t, u, yu) dxu +
∫ s
0
[σ(t, u, yu)− σ(s, u, yu)] dxu. (2)
As one might expet, the rst integral in (2) an be dealt with just as the lassial
diusion ase treated in [11℄. In other words, under suitable regularity onditions on σ,
the variable t appearing in the integrand does not play a prominent role. The seond
term in the right hand side of (2) is the one whih is typial of the Volterra setting, and
involves the whole past of x. It is still possible to retrieve some |t− s|-inrements from
this term thanks to the regularity of σ with respet to its rst variable, in order to solve
our equation by a xed point argument. However, as we shall see at Setion 5.3, the
term
∫ s
0
[σ(t, u, yu)− σ(s, u, yu)] dxu will eventually indue some severe problems in the
lassial arguments allowing to get a global solution for our dierential system in the rough
ase. This explains why we have deided to hange radially the setting presented here
in the ompanion paper [7℄. In this latter referene, by means of what we all generalized
onvolutional inrements, we show how to get a global solution to equation (1) in ase of
a rough driving noise x, for a wide lass of oeients σ. It was however important for us
to inlude also a diret treatment of Volterra systems by existing rough paths methods,
mainly beause (i) It allows to onsider a more general driving oeient σ. (ii) The
method presented here works perfetly well for the Young setting, and an be further
extended in order to over the ase of a singular oeient σ.
Here is how our paper is strutured: we reall at Setion 2 the notions of algebrai
integration whih will be needed later on. Setion 3 is devoted to the study of equation (1)
driven by a γ-Hölder ontinuous proess with γ > 1/2, when the oeient σ is regular.
Setion 4 deals with the same kind of equation, with a singular oeient σ. Setion 5
treats the ase of a rough driving signal x, and nally the proof of some tehnial lemmas
are postponed to the Appendix.
Let us nish this introdution by xing some notations whih are used throughout the
paper: we all Df the gradient of a funtion f , dened on Rn, and when we want to stress
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the fat that we are dierentiating f with respet to the jth variable, we denote this by
Djf . As far as the regularity of σ is onerned, the following spaes ome into play. If
E, F are Banah spaes and U an open set of E, denote Cn,b(U ;F ) the set of n-times
dierentiable mappings from U to F with bounded derivatives. For eah κ ∈ (0, 1), let us
also introdue the subset
Cn,b,κ(U ;F ) =
{
σ ∈ Cn,b(U ;F ) : sup
x,y∈U
‖D(n)σ(x)−D(n)σ(y)‖
‖x− y‖κ
<∞
}
.
2. Algebrai integration
The urrent setion is devoted to reall the main onepts of algebrai integration, whih
will be essential in order to dene suitable notions of generalized integrals in our setting.
Namely, we shall reall the denition of the spaes of inrements Cκn , of the operator δ,
and its inverse alled Λ (or sewing map aording to the terminology of [8℄). We will also
reall some elementary but useful algebrai relations on the spaes of inrements.
2.1. Inrements. As mentioned in the introdution, the extended integral we deal with
is based on the notion of inrement, together with an elementary operator δ ating on
them. The notion of inrement an be introdued in the following way: for two arbitrary
real numbers ℓ2 > ℓ1 ≥ 0, a vetor spae V , and an integer k ≥ 1, we denote by Ck(V )
the set of ontinuous funtions g : [ℓ1, ℓ2]
k → V suh that gt1···tk = 0 whenever ti = ti+1
for some i ≤ k − 1. Suh a funtion will be alled a (k − 1)-inrement, and we will set
C∗(V ) = ∪k≥1Ck(V ). The operator δ alluded to above an be seen as an operator ating
on k-inrements, and is dened as follows on Ck(V ):
δ : Ck(V )→ Ck+1(V ) (δg)t1···tk+1 =
k+1∑
i=1
(−1)igt1···tˆi···tk+1, (3)
where tˆi means that this partiular argument is omitted. Then a fundamental property
of δ, whih is easily veried, is that δδ = 0, where δδ is onsidered as an operator from
Ck(V ) to Ck+2(V ). We will denote ZCk(V ) = Ck(V ) ∩Kerδ and BCk(V ) = Ck(V ) ∩ Imδ.
Some simple examples of ations of δ, whih will be the ones we will really use through-
out the paper, are obtained by letting g ∈ C1 and h ∈ C2. Then, for any t, u, s ∈ [ℓ1, ℓ2],
we have
(δg)st = gt − gs, and (δh)sut = hst − hsu − hut. (4)
Furthermore, it is readily heked that the omplex (C∗, δ) is ayli, i.e. ZCk(V ) =
BCk(V ) for any k ≥ 1. In partiular, the following basi property, whih we label for
further use, holds true:
Lemma 2.1. Let k ≥ 1 and h ∈ ZCk+1(V ). Then there exists a (non unique) f ∈ Ck(V )
suh that h = δf .
Observe that Lemma 2.1 implies that all the elements h ∈ C2(V ) suh that δh = 0 an be
written as h = δf for some (non unique) f ∈ C1(V ). Thus we get a heuristi interpretation
of δ|C2(V ): it measures how muh a given 1-inrement is far from being an exat inrement
of a funtion (i.e. a nite dierene).
Notie that our future disussions will mainly rely on k-inrements with k ≤ 2, for
whih we will use some analytial assumptions. Namely, we measure the size of these
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inrements by Hölder norms dened in the following way: for f ∈ C2(V ) let
‖f‖µ ≡ sup
s,t∈[ℓ1,ℓ2]
|fst|
|t− s|µ
, and Cµ1 (V ) = {f ∈ C2(V ); ‖f‖µ <∞} .
In the same way, for h ∈ C3(V ), set
‖h‖γ,ρ = sup
s,u,t∈[ℓ1,ℓ2]
|hsut|
|u− s|γ|t− u|ρ
(5)
‖h‖µ ≡ inf
{∑
i
‖hi‖ρi,µ−ρi ; h =
∑
i
hi, 0 < ρi < µ
}
,
where the last inmum is taken over all sequenes {hi ∈ C3(V )} suh that h =
∑
i hi and
for all hoies of the numbers ρi ∈ (0, z). Then ‖·‖µ is easily seen to be a norm on C3(V ),
and we set
Cµ3 (V ) := {h ∈ C3(V ); ‖h‖µ <∞} .
Eventually, let C1+3 (V ) = ∪µ>1C
µ
3 (V ), and remark that the same kind of norms an be
onsidered on the spaes ZC3(V ), leading to the denition of some spaes ZC
µ
3 (V ) and
ZC1+3 (V ). In order to avoid ambiguities, we shall denote by N [f ; C
κ
j ] the κ-Hölder norm
on the spae Cj , for j = 1, 2, 3. For ζ ∈ Cj(V ), we also set N [ζ ; C0j (V )] = sups∈[ℓ1;ℓ2]j‖ζs‖V .
Reall that Lemma 2.1 states that for any h ∈ ZC3, there exists a f ∈ C2 suh that δf =
h. Importantly enough for the onstrution of our generalized integrals, this inrement
f is unique under some additional regularity onditions expressed in terms of the Hölder
spaes we have just introdued:
Theorem 2.2 (The sewing map). Let µ > 1. For any h ∈ ZCµ3 ([0, 1];V ), there exists a
unique Λh ∈ Cµ2 ([0, 1];V ) suh that δ(Λh) = h. Furthermore,
‖Λh‖µ ≤ cµN [h; C
µ
3 (V )], (6)
with cµ = 2+2
µ
∑∞
k=1 k
−µ
. This gives rise to a linear ontinuous map Λ : ZCµ3 ([0, 1];V )→
Cµ2 ([0, 1];V ) suh that δΛ = IdZCµ3 ([0,1];V ).
Proof. The original proof of this result an be found in [11℄. We refer to [7, 12℄ for two
simplied versions.

At this point the onnetion of the struture we introdued with the problem of in-
tegration of irregular funtions an be still quite obsure to the non-initiated reader.
However something interesting is already going on and the previous orollary has a very
nie onsequene whih is the subjet of the following property.
Corollary 2.3 (Integration of small inrements). For any 1-inrement g ∈ C2(V ), suh
that δg ∈ C1+3 , set δf = (Id−Λδ)g. Then
(δf)st = lim
|Πst|→0
n∑
i=0
gtiti+1 ,
where the limit is over any partition Πst = {t0 = s, . . . , tn = t} of [s, t] whose mesh tends
to zero. The 1-inrement δf is the indenite integral of the 1-inrement g.
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Proof. For any partition Πt = {s = t0 < t1 < ... < tn = t} of [s, t], write
(δf)st =
n∑
i=0
(δf)titi+1 =
n∑
i=0
gtiti+1 −
n∑
i=0
Λtiti+1(δg).
Observe now that for some µ > 1 suh that δg ∈ Cµ3 ,
‖
n∑
i=0
Λtiti+1(δg)‖V ≤
n∑
i=0
‖Λtiti+1(δg)‖V ≤ ‖Λ(δg)‖µ |Πst|
µ−1 |t− s| ,
and as a onsequene, lim|Πst|→0
∑n
i=0 Λtiti+1(δg) = 0. 
2.2. Computations in C∗. We gather in this setion some elementary but useful alge-
brai rules for inrements. We refer again to [7, 12℄ for the proof of these statements.
For sake of simpliity, let us assume for the moment that V = R (the multidimensional
version of the below onsiderations an be found in [16℄), and set Ck(R) = Ck. Then the
omplex (C∗, δ) is an (assoiative, non-ommutative) graded algebra one endowed with
the following produt: for g ∈ Cn and h ∈ Cm let gh ∈ Cn+m the element dened by
(gh)t1,...,tm+n−1gt1,...,tnhtn,...,tm+n−1 , t1, . . . , tm+n+1 ∈ [ℓ1, ℓ2]. (7)
In this ontext, we have the following useful properties.
Proposition 2.4. The following dierentiation rules hold true:
(1) Let g, h be two elements of C1. Then
δ(gh) = δg h + g δh. (8)
(2) Let g ∈ C1 and h ∈ C2. Then
δ(gh) = δg h+ g δh, δ(hg) = δh g − h δg.
The iterated integrals of smooth funtions on [ℓ1, ℓ2] are obviously partiular ases of
elements of C whih will be of interest for us, and let us reall some basi rules for these
objets: onsider f, g ∈ C∞1 , where C
∞
1 is the set of smooth funtions from [ℓ1, ℓ2] to R.
Then the integral
∫
dg f , whih will be denoted by J (dg f), an be onsidered as an
element of C∞2 . That is, for s, t ∈ [ℓ1, ℓ2], we set
Jst(dg f)
(∫
dgf
)
st
=
∫ t
s
dgufu.
The multiple integrals an also be dened in the following way: given a smooth element
h ∈ C∞2 and s, t ∈ [ℓ1, ℓ2], we set
Jst(dg h) ≡
(∫
dgh
)
st
=
∫ t
s
dguhus.
In partiular, the double integral Jst(df 3df 2 f 1) is dened, for f 1, f 2, f 3 ∈ C∞1 , as
Jst(df
3df 2 f 1) =
(∫
df 3df 2 f 1
)
st
=
∫ t
s
df 3u Jus
(
df 2 f 1
)
.
Now, suppose that the nth order iterated integral of dfn · · · df 2 f 1, still denoted by J (dfn
· · · df 2 f 1), has been dened for f 1, f 2 . . . , fn ∈ C∞1 . Then, if f
n+1 ∈ C∞0 , we set
Jst(df
n+1dfn · · · df 2f 1)
∫ t
s
dfn+1u Jus
(
dfn · · · df 2 f 1
)
, (9)
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whih denes the iterated integrals of smooth funtions reursively. Observe that a nth
order integral J (dfn · · · df 2df 1) (instead of J (dfn · · · df 2f 1)) ould be dened along the
same lines.
The following relations between multiple integrals and the operator δ will also be useful
in the remainder of the paper:
Proposition 2.5. Let f, g be two elements of C∞1 . Then, realling the onvention (7), it
holds that
δf = J (df), δ (J (dgf)) = 0, δ (J (dgdf)) = (δg)(δf) = J (dg)J (df),
and, in general,
δ
(
J (dfn · · · df 1)
)
=
n−1∑
i=1
J
(
dfn · · · df i+1
)
J
(
df i · · · df 1
)
.
3. The Young ase
In this setion, we assume that the driving proess x of equation (1) is a ontinuous
proess in Cγ1 ([0, T ];R
n), for some γ ∈ (1/2, 1). If z ∈ Cρ1 ([0, T ];R
d,n), the formalism
introdued in the previous setion enables to give a meaning to the integral
∫ t
s
zu dxu
when ρ + γ > 1, in the Young sense. This is the issue of the following proposition,
borrowed from [11, Proposition 3℄:
Proposition 3.1. If z ∈ Cρ1 ([0, T ];R
d,n) for some ρ > 0 suh that ρ + γ > 1, we an
dene, for any s, t ∈ [0, T ],
Jst(z dx) := zs(δx)st − Λst(δz δx). (10)
Then J (z dx) ∈ Cγ2 ([0, T ];R
d) and
N [J (z dx); Cγ2 ([0, T ];R
d)] ≤ cx
{
N [z; C01([0, T ];R
d,n)] + T ρN [z; Cρ1([0, T ];R
d,n)]
}
. (11)
Remark 3.2. Thanks to Corollary 2.3, Jst(z dx) an also be seen as a Young integral, that
is
Jst(z dx) = lim
|∆|→0
∑
∆
zti(δx)titi+1 . (12)
Nevertheless, as we shall see in a moment, the exat expression (10) of the integral is
easier to deal with for omputational purposes than the limit expression (12), owing to a
better knowledge of the remainder Λ(δz δx).
With this denition in mind, the Volterra equation (1) will now be interpreted in the
Young sense, and is written as:
yt = a + J0t(σ(t, ., y.) dx). (13)
The next lemma ensures that the latter integral is well-dened:
Lemma 3.3. If y ∈ Cγ1 ([0, T ];R
d) and σ ∈ C1,b([0, T ]2 × Rd;Rd,n), then, for any t ≥ 0,
σ(t, ., y.) ∈ C
γ
1 ([0, T ];R
d,n) and
N [σ(t, ., y.); C
γ
1 ] ≤ cσ(T
1−γ +N [y; Cγ1 ]). (14)
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Proof. This is obvious: reall that we denote by Dσ the gradient of σ. Then, if 0 ≤ u <
v ≤ T we get:
‖σ(t, v, yv)− σ(t, u, yu)‖ ≤ ‖Dσ‖∞ (|v − u|+N [y; C
γ
1 ]|v − u|
γ) .
Hene N [σ(t, ., y.); C
γ
1 ] ≤ ‖Dσ‖∞(T
1−γ +N [y; Cγ1 ]).

We are now in position to prove the announed existene and uniqueness result for the
Volterra equation in the Young ase:
Theorem 3.4. Assume that the driving proess x is an element of Cγ1 ([0, T ];R
n) with
γ > 1/2. Let κ ∈ (0, 1) suh that κ(1 + γ) > 1, a ∈ Rd, σ ∈ C2,b,κ([0, T ]2 × Rd;Rd,n).
Then Equation (13) admits a unique solution in Cγ1 ([0, T ];R
d).
This theorem an be obviously applied to the frational Brownian motion, in the fol-
lowing sense:
Corollary 3.5. Let B be a n-dimensional frational Brownian motion with Hurst param-
eter H > 1/2, dened on a omplete probability spae (Ω,F , P ). Then almost surely, B
fullls the hypotheses of Theorem 3.4.
We divide the proof of Theorem 3.4 into two propositions: rst, we will look for a
loal solution dened on some interval [0, T0] with 0 < T0 ≤ T , and then we will settle a
pathing argument to extend it onto the whole interval [0, T ].
Notations. Before going into the details of the proof, let us mention a few onventions
that will be used in the sequel. We assume that we always work with a xed (nite)
horizon T to be distinguished from the intermediate times T1, T0, .... In partiular, this
means that the onstants that will appear in the below alulations may depend on T
without expliit note.
For the sake of oniseness, let us denote Yu = (u, yu) ∈ [0, T ]×Rd and σt(Yu) = σ(t,Yu).
The loal existene and uniqueness result for our Volterra equation is ontained in the
following:
Proposition 3.6. Under the hypothesis of Theorem 3.4, there exists T0 ∈ (0, T ] suh that
Equation (13) admits a unique solution in Cγ1 ([0, T0];R
d).
Proof. We are going to resort to a xed point argument. To this end, let us assoiate to
eah y ∈ Cγ1 ([0, T0]) the element z = Γ(y) dened by
zt = Γ(y)t = y0 + J0t(σ
t(Y.) dx).
The solution we are looking for will then be onstruted as a xed point of Γ.
Step 1: Invariane of a ball. Fix a time T1 ∈ (0, T ] (T1 will be hosen retrospetively).
Let y ∈ Cγ1 ([0, T1]) suh that y0 = a and set z = Γ(y), where, of ourse, the appliation Γ
has been adapted to [0, T1].
At this point, let us remind the reader of some speiity of the Volterra setting that
we evoked in the introdution. As in (2), the inrement (δz)ts an be deomposed as a
sum of two terms that will reeive a distint treatment: I1st = Jst(σ
t(Y) dx) and I2st =
Jos([σt − σs](Y) dx). In order to estimate those two integrals, we shall of ourse resort to
inequality (11). However, as far as I2st is onerned, it is lear that the latter inequality
will not be suient so as to retrieve |t− s|-inrements (remember that we are looking
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for an estimation of N [z; Cγ1 ], hene a relation of the form ‖I
2
st‖ ≤ |t− s|
γ f(y)). This is
where the following lemma, whih also antiipates the ontration argument, will ome
into play.
Lemma 3.7. Let I = [a, b] ⊂ [0, T ] and y, y˜ ∈ Cγ1 (I;R
d) suh that ya = y˜a. Then, under
the hypothesis of Theorem 3.4, for any s, t ∈ I,
N [[σt − σs](Y); Cγ1 (I)] ≤ cσ |t− s| {1 +N [y; C
γ
1 (I)]} , (15)
N [σt(Y)− σt(Y˜); Cγ1 (I)] ≤ cσ {1 +N [y; C
γ
1 (I)] +N [y˜; C
γ
1 (I)]} N [y − y˜; C
γ
1 (I)], (16)
N [[σt − σs](Y)− [σt − σs](Y˜); Cκγ1 (I)]
≤ cσ |t− s| {1 +N [y; C
γ
1 (I)]
κ +N [y˜; Cγ1 (I)]
κ} N [y − y˜; Cγ1 (I)]. (17)
Proof. See Appendix. 
Now, let us go into the details. To deal with I1, use (11) to get
‖I1st‖ ≤ cx |t− s|
γ {N [σt(Y); C01 ] + T γ1N [σt(Y); Cγ1 ]}
≤ cx,σ |t− s|
γ {1 + T γ1N [σt(Y); Cγ1 ]} ,
and thus, thanks to Lemma 3.3, N [I1; Cγ2 ] ≤ cx,σ {1 + T
γ
1N [y; C
γ
1 ]}.
Split I2 into I2 = I2,1 + I2,2, with
I2,1st = [σ
t − σs](Y0) (δx)0s and I
2,2
st = Λ0s(δ([σ
t − σs](Y)) δx).
First, notie that ‖I2,1st ‖ ≤ ‖Dσ‖∞ |t− s| N [x; C
γ
1 ]T
γ
1 , whih gives N [I
2,1; Cγ2 ] ≤ cx,σT1. As
for I2,2, use the ontration property (6) and the estimate (15) to dedue
‖I2,2st ‖ ≤ cxN [[σ
t − σs](Y); Cγ1 ]T
γ
1
≤ cx,σ |t− s| {1 +N [y; C
γ
1 ]}T
2γ
1 ,
so that N [I2,2; Cγ2 ] ≤ cx,σ T
1+γ
1 (1 +N [y; C
γ
1 ]).
Therefore, putting together our bounds on I1 and I2, we have obtained N [z; Cγ1 ] ≤
cx,σ {1 + T
γ
1N [y; C
γ
1 ]}. We an thus pik T1 ∈ (0, T ] suh that for eah 0 < T0 ≤ T1, there
exists a radius AT0 for whih the ball
B
AT0
T0,a
= {y ∈ Cγ1 ([0, T0]) : y0 = a, N [y; C
γ
1 ([0, T0])] ≤ AT0}
is invariant by Γ. Notie that the radius AT0 is an inreasing funtion of T0, a fat whih
will be used in the seond step.
Step 2: Contration property. Fix a time T0 ∈ (0, T1] and let y, y˜ ∈ B
AT0
T0,a
. Set z =
Γ(y), z˜ = Γ(y˜) and deompose again δ(z − z˜) into δ(z − z˜) = J1,1 + J1,2 + J2, with
J1,1st = (σ
t(Ys)− σ
t(Y˜s)) (δx)st , J
1,2
st = Λst
(
δ(σt(Y)− σt(Y˜)) δx
)
,
J2st = Λ0s
(
δ([σt − σs](Y)− [σt − σs](Y˜)) δx
)
.
Let us now estimate the γ-Hölder norm of eah of these three terms.
Case of J1,1: We have N [J1,1; Cγ2 ] ≤ ‖Dσ‖∞N [y − y˜; C
0
1 ]N [x; C
γ
1 ]. However, sine y0 =
y˜0 = a, we have ys − y˜s = ys − y˜s − (y0 − y˜0), N [y − y˜; C01 ] ≤ N [y − y˜; C
γ
1 ]T
γ
0 , so that
N [J1,1; Cγ2 ] ≤ cx,σN [y − y˜; C
γ
1 ]T
γ
0 .
ROUGH VOLTERRA EQUATIONS 9
Case of J1,2: Inequalities (6) and (16) yield:
‖J1,2st ‖ ≤ cN [σ
t(Y)− σt(Y˜); Cγ1 ]N [x; C
γ
1 ] |t− s|
2γ
≤ cx,σ |t− s|
γ (1 +N [y; Cγ1 ] +N [y˜; C
γ
1 ])N [y − y˜; C
γ
1 ]T
γ
0 ,
whih gives N [J1,2; Cγ2 ] ≤ cx,σ (1 +N [y; C
γ
1 ] +N [y˜; C
γ
1 ])N [y − y˜; C
γ
1 ]T
γ
0 .
Case of J2: By (6) and (17),
‖J2st‖ ≤ cN [[σ
t − σs](Y)− [σt − σs](Y˜); Cκγ1 ]N [x; C
γ
1 ]T
γ(1+κ)
0
≤ cσ,x |t− s|
γ T 1+γκ0 N [y − y˜; C
γ
1 ] {1 +N [y; C
γ
1 ]
κ +N [y˜; Cγ1 ]
κ} ,
or in other words N [J2; Cγ2 ] ≤ cσ,xT
1+γκ
0 N [y − y˜; C
γ
1 ] {1 +N [y; C
γ
1 ]
κ +N [y˜; Cγ1 ]
κ}.
Therefore, N [z− z˜; Cγ1 ] ≤ cσ,xT
γ
0 N [y− y˜; C
γ
1 ] {1 + AT0}. Sine the radius AT0 dereases
as T0 tends to 0, we an hoose a suiently small time T0 ∈ (0, T1] suh that the
appliation Γ, restrited to the (stable) ball B
AT0
T0,a
, is a strit ontration. Hene the
existene and uniqueness of a xed point in this set.

The next proposition summarizes our onsiderations in order to get the global existene
and uniqueness for solution to equation (13):
Proposition 3.8. Under the hypothesis of Theorem 3.4, the loal solution y(1) dened by
the previous proposition an be extended to a global and unique solution in Cγ1 ([0, T ];R
d).
Proof. In fat, we are going to show the existene of a small ε > 0, whih shall not
depend on y(1), suh that y(1) an be extended to a solution on [0, T0+ε]. The onlusion
then follows by a simple iteration argument.
To this end, let us introdue the appliation Γ dened for any z ∈ Cγ1 ([0, T0 + ε]) suh
that z|[0,T0] = y
(1)
as
zˆt = Γ(z)t =
{
y
(1)
t if t ∈ [0, T0]
a + J0t(σt(Z) dx) if t ∈ [T0, T0 + ε]
.
Just as in the previous proof, we are looking for a xed point of Γ.
Step 1: Invariane of a ball. In order to estimate N [zˆ; Cγ1 ([0, T0 + ε])], let us onsider the
three ases (s, t ∈ [0, T0]), (s, t ∈ [T0, T0 + ε]) and (s ≤ T0 ≤ t ≤ T0 + ε).
In the rst ase, we simply have N [zˆ; Cγ1 ([0, T0])] ≤ N [y
(1); Cγ1 ([0, T0])]. Consider the
seond ase s, t ∈ [T0, T0+ ε], and deompose (δzˆ)st as above, that is (δzˆ)st = I
1,1
st + I
1,2
st +
I2,1st + I
2,2
st , with
I1,1st = σ
t(Zs) (δx)st , I
1,2
st = Λst(δ(σ
t(Z)) δx),
I2,1st = [σ
t − σs](Z0) (δx)0s , I
2,2
st = Λ0s(δ([σ
t − σs](Z)) δx).
Let us now bound eah of these terms: rst, owing to (6) and (14), I1,2st an be estimated
as follows:
‖I1,2st ‖ ≤ cN [σ
t(Z); Cγ1 ([0, T0 + ε])]N [x; C
γ
1 ] |t− s|
2γ
≤ cσ,x {1 +N [z; C
γ
1 ([0, T0 + ε])]} |t− s|
2γ .
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It is thus readily heked that N [I1,2; Cγ2 ([T0, T0+ ε])] ≤ cσ,x ε
γ {1 +N [z; Cγ1 ([0, T0 + ε])]}.
Thanks to (6) and (15), we also have the following bound for I2,2st :
‖I2,2st ‖ ≤ cN [[σ
t − σs](Z); Cγ1 ([0, T0 + ε])]N [x; C
γ
1 ]T
2γ
≤ cσ,x |t− s| {1 +N [z; C
γ
1 ([0, T0 + ε])]} ,
whih gives N [I2,2; Cγ2 ([T0, T0 + ε])] ≤ cσ,x ε
1−γ {1 +N [z; Cγ1 ([0, T0 + ε])]}. Sine trivially
N [I i,1; Cγ2 ([T0, T0 + ε])] ≤ cσ,x for i = 1, 2, we get
N [zˆ; Cγ1 ([T0, T0 + ε])] ≤ cσ,x
{
1 + ε1−γN [z; Cγ1 ([0, T0 + ε])]
}
.
Finally, let us treat the third ase 0 ≤ s ≤ T0 ≤ t ≤ T0 + ε: write
‖(δzˆ)st‖ = ‖(δzˆ)sT0 + (δzˆ)T0t‖
≤ N [y(1); Cγ1 ([0, T0])] |T0 − s|
γ +N [zˆ; Cγ1 ([T0, T0 + ε])] |t− T0|
γ
≤
{
N [y(1); Cγ1 ([0, T0])] +N [zˆ; C
γ
1 ([T0, T0 + ε])]
}
|t− s|γ .
Putting together the three ases we have just studied, the following bound is obtained
for zˆ on the whole interval [0, T0 + ε])]:
N [zˆ; Cγ1 ([0, T0 + ε])] ≤ c
1
σ,x
{
1 +N [y(1); Cγ1 ([0, T0])] + ε
1−γN [z; Cγ1 ([0, T0 + ε])]
}
.
Therefore, set
ε = (2c1σ,x)
−1/(1−γ)
(ε does not depend on y(1)) and N1 = 2c
1
σ,x
{
1 +N [y(1); Cγ1 ([0, T0])]
}
,
so that if N [z; Cγ1 ([0, T0 + ε])] ≤ N1, then N [zˆ; C
γ
1 ([0, T0 + ε])] ≤
N1
2
+ N1
2
= N1. In other
words, we have found that the ball
BN1
y(1),T0,ε
=
{
z ∈ Cγ1 ([0, T0 + ε]) : z|[0,T0] = y
(1), N [z; Cγ1 ([0, T0 + ε])] ≤ N1
}
is invariant by Γ.
Step 2: Contration property. This seond step onsists in nding a small η ∈ (0, ε] suh
that the previous appliation Γ (adapted to [0, T0 + η]) satises a ontration property
when restrited to some (invariant) ball.
Let z(1), z(2) ∈ BN1
y(1),T0,η
and set zˆ(1) = Γ(z(1)), zˆ(2) = Γ(z(2)). Of ourse, sine zˆ(1) and
zˆ(2) share the same initial ondition on [0, T0], we have N [zˆ(1) − zˆ(2); C
γ
1 ([0, T0 + η])] =
N [zˆ(1) − zˆ(2); Cγ1 ([T0, T0 + η])]. Let then T0 ≤ s < t ≤ T0 + η and as in the proof of
Proposition 3.6, use the deomposition δ(zˆ(1) − zˆ(2))st = J
1,1
st + J
1,2
st + J
2
st, where
J1,1st = (σ
t(Z(1)s )− σ
t(Z(2)s )) (δx)st , J
1,2
st = Λst(δ(σ
t(Z(1))− σt(Z(2))) δx),
J2st = Λ0s(δ([σ
t − σs](Z(1))− [σt − σs](Z(2))) δx).
We will bound again eah of these terms separately: for J1,1, we have
‖J1,1st ‖ ≤ ‖Dσ‖∞‖z
(1)
s − z
(2)
s ‖N [x; C
γ
1 ] |t− s|
γ .
But
‖z(1)s − z
(2)
s ‖ = ‖[z
(1)
s − z
(2)
s ]− [z
(1)
T0
− z(2)T0 ]‖ ≤ N [z
(1) − z(2); Cγ1 ([0, T0 + η])] η
γ,
and so
N [J1,1; Cγ2 ([T0, T0 + η])] ≤ cx,σ η
γN [z(1) − z(2); Cγ1 ([0, T0 + η])]. (18)
The term J1,2st an be estimated as follows: by (6) and (16),
‖J1,2st ‖ ≤ cN [σ
t(Z(1))− σt(Z(2)); Cγ1 ([0, T0 + η])]N [x; C
γ
1 ] |t− s|
2γ
≤ cσ,x |t− s|
γ ηγ {1 + 2N1}N [z
(1) − z(2); Cγ1 ([0, T0 + η])].
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Finally, aording to (6) and (17), we have:
‖J2st‖ ≤ cN [[σ
t − σs](Z(1))− [σt − σs](Z(2)); Cκγ1 ([0, T0 + η])]N [x; C
γ
1 ]T
γ(1+κ)
≤ cσ,x |t− s|
γ η1−γ {1 + 2Nκ1 }N [z
(1) − z(2); Cγ1 ([0, T0 + η])].
As a result, putting together the bounds on J1,1st , J
1,2
st and J
2
st, we end up with:
N [zˆ(1) − zˆ(2); Cγ1 ([0, T0 + η])] ≤ c
1
σ,xη
1−γ {1 +Nκ1 +N1}N [z
(1) − z(2); Cγ1 ([0, T0 + η])].
We an now pik η ∈ (0, ε] suh that c1σ,xη
1−γ {1 +Nκ1 +N1} ≤
1
2
, and the appliation
Γ beomes a strit ontration on BN1
y(1),T0,,η
. It is easy to hek (see Lemma 3.9 below)
that BN1
y(1),T0,η
is invariant by Γ too, hene the existene and uniqueness of a xed point in
this set, denoted by y(1),η.
Notie now that the arguments leading to uniqueness remain true on the (stable) ball{
z ∈ Cγ1 ([0, T0 + 2η]) : z|[0,T0+η] = y
(1),η, N [z; Cγ1 ([0, T0 + 2η])] ≤ N1
}
.
For instane, to establish the equivalent of relation (18) on this extended interval, notie
that if s ∈ [T0 + η, T0 + 2η],
‖z(1)s − z
(2)
s ‖ = ‖[z
(1)
s − z
(2)
s ]− [z
(1)
T0+η
− z(2)T0+η]‖ ≤ N [z
(1) − z(2); Cγ1 ([0, T0 + 2η])] η
γ.
This enables to extend y(1),η into a solution y(1),2η on [0, T0 + 2η], and then y
(1),3η
on
[0, T0 + 3η], ... until [0, T0 + η] is overed, as we wished.

Lemma 3.9. With the notations of the previous proof, the sets{
z ∈ Cγ1 ([0, T0 + lη]) : z|[0,T0+(l−1)η] = y
(1),(l−1)η, N [z; Cγ1 ([0, T0 + lη])] ≤ N1
}
are invariant by Γ.
Proof. If z belongs to suh a ball, set
z˜t =
{
zt if t ∈ [0, T0 + lη]
zT0+lη if t ∈ [T0 + lη, T0 + ε]
.
Clearly, z˜ ∈ BN1
y(1),T0,ε
, so that, thanks to the rst step of the previous proof, Γ(z˜) ∈
BN1
y(1),T0,ε
. Now, sine y(1),(l−1)η is a solution on [0, T0+(l−1)η], we have Γ(z˜)|[0,T0+(l−1)η] =
y(1),(l−1)η, whih means that Γ(z˜) is an extension of Γ(z) and as a result
N [Γ(z); Cγ1 ([0, T0 + lη])] ≤ N [Γ(z˜); C
γ
1 ([0, T0 + ε])] ≤ N1.

4. The Young singular ase
This setion is devoted to the study of a partiular ase of Equation (1), when the
oeient σ admits a singularity in (t, u) on the diagonal. Namely, we shall onsider an
equation of the form
yt = a +
∫ t
0
(t− u)−αψ(yu) dxu, (19)
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with ψ : Rd → Rd,n a suiently regular mapping and x ∈ Cγ1 ([0, T ];R
n), for some γ and
α to be preised. Thus, the appliation σ appearing in (1) tends here to explode when
approahing the diagonal
D × Rd =
{
(t, t, y), t ∈ [0, T ], y ∈ Rd
}
.
This singularity prevents us from diretly applying the algebrai formalism introdued at
setion 2 in order to dene the integral
∫ t
0
(t−u)−αψ(yu) dxu above. However, as in Setion
3, we shall see that this latter integral an still be dened thanks to a slight extension
of Young's interpretation, insofar as the integral will simply be seen as the limit of the
assoiated Riemann sums. In other words, we will be able to set∫ t
s
(t− u)−αψ(yu) dxu = lim
k→∞
∑
∆k([s,t))
(t− ti)
−αψ(yti) (δx)titi+1 , (20)
where ∆k([s, t)) = {s = t0 < t1 < . . . < tk < t} is any sequene of partitions whose meshes
tend to 0, and where tk → t. In this ontext, Theorem 4.6 is quite lose to Theorem 3.4.
Remark 4.1. The tedious alulations to ome will give us an idea of how the Λ-formalism
used in the previous setions makes the writing more uent (when it an be applied), by
avoiding the often umbersome study of Riemann sums.
4.1. Young singular integrals. This setion deals with a rigorous denition of integrals
like (20). A rst tehnial lemma in this diretion is then the following:
Lemma 4.2. Let a < b, f ∈ C1,b([a, b];R), g ∈ Cλ11 ([a, b];R
d,n), h ∈ Cλ21 ([a, b];R
n) with
λ1 + λ2 > 1. Then ∫ b
a
d(fg)u hu =
∫ b
a
dfu guhu +
∫ b
a
dgu fuhu,
the three integrals being understood in the Young sense.
Proof. Consider a partition ∆ = {a = t0 < · · · < tn = b}, with mesh |∆|, and use the
deomposition∑
i
δ(fg)titi+1hti =
∑
i
(δf)titi+1gtihti +
∑
i
(δg)titi+1ftihti +
∑
i
(δf)titi+1(δg)titi+1hti .
Notie then that
‖
∑
i
(δf)titi+1(δg)titi+1hti‖ ≤ N [f ; C
1,b]N [g; Cλ11 ] |∆|
λ1 N [h; C01 ] |b− a| ,
whih tends to 0 as |∆| → 0. The proof is thus easily nished.

Lemma 4.3. If γ > α and ψ ∈ C1,b(Rd;Rd,n), then for any κ suh that (γ − α) + κ > 1
and any y ∈ Cκ1 ([0, T ];R
d), the integral Ist :=
∫ t
s
(t − u)−αψ(yu) dxu exists in the Young
sense. More speially, for any 0 ≤ s < t ≤ T and 0 < ε < t − s, set Iεst :=
∫ t−ε
s
(t −
u)−αψ(yu) dxu, dened in the Young sense of Proposition 3.1. Then I
ε
st onverges to a
quantity, whih is denoted again by
∫ t
s
(t− u)−αψ(yu) dxu.
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Proof. Let ε > 0. If u, v ∈ [s, t− ε],
‖
ψ(yv)
(t− v)α
−
ψ(yu)
(t− u)α
‖ ≤ ‖ψ‖∞
∣∣∣∣ 1(t− v)α − 1(t− u)α
∣∣∣∣+
∣∣∣∣ 1(t− u)α
∣∣∣∣ ‖ψ(yv)− ψ(yu)‖
≤ ‖ψ‖∞
α
εα+1
|v − u|+
1
εα
‖ψ′‖∞N [y; C
κ
1 ([0, T ])] |v − u|
κ ,
hene u 7→ ψ(yu)
(t−u)α
∈ Cκ([s, t− ε]) and sine κ+ γ > 1, the integral Iεst is well-dened in the
Young sense of Proposition 3.1. We will now study the onvergene of Iεst when ε→ 0.
It is easily heked from relation (10) that one is allowed to perform a integration by
parts in Iεst, in order to dedue
Iεst =
∫ t−ε
s
(t− u)−αψ(yu) dxu =
∫ t−ε
s
(t− u)−αψ(yu) d(xu − xt)
=
ψ(yt−ε)
εα
(xt−ε − xt) +
ψ(ys)
(t− s)α
(xt − xs) +
∫ t−ε
s
d
(
ψ(yu)
(t− u)α
)
(xt − xu)
:= Iε,1st + I
ε,2
st + I
ε,3
st .
Let us analyze now the three terms we have obtained: sine∥∥∥∥ψ(yt−ε)εα (xt−ε − xt)
∥∥∥∥ ≤ ‖ψ‖∞N [x; Cγ1 ]εγ−α,
it is readily heked that Iε,1st → 0 as ε→ 0. In order to treat the term I
ε,3
st observe that,
aording to Lemma 4.2, we have
Iε,3st =
∫ t−ε
s
d
(
ψ(yu)
(t− u)α
)
(xt − xu)
=
∫ t−ε
s
d(ψ(yu))
(xt − xu)
(t− u)α
+ α
∫ t−ε
s
du
(t− u)α+1
ψ(yu)(xt − xu) := I
ε,3,1
st + I
ε,3,2
st . (21)
Notie then that ∥∥∥∥ ψ(yu)(t− u)α+1 (xt − xu)
∥∥∥∥ ≤ ‖ψ‖∞N [x; Cγ1 ] 1
|t− u|1−(γ−α)
,
and thus u 7→ ψ(yu)
(t−u)α+1
(xt − xu) is (Lebesgue-)integrable in t. This trivially yields the
onvergene of Iε,3,2st as ε → 0. As for the rst term I
ε,3,1
st in (21), we know that u 7→
ψ(yu) ∈ Cκ1 . In order to study the onvergene of I
ε,3,2
st , it only remains to prove that
the appliation ϕ : [s, t) → Rn, u 7→ (xt−xu)
(t−u)α
, ontinuously extended by 0 in t, belongs to
Cρ1 ([s, t]), for some ρ > 0 satisfying ρ+ κ > 1.
However, if 0 < u < v < t,
‖ϕv − ϕu‖
≤ ‖xt − xv‖
∣∣(t− v)−α − (t− u)−α∣∣+ ∣∣(t− u)−α∣∣ ‖xt − xv − (xt − xu)‖
≤ N [x; Cγ1 ] |t− v|
γ
(
1
|t− v|α
)1−(γ−α) (
α
|v − u|
|t− v|α+1
)γ−α
+
1
|v − u|α
N [x; Cγ1 ] |v − u|
γ
≤ cN [x; Cγ1 ] |v − u|
γ−α +N [x; Cγ1 ] |v − u|
γ−α ,
14 AURÉLIEN DEYA AND SAMY TINDEL
while if u < v = t, as ϕt = 0,
‖ϕv − ϕu‖ =
‖xv − xu‖
|(v − u)α|
≤ N [x; Cγ1 ] |v − u|
γ−α .
Thus, ϕ ∈ Cγ−α1 ([0, t]), whih ahieves the proof sine, by hypothesis, (γ−α)+κ > 1. 
It is also important to ontrol the Hölder ontinuity of the singular Young integral
dened above. Before we turn to this task, let us quote an elementary estimate for
further use:
Lemma 4.4. Let 0 < s < t ≤ T . For any β ∈ [0, 1], there exists a onstant cβ suh that
for any u ∈ (0, s), ∣∣(t− u)−α − (s− u)−α∣∣ ≤ cβ |s− u|−α−β |t− s|β . (22)
Then our regularity result is the following:
Proposition 4.5. Under the same assumptions as in Lemma 4.3, set zt = I0t for all
t ∈ [0, T ]. Then, for any T0 ≤ T , the path z is an element of Cκ1 ([0, T0]), and the following
estimate holds true:
N [z; Cκ1 ([0, T0])] ≤ cψ,xT
γ−α−κ
0 {1 +N [y; C
κ
1 ([0, T0])]} .
Proof. We rely on the deomposition (δz)st = Ist + IIst, with
Ist =
∫ t
s
(t− u)−αψ(yu)dxu and IIst =
∫ s
0
[
(t− u)−α − (s− u)−α
]
ψ(yu) dxu. (23)
Notie that the term I is exatly the one introdued at Lemma 4.3. Let us now bound
eah of these terms.
Case of I: It is easily seen that I an also be obtained thanks to the following approxi-
mation sequene: for n ≥ 1, set
Jn =
2n−1∑
i=0
(t− sin)
−αψ(ysin)(δx)sin,si+1n , where s
i
n = s +
i(t− s)
2n
.
Then Ist is obtained as limn→∞ Jn. Moreover, it is readily heked that
Jn+1 − Jn =
2n−1∑
i=0
[
(t− s2i+1n+1 )
−αψ(ys2i+1n+1 )− (t− s
2i
n+1)
−αψ(ys2in+1)
]
(δx)s2i+1n+1 ,s
2+2
n+1
=
2n−1∑
i=0
[
(t− s2i+1n+1 )
−α − (t− s2in+1)
−α
]
ψ(ys2i+1n+1 )(δx)s
2i+1
n+1 ,s
2i+2
n+1
+
2n−1∑
i=0
(t− s2in+1)
−α
[
ψ(ys2i+1n+1 )− ψ(ys2in+1)
]
(δx)s2i+1n+1 ,s
2i+2
n+1
:= A+B. (24)
But
‖A‖ ≤ ‖ψ‖∞N [x; C
γ
1 ]
|t− s|γ
(2n+1)γ
2n−1∑
i=0
∣∣(t− s2i+1n+1 )−α − (t− s2in+1)−α∣∣ ,
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and a telesopi sum kind of argument shows that
2n−1∑
i=0
∣∣(t− s2i+1n+1 )−α − (t− s2in+1)−α∣∣ (25)
= (t− s)−α
2n−1∑
i=0
{(
1−
2i+ 1
2n+1
)−α
−
(
1−
2i
2n+1
)−α}
≤ (t− s)−α
(
1−
2n+1 − 1
2n+1
)−α
≤ (t− s)−α(2n+1)α.
Hene
‖A‖ ≤ cψ,x |t− s|
γ−α
(
1
2γ−α
)n+1
≤ cψ,x |t− s|
κ T γ−α−κ0
(
1
2γ−α
)n+1
. (26)
As for B, the following bound holds true:
‖B‖ ≤
(
2n−1∑
i=0
(t− s2in+1)
−α
)
‖ψ′‖∞N [y; C
κ
1 ]
|t− s|κ
(2n+1)κ
N [x; Cγ1 ]
|t− s|γ
(2n+1)γ
,
with
2n−1∑
i=0
(t− s2in+1)
−α = (t− s)−α
2n−1∑
i=0
(
1−
2i
2n+1
)−α
≤
2n+1
(t− s)α
∫ 1
0
du
(1− u)α
≤
2n+1
1− α
(t− s)−α,
and aordingly
‖B‖ ≤ cψ,xN [y; C
κ
1 ] |t− s|
κ+γ−α
(
1
2κ+γ−1
)n+1
(27)
≤ cψ,x |t− s|
κN [y; Cκ1 ]T
γ−α
0
(
1
2κ+γ−1
)n+1
.
Going bak to (24) and putting together our estimates for A and B, we get
‖Jn+1 − Jn‖ ≤ T
γ−α−κ
0 |t− s|
κ {1 +N [y; Cκ1 ]} vn,
where vn is the general term of a onverging series. Now, write JN = J0+
∑N−1
n=0 (Jn+1−Jn),
so that, by letting n tend to innity, we obtain∥∥∥∥
∫ t
s
(t− u)−αψ(yu)dxu
∥∥∥∥ ≤ ‖J0‖+ T γ−α−κ0 |t− s|κ {1 +N [y; Cκ1 ]} .
It only remains to notie that
‖J0‖ = ‖(t− s)
−αψ(ys)(δx)st‖ ≤ ‖ψ‖∞N [x; C
γ
1 ] |t− s|
γ−α ≤ cψ,x |t− s|
κ T γ−α−κ0 (28)
to onlude
‖Ist‖ ≤ T
γ−α−κ
0 |t− s|
κ {1 +N [y; Cκ1 ]} .
Case of II: We use the same strategy as for I, with this time sin =
is
2n
and
Jn =
2n−1∑
i=0
fs,t(s
i
n)ψ(ysin)(δx)sin,si+1n , where fs,t(u) =
[
(t− u)−α − (s− u)−α
]
.
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Then
Jn+1 − Jn =
2n−1∑
i=0
{
fs,t(s
2i+1
n+1 )ψ(ys2i+1n+1
)− fs,t(s
2i
n+1)ψ(ys2in+1)
}
(δx)s2i+1n+1 ,s
2i+2
n+1
=
2n−1∑
i=0
{
fs,t(s
2i+1
n+1 )− fs,t(s
2i
n+1)
}
ψ(ys2i+1n+1
)(δx)s2i+1n+1 ,s
2i+2
n+1
+
2n−1∑
i=0
fs,t(s
2i
n+1)
{
ψ(ys2i+1n+1
)− ψ(ys2in+1)
}
(δx)s2i+1n+1 ,s
2i+2
n+1
:= D + E. (29)
To deal with D, notie that u 7→ fs,t(u) is a dereasing funtion on [0, s], and hene
2n−1∑
i=0
∣∣fs,t(s2i+1n+1 )− fs,t(s2in+1)∣∣ ≤ 2
n+1−1∑
i=0
∣∣fs,t(si+1n+1)− fs,t(sin+1)∣∣ ≤
∣∣∣∣fs,t
(
2n+1 − 1
2n+1
s
)∣∣∣∣ . (30)
Furthermore, aording to our elementary bound (22) applied with β = κ, we have
|fs,t
(
2n+1−1
2n+1
s
)
| ≤ c
sα+κ
|t− s|κ (2α+κ)n+1, so that
‖D‖ ≤ c‖ψ‖∞N [x; C
γ
1 ]s
γ−α−κ |t− s|κ
(
1
2γ−α−κ
)n+1
≤ cψ,x T
γ−α−κ
0 |t− s|
κ
(
1
2γ−α−κ
)n+1
. (31)
As far as E is onerned, use (22) with β = γ − α to dedue
‖E‖ ≤ c ‖ψ′‖∞N [y; C
κ
1 ]N [x; C
γ
1 ]s
κ |t− s|γ−α
(
1
2κ+γ
)n+1 2n−1∑
i=0
(
1−
2i
2n+1
)−γ
≤ cψ,xN [y; C
κ
1 ]s
κ |t− s|γ−α
(
1
2κ+γ−1
)n+1 ∫ 1
0
dx
(1− x)γ
≤ cψ,xN [y; C
κ
1 ] |t− s|
κ |t− s|γ−α−κ T κ0
(
1
2κ+γ−1
)n+1
, (32)
hene
‖E‖ ≤ cψ,xN [y; C
κ
1 ]T
γ−α
0 |t− s|
κ
(
1
2κ+γ−1
)n+1
.
Just as for I, gathering our bounds on D and E, we an then assert that
‖
∫ s
0
[
(t− u)−α − (s− u)−α
]
ψ(yu) dxu‖ ≤ ‖J0‖+ cψ,xT
γ−α−κ
0 |t− s|
κ {1 +N [y; Cκ1 ]} .
Sine |t−α − s−α| ≤ c s−α−κ |t− s|κ, the term J0 above an be estimated as:
‖J0‖ = ‖
{
t−α − s−α
}
(δx)0s‖ ≤ N [x; C
γ
1 ]s
γ−α−κ |t− s|κ , (33)
so that
‖IIst‖ = ‖
∫ s
0
[
(t− u)−α − (s− u)−α
]
ψ(yu) dxu‖ ≤ cψ,xT
γ−α−κ
0 |t− s|
κ {1 +N [y; Cκ1 ]} .
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Finally, going bak to deomposition (23), our bounds on I and II yield
N [z; Cκ1 ] ≤ cψ,xT
γ−α−κ
0 (1 +N [y; C
κ
1 ]),
whih was the announed result.

4.2. Solving Volterra equations. Thanks to the onsiderations of the last setion, we
an now interpret equation (19), and espeially its integral term, in the sense given by
Lemma 4.3 and Proposition 4.5. We are now in position to state the main result of this
setion:
Theorem 4.6. Assume that x ∈ Cγ1 ([0, T ];R
n) for some γ ∈ (1/2, 1), let ψ be a funtion
in C1,b(Rd;Rd,n), and α ∈ (0, 1/2) suh that γ − α > 1/2. Then, for any κ ∈ (1 − (γ −
α); γ − α), equation (19) admits a unique solution in Cκ1 ([0, T ];R
d).
Fix κ ∈ (1− (γ−α), γ−α). As in Setion 3, we shall solve our equation by identifying
its solution with the xed point of the map Γ dened, for any y ∈ Cκ1 ([0, T ];R
d), by
zt = Γ(y)t = a+
∫ t
0
(t− u)−αψ(yu) dxu. (34)
We divide again our proof into two propositions, dealing respetively with loal and global
existene and uniqueness for the solution.
Proposition 4.7 (Loal existene). Under the hypothesis of Theorem 4.6, there exists
T0 ∈ (0, T ] suh that Equation (19) admits a unique solution y(1) in Cκ1 ([0, T0];R
d).
Proof. Fix a time T0 ∈ (0, T ] and let y ∈ Cκ([0, T0]). Dene then z = Γ(y) as in equa-
tion (34).
Step 1: Invariane of a ball. A simple appliation of Proposition 4.5 allows to onlude
the existene of a stable ball
Ba,T0 = {y ∈ C
κ([0, T0]), y0 = a, N [y; C
κ
1 ] ≤ AT0}
for any T0 small enough and AT0 large enough.
Step 2: Contration property. Let y, y˜ ∈ Ba,T0 , and set z = Γ(y), z˜ = Γ(y˜). Thus,
δ(z − z˜)st = IIIst + IVst, with
IIIst =
∫ t
s
(t− u)−α [ψ(yu)− ψ(y˜u)] dxu (35)
IVst =
∫ s
0
[
(t− u)−α − (s− u)−α
]
[ψ(yu)− ψ(y˜u)] dxu.
We will now estimate these two terms, aording to the same strategy as for Proposi-
tion 4.5, i.e. invoking approximations by dyadi partitions.
Case of III: Denote
sin = s +
i(t− s)
2n
, Jn =
2n−1∑
i=0
(t− sin)
−α
[
ψ(ysin)− ψ(y˜sin)
]
(δx)sin,si+1n .
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Then
Jn+1 − Jn
=
2n−1∑
i=0
{[
(t− s2i+1n+1 )
−α − (t− s2in+1)
−α
] [
ψ(ys2i+1n+1 )− ψ(y˜s2i+1n+1 )
]}
(δx)s2i+1n+1 ,s
2i+2
n+1
+
2n−1∑
i=0
{
(t− s2in+1)
−α
[
ψ(ys2i+1n+1 )− ψ(y˜s2i+1n+1 )− ψ(ys2in+1) + ψ(y˜s2in+1)
]}
(δx)s2i+1n+1 ,s
2i+2
n+1
:= F + G. (36)
For F , we have, sine (y − y˜)0 = 0,
‖F‖ ≤ N [x; Cγ1 ]
|t− s|γ
(2n+1)γ
‖ψ′‖∞N [y − y˜; C
κ
1 ]T
κ
0
2n−1∑
i=0
|(t− s2i+1n+1 )
−α − (t− s2in+1)
−α|,
whih, thanks to (25), gives
‖F‖ ≤ cψ,xN [y − y˜; C
κ
1 ] |t− s|
γ−α−κ |t− s|κ
(
1
2γ−α
)n+1
T κ0 . (37)
As far as G is onerned, use (16) to assert that
‖ψ(ys2i+1n+1 )− ψ(y˜s2i+1n+1 )− ψ(ys2in+1) + ψ(y˜s2in+1)‖
≤ cψ {1 +N [y; C
κ
1 ] +N [y˜; C
κ
1 ]}N [y − y˜; C
κ
1 ]
|t− s|κ
(2n+1)κ
.
Besides,
2n−1∑
i=0
(t− s2in+1)
−α ≤
2n+1
(t− s)α
∫ 1
0
du
(1− u)α
,
so that
‖G‖ ≤ cψ,xN [y − y˜; C
κ
1 ] {1 + 2AT0} |t− s|
κ
(
1
2γ+κ−1
)n+1
|t− s|γ−κ . (38)
Now, relations (37) and (38) entail
‖IIIst‖ ≤ ‖J0‖+
∞∑
i=0
‖Jn+1 − Jn‖ ≤ ‖J0‖+ cψ,xT
γ−α
0 {1 + 2AT0}N [y − y˜; C
κ
1 ] |t− s|
κ .
Furthermore, we have
‖J0‖ = ‖(t− s)
−α [ψ(ys)− ψ(y˜s)] (δx)st‖ (39)
≤ |t− s|κ |t− s|γ−α−κN [x; Cγ1 ]‖Dψ‖∞N [y − y˜; C
κ
1 ]s
κ,
≤ cψ,xT
γ−α−κ
0 |t− s|
κN [y − y˜; Cκ1 ]
whih nally yields
‖IIIst‖ ≤ cψ,xT
γ−α−κ
0 {1 + 2AT0}N [y − y˜; C
κ
1 ] |t− s|
κ .
Case of IV : In this ase, the approximating sequene is dened by:
sin =
is
2n
, Jn =
2n−1∑
i=0
fs,t(s
i
n)
[
ψ(ysin)− ψ(y˜sin)
]
(δx)sin,si+1n .
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Hene, the dierene Jn+1 − Jn an be deomposed into:
Jn+1 − Jn
=
2n−1∑
i=0
{[
fs,t(s
2i+1
n+1 )− fs,t(s
2i
n+1)
] [
ψ(ys2i+1n+1
)− ψ(y˜s2i+1n+1 )
]}
(δx)s2i+1n+1 ,s
2i+2
n+1
+
2n−1∑
i=0
{
fs,t(s
2i
n+1)
[
ψ(ys2i+1n+1
)− ψ(y˜s2i+1n+1 )− ψ(ys2in+1) + ψ(y˜s2in+1)
]}
(δx)s2i+1n+1 ,s
2i+2
n+1
:= H +K. (40)
In order to bound these two terms, let us introdue rst some λ ∈ (κ, γ − α). From (30),
and invoking (22) with β = λ, we obtain
2n−1∑
i=0
∣∣fs,t(s2i+1n+1 )− fs,t(s2in+1)∣∣ ≤ c |t− s|λ (2α+λ)n+1sα+λ ,
while ‖ψ(ys2i+1n+1 )− ψ(y˜s2i+1n+1 )‖ ≤ ‖ψ
′‖∞N [y − y˜; Cκ1 ] s
κ
, and so
‖H‖ ≤ cψ,x |t− s|
κ |t− s|λ−κN [y − y˜; Cκ1 ]s
γ+κ−α−λ
(
1
2γ−α−λ
)n+1
(41)
≤ cψ,x |t− s|
κ T γ−κ0 N [y − y˜; C
κ
1 ]
(
1
2γ−α−λ
)n+1
.
To estimate ‖K‖, remember that
‖ψ(ys2i+1n+1 )− ψ(y˜s2i+1n+1 )− ψ(ys2in+1) + ψ(y˜s2in+1)‖
≤ cψ {1 +N [y; C
κ
1 ] +N [y˜; C
κ
1 ]}N [y − y˜; C
κ
1 ]
sκ
(2n+1)κ
,
whih, together with (22) applied with β = γ − α, gives
‖K‖ ≤ cψ,x |t− s|
γ−α {1 + 2AT0}N [y − y˜; C
κ
1 ]s
κ
(
1
2κ+γ
)n+1 2n−1∑
i=0
(
1−
2i
2n+1
)−γ
≤ cψ,x |t− s|
κ |t− s|γ−α−κ {1 + 2AT0}
N [y − y˜; Cκ1 ]T
κ
0
(
1
2κ+γ−1
)n+1 ∫ 1
0
du
(1− u)γ
(42)
≤ cψ,x |t− s|
κ T γ−α0 {1 + 2AT0}N [y − y˜; C
κ
1 ]
(
1
2κ+γ−1
)n+1
.
As a result, ombining the estimates for H and K along the same lines as for the term
IIIst, we end up with:
‖IVst‖ ≤ ‖J0‖+ cψ,x {1 + 2AT0}N [y − y˜; C
κ
1 ] |t− s|
κ T γ−α0 .
But J0 = [t
−α − s−α] [ψ(y0)− ψ(y˜0)] (δx)0s = 0, so that nally
‖IVst‖ ≤ cψ,xT
γ−α
0 {1 + 2AT0}N [y − y˜; C
κ
1 ] |t− s|
κ .
We have thus proved that
N [z − z˜; Cκ1 ] ≤ cψ,xT
γ−α−κ
0 {1 + 2AT0}N [y − y˜; C
κ
1 ].
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The ontration property then learly holds when Γ is restrited to a stable ball Ba,T0 , for
T0 small enough. This easily yields the existene and uniqueness of a solution to (19) on
[0, T0].

The following proposition summarizes the extension of the unique solution to (19) to
an arbitrary interval.
Proposition 4.8 (Global existene). Under the same hypothesis as for Theorem 4.6, the
loal solution y(1) ∈ Cκ1 ([0, T0]) an be extended in a unique way into a global solution in
Cκ1 ([0, T ]).
Proof. We resort to the same sheme as in Proposition 3.8, in whih we try to exploit the
estimations of the previous proof.
Step 1: Invariane of a ball. Let ε > 0 and y ∈ Cκ([0, T0 + ε]) suh that y|[0,T0] = y
(1)
. Set
zt = Γ(y)t =
{
y
(1)
t if t ∈ [0, T0]
a+
∫ t
0
(t− u)−αψ(yu) dxu if t ∈ [T0, T0 + ε].
Let s, t ∈ [T0, T0 + ε] and onsider the deomposition (23) of (δz)st. For I, use (24),
together with the estimations (26), (27) and (28), to dedue
‖
∫ t
s
(t− u)−αψ(yu) dxu‖ ≤ cψ,x |t− s|
κ {1 + εγ−αN [y; Cκ1 ]} .
As for II, use (29), together with (31), (32) and (33) to assert
‖
∫ s
0
[
(t− u)−α − (s− u)−α
]
ψ(yu) dxu‖ ≤ cψ,x |t− s|
κ {1 + εγ−α−κN [y; Cκ1 ]} .
As a result,
N [z; Cκ1 ([T0, T0 + ε])] ≤ cψ,x
{
1 + εγ−α−κN [y; Cκ1 ]
}
.
By opying the arguments of the proof of Proposition 3.8, we then dedue the existene
of a small ε, independent of y(1), and a radius N1, suh that the ball
By(1),T0,ε :=
{
y ∈ Cκ1 ([0, T0 + ε]) : y|[0,T0] = y
(1), N [y; Cκ1 ] ≤ N1
}
is invariant by Γ.
Step 2: Contration property. Let η ≤ ε , and onsider y, y˜ ∈ Cκ1 ([0, T0 + η]) suh that
y|[0,T0] = y˜|[0,T0] = y
(1)
, N [y; Cκ1 ] ≤ N1 and N [y˜; C
κ
1 ] ≤ N1. Set z = Γ(y), z˜ = Γ(y˜).
Let s, t ∈ [T0, T0 + η] and onsider the deomposition (35) of δ(z − z˜)st. For III, use
(36), together with (37), (38) and (39), to obtain
‖IIIst‖ ≤ cψ,xη
γ−α−κ |t− s|κ {1 + 2N1}N [y − y˜; C
κ
1 ].
As far as IV is onerned, the deomposition (40), together with (41), (42) and the fat
that ψ(y0) = ψ(y˜0), provides
‖IVst‖ ≤ cψ,xη
λ−κ |t− s|κ {1 + 2N1}N [y − y˜; C
κ
1 ].
Therefore,
N [z − z˜; Cκ1 ([T0, T0 + η])] ≤ cψ,xη
λ−κ {1 + 2N1}N [y − y˜; C
κ
1 ].
The end of the proof follows then exatly the same lines as the proof of Proposition 3.8.

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5. The rough ase
In this setion, we go bak to equation (1), with a smooth and bounded oeient σ.
However, we will only assume that x belongs to Cγ1 ([0, T ];R
n) for some γ ∈ (1/3, 1/2),
whih means in partiular that we an no longer resort to Young's interpretation for∫ t
0
σ(t, u, yu) dxu and some rough path type onsiderations must ome into the piture.
We will thus briey review the setting used in this ontext, and then prove a loal existene
and uniqueness result for our equation.
5.1. Controlled proesses. For sake of oniseness, we only reall here the key ingredi-
ents of the formalism introdued in [11℄ in order to handle integrals driven by an irregular
signal x. First, as usual in the rough path theory, we will have to assume a priori the
following hypothesis:
Hypothesis 1. The path x admits a Levy area, that is a proess x2 ∈ C2γ2 ([0, T ];R
n,n)
suh that
δx2 = δx⊗ δx, i.e. (δx2)sut(i, j) = (δx
i)su ⊗ (δx
j)ut,
for all s, u, t ∈ [0, T ] and i, j ∈ {1, · · · , n}.
As explained in [11℄, we are then inited to introdue a partiular subspae of the spae
of Hölder ontinuous funtions Cγ1 ([0, T ];R
1,k), whih are the onvenient proesses to be
integrated with respet to x:
Denition 5.1. Let k ∈ N∗ and η > γ. A proess y ∈ Cγ1 ([0, T ];R
1,k) is said to be
(γ, η)-ontrolled by x if there exists y′ ∈ Cη−γ1 ([0, T ];L(R
n,R1,k)), ry ∈ Cη2 ([0, T ];R
1,k)
suh that
(δy)st = y
′
s(δx)st + r
y
st, for any s, t ∈ [0, T ]. (43)
Remark 5.2. The deomposition (43) is not neessarily unique. However, if we x y, y′,
then, of ourse, the remainder ry is uniquely determined. For this reason, we shall denote
Qγ,η([0, T ];R1,k) the spae of ouples (y, y′) ∈ Cγ1 ([0, ;R
1,k)×Cη−γ1 ([0, T ];L(R
n,R1,k)) suh
that the deomposition (43) holds. This spae is endowed with the natural semi-norm
N [y;Qγ,η([0, T ];R1,k)] = N [(y, y′);Qγ,η([0, T ];R1,k)]
:= N [y; Cγ1 ([0, T ];R
1,k)] +N [y′; C01([0, T ];L(R
n,R1,k)] +N [y′; Cγ−η1 ([0, T ];L(R
n,R1,k)]
+N [ry; Cη2 ([0, T ];R
1,k)].
Observe that if (y, y′) ∈ Qγ,η([0, T ];R1,k), then
N [y; Cγ1 ([0, T ];R
1,d)] ≤ cx
{
‖y′0‖+ T
η−γN [y;Qγ,η([0, T ];R1,d)]
}
. (44)
Finally, let us denote Qγ([0, T ];R1,k) = Qγ,2γ([0, T ];R1,k).
With our main equation (13) in mind, it is important for us to get a stability property for
ontrolled proesses, when omposed with the map σ. This is the objet of the following
proposition (for whih we reall the notation on gradient of funtions given at the end of
the introdution).
Proposition 5.3. Let (y, y′) ∈ Qγ([0, T ];R1,d), with deomposition δy = y′(δx) + ry, and
onsider σ ∈ C2,b([0, T ]2 × R1,d;Rd,n). For i = 1, · · · , d, denote by σi(z) the ith line of
σ(z) when onsidered as a matrix. Then, for any t ≥ 0, (σi(t, ., y.), D3σi(t, ., y.) ◦ y
′) ∈
Qγ([0, T ];R1,n) and
N [σi(t, ., y.);Q
γ([0, T ];R1,n)] ≤ cσ
{
1 +N [y;Qγ([0, T ];R1,d)]2
}
, (45)
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where cσ does not depend on t.
Proof. See Appendix. 
Let us now turn to the integration of weakly ontrolled paths, whih is summarized
in the following proposition, borrowed from [11℄. This result requires a little additional
notation: if ϕ ∈ L(Rn,R1,n) and A ∈ Rn,n, we denote ϕ · A =
∑n
i,j=1
〈
ϕei, e
∗
j
〉
Aij.
Proposition 5.4. Let x be a signal satisfying Hypothesis 1, and let also (z, z′) be an
element of Qγ([0, T ];R1,n) with deomposition δz = z′(δx) + rz. One an dene A ∈
Cγ1 ([0, T ];R) by A0 = a ∈ R and
(δA)st = zs(δx)st + z
′
s · x
2
st + Λst(r
zδx+ δz′ · x2),
and set J (z dx) = J ((z, z′) dx) = δA. Then J (z dx) oinides with the usual Rieman
integral of z with respet to x in ase of smooth funtions. Moreover, it holds
J (z dx) = lim
|Πst|→0
∑
i
{
zti(δx)titi+1 + z
′
ti
· x2titi+1
}
,
for any 0 ≤ s < t ≤ T , where the limit is taken over all the partitions Πst = {s = t0 <
t1 < . . . < tn = t} of [s, t], as the mesh of the partition goes to zero.
It only remains to enuniate the multidimensional version of the previous proposition:
Denition 5.5. Assume that z ∈ Cγ1 ([0, T ];R
d,n) is suh that for eah zi (i
th
line of z),
there exists z′i ∈ C
γ
1 ([0, T ];L(R
n,R1,n)) for whih (zi, z
′
i) ∈ Q
γ([0, T ];R1,n). Then we dene
J (z dx) = J ((z, z′) dx) ∈ Cγ1 ([0, T ];R
1,d) by the natural relations
J (z dx)(i) = J ((zi, z
′
i) dx), i = 1, . . . , d.
5.2. Rough Volterra equations. Let us say a few words about the strategy to be used
in order to solve equation (13) in ase of a rough driving signal. First, this Volterra
system will be interpreted aording to Propositions 5.3 and 5.4 when (y, y′) belongs to
Qγ([0, T ];R1,d) and σ ∈ C2,b([0, T ]2×R1,d;Rd,n). Moreover, in order to settle a xed point
argument, we shall see that the proess z dened by z0 = a and
(δz)st = Jst(σ(t, ., y.) dx) + J0s([σ
t − σs](Y) dx)
is a ontrolled proess (reall that Y stands for the multidimensional funtion s 7→ (s, ys)).
Indeed, if we assume that the path wi = σ
t
i(Y) an be deomposed as
δwi = δσ
t
i(Y) = σ
t
i(Y)
′(δx) + rσ
t
i (Y),
whih an be done owing to Proposition 5.3, and if we set δz(i) = J (wi dx), then one an
write (δz)
(i)
st = σi(s, s, ys)(δx)st + (r
z
st)
(i)
for i = 1, . . . , d, with
(rzst)
(i) = [σi(t, s, ys)− σi(s, s, ys)] (δx)st + σ
t
i(Y)
′
s · x
2
st + Λst(r
σti(Y)δx+ δ(σti(Y)
′) · x2)
+ J0s([σ(t, ., y.)− σ(s, ., y.)] dx)
(i).
If we manage to show that σ(., ., y.)
∗ : x 7→ (σ1(., ., y.)(x), . . . , (σd(., ., y.)(x)) belongs to
Cγ1 ([0, T ];L(R
n,R1,d)) and rz ∈ C2γ2 ([0, T ];R
1,d) (whih will be done in the ourse of the
following proof), then (z, σ(., ., y.)
∗) ∈ Qγ([0, T ];R1,d) and the appliation Γ introdued
in the Young setting beomes here
Γ : Qγ([0, T ];R1,d)→ Qγ([0, T ];R1,d), (y, y′) 7→ (z, σ(., ., y.)
∗). (46)
With this notation, a solution of (13) orresponds to a xed point of Γ.
We have now all the tools in hand to express the announed (loal) result properly:
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Theorem 5.6. Let κ ∈ (0, 1) suh that γ(κ + 2) > 1, σ ∈ C3,b,κ([0, T ]2 × Rd;Rd,n) and
a ∈ R1,d. Then there exists T0 ∈ (0, T ] suh that the equation
yt = a + J0t(σ(t, ., y.) dx),
interpreted in the sense of Denition 5.5, admits a unique solution in Qγ([0, T0];R1,d).
As in the Young ase, the result will stem from a ontration argument (Proposition
5.9) on some invariant ball (Proposition 5.8). Before we turn to detail these arguments,
let us state an equivalent of Lemma 3.7:
Lemma 5.7. Let (y, y′), (y˜, y˜′) ∈ Qγ([0, T ];R1,d) suh that y0 = y˜0 and y′0 = y˜
′
0. Then,
under the hypothesis of Theorem 5.6, for any s, t ∈ [0, T ],
N [[σti − σ
s
i ](Y);Q
γ([0, T ];R1,n)] ≤ cσ |t− s|
{
1 +N [y;Qγ([0, T ];R1,d)]2
}
, (47)
the path σt(Y)− σt(Y˜) satises
N [σti(Y)− σ
t
i(Y˜);Q
γ([0, T ];R1,d)] (48)
≤ cσ
{
1 +N [y;Qγ([0, T ];R1,d)]2 +N [y˜;Qγ([0, T ];R1,d)]2
}
N [y − y˜;Qγ([0, T ];R1,d)],
and
N [[σti − σ
s
i ](Y)− [σ
t
i − σ
s
i ](Y˜);Q
γ,γ+γκ([0, T ];R1,d)] ≤ cσ |t− s| (49)
×
{
1 +N [y;Qγ([0, T ];R1,d)]1+κ +N [y˜;Qγ([0, T ];R1,d)]1+κ
}
N [y − y˜;Qγ([0, T ];R1,d)].
Proof. See Appendix.

We an now state the result onerning the invariane of a ball for the map Γ:
Proposition 5.8 (Invariane of a ball). Under the hypothesis of Theorem 5.6, there exists
T0 ∈ (0, T ] suh that for eah T1 ∈ (0, T0], the ball
B
AT1
T1
= {(y, y′) ∈ Qγ([0, T1]) : y0 = a, y
′
0 = σ(0, 0, a)
∗, N [(y, y′);Qγ([0, T1])] ≤ AT1}
is invariant by Γ (dened by (46)) for some large enough radius AT1.
Proof. Fix a time T0 ≤ T and let (y, y′) ∈ B
AT0
T0
with deomposition δy = y′δx + ry. Set
(z, z′) = Γ(y, y′). Then δz = z′δx+ rz, where rz an be further deomposed into:
rz = rz,0 + rz,1,1 + rz,1,2 + rz,2,1 + rz,2,2, (50)
with
r
z,0,(i)
st =
[
σti − σ
s
i
]
(Ys)(δx)st, r
z,1,1,(i)
st = σ
t
i(Y)
′
s · x
2
st
r
z,1,2,(i)
st = Λst
(
rσ
t
i(Y)δx+ δ(σti(Y)
′) · x2
)
,
and
r
z,2,1,(i)
st =
[
σti − σ
s
i
]
(Y0)(δx)0s +
[
σti − σ
s
i
]
(Y)′0 · x
2
0s
r
z,2,2,(i)
st = Λ0s
([
rσ
t
i(Y) − rσ
s
i (Y)
]
δx+ δ(
[
σti − σ
s
i
]
(Y)′) · x2
)
.
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Let us hek that this deomposition atually identies z as an element of Qγ, that is
z′ ∈ Cγ1 and r
z ∈ C2γ2 . For z
′
, pik 0 ≤ s < t ≤ T1 and observe that
‖(δz′)st‖ = ‖σ(t, t, yt)
∗ − σ(s, s, ys)
∗‖
≤ ‖σ(t, t, yt)
∗ − σ(s, t, yt)
∗‖+ ‖σ(s, t, yt)
∗ − σ(s, s, ys)
∗‖
≤ ‖Dσ‖∞ |t− s|+
d∑
i=1
‖δ(σsi (Y))st‖.
But, aording to (44),
‖δ(σsi (Y))st‖ ≤ cx |t− s|
γ {‖D3σi(s,Y0) ◦ y
′
0‖+ T
γ
0N [σ
s
i (Y);Q
γ]}
≤ cx,σ |t− s|
γ {1 + T γ0N [σ
s
i (Y);Q
γ]} ,
whih, together with (45), leads to N [z′; Cγ1 ] ≤ cx,σ {1 + T
γ
0N [y;Q
γ]2}.
Let us now estimate the 2γ-Hölder norm of the remaining terms.
Case of rz,0: Clearly, N [rz,0; C2γ2 ] ≤ ‖Dσ‖∞N [x; C
γ
1 ]T
1−γ
0 ≤ cσ,x.
Case of rz,1,1: Sine ‖σti(Y)
′
0‖ = ‖D3σi(t,Y0) ◦ y
′
0‖ ≤ cσ, one has, owing to (45),
‖rz,1,1,(i)st ‖ ≤ cσ |t− s|
2γ N [x2; C2γ2 ]
{
1 + T γ0N [σ
t
i(Y)
′; Cγ1 ]
}
≤ cσ,x |t− s|
2γ {1 + T γ0N [σti(Y);Qγ]} ≤ cσ,x |t− s|2γ {1 + T γ0N [y;Qγ]2} .
Case of rz,1,2: It is readily heked, invoking (6) and (45), that
‖rz,1,2,(i)st ‖ ≤ c |t− s|
3γ
{
N [rσ
t
i(Y); C2γ2 ]N [x; C
γ
1 ] +N [(σ
t
i(Y))
′; Cγ1 ]N [x
2; C2γ2 ]
}
≤ cx |t− s|
3γ N [σi(t,Y);Q
γ] ≤ cx,σ |t− s|
2γ T γ0
{
1 +N [y;Qγ]2
}
.
Case of rz,2,1: The following elementary estimates hold true.
‖rz,2,1,(i)st ‖ ≤ ‖Dσi‖∞ |t− s|T
γ
0N [x; C
γ
1 ] + ‖D3σi(t,Y0)−D3σi(s,Y0)‖‖y
′
0‖N [x
2; C2γ2 ]T
2γ
0
≤ cx,σ |t− s|
2γ .
Case of rz,2,2: Owing to (6) and (47), we have
‖rz,2,2,(i)st ‖
≤ c T 3γ0
{
N [rσ
t
i(Y) − rσ
s
i (Y); C2γ2 ]N [x; C
γ
1 ] +N [(
[
σti − σ
s
i
]
(Y))′; Cγ1 ]N [x
2; C2γ2 ]
}
≤ cx T
3γ
0 N [[σ
t
i − σ
s
i ](Y);Q
γ ] ≤ cx,σ T
3γ
0 |t− s|
{
1 +N [y;Qγ]2
}
.
Finally, gathering all our estimates for the terms in (50), it is easily seen that N [rz; C2γ2 ]
≤ cσ,x {1 + T
γ
0N [y;Q
γ]2}. Hene we have obtained that rz ∈ C2γ2 and (z, z
′) ∈ Qγ .
Notie that the above estimations also easily lead toN [z;Qγ ] ≤ cx,σ {1 + T
γ
0N [y;Q
γ]2}.
Choose now for T0 the greatest time τ ∈ (0, T ] suh that the equation cσ,x {1 + τγA} = A
admits a unique solution Aτ . Then T0 satises the property announed in our proposition.

We an now prove the ontration property allowing to establish the existene and
uniqueness of a loal solution to equation (13).
Proposition 5.9 (Contration property). Under the hypothesis of Theorem 5.6, there
exists T1 ∈ (0, T0] suh that for eah T2 < T1, the appliation Γ is a strit ontration on
the (stable) ball B
AT2
T2
.
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Proof. Let (y, y′), (y˜, y˜′) two elements of B
AT1
T1
, and set (z, z′) = Γ(y, y′), (z˜, z˜′) = Γ(y˜, y˜′).
Thus, δ(z − z˜) = (z′ − z˜′)δx + (rz − rz˜), where z′ = σ(., ., y.)∗, z˜′ = σ(., ., y˜.)∗, and rz is
given by (50), with a similar expression for rz˜. Let us now estimate eah term of
N [z − z˜;Qγ] = N [z′ − z˜′; C01 ] +N [z
′ − z˜′; Cγ1 ] +N [r
z − rz˜; C2γ2 ] +N [z − z˜; C
γ
1 ].
Case of N [z′− z˜′; C01 ]: If s ∈ [0, T1], ‖z
′
s− z˜
′
s‖ = ‖σ(s, s, ys)
∗−σ(s, s, y˜s)∗‖ ≤ ‖Dσ‖∞‖ys−
y˜s‖. But y0 = y˜0, so that ‖ys−y˜s‖ ≤ T
γ
1N [y−y˜; C
γ
1 ] and N [z
′−z˜′; C01 ] ≤ cσT
γ
1N [y−y˜;Q
γ ].
Case of N [z′ − z˜′; Cγ1 ]: Pik 0 ≤ s < t ≤ T1 and observe that
‖(z′t − z˜
′
t)− (z
′
s − z˜
′
s)‖ = ‖(σ(t,Yt)
∗ − σ(t, Y˜t)
∗ − σ(s,Ys)
∗ + σ(s, Y˜s)
∗‖
≤ ‖[σt − σs](Yt)− [σ
t − σs](Yt)‖+ ‖δ(σ
s(Y)− σs(Y˜))st‖.
Then
‖[σt − σs](Yt)− [σ
t − σs](Yt)‖ ≤ ‖D(σ
t − σs)‖∞‖yt − y˜t‖
≤ ‖D2σ‖∞ |t− s| N [y − y˜; C
γ
1 ]T
γ
1
≤ cσ |t− s|
γ N [y − y˜;Qγ ]T1,
while, aording to (44) and (48),
‖δ(σsi (Y)− σ
s
i (Y˜))st‖ ≤ |t− s|
γ N [σsi (Y)− σ
s
i (Y˜); C
γ
1 ]
≤ cx |t− s|
γ
{
‖(σsi (Y)− σ
s
i (Y˜))
′
0‖+ T
γ
1N [σ
s
i (Y)− σ
s
i (Y˜);Q
γ ]
}
≤ cx,σ |t− s|
γ T γ1
{
1 +N [y;Qγ]2 +N [y˜;Qγ ]2
}
N [y − y˜;Qγ]
sine (σsi (Y)−σ
s
i (Y˜))
′
0 = 0. Hene, thanks to the fat that we are working on the invariant
ball B
AT1
T1
, we get N [z′ − z˜′; Cγ1 ] ≤ cx,σ
{
1 + A2T1
}
N [y − y˜;Qγ ]T γ1 .
Case of N [rz − rz˜; C2γ2 ]: Sine (y0, y
′
0) = (y˜0, y˜
′
0), r
z−z˜ = rz − rz˜ redues to the sum of
r
z−z˜,0,(i)
st = {[σ
t
i − σ
s
i ](Ys)− [σ
t
i − σ
s
i ](Y˜s)}(δx)st, r
z−z˜,1,1,(i)
st = [σ
t
i(Y)
′
s − σ
t
i(Y˜)
′
s] · x
2
st
r
z−z˜,1,2,(i)
st = Λst([r
σti (Y) − rσ
t
i(Y˜)]δx+ δ(σti(Y)
′ − σti(Y˜)
′) · x2)
r
z−z˜,2,(i)
st = Λ0s([r
σti(Y) − rσ
s
i (Y) − rσ
t
i (Y˜) + rσ
s
i (Y˜)]δx+ δ([σti − σ
s
i ](Y)
′ − [σti − σ
s
i ](Y˜)
′ · x2).
We will now bound eah of these terms.
Study of rz−z˜,0st : One has
‖rz−z˜,0,(i)st ‖ ≤ cx |t− s|
γ ‖D(σti − σ
s
i )‖∞‖Ys − Y˜s‖
≤ cx |t− s|
1+γ ‖D2σi‖∞‖ys − y˜s‖
≤ cx,σ |t− s|
2γ N [y − y˜; Cγ1 ]T
1−γ
1 ≤ cx,σ |t− s|
2γ N [y − y˜;Qγ]T 1−γ1 .
Study of rz−z˜,1,1st : Sine (σ
t(Y)− σt(Y˜))′0 = 0, we get, owing to (48),
‖rz−z˜,1,1,(i)st ‖ ≤ cx |t− s|
2γ ‖(σti(Y)− σ
t
i(Y˜))
′
s‖ ≤ cx |t− s|
2γ N [σti(Y)− σ
t
i(Y˜);Q
γ]T γ1
≤ cx |t− s|
2γ {1 +N [y;Qγ]2 +N [y˜;Qγ]2}N [y − y˜;Qγ]T γ1 .
Study of rz−z˜,1,2: By (6) and (48),
‖rz−z˜,1,2,(i)st ‖ ≤ cx |t− s|
3γ N [σti(Y)− σ
t
i(Y˜);Q
γ]
≤ cσ,x |t− s|
2γ {1 +N [y;Qγ]2 +N [y˜;Qγ]2}N [y − y˜;Qγ]T γ1 .
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Study of rz−z˜,2: By (6) and (49),
‖rz−z˜,2,(i)st ‖ ≤ cxT
γ(κ+2)
1 N [[σ
t
i − σ
s
i ](Y)− [σ
t
i − σ
s
i ](Y˜);Q
γ,γ(1+κ)]
≤ cx,σT
γ(κ+2)
1 |t− s|
{
1 +N [y;Qγ]1+κ +N [y˜;Qγ ]1+κ
}
N [y − y˜;Qγ ].
Finally, putting together all our estimates of the remainder terms, we end up with the
relation N [rz − rz˜; C2γ2 ] ≤ cx,σ
{
1 + A2T1
}
N [y − y˜;Qγ]T γ1 , whih together with the above
estimation of N [z′ − z˜′; Cγ1 ], gives
N [z − z˜;Qγ] ≤ cx,σ
{
1 + A2T1
}
N [y − y˜;Qγ ]T γ1 .
The greatest time T1 ∈ (0, T0] suh that cx,σ
{
1 + A2T1
}
T γ1 ≤ 1/2 then learly yields the
ontration property for Γ on [0, T1].

In the rough ase, it is also easily seen that our existene and uniqueness result for
equation (13) an be applied to the frational Brownian motion:
Corollary 5.10. Let B be a n-dimensional frational Brownian motion with Hurst pa-
rameter 1/3 < H ≤ 1/2, dened on a omplete probability spae (Ω,F , P ). Then almost
surely, B fullls the hypotheses of Theorem 5.6.
Proof. We only have to show that B satises Hypothesis 1. But this kind of result is
easily dedued from the onvergene results ontained in [6℄.

5.3. Extending the solution. To nish with, let us briey evoke the tehnial diulties
we enounter when trying to extend the solution on [0, T ] along the same lines as in the
Young ase. Denote (y(1), (y(1))′) the solution on [0, T0].
The rst step would onsist in nding some small ε > 0, independent of (y(1), (y(1))′),
and some radius N1 suh that the ball
{(y, y′) ∈ Qγ([0, T0 + ε]) : (y, y
′)|[0,T0] = (y
(1), (y(1))′), N [(y, y′);Qγ([0, T0 + ε])] ≤ N1}
is invariant by Γ. In fat, if we set (z, z′) = Γ(y, y′) for (y, y′) in this ball, then some
standard estimations, similar to those appearing in the proofs above, show that
N [(z, z′);Qγ([0, T0 + ε])] ≤ c1N [y
(1);Qγ([0, T0])] + c2
{
1 + ελN [(y, y′);Qγ([0, T0 + ε])]
2
}
,
(51)
for some λ > 0 and some onstants c1, c2 with c1 > 2. It is then rather lear that, owing
to the exponent 2 in the latter expression, the onstant ε ensuring the stability of the ball
has to depend on N [y(1);Qγ([0, T0])].
More speially, imagine the reasoning of the proof of Proposition 3.8 remains true
when starting with (51), whih means that we an nd some onstant ε > 0 and some
sequene of radii (Ni) suh that
c1Ni + c2
{
1 + ελN2i+1
}
≤ Ni+1. (52)
Then Ni+1 ≥ c1Ni ≥ 2Ni and the sequene (Ni) diverges to innity. On the other hand,
if relation (52) is meant to admit solutions, then the relation 1 − 4ελc2(c1Ni + c2) ≥ 0
must be fullled, so that (Ni) is bounded, hene a ontradition.
At this point, it is interesting to notie that even if ε is allowed to vary and beomes a
sequene εi suh that
∑
i εi =∞ (in order to be sure that [0, T ] is overed), then we get
N1
2
2i ≤ Ni ≤
c
ελi+1
, so that εi ≤
c
(21/λ)i
, whih of ourse ontradits
∑
i εi =∞.
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This failure in our apprehension of (1) motivated the study of a partiular ase of
Volterra equations (see our ompanion paper [7℄) for whih some modiations of the
δ-formalism enable to get rid (in some way) of the past-dependent term in (2).
6. Appendix
We gather in this setion some regularity results for the funtions and ontrolled pro-
esses we handle in throughout the paper.
Proof of Lemma 3.7. To obtain (15), pik u < v and observe that
‖[σt − σs](Yv)− [σ
t − σs](Yu)‖ ≤ ‖D(σ
t − σs)‖∞ ‖Yv − Yu‖
≤ ‖D2σ‖∞ |t− s| (|v − u|+N [y; C
γ
1 ] |v − u|
γ) ,
whih gives the result.
In order to establish (16), let us introdue the operator R dened for any ϕ ∈ C1,b(Rd+1),
ξ, ξ′ ∈ Rd+1, by
Rϕ(ξ, ξ′) =
∫ 1
0
Dϕ(αξ + (1− α)ξ′) dα.
Then of ourse ‖Rϕ‖∞ ≤ ‖Dϕ‖∞ and ‖Rϕ(ξ1, ξ′1) − Rϕ(ξ2, ξ
′
2)‖ ≤ ‖D
2ϕ‖∞(‖ξ1 − ξ2‖ +
‖ξ′1 − ξ
′
2‖). With this notation, if 0 < u < v < T ,
‖[σt(Yv)− σ
t(Y˜v)]− [σ
t(Yu)− σ
t(Y˜u)]‖
= ‖Rσt(Yv, Y˜v)(Yv − Y˜v)− Rσ
t(Yu, Y˜u)(Yu − Y˜u)‖
≤ ‖Rσt(Yv, Y˜v)([Yv − Y˜v]− [Yu − Y˜u])‖+ ‖[Rσ
t(Yv, Y˜v)− Rσ
t(Yu, Y˜u)](Yu − Y˜u)‖
≤ ‖Dσt‖∞‖[yv − y˜v]− [yu − y˜u]‖
+‖D2σt‖∞(2 |v − u|+ ‖yv − yu‖+ ‖y˜v − y˜u‖)‖yu − y˜u‖
≤ N [y − y˜; Cγ1 ] |v − u|
γ {‖Dσ‖∞ + ‖D2σ‖∞(2T 1−γ +N [y; Cγ1 ] +N [y˜; Cγ1 ])T γ} ,
where, in the last inegality, we have used the fat that yu − y˜u = [yu − y˜u] − [y0 − y˜0].
Inequality (16) follows easily. Notie that those are the same arguments as in the proof
of [11, Lemma 5℄.
To prove (17), let us introdue the operator L dened for any ϕ ∈ C2,b,κ(Rd+2) and any
s, t ∈ R, ξ, ξ′ ∈ Rd+1, as
Lϕ(s, t, ξ, ξ′) =
∫ 1
0
∫ 1
0
D2ϕ(s+ µ(t− s), ξ + λ(ξ′ − ξ)) dµ dλ.
Thus, Lϕ(s, t, ξ, ξ′) is a bilinear mapping on R× (R× Rd) suh that ‖Lϕ‖∞ ≤ ‖D2ϕ‖∞
and ‖Lϕ(s, t, ξ1, ξ′1)− Lϕ(s, t, ξ2, ξ
′
2)‖ ≤ ‖D
2ϕ‖κ (‖ξ1 − ξ2‖κ + ‖ξ′1 − ξ
′
2‖
κ).
With this notation, it is readily heked that
σ(t, ξ)− σ(s, ξ)− σ(t, ξ′) + σ(s, ξ′) = Lσ(s, t, ξ, ξ′)((t− s, 0), (0, ξ − ξ′))
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for any s, t ∈ [0, T ], ξ, ξ′ ∈ [0, T ]× Rd, so that
‖[σt − σs](Yu)− [σ
t − σs](Y˜u)− [σ
t − σs](Yv) + [σ
t − σs](Y˜v)‖ (53)
= ‖Lσ(s, t,Yu, Y˜u)((t− s, 0), (0,Yu − Y˜u))
−Lσ(s, t,Yv, Y˜v)((t− s, 0), (0,Yv − Y˜v))‖
≤ ‖Lσ(s, t,Yu, Y˜u)((t− s, 0), (0, [Yu − Y˜u]− [Yv − Y˜v]))‖
+‖[Lσ(s, t,Yu, Y˜u)− Lσ(s, t,Yv, Y˜v)]((t− s, 0), (0,Yv − Y˜v))‖
≤ ‖D2σ‖∞ |t− s| ‖[yu − y˜u]− [yv − y˜v]‖
+‖D2σ‖κ (2 |u− v|
κ + ‖yu − yv‖
κ + ‖y˜u − y˜v‖
κ) |t− s| ‖yv − y˜v‖
≤ cσ |t− s|
{
N [y − y˜; Cκ1 ] |u− v|
γ
+ (2 |u− v|κ + |u− v|κγ {N [y; Cγ1 ]
κ +N [y˜; Cγ1 ]
κ})N [y − y˜; Cγ1 ]T
γ
}
,
whih leads to the result.

Proof of Proposition 5.3. This is a matter of elementary dierential alulus. For the sake
of oniseness, denote σ = σi and ϕuv(r) = Yu + r(Yv − Yu). Then
(δ(σt(Y))uv = σ
t(Yv)− σ
t(Yu)
=
∫ 1
0
drD2σ(t, ϕuv(r))(v − u) +
∫ 1
0
drD3σ(t, ϕuv(r))(δy)uv
= D3σ(t,Yu)(δy)uv +
∫ 1
0
dr [D3σ(t, ϕuv(r))−D3σ(t,Yu)] (δy)uv
+
∫ 1
0
drD2σ(t, ϕuv(r))(v − u)
:= (D3σ(t,Yu) ◦ y
′
u)(δx)uv + ruv, (54)
where r has to be interpreted as a remainder, whose exat expression is given by:
ruv = D3σ(t,Yu)r
y
uv +
∫ 1
0
dr [D3σ(t, ϕuv(r))−D3σ(t,Yu)] (δy)uv
+
∫ 1
0
drD2σ(t, ϕuv(r))(v − u).
We will now bound the two terms in expression (54).
First, ‖D3σ(t,Y) ◦ y′‖∞ ≤ ‖D3σ‖∞N [y′; C01 ] ≤ cσN [y;Q
γ], and if 0 ≤ u < v ≤ T ,
‖D3σ(t,Yv) ◦ y
′
v −D3σ(t,Yu) ◦ y
′
u‖
≤ ‖[D3σ(t,Yv)−D3σ(t,Yu)] ◦ y
′
v‖+ ‖D3σ(t,Yu) ◦ [y
′
v − y
′
u]‖
≤ ‖D2σ‖∞‖Yv − Yu‖N [y
′; C01 ] + ‖D3σ‖∞N [y
′; Cγ1 ] |v − u|
γ
≤ ‖D2σ‖∞(|v − u|+N [y; C
γ
1 ] |v − u|
γ)N [y′; C01 ] + ‖D3σ‖∞N [y
′; Cγ1 ] |v − u|
γ
≤ cσ |v − u|
γ {1 +N [y;Qγ]2} ,
hene D3σ(t,Y) ◦ y′ ∈ C
γ
1 and N [D3σ(t,Y) ◦ y
′; Cγ1 ] ≤ cσ {1 +N [y;Q
γ]2}.
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As for r, if 0 ≤ u < v ≤ T ,
‖ruv‖ ≤ ‖D3σ‖∞N [r
y; C2γ2 ] |v − u|
2γ + ‖D2σ‖∞‖Yv − Yu‖N [y; C
γ
1 ] |v − u|
γ
+‖D2σ‖∞ |v − u|
≤ cσ |v − u|
2γ {1 +N [y;Qγ]2} ,
so that r ∈ C2γ2 and N [r; C
2γ
2 ] ≤ cσ {1 +N [y;Q
γ]2}.
To get (45), it only remains to notie that N [σt(Y); Cγ1 ] ≤ cσ {1 +N [y;Q
γ]}.

Proof of Lemma 5.7. Aording to the proof of Proposition 5.3, if D1σ
t := D2σ(t, ., .) and
D2σ
t := D3σ(t, ., .), one has [σ
t
i − σ
s
i ](Y)
′
u = D2(σ
t
i − σ
s
i )(Yu) ◦ y
′
u and
r
[σti−σ
s
i ](Y)
uv = D2[σ
t
i − σ
s
i ](Yu)(r
y
uv)
+
∫ 1
0
dr [D2(σ
t−σs)(Yu+r(Yv−Yu))−D2(σ
t−σs)(Yu)](δy)uv+
∫ 1
0
drD1(σ
t−σs)(Yu)(v−u).
Reall that in order to bound (σti − σ
s
i )(Yu) in Q
γ
, the main steps onsist in estimating
N [(σti − σ
s
i )(Yu)
′; Cγ1 ] and N [r; C
2γ
2 ]. However,
‖[σti − σ
s
i ](Y)
′
v − [σ
t
i − σ
s
i ](Y)
′
u]‖
≤ ‖[D2(σ
t
i − σ
s
i )(Yv)−D2(σ
t
i − σ
s
i )(Yu)] ◦ y
′
v‖+ ‖D2(σ
t
i − σ
s
i )(Yu) ◦ [y
′
v − y
′
u]‖
≤ ‖D2(σti − σ
s
i )‖∞(|v − u|+N [y; C
γ
1 ] |v − u|
γ)N [y′; C01 ]
+‖D2(σ
t
i − σ
s
i )‖∞N [y
′; Cγ1 ] |v − u|
γ
≤ ‖D3σi‖ |t− s| (|v − u|+ |v − u|
γ N [y; Cγ1 ])N [y
′; C01 ]
+‖D2σi‖∞ |t− s| N [y
′; Cγ1 ] |v − u|
γ
≤ cσ |t− s| |v − u|
γ {1 +N [y;Qγ]2} ,
and
‖r
[σti−σ
s
i ](Y)
uv ‖ ≤ ‖D1(σ
t
i − σ
s
i )‖∞ |v − u|+ ‖D2(σ
t
i − σ
s
i )‖∞ |v − u|
2γ N [ry; C2γ2 ]
+‖D2(σti − σ
s
i )‖∞(|v − u|+N [y; C
γ
1 ] |v − u|
γ)N [y; Cγ1 ] |v − u|
γ
≤ cσ |t− s| |v − u|
2γ {1 +N [y;Qγ]2} .
The upper bound (47) is now easily obtained.
Inequality (48) is in fat a diret onsequene of [11, Proposition 4℄. Indeed, if y ∈
Qγ([0, T ];R1,d), then of ourse Y ∈ Qγ([0, T ];R1,d+1) with deomposition
(δY)st = (0, y
′
s)(δx)st + (t− s, r
y
st).
Then, aording to the aforementioned proposition,
N [σt(Y)− σt(Y˜);Qγ] ≤ cσ,x
{
1 +N [Y ;Qγ]2 +N [Y˜;Qγ ]2
}
N [Y − Y˜ ;Qγ ].
It is then readily heked that N [Y ;Qγ] ≤ c {1 +N [y;Qγ]} and N [Y − Y˜ ;Qγ] = N [y −
y˜;Qγ ].
Let us now prove Inequality (49). To this end, denote ζst := D2(σ
t
i − σ
s
i ) and use the
fat that [(σti − σ
s
i )(Y)]
′ = ζst(Y) ◦ Y ′. This yields the deomposition [(σti − σ
s
i )(Y)]
′ −
[(σti − σ
s
i )(Y˜)]
′)uv = A
st
uv +B
st
uv + C
st
uv +D
st
uv, with
Astuv = δ(ζ
st(Y))uv ◦ [y
′
v − y˜
′
v] , B
st
uv = ζ
st(Yu) ◦ δ([y
′ − y˜′])uv,
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Cstuv = [ζ
st(Yv)− ζ
st(Y˜v)] ◦ (δy˜
′)uv , D
st
uv = δ([ζ
st(Y)− ζst(Y˜)])uv ◦ y˜
′
u.
Owing to the regularity of σ, we are in position to apply Lemma 3.7 with D3σi, whih
gives
N [Ast, Cκγ2 ] ≤ N [D2(σ
t
i − σ
s
i )(Y); C
γ
1 ]T
γ(1−κ)N [y − y˜;Qγ ]
≤ cσ |t− s| {1 +N [y;Q
γ]}N [y − y˜;Qγ],
and
N [Dst; Cκγ2 ] ≤ N [D2(σ
t
i − σ
s
i )(Y)−D2(σ
t
i − σ
s
i )(Y˜); C
κγ
1 ]N [y˜;Q
γ]
≤ cσ |t− s| {1 +N [y;Q
γ]κ +N [y˜;Qγ ]κ}N [y − y˜;Qγ]N [y˜;Qγ ].
Besides, it is easy to see that N [Bst; Cκγ1 ] ≤ cσ |t− s| N [y− y˜;Q
γ], while N [Cst; Cκγ1 ] ≤
cσ |t− s| N [y˜;Qγ]N [y − y˜;Qγ ], hene
N [([σti − σ
s
i ](Y)− [σ
t
i − σ
s
i ](Y˜))
′; Cκγ1 ]
≤ cσ |t− s|
{
1 +N [y;Qγ]1+κ +N [y˜;Qγ ]1+κ
}
N [y − y˜;Qγ]. (55)
As for rstuv := r
[σti−σ
s
i ](Y)−r[σ
t
i−σ
s
i ](Y˜)
, we know from (54) that, if ϕuv(r) = Yu+r(Yv−Yu),
ϕ˜uv(r) := Y˜u + r(Y˜v − Y˜u) and σsti := σ
t − σs, then rstuv = r
st,1
uv + r
st,2
uv + r
st,3
uv , with
rst,1uv =
∫ 1
0
dr [D1σ
st
i (ϕuv(r))−D1σ
st
i (ϕ˜uv(r))](v − u),
rst,2uv = D2σ
st
i (Yu)(r
y
uv)−D2σ
st
i (Y˜u)(r
y˜
uv),
rst,3uv =
∫ 1
0
dr {[D2σ
st
i (ϕuv(r))−D2σ
st
i (Yu)](δy)uv − [D2σ
st
i (ϕ˜uv(r))−D2σ
st
i (Y˜u)](δy˜)uv}.
Obvious arguments allow to assert that N [rst,1; Cγ+γκ2 ] ≤ cσ |t− s| N [y − y˜;Q
γ ]. To deal
with rst,2, write of ourse
rst,2uv = [D2σ
st
i (Yu)−D2σ
st
i (Y˜u)](r
y
uv) +D2σ
st
i (Y˜u)([r
y
uv − r
y˜
uv]),
whih leads to N [rst,2; Cγ+γκ2 ] ≤ cσ |t− s| {1 +N [y;Q
γ]}N [y− y˜;Qγ ]. Finally, deompose
rst,3 into rst,3 = rst,3,1 + rst,3,2, with
rst,3,1uv =
∫ 1
0
dr [D2σ
st
i (ϕuv(r))−D2σ
st
i )(Yu)]δ(y − y˜)uv,
rst,3,2uv =
∫ 1
0
dr
[
D2σ
st
i (ϕuv(r))−D2σ
st
i (Yu)−D2σ
st
i (ϕ˜uv(r)) +D2σ
st
i (Y˜u)
]
(δy˜)uv.
Clearly, N [rst,3,1; Cγ+γκ2 ] ≤ cσ |t− s| {1 +N [y;Q
γ]}N [y − y˜;Qγ ]. To onlude with, ob-
serve that the double inrement appearing into brakets in rst,3,2uv an be dealt with just
as (53) (replae [σt − σs] with D2[σti − σ
s
i ] and Yv with ϕuv(r)). This gives
N [rst,3,2; Cγ+γκ2 ] ≤ cσ |t− s| {1 +N [y;Q
γ]κ +N [y˜;Qγ]κ}N [y − y˜;Qγ ]N [y˜;Qγ].
We have thus shown that
N [rst; Cγ+γκ2 ] ≤ cσ |t− s|
{
1 +N [y;Qγ]1+κ +N [y˜;Qγ]1+κ
}
N [y − y˜;Qγ],
whih, together with (55), entails (49).

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