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Abstract
We provide a direct and modular translation from the temporal logics CTL, ETL, FCTL (CTL
extended with the ability to express fairness) and the Modal -calculus to Monadic inf-Datalog
with built-in predicates. We call it inf-Datalog because the semantics we provide is a little
di2erent from the conventional Datalog least 3xed point semantics, in that some recursive rules
(corresponding to least 3xed points) are allowed to unfold only 3nitely many times, whereas
others (corresponding to greatest 3xed points) are allowed to unfold in3nitely many times.
We characterize the fragments of Monadic inf-Datalog that have the same expressive power
as Modal Logic (resp. CTL, alternation-free Modal -calculus and Modal -calculus). Our trans-
lation is interesting because it is direct and succinct. Moreover the fragments of Monadic
inf-Datalog that we have exhibited have very simple syntactic characterizations as subsets of
what we call Modal inf-Datalog programs.
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1. Introduction
Temporal logics are modal logics used for the description and speci3cation of the
temporal ordering of events [12]. Temporal logics are of two varieties, linear time or
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branching time ([16,26]). The most prominent examples of such temporal logics are
computational tree logic (CTL), temporal logic extended with regular fairness con-
straints (ETL) [10], fair computational tree logic (FCTL) [16], CTL∗, the -calculus
[4,13] and linear temporal logic (LTL). Temporal logics have been adopted as a pow-
erful tool for program speci3cation and veri3cation [32,8,27]. In this paper, we investi-
gate a rather new approach to model checking, by translating temporal logics formulas
into Monadic Datalog programs. We also give simple syntactic characterizations of the
fragments of Monadic Datalog which have the same expressive power as well-known
temporal logics such as ML (standing for modal logic), CTL, and the (alternation-free)
modal -calculus L (L1).
Given a 3nite-state system M (transition system [3]), and a temporal logic formula
, the veri3cation or model-checking problem consists in checking whether M satis3es
, i.e., whether  holds in some state of M . Using temporal logic we can also reason
about the possible histories of the system, viewed as paths passing from a state of the
system to a next state. As most programs can be considered as 3nite state systems
(a typical example of such a program is a mutual exclusion protocol), this framework
applies to programs. The program M is represented as a Kripke structure and paths in
the Kripke structure represent computations of M . Properties of the computations of
the program are speci3ed by temporal logic formulas. Thus the problem of checking if
M has a given property P reduces to the following: express the property by a formula
 and study the model-checking problem for  and M .
One e2ective approach for eHciently implementing the veri3cation method of model
checking is based on the translation of temporal logic formulas into automata and has
become an intensive research area since the last decade ([41,37,38]). Another approach
currently investigated consists in translating temporal logics into logic programming;
translations of temporal logics such as CTL or modal -calculus into logic programming
have been recently carried out in [33,10,7]. Moreover the close relationship between
model checking and database query evaluation [35,36,1] has been pointed out in [21]
and has started to be investigated based on the idea that Kripke structures can be
viewed as relational databases and that the temporal formulas  can be thought of
as queries issued to relational databases. In [19] the language Datalog LITE is in-
troduced, which subsumes temporal languages such as CTL and the alternation-free
-calculus. This language is obtained by extending strati3ed Datalog with generalized
literals.
In this paper, the temporal logics we consider are the branching time logic CTL,
and its proper extensions ETL, FCTL and the modal -calculus.
ETL extends CTL by allowing fairness constraints expressed by regular expressions,
and FCTL extends CTL by allowing fairness constraints expressed by boolean combi-
nations of the in3nitary modalities F∞p (in3nitely often p) and G∞p (almost always
p). Here we investigate the relationship between the temporal languages CTL, ETL,
FCTL and the modal -calculus on the one hand, and the query evaluation language
Datalog on the other hand; we should use the notation Datalog¬ rather than Datalog
for our language, because negations on database predicates may occur in rule bodies,
but to simplify notations, we will use only Datalog. Since the in3nitary modalities
F∞p and G∞p cannot be expressed by least 3xed points [14,30], we have to enrich
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the conventional semantics of Datalog by allowing some predicates to be computed as
greatest 3xed points.
Datalog as a query language has the following features: (1) Datalog is a declarative
query language with clear semantics. (2) It has polynomial data complexity, i.e., 3xed
Datalog programs can be evaluated in polynomial time over the input databases. In our
special case of Monadic Datalog the data complexity is linear.
More precisely, the language that we use for our translation is the following: we use
two successor binary built-in predicates which are independent of the temporal logic
formula; these binary predicates are introduced after some preprocessing on the input
Kripke structure, and for this reason we can—and will—consider them as database (i.e.
extensional) predicates. We choose the semantics of Datalog to be a semantics strati3ed
with respect to greatest 3xed points in the case of ETL, and a semantics with greatest
3xed points and evaluation priorities, as in the -calculus, in the case of FCTL. As
a by-product of our method, we obtain a new semantics for general (non-strati3ed)
Datalog programs. Still, after our translation of CTL is carried through, we believe
that it is possible to extend it to a direct translation of CTL∗ over 3nite structures
into inf-Datalog extended with transitive closure and successor (though probably with
an exponential blow-up in the size of the Datalog program [39]). Our translation is
interesting because (i) it is direct, modular and succinct (the size of the Datalog
program is linear in the size of the formula for CTL and ETL), (ii) the fragment of
Monadic Datalog that we use for the translation has a simple syntactic characterization
(as modal inf-Datalog programs), and (iii) because the greatest 3xed point semantics
of Datalog programs is well-de3ned even though it is not the traditional semantics (i.e.
the least 3xed point semantics).
2. Syntax and semantics of CTL
CTL expresses properties along a tree-like Low of time, as opposed to LTL where
the Low of time is linear. In CTL we encounter two kinds of formulas: state and path
formulas.
Denition 2.1. Let AP be the set of atomic propositions. By simultaneous induction,
we de3ne the set of CTL state formulas (true or false of states) using rules S1–S3
below, and the set of CTL path formulas (true or false of paths) using rules P0–P1
below:
S1 All atomic propositions are state formulas,
S2 If ’ and  are state formulas, then ¬’, (’∧ ) and (’∨ ) are also state formulas,
and
S3 If ’ is a path formula, then A’ and E’ are state formulas.
P0 A state formula is a path formula,
P1 If ’ and  are state formulas, then ◦’, (’U ) and (’U˜ ) are path formulas.
When we refer to CTL formulas without further clari3cation, we mean state formu-
las. The semantics of CTL are de3ned in terms of Kripke structures.
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Denition 2.2. A Kripke structure K for AP is a tuple 〈S;R; sin ;V〉 where:
• S is the set of states,
• R⊆S×S is the accessibility relation, which is a total binary relation, i.e.
∀x∃y such that R(x; y) (1)
• sin∈S is the initial state, and
• V :S→2AP is a valuation that, intuitively, says which atomic propositions are true
of each state.
A computation path  of K is an in3nite sequence of states of S:
 = s0; s1; : : : ; si; : : : ;where for all i ¿ 0; we have si ∈S and R(si; si+1):
Further, we will also use the following notational convention: i=si; si+1; : : : .
The truth value of CTL formulas is de3ned in terms of Kripke structures K. The
symbolism K; s |=’ means that “in the structure K, formula ’ is true in state s” and
the symbolism K;  |=’ means that “in the structure K, formula ’ is true on path
”.
Denition 2.3. We de3ne recursively the meaning of |=.
• Let ’ be a state formula; then:
(1) K; s |=P⇔P∈V(s), for an atomic proposition P∈AP,
(2) K; s |=¬’⇔K; s |=’,
K; s |=’∧ ⇔K; s |=’ and K; s |= ,
K; s |=’∨ ⇔K; s |=’ or K; s |= ,
(3) K; s |=A’⇔ for every path =s0; s1; : : : ; where s=s0, K;  |=’,
K; s |=E’⇔ there exists a path =s0; s1; : : : ; with s=s0, such that K;  |=’.
• Let now ’ be a path formula.
(0) If ’ is a state formula, then K;  |=’⇔K; s0 |=’, where =s0; s1; : : : ;
(1) K;  |=◦’⇔K; 1 |=’,
K;  |=’U ⇔ there exists i¿0 such that K; i |= and for all j; 06j¡i we
have K; j |=’, and
K;  |=’U˜ ⇔ for all i¿0 such that K; i |= there exists j; 06j¡i such
that K; j |=’.
Denition 2.4. A CTL formula in which negations are applied only to atomic propo-
sitions is said to be in positive normal form.
Remark 2.1. From the above De3nition 2.3 we can see that U˜ is the dual of U,
namely: K;  |=’U˜ ⇔K;  |=¬(¬’U¬ ). One can think of ’U˜ as saying that
“either  always holds along , or the 3rst occurrence of ¬ is strictly preceded by
an occurrence of ’”. This modality is needed for transforming any CTL formula into
an equivalent one in positive normal form.
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The above remark justi3es the following assumption:
Assumption 2.1. In the rest of the paper, we assume that every CTL formula is in
positive normal form.
Remark 2.2. A special case of until U is Fp (eventually p) which is de3ned by:
Fp≡Up (where  denotes “true”). Dually, a special case of the dual until U˜ is Gp
(always p), which is de3ned by: Gp≡⊥U˜p (where ⊥ denotes “false”).
3. Monadic inf-Datalog
Denition 3.1. A Datalog program  is a 3nite set of function-free Horn clauses,
called rules, of the form: ’(x1; : : : ; xn)← 1(y1;1; : : : ; y1; n1 ); : : : ;  k(yk;1; : : : ; yk; nk ) where:
• x1; : : : ; xn are variables,
• yi; j’s are either variables or constants,
• ’ is a predicate, called the head of the rule, and
•  1(y1;1; : : : ; y1; n1 ); : : : ;  k(yk;1; : : : ; yk; nk ) is the body of the rule,
• A predicate which appears on the head of some rule is called intensional database
predicate (IDB predicate), whereas the rest are called extensional database predicates
(EDB predicates),
•  i’s are literals which are either of the form ’i(yi;1; : : : ; yi; ni) or of the form ¬’i(yi;1;
: : : ; yi; ni), with ’i an EDB predicate, or an IDB predicate; if  i is of the form
¬’i(yi;1; : : : ; yi; ni), then all rules with head ’i have only EDB predicates in their
bodies.
Remark 3.1. We should use the notation Datalog¬ for our language, because some
negations may occur in rule bodies, but for simplicity sake, we will use only Datalog.
Notice that we use negation in a very restrictive way (which reduces to using negation
on EDB predicates only); our Datalog programs are always strati3ed with respect to
negation, with at most two strata.
A Datalog program  is said to be monadic if all the predicates occurring in the
heads of the rules have arity at most one. Note that, if a predicate P has arity 0, it can
be replaced by an arity one predicate p, with the additional rule p(x)←p(y); hence
we will assume all intensional predicates have arity exactly one.
A Datalog query is a pair (;’) consisting of a Datalog program  together with
one of its IDB predicates ’ called goal predicate.
For any database D, ’(D) is the set of ground facts about ’ which can be deduced
from D by applications of the rules in . The usual semantics of Datalog computes
’(D) by computing least 3xed points only. Here, the semantics will be slightly dif-
ferent, because some IDB predicates will be “tagged” by an overline indicating that
they must be computed with a greatest 3xed point ’(D) instead of a least 3xed point
’(D).
Denition 3.2. The dependency graph of a Datalog program is a directed graph with
nodes the set of IDB predicates of the program; there is an arc from predicate ’ to
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predicate  if there is a rule with head an instance of ’ and at least one occurrence of
 in its body. Two predicates that belong to the same strongly connected component
of the graph are said to be mutually recursive.
An inf-Datalog program is a Datalog program where some IDB predicates are tagged
with an overline indicating that they must be computed as greatest 3xed points, and
where in addition, for each set of mutually recursive IDB predicates including both
tagged and untagged IDB predicates, the order of evaluation of the IDB predicates in
the set is speci3ed.
An inf-Datalog program is said to be strati=ed if no tagged IDB predicate is mutually
recursive with an untagged IDB predicate.
The advantage of our approach is that we can allow some recursive predicates to be
de3ned without initialization rules (non-recursive rules with this predicate in the head);
such recursive predicates must be tagged.
The above notion of strati3cation is the natural counterpart (with respect to greatest
3xed points) of the well-known strati3cation with respect to negation. 3
We 3rst give an example of a strati3ed inf-Datalog program, and we next give an
example of a general (non-strati3ed) inf-Datalog program.
Example 3.1. Consider as database an in3nite full binary tree, with two EDB predicates
Suc0 and Suc1 denoting, respectively, the 3rst successor and the second successor, and
a unary EDB predicate p (which is meant to state some property of the nodes of the
tree). The program P below, has as IDB predicates T (computed as a greatest 3xed
point) and ’ (computed as a least 3xed point)
P :


T(x)← p(x); Suc0(x; y); Suc1(x; z); T(y); T(z);
’(x)← T(x);
’(x)← Suc0(x; y); Suc1(x; z); ’(y); ’(z):
The IDB predicate T in this program implements the modality AGp on the in3nite full
binary tree, and the IDB predicate ’ implements the modality AFAGp: AGp means
that p is always true on all paths, and AFAGp means that, on every path we will
eventually (after a 3nite number of steps) reach a state wherefrom p is always true on
all paths. Gp is expressed by the CTL path formula ⊥U˜p and AFAGp is expressed
by the CTL state formula A(UA(⊥U˜p)).
The -calculus analog is the L1 expression ’:(:(p∧A◦)
∨
A◦’).
If the Datalog program is not strati3ed and for example IDB predicates ’1; ’2; ’3 are
mutually recursive, then we must indicate in addition to the overlining, the priorities
3 Notice that, if we suppress greatest 3xed points and replace them (by duality) with negations on IDBs
and least 3xed points, our notion of strati3cation with respect to alternation of least and greatest 3xed points
reduces to the classical notion (in Logic Programming) of strati3cation with respect to negation. This justi3es
the choice of the name strati3cation for both notions.
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for computing ’1; ’2; ’3: so we will add exponents indicating in which order the
3xed points must be computed. For instance, ’11; ’2
2; ’33 will mean that we 3rst com-
pute ’1 as a least 3xed point (with ’2; ’3 as parameters), then ’2 as a greatest
3xed point (with ’3 as parameter), and 3nally ’3 as a least 3xed point. This
amounts to injecting into Datalog some of the power of the -calculus
[4,30].
Let us explain in more detail the semantics of non-strati3ed Datalog programs. Note
3rst that we need not precise any evaluation order within a set of IDB predicates all
computed with the same 3xed point (either least or greatest). We de3ne the semantics
of non-strati3ed programs by induction on the number k of alternations between least
3xed points and greatest 3xed points. If k=0, either all IDBs are computed using
least 3xed points or all IDBs are computed using greatest 3xed points, in the usual
way. Assume the semantics of programs with k alternations of least 3xed points and
greatest 3xed points is de3ned and let P be a program with k + 1 such alternations.
For instance, let =1∪2∪3∪ · · · ∪k+1∪k+2 denote the set of IDBs of P; the
order and type of evaluation are as follows: 3rst all IDBs of 1 are computed as
least 3xed points, then all IDBs of 2 are computed as greatest 3xed points, . . . , and
3nally all IDBs of k+2 are computed as least 3xed points. The semantics of P is
de3ned as follows: the IDBs in k+2 are 3rst considered as parameters, as in Gauss
elimination method for solving systems of equations; let P′ be the program consist-
ing only of all the rules of P whose head is in 1∪2∪3∪ · · · ∪k+1 (and the
IDBs in k+2 are considered as EDBs). P′ has at most k alternations of least 3xed
points and greatest 3xed points, hence can be solved formally by the induction hy-
pothesis (with IDBs of k+2 appearing in the solution). Then consider only the rules
of P whose head is in k+2 and substitute in the bodies of these rules the solutions
of P′ for the IDBs in 1∪2∪3∪ · · · ∪k+1: we obtain P′′ where the only IDBs
are those of k+2, but with possibly in3nitary expressions in the rule bodies. Solve
P′′ and 3nally substitute the values obtained for the IDBs in k+2 in the solutions
of P′.
We now give an example of a general (non-strati3ed) inf-Datalog program which
illustrates the previous de3nition.
Example 3.2. Let Suc0 and Suc1 and p be as in Example 3.1. The IDB predicate ’2
in the following program P implements the modality EF∞p=EGFp, expressing that
there exists a path on which p holds in3nitely often. This property is not expressible
in CTL: indeed it is shown in [14] that the dual property AFGp is not expressible in
CTL and needs a non-trivial alternation of greatest and least 3xpoints; hence EGFp
cannot be expressed in CTL either.
P :


’2(x)← 1(x);
1(x)← Suc0(x; y); 1(y);
1(x)← Suc1(x; z); 1(z);
1(x)← p(x); Suc0(x; y); ’2(y);
1(x)← p(x); Suc1(x; z); ’2(z):
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We have here =1∪2 with 1={1} and 2={’2}. The semantics of P is de3ned
as follows: we solve 3rst P′
P′ :
{
1(x)← Suci(x; y); 1(y) for i = 0; 1;
1(x)← p(x); Suci(x; y); ’2(y) for i = 0; 1
and, computing 1 as a least 3xed point, we obtain 1=(
⋃
i¿0 suc
i ◦p◦suc)◦’2,
where suci ◦p◦suc◦’2 denotes the relation {(x; y)=∃x1; : : : ; xi;∃j1; : : : ; ji; ji+1∈{0; 1};
Sucj1 (x; x1)∧Sucj2 (x1; x2)∧ · · · ∧Sucji(xi−1; xi)∧p(xi)∧Sucji+1(xi; y)∧’2(y)}
Then we compute ’2(y) as the greatest 3xed point of the program P′′
P′′ :
{
’2(x)←
(( ⋃
i¿0
suci ◦ p ◦ suc
)
◦ ’2
)
(x)
and we obtain ’2=
⋂
k¿0(
⋃
i¿0 suc
i ◦p◦suc)k . Indeed ’2(x) holds if and only if p oc-
curs in3nitely often on the path starting from x, because (
⋃
i¿0 suc
i ◦p◦suc)k expresses
that p holds k times on the path starting from x.
Computing 3rst 1 as a least 3xed point gives: 1(x) holds i2 there are n¿0,
x0; x1; : : : ; xn; xn+1, such that, x0=x, for each i6n, Suc0(xi−1; xi) or Suc1(xi−1; xi) holds,
and p(xn)∧’2(xn+1) also holds. Computing then ’2 as a greatest 3xed point yields the
desired result, namely the set of states wherefrom starts a path where p holds in3nitely
many times: at the beginning of the 3rst iteration ’2 is true on all states; at the end
of the 3rst iteration ’2 is true in all states where either p holds or from which at
least one state where p holds is reachable in a 3nite number of steps. At the end of
the nth iteration ’2 is true in all states from which starts a path on which p holds in
at least n states (these n states where p holds can be separated from one another by
a 3nite number—possibly 0—of states). Since databases are 3nite structures, all 3xed
point computations will stop after a 3nite number of steps.
The exponents indicate that we must compute 3rst 1 as a least 3xed point (con-
sidering ’2 as a parameter), then compute ’2 as a greatest 3xed point. Reversing the
order and computing 3rst ’1 and then 2 leads to ’1=2=∅, namely both ’1 and 2
are always false, which is not the desired result.
The -calculus analog is the L2 expression ’::(E◦
∨
(p∧E◦’)).
Example 3.3. Consider as database an in3nite full binary tree, as in Example 3.1.
The program P below, has as IDB predicates 2 (computed as a least 3xed point)
and ’1 (computed as a greatest 3xed point)
P :


2(x)← Suc0(x; y); Suc1(x; z); 2(y); 2(z);
2(x)← ’1(x);
’1(x)← 2(x)
’1(x)← p(x); Suc0(x; y); Suc1(x; z); ’1(y); ’1(z):
The IDB predicate 2 in this program implements the modality AG∞p on the in3nite
full binary tree: AG∞p means that, on all paths, p is eventually always true, i.e. all
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but a 3nite number of states satisfy p. Note that AG∞p=AFGp is the dual property
of the modality EGFp of the previous Example 3.2.
4. Kripke structures as relational databases
4.1. Kripke structures as databases
Recall that our goal is to translate temporal logics into inf-Datalog. The simplest such
logic is propositional modal logic ML. Formulas of ML are de3ned as the smallest
set such that: (S1) All atomic propositions and their negations are ML formulas, and
(S2) If ’ and  are ML formulas, then (’∧ ), (’∨ ), A◦’ and E◦’ are also ML
formulas. So in particular, we want to translate the modalities E◦p (the “diamond”
modality ♦) and A◦p (the “box” modality ). Now, translating ’=E◦p is easy: if R
is the accessibility relation and PK gives the states at which p is true, then G’ de3ned
by: G’(x)←R(x; y); PK(y) gives the states at which E◦p is true. Translating the box
A◦p is problematic, especially when a state has a number of successors which is not
known a priori.
Before explaining how we will translate the box, we must show how to match
the properties of Kripke structures used in model checking on the one hand, and the
properties of relational databases on the other hand. The set of states S of a Kripke
structure can be in=nite. Indeed De3nition 2.2 is general enough to allow S to have
any cardinality. However, in relational databases the universe of discourse is =nite.
Hence our Kripke structures must be 3nite. However, we work with 3nite Kripke
structures having a total accessibility relation and it is important to notice that: (1)
in every 3nite structure equipped with a total accessibility relation all maximal paths
are in3nite paths; (2) the set of all paths starting from state sin can be pictured as an
in3nite tree, representing the in3nite computation paths on which CTL path formulas
are interpreted; (3) in 3nite structures the accessibility relation can be made total by
adding a self-loop R(s; s) to every state s that has no successor.
Finally, the fact that the Kripke structure is 3nite implies that every node of the graph
has =nite branching degree, or, equivalently, ∀x∈S there exist exactly n (for some
n∈N that depends on x) distinct elements y0; : : : ; yn−1 of S such that R(x; y0)∧ · · · ∧
R(x; yn−1).
Further, if we assume (a) that the branching degree is bounded (i.e. each node has
at most n successors, n 3xed), (b) that there is a linear order among the successors
(i.e., the children) of a node (viz. from the leftmost child to the rightmost), and (c)
that Suc0; : : : ;Sucn−1 are extensional database predicates that give the first; : : : ; nth
child of a node x, respectively, then we have: R(x; y0)∧ · · · ∧R(x; yn−1) if and only
if Suc0(x; y0)∧ · · · ∧Sucn−1(x; yn−1).
If the branching degree is 3nite but arbitrary and not known a priori, then we can
represent the accessibility relation assuming a linear ordering on the children of a
state and two extensional binary predicates: (i) FirstSuc(x; y), which is interpreted as
asserting that y is the leftmost child of x, and (ii)NextSuc(x; y), which is interpreted as
asserting that y is the right sibling of x. Notice that the relation FirstSuc(x; y) is total
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because of (1), which expresses the totality of R, whilst the relation NextSuc(x; y)
is not de3ned for all x, speci3cally for those that have no right brother. Within this
framework, we can translate the box modality as follows.
Example 4.1. Assume two extensional binary predicates: FirstSuc(x; y) (“y is the left-
most child of x”), and NextSuc(x; y), (“y is the right sibling of x”). The formula
’=A◦p (stating that p is true in all successors of a node) is expressed by the pro-
gram:
’ :


G’(x)← FirstSuc(x; y); T (y);
T (x)← p(x); NextSuc(x; y); T (y);
T (x)← p(x);¬HasSuc(x);
HasSuc(x)← NextSuc(x; y):
To simplify, we will assume that every state has one or two successors linearly
ordered and denoted by Suc0;Suc1, with the convention that a node x with only
one successor satis3es Suc0(x; x). With this convention, we can substitute Suc0 and
Suc1 for the accessibility relation R in the de3nition of a Kripke structure, and (1)
becomes
∀x∃y such that Suc0(x; y): (2)
In the rest of the paper, we will work with Kripke structures which are =nite graphs
whose vertices are numbered using two successor relations. Our translations are valid
only for such structures. We can now de3ne the relational database corresponding to
a Kripke structure.
Denition 4.1. Let K=〈S;Suc0;Suc1; sin ;V〉 be a 3nite propositional Kripke struc-
ture over the (3nite) set of atomic propositions AP. To K corresponds the 3nite
relational database DK=〈S; Suc0; Suc1; sin ; PK0 ; : : : ; PKr−1〉 de3ned as follows:
• S is the set of states S,
• Suci implements Suci, for i=0; 1,
• sin is the initial state, and
• PKi ={s∈S |Pi∈V(s)} gives the states at which Pi is true.
Now, we need to de3ne the evaluation of a temporal logic formula as translated in
Datalog. For state formulas the evaluation is done on a state; in this case the Datalog
predicate will be evaluated on a unary tuple. To each state formula ’ corresponds a
Datalog query (’;G’) with unary goal predicate G’. We build ’ recursively on the
structure of the formula and we shall prove that this translation maintains equivalence
between the state formulas and the Datalog queries, that is the following holds (where
to shorten notations G’’(D
K) is denoted simply by G’(DK), and if ’=U˜ , then
G’’(D
K) is also denoted by G’(DK)):
s ∈ G’(DK) ⇔ K; s |= ’: (3)
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4.2. On ML and non-recursive modal inf-Datalog
Proposition 4.1. With each propositional modal logic formula ’ we associate a non-
recursive inf-Datalog query (’;G’) such that (3) holds.
Proof (Sketch). Notice that propositional modal logic formulas are state formulas. For
each ML formula ’ we inductively construct a query (’;G’) with unary goal predi-
cate G’ as follows:
(1) If ’≡Pi or  ≡¬Pi, where Pi∈AP, then the corresponding programs are, respec-
tively,
’ : G’(x)← PKi (x) and  : G (x)← ¬PKi (x):
(2) If ’≡ 1∧ 2 or  ≡ 1∨ 2, then the corresponding programs are, respectively,
’ :
{
G’(x)← G 1 (x); G 2 (x)
 1 ;  2
and  :


G (x)← G 1 (x);
G (x)← G 2 (x);
 1 ;  2 ;
where ( 1 ; G 1 ) and ( 2 ; G 2 ) are the programs and goals that correspond to
formulas  1 and  2, respectively.
(3) If ’≡E◦ , then the corresponding program is
’ :
{
G’(x)← Suci(x; y); G (y) for i = 0; 1;
 :
(4) If ’≡A◦ , then the corresponding program is
’ :


G’(x)← Suc0(x; y);¬2Suc(x); G (y);
G’(x)← Suc0(x; y); Suc1(x; z); G (y); G (z);
2Suc(x)← Suc0(x; y); Suc1(x; z);
 :
It is clear that the program ’ is non-recursive; the correctness of the translation, i.e.
that (3) holds, can be proved by induction on the structure of the ML state formula.
We would like to have a converse to Proposition 4.1, but we cannot hope to translate
all non-recursive inf-Datalog programs into modal logic formulas, because inf-Datalog
programs are not invariant under bisimulation: for instance the existence of a self-
loop (which is not a bisimulation invariant property) is expressed by the non-recursive
Datalog program Loop(x)←Suci(x; x); i=0; 1; on the contrary, modal logic formulas
can only express bisimulation invariant properties [22]. So we must restrict our inf-
Datalog programs. To this end, we de3ne below modal programs which are bisimulation
invariant.
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Denition 4.2. A modal inf-Datalog program  is an inf-Datalog program such that
• all predicates of  are monadic with the exception of Suc0; Suc1, and
• all rules of  have one of the following forms
(i) ’(x)← un(x); Suci(x; y);  ′(y) for i = 0; 1 and x = y;
(ii)


’(x)← un(x); Suc0(x; y); Suc1(x; z);  ′(y);  ′(z); and x; y; z pairwise distinct;
’(x)← un(x); Suc0(x; y);¬2Suc(x);  ′(y); and x = y;
2Suc(x)← Suc0(x; y); Suc1(x; z);
(iii) ’(x)← un(x);
where  ′ needs not be di2erent from  and where un(x) is a sequence of monadic
literals  (x) where  (x) is either an IDB atom with  = or an atomic proposition
p(x) or its negation ¬p(x).
A strati=ed modal inf-Datalog program is a modal inf-Datalog program which is
also strati3ed with respect to the nesting of least and greatest 3xed points (cf. De3nition
3.2).
The intuition behind this de3nition is that type (i) (resp. (ii)) rules correspond to the
modalities ♦ (resp. ), and type (iii) rules correspond to conjunctions. The inf-Datalog
programs built in Proposition 4.1 are clearly modal.
We now can prove the converse of Proposition 4.1.
Proposition 4.2. With each non-recursive modal inf-Datalog query (;G) we asso-
ciate a modal formula f(;G) (i.e. a propositional modal logic formula) such that:
s∈G(DK)⇔K; s |=f(;G) holds.
Proof. Recall that a program is non-recursive if (i) an IDB appearing on the head
of a rule never appears on its body, and (ii) there are no mutually recursive IDBs
(equivalently there are neither cycles nor self-loops in its dependency graph).
The sequence un(x) is called EDB sequence if un(x)=(¬)p1(x); : : : ; (¬)pn(x) and
the pi’s are atomic propositions. An EDB sequence un(x)=(¬)p1(x); : : : ; (¬)pn(x) rep-
resents the propositional modal formula (¬)p1∧ · · · ∧(¬)pn denoted by f(un). Sim-
ilarly, with each type (iii) rule r of De3nition 4.2: ’(x)←un(x) with un(x)=(¬)p1(x);
: : : ; (¬)pn(x);  1(x); : : : ;  m(x), we associate f(r)=f(un)=(¬)p1 ∧ · · · ∧ (¬)pn∧
f(;  1)∧ · · · ∧f(;  m).
With each pair of type (ii) rules r:{
’(x)← un(x); Suc0(x; y); Suc1(x; z);  ′(y);  ′(z);
’(x)← un(x); Suc0(x; y);¬2Suc(x);  ′(y);
we associate f(r)=f(un)∧A◦f(;  ′).
With each pair of type (i) rules r : ’(x)←un(x); Suci(x; y);  ′(y) for i=0; 1 and
x =y, we associate f(r)=f(un)∧E◦f(;  ′).
Since  is non-recursive, its dependency graph is a tree. By induction on the
depth of the dependency graphs of the subprograms de3ning the  ′s it can
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easily be veri3ed that all the formulas f(;  ′) are well-de3ned and are propositional
formulas.
Finally, if G is de3ned by rules: r1; : : : ; rn, then we let f(;G)=f(r1)∨ · · · ∨f(rn).
5. On CTL and stratied modal inf-Datalog
In this section, we give the translation of CTL state formulas into Datalog for binary
Kripke structures, i.e. Kripke structures where each node has one or two successors.
In particular, we use modal inf-Datalog with negation on non-recursive predicates and
with two extensional predicates, Suc0 and Suc1, expressing left and right child of a
state, respectively. Notice that the relation Suc0(x; y) is total because of (2), which
expresses the totality of Suc0. However, the relation Suc1(x; y) is not de3ned for all
states x, speci3cally whenever there is only one child of a state. We translate CTL
state formulas into strati3ed modal inf-Datalog queries.
Denition 5.1. A modal inf-Datalog program is said to be a CTL-inf-Datalog pro-
gram if it is strati3ed, and satis3es the additional restrictions that each IDB predi-
cate  appears on the head of at most two recursive rules which are of type either
(i) or (ii) (with  ′=) given in De3nition 4.2, and moreover, if we remove such
recursive rules, the remaining program is non-recursive (i.e. an IDB appearing on
the head of a rule never appears on its body and there are no mutually recursive
IDBs).
Theorem 5.1. With each CTL state formula ’ we associate a CTL-inf-Datalog query
(’;G’) such that (3) holds.
Proof (Sketch). For each CTL state formula ’ we construct a program ’ with unary
goal predicate G’. It will be clear that this program satis3es the restrictions of De3ni-
tions 4.2 and 5.1. This is done recursively as follows:
(1) If ’≡Pi or ’≡¬Pi, then ’ and G’ are de3ned as in Proposition 4.1(1).
(2) If ’≡ 1∧ 2 or ’≡ 1∨ 2, then ’ and G’ are de3ned as in Proposition 4.1(2).
(3) If ’≡E ′, where  ′ is a path formula, then the corresponding program is
(a) If  ′ is a state formula, then:
’ :
{
G’(x)← G ′(x);
 ′ :
(b) If  ′≡ ◦ , where  is a state formula, then ’ and G’ are de3ned as in
Proposition 4.1(3).
(c) If  ′≡ 1U 2, where  1 and  2 are state formulas, then:
’ :


G’(x)← G 2 (x);
G’(x)← G 1 (x); Suci(x; y); G’(y) for i = 0; 1;
 2 ;  1 :
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(d) If  ′≡ 1U˜ 2, where  1 and  2 are state formulas, then:
’ :


G’(x)← G 1 (x); G 2 (x);
G’(x)← G 2 (x); Suci(x; y); G’(y) for i = 0; 1;
 2 ;  1 :
(4) If ’≡A ′, where  ′ is a path formula, then the corresponding program is
(a) If  ′ is a state formula, then:
’ :
{
G’(x)← G ′(x);
 ′ :
(b) If  ′≡◦ , where  is a state formula, then ’ and G’ are de3ned as in
Proposition 4.1(4).
(c) If  ′≡ 1U 2, where  1 and  2 are state formulas, then:
’ :


G’(x)← G 2 (x);
G’(x)← G 1 (x); Suc0(x; y);¬2Suc(x); G’(y);
G’(x)← G 1 (x); Suc0(x; y); Suc1(x; z); G’(y); G’(z);
2Suc(x)← Suc0(x; y); Suc1(x; z);
 2 ;  1 :
(d) If  ′≡ 1U˜ 2, where  1 and  2 are state formulas, then:
’ :


G’(x)← G 1 (x); G 2 (x);
G’(x)← G 2 (x); Suc0(x; y); Suc1(x; z); G’(y); G’(z);
G’(x)← G 2 (x); Suc0(x; y);¬2Suc(x); G’(y);
2Suc(x)← Suc0(x; y); Suc1(x; z);
 2 ;  1 :
Note that
(1) if ’≡E ′ or ’≡A ′, where  ′= 1U˜ 2, then the corresponding IDB predicate
G’ is computed as a greatest =xed point,
(2) the inf-Datalog programs we obtain are clearly modal,
(3) the inf-Datalog programs we obtain are strati=ed with respect to the nesting of
greatest and least 3xed points (negations a2ect only extensional predicates or the
predicate 2Suc, so strati3cation with respect to negation trivially holds) and are in
CTL-inf-Datalog: this can be easily proved by induction on the depth of the CTL
formulas,
(4) existential or universal formulas, once their corresponding programs are computed,
can be considered as atomic formulas (in the sense that their predicates are not
treated as recursive from there on).
That the translation is correct, i.e. that (3) holds, can be proved by induction on the
structure of the CTL state formulas.
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Example 5.1. Due to the special form of our Kripke structures, we can express well-
foundedness statements (which are not expressible in general in strati3ed Datalog with
only monadic head predicates [19]); for instance ’=AFp=A(Up), with p∈AP
is expressed by the following monadic program (even on in3nite binary
trees):
’ :


G’(x)← p(x);
G’(x)← Suc0(x; y);¬2Suc(x); G’(y);
G’(x)← Suc0(x; y); Suc1(x; z); G’(y); G’(z);
2Suc(x)← Suc0(x; y); Suc1(x; z):
If we substitute for p(x) a formula expressing that x represents a leaf, i.e. x has it-
self as unique successor, namely ¬2Suc(x)∧Suc0(x; x), then G’(x) expresses the fact
that x is well-founded, i.e. all paths starting from x are “3nite” (in the sense that
they are asymptotically trivial because they reach a self-loop after a 3nite number of
steps).
We now prove the converse of Theorem 5.1.
Theorem 5.2. With each CTL-inf-Datalog query (;) we associate a CTL formula
f(;) such that: s∈(DK)⇔K; s |=f(;) holds.
Proof (Sketch). Since ML⊂CTL, Proposition 4.2 gives a translation of non-recursive
modal inf-Datalog queries into CTL. The proof for the case of recursive CTL-inf-
Datalog queries is similar to the proof of Proposition 4.2, because the dependency
graph of a CTL-inf-Datalog program is a tree where self-loops are added to the nodes
labeled by IDBs which are heads of recursive rules. Proposition 4.2 associates formulas
of propositional modal logic with non-recursive rules. Then assume  is the head of
r1; : : : ; rp (type (iii) rules) and
(x)← un(x); Suci(x; y); (y) for i = 0; 1 and x = y;
we associate with  the CTL formula f(;)=E(f(un)U(f(r1)∨ · · · ∨f(rp))),
where f is de3ned as in the proof of Proposition 4.2.
Similarly, if T is the head of r1; : : : ; rp (type (iii) rules) and
T(x)← un(x); Suci(x; y); T(y) for i = 0; 1 and x = y;
we associate with T the CTL formula f(; T)=E(G(f(un)))∨E(f(un)U(f(r1)∨ · · ·
∨f(rp))). (Recall that G(f(un))≡⊥U˜f(un).)
If  is the head of type (ii) recursive rules:
(x)← un(x); Suc0(x; y); Suc1(x; z); (y); (z);
(x)← un(x); Suc0(x; y);¬2Suc(x); (y)
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and of r1; : : : ; rp (type (iii) rules), then: f(;)=A(f(un)U(f(r1)∨ · · · ∨f(rp))). If
 is tagged with an overline, then
f(; T) = A(G(f(un)) ∨ (f(un)U(f(r1) ∨ · · · ∨ f(rp)))):
Now A(G(f(un))∨(f(un)U(f(r1)∨ · · · ∨f(rp)))) is not a CTL formula, but it is
in B(◦; F;U;¬;∧) and it is shown in [12, p. 1027–1028] that every formula of
B(◦; F;U;¬;∧) is equivalent to a CTL formula; indeed, with a little thought, we
can translate the (non-CTL) formula: A(Gp∨(pUq)) into the equivalent CTL for-
mula: (A((AFq)U˜(p∨(AFq))))∧((EG¬q)∨A(pUq)); wherefrom it follows that we
can construct a CTL formula g(; T)≡f(; T).
6. Translation of ETL and FCTL state formulas into modal inf-Datalog
The main weakness of CTL is its inability to express fairness constraints. This has
been remedied by extending CTL in various ways:
• by adding fairness constraints expressed by new temporal operators de3ned by right-
linear grammars; this gives the temporal logic ETL [40],
• by adding fairness constraints expressed by boolean combinations of the in3nitary
modalities F∞p (in3nitely often p) and G∞p (almost always p); this gives the
temporal logic FCTL [12,16],
• by allowing arbitrary nestings of temporal operators and path quanti3ers; this gives
the temporal logic CTL∗ [12].
6.1. Translation of ETL state formulas into strati=ed modal inf-Datalog
Our translation from CTL to strati3ed modal inf-Datalog can be immediately ex-
tended to ETL. Recall that ETL is obtained by adding to CTL modalities de3ned by
right-linear grammars. Let G=〈N; T; P〉 be a right-linear grammar with non-terminals
N , terminals T , and production rules P. Let f be a mapping associating with each
terminal vi in T a CTL state formula  i. 4 To each non-terminal V in N is associated
a modality (G; V; f), expressing a path property which we will call a fairness con-
straint, and which is de3ned as follows: let L(G; V ) be the set of (3nite and) in3nite
words generated by G with axiom V , and let =s0; s1; : : : ; si; : : : ; be a path in K, then
K;  |= (G; V; f)⇔ there exists w = v0v1 · · · vi · · · ∈ L(G; V )
such that K; si |= f(vi) for all i ¿ 0:
Formally, the set of ETL state and path formulas are de3ned as in De3nition 2.1,
where condition S4 below is added to conditions S1–S3.
S4 If (G; V; f) is a fairness constraint, then A(G; V; f) and E(G; V; f) are state
formulas.
4 Actually,  i can be an ETL state formula de3ned by a grammar G′ having no non-terminal in common
with G.
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Example 6.1. A typical operator considered in [40] is the operator V expressing the
following path formula: 5 property p holds at every even state of the path, and nothing
is required from odd states. It is de3ned by the grammar
V → v0v1V (4)
with formula p associated with v0, and  associated with v1.
Example 6.2. Consider the grammar
V → v1;
V → v2V
and let f(v1)= 1∧ 2, and f(v2)= 2; then (G; V; f) de3nes the modality  1U˜ 2.
Theorem 6.1. With each ETL state formula ’ we associate a strati=ed modal inf-
Datalog query (’;G’) such that (3) holds.
Proof. The translation is similar to the one in Theorem 5.1; hence, we only give here
the translation of an ETL formula built using a fairness constraint (G; V; f) given by
a grammar in right-linear normal form with rewrite rules of the form:
V → v1V ′; (5)
V → v0 (6)
with V; V ′ possibly equal.
Let  i=f(vi); i∈{0; 1} be the CTL state formulas associated with the vis, and let
( i ; G i) be the inf-Datalog programs associated with the  is. The Datalog translation
of, e.g., ’≡E(G; V; f) consists of, for each rule of type (5), the rules{
G’(x)← G 1 (x); Suc0(x; y); GV ′(y);
G’(x)← G 1 (x); Suc1(x; z); GV ′(z)
and for each rule of type (6), the rules
G’(x)← G 0 (x)
The translation of ’≡A(G; V; f) would be similar, e.g., rules of type (5) would be
translated into the rules
’ :


G’(x)← G 1 (x); Suc0(x; y); Suc1(x; z); GV ′(y); GV ′(z);
G’(x)← G 1 (x); Suc0(x; y);¬2Suc(x); GV ′(y);
2Suc(x)← Suc0(x; y); Suc1(x; z):
Example 6.3. Let V be given by the grammar (4) in Example 6.1. The right-linear
normal form of the grammar de3ned by (4) is: V→v0V1; V1→v1V . Assuming that
5 This formula is not expressible in CTL∗, hence not in FCTL, nor in CTL [16].
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atomic formula p0 is associated with v0, and atomic formula p1 is associated with v1,
the inf-Datalog translation of ’≡AV (all paths starting from a given state satisfy V )
is given by
’ :


G’(x)← p0(x); Suc0(x; y); Suc1(x; z); G1(y); G1(z);
G’(x)← p0(x); Suc0(x; y);¬2Suc(x); G1(y);
G1(x)← p1(x); Suc0(x; y); Suc1(x; z); G’(y); G’(z);
G1(x)← p1(x); Suc0(x; y);¬2Suc(x); G’(y);
2Suc(x)← Suc0(x; y); Suc1(x; z):
Note that G’ and G1 are computed using greatest 3xed points, and that the Datalog
program is strati3ed.
Remark 6.1. The converse of Theorem 6.1 does not hold because the formula
A(G(pUq)), which is expressible by a strati3ed modal inf-Datalog query, is not ex-
pressible in ETL [38]. Note that the language we call ETL is the branching time
extension of the ETL language in [40]: it is a special case of the branching time
extension of the ETLf language of [38].
6.2. Translation of FCTL state formulas into modal inf-Datalog
Our translation can also be extended to FCTL. However, it is not so immediate
as in Section 6.1 because the translation of an FCTL formula is now a non-strati3ed
modal inf-Datalog program. FCTL is de3ned exactly as CTL, except for the fact that
the quanti3cations are now of the form E;A, where  is a boolean combination
of formulas F∞p and G∞q [16,17] and p; q are atomic propositions.  represents a
fairness constraint on paths, and E;A mean respectively “there exists a fair path”
and “for all fair paths”. Formally, FCTL state and path formulas are de3ned as in
De3nition 2.1, with the only di2erence that condition S3 is replaced by
S3′ If ’ is a path formula, and  a fairness constraint formula (boolean combination
of formulas F∞p and G∞p), then A’ and E’ are state formulas.
In Example 3.2, we showed how to translate into inf-Datalog the modality EF∞p,
expressing that there exists a path on which p holds in3nitely often. Similarly, we
can translate formulas of the form E, A, where  is a boolean combination of the
modalities F∞p and=or G∞q. For instance, E(F∞p∧F∞q) would be translated as:
’2(x)← 1(x)
1(x)← Suci(x; y); 1(y) for i = 0; 1;
1(x)← p(x); Suci(x; y); 11(y) for i = 0; 1;
11(x)← Suci(x; y); 11(y) for i = 0; 1;
11(x)← q(x); Suci(x; y); ’2(y) for i = 0; 1:
A translation of E(F∞p∧F∞q) in the -calculus, obtained as in [16], is ’:(:((p∧
’)∨(’∧E◦))∧ :((q∧’)∨(’∧E◦))).
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We now show how to translate a general formula of the form E, A, where  is
a boolean combination of the modalities F∞p and=or G∞q.
We 3rst study formulas of the form E. Assume  is in disjunctive normal form, i.e.
=1∨ · · · ∨n and each i is a conjunction of basic FCTL modalities F∞p and=or
G∞q; then K; s |=E if and only if K; s |=Ei, for some i in {1; : : : ; n}. Hence,
if we build programs and predicates ’1; : : : ; ’n such that K; s |=Ei if and only if
s∈’i(DK), for i=1; : : : ; n, it will follow that the set of rules
’(x)← ’i(x) for i = 1; : : : ; n
de3nes E, i.e. K; s |=E if and only if s∈’(DK).
Now, each formula i is a conjunction of basic FCTL modalities F∞p and=or G∞q,
for instance i=(F∞p∧F∞q∧G∞r∧G∞s); the case when there are more than two
conjuncts F∞p and=or G∞q is similar. It is easy to see that G∞ commutes with
conjuncts, i.e.
Remark 6.2. K; s |=E(F∞p∧F∞q∧G∞r∧G∞s) if and only if K; s |=E(F∞p∧F∞
q∧G∞(r∧s)).
Hence we can assume i of the simpler form: i=E(F∞p∧F∞q∧G∞r). Moreover,
it is also easy to see that
Lemma 6.1. The following are equivalent: (i) K; s |=E(F∞p∧F∞q∧G∞r), if and
only if (ii) K; s |=EF(F∞p∧F∞q∧Gr), if and only if (iii) K; s |=EF(F∞(p∧Fq)∧
Gr), if and only if (iv) K; s |=EF(F∞(Fp∧q)∧Gr).
Hence it suHces to de3ne a predicate ’ translating the formula
E = EF(F∞(p ∧ Fq) ∧ Gr)
and this can be done as follows (where ’2 translates  =F∞(p∧Fq)∧Gr, and ’3
translates EF ):
PE :


’3(x)← ’2(x);
’3(x)← Suci(x; y); ’3(y) for i = 0; 1;
’2(x)← 1(x);
1(x)← r(x); Suci(x; y); 1(y) for i = 0; 1
1(x)← r(x); p(x); Suci(x; y); 11(y) for i = 0; 1
11(x)← r(x); Suci(x; y); 11(y) for i = 0; 1
11(x)← r(x); q(x); Suci(x; y); ’2(y) for i = 0; 1
Note that, surprisingly, the size of the Datalog program is linear in the size of the
FCTL formula: we do not have the exponential blow-up in size that might have been
expected from [39]. The intuitive reason is that, because of the fairness (p and q must
occur in3nitely often) we no longer have to consider all the possible orders in which
p and q occur. The -calculus translation of E(F∞p∧F∞q∧G∞r) obtained by the
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method of [16] is
’′:(E◦’′∨’:(E ◦ :((p ∧ ’) ∨ (’ ∧ E ◦ ))∧
E ◦ :((q ∧ ’) ∨ (’ ∧ E ◦ ))∧(r ∧ E’))): (7)
We now give the translation of a formula A, where  is in conjunctive normal
form, i.e. =1∧ · · · ∧n and each i is a disjunction of basic FCTL modalities; then
K; s |=A if and only if K; s |=Ai, for i in {1; : : : ; n}. Hence, if ’i is such that
K; s |=Ai if and only if s∈’i(DK), for i=1; : : : ; n, it will follow that the rule
’(x)← ’1(x); : : : ; ’n(x)
translates A.
Let, for example, i=(F∞p∨F∞q∨G∞r∨G∞s).
Remark 6.3. K; s |=A(F∞p∨F∞q∨G∞r∨G∞s) if and only if K; s |=A(F∞(p∨q)
∨G∞r∨G∞s)
Hence we can assume i of the simpler form: i=(F∞p∨G∞r∨G∞s) and the pred-
icate ’3 de3ned below translates formula Ai. For simplicity, we assume the Kripke
structure is assumed to be a full binary tree.
PEi :


’3(x)← 2(x);
2(x)← Suc0(x; y); Suc1(x; z); 2(y); 2(z);
2(x)← p(x); Suc0(x; y); Suc1(x; z); ’3(y); ’3(z);
2(x)← ’1r (x);
2(x)← ’1s (x);
’1r (x)← r(x); Suc0(x; y); Suc1(x; z); ’1r (y); ’1r (z)
’1s (x)← s(x); Suc0(x; y); Suc1(x; z); ’1s (y); ’1s (z)
’1r (x)← ’3(x)
’1s (x)← ’3(x)
Because A(F∞p∨G∞r∨G∞s)≡¬E(G∞¬p∧F∞¬r∧F∞¬s), the translation in -
calculus of Ai can be deduced immediately from formula (7) by duality.
We now show how to translate an arbitrary FCTL formula into modal
inf-Datalog.
Theorem 6.2. With each FCTL state formula ’ we associate a modal inf-Datalog
query (’;G’) such that (3) holds.
Proof (Sketch). The translation is modular and similar to the translation of Theorem
5.1, except for the formulas of the form E ′;A ′, where  is a fairness con-
straint expressed by a boolean combination of modalities F∞p and=or G∞q. Note
that E ′≡E(∧ ′), and A ′≡A(⇒ ′)≡A(¬∨ ′)≡A(′∨ ′) where ′=¬
is also a fairness constraint expressed by a boolean combination of modalities F∞p
and=or G∞q. So we now detail the translation of formulas E ′ corresponding to cases
3 (a)–(d) of Theorem 5.1.
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If ’≡E ′, where  ′ is a path formula, then the corresponding program is de3ned
below; note that in all the following programs, the new IDB G’ is evaluated after
the previously de3ned IDBs G ′ ; G 1 ; G 2 and after the IDB predicate GE de3ned by
program PE.
(a) If  ′ is a state formula, then ’≡E ′≡E(E∧ ′) and:
’ :
{
G’(x)← GE(x); G ′(x);
PE;  ′ :
(b) If  ′≡◦ , where  is a state formula, then E ◦ ≡E◦E(E∧ ) and:
’ :
{
G’(x)← Suci(x; y); GE(y); G (y) for i = 0; 1;
PE;  :
(c) If  ′≡ 1U 2, where  1 and  2 are state formulas, then E( 1U 2)≡E( 1UE(E
∧ 2)) and:
’ :


G’(x)← GE(x); G 2 (x);
G’(x)← G 1 (x); Suci(x; y); G’(y) for i = 0; 1;
PE;  2 ;  1 :
(d) If  ′≡ 1U˜ 2, where  1 and  2 are state formulas, then E( 1U˜ 2)≡E(G 2∧)
∨E( 2UE( 2∧ 1∧E)); but now the translation must incorporate G 2 into the
program translating E in order to allow for the possibility of an in3nite path
where  2 always holds and which is also fair with respect to ; assume =
(F∞p∧G∞r), and let 2=E(G 2∧) and 3=E( 2UE( 2∧ 1∧E)) then:
’ :


G5’(x)← G42 (x);
G5’(x)← G43(x);
G43(x)← G3(x); G1 1 (x); G1 2 (x);
G43(x)← G1 2 (x); Suci(x; y); G43(y) for i = 0; 1;
PE(G 2∧) :


G42 (x)← 13(x);
G42 (x)← G1 2 (x); Suci(x; y); G42 (y) for i = 0; 1;
13(x)← 32(x);
32(x)← G1 2 (x); r(x); Suci(x; y); 32(y) for i = 0; 1;
32(x)← G1 2 (x); r(x); p(x); Suci(x; y); 13(y) for i = 0; 1;
PE :


G3(x)← ’2(x);
G3(x)← Suci(x; y); G3(y) for i = 0; 1;
’2(x)← 1(x);
1(x)← r(x); Suci(x; y); 1(y) for i = 0; 1;
1(x)← r(x); p(x); Suci(x; y); ’2(y) for i = 0; 1;
PE;  2 ;  1 :
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We note that only here occurs an exponential blow-up in size: namely, for all the
other FCTL formulas, the size of the Datalog program is at most linear in the size
of the formula, and the exponential blow-up occurs if we introduce the operator U˜
which is only needed in order to ensure that the formulas are in positive normal
form. If we substitute the primitive modality G for the primitive modality U˜ (recall
that Gp≡⊥U˜p) in the de3nition of FCTL, as in [16,17], then we obtain a succinct
translation from FCTL to Datalog, while keeping the same expressive power for FCTL.
The translation of a formula of the type A ′ corresponding to cases 4 (a)–(d) of
Theorem 5.1 is similar.
Remark 6.4. The converse of Theorem 6.2 does not hold because the formula A(F(p∧
◦p)), which is expressible by a strati3ed modal inf-Datalog query, is not expressible
in FCTL [12].
We translated FCTL formulas with fairness constraints which are boolean combina-
tion of formulas F∞p and G∞p into modal inf-Datalog programs. The same translation
can be applied to the case where the ps in the fairness constraints are boolean combi-
nation of atomic propositions (instead of just atomic propositions). Our translation can
also easily be extended to the case where the ps in the fairness constraints are arbitrary
FCTL formulas, thus enabling us to translate generalized GFCTL formulas [17]. CTL∗
should also be translatable into modal inf-Datalog since CTL∗ can be translated into
L [11] and L has the same expressive power as modal inf-Datalog: however, the
translation is probably neither direct nor succinct [39].
7. On modal -calculus and modal inf-Datalog
7.1. Modal -calculus versus modal inf-Datalog
Denition 7.1. The set M of modal -calculus formulas is the smallest set such that:
• all atomic propositions and their negations are in M ,
• all propositional variables X are in M ,
• if ’ and  are in M then (’∧ ); (’∨ ), A◦’ and E◦’ are also in M ,
• if ’ is in M then X:’ and X:’ are also in M .
The semantics of (modal) -calculus formulas can be given by induction on the number
of alternations between least 3xed points and greatest 3xed points, similarly to the
semantics of inf-Datalog programs given in Section 3; for details, see [4].
Theorem 7.1. With each modal -calculus sentence ’ we associate a modal inf-
Datalog query (’;G’) such that (3) holds. If the sentence ’ is alternation-free,
then the corresponding program ’ is strati=ed.
Proof (Sketch). The translation is similar to the one in Theorem 5.1, but somewhat
more technical. By renaming variables we can assume that all propositional variables
bound by a 3xed point operator  or  are pairwise distinct.
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(i) with each modal -calculus formula ’ we will associate a set S’ of inf-Datalog
rule bodies, a set FP’ of free parameters, and a program ’ with parameters FP’. If
’ is of the form ’=Y: , where  is either  or , ’ will have goal predicate
GY (or GY ) and parameters GZ corresponding to the variables Z which are free in ’.
The goal predicates will later be decorated with exponents representing their evaluation
order.
(ii) with each modal -calculus sentence ’ we will also associate a program ’
(without parameters); if ’ is not of the form Y: , ’ will have rule bodies S’ and
goal predicate G’; if ’ is of the form Y: (resp. Y: ) ’ will have goal predicate
GY (resp. GY ), and the rule bodies will be speci3ed in our construction.
We construct ’ and S’ simultaneously, by induction on the structure of the -
calculus formulas.
(1) If ’≡Pi (resp.  ≡¬Pi), where Pi is an atomic proposition, then FP’=FP =∅,
S’={PKi (x)} (resp. S ={¬PKi (x)}) and the corresponding programs are, respec-
tively,
’ : G’(x)← PKi (x) and  : G (x)← ¬PKi (x):
(2) If ’≡X , where X is a variable, then FP’={G0X }, ’=∅ and S’={G0X (x)}; G0X
is said to be a free parameter (to be passed on to the formulas containing ’ until
X is bound by a  or ), and G0X is considered as an IDB when we compute
dependency graphs.
(3) If ’≡ 1∧ 2 or  ≡ 1∨ 2, then FP’=FP =FP 1∪FP 2 , and:
• If neither  1 nor  2 are sentences, ’ =  1 ∪ 2 =  ,
S’ = {(b1; b2) | b1 ∈ S 1 ; b2 ∈ S 2} (resp: S = S 1 ∪ S 2 ):
• If both  1 and  2 are closed formulas (sentences), S’={G’(x)} (resp. S =
{G (x)}), the corresponding programs are, respectively,
’ :
{
G’(x)← G 1 (x); G 2 (x);
 1 ;  2
and  :


G (x)← G 1 (x);
G (x)← G 2 (x);
 1 ;  2 ;
where ( 1 ; G 1 ) and ( 2 ; G 2 ) are the queries that correspond to formulas
 1 and  2, respectively.
• If e.g.  1 is a sentence and  2 contains free variables, then S’={(G 1 (x); b2) |
b2∈S 2} (resp. S ={G 1 (x)}∪S 2 ), where G 1 is de3ned by  1 , and ’=
 1∪ 2 = .
(4) If ’≡E◦ , then:
• If ’ is not a sentence, FP’=FP , ’= , and
S’ = {(Suc0(x; y); b(y=x)); (Suc1(x; y); b(y=x)) | b ∈ S }:
• If ’ is a sentence,  is also a sentence, S’={G’(x)} and ’ is obtained as in
Proposition 4.1(3).
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(5) If ’≡A◦ , then:
• If ’ is not a sentence, FP’=FP , ’= , and
S’= {(Suc0(x;y); Suc1(x; z); b(y=x); b(z=x)); (Suc0(x; y);¬2Suc(x); b(y=x))|b∈ S }:
• If ’ is a sentence,  is also a sentence, S’=G’ and ’ is obtained as in
Proposition 4.1(4).
(6) If ’≡X: , then G0X will become an IDB GkX , which will be de3ned by the
program ’; k¿0 will be the evaluation order of GkX and we have to determine
k. To this end, we track the IDBs GiY such that G
0
X occurs as a free parameter in
the rule bodies de3ning GiY (or in the rule bodies de3ning one of the IDBs called
by GiY : : :). Let us say that G
i
Y depends on the free parameter G
0
Z if either G
i
Y =G
0
Z ,
or there is a path from GiY to G
0
Z in the dependency graph of the program de3ning
GiY .
Let
R’ = {GiY |GiY occurs in S and GiY depends on a free parameter of FP }
R’ = {GjY |GjY occurs in S and GjY depends on a free parameter of FP }
and let k= max{1;max{i |GiY ∈R’};max{j + 1 |GjY ∈R’}}. Note that R’ and
R’ are not both empty, unless ’ is trivial, i.e. X does not occur in  . We then
substitute GkX for all occurrences of the free parameter G
0
X in all the programs
(corresponding to subformulas) de3ned so far, and we drop G0X from the list of
free parameters. S’={GkX (x)}; then ’ is obtained by adding to  (GkX =G0X ) the
rule(s) {GkX (x)←b(GkX =G0X ) | b∈S }; the bodies of the rules are obtained
by substituting GkX for all occurrences of the free parameter G
0
X in S . Finally,
FP’=FP \{G0X }.
(7) The case where ’≡X: is treated similarly, by exchanging the roˆles of GkX
and GkX .
It is clear that an alternation-free sentence is translated into a program where all IDBs
have exponent 1, hence a strati3ed modal inf-Datalog program.
Example 7.1. Let ’≡Y:X:(E◦X ∨(p∧E◦Y )),  ≡E◦X ∨(p∧E◦Y ), and  ′≡X: .
Then
S = { (Suc0(x; y); G0X (y)); (Suc1(x; y); G0X (y)); (p(x); Suc0(x; y); G0Y (y));
(p(x); Suc1(x; y); G0Y (y))};
R ′ ={G0X }, R ′ =∅, S ′ ={G1X (x)} and
 ′ :


G1X (x)← Suc0(x; y); G1X (y);
G1X (x)← Suc1(x; z); G1X (z);
G1X (x)← p(x); Suc0(x; y); G0Y (y);
G1X (x)← p(x); Suc1(x; z); G0Y (z):
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We then compute ’. R’=∅, and R’={G1X }, hence k=2; S’={G2Y (x)} and ’ is
obtained from  ′ by substituting G2Y for all occurrences of G
0
Y and adding the rule
G2Y (x)←G1X (x), which is exactly the program we obtained in Example 3.2.
Example 7.2. Our exponents di2er from the notion of alternation depth of [4] and the
notion of alternation depth of [16]; they are similar to the “syntactic” alternation depth
of [5]. For instance, the program corresponding to [4] ’≡X:Y:(X ∨Y ∨Z:W:(X ∨Z
∨(p∧W ))) would be

G1W (x)← p(x); G1W (x)
G1W (x)← G4X (x)
G1W (x)← G2Z(x)
G2Z(x)← G1W (x)
G3Y (x)← G2Z(x);
G3Y (x)← G3Y (x);
G3Y (x)← G4X (x);
G4X (x)← G3Y (x):
Notice that in the present example, the alternation depth of [4] is 2, and the alternation
depth of [16] is 3. By modifying the de3nition of R’ and R’ in point (6) as follows:
R’={GiY |GiY occurs in S and GiY depends on G1X } and R’={GjY |GjY occurs in S 
and GjY depends on G
1
X } we would obtain for k the alternation depth of formula ’ as
de3ned in [4].
In the next subsection, we prove converses to Theorem 7.1.
7.2. (Strati=ed) modal inf-Datalog versus (alternation-free) -calculus
We now prove the converse of Theorem 7.1 for strati3ed modal inf-Datalog
programs.
Theorem 7.2. With each strati=ed modal inf-Datalog query (;) we associate an
alternation-free modal -calculus formula f(;) such that: s∈(DK)⇔K;
s |=f(;) holds.
Proof. The proof is by induction on the number of strata of the program . Let
=′∪s where s is the set of rules of the current stratum and ′ the set of rules
of the lower strata. We assume as induction hypothesis: if  is either an EDB predicate
or a head predicate from the lower strata in ′, then we have already built a formula
f(′;  ) of the alternation-free -calculus which is equivalent to the query (;  ).
Let s={1; : : : ; n} be the set of IDBs appearing on the heads of the rules in the
current stratum s. Because the program is strati3ed, s can be partitioned in a disjoint
union s=1∪ · · · ∪p∪1∪ · · · ∪q∪:s: every i (resp. i) is a set of all untagged
(resp. all tagged) and mutually recursive IDBs which depend only on the IDBs of the
previous strata in ′ and the IDBs in i (resp. i); 6 :s is a set of non-recursive IDBs
6 If ∈i depends on ′∈j , then i will go in an upper stratum.
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depending on (i) at least one recursive IDB in s\:s=1∪ · · · ∪p∪1∪ · · · ∪q, (ii)
possibly also on IDBs in lower strata, and (iii) nothing else. With each IDB i∈s
we associate a propositional variable Xi , and with each rule r∈s we associate a
formula f(r) of the alternation-free -calculus.
With each sequence un(x) of the form: un(x)=(¬)p1(x); : : : ; (¬)pn(x);  1(x); : : : ;
 m(x), we associate the formula
f(un) = (¬)p1 ∧ · · · ∧ (¬)pn ∧ f 1 ∧ · · · ∧ f m ;
where
f i =


X i if  i ∈ s\:s;
f(′;  i) if  i =∈ s;
f(;  i) if  i ∈ :s:
(8)
With each type (i) pair of rules r of the form:
’(x)← un(x); Suci(x; y);  ′(y) for i = 0; 1 and x = y
we associate the formula f(r)=f(un)∧E◦f ′ .
With each type (ii) pair of rules r of the form:
{
’(x)← un(x); Suc0(x; y); Suc1(x; z);  ′(y);  ′(z);
’(x)← un(x); Suc0(x; y);¬2Suc(x);  ′(y)
we associate the formula f(r)=f(un)∧A◦f ′ .
With each type (iii) rule r of the form: ’(x)←un(x), we associate the formula
f(r)=f(un).
We 3rst build the -calculus formula f(;i) for i∈s\:s. Assume 3rst i∈i =
{1; : : : ; qi}, and let i be de3ned by rules ri1; : : : ; rini , for i=1; : : : ; qi, then the
alternation-free -calculus formula f(;i) is the ith component of the vectorial 3xed
point computed by the set of 3xed point formulas
X1 :(f(r11) ∨ · · · ∨ f(r1n1 ));
...
Xi :(f(ri1) ∨ · · · ∨ f(rini));
...
Xqi :(f(rn1) ∨ · · · ∨ f(rnnqi )):
By BekiWc principle and Gauss elimination rule (see [4] Proposition 1.4.7, p. 30), each
component f(;i) of this set of simultaneous greatest 3xed points is equivalent to a
single nested 3xed point. Similarly, if i∈i={1; : : : ; pi}, f(;i) is a component
of a set of simultaneous least 3xed points and is equivalent to a single nested 3xed
point.
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Finally, we build the formulas f(;  ) for  non-recursive,  ∈:s: these formulas
are given by trivial -calculus formulas without 3xed points of the form: f(;  )=
f(r1)∨ · · · ∨f(rk) if  is the head of rules r1; : : : ; rk , exactly as in Proposition 4.2.
We now prove the converse of Theorem 7.1 for modal inf-Datalog programs.
Theorem 7.3. With each modal inf-Datalog query (;) we associate a modal
-calculus formula f(;) such that: s∈(DK)⇔K; s |=f(;) holds.
Proof. IDB  is said to depend on IDB ′ i2 there is a path (possibly a self-loop)
from  to ′ in the dependency graph of . Notice that the set ={ 1; : : : ;  N} of
IDBs of  can be partitioned into C1; D1; C2; D2; : : : ; Cn; Dn. Each Ci is a disjoint union
of sets Ci; j: Ci; j is a set of mutually recursive IDBs containing both tagged and un-
tagged IDBs, and depending on the IDBs in Ci; j and in Cl∪Dl; l¡i, and depending on
nothing else. Di is the greatest set of IDBs such that: (i) IDBs in Di depend on some
IDB in Ci, possibly depend on IDBs in Cl∪Dl; l¡i, and depend on nothing else, and
(ii) all sets of mutually recursive IDBs in Di have the same tag. The proof is by induc-
tion on n. Let k be the set of rules of  with head in k=C1∪D1∪ · · · ∪Ck ∪Dk .
Assume that for every ∈k , we have de3ned a modal -calculus formula f(k; )
which is equivalent to the query (;), and let us de3ne the -calculus formulas
corresponding to IDBs in Ck+1∪Dk+1. If Ck+1=∅ we proceed exactly as in Theorem
7.2, because the set of rules with head in Dk+1 is a strati3ed inf-Datalog program.
Otherwise, if Ck+1=Ck+1;1∪ · · · ∪Ck+1; nk+1 =∅, we de3ne 3rst the -calculus formulas
equivalent to (;) for ∈Ck+1. Let ∈Ck+1; i={1; : : : ; j}, where the s are evalu-
ated in the order (1; : : : ; j). We associate with each rule r of type (i)–(iii) a formula
f(r) as in the proof of Theorem 7.2, the only di2erence being that Eq. (8) is now
replaced by
f i =
{
X i if  i ∈ Ck+1;
f(k;  i) if  i =∈ Ck+1:
We then obtain, for each Ck+1; i a system of vectorial 3xed point formulas:
1X1 :(f(r11) ∨ · · · ∨ f(r1n1 ));
...
iXi :(f(ri1) ∨ · · · ∨ f(rini));
...
jXj :(f(rj1) ∨ · · · ∨ f(rjnj)):
The -calculus formula corresponding to (;i) is the ith component of this vecto-
rial 3xed point. By Proposition 1.4.11, p. 32 of [4], each component of this set of
simultaneous 3xed points is equivalent to a single nested 3xed point; this gives us
the required formulas f(;i). We then de3ne the -calculus formulas equivalent to
(;) for ∈Dk+1 exactly as in Theorem 7.2.
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Lµ2
µ1L
Lµ
CTL*FCTL
ETL
CTL
 modal inf−Datalog
recursion−free
ML
             modal inf−Datalog
stratified
    CTL−inf−Datalog modal inf−Datalog
    inf−Datalog
Fig. 1. Comparison of the various languages considered in the paper. ML, L, L1 and L2, respectively,
denote propositional modal logic, modal -calculus, alternation-free modal -calculus, and modal -calculus
with alternation depth at most 2. An arrow going from L to L′ means that L is strictly less expressive than
L′, and the sign ||| indicates that L and L′ have the same expressive power.
8. Conclusion and comparison with literature
We gave a translation of CTL, ETL, FCTL and -calculus formulas into modal
inf-Datalog programs. We characterized the fragment of Monadic inf-Datalog corre-
sponding to (alternation-free) -calculus as the set of (strati3ed) modal inf-Datalog
programs; the fragment corresponding to CTL consists of CTL-inf-Datalog programs.
Modal inf-Datalog as well as its fragments corresponding to CTL and the (alternation-
free) -calculus have very simple syntactic characterizations.
Fig. 1 provides an overview of the various languages we study, their relationships
and our results. ML≡ recursion-free modal inf-Datalog results from Propositions 4.1
and 4.2. CTL≡ CTL-inf-Datalog results from Theorems 5.1 and 5.2. L1≡ strati3ed
modal inf-Datalog (resp. L≡ modal inf-Datalog) results from Theorems 7.1 and 7.2
(resp. 7.3). ETL (resp. FCTL) is less expressive than L1 and strati3ed inf-Datalog
(resp. L2) because of Remark 6.1 (resp. 6.4) and Theorem 6.1 (resp. 6.2). Finally,
the inclusion: modal inf-Datalog ⊂ inf-Datalog is proper because (even strati3ed) inf-
Datalog can express properties which are not bisimulation invariant, for instance the
existence of a self-loop, whilst modal -calculus formulas express only properties which
are bisimulation invariant: hence modal inf-Datalog, which is equivalent to L, can-
not express the existence of a self-loop. Janin and Walukiewicz [23] proved that, on
Kripke structures, every MSO-de3nable property that is invariant under bisimulation
is also de3nable in L, and [22] characterizes levels of the L hierarchy in terms of
bisimulation-invariant fragments of MSO. It would be interesting to characterize the
bisimulation-invariant fragment of inf-Datalog similarly. It would also be of interest to
compare inf-Datalog with MSO.
Our work goes in the same direction as the papers by Dam [11], Corsini and Rauzy
[9], Gottlob et al. [19].
In [19] the language Datalog LITE is introduced, and it is shown that CTL can be
translated into Datalog LITE. Datalog LITE is obtained by extending strati3ed Datalog
with guarded rules containing generalized literals (of the form L(x; y)=∀u(p(u; x; y)→
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q(u; x))); it has similarities with the guarded logics of [2]. In [19] it is proved that
model checking for Datalog LITE can be done in time linear in the size of the database
and that Modal Datalog LITE has the same expressive power as L1.
Dam [11] gives a translation from CTL∗ and ECTL∗ to the modal -calculus; how-
ever, this translation is not direct: it uses as intermediate stage either a tableau rep-
resenting the CTL∗ formula, or an automaton representing the ECTL∗ formula. The
resulting -calculus formula is a bit more complex and less intuitive (in our opinion)
than our Datalog translation. For instance, the translation of EF∞p in [11] is the for-
mula  :((¬p∧◦ )∨(p∧◦’)), with ’ de3ned by ’:((¬p∧◦:((¬p∧◦)∨(p∧
◦’)))∨(p∧◦’)). Our translation gives a program that corresponds (cf. Example 3.2)
to the formula ’::(E◦∨(p∧E◦’)).
Corsini and Rauzy [9] present the constraint language Toupie which implements the
-calculus over 3nite domains. A Toupie program is a set of predicate de3nitions and
Toupie predicates are always de3ned as least or greatest 3xed points of equations. The
paper provides no systematic translation of CTL formulas into Toupie programs. It
gives a translation of the FCTL formula EF∞p (there exists a path where p holds
in3nitely often) into a Toupie program which is essentially the same as our Datalog
translation. Regarding CTL∗, the paper gives three examples of CTL∗ formulas: EGp
(there exists a path on which p always holds), AGp (on all paths p always holds),
pUq, where p and q are path formulas, and their corresponding Toupie programs,
all three with greatest 3xed points. While the given translation is expectable for the
CTL version of EGp and AGp (i.e. when p is a state formula) it is not clear at
all why it should be correct for the CTL∗ formulas (i.e. when p is a path formula).
The same remark holds for the third formula pUq. Notice that in the CTL case, i.e.
when p and q are state formulas and thus pUq is a CTL formula, our Datalog trans-
lation is simpler since we use a least 3xed point instead of a greatest 3xed point. We
conjecture that, on 3nite structures, Toupie and inf-Datalog have the same expressive
power.
The work of Nguyen goes in a direction which is mostly di2erent from our work.
Nguyen [29] de3nes a modal query language MDatalog, with non-necessarily monadic
IDB predicates, and rules allowing atoms decorated by modalities (e.g. generalized
atoms of the form ◦’(x1; : : : ; xn)). MDatalog programs are thus 3nite sets of universally
quanti3ed function-free modal Horn clauses [18]. The semantics given in [29] is a
traditional least 3xed point semantics. Moreover, [29] studies the complexity of the
satis3ability of MDatalog queries. MDatalog is geared towards Arti3cial Intelligence
applications, such as reasoning about necessity, belief, knowledge, and not towards
model checking of CTL-like formulas.
Modal Datalog LITE has the same expressive power as L1 (the alternation-free
-calculus); the same holds for strati3ed modal inf-Datalog by Theorems 7.1 and 7.3,
and modal inf-Datalog has the same expressive power as the modal -calculus (The-
orems 7.1, 7.3). Hence, both modal Datalog LITE and strati3ed modal inf-Datalog
are less expressive than modal inf-Datalog, since formulas such as EF∞p, AG∞p,
E(F∞p∧F∞q) (expressing fairness and needing nesting of greatest 3xed points and
least 3xed points) cannot be expressed in the alternation-free -calculus
[14,30,31].
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