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Let u(n) denote the sum of the divisors of n. Ramanujan proved that 
LSg”<Z u’(n) = $ 5(3)x3 + E(x), where E(x) = 0(x2 log2 x). Using a theorem 
of Walfisz based on Weyl’s inequality for exponential sums, we prove that 
E(x) = O(~~log”~~x) and also that &nCr [&2)/n]” = Fj 5(3)x - 5 log*x + 
O(log5/3x). 
1. INTRODUCTION 
In paper seventeen of the “Collected Papers of Srinivasa Ramanujan” 
([l], p. 135, Eq. (19)), it is stated that 
1 o”(n) = G<(3) x3 + E(x), 
n&z 
where o(n) denotes the sum of the divisors of n, E(x) 
E(x) f 0(x” log x). 
In the present paper, we shall prove that 
E(x) = 0(x2 log2 x) 
and that the “average value” of E(x) is 
@JO) x2 log x, 
(1) 
0(x2 log2 x) and 
(2) 
(3) 
the latter implying (2). In fact, Ramanujan did not supply a proof of (2) 
and, so far as I know, no proof has appeared in print. Indeed, we shall 
prove that the asymptotic expansion of 
contains two dominant terms, whence (3) follows by partial summation. 
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Our results appear to be new and apparently depend on 
being o(log x). where I,!J(~) = 11 - [u] - 4, [II] denoting the greatest 
integer in u. The sum in (4) was first investigated by A. Walfisz [3] while 
studying the error terms of sums of the type xnrls u(n). Using Weyl’s 
inequality for exponential sums, he proved in [3] that p(x) = 
O(log x/log log x). More recently, he has proved 
p(x) = O(log2/3x) (5) 
using Vinogradov’s improvements on Weyl’s inequality ([4], p. 98). 
Throughout this paper, the constants implied by the 0 symbol will 
always be absolute constants. 
2. THE FUNDAMENTAL LEMMA 
Let h, , h, ,... be an arbitrary sequence of complex numbers, and 
define 
nb, = 1 hd, 
an 
H(X) = 1 hn , 
LEMMA. If H(x) = hx + R(x), where R(X) = O(xn), 0 < 7 < 1, and 
C I hn I = O(x) (6) 
then 
where 
B(x) = l(2) Hx - fh log2 x - P(x) + O(log x), 
and 
H= j$ 
n>1 
(7) 
(8) 
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Remark. By Eqs. (5), (6), and partial summation, one easily shows 
that 
P(x) = O(log5/3x). 
Unfortunately, attempts to improve on this result have failed. 
Proof of the Lemma. An elementary calculation shows that 
(9) 
where 
T(x) = c + 
a<r 
= <(2)x - 4 log x - p(x) + O(1) (10) 
([4], pp. 99-100). Substituting (10) into (9) gives the result by partial 
summation. 
(The present version of this lemma was suggested to the author by 
Professor J. H. H. Chalk). 
3. THE MAIN RESULTS 
THEOREM 1. 
& ($,” = $5(3)x - 4 log2 x - P(x) + O(log x), 
where P(x) is defined by (S), (14) and satisfies 
P(x) = O(log5/3 x). 
By partial summation, we obtain 
THEOREM 2. 
E(x) = 0(x2 log5/3 x), 
where E(x) is defined by (1). 
Proof of Theorem 1. From the well-known result of Ramanujan 
5(s) 5(s - a) 5(s - b) 5(s - a - b) %&> %(n) 
5(2s - a - b) = *?I ns 
([l], p. 135, Eq. (lj)), where 
u,(n) = c d” 
r, I‘ 
and s = o + it, as usual. we obtain 
If we write 
T&2 = 
5”(s+ l)iCs+2) 
t-m + 2) ’ 
then 
since u(n) = ~a-,(n), whence 
(11) 
(12) 
Using the notation of Section 2, we find that Eqs. (11) and (12) imply 
(13) 
so that 
Therefore, 
Since 
then 
I, i Al = & + OW2), 
(14) 
H(x) = x + o(x1~2). 
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Finally, defining H as in Eq. (7), (14) implies 
c(2) H = 95(3), 
whence the fundamental lemma completes the proof of Theorem I in 
view of (13). 
THEOREM 3. 
;,;$ E(n) = Q&y x2 log x + 0(x’), 
where E(x) is defined by (l), so that the “average zralue” of E(x) is as 
claimed in Section 1. 
ProoJ Without loss of generality, we may assume that x is a positive 
integer, so that 
nss m& u”(m) = ,z. (x - m) u”(m). 
From Eq. (l), the left side of (15) becomes 
(1% 
$ c(3) x2(x - 1)” + c E(n). 
n<z 
Using the Perron Integral Formula, the right side of (15) can be represented 
in the form: 
1 
4 
4+im xS+1 
2ni 4-im S(S + 1) G(s) ds’ (16) 
where G(s) is the right side of (11) with s replaced by s - 2. In (16), we 
shift the line of integration to (T = 01, where 1.7 < 01 < 2, a: fixed, whence 
by the Cauchy Residue Theorem, the right side of (15) becomes 
&l(3) x4 + Q<(O) x3 log x + cx3 + Z(x), 
where C is a certain constant whose value does not interest us, and where 
Z(X) is the same integral as in (16) but with the new path of integration. 
To obtain an upper bound for Z(x), we need an upper bound for G(s) on 
u = 01 in terms of t. Since 
and 
l(s) = O[l t pq, $<u<l, 
l(s) = O(l t y-q, u < 0, 
([2], Chap. V), then 
G(a + it) = O(l t IB), 
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where 6/3 = 23 - 103, so that 
(17) 
7.. 0(x’ ’ ‘), 
as a >- 1.7 guarantees the convergence of the integral in (17). This 
completes the proof. 
Remark. We can similarly determine the “average value” of the error 
term of the sum in Theorem 1. We might expect via partial summation 
that such a result may improve the estimate for E(x), and may even make 
such estimates for E(x) independent of p(x), but attempts in this direction 
have not been successful. 
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