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ABSTRACT

Interstitial lung disease (ILD) causes pulmonary fibrosis. The correct classification
of ILD plays a crucial role in the diagnosis and treatment process. In this research
work, we disclose a lung nodules recognition method based on a deep convolutional
neural network (DCNN) and global features, which can be used for computer-aided
diagnosis (CAD) of global features of lung nodules. Firstly, a DCNN is constructed
based on the characteristics and complexity of lung computerized tomography (CT)
images. Then discussed the effects of different iterations on the recognition results
and influence of different model structures on the global features of lung nodules.
We also improved the convolution kernel size, feature dimension, and network
depth. Finally, the effects of different pooling methods, activation functions and
training algorithms on the performance of DCNN were analyzed from the network
optimization dimension. The experimental results verify the feasibility of the
proposed DCNN for CAD of global features of lung nodules. Selecting appropriate
model parameters and model structure and using the elastic momentum training
method can achieve good recognition results.
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CHAPTER I

INTRODUCTION

1.1

Background

Interstitial Lung Disease (ILD) is a group disease characterized by diffuse
alveolitis and alveolar structural disorders that ultimately lead to pulmonary fibrosis. In
clinical work, due to its etiology and the pathogenesis is unclear, causing difficulties in
diagnosis and treatment. In the diagnosis and treatment process, imaging diagnosis
plays a crucial role, especially in the ILD classification, which requires
multidisciplinary to participate in the discussion. Accurate ILD classification
knowledge and imaging diagnostic features will help to better serve the clinic and
patients [16].

Most ILD patients have flu-like symptoms at the onset of the disease, presumably
related to viral infections. Generally, it is a subacute onset, with mild symptoms, and
occasionally manifests as acute respiratory distress syndrome or respiratory failure. As
illustrated in Fig.1, imaging lesions are diverse, including Emphysema, ground glass,
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fibrosis, micronodules [1]. The most common are fibrosis, followed by ground glass,
often mixed in a variety of performances.

(a)

(b)

(c)

(d)

(e)

Fig. 1. Three example images of 5 ILD types [8]. (a) Healthy (b) Emphysema (c)
Ground glass (d) Fibrosis (e) Micronodules

Different types of ILD have some characteristics on the High-resolution
computed tomography (HRCT) scan [16], but there are overlaps and similar signs
between them. Therefore, it is difficult to rely on artificial images for differential
diagnosis. Sometimes it is even impossible. Lung tissue shows similar appearance
among different tissue types, but there are also significant differences between
different subjects of the same tissue type (e.g. emphysema), as shown in Fig. 1.
This can be reflected not only in the sense of image gray value, but also in the
2

geometric structure of tissue. Therefore, for image classification of ILD, rapid,
accurate and robust feature learning techniques are the keys to correct diagnosis.
As one of the most malignant tumors with the highest morbidity and mortality in
the world, lung cancer seriously threatens people's health and life. Because lung
cancer patients have no obvious symptoms or imaging abnormalities in the early
stage, it is difficult to find and diagnose, which leads to the middle and late stage
of diagnosis, and misses the best time for treatment. Therefore, early diagnosis and
early diagnosis are very important for patients with lung cancer. In the early
diagnosis of lung cancer, multi-slice spiral CT can clearly show the characteristics
of cross-sectional, sagittal and coronal lesions through reconstruction technique. In
the mid-term diagnosis, spiral CT diagnosis combined with surface masking and
multiplanar reconstruction can clearly show the tumor site and internal structure,
edge characteristics, blood supply, invasion of surrounding tissue and changes in
surrounding tissues, with high diagnostic accuracy [2], therefore, CT images
provide an important reference for the diagnosis and identification of lung cancer,
for massive medical image data, doctors with CAD, the workload can be reduced,
the diagnosis rate can be improved, and the rate of misdiagnosis and missed
diagnosis can be reduced.

1.2

Current Researches

3

Convolutional Neural Networks (CNNs) is one of the popular way for
medical image classification. Inspired by Hubel and Wiesel's electrophysiological
studies on cat visual cortex, CNN was proposed in 2005 [17]. Matan, O. first used
CNN for handwritten digit recognition and maintained its dominance in this issue
[18]. In recent years, CNNs continue to exert force in multiple directions, and have
made breakthroughs in speech recognition, face recognition, general object
recognition, motion analysis, natural language processing, and even brain wave
analysis [15]. Although CNN is better than any previous model, such as threshold
method, the maximum pooling still loses valuable information. Moreover, it is
insensitive to information such as the position, size, and orientation of the image.

1.3

Solution

The purpose of this thesis is to overcome the shortcomings in the prior art
and to provide a lung nodules recognition method based on deep CNN and global
features. This thesis constructs DCNN for the identification of CT global feature
images of lung nodules. Based on the constructed DCNN, the effects of different
model parameters, model structure and optimization algorithms on recognition
performance are discussed. The feasibility of deep CNN for the diagnosis of global
features of lung nodules is verified. The influence of different influencing factors
on network recognition results is also discussed. To the extent, it provides the
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optimal DCNN for lung nodules recognition, and provides a reference for CAD of
lung nodules.

1.4 Thesis contribution

This research work verified the feasibility of deep CNN for the diagnosis of
global features of lung nodules. The influence of different influencing factors on
network recognition results is also discussed. To the extent, it provides the optimal
DCNN for lung nodules recognition, and provides a reference for CAD of lung
nodules.

1.5 Thesis organization

Section 2 describes related work of ILD image classification. Section 3 is the
problem definition and followed by proposed solution in Section 4. Section 5
summarize and analyze the experimental Results. As a final point, Section 6
concludes the thesis.
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CHAPTER II

RELATED WORK

It has been reported that the prevalence and mortality of lung diseases have
increased years by years in recently. Lung pattern classification plays a vital role in the
diagnosis and monitoring of primary lung disease. At present, Lung pattern
classification is not only responsible for diagnosis, but also focuses on constructing
individualized descriptions of characteristics, staging, vascular and bronchial anatomy.

2.1 Related Work Before 2005

The growth characteristics of pulmonary nodules are one of the important
indicators for judging their benign and malignant. Malignant nodules often exhibit
relatively sustained and rapid growth, while the growth rate of benign nodules is
generally relatively slow [9]. The most commonly used strategy for clinically small
nodules is to use the computed tomography (CT) follow-up to observe the volume
change of the nodules. The lung nodule volumetric quantification technique is a
previous computer post-processing technique. The basic principle is to use the
difference in density between the lung nodules and the surrounding lung tissue, and use
computer software to segment the lung nodules from the lung parenchyma and
6

automatically reconstruct them. The three-dimensional image of the nodule and the
voxel-based nodule volume and CT value were calculated.

In the computer-aided Detection or Diagnosis (CAD) study, segmentation of lung
parenchyma is a key step in pretreatment [10, 11]. In general, lung analysis systems that
are not based on manually delineating regions of interest must have an automatic lung
segmentation algorithm [12]. Armato and Sen-sakovic elaborated on the importance of
precise segmentation for a process in a CAD system. Their experimental results indicate
that 5% to 17% of pulmonary nodules are missed by the segmentation process [12].

Threshold method is the most commonly used method because of the significant
difference in CT values between lung parenchyma and other tissues in the chest. Nunzio
et al. used the Isodata method to obtain the optimal threshold by analyzing the slice data
in the middle layer of the CT sequence [13]. There are two problems with this approach:
(1) The gray histogram needs to be analyzed, and the calculation amount is large.
(2) Only the histogram of a certain layer of data is analyzed, and the error is large.

The usual lung tissue correction method is to perform a certain search strategy
within a certain pixel range. When the search condition is satisfied, the region is
corrected; and the CT image of the diseased lung tissue is characterized by a large area
of the lung edge missing, and the original image missing area. Larger, missing situations
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are complex, making the usual search strategy difficult to balance between effect and
speed, and blindly expanding the search scope does not improve the correction effect.

CNN was wildly adopted recently as it can be directly used for CT global feature
classification and recognition of lung nodules without image processing and feature
extraction.

2.2 CNN-related methods

For lung pattern classification, the computer aided diagnosis system is an
important tool for the adjuvant treatment of ILD for radiologists. Qing Li , Weidong
Cai designed a shallow convolution layer for CNN to reduce the complexity of image
classification. This method can effectively learn the image features of lung image
plaques that are most suitable for classification purposes [7]. In the research work, the
author highlighted the benefits of using a single convolutional layer in the design,
including speeding up training, reducing learning for various parameters, and avoiding
over-ﬁtting. The precision of classification is better than other methods, but the results
are still not satisfactory. E.g. the precision of classification for emphysema is less than
0.5.

As illustrated in Fig. 2., the authors proposed a CNN classification for the ILD
model with the network input of 32*32 image patch and use a relatively small 2*2 filter
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and a fully connected layer with compress the 7 dimensional output into a categorical
distribution outputs to make the results more efficient [6].

Fig. 2. Architecture of the proposed CNN for lung pattern classification [6].

Both of these are to improve the efficiency and accuracy of the output by
changing the structure of the CNN and limiting the size of the training data. If the input
lung image is distorted and transformed, the result will be completely different.

In 2012, three leaders of deep learning, Alex Krizhevsky, Ilya Sutskever and
Geoffrey Hinton, jointly published a paper entitled “ImageNet Classification with Deep
Convolutional Networks” [4]. Since then, convolutional neural networks (CNNs) have
become a sought-after tool for tens of thousands of people, and deep learning has
become a hot topic in the field of artificial intelligence.

Deep learning, as a field of machine learning research, can effectively learn the
complex mapping between input and output by establishing and simulating human
brain analysis and interpretation data, especially the unique deep structure of CNN, with
good feature learning and Generalization. At present, the design of DCNN models
9

mainly focuses on model parameters, activation functions, receptive field sizes, and
pooling layer operations. Based on the structure of the classic model LeNet-5, T. Xiao
et al. [19] constructed a number of different convolutional neural networks for optical
digital identification by adjusting the number of parameters of the layers of the network
model and the connection methods between the layers. C. Zhang et al. [20] removed
the LeNet-5 layer 3 convolutional layer and replaced the Softmax classifier in the final
output layer with the SVM classifier for the identification of street view house number,
which improved the classification efficiency of the simplified network structure. In
2012, Hinton et al. deepened the network layer and used five layers CNNs to achieve
good results on the ImageNet dataset [2]. X. Zhang et al. [21] performed whitening
preprocessing on pictures on the basis of traditional CNN, and used Stochasticpooling
method at the sub-sampling layer to improve the generalization ability of the network
for image classification. S. Branson et al. [22] constructed a 7-layer DCNN for the
recognition of 5 types of vehicles, and compared the main parameters with a recognition
rate of 96.8%. The DCNN designed by T. Rumbell et al. [23] is used for handwritten
character recognition. The experimental results show that the size of the receptive field
significantly affects the number of model parameters and has little effect on the
recognition rate. Receptive field size provides theoretical and practical reference. K.
Simonyan et al. [24] explored how to balance the number of layers, the number of
feature maps, and the size of the convolution kernel in a convolutional neural network
in terms of limited training time and computational complexity, indicating that it has a
smaller convolution kernel and a deeper depth The CNN structure is easier to get good
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recognition results than a CNN with a large convolution kernel and a shallow depth.
In short, the manual setting method is often used to construct the model structure and
determine the model parameters for different research problems, and then the
recognition performance of the training model is obtained according to the experimental
observation. Finally, the most suitable parameters and model structure are determined
according to the training time and the recognition result. DCNN [25] can automatically
extract the high-level features of the image and effectively express the image. By multilayer linear or nonlinear transformation of the input data, the data is mapped into a new
space to express the image stably and efficiently. Essential characteristics, but
corresponding optimization and improvement are needed for specific research objects
and application areas.

2.3 Remarks

It is undeniable that CNNs is undoubtedly a winning player in the field of
computer vision, and it has shown amazing performance in many types of tasks.
However, CNNs are not perfect.

The existence of the CNNs pooling layer leads to the loss of many very valuable
information, and also ignores the relationship between the whole and the part. For
example, as showing in Fig. 3, when we use a face detector, we must combine some
features (mouth, eyes, face contour and nose) to recognize the face. The way CNN
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distinguishes is that if the probability of simultaneous presentation of these five features
is high, then this will be a face. Although the mouth may be under the eyes.

Fig. 3. Left: human face. Right: human face component [2].

Similarly, distinguishing healthy lung tissue and Emphysema, ground glass,
fibrosis, and micronodules on CT images is also very challenging. Lung tissue shows a
similar appearance between different tissue classes, and how to extract effective
features becomes a serious and hard mission.

Hence, in this thesis, we propose to adopt of DCNN to classify different
categories of lung ILD patterns, which can achieve more efficient output and
prediction accuracy.
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CHAPTER III

PROBLEM STATEMENT

In this section, we ﬁrst introduce the formal definition of the problem of ILD
classification with CNN, and followed by the challenges of performing ILD
classification. The dataset used in the study will be given last.

3.1 Problem definition

Different types of ILD have certain features in high-resolution CT scans, but
there are overlapping and similar signs between them. Therefore, it is difficult to
perform differential diagnosis on the image. Given 18793 Images, we’d like to classify
them into five categories((a) Healthy (b) Emphysema (c) Ground glass (d) Fibrosis (e)
Micronodules).

3.2 Challenges

During CT scan, slight postural changes may result in rotational bias of lung CT
images and breathing has a great influence on lung volume. Lung tissue patterns can be
better represented by multi-scale rotation invariant features rather than gray-scale
13

images. First, local binary pattern (LBP) features can describe the spatial structure of
local lung image texture. Secondly, the multi-scale Gabor filter decomposes the gray
image into several sub-images to preserve valuable information at different scales.
Thirdly, in order to reduce the rotation change, the rotation invariant Gabor filter and
LBP are used to characterize the lung tissue pattern.

Although multiscale rotation-invariant convolutional neural network (MRCNN)
[8], as showing in Fig.4, uses Gabor filter and LBP to make some changes to the input
image in advance, and by increasing and decreasing the overlap size to improving the
accuracy of CNNs identification, the results obtained are not very satisfactory. Because
CNN is susceptible to rotation changes, which may reduce its predictive ability. The
result shows that the classification accuracy is 79%, which is equivalent to other feature
learning methods. However, it is worse than hand-crafted features [14].

Fig.4 The topological structure of MRCNN [8].

(1) Lung tissue images are decomposed into rotationally invariant Gabor filtering
images with different scales. (2) Rotation invariant LBP is used to further characterize
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Gabor filtered images. (3) Connect all Gabor LBP images together as multiple channels
of CNN to learn advanced features.

The brains can easily identify the same object, but CNN does not have this ability.
It can only achieve similar capabilities by expanding the amount of data trained. In the
image classification, once the convolution kernel detects features such as health,
emphysema, fibrosis, ground glass and micronodules, from the data point of view, the
convolution kernel is convolved to a large value. Then the image will be classified into
the categories. However, during a CT scan, changes in the patient's posture and the
effect of breathing on the size of the lung volume may result in a rotational bias of the
lung image, since there is no dominant direction.

Compared with the prior art, the beneficial effects brought by the technical
solutions of our method are as follows: 1. Using the feature representation ability of
deep CNN, the depth convolution can be directly performed without image processing
and feature extraction. The proposed DCNN is used for CT global feature classification
and recognition of lung nodules. The model parameters, network structure and training
algorithm are compared and analyzed. The results verify the feasibility of the DCNN
for CT global features of lung nodules. In combination with the resolution of the input
image, it is necessary to select the appropriate convolution kernel size, the number of
feature maps and the number of network layers to ensure good recognition performance,
and the good feature learning ability and good generalization ability and robustness of
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the deep CNN are verified. 2. In the deep CNN model structure, the deeper the number
of layers and the larger the number of feature maps, the larger the feature space that the
network can represent, and the stronger the network learning ability, but the
computational complexity is also larger and easier. But it causes overfitting. Therefore,
the network depth, the number of feature maps, the size of the convolution kernel and
other parameters should be appropriately selected in the actual application process for
a specific field. The optimal network deep CNN is obtained by the proposed method to
train a better model while ensuring relatively little training time.

Since the CNN can directly input the original image and has obvious advantages
for the recognition of complex images, CT is widely used in the diagnosis of lung
nodules recognition. However, because the lesion area in the CT image occupies a small
area of the whole image, the feature is not obvious. It is difficult to distinguish, so the
deep CNN constructed in the embodiment extracts the deep features of lung nodules
for CAD.

3.3 Data Sets

The data comes from the openly available database of ILD CT scans from the
University Hospital of Geneva, which contains HRCT images with a slice thickness of
1mm. It consists of 109 HRCT scans of different ILD cases with 32 × 32 pixels per
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slice. We also focus on the classiﬁcation of ﬁve lung tissue patterns-healthy (H),
emphysema (E), ground glass (G), ﬁbrosis (F) and micronodules (M). The details are
summarized in Table 1.

Tissue Category

# Patients

# Patches

Healthy (H)

14

5530

Emphysema (E)

9

1177

Ground Glass (G)

31

2226

Fibrosis (F)

31

3039

Micronodules (M)

15

6821

Table 1. Five types of lung tissue patterns and number of patches.

We use 5 folds for all samples were randomly assigned to 5 equal sized groups at
the patch level. In the 5 groups, a single group is used as the test data, and the remaining
4 groups are used as training data. The process is repeated 5 times so that each group
can be used only once as the test data. The five results are averaged to produce the final
results.
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CHAPTER IV

SOLUTION
In this section, we first introduce CNN and the proposed DCNN in details, then the
proposed DCNN as the solution of ILD classification.

4.1 CNN

The convolutional neural network is a multi-layered neural network. As showing
in Fig.5, each layer is a transformation, common convolution routine transformation
and pooling transformation. Each transformation is a kind of processing on the input
data, which is the input characteristic. Another feature is expressed; each layer is
composed of a plurality of two-dimensional planes, and each plane is a processed
feature map of each layer.

The input layer is the training data, that is, the original data. Each feature
extraction layer in the network is followed by a secondary extraction calculation layer.
This unique feature extraction structure allows the network to have high distortion
tolerance for input samples when it is recognized. The number of specific feature
extraction layers and calculation layers is uncertain, depending on the specific case; the
last calculation, that is, after the feature extraction of the original data is completed, the
18

feature data of the calculation layer is vectorized, and then connected to the
corresponding classifier[3][4][5].

Fig. 5: Complete CNN architecture [26].

The weight of each neuron connected data window in the convolutional layer is
fixed, and each neuron focuses on only one characteristic. Neurons are filters in image
processing, such as Sobel filters for edge detection. Each filter in the convolution layer
has an image feature of interest, such as vertical edges, horizontal edges, colors, textures,
etc. All of these neurons add up to the feature extractor set of the entire image.

A CNN is essentially an input-to-output mapping that learns a large number of
mappings between input and output without the need for any precise mathematical
expression between input and output, as long as it is known. The mode trains the
convolutional network, and the network has the ability to map between input and output
pairs.
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A very important feature of CNN is to accumulate the corresponding features of each
layer, starting from finding the edge, then shape, and then identifying the actual object.
However, in this process, the spatial relationship information of all these features is lost.
The angle of the picture is a bit harsh, it can tolerate a little rotation of the picture, but
if it is rotated too much, it will not recognize it. Therefore requires data enhancement.
CNN is also very susceptible to white-box adversarial attacks [15], which means that
some other patterns are hidden on the picture, allowing CNN to mistake the original
item for something else.

4.2 The proposed DCNN

Fig. 6: Proposed DCNN Architecture
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The format of the 18793 CT images is TIFF format, wherein the number of CT images
having lung nodules and the number of normal CT images each account for 80% of the
total number of CT images of the lungs. The initial deep CNN structure is composed of
a 1-layer input layer, a 3-layer convolution layer, a 3-layer pool layer, a 2-layer fullconnection layer, and a 1-layer output layer, and adopts an LDA classifier. The pooling
method includes maximum pooling and average pooling methods. The activation
function includes a Softmax function and a ReLU function; the training algorithm
includes a batch gradient descent method and a gradient descent method with elastic
momentum.

Among them, the input layer: the input image is a 32×32 size lung nodules CT
image, that is, the lung image global feature input is used for the proposed DCNN
classification and recognition; C1 layer: is the first layer convolution layer, each neuron
Convolution with the local receptive field of the input image 5×5, the feature map size
is30×30, and the C1 layer contains 4 different feature maps; the S2 layer is the first
layer down sampling layer, which is the C1 layer 1× 1 The neighborhood is down
sampled, the feature map size is 15×15, the number of feature maps is 6. C2 layer is the
second layer convolution layer, and 12 convolution kernels of 7×7 size are used for
convolution operation. The feature map size after convolution is 12×12, the number of
feature maps is 12 convolution kernels, and the S4 layer is the second layer down
sampling layer, and the 2×2 neighborhood of the upper convolution layer is not
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repeatedly sampled. The feature map of 6×6 size is obtained, and the number of feature
maps is still unchanged; the C3 layer is a third layer convolution layer composed of 18
8×8 size feature maps; S6 layer: third layer The pooling layer consists of 18 4×4 size
feature maps; the F1 layer: the first layer fully connected layer, containing 120 neurons,
fully connected to the S6 layer; F2 layer: The two-layer fully connected layer contains
84 neurons, which are fully connected to the upper layer and connected to the output
layer. The output layer: the output layer uses the LDA classifier to calculate the
probability that the images belong to different types.

Research on different model parameters based on the same model structure.
Output depth CNN of intermediate feature map for image recognition, it is based on the
recognition of hidden layer abstract features. The characteristics of hidden layer are
similar to global features. After convolution operation, the image size is reduced, and
the CNN is the recognition of the image itself, not the extracted features. After inputting
the whole CT image of the lung, the three-layer convolution layer and the three-layer
sampling layer respectively extract and output the features of the original image at
different angles, and randomly select the intermediate feature map output results of the
two images. The first two layers extract the edge information and contour information
of the input image, that is, the underlying convolution layer extracts low-level features
such as edges, lines, angles, etc. of the image, and the number of layers after are higher
semantic for the image. The abstraction of information and essential information is
basically invisible to the naked eye. This is also the embodiment of the superior learning
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ability of deep learning. In short, the underlying layer of the proposed DCNN can learn
physical features such as edges and shapes, and can learn as the number of hidden layers
in the network increases. To more complex, abstract visual features.

As the number of iterations increases, the recognition rate increases first and then
decreases, while the training time increases with the number of iterations. The main
reason for the increase and decreases of the recognition rate is that when the number of
iterations is lower than the normal number, the learning of the CNN is insufficient, and
the trained model cannot obtain accurate expected classification results. As the number
of iterations increases, the network’s sufficient recognition rate is obtained during the
sufficient training and learning process, but when the number of iterations continues to
increase, the recognition accuracy of the network model decreases as the number of
iterations increases, indicating that the number of iterations is appropriate. The trained
network model, each parameter has been optimized to the optimal state, and the network
also enters the convergence phase. At this time, the network model performs best. The
increase in the number of network iterations will affect the change of training time, and
this change presents a positive correlation, and the change of test time is not directly
related to the change of the number of iterations. Classification recognition based on
different model structures The deep CNN constructed for the first time in this
embodiment is 1 input layer, 3 layers of convolution layer, 2 layers of fully connected
layer and 1 layer of output layer, and the input image is The 32 × 32 size CT feature
image of the lung, the number of convolutional layer feature maps is 6-12-18, which
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means that the model has 3 convolutional layers, and the number of feature maps of
each layer is: 6,12,18 The convolution kernel size is 5-7-5, respectively, indicating that
the size of each of the three convolutional layers is 5 × 5, 7 × 7 and 5 × 5, respectively.
The activation function selects the Relu function, the output layer selects the LDA
classifier, and the output are 5 class health lung and lung nodules images. Based on the
structure of the deeply constructed CNN, the convolution kernel size, the number of
feature maps and the network depth were changed to explore the influence of different
model structures on the recognition results of lung nodules.

In general, the deep network structure can promote the reuse of features and
obtain more abstract features in high-level expressions. Therefore, as the number of
network layers increases, the recognition rate also increases, but the number of network
layers is too large, requiring convolution and the sampling operation increases and the
network parameters increase, which makes the training time increase rapidly. In short,
an appropriate increase in the number of network layers will ensure that the recognition
rate is improved under the condition that the running time is basically unchanged, but
too many layers will lead to excessive parameters and over-fitting. The occurrence of
this will reduce the recognition rate. When the number of hidden layers was 5 layers,
the indicators had the highest value, indicating that the recognition efficiency and fitting
effect of the network structure were the best.
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Classification and Recognition Based on Different Optimization Methods In this
example, by studying the DCNN model structure and model parameters, the optimal
DCNN model structure is selected to explore different optimization methods. The
effects of optimization methods based on batch gradient descent method and elastic
momentum based gradient descent method on the DCNN recognition results are
compared by optimizing the training method. 1. Maximum pooling and average pooling
Depth Convolution The neural network model is mainly composed of two special
hidden layers, convolutional layer and downsampling, while the downsampling layer
can greatly reduce the feature dimension and reduce the amount of network
computation. Prevent overfitting from occurring and provide some degree of
translational and rotational invariance. At present, the commonly used downsampling
methods include average-Pooling and Max-Pooling, which average the feature points
in the neighborhood, and the maximum pooling takes the maximum value of the feature
points in the neighborhood.
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CHAPTER V

EXPERIMENT RESULT

In summary, the proposed DCNN is superior in the identification of CT global
features of lung nodules. According to the pattern recognition theory, the error of feature
extraction mainly comes from two aspects. The first is the variance of the estimated
value caused by the limited size of the neighborhood, and the second is the offset of the
estimated mean value caused by the error of the convolutional layer. Generally speaking,
Average pooling can reduce the first type of error, more retaining the background
information of the image, while the maximum sampling can reduce the second error
and retain more texture information. In the average sense, it is similar to the average
pooling, and in the local sense, it obeys the criterion of maximum pooling. Therefore,
for the recognition of lung CT images, it should be concerned with the lesion area, that
is, more textures that retain the local region of interest (ROI) area information.

The gradient descent method with elastic momentum is higher than the batch
gradient descent method, and the recognition rate is 66.8%, indicating the gradient drop
based on elastic momentum. The proposed DCNN is better for lung CT recognition.
The momentum gradient method is used to train the network, which reduces the
oscillation trend of the neural network learning process, so that the network can reach
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convergence quickly, and the momentum method can reduce the sensitivity of the
network to the local details of the error surface. Effectively suppress the network into a
local minimum.

Different convolution kernel sizes. With the structure of the deep convolutional
neural network fixed, use a network of different convolution kernels to train CT images
of the lungs, and explore the impact of different convolution kernel sizes on the DCNN
recognition results. The results are shown in Table 2. Table 2 is presenting the effect of
different convolution kernel sizes on the experimental results. On the basis of the initial
use of a convolution kernel [6] of 5-3-2 and a recognition rate of 49.8%, first reduce
the convolution kernel (1) size to 1-3-2 and the recognition rate. Reduce it to 44.6%,
then increase the size of the convolution kernel(2) to 5-3-1, the recognition rate will
rise to 48.2%, and then continue to increase the size of the convolution kernel (3) to 6,
the recognition rate will continue to increase to 51.2%. When the convolution kernel (4)
increases to 11-3-4, the recognition rate starts to decrease. In short, the CNN network
is not sensitive to the convolution kernel. As the convolution kernel increases, the
running time also increases. The smaller the convolution kernel, the more training time.
The training parameters of a small convolution kernel have less space complexity and
time complexity, but when the convolution kernel is too large or too small, the
recognition rate will decrease, because the size of the convolution kernel determines a
neuron receptive field When the convolution kernel is too small, effective local features
cannot be extracted, and when the convolution kernel is too large, the complexity of the
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extracted features may far exceed the representation ability of the convolution kernel.
Generally, small convolution kernels able to process images finely, but need to increase
the number of layers to achieve a good abstraction effect, large image ha better abstract
effect, but will need more training parameters. The proposed DCNN uses p3-3-3 and
LDA classifiers, which effectively improves accuracy without using large convolution
kernels.

Model

Conv2D

Activation

Dense

classifier

pool_size

F-Score Accuary

[6]

5

LeakyReLU

3

softmax

2

0.487

0.498

(1)

1

relu

3

softmax

2

0.466

0.446

(2)

5

relu

3

softmax

1

0.496

0.482

(3)

6

relu

3

softmax

2

0.534

0.512

(4)

11

relu

3

softmax

4

0.455

0.467

Proposed

p3

relu

3

LDA

3

0.667

0.668

DCNN
Table 2: performance of different CNN architectures
LDA focuses on maximizing the separability among known categories. It tries to
Maximum separation between means of projected classes, and minimum variance
within each projected class.
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Formula. 1: Linear Discriminant Analysis (LDA)

As showing in Formula. 1, when two classes of LDA observations have means
and covariances
have means

. Then the linear combination of features

and variances

will

for i =0,1.

Fig. 7: Linear Discriminant Analysis (LDA) Architecture [27]
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As showing in Fig. 7, LDA maximize the distance between means and minimize
the variation (which LDA calls “scatter”) S2 within each category. If more than two
classes, LDA is an ideal linear classification method. when find the point that is central
to all of the data, it maximizes the distance between each category and the central point
while minimizing the scatter for each category. With three points, we can draw two
lines to optimize separation. Likewise, if the data set is not separate linearly, LDA will
attempt to establish the data set in another way to maximize separability.

Regardless of what learned features are used, it is crucial and challenging to choose an
appropriate classifier that can optimally handle the properties of the created feature
space. Many different approaches can be found. Figure 8 is showing the experimental
results of comparing different classifiers. Under the condition of ensuring the structure
of the DCNN model, the recognition rate of LDA classifier is 66.8%, which is the
highest both in F-score and accuracy.
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Quadratic Discriminant Analysis (QDA)

Fig. 8: Experiment of implementing different Classifiers

And the recognition rate of Support Vector Machine (SVM) classifier is 65.3%.
Use XGBoost classifier to achieve 64.9% recognition rate. Compared with other
classifiers, LDA has faster convergence speed and can get lower training errors.
Moreover, its training time is significantly reduced, so LDA classifier can be used to
speed up the convergence speed, reduce training time, and improve recognition
performance.

Also, In Fig 9, we can clearly understand that if the same color points are mostly
clustered together there is a high chance that we could use the features to train a
classifier with high accuracy.

31

Fig. 9: t-Distributed Stochastic Neighbor Embedding (t-SNE) showing 5 clustered
types of ILD. (Purple) Healthy, (Cyan-blue) Emphysema, (Green) Ground glass,
(Blue) Fibrosis, (Red) Micronodules

Compared with M. Anthimopoulos et al. [6], this study uses a multi-view 2D
CNN method and Q. Wang et al. [8] used a shallow CNN to improve the results obtained
in the step of screening false positive nodules (Both were performed using the same
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data set as the present invention). Obviously, the method of this research work can
obtain a more accurate detection effect.

80
70
60
50
40
30
20
10
0

H

E
Proposed DCNN

G

F
LP CNN

M

MRCNN

Fig. 10: The classification of accuracy, comparing our model with LPCNN[6] and
MRCNN[8] in 5 categories. (H) Healthy (E) Emphysema (G) Ground glass (F)
Fibrosis (M) Micronodules

We use the LDA classifier to classify five lung tissues and compare the
classification performance between different balanced data in Fig. 10. LDA can perform
classification tasks as a classifier and a dimensionality reduction algorithm. The main
principle of LDA is to transfers the classes linearly to a different feature space, so if the
data set is separate linearly and only uses LDA classifier, good outcomes will be
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obtained. However, if the data set is not separate linearly, LDA will attempt to form
your data set in another way to get maximized separability [28]. As shown in Figure 10,
the accuracy obtained by our method using LDA is obviously better than the other two
methods. It can be seen from the results that the SoftMax classifier used by the other
two methods is a single-layer classifier network, which does not sufficiently extract the
feature information of the image. Our method mainly maps high-dimensional data to
low-dimensional space through the method of data dimensionality reduction. Here, we
retain most of the feature information as the classification basis, so the highest Health
and Emphysema recognition accuracy rates are 74.6% and 68.4% respectively. Using
the method in MRCNN, the classification accuracy of image data after feature
extraction has been improved over the algorithm in LPCNN, which is mainly due to the
increase in the number of network layers for network feature extraction. However, the
classification accuracy and the time of feature extraction are not as good as our method.
It can be seen that when classifying multiple images, using our classification method to
extract high-level features of the image can achieve better classification results.
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Fig. 11: Sensitivity vs false positive rate at confidence threshold 0.5

Models based on deep learning can achieve non-missing detection of malignant
pulmonary nodules, have higher nodule detection sensitivity than physicians, and
reduce false positive rates after excluding minor nodules. As showing in Fig. 11, the
sensitivity indicates the number of recognitions of normal images in the lungs compared
to the recognition ratio of all images, and the false positive rate indicates the case where
the lung nodule images are predicted to be normal images.

The overall false positive rate of nodule detection of the proposed DCNN is at an
acceptable level. The major misdiagnosis reasons are mainly due to emphysema and
ground glass have very similar patterns. For the other three categories: healthy, fibrosis
and micronodules, the classification false-positive rates are lower. In addition, the cause
of false positives may be related to the threshold value of the detected nodule size. Our
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deep learning model has fast computation speed. With the continuous accumulation of
experience and continuous iteration of the model, its diagnostic sensitivity and accuracy
will continue to rise, and the false positive rate will be controlled.

Methods

F-avg

Accuracy

Proposed DCNN

0.667

0.668

LPCNN

0.487

0.498

MRCNN

0.539

0.544

Table 3: Comparison of the proposed method with other CNNs

Table 3 provides the comparison of average F-score and Accuracy with other
CNNs. The LP CNN network obtained rather low results on our dataset, it may be due
to the following reason:

from the analysis of experimental results, the number of

feature maps in the first layer is small, and the number of feature maps in the back layer
increases by a factor of two, achieving the highest recognition rate. However, due to
the small number of feature maps, the feature description is insufficient, and overfitting
may occur. Therefore, when selecting the number of intermediate feature maps, that is,
the number of convolution kernels, the size of the data image used should be referred
to, and the feature dimensions should be adjusted according to the features and
complexity of the actual samples. Generally, more convolution kernels will be used to
obtain better results. Performance, appropriately increasing the number of feature maps
will help the overall algorithm to achieve the desired classification effect. As of
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MRCNN, the batch size is closely related to the recognition result. The smaller the
batch, the longer the running time, but the recognition rate will increase continuously,
but when the batch is too small, the recognition rate will be basically maintained at a
certain level, because the batch is too small, training Not enough, the adjustment of the
parameters is not enough, so the recognition rate is reduced. Therefore, it is necessary
to combine the size of the training set and select the appropriate batch size to ensure
that each parameter adjustment is based on sufficient training and backpropagation.
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CHAPTER VI

CONCLUSION

In summary, using the feature representation ability of deep CNN, DCNN can
be directly used for CT global feature classification and recognition of lung nodules
without image processing and feature extraction, from model parameters, network
structure and training algorithm. Comparing and analyzing the results, the results verify
the feasibility of the proposed DCNN for CT global features of lung nodules.
Experiments show that in combination with the resolution of the input image, it is
necessary to select the appropriate convolution kernel size, number of feature maps and
network layer to ensure good. The recognition performance is too large or too small to
make the feature learning insufficient or the parameter over-fitting. For the lung nodules
image recognition, the maximum pooling result is better than the average pooling. The
selection of the ReLU activation function can speed up the convergence and reduce the
running time. The gradient method based on elastic momentum not only improves the
recognition rate, but also makes the proposed DCNN recognition rate of CT global
features of lung nodules reach 66.8%, which verifies the good feature learning ability
and good generalization ability of DCNN. In short, in the deep CNN model structure,
the deeper the number of layers and the larger the number of feature maps, the larger
the feature space that the network can represent, and the stronger the network learning
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ability, but the computational complexity is also larger and easier. Therefore, the
network depth, feature map, convolution kernel size and other parameters should be
appropriately selected in the actual application process for a specific field to train a
better model while ensuring relatively less training time.
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