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Die strafrechtlichen Probleme über die Künstliche Intelligenz und das 
selbstfahrende Kraftfahrzeug:































する 3)。レベル 3 の自動運転では、緊急時に AI から人間に適切な応答（＝オーバーライド）
を求めることがある。これに対して、レベル 4 以上では、車内にいるのは「乗客」のみとな
り、運転者は AI（ないし遠隔操作者）となる。刑法上、まず問題となるのは、人間が「乗客」
から「運転者」に変わり得るレベル 3 の自動運転である 4)。もちろん、運転者が誰かという
点は、はじめに道路交通法、およびそれに関する条約においても問題となる。




することができる状態にあること」と規定し、運転者は、第 71 条第 5 号の 5 の規定の義務（携
帯電話禁止規定および画像注視禁止規定）を負わないとされた。もっとも、かかる「直ちに」
との文言を遵守するには、セカンドタスクとして、何を、どこまで許容するかは明確ではない。
　この点、ドイツにおいても、すでに、第 8 次道路交通法改正法により 5)、道路交通法の改






























時間を要することになろうかと思われる。たとえば、時速 80 km の速度で進行する車を制動






























































































Regeln für den automatisierten und vernetzten Fahrzeugverkehr.）が制定されている 42)。同規則を決
定した委員会には、法律学者、法曹、哲学者、工学系学者などが連なり、中には、ジレンマ
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