A polynomial invariant of graphs in 3-manifolds  by Thompson, Abigail
Topdqy Vd 31. No. 3. pa 6.51464 1992. 
Fnaldiac3nramaim 
auo-9x3/92 smo + 0.00 
0 1992pa~oaRcuLld 
A POLYNOMIAL INVARIANT OF GRAPHS IN 3-MANIFOLDS 
ABIGAIL THOMPSON~ 
(Received 5 February 1990; finnI version 4 March 1991) 
$0. INTRODUCTION 
IN THE last few years there has been a great deal of interest in new polynomial invariants for 
links in S’, inspired by the work of Vaughan Jones. His paper [8], introducing a new link 
polynomial, led to the definition of several other new polynomials for links. It is interesting 
to attempt to generalize these to obtain a polynomial invariant of graphs in S3. This has 
been done (for example, see [9]) to some extent, but thus far !he polynomial invariants for 
graphs in S3 have placed strong restrictions on either the type of graph considered or the 
type of isotopy under which the polynomial is invariant. In contrast to the situation for 
graphs imbedded in S’, there are very satisfactory polynomials for abstract graphs, such as 
the Tutte polynomial [l 11. These give detailed information about the intrinsic properties of 
the graphs. The philosophy behind these polynomials is that very little information about 
a graph G is lost if one considers, instead of G, the simpler graphs G/e and G - e, where e is 
some edge of G, G/e is obtained from G by identifying e to a point, and G - e is obtained 
from G by removing e from G. Given a graph G imbedded in S3, one can try a direct 
application of this approach. Certainly if e is an edge of G with distinct endpoints, it seems 
that most of the information about G and its imbedding in S3 is retained if we instead 
consider the graphs G/e and G - e. However there arises the question of how to interpret 
G/e when the edge e has both endpoints on the same vertex of G. In this paper we suggest 
a solution to this difficulty. We thus obtain a polynomial associated to any finite graph in 
S3, invariant under any isotopy of S3. 
In $1 we define a polynomial invariant for pairs (M, A) where M is a 3-manifold and A is 
a finite set {a,, . . . , a,} of disjoint arcs properly imbedded in M. This suggests many 
possible polynomial invariants for graphs in the 3-sphere. In $2 we choose one of these and 
explore some of its properties. In $3 we give an example of another polynomial invariant for 
graphs in S3 to illustrate the range of possibilities available. 
#I. THE P-POLYNOMIAL FOR ARCS IN IMANIFOLDS 
Notation. For any space X, let g(X) denote an open regular neighborhood of X. 
We define a polynomial P for pairs (M, A) where M is a 3-manifold and A is a finite set 
{a,, . . . . a,} of disjoint arcs properly imbedded in M. Let M, = M - hi(q). 
THEOREM 1.0. There is a function P which associates to each pair (M, A) a polynomial 
P(M. A) in the variables x and y such that: 
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(i) If A = 4, P(M, A) equals zero YM contains an essential 2-sphere, ifaM is compress- 
ible, if any component of dM is a 2-sphere, or if dM is empty, otherwise P(M, A) = 1. 
(ii) For A # $J, P(M, A) = xP(Ml, A - a,) + yP(M, A - a,) for any ale A. 
(M,,A-0,) (M,A-01) 
Fig. 1. 
Prooj: One needs to show that P is well defined, i.e., that 
xP(MI, A - Ui) + yP(M, A - ai) = xP(M,, A -a,) + yP(M, A - a,) for i #j. 
We show this by induction on n, the number of arcs in A. Obviously if n is zero or one P is 
well-defined. Assume P is well-defined for n - I arcs. Hence 
and 
P(M,, A - a{) = xP(Mlj, A - ad - a,) + yP(M1, A - ad - a,) 
P(M, A - a,) = xP(M,, A - al - a,) + yP(M, A - al - a,). 
so 
xP(M,, A - ur) + yP(M, A - u,) = x[xP(M~,, A - al - u,) + yP(Mi, A - ai - u,)] 
+ y[xP(M,, A - al - ai) + yP(M, A - al - a,)] 
= x’P(M~, A - U, - a,) + xyP(Mi, A - ai - u,) 
+ xyP(M,, A - ai - a,) + y’P(M, A - al - a,). 
Note that this expression is symmetric in i and j, thus 
P(M, A) = xP(M,, A - a,) + yP(M, A - a,) = xP(M,, A - a,) + yP(M, A - u,) 
and P is well-defined. 
To calculate P(M, A), we can associate to the pair (M, A) a binary tree T. The root of the 
tree is (M, A). Choose any arc al E A. Connect the pair (M, A) to the two pairs (M,, A - a,), 
(M,A- al). Continue this process until all pairs have the empty set as their second entry. 
These last pairs are called the leaves of T. One can then calculate P by beginning with the 
leaves of Tand using the recursive relation. In general a pair (M, A) will have many possible 
trees. Since P is well-defined, any one of them can be used to calculate P. Notice that if T is 
a tree for (M, A) and (N, B) is a node of T, then P(N, B) # 0 implies that P(M, A) # 0. In 
particular if (N, 4) is a leaf of some tree T and P(N, q5) = 1, then P(M, A) # 0. 
The polynomial P is simply a method of obtaining information about the pair (M, A) by 
organizing information about the complement in M of every possible subset of A. This is 
obvious when one considers two trees Tand T’ for a pair (M, A); while the trees may not be 
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the same, their leaves will be identical, consisting exactly of all pairs (M’, 4) where M’ is the 
complement in M of some subset of A. 
It is most important to notice that two elements of the definition of P are arbitrary. The 
fact that P is well-defined does not depend on the definition of P for A = 4, so alternate 
definitions are certainly possible. For example, one might define P(M, 4) to be the length of 
M (see [7], p. 61). Then P would provide more information about (M, A), but it would be at 
the expense of being less computable. Further, the recursive definition can be made far more 
general. In the spirit of [4], we could define P(M, A) to be h(P(Mi, A - ai), P(M, A - Ui)) 
where h is any function of two variables satisfying the relation h(h(a, b), h(c, d)) = h(h(a, c), 
h(b, d)). This relation ensures that P is well-defined. In the special case described in 
Theorem 1.0, h(a, b) = xa + yb. Other definitions of h may well provide more detailed 
information about the pair (M, A). This is similar to the situation in knot theory, where one 
can use a skein tree for a knot or link in S3 to obtain recursive definitions of various different 
knot polynomials. 
82. THE Q-POLYNOMIAL FOR GRAPHS IN IMANIFOLDS 
Dejnition. Let G be a finite graph (a finite collection of edges and vertices) imbedded in 
a 3-manifold M3. Define Q(G) = P(M3 - g (vertices of G), edges of G). Q is a polynomial 
associated to arbitrary finite graphs imbedded in M3 which is invariant under isotopies 
of M3. 
Now we restrict our attention to the Q polynomial for graphs imbedded in the 3-sphere. 
Notation. Some of the notation below is adopted from [IO]: Let G be a finite graph 
imbedded in S3. G is reducible if there exists an imbedded 2-sphere in S3 - G separating 
components of G. 
G is decomposable if there is a vertex o in G such that the boundary of a neighborhood of 
u is compressible in the complement of a neighborhood of the edges of G. Call such 
a compressing disk a decomposing disk for G at the vertex v. G is strongly decomposable if 
there is a decomposing disk for G which separates two components of G. Note that if G has 
at most two components it may be decomposable but cannot be strongly decomposable. 
An edge e is triuial if at least one of the endpoints of e is at a valence one vertex. 
Otherwise call e non-trivial. 
For e any edge of G, let G - e denote the graph obtained from G by removing the 
interior of e. 
If e is an edge of G with distinct endpoints, let G/e be the graph obtained from G by 
identifying e to a point. G is abstractly planar if it is homeomorphic to a graph lying in S*. 
G is planar if G lies on an imbedded surface in S3 which is homeomorphic to S2. A tree T/or 
G is a tree for the pair (S3 - k(vertices of G), edges of G) 
Properties of Q for graphs in S3 
1. Let G be a finite graph in S3. If G is reducible then Q(G) = 0. 
As a partial converse to this, we have 
2. Suppose Q(G) = 0. Then (a) S3 - s(G) is reducible or d(S3 - hi(G)) is compressible 
or G is a single vertex and (b) if G is connected and G’ is any proper subgraph of G, then 
Q(G’) = 0. 
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Proof. (a) For any tree T for G, (S’ - k(G), 4) is a leaf of T. Hence if Q(G) = 0, 
P(S - k(G), 4) = 0, so S’ - k(G) is reducible or d(S3 - k(G)) is compressible or is 
a 2-sphere. (b) Let G’ be any proper subgraph of G. Since G is connected, we can obtain G’ 
from G by deleting the interiors of some of the edges of G disjoint from G’ and contracting 
others of these edges to a point. Hence for any proper subgraph G’ of G there exists a tree for 
G such that G’ is a node of the tree. Hence Q(G) = 0 implies that Q(G’) = 0. 
3. Let e be an edge of G connecting distinct vertices such that G - e is reducible. Then 
Q('3=xQ(W. 
4. Let G’ be obtained from G by adding a valence two vertex along an edge e of G. Then 
Q(G) = xQ(G) + xyQ(G - e). 
For any invariant it is invaluable to understand exactly when it is “trivial”; in this case, 
when does it equal zero? Theorems 2.2-2.5 provide a fairly complete answer to this 
question. In order to prove Theorems 2.2-2.5, we first need to prove a stronger version of 
Theorem 7.5 in [IO], as follows: 
THEOREM 2.0. Let G be an abstractly planar graph imbedded in S3. G is planar ijand 
only i/: 
1. Every proper subgraph of G is planar and 
2. x = s - i(G) has compressible boundary. 
In Theorem 7.5 we assume that X has free fundamental group. 
To prove the theorem, we need a version of Jaco’s handle addition lemma [6], as proved 
in [I]. 
Notation. If X is a 3-manifold and m is a simple loop in dX, let (X; m) denote the 
3-manifold obtained from X by attaching a 2-handle to X along m. 
LEMMA 2.1. Cl]. Let X be an irreducible 3-manifold and let F be a surface in dX which is 
compressible in X. Let a be a simple loop in F such that F - a is incompressible i’n X. Then 
(X; a) is irreducible and F, c 8(X; a), the surface obtained from F by doing l-surgery along a, 
is incompressible in (X; a). 
Notice that F may have boundary and need not be connected. 
Proofof Theorem 2.0. Let G c S’ be an abstractly planar graph satisfying conditions (1) 
and (2). If G is reducible or decomposable then G is planar (see [lo, Lemma 1.3]), so we will 
assume that G is not reducible and not decomposable. 
Case 1. G is not connected. 
Let Gi, . . . , GL, k 2 2, be the components of G. By hypothesis, F = dN(GI), say, is 
compressible in X. If G1 has only one edge it follows that G is reducible. Let ei, . . . , en, 
nr2,betheedgesofG,.Letm ,,..., m, be simple loops in F corresponding to meridians 
of the e,‘s. Since G is not decomposable, F - (ml u. . . u m,) is incompressible in X. 
Hence for some i, 0 <i 5 n - 1, F - (ml u. . . u m,) is compressible and 
F-(m,u... u mJ u mJ+ ,) is incompressible. By Lemma 2.1, (X; mJ+ ,) is irreducible. But 
(X; mj+,) = S’ - I\j(G - e,,,) which is reducible since G - eJ+, is a planar graph with 
more than one component. 
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Case 2. G is connected. 
The proof is by induction on the number of vertices in G and is exactly the same as 
in [lo]. We need only show that the weaker hypothesis uffices in the special case that G has 
a single vertex. 
If G has one vertex and one edge Theorem 2.0 is true by Dehn’s lemma. Suppose G has 
one vertex v and two edges, el and e2. Let mi be a simple loop in dX corresponding to 
a meridian of ei, i = 1.2. By Lemma 2.1, if dX - ml is incompressible, then 8(X; ml) is 
incompressible. But (X; ml) is a solid torus. Hence dX - ml is compressible. Let T be the 
solid torus S3 - fi(e, u v). Think of el as an arc properly imbedded in T. Then D, 
a compressing disk for dX - m,, is properly imbedded in T and disjoint from el. D may be 
essential or inessential in T. Regardless, when we cut T along D, we obtain a 3-ball 
containing the arc e,. If e, is unknotted in this 3-ball, then X is a genus two handlebody, 
and the theorem follows from [5] or [2, $2.33. Suppose e, is knotted in this 3-ball. Let S be 
a twice-punctured sphere in the 3-ball enclosing the knot. Glueing T back together again, 
we obtain S c T. Now m2 is a simple loop contained in the boundary of T. When we attach 
a 2-disk to T along m2. we should obtain the 3-ball S3 - G(v) containing the properly 
imbedded unknotted arc et. However, this 3-ball still contains the twice-punctured 2-sphere 
S. Hence el is knotted. This contradicts our hypothesis. 
Suppose G has n edges, e,, . . . , e,, where n 2 3. Let mi be a simple loop in the boundary 
of X corresponding to a meridian of el, i = 1, . . . , n. The argument now proceeds just as in 
the non-connected izase. 
Claim. d(X;m,)-(m,um2u...u&,u.. . u m,) is compressible for any i, since the 
subgraph G - ei is planar and since n 2 3. 
Proof. Obvious. 
Since G is not decomposable by assumption, 8X - (ml u . . . u m,) is incompressible. By 
property 2, dX is compressible. Hence for some j, 0 5 j 5 n - 1, dX - (ml u . . . u m,) is 
compressible and dX - (m, u . . . u m, u m,+ L) is incompressible. By Lemma 2.1, (X; mI+ I) 
is irreducible and d(X; ml+, ) - (ml u m2 u . . . u m,) is incompressible. This contradicts the 
claim. 
We can now provide a more complete converse to property 1. 
THEOREM 2.2. Let G be ajinire graph in S3 which is not connected. Q(G) = 0 fand only if 
G is reducible or strongly decomposable. 
Proof: If G is reducible or strongly decomposable, the manifold in each leaf in a tree for 
G is reducible, has a 2-sphere boundary component, or has compressible boundary, so 
Q(G) = 0. We prove the other implication. 
Case 1. G is homeomorphic to k bouquets of circles, G1, . . . , Gk, k 2 2. 
We use induction on the number of edges in G. Assume that G is not reducible. Suppose 
G is decomposable. Let D be a decomposing disk for G at the vertex v c Cl, say. Then 
D divides S’ - g(v) into two balls. If both contain components of G disjoint from v, then 
G is strongly decomposable. Suppose one of the balls contains no disjoint component of G. 
It must contain some collection of edges E in Ct. Since G is irreducible, it does not contain 
all the edges of G, . Let G’ = G - E. G’appears as a node in some tree for G. Hence Q(G) = 0. 
By induction G’ is reducible or strongly decomposable. Then G is also reducible or strongly 
decomposable. 
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Assume G is not reducible and not decomposable. The argument is almost identical to 
those in the proof of Theorem 2.0. Let X = S3 - i(G). Since Q(G) = 0, dX is compressible. 
Suppose ZN(Gr) is compressible in X. If G1 has only one edge it follows that G is reducible. 
Let M be the collection of simple loops in Zhi(G) corresponding to the meridians of all edges 
inG-G,.LetF=dhi(G)-M.Lete, ,..., e,,n22,betheedgesofG,.Letm, ,..., m, 
be simple loops in F corresponding to meridians of the eis. Since G is not decomposable, 
F-(m,u.. . u m,) is incompressible in X. Hence for some j, 0 <j 5 n - 1, 
F-(m,u.. . u mj) is compressible and F - (ml u . . . u mj u mj+, ) is incompressible. By 
Lemma 2.1, (Xi mj+l) is irreducible and (F; mj+ I) - (ml u. . . u mj) is incompressible in 
(X; mj+ r). This contradicts the following: (X; ml+ r) = S3 - fi(G - ej+ I), and G - ej+ 1 is 
a node of some tree for G. Since Q(G) = 0, Q(G - ej+ r ) = 0, hence by induction G - ej+ 1 
is reducible or strongly decomposable, so either (X; ntj+l) is reducible or 
(F; mj+l)-(m,U.. . u mj) is compressible in (X; mj+ 1 ). 
Hence Q(G) = 0 implies that G is either reducible or strongly decomposable. 
Case 2. G contains some edges with distinct endpoints. 
We use induction on the number of non-loop edges in G. As in Case I, we can assume 
that G is not decomposable. Let e be a non-loop edge of G. Suppose e is trivial. Q(G) = 0 
implies that Q(G/e) = 0. By induction, G/e is strongly decomposable or reducible. But then 
so is G. Assume e is non-trivial. Q(G) = 0 implies that Q(G/e) = Q(G - e) = 0. If G is not 
reducible, neither is G/e. By induction it follows that G/e is strongly decomposable. Let 
M be the collection of simple loops in di(G) corresponding to meridians of all the edges 
of G. Since G is not decomposable, ai - M is incompressible. Since G/e is dccompos- 
able, ati - (M - meridian of e) is compressible. Hence by Lemma 2.1, G - e is not 
reducible and not decomposable. This contradicts the inductive hypothesis. 
COROLLARY 2.3. Let G be a finite graph in S3 which has exactly two connected com- 
ponents, Q(G) = 0 if and only $G is reducible. 
Prooj A graph with only two components cannot be strongly decomposable. 
We can now use Theorem 2.0 to prove: 
THEOREM 2.4. Let G be an abstractly planar connected graph imbedried in S3. Then 
Q(G) = 0 if and only if G is planar. 
Prooj If G is planar Q(G) = 0. The other implication is proved by induction on the 
number of edges in G. 
It is obviously true if G has only one edge. 
Assume it is true if G has n - 1 edges. 
Suppose G has n edges, and that Q(G) = 0. By property 2, we know that S3 - i(G) 
is reducible or has compressible boundary. Since G is connected, it must in fact be 
compressible. 
Let e be any edge of G. Then Q(G) = xP(S3 - i[(vertices of G)u e], [edges of 
G] - e) + yQ(G - e), hence Q(G) = 0 implies that P(S3 - hi [(vertices of G) u e], [edges of 
G] - e) = Q(G - e) = 0. Since Q(G - e) = 0, if G - e is connected then G - e is planar by 
the inductive hypothesis. Suppose G - e is not connected. Then e joins together two 
connected subgraphs of G, Gr and G2. Since G - e is not connected, e is not a loop, so 
P(S - i[(vertices of G) u e], (edges of G) - e) = Q(G/e) and we can use the inductive 
hypothesis on G/e to conclude that G/e is planar. G1 and Gz are both proper subgraphs of 
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G/e, so they are both planar. Since by Corollary 2.3, G - e is reducible, it follows that G - e 
is planar. 
G satisfies the hypothesis of Theorem 2.0, therefore G is planar. 
We can extend Theorem 2.4 to all connected graphs by modifying the hypotheses: 
THEOREM 2.5. Let G be a connected graph imbedded in S3. Q(G) = 0 if and only if 
1. Q(G) = Ofir every proper subgraph G’ of G and 
2. X = S’ - k(G) has compressible boundary. 
Proof. If Q(G) = 0, Q(G) = 0 for every proper subgraph G’ of G and X = S3 - N(G) 
has compressible boundary. We prove the other implication. 
Case 1. G is homeomorphic to a bouquet of circles. 
The result follows from Theorems 2.0 and 2.4. 
Case 2. G contains some non-loop edges. 
We use induction on the number of non-loop edges of G. Let e be such an edge. G - e is 
a proper subgraph of G, so by hypothesis Q(G - e) = 0. To conclude that Q(G) = 0, we 
need to show that Q(G/e) = 0. Since dX = d(S’ - k(G/e)), d(S3 - i’?(G/e)) is compressible. 
Let G’ be any proper subgraph of G/e. Then e = Cl/e, where G’ is some proper subgraph 
of G. By hypothesis Q(G’) = 0. If G’ is connected, G is a node of a tree for G’, hence 
Q(G) = 0. If G’ is not connected then it must be reducible or strongly decomposable, which 
implies e is also reducible or strongly decomposable, so Q(e) = 0. Hence by induction 
Q(G/e) = 0. 
53. TttE SPOLYNOMtAL FOR CRAPttS IN S’ 
We include the following example to illustrate the ease with which one can define new 
polynomial invariants for graphs imbedded in S3, or indeed in any 3-manifold. 
Using the observations following Theorem 1.0, we define a different polynomial for pairs 
(M, A) by altering the definition in the case A = q5 as follows: 
THEOREM 3.0. There is a function R which associates to each pair (M, A) a polynomial 
R(M, A) in the variables x, y and q such that: 
(i) If A = Q, let M’ be obtainedfiom M by capping offal1 2-sphere boundary components. 
If M’ is prime, let R(M, 4) equal one ifaM’ is compressible or ifaM’ is empty, and let R(M, 4) 
equal q otherwise. If M’ is not prime, let R(M, 4) be the product over all prime factors M” of 
M’ of R(M”, 4). 
(ii) For A # 4, R(M, A) = xR(M,, A - a,) + yR(M, A - a,) for any a,E A. 
This definition has the following advantage over the P-polynomial: 
If S is a 2-sphere imbedded in M and disjoint from A separating M into MI and Ml, 
then 
R(M, A) = R(M,, A n MI)R(M2, A n Ms). 
Hence if we define a polynomial for graphs in S’ as before: S(G) = R(S3 - ti(vertices 
of G), edges of G), it has the property that S of a reducible graph is the product of S of the 
components. 
We obtain the analog to Theorem 2.4: 
TOP 31:3-o 
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THEOREM 3.1. Let G be an abstractly planar graph properly imbedded in S3. Then S(G) 
contains no q’s if and only if G is planar. 
Thus we can eliminate the hypothesis in Theorem 2.4 that the graph is connected at the 
expense of a more complicated characterization of the polynomial. 
Table 
1. 
0 
Q(x. Y) = 0 
Sk y. 4) = x + y 
2. 0 Qk Y) = 0 S(x, y, q) = x2 + 2xy + y’ 
Q(x. Y) = x 
S(x. y. 9) = xq + y 
4. 
00 
Q(x. Y) = 0 
S(x. y* 4) = x2 + 2xy + y’ 
Q(x. Y) - txy 
S(x. y. 4) - xs + 2xyq + y’ 
QCG Y) - XY 
s(x.Y,q)=x~+xyq+xy+y' 
Q(x. y) = x2 + 2xy 
S(x. y. 4) = xzq + 2xyq + y* 
Q(x. Y) - x2 
Sk Y. 4) = x2q + xyq + xy + Y’ 
9. 
0 
0 
lo. e 
Q(x. Y) = 0 
.w. y. 4) = x’q + *yq + xy + y’ 
Q(x. Y) = 0 
S(x. y. 4) = x4 + 2x’y + 4x’y’ + 4xy’ + y4 + Zx’yq + 2xzy*q 
I. 
2. 
3. 
4. 
5. 
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