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Esta dissertac¸a˜o introduz as primeiras noc¸o˜es para o estudo da teoria de a´lgebras que
satisfazem identidades polinomiais (chamadas PI - a´lgebras), bem como alguns resultados
importantes.
Expomos alguns fatos e resultados fundamentais sobre representac¸o˜es dos grupos sime´tricos
e geral linear. Estes resultados sera˜o posteriormente utilizados para estudar as identidades
polinomiais da a´lgebra das matrizes de ordem dois sobre um corpo de caracter´ıstica 0.
Apresentamos os me´todos desenvolvidos por Razmyslov, que permitem descrever uma
base para as identidades da a´lgebra associativa das matrizes 2× 2, bem como para a a´lgebra
de Lie das matrizes 2 × 2 de trac¸o zero. Em seguida expomos o trabalho de Drensky, no




This work introduces the first notions for the study of the theory of algebras that satisfy
polynomial identities (so called PI-algebras), as well as some important results.
We discuss the fundamental facts and results about representations of the symmetric and
the general linear groups. These results are used later on to study the polynomial identities
of the 2× 2 matrix algebra over a field of characteristic 0.
We present the methods developed by Razmyslov in order to describe a basis for the
identities for the associative algebra of the 2 × 2 matrices as well as for the Lie algebra of
the 2 × 2 traceless matrices. Furthermore we expose the work of Drensky where he applies
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Introduc¸a˜o
As a´lgebras com identidades polinomiais sa˜o a´lgebras para as quais existe um polinoˆmio
na˜o nulo, em varia´veis na˜o necessariamente comutativas, que se anula sobre tal a´lgebra. Tais
a´lgebras tambe´m sa˜o chamadas de PI-a´lgebras. Exemplos de PI-a´lgebras sa˜o as a´lgebras de
matrizes sobre ane´is, bem como as a´lgebras comutativas e a´lgebras de dimensa˜o finita. O ob-
jetivo de estudar PI-a´lgebras e´ tentar entender como a existeˆncia de identidades polinomiais
influeˆncia na compreensa˜o da estrutura das a´lgebras que as satisfazem.
O desenvolvimento da Teoria de Identidades Polinomiais se deu em torno dos anos 1950,
quando foi publicado o Teorema de Amitsur-Levitzki, mostrando que a a´lgebra das matrizes
de ordem n satisfaz a identidade “standard”, de grau 2n. Na mesma e´poca, Specht apre-
sentou a questa˜o: “Toda a´lgebra associativa possui uma base finita para suas identidades
polinomiais?”. Esta pergunta ficou conhecida como o Problema de Specht e motivou uma
boa parte do desenvolvimento desta teoria. O Problema de Specht foi respondido afirmati-
vamente em 1987 por Kemer.
Nesta dissertac¸a˜o apresentamos um estudo das identidades polinomiais da a´lgebra das
matrizes de ordem dois sobre corpos de caracter´ıstica zero. Para este estudo utilizamos o
me´todo de representac¸o˜es de grupos. A origem deste me´todo pode ser encontrada nos artigos
de Malcev [24] e Specht [31], em 1950, onde eles aplicam pela primeira vez representac¸o˜es do
grupo sime´trico para estudar PI - a´lgebras. Outras contribuic¸o˜es ao me´todo foram desenvol-
vidas em uma se´rie de artigos de Regev, como por exemplo, em [27], utilizando a linguagem
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de representac¸o˜es do grupo sime´trico, nos anos 70. Regev tambe´m utilizou outras te´cnicas
como me´todos assinto´ticos e combinato´rios que hoje sa˜o considerados como uma parte do
me´todo da teoria de representac¸o˜es. Posteriormente, Berele [3] e Drensky [7], nos anos 80,
comec¸aram a utilizar representac¸o˜es do grupo geral linear que apareceram inicialmente em
alguns artigos de Razmyslov, Procesi e outros. Aplicamos estes me´todos para estudar as
identidades de M2(K).
Para estudarmos as identidades de M2(K) utilizamos a abordagem feita por Razmyslov
em [26]. Tal abordagem consiste em estudar primeiro as identidades que sa˜o va´lidas somente
em sl2(K). Tais identidades que se verificam numa suba´lgebra de Lie G de uma a´lgebra as-
sociativa R sa˜o chamadas identidades fracas ou identidades polinomiais de representac¸o˜es de
a´lgebras de Lie e sa˜o muito u´teis no estudo de identidades em a´lgebras na˜o associativas rela-
cionadas com as associativas como, por exemplo, a´lgebras de Lie, Jordan, alternativas, etc.
Este modo de abordar o problema apareceu pela primeira vez nos trabalhos de Razmyslov.
Sendo assim olhamos primeiro para o problema de encontrar um conjunto de geradores para
as identidades polinomiais da a´lgebra de Lie sl2(K).
Quanto ao texto, ele esta´ dividido em cinco cap´ıtulos, onde expomos os resultados dos
artigos [6] e [26] que originaram esta dissertac¸a˜o. Os cap´ıtulos esta˜o organizados da seguinte
forma:
O primeiro e´ um cap´ıtulo preliminar, onde apresentamos alguns dos nossos principais
objetos de estudo e resultados cla´ssicos da Teoria de Identidades Polinomiais. Este cap´ıtulo
conte´m ale´m disso, algumas definic¸o˜es ba´sicas, bem como alguns resultados sobre repre-
sentac¸o˜es de grupos, que sera˜o u´teis nos cap´ıtulos seguintes.
O segundo cap´ıtulo comec¸a apresentando alguns resultados sobre representac¸o˜es do grupo
sime´trico. Tais resultados, sera˜o a seguir utilizados para estudar certos tipos de identidades
da a´lgebra das matrizes de trac¸o zero, sl2(K), sobre o corpo K de caracter´ıstica zero. Em
seguida apresentamos alguns fatos sobre representac¸o˜es do grupo geral linear. Como no caso
de representac¸o˜es do grupo sime´trico, utilizamos as representac¸o˜es do grupo geral linear
para estudar um certo espac¸o de identidades polinomiais, mas neste caso, estudamos as
identidades de M2(K), a a´lgebra das matrizes 2× 2 sobre o corpo K.
O terceiro cap´ıtulo conte´m um estudo das identidades que se verificam na a´lgebra sl2(K).
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Obtemos aqui, uma base para as identidades de sl2(K) formada por duas identidades de grau
5. Neste cap´ıtulo fazemos uso da teoria de representac¸o˜es de Sn apresentada no cap´ıtulo
anterior.
Ja´ no quarto cap´ıtulo encontramos um conjunto finito de identidades que geram as iden-
tidades de M2(K). Tal conjunto e´ obtido utilizando as identidades encontradas no cap´ıtulo
anterior para sl2(K) e mais algumas identidades que sa˜o obtidas neste cap´ıtulo. Tal conjunto
de geradores contera´ 7 elementos que possuira˜o grau 4, 5 e 6.
Finalmente no quinto cap´ıtulo, apresentamos o artigo de Drensky, [6], no qual e´ obtido
um conjunto mı´nimo de geradores. Tal conjunto sera´ formado por duas identidades, que
sa˜o conhecidas como identidade “standard”e identidade de Hall, sendo que sa˜o de grau
4 e 5, respectivamente. Para provar que tais polinoˆmios geram todas a identidades de
M2(K), fazemos uso da teoria de representac¸a˜o do grupo geral linear, exposta no Cap´ıtulo




Apresentamos neste cap´ıtulo alguns conceitos e propriedades ba´sicas para o entendi-
mento desta dissertac¸a˜o. Definimos nosso objeto de estudo que sa˜o as PI - a´lgebras e apre-
sentamos uma se´rie de resultados de grande utilidade no estudo das identidades polinomiais.
Expomos tambe´m alguns fatos sobre as a´lgebras de Lie, dentre os quais podemos citar os
teoremas de Poincare´-Birkhoff-Witt, Witt, Shirshov, etc., ale´m de alguns resultados gerais
sobre representac¸o˜es de grupos. Para uma visa˜o mais aprofundada veja [2], [5], [9], [14], [22].
1.1 Conceitos Ba´sicos
As principais refereˆncias desta sec¸a˜o sa˜o: [5], [9], [14].
Definic¸a˜o 1.1.1. Uma func¸a˜o bijetora do conjunto {1, 2, . . . , n} em si pro´prio e´ chamada
uma permutac¸a˜o de n s´ımbolos. O conjunto de todas as permutac¸o˜es de n s´ımbolos junta-
mente com a operac¸a˜o de composic¸a˜o de func¸o˜es e´ um grupo multiplicativo. Tal grupo e´
chamado o grupo sime´trico em n s´ımbolos e sera´ denotado por Sn. Os elementos de Sn sa˜o
chamados de permutac¸o˜es.
Observac¸a˜o 1.1.2. Note que Sn possui exatamente n! elementos.
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Definic¸a˜o 1.1.3. Uma permutac¸a˜o pi ∈ Sn sera´ escrita na forma de um diagrama no qual
a primeira linha conte´m os s´ımbolos 1, . . . , n e a segunda suas imagens atrave´s de pi, por
exemplo,
pi =
 1 2 . . . n− 1 n
pi(1) pi(2) . . . pi(n− 1) pi(n)
 .
Definic¸a˜o 1.1.4. Uma permutac¸a˜o da forma i1 i2 . . . ir−1 ir ir+1 . . . in
i2 i3 . . . ir i1 ir+1 . . . in
 .
e´ chamada c´ıclica ou r-ciclo, onde r e´ o nu´mero de s´ımbolos que sa˜o movidos por esta
permutac¸a˜o. Escreveremos neste caso (i1 . . . ir).
Definic¸a˜o 1.1.5. Dois ciclos sa˜o disjuntos se os conjuntos de s´ımbolos movidos por cada
um sa˜o disjuntos.
Lema 1.1.6. Toda permutac¸a˜o pode ser escrita como um produto de ciclos disjuntos.
Definic¸a˜o 1.1.7. Ordenando os comprimentos α1, . . . , αh, αj > αj+1 dos fatores c´ıclicos
de uma permutac¸a˜o pi ∈ Sn, com respeito a` notac¸a˜o c´ıclica de pi e incluindo os ciclos de
comprimento 1, formamos uma partic¸a˜o α = (α1, . . . , αn) de n, isto e´,∑
i
αi = n, αi ∈ N, αj > αj+1 (1 6 j 6 n− 1).
Teorema 1.1.8. As classes de conjugac¸a˜o de Sn consistem das permutac¸o˜es correspondentes
a` mesma partic¸a˜o.
Definic¸a˜o 1.1.9. Um conjunto na˜o vazio R e´ chamado um anel associativo se em R esta˜o
definidas duas operac¸o˜es bina´rias, denotadas por + e · tais que para todo a, b, c ∈ R:
(1) a+ b = b+ a.
(2) (a+ b) + c = a+ (b+ c).
(3) Existe um elemento 0 ∈ R tal que a+ 0 = a para todo a ∈ R.
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(4) Para cada a ∈ R, existe um elemento −a ∈ R tal que a+ (−a) = 0.
(5) (a · b) · c = a · (b · c).
(6) a · (b+ c) = a · b+ a · c e (b+ c) · a = b · a+ c · a.
Se existe um elemento 1 ∈ R tal que a · 1 = 1 · a = a, dizemos que R e´ um anel com
unidade. Ale´m disso, se a·b = b·a para todo a, b ∈ R enta˜o chamamos R de anel comutativo.
Definic¸a˜o 1.1.10. Um espac¸o vetorial A sobre o corpo K e´ chamado uma a´lgebra, ou K-
a´lgebra, se esta´ definida uma operac¸a˜o bina´ria · : A × A → A, chamada multiplicac¸a˜o que
satisfaz, para quaisquer a, b, c ∈ A e α ∈ K, as seguintes propriedades:
(1) (a+ b) · c = a · c+ b · c,
(2) a · (b+ c) = a · b+ a · c,
(3) α(a · b) = (αa) · b = a · (αb).
Por simplicidade, escreveremos simplesmente ab ao inve´s de a · b.
Definic¸a˜o 1.1.11. Seja A uma a´lgebra.
(1) A e´ dita associativa, se (ab)c = a(bc), para todo a, b, c ∈ A.
(2) A e´ dita comutativa, se ab = ba, para todo a, b ∈ A.
(3) A e´ dita unita´ria, se possui uma unidade, isto e´, um elemento 1A ∈ A tal que 1Aa =
a1A = a, para todo a ∈ A. No decorrer do texto, frequ¨entemente usaremos 1 ao inve´s
de 1A.
Definic¸a˜o 1.1.12. Seja (G,+) um grupo abeliano aditivo. Uma a´lgebra A e´ dita ser G-
graduada, se A = ⊕g∈GAg onde Ag e´ subespac¸o de A para todo g ∈ G e AgAh ⊆ Ag+h para
todos g, h ∈ G.
Um elemento a ∈ ∪g∈GAg e´ chamado homogeˆneo. Para todo elemento homogeˆneo a,
temos a ∈ Ag para algum g ∈ G. Dessa forma, o grau homogeˆneo de a e´ igual a g, e
denotamos isso por wG(a) = g. Se a =
∑
g∈G ag, onde ag ∈ Ag, chamamos ag de componente
homogeˆnea de grau g em a.
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Bg onde Bg = B ∩ Ag.
Em todo o texto estaremos trabalhando, em geral, com a´lgebras associativas e unita´rias.
Portanto, daqui em diante exceto menc¸a˜o expl´ıcita do contra´rio, o termo a´lgebra devera´ ser
entendido como a´lgebra associativa unita´ria.
Exemplo 1.1.14. Seja V um espac¸o vetorial com base enumera´vel {ei | i ∈ I}. A a´lgebra
de Grassmann, ou a´lgebra exterior, E = E(V ) e´ a a´lgebra associativa gerada por {ei | i ∈ I}
que satisfaz as seguintes relac¸o˜es:
eiej + ejei = 0, para todo i, j ∈ I.
E se a caracter´ıstica de K for igual a dois, exigimos tambe´m e2i = 0, para todo i ∈ I.
Note que D = {1, ei1 . . . eir | 1 6 i1 < · · · < ir, r = 1, 2, 3 . . . } e´ uma base de E. Ale´m
disso, se Vn e´ o subespac¸o de V gerado por {e1, . . . , en}, denotaremos por E(Vn) sua a´lgebra
de Grassmann correspondente.
Exemplo 1.1.15. Seja A uma a´lgebra. Considere Aop = A, como espac¸o vetorial. Definimos
em Aop a multiplicac¸a˜o ∗ como:
a ∗ b = ba, para todo a, b ∈ Aop.
Dessa forma, Aop e´ uma a´lgebra, chamada de a´lgebra oposta de A.
Definic¸a˜o 1.1.16. O subespac¸o vetorial B da a´lgebra A e´ chamado uma suba´lgebra se 1 ∈ B
e para todo b1, b2 ∈ B, temos b1b2 ∈ B. O subespac¸o I de A e´ chamado de ideal a` esquerda
se para todo a ∈ A e i ∈ I, temos ai ∈ I. De modo ana´logo, define-se ideal a` direita. Um
ideal bilateral, isto e´, ideal a` esquerda e a` direita ao mesmo tempo, e´ chamado simplesmente
de ideal.
Exemplo 1.1.17. O conjunto C(A) = {a ∈ A | ax = xa para todo x ∈ A} e´ uma suba´lgebra
de A. Esta suba´lgebra e´ chamada de centro de A e seus elementos sa˜o ditos centrais. Quando
A = E (a a´lgebra de Grassmann) temos que C(E) = E0, onde E0 e´ o subespac¸o de E gerado
por D0 = {1, ei1 . . . eir | 1 6 i1 < · · · < ir, r = 2, 4, 6, . . . }.
SEC¸A˜O 1.1 • CONCEITOS BA´SICOS 8
Exemplo 1.1.18. Seja Mn(E) a a´lgebra das matrizes de ordem n com entradas na a´lgebra
de Grassmann E. Para quaisquer a, b ∈ N tais que a+ b = n, verifica-se atrave´s das regras
de multiplicac¸a˜o de matrizes em blocos, que o conjunto Ma,b(E) das matrizes
E0 . . . E0 E1 . . . E1
... a× a ... ... a× b ...
E0 . . . E0 E1 . . . E1
E1 . . . E1 E0 . . . E0
... b× a ... ... b× b ...
E1 . . . E1 E0 . . . E0

e´ uma suba´lgebra de Mn(E).
Definic¸a˜o 1.1.19. Uma transformac¸a˜o linear ϕ : A1 → A2 entre as a´lgebras A1 e A2 e´ dita
um homomorfismo de a´lgebras se:
ϕ(ab) = ϕ(a)ϕ(b) para todo a, b ∈ A1
e, ale´m disso ϕ(1) = 1. De modo ana´logo a`s demais estruturas alge´bricas, chamamos isomor-
fismo quando ϕ for um homomorfismo bijetor e denotaremos A1 ∼= A2, mergulho quando for
injetor, endomorfismo quando for um homomorfismo de A1 para A1, e automorfismo quando
for um endomorfismo bijetor.
Exemplo 1.1.20. Seja A′ uma a´lgebra sem unidade. Podemos mergulhar A′ numa a´lgebra
com unidade. Com efeito, considere A = A′ ⊕ K como soma direta de espac¸os vetoriais.
Definimos em A a seguinte multiplicac¸a˜o:
(a, α) · (b, β) = (αb+ βa+ ab, αβ), para todo a, b ∈ A′; α, β ∈ K.
Temos que (0, 1) e´ a unidade de A e a inclusa˜o A′ ↪→ A e´ um mergulho. Dizemos que A e´
obtida atrave´s de A′ por introduc¸a˜o formal da unidade.
O pro´ximo resultado e´ muito comum nas estruturas alge´bricas e e´ geralmente denominado
Teorema do Isomorfismo.
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Teorema 1.1.21. Seja ϕ : A1 → A2 um homomorfismo. Enta˜o o nu´cleo de ϕ,
kerϕ = {a ∈ A1 | ϕ(a) = 0}
e´ um ideal de A1 e a a´lgebra quociente A1/ kerϕ e´ isomorfa a sua imagem
ϕ(A1) = {ϕ(a) | a ∈ A1}.
1.2 Representac¸o˜es de Grupos
Apresentamos aqui algumas propriedades ba´sicas sobre representac¸o˜es de grupos sem
no entanto nos preocuparmos com suas demonstrac¸o˜es. No Cap´ıtulo 2 apresentamos mais
algumas propriedades das representac¸o˜es do grupo sime´trico e geral linear que sera˜o ne-
cessa´rias para o desenvolvimento deste trabalho. Para maiores detalhes sobre representac¸o˜es
de grupos ver [5] e [28].
Seja V um espac¸o vetorial sobre o corpo K. Considere GL(V ) o conjunto das trans-
formac¸o˜es lineares bijetoras de V em V . E´ fa´cil verificar que GL(V ) munido da operac¸a˜o de
composic¸a˜o de func¸o˜es e´ um grupo. No caso particular de V ser de dimensa˜o finita, temos
que GL(V ) ∼= GLn(K), o grupo das matrizes invert´ıveis de ordem n.
Observac¸a˜o 1.2.1. A menos de menc¸a˜o em contra´rio, o espac¸o vetorial V sobre o corpo K
tera´ dimensa˜o finita.
Definic¸a˜o 1.2.2. Seja G um grupo. A K-a´lgebra KG considerada como um espac¸o veto-
rial com base {g | g ∈ G} e com multiplicac¸a˜o entre os elementos da base definida pela
multiplicac¸a˜o em G e´ chamada a´lgebra de grupo de G.
Definic¸a˜o 1.2.3. Sejam G um grupo e V um espac¸o vetorial.
(i) Uma representac¸a˜o de G em V e´ um homomorfismo
φ : G→ GL(V ).
O grau da representac¸a˜o φ e´ igual a` dimensa˜o do espac¸o vetorial V . A representac¸a˜o
φ e´ fiel se o nu´cleo de φ e´ trivial e φ e´ trivial se seu nu´cleo coincide com G.
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(ii) Duas representac¸o˜es φ : G→ GL(V ) e ρ : G→ GL(W ) sa˜o equivalentes ou isomorfas,
se existe um isomorfismo θ : V → W dos espac¸os vetoriais V e W tal que
(θ ◦ φ(g))(v) = (ρ(g) ◦ θ)(v), v ∈ V, g ∈ G.
(iii) Seja W um subespac¸o de V tal que (φ(G))(W ) = W . Enta˜o definimos uma repre-
sentac¸a˜o ψ : G→ GL(W ) dada por
(ψ(g))(w) = (φ(g))(w), g ∈ G, w ∈ W ⊆ V,
e´ chamada subrepresentac¸a˜o da representac¸a˜o φ : G→ GL(V ). A subrepresentac¸a˜o ψ
e´ pro´pria se W 6= {0} e W 6= V .
(iv) Se φ : G→ GL(V ) e ψ : G→ GL(W ) sa˜o representac¸o˜es de G, enta˜o a representac¸a˜o
ρ = φ⊕ ψ : G→ GL(V ⊕W ) definida por
(ρ(g))(v, w) = ((φ(g))(v), (ψ(g)(w))), g ∈ G, (v, w) ∈ V ⊕W,
e´ a soma direta de φ e ψ. De modo ana´logo definimos a soma direta de um conjunto
finito ou infinito de representac¸o˜es. O produto tensorial ρ = φ⊗ ψ : G→ GL(V ⊗W )
e´ definido por
(ρ(g))(v ⊗ w) = (φ(g))(v)⊗ (ψ(g)(w)), g ∈ G, v ⊗ w ∈ V ⊗W.
(v) A representac¸a˜o φ : G→ GL(V ) e´ irredut´ıvel se na˜o possui nenhuma subrepresentac¸a˜o
pro´pria; φ e´ chamada completamente redut´ıvel se e´ uma soma direta de representac¸o˜es
irredut´ıveis.
Teorema 1.2.4 (Maschke). Seja ρ : G → GL(V ) uma representac¸a˜o de dimensa˜o finita
de um grupo finito G. Se charK - |G|, enta˜o ρ e´ completamente redut´ıvel, isto e´, e´ uma
soma direta de representac¸o˜es irredut´ıveis.
Lema 1.2.5 (Schur). Sejam ρ : G→ GL(V ), ψ : G→ GL(W ) representac¸o˜es irredut´ıveis
de G e K um corpo algebricamente fechado. Seja f : V → W uma transformac¸a˜o linear tal
que ρ ◦ f = f ◦ ψ para todo g ∈ G. Enta˜o:
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(1) Se ρ e ψ na˜o sa˜o isomorfas, enta˜o f = 0.
(2) Se V = W e ρ = ψ, enta˜o existe λ ∈ F tal que f = λId, onde Id e´ a identidade em
W e λ ∈ K.
Definic¸a˜o 1.2.6. Seja ρ : G→ GL(V ) uma representac¸a˜o de G. Para cada g ∈ G defina
χρ(g) = tr (ρ(g)),
onde tr (ρ(g)) e´ o trac¸o da matriz ρ(g). A func¸a˜o χρ obtida e´ chamada de caracter da
representac¸a˜o ρ.
Observac¸a˜o 1.2.7. (1) Segue das propriedades do trac¸o de matrizes que o valor do ca-
racter da representac¸a˜o ρ na˜o depende da base de V .
(2) Estaremos considerando a partir de agora espac¸os vetoriais sobre o corpo dos nu´meros
complexos C.






onde k = |G| e a barra e´ a conjugac¸a˜o complexa. E´ fa´cil verificar que (|) e´ um produto
escalar.
Teorema 1.2.9. (i) Se χ e´ o caracter de uma representac¸a˜o irredut´ıvel, enta˜o (χ|χ) = 1.
(ii) Se χ e χ
′
sa˜o caracteres de duas representac¸o˜es irredut´ıveis na˜o-isomorfas, enta˜o
(χ|χ′) = 0, isto e´, χ e χ′ sa˜o ortogonais.
Teorema 1.2.10. Seja V uma representac¸a˜o de G com caracter φ e suponha que V se
decomponha na soma direta de representac¸o˜es irredut´ıveis
V = W1 ⊕ · · · ⊕Wk.
Enta˜o, se W e´ uma representac¸a˜o irredut´ıvel com caracter χ, o nu´mero de Wi isomorfos a
W e´ igual ao produto escalar (φ|χ).
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Corola´rio 1.2.11. O nu´mero de Wi isomorfos a W na˜o depende da decomposic¸a˜o escolhida.
Corola´rio 1.2.12. Duas representac¸o˜es com o mesmo caracter sa˜o isomorfas.
Teorema 1.2.13. Se φ e´ o caracter da representac¸a˜o V , enta˜o (φ|φ) e´ um inteiro positivo
e (φ|φ) = 1 se, e somente se, V e´ irredut´ıvel.
Teorema 1.2.14. O nu´mero de representac¸o˜es irredut´ıveis de G, a menos de isomorfismo,
e´ igual ao nu´mero de classes de conjugac¸a˜o de G.
Definic¸a˜o 1.2.15. Sejam ρ : G→ GL(V ) uma representac¸a˜o de G e H um subgrupo de G.
A restric¸a˜o de ρ a H e´ a func¸a˜o φ : H → GL(V ) tal que (φ(h))(v) = (ρ(h))(v).
Definic¸a˜o 1.2.16. Sejam ρ : G→ GL(V ) uma representac¸a˜o de G e H um subgrupo de G.
Considere ρH a restric¸a˜o de ρ a H. Sejam W uma subrepresentac¸a˜o de H e θ : H → GL(W )
a representac¸a˜o de H em W definida por ρH . Dado g ∈ G, o espac¸o vetorial ρ(g)(W )
depende somente da classe lateral gH de g. Se σ e´ uma classe lateral de H, podemos definir
um subespac¸o Wσ de V como sendo ρ(g)(W ) para qualquer g ∈ σ. A soma
∑
σWσ, onde σ
percorre as classes laterais de G por H, e´ uma subrepresentac¸a˜o de V .
Definic¸a˜o 1.2.17. Dizemos que uma representac¸a˜o ρ de G em V e´ induzida pela repre-
sentac¸a˜o θ de H em W se V e´ igual a soma de Wσ, onde σ percorre as classes laterais de G
por H. Mais ainda, esta soma e´ direta, isto e´, V = ⊕σWσ.
1.3 A´lgebras Livres e Identidades Polinomiais
Aqui estamos seguindo os livros [2] e [9].
Definic¸a˜o 1.3.1. (1) Seja U uma classe de a´lgebras na˜o necessariamente associativas. A
a´lgebra F ∈ U e´ chamada a´lgebra livre na classe U, com sistema de geradores livres
X, se F e´ gerada por X e para toda a´lgebra R ∈ U, toda aplicac¸a˜o X → R pode ser
estendida a um homomorfismo F → R. A cardinalidade do conjunto X e´ chamada o
posto de F .
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(2) A a´lgebra livre na classe de todas as a´lgebras associativas unita´rias e´ chamada uma
a´lgebra associativa livre, ou simplesmente a´lgebra livre. Se ela e´ gerada pelo conjunto
X, enta˜o a denotamos por K〈X〉 e chamamos seus elementos polinoˆmios nas varia´veis
na˜o comutativas X.
Observac¸a˜o 1.3.2. Ate´ o fim deste trabalho fixaremos um conjunto enumera´vel X =
{x1, x2, . . . }. Assumimos que K〈x1, . . . , xm〉 e´ uma suba´lgebra de K〈X〉.
Proposic¸a˜o 1.3.3. Seja X = {xi | i ∈ I} um conjunto de s´ımbolos. Enta˜o K〈X〉 e´ isomorfa
a` a´lgebra que e´ um espac¸o vetorial tendo por base os elementos da forma:
xi1xi2 . . . xin , xij ∈ X, n = 0, 1, 2, . . . ,
onde o elemento de comprimento 0 sera´ denotado por 1. A multiplicac¸a˜o de dois quaisquer
elementos xi1 . . . xip e xj1 . . . xjq e´ dada pela regra
(xi1 . . . xip)(xj1 . . . xjq) = xi1 . . . xipxj1 . . . xjq .
O subespac¸o K〈X〉′ ⊆ K〈X〉 gerado pelos elementos xi1xi2 . . . xin , xij ∈ X, n = 1, 2, . . . ,
e´ uma suba´lgebra chamada de a´lgebra associativa livre sem unidade.
Note que a a´lgebra K〈X〉 definida acima e´, em outras palavras, a a´lgebra dos polinoˆmios
na˜o comutativos.
As a´lgebras K〈X〉 e K〈x1, . . . , xm〉 sa˜o graduadas de modo natural: (K〈X〉)(n) consiste
de todos os polinoˆmios homogeˆneos de grau n, isto e´, das combinac¸o˜es lineares de palavras de
comprimento n, (K〈x1, . . . , xm〉)(n1,...,nm) e´ gerado por todas palavras que incluem a varia´vel
xi exatamente ni vezes, i = 1, . . . , m.
Definic¸a˜o 1.3.4. O elemento f(x1, . . . , xn) ∈ K〈X〉 e´ chamado uma identidade polino-
mial para a a´lgebra R, se f(r1, . . . , rn) = 0 para todo r1, . . . , rn ∈ R. Em outras pa-
lavras, f(x1, . . . , xn) pertence ao nu´cleo de todos homomorfismos K〈X〉 → R. Se existe
f(x1, . . . , xn) um elemento na˜o nulo de K〈X〉 que e´ uma identidade polinomial para R,
enta˜o R e´ chamada uma PI - a´lgebra.
Exemplo 1.3.5. Seja A uma PI - a´lgebra. E´ imediato que a a´lgebra oposta Aop e´ uma PI
- a´lgebra.
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Exemplo 1.3.6. Recordemos que uma a´lgebra A, sem unidade, e´ chamada nil de ı´ndice
limitado se existe n ∈ N tal que an = 0, para todo a ∈ A. Agora se existe m ∈ N tal que
a1a2 . . . am = 0, para quaisquer a1, a2, . . . , am ∈ A, enta˜o A e´ chamada nilpotente e m
e´ chamado o ı´ndice de nilpoteˆncia. E´ imediato que toda a´lgebra nilpotente e´ nil de ı´ndice
limitado.
Toda a´lgebra nil de ı´ndice limitado, em particular toda a´lgebra nilpotente e´ uma PI -
a´lgebra. De fato, o polinoˆmio f(x) = xn e´ uma identidade polinomial de A. Quando a
a´lgebra A e´ nilpotente de ı´ndice m, o polinoˆmio f(x1, x2, . . . , xm) = x1x2 . . . xm tambe´m e´
uma identidade polinomial de A.
Exemplo 1.3.7. Toda a´lgebra comutativa A e´ uma PI - a´lgebra, pois o polinoˆmio f(x1, x2) =
x1x2 − x2x1 = [x1, x2] e´ uma identidade polinomial de A.
Exemplo 1.3.8. A a´lgebra de Grassmann E e´ uma PI - a´lgebra, pois um ca´lculo direto
usando os elementos da base de E mostra que f(x1, x2, x3) = [[x1, x2], x3] = [x1, x2, x3] e´
uma identidade polinomial de E.
Exemplo 1.3.9. Seja A uma a´lgebra de dimensa˜o finita, onde dimA < n. Enta˜o A e´ uma
PI - a´lgebra, pois satisfaz uma generalizac¸a˜o do polinoˆmio comutador [x1, x2], conhecida
como identidade “standard” de grau n:
sn(x1, . . . , xn) =
∑
σ∈Sn
(−1)σxσ(1) . . . xσ(n),
onde (−1)σ e´ o sinal de σ ∈ Sn, o grupo das permutac¸o˜es de n elementos. A a´lgebra A
tambe´m satisfaz a identidade de Capelli:
dn(x1, . . . , xn; y1, . . . , yn+1) =
∑
σ∈Sn
(−1)σy1xσ(1)y2 . . . ynxσ(n)yn+1.
Para verificarmos as afirmac¸o˜es acima, basta fazeˆ-lo para uma base de A, pois os polinoˆmios
sn e dn sa˜o lineares nas varia´veis xi’s.
Apo´s va´rios exemplos de PI - a´lgebras, surge uma pergunta inevita´vel: “Existem a´lgebras
que na˜o sa˜o PI - a´lgebras?”. A resposta e´ sim. A a´lgebra K〈X〉, por exemplo na˜o satisfaz
nenhuma identidade polinomial na˜o nula. Isto pode ser compreendido por um argumento
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simples. Observe inicialmente que qualquer polinoˆmio em K〈X〉 e´ combinac¸a˜o linear de
monoˆmios, mas os monoˆmios em K〈X〉 sa˜o linearmente independentes. Portanto K〈X〉 na˜o
satisfaz nenhuma identidade polinomial na˜o nula.
Definic¸a˜o 1.3.10. Seja K um corpo e L um espac¸o vetorial sobre K. Dizemos que L e´ uma
a´lgebra de Lie se existe uma multiplicac¸a˜o · em L satisfazendo
(1) x · y = −y · x, para todo x, y ∈ L. Esta propriedade e´ conhecida como lei anti-
comutativa. E se charK = 2, enta˜o exigimos que x2 = 0.
(2) (x ·y) · z+(y · z) ·x+(z ·x) ·y = 0, x, y, z ∈ L. Conhecido como identidade de Jacobi.
Observac¸a˜o 1.3.11. Se charK 6= 2 enta˜o a condic¸a˜o (1) da definic¸a˜o anterior e´ equivalente
a x2 = 0.
Definic¸a˜o 1.3.12. Sejam x1, . . . , xn ∈ L. O produto x1 . . . xn sera´ escrito da esquerda para
a direita, isto e´,
x1x2 . . . xn−1xn = ((x1x2) . . . xn−1)xn, x1, . . . , xn ∈ L, n > 3.
Exemplo 1.3.13. Toda a´lgebra associativa A torna-se uma a´lgebra de Lie, que denotaremos
por A(−), com respeito a` operac¸a˜o
[a1, a2] = a1a2 − a2a1, ai ∈ A, i = 1, 2.
Observac¸a˜o 1.3.14. O Teorema 1.3.25 mostra que toda a´lgebra de Lie e´ uma suba´lgebra
de A(−) para uma a´lgebra associativa conveniente A.
Exemplo 1.3.15. Sejam V umK-espac¸o vetorial e EndK(V ) o espac¸o dos endomorfismos de
V . Enta˜o EndK(V ) torna-se uma a´lgebra de Lie com respeito ao comutador. Denotaremos
EndK(V )
(−) = gl(V ). Se dimV <∞, enta˜o gl(V ) = gln(K) e´ a a´lgebra das matrizes n× n
com a multiplicac¸a˜o [a, b] = ab− ba.
Exemplo 1.3.16. sln(K) = {x ∈ Mn(K) | tr (x) = 0} e´ uma a´lgebra de Lie com respeito
ao comutador.
Exemplo 1.3.17. son(K) = {x ∈Mn(K) | xt = −x} e´ uma a´lgebra de Lie.
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Definic¸a˜o 1.3.18. Sejam V um espac¸o vetorial e T : V → V uma aplicac¸a˜o. Dizemos que
T e´ uma derivac¸a˜o se T e´ linear e T (xy) = T (x)y + xT (y).
Exemplo 1.3.19. Seja R uma a´lgebra e considere D = DerK (R) = {x ∈ gl (R) | x e´ uma
derivac¸a˜o em R}. Enta˜o D ⊆ gl (R) e´ uma suba´lgebra de Lie. De fato, sejam δ1, δ2 ∈ D.
Da´ı
[δ1, δ2](xy) = δ1(δ2(x)y + xδ2(y))− δ2(δ1(x)y + xδ1(y))
= δ1δ2(x)y + δ2(x)δ1(y) + δ1(x)δ2(y) + xδ1δ2(y)
−δ2δ1(x)y − δ1(x)δ2(y)− δ2(x)δ1(y)− xδ2δ1(y)
= [δ1, δ2](x)y + x[δ1, δ2](y).
A identidade de Jacobi e´ de verificac¸a˜o imediata.
Definic¸a˜o 1.3.20. Seja L uma a´lgebra de Lie e x ∈ L. Definimos um endomorfismo de L
por y(adx) = [y, x] ou y(adx) = yx.
Definic¸a˜o 1.3.21. Seja J um K-espac¸o vetorial. Se em J esta´ definido um produto ◦ que
satisfaz
(i) x ◦ y = y ◦ x,
(ii) x2 ◦ (y ◦ x) = (x2 ◦ y) ◦ x,
enta˜o dizemos que J e´ uma a´lgebra de Jordan.
Exemplo 1.3.22. Seja A uma K-a´lgebra associativa com charK 6= 2. Se definirmos x◦y =
1
2
(xy + yx), enta˜o (J, ◦) e´ uma a´lgebra de Jordan.
Exemplo 1.3.23. Seja sn(K) = {a ∈Mn(K) | at = a}. Enta˜o (sn(K), ◦) e´ uma a´lgebra de
Jordan, onde a ◦ b = 1
2
(ab+ ba).
Exemplo 1.3.24. Seja V um K-espac¸o vetorial e f : V × V → K uma forma bilinear
sime´trica. Seja B = K ⊕ V e defina
(α + u) ◦ (β + v) = (αβ + f(u, v)) + (αv + βu).
Enta˜o (B, ◦) e´ uma a´lgebra de Jordan.
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Teorema 1.3.25 (Poincare´-Birkhoff-Witt). Seja G uma a´lgebra de Lie com base como
espac¸o vetorial dada por
{gi | i ∈ I}
onde I e´ um conjunto ordenado. Enta˜o:
(i) Existe uma a´lgebra associativa U(G), chamada a´lgebra universal envolvente de G tal
que G e´ uma suba´lgebra de Lie de U(G)(−) e para toda a´lgebra associativa A, todo
homomorfismo de a´lgebras de Lie
φ : G→ A(−)
pode ser estendido para um homomorfismo de a´lgebras associativas
ψ : U(G)→ A.
Ale´m disso, U(G) e´ u´nica a menos de isomorfismo.
(ii) A a´lgebra universal envolvente U(G) de G tem uma base dada por
{gi1 . . . gin | i1 6 · · · 6 in, n = 0, 1, . . . }.
Teorema 1.3.26 (Witt). A a´lgebra de Lie livre, isto e´, a a´lgebra livre na classe de todas
a´lgebras de Lie no sentido da Definic¸a˜o 1.3.1, com conjunto de geradores livres X e´ iso-
morfa a` suba´lgebra de Lie gerada por X na a´lgebra associativa livre K〈X〉. Tal a´lgebra sera´
denotada por L(X).
Vamos agora apresentar uma base para a a´lgebra de Lie livre descrita por Shirshov. As
demonstrac¸o˜es podem ser encontradas em [26] e em [29].
Definic¸a˜o 1.3.27. Seja X = {x1, x2, . . . } um alfabeto enumera´vel. Assumiremos que as
letras desse alfabeto sa˜o ordenadas de modo natural, isto e´, xi < xi+1. As expresso˜es da
forma xi1 . . . xik , onde xij ∈ X sa˜o chamadas palavras no alfabeto X e o nu´mero k e´ chamado
comprimento da palavra. Para a palavra vazia teremos k = 0. Para qualquer palavra v em
X, denotaremos por |v| o comprimento de v e por vk = vv . . . v︸ ︷︷ ︸
k
. O conjunto de todas as
palavras em X sera´ denotado por W (X).
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Lema 1.3.28. Sejam u e v palavras na˜o vazias em X tais que uv = vu. Enta˜o existe uma
palavra w tal que u = wk e v = wl para alguns inteiros k e l.
Uma ordem total no alfabeto X nos permite introduzir, atrave´s de induc¸a˜o, uma ordem
total > no conjunto W (X) por:
(a) a palavra vazia e´ maior que qualquer outra palavra,
(b) se u = xiu
′
, v = xjv
′
e xi > xj, enta˜o u > v,
(c) se u = xiu
′
e v = xiv
′





A ordem definida acima e´ chamada ordem lexicogra´fica no conjunto de palavras e depende
somente da ordem nas letras do alfabeto X.
Vamos agora adicionar uma nova letra y ao alfabeto X. Assumiremos que no novo
alfabeto no´s temos xk−1 < y < xk e as outras letras sa˜o ordenadas do mesmo modo que
em X. Denote este novo alfabeto por Y . Para qualquer letra xi (xi < xk) definamos uma
aplicac¸a˜o sik : W (X)→ W (Y ) tal que
sik(u1xkxiu2xkxiu3 . . . ulxiul+1) = u1yu2yu3 . . . ulyul+1,
onde nenhuma palavra uj, j = 1, . . . , l + 1 conte´m a sub-palavra xkxi.
Lema 1.3.29. Suponha que u, v ∈ W (X) e xi e´ a menor letra ocorrendo nestas palavras.
Enta˜o para qualquer k > i a desigualdade u <X v ocorre se, e somente se, sik(u) <Y sik(v).
Os s´ımbolos <X e <Y significam as ordens em X e Y respectivamente.
Definic¸a˜o 1.3.30. Uma palavra u no alfabeto X e´ chamada regular se para qualquer de-
composic¸a˜o na˜o trivial u = u1u2, a desigualdade estrita u > u2u1 ocorre. Uma palavra u no
alfabeto X e´ c´ıclica se u = wk para alguma palavra w e k > 1.
Definic¸a˜o 1.3.31. Diz-se que a palavra v e´ obtida de u por uma permutac¸a˜o c´ıclica se
v = u2u1 e u = u1u2.
Observac¸a˜o 1.3.32. Para uma palavra arbitra´ria u consideremos o conjunto de todas as
palavras que sa˜o uma permutac¸a˜o c´ıclica. Do Lema 1.3.28 segue que a maior palavra neste
conjunto e´ c´ıclica ou regular.
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Lema 1.3.33. Sejam u uma palavra no alfabeto X e xi a menor letra ocorrendo nesta
palavra. Suponha que k > i. Enta˜o u e´ uma palavra regular no alfabeto X se, e somente se,
v = sik(u) e´ uma palavra regular no alfabeto Y = X ∪ {y}, xk−1 < y < xk.
Lema 1.3.34. Qualquer palavra u ∈ W (X) pode ser representada na forma
u = v1v2 . . . vk,
onde v1, v2, . . . , vk sa˜o palavras regulares e v1 6 v2 6 · · · 6 vk.
Corola´rio 1.3.35. Seja v uma palavra regular de comprimento |v| pelo menos 2, no alfabeto
X. Enta˜o existe uma decomposic¸a˜o na˜o trivial v = v1v2, onde v1 e v2 sa˜o palavras regulares
e v1 > v2.
Seja F a K-a´lgebra de Lie livre com conjunto enumera´vel de geradores livres X. Em F
definimos por induc¸a˜o o seguinte subconjunto M(X):
(a) todos elementos xi ∈ X pertencem a M(X),
(b) se u, v ∈M(X), enta˜o [u, v] ∈M(X).
Os elementos do conjunto M(X) sa˜o chamados comutadores.
Pelo Teorema 1.3.26 podemos assumir que a a´lgebra de Lie livre F esta´ mergulhada na
a´lgebra associativa K〈X〉 e que o espac¸o vetorial F e´ gerado por M(X).
Para qualquer elemento w ∈ K〈X〉 denotaremos por l(w) a maior palavra em W (X) que
ocorre com coeficiente na˜o nulo na decomposic¸a˜o da palavra w com respeito a` base W (X).
Lema 1.3.36. Em toda palavra regular u ∈ W (X) podemos trocar os colchetes duplos de tal
modo que para o comutador [u] ∈M(X) obtemos a igualdade l([u]) = u em K〈X〉.
Definic¸a˜o 1.3.37. Uma tal reordenac¸a˜o dos comutadores duplos em uma palavra regular
sera´ chamada admiss´ıvel.
Teorema 1.3.38 (Shirshov). Fixemos para qualquer palavra regular w ∈W (X) exatamente
uma reordenac¸a˜o admiss´ıvel de colchetes [u]. Enta˜o o subconjunto [M ] de comutadores [u]
deste tipo, onde u percorre todas as palavras regulares, forma uma base da a´lgebra de Lie
livre F .
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Exemplo 1.3.39. Vamos construir a base de Shirshov para a a´lgebra de Lie livre, gerada
por x e y. Suponhamos x < y. Vamos construir o conjunto M indutivamente do seguinte
modo.
1. [M1] = {x, y}.
2. Se ja´ constru´ımos [Mk] para k = 1, . . . , n−1, enta˜o [Mn] consiste de todos comutadores
[w] de grau n tais que [w] = [[u], [v]], onde [u] ∈ [Mk], [v] ∈ [Mk−1] e [u] = u1 . . . up,
[v] = v1 . . . vq, [w] = w1 . . . wr satisfazem as condic¸o˜es:
(a) u1 . . . up > w1 . . . wr > v1 . . . vq;
(b) Se [u] = [[u1], [u2]] com u2 = up1 . . . upr , enta˜o up1 . . . upr 6 v1 . . . vq.
Com essa ordem os elementos de grau ate´ 5 na base de Shirshov sera˜o:
[M1] = {x, y}, [M2] = {[y, x]}
x < yx < y;
[M3] = {[[y, x], x], [y, [y, x]]},
x < yxx < yx < yyx < y
[M4] = {[y, [y, [y, x]]], [y, [[y, x], x]], [[[y, x], x], x]},
x < yxxx < yxx < yx < yyxx < yyx < yyyx < y;
[M5] = {[y, [y, [y, [y, x]]]], [y, [y, [[y, x], x]]], [y, [[[y, x], x], x]], [[y, [y, [y, x]]], x]};
x < yyxxx < yxxx < yxx < yx < yyxx < yyyxx < yyyx < yyyyx < y.
1.4 Variedades e A´lgebras Relativamente Livres
Nesta sec¸a˜o e nas pro´ximas estaremos seguindo o livro [9].
Definic¸a˜o 1.4.1. (1) Seja {fi(x1, . . . , xn) ∈ K〈X〉 | i ∈ I} um conjunto de polinoˆmios na
a´lgebra associativa livre K〈X〉. A classe V das a´lgebras associativas satisfazendo as
identidades polinomiais fi = 0, i ∈ I e´ chamada a variedade de a´lgebras associativas
definida, ou determinada, pelo sistema de identidades polinomiais {fi | i ∈ i}. A
variedade W e´ chamada uma subvariedade de V se W ⊂ V.
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(2) O conjunto T (V) de todas identidades polinomiais satisfeitas pela variedade V e´ cha-
mado o T-ideal ou ideal verbal deV. Dizemos que o T-ideal T (V) e´ gerado como T-ideal
pelo conjunto {fi | i ∈ I} da variedade V, se o menor ideal gerado por {fi | i ∈ I}
coincide com T (V). Usamos a notac¸a˜o T (V) = 〈fi | i ∈ I〉T e dizemos que o conjunto
{fi | i ∈ I} e´ uma base das identidades polinomiais para V se fi na˜o pertence ao ideal
gerado por {fj | j ∈ I, j 6= i}. Os elementos de T (V) sa˜o chamados consequ¨eˆncias, ou
seguem, das identidades polinomiais na base.
(3) Se R e´ qualquer a´lgebra, denotamos por T (R) o ideal das identidades polinomiais de
R.
Observac¸a˜o 1.4.2. 1. Por base minimal para as identidades de T (V) entenderemos um
conjunto mı´nimo que gere as identidades de T (V), e ale´m disso, as identidades desse
conjunto devem ser multihomogeˆnas. Para definic¸a˜o de polinoˆmios multihomogeˆneos
veja Definic¸a˜o 1.5.2 na Sec¸a˜o 1.5.
2. Quando V e´ determinada pelas identidades de uma PI - a´lgebra R dizemos que a
variedade V = varR e´ gerada por R.
3. E´ imediato que T (V) e´ um ideal de K〈X〉. Ale´m disso, para qualquer variedade
V , seu T -ideal e´ invariante sob todos os endomorfismos de K〈X〉. Com efeito, seja
f(xi1 , . . . , xin) ∈ T (V) e ϕ : K〈X〉 → K〈X〉 um endomorfismo. Enta˜o ϕ(xij) =
gij ∈ K〈X〉. Podemos assumir que gij = gij(x1, . . . , xr) para r suficientemente grande.
Sejam A ∈ V e a1, . . . , ar ∈ A. Chame aij = gij(a1, . . . , ar) e note que:
0 = f(ai1 , . . . , ain) = f(gi1(a1, . . . , ar), . . . , gin(a1, . . . , ar)) = ϕ(f)(a1, . . . , ar).
Logo, temos que ϕ(f) ∈ T (V).
Vale destacar que, do argumento acima, segue que:
T (V) ∩K〈x1, . . . , xm〉, x1, . . . , xm ∈ X
tambe´m e´ invariante sob os endomorfismos de K〈x1, . . . , xm〉.
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Proposic¸a˜o 1.4.3. O ideal U e´ um ideal da a´lgebra livre K〈X〉 (respectivamente, de K〈x1, . . . , xm〉).
Sa˜o equivalentes:
1. U e´ um T-ideal;
2. U e´ um ideal de identidades de uma a´lgebra R (ou respectivamente, um ideal de iden-
tidades polinomiais em m varia´veis de alguma variedade U);
3. U e´ fechado para endomorfismo de K〈X〉 (respectivamente, de K〈x1, . . . , xm〉).
Definic¸a˜o 1.4.4. Sejam U uma variedade de a´lgebras e U o T-ideal correspondente de
K〈X〉. As a´lgebras
F (U) = F∞(U) = K〈X〉/U, Fm(U) = K〈x1, . . . , xm〉/(K〈x1, . . . , xm〉 ∩ U)
sa˜o chamadas as a´lgebras relativamente livres em U de posto conta´vel e posto m, respectiva-
mente.
Teorema 1.4.5 (Amitsur-Levitzki [1]). (i) A identidade standard s2n verifica-se para
a a´lgebra Mn(K) das matrizes n× n.
(ii) Suponha que Sn+1 age no conjunto de s´ımbolos {0, 1, . . . , n}. Enta˜o Mn(K) satisfaz a
identidade de algebricidade
an(x, y1, . . . , yn) = dn+1(1, x, x




(−1)pixpi(0)ypi(1)1 y2 . . . xpi(n−1)ykxpi(n).
Observac¸a˜o 1.4.6. Para n > 1 a identidade de algebricidade na˜o segue da identidade
standard s2n. Pois se seguisse da identidade standard s2n, enta˜o
an(x, y, . . . , y) =
∑
σ∈Sn+1
αiuis2n(vi1 , . . . , vi2n)wi, αi ∈ K,
onde ui, vi, wi sa˜o monoˆmios em K〈x, y〉. Podemos assumir que o grau total de ui, vi, wi
em y e em x e´ 1
2
k(k+1). Isto significa que na identidade standard s2n(vi1 , . . . , vi2n) na˜o mais
que k monoˆmios vij conte´m y e os outros sa˜o poteˆncias positivas de x. Como a identidade
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standard e´ anti-sime´trica, obtemos que todos os monoˆmios vij sa˜o distintos e da´ı o grau total
em x na˜o e´ menor que 1 + 2 + · · · + k. Portanto todos os monoˆmios vij contendo y sera˜o
iguais a y e como n > 2 isto e´ imposs´ıvel.
Teorema 1.4.7. Se I e´ um T-ideal de K〈X〉, enta˜o, I = T (K〈X〉/I).
Prova: Sejam f(x1, . . . , xn) ∈ I e f1, . . . , fn ∈ K〈X〉. Como f(f1, . . . , fn) ∈ I, temos que:
f(f1 + I, . . . , fn + I) = f(f1, . . . , fn) + I = I
Logo, I ⊆ T (K〈X〉/I). Por outro lado, se f(x1, . . . , xn) ∈ T (K〈X〉/I) temos que I =
f(x1 + I, . . . , xn + I) = f(x1, . . . , xn) + I e enta˜o f(x1, . . . , xn) ∈ I.
O pro´ximo teorema mostra que toda variedade possui uma a´lgebra livre.
Teorema 1.4.8. Seja V uma variedade na˜o trivial de a´lgebras e Π : K〈X〉 → K〈X〉/T (V )
a projec¸a˜o canoˆnica. Enta˜o,
(1) A restric¸a˜o de Π a` X e´ injetora;
(2) A a´lgebra K〈X〉/T (V ) e´ livre na variedade V com conjunto gerador livre Π(X).
Prova: Sejam x1 e x2 dois elementos distintos de X tais que Π(x1) = Π(x2). Consideramos
uma a´lgebra na˜o nula A de V e um elemento na˜o nulo a de A. Enta˜o existe um homomorfismo
Ψ : K〈X〉 → A tal que Ψ(x1) = a e Ψ(x2) = 0. Como T (V ) esta´ contido no nu´cleo de Ψ,
existe um homomorfismo Φ : K〈X〉/T (V )→ A para o qual Φ ◦ Π = Ψ. Mas,
a = Ψ(x1) = Φ ◦ Π(x1) = Φ ◦ Π(x2) = Ψ(x2) = 0
o que e´ uma contradic¸a˜o.
A a´lgebra K〈X〉/T (V ) e´ gerada pelo conjunto Π(X) e pertence a V desde que satisfaz
todas identidades de T (V ). Vamos mostrar que esta a´lgebra e´ livre em V , com conjunto
gerador livre Π(X). Sejam A ∈ V e σ uma aplicac¸a˜o de Π(X) em A. Como K〈X〉 e´ a´lgebra
livre com conjunto gerador X, a aplicac¸a˜o σ ◦ Π : X → A estende-se a um homomorfismo
Φ : K〈X〉 → A. Existe homomorfismo Ψ : K〈X〉/T (V ) → A para o qual Ψ ◦ Π = Φ, pois
T (V ) ⊆ Ker(Φ). Se x ∈ X, temos que
Ψ(Π(x)) = Ψ ◦ Π(x) = Φ(x) = σ ◦ Π(x) = σ(Π(x))
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ou seja, o homomorfismo Ψ estende a aplicac¸a˜o σ. Logo, Ψ e´ o homomorfismo procurado.
Assim K〈X〉/T (V ) e´ uma a´lgebra livre na variedade V com conjunto gerador livre Π(X).
No pro´ximo lema, listamos algumas das propriedades ba´sicas das variedades (omitimos
a prova, pois a mesma e´ bastante direta). E´ importante frisar que ele so´ e´ va´lido, pois o
conjunto X e´ infinito.
Teorema 1.4.9. Sejam U1 e U2 duas classes de a´lgebras e V uma variedade de a´lgebras.
Enta˜o,
(1) T (U1) = ∩A∈U1T (A) = T (var (U1));
(2) Se U1 ⊆ U2, enta˜o T (U2) ⊆ T (U1);
(3) U1 ⊆ V ⇔ T (V ) ⊆ T (U1);
(4) Se F e´ uma a´lgebra livre em V enta˜o T (V ) = T (F ).
Corola´rio 1.4.10. Se A e´ uma a´lgebra, enta˜o T (var (A)) = T (A).
A seguinte proposic¸a˜o caracteriza as a´lgebras relativamente livres em qualquer variedade.
Proposic¸a˜o 1.4.11. Sejam V a variedade definida por {fi | i ∈ I}, Y um conjunto arbitra´rio
e J um ideal de K〈Y 〉 gerado por:
{fi(g1, . . . , gni) | gj ∈ K〈Y 〉, i ∈ I}.
Enta˜o a a´lgebra F = K〈Y 〉/J e´ a a´lgebra relativamente livre, com Y = {y + J | y ∈ Y }
sendo seu conjunto de geradores. Ale´m disso, quaisquer duas a´lgebras relativamente livres
de mesmo posto sa˜o isomorfas.
Prova:
(1) Vamos mostrar que F ∈ V . Seja fi(x1, . . . , xn) uma das identidades que definem V e
sejam g1, . . . , gn ∈ F onde gj = gj + J com gj ∈ K〈Y 〉. Enta˜o, fi(g1, . . . , gn) ∈ J . Logo,
fi(g1, . . . , gn) = 0. Isto mostra que fi(x1, . . . , xn) = 0 e´ identidade polinomial para F . Da´ı,
F ∈ V .
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(2) Agora vamos provar a propriedade universal de F . Seja A uma a´lgebra de V e seja
Ψ : Y → A uma aplicac¸a˜o arbitra´ria. Definimos a aplicac¸a˜o Θ : Y → A pondo Θ(y) = Ψ(y)
e estendemos Θ a um homomorfismo, tambe´m denotado por Θ, Θ : K〈Y 〉 → A. Isto sempre
e´ poss´ıvel por que K〈Y 〉 e´ a´lgebra associativa livre. Para provar que Ψ pode ser estendido




uifi(gi1 , . . . , gin)vi onde gij , ui, vi ∈ K〈Y 〉.
Para ri1 , . . . , rin ∈ A, o elemento fi(ri1 , . . . , rin) e´ igual a zero em A, e isto implica que
Θ(f) = 0, isto e´, J ⊆ Ker(Θ) e U ∼= UY (V ) e´ a a´lgebra relativamente livre em V , livremente
gerada por Y .
(3) Se |Y | = |Z| com Y = {yi | i ∈ I} e Z = {Zi | i ∈ I}. Sejam FY (V) e FZ(V) as
respectivas a´lgebras relativamente livres. Sendo ambas relativamente livres, podemos definir
homomorfismos:
Ψ : FY (V)→ FZ(V); Φ : FZ(V)→ FY (V)
pondo Ψ(yi) = zi e Φ(zi) = yi. Assim, Ψ e Φ sa˜o isomorfismos.
Observac¸a˜o 1.4.12. Se V1, V2 sa˜o variedades tais que V1 ⊆ V2, enta˜o temos que T (V1) ⊇
T (V2) e, desta forma, podemos considerar as identidades polinomiais de V1 mo´dulo T (V2).
Portanto, se conhecermos as identidades polinomiais de V2 e queremos estudar as identidades
polinomiais de V1, podemos trabalhar na a´lgebra relativamente livre F (V2) ao inve´s deK〈X〉.
Uma questa˜o natural e´ nos perguntarmos: Quais seriam as propriedades que uma classe
de a´lgebras deve satisfazer para ser uma variedade? A resposta e´ dada pelo Teorema de
Birkhoff.
Teorema 1.4.13 (Birkhoff). Uma classe de a´lgebras V 6= ∅ e´ uma variedade se, e somente
se, e´ fechada com relac¸a˜o ao produto direto infinito, formac¸a˜o de suba´lgebras e a´lgebras
quocientes.
Prova: Veja [9], Teorema 2.3.2, pp. 24–25.
Um dos principais problemas da Teoria de Identidades Polinomiais consiste em encontrar
uma base para as identidades polinomiais de uma a´lgebra. Em 1950, Specht propoˆs no artigo
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[31] o seguinte problema para a´lgebras associativas sobre corpos com caracter´ıstica zero:
“Toda a´lgebra possui uma base finita para suas identidades polinomiais?”. Esta pergunta,
que ficou conhecida como o problema de Specht, passou a ser uma das questo˜es centrais da
teoria de identidades polinomiais e foi finalmente respondida de modo positivo por Kemer
em 1987 (veja [16]) que, para tanto, desenvolveu uma densa teoria sobre a estrutura dos
T-ideais. No entanto a demonstrac¸a˜o de Kemer na˜o e´ construtiva, no sentido de que nela
na˜o aparece nenhuma dica de como construir a base mesmo em a´lgebras concretas como, por
exemplo, a´lgebras de matrizes. Seguem alguns exemplos de bases de identidades polinomiais.
Exemplo 1.4.14. (veja [6]) Mostraremos no decorrer deste trabalho que a a´lgebra M2(K)
quando K e´ um corpo de caracter´ıstica zero, tem por base as identidades:
s4(x1, x2, x3, x4) e h(x1, x2, x3) = [[x1, x2]
2, x3].
Exemplo 1.4.15. Regev e Krakowski(veja [21]), demonstraram que sobre corpos de carac-
ter´ıstica zero as identidades da a´lgebra de Grassmann seguem da identidade [[x1, x2], x3] = 0.
1.5 Identidades Homogeˆneas, Multilineares e
Pro´prias
Definic¸a˜o 1.5.1. Um monoˆmio M tem grau k em xi se, a varia´vel xi ocorre em M exata-
mente k vezes. Um polinoˆmio e´ homogeˆneo de grau k em xi, se todos os seus monoˆmios teˆm
grau k em xi, e sera´ denotado por degxi f = k. Um polinoˆmio linear em xi e´ um polinoˆmio
de grau um em xi.
Definic¸a˜o 1.5.2. Um polinoˆmio e´ multihomogeˆneo, se para cada varia´vel xi todos os seus
monoˆmios teˆm o mesmo grau em xi. Um polinoˆmio e´multilinear, se e´ linear em cada varia´vel.
O grau de um polinoˆmio e´ o grau de seu maior monoˆmio.
Definic¸a˜o 1.5.3. Sejam f = f(x1, x2, . . . , xn) um polinoˆmio em K〈X〉 e y1, . . . , yk em
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X − {x1, . . . , xn}. Para cada i = 1, . . . , n definimos fLki por








f(x1, . . . , xi−1, y1 + · · ·+ ŷq1 + · · ·+ ŷq2 + · · ·+ yk, xi+1, . . . , xn)
− · · ·+ (−1)k−1
k∑
q=1
f(x1, . . . , xi−1, yq, xi+1, . . . , xn)
onde ŷq indica que retiraremos essa parcela da soma e assim, no u´ltimo somato´rio, um yqj sera´




Observac¸a˜o 1.5.4. As demonstrac¸o˜es dos resultados a seguir sobre o operador linearizac¸a˜o
podem ser encontradas em [37].
Proposic¸a˜o 1.5.5. Seja P um semigrupo e Q um subgrupo do grupo aditivo da K-a´lgebra
A. Se para qualquer polinoˆmio na˜o associativo f = f(x1, x2, . . . , xn) e quaisquer elementos
a1, . . . , ai ∈ P temos que f(a1, . . . , an) ∈ Q, enta˜o para quaisquer a1, . . . , ai−1, b1, . . . , bk,
ai+1, . . . , an ∈ P teremos fLki (a1, . . . , ai−1, b1, . . . , bk, ai+1, . . . , an) ∈ Q. Em particular, se
f ∈ T (A), enta˜o fLki ∈ T (A).
Lema 1.5.6. Seja g : A × A × · · · × A → A uma func¸a˜o em n varia´veis que esta´ definida
para a K-a´lgebra A e e´ linear em cada varia´vel. Enta˜o para quaisquer a1, . . . , ak ∈ A, onde
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k > n,








g(a1 + · · ·+ âq1 + · · ·+ âq2 + · · ·+ ak, . . . , a1 + a2 + · · ·+ âq1
+ · · ·+ âq2 + · · ·+ ak)
+ · · ·+ (−1)k−1
k∑
q=1
g(aq, . . . , qq)
=
{ ∑
(i1...in)∈Sn g(ai1 , . . . , ain), se k = n
0, se k > n.
Proposic¸a˜o 1.5.7. Para quaisquer f , f ′ ∈ K〈X〉 nos quais Lki esta´ definido, (f + f ′)Lki =
fLkI+f
′Lki . Se f = f(x1, . . . , xm) e´ um monoˆmio de grau n em xi e g = g(x1, . . . , xi−1, y1, . . . ,
yn, xn+1, . . . , xm) e´ um monoˆmio linear em y1, . . . , yn ∈ X\{x1, . . . , xm} tal que f(x1, . . . , xm)
= g(x1, . . . , xi−1, xi, . . . , xi, xn+1, . . . , xm), enta˜o
fLki (x1, . . . , xi−1, z1, . . . , zk, xi+1, . . . , xm)
=
{ ∑
(i1...in)∈Sn g(x1, . . . , xi−1, zi1 , . . . , zin , xn+1, . . . , xm), se k = n,
0, se k > n.
Definic¸a˜o 1.5.8. Dado f = f(x1, . . . , xn) um polinoˆmio multihomogeˆneo de multigrau




2 . . . L
kn
n e´ chamado linearizac¸a˜o completa de f .
Exemplo 1.5.9. Ilustraremos a proposic¸a˜o anterior com os seguintes exemplos:
[x21(x2x1)]L
3













1 = (y1y2)(z1z2) + (y2y1)(z1z2) + (y1y2)(z2z1) + (y2y1)(z2z1).
Definic¸a˜o 1.5.10. Sejam f um polinoˆmio em K〈X〉 de grau n e xk uma varia´vel de f .
Podemos escreveˆ-lo como uma soma, f =
∑n
i=0 fi, onde cada polinoˆmio fi e´ homogeˆneo de
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grau i na varia´vel xk. Cada polinoˆmio fi e´ chamado a componente homogeˆnea de grau i em
xk do polinoˆmio f .
Teorema 1.5.11. Seja f = f(x1, . . . , xn) um polinoˆmio na˜o associativo que se anula pela
substituic¸a˜o de quaisquer elementos de um subgrupo P do grupo aditivo da a´lgebra A. Enta˜o
a linearizac¸a˜o completa de qualquer uma de suas componentes homogeˆneas com grau maximal
tambe´m se anula em P .
Definic¸a˜o 1.5.12. Um polinoˆmio f(x1, . . . , xm) ∈ K〈X〉 e´ multilinear de grau m, se f e´
multihomogeˆneo de grau (1, . . . , 1) em K〈x1, . . . , xm〉 ⊆ K〈X〉. Denotamos por P o conjunto
de todos os polinoˆmios multilineares de K〈X〉. Enquanto que por Pn denotaremos o espac¸o
vetorial dos polinoˆmios multilineares de grau n.
Corola´rio 1.5.13. Se uma a´lgebra A satisfaz alguma identidade, enta˜o ela tambe´m satisfaz
alguma identidade multilinear.
Observac¸a˜o 1.5.14. A dimensa˜o de Pn e´ n! e uma base e´ dada por
{xσ(1) . . . xσ(n) | σ ∈ Sn}.
Proposic¸a˜o 1.5.15. Seja




onde fi sa˜o as componentes homogeˆneas de f com grau i em x1.
(1) Se o corpo K tem mais que n elementos, enta˜o as identidades polinomiais fi = 0, i =
0, 1, . . . , n, seguem de f = 0.
(2) Se charK = 0 ou charK > deg f , enta˜o f = 0 e´ equivalente a um sistema de identi-
dades polinomiais multilineares.
Prova: (i) Seja I = 〈f〉T o T -ideal de K〈X〉 gerado por f . Escolhemos n + 1 elementos
distintos α0, . . . , αn de K. Como I e´ um T -ideal, temos:
f(αjx1, x2, . . . , xm) =
n∑
i=0
αijfi(x1, x2, . . . , xm) ∈ I; j = 0, 1, . . . , n.
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Consideramos estas equac¸o˜es como um sistema linear com inco´gnitas fi para i = 0, 1, . . . ,
n. Sendo o determinante ∣∣∣∣∣∣∣∣∣∣∣
1 α0 . . . α
n
0















o determinante de Vandermonde que e´ diferente de zero, resolvemos o sistema pela regra
de Crammer. A soluc¸a˜o e´ obtida atrave´s de somas, subtrac¸o˜es, multiplicac¸o˜es e divisa˜o
por escalar. Assim como I e´ um ideal temos que cada fi(x1, x2, . . . , xm) ∈ I, ou seja, as
identidades polinomiais fi = 0 sa˜o consequ¨eˆncias de f = 0.
(ii) Pela parte (i), podemos assumir que fi(x1, x2, . . . , xm) e´ multihomogeˆneo. Seja k =
degx1 f , escrevemos fi(y1 + y2, x2, . . . , xm) ∈ I sob a forma:
f(y1 + y2, x2, . . . , xm) =
k∑
i=0
fi(y1, y2, x2, . . . , xm)
onde fi e´ a componente homogeˆnea de grau i em y1. Logo, fi ∈ I para i = 0, 1, . . . , k.
Como degyi fi < k; i = 1, 2, . . . , k − 1; j = 1, 2, podemos utilizar induc¸a˜o para cada fi
e obtemos assim um conjunto de consequ¨eˆncias multilineares de f = 0. Para ver que estas
identidades multilineares sa˜o equivalentes a f = 0, e´ suficiente observarmos que:





f(y1, x2, . . . , xm)
e o coeficiente binomial e´ diferente de zero, pois assumimos que charK = 0 ou maior que o
grau de f .
Observamos que, o item (i) do lema acima significa que os T-ideais gerados pelo polinoˆmio
f e pelos polinoˆmios fi para i=0, 1, . . . , n coincidem.
Corola´rio 1.5.16. Seja A uma a´lgebra.
(i) Se o corpo K e´ infinito, enta˜o todas identidades polinomiais de A seguem de suas
identidades multihomogeˆneas;
(ii) Se o corpo K tem caracter´ıstica zero, enta˜o todas as identidades polinomiais de A
seguem de suas identidades multilineares.
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Proposic¸a˜o 1.5.17. Se K˜ e´ uma extensa˜o do corpo K, de caracter´ıstica zero e R e´ uma
K-a´lgebra, enta˜o a K˜-a´lgebra R˜ = K˜ ⊗K R tem as mesmas identidades polinomiais que R,
com coeficientes em K. Isto e´, se mergulhamos T (R) ⊂ K〈X〉 em K˜〈X〉 = K˜ ⊗K K〈X〉,
enta˜o T (R˜) = K˜ ⊗K T (R).
Prova: Segue usando que o T -ideal de R e´ gerado por elementos multilineares e f ∈ Pn
pertence ao T -ideal de R se, e somente se, f se anula numa base de R.
Observac¸a˜o 1.5.18. No caso de caracter´ıstica positiva e o corpo infinito esta proposic¸a˜o
ainda e´ verdadeira, mas o argumento multilinear na˜o funciona. Para este caso veja [13].
Definic¸a˜o 1.5.19. (1) O comutador de comprimento n, [a1, a2, . . . , an] e´ definido induti-
vamente por:
[a1, a2, . . . , an−1, an] = [[a1, a2, . . . , an−1], an], n > 3.
(2) Um polinoˆmio f ∈ K〈X〉 e´ chamado polinoˆmio pro´prio se e´ combinac¸a˜o linear de
produtos de comutadores, isto e´:
f(x1, . . . , xm) =
∑
α(i,...,j)[xi1 , . . . , xip ] . . . [xj1 , . . . , xjq ], α(i,...,j) ∈ K.
Para uma definic¸a˜o mais abrangente, assumiremos que 1 e´ um produto de um conjunto
vazio de comutadores. Denotaremos por B o conjunto de todos os polinoˆmios pro´prios
em K〈X〉.
Lema 1.5.20. Seja
x1, . . . , xm, u1 = [xi1 , . . . , xip ], u2 = [xj1 , . . . , xjq ], . . .
uma base ordenada da a´lgebra de Lie livre Lm consistindo dos geradores livres x1, . . . , xm
e de comutadores. Enta˜o os produtos




1 . . . x
bk
k , ai > 0, bj > 0, i = 1, . . . , m, j = 1, . . . , k, k > 0
formam uma base da a´lgebra associativa livre K〈x1, . . . , xm〉.
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Prova: As afirmac¸o˜es seguem imediatamente do Teorema de Witt 1.3.26, que diz que a
a´lgebra associativa livre e´ a a´lgebra universal envolvente da a´lgebra de Lie livre e do Teorema
de Poincare´-Birkhoff-Witt 1.3.25 (ii) que expressa a base da a´lgebra universal envolvente em
termos da base da a´lgebra de Lie.
Lema 1.5.21. Seja











1 . . . u
bk
k , pab ∈ K
uma identidade polinomial da a´lgebra com unidade R, onde ub11 , . . . , u
bk
k sa˜o comutadores
da base de Lm. Enta˜o para toda sequ¨eˆncia fixada de ı´ndices a = (a1, . . . , am), o elemento de
K〈x1, . . . , xm〉





1 . . . u
bk
k
e´ tambe´m uma identidade polinomial de R.
Prova: Uma vez que uj(x1, . . . , xm) = [xj1 , . . . , xjr ], r > 2, enta˜o
uj(x1 + q, x2, . . . , xm) = uj(x1, . . . , xm)
para todo q ∈ K. Portanto,




































1 o maior inteiro tal que pab 6= 0. Atribuindo a q diferentes valores em K, aplicando-
se um argumento baseado no determinante de Vandermonde e resolvendo o sistema linear

















1, a2, . . . , am),
e´ uma identidade polinomial de R. Agora para completarmos a prova basta aplicar induc¸a˜o
primeiro em a1 e enta˜o nos outros ı´ndices ai, i = 2, . . . , m.
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Observac¸a˜o 1.5.22. Se R for uma a´lgebra sem unidade a afirmac¸a˜o do lema na˜o e´ neces-
sariamente verdadeira.
O pro´ximo resultado e´ uma versa˜o do que fora observado por Specht, no artigo cla´ssico
[31]. Ele mostra a importaˆncia dos polinoˆmios comutadores para encontrar uma base das
identidades de uma a´lgebra unita´ria. Sua prova na˜o e´ complicada e pode ser encontrada
em [9], proposic¸a˜o 4.3.3, pp 42-44. A demonstrac¸a˜o esta´ baseada no Teorema de Poincare´-
Birkhoff-Witt sobre a a´lgebra universal envolvente de uma a´lgebra de Lie, e mais especi-
ficamente, que a a´lgebra K〈X〉 e´ a a´lgebra livre de Lie, livremente gerada pelo conjunto
X.
Proposic¸a˜o 1.5.23. 1. Seja
x1, x2, . . . , [xi1 , xi2 ], [xj1 , xj2 ], . . . , [xk1 , xk2 , xk3 ], . . .
uma base ordenada da a´lgebra de Lie livre consistido das varia´veis x1, x2, . . . e de
alguns comutadores, tais que as varia´veis sa˜o menores que os comutadores. Enta˜o o
espac¸o vetorial K〈X〉 tem uma base formada pelos elementos
xa11 . . . x
am
m [xi1 , xi2 ]
b . . . [xi1 , . . . , xip ]
c,
onde a1, . . . , am, b, . . . , c > 0 e [xi1 , xi2 ] < · · · < [xi1 , . . . , xip ] na base ordenada de
L(X). Os elementos da base de K〈X〉 com a1 = · · · = am = 0 formam uma base para
o espac¸o vetorial B dos polinoˆmios pro´prios.
2. Seja A uma PI - a´lgebra sobre um corpo infinito K, 1 ∈ A. Enta˜o as identidades
polinomiais de A seguem das identidades pro´prias, isto e´, o conjunto T (A)∩B gera o
T -ideal T (A). Se a caracter´ıstica de K e´ zero, podemos restringir ainda mais, isto e´,
o conjunto (T (A) ∩B) ∩ P gera o T -ideal T (A).
Prova: Veja [9], Proposic¸a˜o 4.3.3 (ii), pp. 42–44.
Definic¸a˜o 1.5.24. Os elementos de K〈x1, . . . , xm〉 que sa˜o combinac¸o˜es lineares de produtos
de comutadores ub11 . . . u
bk
k , bj > 0, j = 1, . . . , k sa˜o chamados polinoˆmios pro´prios ou
polinoˆmios comutadores. Denotaremos por
Bm = sp{[xi1 , . . . ] . . . [. . . , xin ]}
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o subespac¸o dos polinoˆmios pro´prios em K〈x1, . . . , xm〉 de grau m e por
Γn = Bm ∩ Pn, n 6 m
o subespac¸o dos polinoˆmios pro´prios multilineares de grau n em K〈X〉.
Teorema 1.5.25. Uma base do espac¸o vetorial Γn, n > 2 consiste dos seguintes produtos
de comutadores
[xi1 , . . . , xik ] . . . [xj1 , . . . , xjl ]
onde:
(i) Todos os produtos sa˜o multilineares nas varia´veis x1, . . . , xn;
(ii) Cada fator [xp1 , xp2 , . . . , xps ] e´ escrito a partir da esquerda, tem comprimento pelo
menos 2 e o maior ı´ndice esta´ na primeira posic¸a˜o, isto e´, p1 > p2, . . . , ps;
(iii) Em cada produto o comutador mais curto precede o mais longo, isto e´, no comec¸o do
enunciado do teorema k 6 · · · 6 l.
(iv) Se dois fatores consecutivos sa˜o comutadores de igual comprimento, enta˜o a primeira
varia´vel do primeiro comutador e´ menor que a primeira do segundo, isto e´,
. . . [xp1 , . . . , xps ][xq1 , . . . , xqs ] . . .
satisfaz p1 < q1.
Prova: Escolhemos a base de L(X) como no Lema 1.5.20 assumindo que na ordenac¸a˜o
da base os comutadores mais curtos precedem os mais longos e se dois comutadores sa˜o
do mesmo comprimento, aquele com a primeira varia´vel menor precede o outro. Agora o
teorema segue diretamente do Lema 1.5.20 e do fato de que PLn = Pn∩L(X) tem uma base
dada por {[xn, xσ(1), . . . , xσ(n−1)] | σ ∈ Sn−1}.
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1.6 Se´ries de Hilbert
Definic¸a˜o 1.6.1. Um espac¸o vetorial V e´ dito ser graduado, se ele for soma direta de








Os subespac¸os V n sa˜o denominados as componentes homogeˆneas de grau n de V . Analoga-







Denominamos V (n1,...,nm) sua componente homogeˆnea de multigrau (n1, . . . , nm). O subespac¸o
W de V =
∑
n>0 V
n e´ subespac¸o graduado ou homogeˆneo, se W =
∑
n>0W ∩ V n. Neste
caso, o espac¸o quociente V/W tambe´m e´ naturalmente graduado, dizemos que V/W herda
a graduac¸a˜o de V .
Exemplo 1.6.2. A a´lgebra polinomial K[x1, . . . , xm] e´ graduada assumindo que os po-
linoˆmios homogeˆneos de grau n, no sentido usual, sa˜o os elementos de grau n. De modo
ana´logo,K[x1, . . . , xm] e´ multigraduada, contando as entradas de cada varia´vel nos monoˆmios.
Definic¸a˜o 1.6.3. Seja V =
∑
n>0 V
n um espac¸o vetorial graduado e seja dimV n < ∞. A
se´rie formal de poteˆncias:




e´ denominada a se´rie de Hilbert ou de Poincare´ de V . Para uma func¸a˜o f(t), usamos a
convenc¸a˜o que H(V, t) = f(t), se a se´rie H(V, t) converge em alguma vizinhanc¸a de zero, e







e´ multigraduado, enta˜o a se´rie de Hilbert de V e´ definida por:
H(V ; t1, . . . , tm) = Hilb (V ; t1, . . . , tm) =
∑
n>0
(dimV (n1,...,nm))tn11 . . . t
nm
m .
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Proposic¸a˜o 1.6.4. Sejam V e W espac¸os vetoriais graduados. Enta˜o:
(1) Hilb (V ⊕W, t) = Hilb (V, t) + Hilb (W, t);
(2) Hilb (V ⊗W, t) = Hilb (V, t)Hilb (W, t);
(3) Hilb (V, t) = Hilb (V/W, t) + Hilb (W, t) onde W ⊂ V .
Exemplo 1.6.5. Usando as graduac¸o˜es do Exemplo 1.6.2, temos:
(1) Hilb (K[x], t) =
1
1− t ;
(2) Hilb (K[x1, . . . , xm]; t1, . . . , tm) =
1
1− (t1 + · · ·+ tm) ;
(3) Hilb (K〈x1, . . . , xm〉, t) = 1
1−mt .
Vamos agora apresentar alguns resultados que relacionam a se´rie de Hilbert de a´lgebras
relativamente livres com sua parte pro´pria.
Exemplo 1.6.6. Sejam B(n) as componentes homogeˆneas de grau n de B. Enta˜o: B(0) = K,
B(1) = 0; B(2) e B(3) teˆm bases, respectivamente,
{[xi, xj] | i > j} e {[xi, xj, xk] | i > j 6 k}
Teorema 1.6.7. Seja A uma PI a´lgebra unita´ria sobre um corpo infinito K. Seja
{wj(x1, . . . , xm) | j = 1, 2, . . . } uma base do espac¸o vetorial Bm(A) dos polinoˆmios pro´prios
na a´lgebra relativamente livre Um(A) de posto m, isto e´,
Bm(A) =
B ∩K〈x1, . . . , xm〉
B ∩K〈x1, . . . , xm〉 ∩ T (A) .
Enta˜o, Um(A) tem base:
{xa11 . . . xamm wj(x1, . . . , xm) | ai > 0; j = 1, 2, . . . }.
Prova: (Ide´ia) Sejam w
′
j(x1, . . . , xm) ∈ Bm as pre´-imagens homogeˆneas dos elementos
wj(x1, . . . , xm) de Bm(A). Escolhemos uma base homogeˆnea {vk | k = 1, 2, . . . } de Bm ∩
T (A). Enta˜o,
{w′j(x1, . . . , xm), vk | j = 1, 2, . . . ; k = 1, 2, . . . }
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e´ uma base homogeˆnea de Bm. Assim, Um(A) e´ gerada por
{xa11 . . . xamm wj(x1, . . . , xm) | ai > 0; j = 1, 2, . . . }
e estes elementos sa˜o linearmente independentes.
Teorema 1.6.8. Seja A uma PI - a´lgebra unita´ria sobre um corpo K infinito. As se´ries de
Hilbert da a´lgebra relativamente livre Um(A) e seus elementos pro´prios sa˜o relacionados por:






Hilb (Um(A); t) = Hilb (Bm(A); t)
1
(1− t)m .
Prova: Segue diretamente do Teorema 1.6.7 e do Exemplo 1.6.5.
CAPI´TULO 2
Representac¸o˜es de Grupos e
Identidades Polinomiais
Neste cap´ıtulo utilizaremos as representac¸o˜es dos grupos sime´trico e geral linear para
estudar as identidades polinomiais multilineares e pro´prias. Embora a maioria dos resultados
aqui apresentados, sobre representac¸o˜es, sejam va´lidos em qualquer corpoK de caracter´ıstica
zero, assumiremos que K e´ algebricamente fechado de caracter´ıstica 0, por exemplo, K = C.
Para grupos quaisquer essa hipo´tese pode comprometer o estudo de representac¸o˜es mas para
Sn na˜o ha´ problema nenhum pois suas representac¸o˜es irredut´ıveis sobre Q sa˜o absolutamente
irredut´ıveis, isto e´, sa˜o irredut´ıveis sobre qualquer extensa˜o do corpo.
2.1 Representac¸a˜o do Grupo Sime´trico
Antes de comec¸armos com representac¸o˜es de grupos, vamos apresentar alguns fatos
ba´sicos sobre a´lgebras de dimensa˜o finita e semi-simples. Veja por exemplo [22].
Definic¸a˜o 2.1.1. Seja R uma anel com unidade. Um R-mo´dulo A e´ dito ser semi-simples
se A e´ isomorfo a uma soma direta de submo´dulos irredut´ıveis.
38
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Definic¸a˜o 2.1.2. Um anel R e´ chamado simples se os u´nicos ideais (bilaterais) de R sa˜o: 0
e R.
Definic¸a˜o 2.1.3. Um anel R e´ chamado semi-primo se a intersec¸a˜o de todos os ideais primos
e´ trivial.
Proposic¸a˜o 2.1.4. Se K e´ um ideal minimal a` direita de R, enta˜o K2 = 0 ou K = eR
onde e2 = e ∈ K.
Corola´rio 2.1.5. Todo ideal minimal a` direita de um anel semi-primo R tem a forma eR,
onde e2 = e ∈ R.
Proposic¸a˜o 2.1.6. Se R e´ semi-primo e e2 = e ∈ R, enta˜o eR e´ um ideal minimal a` direita
se, e somente se, eRe e´ um anel com divisa˜o.
Proposic¸a˜o 2.1.7. As seguintes afirmac¸o˜es sobre o anel R sa˜o equivalentes:
(1) Todo R-mo´dulo a` direita e´ semi-simples.
(2) R e´ um R-mo´dulo a` direita semi-simples.
(3) Todo R-mo´dulo a` esquerda e´ semi-simples.
(4) R e´ um R-mo´dulo a` esquerda semi-simples.
Corola´rio 2.1.8. Todo espac¸o vetorial e´ semi-simples.
Proposic¸a˜o 2.1.9 (Wedderburn-Artin). (a) Um anel R e´ semi-simples se, e somente
se, e´ isomorfo a uma soma direta de ane´is simples e semi-simples.
(b) Um anel R e´ simples se, e somente se, e´ o anel de transformac¸o˜es lineares de um
espac¸o vetorial de dimensa˜o finita.
Observac¸a˜o 2.1.10. Como definimos anteriormente, uma partic¸a˜o do inteiro na˜o negativo
n, notac¸a˜o λ ` n ou |λ| = n, e´ uma sequ¨eˆncia de inteiros λ = (λ1, . . . , λr) tal que
λ1 > · · · > λr > 0 e λ1 + · · ·+ λr = n.
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Definic¸a˜o 2.1.11. (i) O diagrama de Young [λ] da partic¸a˜o λ = (λ1, . . . , λr) e´ o conjunto
de os todos pontos (i, j) ∈ Z2, tais que, 1 6 j 6 λi, i = 1, . . . , r. Apresentamos
graficamente o diagrama de Young substituindo os pontos por quadrados tais que a
primeira coordenada, i (o ı´ndice das linhas), cresce de cima para baixo e a segunda
coordenada, j (o ı´ndice das colunas), cresce da esquerda para a direita. Por exemplo,
o diagrama da partic¸a˜o λ = (5, 32, 2) = (5, 3, 3, 2) e´ dado na Figura 2.1. Quando
tivermos k ocorreˆncias de λi, escreveremos λ
k
i .
Figura 2.1: O Diagrama de Young [λ] = [5, 32, 2].
(ii) Seja λ uma partic¸a˜o de n. Denote por λ
′





1, . . . , λ
′
l) e seu digrama [λ
′
] sa˜o chamados conjugados respectivamente
a λ e [λ].
(iii) Sejam λ, µ partic¸o˜es de n. Diremos que o diagrama [λ] conte´m [µ] e escreveremos
[λ] ⊃ [µ], se λi > µi para todo i > 1.
(iv) A diferenc¸a [λ]\[µ] de dois diagramas [λ] e [µ], e´ definida como o conjunto dos quadrados
de [λ] que na˜o pertencem a [µ]. Por exemplo, na Figura 2.2, damos os diagramas para
as partic¸o˜es λ = (5, 32, 2), µ = (4, 3, 1) e sua diferenc¸a [λ]\[µ].
Definic¸a˜o 2.1.12. (1) Uma tabela de Young Tλ do diagrama [λ], ou uma λ-tabela, e´ um
preenchimento dos quadrados de [λ] com inteiros positivos. A tabela Tλ e´ de conteu´do
α = (α1, . . . , αm), se αi e´ o nu´mero de vezes que o inteiro i ocorre em Tλ. Se λ e´
uma partic¸a˜o de n e τ ∈ Sn, denotamos por Tλ(τ) a tabela tal que a primeira coluna
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Figura 2.2: A diferenc¸a [λ]\[µ] e´ o conjunto de quadrados de [λ] marcados com X.
conte´m os inteiros τ(1), . . . , τ(k1) escritos de cima para baixo, a segunda coluna conte´m
τ(k1 + 1), . . . , τ(k1 + k2), etc. Por exemplo, a Figura 2.3, mostra a tabela Tλ(τ) para
λ = (4, 3, 1) e τ =
 1 2 3 4 5 6 7 8
3 4 5 8 2 1 6 7

Tλ(τ) =
3 8 1 7
4 2 6
5
Figura 2.3: Uma (4, 3, 1)-tabela.
(2) A tabela Tλ e´ chamada semistandard, se os inteiros em cada coluna crescem estrita-
mente de cima para baixo e os inteiros em cada linha sa˜o crescentes, com poss´ıveis
repetic¸o˜es, da esquerda para a direita. As tabelas semistandard de conteu´do (1, . . . , 1)
sa˜o chamadas de standard. Por exemplo, na Figura 2.4, temos uma tabela semistan-
dard de conteu´do (1, 3, 2, 1, 0, 1) e uma standard, ambas correspondendo a λ = (4, 3, 1).
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1 2 2 4
2 3 3
6
1 2 5 8
3 4 7
6
Figura 2.4: Tabelas semistandard de conteu´do (1, 3, 2, 1, 0, 1) e (4, 3, 1)-tabela standard.
(3) Por analogia com (1) e (2) definimos tabelas semistandard e standard para a diferenc¸a
de dois diagramas.
Definic¸a˜o 2.1.13. Sejam λ ` n, τ ∈ Sn e T = Tλ(τ) o diagrama de Young correspondente.
O estabilizador linha de T e´ o subgrupo R(T ) de todas permutac¸o˜es ρ em Sn tais que i e ρ(i)
esta˜o na mesma linha de T , i = 1, . . . , n. Analogamente definimos o estabilizador coluna de
T .
Observac¸a˜o 2.1.14. Observe que o estabilizador linha de fato estabiliza as linhas como
conjuntos, isto e´, permuta os elementos dentro das linhas.
Exemplo 2.1.15. Na Figura 2.3, R(T ) e´ o subgrupo S4 × S3 × S1 de S8, onde S4, S3 e S1
agem, respectivamente, nos conjuntos {3, 8, 1, 7}, {4, 2, 6} e {5}.
Os seguintes teoremas da˜o a` descric¸a˜o das representac¸o˜es irredut´ıveis de Sn.
Teorema 2.1.16. Sejam n um inteiro positivo e K qualquer corpo de caracter´ıstica 0.
(i) As representac¸o˜es irredut´ıveis de Sn esta˜o em correspondeˆncia biun´ıvoca com as partic¸o˜es
λ de n. Denotamos por φλ, M(φλ) e χλ a representac¸a˜o irredut´ıvel correspondente a
λ, o Sn-mo´dulo irredut´ıvel e seu caracter, respectivamente.
(ii) Sejam λ ` n, τ ∈ Sn e T = Tλ(τ) a tabela de Young correspondente. A menos de uma
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e´ um idempotente minimal que gera um submo´dulo de KSn isomorfo a M(λ). Todo




para convenientes aT ∈ K e σT ∈ Sn, onde o somato´rio percorre todas as λ-tabelas
T = Tλ(τ), τ ∈ Sn.





j − i− j + 1)
(2.3)




1, . . . , λ
′
r) e o produto no denominador percorre todos
os quadrados de [λ]. O grau deg φλ e´ igual tambe´m ao nu´mero de λ-tabelas standard
Tλ(τ), τ ∈ Sn. Esta fo´rmula tambe´m e´ conhecida como fo´rmula do gancho, pois
λi + λ
′
j − i− j + 1 e´ o nu´mero de quadrados abaixo e a` esquerda do quadrado (i, j) (e
o pro´prio quadrado (i, j)).
Apresentamos a seguir um teorema que e´ conhecido como Branching Rule (regra sobre a
ramificac¸a˜o).
Observac¸a˜o 2.1.17. As notac¸o˜es M ↓ G e M ↑ G, onde G e´ um grupo, significam a
representac¸a˜o restrita e induzida, respectivamente, que foram definidas em (1.2.15) e (1.2.16).
Teorema 2.1.18. Sejam λ ` n, µ ` n− 1 e Sn−1 contido em Sn como um subgrupo fixando
o s´ımbolo n. Enta˜o:
(i) M(λ) ↓ Sn−1 ∼=
∑
M(µ(i)), onde o somato´rio percorre todas as partic¸o˜es µ(i) de n− 1
tais que seus diagramas [µ(i)] sa˜o obtidos apagando-se um quadrado de cada diagrama
[λ].
(ii) M(µ) ↑ Sn ∼=
∑
M(λ(i)), onde o somato´rio e´ em todas as partic¸o˜es λ(i) de n tais que
seus diagramas [λ(i)] sa˜o obtidos adicionando-se um quadrado ao diagrama de [µ].
Exemplo 2.1.19. Se n = 8, µ = (32, 1), enta˜o na Figura 2.5 temos:
M(32, 1) ↑ S8 ∼= M(4, 1)⊕M(32, 2)⊕M(32, 12).





Figura 2.5: M(32, 1) ↑ S8 ∼= M(4, 1)⊕M(32, 2)⊕M(32, 12).
Na pro´xima sec¸a˜o utilizaremos alguns resultados obtidos aqui para determinar uma de-
composic¸a˜o do espac¸o dos polinoˆmios multilineares de Lie de grau pequeno. Esta decom-
posic¸a˜o sera´ de grande utilidade no estudo das identidades de Lie de sl2(K).
2.2 Identidades Multilineares da A´lgebra de Lie
Aqui estaremos seguindo os livros [2] e [9].
Seja Pn o conjunto de todos os polinoˆmios multilineares de grau n na a´lgebra associativa
livre K〈X〉. Uma base do K-espac¸o vetorial Pn e´ dada por
xσ(1) . . . xσ(n)
onde σ ∈ Sn. Assim dimPn = n!.
Se definirmos
σ ◦ f(x1, . . . , xn) = f(xσ(1), . . . , xσ(n)), σ ∈ Sn, f(x1, . . . , xn) ∈ Pn
enta˜o Pn e´ um Sn-mo´dulo a` esquerda isomorfo a KSn, considerado como um Sn-mo´dulo a`
esquerda. De fato, o espac¸o vetorial Pn tem base {xσ(1) . . . xσ(n) | σ ∈ Sn}. Identifique σ ∈ Sn
com xσ(1) . . . xσ(n). Desse modo obtemos um isomorfismo deKSn e Pn como espac¸os vetoriais.
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onde KSne(Tλ) ∼= KSne(Tµ) se, e somente se, λ = µ.
Se f , g ∈ Pn, enta˜o g = 0 e´ uma consequ¨eˆncia de f = 0 se, e so´ se, g ∈ KSnf . Da´ı
temos tantos sistemas distintos de identidades multilineares de grau n quantos forem os
KSn-submo´dulos distintos em Pn. Podemos considerar que Pn e´ gerado como KSn-mo´dulo




AfTλ , fTλ = e(Tλ) ◦ (x1x2 . . . xn), (2.4)
onde A = KSn. Como Ae(Tλ) e´ um Sn-mo´dulo simples, enta˜o AfTλ e´ zero ou simples. Assim
podemos descartar alguns somandos em (2.4) de modo a obter uma soma direta.
Se identificarmos em fTλ(τ) as varia´veis cujos ı´ndices correspondem a`s entradas de uma
mesma linha em Tλ(τ) como a mesma varia´vel, e dividirmos o polinoˆmio obtido pela ordem
de RT , obteremos um polinoˆmio gT em m varia´veis, onde m e´ o nu´mero de linhas de Tλ.
Ale´m disso, teremos que g = 0 e´ uma consequ¨eˆncia de f = 0. Como charK = 0, a rec´ıproca
tambe´m e´ va´lida, isto e´, fT = 0 e´ uma consequ¨eˆncia de gT = 0, uma vez que fT e´ a
linearizac¸a˜o completa de gT .
Sejam L = L(X) a a´lgebra de Lie livre considerada como uma suba´lgebra de Lie da
a´lgebra associativa livre K〈X〉 e PLn = Pn ∩ L o conjunto de todos os polinoˆmios de Lie
multilineares de grau n.
Lema 2.2.1. Uma base de PLn e´ formada pelos elementos
{[xn, xσ(1), . . . , xσ(n−1)] | σ ∈ Sn−1}. (2.5)
Prova: Usando induc¸a˜o sobre n podemos assumir que um comutador w ∈ PLn pode ser
escrito na forma [xn, u, v] onde [xn, u] e´ um comutador da forma (2.5). Se o comprimento
de v e´ igual a 1, enta˜o w e´ da forma desejada. Caso contra´rio, v = [v1, v2] e da´ı w =
−[v1, v2, [xn, u]] = [[[xn, u], v2], v1] − [[[xn, u], v1], v2]. Usando induc¸a˜o sobre [[xn, u], v2] e
[[xn, u], v1] podemos diminuir o comprimento de v. Por induc¸a˜o sobre n, mostramos que
w pode ser expresso como combinac¸a˜o linear de elementos da forma (2.5).
Se
∑
σ∈Sn−1 ασ[xn, xσ(1), . . . , xσ(n−1)] = 0 e o coeficiente α1 de [xn, xσ(1), . . . , xσ(n−1)] for
na˜o nulo, substituiremos os xi por elementos apropriados da a´lgebra de Lie gln+1(K). Tome
xn = en+1,n, x1 = en,n−1, x2 = en−1,n−2, . . . , xn−1 = e21, onde os elementos eij formam a
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base usual de Mn(K). A u´nica parcela do somato´rio que na˜o se anula apo´s tal substituic¸a˜o
e´ α1xnx1 . . . xn−1 cujo valor sera´ α1en+1,1. Logo tal somato´rio na˜o se anula em gln+1(K), o
que e´ um absurdo. Portanto os elementos (2.5) sa˜o linearmente independentes.
Observac¸a˜o 2.2.2. Do lema acima segue imediatamente que dimPLn = (n− 1)!.
Temos que PLn e´ um Sn-submo´dulo de Pn. Vamos agora utilizar o exposto anteriormente
para determinar a estrutura de PLn para n pequeno.
Inicialmente note que para as partic¸o˜es (n) e (1n) os polinoˆmios gT sa˜o respectivamente:
xn e sn(x1, . . . , xn). Mas esses polinoˆmios na˜o correspondem a elementos em PLn para n > 2.
Portanto na˜o aparecem em sua decomposic¸a˜o. Quando n=2, s2 e´ polinoˆmio de Lie e PL2 e´
gerado por [x1, x2] = s2.
(i) n = 3. Aqui teremos dimPL3 = 2 e o u´nico diagrama poss´ıvel e´:
T = T(2,1) = .
A dimensa˜o do S3-mo´dulo correspondente e´ 2 e gT = (x1x2 − x2x1)x1 6= 0 pois M2(K) na˜o
satisfaz nenhuma identidade de grau menor que 4. Da´ı a menos de equivaleˆncia, x21x2 = 0 e´
a u´nica identidade de grau 3. E´ o´bvio que x1x2x3 = 0 e´ uma identidade equivalente a esta
u´ltima.
(ii) n = 4. Neste caso dimPL4 = 6 e os diagramas poss´ıveis sa˜o
T1 = T(3,1) = ; T2 = T(22) = ; T3 = T(2,12) = .








os estabilizadores linha e coluna sa˜o, respectivamente : RT1(τ1) = S3, CT1(τ1) = S2, S2 agindo
em {1, 4}; RT3(τ3) = S2, S2 agindo em {1, 4}, CT3(τ3) = S3. Assim gT1(τ1) = x31x2 − x2x31 6= 0
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e gT3(τ3) = s3(x1, x2, x3)x1 6= 0. Portanto T2 na˜o participa em PL4. Logo PL4 ∼= AfT1(τ1) ⊕
AfT3(τ3) e AfT1(τ1)  AfT3(τ3).
(iii) n = 5. Temos que dimPL5 = 24 e os diagramas poss´ıveis sa˜o
T1 = T2 = T3 =
T4 = T5 =
As dimenso˜es dos mo´dulos correspondentes sa˜o: dT1 = dT5 = 4, dT2 = dT4 = 5, dT3 = 6 e
todos estes mo´dulos participam na decomposic¸a˜o de PL5. Usando as tabelas abaixo teremos
as identidades associadas:
T1(τ1) =































2x3 − x3x22) + x22(x21x3 − x3x21) + x1x2(x3x1x2












1x2x3x4 − x3x21x3x4 − x3x1x2x1x4 − x4x1x2x3x1










1x4x3 + x3x1x4x2x1 + x4x1x3x2x1 − x2x1x3x4x1
−x2x1x4x1x3 − x2x1x4x1x3 − x3x21x4x2 − x4x1x3x1x2 − x4x21x2x3.
Mas M3(K) na˜o satisfaz nenhuma identidade de grau menor que 6. Logo sl3(K) na˜o
satisfaz identidades pro´prias de grau menor que 6, e assim estes polinoˆmios sa˜o na˜o nulos.
Logo
PL5 = AfT1(τ1) ⊕ AfT2(τ2) ⊕ AfT3(τ3) ⊕ AfT4(τ4) ⊕ AfT5(τ5).
Como todos estes mo´dulos sa˜o dois a dois na˜o isomorfos, qualquer submo´dulos e´ uma soma
direta de alguns destes mo´dulos. Logo qualquer sistema de identidades homogeˆneas de grau
5 e´ equivalente a exatamente um sistema da forma
{gT (τ) = 0 | T (τ) ∈ T}
onde T ⊆ {T1(τ1), T2(τ2), T3(τ3), T4(τ4), T5(τ5)}. O nu´mero total de tais sistemas e´ 31.
(iv) n = 6. Neste caso temos dimPL6 = 120 e as partic¸o˜es admiss´ıveis de 6, correspon-
dendo a componentes irredut´ıveis de PL6 como S6-mo´dulos sa˜o do tipo
λ1 = (5, 1), λ2 = (4, 2), λ3 = (4, 1
2), λ4 = (3, 3), λ5 = (3, 2, 1),
λ6 = (3, 1
3), λ7 = (2
2, 12), λ8 = (2, 1
4).
As dimenso˜es dos S6-mo´dulos correspondentes sa˜o: dλ1 = dλ8 = 5, dλ2 = dλ7 = 9, dλ3 =
dλ6 = 10, dλ4 = 5, dλ5 = 16. Como a soma destas dimenso˜es e´ estritamente menor que
120 todos eles participam em PL6 com algumas multiplicidades. De fato, no caso de λ5 a
multiplicidade e´ 3 e para λ3 e λ7 e´ 2.
2.3 Representac¸o˜es do Grupo Geral Linear
Para representac¸o˜es do grupo geral linear veja [15] e [36]. Utilizaremos tambe´m [9].
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Vamos fixar o espac¸o vetorial Vm com base {x1, . . . , xm} e com a ac¸a˜o canoˆnica de
GLm(K). Assumiremos que
K〈Vm〉 = K〈x1, . . . , xm〉
e´ a a´lgebra associativa livre de posto m. Vamos agora definir uma ac¸a˜o de GLm(K) na
a´lgebra associativa livre K〈Vm〉 por
g(xi1 . . . xin) = g(xi1) . . . g(xin), g ∈ GLm(K), 1 6 ij 6 n, j = 1, . . . , n.
Como GLm(K) age em Vm, esta ac¸a˜o torna K〈Vm〉 um GLm(K)-mo´dulo a` esquerda. Agora
se f ∈ (K〈Vm〉)(n) para algum n > 0, enta˜o gf ∈ (K〈Vm〉)(n) e da´ı (K〈Vm〉)(n) e´ GLm(K)-
invariante. PortantoK〈Vm〉 = ⊕n>0(K〈Vm〉)(n), onde (K〈Vm〉)(n) e´ a componente homogeˆnea
de grau n de K〈Vm〉. Ale´m disso, temos que para todo T-ideal U de K〈X〉, os espac¸os
vetoriais U∩K〈Vm〉 e U∩(K〈Vm〉)(n) sa˜o submo´dulos deK〈Vm〉. Mais ainda, todo submo´dulo
W de K〈Vm〉 e´ uma soma direta das componentes homogeˆneas W ∩ (K〈Vm〉)(n). Para ver
esta u´ltima afirmac¸a˜o seja fn a componente homogeˆnea de grau n do polinoˆmio f ∈ W . A
ac¸a˜o da matriz escalar αI, 0 6= α ∈ K e I a matriz identidade em GLm(K), multiplica fn
por αn. Assim aplicando o determinante de Vandermonde para fn o resultado segue.
Definic¸a˜o 2.3.1. (i) A representac¸a˜o do grupo geral linear GLm
φ : GLm −→ GLs = GL(W )
e´ chamada polinomial, e W e´ um GLm-mo´dulo polinomial, se as entradas φpq(g) da
matriz s × s φ(g) sa˜o func¸o˜es polinomiais das entradas aij da matriz g = (aij) de
ordem m, para todo g ∈ GLm. Quando todos φpq sa˜o polinoˆmios homogeˆneos de grau
n, enta˜o φ e´ uma representac¸a˜o homogeˆnea de grau n.
(ii) Seja
Dm = {d ∈ GLm | d = d(b1, . . . , bm) = b1e11 + · · ·+ bmemm}
o subgrupo das matrizes diagonais de GLm. Para toda m-upla α = (α1, . . . , αm)
definimos a componente homogeˆnea de peso α, ou de grau α, do GLm-mo´dulo W por
Wα = {w ∈ W | d(b1, . . . , bm)(w) = bα11 . . . bαmm para todo d ∈ Dm}.
SEC¸A˜O 2.3 • REPRESENTAC¸O˜ES DO GRUPO GERAL LINEAR 50
Algumas propriedades das representac¸o˜es polinomiais de GLm(K) sa˜o semelhantes a`s das
representac¸o˜es dos grupos finitos apesar de GLm(K) ser infinito, como mostra o seguinte
teorema.
Teorema 2.3.2. (i) Toda representac¸a˜o de GLm(K) e´ uma soma direta de representac¸o˜es
polinomiais homogeˆneas irredut´ıveis.
(ii) Todo GLm(K)-mo´dulo polinomial homogeˆneo irredut´ıvel de grau n > 0 e´ isomorfo a
um submo´dulo (K〈Vm〉)(n).
As representac¸o˜es polinomiais homogeˆneas irredut´ıveis de grau n de GLm(K) sa˜o descri-
tas por partic¸o˜es de n em na˜o mais que m partes e por diagramas de Young.
Teorema 2.3.3. Seja m um inteiro positivo e K qualquer corpo de caracter´ıstica 0.
(i) As representac¸o˜es polinomiais homogeˆneas irredut´ıveis, duas a duas na˜o isomorfas
de GLm esta˜o em correspondeˆncia biun´ıvoca com as partic¸o˜es em na˜o mais que m
partes λ = (λ1, . . . , λm), λ1 > · · · > λm > 0. Denotamos por Wm(λ) o GLm-mo´dulo
irredut´ıvel correspondendo a λ.
(ii) Seja λ = (λ1, . . . , λm) uma partic¸a˜o de n. O GLm(K)-mo´dulo Wm(λ) e´ isomorfo a um




onde dλ e´ a dimensa˜o do Sn-mo´dulo irredut´ıvel M(λ) e o somato´rio percorre todas as
partic¸o˜es de n em na˜o mais que m partes.
(iii) Como subespac¸o de (K〈Vm〉)(n) o espac¸o vetorial Wm(λ) e´ multihomogeˆneo. A di-
mensa˜o da componente multihomogeˆnea W (n1,...,nm) e´ igual ao nu´mero de λ-tabelas
semistandard de conteu´do (n1, . . . , nm) e e´ dada pela fo´rmula
dimWm(λ1, . . . , λm) =
∏
m>i>j>1
λj − λi + i− j
i− j . (2.6)
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(iv) A se´rie de Hilbert
Hilb (Wm(λ); t1, . . . , tm) =
∑
(dimW (n1,...,nm))tn11 . . . t
nm
m
e´ um polinoˆmio sime´trico e e´ igual ao quociente
V (λ1 +m− 1, λ2 +m− 2, . . . , λm−1 + 1, λm)
V (m− 1,m− 2, . . . , 1, 0)
onde
























Sλ(t1, . . . , tm) = Hilb (Wm(λ); t1, . . . , tm)
e´ chamada func¸a˜o de Schur correspondente a λ.
Teorema 2.3.4. SejaW =
∑
mλWm(λ) um GLm(K)-mo´dulo polinomial, Wm(λ) ⊂ K〈Vm〉.
Enta˜o a se´rie de Hilbert Hilb (W ; t1, . . . , tm) determina W a menos de isomorfismo.
Corola´rio 2.3.5. Seja Fm(R) a a´lgebra relativamente livre da variedade gerada pela PI -
a´lgebra R. Enta˜o a se´rie de Hilbert Hilb (Fm(R); t1, . . . , tm) e´ uma se´rie formal de func¸o˜es
de Schur e se
Hilb (Fm(R); t1, . . . , tm) =
∑
λ






isto e´, a se´rie de Hilbert de Fm(R) determina a estrutura de GLm(K)-mo´dulo de Fm(R).
Como mencionado anteriormente, existe uma grande semelhanc¸a entre as representac¸o˜es
irredut´ıveis do grupo sime´trico e as representac¸o˜es polinomiais irredut´ıveis de GLm(K).
Apresentaremos a seguir um resultado ana´logo ao Teorema 2.1.16, para isso vamos definir
uma ac¸a˜o a` direita de Sn em (K〈Vm〉)(n) por
(xi1 . . . xin)σ
−1 = xiσ(1) . . . xiσ(n) , xi1 , . . . , xin ∈ (K〈Vm〉)(n), σ ∈ Sn.
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Com esta ac¸a˜o, (K〈Vm〉)(n) e´ um Sn-mo´dulo a` direita.
Sejam λ = (λ1, . . . , λm) uma partic¸a˜o de n em na˜o mais que m partes e q1, . . . , qk os
comprimentos das colunas do diagrama [λ], isto e´, k = λ1 e qj = λ
′
j. Denote por sλ =
sλ(x1, . . . , xq), q = q1 o polinoˆmio
sλ(x1, . . . , xq) =
k∏
j=1
sqj(x1, . . . , xqj)
de K〈Vm〉, onde sp(x1, . . . , xp) e´ o polinoˆmio standard.
Teorema 2.3.6. Sejam λ = (λ1, . . . , λm) uma partic¸a˜o de n em na˜o mais que m partes e
(K〈Vm〉)(n) uma componente homogeˆnea de grau n em K〈Vm〉.
(1) O elemento sλ(x1, . . . , xq) gera um GLm(K)-submo´dulo de (K〈Vm〉)(n) isomorfo aWm(λ).
(2) Todo Wm(λ) ⊂ (K〈Vm〉)(n) e´ gerado por um elemento na˜o nulo
wλ(x1, . . . , xq) = sλ(x1, . . . , xq)
∑
pi∈Sq
ασσ, ασ ∈ K. (2.7)
O elemento wλ(x1, . . . , xq) e´ chamado o vetor de peso ma´ximo de Wm(λ). Este ele-
mento e´ u´nico a menos de uma constante multiplicativa e esta´ contido no espac¸o veto-
rial de dimensa˜o 1 formado pelos elementos multihomogeˆneos de grau (λ1, . . . , λm) em
Wm(λ).
(3) Sejam W e W
′
dois GLm(K)-submo´dulos de (K〈Vm〉)(n) isomorfos a Wm(λ) e com




, respectivamente. Se φ : W
′ −→ W ′′ e´ um isomorfismo




para algum α 6= 0. Mais ainda, todo isomorfismo
W
′ ∼= W ′′ e´ obtido deste modo.
Proposic¸a˜o 2.3.7. Sejam λ = (λ1, . . . , λm) uma partic¸a˜o de n e Wm(λ) ⊂ (K〈Vm〉)(n). O
vetor de peso ma´ximo wλ de Wm(λ) pode ser escrito de modo u´nico como uma combinac¸a˜o
linear de polinoˆmios wσ = sλσ
−1, onde σ e´ tal que as λ-tabelas T (σ) sa˜o standard.
Proposic¸a˜o 2.3.8. Sejam m > n, λ ` n e Wm(λ) ⊂ (K〈Vm〉)(n). O conjunto M = Wm(λ)∩
Pn de todos os elementos multilineares em Wm(λ) e´ um Sn-submo´dulo de Pn isomorfo a
M(λ). Todo submo´dulo M(λ) de Pn e´ obtido deste modo.
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Definic¸a˜o 2.3.9. Sejam ν, λ partic¸o˜es satisfazendo [ν] ⊃ [λ], |ν| = |λ| = n e T = T[ν]\[λ]
uma tabela de conteu´do α = (α1, . . . , αm). Seja w(T ) = b1 . . . bn uma palavra nos s´ımbolos
1, . . . , m obtida a partir dos elementos de T escritos da direita para a esquerda e da primeira
linha para a u´ltima. A palavra w(T ) e´ chamada permutac¸a˜o reticulada se para todo r = 1,
. . . , n e i = 1 , . . . , m − 1, o nu´mero de participac¸o˜es de i na sequ¨eˆncia b1, . . . , br na˜o e´
menor que o nu´mero de participac¸o˜es de i+ 1.
Exemplo 2.3.10. Na Figura 2.6 temos um exemplo de uma permutac¸a˜o reticulada para
ν = (5, 4, 2, 1), λ = (3, 2) e α = (3, 2, 2).





Figura 2.6: A palavra w(T ) = 1121323 e´ uma permutac¸a˜o reticulada.
Teorema 2.3.11 (Regra de Littlewood-Richardson). Sejam λ, µ, ν partic¸o˜es, [λ] ⊂
[ν], |λ|+ |µ| = |ν| e cνλµ o nu´mero de todas [ν] \ [λ]-tabelas semistandard de conteu´do µ tais
que as palavras w(T ) correspondentes sa˜o permutac¸o˜es reticuladas.




onde o somato´rio percorre todos ν tais que [λ] ⊂ [ν] e |λ|+ |µ| = |ν|.
(ii) Na linguagem das func¸o˜es de Schur a condic¸a˜o (i) e´ equivalente a` igualdade
Sλ(t1, . . . , tm)Sµ(t1, . . . , tm) =
∑
cνλµSν(t1, . . . , tm),
onde o somato´rio e´ como em (i).
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(iii) Seja |λ| = p, |µ| = q e os grupos Sp e Sq mergulhados em Sp+q como subgrupos fixando,
respectivamente os s´ımbolos p + 1, . . . , p + q e 1, . . . , p. O seguinte isomorfismo de
Sp+q-mo´dulo verifica-se
(M(λ)⊗M(µ)) ↑ Sp+q ∼=
∑
cνλµM(ν),
onde o somato´rio e´ como em (i) e o produto tensorial M(λ)⊗M(µ) e´ considerado com
a estrutura natural de um Sp × Sq-mo´dulo.
Exemplo 2.3.12. A Figura 2.7 apresenta um exemplo da Regra de Littlewood-Richardson
para W5(3, 1)⊗W5(2, 1)
W5(3, 1)⊗W5(2, 1) ∼= W5(5, 2)⊕W5(4, 3)⊕ 2W5(4, 2, 1)⊕W5(4, 13)






















Figura 2.7: A Regra de Littlewood-Richardson para W5(3, 1)⊗W5(2, 1).
Casos particulares da Regra de Littlewood-Richardson sa˜o o Teorema de Branching 2.1.18
e a Regra de Young dada a seguir.




CAP. 2 • REPRESENTAC¸O˜ES DE GRUPOS E IDENTIDADES POLINOMIAIS 55
onde o somato´rio percorre todas as partic¸o˜es ν = (ν1, . . . , νm) de |λ|+ q tais que
ν1 > λ1 > ν2 > λ2 > · · · > νm > λm.
Exemplo 2.3.14. Para W5(3, 2
2)⊗W5(2) a Regra de Young nos da´, veja a Figura 2.8:
W5(3, 2







Figura 2.8: A Regra de Young para W5(3, 2
2)⊗W5(2).
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2.4 Estrutura de Mo´dulos dos Polinoˆmios Pro´prios
Nesta sec¸a˜o seguiremos o livro [9] ale´m de alguns artigos que sera˜o citados no decorrer
do texto. Alguns resultados apresentados aqui foram obtidos por V.S. Drensky, juntamente
com Azniv Kasparin [10].
O propo´sito dessa sec¸a˜o e´ encontrar uma apresentac¸a˜o do GLm-mo´dulo Bm dos po-
linoˆmios pro´prios em K〈x1, . . . , xm〉 que permita explicitar B(n)m como uma soma direta de
submo´dulos irredut´ıveis para n pequeno.
Denotaremos por Uk = Uk(K) a a´lgebra das matrizes triangulares superiores k × k
a11 a12 . . . a1k
0 a22 . . . a2k
0 0 . . . akk
 , aij ∈ K, i, j = 1, . . . , k,
e por Uk = varUk a variedade de a´lgebras correspondente. A base das identidades polinomiais
de Uk foi encontrada por Yu. N. Maltsev [25] e uma base de Fm(Uk) como um espac¸o vetorial
por Siderov [30].
Teorema 2.4.1. Seja k > 1.
(i) [25] O T-ideal T (Uk) = T (Uk) e´ gerado pela identidade polinomial
[x1, x2] . . . [x2k−1, x2k].
(ii) [30] O espac¸o vetorial
(K〈x1, . . . , xm〉 ∩ T (Uk−1))/(K〈x1, . . . , xm〉 ∩ T (Uk))
(assumindo que K〈x1, . . . , xm〉∩T (U0) = K〈x1, . . . , xm〉) tem uma base consistindo de
todos os produtos dependendo em na˜o mais que m varia´veis
xa11 . . . x
am
m [xi1 , . . . , xip ] . . . [xj1 , . . . , xjq ] (2.8)
ai > 0, i = 1, . . . , m, onde os comutadores sa˜o normados a` esquerda, seu nu´mero e´
exatamente igual a k − 1 e i1 > i2 6 · · · 6 ip, . . . , j1 > j2 6 · · · 6 jq.
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(iii) Os elementos em (2.8) satisfazendo a1 = · · · = am = 0 formam uma base do espac¸o
vetorial (Bm ∩ T (Uk−1))/(Bm ∩ T (Uk)).
Prova: (iii) Segue de (ii) usando a Proposic¸a˜o 1.5.23.
Lema 2.4.2. Para m, n > 2, o GLm-mo´dulo
(B(n)m ∩ T (U1))/(B(n)m ∩ T (U2))
e´ isomorfo a Wm(n− 1, 1) e tem por vetor de peso ma´ximo o polinoˆmio
w(n−1,1)(x1, x2) = x2(adx1)n−1 = [x2, x1, . . . , x1︸ ︷︷ ︸
n−1 vezes
].
Prova: Pelo Teorema 2.4.1 (iii), o espac¸o vetorial (B
(n)
m ∩ T (U1))/(B(n)m ∩ T (U2)) tem uma
base consistindo de todos comutadores
[xi1 , xi2 , . . . , xin ], m > i1 > i2 6 · · · 6 in 6 m.
Estes comutadores esta˜o em correspondeˆncia 1-1 com as (n− 1, 1)-tabelas semistandard
e pelo Teorema 2.3.4 (ii) a se´rie de Hilbert do GLm-mo´dulo (B
(n)
m ∩ T (U1))/(B(n)m ∩ T (U2))
i2 i3 . . . in
i1
e´ igual a func¸a˜o de Schur S(n−1,1)(t1, . . . , tn). Pelo Teorema 2.3.4, temos que este mo´dulo e´
isomorfo aWm(n−1, 1). Finalmente, w(n−1,1) e´ um vetor de peso ma´ximo porque x2(adx1) =
−s2(x1, x2) e w(n−1,1) e´ da forma (2.7).
Proposic¸a˜o 2.4.3 ([10]). O seguinte isomorfismo de GLm-mo´dulos se verifica
(Bm ∩ T (Uk−1))/(Bm ∩ T (Uk)) ∼=
∑
Wm(p1 − 1, 1)⊗ · · · ⊗Wm(pk−1 − 1, 1)
onde o somato´rio percorre todos pi > 2, i = 1, . . . , k − 1.
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Prova: Pelo Teorema 2.4.1 (ii), o seguinte isomorfismo de espac¸os vetoriais graduados
verifica-se




(B(pi)m ∩ T (U1))/(B(p1)m ∩ T (U2))⊗ . . .
⊗ (B(pk−1)m ∩ T (U1))/(B(pk−1)m ∩ T (U2)).
Logo utilizando o Lema 2.4.2, conclu´ımos que a se´rie de Hilbert do GLm-mo´dulo
(Bm ∩ T (Uk−1))/(Bm ∩ T (Uk)) coincide com a se´rie de Hilbert do GLm-mo´dulo∑
Wm(p1 − 1, 1)⊗ · · · ⊗Wm(pk−1 − 1, 1).
Da´ı, pelo Teorema 2.3.4 (iv), estes dois mo´dulos sa˜o isomorfos.





Wm(p1 − 1, 1)⊗ · · · ⊗Wm(pk−1 − 1, 1),
onde a soma interna e´ em todos pi > 2, i = 1, . . . , k − 1.
Prova: Desde que ∩k>0T (Uk) = 0 e o GLm-mo´dulo Bm e´ completamente redut´ıvel, obtemos
que Bm e´ isomorfo ao GLm-mo´dulo∑
k>0
(Bm ∩ T (Uk−1))/(Bm ∩ T (Uk)).
Agora a prova segue imediatamente da Proposic¸a˜o 2.4.3.
Exemplo 2.4.5. (i) B
(0)
m




∼= Wm(12) e Wm(12) tem por vetor de peso ma´ximo




∼= Wm(2, 1) com vetor de peso ma´ximo
w(2,1)(x1, x2) = [x2, x1, x1];




∼= Wm(3, 1)⊕Wm(22)⊕Wm(2, 12)⊕Wm(14) com vetores de peso ma´ximo, respec-
tivamente:
w(3,1)(x1, x2) = [x2, x1, x1, x1],
w(22)(x1, x2) = [x1, x2]
2,




w(14)(x1, x2, x3, x4) = s4(x1, x2, x3, x4).
Como identidades polinomiais w(2,1)(x1, x2) e w(2,12)(x1, x2, x3) sa˜o equivalentes, respec-
tivamente, a [x1, x2, x3] e [[x1, x2], [x3, x4]].




e pela Regra de Young 2.3.13 calculamos (ver Figura 2.9)
Wm(1











2)⊗Wm(12) ∼= Wm(22)⊕Wm(2, 12)⊕Wm(14).
Desde que [x1, x2] = s2(x1, x2) os elementos dados sa˜o da forma (2.7) e, portanto, sa˜o
vetores de peso ma´ximo.
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Finalmente, o GLm-mo´dulo B
(3)
m e´ irredut´ıvel e e´ gerado pelo vetor de peso ma´ximo
w(2,1)(x1, x2) bem como por [x1, x2, x3]. Da´ı estas duas identidades sa˜o equivalentes. Analo-
gamente,
w(2,12)(x1, x2, x3) = 2([x2, x1][x3, x1]− [x3, x1][x2, x1]) = 2[[x2, x1], [x3, x1]],
isto e´, w(2,12)(x1, x2, x3) e´ uma consequ¨eˆncia de [[x1, x2], [x3, x4]]. Usando as fo´rmulas para
a dimensa˜o dos Sn-mo´dulos irredut´ıveis, calculamos para o S4-mo´dulo M(2, 1
2) gerado pela
linearizac¸a˜o de w(2,12)(x1, x2, x3) que dimM(2, 1
2) = 3. Por outro lado o S4-mo´dulo M
gerado por [[x1, x2], [x3, x4]] tambe´m e´ gerado pelos comutadores
[[x2, x1], [x4, x3]], [[x3, x1], [x4, x2]], [[x4, x1], [x3, x2]].
Da´ı 3 > dimM > dimM(2, 12) = 3 e M = M(2, 12), isto e´, as duas identidades sa˜o
equivalentes.
Observac¸a˜o 2.4.6. Utilizando a Proposic¸a˜o 1.5.17 podemos considerar que o corpo K
conte´m




√−1, b2 = 1
2
(e12 + e21)




A tabela de multiplicac¸a˜o e´:
b1b2 = −b2b1 = b3
2
, b2b3 = −b3b2 = −b1
2
, b3b1 = −b1b3 = −b2
2
, [b1, b2] = b3,










onde e e´ a matriz identidade.
Teorema 2.4.7 ([7]). Seja M2 = varM2(K) a variedade das matrizes 2 × 2. O seguinte
GLm(K)-isomorfismo se verifica
Bm(M2) ∼= K +
∑
Wm(µ1, µ2, µ3),
onde o somato´rio percorre todas partic¸o˜es µ = (µ1, µ2, µ3) diferentes de (1
3) e (n), n > 0.
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Prova: Seja Bm(M2) ∼=
∑
k(µ)Wm(µ), k > 0. Inicialmente temos que toda matriz a ∈
M2(K) pode ser escrita na forma a = a0 +
1
2
tr (a)1, onde a0 e´ uma matriz de trac¸o zero e
1 = e11 + e22 e´ a matriz identidade. Sejam µ = (µ1, . . . , µr) uma partic¸a˜o de um natural n e
wm(x1, . . . , xr) um vetor de peso ma´ximo do submo´dulo Wm(µ) do GLm-mo´dulo Bm. Como
wµ e´ um vetor de peso ma´ximo, cada varia´vel xi participa em wµ em uma soma anti-sime´trica
junto com x1, . . . , xi−1. Ale´m disso wµ e´ um polinoˆmio pro´prio, donde
wµ(x1, . . . , xi + a, . . . , xr) = wµ(x1, . . . , xi, . . . , xr), a ∈ K.
Logo e´ suficiente verificar que wµ(x1, . . . , xr) = 0 para todas r-uplas de matrizes v1, . . . ,
vr linearmente independentes no espac¸o vetorial sl2(K). Mas dim sl2(K) = 3 e portanto
wµ(v1, . . . , vr) = 0 para µ4 6= 0. Logo podemos assumir que µ = (µ1, µ2, µ3). E´ imediato
ver que o caso µ1 = µ2 = µ3 = 0 corresponde ao corpo K cuja multiplicidade em Bm e´ 1.
Os mo´dulos Wm(µ) para µ = (1
3) e µ = (n), n > 0, teˆm multiplicidade 1 na a´lgebra livre
K〈x1, . . . , xm〉 e seus vetores de peso ma´ximo sa˜o w(13) = s3(x1, x2, x3) e w(n)(x1) = xn1 . Mas
esses elementos na˜o sa˜o polinoˆmios pro´prios, logo os GLm-mo´dulos Wm(1
3) e Wm(n) na˜o
participam na decomposic¸a˜o de Bm e portanto na˜o participam na de Bm(M2). Suponha
enta˜o que µ 6= (13), (n) e k(µ) > 1. Sejam µ = (µ1, µ2, µ3), w′µ(x1, . . . , xr) e w′′µ(x1, . . . , xr)
vetores de peso ma´ximo de dois GLm-mo´dulos isomorfos Wm(µ) de Bm ⊂ K〈Vm〉 e seja
w
′
µ /∈ Bm ∩ T (M2(K)). Tome a1 = e11 − e22, a2 = e12 + e21, a3 = e12 − e21. Um ca´lculo
simples mostra que
a1a2 = −a2a1 = a3, a2a3 = −a3a2 = −a1, a3a1 = −a1a3 = −a2
a21 = a
2
2 = 1, a
2
3 = −1.
Assim reordenando os elementos em wµ(a1, a2, a3) com a ajuda da primeira linha e em seguida
utilizando as relac¸o˜es da segunda linha vemos que existem α
′
, α
′′ ∈ K tais que
w
′















onde ²i = 0, 1, ²i ≡ µi ( mod 2), i = 1, 2. Como w′µ na˜o e´ identidade polinomial de M2(K),
enta˜o α
′ 6= 0. Por outro lado,








µ(x1, x2, x3) ∈ Bm
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µ sa˜o linearmente dependentes mo´dulo Bm ∩ T (M2(K)) e assim k(µ) 6 1.
A prova estara´ completa se construirmos um vetor de peso ma´ximo na˜o nulo wµ ∈ Bm(M2).
Vamos fazer isso analisando alguns casos.
• Se µ1 − µ2 ≡ 1 ( mod 2), enta˜o
wµ = [x1, x2](s3(adx1, adx2, adx3))
µ3(adx1)
µ1−µ2(ad [x1, x2])µ2−µ3−1.




(−1)σ[xσ(1)(s3(adx1, adx2, adx3))µ3(adx1)µ1−µ2(ad [x1, x2])µ2−µ3−1, xσ(2)].
• Se µ1 − µ2 ≡ µ2 − µ3 ≡ 0 ( mod 2) e µ2 6= µ3, enta˜o
wµ = wν [x1, x2], ν = (µ1 − 1, µ2 − 1, µ3).




(−1)σxσ(1)(s3(adx1, adx2, adx3))µ3−1(adx1)µ1−µ2 [xσ(2), xσ(3)].
Uma vez que [x1, x2] = s2(x1, x2), obtemos que os polinoˆmios wµ sa˜o da forma (2.7) e sa˜o
anti-sime´tricos. Logo sa˜o vetores de peso ma´ximo de Wm(µ) ⊂ Bm. Tomando h1, h2 e h3
como na Observac¸a˜o 2.4.6 conclu´ımos que wµ(h1, h2, h3) 6= 0, isto e´, wµ sa˜o elementos na˜o
nulos de Bm(M2).
Corola´rio 2.4.8 ([7]). Seja var sl2(K) a variedade de a´lgebra de Lie gerada pela a´lgebra
sl2(K) das matrizes 2×2 com trac¸o zero. Enta˜o o seguinte GLm(K)-isomorfismo verifica-se
para a a´lgebra relativamente livre Fm(var sl2(K))
Fm(var sl2(K)) ∼= Wm(1) +
∑
Wm(µ1, µ2, µ3)
onde o somato´rio percorre todas partic¸o˜es com µ2 > 0 e tais que pelo menos um dos inteiros
µ1 − µ2 e µ2 − µ3 e´ ı´mpar.
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Prova: Sabemos que a a´lgebra F = Fm(var sl2(K)) e´ isomorfa a` suba´lgebra de Lie de
Fm(M2) gerada por x1, . . . , xm. Como em Fm(M2) o mo´dulo Wm(1) teˆm multiplicidade 1
e coincide com o espac¸o vetorial gerado por x1, . . . , xm temos que Wm(1) ⊂ Fm(var sl2(K))
e e´ suficiente encontrar a decomposic¸a˜o do ideal comutador F
′
m(var sl2(K)). Mas os ele-
mentos de F
′
m(var sl2(K)) sa˜o combinac¸o˜es lineares de produtos de comutadores, assim
F
′
m(var sl2(K)) ⊂ Bm(M2). Pelo Teorema 2.4.7, F ′m(var sl2(K)) e´ uma soma direta de
GLm-mo´dulos Wm(µ1, µ2, µ3), µ2 > 0, dois a dois na˜o isomorfos. Na parte final da prova do
Teorema 2.4.7 vimos que para µ1−µ2 6≡ 0 ou µ2−µ3 6≡ 0 ( mod 2), o vetor de peso ma´ximo
wµ e´ um elemento de Lie. Logo os mo´dulos correspondentes a estes vetores participam da
decomposic¸a˜o de Fm(var sl2(K)). Seja µ1 − µ2 ≡ µ2 − µ3 ≡ 0 ( mod 2) e suponha que
wµ(x1, x2, x3) ∈ Wm(µ) ⊂ Fm(var sl2(K)). Enta˜o como na prova do Teorema 2.4.7,






3, 0 6= a ∈ K, δ ≡ µ3 ( mod 2),
e assim wµ(h1, h2, h3) e´ uma matriz escalar na˜o nula e na˜o pertence a sl2(K). Portanto
Wm(µ) na˜o participa da decomposic¸a˜o de Fm(var sl2(K)).
CAPI´TULO 3
Uma Base para as Identidades de
sl2(K)
Neste cap´ıtulo provaremos que a variedade V gerada pela a´lgebra de Lie gl2(K) de to-
das as matrizes de ordem 2 sobre um corpo de caracter´ıstica zero possui uma base finita
de identidades polinomiais. Este teorema falha no caso onde o corpo e´ infinito de carac-
ter´ıstica 2, veja [35]. Se a caracter´ıstica do corpo K e´ diferente de 2, qualquer matriz pode
ser representada como uma soma de uma matriz escalar com uma de trac¸o zero. Assim
var (gl2(K)) = var (sl2(K)) e podemos trabalhar com sl2(K), a a´lgebra de Lie das matri-
zes de ordem 2 com trac¸o zero, com entradas num corpo K de caracter´ıstica zero. Estes
resultados podem ser encontrados em [2] e em [26].
3.1 Identidades Fracas
Definic¸a˜o 3.1.1. Seja (R,G) um par cujas componentes sa˜o respectivamente uma a´lgebra
associativa R e uma suba´lgebra de Lie G ⊆ R(−), sobre um corpo K, tais que G gera R
como uma a´lgebra associativa. O polinoˆmio associativo na˜o nulo f(x1, x2, . . . , xm) = 0 em
K〈x1, . . . , xm〉, a a´lgebra associativa livre sobre K livremente gerada por x1, x2, . . . , xn e´
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chamado uma identidade fraca do par (R,G) se para qualquer escolha de g1, g2, . . . , gn ∈ G
temos f(g1, g2, . . . , gn) = 0.
Defina a ◦ b = ab + ba. Um ca´lculo simples mostra que para a, b ∈ sl2(K), a ◦ b e´ uma
matriz escalar. Assim (M2(K), sl2(K)) satisfaz a identidade fraca:
[x ◦ y, z] = 0. (3.1)
Observac¸a˜o 3.1.2. A seguinte relac¸a˜o e´ va´lida em qualquer a´lgebra associativa
[x, y, z] = (y ◦ z) ◦ x− (z ◦ x) ◦ y. (3.2)
Lema 3.1.3. As seguintes identidades sa˜o consequ¨eˆncias da identidade (3.1) (isto e´, elas
verificam-se em qualquer par satisfazendo (3.1)):
[x, y, z] = 2(y ◦ z)x− 2(x ◦ z)y (3.3)
x(y ◦ [z, u]) = (x ◦ y)[z, u] + (z ◦ x)[u, y]− (u ◦ x)[z, y] (3.4)
4(x ◦ y)[z, u] = [z, x, y, u] + [z, y, x, u]− [u, x, z, y]− [u, y, z, x]. (3.5)
Prova: A identidade (3.3) e´ consequ¨eˆncia imediata de (3.2). Agora, usando (3.1) e (3.3)
temos:
2x(y ◦ [z, u])− 2(x ◦ y)[z, u] = 2(y ◦ [z, u])x− 2(x ◦ y)[z, u] = [x, [z, u], y]
= [u, z, x, y] = [2(z ◦ x)u− 2(u ◦ x)z, y]
= 2(z ◦ x)[u, y]− 2(u ◦ x)[z, y]
que e´ a identidade (3.4).
Utilizando a equac¸a˜o (3.3) podemos reescrever os termos do lado direito da equac¸a˜o (3.5)
da seguinte forma:
[x, y, z, u] = 2[(y ◦ z)x, u]− 2[(x ◦ z)y, u]
[x, z, y, u] = 2[(z ◦ y)x, u]− 2[(x ◦ y)z, u]
−[u, y, x, z] = −2[(y ◦ x)u, z] + 2[(u ◦ x)y, z]
−[u, z, x, y] = −2[(z ◦ x)u, y] + 2[(u ◦ x)z, y].
Somando estes termos e considerando o fato de a ◦ b ser um elemento central temos a
identidade (3.5).
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Lema 3.1.4. Sejam f(x1, x2, x3, . . . , xl) um polinoˆmio multilinear em K〈x1, x2, . . . , xl〉 e
f
′
= f(x2, x1, x3, . . . , xl). Enta˜o existe um polinoˆmio multilinear v(y0, y1, . . . , yl−2) tal que
f − f ′ = v([x1, x2], x3, . . . , xl) (3.6)
e´ uma consequ¨eˆncia da identidade fraca (3.1).
Prova: A prova sera´ por induc¸a˜o sobre deg f = l. Seja C a suba´lgebra de K〈x1, . . . , xl〉
gerada pelos elementos xi ◦ xj e xi ◦ [xj, xm], 1 6 i, j, m 6 l, cujas imagens em M2(K) sa˜o
centrais. Aplicando as identidades (3.1)-(3.4) podemos escrever f como combinac¸a˜o C-linear
de comutadores de comprimento 1 ou 2 em x1, x2, . . . , xl. Utilizando as identidades (3.1) e
(3.3) podemos reescrever, mo´dulo a identidade (3.1), qualquer comutador de comprimento
> 3 como uma combinac¸a˜o linear de comutadores de comprimento no ma´ximo 2. Assim




[xi, xj] ◦ xm + 1
2
[[xi, xj], xm] =
1
2
[xi, xj] ◦ xm + (xj ◦ xm)xi − (xi ◦ xm)xj.
Logo segue desta observac¸a˜o e da identidade (3.4) que para mostrar a existeˆncia de uma
consequ¨eˆncia da forma (3.6) e´ suficiente considerar f tendo uma das seguintes formas:
(I) f = [x1, x2],
(II) f = x1 ◦ x2,
(III) f = (x1 ◦ x3)x2,
(IV) f = [x1, x3] ◦ x2.
No caso (I) f − f ′ = [x1, x2]− [x2, x1] = 2[x1, x2], enta˜o basta tomar v(y0) = 2y0; no caso
(II) f −f ′ = (x1 ◦x2)− (x2 ◦x1) = 0 e basta tomar v = 0; no caso (III) f −f ′ = (x1 ◦x3)x2−
(x2 ◦ x3)x1 = −12 [x1, x2, x2] e podemos definir v = 12 [y0, y1]. No caso (IV) observemos que
0 = [x, y ◦ z] = [x, y] ◦ z+ y ◦ [x, z] de onde conclu´ımos que [x1, x3] ◦ x2 = [x2, x1] ◦ x3 e assim
f − f ′ = [x1, x3] ◦ x2 − [x2, x3] ◦ x1
= [x2, x1] ◦ x2 − [x1, x2] ◦ x3
= −2(x3 ◦ [x1, x2]),
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logo basta definir v(y0, y1) = −2(y1 ◦ y0). Assim a base da induc¸a˜o esta´ provada.
Suponha que para qualquer identidade fraca de grau menor que l a identidade (3.6) seja
uma consequ¨eˆncia de (3.1). Seja f de grau l uma identidade fraca de sl2(K). Enta˜o f
′
tambe´m e´ uma identidade fraca de sl2(K), da´ı o mesmo vale para v([x1, x2], x3, . . . , xl) = 0.
Como sl2(K) e´ igual a sua suba´lgebra derivada (pois e´ simples), enta˜o v(y1, y2, . . . , yl−1) = 0
e´ uma consequ¨eˆncia de (3.1) pela hipo´tese de induc¸a˜o. Logo f − f ′ = 0 e´ uma consequ¨eˆncia
da identidade (3.1).
Teorema 3.1.5. Seja K um corpo tal que charK = 0. Se f e´ uma identidade fraca do par
(M2(K), sl2(K)), enta˜o f e´ uma consequ¨eˆncia de (3.1).
Prova: Como no lema anterior a escolha do par (x1, x2) foi arbitra´ria, enta˜o para qualquer
permutac¸a˜o σ dos ı´ndices 1, 2, . . . , l a seguinte equac¸a˜o e´ uma consequ¨eˆncia da identidade
(3.1):
f(x1, x2, . . . , xl)− f(xσ(1), xσ(2), . . . , xσ(l)) = 0.
Somando todas as equac¸o˜es acima quando σ ∈ Sl chegamos que a equac¸a˜o:
l!f(x1, x2, . . . , xl)− λ
∑
σ∈Sl
xσ(1)xσ(2) . . . xσ(l) = 0
e´ uma consequ¨eˆncia da identidade (3.1). Substituindo




teremos λl!hl = 0, da´ı λ = 0. Portanto f(x1, x2, . . . , xl) = 0 e´ uma consequ¨eˆncia da identi-
dade (3.1).
3.2 Identidades da A´lgebra de Lie sl2(K)
Lema 3.2.1. A a´lgebra G = sl2(K) satisfaz as seguintes identidades standard (de Lie)∑
σ∈Sn−1
(−1)σ[xn, xσ(1), xσ(2), . . . , xσ(n−1)] = 0 n = 5, 6, . . . (3.7)
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Prova: Como sl2(K) e´ de dimensa˜o 3 e a identidade (3.7) e´ de grau maior ou igual a 5, e´
imediato verificar a afirmac¸a˜o do lema.
Lema 3.2.2. Para todo nu´mero natural s, sl2(K) satisfaz
([y, z])(ad x)2s+1 = [y, z(ad x)2s+1] + [y(ad x)2s+1, z]. (3.8)
Prova: De fato, pela equac¸a˜o (3.5) temos
4x2[y, x] = y(adx)3. (3.9)
Da´ı
([y, z])(adx)2s+1 = 22sx2s[y, z, x] = [y, 22sx2s[z, x]] + [22sx2s[y, x], z]
= [y, z(adx)2s+1] + [y(adx)2s+1, z].
Pela Sec¸a˜o 2.2, o espac¸o PL5 dos polinoˆmios comutadores multilineares (isto e´, os po-
linoˆmios de Lie com respeito ao colchete) e´ uma soma direta dos seguintes S5-submo´dulos
irredut´ıveis:
PL5 = AfT1(τ1) ⊕ AfT2(τ2) ⊕ AfT3(τ3) ⊕ AfT4(τ4) ⊕ AfT5(τ5).
Denote por PL
′
(V ), V = var (G), o conjunto de todas as identidades multilineares
de grau 5 verificadas em V . Assim PL
′
(V ) sera´ um submo´dulo de PL5, mas cada S5-
submo´dulo em PL5(X) e´ igual a` soma de alguns dos AfTi(τi), Ti(τi) ∈ T , onde T ⊆
{T1(τ1), T2(τ2), T3(τ3), T4(τ4), T5(τ5)}. Vamos verificar a validade das identidades da forma
gTi(τi) = 0 em G. Temos que gT5(τ5) = (−1)
∑
σ∈S4(−1)σ[x1, xσ(1), xσ(2), xσ(3), xσ(4)] = 0 e´ uma
consequ¨eˆncia da identidade (3.7) com n = 5. Mais ainda,
gT3(τ3) = [x2, x3](adx1)
3 + [x3, x2(adx1)
3] + [x3(adx1)
3, x2].
Logo gT3(τ3) = 0 e´ uma consequ¨eˆncia da identidade (3.8) com s = 1. Ale´m disso, gT1(τ1) =
2([x1, x2])(adx1)
3, gT2(τ2) = [x1, x2, x1, x1, x2]− [x1, x2, x1, x2, x1] e
gT4(τ4) = [x1, x2, x1, x2, x3] + [x2, x3, x1, x2, x1] + [x3, x1, x1, x2, x2]
+ [x3, x2, x2, x1, x1] + [x1, x3, x2, x1, x2].
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 0 0
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com tabela de multiplicac¸a˜o [e1, e3] = −2e1, [e3, e2] = −2e2, [e2, e1] = −e3. E´ imediato ver
que gT1(τ1) na˜o e´ nulo para x1 = e3, x2 = e1, gT4(τ4) assume um valor na˜o nulo em x1 = e3,
x2 = e2, x3 = e1. Agora no caso de gT2(τ2) e´ suficiente tomar x1 = e1, x2 = e2. Portanto,
PL
′
(V ) = AfT3(τ3) ⊕ AfT5(τ5).
Lema 3.2.3. As seguintes identidades de grau 6 sa˜o identidades da a´lgebra de Lie sl2(K).
[y, z, u, x, x, x] = [y, x, x, z, u, x]− [z, x, y, x, u, x] (3.10)
[y, x, x, x, z, u] = [y, x, z, z, z, u]− [u, x, [y, x, z], x] (3.11)
Prova: Basta mostrar que estas identidades sa˜o identidades fracas. Estas seguem usando
(3.9) e 4x2[y, z] = [y, x, x, z]− [z, x, y, x] que sa˜o consequ¨eˆncias da identidade fraca (3.5). De
fato,
[y, z, u, x, x, x] = [y, z, u](adx)3 = 4x2[y, z, u, x] = [4x2[y, z], u, x]
= [y, x, x, z, u, x]− [z, x, y, x, u, x]
[y, x, x, x, z, u] = [y(adx)3, z, u] = [4x2[y, x], z, u] = 4x2[y, x, z, u]
= [y, x, z, z, z, u]− [u, x, [y, x, z], x].
Nosso objetivo e´ mostrar que a identidade (3.7) com n = 5 e a identidade (3.8) com
s = 1 formam uma base das identidades polinomiais de sl2(K), quando K e´ um corpo de
caracter´ıstica zero. A prova deste fato usa o mesmo me´todo do Teorema 3.1.5. Sendo assim
vamos formular aqui um lema que auxiliara´-nos em nosso objetivo.
Escreveremos σijf(x1, . . . , xi, . . . , xj, . . . , xl) = f(x1, . . . , xj, . . . , xi, . . . , xl). Finalmente
usaremos o s´ımbolo ̂ para significar que a varia´vel sob este sinal devera´ ser omitida.
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Lema 3.2.4. Seja U a variedade de a´lgebras de Lie determinada pelas identidades∑
σ∈S4
(−1)σ[x5, xσ(1), xσ(2), xσ(3), xσ(4)] = 0 (3.12)
[y, z](ad x)3 = [y(adx)3, z] + [y, z(adx)3]. (3.13)
Dado um polinoˆmio de Lie f de grau > 4 e dois ı´ndices i, j, 1 6 i 6 j 6 n, existe um
polinoˆmio multilinear de Lie g(x1, . . . , x̂j, . . . , xl) de grau l − 1 tal que





[xi, xiσ(1) , . . . , xiσ(l−2) , xj]
}
+ g|xi=[xi,xj ], (3.14)
onde β e´ algum escalar e a soma e´ sobre todas as permutac¸o˜es σ do conjunto {1, . . . , î, . . . ,
ĵ, . . . , l}. No caso de l ı´mpar podemos tomar β = 0.
Prova: A prova sera´ feita por induc¸a˜o no grau l de f . Inicialmente observe que em qualquer
a´lgebra de Lie temos a seguinte igualdade, que pode ser verificada por induc¸a˜o sobre k e
utilizando a anticomutatividade e a identidade de Jacobi:
k![a, v1, . . . , vk] =
∑
σ∈Sk
[a, vσ(1), . . . , vσ(k)] +
∑
wi
[a, w1, . . . , wk−1], (3.15)
onde wi sa˜o comutadores em v1, . . . , vk. Assumiremos que f e´ um comutador, uma vez que
uma base de Pl(x1, . . . , xl) e´ formada por monoˆmios da forma [xl, vσ(1), . . . , vσ(l−1)]. Ale´m
disso tomaremos i = l, j = l−1 e por questa˜o de simplicidade escreveremos xl = z, xl−1 = x
e τl,l−1 = τ .
A base da induc¸a˜o e´ o caso l = 5. Se f = [[z, x], . . . ], [z, x1, x, . . . ], enta˜o basta tomar
β = 0, utilizar a anticomutatividade e a identidade de Jacobi e teremos a equac¸a˜o (3.14).
Seja f = [z, x1, x2, x, x3], enta˜o aplicando a equac¸a˜o (3.3) podemos escrever
f − τ(f) = 2(x1 ◦ x2)[z, x, x3]− 2(z ◦ x2)[x1, x, x3]− 2(x1 ◦ x2)[x, z, x3]
+ 2(x ◦ x2)[x1, z, x3] = 4(x1 ◦ x2)[z, x, x3] + [x, z, x2, x1, x3].
Agora substituindo y = x1, z = x2, x = [z, x] e u = x3 na equac¸a˜o (3.5) temos que
f − τ(f) = [z, x, x1, x2, x3] + 2[z, x, x2, x1, x3]− [x3, x1, [z, x], x2]
− [x3, x2, [z, x], x1]
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que e´ a decomposic¸a˜o desejada tomando β = 0.
Pela identidade (3.15) resta considerar os dois casos seguintes.
(i) f =
∑
σ∈S3 [z, xσ(1), xσ(2), xσ(3), x]. Neste caso basta fazer a linearizac¸a˜o completa da
equac¸a˜o (3.8). Assim teremos a identidade (3.14) para β = 0.
(ii) [[xi, xj], z, xt, x]. Usando a equac¸a˜o (3.3) temos:
f − τ(f) = 2(z ◦ xt)[[xi, xj], x]− 2([xi, xj] ◦ xt)[z, x]− 2(x ◦ xt)[[xi, xj], z]
+2(z ◦ xt)[[xi, xj], x] + 2([xi, xj] ◦ xt)[x, z]
= −4([xi, xj] ◦ xt)[x, z] + [[xi, xj], [x, z, t]].
Utilizando a equac¸a˜o (3.6) obtemos
f − τ(f) = −[x, [xi, xj], xt, z]− [x, xt, [xi, xj], z]
+[z, [xi, xj], x, xt] + [z, xt, x, [xi, xj]] + [[xi, xj], [x, z, t]]
que e´ a decomposic¸a˜o desejada. Logo a base da induc¸a˜o esta´ provada.
Suponha que o lema esteja provado para o caso onde o grau de f e´ menor que l. Seja f
de grau l.
Primeiro vamos considerar o caso l par. Se f = [z, x1, . . . , xt, x, xt+1, . . . , xl−2] com t <
l − 2, enta˜o temos pela hipo´tese de induc¸a˜o que para o comutador de grau ı´mpar f ′ =
[z, x1, . . . , xt, x, xt+1, . . . , xl−3] existe um polinoˆmio de Lie g
′
satisfazendo a identidade (3.14)
para β = 0. Enta˜o g = [g
′
, xl−2] satisfaz (3.14) para β = 0. Agora a igualdade (3.15) implica
que resta considerar os dois casos seguintes:
(i) f =
∑
σ∈Sl−1 [z, xσ(1), . . . , xσ(l−2), x]. Neste caso basta tomar β = 1 e g = 0.
(ii) f = [z, x1, . . . , [xi, xi+1], . . . , xl−2, x]. Enta˜o pela hipo´tese de induc¸a˜o, para o comutador
de grau ı´mpar f = [z, x1, . . . , xi−1, xi, xi+2, . . . , xl−2, x] existe um polinoˆmio de Lie
g
′
(z, x1, . . . , x̂i+1, . . . , xl−2) tal que a identidade (3.14) e´ satisfeita com β = 0. Da´ı f
satisfaz a identidade (3.14) com β = 0 e g = g
′|xi=[xi,xi+1].
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Considere o caso em que l e´ ı´mpar. Neste caso devemos ter β = 0. Agora se f =
[z, . . . , x, . . . , xl−3, xl−2], enta˜o a identidade (3.14) com β = 0 segue imediatamente da
hipo´tese de induc¸a˜o.
Se f = [z, x1, . . . , xl−3, x, xl−2], enta˜o pela hipo´tese de induc¸a˜o









O segundo termo na soma tem a forma desejada e como l e´ ı´mpar, aplicando a linearizac¸a˜o
da seguinte identidade de Lie, que e´ uma consequ¨eˆncia de (3.11):
[z(ad y)2k, x, xl−2] = [z(ad y)2(k−1), x, y, y, xl−2] + [y, xl−2, [z(ad y)2(k−1), x], y]
e usando a hipo´tese de induc¸a˜o, o primeiro termo pode ser reduzido a` forma desejada.
A igualdade (3.15) implica que resta considerar os dois casos seguintes:
(i) f =
∑
σ∈Sl−2 [z, xσ(1), . . . , xσ(2k+1), x], l − 2 = 2k + 1. Neste caso a identidade (3.14)
para β = 0 e´ obtida atrave´s da linearizac¸a˜o completa da identidade (3.13), que e´ uma
consequ¨eˆncia de (3.5).
(ii) f = [z, x1, . . . , xl−3, x]|xi=[xi,xl−2]. Enta˜o pela hipo´tese de induc¸a˜o









O u´ltimo somando e´ da forma desejada. O primeiro termo pode ser reescrito como a =
β
′∑
[[xi, xl−2], . . . ]. Assim a e´ anti-sime´trico com respeito a` x1, . . . , x̂i, . . . , xl−3. Aplicando
a equac¸a˜o (3.10), para t > 3 temos
[[u, v, z](ad y)t, x] = [[u, y, y, v, z](ad y)t−2, x] + [[y, v, u, y, z](ad y)t−2, x].
Continuando a aplicar (3.10) para cada termo do lado direito desta u´ltima igualdade, se for
poss´ıvel, obtemos a seguinte identidade de Lie, que segue de (3.12) e (3.13):
[[u, v, z](ad y)t, x] =
∑
i





i, z, y, x] (3.16)







i sa˜o comutadores em u, v, y. A linearizac¸a˜o completa de (3.16) com respeito




±[wi, z, xt, xr, x] +
∑
i
±[ui, vi, z, xt, x] + [b, [z, x]]
}
onde wi, ui, vi sa˜o comutadores e b e´ um polinoˆmio de Lie. No entanto para comutadores de
comprimento 5 a identidade (3.14) se verifica com β = 0. Portanto (3.14) tambe´m se verifica
para o elemento a com β = 0. Logo tambe´m para f , o que prova lema.
Lema 3.2.5. Seja f(x1, . . . , xl) = 0 uma identidade multilinear de grau maior que 4 de
sl2(K). Enta˜o existe um polinoˆmio g(x1, . . . , x̂j, . . . , xl) tal que a identidade
f − τij(f) = g|xi=[xi,xj ] (3.17)
e´ uma consequ¨eˆncia de (3.12) e (3.13).
Prova: Seja f uma identidade multilinear de grau l. Se l e´ ı´mpar, o Lema 3.2.4 garante a
existeˆncia de g tal que a equac¸a˜o (3.17) e´ uma consequ¨eˆncia de (3.12) e (3.13). Se l e´ par,
enta˜o pelo Lema 3.2.4, existem β e g tais que a identidade (3.17) e´ uma consequ¨eˆncia de
(3.12) e (3.13). Agora substitua xi = e1, xj = e2 e a demais varia´veis por e3. Assim teremos
0 = β(l − 2)!2e3
uma vez que [xi, xj] = e3 e g|[xi,xj ] = 0. Logo β = 0 e da´ı para qualquer identidade de sl2(K)
existe g tal que
f − τ(f) = g|xi=[xi,xj ]
e´ uma consequ¨eˆncia de (3.12) e (3.13).
Teorema 3.2.6. As identidades polinomiais da a´lgebra de Lie G = sl2(K) sobre um corpo
K de caracter´ıstica zero admitem uma base da forma∑
σ∈S4
(−1)σ[x5, xσ(1), xσ(2), xσ(3), xσ(4)] = 0
([y, z])(adx)3 = [(y)(adx)3, z] + [y, (z)(adx)3].
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Prova: O teorema sera´ demonstrado por induc¸a˜o sobre o grau l das identidades multilineares
de sl2(K). A base da induc¸a˜o e´ o caso l = 4. Uma vez que a u´nica identidade de grau 4 de
sl2(K) e´ a identidade standard e esta na˜o e´ uma identidade de Lie, este caso esta´ provado.
Suponha que para as identidades multilineares de sl2(K) de grau menor que l o teo-
rema seja verdadeiro. Seja f(x1, . . . , xl) = 0 uma identidade multilinear em sl2(K). Enta˜o
pelo Lema 3.2.5 existe um polinoˆmio g(x1, . . . , x̂j, . . . , xl) tal que a identidade (3.17) e´ uma
consequ¨eˆncia de (3.12) e (3.13). Desde que f = 0 e´ uma identidade de sl2(K) devemos
ter g|xi=[xi,xj ] = 0 uma identidade de sl2(K). Como sl2(K) e´ igual a sua suba´lgebra de-
rivada, g = 0 e´ uma identidade de grau l − 1 de sl2(K) e da´ı pela hipo´tese de induc¸a˜o
f − σ(f) = 0 segue de (3.12) e (3.13). Ale´m disso, para qualquer σ ∈ Sl a identidade
f − σ(f) = 0 e´ uma consequ¨eˆncia de (3.12) e (3.13). Logo o mesmo e´ verdadeiro para a
identidade l!f =
∑
σ∈Sl σ(f) = 0. Portanto o teorema esta´ provado.
CAPI´TULO 4
Uma Base das Identidades de M2(K)
Neste cap´ıtulo provaremos que as identidades multilineares da a´lgebra associativaM2(K)
admitem uma base finita. Para isto acrescentaremos a` base das identidades de sl2(K), obtida
no cap´ıtulo anterior, mais algumas identidades que sa˜o va´lidas na a´lgebra M2(K) e que ira˜o
gerar todas as identidades multilineares de M2(K). Tais identidades sera˜o determinadas
no decorrer da prova do Teorema 4.0.16. Os resultados deste cap´ıtulo foram obtidos por
Razmyslov [26].
Seja K〈X〉 a a´lgebra associativa livre com geradores livres x1, x2, . . . . Queremos encon-
trar um conjunto finito de identidades P verificadas emM2(K) e tal que todas as identidades
multilineares da a´lgebraM2(K) sejam consequ¨eˆncias de P . O conjunto P consistira´ das iden-
tidades de Lie (3.12) e (3.13), das identidades multilineares∑
σ∈S4
(−1)σxσ(1)xσ(2)xσ(3)xσ(4) = 0, (4.1)
[v1 ◦ v2, z] = 0, (4.2)
4[z, x](v1 ◦ v2) = [z, v1, v2, x] + [z, v2, v1, x]− [x, v1, z, v2]− [x, v2, z, v1], (4.3)
onde a notac¸a˜o v1 ◦ v2 e´ a definida anteriormente, v1 e v2 sa˜o comutadores de comprimento 2




j βij(uij ◦ [vij, x6]) = 0 i = 1, 2, para
alguns uij e vij.
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Definic¸a˜o 4.0.7. Considere os comutadores em x1, . . . , xl−1 totalmente ordenados de tal
forma que se o comprimento de u e´ menor que o de v, enta˜o u < v, onde u e v sa˜o comutadores
em x1, . . . , xl−1. Enta˜o os comutadores ba´sicos sa˜o definidos da seguinte maneira:
(1) os comutadores ba´sicos de comprimento 1 sa˜o x1, . . . , xl−1,
(2) se os comutadores ba´sicos de comprimento menor que n esta˜o definidos, enta˜o o co-
mutador [u, v] de comprimento n e´ ba´sico se, e somente se:
(a) u e v sa˜o comutadores ba´sicos e u > v,
(b) se u = [u1, u2], enta˜o u2 6 v.
Observac¸a˜o 4.0.8. Estes comutadores ba´sicos tambe´m sa˜o chamados de comutadores ba´sicos
de Hall. Do Teorema 1.3.38 temos que os comutadores ba´sicos formam uma base da a´lgebra
de Lie livre com geradores livres x1, . . . , xl−1.
Lema 4.0.9. As identidades (3.12), (3.13), (4.1) e (4.2) verificam-se na a´lgebra M2(K).
Prova: Uma vez que v1 e v2 sa˜o comutadores de comprimento 2, enta˜o v1, v2 ∈ sl2(K),
assim v1 ◦ v2 e´ uma matriz escalar. Logo [v1 ◦ v2, z] = 0 e´ uma identidade polinomial para
M2(K).
Como charK 6= 2, qualquer matriz de M2(K) pode ser representada como uma soma de
uma matriz escalar com uma matriz de trac¸o zero. Reescreva a equac¸a˜o (4.1) da seguinte
forma
s4 = [x1, x2] ◦ [x3, x4] + [x1, x3] ◦ [x4, x2] + [x1, x4] ◦ [x2, x3].
Assim e´ fa´cil ver que a equac¸a˜o (4.1) e´ uma identidade quando uma das matrizes e´ escalar.
Portanto substitu´ımos somente por matrizes de sl2(K). Mas dim sl2 = 3, logo s4 = 0 em
sl2(K). Portanto s4 = 0 em M2(K). Como M2(K) tem dimensa˜o 4 e (3.12) tem grau 5, e´
imediato ver que esta u´ltima e´ uma identidade de M2(K). Agora com o mesmo argumento
utilizado para (4.1) vemos que (3.13) e´ uma identidade de M2(K). Portanto todas essas
identidades verificam-se em M2(K).
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Lema 4.0.10. Mo´dulo as identidades (4.2) e (4.3) todo polinoˆmio da forma a = u1u2 . . . un,
onde ui sa˜o comutadores nos geradores x1, x2, . . . de comprimento > 2 pode ser representado
da forma
a = c+ v; (4.4)




i ◦ [xi, xt]), u′i e´ um comutador nos geradores
x1, x2, . . . de comprimento > 2 e xt um gerador fixado.
Prova: Induc¸a˜o sobre n. No caso n = 1 basta tomar v = u1. Suponha que para todo
polinoˆmio em no ma´ximo n − 1 comutadores ui o enunciado seja verdadeiro. Assim se
a = u1 . . . un−1un, enta˜o
a = u1 . . . un−1un = u1 . . . un−2(
1
2
(un−1 ◦ un) + 1
2
[un−1, un]).
Se n > 2, enta˜o pela hipo´tese de induc¸a˜o u1 . . . un−1 e´ redut´ıvel a` forma (4.4). Por outro
lado a identidade (4.3) implica que un−2(un−1 ◦un) e´ um polinoˆmio de Lie, logo u1 . . . un−1un
pode ser representado na forma (4.4).




(u1 ◦ u2) + [u1, u2].
Agora de (4.2) temos que 0 = [z, v1 ◦ v2] = [z, v1] ◦ v2 + v1 ◦ [z, v2] e assim
[v1, z] ◦ v2 = v1 ◦ [z, v2]. (4.5)
Seja xt um gerador que participa em u1 e u2. Com a ajuda de (4.5) podemos reordenar os




i ◦ [xi, xt]}. Portanto
o lema esta´ provado.
Observac¸a˜o 4.0.11. A Proposic¸a˜o 1.5.23 nos da´ que as identidades de M2(K) sa˜o con-
sequ¨eˆncias das identidades pro´prias.
Assim pela observac¸a˜o anterior f pode ser escrito como uma combinac¸a˜o linear de ele-
mentos da forma u1 . . . un, onde ut sa˜o comutadores de comprimento > 2. Logo pelo Lema
4.0.10 uma base das identidades da a´lgebraM2(K) pode ser escolhida entre as identidades da








i um polinoˆmio multilinear de Lie em x1, . . . , xˆt, . . . , xl−1 e βi ∈ K. De (4.2) temos
que os valores do polinoˆmio c em M2(K) sa˜o matrizes escalares e os valores de v esta˜o em
sl2(K). Agora, se charK 6= 2, enta˜o podemos escrever qualquer matriz em M2(K) como
uma soma de uma matriz escalar com uma de trac¸o zero. Da´ı c + v = 0 em M2(K), se e
somente se, c = 0 e v = 0 em M2(K). Pelo Teorema 3.2.6, v = 0 e´ uma consequ¨eˆncia de
(3.12) e (3.13). Logo as identidades de Lie de M2(K) sa˜o consequ¨eˆncias de (3.12), (3.13),
(4.2) e (4.3), enta˜o basta procurar um conjunto de geradores para as identidades da forma
c = 0.
Lema 4.0.12. Seja c =
∑
i βi(ui ◦ [vi, xl]) um polinoˆmio multilinear, onde βi ∈ K, ui e vi
sa˜o comutadores em x1, . . . , xl−1 e o comprimento de ui e´ > 2. Enta˜o a identidade c = 0
verifica-se na a´lgebra M2(K) se, e somente se,
∑
i βi[ui, vi] = 0 em sl2(K).
Prova: Suponha que
∑
i βi[ui, vi] na˜o e´ uma identidade fraca em sl2(K). Enta˜o existem h1,








onde pelo menos um dos nu´meros α, β, γ e´ diferente de zero. Agora α β
γ −α
 ◦
 α′ β ′
γ
′ −α′








βi[ui, vi] ◦ xl)|x1=h1, ..., xl=hl 6= 0 em sl2(K).
Logo (
∑
i βi[ui, vi]) ◦ xl na˜o e´ uma identidade de M2(K).
Seja
∑
i βi(ui◦ [vi, xl]) uma identidade deM2(K). Enta˜o esse polinoˆmio e´ uma identidade
fraca de sl2(K). Agora de (4.2) temos que





βi(ui ◦ [vi, xl]) =
∑
i
βi[ui, vi] ◦ xl.
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Se
∑
i βi[ui, vi] 6= 0 para algumas matrizes A, B ∈ sl2(K), enta˜o como charK 6= 2 existe
h ∈ sl2(K) tal que tomando xl = h temos que
∑
i βi(ui ◦ [vi, xl]) 6= 0, o que e´ um absurdo.
Logo
∑
i βi[ui,i ] e´ uma identidade fraca de sl2(K).
Observac¸a˜o 4.0.13. Em sl2(K) temos a identidade de Jacobi [x1, x2, x3] + [x3, x1, x2] +
[x2, x1, x3] = 0, portanto pelo Lema 4.0.12, em M2(K) temos a identidade
[x1, x2] ◦ [x3, xl] + [x3, x1] ◦ [x2, xl] + [x2, x3] ◦ [x1, xl] = 0 (4.6)
que e´ a identidade standard de grau 4.
Lema 4.0.14. Sejam u e v polinoˆmios de Lie nos geradores x1, . . . , xl−1, onde o compri-
mento de u e´ > 2 e, ale´m disso, seja [u, v] =
∑
i δi[ui, vi], onde [ui, vi] sa˜o comutadores
ba´sicos em x1, . . . , xl−1, enta˜o a igualdade
u ◦ [v, xl] =
∑
i
δi(ui ◦ [vi, xl]) (4.7)
e´ uma consequ¨eˆncia das identidades (4.6) e (4.2).
Prova: Utilizaremos a identidade (4.5) na seguinte forma
z1 ◦ [z2, xl] = −(z2 ◦ [z1, xl]), (4.8)
onde z1 e z2 sa˜o comutadores com comprimento pelo menos 2.
Como os comutadores ba´sicos formam uma base da a´lgebra de Lie livre com geradores
livres x1, . . . , xl−1, qualquer comutador de comprimento n pode ser representado como
combinac¸a˜o linear de comutadores ba´sicos de mesmo comprimento. Usando (4.8) podemos
reordenar a expressa˜o (4.7) de modo a obter uma soma de comutadores ba´sicos, assim basta
provar o lema para estes comutadores ba´sicos. Sendo assim vamos supor u e v comutadores
ba´sicos, u > v e que o comprimento de u e´ > 2.
Provaremos a igualdade (4.7) por induc¸a˜o no comutador ba´sico v. Se [u, v] e´ um comu-
tador ba´sico o resultado segue imediatamente de (4.2).
Suponha que para [w1, w2], onde o comprimento de [w1, w2] e´ igual ao comprimento de
[u, v], o comprimento de w1 e´ > 2, w1 > w2 > v1, w1 e w2 sa˜o comutadores ba´sicos, o lema
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seja verdadeiro. Provaremos que o mesmo acontece para [u, v]. Como o comprimento de u
e´ > 2, temos u = [u1, u2] e pela definic¸a˜o de comutadores ba´sicos u1 e u2 sa˜o comutadores
ba´sicos com u1 > u2. Se u2 6 v, enta˜o [u, v] e´ um comutador ba´sico e nada ha´ a fazer.
Suponha que u2 > v. Enta˜o [[u1, u2], v] = [[u1, v], u2]− [[u2, v], u1] e por (4.6) temos que
[u1, u2] ◦ [v, xl] = [u1, v] ◦ [u2, xl]− [u2, v] ◦ [u1, xl].
Assim se provarmos o lema para [[u1, v], u2] e [[u2, v], u1], ele sera´ verdadeiro para [[u1, u2], v].
Seja [u1, v] =
∑
i δiwi, onde wi sa˜o comutadores ba´sicos. Como u1 > u2, devemos ter o
comprimento de wi igual ao comprimento de [u1, v], que por sua vez e´ maior que o de u2, logo
wi > u2. Mas u2 > v, da´ı pela hipo´tese de induc¸a˜o o lema e´ va´lido para [wi, u2] e portanto
tambe´m e´ va´lido para [[u1, v], u2].




i, onde wi e´ um comutador ba´sico. Se w
′
i = u1, enta˜o [w
′
i, u1] = 0 e
utilizando (4.8) a afirmac¸a˜o do lema e´ va´lida. Se w
′
i > u1 enta˜o da relac¸a˜o u1 > u2 > v segue
pela hipo´tese de induc¸a˜o que o lema e´ va´lido para o comutador [w
′
i, u1]. Agora se w
′
i < u1,
enta˜o o comprimento de w
′
i e´ igual ao comprimento de [u2, v] que por sua vez e´ maior que
o de v. Logo w
′
i > v e pela hipo´tese de induc¸a˜o o lema e´ va´lido para [u1, w
′
i]. Utilizando
(4.8) tambe´m sera´ va´lido para [w
′
i, u1]. Portanto a afirmac¸a˜o do lema esta´ provada para o
comutador [[u2, v], u1].
Corola´rio 4.0.15. Suponha que na a´lgebra de Lie livre com geradores livres x1, . . . , xl−1 a
igualdade
∑
i δi[ui, vi] = 0 verifica-se, onde ui e vi sa˜o comutadores ba´sicos e o comprimento
de ui e´ > 2, enta˜o a identidade
∑
i δi(ui ◦ [vi, xl]) = 0 e´ uma consequ¨eˆncia das identidades
(4.6) e (4.2).
Prova: Uma vez que os comutadores ba´sicos formam uma base da a´lgebra de Lie livre, o
elemento
∑
i δi[ui, vi] = 0 pode ser representado como uma combinac¸a˜o linear de comutadores
ba´sicos com coeficientes zero. Assim a afirmac¸a˜o segue do Lema 4.0.14.
Teorema 4.0.16. Seja K um corpo de caracter´ıstica zero, enta˜o qualquer identidade da
a´lgebra M2(K) e´ uma consequ¨eˆncia de um conjunto finito de identidades de grau 4, 5 e 6.
Prova: Denote a identidade (3.12) por f1 = 0 e transfira os elementos do lado direito da
identidade (3.13) para o lado esquerdo e denote o resultado por f2 = 0. Podemos escrever f1
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e f2 na forma fi =
∑
j βij[uij, vij] i = 1, 2, onde uij e vij sa˜o comutadores e o comprimento






βij(uij ◦ [vij, x6]) = 0 i = 1, 2
sa˜o identidades para a a´lgebra M2(K).
Mostramos anteriormente que, mo´dulo as identidades (4.2), (4.3), (3.12) e (3.13), uma
base de identidades da a´lgebraM2(K) pode ser escolhida entre as identidades da forma c = 0
onde c =
∑
i βi(ui ◦ [vi, xl]) e os ui sa˜o comutadores de comprimento > 2. Pelo Lema 4.0.12∑
i βi[ui, vi] = 0 e´ uma identidade de sl2(K). Mas as identidades de sl2(K) sa˜o consequ¨eˆncias




















e´ uma consequ¨eˆncia de (4.1) e (4.2). Por outro lado, φ
′
ij = 0 e´ uma consequ¨eˆncia de f
′
1 = 0 e
f
′








[v1 ◦ v2, z] = 0,
4[z, x](v1 ◦ v2) = [z, v1, v2, x] + [z, v2, v1, x]− [x, v1, z, v2]− [x, v2, z, v1],∑
σ∈S4
[x5, xσ(1), xσ(2), xσ(3), xσ(4)] = 0,






βij(uij ◦ [vij, x6]) = 0 i = 1, 2,
onde v1 e v2 sa˜o comutadores de comprimento 2 e para alguns uij e vij.
CAPI´TULO 5
Uma Base Minimal das Identidades
de M2(K)
No cap´ıtulo anterior provamos que sobre um corpo de caracter´ıstica zero as variedades
de a´lgebras associativas e de Lie, geradas pela a´lgebra das matrizes de ordem 2, teˆm bases
finitas. No caso associativo existe uma base de sete identidades e para a variedade de a´lgebras
de Lie temos duas identidades que a determinam. E´ interessante considerar o problema de
encontrar uma base minimal de identidades destas variedades. Por exemplo, no caso de
a´lgebras de Lie, Filippov [11] indicou uma base de uma identidade e no caso associativo, Tki
[33], mostrou que e´ suficiente considerar quatro identidades.
O presente cap´ıtulo apresenta a base minimal para M2(K) encontrada por V. Drensky
em [6].
Teorema 5.0.17. As identidades polinomiais da a´lgebra de matrizes M2(K) seguem da
identidade standard s4(x1, x2, x3, x4) e da identidade de Hall [[x1, x2]
2, x1] em duas varia´veis.
Na prova do teorema fazemos o uso da teoria de representac¸o˜es do grupo geral linear para
determinarmos a` estrutura de mo´dulos dos polinoˆmios pro´prios. Ale´m disso na˜o usaremos
a forma concreta das identidades de Razmyslov mas o fato de que todas as identidades na
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base sa˜o de grau 4, 5 e 6, enquanto no caso de a´lgebras de Lie, de grau 5.





Na Sec¸a˜o 2.4 apresentamos alguns resultados sobre como decompor B
(n)
m e achamos esta





m que sera´ fundamental para obtermos a base minimal das identidades de M2(K).
Proposic¸a˜o 5.1.1 ([7], [8]). A decomposic¸a˜o de B
(5)
m e´ a seguinte:
B(5)m
∼= Wm(4, 1)⊕ 2Wm(3, 2)⊕ 2Wm(3, 12)⊕ 2Wm(22, 1)⊕Wm(2, 13).
Os vetores de peso ma´ximo correspondentes sa˜o:
w(4,1)(x1, x2) = [x2, x1, x1, x1, x1];
w
′
(3,2)(x1, x2) = [[x2, x1, x1], [x2, x1]];
w
′′












(−1)pi[xpi(1), x1, x1] ◦ [xpi(2), xpi(3)];
w
′
(22,1)(x1, x2, x3) =
∑
pi∈S3
(−1)pi[[x2, x1, xpi(1)], [xpi(2), xpi(3)]];
w
′′
(22,1)(x1, x2, x3) =
∑
pi∈S3
(−1)pi[x2, x1, xpi(1)] ◦ [xpi(2), xpi(3)];
w
′
(2,13)(x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[[xpi(1), x1, xpi(2)], [xpi(3), xpi(4)]];
w
′′
(2,13)(x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[xpi(1), x1, xpi(2)] ◦ [xpi(3), xpi(4)],




λ duas co´pias diferentes de Wm(λ) em B
(5)
M , λ = (3, 2), (3, 1
2),
(22, 1), (2, 13).
Prova: Pelo Teorema 2.4.4,
B(5)m
∼= Wm(4, 1)⊕Wm(2, 1)⊗Wm(12)⊕Wm(12)⊗Wm(2, 1)
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e a decomposic¸a˜o segue da Regra de Young 2.3.13 porque (veja Figura 5.1)













Figura 5.1: Wm(2, 1)⊗Wm(12) ∼= Wm(3, 2)⊕Wm(3, 12)⊕Wm(22, 1)⊕Wm(2, 13).
O elemento
s(4,1) = s2(x1, x2)x
3
1 = [x1, x2]x
3
1
e´ um vetor de peso ma´ximo de (K〈Vm〉)(5) associado ao mo´dulo W (4, 1), de acordo com o
Teorema 2.3.6. Definamos um homomorfismo de GLm-mo´dulos φ : (K〈Vm〉)(5) → B(5)m por
φ(xi1 . . . xi5) = [xi1 , . . . , xi5 ].
Temos que
φ(s(4,1)) = w(4,1) = −2[x2, x1, x1, x1, x1] 6= 0
esta´ em B
(5)
m . Assim Wm(4, 1) ⊂ B(5)m .
Para λ = (3, 2) definimos um homomorfismo de GLm-mo´dulos φj : (K〈Vm〉)(5) → B(5)m ,
j = 1, 2 por
φ1(xi1 , . . . , xi5) = [xi1 , xi2 , xi3 ][xi4 , xi5 ]
φ2(xi1 , . . . , xi5) = [xi1 , xi2 ][xi3 , xi4 , xi5 ].
Agora
s(3,2) = s2(x1, x2)
2x1
e
φ1(s(3,2)) = 4[x2, x1, x1][x2, x1]
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φ2(s(3,2)) = 4[x2, x1][x2, x1, x1]











= [x2, x1, x1] ◦ [x2, x1] sa˜o vetores de peso ma´ximo linearmente
independentes, uma vez que φ1(s(3,2)) e φ2(s(3,2)) pertencem a` base de Bm no Teorema 2.4.1
(i).
Para λ = (3, 12) temos que





λ = (φ1 + φ2)(s(3,12)) e w
′′
λ = (φ1 − φ2)(s(3,12)).
Os outros casos seguem de modo ana´logo. Assim, os polinoˆmios dados sa˜o vetores de
peso ma´ximo linearmente independentes, isto e´, geram GLm-mo´dulos isomorfos, no entanto
diferentes.
Proposic¸a˜o 5.1.2 ([8]). A decomposic¸a˜o de B
(6)
m e´ a seguinte:
B(6)m
∼= Wm(5, 1)⊕ 3Wm(4, 2)⊕ 3Wm(4, 12)⊕ 2Wm(32)⊕ 6Wm(3, 2, 1)
⊕ 4Wm(3, 13)⊕ 2Wm(23)⊕ 4Wm(22, 12)⊕ 2Wm(2, 14)⊕Wm(16)
As dimenso˜es dos S6-mo´dulos correspondentes e seus vetores de peso ma´ximo sa˜o da-





λ , i = 1, . . . , kλ um sistema linearmente independente de vetores de peso ma´ximo
correspondendo aos GLm-mo´dulos isomorfos.
λ = (5, 1), dimM(λ) = 5, kλ = 1 :
wλ(x1, x2) = [x2, x1, x1, x1, x1, x1];
λ = (4, 2), dimM(λ) = 9, kλ = 3 :
w
(1)
λ (x1, x2) = [[x2, x1, x1, x1], [x2, x1]],
w
(2)
λ (x1, x2) = [x2, x1][x2, x1, x1, x1],
w
(3)
λ (x1, x2) = [x2, x1, x1][x2, x1, x1];
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λ = (4, 12), dimM(λ) = 10, kλ = 3 :
w
(1)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[[xpi(1), x1, x1, x1], [xpi(2), xpi(3)]],
w
(2)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[[xpi(1), x1, xpi(2)], [xpi(3), x1, x1]],
w
(3)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[xpi(1), xpi(2)][xpi(3), x1, x1, x1];
λ = (32), dimM(λ) = 5, kλ = 2 :
w
(1)
λ (x1, x2) =
∑
pi∈S2
(−1)pi[[x2, x1, xpi(1)], [x2, x1, xpi(2)]],
w
(2)
λ (x1, x2) = [x2, x1][x2, x1][x2, x1];
λ = (3, 2, 1), dimM(λ) = 16, kλ = 6 :
w
(1)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[[x2, x1, x1, xpi(1)], [xpi(2), xpi(3)]],
w
(2)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[[xpi(1), x1], [x2, x1], [xpi(2), xpi(3)]],
w
(3)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[[xpi(1), x1, xpi(2)], [x2, x1, xpi(3)]],
w
(4)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[xpi(1), xpi(2)][x2, x1, x1, xpi(3)],
w
(5)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[xpi(1), x1][[xpi(2), xpi(3)], [x2, x1]],
w
(6)
λ (x1, x2, x3) =
∑
pi∈S3
(−1)pi[x2, x1, xpi(1)][xpi(2), x1, xpi(3)];
λ = (3, 13), dimM(λ) = 10, kλ = 4 :
w
(1)
λ (x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[[xpi(1), x1, x1, xpi(2)], [xpi(3), xpi(4)]],
w
(2)
λ (x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[xpi(1), xpi(2)][xpi(3), x1, x1, xpi(4)],
w
(3)
λ (x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[xpi(1), xpi(2)][[xpi(3), x1], [xpi(4), x1]],
w
(4)
λ (x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[xpi(1), x1, xpi(2)][xpi(3), x1, xpi(4)];
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λ = (23), dimM(λ) = 5, kλ = 2 :
w
(1)
λ (x1, x2, x3) =
∑
pi,ρ∈S3
(−1)pi(−1)ρ[xpi(1), xpi(2)][[xρ(1), xρ(2)], [xpi(3), xρ(3)]],
w
(2)
λ (x1, x2, x3) =
∑
pi,ρ∈S3
(−1)pi(−1)ρ[xpi(1), xpi(2), xρ(1)][xρ(2), xpi(3), xρ(3)];
λ = (22, 12), dimM(λ) = 9, kλ = 4 :
w
(1)
λ (x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[[xpi(1), xpi(2)], [x2, x1], [xpi(3), xpi(4)]],
w
(2)





(−1)pi(−1)ρ[[xpi(1), xρ(1), xpi(2)], [xpi(3), xρ(2), xpi(4)]],
w
(3)
λ = [x2, x1]s4(x1, x2, x3, x4),
w
(4)
λ (x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[xpi(1), xpi(2)][[xpi(3), xpi(4)], [x2, x1]];
λ = (2, 14), dimM(λ) = 5, kλ = 2 :
w
(1)
λ (x1, x2, x3, x4, x5) =
∑
pi∈S5
(−1)pi[[xpi(1), x1], [xpi(2), xpi(3)], [xpi(4), xpi(5)]],
w
(2)
λ (x1, x2, x3, x4, x5) =
∑
pi∈S5
(−1)pi[xpi(1), xpi(2)][xpi(3), xpi(4)][xpi(5), x1];
λ = (16), dimM(λ) = 1, kλ = 1 :
wλ(x1, x2, x3, x4, x5, x6) = s6(x1, x2, x3, x4, x5, x6).
Prova: Pelo Teorema 2.4.4
B(6)m
∼= Wm(5, 1)⊕Wm(3, 1)⊗Wm(12)⊕Wm(2, 1)⊗Wm(2, 1)
⊕ Wm(12)⊗Wm(3, 1)⊕Wm(12)⊗Wm(12)⊗Wm(12).
Aplicando as Regras de Young 2.3.13 e Littlewood-Richardson 2.3.11, calculamos (ver Figura
5.2 para o quadrado tensorial de Wm(2, 1))
Wm(3, 1)⊗Wm(12) ∼= Wm(12)⊗Wm(3, 1)
∼= Wm(4, 2)⊕Wm(4, 12)⊕Wm(3, 2, 1)⊕Wm(3, 13);
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Wm(1
2)⊗Wm(12)⊗Wm(12) ∼= (Wm(22)⊕Wm(2, 12)⊕Wm(14))⊗Wm(12)
∼= (Wm(32)⊕Wm(3, 2, 1)⊕Wm(22, 12))
⊕ (Wm(3, 2, 1)⊕Wm(3, 13)⊕Wm(23)⊕Wm(22, 12)
⊕ Wm(2, 14))⊕ (Wm(22, 12)⊕Wm(2, 14)⊕Wm(16))
Wm(2, 1)⊗Wm(2, 1) ∼= Wm(4, 2)⊕Wm(4, 12)⊕Wm(32)
⊕ 2Wm(3, 2, 1)⊕Wm(3, 13)⊕Wm(23)⊕Wm(22, 12),
e assim temos a decomposic¸a˜o de B
(6)

























Figura 5.2: Decomposic¸a˜o de Wm(2, 1)⊗Wm(2, 1).
da proposic¸a˜o sa˜o imagens de polinoˆmios da forma (2.7) e da´ı sa˜o vetores de peso ma´ximo.
Seu nu´mero e´ igual a` multiplicidade kλ de Wm(λ) em B
(6)
m . Desde que todos estes vetores
de peso ma´ximo esta˜o em B
(6)
m , e´ suficiente mostrar que eles sa˜o linearmente independentes.
Mostremos a independeˆncia linear em dois casos t´ıpicos. Os outros casos sa˜o verificados
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de modo ana´logo. Ao inve´s de estabelecermos a independeˆncia linear para todo wiλ, i = 1,
. . . , kλ, dividiremos o problemas em va´rias partes e mostraremos a independeˆncia linear em
grupos. Usaremos va´rias vezes o Lema 1.5.20 e o Teorema 2.4.1 (ii). Se up e uq sa˜o dois
comutadores e deg up < deg uq, assumiremos que up < uq, e se deg up = deg uq, ordenaremos
up e uq do modo mais conveniente.






λ pertencem a` a´lgebra de Lie livre, isto e´,





lineares de comutadores upuq, deg up = 2, deg uq = 4. Finalmente, pelo Teorema 2.4.1 (ii),
os comutadores
[x2, x1, x1] < [x3, x1, x2], [x2, x1, x2] < [x3, x1, x1]
sa˜o linearmente independentes e
w
(6)
λ = [x2, x1, x2][x3, x1, x1]− [x2, x1, x1][x3, x1, x2]
+[x2, x1, x1][x2, x1, x3]− [x2, x1, x3][x2, x1, x1]
= [x2, x1, x2][x3, x1, x1]− [x2, x1, x1][x3, x1, x2] + [[x2, x1, x1], [x3, x1, x3]].
Portanto pelo Lema 1.5.20, como w
(i)
λ , i = 1, 2, 3 e w
(j)
λ , j = 4, 5 teˆm comprimentos
diferentes eles sa˜o linearmente independentes, logo e´ suficiente mostrar que cada conjunto





λ usando a base no Teorema 2.4.1 (ii). Enta˜o: w
(1)
λ e´ expresso pelo produto de
comutadores upuq e uqup, deg up = 2, deg uq = 4; w
(2)
λ e´ expresso por upuqur, deg up =
deg uq = deg ur = 2; w
(3)







λ sa˜o na˜o nulos. Temos que: o produto [x2, x1, x1, x1][x3, x2]
participa com coeficiente −2 em w(1)λ ; [x3, x1][x2, x1][x2, x1] com coeficiente −2 em w(2)λ ;
[x3, x1, x1][x2, x1, x2] participa com coeficiente 1 em w
(3)






λ sa˜o na˜o nulos.
De modo semelhante, w
(4)
λ e´ expresso por upuq, onde deg up = 2, deg uq = 4; w
(5)
λ e´ expresso




λ sa˜o na˜o nulos.














ai[xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ],
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w
(4)





ai[xi1 , xi2 ][xi4 , xi5 , xi6 , xi7 ],
e w
(3)
λ e´ congruente a um elemento∑
ai[x2, x1][xi3 , xi4 ][xi5 , xi6 ],
[x2, x1] 6 [xi3 , xi4 ] < [xi5 , xi6 ],
mo´dulo o espac¸o vetorial gerado pelos produtos
[xj1 , xj2 ][[xj3 , xj4 ], [xj5 , xj6 ]].
Isto segue diretamente de alguns ca´lculos onde para w
(2)
λ , por exemplo, [x3, x1, x1][x4, x2, x2]
participa com coeficiente −2.
A descric¸a˜o da a´lgebra de Lie livre Lm como GLm-mo´dulos foi dada por Thrall [32], que
tambe´m encontrou a decomposic¸a˜o de L
(n)
m para n 6 10.
Proposic¸a˜o 5.1.3. (Thrall [32]) A decomposic¸a˜o da componente homogeˆnea L
(n)
m de grau
6 6 da a´lgebra de Lie livre Lm e´ a seguinte:
L(1)m
∼= Wm(1), L(2)m ∼= Wm(12), L(3)m ∼= Wm(2, 1),
L(4)m
∼= Wm(3, 1)⊕Wm(2, 12),
L(5)m
∼= Wm(4, 1)⊕Wm(3, 2)⊕Wm(3, 12)⊕Wm(22, 1)⊕Wm(2, 13),
L(6)m
∼= Wm(5, 1)⊕Wm(4, 2)⊕ 2Wm(4, 12)⊕Wm(32)
⊕3Wm(3, 2, 1)⊕Wm(3, 13)⊕ 2Wm(22, 12)⊕Wm(2, 14).
Para nossas considerac¸o˜es tambe´m precisaremos dos vetores de peso ma´ximo dos GLm-
mo´dulos irredut´ıveis de L
(n)
m para n pequeno.
Corola´rio 5.1.4. Os seguintes polinoˆmios formam um sistema maximal linearmente inde-
pendente de vetores de peso ma´ximo de Wm(λ) ⊂ L(n)m , λ ` n, n 6 6:
Para n = 1: w(1)(x1) = x1.
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Para n = 2, 3, 4 os vetores de peso ma´ximo sa˜o dados no Exemplo 2.4.5.
Para n = 5 os vetores de peso ma´ximo sa˜o esses na Proposic¸a˜o 5.1.1:
w(4,1), w
′
λ, λ = (3, 2), (3, 1
2), (22, 1), (2, 13).
Para n = 6 os vetores de peso ma´ximo sa˜o esses na Proposic¸a˜o 5.1.2:
λ = (5, 1) : wλ;
λ = (4, 2) : w
(1)
λ ;





λ = (32) : w
(1)
λ ;







λ = (3, 13) : w
(1)
λ ;





λ = (2, 14) : w
(1)
λ .
Prova: O Exemplo 2.4.5 e as Proposic¸o˜es 5.1.1 e 5.1.2 garantem que os polinoˆmios consi-
derados w
(i)
λ sa˜o elementos de Lie e sa˜o vetores de peso ma´ximo linearmente independentes.
Portanto, para n fixado, eles geram um GLm-submo´dulo W
(n) de L
(n)
m e a multiplicidade de
Wm(λ) em W
(n) para um λ ` n fixo e´ igual ao nu´mero de polinoˆmios w(i)λ em W (n). Desde
que este nu´mero coincide com a multiplicidade dada na Proposic¸a˜o 5.1.3 e pela inclusa˜o
W (n) ⊆ L(n)m , obtemos que W (n) = L(n)m .
5.2 Base Minimal
O seguinte resultado segue direto do Teorema de Razmyslov, tendo em mente que todas
identidades polinomiais de M2(K) sa˜o consequ¨eˆncias das identidades pro´prias e que M2(K)
na˜o satisfaz nenhuma identidade de grau 6 3.
Observac¸a˜o 5.2.1. Aqui M2 denota a variedade determinada por M2(K).
Proposic¸a˜o 5.2.2. (i) Seja W a variedade de a´lgebras associativas definida pelas identi-
dades polinomiais pro´prias de grau > 4 e tais que os GLm-mo´dulos B(n)m ∩ T (M2) e
B
(n)
m ∩ T (W) coincidem para n = 4, 5, 6. Enta˜o M2 = W.
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(ii) Seja V uma variedade de a´lgebras de Lie definida pelas identidades polinomiais de
grau > 5 e com as mesmas identidades polinomiais de grau 5 de sl2(K). Enta˜o V =
var sl2(K).
Agora damos mais uma base das identidades polinomiais de sl2(K) que consiste de vetores
de peso ma´ximo de GLm-mo´dulos na˜o isomorfos de grau 5 e portanto, em um certo sentido,
e´ minimal.
Corola´rio 5.2.3. Os polinoˆmios de Lie
w(3,12)(x1, x2, x3) =
∑
pi∈S3
(−1)pi[[xpi(1), x1, x1], [xpi(2), xpi(3)]];
w(2,13)(x1, x2, x3, x4) =
∑
pi∈S4
(−1)pi[[xpi(1), x1, xpi(2)], [xpi(3), xpi(4)]],
formam uma base das identidades da a´lgebra de Lie sl2(K).
Prova: Usamos a decomposic¸a˜o de Thrall da componente homogeˆnea de grau 5 da a´lgebra
de Lie livre dada na Proposic¸a˜o 5.1.3:
L(5)m
∼= Wm(4, 1)⊕Wm(3, 2)⊕Wm(3, 12)⊕Wm(22, 1)⊕Wm(2, 13). (5.1)
Se T (sl2(K)) e´ o T -ideal da a´lgebra de Lie livre L da a´lgebra sl2(K), enta˜o como GLm-
mo´dulos,
L(5)m
∼= (L(5)m /(L(5)m ∩ T (sl2(K))))⊕ (L(5)m ∩ T (sl2(K))). (5.2)








m ∩ T (sl2(K)))) ∼= Wm(4, 1)⊕Wm(3, 2)⊕Wm(22, 1). (5.3)
Comparando as decomposic¸o˜es (5.1) e (5.3) obtemos de (5.2) que
L(5)m ∩ T (sl2(K)) ∼= Wm(3, 12)⊕Wm(2, 13).





sa˜o iguais a 1, isto e´, estes GLm-mo´dulos sa˜o gerados por qualquer vetor de peso ma´ximo
w(3,12) e w(2,13) na a´lgebra de Lie livre Lm e aplicar o Corola´rio 5.1.4 que da´ a lista dos vetores
de peso ma´ximo de grau pequeno em Lm.
CAP. 5 • UMA BASE MINIMAL DAS IDENTIDADES DE M2(K) 93
Observac¸a˜o 5.2.4. A a´lgebra de Lie livre L esta´ contida na a´lgebra associativa livre K〈X〉.
Assim as consequ¨eˆncia de “Lie”de uma identidade f ∈ L podem ser obtidas por operac¸o˜es
em L como um espac¸o vetorial (cujas operac¸o˜es tambe´m esta˜o em K〈X〉) e por operac¸o˜es de
comutadores que tambe´m pode ser expressa em termos de operac¸o˜es de K〈X〉. Logo, toda
identidade polinomial de M2(K) que esta´ contida em L segue num sentido “associativo”das
identidades no Corola´rio 5.2.3.
Observac¸a˜o 5.2.5. Uma vez que Fm(var sl2(K)) esta´ mergulhada em Fm(M2), temos pela
Observac¸a˜o 5.2.4 e o Lema 5.2.8 o isomorfismo de a´lgebras de Lie
Fm(var sl2(K)) ∼= Lm/(Lm ∩ T (W)).
Lema 5.2.6. Seja U um T -ideal de K〈X〉 e sejam wλ ∈ Wm(λ) ⊂ Bm um vetor de peso
ma´ximo, λ ` n. Com o objetivo de mostrar que wλ pertence a U , podemos assumir que todos
os vetores de peso ma´ximo wµ ∈ Bm, µ ` n, µ 6= λ, pertencem a U e trabalhar somente com
os mo´dulos isomorfos a Wm(λ).










enta˜o para o T -ideal U
′






Portanto o vetor de peso ma´ximo wλ pertence a U se, e somente se, ele pertence a U
′
.
Ate´ o fim desde cap´ıtulo denotaremos porW a variedade de a´lgebras associativas definidas
pelas identidades polinomiais
s4(x1, x2, x3, x4), (5.4)
[[x1, x2]
2, x1]. (5.5)
Ambas as identidades verificam-se para M2(K), isto e´, M2 ⊆ W. Usaremos a repre-







[x1, xpi(2)] ◦ [xpi(3), xpi(4)]
= [x1, x2] ◦ [x3, x4] + [x1, x3] ◦ [x4, x2] + [x1, x4] ◦ [x2, x3]
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Lema 5.2.7. O GLm-mo´dulo W de B
(5)
m gerado por todos [xi1 , xi2 , xi3 ]◦ [xi4 , xi5 ] tem decom-
posic¸a˜o
W ∼= W (3, 2)⊕W (3, 12)⊕W (22, 1)⊕W (2, 13).
Prova: Os vetores de peso ma´ximo w
′′
λ, λ = (3, 2), (3, 1
2), (22, 1), (2, 13) na Proposic¸a˜o
5.1.1 pertencem a W e geram GLm-mo´dulos irredut´ıveis dois a dois na˜o isomorfos. Logo a
soma direta de W (3, 2), W (3, 12), W (22, 1) e W (2, 13) esta´ contida em W . Agora temos que
B
(5)
m /W ∼= L(5)m . Por outro lado, comparando as multiplicidades das componentes irredut´ıveis
de L
(5)
m na Proposic¸a˜o 5.1.3 com as das componentes que aparecem em
B(5)m /(W (3, 2)⊕W (3, 12)⊕W (22, 1)⊕W (2, 13))
obtemos que
L(5)m
∼= B(5)m /W ∼= B(5)m /(W (3, 2)⊕W (3, 12)⊕W (22, 1)⊕W (2, 13)),
isto e´, W na˜o tem nenhuma outra componente irredut´ıvel.
Lema 5.2.8. (i) As identidades polinomiais de Lie de M2(K) seguem da identidade stan-
dard (5.4).
(ii) As identidades polinomiais de grau 5 de M2(K) seguem de (5.4) e (5.5).
Prova: A identidade standard (5.4) e´ a u´nica identidade de grau6 4 deM2(K) e L(5) ⊂ B(5).
O polinoˆmio (5.5) e´ um vetor de peso ma´ximo de umGLm-mo´duloWm(3, 2) que na˜o participa
na decomposic¸a˜o de L(5)∩T (M2(K)). Portanto, e´ suficiente mostrar que todas as identidades
polinomiais pro´prias de grau 5 de M2(K) sa˜o satisfeitas tambe´m em W. Comparando a
decomposic¸a˜o de B
(5)
m na Proposic¸a˜o 5.1.1
B(5)m
∼= Wm(4, 1)⊕ 2Wm(3, 2)⊕ 2Wm(3, 12)⊕ 2Wm(22, 1)⊕ 2Wm(2, 13)




∼= Wm(4, 1)⊕Wm(3, 2)⊕Wm(3, 12)⊕Wm(22, 1)
no Teorema 2.4.7, temos que mostrar que
B(5)m ∩ T (W) = B(5)m ∩ T (M2) ∼= Wm(3, 2)⊕Wm(3, 12)⊕Wm(22, 1)⊕ 2Wm(2, 13).
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na Proposic¸a˜o 5.1.1 esta˜o contidos em T (W). Faremos todos os ca´lculos na a´lgebra relati-
vamente livre Fm(W).
Caso λ = (3, 2). O polinoˆmio w
′′
(3,2) coincide com a expressa˜o em (5.5) e portanto se
anula em Fm(W).
Caso λ = (3, 12). Substitu´ımos em (5.5):
0 = s4(x
2
1, x1, x2, x3) = [x
2
1, x2] ◦ [x3, x1] + [x21, x3] ◦ [x1, x2]
= (x1 ◦ [x1, x2]) ◦ [x3, x1] + (x1 ◦ [x1, x3]) ◦ [x1, x2]
= x1([x1, x2][x3, x1] + [x1, x3][x1, x2]) + ([x3, x1][x1, x2] + [x1, x2][x1, x3])x1






Caso λ = (22, 1). Substitu´ımos em (5.4):










Caso λ = (2, 13). Usamos (5.4):













[xpi(1), xpi(2), x1] ◦ [xpi(3), xpi(4)] = w′′(3,2).
Pelo Lema 5.2.7, o GLm-mo´dulo gerado por [xi1 , xi2 , xi3 ] ◦ [xi4 , xi5 ] conte´m somente um
submo´dulo Wm(2, 1
3) que tambe´m esta´ contido em T (W). Aplicando o Lema 5.2.6, traba-







(−1)pi[xpi(1), x1, xpi(2)][xpi(3), xpi(4)] ≡ 0.
Faremos substituic¸o˜es em (5.4), usando a igualdade
[u ◦ v, w] = 2u[v, w] + 2v[u,w] + [u,w, v] + [v, w, u] (5.6)
SEC¸A˜O 5.2 • BASE MINIMAL 96














(−1)pi(u[x1, xpi(2)] ◦ [xpi(3), xpi(4)] + x1[u, xpi(2)] ◦ [xpi(3), xpi(4)]










s4(x1, . . . , xi ◦ u, . . . , x4) ≡ 2
∑
pi∈S4





(−1)pi[xpi(1), xpi(2), u][xpi(3), xpi(4)] ≡
∑
pi∈S4




Lema 5.2.9. Sejam Wi, i = 1, 2, 3, 4 os GLm-submo´dulos de B
(6)
m gerados respectivamente,



































Enta˜o, mo´dulo os elementos de Lie de grau 6 em Bm:
o GLm-mo´dulo gerado por todos [xi1 , xi2 ][xi3 , xi4 ][xi5 , xi6 ] coincide com W1 +W3;
o GLm-mo´dulo gerado por todos [xi1 , xi2 ][xi3 , xi4 , xi5 , xi6 ] coincide com W2 +W3;
o GLm-mo´dulo gerado por todos [xi1 , xi2 ][[xi3 , xi4 ], [xi5 , xi6 ]] coincide com W3;
o GLm-mo´dulo gerado por todos [xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ] coincide com W4.
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Prova: Segue da Proposic¸a˜o 5.1.2 que
Wm(1
2)⊗Wm(12)⊗Wm(12) ∼= Wm(32)⊕ 2Wm(3, 2, 1)⊕Wm(3, 13)
⊕Wm(23)⊕ 3Wm(22, 12)⊕ 2Wm(2, 14)⊕Wm(16)
Denotemos por W0 o GLm-mo´dulo gerado por
[xi1 , xi2 ][xi3 , xi4 ][xi5 , xi6 ].
Pela Proposic¸a˜o 2.4.3, ele e´ isomorfo ao produto tensorial Wm(1
2)⊗Wm(12)⊗Wm(12) e da


























porque todos estes vetores de peso ma´ximo esta˜o em W0, sa˜o linearmente independentes e
seu nu´mero e´ igual ao nu´mero de componentes irredut´ıveis de Wm(1
2)⊗Wm(12)⊗Wm(12).
Portanto, mo´dulo os elementos de Lie, W0 coincide com W1 +W3.
Agora, seja W0 o GLm-mo´dulo gerado por
[xi1 , xi2 ][[xi3 , xi4 ], [xi5 , xi6 ]].




gerados, respectivamente, pelos elementos
de Lie [xi1 , xi2 ] e [[xi3 , xi4 ], [xi5 , xi6 ]]. Definamos uma ordem na unia˜o das bases assumindo
que os comutadores de comprimento 4 sa˜o maiores que os de comprimento 2. Pelo Lema




sa˜o isomorfos. Os GLm-mo´dulos
isomorfos como espac¸os vetoriais graduados, possuem a mesma se´rie de Hilbert e portanto
sa˜o isomorfos como GLm-mo´dulos. Pelo Exemplo 2.4.5 (ii) e (iv), os seguintes isomorfismos
verificam-se
W0 ∼= W ′ ⊗W ′′ ∼= Wm(12)⊗Wm(2, 12) ∼= Wm(3, 2, 1)⊕Wm(3, 13)⊕Wm(23)
⊕Wm(22, 12)⊕Wm(2, 14) ∼= W3
SEC¸A˜O 5.2 • BASE MINIMAL 98
Desde que todos vetores de peso ma´ximo gerando W3 esta˜o em W0, obtemos que W3 = W0.












∼= Wm(3, 1) ⊕Wm(2, 12), a Regra de Littlewood-Richardson 2.3.11 e a
lista de vetores de peso ma´ximo na Proposic¸a˜o 5.1.2.
Finalmente, para o GLm-mo´dulo W0 gerado por
[xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ]
calculamos
W0 ∼= Wm(2, 1)⊗Wm(2, 1) ∼= Wm(4, 2)⊕Wm(4, 12)⊕Wm(32)
⊕2Wm(3, 2, 1)⊕Wm(3, 13)⊕Wm(23)⊕Wm(22, 12).




















Novamente obtemos que W0 coincide com W4 mo´dulo os elementos de Lie de grau 6.
Lema 5.2.10. As identidades de grau seis de M2(K) seguem de (5.4) e (5.5).
Prova: Usando as identidades (5.4) e (5.5), no´s “colaremos juntos”as co´pias isomorfas dos
GLm-mo´dulos Wm(λ) em B
(6)
m ate´ deixarmos somente um mo´dulo Wm(λ) para cada
λ = (5, 1), (4, 2), (4, 12), (32), (3, 2, 1), (23).
Pelo isomorfismo no Corola´rio 2.4.8
F (6)m (var sl2(K))
∼= Wm(5, 1)⊕Wm(4, 12)⊕Wm(32)⊕Wm(3, 2, 1).
Usaremos a Observac¸a˜o 5.2.5 e para λ = (5, 1), (4, 12), (32), (3, 2, 1) colaremos os vetores
de peso ma´ximo na Proposic¸a˜o 5.1.2 aos elementos de Lie. Para λ = (4, 2) e λ = (23) no´s
colaremos os vetores de peso ma´ximo um ao outro. No caso onde o diagrama de Young
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tem mais de treˆs linhas, mostraremos que os vetores de peso ma´ximo sa˜o iguais a 0 em
Fm(W). Como na prova do Lema 5.2.8, trabalharemos na a´lgebra relativamente livre Fm(W).
Usaremos a notac¸a˜o de congrueˆncia quando trabalharmos mo´dulo os elementos de Lie de
grau 6 ou mo´dulo algum dosGLm-mo´dulos no Lema 5.2.9. Consideraremos consecutivamente
todos os casos.
Caso λ = (5, 1). Uma vez que a multiplicidade de Wm(5, 1) em B
(6)
m e´ a mesma que a
multiplicidade em Bm(M2) e igual a 1, na˜o existe nada ha´ provar.




m e´ igual a 2. Na identidade de
Lie de grau 5 [[x2, x1], [x3, x1], x1] = 0, para a qual ja´ mostramos que segue da identidade
(5.5), trocamos x3 com x1 ◦ x2 e obtemos
0 = [[x2, x1], [x1 ◦ x2, x1], x1] = [[x2, x1], x1 ◦ [x2, x1], x1] = [[x2, x1, x1] ◦ [x2, x1], x1]
= [x2, x1, x1, x1] ◦ [x2, x1] + 2[x2, x1, x1]2 ≡ 2(w(2)λ + w(3)λ )
onde a u´ltima igualdade segue da equac¸a˜o (5.6) e a congrueˆncia e´ tomada mo´dulo os ele-
mentos de Lie de grau 6. Deste modo colamos os dois GLm-mo´dulos isomorfos Wm(λ).




m e´ igual a 1. Em
[[x2, x1], [x3, x1], x1] = 0 trocamos x2 com x1 ◦ x2:
0 = [[x1 ◦ x2, x1], [x3, x1], x1] = [x1 ◦ [x2, x1], [x3, x1], x1]
= [−[x3, x1, x1] ◦ [x2, x1] + x1 ◦ [[x2, x1], [x3, x1]], x1]
= −[x3, x1, x1, x1] ◦ [x2, x1]− [x3, x1, x1] ◦ [x2, x1, x1] + x1 ◦ [[x2, x1], [x3, x1], x1]
= −[x3, x1, x1, x1] ◦ [x2, x1]− [x3, x1, x1] ◦ [x2, x1, x1]
Tomando a soma anti-sime´trica em x2 e x3 teremos que a soma de produtos dos dois comu-
tadores de comprimento 3 se anulam:





(−1)pi[xpi(1), xpi(2)] ◦ [xpi(3), x1, x1, x1] ≡ 2w(3)λ .




m e´ igual a 1 e temos que colar
w
(2)
λ aos elementos de Lie. Pelo Lema 5.2.9, o mo´dulo Wm(3
2) na˜o aparece na decomposic¸a˜o
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do GLm-mo´dulo gerado por
[xi1 , xi2 ][xi3 , xi4 , xi5 , xi6 ], [xi1 , xi2 , xi3 ][xi4 , xi5 , xi6 ]
e pelo Lema 5.2.6 podemos trabalhar mo´dulo os elementos de Lie e as identidades
[x1, x2][x3, x4, x5, x6] = [x1, x2, x3][x4, x5, x6] = 0.
Linearizaremos com respeito a` x2 a identidade (5.5) obtendo:
[x2, x1, x1] ◦ [x3, x1] + [x3, x1, x1] ◦ [x2, x1] = 0.
Trocando x2 por x
2
2 e x3 por x2, calculamos
0 = [x22, x1, x1] ◦ [x2, x1] + [x2, x1, x1] ◦ [x22, x1] = (2[x2, x1]2 + [x2, x1, x1] ◦ x2) ◦ [x2, x1]
+[x2, x1, x1] ◦ (x2 ◦ [x2, x1]) ≡ 4[x2, x1]3 = 4w(2)λ
e deste modo colamos w
(2)
λ aos elementos de Lie.











λ aos elementos de Lie. Primeiro, substitu´ımos em s4:





[x2, x1, x1, xpi(1)] ◦ [xpi(2), xpi(3)] ≡ w(4)λ .
Desde que a identidade de Hall [[x1, x2]
2, x3] = 0 e´ de grau 5, pelo Lema 5.2.8 ela verifica-se
em W. Substitu´ımos x3 por [x3, x1] e obtemos
0 = [[x2, x1]




(−1)pi[xpi(1), x1][[xpi(2), xpi(3)], [x2, x1]] = −w(5)λ ,
onde a congrueˆncia e´ mo´dulo os elementos de Lie de grau 6. Aqui usamos que os u´nicos
somandos na˜o nulos de w
(5)
λ sa˜o aqueles para os quais pi(1) 6= 1 e {pi(2), pi(3)} 6= {1, 2},
isto e´, pi(1) = 2, {pi(2), pi(3)} = {1, 3}. Agora podemos trabalhar mo´dulo a identidade










(−1)pi[xpi(1), xpi(2)][xpi(3), x1, xpi(4)] = 0
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(−1)pi[x2, x1, xpi(1)][xpi(2), x1, xpi(3)] = −2w(6)λ
o que completa o caso λ = (3, 2, 1).











λ a elementos de Lie. Primeiro, substitu´ımos x5 por x
2
1 na identidade de grau 5∑
pi∈S4
(−1)pi[[xpi(1), xpi(2), x5], [xpi(3), xpi(4)]] = 0,
que se verifica emM2(K) porque e´ um polinoˆmio de Lie, e´ anti-sime´trico em quatro varia´veis


















(−1)pi[[xpi(1), xpi(2), x1] ◦ [xpi(3), xpi(4)], x1] ≡ −8w(4)λ .
Agora podemos trabalhar mo´dulo a identidade [x1, x2, x3][x4, x5, x6] = 0. Tomamos a soma
alternada em pi ∈ S4, pi(1) = 1,
0 = s4(x1, x2, [x3, x1], [x4, x1]) ≡ 2[x1, x2] ◦ [[x3, x1], [x4, x1]] ≡ 4[x1, x2][[x3, x1], [x4, x1]]
e obtemos w
(3)
λ ≡ 0. Trabalhando tambe´m mo´dulo [x1, x2][x3, x4][x5, x6] = 0, comutamos

















SEC¸A˜O 5.2 • BASE MINIMAL 102




m e´ igual a 2 eWm(λ) na˜o participa
em L
(6)




λ . Mostraremos que, mo´dulo os elementos de Lie
e a identidade [x1, x2, x3][x4, x5, x6] = 0, o vetor de peso ma´ximo e´ igual a 0, isto e´, e´ colado
com w
(2)
λ . Substitu´ımos em s4:













λ a elementos de Lie. Primeiro em W temos
w
(3)
λ = [x2, x1]s4(x1, x2, x3, x4) = 0.
Ale´m disso,



















m e´ igual a 1 e w
(2)
λ e´ igual a 0
em W.
Caso λ = (16). O u´nico GLm-mo´dulo Wm(λ) de B
(6)
m e´ gerado pelo polinoˆmio standard
s6 que e´ obviamente igual a 0 em W. Deste modo analisamos todos os casos e a prova esta´
completa.
Teorema 5.2.11. As identidades polinomiais da a´lgebra de matrizes M2(K) seguem da
identidade standard s4(x1, x2, x3, x4) e da identidade de Hall [[x1, x2]
2, x1] em duas varia´veis.
Prova: Pela Proposic¸a˜o 5.2.2 (i) e´ suficiente mostrar que a variedade W definida pelas duas
identidades satisfaz
B(n)m ∩ T (W) = B(n)m ∩ T (varM2(K)), n = 5, 6.
Isto ja´ foi mostrado nos Lemas 5.2.9 e 5.2.10. Isto completa a prova do teorema.
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Observac¸a˜o 5.2.12. 1. A base das identidades das matrizes 2 × 2 dada no Teorema
5.0.17 e´ minimal porque a identidade [[x1, x2]
2, x1] na˜o segue da identidade standard.
Uma vez que s4 e´ anti-sime´trico, na˜o podemos obter como consequ¨eˆncia um polinoˆmio
homogeˆneo na˜o nulo de grau 3 com respeito a` x1 e de grau 2 com respeito a` x2.
2. Vasilovskii provou que, veja [34], se K e´ infinito e charK 6= 2 enta˜o as identidades de
sl2(K) sa˜o consequ¨eˆncias da identidade de Filippov [y, z, [t, x], x] + [y, x, [z, x], t] = 0.
3. A base de M2(K) e´ mı´nima na situac¸a˜o acima, quando charK > 3. Se charK = 3
enta˜o precisamos de mais uma identidade de grau 6 para gerar as identidades deM2(K),
ver para mais detalhes [20] e [4]. Aqui somente observamos que os me´todos utilizados
em [34] e [20] utilizam teoria de invariantes, e portanto decidimos na˜o inclu´ı-los nesta
dissertac¸a˜o.
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