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Abstract. We consider a discrete-time queueing system with one server
and two types of customers, say type-1 and type-2 customers. The server
serves customers of either type alternately according to a Bernoulli pro-
cess. The service times of the customers are deterministically equal to
1 time slot. For this queueing system, we derive a functional equation
for the joint probability generating function of the number of type-1 and
type-2 customers. The functional equation contains two unknown partial
generating functions which complicates the analysis. We investigate the
dominant singularity of these two unknown functions and propose an
approximation for the coeﬃcients of the Maclaurin series expansion of
these functions. This approximation provides a fast method to compute
approximations of various performance measures of interest.
Keywords: Discrete-time · Alternating service · Functional equation ·
Approximation
1 Introduction
Two-queue queueing systems, queueing systems with two types of customers or,
more generally, Markov processes with a two-dimensional state space are often
harder to analyse than one-queue systems, or again more generally, Markov pro-
cesses with a one-dimensional state space. Explicit expressions for the joint prob-
ability distribution or the joint probability generating function of the number of
customers in the queues are usually hard to obtain. The probability generating
function approach often leads to a functional equation for the joint probability
generating function, which is not readily solved. In queueing systems where two
types of customers share one server according to some sharing discipline, the fol-
lowing particular type of functional equation for the joint probability generating
function of the numbers of customers of both types, U(z1, z2), frequently occurs
[5,10],
K(z1, z2)U(z1, z2) = f(z1, z2)U(z1, 0)+g(z1, z2)U(0, z2)+h(z1, z2)U(0, 0) , (1)
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where K, f , g and h are known functions. In the expression above, there are
three quantities yet to be determined in the right-hand side, namely the functions
U(z1, 0) and U(0, z2) and the constant U(0, 0). In some fortunate circumstances
where not both U(z1, 0) and U(0, z2) are present in the above equation, the
kernel usually has the convenient property that it has one zero inside the unit
disk for each z2 with |z2| < 1 or vice versa. This property yields an expression
for the remaining unknown function since the right-hand side of the functional
equation must vanish for these zero tuples. A well known example is a two-class
priority queueing system, see e.g. [17].
The occurrence of both U(z1, 0) and U(0, z2) complicates the analysis, and
no trivial zeroes of K seem to exist in general to determine one of the func-
tions. Pioneering work on this problem can be found in [5,9] and [15]. In [5],
the authors have developed an analytical technique such that the functions
U(z, 0) and U(0, z) are the solutions of a so-called (Riemann-)Hilbert problem.
Therefore, functional equations of the type (1) are in queueing theory some-
times referred to as boundary value problems. To obtain performance measures,
the method in [5] requires the numerical evaluation of conformal mappings and
(singular) integral equations. In [6], a problem where the function K in the
functional equation is quadratic in both z1, z2 and U(z, 0) = U(0, z) is stud-
ied. Instead of formulating a boundary value problem, the author proved that
U(z, 0) is a meromorphic function using analytic continuation and determined
all it poles and zeros. This analysis was later extended in [7] to an asymmetric
model, where the unknown functions are no longer equal. A profound analy-
sis for general K that is quadratic in both variables is done in [10], where the
authors either propose an algebraic method or the reduction to a boundary value
problem in the complex plane. The former requires some knowledge on Galois
automorphisms and elliptic functions, while the latter is similar to the approach
in [5]. The function K is crucial in all these approaches and is referred to as the
kernel. In [9,10,15] and most of the other literature, the kernel K is quadratic
in z1 and z2.
The applicability of the analytical results obtained by solving these boundary
value problems depends on the possibility to evaluate these results numerically
[5]. Because of this drawback of the boundary value approach, some approxima-
tions for two- as well as multi-class queues have been investigated in the past.
The most prominent approach is perhaps the Power Series Approximation app-
roach [18], where the output distributions, their transforms or their moments are
expressed as power series in a speciﬁed parameter and the terms of these power
series are calculated iteratively (either numerically or analytically). Truncation
or any other approximation based on the knowledge of a ﬁnite number of these
coeﬃcients are the result of this technique. Another approach is the so-called
compensation technique [1], although this one only works for a speciﬁc class of
problems. Yet another direction of analysis is obtaining partial information of
the model. For instance, in some cases the asymptotics of (the decay of) the dis-
tributions of interest can be found, without the determination of the unknown
functions U(z, 0) and U(0, z) is required [12,13].
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In this paper, we analyze a discrete-time single server queueing system where
the server is (alternately) responsible for the service of two types of customers.
Such a queueing system is related to systems where the server or processor does
not have information on the queue lengths, possibly due to technical limita-
tions. The functional equation for the joint probability generating function of
the number of type-1 and type-2 customers belongs to the class of functional
equations (1). This queueing model has a simple description and is interesting
because the marginal probability generating functions can be seperately deter-
mined, in contrast to the joint generating function. This is because the analysis
for a single customer type is equivalent to that of a queue with server interrup-
tions. This kind of queueing systems is well-studied [2–4]. Moreover with the
concept of eﬀective service times, see for example [8], the seperate queues are
in fact equivalent to the G − Geom − 1 buﬀer system, where the parameters of
the geometric service times are related: the eﬀective service times are geomet-
rically distributed with parameter α and parameter 1 − α, for the type-1 and
type-2 queue, respectively. While we can obtain the marginal distributions, the
determination of the joint probability generating function remains a challenging
task. This becomes an issue if one is for instance interested in the distribution
of the total number of customers. A closely related paper is [16] which studies
a continuous-time single server two-queue polling model with random residing
time service discipline. A parametric perturbation is proposed for the computa-
tion of the joint queue length distribution. However this approach also leads to
a boundary value problem. In our paper we propose an approximation method
that requires less complex numerical work and that can be generalized to multi-
class systems where asymptotics can be obtained [13]. In contrast to [5], we
approximate the unknown functions U(z, 0) and U(0, z) directly, partially based
on information of the dominant singularities and zeros of the function K. This
method is fairly simple and provides a fast method to approximate performance
measures related to the joint distribution for diﬀerent parameter values.
The remainder of this paper is outlined as follows. In the next section we
provide a more detailed description of the queueing model under consideration.
In Sect. 3, we derive the functional equation of the joint probability generating
function of the number of type-1 and type-2 customers in the system. Moreover,
we recapitulate the marginal distributions and their dominant singularities, as
these will be helpful later on. Next, we obtain the dominant singularities of
U(z, 0) and U(0, z) in Sect. 4. In Sect. 5, we propose a method to approximate
all the coeﬃcients of the Maclaurin series of these two functions. Finally, we
compare this approximation with simulation results in Sect. 6, for some numerical
examples.
2 Mathematical Model
We investigate a discrete-time queueing model with two inﬁnite waiting rooms
and one server. As in all discrete-time models, the time axis is divided into ﬁxed-
length intervals referred to as (time) slots. New customers may enter the system
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at any given (continuous) point on the time axis, but services are synchronized
to (i.e. can only start and end at) slot boundaries. We further assume that the
service of each customer requires exactly one slot.
Type-1 and type-2 customers arrive to the system according to two indepen-
dent arrival processes. The number of type-1 and type-2 arrivals during slot k
are denoted by a1,k and a2,k respectively. The sequence aj,k is assumed to be
i.i.d. with common probability generating function (pgf) Aj(z) (j = 1, 2). The
mean number of type-j arrivals within a slot is given by
λj  A′j(1), j = 1, 2 . (2)
Let us deﬁne the dominant singularity1 of Aj(z) by σj . We assume that
σj > 1 and Aj(σj) = ∞ j = 1, 2 . (3)
This includes all usual arrival processes, except arrival processes with a long tail
[14]. We emphasize that the dominant singularity of these distributions is not
necessary a pole.
As the server is (alternately) responsible for the service of two types of cus-
tomers, our model basically divides the time axis into two types of time slots,
referred to as “X-slots” and “Y -slots”, respectively. During X-slots and Y -slots,
the server can only serve customers of type 1 or 2 respectively; if no customers
of the designated type are present in the system, the server remains idle. The
state of the slot (X or Y ) evolves independently from slot to slot: α and 1 − α
indicate the probabilities that a slot is an X-slot or Y -slot respectively.
We assume a stable system, i.e. the mean number of arrivals per slot is strictly
less than the mean number of customers that can be served per slot. For the
type-1 customers this yields the condition
λ1 < α ,
while for type-2 customers we have the following constraint
λ2 < 1 − α′ .
Throughout the remainder of this paper we use the notation Pr[·] for the prob-
ability measure and E[·] for the expectation operator.
3 The Functional Equation
We denote the system content of type-1 and type-2 customers at the beginning
of slot k by u1,k and u2,k, respectively. The evolution of the system content from
1 Dominant singularities are singularities that lie on the boundary of the disk of
convergence.
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slot k to slot k + 1 is described by the following system equations:
u1,k+1 =
{
(u1,k − 1)+ + a1,k, if slot k is an X-slot ;
u1,k + a1,k, if slot k is a Y -slot ;
(4)
u2,k+1 =
{
u2,k + a2,k, if slot k is an X-slot ;
(u2,k − 1)+ + a2,k, if slot k is an Y -slot ,
(5)
where (·)+ = max(·, 0). Note that u1,k and u2,k are independent of the state of
the system during slot k. From the system equations we obtain the following
relation for the joint pgf Uk+1(z1, z2) of the number of type-1 and type-2 cus-
tomers at the beginning of slot k + 1 and the joint pgf Uk(z1, z2) of the number
of type-1 and type-2 customers at the beginning of slot k:
Uk+1(z1, z2)  E[zu1,k+11 z
u2,k+1
2 ]
=
A1(z1)A2(z2)
z1z2
{[(1 − α)z1 + αz2]Uk(z1, z2)
+ (1 − α)(z2 − 1)z1Uk(z1, 0) + α(z1 − 1)z2Uk(0, z2)} . (6)
Notice that
Uk(z1, 0) =
∞∑
n=0
Pr[u1,k = n, u2,k = 0]zn1 , (7)
Uk(0, z2) =
∞∑
n=0
Pr[u1,k = 0, u2,k = n]zn2 , (8)
by deﬁnition.
Since we are interested in the joint steady state distribution of u1,k and u2,k,
we deﬁne U(z1, z2) as
U(z1, z2)  lim
k→∞
E[zu1,k1 z
u2,k
2 ] .
Finally, applying this deﬁnition in Eq. (6) we ﬁnd the following functional equa-
tion for U(z1, z2),
K(z1, z2)U(z1, z2) = A1(z1)A2(z2)
×[(1 − α)(z2 − 1)z1U(z1, 0) + α(z1 − 1)z2U(0, z2)] , (9)
where we deﬁned
K(z1, z2) = z1z2 − [(1 − α)z1 + αz2]A1(z1)A2(z2) . (10)
There are two unknown functions yet to be determined in the right-hand side of
(9), namely the functions U(z, 0) and U(0, z).
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3.1 The Marginal Pgfs and Their Radius of Convergence
From the functional equation (9), we easily obtain expressions for the marginal
pgfs U1(z) and U2(z), describing the numbers of type-1 customers and type-2
customers respectively at the beginning of random time slot. The pgf U1(z) is
given by
U1(z)  lim
k→∞
E[zu1,k ]
= U(z, 1)
=
(z − 1)A1(z)(α − λ1)
z − [(1 − α)z + α]A1(z) . (11)
This result can be obtained as a special case of the result(s) obtained in [2].
Let us denote the radius of convergence of U1(z) by τ1. Since U1(z) is a pgf,
we have that τ1 ≥ 1. According to Pringsheim’s Theorem [11, Th. IV.6], τ1 is
a singularity of U1(z). This is one of the so-called dominant singularities. The
singularities of U1(z) are those of A1(z) and the possible zeros of the denominator
in (11). Because A1(z) is a strictly increasing, convex function on the positive real
axis and A1 becomes inﬁnite in its dominant singularity (3), the denominator
of (11) has a simple zero in the interval (1, σ1). Hence, the unique dominant
singularity τ1 is this zero, which is a simple pole of U1(z) and satisﬁes
τ1 = [(1 − α)τ1 + α]A1(τ1), 1 < τ1 < σ1 . (12)
The residue of U1(z) in τ1 is given by
res
z=τ1
U1(z) = lim
z→τ1
(z − τ1)U1(z)
=
(τ1 − 1)A1(τ1)(α − λ1)
1 − (1 − α)A1(τ1) − [(1 − α)τ1 + α]A′1(τ1)
. (13)
We furthermore calculate the pgf U2(z) of the number of type-2 customers
as follows
U2(z)  lim
k→∞
E[zu2,k ]
= U(1, z)
=
(z − 1)A2(z)(1 − α − λ2)
z − (αz + 1 − α)A2(z) . (14)
As for U1(z), similar remarks hold for U2(z) concerning the radius of convergence.
Let τ2 be the unique dominant singularity of U2(z). It holds that τ2 is a simple
pole of U2(z) and
τ2 = (ατ2 + 1 − α)A2(τ2), 1 < τ2 < σ2 . (15)
The residue of U2(z) in τ2 is given by
res
z=τ2
U2(z) = lim
z→τ2
(z − τ2)U2(z)
=
(τ2 − 1)A2(τ2)(1 − α − λ2)
1 − αA2(τ2) − (ατ2 + 1 − α)A′2(τ2)
. (16)
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3.2 The Functional Equation Revisited
First of all, we want to emphasize that u1 and u2 are not independent. This
is easily proven by the fact that the function U1(z1)U2(z2) does not satisfy the
functional equation (9), not even for α = 1/2. Simulation results suggests that
the correlation coeﬃcient between type-1 and type-2 customers is negative. We
now give a possible intuitive explanation for this. If u1 is exceptionally large,
then either there were a lot of type-1 arrivals in the previous time slot, or type-1
customers are not served often during the last couple of slots. In the latter case,
it is likely that u2 is small.
Secondly, we note that (z2 − 1)z1U(z1, 0) in the functional equation (9) van-
ishes for z2 = 1, if U(z1, 0) is bounded. The resulting formula (11) is therefore a
priori only valid for those z values where U(z, 0) is bounded. This implies that
the radius of convergence of U1(z) cannot be greater than the radius of conver-
gence of U(z1, 0). This is not surprising since the coeﬃcients in the Maclaurin
series expansion of U(z, 0) are bounded by those in the Maclaurin series expan-
sion of U1(z), i.e. Pr[u1 = n, u2 = 0] ≤ Pr[u1 = n], ∀n ≥ 0. Hence U(z, 0)
converges in any disk centred at the origin, where U1(z) converges. The same
conclusion can be drawn for U(0, z) and U2(z). Consequently, it follows that for
ﬁxed z2 with |z2| ≤ 1, the joint pgf U(z1, z2) is analytic in |z1| < τ1. Similar,
we have that for ﬁxed z1 with |z1| ≤ 1, U(z1, z2) is analytic in |z2| < τ2. Hence
U(z1, z2) is ﬁnite for these tuples (z1, z2). This implies that
(1 − α)(z2 − 1)z1U(z1, 0) + α(z1 − 1)z2U(0, z2) = 0
for those tuples (z1, z2) where K(z1, z2) = 0 and either |z1| < τ1, |z2| ≤ 1 or
|z1| ≤ 1, |z2| < τ2.
As in [5], we can consider tuples of the form (zeiϕ, ze−iϕ), with ϕ ∈ [0, 2π[.
Theorem 1. The kernel K(zeiϕ, ze−iϕ), ϕ ∈]0, 2π[ has exactly two zeros in
|z| < 1; one of them is always equal to zero. We define z = f(eiϕ) as the non-
trivial zero. Further we have that limϕ→0 f(eiϕ) = 1.
Proof. See [5].
Hence, from (9) we have the following relationship for w  eiϕ,
(1 − α)(f(w) − w)U(f(w)w, 0) + α(f(w) − w−1)U(0, f(w)w−1) = 0 . (17)
In order to obtain a so called (Riemann-) Hilbert problem, one has to further
transform the problem to obtain a relation between two unknown functions on
a speciﬁc contour such that one of two functions is analytic in the interior of the
contour, while the other is analytic outside of the contour.
In Sect. 5, we propose a method to approximate the function U(z, 0) and
U(0, z), based on their dominant singularities and using Eq. (17).
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4 Dominant Singularities of U(z, 0) and U(0, z)
In this section we show that the dominant singularity of U(z, 0) is τ1 and that it
is also a simple pole. Likewise, we show that the dominant singularity of U(0, z)
is τ2 and that it is a simple pole as well. We start this section with the dominant
singularity of U(z, 0).
Proposition 1. The dominant singularity of U(z, 0) is τ1. Moreover, this sin-
gularity is a simple pole with residue
res
z=τ1
U(z, 0) =
(
res
z=τ1
U1(z)
) (
1 − λ2
(1 − α)A1(τ1)
)
. (18)
Proof. We have that K(z1, z2), as deﬁned in (10), is jointly analytic near z1 = τ1,
z2 = 1. By the deﬁnition of τ1, we further have that K(τ1, 1) = 0. Moreover, we
have ∂∂z2 K(τ1, 1) = 0 since,
∂
∂z2
K(τ1, 1) = τ1 − αA1(τ1) − ((1 − α)τ1 + α)A1(τ1)λ2
= τ1(1 − λ2) − αA1(τ1)
> τ1(1 − α − λ2)
> 0 . (19)
Here we used (12) in the second step, the fact that A1(τ1) < τ1 in the third
step and part of the stability condition in the last step. By the implicit function
theorem for analytic functions,2 there exists a unique function Y (z) and a radius
r > 0 such that Y (z) is analytic in a neighbourhood {z ∈ C : |z − τ1| < r} of τ1,
Y (τ1) = 1 and K(z, Y (z)) = 0 for z ∈ {z ∈ C : |z − τ1| < r}.
Notice that
Y ′(τ1) =
(1 − α)A1(τ1) + ((1 − α)τ1 + α)A′1(τ1) − 1
τ1 − αA1(τ1) − ((1 − α)τ1 + α)A1(τ1)λ2 > 0 . (20)
Indeed, the denominator of (20) is strictly positive by (19). Now consider the
numerator of (11) and notice that the derivative of this function evaluated at
one is positive by the stability condition. Since τ1 is the smallest real zero bigger
than one, the derivative of the numerator of (11) evaluated at τ1 is strictly3
negative. The numerator of (20) is equal to the value of this derivative, but
multiplied by minus one. Therefore the numerator of (20) is strictly positive.
Because Y ′(τ1) > 0, we have that Y (x) < 1, for real values x < τ1 close enough
to τ1. Moreover since Y is analytic in τ1 and Y ′(τ1) = 0, Y is injective in a
neighbourhood of τ1.
Deﬁne D as the subset of the open ball {z ∈ C : |z − τ1| < r} wherefore
|z| < τ1 and |Y (z)| ≤ 1. This subset is non-empty in view of the previous
2 For a reference, see e.g. [11, Th B.4].
3 Because τ1 is a zero of multiplicity one.
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reasoning. Since for z ∈ D \ {τ1}, U(z, Y (z)) remains bounded, we have that
U(z, 0) = − α(z − 1)Y (z)
(1 − α)z(Y (z) − 1)U(0, Y (z)), z ∈ D \ {τ1} . (21)
For 0 < r′ ≤ min(r, τ1) suﬃciently small such that |Y (z)| < τ2 and such that
Y is injective in {z ∈ C : |z − τ1| < r′}, the right-hand side of this equation is
analytic in this open ball, except at the point z = τ1, since Y (τ1) = 1. Therefore
U(z, 0) can be analytically continued into this punctured disk, which proves that
z = τ1 is an isolated singularity of U(z, 0).
Using that U(0, 1) = 1 − λ1/α, we ﬁnd that
lim
z→τ1
(z − τ1)U(z, 0) = − 1
Y ′(τ1)
α − λ1
1 − α
τ1 − 1
τ1
< 0 .
Hence, τ1 is a simple pole of U(z, 0). Substituting (20) into the above expression
yields (18).
If we deﬁne
b1  − res
z=τ1
U1(z), (22)
then we can write
Pr[u1 = n] ∼ b1
τn+11
,
and
Pr[u1 = n, u2 = 0] ∼ b1
τn+11
(
1 − λ2
(1 − α)A1(τ1)
)
, (23)
where we write fn ∼ gn for n → ∞ if limn→∞ gn/fn = 1. From this we can
conclude that
Pr[u1 = n, u2 = 0] ∼ Pr[u1 = n]
(
1 − λ2
(1 − α)A1(τ1)
)
.
This identity shows that u1 and u2 are non-independent. Indeed, if u1 and u2
were independent, then it should be the case that Pr[u1 = n, u2 = 0] = Pr[u1 =
n]
(
1 − λ21−α
)
, which is certainly not the case since A(τ1) > 1 is a constant.
Using identical arguments, we have the following similar result for U(0, z),
for which we omit the proof.
Proposition 2. The dominant singularity of U(0, z) is τ2. Moreover, this sin-
gularity is a simple pole with residue
res
z=τ2
U(0, z) =
(
res
z=τ2
U2(z)
) (
1 − λ1
αA2(τ2)
)
. (24)
Let us deﬁne
b2  − res
z=τ2
U2(z), (25)
then we have the following asymptotic behaviour
Pr[u1 = 0, u2 = n] ∼ b2
τn+12
(
1 − λ1
αA2(τ2)
)
. (26)
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5 Approximation of U(z, 0) and U(0, z)
In this section we propose an approximation for the functions U(z, 0) and U(0, z),
which can then be used to approximate several other performance measures,
using the functional equation (9). The functions U(z, 0) and U(0, z) are char-
acterized by a countable inﬁnite number of (unknown) coeﬃcients.4 From now
on, if we speak about the coeﬃcients of the functions U(z, 0) and U(0, z) we are
referring to the coeﬃcients of their Maclaurin series expansion. The asymptotics
(23) and (26) approximates these coeﬃcients accurately, except for small values
of n. Let b∗1 be given by − res
z=τ1
U(z, 0) and b∗2 given by − res
z=τ2
U(0, z). We pro-
pose the following approximations U∗(z, 0) and U∗(0, z) for U(z, 0) and U(0, z),
respectively:
U∗(z, 0) = p0 + p1z + . . . + pm−1zm−1 +
b∗1
τm1
zm
τ1 − z , (27)
U∗(0, z) = p0 + p−1z + . . . p−(m−1)zm−1 +
b∗2
τm2
zm
τ2 − z . (28)
Apart for the ﬁrst m coeﬃcients, we thus approximate the coeﬃcients by the
obtained asymptotics (23), (26). We therefore reduce the problem to that of ﬁnd-
ing N  2m−1 unknowns, namely p := (p0, p1, . . . , pm−1, p−1, p−2, . . . , p−m−1).
In Sect. 3.2 we showed how the function K(z1, z2) plays a crucial role in the
determination of U(z, 0) and U(0, z). We therefore transfer equation (17) to the
approximated functions, i.e. replace U(z, 0) and U(0, z) in (17) by U∗(z, 0) and
U∗(0, z) respectively. Furthermore we can sample N values on the complex unit
circle, and plug them into equation (17), resulting in N linear equations between
the unknowns p. To this end, the following lemma will be useful.
Lemma 1. For the function f defined in Theorem 1, we have that
1. f(e−iϕ) = f(eiϕ) ,
2. f(−eiϕ) = −f(eiϕ) ,
3. f(eiϕ)eiϕ = f(ei(ϕ+π))ei(ϕ+π),
4. f(eiϕ)e−iϕ = f(ei(ϕ+π))e−i(ϕ+π).
Proof. See [5].
From Lemma 1 we conclude that it is no use to sample both eiϕ and ei(ϕ+π)
because this results into the same equation. The same holds true for eiϕ and
−eiϕ. Let ω  exp (−2πiN ), such that ωN = 1. We propose to use ω, ω2, . . . , ωN−1
as values for eiϕ in (17). Since N is odd, the two previously mentioned problems
do not occur. Moreover, it suﬃces to compute f(ω), . . . , f(ωm−1) because of the
ﬁrst statement in Lemma 1.
4 We refer to the steady-state versions of Eqs. (7) and (8).
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Using the deﬁnition of U∗(z, 0) and U∗(0, z) (17) translates to
(1 − α)(f(ωk) − ωk)
m−1∑
j=1
f(ωk)jωkjpj + α(f(ωk) − ω−k)
m−1∑
j=1
f(ωk)jωkjp−j
+(f(ωk) − (1 − α)wk − αw−k)p0 = (1 − α)(ω
k − f(ωk))f(ωk)mωkmb∗1
τm1 (τ1 − f(ωk)ωk)
+
α(ω−k − f(ωk))f(ωk)mω−kmb∗2
τm2 (τ2 − f(ωk)ω−k)
, (29)
for k = 1, 2, . . . , N − 1. Hence we have N − 1 linear equations in the unknowns
p. We cannot use the equation for k = 0 since f(1) = 1 and the right-hand side
of (9) vanishes trivially in that case. Instead, we propose to use the equation
(1−α)U∗(1, 0)+αU∗(0, 1) = 1−λ1−λ2, which originates from the normalization
condition limz→1 U(z, z) = 1. For the approximate functions this yields
(1−α)
m−1∑
j=1
pj +α
m−1∑
j=1
p−j + p0 = 1−λ1 −λ2 − b
∗
1
τm1 (τ1 − 1)
− b
∗
2
τm2 (τ2 − 1)
. (30)
The system of equations (29), (30) constitute a system of linear equations,
i.e. we can write it as Ap = v. Unfortunately, the matrix A cannot be inverted
analytically. We want to remark that the matrix A is highly ill-conditioned for
large N (which is typical for polynomial ﬁtting). Since the approximation of the
tail coeﬃcients, i.e. (23) and (26) are more accurate for large N , there is an
obvious tradeoﬀ. We need suﬃcient terms for accurately determining the partial
generating functions for lower order terms. Increasing the size however may lead
to numerical problems while the tail approximation is already accurate. There
are several heuristics to observe if the obtained solution is close to the real
solution. For example, one can
1. compare U∗(1, 0) with 1 − λ21−α ,
2. compare U∗(0, 1) with 1 − λ1α ,
3. compare pm−1 with
b∗1
τm1
, or
4. compare p−(m−1) with
b∗2
τm2
.
6 Validation and Numerical Results
In the previous section we obtained an approximation for the functions U(z, 0)
and U(0, z). In this section we compare our approximation with simulation
results. To this end, we assume a Binomial arrival process for both customer
types, the pgf of the number of type-j arrivals taking the form
Aj(z) =
(
1 − λj
16
+
λj
16
z
)16
, j = 1, 2 . (31)
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Fig. 1 shows the partial probability mass functions Pr[u1 = k, u2 = 0], for k ∈
{0, 1, . . . , 9}, with λ1 = λ2 = 0.3. The ﬁgure shows the simulation results and the
results from the approximation method of Sect. 5 for the threshold values m = 3,
m = 6 and m = 10. These ﬁgures roughly justify the approximation method, at
least for this choice of parameters. The ﬁgures indicate that a greater threshold
value m does not necessarily leads to better results. In contrast, for m = 10 we
even get negative values for the coeﬃcients. This is likely due to the numerical
instability, which increases for increasing m. By the choice of λ1 and λ2, type-1
and type-2 customers have the same arrival process. Hence, changing α to 1−α
will yield the same result, but with type-1 and type-2 customers interchanged.
Therefore we omitted the results for Pr[u1 = 0, u2 = k].
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Fig. 1. The partial pmf Pr[u1 = k, u2 = 0], k ∈ {0, . . . , 9}: comparison between simu-
lation and approximation method for various values of m (λ1 = λ2 = 0.3).
Next, we show the inﬂuence of varying λ2 on the approximation. In Figs. 2
and 3 we show the mean and the variance respectively of the total buﬀer occu-
pancy versus λ2, with λ1 = 0.3 and α = 0.5 kept ﬁxed. Remark the constraint
λ2 < 1 − α, see also Sect. 2. The right most value of λ2 in Figs. 2 and 3 equals
λ2 = 0.46. As we can see from Fig. 2, the approximation method gives accurate
results for the mean total buﬀer occupancy. Remark that we did not need simula-
tion results to validate the mean total buﬀer occupancy, because the expectation
operator is linear and we have explicit expressions for the marginal pgfs. The
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variance of the total buﬀer occupancy is an example of a performance measure
that cannot be obtained analytically. As illustrated in Fig. 3, the approximation
of this performance measure is accurate w.r.t. simulation results. In the left sub-
ﬁgure of Fig. 3 (m = 3), we see that the approximation becomes worse when λ2
is closer to the stability border. Increasing the threshold value m seems to over-
come this problem, as shown in the right subﬁgure of Fig. 3 (m = 6). However
there is an upperbound for increasing m as shown in Fig. 4.
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Fig. 2. Mean value of the total number of customers (λ1 = 0.3 and α = 0.5).
The ﬁrst subﬁgure in Fig. 4 shows the variance of the total buﬀer occupancy
for λ2 = 0.46, λ = 0.3 and α = 0.5, for increasing m. As we can see, the
approximation improves until m ≈ 12. We do however indicate that for large
values of m, the vector p contains some negative values. The second subﬁgure
in Fig. 4 shows the variance of the total buﬀer occupancy for λ2 = 0.48, i.e. even
closer to the stability bound. For visual reference, this point was not shown in
Fig. 3. Also, the approximation is bad in this particular case. We indicate that
even for m = 3, we already obtain a negative value in the vector p.
Finally, Fig. 5 shows the variance of the total buﬀer occupancy versus α, with
λ1 = λ2 = 0.3 kept ﬁxed. The smallest and largest value of α that we used are
α = 0.34 and α = 0.66, respectively. The same remarks as above hold for Fig. 5
as well. Here we also observe that the shape of the exact curve of the variance
of the total buﬀer occupancy in terms of α is very well approximated by our
technique. More precisely, we observe a minimal variance for α = 0.5 and a
rapidly increasing variance for α close to the stability border.
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Fig. 3. Variance of the total number of customers (λ1 = 0.3 and α = 0.5).
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Fig. 4. Variance of the total number of customers versus threshold parameter m (λ1 =
0.3 and α = 0.5).
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Fig. 5. Variance of the total number of customers (λ1 = λ2 = 0.3).
The previous experiments in this section were also executed for Poisson and
Geometric arrivals. The results do not diﬀer much (qualitatively) as for the
binomial arrival process. Particularly, we also see in these examples that our
approximation generally works well, except for values of the parameters close to
the stability bound.
We emphasize that for given threshold parameter m, the approximation
requires to apply Newton’s method m − 1 times and solve one linear system
of size 2m − 1. As we have shown, the best results are obtained when m is
small, say 3 < m < 14. As a consequence, the method is therefore very fast.
Except for heavy traﬃc regime, the method provides an accurate estimation of
the performance measures that cannot be computed analytically.
7 Conclusion
In this paper we proposed an approximation to the solution of a functional equa-
tion. The ﬁrst contribution is the determination of the dominant singularity of
the unknown partial generating functions contained in the functional equation.
A second contribution is method to approximate the ﬁrst coeﬃcients of the func-
tions using the knowledge of this dominant singularity. The accuracy depends on
the system parameters. This method can be used as a fast method to compute
performance measures from the functional equation. In future, we will try to
reﬁne the method in order to obtain more accurate results, especially for high
loads.
A Discrete-Time Alternating Service Model 329
Acknowledgments. The authors wish to thank Bart Steyaert and Hans Vernaeve for
preliminary discussions.
References
1. Adan, I.J.B.F., Wessels, J., Zijm, W.H.M.: A compensation approach for two-
dimensional Markov processes. Adv. Appl. Probab. 25(4), 783–817 (1993)
2. Bruneel, H.: A general model for the behaviour of inﬁnite buﬀers with periodic
service opportunities. Eur. J. Oper. Res. 16(1), 98–106 (1984)
3. Bruneel, H.: A general treatment of discrete-time buﬀers with one randomly inter-
rupted output line. Eur. J. Oper. Res. 27(1), 67–81 (1986)
4. Bruneel, H., Kim, B.G.: Discrete-time Models for Communication Systems Includ-
ing ATM, vol. 205. Springer, Heidelberg (2012). https://doi.org/10.1007/978-1-
4615-3130-2
5. Cohen, J.W., Boxma, O.J.: Boundary Value Problems in Queueing System Anal-
ysis. North-Holland, Amsterdam (1983)
6. Cohen, J.W.: On the determination of the stationary distribution of a symmetric
clocked buﬀered switch. In: Teletraﬃc Science and Engineering, vol. 2, pp. 297–307.
Elsevier (1997)
7. Cohen, J.W.: On the asymmetric clocked buﬀered switch. Queue. Syst. 30(3–4),
385–404 (1998)
8. Fiems, D., Steyaert, B., Bruneel, H.: Randomly interrupted GI-G-1 queues: service
strategies and stability issues. Ann. Oper. Res. 112(1–4), 171–183 (2002)
9. Fayolle, G., Iasnogorodski, R.: Two coupled processors: the reduction to a
Riemann-Hilbert problem. Zeitschrift fu¨r Wahrscheinlichkeitstheorie verwandte
Gebiete 47(3), 325–351 (1979)
10. Fayolle, G., Malyshev, V.A., Iasnogorodski, R.: Random Walks in The Quarter-
plane. Springer, Heidelberg (1999). https://doi.org/10.1007/978-3-642-60001-2
11. Flajolet, P., Sedgewick, R.: Analytic Combinatorics. Cambridge University Press,
Cambridge (2009)
12. Li, H., Zhao, Y.Q.: Tail asymptotics for a generalized two-demand queueing
model - a kernel method. Queue. Syst. 69(1), 77–100 (2011)
13. Li, H., Zhao, Y.Q.: A kernel method for exact tail asymptotics - random walks in
the quarter plane. arXiv preprint arXiv:1505.04425 (2015)
14. Maertens, T., Walraevens, J., Bruneel, H.: Priority queueing systems: from prob-
ability generating functions to tail probabilities. Queue. Syst. 55(1), 27–39 (2007)
15. Malyshev, V.A.: An analytical method in the theory of two-dimensional positive
random walks. Siberian Math. J. 13(6), 917–929 (1972)
16. Mayank, M., Boxma, O.J., Kapodistria, S., Queija, N.R.: Two queues with random
time-limited polling. arXiv preprint arXiv:1701.06834 (2017)
17. Walraevens, J., Steyaert, B., Bruneel, H.: Performance analysis of a single-server
ATM queue with a priority scheduling. Comput. Oper. Res. 30(12), 1807–1829
(2003)
18. Walraevens, J., van Leeuwaarden, J.S., Boxma, O.J.: Power series approximations
for two-class generalized processor sharing systems. Queue. Syst. 66(2), 107–130
(2010)
