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a b s t r a c t
Possible characterizations of which positive boolean functions are weighted threshold
were studied in the 60s and 70s. It is known that a boolean function is weighted threshold
if and only if it is k-asummable for every value of k. Furthermore, for some particular
subfamilies of functions (those with up to eight variables, and graph functions), it is known
that a function is weighted threshold if and only if it is 2-asummable.
In this work we prove that bipartite functions also satisfy this property: a bipartite
function is weighted threshold if and only if it is 2-asummable. In a bipartite function the
set of variables can be partitioned in two classes, such that all the variables in the same
class play exactly the same role in the function.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A function f : {0, 1}n → {0, 1} is called a boolean function. We will use the notation x = (x1, . . . , xn) ∈ {0, 1}n. Given
x, y ∈ {0, 1}n, we say y ≤ x when yi ≤ xi for every index i = 1, . . . , n. A boolean function is positive (or monotone) if
f (y) ≤ f (x) for every pair x, y ∈ {0, 1}n such that y ≤ x. Note that a positive boolean function is completely determined by
its set of minimal positive points: a positive point x ∈ f −1({1}) is minimal if f (y) = 0 for all y ∈ {0, 1}n such that y ≤ x,
y ≠ x. Analogously, we can definemaximal negative points y ∈ f −1({0}), when f (x) = 1 for all x ∈ {0, 1}n such that y ≤ x,
y ≠ x. We denote the set of minimal positive points of a function f as P0(f ) ⊂ f −1({1}) and the set of maximal negative
points as N0(f ) ⊂ f −1({0}).
A particular case of positive boolean functions are weighted threshold ones. A positive boolean function f is weighted
threshold if there exist n positive integers ω1, . . . , ωn ∈ Z+ and a positive threshold t ∈ Z+ such that f (x1, . . . , xn) =
1 ⇔∑ni=1 ωixi ≥ t . We will denote asWT F the family of positive weighted threshold functions. Therefore, we will write
f ∈ WT F if f is a weighted threshold function. These functions have been deeply studied, because of their numerous
applications, in secret sharing [8,2], complexity theory [3], learning theory [7], or neural networks [1].
One of the most fundamental questions in this area is to characterize which monotone boolean functions are weighted
threshold. Of course, a characterization of weighted threshold functions can be easily obtained from the own definition of
such functions: a function f is weighted threshold if and only if the following system of inequalities has a solution (over the
rationals), for a fixed value of t ∈ Q, where the unknowns are the values {ωi}i=1,...,n:
n−
i=1
ωixi ≥ t

x∈f−1({1})
,

n−
i=1
ωiyi < t

y∈f−1({0})
. (1)
Note that a hypothetical solution to this system inQ can be transformed into a solution in Z by multiplying the weights and
the threshold t with the least common multiple of the denominators.
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Many researchers have worked in finding alternative (for example, combinatoric) characterizations of weighted
threshold functions. This was one of the main goals of the threshold logic community, very active in the 60s and 70s. In
Section 2 we will recall some results that were obtained those years, concerning the characterization of weighted threshold
functions (in general and for some particular cases). These results are related to the concept of k-asummability. Specifically,
it was proved that f ∈ WT F if and only if f is k-asummable, for all values of k. Then, for some particular subfamilies of
boolean functions (those with up to eight variables, and graph functions), a less restrictive characterization was proved:
f ∈ WT F if and only if f is 2-asummable.
In this paper we increase the number of boolean functions for which this less restrictive characterization is true, by
proving in Section 3 that a bipartite boolean function is weighted threshold if and only if it is 2-asummable. In a bipartite
function, the set of n variables is divided in two classes, such that all the variables in the same class behave symmetrically
with respect to the function.
2. Known results about weighted threshold functions
Definition 1. Given a boolean function f , if there exist 2k points (not necessarily different) x(1), . . . , x(k) ∈ f −1({1}),
y(1), . . . , y(k) ∈ f −1({0}) such that
x(1) + · · · + x(k) = y(1) + · · · + y(k),
where+ denotes the componentwise addition of vectors, then we say that f is k-summable.
If f is not k′-summable, for k′ = 1, . . . , k, we say that f is k-asummable.
Independently, Chow [4] and Elgot [6] proved the following characterization of weighted threshold functions.
Theorem 2 ([4,6]). f ∈ WT F ⇐⇒ f is k-asummable, for every value of k.
This characterization of weighted threshold functions is very nice theoretically, but it is very unlikely to be used in practice.
For this reason, researchers have tried to find simpler characterizations for some particular subfamilies of positive functions.
For two such subfamilies, it has been proved that 2-asummability is already sufficient to ensure that a function is weighted
threshold. The first particular subfamily is that of functions with up to eight variables.
Theorem 3 ([10]). If f : {0, 1}n → {0, 1} is a boolean function and n ≤ 8, then f ∈ WT F ⇐⇒ f is 2-asummable.
The same resultwas proved for graph functions: those are functions f where all theminimal points in f −1({1})haveHamming
weight equal to 2. Such functions can be represented by a graph G = (V , E) where the set of vertices is V = {i}i=1,...,n and
two vertices i, j are linked with an edge if and only if f (x(i,j)) = 1, where the point x(i,j) has a 1 in the positions i, j, and a 0
everywhere else.
Theorem 4 ([5]). If f : {0, 1}n → {0, 1} is a graph boolean function, then f ∈ WT F ⇐⇒ f is 2-asummable.
Our main result is a proof that this less restrictive characterization is also valid for a different particular subfamily of
monotone boolean functions, that of bipartite functions. Since there exist tripartite functions (see for example Moore’s
function in [11]) which are 2-asummable but are not weighted threshold, our result concerning bipartite functions is in
some way optimal with respect to them-partite property of boolean functions.
3. 2-asummable bipartite functions are always weighted threshold
Let us start by formally defining what a bipartite function is.
Definition 5. A positive boolean function f : {0, 1}n → {0, 1} is bipartite if there exists a partition of the set of variables
{1, 2, . . . , n} = A∪ B, with A∩ B = ∅, such that: for every pair of indices i1, i2 in the same class (either A or B), and for every
point x ∈ {0, 1}n we have
f (x1, . . . , xi1 , . . . , xi2 , . . . , xn) = f (x1, . . . , xi2 , . . . , xi1 , . . . , xn).
Intuitively, all the variables in the same class (A or B) are symmetric with respect to the function f . In other words, to
determine the value of a bipartite function f (x) for a point x = (x1, . . . , xn) ∈ {0, 1}n, it is only important to know the
number of indices i ∈ A and j ∈ B such that xi = xj = 1, and not which are these indices. Therefore, the value of f (x) is
completely determined by the numbers ax = |{i ∈ A s.t. xi = 1}| and bx = |{j ∈ B s.t. xj = 1}|. In particular, a bipartite
function f can be represented as the area of Z+ × Z+, containing the points {(ax, bx)}x∈f−1(1). We will use this notation
(ax, bx) to represent a point x ∈ {0, 1}n in a bipartite function, in the rest of the paper. Combining this observation with the
monotonicity of the function f , we have that for any two points x, y ∈ {0, 1}n such that f (x) = 1 and ax ≤ ay, bx ≤ by, we
can conclude f (y) = 1.
The main result of this paper is a proof that a bipartite positive boolean function f is weighted threshold if and only if
f is 2-asummable. Of course, one of the implications is already known, because any weighted threshold function must be
k-asummable, for every value of k. Therefore, the thing to be proved here is the other implication: a 2-asummable bipartite
function is always weighted threshold. Before proving this, we will state some preliminary technical results.
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3.1. Preliminary lemmas
First of all, let us introduce and recall some notation. The set of minimal positive points of a function f is P0(f ), whereas
the set of maximal negative points is N0(f ). We will use x, z, t for positive points, and y,u, v, r for negative points.
The first technical result gives a different system of inequalities which is equivalent to those in Eq. (1). This is a well-
known result in convex analysis and linear programming, and so we omit the proof.
Lemma 6. A positive function f : {0, 1}n → {0, 1} is weighted threshold if, and only if, the following system of inequalities does
have a solution over the rationals, where the unknowns are the values {ωi}1≤i≤n:
n−
i=1
ωixi >
n−
i=1
ωiyi

x∈P0(f ),y∈N0(f )
.
The second technical result is specifically related to bipartite weighted threshold functions. It is the special case of a well-
known property of threshold functions: they have a linear separator in which equivalent variables of the function are
assigned the same weight. A proof can be found, for example, in [9].
Lemma 7. If f : {0, 1}n → {0, 1} is a weighted threshold bipartite function, with partition {1, 2, . . . , n} = A ∪ B, then there
exist a threshold t and two values ωA, ωB ∈ Z+ such that the assignment of weights ωi = ωA for all variables i ∈ A and ωj = ωB
for all variables j ∈ B realizes f as weighted threshold function.
Finally, our third preliminary result gives a necessary property of 2-asummable bipartite functions.
Lemma 8. Let f : {0, 1}n → {0, 1} be a 2-asummable bipartite function. Then, for any points x, z ∈ P0(f ), y,u ∈ N0(f ) such
that ax > ay and bz > bu, we have
(by − bx)(au − az) < (bz − bu)(ax − ay).
Proof. Since z ∈ P0(f ), u ∈ N0(f ) and bz > bu, we must have au ≥ az. Indeed, if we had au < az, then a point w such that
aw = az − 1 and bw = bz would satisfy az > aw ≥ au and bz = bw > bu. Since z ∈ P0(f ) and w is ‘‘smaller than z’’, we
should have f (w) = 0, but since u ∈ N0(f ) andw is ‘‘bigger than u’’, we should have f (w) = 1, a contradiction.
If au = az, then the result stated in the lemma trivially holds. Let us thus consider that au > az (by symmetry, we can
similarly assume that by > bx), and so the result to be proved can be rewritten as
by − bx
ax − ay <
bz − bu
au − az .
For the sake of contradiction, let us assume that there exist points x, z ∈ P0(f ), y,u ∈ N0(f ) such that ax > ay, bz > bu and
au > az, and such that
by − bx
ax − ay ≥
bz − bu
au − az .
For points x, y, z,u satisfying the conditions above, let us denote λxy = by−bxax−ay and λzu = bz−buau−az . We are thus assuming the
existence of specific points x, y, z,u such that λxy ≥ λzu. We can now define, on the one hand,
λx′y′ = max
x∈P0(f ),y∈N0(f ),ax>ay
λxy.
If different pairs x′, y′ lead to this maximum, we take from them one pair such that the difference by′ − bx′ is minimum. On
the other hand, we define
λz′u′ = min
z∈P0(f ),u∈N0(f ),bz>bu,au>az
λzu.
Again, if different pairs z′,u′ lead to this minimum slope, we take from them one pair such that the difference au′ − az′ is
minimum.
It is clear that λx′y′ ≥ λz′u′ , due to the way these values have been defined. This means
by′ − bx′
ax′ − ay′ ≥
bz′ − bu′
au′ − az′ . (2)
Depending on the relation between au′−az′ and ax′−ay′ , and between bz′−bu′ and by′−bx′ , three cases can be distinguished.
We are going to show that all of them lead to a contradiction with the assumption that f is 2-asummable (see Definition 1).
This will complete the proof.
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• First case, au′ − az′ ≤ ax′ − ay′ . We must have, from Eq. (2), bz′ − bu′ ≤ by′ − bx′ , as well. Let us consider a point t such
that (at, bt) = (ay′ + au′ − az′ , by′ − bz′ + bu′). We have that ay′ < at ≤ ax′ and bx′ ≤ bt < by′ . Therefore, the point t is
well defined as a point in {0, 1}n. Let us see that t ∈ f −1(1). In effect, if at = ax′ then t ≥ x′ and so t ∈ f −1(1). Otherwise,
if at < ax′ and t ∉ f −1(1), we could use inequality 2 to infer λx′t ≥ λx′y′ , which contradicts the choice of x′, y′, because
bt − bx′ < by′ − bx′ .
We now have two positive points t and z′ such that (at, bt)+ (az′ , bz′) = (ay′ + au′ , by′ + bu′) = (ay′ , by′)+ (au′ , bu′)
for two negative points y′ and u′. This contradicts the assumption that f is 2-asummable.
• Second case, au′−az′ > ax′−ay′ and bz′−bu′ ≤ by′−bx′ . In this case, we can consider the two positive points x′, z′. Then,
let us consider the point v such that (av, bv) = (ay′ , bx′ + bz′ − bu′). Since bv ≤ by′ , we have v ≤ y′ and so v ∈ f −1(0).
Finally, let us consider the point r such that (ar, br) = (az′ + ax′ − ay′ , bu′). Since ar ≤ au′ , we have r ≤ u′ and so
r ∈ f −1(0).
Now we have two negative points v and r such that (av, bv)+ (ar, br) = (ax′ + az′ , bx′ + bz′) = (ax′ , bx′)+ (az′ , bz′)
for two positive points x′ and z′. Again, a contradiction with the 2-asummability of f .
• Third case, au′−az′ > ax′−ay′ and bz′−bu′ > by′−bx′ . Let us consider a point r such that (ar, br) = (az′+ax′−ay′ , bz′−
by′ + bx′). We have that az′ < ar < au′ and bu′ < br ≤ bz′ . Therefore, the point r is well defined as a point in {0, 1}n. Let
us see that r ∈ f −1(0) is a negative point. Since br > bu′ , if it was the case that r ∈ f −1(1), then we could use inequality
2 to infer λru′ ≤ λz′u′ , which contradicts the choice of z′,u′, because ar − az′ < au′ − az′ .
We now have two negative points r and y′ such that (ar, br)+ (ay′ , by′) = (ax′ + az′ , bx′ + bz′) = (ax′ , bx′)+ (az′ , bz′)
for two positive points x′ and z′. This contradicts again the assumption that f is 2-asummable. 
3.2. The main result
Theorem 9. If f : {0, 1}n → {0, 1} is a 2-asummable bipartite function, then f is weighted threshold.
Proof. Since f is bipartite, there exists a partition {1, 2, . . . , n} = A ∪ B in two classes of equivalent variables. Taking into
account Lemmas 6 and 7, the goal is to find two values ωA, ωB ∈ Z+ such that, for any two points x ∈ P0(f ), y ∈ N0(f ), it
holds axωA + bxωB > ayωA + byωB.
Given x ∈ P0(f ) and y ∈ N0(f ), we have either ax > ay or bx > by. On the one hand, for every pair x ∈ P0(f ), y ∈ N0(f )
such that ax > ay, let us define λxy = by−bxax−ay and, if there is at least one such pair, let
λx′y′ = max
x∈P0(f ),y∈N0(f ),ax>ay
λxy.
On the other hand, for every pair z ∈ P0(f ), u ∈ N0(f ) such that bz > bu, let us define ρzu = au−azbz−bu and, if there is at least
one such pair, let
ρz′u′ = max
z∈P0(f ),u∈N0(f ),bz>bu
ρzu.
If ρz′u′ = 0, then let us define λz′u′ = ∞. Otherwise, λz′u′ = 1/ρz′u′ . Due to Lemma 8, we have
λxy ≤ λx′y′ < λz′u′ ≤ λzu,
for any points x, z ∈ P0(f ), y,u ∈ N0(f ) such that ax > ay and bz > bu.
Let λ ∈ Q be a rational number such that λx′y′ < λ < λz′u′ . Let us take ωA, ωB ∈ Z+ such that ωA = λωB.
For any pair of points x ∈ P0(f ), y ∈ N0(f ) such that ax > ay, we have
axωA + bxωB = ωB(axλ+ bx) > ωB(ayλ+ by) = ayωA + byωB.
For any two points z ∈ P0(f ),u ∈ N0(f ) such that bz > bu, either az = au, which directly implies azωA+bzωB > auωA+buωB,
or az < au, in which case we have
azωA + bzωB = ωB(azλ+ bz) > ωB(auλ+ bu) = auωA + buωB.
This completes the proof: the function f is weighted threshold, for weights ωi = ωA and ωj = ωB, for any variables i ∈ A,
j ∈ B. 
Note that the proof of Theorem 9 gives a simple and efficient algorithm to check if a monotone bipartite function f
is threshold or not. In effect, given the set P0(f ) = {x(1), . . . , x(m)} of minimal positive points, and the set N0(f ) =
{y(1), . . . , y(ℓ)} of maximal negative points, one has to compute the values
λx′y′ = max
x∈P0(f ),y∈N0(f ),ax>ay
by − bx
ax − ay ,
ρz′u′ = max
z∈P0(f ),u∈N0(f ),bz>bu
au − az
bz − bu .
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If λx′y′ · ρz′u′ < 1, then the function f is weighted threshold, and suitable weights for variables in classes A and B can be
easily defined by following last part of the proof of Theorem 9. The complexity of this algorithm is O(m · ℓ), which is of
course better than the complexity of solving the system of linear inequalities (Lemma 6) in general, to decide thresholdness
of arbitrary functions.
Furthermore, if one gets as the description of a bipartite function f not both P0(f ) andN0(f ), but only one of them, then the
other one can be obtained in polynomial time. For instance, given a point x ∈ P0(f ), which is determined by the pair (ax, bx),
then one can find the maximum value b⋆ of b ≥ bx such that the point(s) determined by (ax − 1, b) ∈ f −1(0). The points
determined by (ax − 1, b⋆)will be in N0(f ). An analogous argument would result in points defined by (a⋆, bx − 1) ∈ N0(f ).
Moreover, every maximal negative point can be obtained in this way. Therefore, any minimal positive point x ∈ P0(f ) can
lead, at most, to two maximal negative points.
3.3. About regular bipartite functions
Other properties of positive boolean functions have been defined and studied. One of them is k-monotonicity (see [9], for
example). Functions which are 2-monotonic are also denoted as regular. Regular functions are those where the variables can
be naturally ordered according to their contribution to the function, from more important to less important.
Definition 10. A positive function f : {0, 1}n → {0, 1} is said to be 2-monotonic (or regular) if there exists an ordering,
say (1, 2, . . . , n), of the n variables such that f (x1, . . . , xn) = 1 with xi = 0, xj = 1 and 1 ≤ i < j ≤ n implies
f (x1, . . . , xi + 1, . . . , xj − 1, . . . , xn) = 1.
For arbitrary positive functions f , it is known that
f is threshold ⇒ f is 2-asummable ⇒ f is regular,
whereas the reverse implications do not hold in general. However, for graph functions, it is known that the reverse
implications do hold, and so regularity is equivalent to thresholdness.
Since we have proved in this paper that 2-asummability is equivalent to thresholdness for bipartite functions, a natural
question would be if regularity is also equivalent to thresholdness in this case, as it happens for graph functions. The
following counter-example shows that this is not true, and so regularity is strictly weaker than thresholdness (and than
2-asummability) for bipartite functions.
Let f : {0, 1}7 → {0, 1} be a bipartite function for the partition A = {1, 2, 3}, B = {4, 5, 6, 7}. To represent a point
x ∈ {0, 1}7, we use the notation (ax, bx) introduced in Section 3. Suppose that f is determined by the set of minimal
positive points P0(f ) = {(3, 0), (2, 1), (1, 2)}. This function f is clearly regular, because variables in A are more important
than variables in B. Let us see that f is 2-summable. Consider points x(1) = (1, 0, 0, 1, 1, 0, 0), x(2) = (0, 1, 0, 0, 0, 1, 1),
y(1) = (1, 1, 0, 0, 0, 0, 0) and y(2) = (0, 0, 0, 1, 1, 1, 1). They satisfy x(1), x(2) ∈ f −1(1), y(1), y(2) ∈ f −1(0) and x(1) + x(2) =
y(1) + y(2) = (1, 1, 0, 1, 1, 1, 1). Therefore, f is a regular bipartite function which is 2-summable and which is, therefore,
not weighted threshold.
4. Conclusion
This paper deals with the problem of characterizing which boolean positive functions are weighted threshold. We have
identified a new subfamily of positive functions f , that of bipartite functions, for which the characterization ‘f is weighted
threshold if and only if f is 2-asummable’ is true. This characterization is not true in general. Actually, there are tripartite
functions for which this result is false. Therefore, our positive result concerning bipartite functions is optimal in this sense
(with respect tom-partite properties of the function).
The subfamily of bipartite functions is therefore added to two other subfamilies for which the same characterization had
been proved true: graph functions and functions with up to eight variables. As future work, it may be interesting to study if
other subfamilies of boolean functions enjoy this property.
Acknowledgements
Partial support by the Spanish program CONSOLIDER-INGENIO 2010, under project ARES (CSD2007-00004) and by the
Spanish MICINN Ministry, under project MTM2009-07694, is acknowledged. The author enjoys a Ramón y Cajal grant,
partially funded by the European Social Fund (ESF), from Spanish MICINN Ministry.
References
[1] M. Anthony, S.B. Holden, Quantifying generalization in linearly weighted neural networks, Complex Systems 8 (1994) 91–114.
[2] A. Beimel, T. Tassa, E. Weinreb, Characterizing ideal weighted threshold secret sharing, in: Proceedings of TCC’05, in: LNCS, vol. 3378, Springer-Verlag,
2005, pp. 600–619.
[3] A. Beimel, E. Weinreb, Monotone circuits for monotone weighted threshold families, Information Processing Letters 97 (2006) 12–18.
1084 J. Herranz / Discrete Applied Mathematics 159 (2011) 1079–1084
[4] C.K. Chow, Boolean functions realizable with single threshold devices, Proceedings of the IRE 49 (1961) 370–371.
[5] V. Chvátal, P.L. Hammer, Aggregation of inequalities in integer programming, Annals of Discrete Mathematics 1 (1977) 145–162.
[6] C.C. Elgot, Truth functions realizable by single threshold organ, in: Switching Circuit Theory and Logical Design, AIEE Special Publication, 1961,
pp. 225–246.
[7] N. Littlestone, Learning when irrelevant attributes abound: A new linear-threshold algorithm, Machine Learning 2 (1988) 285–318.
[8] P. Morillo, C. Padró, G. Sáez, J.L. Villar, Weighted threshold secret sharing schemes, Information Processing Letters 70 (1999) 211–216.
[9] S. Muroga, Threshold Logic and Its Applications, Wiley-Interscience, New York, 1971.
[10] S. Muroga, T. Tsuboi, C.R. Baugh, Enumeration of threshold functions of eight variables, IEEE Transactions on Computers 19 (1970) 818–825.
[11] R.O. Winder, Threshold Logic, Ph.D. dissertation, Dept. of Mathematics, Princeton University, New Jersey, 1962.
