Manipulation of a quantum system requires the knowledge of how it evolves. To impose that the dynamics of a system becomes a particular target operation (for any preparation of the system), it may be more useful to have an equation of motion for the dynamics itself-rather than the state. Here, assuming weak-coupling with the environment, we develop a Markovian master equation for the process matrix of an open system, which resembles the Lindblad Markovian master equation. We employ this equation to introduce a framework for local coherent process control. We illustrate utility of this framework through several quantum coherent control scenarios, such as optimal decoherence suppression, gate simulation, and passive control of the environment, in all of which we aim to realize a given terminal process at a given final time.
I. INTRODUCTION
In a real world a quantum system cannot be fully isolated from its surrounding environment. Such system-environment couplings in general lead to a nonunitary description of the dynamics of the system [1] [2] [3] . Consequently, useful quantum resources of an open system, such as quantum coherence and correlations, often diminish rapidly. To mitigate such adversarial effects, it seems necessary to employ ideas from quantum error correction [4, 5] and quantum control theory [6, 7] , such as quantum feedback control [8] , decoherence-free subspaces and subsystems [9] , and dynamical decoupling [10, 11] .
If the system is initially uncorrelated with the environment, its dynamics can be faithfully described by quantum "operations" or "channels" (completely positive, trace-preserving linear maps), or equivalently by "process matrices" [4] . These objects relate the instantaneous density matrix (i.e., state) of the system to its initial density matrix. Numerous methods, such as quantum process tomography, have been developed for characterization of process matrices [4, [12] [13] [14] [15] . In addition, under some assumptions, one can obtain master equations for dynamics of the state [1] [2] [3] . These master equations enable one to see how manipulation of the preparation or system Hamiltonian by external agents can affect the state of the system at any time. The ability to manipulate system dynamics has spurred quantum control applications [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] .
However, for some applications, it may still be more useful to have dynamical or master equations which describe the dynamics of the dynamics (the process matrix) rather than the dynamics of the state (the density matrix). A relevant example is a control scenario where one is interested to achieve a particular quantum operation in a physical system by applying suitable control fields. Since here the operation is of interest, a dynamical equation for how the associated process matrix evolves can provide more direct information about the target operation. Such equations can be particularly useful in dissipative control or environment engineering scenarios [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] .
In this paper, assuming weak-coupling, Born-Markov, and secular approximations, we use the Lindblad Markovian master equation of the state to derive a conjugate equation of motion for the process matrix (for a precursor, see Ref. [15] ). Next we use this equation to construct a fairly general framework for optimal control of the dynamics of open quantum systems, where the achieved operation is guaranteed to have the highest fidelity with the desired operation. We restrict ourselves to coherent control operations, where an external field is applied locally only on the system and modifies its Hamiltonian (assuming that the field does not modify the environment or the way it acts on the system). We use this framework to study optimal coherent strategies for decoherence suppression, gate simulation, and passive control of the environment-without the need for controlling the environment. In particular, in decoherence suppression, an optimal control field is applied to the open system to simulate a unitary evolution at a specified time. In quantum simulation, we show how a quantum gate can be simulated optimally when we are confined to coherent manipulation of the open system. This optimal control framework also allows us to force the environment to act as if it were another environment with different properties. For example, we show that how one can modify the system Hamiltonian such that at a specified time a purely decohering environment looks like a depolarizing channel.
The structure of this paper is as follows. Section II reviews some preliminaries. In Sec. III we derive our master equation for the process matrix. In Sec. IV we establish an optimal coherent control theory for quantum processes, and in Sec. V we focus on optimal coherent control of terminal processes and apply this to three different scenarios. We provide a short robustness analysis in Sec. VI. Section VII concludes the paper. Three appendices include some details and derivations.
II. PRELIMINARIES
Consider an open quantum S system which interacts with its surrounding environment B. If the state of the total system at the initial time t 0 is given, its state at t t 0 is determined by a unitary operator U(t, t 0 ) generated by
where H S (H B ) is the system (environment) Hamiltonian, and H int describes the system-environment interaction. For later reference, we decompose the interaction Hamiltonian as
with A ξ and B ξ being Hermitian operators assigned to the system and the environment, respectively. Consider that the initial state of the total system is in a tensorproduct form as (t 0 ) = S (t 0 ) ⊗ B . Hence the time evolution of S is described by a completely positive and trace-preserving linear map in a Kraus representation form as [4] 
where the spectral decomposition of the environment state is B = ν r ν |ν ν| and
We introduce a fixed orthonormal operator basis
where the "process matrix"
with
. This positive semidefinite matrix contains all information about the system S. The trace-preserving property of E (t) reads as
For a quantum Markovian dynamics [2] , this dynamical map satisfies the divisibility condition for all t, s that 0 s t,
This condition can also be put as
where F is a rank-3 tensor defined as
From hereon we assume t 0 = 0 and use the shorthand (t) for time dependence.
In a formal setting [44, 45] , the divisibility condition (8) allows for the derivation of the Markovian Lindblad equation,
where the coefficient matrix a(t) = [a ξν (t)], with a ξν (t) ≡ lim h→0 χ ξν (t + h)/h (for ξ, ν = 1, . . . , N 2 − 1), is a positive semidefinite matrix, and
with M(t) = (1/ √ N) N 2 −1 λ=1 a λN 2 (t)K λ and a λN 2 (t) ≡ lim h→0 χ λN 2 (t + h)/h, for λ = 1, . . . , N 2 − 1 [1] . We set ≡ 1 throughout the paper.
To obtain a physical interpretation for a(t) and H(t), one can use an alternative microscopic, first-principles approach. It is based on the dynamics of the total system described by the von Neumann equation d dt (t) = −i[H, ] (assuming throughout the paper the natural units ≡ k B ≡ 1), partial tracing over the environment, and the weak-coupling, Born-Markov, and the secular approximations [1, 3, 46] . The weak-coupling approximation implies that
where · is the standard operator norm. In addition, this equation requires validity of particular assumptions about several time scales in the system. In particular,
where τ B is the relaxation time of the environment (the time at which the correlation functions of the environment decay), δt S ≈ 1/ H S is the time scale of the variations of the system, τ S is the time scale for the relaxation of the systems, and ω and ω are energy gaps of H S . Then one can show that
where the generator of the evolution is given by
Here
Note that in deriving Eq. (15), it has been assumed that H S is time-independent or adiabatically slow-varying. However, if H S depends on time (e.g., a time-dependent control field is applied on the system), still under similar conditions as Eqs. (12) - (14) , this master equation holds [47, 48] , where δt S ≈ 1/max t H S (t) . This is the case of interest to us, in particular when H S (t) = H S + V field (t), where V field (t) is a local external field, while the modified conditions now guarantee that field does not considerably modify how the environment affects the system. We remark that more general cases, where these conditions are not necessarily met, have also been recently considered in the literature; see, e.g., Ref. [49] . For alternative derivations of Eq. (15), see Refs. [1, 3, 46, 50, 51] .
III. DYNAMICAL EQUATION OF THE PROCESS MATRIX
Here we show that from the master equation for the state, one can obtain a master equation for the process matrix. We have relegated the details to appendix A. The time divisibility condition (9) and following steps similar to the formal derivation of the Lindblad equation (11) yield
where
Alternatively through the microscopic approach we can obtain
where K denotes the generator of dynamics and is given by
respectively. We remark that by comparing Eqs. (27) and (16) , it is clear that the dynamical equation for the process matrix has a Lindbladian form similar to the master equation for the density matrix, except that the Lindblad operators and the Hamiltonian are now represented in an operator basis. In the following, we consider two examples, the pure dephasing model and the dissipation model [1] in order to illustrate the process master equation.
A. Example 1: Pure dephasing model

Consider one qubit with the Hamiltonian
where σ 3 = |0 0| − |1 1| is the z-Pauli matrix and {|0 , |1 } are its eigenvectors. The surrounding environment of the qubit is assumed a bosonic environment with the Hamiltonian
where b † k is the bosonic creation operator of the kth mode with frequency ω k . The initial state of the environment is thermal at inverse temperature β,
In the pure dephasing model, this qubit interacts with the environment via the Hamiltonian
The process dynamical equation for this system is
2)σ α for α = 1, 2, 3 (σ α s are the Pauli matrices), γ 0 = π lim ω→0 J(ω)[1+2n(ω)], J(ω) ≡ k |g k | 2 δ(ω−ω k ) (the environment spectral density, with the property J(−ω) = −J(ω)), and n(ω) = [e βω − 1] −1 (the mean boson number in the environment). By using Eq. (6) one can obtain the boundary condition as χ αβ (0) = 2δ α4 δ β4 . Then it is straightforward to see that this process master equation (33) has the following exact solution:
B. Example 2: Dissipation model
If in the previous model we consider
where σ ± ≡ (1/2) (σ 1 ± iσ 2 ), this model describes a dissipative environment, with the associated master equation
2n(ω)] P 1/(ω − ω 0 ) (P denotes the Cauchy principal value).
Solving Eq. (36) with χ αβ (0) = 2δ α4 δ β4 gives
, and s ± (t) ≡ (1/2) 1 + q(t) ± 2 q(t) cos (∆t) .
IV. OPTIMAL COHERENT CONTROL OF QUANTUM PROCESSES: GENERAL THEORY
An important application of the process master equation is within the framework of optimal control [6, 52] . The central problem in this theory is the dynamical manipulation of the open system to attain a given objective under some constraints.
For example, the objective can be dictating the dynamics of the system at a predetermined final (terminal) time t f to become as much as possible similar to a given target dynamics. This can be achieved by manipulating the system and its environment. However, since it is practically demanding to manipulate the environment actively, we restrict ourselves to the coherent case where only the system Hamiltonian is assumed controllable as
is an external field applied to the system. To simplify the discussion, we confine ourselves to fields in the special form of
where µ is a fixed system operator.
To analyze how effectively the applied field works toward achieving the objective, we need to choose a relevant figure- 
, which is modified with the constraints on the solution (e.g., constraints on the evolution time and the field energy or shape) as
where Y and G are scalar functions. One can use different figures-of-merit Y depending on the context. However, in numerous applications it can be relevant to use the quantum operator fidelity defined as [30, 53] 
which is guaranteed by the Cauchy-Schwarz inequality to be bounded as 0
contains all relevant constraints of a specific control problem.
In particular, the process equation of motion is as Eq. (26), where now the generator K (t) is given by Eq. (27) where
Note that the control problem defined here is a restricted problem such that only one function in the field-system interaction Hamiltonian V field (t) is unknown and the system operator µ is a fixed operator. This reduced problem can be straightforwardly generalized to an unknown interaction Hamiltonian, too. This extension, however, is beyond the scope of this paper.
Here the region defined by the control field is assumed unbounded. The variational approach can be used to obtain a set of necessary conditions for this optimal control field. We have relegated the details to appendix B, and only reproduce the main results here. One can express these constraints in terms of an scalar pseudo-Hamiltonian functional as [32, 52] 
where Λ(t) is a matrix Lagrange multiplier. Hence the necessary conditions for the optimal controlˆ (t) become for any t ∈ [0, t f ], whereχ(t) andΛ(t) are, respectively, the optimal process induced byˆ (t) and the optimal Lagrange multiplier. Note that the variation of the functional H with respect
In addition, the following boundary condition for t f should also be satisfied:
. When the final time t f is assumed fixed, we need to set δt f = 0.
V. OPTIMAL CONTROL OF TERMINAL PROCESS
In some applications we need to control the system process χ(t) toward a desired one at a predetermined time t f , Ω t f , by applying an appropriate external field- Fig. 1 . The intermediate-time dynamics does not matter on its own. Now
, Ω t f ] as our figure-of-merit Y. We also impose a condition on the energy of the applied field,
where the penalty parameter η allows us to adjust energy, and the shape function f (t) switches the external field on and off [20] (see also Refs. [26, 28] for energyconstrained scenarios). The appropriate pseudo-Hamiltonian for this optimal control problem is 
FIG. 2. Alternative to Fig. 1 . The blue solid curve shows the state trajectory associated with a given dynamical process. The state id (t f ) is the desired state at the end of this trajectory (only the final point is the objective). For an open quantum system this goal may be achieved by applying a coherent optimal control fieldˆ (t) only to the system. The orange dashed curve indicates the optimal trajectory induced by a generator Lˆ (t) . The red dotted curve represents the state trajectory induced by L (t)=0 , whose final state S (t f ) is not necessarily close to the desired terminal state id (t f ). Now Eqs. (42) -(45) take the following forms:
where K ˆ (t) is the Heisenberg picture of Kˆ (t) , and Ω t f ≡
From Eq. (44) one can obtain an explicit form for the optimal control field aŝ
Equations (47), (49) , and (51) should be solved selfconsistently to obtain the optimal control field. In the following we focus on three scenarios.
A. Scenario I: Decoherence suppression
Consider a qubit interacting with a pure dephasing bosonic environment. We are interested to see whether an external field applied to the qubit can suppress the environment at a predetermined time t f , such that we have
is generated by the bare system Hamiltonian H S -see Fig. 2 . That is, the target process is given by Here ω 0 = 1, µ 0 = 0.2, γ 0 = 0.02, and η = 0.05. Inset shows the offdiagonal term of the state induced by the optimal control field (solid curve), and its time evolution when there is no field (dashed curve). We have assumed that the initial state is S (t 0 ) = |+ +|,
The same as (a) but for t f = 80, and η = 1. Inset indicates the Fourier transform of the optimal field. We assume that the applied field is transversal, i.e., µ = µ 0 σ 1 . Thus, the optimal field is given by [Eq. (51)]
given by the normalized Pauli and identity matrices (see Sec. III A). The optimal fieldˆ (t) is obtained by solving the following equations:
We have used the Krotov iterative method to solve Eqs. (53) -(57) (see appendix C). In all numerical calculations, the shape function has been considered as f (t) = sin 2 (πt/t f ), and the initial guess for the optimal field has been taken as (0) (t) = f (t) cos(ω 0 t).
Two optimal fields are shown in Fig. 3 for two different final times t f . The fidelity between the target process Ω (D) t f and the optimalχ(t f ) at t f = 30 is ≈ 0.965. The optimal control field has the highest intensity around the energy gap of the qubit [inset of Fig 3(b) ]. In addition, this figure shows that the optimal field is sensitive to the predetermined final time t f so that it varies considerably by changing the final time in the scenario. The time evolution of the off-diagonal term of the state induced by the optimal field has been shown in the inset of Fig. 3(a) . The coherence has increased partially compared with the no-field case [red dashed curve in the inset of Fig.  3(a) ]. The fidelity between the optimal process at t f and the target process is nonmonotonic vs. time [solid curve in Fig.  4 ]. Note that this fidelity is maximum only at t f compared with the fidelities obtained from arbitrary fields at this time. However, at intermediate times t < t f it may have even smaller values than nonoptimal fields. The monotonic behavior of the optimal fidelity vs. t f has been shown in Fig. 4(b) (solid curve). By changing t f , the optimal fidelity remains maximum compared with the fidelity obtained from other fields.
To gain a better insight about the optimization method, we consider two cases. First, we have investigated the fidelity between the optimal processχ(t f ) and the target process Ω (D) t f vs. t f (black delta symbol in Fig. 5 ). Second, we have studied the system evolution in the absence of any field. Here the fidelity between χ(t f ) due to the system evolution with (t) = 0 and the target process behaves as a monotonic function of predetermined final time [red dashed curve in Fig. 5 ]. This fidelity has the following analytic form:
which → 1/ √ 2 as t f → ∞. Comparing these cases shows that the optimal scenario works fairly well for small final times. However, this scenario does not give relatively high fidelities if the environment has sufficient time to affect the system. In addition, the fidelity at t f between the optimal process and the process matrix (34) at this time increases with the time interval of the system evolution [green square symbol in Fig. 5 ].
B. Scenario II: Gate simulation
Here the desired terminal process is considered to be a specific unitary gate U (H) , that is,
where α, β = 1, . . . , N 2 . For example, we consider one qubit within the pure dephasing model (see Sec. III A). Our goal is to find an optimal field which steers the dynamics of the qubit to be similar to the Hadamard gate applied at a specified final time,
The condition on the boundary optimal Lagrange multiplier iŝ
One of the numerical results has been depicted in Fig. 6(a) for t f = 60 with the optimized fidelity of 0.78. Numerical calculations show that this optimized fidelity is relatively high for a wide range of predetermined final times t f [black delta symbol in Fig. 6(b) ]. In addition, the fidelity between the target process matrix Ω (H) t f at some predetermined terminal time t f and the process obtained from the system evolution with (t) = 0 [Eq. (34)] has a damped oscillatory behavior with respect to t f [red dashed curve in Fig. 6(b) ]. By using Eqs. (34), (59), and (60), the fidelity reads as
This implies that the environment alone cannot help us achieve a relatively high fidelity.
C. Scenario III: Passive control of the environment
In this scenario we want to control the environmental effects by applying an external field on the system- Fig. 2 . In particular, we aim to modify the effect of the environment passively such that it looks differently (as we wish) to the system. For example, we consider a qubit within a pure dephasing environment (see Sec. III A), but we are interested to make this environment look like a depolarizing channel [4] to the system, with 0 p 1. That is, the target dynamics at t = t f reads as
where α, β = 1, 2, 3, 4. Hence we should find an optimal con-
where χ(t f ) describes the dynamics of this qubit due to the interaction with an environment and external field at a final time t f . The necessary conditions for this optimal control field are the same as the previous scenarios [see Eqs. (53) -(56)] but witĥ
where Ω (ch)
One of these optimal fields has been shown in Fig. 7(a) for t f = 40 and p = 0.3. The fidelity between the optimal and the target processes is about 0.96, while the fidelity between the process obtained from Eq. (34) at t f = 40 and the target process is about 0.7. The latter fidelity has an exact form as
which has been plotted for t f = 40 and all p 1 in the inset of Fig. 7(a) (red dashed curve) . For a given final time t f , the fidelity (66) has a maximum value as
, which is an upper bound for the performance of the environment to achieve the goal. By comparing the optimized fidelity [black delta symbol in the inset of Fig. 7(a) ] with the fidelity between the optimal process and the process matrix obtained from Eq. (34) [green square symbol in the inset of Fig. 7(a) ] as functions of p, for a fixed final time, one can conclude that the optimization scenario works fairly well around p = 1. On average the environment can help simulate the depolarizing channel for any specified final time t f , which can be observed from the red dashed curve of Fig. 7(b) . This curve shows the fidelity between the process matrix due to (t) = 0 and the target process as a function of the predetermined final time, for a given p. The damped oscillating behavior of the fidelity is given by Eq. (66), which converges to (3 − 2p)/ 6(4p 2 − 6p + 3) at large final times. An optimal control field can enhance the performance of the environment to simulate a target channel especially at small final times [see the black delta symbol in Fig. 7(b) ].
VI. ROBUSTNESS OF OPTIMAL FIELDS VS. NOISE
The optimal fields in the previous section are assumed to be generated in a noise-free laboratory, where one can exactly realize these fields. However, in real situations we may have various noises which can affect the performance of the optimal fields. Thus, the robustness analysis of these fields seems imperative. We perform this by generating a random Gaussian noise with the mean value m and the standard deviation σ and adding this noise to the optimal field. Next we calculate the fidelity between the target and optimal processes. We repeat this several times for obtaining an averaged fidelity from all realizations of the noise with this Gaussian probability distribution-see Fig. 8 . Comparison of this average fidelity with the fidelity induced by the noise-free optimal field indicates that the optimal fields obtained for the all three scenarios are robust against such external noises.
VII. SUMMARY
We have obtained an equation of motion for the process matrix associated with the dynamics of an open quantum system, which holds under weak-coupling, Born-Markov, and secular approximations. This equation is in the Lindblad form and resembles the master equation for the density matrix of the open system. We have illustrated this process master equation for the pure dephasing and dissipation models acting on a single qubit. Next, by using this equation, we have developed an open-system optimal control framework where by local coherent manipulation of an open quantum system-through applying a control field-one can optimally implement quantum operations on the system. In this framework, a target operation at a given final time is the objective, for which the suitable optimal control field is given by optimizing a proper figureof-merit functional (e.g., operation fidelity), where physical constraints have also been included. This framework can be straightforwardly extended to situations where applying a control field on the system may also affect how the environment acts on the system.
We have illustrated the utility of our framework in three quantum control scenarios; decoherence suppression, gate simulation, and passive environment engineering. In the gate simulation scenario, the goal has been to suppress the effect of the interaction with the environment such that in a given time the evolution of the system is simply given by its own Hamiltonian. In the gate simulation scenario, the goal has been to force the system to evolve at a given time as closely as possible to a given unitary gate. The passive environment control scenario is an extension of the previous scenarios, in which simply by applying coherent control fields we have aimed to make the original environment (here dephasing) look like another environment (depolarizing). Since these control scenarios we have considered are limited to coherent control of the system, without assuming the ability to manipulate the environment, they are subjective to the shape of applicable control fields, and may not achieve some operations with any desired high fidelity. However, our framework on its own is applicable to more general cases and can provide a feasible approach accessible with any given set of control operations.
where χ αβ (t + h) ≡ χ αβ (t + h, t). From Eq. (10) we can write the time-dependent generator K t as
Now we introduce the coefficients a λγ (t) as
which leads to the following compact form for the components of the generator:
We shall now obtain the coefficients a λγ (t) in terms of the operators belonging to the system Liouville space. Substituting t 0 → t and t → t + h into Eq. (7) and then separating the terms including K N 2 = I S / √ N from the others yield
where we have used the definition of the coefficients a ξν (t) [see Eq. (A6)]. Now, we introduce the Hermitian operator
After multiplying both sides of Eq. (A10) by K λ (λ = 1, . . . , N 2 − 1) and taking partial trace over the system S, we obtain
Moreover, by taking partial trace over the system from both sides of Eq. (A8), we obtain
Thus, by substituting Eqs. (A11) and (A12) into Eq. (A7), the components of the generator K t can be obtained as
By using Eqs. (A6) and (6), we can prove N 2 −1 ξ,ν=1 υ * ξ a ξν (t)υ ν = lim h→0 (1/h) λ,µ
for any (N 2 − 1)−dimensional vector υ and for any time t. Hence, (N 2 − 1)−dimensional matrix a(t) = [a ξν (t)] is positive semidefinite.
By substituting Eq. (A13) into Eq. (A1), a set of coupled differential equations is obtained as
where the upper limits of the summation over λ in the third and sixth terms have been changed to N 2 because H(t) is a traceless operator [see Eq. (A9)]. By using the orthonormality of the operator basis, the first term in Eq. (A14) is absorbed into the forth and fifth terms by changing the upper limits of their summations over λ to N 2 . Hence Eq. (A14) can be rewritten as
Equation (A15) can still be brought into a more compact form. By expanding the Hermitian operator H(t) in terms of the operator basis [K λ ] N 2 λ=1 as H(t) = N 2 λ=1 Tr[K † λ H(t)]K λ , it is straightforward to prove the following equality:
After some algebra, we also obtain another useful relation,
where we have used
Thus, by using Eqs. (A16) and (A17), one can get another form for Eq. (A15) as
After introducing the N 2 −dimensional matrix G(t) as in Eq. (25), the compact final form (27) is obtained.
Microscopic approach
The derivation of the master equation of the reduced density matrix based on the microscopic approach has been discussed in detail in the literature [1] . In this approach, one should apply the Born-Markov and secular approximations to obtain a dynamical map for the reduced density matrix, which fulfills the divisibility condition (8) . In the Born-Markov approximation, the time scale τ B of decaying the environment correlation functions is small compared to the relaxation time τ R of the reduced system, i.e., τ B τ R . This means that the environment rapidly relaxes before the state of the reduced system changes significantly. This approximation leads to a local dynamical equation for the reduced system. According to the secular approximation approximation, the time scale τ S over which the reduced system evolves intrinsically is smaller than the relaxation time of the reduced system. By applying these approximations to the dynamics of the total system, one can obtain the time-independent generator L of the time evolution of the reduced density matrix which its components are given by
where the system operator A ξ (ω) and the coefficients γ ξν (ω) have been defined already in Sec. II. In addition, the Hermitian operator H is sum of the system Hamiltonian and Lamb-shift correction, H = H S + H Lamb . We obtain a set of coupled linear differential equations for the components of the dynamical map [E (t) ] i j,r s (i, j, r, s = 1, . . . , N) as
The dynamical map and the process matrix components are related together by means of Eq. (5) as
By substituting Eqs. (A19) and (A21) into Eq. (A20), we can obtain the following equality:
By multiplying both sides of Eq. (A22) by [K † ξ ] ri [K ν ] js and then summation over i, j, r, s = 1, . . . , N, we find a linear differential equation for any component of the process matrix,
where we have used the orthonormality condition for the operator basis. By using the expansion A λ (ω)K ν = N 2 η=1 Tr[K † η A λ (ω)K ν ] K η in the forth and fifth terms of Eq. (A23), we can rewrite this equation as
This is, indeed, the same as Eq. (26) .
where the functional G a is defined as Since χ(0) is assumed fixed, then the term Y[ χ(0), 0] has been eliminated from the functional J a . Here, we assume that the predetermined final time t f is either specified or free. Thus, variation of the functional J a becomes δJ a = ∫ t f +δt f 0 G a [χ(t) + δ χ(t), χ(t) + δ χ(t),Λ(t) + δΛ(t),ˆ (t) + δ (t), t] dt − ∫ t f 0 G a [χ(t), χ(t),Λ(t),ˆ (t), t] dt = ∫ t f 0 dt G a [χ(t) + δ χ(t), χ(t) + δ χ(t),Λ(t) + δΛ(t),ˆ (t)] − G a [χ(t), χ(t),Λ(t),ˆ (t), t]
where δ χ(t), δ χ(t), δΛ(t), and δ (t) are the variations of the process matrix, its time derivative, Lagrange multiplier, and the external field, respectively. Expanding the first integrand of Eq. (B5) in Taylor series atχ(t), χ(t),Λ(t), andˆ (t) leads to
, χ(t) + δ χ(t),Λ(t) + δΛ(t),ˆ (t) + δ (t), t] dt
where we have only kept terms of the order of δ χ(t), δ χ(t), δΛ(t), and δ (t). The first integral can be simplified by using the relation ∫ a+δa a f (x) dx ≈ f (a) δa, and integration by parts yet simplifies the term containing δ χ(t), whence 
where we have used δ χ(0) = 0. After expanding the first term of Eq. (B7) in Taylor series around the optimal solution (χ(t), χ(t),Λ(t),ˆ (t)) and then neglecting higher order terms, one can write this equation as
dt Tr ∂G a [χ(t), χ(t),Λ(t),ˆ (t), t] ∂ χ T (t) δ χ(t) + ∂G a [χ(t), χ(t),Λ(t),ˆ (t), t]
We note that δ χ(
dt Tr ∂G a [χ(t), χ(t),Λ(t),ˆ (t), t] ∂ χ T (t) δ χ(t) + ∂G a [χ(t), χ(t),Λ(t),ˆ (t), t] ∂ (t) δ (t) − Tr d dt ∂G a [χ(t), χ(t),Λ(t),ˆ (t), t] ∂ χ T (t) δ χ(t) + Tr ∂G a [χ(t), χ(t),Λ(t),ˆ (t), t] ∂Λ T (t) δΛ(t) .
(iii) Calculating Λ (n+1) (t f ) by using the following equation and χ (n) (t f ) (obtained from step (ii)):
(iv) Solving d dt Λ (n+1) (t) = −K (n+1) (t) [Λ (n+1) (t)], to obtain the Lagrange multiplier Λ (n+1) (t) for t = t f to t = 0, with the boundary condition obtained from step (iii) and simultaneously calculating the external field (n+1) (t) in the new iteration by using (n+1) (t) = (n (t) + ∆ (n) (t), where the field correction is defined as
2η Im Tr [Φ, χ (n) (t)]Λ (n+1) (t) .
(v) Going back to step (ii) with (n+1) (t), if the convergence has not occurred yet.
(vi) Repeating the procedure until the convergence occurs.
To prevent saturation, we have used Eq. (51) as a field correction rather than using it as the field itself. In the implementation of the Krotov method, we have used the fourth-order Runge-Kutta method to solve the differential equations. As Fig. 9 shows, the fidelity between the process matrix at t = t f obtained from step (ii) and the target process matrix improves by iteration, and is almost saturated quickly after several iterations.
