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ABSTRACT
We present an analysis of the effect of feedback from O- and B-type stars with data from
the integral field spectrograph Multi Unit Spectroscopic Explorer (MUSE) mounted on the
Very Large Telescope of pillar-like structures in the Carina Nebular Complex, one of the most
massive star-forming regions in the Galaxy. For the observed pillars, we compute gas electron
densities and temperatures maps, produce integrated line and velocity maps of the ionized
gas, study the ionization fronts at the pillar tips, analyse the properties of the single regions,
and detect two ionized jets originating from two distinct pillar tips. For each pillar tip, we
determine the incident ionizing photon flux Q0, pil originating from the nearby massive O- and
B-type stars and compute the mass-loss rate ˙M of the pillar tips due to photoevaporation caused
by the incident ionizing radiation. We combine the results of the Carina data set with archival
MUSE data of a pillar in NGC 3603 and with previously published MUSE data of the Pillars
of Creation in M16, and with a total of 10 analysed pillars, find tight correlations between the
ionizing photon flux and the electron density, the electron density and the distance from the
ionizing sources, and the ionizing photon flux and the mass-loss rate. The combined MUSE
data sets of pillars in regions with different physical conditions and stellar content therefore
yield an empirical quantification of the feedback effects of ionizing radiation. In agreement
with models, we find that ˙M ∝ Q1/20,pil.
Key words: H II regions – jets and outflows.
1 IN T RO D U C T I O N
Feedback from massive stars is a crucial factor in the baryon cycle of
galaxies. It regulates how they turn their gas reservoir into stars and
therefore plays a fundamental role in galaxy evolution (Sommer-
Larsen, Go¨tz & Portinari 2003). However, its exact role is one of the
main missing ingredients to connect the observed galaxy popula-
tion to cold dark matter cosmology (e.g. Vogelsberger et al. 2014;
Schaye et al. 2015). On smaller, molecular cloud-scales (1–10 pc),
massive stars (which generally form in a clustered environment,
rather than in isolation; Beuther et al. 2007; Bressert et al. 2010)
profoundly affect their immediate environment: stellar winds, pho-
toionizing radiation and supernova events are responsible for inflat-
 E-mail: amcleod@eso.org
ing H II regions and shell-like structures, which both suppress and
enhance star formation by clearing away the molecular gas but also
locally compressing it to create high-density regions and therefore
possible sites of new star formation (Walch 2014).
Feedback from massive stars is also thought to be responsible
for exposing pillar-like structures and globules from surrounding
gas and dust (Mellema et al. 2006; Arthur et al. 2011; Tremblin
et al. 2012). However, the relative importance of the different pil-
lar formation scenarios is debated: is a pre-existing dense structure
exposed by stellar feedback, or does feedback collect and com-
press the molecular gas to form overdensities which subsequently
form pillars via instabilities (Gritschneder et al. 2010; Tremblin
et al. 2012)? Notwithstanding the contentious formation mecha-
nism, these structures are formed throughout star-forming regions,
both observed (Hester et al. 1996; Klaassen et al. 2014) and sim-
ulated (Gritschneder et al. 2010; Dale, Ercolano & Bonnell 2012),
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some host forming stars at their tips which are sometimes known to
launch bipolar jets (Smith et al. 2010a; Reiter & Smith 2013), and
they are found to photoevaporate under the influence of the nearby
massive stars (Westmoquette et al. 2013; McLeod et al. 2015). The
mechanism of photoevaporation is explained by the strong ionizing
radiation from the nearby O- and B-type stars impinging on the
matter of the pillar tips: the pressure of the pillar material increases
and it is photoionized, leading to a photoevaporative flow of matter
streaming away from the pillar surface (Hester et al. 1996). Despite
the fact that the photoevaporative effect has been observed in many
previous works, and the connection between the mass-loss rate and
the flux from the ionizing stars has been analytically described (e.g.
Bertoldi 1989; Bertoldi & McKee 1990; Lefloch & Lazareff 1994;
Mellema et al. 1998), no direct observational tests of the theories
have been performed.
In a previous study, we targeted the iconic Pillars of Creation in
M 16 (McLeod et al. 2015, henceforth referred to as MC15) with the
integral field unit (IFU) Multi Unit Spectroscopic Explorer (MUSE)
mounted on the Very Large Telescope (VLT). In projection, these
pillars are situated ∼2 pc south-west of the massive cluster NGC
6611, which is responsible for the radiation field which is photoe-
vaporating the nearby pillars. For these structures, we computed the
mass-loss rate due to photoevaporation by making use of the simul-
taneous imaging and spectroscopic capabilities of MUSE, which
allowed us to determine both the morphology and the kinematics
of the ionized gas by covering all the ionized emission lines in the
4650–9300 Å range covered by MUSE. Together with their molec-
ular mass of about 200 M (White et al. 1999), we estimated a
lifetime of ∼3 Myr for the pillars in M 16.
However interesting for the particular case of the M 16 region,
the results obtained for the Pillars of Creation alone are not enough
to analyse and quantify ionizing feedback in general. To do this, the
interplay between the ionizing star cluster and the affected (photo-
evaporating) pillar-like structures needs to be analysed in a repre-
sentative sample of regions to test for the existence of a relationship
between the two. In this paper, we exploit a unique data set of pillar-
like structures in the Carina star-forming region observed with the
IFU MUSE. In combination with archival MUSE data of a pillar
in NGC 3603 and the previously published M 16 data, we attempt
a first quantitative analysis of ionizing feedback in high-mass star-
forming regions by comparing the photoevaporative effect in these
different regions.
The Carina Nebula Complex (CNC) is a rich, nearby (2.3 kpc;
Smith 2006a) and well-studied star-forming region, with tens of
young star clusters, O- and B-type stars and many pillar-like struc-
tures that surround the central part of the Complex (Smith & Brooks
2008). Because of this, it is the ideal region to study the stellar pop-
ulations of young, massive clusters, as well as their feedback on
the surrounding molecular clouds. It hosts about 65 O-type stars as
well as three WNL stars,1 which together emit a total ionizing pho-
ton luminosity of about 1051 photons s−1 (Smith 2006b). Despite
the high degree of feedback and the presence of already exposed
star clusters, as well as the evolved massive luminous blue variable
star η Car, the CNC is also known to host vigorous ongoing star
formation as well as a few 104 M in dense, cold clouds which
have not yet formed stars (Preibisch et al. 2012). The massive stel-
lar content of the CNC is predominantly found in the three main
young clusters, namely Trumpler 14, 15 and 16, which together
1 Late-type Wolf-Rayet stars with nitrogen-dominated spectra that show
hydrogen lines.
account for ∼93 per cent of the total ionizing flux. Tr 14 and Tr 16
are located towards the centre of the giant Carina H II region and
have ages of about 1–2 Myr (Hur, Sung & Bessell 2012). While
Tr 14 hosts ∼10 O-stars (ranging from O2 I to O6.5 V) and has a
very compact spatial configuration with a core radius of just 0.15 pc
and a central stellar density of the order of 104 M pc−2, Tr 16
hosts ∼18 O-stars, a WNL star, and is a loose open cluster and
consists of several subclusters (Feigelson et al. 2011; Wolk et al.
2011). By contrast, Tr 15 only hosts about 6 O-stars, none of them
of spectral type earlier than O8, and is older than Tr 14 and 16, with
an age between 5 and 10 Myr (Wang et al. 2011). The structure
and properties of the dense, cool clouds in the CNC was recently
studied in new detail by deep sub-mm mapping observations with
LABOCA at the APEX telescope (Preibisch et al. 2011) and by the
70–500 μm far-infrared observations with the Herschel Space Ob-
servatory (Preibisch et al. 2012; Roccatagliata et al. 2013). These
observations showed that most of the dense gas in the CNC is con-
centrated in numerous pillar-like cloud structures, which are shaped
by the irradiation of nearby high-mass stars.
The multitude of pillars, globules and outflows in the CNC have
been thoroughly analysed in Hartigan et al. (2015). These authors
used both broad- and narrow-band near-infrared (I, K, Brγ and
H2) and optical (Hα, [S II] and [O III]) data to detect previously
unknown candidate jets (to complement and complete the already
well-known population of Herbig–Haro objects from Smith et al.
2010a) and identify the main irradiated surfaces between the H II
region and the surrounding molecular clouds. In this very exhaustive
study, Hartigan et al. analyse 63 different regions within the CNC,
each containing one or more pillars or irradiated globules. The
MUSE CNC data set presented in this paper covers five of the
Hartigan et al. regions and contains five distinct pillars as well as
one irradiated globule. The regions were chosen to maximize the
number of covered pillars, sample these from a variety of different
locations within the CNC, and minimize the needed amount of
telescope time. This unique data set, in combination with MUSE
observations of pillars in M 16 (MC15) and NGC 3603, offers for
the first time the possibility of analysing both the morphology and
the kinematics of the ionized gas with the unique combination of
angular resolution and spectral coverage offered by MUSE. With
these data, we analyse the ionizing feedback from the massive stars
in the CNC by computing and comparing the ionizing photon flux
and photoevaporation rate for a total of 10 pillars, and we deliver
an observational quantification of the effects of ionizing feedback.
The observations and data reduction are discussed in Section 2.
The analysis in this paper is divided into four main topics: a study
of the behaviour of the various detected emission lines at the pil-
lar/ambient matter interfaces (Section 3.1), the computation and
discussion of the physical parameters of the observed regions (Sec-
tion 3.2), the connection between the ionizing massive stars and the
photoevaporation of the surrounding pillars (Section 3.3), and the
discussion of two detected bipolar jets originating from the pillar
tips (Section 3.4). Conclusions are present in Section 4.
2 O B S E RVAT I O N S A N D DATA R E D U C T I O N
2.1 Carina
We observed a sample of pillar-like structures in the CNC with the
IFU MUSE under the programme 096.C-0574(A) (PI McLeod). The
observing programme targeted five regions sampled from Hartigan
et al. (2015), who present near-infrared images from NEWFIRM
MNRAS 462, 3537–3569 (2016)
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Correlating ionization and cloud mass-loss 3539
Figure 1. Three-colour composites of integrated line maps of the four observed regions in Carina (R18, R37, R45 and R44). Red is [S II] λ6717, green is Hα
and blue is [O III] λ5007. The images are not continuum-subtracted. See the text, Section 2 for further details.
and optical images from MOSAIC observations2 of pillars, globules
and jets in the Carina star-forming region. As already mentioned,
the five regions from Hartigan et al., Areas 18, 22, 37, 44 and 45
(for simplicity named R18, R22, R37, R44 and R45 henceforth in
this paper) were selected based on two criteria: the presence of
pillar-like structures and their different locations within the CNC
(to sample different feedback environments and conditions). Only
four of the five target regions are discussed in this work, as the
observations of R22 showed that this region is too heavily extincted
to identify the pillars, and therefore not suited for the analysis in
this work. Red giant branch (RGB) composites of the four discussed
regions (R18, R37, R44 and R45) are shown in Fig. 1. The colours
correspond to [S II]λ6717 (red), Hα (green) and [O III] λ5007 (blue,
2 The NOAO Extremely Wide-Field Infrared Imager and the NOAO/KPNO
Mosaic Wide-Field Imager, thus both wide-field imagers covering a much
larger area than the Hubble Space Telescope (HST) and Spitzer surveys from
Smith et al. (2010a,b) and Povich et al. (2011).
the images shown in this figure are not continuum-subtracted). Fig. 2
shows the location of the four regions with respect to the three
main CNC clusters (black crosses) and the location of known O-
and B-type stars from Gagne et al. (2011) (white crosses). Two
O-stars (HD 303316 and HD 305518 are highlighted, as discussed
in Section 3.3.1).
With these observations, we sample a total of five pillar-like
structures (R18, R45 and three distinct pillars in R44, where we
refer to the pillars as R44 P1, R44 P2 and R44 P3 as indi-
cated by the slit positions in Fig. 4) as well as one detached
globule (R37) in the relative vicinity of two of the three most
massive clusters in the CNC, Tr 15 and Tr 16. As will be dis-
cussed later (see Section 4), a dedicated MUSE data set cover-
ing the massive pillars around Tr 14, as well as the cluster stars
themselves, has been recently observed (VLT programme 097.C-
0137(A), PI McLeod) and will be presented in a forthcoming
publication.
The total amount of telescope time awarded to this programme
was 5.5 h, and the data was taken during the period from 2015
MNRAS 462, 3537–3569 (2016)
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3540 A. F. McLeod et al.
Figure 2. Three-colour Herschel composite (red = 250 μm, green = 160 μm, blue = 70 μm). The four observed regions in Carina (R18, R37, R44 and R45)
as well as the three most massive clusters (Tr 14, 15 and 16) are marked in black, O- and B-stars from Gagne et al. (2011) are marked with white crosses, the
projected distances from each region to the main nearby clusters are traced with the black lines, and two O-stars (HD 303316 and HD 305518) are highlighted,
see the text, Section 3.3.1.
Table 1. MUSE observations of pillar-like structures in the Carina region. Coordinates are taken from Hartigan et al. (2015).
Region RA (J2000) Dec. (J2000) Observing date No. of mosaic pointings
R18 10:45:31.98 −59:12:23 2015 November 1/2 2
R37 10:44:31.44 −59:39:21 2015 October 31/November 1 2
R44 10:41:39.21 −59:43:33 2015 November 30/December 1 10
2015 December 10/1
R45 10:41:20.69 −59:48:23 2015 November 15/16 2
October 31 to 2016 January 17. The central coordinates of each
observed region, as well as the date of observation and number of
mosaic pointings per region are listed in Table 1. The exposure time
for all observations was 90 s, and each pointing was observed three
times following a 90◦ dither pattern, a method generally used to
minimize instrument artefacts and proven to be successful with our
MUSE science verification data of pillar-like structures in M 16
(MC15). The data reduction was carried out in the ESO ESOREX en-
vironment of the MUSE pipeline (Weilbacher et al. 2012) and using
standard calibrations. Each pointing was observed in the nominal
wavelength range of MUSE (4650–9300 Å, resolving power R =
2000–4000) and exploiting the instrument’s Wide Field Mode with
a field of view of 1 arcmin×1 arcmin. At the distance of Carina, the
seeing-limited resolution of the MUSE observations of 0.2 arcsec
is about 0.002 pc.
2.2 NGC 3603 and M 16
We compare the observations of the Carina pillars to similar struc-
tures in two other regions covered by MUSE, namely the Pillars
of Creation in the Eagle Nebula (M 16), as well as a pillar south-
west of the massive cluster in NGC 3603. Both the MUSE M 16 and
NGC 3603 data were taken during the instrument’s science verifica-
tion run in 2014 June. The M 16 data set (programme 60.A-9309(A),
PI McLeod) is presented and analysed in MC15, which gives details
of the observational setup and data reduction. The NGC 3603 and
M16 pillars were included to sample pillars not only across various
star-forming regions, but also in different ionizing conditions.
The massive cluster in NGC 3603, in projection only about 1 pc
away from the observed pillar, is one of the most massive clus-
ters in the Milky Way with an age of 1–2 Myr (Sung & Bessell
2004; Harayama, Eisenhauer & Martins 2008) and mass estimates
MNRAS 462, 3537–3569 (2016)
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Correlating ionization and cloud mass-loss 3541
Figure 3. RGB composite of the pillar in NGC3603, red is [S II] λ6717, green is Hα and blue is [O III] λ5007 (as for Fig. 1 the integrated emission line maps
are not continuum-subtracted). See the text, Section 2.2.
ranging from ∼104 M (Harayama et al. 2008) to about 1.8
× 104 M (Rochau et al. 2010). The exposed cluster is surrounded
by molecular cloud structures, among which are two prominent pil-
lars (e.g. Westmoquette et al. 2013), which are under the influence
of the large number of O-type stars (>30, Melena et al. 2008) that
dominate the feedback in the region. It is the ideal region to analyse
one of the more extreme Galactic feedback environments, as the
bolometric luminosity of the HD 97950 cluster3 is about 100 times
greater than that of the Orion cluster, and about 10 per cent that
of the massive 30 Doradus cluster in the Large Magellanic Cloud.
With MUSE, the pillar south-east of the cluster was covered, and
an RGB composite of [S II], Hα and [O III] is shown in Fig. 3.
The archival NGC 3603 data set (programme 60.A-9344(A))
consists of a single pointing covered with four different exposure
times, namely 10, 60, 300 and 2100 s. For the purpose of this
analysis, the 10 and 60 s exposures did not deliver the necessary
S/N, and the main ionized emission lines are saturated in the 2100 s
exposure. We therefore reduced the 300 s data cube in the same
manner as described in in the previous subsection. Unfortunately,
however, the NGC 3603 data was not taken with a 90◦ rotation
dither pattern as was done for M 16 and Carina, and the resulting
3 We use HD 97950 as the designation for the massive cluster in the
NGC 3603 region, although it originally refers to the star HD 97950, which
could be resolved into a multiple system in the centre of a massive cluster
in Melena et al. (2008).
images are therefore heavily contaminated by instrument artefacts,
visible as a striped pattern most noticeable in the velocity maps (see
e.g. Fig. 9d).
3 A NA LY SIS
This work is oriented towards ionizing feedback from massive stars
and star clusters on the nearby pillar-like structures. The aim is to
find a link between the feedback-driving stars and the feedback-
affected surrounding molecular clouds by analysing the pillars
pointing back towards the ionizing star clusters. The analysis con-
sists of four parts which are then combined to construct a clear
picture of ionizing feedback: we analyse the intensity of the ion-
ized emission lines towards the pillars (Section 3.1); we determine
the physical parameters for the different conditions present in each
region (Section 3.2); we determine the mass-loss rate due to photo-
evaporation of the pillars (Section 3.3); and we relate the presence
and morphology of ionized jets at the pillar tips to the feedback
conditions of the regions (Section 3.4). The novelty of this analysis
consist in the exploitation of a uniform IFU data set of pillars in
different star-forming regions and under different feedback condi-
tions, which allows a simultaneous study of the physical parameters
and the kinematics.
3.1 Emission line intensity profiles
Fig. 4 shows continuum-subtracted integrated Hα line maps (all
integration intervals span ±3 Å around the central emission line
MNRAS 462, 3537–3569 (2016)
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3542 A. F. McLeod et al.
Figure 4. Continuum-subtracted Hα-integrated intensity maps of the four Carina regions: R18 (panel a), R45 (panel b), R44 (panel c) and R37 (panel d). The
black lines indicate the positions of the slits used to compute the line intensity profiles (see Section 3.1). The flux is measured in 10−20 erg s−1 cm−2 Å−1.
Black arrows indicate the direction towards the main ionizing sources for each pillar.
wavelength) of all the discussed Carina pillars, while emission
line maps of the other main lines used in this analysis (Hβ, [O III]
λλ4959, 5007, [S II] λλ6717, 31, [S III] λ9069, [N II] λλ6548, 84,
[O I] λ6300, [O II] λλ7320, 30) are shown in the Appendix in
Figs A1–A10. From the emission line maps, the ionization fronts
at the illuminated pillar tips are clearly visible, and in the case of
R44-P3 and R45, the left- and right-hand sides of the pillars are
also being illuminated (see Fig. 1), most probably by the nearby
MNRAS 462, 3537–3569 (2016)
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Correlating ionization and cloud mass-loss 3543
Figure 5. Emission line intensity profiles along the slits shown in Fig. 4 for R44 (left-hand panels, slit 1, 2 and 3 in top, middle and bottom, respectively) and
R37 (right-hand panels, slit 1, 2 and 3 in top, middle and bottom, respectively). The legend in panel (a) applies to all other panels.
B-type stars located to the west, while the pillar tips are illuminated
by two O-stars (see Section 3.3.1). However, these B-type stars are
very likely not the main sources of feedback, as the pillars in R44
and R45 do not point in their direction but rather towards the two
O-stars HD 303316 and HD 305518 marked in Fig. 2. This will be
discussed in more detail in Section 3.3.1.
To analyse the structure of the ionization fronts at the pillar tips, in
Figs 5 and 6, we plot the profiles of the various emission lines along
slits positioned as shown in Fig. 4 (from left to right, the abscissa
in each plot indicates the distance along the slits, moving from the
ambient matter towards the pillar tip and into the pillar material).
Where more than one emission line for the same ionization state of
MNRAS 462, 3537–3569 (2016)
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3544 A. F. McLeod et al.
Figure 6. Emission line intensity profiles along the slits shown in Fig. 4 for R18 (panel a) and R45 (panel b). The legend is the same as in Fig. 5(a).
a given species is detected, the profile is computed from the mean
value of these two (e.g. [S II] λ6717 and [S II] λ6731).
A general trend in order and shape of the profiles is seen in all
regions: (i) the emission lines with higher ionization energies peak
first (closer to the ionizing sources), followed by the emission lines
with progressively lower ionization energies (as already discussed
in MC15); (ii) the emission lines originating from the higher ion-
ized states, which are less localized at the pillar tips but instead
more diffuse ([S III], [O III] and Hα, β and which predominantly
originate in the H II region) show a very shallow rise when mov-
ing towards the pillar tip (for slit 3 in R44 and R37 the trend is
plateau-like), followed by a steep decline after the pillar tip, while
the more localized emission lines originating from the lower ion-
ized states show a steeper rise when moving along the slit towards
the pillar tip. We therefore conclude that the ionization fronts at
the pillar tips follow the well-known stratified structure expected
for expanding H II regions (e.g. Hill & Hollenbach 1978; Hester
et al. 1996).
The [O III] line (corresponding to the mean value of the λ4959 and
the λ5007 lines) peaks first in all regions except for R18 (where its
peak coincides with that of the [S III] line), and to quantify the struc-
ture of the ionization fronts, we report the distance in parsecs of the
peak of the other emission lines from the [O III] peak in Table 2. The
spatial resolution of MUSE does not allow a full disentanglement
between emission lines from the same ionization state. However we
are able to resolve the peaks between the double ionized, single ion-
ized and neutral lines, e.g. [O III], [O II] and [O I]. Especially, when
compared to the values reported in MC15 for M 16 (comparison
possible due to the relatively similar heliocentric distance of 2 and
2.3 kpc, respectively4), it appears that the ionization fronts in the
Carina pillars are thicker (wider), as the emission line peaks appear
further apart and the distance 	([O III] − [O I]) appears, in general,
greater.
This trend could be the consequence of the difference in ionizing
flux perceived by each pillar, which, in turn, is scaled to the distance
from the ionizing sources. The incident ionizing flux is weaker
on pillars further form the ionizing sources, and pillars located
further from the ionizing sources are also less dense (see Fig. 8
4 For this analysis, we did not include the NGC 3603 pillar, as the much
greater distance to this region (about 6.9 kpc) does not allow us to resolve
the emission line peaks.
Table 2. Location of the peaks (in 10−2 pc) of the emission lines with re-
spect to the position of the [O III] peak (Eion = 35.12 eV) and their ionization
energy. Also reported here are the peak distances for the middle pillar in
M 16 (P2, see MC15). The seeing-limited resolution of the MUSE obser-
vations is about 0.2 arcsec, which correspond to 0.002 pc at the distance of
Carina.
[S III] Hα, β [N II] [S II] [O II] [O I]
R44 slit1 1.78 1.78 2.23 2.45 2.45 3.35
R44 slit2 1.56 2.89 2.89 3.12 3.35 4.01
R44 slit3 4.68 7.58 7.81 8.03 7.81 8.92
R37 slit1 0.67 0.67 2.01 2.01 2.01 2.68
R37 slit2 0.67 0.67 2.45 2.45 2.68 2.66
R37 slit3 3.245 2.68 4.01 4.01 4.01 4.46
R18 0.000 0.67 1.12 1.34 1.34 7.14
R45 1.115 0.67 11.59 11.59 11.37 14.72
M 16 P2 0.29 0.444 0.74 0.74 0.74 1.78
Eion (eV) 23.23 13.59 14.53 10.36 13.62 –
and Section 3.2). Together, this allows a deeper penetration of the
ionizing photons in less dense pillars, and therefore increasing the
size of the ionization front, while high-density pillars do not allow
the radiation to penetrate as much and therefore show narrower
ionization fronts. A further possible effect is that for denser material,
the extinction (and thus the shielding) rises faster per unit path
length, resulting in a narrower ionization front.
In MC15, we compared the emission line profiles along the three
M 16 pillar tips to simulations of ionized pillars (Gritschneder et al.
2010) which were post-processed with an optical radiative transfer
code to obtain the simulated [O III], Hα, [N II] and [S II] maps. This
first qualitative comparison showed that the ionization structure was
recovered in the simulations. Here, we perform a preliminary anal-
ysis of theoretical ionization front models by varying the initial
conditions and processing the radiation with CLOUDY (Ferland et al.
2013). We assume the conditions of the Orion photodissociation
region calculations (Ferland et al. 2013) but replace the ionizing
source with a blackbody at a given temperature T. The hydrogen
density is assumed to be 1 cm−3 and changes rapidly to 5000 cm−3
at 0.3 pc. The resulting abundance fractions of the species [O I],
[O II] and [O III] along the pillar/ambient matter interface is shown
in Fig. 7. The calculations confirm a general trend in which the
MNRAS 462, 3537–3569 (2016)
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Correlating ionization and cloud mass-loss 3545
Figure 7. Fraction of the total species abundance of [O III] (solid lines), [O II] (dashed lines) and [O I] (dotted lines) as a function of distance along the
pillar/ambient matter interface of simulated pillar-like structures, analogous to Figs 5 and 6. The simulated pillars were exposed to three different ionizing
source with fluxes log (Q0) = 49 photons s−1 (T = 45 500 K), log (Q0) = 49 photons s−1 (T = 31 500 K) and log (Q0) = 50 photons s−1(black, blue and green
lines, respectively). See the text, Section 3.1.
Table 3. Properties and physical parameters of the considered pillars (column 1): feedback-driving cluster (column 2), projected distance from cluster (column
3), radius of pillar tip (column 4), subtended solid angle pillar-cluster (column 5), integrated ionizing photon flux of the cluster (column 6), photon flux at pillar
tip (column 7), electron density (column 8), electron temperature (column 9), velocity of the photoevaporative flow (column 10) and mass-loss rate of the pillar
tip (column 11). HD30 stands for the combination of HD303316 and HD305518, while O4/WNL stands for the combination of Tr16-244 and HD 93162 (see
the text, Section 3.3.1).
Pillar Cluster dproj rsurf 
 log(Q0) log(Q0,pil) ne Te v ˙M
(pc) (pc) (sr) (photons s−1) (photons s−1) (cm−3) (K) (km s−1) (M Myr−1)
R18 Tr 15 7.0 0.11 1.55 × 10− 3 49.49 46.68 355 ± 73 9832 ± 2663 6.3 ± 4.8 3.1 ± 0.8
R37 O4/WNL 2.7 0.09 6.98 × 10− 3 50.18 48.02 2171 ± 133 9738 ± 274 8.9 ± 0.1 17.7 ± 0.1
R44 P1 HD30 8.5 0.05 2.17 × 10− 4 49.02 45.36 285 ± 66 8418 ± 1224 6.4 ± 0.3 0.5 ± 0.2
R44 P2 HD30 8.4 0.03 8.01 × 10− 5 49.02 44.92 177 ± 66 7746 ± 1422 3.3 ± 0.1 0.07 ± 0.37
R44 P3 HD30 8.1 0.06 3.45 × 10− 4 49.02 45.56 229 ± 44 8189 ± 1209 6.6 ± 0.1 0.6 ± 0.2
R45 HD30 10.1 0.03 5.54 × 10− 5 49.02 44.76 113 ± 32 7453 ± 1262 3.4 ± 0.1 0.04 ± 0.28
M 16 P1 NGC 6611 1.97 0.14 31.73 × 10− 3 49.87 48.35 1800 ± 230 8777 ± 749 4.5 ± 0.3 17.9 ± 0.1
M 16 P2 NGC 6611 2.01 0.08 9.95 × 10− 3 49.87 47.87 2306 ± 205 8792 ± 601 5.3 ± 0.3 8.9 ± 0.1
M 16 P3 NGC 6611 2.31 0.06 4.24 × 10− 3 49.87 47.49 1277 ± 579 8823 ± 1905 8.8 ± 11.8 4.6 ± 1.4
NGC 3603 HD97950 1.30 0.14 72.87 × 10− 3 50.92 49.78 7536 ± 1824 11347 ± 809 9.2 ± 2.4 150.0 ± 0.4
ionization front gets narrower with higher ionizing flux, i.e. the sep-
aration between the [O III] and the [O I] line peaks gets smaller with
increasing flux. Compared to the simulated emission line profiles
shown in MC15, these do not fully recover the shape of the observed
lines, as in MC15 we used simulations which where post-processed
with MOCASSIN (Ercolano et al. 2003), a 3D radiation transfer code,
while here we use a theoretical 1D density profile. The observations
in this work hint at but are not sufficient to confirm the picture in
which distance from/type of ionizing source determine the thickness
of the ionization front, as no clear trend in 	([O III] − [O I]) ver-
sus dproj and 	([O III] − [O I]) versus Q0, pil is observed. To further
test this, observations with higher angular resolution are needed, in
combination with dedicated simulations in which the distance, the
ionizing photon flux, the pillar density as well as the geometry and
the illumination of the pillar can be varied and the emission line
intensity profiles carefully analysed.
3.2 Physical parameters
For all observed regions, the electron density and temperature was
determined as in MC15. For this, a continuum subtraction was
performed on every data cube, followed by an extinction correc-
tion based on the Hα/Hβ ratio and assuming Rv = 3.2 (Turner &
Moffat 1979) using the nebular analysis tool PYNEB (Luridiana,
Morisset & Shaw 2015). The line ratios used to compute the elec-
tron density ne and temperature Te are [S II] λ6731/[S II] λ6717 and
[N II] λ6548+6584/[N II] λ5755, respectively, and the correspond-
ing maps are shown in Figs A11–A13. These figures also show
circular regions at the pillar tips (marked with black or white cir-
cles) from which mean ne and Te values were extracted and reported
in Table 3.
When plotted against the ionizing photon flux perceived at each
pillar tip (Q0, pil, computed by scaling the photon flux Q0 to the
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Figure 8. Panel (a): the electron density ne against the ionizing photon flux at the pillar tips, Q0, pil (circles) and the best-fitting power law (dashed) with index
p = 0.36 ± 0.04 (see the text, Section 3.2). The horizontal line indicates the average error of log (Q0, pil). Panel (b): ne against the projected distance from the
ionizing sources (circles) and the best-fitting power law (dashed) with index p = −1.67 ± 0.19.
subtended solid angle between pillar and ionizing source, see Sec-
tion 3.3.1), we find a tight correlation between the electron density
and Q0, pil. This is shown in Fig. 8(a), where the uncertainties in ne
are the standard deviation of each circular extraction region, while
for the uncertainty in Q0, pil (indicated by the horizontal line in the
lower right corner of the figure), we assume that the pillars are
projected to within ±37◦ and use this to provide a 25 per cent er-
ror on the true distance. This correlation shows that the observed
electron densities are tightly correlated with the perceived photon
flux at the pillar tips. This relation is linked to the initial conditions
under which pillar-like structures form, and, together with the tight
correlation between the electron density and the distance shown in
Fig. 8(b) (which is related to the feedback-driving stars rather than
the initial conditions), a possible argument is that if low-density
pillars had been further in (closer to the ionizing stars), they would
have been eroded much faster. The combination of these two re-
lations could represent a threshold density pillars need to have in
order to withstand a given ionizing photon flux at a given distance
and on a given time-scale. These findings are of great importance
when considering the destructive effect of ionizing feedback on the
pillars, as the rate at which pillars are photoevaporated therefore not
only depends on the strength of the impinging ionizing radiation,
but also and crucially so, on the density of the pillar material, as well
as the distance from the ionizing source. We will discuss this further
in Section 3.3.2 when analysing the mass-loss rate of each pillar.
As in MC15, we normalize and stack several emission lines
in each single pixel (thus assuming that all the lines in one
pixel originate under one set of excitation conditions) and then
fit the resulting velocity spectrum in each pixel with a Gaussian
function to produce a velocity map for each region.5 The lines
used for the stacked spectrum are Hα, the two [N II] lines, the two
[S II] lines, [O I] λλ6300, 6363and He I λ6678. This procedure is
of great advantage for the medium spectral resolution of MUSE
(	v = 150 km s−1 at 4600 Å and 	v = 75 km s−1 at 9300 Å), as
the line spread function is undersampled, and by applying this tech-
nique, a better-sampled velocity spectrum is obtained (see MC15
for details). The velocity maps are shown in Fig. 9: all velocity
5 The PYTHON packages SPECTRAL_CUBE (spectral-cube.readthedocs.org) and
PYSPECKIT (Ginsburg & Mirocha 2011) were used for the fitting routine.
maps show barycentric velocity, automatically corrected for by
the MUSE data reduction pipeline.6 The black or white circles
in each panel show the circular apertures used to extract the ve-
locities of the pillar material and the surrounding ambient matter
and determine the velocity of the photoevaporative flow (values
reported in Table 3). All maps show a certain degree of either im-
age/instrument artefacts (such as the checked pattern visible in all
panels except for a,7 or the overlap regions resulting from mo-
saicking the various pointings for each region), low S/N (e.g. R18)
or both (e.g. R45). However, each pillar is clearly distinguishable
from the surrounding ambient matter (making a confident estimate
of the photoevaporation flow velocity possible), being typically
blueshifted with respect to the latter. The blueshift of the pillar
material traces the photoevaporative flow, as this flows out per-
pendicular to the pillar surface (Hester et al. 1996, MC15) and
results in the pillar surfaces pointing towards the observer being
blueshifted along the line of sight. The velocity of the photoevap-
orative flow is smaller than cs (∼10 km s−1, the sound speed of
ionized gas) in all regions. This fact reflects that the matter is be-
ing accelerated along a density gradient, the densest gas is slower
than the less dense gas, and the matter already moving at the sound
speed of ionized gas is already merging with the H II region.
3.3 Quantifying ionizing feedback: relating the ionizing
photon flux to the photoevaporation rate
3.3.1 Ionisation from the nearby massive star clusters
To determine the impact of ionizing feedback from the nearby mas-
sive clusters, a first assumption of which cluster is acting on which
6 For the molecular gas in the Carina Complex, Yonekura et al. (2005) find
LSR (local standard of rest) velocities ranging from about −26 km s−1 to
about −12 km s−1. By converting the barycentric velocities to LSR values,
the MUSE data are in good agreement with these values. As an exam-
ple, a barycentric velocity value of 0 km s−1 corresponds to approximately
−12 km s−1 in the LSR frame.
7 The checked pattern is particularly visible in the velocity map of
NGC 3603 (panel d), as the 90◦ rotation dither pattern implemented in
the Carina observations was not used.
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Correlating ionization and cloud mass-loss 3547
Figure 9. Velocity maps of the four Carina regions (R18, R37, R44 and R45 in panels a, b, c and e, respectively) and NGC 3603 (panel d). Circles (black
or white depending on visibility) mark the regions used to extract velocity values of the pillar material and the surrounding interstellar medium (see the text,
Section 3.2 and Table 3). To better highlight the pillar in NGC 3603, a black contour tracing the pillar was added.
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region needs to be made. The cases of NGC 3603 and M 16 are rela-
tively simple, as in both regions there is only one massive nearby star
cluster (the HD 97950 star cluster and NGC 6611, respectively). The
case of Carina, however, is less simple, due to the complex nature of
this massive and large star-forming region. We therefore compute
the projected distances from the observed pillars to the three most
massive clusters, Tr 14, 15 and 16, and relate this to the direction
the pillars point back to, therefore assuming that the direction of
the pillars is indicative for the origin of the dominating impinging
radiation. We use the SIMBAD coordinates for each of these clusters:
10:43:56.0 −59:33:00 for Tr 14, 10:44:43.0 −59:22:00 for Tr 15
and 10:45:10.0 −59:43:00 for Tr 16 (all coordinates are in J2000).
The location of the pillars with respect to the central coordinates of
the three star clusters, as well as the known O- and B-stars in the
Carina region (Gagne et al. 2011), are shown in Fig. 2. Based on the
orientation of the pillars and their distance to the nearby clusters,
we assume the following for each region.
(i) R18: the pillar is located at ∼10.5 arcmin (7.0 pc) north-east
of Tr 15, and points directly towards the central coordinates of
this cluster; we therefore assume that Tr 15 is the feedback-driving
cluster acting on this region.
(ii) R37: this ionized globule lies at ∼6.1 arcmin (4.1 pc) north-
east of Tr 16. Smith, Barba´ & Walborn (2004) propose that the
dominant ionizing sources might be either the O4 I star Tr16-244,
the WNL star WR25 (HD 93162), or both, since the main ionization
fronts point in that direction. Indeed (as shown by the black arrow
in Fig. 4), the globule and its main ionization front do not point
back towards the central coordinates of Tr 16, but rather towards
Tr16-244 and HD 93162, and together with the fact that it is also
closer in projection to these two stars (2.7 pc), we therefore assume
that these are the main ionizing sources.
(iii) R44 and R45: these pillars lie closer in projection to
Tr 14 than Tr 16 (12.9 versus 16.9 pc and 16.1 versus 19.1 pc,
respectively). However, they do not point back towards the central
coordinates of these two clusters, but rather towards an O6- and an
O9.5-star (HD303316 and HD305518) at about 2.7 pc north-east.
Given the large projected distance and the weak emission from these
pillars, we therefore assume that it is the combined flux of the two
abovementioned O-type stars acting on these regions, rather than
Tr 16 or Tr 14. To simplify the discussion, we will refer to the
combination of these two O-stars as HD30 henceforth.
For NGC 3603, there is no full census of B-type stars, and for
Carina, we see that the B-type stars only contribute a few percent
of the ionizing flux, and to estimate the energy input in terms of
photons s−1 from the massive clusters, we assume that the O-type
stellar population of each cluster is dominating the energy input. We
convert the spectral type of the known O stars to a flux Q0 by using
the values given in Martins, Schaerer & Hillier (2005). For Tr 14,
15 and 16, this was done in Smith (2006a), however, these authors
also include B-type stars in their estimate of the total flux for each
cluster. Here, we therefore use the list of O-stars in Smith (2006a)
as well as their reported values for log (Q0) (also taken from Martins
et al. 2005) and find log (Q0) = 49.49 s−1 for Tr 15 and log (Q0) =
50.92 s−1 for Tr 16. The comparison between these two values for
log (Q0) and those obtained by including the B-stars reveals that the
contribution to the ionizing flux of the B-stars is only 15 per cent
for Tr 15 and 8 per cent for Tr 16.
As mentioned above, we assume that R37 is mainly affected
by Tr16-244 and HD 93162, which correspond to an O4 I star
and a WN6 star, respectively, and their ionizing fluxes add up
to log (Q0) = 48.02 s−1 (henceforth we will refer to the com-
bination of these two stars as O4/WNL). For R44 and R45, the
combined fluxes of HD303316 and HD305518 (HD30) amount to
log (Q0) = 49.02 s−1.
For NGC 3603, Moffat (1983) and Drissen et al. (1995) de-
rived spectra for 13 and 14 objects, respectively, of which 11 were
classified as early-type O-stars. However, neither of these studies
could resolve the central part of the cluster, which was classified
as a Trapezium-like WR system (Walborn 1973). It was not until
Melena et al. (2008) and a combination of optical spectroscopy
and high-resolution HST imaging that the classification of a total
number of 38 cluster stars was possible. These authors find a large
number of O- and B-type stars with spectral types as early as O3,
and high-mass objects with M 120 M and Wolf–Rayet features.
They discuss that the highest mass stars seem to be slightly younger
than the 1–4 Myr old population with M  40 M, having ages
between 1 and 2 Myr. We derive the integrated ionizing flux Q0 of
each O-type star in table 1 of Melena et al. (2008) by comparing
their spectral type to the one derived from simulations in Martins
et al. (2005). For the 33 O-type stars in this table, we find a total
ionizing photon flux of log(Q0) ∼ 50.98 s−1. For the number and
spectral type of O-stars in M 16, we refer to table 11 in Evans et al.
(2005), and compute log(Q0) ∼ 49.87 s−1 for the 13 O-stars of this
cluster.
We then scale the integrated ionizing fluxes Q0 of each cluster to
the distance of each pillar to determine the ionizing fluxes impinging
on each pillar tip, Q0, pil. For this, we measure the radius of the pillar
tips to determine the exposed pillar area (assuming that the pillar tip
is a half-sphere with radius r) and derive the solid angle which each
pillar subtends with the respective cluster as 
 = 2πr2/d2proj, where
dproj is the projected pillar-cluster distance. All values are reported
in Table 3.
3.3.2 Mass-loss rate due to photoevaporation
In MC15, the mass-loss rate was computed with the optically thin
[S II] λ6731 line. In this method, the luminosity of the [S II] line
is used to compute the mass of the line-emitting matter, which is
then used to compute the mass-loss rate as ˙M = Mv/l (where v is
the velocity of the photoevaporative flow and l the size of the line-
emitting region). However, this method is only valid if the density
of the line-emitting matter is N  Nc, with Nc the critical density
of the [S II] λ6731 line (Nc ∼ 3.9 × 103 cm−3). As the densities
computed for the Carina pillars are, in general, much lower than
this (see Table 3), we use the expression given in Smith et al. (2004)
to compute the mass-loss rate,
˙M  πr2mHnHv (kg s−1), (1)
where r is the curvature radius of the pillar tip, v the velocity of
the photoevaporative flow and nH the matter density. As in Smith
et al. (2004), we adopt ne  0.7nH (Sankrit & Hester 2000), and
we position circular apertures at the ionization fronts, i.e. the pillar
tips, to extract values for v and ne. The positions of the circular
extraction regions are marked in Figs 9, A11 and A12, and the
extracted values are reported in Table 3. The errors on the v, ne and
Te measurements correspond to the standard deviation of the values
of included pixel values. The uncertainty for ˙M is then computed
by propagating the uncertainties in velocity and electron density.
For R37, we find ˙M ∼ 18 M Myr−1, which agrees with the value
of ˙M ∼ 20 M Myr−1 found by Smith et al. (2004). For M 16, in
MC15, we report a mass-loss rate of ˙M ∼ 70 M Myr−1, while
here the combined mass-loss rate of the three pillars (Table 3)
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Figure 10. The mass-loss rate ˙M against the ionizing photon flux at the
pillar tips, Q0,pil (circles) and the best-fitting linear (dashed) relation. The
power-law index is p = 0.56 ± 0.02. The horizontal line indicates the average
uncertainty of log (Q0, pil). See the text, Section 3.3.2.
is about ˙M ∼ 20 M Myr−1. The difference of these two values
comes from the fact that in MC15, we determined the mass-loss
rate of the combined three pillars by computing the total mass of
the [S II]-emitting matter of the three pillars, while here we only
consider the ionization fronts of the pillar tips.
Since the mass-loss rate of the pillars is due to photoevaporation
caused by the impinging ionizing photons, we investigate the pres-
ence of a correlation between the ionizing photon flux perceived by
the pillar tips, log (Q0), and the mass-loss rate ˙M . The resulting plot
is shown in Fig. 10, where the data points are best fit with a power
law of index p = 0.56. Together with the correlation between ne and
log (Q0, pil), and ne and the projected distance, we find as expected
that pillars with lower densities are further away from the ionizing
stars/star clusters, and these also show lower mass-loss rates. The
photoevaporative effect of ionizing radiation therefore depends on
the relative flux perceived at the pillar tip, the density, as well as the
distance of the pillar from the massive stars.
There are a number of theoretical works where the dependence
between ˙M and Q0, pil has been quantified for various different
structures and environments, such as interstellar clouds subject to
the ionizing radiation of a young star (e.g. Bertoldi 1989; Bertoldi
& McKee 1990) or the photoevaporation of cloud clumps in the
vicinity of planetary nebulae (e.g. Mellema et al. 1998). To test
the theoretical understanding of photoevaporation, we compare our
empirically determined ˙M–Q0, pil relation to the 2D hydrodynam-
ical simulations of the dynamical evolution of a neutral globule
exposed to the ionizing radiation of OB stars of Lefloch & Lazareff
(1994). Specifically, these authors assume an initially spherical
neutral cloud with uniform density, a distance d to the ionizing
star(s) which is large compared to the size of the cloud, and an inci-
dent ionizing flux parametrized by  = Q0/4πd2. In their model,
the ionized cloud undergoes a two-stage evolution consisting of an
initial (short, ∼105 yr) collapse phase, followed by a (longer, a few
105 yr) cometary phase. The latter terminates with the cloud being
rapidly disrupted due to small-scale instabilities. Lefloch & Lazareff
(1994) give two ˙M-flux relations, depending on whether the inci-
dent ionizing flux is (a) processed to balance the recombination
occurring in the photoevaporative flow, or is (b) processed in the
ionization front. For the two cases, corresponding to the insulating
boundary layer (IBL) regime and the ionization front (IF) regime,
respectively, the ˙M-flux relations are of the form (see equations 37
and 38 in Lefloch & Lazareff 1994)
˙MIBL ∝ μ
(

107 cm−2 s−1
)1/2 (
r
1 pc
)3/2
M Myr (2)
˙MIF ∝ μ
(

107 cm−2 s−1
)(
r
1 pc
)2
M Myr, (3)
where μ is the mean molecular weight (for which, we assume μ
= 1.3). The comparison is shown in Figs 11 and 12. The first
shows the mass-loss rate derived in this work compared to that
derived from Lefloch & Lazareff (1994) via the above equations
by using the Q0 (parametrized as ) and r values from Table 3.
The comparison is shown with a red line that indicates ˙MMUSE =
˙Mmodel, demonstrating that the data are in good agreement with
the IBL regime of Lefloch & Lazareff (1994), as well as a clear
discrepancy with the IF regime. This is further demonstrated in
Fig. 12, which shows the ratio ˙MMUSE/ ˙Mmodel as a function of the
ionizing flux.
These results show that in the pillars observed with MUSE, the
incident photons are not processed in the ionization front, but rather
compensate the recombination occurring in the gas that streams
away from the pillar surfaces and therefore absorbs part of the
ionizing photons. The incident photon flux is attenuated by the
photoevaporative flow absorbing part of the photons, the mass-loss
rate is reduced, and for a given mass the lifetime is consequently
prolonged (compared to a scenario where the entire photon budget
goes into ionization). However, the observationally derived mass-
loss rates are systematically lower by a factor of ∼2.21 than the
predicted model values. The small difference between the empiri-
cally derived mass-loss rates and those derived via the Lefloch &
Lazareff (1994) IBL model regime can be the result of small differ-
ences in the parameters, e.g. the assumed mean molecular weight,
the ionized sound speed, geometrical factors of the models or the
observations. For example, if we consider the pillar tips being half-
spheres, there would be an extra factor of 2 in equation (1).
The model-data comparison demonstrates that our understanding
of the physics of photoevaporation is correct, confirming a scenario
in which the ionizing radiation heats and ionizes the cloud mate-
rial, producing an ionized photoevaporative flow which then partly
absorbs further incoming photons. However, the connection be-
tween electron density, projected distance, flux and mass-loss rate
and their dependences on each other are neither trivial nor under-
stood. In fact, whether and how the ne–log (Q0, pil), ne–dproj and
˙M–log (Q0, pil) relations derived in this work are connected, needs
to be thoroughly analysed with detailed models that exploit the full
parameter space of the flux, the distance to the ionized structures,
size of the structures, and density profiles.
This result might be challenged because of the assumptions made
for the ionizing sources of R37, R44 and R45. However, even if
both R37 and R44/45 are under the full influence of Tr 16 instead
of O4/WNL and HD30, the correlations would still hold, as in that
case log (Q0, pil) = 48.40 for R37, log (Q0, pil) = 46.11 for R45 and
log (Q0, pil) = 46.67, 46.22, 46.82 for the three pillars in R44. Fur-
thermore, selection and geometrical effects need to be considered
when interpreting this correlation, as it depends on projected dis-
tances instead of real distances. However, pillars are only identified
as such with a favourable spatial orientation and illumination (i.e. if
viewed edge-on), and the consequence of this is that for projection
angles up to 60◦, the true distance is no more than a factor of 2
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Figure 11. The mass-loss rate ˙MMUSE compared to the mass-loss rate derived from the Lefloch & Lazareff (1994) model (black circles) and the best fit to the
data points (dashed line). The red line in the left-hand panel shows the case for which ˙MMUSE = ˙Mcollapse, while that in the right-hand panel corresponds to
˙MMUSE = ˙Mcometary. See the text, Section 3.3.2.
Figure 12. The ratio of the measured mass-loss rate to that derived from the Lefloch & Lazareff (1994) model, ˙Mmodel/ ˙MMUSE versus the photon flux
 = Q0/4πd2 for the IBL regime (black dots) and the IF regime (red stars). See the text, Section 3.3.2.
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greater than the projected distance to the ionizing sources. A fur-
ther note on this is that photoevaporation is certainly not the only
mechanism able to destroy pillar-like structures in these kind of re-
gions, as the massive stellar content implies strong stellar winds, as
well as supernova events which will occur at some point during the
evolution of the star-forming region. These events will contribute
to a more rapid disruption of the pillars.
A natural expansion of this analysis would be to compute the
(remaining) lifetime of each pillar and analyse the presence of a
correlation with log (Q0, pil). With a CO-derived mass of 10–20
M from Cox & Bronfman (1995), Smith et al. (2004) determined
a remaining lifetime of about 105.3–6 yr for the globule in R37, while
for the M 16 pillars, a remaining lifetime of about 106.47 yr is com-
puted (MC15). With molecular line data (e.g. 12CO), or alternative
via SED fitting of in-house Herschel images available for the CNC
(Preibisch et al. 2012), one could attempt a mass computation of all
the pillars in the MUSE Carina data set and consequently determine
their lifetimes.
3.4 Ionized jets
We further exploit the MUSE Carina data set to study feedback in
massive star-forming regions by analysing the presence, orientation
and morphology of two ionized jets originating from two of the
observed pillars.
In MC15, we developed a novel method to detect jets from young
stars that have not yet had time to fully emerge from the embedding
material. This method uses the so-called S23 parameter (([S II] +
[S III])/H β; Vilchez & Esteban 1996) to detect a jet that is only
now starting to emerge from the pillar. The S23 parameter detection
needs to be complemented with a line-of-sight velocity map, derived
via a pixel-by-pixel Gaussian fitting routine to the stacked spectrum
of several lines in the 600–700 nm range, as was done to compute
the velocity maps of the pillars discussed here. In the case of M 16,
the well-studied pillars were not previously known to host jets, and
it was only due to a careful analysis of the MUSE data that such a
detection could be made. We inspected the Carina pillars in terms
of the S23 parameter, but no jet could be identified in the pillars with
this parameter. However, we identified two jets in the Carina data
set nonetheless: these are jets protruding for several arcseconds
from the pillar tips that host their sources, and they are detected
as ionized jets predominantly visible in the Hα and [S II] lines. In
McLeod et al. (2016), we propose the utility of the S23 parameter
as an indicator of the shock contribution to the excitation of line-
emitting atoms, meaning that if a jet is traced by this parameter, it
is because it is interacting with the host pillar material from which
it is emerging by creating a layer of shocked material at the ionized
pillar surface. From the fact that the two jets are not identified
with the S23 parameter map, we conclude that these jets are more
evolved than the M 16 case, as in the latter, the jet is not yet detected
beyond the pillar boundaries. The R44 and the R18 jets, however,
are seen to extend well beyond the pillars which host their sources.
In the following two subsections, we will discuss the R18 and R44
jets separately.
The two detected jets are in regions R18 and R44, and are com-
parable to the HST-detected jets in Smith et al. (2010a). In the case
of R44, the jet corresponds to the known Herbig–Haro object HH
1010. With this data set, however, because of the spectral and spa-
tial coverage of MUSE, we are not only able to identify the ionized
jets in emission lines such as Hα and [S II], but we are also able to
distinguish their kinematics. This is because the two detected jets
are only seen in the emission line wings, and we can therefore split
Figure 13. Continuum-subtracted Hα intensity map of the tip of pillar R18
and HH 1124. Blue and red contours mark the location of the red and
blue lobes of the bipolar jet originating from the pillar tip. The contours
are extracted from the corresponding two slices of the data cube at red =
6566.43 and blue = 6558.93 Å. The emission line knots A–D as well as
IRS1/2, 884 and 889 are the sources discussed in Hartigan et al. (2015),
while the region marked with E is only detected here as part of the blue
counterpart of the jet (see the text, Section 3.4.1). The black arrows indicate
the extent of the jet, best compared with the RGB composite of the pillar
tip shown in Fig. A14, and the black cross indicated the position of aperture
used to determine the jet velocity of the red lobe (see the text, Section 3.4.1).
them into a red and a blueshifted component, respectively. In the
case of R18, this is the first reported detection of the ionized jet.
3.4.1 HH 1124 in R18
The R18 pillar and the sources at its tip are discussed in Hartigan
et al. (2015), and the main features presented by these authors are
reported in Fig. 13: four emission line knots (A–D), two infrared
sources (IRS1 and IRS2), and two young stellar objects (PCYC 884
and 889, for simplicity referred to as 884 and 889). These authors
attribute all emission line knots to a jet (HH 1124) originating from
the tip of the pillar that is being bent north by the O-stars responsible
for the formation of the pillar. In Fig. 13, a fifth knot is marked with
E, which (as will be discussed below), is a faint knot belonging
to the blue lobe of the jet and was not detected by Hartigan et al.
(2015) but only in this work.
The presence of a jet becomes clear when inspecting the wave-
length slices of the data cube around the bright single-ionized emis-
sion lines such as Hα, [S II] and [N II]: when moving through the
cube around the central wavelength of these lines, the two jet lobes
become visible in the blue and red slices before and after the central
frame (see coloured contours in Fig. 13). The ionized jet does not,
however, follow the direction of the jet proposed in Hartigan et al.
(2015), where emission line knot D is discussed to be part of it and
it is proposed that the jet is being bent north by the feedback of
the nearby massive stars of Tr 15. Here, we find a PA of ∼123◦ for
the red counterpart, and a PA of ∼113◦ for the blue counterpart. The
pillar itself is at PA ∼210◦, meaning that the jet is approximately
perpendicular to the pillar (the angle of the pillar being 97◦ and
87◦ with the red and the blue counterparts, respectively), and that
there is an indication for the red jet-lobe being bent ∼10◦ north
with respect to the blue lobe due to the high-mass stellar feedback
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Figure 14. Velocity map of the [S II] λ6717 line zoomed on the pillar tip and the emission line knots/sources located at the tip (see the text, Section 3.4.1).
(in the form of stellar winds or outflowing material from the inner
parts of the nebula; Bally & Reipurth 2001). When compared to
the conclusion reached in Hartigan et al., that there is evidence for
strong jet bending due to stellar winds (because these authors in-
clude emission knot D as being part of the jet), the jet bending seen
in this work is minimal.
Compared to the blue, the red lobe of the jet is more continuous,
and it can be traced up to ∼0.46 arcmin (∼0.31 pc) from the pillar
surface into the surrounding medium. The blue lobe on the other
hand consists of at least five knots, out of which four correspond
to emission line knots A, B, C and IRS2, as is shown in Fig. 13.
If measured from knot C to knot A, the spatial extent of the blue
lobe is ∼0.33 arcmin (∼0.22 pc). From these data, we conclude
that emission line knot D is not part of the jet, but there is a fifth
detectable knot, marked as E in Fig. 13.
In terms of velocity, emission line knots A, B, C as well as
IRS2 and 889 are blueshifted with respect to both the pillar and
the ambient matter. This is shown in Fig. 14 where the discussed
emission line knots and young stellar objects are overlaid on the
[S II] λ6717 velocity map.8 However, by inspecting the emission
line profiles for the sources/knots in Fig. 13, we detect double com-
ponents in the low-ionization emission lines ([O I], [S II], [N II], and
Hα) towards knots B and E as well as IRS2, but not towards knots
A, C, D and 889. In both IRS2 and knot B, the blue component
is ∼50 per cent weaker in intensity than the red component, the
two are separated by about 200 km s−1 (as is shown in Fig. 14
and Table 4 for the [S II] λ6717 line), the blue component being
at ∼−200 km s−1 and the red at ∼−35 km s−1. In emission line
knot E, the brightness of the blue component is only about
8 We show the [S II] λ6717 velocity map instead of that of the Hα line,
because the latter is contaminated by instrument artefacts in the form of a
checked pattern as is shown in Fig. 9. Other than being unpleasant to the
eye, this pattern does not influence our analysis.
Table 4. Best-fitting parameters of the 2-component Gaussian fitting per-
formed on the [S II] λ6717 spectra of emission line knot B and IRS2 (see
Fig. 13). All values are in km s−1.
Source Centroid Width Centroid Width
(blue) (blue) (red) (red)
IRS2 −228.7 ± 10.8 86.1 ± 10.2 −31.7 ± 3.6 60.8 ± 2.9
Knot B −208.5 ± 28.0 102.6 ± 26.9 −2.5 ± 8.3 69.4 ± 7.1
15 per cent that of the red component, so that a two-component
Gaussian fit was not possible. One possible scenario for this pecu-
liar configuration is that the blue component of the double-peaked
line profile is tracing the ∼200 km s−1 jet, while the red component
is tracing a ∼30 km s−1 stellar wind.
To determine the dynamical age tdyn of the jet, we assume that
the jet velocity of the blue lobe is ∼200 km s−1, while a velocity
of ∼−8 km s−1 for the red lobe is obtained by fitting the spectrum
of a 3-pixel aperture centred on the black cross marked in Fig. 13.
With a total spatial extent of ∼0.5 pc, we obtain tdyn ≈ 103.4 yr.
This age is much younger than the age of Tr 15, indicating that
the jet-driving source must have formed after the formation of the
cluster. Whether the formation of the jet source was triggered by
the feedback of Tr 15 cannot be determined from these data.
The determination of the source of the jet and wind is not triv-
ial. In Hartigan et al. (2015), IRS2 is mentioned to be a possible
sub-arcsecond binary, however, the MUSE data does not allow a
verification of this. A source at the approximate location of the
young stellar object (YSO) 884 is discussed and analysed in Ohlen-
dorf et al. (2012): with multiwavelength photometric data ranging
from the near- to the far-infrared, these authors obtain an estimate
of 2.6 M for the stellar mass of this source. However, the angular
resolution of the data used by these authors does not allow them to
distinguish between YSOs 884 and 889, and indeed it is treated as
a single compact green object. The question whether IRS2 or one
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Figure 15. Continuum-subtracted Hα intensity map of the tip of pillar R44.
Blue and red contours mark the location of the red and blue lobes of the
bipolar jet originating from the pillar tip. The contours are extracted from
the corresponding two slices of the data cube at red = 6566.43 and blue =
6558.93 Å. The knots of the red lobe are marked with the white diamonds
and letters from A to G. See the text, Section 3.4.2.
of the two YSOs is responsible for driving the jet could be tack-
led with high-angular resolution molecular data, e.g. with CO or a
shock tracer like SiO, as to trace the jet directly back to its source.
3.4.2 HH 1010 in R44
The highly collimated jet HH 1010 at the tip of pillar 44-P1 was
identified with HST Hα imaging in Smith et al. (2010a), where a PA
of about 216◦ and an extent of 60 arcsec are reported. These values
for extent and position angle are confirmed with the MUSE data,
where the jet can again be separated into a red and a blue component
by extracting slices on either side of the central Hα wavelength from
the data cube. Fig. 15 shows the continuum-subtracted Hα map with
contours extracted from the 6566.43 and 6558.93 Å slices for red
and blue, respectively. The red lobe of the jet is composed of a
series of knots (A–G in Fig. 15) which extend over almost 40 arcsec
(0.45 pc), knot A being at the tip of the dark host pillar approx-
imately where Smith et al. (2010a) report the presence of a faint
optical source, and knot G being close to the rim of a small globule
south-west of the pillar. There is a very shallow S-shaped wiggle
in the red lobe, which might be an indication for jet precession
(Reipurth & Bally 2001). The blue lobe is fainter than the red one,
more collimated, and spans over ∼10 arcsec (0.11 pc) north-east.
Unlike HH 1124 in R18, none of the knots of the red lobe show
remarkable line profiles. However, the velocity of the two lobes can
be determined from the stacked velocity map shown in Fig. 9(c),
of which, a close-up is shown in Fig. 16: the blue lobe emerges
from the pillar with v ≈ −2 km s−1, and the red lobe with v ≈
6 km s−1, yielding a jet (radial) velocity of ∼8 km s−1. Together
with a total spatial extent of ∼0.7 pc, this yield a dynamical age
of ∼104.9 yr. As for HH 1124, this age is much smaller than the
age of the nearby clusters, indicating that the driving source formed
after the formation of the clusters. As for R18, there is no indication
for a feedback-bent jet, as the lobes (except for the slight S-shape
of the red lobe) are not seen to bend away from the direction of the
incident radiation. This could be an indication either for the fact that
the jet has enough mass to resist being bent by the feedback from
Figure 16. Velocity map of P1 in R44 showing the red and blue lobes of
the jet (see the text, Section 3.4.2).
the nearby massive stars, or for the fact that, compared to HH 1124
in R18, HH 1010 is exposed to a weaker radiation field, which is
less likely to bend jets.
With multiwavelength near-infrared data, Povich et al. (2011)
report the presence of a 1.8 M YSO at J2000 10:41:48.670
−59:43:38.10 (PCYC55), which is just south of knot A. We con-
clude that this object is most likely the source of the jet.
4 C O N C L U S I O N S
In this paper, we presented MUSE optical integral field data of pillar-
like structures in the CNC. We exploit the unprecedented spectral
and spatial coverage of this instrument to analyse the morphology
and kinematics of the ionized gas component in the observed re-
gions by producing integrated line maps of the main ionized and
neutral emission lines covered by MUSE (Hα, Hβ, [O I], [O II],
[O III], [S II], [S III] and [N II]), as well as velocity maps and maps
of the electron temperature and density. The analysis performed in
this paper is oriented towards understanding the link between the
feedback-driving massive stars and the pillar-like structures in their
vicinity. The main results are as follows.
(i) The behaviour of the various emission lines along slits posi-
tioned across the pillar/ambient matter interface was derived. The
pillar tips present the expected ionization stratification, where the
line-emitting species with higher ionization energy peak first and
further away from the pillar, followed by the species with lower
and lower ionization energy. By comparing the separation between
the [O III] and the [O I] lines ([O III] having the highest ionization
energy, and [O I] tracing the neutral material), we find a slight trend
in which the separation between the highly ionized and the neu-
tral material gets larger with distance from/weaker intensity of the
ionizing sources. We include a preliminary comparison with ana-
lytical density profiles under the influence of three different types
of ionizing sources, and find that the ionization front gets narrower
with increasing photon flux. This, however, needs to be thoroughly
tested with higher angular resolution imaging, as well as dedicated
simulations in which a full parameter space of pillars under varying
ionizing conditions can performed.
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(ii) For each region, we compute the electron density, electron
temperature and velocity maps. A tight correlation between the
electron density, ne and the ionizing photon flux at each pillar tip,
log (Q0, pil), is found, as well as a correlation between the elec-
tron density and the projected distance from the ionizing sources,
yielding a lower limit for the density a pillar must have at a cer-
tain distance not to be destroyed in a region with given ionizing
conditions.
(iii) We compute the mass-loss rate ˙M due to the photoevapo-
rative effect of the nearby ionizing stars, and find that ˙M strongly
depends on the perceived photon flux log (Q0, pil). This empirical
correlation is the first observational quantification of cloud evapo-
ration covering a significant dynamic range in impinging ionizing
flux. We perform a comparison with the mass-loss rate as described
in the models of Lefloch & Lazareff (1994), and find a good agree-
ment between the observations and the theory. Specifically, we find
that the observed mass-loss rate of pillars follows a square root
proportionality to the impinging photon flux, rather than a linear
proportionality, therefore favouring the IBL regime of the Lefloch
& Lazareff (1994) models. We conclude that, as expected, not all
of the impinging photons lead to ionization of the pillar material, as
the photoevaporative flow absorbs part of the radiation to balance
the effect of recombination. However, the observed mass-loss rates
are systematically lower than the model prediction by a factor of
about 2.2, which could be partly explained by the assumed geometry
when computing the mass-loss rate. To understand the connection
between the density/flux, density/distance and mass-loss rate/flux
relations, specific numerical simulations exploring a full range of
parameters are needed. A very interesting perspective for future
analyses is to test the presence of a correlation between the lifetime
of pillars and the ionizing photon flux acting on them. This could
be achieved with either molecular line data or via multiwavelength
SED fitting to dust-emission maps in order to obtain a mass estimate
for each pillar.
(iv) With the spectrally resolved MUSE data, we identify two jets
at the tips of R18 and R44 P1, where HH 1010 in R44 is a previ-
ously detected and discussed jet, while the morphology and extent
of HH 1124 in R18 (previously only identified but not analysed)
is discussed for the first time in this work. Only HH 1124 shows
signs of being bent away from the direction of the incoming radia-
tion from the massive stars, while this is not the case for HH 1010,
where no jet-bending is observed, which could indicate either that
it has sufficient mass to resist the jet bending, or that the radiation
field is not strong enough to cause jet bending. HH 1124 presents
a rather peculiar morphology in terms of velocity, which we at-
tribute to the presence of both a jet and a wind, possibly originating
from the same source. The red lobe of HH 1010 displays a slight
S-shape, hinting at jet precession. Also, both jets are younger than
the clusters in their vicinity, indicating that the formation of their
driving sources occurred after the formation of the massive clusters.
To summarize, we demonstrate that MUSE optical integral field
data can yield valuable information when analysing the effect of
ionizing feedback from massive stars and star clusters, as it offers
the possibility of performing a uniform survey of feedback-driven
structures across different star-forming regions, and derive the kind
of relations presented in this paper in an unbiased way across these
different regions. The survey-capability of MUSE is further aug-
mented by the fact that this instrument offers a unique combination
of simultaneous large spatial and spectral coverage, not obtainable
via traditional long-slit or Fabry–Pe´rot spectroscopy, with a single
set of observations. Covering entire structures (not possible with
long-slit spectroscopy) in all the various emission lines (expensive
with Fabry–Pe´rot instruments) is particularly useful, not only be-
cause the measured physical parameters can be traced across entire
pillar rims and therefore yield a better estimate of these parameters
where the S/N values are low and an averaging over several pix-
els is needed, but also because it allows the analysis of variations
perpendicular to the angle of incidence (which is beyond the large-
scale scope of this paper, but certainly is an interesting potential
follow-up analysis).
As mentioned in Section 1, feedback from massive stars is one
of the main uncertainties in galaxy evolution models, which are
only able to reproduce observations if feedback is included. An
observational quantification of the effect of feedback is therefore
crucial in order to better constrain these models. One of the main
open questions in the field of massive star formation feedback is
its dependence on the characteristics and properties of the different
environments the massive stars form in. In the case of ionization
feedback, surveys of ionization fronts and ionized pillar-like struc-
tures are needed, not only throughout different environments in
the Milky Way, but also throughout e.g. the Magellanic Clouds,
different galactic environments with lower metallicities where sin-
gle stars and ionization fronts can still be resolved. In terms of
galaxy evolution models and the various massive star formation
feedback mechanisms, observations of more distant environments
are needed in order to get large samples of differing geometries of
feedback-affected regions and luminosities of feedback drivers. For
the reasons listed above, and combined with the fact that this can
be achieved within the framework of single observations, MUSE
is an ideal instrument for the analysis of massive star formation
feedback.
Not only was the effect of ionizing feedback analysed through
a correlation between the ionizing photon flux (originating from
nearby massive stars) and the mass-loss rate due to photoevaporation
of pillar-like structures, but the same data set was used to understand
the effect of ionization on the size (width) of the ionization fronts
at the pillar tips, but also to look for signs of jet bending via the
detection of two ionized jets originating from the pillar tips. These
results set the scene for further investigations to better understand
feedback from massive stars, which can be achieved by combining
the results from more IFU data sets and simulations of star-forming
regions which include feedback recipes.
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A PPENDIX A :
Figs A1–A10 show continuum-subtracted integrated line maps of
the main emission lines analysed in this work. Figs A11 and A12
show the electron temperature and density maps of the various
regions, while Fig. A14 shows a three-colour composite of the jet
HH 1124 in R18.
Figure A1. Continuum-subtracted integrated emission line intensity maps of R37, from (a) to (f): Hβ, [S II] λ6731, [S II] λ6717, [S III] λ9068, [O II] λ7320,
[O II] λ7330.
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Figure A2. Same as Fig. A1, (a)–(e): [O III] λ4959, [O III] λ5007, [N II] λ6548, [N II] λ6584, [O I] λ6300, [N II] λ5755.
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Figure A3. Same as Fig. A1 for R44.
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Figure A4. Same as Fig. A2 for R44.
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Figure A5. Same as Fig. A1 for R18.
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Figure A6. Same as Fig. A2 for R18.
MNRAS 462, 3537–3569 (2016)
 at U
niversity of H
ertfordshire on D
ecem
ber 14, 2016
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
3562 A. F. McLeod et al.
Figure A7. Same as Fig. A1 for R45.
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Figure A8. Same as Fig. A2 for R45.
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Figure A9. Same as Fig. A1 for NGC 3603.
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Figure A10. Same as Fig. A2 for NGC 3603.
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3566 A. F. McLeod et al.
Figure A11. Electron density and temperature maps of R18 (top panels) and R37 (bottom panels). Red circles indicate the regions used to extract values
reported in Table 3.
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Correlating ionization and cloud mass-loss 3567
Figure A12. Same as Fig. A11, but for R44 (top panels), and R45 (bottom panels).
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3568 A. F. McLeod et al.
Figure A13. Same as Fig. A11, but for NGC 3603.
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Correlating ionization and cloud mass-loss 3569
Figure A14. RGB composite of three slices around the Hα line showing
the jet HH 1124 in R18. See the text, Section 3.4.
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