Abstract-It is demonstrated that codewords of good codes for the additive white Gaussian noise (AWGN) channel become more and more isotropically distributed (in the sense of evaluating quadratic forms) and resemble white Gaussian noise (in the sense of ℓp norms) as the code approaches closer to the fundamental limits. In particular, it is shown that the optimal Gaussian code must necessarily have peak-to-average power ratio (PAPR) of order log n.
I. INTRODUCTION
The problem of constructing good error-correcting codes has been one of the main focuses of information and coding theories. In this paper we investigate some of the properties that the optimal codes must necessarily posses. Such characterization facilitates the search for the good codes and may prove useful for establishing converse bounds in multiuser communication problems, as well as being of theoretical importance.
Specifically, in this paper we focus on the additive white Gaussian noise (AWGN) channel. After introducing the notation in Section I-A, we characterize the degree of isotropy of good constellations in Section II, and the possible ranges of ℓ p norms of these constellations in Section III. Note that studying ℓ p norms is a natural mathematical generalization of the concept of peak-to-average power ratio (PAPR), which corresponds to p = ∞. Thus one motivation of this work is to understand PAPR requirements of good channel codes.
A. Definitions
A random transformation P Y |X : X → Y is a Markov kernel acting between a pair of measurable spaces. An (M, ǫ) avg code for the random transformation P Y |X is a pair of random transformations f : {1, . . . , M } → X and g : Y → {1, . . . , M } such that
where in the underlying probability space X = f(W ) and W = g(Y ) with W equiprobable on {1, . . . , M }, and W, X, Y,Ŵ forming a Markov chain:
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An (M, ǫ) max code is defined similarly except that (1) is replaced with the more stringent maximal probability of error criterion: max
A code is called deterministic, denoted (M, ǫ) det , if the encoder f is a functional (non-random) mapping. A channel is a sequence of random transformations, {P Y n |X n , n = 1, . . .} indexed by the parameter n, referred to as the blocklength. An (M, ǫ) code for the n-th random transformation is called an (n, M, ǫ) code. The non-asymptotic fundamental limit of communication is defined as 1 
M
* (n, ǫ) = max{M : ∃(n, M, ǫ)-code} .
In this paper we study the AW GN (P ) channel, that is defined as a sequence of random transformations P Y n |X n : X n → R n , where the n-th input space X n is
and
By [1, Theorem 54] , for this channel one has for any 0 < ǫ < 1:
where
are the channel capacity and dispersion, and Q −1 (·) is the functional inverse of the complementary Gaussian CDF:
In this paper we consider the following increasing degrees of optimality for sequences of (n, M n , ǫ) codes: 1) A code sequence is called capacity-achieving, or o(n)-
2) A code sequence is called O(
3) A code sequence is called capacity-dispersion achieving, or o(
4) A code sequence is called O(log n)-achieving if
We quote several results from [2] : Theorem 1 ( [2] ): Consider a random transformation P Y |X , a distribution P X induced by an (M, ǫ) max,det code and an auxiliary output distribution Q Y . Suppose
for some constant S m ≥ 0, then we have
Theorem 2 ( [2] ): For any 0 < ǫ < 1 and P > 0 there exists a = a(ǫ, P ) > 0 such that the output distribution P Y n of any (n, M n , ǫ) max,det code for the AW GN (P ) channel satisfies
where Y * n and its distribution P * Y n are given by
i.e. Y * n is distributed according to the capacity achieving output distribution (caod) of the AWGN channel.
II. QUADRATIC FORMS
We denote the canonical inner product on R n as
and write the quadratic form corresponding to matrix A as
or (for a random x) as (AX n , X n ). Note that when X n ∼ N (0, P ) n we have trivially
where tr is the trace operator. Therefore, the next result shows that good codes must be close to isotropic Gaussians, at least in the sense of evaluating quadratic forms: Theorem 3: For any P > 0 and 0 < ǫ < 1 there exists a constant b = b(P, ǫ) > 0 such that for all (n, M, ǫ) max,det codes and all quadratic forms A such that
we have
and (a refinement for A = I n )
2 The right-hand side of (14) may be improved by an additive constant log e if instead of the proof in [2] 
Remark 1:
It is possible to modify the proof slightly and demonstrate that (21) holds on a per-codeword basis for an overwhelming majority of codewords.
Proof: Denote
Denote also the spectrum of Σ by λ i , i = 1, . . . , n and its eigenvectors by v i , i = 1, . . . , n. We have then
where (29) is by computing the trace in the eigenbasis of Σ and (30) is by (20).
For the log-Radon-Nikodym derivative we have:
(31) and thus under P Y n |X n =x we have that R(Y n |x) is distributed as log e 2 ln det(
from where
and thus
By using
we estimate
Since V ≤ I n we have tr V 2 ≤ n and
Plugging these estimates into (36) and computing expectations over Z n ∼ N (0, I n ) we get
Finally from Theorem 1 applied with S m = b 2 1 n and (34) we have 1 2
where we defined
To derive (22) consider the chain:
where (44) is (41) Lemma 4: Let λ 1 , . . . , λ n > −1 be such that
Proof: Define two probability distributions on n + 1 integers {0, . . . , n} as follows:
Then, by (48) we have D(P ||Q) ≤ δ and (50) follows from Pinsker-Csiszar inequality after noticing
The previous proof relied on a direct application of Theorem 1 and is independent of the relative entropy estimates in Theorem 2. At the expense of a more technical proof we could derive a similar result using concentration properties of Lipschitz functions demonstrated in [2, Corollary 8] . Indeed, notice that because E [Z n ] = 0 we have
Thus, (21) follows if we can show
where Y * n is defined in (16). This is precisely what [2, Corollary 8] would imply if the function y → (Ay, y) was Lipschitz with constant O( √ n). Of course (Ay, y) is generally not Lipschitz when considered on the entire of R n . However, it is clear that from the point of view of evaluation of both the
are important, and when restricted to the ball S = {y :
. This approximation idea can be made precise using Kirzbraun's theorem (see [5] for a short proof) to extend (Ay, y) beyond the ball S preserving the maximum absolute value and the Lipschitz constant O( √ n). Another method of showing (55) is by using
Bobkov-Götze extension of Gaussian concentration results to non-Lipschitz functions [6, Theorem 1.2] to estimate the moment generating function of (AY * n , Y * n ). Both methods yield (55), and hence (21), but with less sharp constants than in Theorem 3.
III. BEHAVIOR OF ||x|| q
The next natural question is to go to polynomials of higher degree. The simplest example of such polynomials are F (x) = n j=1 x q j for some power q, to analysis of which we proceed now. To formalize the problem, consider 1 ≤ q ≤ ∞ and define the q-th norm of the input vector in the usual way
The aim of this section is to investigate the values of ||x|| q for the codewords of good codes for the AWGN channel. Notice that when coordinates of x are independent Gaussians we expect to have
where Z ∼ N (0, 1). In other words, there exists a sequence of capacity achieving codes and constants B q , 1 ≤ q ≤ ∞ such that every codeword x at every blocklength n satisfies 3 :
Can we prove that (58)-(59) hold (with possibly different constants) for any good code? It turns out that the answer depends on the range of q and on the degree of optimality of the code. Our findings are summarized in Table I . The precise meaning of each entry will be clear from Theorems 5, 6, 9 and their corollaries. The main observation is that the closer the code's cardinality comes to M * (n, ǫ), the better ℓ q -norms reflect those of random Gaussian codewords (58)-(59). Loosely speaking, very little can be said about ℓ q -norms of capacity-achieving codes, while O(log n)-achieving codes are almost indistinguishable from the random Gaussian ones. In particular, we see that, for example, for capacity-achieving codes it is not possible to approximate expectations of polynomials of degrees higher than 2 (or 4 for dispersion-achieving codes) by assuming Gaussian inputs, since even the asymptotic growth rate with n can be dramatically different. The question of whether we can approximate expectations of arbitrary polynomials for O(log n)-achieving codes remains open.
We proceed to clarify the statements made in Table I . First, we show that all the entries except one are the best possible.
Theorem 5: Each estimate in Table I , except n
2q n, is tight in the following sense: if the entry is n α , then there exists a constant B q and a sequence of O(log n)-, dispersion-, O( √ n)-, or capacity-achieving (n, M n , ǫ) max,det codes such that each codeword x ∈ R n satisfies for all n ≥ 1
If the entry in the table states o(n α ) then for any sequence τ n → 0 there exists a sequence of O(log n)-, dispersion-, O( √ n)-, or capacity-achieving (n, M n , ǫ) max,det codes such that each codeword satisfies for all n ≥ 1
Proof: First, notice that a code from any row is an example of a code for the next row, so we only need to consider each entry which is worse than the one directly above it. Thus it suffices to show the tightness of o(n To that end recall that by [1, Theorem 54 ] the maximum number of codewords M * (n, ǫ) at a fixed probability of error ǫ for the AWGN channel satisfies
where V (P ) = log 2 e 2 P (P +2) (P +1) 2 is the channel dispersion. Next, we fix a sequence δ n → 0 and construct the following sequence of codes. The first coordinate x 1 = √ nδ n P for every codeword and the rest (x 2 , . . . , x n ) are chosen as coordinates of an optimal AWGN code for the blocklength n − 1 and power-constraint P n = (1 − δ n )P . Following the argument of [1, Theorem 67 ] the number of codewords M n in such a code will be at least
So all the examples are constructed by choosing a suitable δ n as follows:
• Row 1: see (58)-(59).
• Row 2: nothing to prove.
•
• Row 6: for entries n 1 2 we can take a codebook with one codeword ( √ nP , 0, . . . , 0).
Remark 2:
The proof can be modified to show that in each case there are codes that simultaneously achieve all entries in the respective row of Table I (except n 1 q log q−4 2q n).
We proceed to proving upper bounds. Notice simple relations between the ℓ q norms of vectors in R n . To estimate a lower-q norm in terms of a higher one, we invoke Holder's inequality:
To provide estimates for q > p, notice that obviously
Then, we can extend to q < ∞ via the following chain:
Trivially, for q = 2 the answer is given by the power constraint
Thus by (66) and (69) we get: Each codeword of code for the AW GN (P ) must satisfy
This proves entries in the first column and the last row of Table I .
Before proceeding to upper bounds for q > 2 we point out an obvious problem with trying to estimate x q for each codeword. Given any code whose codewords lie exactly on the power sphere, we can always apply an orthogonal transformation to it so that one of the codewords becomes ( √ nP , 0, 0, . . . 0). For such a codeword we have
and the upper-bound (71) is tight. Therefore, to improve upon the (71) we must necessarily consider subsets of codewords TABLE I: Behavior of ℓ q norms x q of codewords of good codes for the AWGN channel.
any capacity-achieving n
Note: All estimates, except n 1 q log q−4 2q n, are shown to be tight.
of a given code. For simplicity below we show estimates for the half of all codewords.
The following result, proven in the Appendix, takes care of the sup-norm:
Theorem 6 (q = ∞): For any 0 < ǫ < 1 and P > 0 there exists a constant b = b(P, ǫ) such that for any 4 n ≥ N (P, ǫ) and any (n, M, ǫ) max,det -code for the AW GN (P ) channel at least half of the codewords satisfy
where C and V are the capacity-dispersion pair for the channel. In particular, the expression in brackets is nonnegative for all codes and blocklengths.
Remark 3: What puts Theorem 6 aside from other results in this paper and [2] . is its sensitivity to whether the code achieves the dispersion term.
From Theorem 6 the explanation of the entries in the last column of Table I becomes obvious: the more terms the code achieves in the asymptotic expansion of log M * (n, ǫ) the closer its estimate of x ∞ becomes to the O( √ log n), which arises from a random Gaussian codeword (59). To be specific, we give exact statements:
Corollary 7 (q = ∞ for O(log n)-codes): For any 0 < ǫ < 1 and P > 0 there exists a constant b = b(P, ǫ) such that for any (n, M n , ǫ) max,det -code for the AW GN (P ) with
for some K > 0 we have that at least half of the codewords satisfy
Corollary 8 (q = ∞ for capacity-achieving codes): For any capacity-achieving sequence of (n, M n , ǫ) max,det -codes there exists a sequence τ n → 0 such that for at least half of the codewords we have
Similarly, for any dispersion-achieving sequence of (n, M n , ǫ) max,det -codes there exists a sequence τ n → 0 such that for at least half of the codewords we have
4 N (P, ǫ) = 8(1 + 2P −1 )(Q −1 (ǫ)) 2 for ǫ < For the q = 4 we have the following estimate (see Appendix for the proof):
Theorem 9 (q = 4): For any 0 < ǫ < 1 2 and P > 0 there exist constants b 1 > 0 and b 2 > 0, depending on P and ǫ, such that for any (n, M, ǫ) max,det -code for the AW GN (P ) channel at least half of the codewords satisfy
where C is the capacity of the channel. In fact, we also have a lower bound
for some
We can now complete the proof of results in Table I : 1) Row 2: q = 4 is Theorem 9; 2 < q ≤ 4 follows by (66) with p = 4; q = ∞ is Corollary 7; for 4 < q < ∞ we apply interpolation via (68) with p = 4. 2) Row 3: q ≤ 4 is treated as in Row 2; q = ∞ is Corollary 8; for 4 < q < ∞ apply interpolation (68) with p = 4. 3) Row 4: q ≤ 4 is treated as in Row 2; q ≥ 4 follows from (69) with p = 4. 4) Row 5: q = ∞ is Theorem 8; for 2 < q < ∞ we apply interpolation (68) with p = 2. The upshot of this section is that we cannot approximate values of non-quadratic polynomials in x (or y) by assuming iid Gaussian entries, unless the code is O( √ n)-achieving, in which case we can go up to degree 4 but still will have to be content with Gaussian lower bounds only such as (79). 5 Before closing this discussion we demonstrate the sharpness of the arguments in this section by considering the following example. Suppose that a power of a codeword x from a capacity-dispersion optimal code is measured by an imperfect tool, such that its reading is described by
where H i 's are i.i.d bounded random variables with expectation and variance both equal to 1. For large blocklengths n we expect E to be Gaussian with mean P and variance
4 . On the one hand, Theorem 9 shows that the variance will not explode; (79) shows that it will be at least as large as that of a Gaussian codebook. Finally, to establish the asymptotic normality rigorously, the usual approach based on checking Lyapunov condition will fail as shown by Theorem 5, but the Lindenberg condition does hold as a consequence of Theorem 8. If in addition, the code is O(log n)-achieving then
APPENDIX In this appendix we prove results from Section III. To prove Theorem 6 our basic intuition is that any codeword which is abnormally peaky (i.e., has a high value of x ∞ ) is wasteful in terms of allocating its power budget. Thus a good capacity-or dispersion-achieving codebook cannot have too many of such wasteful codewords. Formalization of this intuitive argument is as follows:
Lemma 10: For any ǫ ≤ 1 2 and P > 0 there exists a constant b = b(P, ǫ) such that given any (n, M, ǫ) max,det code for the AW GN (P ) channel, we have for any 0 ≤ λ ≤ P :
where P ′ = P − λ and C(P ) and V (P ) are defined in (8) . Proof: Our method is to apply the meta-converse in the form of [1, Theorem 30 ] to a subcode { x ∞ ≥ √ λn}. Application of a meta-converse requires selecting a suitable auxiliary channel Q Y n |X n . We specify this channel now. For any x ∈ R n let j * be the first index s.t. |x j | = ||x|| ∞ , then we set
We will show below that for some b 1 = b 1 (P ) any Mcode over this Q-channel has average probability of error ǫ ′ satisfying:
On the other hand, writing the expression for log
we see that it coincides with the expression for log dP Y n |X n =x dP * Y n except that the term corresponding to j * (x) will be missing; compare with [7, (4.29) and before]. Thus, one can repeat step by step the analysis in the proof of [1, Theorem 65 ] with the only difference that nP should be replaced by nP − x 2 ∞ reflecting the reduction in the energy due to skipping of j * . Then, we obtain for some b 2 = b 2 (α, P ):
6 For ǫ > 1 2 one must replace V (P − λ) with V (P ) in (81). This does not modify any of the arguments required to prove Theorem 6. where
and which holds simultaneously for all x with x ≤ √ nP . Two remarks are in order: first, the analysis in [1, Theorem 64] must be done replacing n with n − 1, but this difference is absorbed into b 2 . Second, to see that b 2 can be chosen independent of x notice that B(P ) in [1, (620) ] tends to 0 with P → 0 and hence can be bounded uniformly for all P ∈ [0, P max ].
Denote the cardinality of the subcode { x ∞ ≥ √ λn} by
Then according to [1, Theorem 30], we get
where the infimum is over the codewords of M λ -subcode. Applying both (83) and (84) we get
Thus, overall
It remains to show (83). Consider an (n, M, ǫ ′ ) avg,detcode for the Q-channel and let M j , j = 1, . . . , n denote the cardinality of the set of all codewords with j * (x) = j. Let ǫ ′ j denote the minimum possible average probability of error of each such codebook achievable with the maximum likelihood (ML) decoder (informed of the value of j). Since
it suffices to prove
for all j. Without loss of generality assume j = 1 in which case observations Y n 2 are useless for determining the value of the true codeword. Moreover, ML decoding regions D i , i = 1, . . . , M j for each codeword are disjoint intervals in R 1 (so that decoder outputs message estimate i whenever Y 1 ∈ D i ). Note that for M j ≤ 2 there is nothing to prove, so assume otherwise. Denote the M j message points by x i , i = 1, . . . , M j and assume (without loss of generality) 
Thus, (92) completes the proof of (90), (83) and the theorem.
Proof of Theorem 6:
Notice that for any 0 ≤ λ ≤ P we have
On the other hand, by concavity of V (P ) and since V (0) = 0 we have for any 0 ≤ λ ≤ P
Thus, taking s = λn in Lemma 10 we get with the help of (93) and (94):
where we denoted for convenience
Note that Lemma 10 only shows validity of (95) for 0 ≤ s ≤ nP , but since for s > nP the left-hand side is zero, the statement actually holds for all s ≥ 0. Then for n ≥ N (P, ǫ) we have
and thus further upper-bounding (95) we get
Finally, if we had that for some code ∆ n < 0 then (99) would imply that P[ x 2 ∞ ≥ s] < 1 for all s ≥ 0, which is clearly impossible. Thus we must have ∆ n ≥ 0 for any (n, M, ǫ) max,det code. The proof concludes by taking s = 2(log 2+∆n) b1
in (99). Before proving Theorem 9 we state two auxiliary results. Lemma 11: Let f : Y → R be a (single-letter) function such that for some θ > 0 we have
(one-sided Cramer condition) and 
Proof: On the probability space corresponding to a given (M, ǫ) avg code, define the following random variable
where E is an arbitrary subset satisfying
Precisely as in the original meta-converse [1, Theorem 26 ] the main idea is to use Z as a suboptimal hypothesis test for discriminating P XY against P X Q Y . Following the same reasoning as in [1, Theorem 27 ] one notices that
Therefore, by definition of β α we must have
Taking the infimum in (108) over all E satisfying (105) completes the proof of (103).
Proof of Theorem 9:
To prove (78) we will show the following statement: There exist two constants b 0 and b 1 such that for any (n, M 1 , ǫ) code for the AW GN (P ) channel with codewords x satisfying
we have an upper bound on the cardinality: 
Then, on one hand we have 
where (114) 
