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Abstract
In this paper, we give a characterization of Jordan elementary operators of standard subalgebras of
J-subspace lattice algebras. In particular, the general form of elementary operators and reverse elementary
operators is described. These results can apply to atomic Boolean subspace lattice algebras and pentagon
subspace lattice algebras.
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1. Introduction and preliminaries
Throughout, for a Banach space X, we write B(X) for the algebra of all bounded linear
operators on X, X′ for the dual of X and X′′ for the second dual of X. By A′ we denote the adjoint
of an operator A in B(X) and by κX the canonical embedding of X into X
′′
. For x ∈ X and
f ∈ X′, the operator x ⊗ f is defined by y → f (y)x for y ∈ X, which has rank one if and only
 The first author is supported by National Natural Science Foundation of China (No. 10771101) and the Chuangxin
fund of NUAA of China(No. 1008-905711). The second author is supported by National Natural Science Foundation of
China (No. 10771154) and Natural Science Foundation of Jiangsu Province of China (No. BK 2007049).
∗ Corresponding author.
E-mail addresses: pengtongli@nuaa.edu.cn (P. Li), fylu@suda.edu.cn (F. Lu).
0024-3795/$ - see front matter ( 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2007.12.014
2676 P. Li, F. Lu / Linear Algebra and its Applications 428 (2008) 2675–2687
if both x and f are nonzero. Note that the adjoint (x ⊗ f )′ = f ⊗ κXx. For a non-empty subset
L ⊆ X, denote by L⊥ = {f ∈ X′ : f (x) = 0 for all x ∈ L} which is the annihilator of L. If T
is a linear map with domainD(T ) ⊆ X, then we writeR(T ) for the range of T , and T |K for the
restriction of T to K where K is a subspace ofD(T ). We say that T is densely defined ifD(T ) is
dense in X in the norm topology. If S is a linear map with domainD(S) ⊆ X′, then we say that S
is densely defined ifD(S) is dense in X′ in the weak* topology. However, when we say that T or
S is closed, the considered topology is always the norm topology. For example, we say that S is
closed if the norm closure G(S) = G(S), where G(S) = {(f, Sf ) : f ∈ D(S)} is the graph of S.
A subspace latticeL is a family of (closed) subspaces of a Banach space X which contains
(0),X, and is closed under the operations ∩ (set theoretic intersection) and ∨ (closed linear span).
The associated subspace lattice algebra AlgL is the set of all operators in B(X) which leave
every subspace inL invariant, that is
AlgL = {T ∈ B(X) : T (L) ⊆ L for all L ∈L}.
Clearly, AlgL is a unital weakly closed operator algebra. Put
J(L) = {K ∈L : K /= (0) and K− /= X},
where K− = ∨{L ∈L : KL}. CallL aJ-subspace lattice if
(1) ∨{K : K ∈ J(L)} = X,
(2) ∩{K− : K ∈ J(L)} = (0),
(3) K ∨ K− = X for every K ∈ J(L),
(4) K ∩ K− = (0) for every K ∈ J(L).
The class of J-subspace lattices was defined in [15] and subsequently discussed in [11,12].
From these references, we know that both pentagon subspace lattices and atomic Boolean subspace
lattices areJ-subspace lattices. For these two special subclasses ofJ-subspace lattices, we refer
to [1,7].
LetL be a subspace lattice on a Banach space X. Usually, a subalgebraA ⊆ B(X) is called a
standard operator algebra on X if it contains all finite rank operators inB(X). Similarly, we call
a subalgebra A ⊆ AlgL a standard subalgebra of AlgL if it contains all finite rank operators
in AlgL. Note that ifL is aJ-subspace lattice, then every operator of rank n in AlgL is a sum
of n rank one operators in AlgL [15] (see also [13]). Also, the relevance ofJ(L) is due to the
following lemma, from which it follows that every J-subspace lattice algebra AlgL, whereL
is aJ-subspace lattice, is rich in rank one operators.
Lemma 1.1 [9]. If L is a subspace lattice on a Banach space X, then the rank one operator
x ⊗ f ∈ AlgL if and only if there exists some K ∈L such that x ∈ K and f ∈ K⊥− , where K⊥−
means (K−)⊥.
Also, the following are obvious and will get repeated use.
Lemma 1.2. LetL be aJ-subspace lattice on a Banach space X. Then
(1) for any K,L ∈ J(L) with K /= L, we have K ∩ L = (0) and K ⊆ L−;
(2) ∩{K⊥ : K ∈ J(L)} = (0), and the linear span of ∪{K⊥− : K ∈ J(L)} is weak* dense in
X′;
P. Li, F. Lu / Linear Algebra and its Applications 428 (2008) 2675–2687 2677
(3) the rank one operator x ⊗ f ∈ AlgL if and only if there exists a unique K ∈ J(L) such
that x ∈ K and f ∈ K⊥−;
(4) for a nonzero vector x ∈ K with K ∈ J(L), there exists f ∈ K⊥− such that f (x) = 1;
dually, for a nonzero functional f ∈ K⊥− with K ∈ J(L), there exists x ∈ K such that
f (x) = 1;
(5) if A ∈ AlgL and K ∈L, then A′(K⊥) ⊆ K⊥.
Recall that an algebra A is prime if aAb = (0) implies a = 0 or b = 0, and semiprime if
aAa = (0) implies a = 0. From [10] we know that anyJ-subspace lattice algebra is semiprime.
In fact, the same claim holds for any standard subalgebra of J-subspace lattice algebras. Here,
we include a short proof.
Lemma 1.3. IfL is aJ-subspace lattice on a Banach space X, then every standard subalgebra
A of AlgL is semiprime.
Proof. LetT ∈A such thatTAT = (0). SupposingT /= 0, then there areK ∈ J(L) andx ∈ K
such that T x /= 0. By Lemma 1.2(4), we can take f ∈ K⊥− such that f (T x) = 1. Then we would
have T x = T (x ⊗ f )T x = 0, a contradiction. So T = 0 andA is semiprime. 
However, a J-subspace lattice algebra need not be prime. For example, let P = {(0),K,L,
M,X} be a pentagon subspace lattice [7], where K,L and M are subspaces of a Banach space X
such that K ∨ L = X,K ∩ M = (0) and L ⊂ M . In this case, K− = M , L− = K andJ(P) =
{K,L}. Take two nonzero rank one operators x ⊗ f, y ⊗ g in AlgP, satisfying x ∈ L, f ∈
K⊥, y ∈ K and g ∈ M⊥. Then for any A ∈ AlgP, we have (x ⊗ f )A(y ⊗ g) = 0 since Ay ∈ K .
This implies that AlgP is not prime.
Let A1 and A2 be algebras over the same field. In [3,4], the authors introduced an abstract
concept of elementary operators betweenA1 andA2. Let M :A1 →A2 and M∗ :A2 →A1
be linear maps. The ordered pair (M,M∗) is called an elementary operator of A1 into A2 (of
length one) if{
M(xM∗(y)z) = M(x)yM(z),
M∗(yM(x)u) = M∗(y)xM∗(u)
for all x, z ∈A1, y, u ∈A2; a reverse elementary operator ofA1 intoA2 (of length one) if{
M(xM∗(y)z) = M(z)yM(x),
M∗(yM(x)u) = M∗(u)xM∗(y)
for all x, z ∈A1, y, u ∈A2; and a Jordan elementary operator ofA1 intoA2 (of length one)
if {
M(xM∗(y)x) = M(x)yM(x),
M∗(yM(x)y) = M∗(y)xM∗(y)
for all x ∈A1, y ∈A2. For a, b ∈A1, denote by Ma,b the two-sided multiplication given by
Ma,b(x) = axb, x ∈A1; in the usual sense, such a map is said to be an elementary operator of
length one ofA1. Then (Ma,b,Mb,a) is an elementary operator ofA1 into itself. The same is true
for every double centralizer ofA1 in caseA1 is faithful [3,6]. Let φ :A1 →A2 be a bijective
linear map such that
φ(xyx) = φ(x)φ(y)φ(x)
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for all x, y ∈A1; for study of such a map we refer to [2]. It is easily seen that (φ, φ−1) is a Jordan
elementary operator ofA1 intoA2. Further, if φ is also multiplicative, that is, φ(ab) = φ(a)φ(b)
for every a, b ∈A1, then (φ, φ−1) is an elementary operator. Similarly, if φ is also antimulti-
plicative, that is, φ(ab) = φ(b)φ(a) for every a, b ∈A1, then (φ, φ−1) is a reverse elementary
operator.
Of course, either elementary operators or reverse elementary operators are Jordan elementary
operators, but the converse is not necessarily true. A classical result of Herstein [5] states that
every Jordan homomorphism onto a prime ring of characteristic not 2 is either a homomorphism
or an antihomomorphism. In [4], Brešar et al. extend this result to Jordan elementary operators
and show the following.
Theorem 1.1 [4]. LetA1 andA2 be algebras over a field of characteristic not 2. Suppose that
one of them is prime and the other one is semiprime. If the pair (M,M∗) is a Jordan elementary
operator ofA1 intoA2, then it is either an elementary operator or a reverse elementary operator.
As we remarked earlier, any standard subalgebra ofJ-subspace lattice algebras is semiprime,
but not prime. So the result above need not hold forJ-subspace lattice algebras. This observation
leads us to the study of Jordan elementary operators ofJ-subspace lattice algebras.
The papers [3,4,14] described the general form of elementary operators and reverse elemen-
tary operators of standard operator algebras. Motivated by these results, we in [8] studied the
elementary operators ofJ-subspace lattice algebras, obtaining the following.
Theorem 1.2 [8]. LetL1 andL2 beJ-subspace lattices on Banach spaces X1 and X2, respec-
tively, and letA1 andA2 be standard subalgebras of AlgL1 and AlgL2, respectively. Suppose
that M :A1 →A2 and M∗ :A2 →A1 are linear surjective maps, such that the pair (M,M∗)
is an elementary operator of A1 into A2. Then there exist two densely defined, closed, injec-
tive linear maps T : D(T ) ⊆ X1 → X2 and S : D(S) ⊆ X2 → X1 with dense ranges, and with
AR(S) ⊆ D(T ) and BR(T ) ⊆ D(S) for every A ∈A1 and B ∈A2, such that
M(A)y = TASy and M∗(B)x = SBT x
for A ∈A1, B ∈A2, x ∈ D(T ) and y ∈ D(S).
It should be mentioned that the proof of this result depends strongly on the surjectivity of the
maps M and M∗. Note that the surjectivity implies the injectivity. As we remarked in [8], the
question how to treat non-surjective elementary operators arises.
In this paper, we shall give a characterization of Jordan elementary operators of standard subal-
gebras ofJ-subspace lattice algebras. Using this characterization, the general form of elementary
operators and reverse elementary operators of standard subalgebras ofJ-subspace lattice algebras
will be described. Here, we do not assume that those operators have the surjectivity.
2. Jordan elementary operators
This section is devoted to characterizing Jordan elementary operators of standard subalgebras
ofJ-subspace lattice algebras. The main result reads as follows.
Theorem 2.1. LetL1 andL2 beJ-subspace lattices on Banach spacesX1 andX2, respectively,
and letA1 andA2 be standard subalgebras of AlgL1 and AlgL2, respectively. Suppose that
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M :A1 →A2 and M∗ :A2 →A1 are linear maps, such that the pair (M,M∗) is a Jordan
elementary operator ofA1 intoA2. Then there are decompositionsJ(L1) = J11 ∪J12 with
J11 ∩J12 = ∅,J(L2) = J21 ∪J22 withJ21 ∩J22 = ∅, and a bijection K → K̂ fromJ12
ontoJ21, such that
(i) M∗(B)|K = 0 for B ∈A2,K ∈ J11, and M(A)|L = 0 for A ∈A1, L ∈ J22;
(ii) for every K ∈ J12, either{
M(AM∗(B)C)|K̂ = M(A)BM(C)|K̂ ,
M∗(BM(A)D)|K = M∗(B)AM∗(D)|K
for all A,C ∈A1, B,D ∈A2, or{
M(AM∗(B)C)|K̂ = M(C)BM(A)|K̂ ,
M∗(BM(A)D)|K = M∗(D)AM∗(B)|K
for all A,C ∈A1, B,D ∈A2.
Proof. For the convenience of citation and clarity of exposition, we organize the proof in a series
of lemmas. The proof will then follow directly from Lemmas 2.3–2.5 and 2.7–2.8. 
Lemma 2.1. LetK ∈ J(L1), L ∈ J(L2), x ∈ K, f ∈ K⊥− , y ∈ Landg ∈ L⊥−.Theng(M(x ⊗
f )y) = 1 if and only if f (M∗(y ⊗ g)x) = 1.
Proof. Let g(M(x ⊗ f )y) = 1. Then M(x ⊗ f )y /= 0 and
M(x ⊗ f )y = M(x ⊗ f )(y ⊗ g)M(x ⊗ f )y
= M((x ⊗ f )M∗(y ⊗ g)(x ⊗ f ))y
= f (M∗(y ⊗ g)x)M(x ⊗ f )y.
Hence f (M∗(y ⊗ g)x) = 1. The reverse implication can follow similarly. 
Lemma 2.2. For A,C,U,W ∈A1 and B,V, S, T ∈A2, we have
(1) (M(AM∗(B)C) − M(A)BM(C))A2(M(UM∗(V )W) − M(W)VM(U)) = (0);
(2) (M∗(BM(A)V ) − M∗(B)AM∗(V ))A1(M∗(SM(C)T ) − M∗(T )CM∗(S)) = (0).
Proof. By Lemma 1.3,A1 andA2 are both semiprime. So the result follows immediately from
[4, Lemma 3.6]. 
Lemma 2.3. Let L ∈ J(L2). Then one of the following holds:
(1) M(AM∗(B)C)y = M(A)BM(C)y for all A,C ∈A1, B ∈A2 and y ∈ L;
(2) M(AM∗(B)C)y = M(C)BM(A)y for all A,C ∈A1, B ∈A2 and y ∈ L.
Proof. Suppose that (1) does not holds. Then there are A0, C0 ∈A1, B0 ∈A2 and y0 ∈ L such
thatM(A0M∗(B0)C0)y0 /= M(A0)B0M(C0)y0. LetA,C ∈A1, B ∈A2 and y ∈ L. Since y0 ⊗
g ∈A2 for every g ∈ L⊥−, we have
(M(A0M
∗(B0)C0) − M(A0)B0M(C0))(y0 ⊗ g)(M(AM∗(B)C) − M(C)BM(A))y = 0
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by Lemma 2.2. It follows that g((M(AM∗(B)C)y − M(C)BM(A)y) = 0. So
M(AM∗(B)C)y − M(C)BM(A)y ∈ L ∩ L− = (0).
Hence M(AM∗(B)C)y = M(C)BM(A)y. This implies that (2) holds. 
Similarly, we have
Lemma 2.4. Let K ∈ J(L1). Then one of the following holds:
(1) M∗(SM(A)T )x = M∗(S)AM∗(T )x for all A ∈A1, S, T ∈A2 and x ∈ K;
(2) M∗(SM(A)T )x = M∗(T )AM∗(S)x for all A ∈A1, S, T ∈A2 and x ∈ K.
It will be convenient to say that K ∈ J(L1) is of Type-I if Lemma 2.4(1) occurs and of
Type-II if Lemma 2.4(2) occurs. In the same way, we say that L ∈ J(L2) is of Type-I if Lemma
2.3(1) occurs and of Type-II if Lemma 2.3(2) occurs. Also, denote
J11 = {K ∈ J(L1) : M(x ⊗ f ) = 0 for all x ∈ K, f ∈ K⊥−},
J12 = J(L1) \J11,
J22 = {L ∈ J(L2) : M∗(y ⊗ g) = 0 for all y ∈ L, g ∈ L⊥−},
J21 = J(L2) \J22.
Then we have decompositionsJ(L1) = J11 ∪J12 andJ(L2) = J21 ∪J22, such thatJ11 ∩
J12 = ∅ andJ21 ∩J22 = ∅.
Lemma 2.5. Let K ∈ J11 and L ∈ J22. Then
(1) M∗(B)|K = 0 for all B ∈A2;
(2) M(A)|L = 0 for all A ∈A1.
Proof. Suppose that there areB ∈A2 andx ∈ K such thatM∗(B)x /= 0. Then for everyf ∈ K⊥− ,
we have
f (M∗(B)x)M∗(B)x = M∗(B)(x ⊗ f )M∗(B)x = M∗(BM(x ⊗ f )B)x = 0.
It follows that M∗(B)x ∈ K ∩ K−. So M∗(B)x = 0, yielding a contradiction. This proves (1).
In a similar way, we can get (2). 
From Lemma 2.5, we see that every element in J11 (or J22) is of both Type-I and Type-
II. Also, for J12 (or J21), the same case may be occur. We consider a simple example. Let
L = {(0),X} where X is a Banach space. Then it is a J-subspace lattice and J(L) = {X}.
Taking nonzero vectors x ∈ X, f ∈ X′, define M : B(X) → B(X) and M∗ : B(X) → B(X)
by M(A) = M∗(A) = f (Ax)x ⊗ f for A ∈ B(X). ThenJ12 = J21 = {X}. One can easily see
that the pair (M,M∗) is simultaneously an elementary operator and a reverse elementary operator,
which means that the element X is of both Type-I and Type-II.
Lemma 2.6. Let K ∈ J12. Then there exists a unique K̂ ∈ J21 which has the property that if
x ∈ K and f ∈ K⊥− satisfying M(x ⊗ f ) /= 0 then M(x ⊗ f )|K̂ /= 0, and M(x ⊗ f )|L = 0 for
every L ∈ J(L2) with L /= K̂.
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Proof. Take x0 ∈ K and f0 ∈ K⊥− with M(x0 ⊗ f0) /= 0. Since ∨{K : K ∈ J(L2)} = X2, there
is an element, say K̂ , inJ(L2) satisfying M(x0 ⊗ f0)|K̂ /= 0. Choose y0 ∈ K̂ and g0 ∈ K̂⊥− such
that g0(M(x0 ⊗ f0)y0) = 1. Then f0(M∗(y0 ⊗ g0)x0) = 1 by Lemma 2.1. So M∗(y0 ⊗ g0) /= 0
and hence K̂ ∈ J21.
Let x ∈ K and f ∈ K⊥− withM(x ⊗ f ) /= 0, andL ∈ J(L2)withL /= K̂ . Then K̂ ⊆ L− and
L ⊆ K̂−. Suppose that M(x ⊗ f )|L /= 0. Taking y ∈ L and g ∈ L⊥− such that g(M(x ⊗ f )y) =
1, then f (M∗(y ⊗ g)x) = 1. Suppose first that K is of Type-I. Noting that M(x ⊗ f0)y0 ∈ L−,
we have
0 /= M∗(y ⊗ g)x = M∗(y ⊗ g)(x ⊗ f0)M∗(y0 ⊗ g0)x0
= M∗((y ⊗ g)M(x ⊗ f0)(y0 ⊗ g0))x0 = 0,
a contradiction. In the case that K is of Type-II, we can similarly reach a contradiction. So M(x ⊗
f )|L = 0 for every L ∈ J(L2) with L /= K̂ . Of course, M(x ⊗ f )|K̂ /= 0 since M(x ⊗ f ) /= 0.
Moreover, K̂ is clearly unique. 
Throughout what follows, for every K ∈ J12, we shall fix xK ∈ K , fK ∈ K⊥− , yK ∈ K̂ and
gK ∈ K̂⊥− such that
gK(M(xK ⊗ fK)yK) = fK(M∗(yK ⊗ gK)xK) = 1 (2.1)
by Lemmas 2.1, 2.6 and the definition ofJ12.
Lemma 2.7. We have
(1) J12 = ∅ if and only ifJ21 = ∅;
(2) ifJ12 /= ∅, then the map K → K̂ is a bijection fromJ12 ontoJ21.
Proof. (1) If J12 = ∅, then J(L1) = J11. Let L ∈ J(L2), y ∈ L and g ∈ L⊥− be arbitrary.
Then for every x ⊗ f ∈ AlgL1, we have M(x ⊗ f ) = 0 by the definition ofJ11, and so
M∗(y ⊗ g)(x ⊗ f )M∗(y ⊗ g) = M∗((y ⊗ g)M(x ⊗ f )(y ⊗ g)) = 0.
Since every finite rank operator in AlgL1 is a finite sum of rank one operators in AlgL1 and the
subalgebra of all finite rank operators in AlgL1 is semiprime, we have M∗(y ⊗ g) = 0. Thus
J(L2) = J22 and hence,J21 = ∅. The reverse implication is similar.
(2) LetJ12 /= ∅. SupposeL ∈ J21. Then there existy ∈ L andg ∈ L⊥− such thatM∗(y ⊗ g) /=
0. It follows that M∗(y ⊗ g)|K /= 0 for some K ∈ J(L1). So there are x ∈ K and f ∈ K⊥−
such that g(M(x ⊗ f )y) = f (M∗(y ⊗ g)x) = 1 by Lemma 2.1. Hence M(x ⊗ f )|L /= 0 and
K ∈ J12. Applying Lemma 2.6, we have L = K̂ . This proves the surjectivity.
The proof of the injectivity is similar to that of Lemma 2.6, and we include it for the reader’s
convenience. Let K1,K2 ∈ J12 be such that K̂1 = K̂2. Supposing K1 /= K2, then K1 ⊆ K2−
and K2 ⊆ K1−. Set xi = xKi , fi = fKi , yi = yKi and gi = gKi , where i = 1, 2. With no loss
of generality, let K̂1 be of Type-II. Since g1(M(x1 ⊗ f1)y1) = 1, M∗(y2 ⊗ g1)x2 ∈ K1− and
f1 ∈ K⊥1−, we have
0 /= M(x2 ⊗ f2)y2 = M(x2 ⊗ f2)(y2 ⊗ g1)M(x1 ⊗ f1)y1
= M((x1 ⊗ f1)M∗(y2 ⊗ g1)(x2 ⊗ f2))y1 = 0.
This contradiction implies K1 = K2. The injectivity is proved. 
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Lemma 2.8. Let K ∈ J12. Then
(1) K is of Type-I if and only if K̂ is of Type-I;
(2) K is of Type-II if and only if K̂ is of Type-II.
Proof. We only prove (1). For (2), the proof goes similarly.
Let K be of Type-I. Suppose on the contrary that K̂ is not of Type-I. Then there are A,C ∈
A1, B ∈A2 and y ∈ K̂ such that M(AM∗(B)C)y /= M(A)BM(C)y. So g(M(AM∗(B)C)y −
M(A)BM(C)y) = 1 for a certain g ∈ K̂⊥− . Since K is of Type-I, we have for all x ∈ K and
S, T ∈A2
M∗(SM(AM∗(B)C)T )x = M∗(S)AM∗(B)CM∗(T )x
= M∗(SM(A)B)CM∗(T )x = M∗(SM(A)BM(C)T )x.
Put S = yK ⊗ g, T = y ⊗ gK and x = xK . Then
0 /= M∗(yK ⊗ gK)xK
= M∗((yK ⊗ g)(M(AM∗(B)C) − M(A)BM(C))(y ⊗ gK))xK
= 0,
yielding a contradiction. Hence K̂ is of Type-I.
Taking into account the symmetry of M and M∗, an appropriate modification to the argument
above can show that if K̂ is of Type-I, then so is K . 
It should be mentioned that in Lemma 2.8, the part (2) cannot be obtained from the part (1)
directly, since an element inJ12 (orJ21) may be of both Type-I and Type-II.
3. Elementary operators and reverse elementary operators
In this section, we shall describe the general form of elementary operators and reverse ele-
mentary operators of standard subalgebras ofJ-subspace lattice algebras. The main result is the
following.
Theorem 3.1. LetL1 andL2 beJ-subspace lattices on Banach spaces X1 and X2, respectively,
A1 and A2 be standard subalgebras of AlgL1 and AlgL2, respectively, and M :A1 →A2
and M∗ :A2 →A1 be linear maps.
(i) If the pair (M,M∗) is an elementary operator ofA1 intoA2, then there exist two densely de-
fined, closed linear maps T : D(T ) ⊆ X1 → X2 and S : D(S) ⊆ X2 → X1 with AR(S) ⊆
D(T ) and BR(T ) ⊆ D(S) for A ∈A1 and B ∈A2, such that
M(A)y = TASy and M∗(B)x = SBT x
for all A ∈A1, B ∈A2, x ∈ D(T ) and y ∈ D(S).
(ii) If the pair (M,M∗) is a reverse elementary operator ofA1 intoA2, then there exist two
densely defined, closed linear maps P : D(P ) ⊆ X′1 → X2 and Q : D(Q) ⊆ X2 → X′1
with A′R(Q) ⊆ D(P ) and BR(P ) ⊆ D(Q) for A ∈A1 and B ∈A2, such that
M(A)y = PA′Qy and M∗(B)′f = QBPf
for all A ∈A1, B ∈A2, f ∈ D(P ) and y ∈ D(Q).
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We shall prove (ii). For (i), the proof is omitted, which can be obtained similarly. We remark
that some concrete techniques in the proof of [8, Theorem 2] can apply to proving (i), although
we do not assume that M and M∗ are surjective here.
In what follows, we shall employ the notation introduced in Section 2, which includesJij , xK ∈
K, fK ∈ K⊥− , yK ∈ K̂ and gK ∈ K̂⊥− , where i, j = 1, 2 and K ∈ J12. It is worth noting that
the equality (2.1) will be used repeatedly. For a J-subspace lattice L on a Banach space
X, we shall use 〈J(L)〉 and 〈J(L)⊥−〉 to denote the (not necessarily closed) linear spans of
∪{K : K ∈ J(L)} and ∪{K⊥− : K ∈ J(L)}, respectively. Also, if J12 = ∅ then J21 = ∅ by
Lemma 2.7(1), and so M = 0 and M∗ = 0 by Lemma 2.5. In this case, Theorem 3.1 is of course
true. Accordingly, we assume thatJ12 /= ∅ in the following.
To prove (ii), we need some lemmas in which we assume that the pair (M,M∗) is a reverse
elementary operator ofA1 intoA2.
Lemma 3.1. For every K ∈ J12, there exist linear maps PK : K⊥− → K̂ and QK̂ : K̂ → K⊥− ,
such that
(1) M(A)y = PKA′QK̂y for all A ∈A1, y ∈ K̂,
(2) M∗(B)′f = QK̂BPKf for all B ∈A2, f ∈ K⊥− .
Proof. Let K ∈ J12. Note that xK ⊗ f ∈A1 and y ⊗ gK ∈A2 for all f ∈ K⊥− , y ∈ K̂ . Define
linear maps PK : K⊥− → K̂ and QK̂ : K̂ → K⊥− by
PKf = M(xK ⊗ f )yK, f ∈ K⊥− , (3.1)
QK̂y = M∗(y ⊗ gK)′fK, y ∈ K̂, (3.2)
where M∗(y ⊗ gK)′ means (M∗(y ⊗ gK))′. Recalling that gK(M(xK ⊗ fK)yK) = 1, then for
A ∈A1 and y ∈ K̂ ,
M(A)y = M(A)(y ⊗ gK)M(xK ⊗ fK)yK = M((xK ⊗ fK)M∗(y ⊗ gK)A)yK
= M((xK ⊗ (M∗(y ⊗ gK)A)′fK)yK = PKA′M∗(y ⊗ gK)′fK = PKA′QK̂y.
This shows that (1) holds.
To prove (2), let B ∈A2, f ∈ K⊥− . Since fK(M∗(yK ⊗ gK)xK) = 1, we have for every x ∈
X1,
(M∗(B)′f )x = f (M∗(B)x) = fK(M∗(yK ⊗ gK)(xK ⊗ f )M∗(B)x)
= fK(M∗(BM(xK ⊗ f )(yK ⊗ gK))x) = fK(M∗((BPKf ) ⊗ gK)x)
= (M∗((BPKf ) ⊗ gK)′fK)x = (QK̂BPKf )x.
Hence M∗(B)′f = QK̂BPKf , as desired. 
Lemma 3.2. There exist linear maps P0 : 〈J(L1)⊥−〉 → 〈J(L2)〉 and Q0 : 〈J(L2)〉 →
〈J(L1)⊥−〉, such that
(1) M(A)y = P0A′Q0y for all A ∈A1, y ∈ 〈J(L2)〉;
(2) M∗(B)′f = Q0BP0f for all B ∈A2, f ∈ 〈J(L1)⊥−〉.
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Proof. For K ∈ J12, let PK,QK̂ be as in Lemma 3.1. Further, define PK(K⊥− ) = (0) if K ∈ J11
and define QL(L) = (0) if L ∈ J22. Recalling thatJ21 = {K̂ : K ∈ J12} by Lemma 2.7, then
both PK and QL make sense for all K ∈ J(L1) and L ∈ J(L2).
Let K1, . . . , Kn be distinct elements inJ(L1). Suppose that fi ∈ K⊥i− such that
∑n
i=1 fi = 0.
Since Ki ⊆ Kj− if j /= i, we have for every fi ,
fi ∈ K⊥i− ∩ (∨j /=iK⊥j−) ⊆ K⊥i− ∩ K⊥i = (Ki− ∨ Ki)⊥ = (0).
It follows that every element f ∈ 〈J(L1)⊥−〉 has a unique representation f =
∑n
i=1 fi with
fi ∈ K⊥i−, 1 ≤ i ≤ n, where K1, . . . , Kn are distinct elements ofJ(L1). Here, the ‘uniqueness’
means that if f is nonzero and each fi is required to be nonzero, then the representation is unique
up to permutations of fi’s. After an obvious modification, this statement can be applied to the
elements in 〈J(L2)〉.
So we can define two linear maps P0 : 〈J(L1)⊥−〉 → 〈J(L2)〉 and Q0 : 〈J(L2)〉 →
〈J(L1)⊥−〉 such that, P0|K⊥− = PK for K ∈ J(L1) and Q0|L = QL for L ∈ J(L2).
Now let us prove (2). For (1), the proof goes similarly and is omitted. Let B ∈A2, f ∈
〈J(L1)⊥−〉. Write f =
∑m
i=1 fi +
∑n
j=1 ej . Here, fi ∈ K⊥i− with Ki ∈ J12 (1 ≤ i ≤ m), ej
∈ E⊥j− with Ej ∈ J11 (1 ≤ j ≤ n), and K1, . . . , Km,E1, . . . , En are distinct. For each ej , if
x ∈ Ej− then (M∗(B)′ej )x = ej (M∗(B)x) = 0; if x ∈ Ej then M∗(B)x = 0 by Lemma 2.5,
which also implies (M∗(B)′ej )x = 0. Hence M∗(B)′ej = 0 because of Ej ∨ Ej− = X1. So, by
Lemma 3.1 and the definitions of P0 and Q0, we have
M∗(B)′f =
m∑
i=1
M∗(B)′fi =
m∑
i=1
QK̂iBPKifi = Q0
(
m∑
i=1
BPKifi
)
= Q0B
(
m∑
i=1
PKifi
)
= Q0BP0
⎛⎝ m∑
i=1
fi +
n∑
j=1
ej
⎞⎠ = Q0BP0f,
as required. 
In the following, when we deal with the convergence of a sequence in Xi or X′i (i = 1, 2), the
considered topology is the norm topology.
Lemma 3.3. We have
(1) if {fn}∞1 is a sequence in 〈J(L1)⊥−〉 such that fn → 0 and P0fn → y, then y = 0;
(2) if {yn}∞1 is a sequence in 〈J(L2)〉 such that yn → 0 and Q0yn → f , then f = 0.
Proof. (1) Suppose on the contrary that y is nonzero. From Lemmas 3.1 and 3.2, we know
that every P0fn is in the linear span of ∪{K̂ : K ∈ J12}. Hence y ∈ ∨{L : L ∈ J21}. Noting
that L ⊆ L′− for all L ∈ J21 and L′ ∈ J22, we get y ∈ ∩{L′− : L′ ∈ J22}. Since ∩{L− : L ∈
J(L2)} = (0), there exists L0 ∈ J21 such that y /∈ L0−. So g0(y) /= 0 for some g0 ∈ L⊥0−.
By Lemma 2.7, we write L0 = K̂ where K ∈ J12. Then by (3.2), we obtain
(Q0yK)(xK) = (QK̂yK)(xK) =
(
M∗(yK ⊗ gK)′fK
)
(xK)
= fK(M∗(yK ⊗ gK)xK) = 1.
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Moreover, applying Lemma 3.2(4)
fn(M
∗(yK ⊗ g0)xK) = (M∗(yK ⊗ g0)′fn)(xK) = (Q0(yK ⊗ g0)P0fn)(xK)
= g0(P0fn)((Q0yK)(xK)) = g0(P0fn) → g0(y).
On the other hand, fn(M∗(yK ⊗ g0)xK) → 0. Thus g0(y) = 0, reaching a contradiction. Hence
y = 0.
(2) The proof is a dual version of (1). Suppose on the contrary that f is nonzero. Then
f belongs to the (norm) closed linear span of ∪{K⊥− : K ∈ J12} by the property of Q0, and
moreover f ∈ ∩{K ′⊥ : K ′ ∈ J11}. It follows from ∩{K⊥ : K ∈ J(L1)} = (0) that there is a
certain K ∈ J12 such that f /∈ K⊥. Choose x ∈ K with f (x) /= 0. Then by (3.1),
gK(P0fK) = gK(PKfK) = gK(M(xK ⊗ fK)yK) = 1
and
gK(M(x ⊗ fK)yn) = gK(P0(fK ⊗ κXx)Q0yn) = (Q0yn)(x) → f (x) /= 0
by Lemma 3.2(3). This conflicts with gK(M(x ⊗ fK)yn) → 0. So f = 0. 
We are now ready to prove the main result of this section.
Proof of Theorem 3.1(ii). Set
D1 = {f ∈ X′1 : (f, y) ∈ G(P0) for a certain y ∈ X2},
D2 = {y ∈ X2 : (y, f ) ∈ G(Q0) for a certain f ∈ X′1},
where G(P0) and G(Q0) denote the norm closures. Then clearly, D1 and D2 are linear mani-
folds and 〈J(L1)⊥−〉 ⊆ D1, 〈J(L2)〉 ⊆ D2. Since 〈J(L1)⊥−〉 is weak* dense in X′1, so is D1.
Similarly, D2 is norm dense in X2.
Let f ∈ D1. If y1, y2 ∈ X2 such that (f, y1), (f, y2) ∈ G(P0), then (0, y1 − y2) ∈ G(P0), and
so there is a sequence {fn}∞1 in 〈J(L1)⊥−〉, such that fn → 0 and P0fn → y1 − y2. It follows
from Lemma 3.3(1) that y1 = y2. This shows that for every f ∈ D1, there exists a unique y ∈ X2
such that (f, y) ∈ G(P0). In a similar way, we can see that for every y ∈ D2, there exists a unique
f ∈ X′1 such that (y, f ) ∈ G(Q0).
Define two maps P : D(P ) ⊆ X′1 → X2 and Q : D(Q) ⊆ X2 → X′1 in an obvious way, such
that G(P ) = G(P0) and G(Q) = G(Q0), where D(P ) = D1 and D(Q) = D2. Clearly, P and
Q are linear, and extend P0 and Q0, respectively.
Let B ∈A2, f ∈ D(P ). Since (f, Pf ) ∈ G(P0), there exists a sequence {fn}∞1 in 〈J(L1)⊥−〉,
such that fn → f and P0fn → Pf . Then BP0fn → BPf and by Lemma 3.2(4), Q0BP0fn =
M∗(B)′fn → M∗(B)′f . Because of (BP0fn,Q0BP0fn) ∈ G(Q0) for every fn, we have (BPf,
M∗(B)′f ) ∈ G(Q). Thus BPf ∈ D(Q) which implies BR(P ) ⊆ D(Q) and M∗(B)′f =
QBPf .
Similarly, we can prove that A′R(Q) ⊆ D(P ) and M(A)y = PA′Qy for every A ∈A1, y ∈
D(Q). The proof is complete. 
Using the idea of the proof of Theorem 3.1, we now present a simplified proof of [3, Theorem
7.2] and [4, Theorem 4.5].
Proposition 3.1. LetA1 andA2 be standard operator algebras on Banach spaces X1 and X2,
respectively, and M :A1 →A2 and M∗ :A2 →A1 be linear maps.
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(i) If the pair (M,M∗) is an elementary operator of A1 into A2, then there exist bounded
linear operators T : X1 → X2 and S : X2 → X1 such that
M(A) = TAS and M∗(B) = SBT
for all A ∈A1, B ∈A2.
(ii) If the pair (M,M∗) is a reverse elementary operator of A1 into A2, then there exist
bounded linear operators P : X′1 → X2 and Q : X2 → X′1 such that
M(A) = PA′Q and M∗(B)′ = QBP
for all A ∈A1, B ∈A2.
Proof. We only prove (ii). LetLi = {(0),Xi} for i = 1, 2. ThenLi is aJ-subspace lattice and
J(Li ) = {Xi}, AlgLi = B(Xi). Suppose that the pair (M,M∗) is a reverse elementary operator
of A1 into A2, and that both M and M∗ are nonzero. Then J12 = {X1} and J21 = {X2}. It
follows from Lemma 3.1 that there exist linear operators P : X′1 → X2 and Q : X2 → X′1, such
that M(A) = PA′Q and M∗(B)′ = QBP for all A ∈A1, B ∈A2. It remains to prove that P
and Q are bounded. To do this, let {fn}∞1 , f be in X′1 and y in X2 such that fn → f, Pfn → y.
Since M /= 0, there is y0 ∈ X2 such that Qy0 /= 0. Then for every g ∈ X′2,
g(Pf )Qy0 = Q(y0 ⊗ g)Pf = M∗(y0 ⊗ g)′f = lim
n→∞M
∗(y0 ⊗ g)′fn
= lim
n→∞Q(y0 ⊗ g)Pfn = limn→∞ g(Pfn)Qy0 = g(y)Qy0,
which implies g(Pf ) = g(y). Hence Pf = y and moreover, P is a closed operator. It follows
from the closed graph theorem that P is bounded. A similar argument can show that Q is bounded,
completing the proof. 
Finally, we remark that in Proposition 3.1(ii), we have also M∗(B) = κ−1X1 (QBP)′κX1 , which
is just the form given in the remarks after [4, Theorem 4.5]. In fact, for any x ∈ X1, f ∈ X′1, we
have
(κX1(M
∗(B)x))(f ) = f (M∗(B)x) = (M∗(B)′f )(x) = (QBPf )(x)
= (κX1x)(QBPf ) = ((QBP)′κX1x)(f ),
which implies κX1(M∗(B)x) = (QBP)′κX1x. Since κX1 is injective even if X1 is not reflexive,
the desired result follows.
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