A finite G ≤ GL(m, R) fixes Ω ⊂ R m and induces its action on P, the set of probability distributions on Ω. P G is the set of distributions invariant under this action. We consider models based on P G . Ignoring the invariance, a common approach to modeling P ∈ P is to progressively match its moments. Among all distributions with a requested match, one reasonable choice is P ′ that maximizes the entropy H(P ′ ). Matching in the limit all the moments guarantees convergence to P if P is uniquely determined by its moments. We thereby generalize ordinary determinacy to determinacy within P G and prove sufficiency of G-invariant moments for the latter. Using generators of G-invariant polynomials, we also give several sufficient conditions for the generalized property to hold. For applications, we propose a sequential procedure with adaptive convergence toward P . The procedure combines with one's favorite statistical model selection principle, and we present two such examples. We also describe a distribution of small subimages extracted from a large database of natural images, and compute generators for the relevant invariance. We discuss computations of G-invariant probability distributions. For example, concerned with computational efficiency, we lift the invariantly constrained entropy maximization problem to an appropriate quotient space of "lower dimension".
Introduction
This work is about objects that, when acted upon, do not change, or stay invariant. The notion of invariance is fundamental in many realms of human thought but we specialize it here to a collection of mathematical objects that can represent data observed in real experiments.
Our focus is probability distributions on Ω ⊂ R m , where Ω is invariant under a finite group G of nonsingular linear transformations. Within this class of distributions we are most interested in ones that assign the same mass to all g-transforms (g ∈ G) of every (measurable) set B ⊂ Ω. These are G-invariant distributions. We set two goals for this work. The first one is to generalize the problem of unique determinacy of (multivariate) measures by their moments in the following way:
In the ordinary formulation, one studies whether or not a measure with finite (absolute) mixed moments, is uniquely determined by its mixed moments, or simply determinate, [1] , [2] , [8] , [11] , [20] , [21] , [31] , [35] .
Several sufficient conditions for determinacy ([1] , [2] , [8] , [11] , [31] ) and indeterminacy ( [31] , [35] ) are commonly known for measures on R or R + . For determinacy of measures on R m , [8] generalizes some of those conditions and gives several new ones.
Now, we think of these (multivariate) measures in question as G-invariant where G is the trivial group of the identity transformation. Action of a non-trivial G narrows down the class of G-invariant measures under investigation. Hence, adapting the standard conditions for determinacy, we expect to need only a subset of all the moments in order to uniquely identify a G-invariant measure among all G-invariant ones. Toward this goal, §2 reviews basic notions of group action and associated invariance, introduces G-invariant measures, and minimal sets of generators {f 1 , . . . , f N } of the ring (algebra) of G-invariant polynomials in m indeterminates ( [7] , [9] , [34] , [36] ). We also introduce Reynolds operators R ( [7] , [9] , [34] , [36] ) that average real functions to make them G-invariant. Finally, we explain the sufficiency of f = (f 1 , . . . , f N ) to represent any G-invariant function on R m . Relevant proofs are given in Appendix A.
We continue in §3 by defining G-invariant moments and formulating the notion of determinacy of G-invariant measures by their G-invariant moments. Paralleling the main results of [8] obtained for the case of ordinary determinacy, we state several sufficient conditions for determinacy of G-invariant measures by their G-invariant moments. These include the Extended Carleman Theorem for G-invariant moments, and some integral conditions based on quasi-analytic weights ( §3.1). All of these results rely on the one-to-one correspondence between the invariant measures on R m and measures on R N established via an extension of the multinomial map f = (f 1 , . . . , f N ) ( Lemma 20) . Auxiliary proofs are deferred till Appendix B.
We acknowledge that to a certain extent, symmetry has already been studied in connection with the problem of moments. Thus, for instance, [21] studies the existence and uniqueness of symmetric measures on R with given moments. Also, [8] generalizes this case and studies determinacy of multivariate measures supported in the positive cone ("C-determinacy"). In one dimension, the correspondence between symmetric measures and measures on the nonnegative half-line is rather obvious and well-known [11] . Apparently, this correspondence generalizes easily to the multivariate setting (proof of Theorem 5.1 of [8] and Example 1), also illustrating the significance of our Lemma 20. The symmetry with respect to the continuous group of all the rotations on R m is discussed, for example, in [1] , [2] . In this case all of the invariant functions are "generated" by a single invariant polynomial
, which is a maximal invariant in the language of equivariance theory. We, however, focus on finite subgroups of GL(m, R). Finally, note the difference between our theme and the related notion of equivariance in statistics [27] , [33] . In the latter case it is entire (parametric) families of distributions and not individual measures that are fixed under groups of transformations. Also, the relevant groups in the equivariance theory are continuous. However, there appear not so many interesting examples (besides the aforementioned one with the rotational symmetry) of finite measures individually fixed by an infinite subgroup of GL(m, R).
Our second goal is to develop a framework for model selection in the presence of the above types of invariance. The main motivation comes from modeling distributions of very small square subimages of digitized natural images [15] , [24] , [26] , [32] . §7 describes the particular state space Ω, the symmetry group G acting on Ω, a minimal set of generators of the corresponding G-invariant polynomials, and several other relevant details of the studies undertaken in [24] . Thus, §7 illuminates most of the concepts developed in this work, and proofs of the results from this section are given in Appendices D and E.
The framework that we propose is based on the constrained Entropy Maximization Principle ( [4] , [6] , [20] , [25] , [28] , [38] , [41] ). Recall that according with this principle, the knowledge of the distribution to be modeled is formulated by a finite set of consistent constraints of the form E P ′ φ(X) = ν φ . Among all distributions P ′ that satisfy the constraints, one chooses P ′ that maximizes the entropy H(P ) that represents mathematically our intuitive notion of distributional uncertainty. Equivalently, such P ′ maximizes the likelihood under the exponential family of distributions for which φ's are a sufficient statistics. We work with moment constraints, i.e. φ(X) = X α , α ∈ A ⊂ N N , considering sequences of maximum entropy problems with expanding A's. Unlike in the related works of [16] , [20] , [29] , [37] on maximum entropy problems with moment constraints, our moment matching, or pursuit, is multidimensional, adaptive, and G-invariant. Adaptiveness (also see below) here refers to a certain optimality in the sequential expansion of A's, and is meant to accelerate the approximation of the modeled distribution. The connection with the notion of determinacy is that a determinate P can be approximated arbitrarily well by progressively matching all its moments. The one-dimensional version of the latter result was already successfully used for density estimation in, for example, solid state and quantum physics [29] and econometrics [16] , [37] .
We take advantage of a key observation that entropy maximization forces the resulting distributions to inherit G-invariance of the constraining functions (proof of Theorem 26) .
Although for us the pivotal case is that of Ω finite, §5, in §4 we nonetheless lay a foundation for a more general sequential reconstruction of a G-invariant distribution by G-invariant moment pursuit (Theorem 24). We also touch on the continuous case (Theorem 26) for completeness of the presentation. We term our modeling approach "Adaptive minimax learning" in recognition of its origin in texture modeling [39] , [40] , [41] . Minimax learning of an unknown distribution P refers to an incremental model construction, in which at each step l the entropy maximization problem is solved with one new constraint added at a time. In the original formulation, the l-th constraint is chosen to minimize the Kullback-Leibler divergence of the candidate maximum entropy distribution (with l constraints) from the target distribution.
However, this formulation stops short of balancing model fit and model complexity, which is the main task of model selection. In response to this, we discuss in §5.1 a simple ad hoc way to prevent overfitting within the original formulation. In §5.2, we explain that our adaptive minimax learning allows one to replace the KullbackLeibler divergence with a more suitable cost function of their own choice, such as, for example, description length [18] . In §8 we summarize the main features of our modeling framework as minimax learning, incorporation of multivariate moments, and incorporation of G-invariance.
In §6 we discuss several computational issues of our modeling, such as computation of G-invariant polynomial generators, Reynolds operators, and the partition S Ω ( §6.2). §6.3 is dedicated to a computational result (Theorem 36 and Corollary 37) on dimensionality reduction in the entropy maximization problem with constraints that have nontrivial finite constancy classes. §6.4 discusses efficient computations of additional terms for the minimax learning algorithm. In §8 we also discuss directions for future work that include model selection experiments based on real data pertinent to our example in §7.
Group action, invariance, polynomial generators
In this section we review several notions from algebra and introduce relevant notation.
Definition 1 A group action of a group G on a set A is a map from G × A to A (written as ga, for all g ∈ G and a ∈ Ω) satisfying the following properties ( [10] ):
Definition 2 Let G act on A and let a ∈ A. a is said to be fixed under
We will also use the following observations that show how the original G action on A induces G actions on objects from various categories involving A:
Proposition 3
1.) Let B ⊂ A be fixed under G. Then the restriction of the original G action on A is a well-defined G action on B.
2.) The following defines a G action on R
A , the set of all real valued functions on A:
(gf )(a) = f (g −1 a), where g ∈ G and f ∈ R A and a ∈ A.
3.) The following defines a G action on P A , the power set of A:
Let a finite group G act on W = R m in a way that admits a linear (matrix) representation ρ : G ֒→ GL(W ) ( ∼ = GL(m, R)). We will simply identify the original action of G on W with its matrix representation, ρ and will therefore think of g ∈ G as an m × m matrix. Instantiating Proposition 3, we introduce the following G actions:
The following actions are well-defined.
1.) The (restricted) action of
2.) The G action on B, the Borel σ-algebra on Ω:
3.) The G action on M, the set of (positive) measures on B:
Then the mapf :
is well-defined and injective. Thus 
Invariant Moments, Determinacy of Invariant Measures
The problem of moments is whether a measure exists with prescribed moments and if so, whether it is unique within the class of all measures with finite moments. We are going to generalize the latter question to include situations when measures are to be determined within special subclasses of the original class and by, one would then expect, "fewer" moments. In particular, we are introducing the notion of determinacy of G-invariant measures by "G-invariant moments". Our notation intentionally resembles that from [1] and [8] . Let f 1 , . . . , f N be a minimal set of generators. Let P ∈ M, and let α ∈ N N be the degree multi index.
Definition 16
Given the f generators, we call E P f α = W f α dP (x) the mixed Ginvariant moment of order α, or, invariant α-moment and denote it by s α (P ).
Let us also denote by s(P ) the set of all such moments (s α (P )) α∈N N for a given measure P . When the measure P is clear from the context, we will overload the notation s n (k) = E P f k n for k ∈ N and 1 ≤ n ≤ N.
Definition 18 Let P ∈ M G * have s(P ), its G-invariant moments, relative to some minimal generating set. Then P is said to be G-determinate by s(P ), or simply Gdeterminate, if no other measure in M G * has the same set of moments s(P ) relative to the chosen generating set.
In §B we prove that this notion is well-defined, i.e. independent of the choice of the generators.
We next give a generalized version of the extended Carleman theorem ( §C, [8] ):
Theorem 19 (Extended Carleman theorem for G-invariant measures). Let f 1 , . . . , f N be some minimal set of generators. Let P ∈ M G * and assume that for each n = 1, . . . , N, {s n (k)} ∞ k=1 satisfies Carleman's condition
N which is somewhere dense (i.e.S, the closure of S, has a nonempty interior).
Proof. The proof of the first statement takes two steps. First, notice that the map f = (f 1 , . . . , f N ) : W → R N as in Proposition 15 induces an injectionf of M G * toM * , the set of probability measures on R N with finite mixed absolute moments
Lemma 20
The mapf : M G →M is one-to-one.
Second, suppose P , Q ∈ M G * , P = Q, and s(P ) = s(Q) that satisfy (8) , the conditions of the Theorem. By Lemma 20,f (P ) =f (Q), and by definition the latter measures have all their mixed (ordinary N-dimensional) moments identical and satisfying the conditions of the extended Carleman theorem ( §C). (Note that the definition of M * in [8] and Definition 8 are equivalent by Proposition 9.) Thus, according to that theorem,f (P ) is determinate, i.e.f (P ) =f (Q), which contradicts our previous observation.
The proof of the denseness results closely parallels that of Theorem 2.3 of [8] ( §C): Let 1 ≤ p < ∞ be fixed and let h ∈ L G q (W, P ), where 1/q + 1/p = 1, and such that
In order to prove that h = 0 P -a.s., we first note that due to Ginvariance of h combined with Proposition 15, there existsh : R N → C such that h =h(f ). Next, following [8] , we perform the following Fourier-like transform:
resulting in a smooth function on R N . All derivatives of this function vanish at 0 ∈ R N since (9) implies
From this point, the corresponding part of the proof in [8] applies to conclude that under the hypotheses of the present Theorem, and based on Theorem 2.1 of [8] (see §C),ξ h (λ) is identically 0. This in turn implies thath = 0f (P )-a.s., which finally implies that h = 0 P -a.s.
The denseness of Span C {e i(λ,f ) |λ ∈ S} can be proved by a similar chain of arguments, replacing λ in the right-hand side of (10) by λ + a, where a ∈ Interior(S). 
Integral criteria for G-invariant determinacy
In [8] , it is argued that integral criteria for determinacy are more convenient in practice than series conditions such as Carleman's conditions, and the notion of quasi-analytic weights is introduced in order to formulate suitable integral conditions. Thus, following [8] :
Definition 21 A quasi-analytic weight on W is a bounded nonnegative function w : [8] and are based on the same "change of variable" argument that we used to prove Theorem 19.
, for 1 ≤ p < ∞ and for every S ⊂ R N which is somewhere dense.
Following [8] , we point out that due to the rapidly-decreasing behavior of w, the premise of the Theorem implies that P is necessarily in M G * . Theorem 23 For j = 1, . . . , N, let R j > 0 and let a non-decreasing function ρ j : 
Both, the classical condition and its weakened versions due to [8] , easily incorporate the G-invariant case by the appropriate adjustment of the radial integrands via: ||x|| → ||f (x)||.
Sequential G-invariant modeling
From now on we specialize our discussion to probability measures P. The following result lays a foundation for modeling invariant distributions via (invariant) moment constraints.
Theorem 24
Let a sequence of G-invariant probability measures
Assume that there can exist at most one G-invariant P with such s α . Then, such P indeed exists and P l ⇒ P .
Note that such P would necessarily be in M G * . Proof. Clearly ( [12] ), (11) implies that the m families of marginals of P l 's are individually tight, which immediately implies that the family {P l } ∞ l=1 is itself tight, and therefore ( [3] ) contains a weakly convergent subsequence. Since every subsequential limit must also be G-invariant and have the same moments s α , all such limits must be equal to each other by the uniqueness hypothesis of the Theorem. We take P to be the common value of those limits and finish the proof by invoking the well-known fact [3] that a tight sequence whose all (weak) subsequential limits are equal, converges weakly to that common measure.
⋄
We next introduce notation to describe G-invariant models based on the Entropy Maximization Principle ( §1). Let a probability measure P be absolutely continuous with respect to some positive σ-finite reference measure µ, P ≪ µ, and let p be a density dP/dµ. Let H µ (P ) = − W p(x) log p(x)dµ(x) be the entropy of P relative to µ (for P discrete, a natural choice for µ is the counting measure on Ω, the support of P : H(P ) = − Ω p(x) log p(x) (the Shannon's entropy), and for P continuous -the Lebesgue measure on Ω:
In the absence of ambiguity, we will suppress the reference measure in the subscript. Thus, let D(P Q) = W p(x) log(p(x)/q(x))dµ(x) stand for the Kullback-Leibler divergence between two probability measures P and Q with densities p and q relative to µ.
Proposition 25
Let P have a density p relative to µ. Then
The equality in place of the second inequality occurs if and only if P is G-invariant.
Let F be a finite set of (measurable) real-valued functions on (G-invariant) Ω, and {ν φ ∈ R} φ∈F . Let P F ,ν = arg max
a maximum entropy distribution relative to the above constraints. Since we are going to work with (invariant) moment constraints (on P ′ ) of the form
N , for some fixed measure P , we will write P A for the maximum entropy distribution in such cases.
Theorem 26 Let P be a probability measure on W supported on G-invariant Ω and having a density relative to some µ. Assume that H µ (P ) < ∞ and that
is also a probability
N and that the corresponding maximum entropy
Proof. First, note that for any (measurable) G-invariant function φ, E P φ = E P R(φ) = E R * (P ) φ (Proposition 10). Second, note that if P l exists, then it is necessarily Ginvariant (Proposition 25). This can also be seen from the exponential form of p l (x), the density of the maximum entropy distribution:
Finally, Theorem 24 applies to finish the proof.
⋄
The above Theorem in its present form is too abstract to be immediately applied in practice. In general, the existence of a solution to the maximum entropy problem cannot be taken for granted as can be seen from the following well-known example [4] , [6] , [20] : There is no solution to the maximum entropy problem on R constraining only the mean. However, constraining additionally the second moment gives a unique maximum entropy distribution that is the normal distribution with the given first two moments. Thus, in order to produce feasible sets A l as above, one may need to make more assumptions. For example, one sufficient condition for the well-posedness of the maximum entropy problems with moment constraints is given in [20] for Ω open but otherwise arbitrary. Using our notation, let Λ(A l ) = {λ ∈ R |A l | : ψ(λ) < ∞}, where ψ(λ) is as in (14) and the reference measure is the Lebesgue one. The condition then is that Λ(A l ) be open, i.e. Λ(A l ) ∩ ∂Λ(A l ) = ∅. Also, it is often a mild restriction in practice to assume compactness of Ω. In this case, first of all, the conclusion of Theorem 24 always holds (provided that {P l } ∞ l=1 are all supported on the same Ω) due to the uniform approximation of compactly-supported continuous functions by polynomials. Secondly, it can be seen that if one additionally required that p G , the density of R * (P ) with respect to the Lebesgue measure on Ω, be non-zero almost everywhere on Ω and have finite entropy, then all subsets A ∈ N N would give rise to well-posed maximum entropy problems with exponential solutions (13) . Alternatively, it is noted and used in [37] that all empirical distributionsP on [0, 1] give rise to well-posed maximum entropy problems with constraints on any set of first J moments (in order to keep all such constraints active, the sample data may not be identically equal to 1). Based on the multidimensional version of the Hausdorff's moment problem (see, for example, [23] ) it appears that these latter one-dimensional results (Theorem 1 of [29] and Lemma 1 of [37] ) also generalize to higher dimensions, in which case Theorem 28 below generalizes appropriately to include the case of empirical moment constraints. However, since in practice the use of the computer requires discretization of Ω, we leave aside the discussion of the well-posedness of the maximum entropy problem in the continuous case. Also, in our motivating example ( §7) Ω is finite, and we therefore focus on this case in §5.
We next present a modification of Theorem 26 on accelerated convergence toward the target distribution. For completeness, we present the continuous version of this result before an appropriate algorithm for the finite case. We need the following notation: Let ≺ be a total well-ordering of N N such that α, β, γ ∈ N N and α ≺ β
Definition 27 A monomial ordering on {f α } α∈N N is any relation ≺ on N N as above.
a discrete distance relative to ≺. Let r be a positive integer parameter.
Theorem 28 Let P be a probability measure supported on compact and G-invariant Ω. Assume p is a density of P relative to some µ and that H µ (P ) < ∞ and p G > 0 (µ-) almost everywhere on Ω. Fix a monomial ordering ≺ (Definition 27), and let 0 = (0, . . . , 0) ∈ N N . Define P l = P A l in accordance with (12) and the scheme below:
Proof. Based on the above discussion of well-posedness of the maximum entropy problem, the conditions of the Theorem guarantee the existence and uniqueness of maximum entropy distributions for all finite subsets A and in particular for A l , l = 1, 2, . . . as above. (The optimization of D is over a finite set, and hence α * l is always well-defined.) Compactness of Ω results in G-determinacy of R * (P ), and application of Theorem 26 completes the proof.
one should not worry about replacing the target distribution P by its symmetrized version thanks to the additivity of D on nested exponential models
, which in our case gives:
Hence, minimizing D(P P A l−1 ∪{α} ) is equivalent to minimizing D(R * (P ) P A l−1 ∪{α} ).
Adaptive minimax learning of symmetric distributions
We now specialize this modeling scheme to Ω finite, which is often the case in practice.
Proof. Clearly, (R Ω ) G has a basis in terms of G-invariant polynomials. One such basis, for example, is given by {I O } O∈S Ω , the set of all the orbit indicators computed as follows:
, where (17)
then the set of all f α (x)'s participating in polynomial expansions ofh O is finite. Evidently the corresponding set of K-dimensional vectors f α spans (R Ω ) G and therefore contains a sought basis with M elements.
⋄
We introduce more notation:
Definition 31 Let A ⊂ N N and d ∈ N and ≺ be a monomial order.
where for A ⊂ N N and β ∈ N N we write β ⊥ A if {f α } A∪{β} is a linearly independent system.
Adaptive minimax learning of symmetric distributions
Then
Remark 32 
4.) Let
It can be easily seen that {D l } and {H l } are strictly decreasing and D M −1 = D(P R * (P )) and
adding a linearly dependent factor does not change the model and is therefore avoided by the minimization phase of the procedure.
Even if R * (P ) is accepted as a working model of P , the utility of the above procedure would still be limited to simply finding p G (f (x)), an analytic form for R(p). In fact, computing and working with R(p) (see §6.2) as the K-dimensional vector may also be acceptable depending on the application. Next, we explain how the ideas of adaptive minimax learning can combine with a variety of automated model selection schemes, which we view as the main application of our work.
Model selection is about balancing between fitting the data well and keeping the complexity of the model low. There are several criteria addressing this problem, and, for example, the Minimal Description Length Principle [18] appears to suite well our context. In short, many model selection principles including the MDL one, can be viewed as a minimization of a cost function C that balances the two penalties, namely for deficiency and for excess of fit. We now reexamine and generalize our "Adaptive minimax learning" with a view toward model selection.
Present approach based on D
In its present form, our "Adaptive minimax learning" is essentially a variation of the minimax learning [39] , [40] , [41] originally introduced for texture modeling. This latter principle considers image filter banks (in our notation, sets F of constraints φ), each corresponding to its maximum entropy model (maximization step). One then measures the Kullback-Leibler distance D from the empirical, or target, distribution to each of such maximum entropy models, and the model with the minimum distance is selected. In practice one fixes a very large but finite pool of filters to consider, and the cardinality of F . Since |F | equals the number of model parameters, it can be thought of as a measure of model complexity that must be set in advance.
Based on our "Adaptive minimax learning", we propose a model selection that selects efficiently p G A l , a suboptimal model within the class of the G-invariant ones, declaring it our best G-invariant approximation to the target P . Specifically, we propose to halt the model construction algorithm at step l as soon as D(R
We then propose to repeat the same minimax learning procedure using ordinary moments instead of G-invariant ones, and stopping at l. We then choose between P A ′ l and P G A l , the resulting generic and G-invariant models, respectively,based on their fit only:
General approach based on cost C
The choice of D(P ·) in the minimization step of the above procedure is not the only one possible. In fact, it is precisely for that reason that D always drives the model selection toward the extreme fit, that we had to introduce an ad hoc stopping rule in §5.1 to prevent the overfitting. Suppose one employs a cost function C that favors neither extreme. For example, C could be a description length as in MDL [18] . One then modifies the adaptive minimax learning by using C instead of D in the minimization step, and terminating the model construction once C cannot be minimized further. Again, if one wants "to test" appropriateness of the G-invariance, one can repeat the construction with the ordinary moments in order to see if C can be further reduced outside the G-invariant class.
Clearly, this framework as well as the one of §5.1 applies to other situations, where f need no longer be generators of invariant polynomials.
Computational issues 6.1 Computing minimal generating sets
In Appendix E we compute f "by hand" for our example in §7. However, algorithms exist to compute such generating sets in a systematic fashion (see, for example, [9] , [34] and [36] ) and there are also computer algebra tools implementing those algorithms: Gap [14] , INVAR [22] , Macaulay2 [17] , Magma [5] , to name a few.
Computing R and S Ω
The operator defined in (6) and used throughout this work admits a natural decomposition
where π 1 : R Ω → R S Ω surjectively and π 2 : R S Ω → R Ω injectively as follows:
Simply speaking, this operator averages a function h over the G-invariant orbits, in particular it computes the maximum likelihood estimate relative to P G based on an i.i.d. sample (Remark 32). Thus, to implement this averaging with the computer, one needs to index the orbits of S Ω . We briefly comment on two types of such indexings. The first type is based on a naive generation-elimination via ρ : G ֒→ GL(W ), the matrix representation of G (for a concrete example, see (31) ). Below is a sketch of a naive algorithm that computes χ :
, an orbit indexing map, assuming some ordering k(·) of Ω ( §5):
The second approach to calculating S is more algebraic. Recall that I O , O ∈ S can be computed using minimal generators f as in (17) 6.3 Entropy maximization. Sequential approach and dimensionality reduction.
To solve for λ, one uses numerical methods that require an initial guess. A certain computational saving has been noticed in experiments of [24] and [37] involving nested maximum entropy models with moment constraints. Namely, suppose
l ) have been found at step l, i.e. the distribution P l is computed, and suppose an l + 1-st constraint f α is added. One then seeks λ (l+1) = (λ
). It then often turns out in practice that (λ
. It is also noticed in [24] that the minimization step contributes significantly to the observed continuity in λ, i.e. when the "most informative" moments are added first, then the subsequent steps affect the corresponding parameters progressively less. Thus, the overall computations stay comparable to those of the baseline procedure without the minimization feature: Specifically, on one hand, the minimization requires at each step computing upto r models instead of just one, but on the other hand, such computations require progressively less time as the number of constraints grows.
We now show that the G-invariance allows us to translate the entropy maximization problem on the original space Ω ⊂ R m to the quotient space S Ω , which for nontrivial G is "smaller" than Ω. We also show that in the most important in practice case of Ω finite, the dimension of the optimization problem indeed reduces from |Ω| to |S Ω |. LetB
which can be seen to be a σ-algebra on S W . LetM be the image of the following operator:
Note that π * 1 maps P, the probability measures on B, toP, the probability measures onB. π * 1 is also surjective since π *
The right hand side of (24) is well-defined as can be seen from the following:
. Then h B : S W → R isB-measurable, and
We now observe the following:
Next, we define the adjoints of π * 1 and π * 2 :
and notice:
Proposition 35 π 1 and π 2 are indeed adjoints of π * 1 and π * 2 , respectively, and
The last two ingredients needed to state the main result of this section are as follows:
Theorem 36 Let V : R m → R J be measurable and G-invariant. Then
Proof.
by Propositions 10, 25
by Proposition 34
by Propositions 34, 35
It follows from (26) that
hence (27) . Also, τ maps probability densities on W relative to µ to probability densities on S W relative to τ * µ, and τ γ = dQ/dτ * µ, hence (28) . Note, that π 2 γ = dQ/dπ * 1 µ is not a probability density. This fact and also the fact that τ * preserves uniformity of the reference measure (e.g. counting measures on discrete Ω ⊂ W are transformed into counting measures on S Ω ) are the reasons to use the τ transforms despite the extra term in (28) .
⋄
Corollary 37 Let |Ω| = K and |S Ω | = M. Let ρ be the distribution on S Ω defined via ρ({O}) = |O|/K. Let µ be the counting measure on Ω, and let P be some fixed probability distribution on Ω.
Proof. Rewrite (27) in the proof of the Theorem as follows:
Unlike Theorem 36 that is very general, Corollary 37 emphasizes the practical significance of the main result, i.e. reduction of dimensionality of the original optimization problem. Note that the orbit sizes (or the distribution ρ) become available once the partition S Ω has been computed. Thus, if the original problem is solvable with all |λ j | < ∞, one can manipulate the solution to the original problem given by (29) in order to obtain (30), the corresponding solution on S Ω .
where we assumed linear independence of 1, V 1 , . . . , V J as K-dimensional real vectors. Thus, except for computing the orbits, the computations required to solve the problem on S Ω are essentially identical to those of entropy maximization: Solving (numerically or by simulation) a system of exponential equations to find the Lagrange multipliers λ. The only difference is therefore the reweighting of the summands of the equations according to the orbit sizes:
where we usedṼ = π 2 V ,P = π * 1 P . Note finally that in the case of Ω finite, the assumption Ω ⊂ R m and G ≤ GL(m, R)
is not necessary for the above reduction of dimensionality. Thus, in general Ω can be any finite set with an arbitrary partition S, in which case G can always be recovered from S as a subgroup of the permutation group S |Ω| . S, on the other hand, may emerge as the set of constancy classes of V : Ω → R J as one usually defines models in terms of V and not S. S(A ∪ {α}), for r < M − l.
S
* the total execution time of the algorithm.
Microimage Distributions
We consider an example from the area of natural image statistics which, in its broad formulation, studies various statistics defined on digitized images of sufficiently complex scenes. For example, we qualify photographs of a landscape or an urban scene as complex, or natural, as opposed to a photograph of an artificially arranged scene of an isolated chair in an otherwise empty room. Statistics of interest are usually local, i.e. defined on very small, relative to the image size, regular (e.g. square) subimages, or, microimages. Suppose that images and microimages are identified with I × I and n × n matrices (n < I), respectively, with entries from C L = {0, . . . , L − 1} (e.g. L = 256). We denote the set of microimages byΩ L n . Typical studies are based on large collections of digital grey scale images of a particular origin (e.g. optical or range imaging) and a particular domain (e.g. landscapes, terrains) followed by a comparative analysis of findings (e.g. topological and geometrical properties of percentiles). Distributional properties of such statistics are functions of P , the underlying microimage distributions onΩ L n . Defining P is, however, application dependent and can be quite non obvious as one usually starts with fixing a microimage sampling scheme without worrying about a corresponding microimage population. The microimage sampling mechanism then also depends on a number of application-specific factors, and varies from low-density random sampling within the entire image [24] to highdensity sampling within certain globally defined regions of interests, or from sampling at regular grid nodes [24] to conditional sampling at high contrast regions [15] , [26] , and [32] . In principle, every distinct sampling scheme leads to its own definition of the microimage population or, equivalently, P . Remarkably ( [24] ), certain properties of microimage samples appear stable regardless of the particular sampling scheme and the imaging domain. This, to a certain extent, allows one to think of the microimage distribution P . It is this "universal" P whose properties we discuss next.
The group G of Microimage Symmetries
There has been found ample evidence of P respecting the geometric symmetries of Ω L n (n is typically 3 or 2 and I = 100, . . . , 1500.Ω L n is identified with the squarebased parallelepiped whose bases correspond to the "all-dark" (0) and "all-bright" (L − 1) configurations. This evidence includes visual inspection of graphs of various multidimensional local statistics [19] , point estimates of probabilities of high contrast patches [15] , [26] , and P -values of statistical tests [24] . Some symmetries, such as "left-right" and "up-down", are more pronounced than the others, such as, for example, the intensity inversion one. Nonetheless, here we will consider the entire group G of the corresponding transformations, and one can easily specialize the discussion to the subgroups of G.
Thus, we define G via its three generators, r, s, and i: Let r represent the counterclockwise rotation of the square by π/2, and let s stand for the reflection of the square through its secondary diagonal. The resulting subgroup of G is isomorphic to D 8 1 , the dihedral group of order 8, with the following presentation r, s|r 4 = s 2 = 1, rs = sr 3 .
Recall that composite actions propagate right to left; for example, rsω acts on ω by the diagonal reflection s followed by the rotation r.
The last symmetry required to generate G is that with respect to the photometric inversion, denoted here by i: i(ω) = L − ω, ω ∈Ω L n . Finally, the group G generated by all the above symmetries has presentation r, s, i|r
In order to simplify computations (including establishing a group isomorphism between G and the corresponding subgroup of GL(n 2 , R)), we standardize intensity
, . . . , We follow the notation of [10] in which D 2n stands for the group of all symmetries of a regular n-gon. Another popular notation for this group is Dn. ), and will be written as Ω L n . Thus, by partitioning (quantizing) Ω n uniformly as below
one can think of ω = (ω 1,1 , . . . , ω n,n ) ∈Ω L n as the central point of (ω 1,1 −
2L
,
, ω n,n +
], the corresponding n 2 -dimensional partition cell.
We now assume n = 2. With the standard basis for R 4 , the matrix version of G is generated by 
As explained in §6, knowing S Ω is important for understanding the complexity of P G , for obtaining the Reynolds operator R in its matrix form §6.2, and for efficient computation of the invariant models §6.3.
. There are L orbits of size two,
orbits of size four,
orbits of size eight, and
orbits of size 16.
This proposition and its proof ( §D) suggest the following asymptotic result for any finite subgroup G ≤ GL(n 2 , R) acting on Ω L n for any n and L: The leading term of
In particular, not surprisingly the complexity of the corresponding models P G grows as L n 2 (= |Ω L n |). However, one needs to recall the technical issues of computing invariant distributions (30) in order to appreciate this reduction of model dimensionality. Thus, for example, L = 16 and n = 2 give |Ω| = 65536 and |S Ω | = 4708, almost 14-fold reduction that is surely appreciated by any computational method of parameter estimation.
A minimal set of generators of
Before we propose a particular set of invariant generators for R[x 1 , x 2 , x 3 , x 4 ] G , let us recall that, according to (31) and (5) 
Theorem 39 The following set of polynomials is a minimal set of generators of
Also,
q , and q(w 1 , w 2 , w 3 , w 4 , w 5 ) = 4w A proof of the theorem is given in §E. We base our proof on a very intuitive approach, which, in particular, does not require familiarity with algebraic geometry or invariant theory ( §6.1). One classical upper bound due to Noether gives m ≤ N ≤ m+|G| |G| . In our case the above upper bound is 4+16 16 = 4845. This is too large for a direct implementation of the corresponding algorithm to find such generators. Our case turns out to be special, however, in that we nearly achieve the lower bound determined by dim R 4 = 4. This small number of generators encourages one to use them in practice for orbit-indexing ( §6.2). To the probability and measure theory, this work offers a novel notion of determinacy within classes M G * of invariant measures indexed by the acting group G. This extends the ordinary notion of determinacy which formally corresponds to the action of the trivial group of the identity transformation. Specifically, we present a set of sufficient conditions, including a generalized Extended Carleman Theorem and some integral criteria, for determinacy of invariant measures by their invariant moments. The generalized notion is based on the algebra of invariant polynomials and a oneto-one correspondence between invariant measures on R m and measures on R N . This correspondence is induced by a multinomial map f = (f 1 , . . . , f N ), where {f 1 , . . . , f N } is any minimal set of generators of the ring of invariant polynomials. Thus, given this "change of variables", monomial terms in f 1 , . . . , f N replace ordinary moments. One important special example of this correspondence is that of measures supported in C, the positive cone of R m , where the acting group G ∼ = Z m 2 is generated by the sign inversions of all the coordinates, and a natural minimal set of generators has exactly N = m elements, which makes it special. This case is well-known, at least for m = 1, and is unique in the following sense of "super-symmetry":
Conclusion
In §7, we provide a less obvious example of this correspondence. This example is motivated by, and particularly suitable for models arising in natural image statistics, and is thus relevant for applied statistics. We present this example in great detail to show to applied statisticians that working with finite symmetries is possible within the basic algebraic theory, which also is becoming increasingly more accessible to nonspecialists through symbolic algebra software. Thus, our work also contributes to the field of algebraic statistics.
Determinate distributions can be approximated arbitrarily closely by matching in the limit all of their moments. We have shown that this combines perfectly with the notion of generalized determinacy via, for one example, the maximum entropy approach: First, given a sequence of invariant measures with all their mixed moments converging to corresponding mixed moments of P , an invariant measure determinate by its invariant moments, we obtain weak convergence of the sequence to P . Second, we construct special approximating sequences from the maximum entropy distributions that match subsets of the invariant moments of P . We therein make use of a key fact that, satisfying invariant constraints, the maximum entropy distribution inherits the underlying invariance. Requiring the above subsets of moments to cover in the limit all the moments, we again obtain convergence.
In the second part of this work, we specialize the above theory to modeling invariant distributions on finite state spaces. Instead of convergence in sequential approximation of P by increasingly refining invariant models, we address optimality of such approximations and efficiency of the involved computations. The former is closely related to statistical model selection where one balances model complexity and fit, or similarly, the amount of detail to be encoded in the model from one experiment. We propose a framework for efficient modeling of invariant distributions that combines well with many model selection principles and we give two examples. At the core of our framework is the fact that monomials f A particular model selection principle, such as Minimal Description Length (MDL), may be applied naturally in this situation to flag the termination of the model construction at a minimum of an appropriate cost function C (description length in the case of MDL). Besides MDL, we give another example based on D(P P G A l ), the Kullback-Leibler divergence from P (or its symmetrized version R * P ) to the invariant
. That example employs the ad hoc penalized maximum likelihood criterion to terminate the model construction when the model P G A l approaches the best (in the maximum likelihood sense) invariant model
In fact, our main algorithms ("adaptive minimax learning") optimize this sequential model construction based on C or D by a "look ahead", or, "adaptive" model augmentation: Among a feasible set of directions outside the span of the current model, we choose one with the largest decrease in the cost function. Deriving perfor-mance bounds for these algorithms presents a direction for future work.
In summary, the proposed combination of our modeling framework and a model selection principle is essentially a technically special way to apply the model selection principle to the family of invariant distributions. One can then also "test the hypothesis" that P in fact possesses the given type of invariance: Carry out the same model selection including all the moments, and then, again using the same selection criterion, decide between the best invariant and "general" models. Thus, in selections based on cost function C, the invariance claim would be asserted if the minimum of C on the invariant family is lower than that obtained with general moments, and in the case of using D as above -if the dimension of the parameter space (i.e. the number of the monomials) of the best invariant model is smaller than that of the best model with general moments. Carrying out the outlined "testing", or "super" model selection experiments for our example of the natural microimage distribution ( §7) shall be a natural continuation of this work.
From the statistical inference viewpoint, one would like to make an inference about P based on a sample distributionP . Ideally, the population behind P is defined clearly and the sample is a simple random one. However, situations are common where, as in our microimage example, P is not obvious to define or its relation to the sample distributionP is difficult to establish. It is then also in response to such situations that we propose to use our "super" model selection principle to judge, however loosely, whether P is invariant. We finally note that the same methodology of "super" selection extends beyond invariant families by allowing arbitrary (as opposed to generating invariant polynomials) functions f . This work at last discusses a number of computational issues related to invariant models. All these issues are rather basic, at least for specialists in the respective areas. However, the intuitively obvious result on dimensionality reduction in constrained entropy maximization with invariant, or "piecewise constant", constraints is, to our knowledge, presented here in full generality (Theorem 36) for the first time. Its finite version (Corollary 37), that is more important in practice, has already been presented in [24] . This observation may also be quite evident to statisticians preferring the equivalent "exponential family+likelihood maximization" viewpoint to the constrained entropy maximization one, chosen in this work.
We hope that this work provides a relatively self contained treatment of invariance under the action of a finite group of nonsingular transformations from the perspective of probability theory and applied statistics.
A Algebraic Supplements
This section presents proofs and remarks on the notions from §2. Proposition 4The following actions are well-defined.
1.) The (restricted) action of G on an invariant Ω ⊂ W .
4.) The G action on R[W ], the set of real polynomials in m indeterminates:
1.) Straightforward verification.
2.) Clearly, ∀B ∈ B and ∀g ∈ G gB ∈ B (any g maps an open ball in Ω to an open set in Ω), and (g 1 g 2 )B = g 1 g 2 B immediately follows from its pointwise counterpart.
3.) Let g and P be arbitrary elements of G and M, respectively. Clearly, ∀B ∈ B g −1 B ∈ B, hence gP is defined on the entire B. It is also obvious that gP (∅) = P (g −1 ∅) = P (g∅) = 0. Note that this action is also preserved if M is restricted to the set of probability measures, since in that case 0 ≤ gP (B) ≤ 1 and
Finally, for any collection {B n } ∞ n=1 of disjoint Borel sets, the Borel sets {g
are clearly also disjoint (all transformations g ∈ G are one-to-one), and thus:
Proof. Let P ∈ M * , and let d ≥ 0 be arbitrary. Then, 
More on Reynolds operator defined in (6) . In polynomial algebra, this "averaging" map is called the Reynolds Operator. The orbit-averaging feature of this operator is apparent from its definition and the following property further underlines the correspondence with probabilistic averaging: ∀f ∈ R Ω and ∀h ∈ (R Ω ) G , R(hf ) = hR(f ). The probabilistic interpretation is that a random variable which is measurable relative to the σ-algebra on which conditioning is performed can almost surely be factorized through the conditional expectation.
Proposition 10
Consider R mapping the space of measurable functions on W onto (R W ) G and the linear functionals f → W f (x)dP (x) defined by P ∈ M. Then R and R * are adjoint.
Proof. First show that for simple functions φ, W R(φ(x))dP (x) is indeed equal to W φ(x)d(R * (P ))(x) and then use the definition of the Lebesgue integral to extend this equality to all the measurable functions.
⋄ Proposition 11
1.) Let P ∈ M have a density p relative to some reference measure µ. Then R(p) is a density of R * (P ) relative to µ.
2.) Let p be a density of a G-invariant measure P relative to µ, then p is µ-a.e. G-invariant.
Proof. The second statement follows immediately from the first one. To prove the first, let B ∈ B be arbitrary and note
| det(g)| = 1 follows from the finiteness of G ⊂ GL(m, R).
⋄

Remark 40
Despite being finite, minimal generating sets need not in general have the same cardinality unless one explicitly requires the minimality of their cardinality.
, the equivalence class of w ∈ W , to f (w), is well-defined and injective. Thus S W ∼ = f (W ), the image of f in R N .
Proof. The G-invariance of f 1 , . . . , f N means constancy of f on the orbits of S W .
Thus [w]f → f (w) is indeed well-defined as a map from S W onto f (W ). Therefore, we need only prove that, given any two distinct orbits
We show this by exhibiting a G-invariant polynomial h that takes distinct values on O 1 and O 2 , and then conclude that the values assumed by at least one of the N generators on these orbits must be distinct since h can be expressed (as a polynomial) in terms of the given generators. The finite size of the orbits allows the following crude construction of h:
The definition (38) 
Proof. The inclusion of M G * ⊂ into the right hand side is obvious. To show the other inclusion, we take α * ∈ N N arbitrary and P ∈ RHS and otherwise arbitrary. Let Σ k be the set of all k-subsets of {1, . . . , m}, and notice:
In the above we used the fact R * and R are adjoint (Proposition 10). The last inequality follows from that R( i∈σ x 2α * ) is G-invariant and hence is a polynomial
, its G-invariant moments, relative to some minimal generating set. Then P is said to be G-determinate by s(P ), or simply Gdeterminate, if no other measure in M G * has the same set of moments s(P ) relative to the chosen generating set. Let us prove that this notion is well-defined: Proof. Let f 1 , . . . , f N and h 1 , . . . , h L be two distinct minimal sets of generators, and let s f (P ) and s h (P ) be the corresponding sets of G-invariant moments. Suppose that P is the only measure in M G * possessing s f (P ), and suppose that there exists Q ∈ M G * such that Q = P and s h (P ) = s h (Q). Then there must exist α ∈ N N such
Since f α is G-invariant, it can be written as a polynomial in h-generators:
β a β h β , but then for each monomial we have
is one-to-one. Proof. Let P, Q ∈ M G * be distinct, and let B ∈ B(Ω) be such that P (B) > Q(B).
Now, define h(x) = R(I B (x)), the G-symmetrized indicator function of B. Next note that P (B) = E P I B (X) = E P h(X), where the random vector X is distributed according to P , and the second equality is a consequence of G-invariance of P . Also note that similarly, Q(B) = E Q h(X), and therefore E P h(X) > E Q h(X).
Observe that the level sets h −1 (x ≥ c) for any c ∈ R are also G-invariant:
where the summation has a finite number of terms due to the special form of h. Hence, there must be at least one term such that P (h(X) ≥ c) > Q(h(X) ≥ c), which gives us a G-invariant set A = h −1 (x ≥ c) (that is obviously also Borel) on which P and Q differ.
It now remains to prove thatf (P ) =f(Q). To this end we show that
= P ( Summarizing the above, we getf(P )(f A) >f (Q)(f A), finishing the proof of the Lemma.
⋄ C Some results from [8] Theorem 2.1 of [8] on multidimensional quasi-analytic classes. For j = 1, . . . , n let {M j (m)} ∞ m=0 be a sequence of non-negative real numbers such that
Assume that f : R n → C is of class C ∞ and that there exists C ≥ 0 such that
Theorem 2.3 of [8] : Extended Carleman Theorem. Let µ ∈ M * and suppose {v 1 , . . . , v n } is a basis of R n . For j = 1, . . . , n and m = 0, 1, 2, . . . define
If each of the sequences {s j (m)}
then µ is determinate. Furthermore, the polynomials and Span C {exp i(λ, x)|λ ∈ S} are dense in L G p (R n , µ) for all 1 ≤ p < ∞ and for every S ∈ R n which is somewhere dense. Theorem 4.1 of [8] .
Let µ be a positive Borel measure on R n such that
for some measurable quasi-analytic weight. Then µ is determinate. Furthermore,
, for 1 ≤ p < ∞ and for every S ∈ R n which is somewhere dense.
Theorem 4.2. of [8] .
For j = 1, . . . , n, let R j > 0 and let a non-decreasing function
Let A be an affine automorphism of R n . If P is a positive Borel measure on W such
then P is determinate by its G-invariant moments. Furthermore, the polynomials and Span C {exp i(λ, x)|λ ∈ S} are dense in L p (R n , P ), for 1 ≤ p < ∞ and for every S of R n which is somewhere dense.
Proposition 25 Let P have a density p relative to λ. Then
The equality in place of the second inequality occurs if and only if P is G-invariant.
Proof. Convexity of x log x and Jensen's inequality establish positiveness of H. To see the second inequality, first recall that D(P |Q) ≥ 0 with the strict equality if and only if P = Q (use log x ≤ x − 1 with the strict equality only at x = 1). Then notice that 0 ≤ D(P |R * (P )) = −H(P ) + E P log(1/R(p(X))), and by Proposition 10:
Finally, noticing that |O| ≤ |G|,∀O ∈ S W , gives:
Summarizing the above: H(R * (P )) = H(P ) + D(P |R * (P )) ≤ H(P ) + log |G|. ⋄ Remark 29 continued. In order to see more directly that minimizing D(P |P A l−1 ∪{α} ) is equivalent to minimizing D(R * (P )|P A l−1 ∪{α} ) note that the minimization takes place only within the term −E P log(p ′ ), where p ′ is a G-invariant density of P A l−1 ∪{α} (Proposition 11). Recalling (Proposition 10) that the operators R and R * are adjoint and Proposition 11, establishes E P log(p
Proof. The n = 1 case is special but trivial. There are two orbits of size two:
− consists of matrices of the same form (up to renaming of λ and γ), they must form exactly L(L − 2)/4 size-four orbits. Matrices of the form −λ −λ λ λ , with λ ∈ C L are stabilized by r 2 i, rs . In fact, these will represent only L/2 distinct matrices as λ runs effectively only through half of the range C L . Since no two distinct such matrices fall into the same orbit, we obtain L 2 /4
as the total number of size-four orbits. We also notice that the subgroup r 2 i, rsi is a stabilizer for the elements of the form λ −λ λ −λ , which are rotationally equivalent to the previous matrices, hence adding no new orbits.
The last task is to compute the number of orbits of size eight. First, we list all the subgroups of index eight (thus, order two) not containing i, si, or r 2 si. These are: r 2 , r 2 , r 2 i , s , r 2 s , rs , r 3 s , rsi , and r 3 si . r 2 immediately leaves the list since it is a proper subgroup of a larger stabilizer (r
Matrices of the form λ δ γ λ , where δ, γ, λ ∈ C L , γ = δ, are stabilized by s , whereas rotationally equivalent to them matrices of the form δ λ λ γ are stabilized by r 2 s .
Since size-eight orbits generated by these 2L 2 (L − 1) matrices are composed of these matrices only, we arrive at L 2 (L − 1)/4 distinct orbits of size eight. Next, observe that rs fixes L(L − 2) matrices of the form ( 
which are algebraically independent. We now want to find R G/G Proof. Using induction just as in the proof of Claim 41, we can simply imagine replacing x 1 with y 1 , x 3 with y 2 , x 2 with y 3 , and x 4 with y 4 , which yields equations essentially identical to (44),(45):
i,j,k,l≥0 i+j+k+l≤N+1 a i,j,k,l y where (G/G 1 ) G 2 = r , and its action results in exchanging z 1 with z 2 and z 3 with z 4 . First, denote the right hand side of (49) by R and focus on the inductive transition from deg ≤ N to deg = N + 1. A generic polynomial of interest splits into two sums, one with deg ≤ N and the other -with deg = N + 1, each of which is separately invariant under the action of r. Since the first sum is in R by the induction assumption, we continue on to decompose the second one as follows:
In order to compute J F , the syzygy ideal, one can use, for example, the elimination method based on computation of a Gröbner basis for the ideal J F = f 2 − w 1 , f 
Equality (57) is due to (4) and (7) . Equalities (58) and (59) follow from the definitions (23) and (24) .
⋄
