In this paper, we study the Papoulis-Gerchberg (PG) method and its applications to domains of image restoration such as super-resolution (SR) and inpainting. We show that the method performs well under certain conditions. We then suggest improvements to the method to achieve better SR and inpainting results. The modification applied to the SR process also allows us to apply the method to a larger class of images by doing away with some of the restrictions inherent in the classical PG method. We also present results to demonstrate the performance of the proposed techniques.
INTRODUCTION
Signal interpolation and extrapolation methods are subjects of immense research. In digital form, a signal is stored and represented by a finite number of samples. Interpolation of such a signal is the method of finding out samples between those that are known. This is a highly ill-posed problem since there are infinitely many signals that may have the same samples. In most cases, signals are assumed to be bandlimited. Interpolation then becomes possible if the sampling process satisfies the Nyquist criteria. However, this may not always be true. In such cases, interpolation of signals becomes a nontrivial problem.
Signal interpolation is a requirement for zooming into signals, where a denser representation of the signal may be required. Interpolation techniques are used for image superresolution (SR) where the spatial density of an image is required to be increased. In essence, given some sampled version of an image, we need to find out more samples of the image so that we get a more detailed spatial description. Another application of signal interpolation is in image inpainting. Image inpainting uses non-uniform signal interpolation to find sample values over a region where no signal samples are provided. Like SR, the inpainting problem too is numerically ill-posed and the complexity increases as we attempt to recover sample values over a larger area.
Signal extrapolation, on the other hand, is the method of finding out a signal when only a subset of the signal is available. It is thus extending a signal beyond the range in which the signal is available to us. Signal extrapolation theory has been applied to perform image SR by extrapolating the spectrum beyond the diffraction limit of a finite object [1] . Slepian [2] uses the prolate spheroidal function-based extrapolation technique making an assumption on the bandlimitedness of the signal. An approach of analytic continuation of a signal from only a known segment was proposed by Harris [3] . He establishes that, given a finite extent of an object and a continuous but finite portion of the spectrum of the object, the entire spectrum can be generated uniquely using the principle of analytic continuation. This leads to an exact and complete reconstruction of the object spectrum if the measurements are noise-free. However, this global method becomes highly unreliable even if a small amount of noise is present in the given portion of the spectrum. An iterative method to signal extrapolation was demonstrated independently by Papoulis [4] and Gerchberg [5] . We present the popular PapoulisGerchberg (PG) algorithm in Section 2. In Section 3, we present application of the PG method to perform image SR and some achievable improvements that we propose. Application of the method to image inpainting with certain modifications is presented in For Permissions, please email: journals.permissions@oxfordjournals.org doi:10.1093/comjnl/bxm050 Section 5. We finally conclude with a word on the scope for further research in Section 6.
PAPOULIS -GERCHBERG METHOD
PG method of SR is based on the work done independently by Papoulis [4] and Gerchberg [5] . While Gerchberg proposed a method to perform signal reconstruction given the diffraction limit of the signal and a part of the spectrum, the motivation for Papoulis' work was extrapolation of a bandlimited signal from only a part of the original signal, i.e. determination of the transform
of a signal f(t) given a finite segment
This is shown in Fig. 1c , which is a truncated version of Fig. 1a . The signal extrapolation is carried out by the method of alternate projections [6] , iterating alternately between time and spectral domains. The signal g(t) is first low-pass filtered with a cut-off frequency of s, assuming s to be the signal bandwidth of f(t). This is illustrated in the formation of Fig. 1d . In the nth iteration, this can be expressed as
For illustration, we show the filter p s (v) to be an ideal one, but one is free to select an appropriate low-pass filter p s (v). The inverse function of F 1 (v) is then computed as f 1 (t) (Fig. 1e) . This results in a reduction of the error signal jf(t) 2 f 1 (t)j 2 outside the known segment of the signal. This follows from Parseval's theorem. However, the signal f 1 (t) does not match the observed signal g(t) in the region [2T, T]. This part of the signal is then restored to the original known segment forming the function g 1 (t) for the next iteration as is shown in Fig. 1g . The resultant change in the spectral domain due to the introduction of higher frequency components can be seen in Fig. 1h . Generalizing this for the nth iteration we obtain g n ðtÞ ¼ f n ðtÞ þ ½ f ðtÞ À f n ðtÞp T ðtÞ ¼ gðtÞ; jtj T; f n ðtÞ; jtj .
T: ð4Þ
This process is then iterated with the new g 1 (t) thus formed. In each iteration, the mean square-error of the extrapolated signal is reduced [4] . Hence, with successive iterations, the generated extrapolated signal approaches the desired signal f(t). Convergence of the method is guaranteed and is shown in [4] . However, the process requires an infinite number of iterations. If we stop after r iterations, the reconstructed signal is given by f r (t) instead of f(t). Also, in practice, the measured data g(t) ¼ g 0 (t) will contain error. The propagation of this measurement error can be controlled by the early termination of the iterative process [5, 7] . The process also assumes the signal f(t) to be bandlimited, but it is found that the method works reasonably well for signals with sufficiently low energy in their higher frequency components.
APPLICATION TO SR

Previous work
SR refers to the process of producing a high spatial resolution image from one or more low-resolution (LR) observations. The SR process includes three main tasks: an alias-free upsampling of the image, thereby increasing the maximum spatial frequency and removing degradations that arise during the image capture, viz., blur and noise. In effect, the SR process tries to generate the missing high-frequency components and minimize aliasing, blur and noise. This has been a field of intense research, and many different methods have been proposed to obtain high-resolution (HR) images. The methods differ widely in their choice of domain (spatial, spectral or even both), in the choice of the observation model used, in the method of capturing LR images, in the choice of number of LR images required and also in the choice of cues that are used to extract information from images. Resolution enhancement using a multiple-aperture camera system has been carried out by Komatsu et al. [8] . In this, the authors use different aperture systems to acquire multiple LR images. An iterative algorithm is used for alternate registration and reconstruction. Capel and Zisserman [9] use different methods of image registration and then go on to estimate the HR image using maximum-likelihood estimation, maximum a priori (MAP) estimation with priors like Gaussian Markov random field (MRF) and Huber MRFs. Rajan et al. [10, 11] use blur as a cue for SR. They model the HR image and the blur processes as separate independent MRFs. The HR space variant blur and SR image are estimated using a MAP estimator. They also show how MRF models are well suited for modeling the structural information in the form of surface normal. The shape from shading problem has also been used for restoration of an HR image in [10] . Joshi et al. [12, 13] make use of zoom as a cue to perform SR. They consider linear dependency of pixels in a neighborhood of the HR image and model this using a simultaneous auto-regressive (SAR) model. This SAR model is then used as a prior to perform SR. Takeda et al. [14] extend the theory of kernel regression to derive a generalized kernel regression method which successfully performs SR from single and multiple LR frames as well as image denoising. Under this framework, the bilateral filter becomes a special case of their kernel regression method.
Researchers have also attempted to solve the SR problem using learning-based techniques. These methods try to recognize local features of an LR image and then try to retrieve the most likely high-frequency information from the given training samples. They try to re-create the HR image from just a single SR image by making use of a image database that is used as a training set. Freeman et al. [15] describe image interpolation algorithms, which use a database of training images to create plausible high-frequency details in zoomed images. Baker and Kanade [16] develop an SR algorithm by modifying the prior term in the cost function to include the results of a set of recognition decisions, and call it as recognition-based SR or 'hallucination'. Their prior enforces the condition that the gradient of the HR image should be equal to the gradient of the best matching training image. Candocia and Principe [17] address the ill-posedness of the SR problem by assuming that the correlated neighbors remain similar across scales, and this a priori information is learnt locally from the available image samples across scales. When a new image is presented, a kernel that best reconstructs each local region is selected automatically and the super-resolved image is reconstructed by a simple convolution operation. Jiji et al. [18] propose a single frame, learning-based SR restoration technique using the wavelet domain to define a constraint on the solution. Wavelet coefficients at finer scales of the unknown HR image are learnt from a set of HR images that are used as a training database. This learnt image is further used for regularization while superresolving the image. An appropriate smoothness prior is used with discontinuity preservation in addition to the wavelet-based constraint to estimate the HR image. This method was further improved by the use of contourlets in [19] to capture edges better and hence results in better reconstruction of images. Surveys of various SR techniques have been presented in [20] [21] [22] [23] [24] .
SR using PG method
The PG algorithm has been used in a modified form by Vanderwalle et al. [25] to super-resolve images when multiple LR registered images are available. We restrict ourselves to the case when only a single LR image is available. The initial image is thus a higher-dimensional grid where the values of some pixels are known and some are unknown. The unknown pixel values are initially set to zero. In the next step, the image is passed through a low-pass filter with a normalized cut-off frequency of s, which is assumed to be the maximal allowable frequency. This effectively results in blurring of the image and the unknown pixels obtain some values. However, the known pixel values have also undergone changes as a result of the filtering. In the next step, the original values of the known pixels are restored, creating high-frequency components. The whole process is repeated. Fig. 2 shows the reconstructed image after one such iteration of the method. Fig. 3 compares the output of the method after 50 iterations with that of the standard bicubic interpolation.
Although the method is quite fast, it has some drawbacks. Owing to the steep cut-off in the frequency domain, the resultant HR image has ringing artifacts near the edges. Also, it relies heavily on the fact that the measured (known) pixel values are the values that are to be obtained in the reconstructed HR image. In other words, it assumes that the LR images are downsampled versions of the expected HR image without any low-pass (averaging) filtering. Moreover, they should also be totally free from noise perturbations. Hence, it is not able to compensate effectively for blur and noisy measurement of data. Fig. 3 demonstrates these drawbacks. In the PG method offers a better result. This can be seen as sharper features near the nose, eyes and freckles. In Fig. 3d , we show a poor-quality LR image. The input image is quite blurred. Hence the corresponding HR reconstructions in Fig. 3e and f are poor. The PG method offers no help as it assumes correct pixel values on the LR grid. Similarly, Fig. 3g shows a noisy LR input image and the corresponding HR reconstructions are shown in Fig. 3h and i. For the same reason, the PG method does not offer a quality reconstruction.
Modified PG method
As mentioned in Section 3.2, the PG method cannot deal with images that are blurred due to averaging during the downsampling process. We now propose an extension which allows the method to be applied to SR of images for which the downsampling process is known. In our experiment, we assume that the LR image is formed by averaging and subsampling the HR image that we aim to recover. This means that for 2Â zooming of an image we assume that every pixel in the LR input image is the average of a corresponding 2 Â 2 pixel block of the HR image. The classical PG method will not deliver a good result in such a case as shown in Fig. 3 . This is because we enforce the available pixel values in the LR image to be pixel values in the HR image. This results in an overall blurred HR image. We overcome this drawback by introducing a different constraint enforcing part. We want to enforce that the super-resolved image obtained after every iteration of the method conforms to the input LR image. To do this, we introduce a back projection part within the PG method. Iterative back projection has been used in image SR by Irani and Peleg [26] . However, as opposed to their case, we deal with the case where only a single LR image is available. In our method, after every iteration of the PG method we calculate the error between the LR image and the simulated LR image formed by applying the known decimation model to the obtained SR image. Mathematically, the error e i can be expressed as
where y is the input LR image lexicographically ordered as a vector of size (where N . M), H is the space invariant (and hence block circulant) blurring matrix of size N 2 Â N 2 that we assume to be known to us and z i is the estimated SR image vector of size N 2 Â 1 obtained after the ith iteration of the method. We then compensate for this error in the obtained SR image by adding back the error for each pixel of the simulated LR image to the corresponding block of pixels in the obtained SR image. Thus the image update part for the constraint enforcing term becomes
where P is the N 2 Â M 2 matrix operator which projects the error in the LR space to the HR space. The compensation is thus done such that the SR image best approximates the desired HR image, under the assumed downsampling process. Ideally we would want P ¼ (DH)
21
. But being ill-posed in nature, we cannot find a specific P as an inverse to the blurring and upsampling operation. A suitable choice for this would be the pseudo-inverse of DH, which has the form (H
D does is downsizing followed by upsizing. However, it is still not practically feasible to update the SR estimate using the pseudo-inverse. In our experiments, we simply add back the error e i to each pixel in the corresponding HR block, the size of the block being dictated by the support of the PSF. This back-projection operator, although being simple in approach, is able to perform deblurring of the image. It may be noted here that due to this error compensation in blocks, a certain blockiness will be introduced in the SR image obtained at this point. However, this is then taken care of in the low-pass filtering part of the next iteration. A point worth noting here is that the error is calculated in the LR space and is defined as the difference between the available LR image and the simulated LR image formed at every iteration using the parameters of the image formation model. Hence, the error and, as a consequence, the resultant SR image are dependent on the accuracy of the image formation model. With every iteration, the resultant image gets closer to the desired HR image and can be expected to form the original HR image as the number of iterations approach infinity. Since this is not feasible for practical purposes, we define a terminating condition based on a small tolerable threshold value for error norm (ke i k 0 or ke i k 1 ) calculated using equation (5) . The algorithm terminates when the error is small enough. The combination of low-pass filtering and back projection of the error e i in every iteration ensures that the resultant SR image is smooth and approximates one of the possible SR images, under the specified downsampling process. This method can easily be modified to handle any general downsampling process. The proposed process thus generalizes the PG method by making it applicable to any class of images where the downsampling process is known.
We have found that the method performs better than the standard PG method and the results obtained through bicubic interpolation. The results obtained through different methods are compared in Section 5.
APPLICATION TO INPAINTING
Previous work
Digital inpainting is the process of predicting the unknown values of pixels so as to remove artifacts like scratches or unwanted objects from an image. Unlike in the case of SR, the reference grid is at the same resolution as the observed image. Image inpainting finds use in image and film restoration, texture synthesis, disocclusion and in the entertainment industry. A lot of work has been performed to address this Inpainting algorithms based on level lines were proposed by Masnou and Morel [28, 29] . Other authors have taken a variational approach like Ballester et al. [30] and Chan and Shen [31] . PDE-based approaches have also been used by Bertalmio et al. [27] and Chan and Shen [31] . Oliveira et al. [32] propose a fast digital inpainting method using an isotropic diffusion kernel for convolution. They make use of anisotropic kernels to preserve edges. However, their method requires manual intervention to identify pixels where the scratches cross edges in the image. Grossauer and co-workers [33, 34] make use of the Ginzburg -Landau equation to perform image inpainting. A considerable amount of literature is also available where researchers have used projections onto convex sets to perform image restoration of this kind. Hirani and Totsuka [35] present a dual domain iterative method to restore the parts of an image. The method requires the users to provide a noise mask, and a corresponding mask (repair subimage) and a sample subimage. Their method makes use of the spectrum of the sample subimage to do scratch removal in the repair subimage. Patwardhan and Sapiro [36] demonstrated a similar method in which they make use of the wavelet transform for inpainting. They do away with the requirement of human provided sample subimage, instead assume that the corrupted portion of the image is as smooth as its neighborhood. They learn the wavelet coefficients from the neighborhood and impose spectral restriction on the noisy sections to restore images. Chan et al. [37] have proposed a framelet-based method. They try to determine the missing framelet coefficients of the unknown pixels from those of the neighborhood. Analysis of some methods for sample recovery in band-limited images and application of adaptive weights conjugate gradient Toeplitz method to perform fast image inpainting is presented in [38, 39] . All these methods require projecting the image or a subimage from one domain to another. Since PG method also follows the same idea, we show that this method can also be used for inpainting purposes.
Inpainting using PG method
As opposed to SR discussed in the previous section, image inpainting requires filling-in of lesser number of pixels but in many cases the corrupt pixels are contiguous in nature, rendering simple smoothing insufficient. We have applied the PG algorithm directly to address the issue of image inpainting. To implement this, we assume that the pixels to be inpainted are known to us. As is common in inpainting, these are user specified and these pixels are marked as the unknown pixels. Next we fill in values for the unknown pixels using the technique suggested in Section 3.2. We find that the method works considerably well for areas where the region to be inpainted is not very wide. The performance of this method varies with the thickness of the contiguous unknown pixels, even when the number of unknown points remain the same. The problem of inpainting becomes more complex when we encounter larger areas to be inpainted. The PG method, as the results show, is capable of providing a fast and acceptable quality of inpainting when the width of the scratches or areas to be inpainted is relatively thin (say, about 1 -4 pixels wide).
Modifications to the PG method
For thicker edges, the method does not generate a good result. In such cases, the inpainted region displays a ringing effect such as the one experienced in the SR case. We suggest suitable modifications to address this issue.
Filtering with a smooth cut-off
The ringing of the inpainted region is a result of the steep cut-off in the filtering process of the PG method. We introduce a smooth transition band for the cut-off region. The amount of smoothing is controlled by the width of this transition band. A wide transition band would considerably reduce the effect of ringing, but it also translates to a poorer low-pass filtering and hence a poorer reconstruction. A trade-off condition is hence to be reached in deciding how smooth we would want our cut-off to be. For our implementation, we have used a filter where the slope falls off gently as opposed to the steep cut-off for a ideal filter. This modification does away with the ringing effect to some extent. 
Directional filtering
We observe that scratches in images are often highly directional. Hence, we investigate the possibility of using a directional filtering approach to solve the inpainting problem for scratches which have some sort of a directional nature such as the image shown in Fig. 7a . A scratch in one direction introduces higher frequency components in a direction perpendicular to the direction of the scratch. This effect can be seen when we compare the spectrum of the unscratched original image with that of the corrupt image. We modified the filtering process to take advantage of this directional nature of the image corruption. Rather than taking a uniform filtering mask (which was circular in nature for all the above methods), we use a directional filter with two different cut-offs-one for the direction where higher frequency components have been introduced due to the scratch, and another for all other directions. We set a smaller bandwidth for the filter in the direction perpendicular to that of the scratches. This has a greater smoothing effect across the edges of the scratch and allows faster flow of information across the edges into the region to be inpainted.
Extension to different orthogonal bases
Till now our discussion has been restricted to various modifications to the method of filtering in the frequency domain using the discrete Fourier transform (DFT) as the bases. However, it may be noted here that the method will work under any orthogonal transformation maintaining sequential ordering. This encourages us to try out PG method with the discrete cosine transform (DCT) bases instead of DFT. DCT implementation using integer arithmetic is also faster than the DFT computation. The choice of DCT also stems from its high-energy compaction property. In DCT, most of the information about the signal is captured in a few lower frequencies. This leads us to expect that the filtering part in the PG method can be achieved faster as DCT computation is quite fast and we have to deal with only a few DCT coefficients. Taking advantage of the information packing capacity of DCT, in the low-pass filtering process we simply retain the coefficients near the origin of the transformed image. However, like the filtering in the DFT-based PG method, a steep cut-off in the DCT-domain also leads to ringing effect due to Gibb's phenomenon. The DCT-based method in conjunction with a smooth cut-off filtering process in the DCT domain reduces the ringing effect.
RESULTS
Super-resolution
We applied the algorithm discussed in Section 3.3 on a Lena image of size 128Â128 to perform 2Â zooming. For this we consider the LR image to have been formed by decimation of the desired 256Â256 HR image blurred by simple averaging in a 2Â2 window. This defines the forward model of the image formation process and defines the parameters for calculation of the error at every iteration given by equation 5. We found that the method performs better than the standard PG method. The results obtained are shown in Fig. 4 . The images obtained using bicubic and Delaunay interpolation shown in Fig. 4b and c are quite blurred with respect to those obtained using the standard PG method shown in Fig. 4e . We show that the result is further improved using the modified PG method with the deblurring step. This can be seen in Fig. 4f , which is sharper than the other images shown even though the Steering Kernel method provides a better interpolation in the peak signal to noise ratio (PSNR) sense. Note the increase in textural detail of the hat, the sharpness of the lips and nose in the figure with respect to those obtained using other methods even though the PSNR value is less. Results with 3Â magnification are shown in Fig. 5 .
The bicubic image in Fig. 5b is much blurred compared to the output of the standard PG method result shown in Fig. 5c . The result obtained using the deblurring step, shown in Fig. 5d , can be seen to be sharper than the other images, specifically at the scales and leaves of the pineapple.
Inpainting
In our experiment, we first took the Lena image and scratched it arbitrarily with a variable width of 3 -5 pixels. The difference between this corrupted image and the original image provided us an accurate mask of the scratch. This mask is thus the region which is to be inpainted. Then taking all pixels outside this mask as known pixel values we perform the standard PG method to obtain an inpainted image. Similar experiment was carried out with overlaid text of variable font size. The results of the method are shown in Fig. 6 . Note that while the thinner areas are inpainted without any visual artifacts, this is not the case for the thicker regions.
We then performed inpainting with the proposed modifications. This time we used thicker edges of width 5 -7 pixels. The scratches used this time were loosely directional in nature as shown in Fig. 7a . We obtain the scratch mask similar to the method explained above. The resultant inpainted image using the standard PG method with a normalized low-pass filter cut-off of 0.2 is shown in Fig. 7b . Note the ringing effect in the inpainted regions. Next we tried to better this method using a smooth filter by doing away with the ideal low-pass filter and replacing it with a gradual cut-off. The result obtained shows lesser ringing as pointed out in Fig. 7c . This results in a 0.19 dB gain over the standard method, as can be seen in Table 1 . Fig. 7(d) illustrates the result using DCT instead of the DFT, in order to take advantage of the greater information packing density of the DCT. We see that this produces nearly similar results, in terms of quality and PSNR, as compared to using DFT. The result obtained using a smooth cut-off on DCT of the image in the filtering process is shown in Fig. 7e . It shows a 0.29 dB increase in PSNR from that obtained using a simple DCT-based filtering. We then show the result obtained using the directional filtering method to take advantage of the directionality of the scratches. In this experiment, the low-pass filtering normalized cut-off frequency was kept at 0.1 in the direction perpendicular to that of the scratch and 0.3 elsewhere. The result obtained is shown in Fig. 7f . Notice that the ringing along the smoother areas have reduced. We see that in a PSNR sense all these modifications result in a better inpainted image than that obtained using the standard PG method.
CONCLUSION
From the discussions and the results presented above, it is clear that the PG method performs well for SR when one does not have multiple images or any HR training data set. It also does very well in image inpainting. However, it has some severe limitations as illustrated by Fig. 3 as it cannot handle noisy data. However, this is quite natural as one does not have multiple images for the purpose of noise smoothing. An early termination of the iterative process as suggested in [4] is one way to stop the propagation of error with future steps. In general, the assumption that exact pixel values are known is quite restrictive and will not hold true under most downsampling processes. To be able to use the PG algorithm for SR of such LR images, we have incorporated a method of undoing the blurring effect, be it known or learnt separately. It may be noted here that although this algorithm is successful in reducing the blurring effect, it still remains sensitive to the presence of noise. We also show that the PG method can be applied to inpaint a thin area of unknown pixels. We propose modifications to the method to obtain improved results for thicker scratches. Although these modifications perform better than the standard PG method, they still fail to produce satisfactory results when the scratches are quite thick, say 8-10-pixel wide. Further research is required to make the algorithm work successfully in such cases. However, the method has its importance due to its speed and simplicity.
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