Uncertainties associated with General Circulation Models (GCMs) and the downscaling methods used for regional or local scale hydrological modelling can result in substantial differences in estimates of future water resources availability. This paper assesses the skill of nine statistically downscaled GCMs in reproducing historical climate for 15 catchments in five regions of South Africa. The identification of skilled GCMs may reduce the uncertainty in future predictions and the focus is on rainfall skill as the GCMs show very similar patterns of change in temperature. The skill tests were designed to assess whether the GCMs are able to realistically reproduce precipitation distribution statistics and patterns of seasonality, persistence and extremes. Some models are consistently less skilful for the regions assessed, while some are generally more skilful with some regionally specific exceptions. There are differences in the GCMs skill across the different regions and in the skill ranking between coastal areas and inland regions. However, only a limited reduction in uncertainty is achieved when using only the downscaled GCM outputs identified as being skilled in a hydrological model for one of the regions. Further modelling studies are required to determine the general applicability of this observation.
INTRODUCTION
While it is frequently suggested that climate change will have large impacts on hydrology and the water resources (Hagedorn et al. ) . The assumption behind uncertainty and whether the models within the ensemble can be considered independent are further issues that need to be considered (Masson & Knutti ) .
GCM outputs are inadequate for use with hydrological models applied at the catchment scale as the spatial resolution is too coarse. It is therefore considered necessary to use some form of downscaling (Hewitson & There are two general categories of downscaling in general use: dynamical and statistical. Dynamical downscaling can be achieved by using a Regional Climate Model (RCM) nested within the GCM simulations (Leung et al. ) , while statistical downscaling is an empirical approach that establishes relationships between the GCM outputs and local scale variables (Hewitson & Crane ) . In the latter case, the additional uncertainties will be related to the uncertainties in the observations of the local scale variables, as well as the assumptions used in developing appropriate relationships.
Given the inherent uncertainty in the outputs from downscaled GCMs it seems justified to assess their performance in simulating past or present day climates (Wilby ) in an attempt to identify which (if any) of a range of models are more skilled than others in a specific region. If this is possible it may be possible to limit the number of GCMs used in the estimation of future possible scenarios which may reduce the range of uncertainty. However, if skill tests are to be undertaken it is essential that they examine aspects of the downscaled GCM outputs that are consistent with the structure and limitations of the GCMs (Huard ) . It is generally not correct to base the skill assessment on temporal correlations between climate model outputs and observed precipitation and temperature, despite that fact that there are examples of such approaches in the literature (Anagnostopoulos et al. ) . This type of approach is considered invalid because of the way in which GCMs are externally forced, the internal (largely chaotic) dynamics of the climate system and the fact that they are not expected to 'predict climate in a deterministic sense' (Huard ) . It is therefore necessary to select skill measures that are not only appropriate for the purposes of the hydrological simulations, but that also are consistent with the expectations of the GCM outputs.
From a hydrological and water resources assessment perspective, it is essential that the GCMs are able to realistically reproduce patterns of precipitation seasonality, persistence and extremes. If they are not able to adequately reproduce these characteristics under present day forcing conditions, it is unlikely that we can have much confidence in their ability to predict changes in these characteristics under different forcing conditions in the future. This is not the same as saying that skilful simulations of the past will lead to skilful predictions of the future. It is, however, suggesting that a lack of skill in simulations of the past is very likely to translate into a lack of skill in future predictions. Past skill therefore becomes a necessary, but insufficient, basis for confidence in future predictions (Knutti ) . thresholds. Downscaled GCM data for future hydrological scenarios typically require some form of bias correction if they are to be used in comparison with hydrological simulations of the past using historically observed data (Chen et al. ) . Part of the skill analysis could therefore focus on the assumptions implicit in any bias correction method and whether or not these are equally valid across the range of downscaled data sets being used.
This study forms part of a larger project to investigate the uncertainties in hydrological model outputs based on simulations using historical data (largely parameter and observed forcing data uncertainty) combined with the additional uncertainties associated with both climate change and future water resources development impacts. The original objective of the study was to identify whether the results of skill tests applied to nine downscaled GCMs could be used to either reduce the number of applicable models or to rank their levels of uncertainty. A favourable outcome from a hydrological modelling point of view would be that the uncertainty in the predictions of the future could be reduced by focusing on the more skilful GCMs.
THE GCMS AND DOWNSCALING METHOD
The downscaled data used in this study are those produced by the Climate Systems Analysis Group of the University of Cape Town which are available for the nine GCMs listed in Table 1 for the SRES (Special Report on Emission Scenarios) A2 emission scenario (IPCC ). The data are based on statistical downscaling using the methods discussed in Hewitson & Crane (, ) . An earlier version of this data set was used by Lumsden et al. () to assess patterns of future change in rainfall statistics across the whole of South Africa. 
RAINFALL BIAS CORRECTION
The ultimate objective of the main study is to use the downscaled rainfall data as inputs to hydrological and water resources yield models and specifically the monthly time-step Pitman model (Hughes et al. ) . Figure 3 illustrates that, compared to the WR2005 data, the baseline rainfall time series exhibit bias in monthly means and, although not shown on the diagram, the same is true for the monthly standard deviations. The method used to remove this bias from the future (near and far) rainfall estimates is to express the future monthly rainfalls as standard deviates of the baseline monthly distributions (using a square root transformation) and to scale the standard deviates with the monthly distribution statistics of the historical rainfall data (Equation (1)). Similar approaches have been applied in other studies (Haerter et al. ) . The objective of the correction equation is to remove the bias in the monthly means and variations between the historical and GCM baseline estimates, while preserving the differences between the GCM baseline and future scenarios.
Several other correction approaches (such as using the cumulative frequency distributions of rainfall) did not preserve the seasonality and structure of the downscaled future rainfalls.
The square root transformation was used to account for the generally positive skewness evident in monthly rainfall data.
Initial applications of the bias correction method used a natural logarithmic transformation, but this was found to introduce additional bias in some site/GCM combinations (related to the existence of low or even negative skewness values for some months in some GCM data), while the square root transformation was found to be more generally
applicable. An example of the results of applying this bias correction is provided in Figure 4 for the downscaled CCCMA rainfall data for quaternary catchment R20A. The patterns of differences between the baseline and historical data (and therefore the degree of bias correction required) are highly variable across the regions and GCMs. (2)). The per cent increases in these values, from baseline to future, were then used to scale the seasonal distributions of PE when running the model for future scenarios. 
CONVERTING TEMPERATURE DATA TO MODEL EVAPOTRANSPIRATION INPUTS
HC k ¼ TMax k þ TMin k ð Þ =2 × √ TMax k À TMin k ð Þ(2)
SELECTED MEASURES OF SKILL
Part of the rainfall transformation process relies, to a certain extent, on the WR2005 and baseline data for the different GCMs both having similar skewness values for the distribution of rainfall depths within each calendar month and that the square root transformation is appropriate (Equation (1)). The first skill measure was therefore based on the absolute value of the relative difference in skewness between the GCM baseline and WR2005 data (Equation (3)):
where: γ_skill jk ¼ Skewness skill score for month j, GCM k.
RBγ jk ¼ Skewness of baseline monthly rainfalls for calendar month j and GCM k. RHγ j ¼ Skewness of the WR2005 monthly rainfalls for calendar month j.
The seasonality of the rainfall regime is clearly of great importance in hydrological modelling and during the initial phases of the study it had already been observed that some of the downscaled rainfall data did not appear to reproduce historical seasonality patterns very well. A skill measure was therefore adopted that would measure the relative differences between the GCM seasonal rainfall distributions and the WR2005 data, but with the overall depth bias removed (Equation (4)):
where: Seas_skill jk ¼ Season skill score for month j, GCM k.
RB jk ¼ Baseline mean monthly rainfall for month j and
The equivalent of Equation (4) has also been used to calculate a seasonality skill measure for the temperature data. Equation (2) The rainfall seasonality skill measure does not adequately account for the variation in rainfalls across different years for the same calendar month and therefore an additional skill measure has been added to account for this and based on the coefficient of variation, or the ratio of standard deviation to the mean (Equation (5)): five lags) of the absolute differences in serial correlation (Equation (6)):
where: SC_skill k ¼ Sum of the skill values for all five lags.
SC lk ¼ Serial correlation coefficient for lag l and baseline rainfall for GCM k. SC l ¼ Serial correlation coefficient for lag l, WR2005 monthly rainfalls.
During the initial phase of the skill assessment, the GCMs were compared using the annual skill values detailed above rainfall (Equation (7)) and then summed for revised annual values:
The first approach to assessing the variations in skill across the various regions and GCMs was to use a rank for each annual skill measure and then to sum and multiply the individual skill ranks to obtain two overall skill scores.
These were then averaged to obtain a final rank. The process is illustrated in Table 2 for quaternary catchment R20B and these rankings have been used to order the climate models in the presentations of the more detailed results ( Figure 5 ).
A second approach was used to take into account both the total annual skill value, as well as the maximum skill 
RESULTS
The first observation was that there is much less difference in the temperature skill measures across the different climate models for several of the regions where observed historical temperature data were available. It was therefore concluded that the rainfall skills are likely to be far more important in distinguishing between the climate models than the temperature skill differences. Figure 5 presents the detailed results for the four rainfall skill measures. In all of the diagrams the climate models are listed in order using the ranking approach referred to above (and illustrated in Table 2 ), while those that passed (white background) and those that failed (grey background) either the total annual skill score test or the maximum monthly skill score test are also identified. Figure 6 presents the models ranked in the same way as Figure 5 but with the shading designed to illustrate how many of the skill scores were above either of the thresholds. Figure 7 presents histograms of the frequencies of between 0 and 4 skill scores falling into the low skill categories for all climate models across all the catchments (15 in total). All of these diagrams • The most consistent result for the coastal areas is that MIUB, CNRM and CSIRO are generally ranked in the lowest half, while MPI, GFDL, MRI and GISS are the models with the most frequent high rankings.
• There are differences in ranking between the W. Cape and the other coastal areas (S. and E. Cape), which might be related to the differences in weather patterns that result in winter season rainfall in the W. Cape, but spring and autumn rainfall seasons in the S. and E. Cape.
• For the inland catchments, CCCMA, CSIRO and MRI perform the worst, while CNRM, IPSL and GISS perform the best.
• For all regions, CSIRO has one of the biggest variations in predicted rainfall change (Figure 2 ) and this is also the model that performs the worst in terms of skill ranking.
In contrast, GISS which ranks as one of the most skilful models has a relatively lower range of variability in predicted future change.
Perhaps the most immediately apparent result from 
IMPLICATIONS FOR SIMULATING FUTURE WATER RESOURCE AVAILABILITY
One of the major issues associated with the use of downscaled GCM data within hydrological models is the uncertainty in the future predictions related to the range of results given by, supposedly, equally credible GCMs. The
Pitman monthly rainfall-runoff model (Hughes et al. ) is being applied within an uncertainty framework (Kapangaziwiri et al. ) to the historical data as well as to the near future (2046-2065) period for all nine GCMs. The methods used for generating the rainfall (Equation (1)) and PE (based on Equation (2)) inputs to the model have been referred to above and the model has been initially applied to three headwater quaternary catchments of the Buffalo River (R20A to R20C).
The model assumes uncertainty distributions (assumed to be normally distributed in this study) for the main runoff generation and water balance parameters and generates ensemble outputs (typically 1,000-10,000) using independent Monte Carlo sampling from the parameter frequency distributions. The first step is to assign mean and standard deviations to define the uncertainty distributions of the most important model parameters and assess whether the ensemble results for the historical period are appropriate given previous simulated flow patterns in the catchment (e.g., WR2005; Middleton & Bailey ).
Five out of the total 18 model parameters were treated as uncertain and these are the parameters that largely determine the runoff responses at both high and low flows 
CONCLUSIONS
In common with many other studies, this contribution has demonstrated that there is a great deal of variation in the projections of future climates based on downscaled outputs from nine supposedly equally credible climate models. These variations are more evident in the projections of future rainfall patterns than they are in temperature projections. Given the uncertainties associated with using all nine model outputs, this study has investigated the differences in the ability of the models to simulate the characteristics of historical rainfall patterns using four measures of skill. The relatively simple skill measures have been developed to reflect the assumptions used in the bias correction method, to be appropriate for the purposes of hydrological simulations and to acknowledge the constraints of downscaled GCM outputs. They are therefore designed to assess the skill of the different models in included, but the range of uncertainty in the moderate to lower flows is not affected by excluding the less skilful models. These modelling studies will be expanded to the other regions of the country in the near future.
During the review process of this paper, it was pointed out that using uncorrected temperature data to calculate PE, together with bias corrected precipitation data, potentially means that the inputs to the hydrological model may be physically inconsistent. However, the authors consider that this is unlikely for two reasons. First, there was far greater consistency among the downscaled GCM data sets in the historical temperature estimates than the rainfall.
Second, the PE inputs to the model are fixed seasonal distributions and therefore any differences in the predicted time series of temperature are buffered by the use of simple seasonal distributions.
It must be acknowledged that the climate change projec- 
