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Abstract
A function κ-transformation w (z) → w˜ (z) = w (z) (1 + κ (z)) is constructed with
the initial condition κ (z0) = 0 at the point z0 ∈ Ω and a more generalK-transformation
w (z)→ w˜ (z) = w (z)K (z) that is also made to rediscuss the complex differentiability
for a given complex function w and subsequently we obtain a certain continuity and
differentiability new criteria-nonlinear K (z)-structural Cauchy-Riemann equations to
judge a complex function to be complex structural differentiable, namely, K-structural
holomorphic condition in C or Cn respectively. Then we found an unique Carleman-
Bers-Vekua equations which is more simpler that all coefficients are dependent to the
structural function κ (z) or K (z). The generalized K (z)-exterior differential operator
and the generalized structural Wirtinger derivatives are simultaneously obtained as
well. Nonlinear K (z)-structural Laplace equation is studied in the form of a second-
order partial differential equation.
In this framework of K (z)-structural function, we surprisely discover that struc-
tural function K (z) is innately dependent to the complex domain or complex manifold
themself, and the Cauchy-Riemann equation or nonlinear Cauchy-Riemann equation or
Carleman-Bers-Vekua equations can be unified and expressed in a simple and compact
differential form-K (z)-structural holomorphic differential equation, since K (z) can be
chosen arbitrarily, thus it has greatly generalized the applied practicability what we
study.
1
∗Department of Mathematics, Zhejiang Normal University, ZheJiang, Jinhua 321004, China.
E-mail : wanggen@zjnu.edu.cn
1Keywords: Nonlinear Cauchy-Riemann equation, Structure function, K (z)-transformation, K (z)-
structural holomorphic condition, Carleman-Bers-Vekua equations, generalized structural Wirtinger deriva-
tives, generalized K (z)-exterior differential operator, Nonlinear K (z)-structural Laplace equation
2010 Mathematics Subject Classification: 32V05, 32W05
1
G Wang
Contents
1 Introduction 3
1.1 Cauchy-Riemann equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Carleman-Bers-Vekua (CBV) equation. . . . . . . . . . . . . . . . . . . . . . 4
1.3 the models of generalized Cauchy-Riemann system . . . . . . . . . . . . . . . 5
1.4 Nonlinear Cauchy-Riemann equations . . . . . . . . . . . . . . . . . . . . . . 6
2 Nonlinear Structural Cauchy-Riemann Equations 8
2.1 κ-transformation and K-transformation . . . . . . . . . . . . . . . . . . . . . 8
2.2 Complex κ (z)-structural derivative and structural holomorphic function . . . 9
2.3 Nonlinear κ (z)-structural Cauchy-Riemann Equations . . . . . . . . . . . . . 10
2.4 K (z)-structural holomorphic in C . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Functions of several complex variables 15
3.1 Generalized Wirtinger derivatives . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Structural holomorphic condition and D operator . . . . . . . . . . . . . . . 16
3.3 K-transformation and K (z)-structural holomorphic in Cn . . . . . . . . . . 18
4 Nonlinear K (z)-structural Laplace equation 22
5 Conclusions 25
2
G Wang
1 Introduction
1.1 Cauchy-Riemann equations
In the field of complex analysis, the Cauchy-Riemann equations, consist of a system of
two partial differential equations which, along with certain continuity and differentiability
criteria, form a necessary and sufficient condition for a complex function to be complex
differentiable, namely, holomorphic. This system of equations first appeared in the work of
Jean le Rond d’Alembert in 1752. Later, Leonhard Euler in 1797 connected this system to
the analytic functions. Cauchy in 1814 then used these equations to construct his theory of
functions. Riemann’s dissertation on the theory of functions appeared in 1851[see [1–5]].
Definition 1 ( [2]). Let Ω be an open set in C and w a complex-valued function on Ω. The
function w is holomorphic at the point z0 ∈ Ω if the quotient w(z0+h)−w(z0)h converges to a
limit when h→ 0. Here h ∈ C and h 6= 0 with z0+h ∈ Ω, so that the quotient is well defined.
The limit of the quotient, when it exists, is denoted by w′(z0), and is called the derivative of
w at z0:
lim
h→0
w(z0 + h)− w(z0)
h
= w′(z0)
Emphasizedly, in the above limit, h is a complex number that may approach 0 from any
direction. The function w is said to be holomorphic on Ω if w is holomorphic at every point
of Ω. If Ω is a closed subset of C, we say that w is holomorphic on Ω if f is holomorphic in
some open set containing C. Finally, if w is holomorphic in all of C we say that w is entire.
Consider the complex plane C ≡ R2 = {(x, y) | x ∈ R, y ∈ R}. The Wirtinger derivatives
are defined as the following linear partial differential operators of first order:
∂
∂z
=
1
2
(
∂
∂x
−√−1 ∂
∂y
)
,
∂
∂z¯
=
1
2
(
∂
∂x
+
√−1 ∂
∂y
)
Clearly, the natural domain of definition of these partial differential operators is the space
of C1 functions on a domain Ω ⊆ R2, but, since these operators are linear and have constant
coefficients, they can be readily extended to every space of generalized functions.
According to the definition 1, the Cauchy-Riemann elliptic system of differential equations
can be deducted as follows
∂u
∂x
− ∂v
∂y
= 0,
∂u
∂y
+
∂v
∂x
= 0 (1)
which is a classical method of construction of the theory of analytic functions w = u+
√−1v
of a complex variable z = x+
√−1y. For equation (1), equivalently, the Wirtinger derivative
of w with respect to the complex conjugate of z is zero,
∂w
∂z
= 0 (2)
which is to say that, roughly, w = u+
√−1v is functionally independent from the complex
conjugate of z. The Cauchy-Riemann (CR) equations (1) plus equation (2) can be formally
written as ( ∂
∂x
− ∂
∂y
∂
∂y
∂
∂x
)(
u
v
)
= 0⇔ ∂w = 0 (3)
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here ∂ = dz ∂
∂z
is in C. The holomorphic functions coincide with those functions of two real
variables with continuous first derivatives which solve the Cauchy-Riemann equations, a set
of two partial differential equations.
1.2 Carleman-Bers-Vekua (CBV) equation.
The theory of generalized analytic functions founded by I. N. Vekua [3] and L. Bers [14]
succeeded in being included in the pool of important techniques of the theory of partial
differential equations. The reason is that the theory of generalized analytic functions is in a
position to use the advantages of complex analysis for solving more general systems of partial
differential equations than this is possible in the framework of classical complex analysis.
Originally I. N. Vekuas theory investigated only linear uniformly elliptic systems for two
desired real-valued functions in the plane. Today I. N. Vekuas ideas are applied to partial
differential equations in higher dimensions. Of course, a theory of the same high generality
could not yet be developed so far [8]. Picard [6] proposed the idea of construction of a similar
theory on the basis of a more general elliptic system of first order differential equations,
α11
∂u
∂x
+ α12
∂u
∂y
+ β11
∂v
∂x
+ β12
∂v
∂y
+ a1u+ b1v = 0 (4)
α21
∂u
∂x
+ α22
∂u
∂y
+ β21
∂v
∂x
+ β22
∂v
∂y
+ a2u+ b2v = 0
It is well known that under general assumptions about the coefficients, system (4) is equiv-
alent to the system
∂u
∂x
− ∂v
∂y
+ au+ bv = 0,
∂u
∂y
+
∂v
∂x
+ cu+ dv = 0 (5)
which was first investigated by Hilbert [7] . Carleman [9] obtained a fundamental property
of the solutions of system (5)-their uniqueness. Earlier, Teodorescu [10] studied a system of
the following particular type:
∂u
∂x
− ∂v
∂y
+ au+ bv = 0,
∂u
∂y
+
∂v
∂x
− bu+ av = 0
and obtained the general representation of the solutions by means of the analytic functions.
This result turned out to be very important in constructing the general theory.
In the complex variables
A =
1
4
(
a+ d+
√−1c−√−1b) , B = 1
4
(
a− d+√−1c+√−1b) (6)
where unknown coefficients a, b, c, d are chosen arbitrarily. System (5) has the form
∂w
∂z
+ Aw +Bw = 0 (7)
where w = u +
√−1v. Equation (7) is called the Carleman-Bers-Vekua (CBV) equation.
and its solutions are called generalized analytic functions; their theory is the meeting point
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between two sections of analysis-the theory of complex variable analytic functions and the
theory of elliptic type differential equations with two independent variables. The theory
was developed as an independent part of analysis after appearance of the monograph of I.
Vekua, where the long-term investigations of the author and some results of his disciples
and followers (B. Bojarski, V. Vinogradov, Danilyuk, et al.) are presented. The foundations
of the theory of generalized analytic functions were established in [16]. Approximately in
the same period Bers, independently from Vekua, suggested a generalization of analytic
functions (so-called pseudo-analytic functions), based on the modification of the concept
of the derivative. Note that many authors have proposed various generalizations, reducing
system (4) to particular cases, until the complete theory of generalized analytic functions
emerged[see [20–22, 24–39]].
Essentially, system (5) or equation (7) can be rewritten in a matrix form
Ô
(
u
v
)
= 0 (8)
where Ô =
(
∂
∂x
+ a −
(
∂
∂y
− b
)
∂
∂y
+ c ∂
∂x
+ d
)
is operator matrix.
A natural question arises while investigating the above-mentioned differential systems:
how should the solutions be understood (the definition problem). It is clear that even for the
simplest and most fundamental case of system (1) it is not sufficient to assume the fulfillment
of indicated differential equalities to obtain the class of functions with needed structure. For
system (5) (Eq. (7)) the situation is even more complicated, since now additional coefficients
are involved. We will see below that this problem can be solved by K-transformation which
makes it easier to be understood, especially, additional coefficients are endowed with specific
meanings associated with one structural function K.
1.3 the models of generalized Cauchy-Riemann system
In the paper [11], the solvability of the Riemann-Hilbert problem for a generalized
Cauchy-Riemann system with several singularities and reveal several new phenomenon has
been studied by Heinrich Begehr and Dao-Qing Dai, they considered the generalized Cauchy-
Riemann system
wz =
Q (z)
P (z)
w + aw + bw
(see [11] for more details). Let G be a measurable set and p be a real number, 1 ≤ p ≤ ∞.
Denote by Lp(G) the set of all functions w(z) satisfying the condition
∫∫
G
|w (z)|pdxdy < +∞,
Llocp (G) the set of all functions w(z) satisfying the conditions ‖f‖Lp(G) =
(∫∫
G
|w (z)|pdxdy
) 1
p
,
and w (z) ∈ Lp (G′), respectively, where G′ is an arbitrary closed bounded subset of the set
G.
For the first-order elliptic system of equations
uz = A (z) u+B (z) u
5
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with regular coefficients A,B ∈ Lp (Ω) , (p > 2) when Ω is a bounded domain in the complex
plane C, boundary value problems and their generalizations were investigated extensively
over the past years, This regularity allows to use a similarity principle for solutions of regular
coefficient systems.
In shell theory, elliptic systems of equations with singular coefficients occur
wz +
A (z)
z
w +
B (z)
z
w = 0
Now the coefficients do not belong to the regularity class Lp or Lp;2 ; p > 2: In [12] a model
equation wz =
b
z
w was investigated, where b is a complex constant. In [13] the equation
wz +
a (z)
|z| w +
b (z)
|z| w = 0
was studied. It was proved that there exist solutions admitting singularities of order v > 0
at the point z = 0: when a = 0 was perturbed as
wz +
b (0)
z
w +
b (z)− b (0)
z
w = 0
Under the assumption that b(z)−b(0)
z
is sufficiently small, the existence of continuous solutions
was studied in [12]. In [15, 17], [11] found through the model equation
wz =
λ
z
w + aw + bw; a, b ∈ Lp (Ω) , p > 2
that the number of continuous solutions depends on size and sign of the constant λ: This
observation was implicitly supported by the results in [18], where the model equation
ψz +
a
2z
ψ +
b
2z
ψ = 0
was studied, where a and b are complex constants. In [19] the following boundary value
problem was investigated: {
wz + A (z)w +B (z)w = F, |z| < 1
Re
[
z−kw (z)
]
= g (z) , |z| = 1
[see more specific boundary value problems in [11]]. the study about generalized Cauchy-
Riemann system has brought so many significant results, but additional coefficients are still
unknown and indeterminate.
1.4 Nonlinear Cauchy-Riemann equations
The Cauchy-Riemann equations are linear equations and they allow to solve only linear
Laplace equation. [1] generalized C-R equations in such a way to be able solve nonlinear
Laplace equations such as system (5) or Carleman-Bers-Vekua (CBV) equation.
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Theorem 1 (NCR, [1]). If real functions u(x, y) and v(x, y) satisfy the NCR equations
uy = −vx + f (u, v) , ux = vy + g (u, v) (9)
where g(u, v) and f(u, v) are solutions of Cauchy-Riemann equations
fu = gv, fv = −gu (10)
then u(x, y) and v(x, y) satisfy nonlinear Laplace equations
∆u =
1
2
∂
∂u
(
f 2 + g2
)
(11)
∆v =
1
2
∂
∂v
(
f 2 + g2
)
Let u(x, y) and v(x, y) are solutions of a system, which we call the nonlinear Cauchy-
Riemann (NCR) equations, using (3), equation (9) can be shown in a matrix form( ∂
∂x
− ∂
∂y
∂
∂y
∂
∂x
)(
u
v
)
=
(
g (u, v)
f (u, v)
)
where f(u, v) and g(u, v) are given functions.
Lemma 1 ( [20]). The solution of the equation
∂w
∂z
+ Aw = 0 (12)
on the whole plane, where A ∈ Llocp (C) , p > 2, has the form
w (z) = Φ (z) e−Q(z)
where Q(z) is one of ∂
∂z
-primitives of the function A(z) and Φ(z) is an arbitrary entire
function.
From the proof of lemma 1,
∂w
∂z
= −Φ (z) e−Q(z)∂Q
∂z
= −w (z) ∂Q
∂z
= −A (z)w (z)
it gives A (z) = ∂Q
∂z
,
Theorem 2 ( [21], the solution of 1-dim ∂ problem). If η (z) ∈ C1 (U) along with compact
support, let
h (z) =
√−1
2pi
∫∫
U
η (ξ)
ξ − z dξ ∧ dξ
then h (z) ∈ C1 (U), and it’s a solution for ∂h(z)
∂z
= η (z).
7
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The theorem 2, traditionally, says that the inhomogeneous Cauchy-Riemann equations
consist of the two equations for a pair of unknown functions u(x, y) and v(x, y) of two real
variables
∂u
∂x
− ∂v
∂y
= G(x, y),
∂u
∂y
+
∂v
∂x
= F (x, y)
for some given functions G(x, y) and F (x, y) defined in an open subset of R2. These equations
are usually combined into a single equation
∂w
∂z¯
= ϕ(z, z¯) (13)
where w = u+
√−1v and ϕ = (G+√−1F )/2. If ϕ is Ck, then the inhomogeneous equation
is explicitly solvable in any bounded domain U , provided ϕ is continuous on the closure of
U . Indeed, by the Cauchy integral formula,
w(ζ, ζ¯) =
√−1
2pi
∫∫
U
ϕ(z, z¯)
dz¯ ∧ dz
z − ζ
for all ζ ∈ U .
2 Nonlinear Structural Cauchy-Riemann Equations
2.1 κ-transformation and K-transformation
For a given complex-valued function w of a single complex variable, the derivative of w
at a point z0 in its domain is defined by the limit [1–3] w
′(z0) = lim
z→z0
w(z)−w(z0)
z−z0
, if the limit
exists, we say that w is complex-differentiable at the point z0. Let’s begin with the following
definition
Definition 2. Let Ω ⊂ C be an open set and w (z) = u+√−1v along with κ (z) = α (x, y)+√−1β (x, y) are complex valued function on Ω, then there exists a κ-transformation
w (z)→ w˜ (z) = w (z) (1 + κ (z)) (14)
where κ (z) is structure function for all z ∈ Ω associated with the structure of specific mani-
fold, and it satisfies the initial condition κ (z0) = 0 at the point z0 ∈ Ω.
the initial condition κ (z0) = 0 is equal to α (x0, y0) = β (x0, y0) = 0 at the point z0 ∈ Ω,
and equivalently w (z0) = w˜ (z0). By the definition 2, the components of w˜ (z) = u˜+
√−1v˜
can be obtained
u˜ = u+ uα− vβ, v˜ = v + αv + βu (15)
it also can be expressed in the matrix form(
u˜
v˜
)
=
(
1 + α −β
β 1 + α
)(
u
v
)
8
G Wang
Obviously, the functional structural matrix
(
1 + α −β
β 1 + α
)
is antisymmetric matrix. There-
fore, the function
w˜ (z) = u˜+
√−1v˜ = u+ αu− βv +√−1 (v + αv + βu) (16)
Note that the structural function is well-defined in different field such as Bergman kernel on
Ω.
Actually, a more general transformation can be made as follows
Definition 3. Let Ω ⊂ C be an open set and w (z) = u+√−1v along with structural function
K (z) = k1 +
√−1k2 are complex valued function on Ω, then a K-transformation such that
w (z)→ w˜ (z) = w (z)K (z) (17)
where k1, k2 are real functions with respect to the variables x, y, then
u˜ = k1u− vk2, v˜ = vk1 + uk2 (18)
hold in C.
If the real part takes the form k1 = 1+ α, and k2 = β, then K (z) = 1+ κ (z), it’s as the
transformation (14) shown.
Remark 1: As a convention, we always assume that real functions u, v, α, β, k1, k2 are
continuous and differentiable for a better discussion. Analytic and holomorphic are treated
as one explanation for complex functions. This paper will use Einstein summation convention∑
i
dzi ∂
∂zi
≡ dzi ∂
∂zi
.
2.2 Complex κ (z)-structural derivative and structural holomor-
phic function
To start with complex differentiable in C based on the definition 1. Firstly, we give a
proposition based on 2 to define the meaning of κ (z)-structural holomorphic.
Proposition 1. Let Ω ⊂ C be an open set and w˜ (z) = u˜+√−1v˜ a complex-valued continuous
function on Ω is said to be κ (z)-structural holomorphic if limit
w˜′ (z0) = lim
z→z0
w˜ (z)− w˜ (z0)
z − z0
exists and complex κ (z)-structural derivative Dw
Dz
= w˜′ (z) = w′ (z) + w (z) κ′ (z).
Proof. Given a complex valued function w of a single complex variable, then based on the
transformation of definition 2, accordingly, the derivative of w˜ at a point z0 in its domain is
defined by the limit
w˜′ (z0) = lim
z→z0
w˜ (z)− w˜ (z0)
z − z0 = limz→z0
w (z) (1 + κ (z))− w (z0)
z − z0 (19)
9
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Substituting the condition κ (z0) = 0 into (19), and
w˜′ (z0) = lim
z→z0
w (z)− w (z0)
z − z0 + limz→z0w (z)
κ (z)− κ (z0)
z − z0
for z0 6= z ∈ Ω. In case the limit exists, we say that w˜ is complex structural differentiable
at the point z0. If w˜ is complex structural differentiable at every point z0 in an open set U ,
one says that w˜ is structural holomorphic on U . Ones say that w˜ is structural holomorphic
at the point z0 if it is structural holomorphic on some neighborhood of z0. it says that w˜
is structural holomorphic on some non-open set V if it is structural holomorphic in an open
set containing V . Hence it gives
w˜′ (z0) = w
′ (z0) + w (z0)κ
′ (z0)
for all z0 ∈ C, then w˜′ (z) = w′ (z) + w (z) κ′ (z), and then w is called the κ-structural
holomorphic function.
Let the collection of all κ-structural holomorphic function be denoted by Shol (U). Then
we have following rules (
f˜ + g˜
)′
= f ′ + g′ + (f + g)κ′(
f˜ g˜
)′
= f ′g + fg′ + 2fgκ′(
f˜
g˜
)′
=
f ′g − g′f
g2
for all f, g ∈ Shol (U).
2.3 Nonlinear κ (z)-structural Cauchy-Riemann Equations
Theorem 3 (Nonlinear Structural CR Equations). Let Ω ⊂ C be an open set and w (z) =
u+
√−1v a complex-valued function on Ω is κ (z)-structural holomorphic if and only if
Dxu = Dyv, Dyu = −Dxv (20)
where Dx =
∂
∂x
+ αx − βy, Dy = ∂∂y + αy + βx.
Proof. As previously proved in the proposition 1, complex structural differentiable w˜′ (z)
holds for all z ∈ Ω ⊂ C. Approaching along the real axis, one finds
w˜′ (z0) = lim
x→x0
u˜ (x, y0)− u˜ (x0, y0)
x− x0 +
√−1 v˜ (x, y0)− v˜ (x0, y0)
x− x0
= u˜x +
√−1v˜x
On the other hand, approaching along the imaginary axis, similarly, one obtains
w˜′ (z0) = lim
y→y0
u˜ (x0, y)− u˜ (x0, y0)√−1 (y − y0)
+
v˜ (x0, y)− v˜ (x0, y0)
y − y0
10
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= v˜y −
√−1u˜y
The equality of the derivative of w˜ taken along the two axis is
√−1 (u˜y + v˜x) = v˜y − u˜x = 0 (21)
Taking the (15) into the equation (21), then specifically
vx + uy + v (αx − βy) + u (βx + αy) + α (vx + uy) + β (ux − vy) = 0 (22)
ux − vy + u (αx − βy)− v (βx + αy) + α (ux − vy)− β (vx + uy) = 0
Plugging the κ (z0) = α (z0) = β (z0) = 0 into the (22), then it’s further simplified as
vx + uy + v (αx − βy) + u (βx + αy) = 0 (23)
ux − vy + u (αx − βy)− v (βx + αy) = 0
Equation (23) can be conveniently denoted as matrix form( ∂
∂x
− ∂
∂y
∂
∂y
∂
∂x
)(
u
v
)
=
(
βy − αx βx + αy
−βx − αy βy − αx
)(
u
v
)
or shown in the form ( ∂
∂x
− βy + αx − ∂∂y − βx − αy
∂
∂y
+ βx + αy
∂
∂x
− βy + αx
)(
u
v
)
= 0 (24)
Thusly, if the generalized derivative operators
Dx =
∂
∂x
+ αx − βy, Dy = ∂
∂y
+ αy + βx (25)
are denoted for convenience, then (
Dx −Dy
Dy Dx
)(
u
v
)
= 0 (26)
Additional coefficients are involved of system (5) can be well interpreted by Equation
(23), in comparison (8) with (24), specifically,
a = αx − βy, b = − (αy + βx) (27)
c = αy + βx, d = αx − βy
It turns out that identities a = d, b = −c hold and are related to the structure function κ,
then it also leads to the further results of equation (6)
A =
1
2
(
a +
√−1c) = 1
2
(
d−√−1b) , B = 0
11
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then the Carleman-Vekua equation (7) is simplified as
∂w
∂z
+ Aw = 0
Obviously, the equation (26) is the generalization of the C-R equation (3), and (26)
preserves the primitive structure as C-R equation (3) shown.
The nonlinear structural Cauchy-Riemann equations on a pair of real-valued functions of
two real variables u(x, y) and v(x, y) are the two equations shown as equation (20). Thusly,
based on the theorem 1, we obtain
f (u, v) = v (βy − αx)− u (βx + αy) (28)
g (u, v) = v (βx + αy)− u (αx − βy)
and
fv = gu, fu = −gv
the generalized structural Wirtinger derivatives as an expansion of (8) can be correspondingly
expressed as
D
Dz
=
1
2
(
Dx −
√−1Dy
)
,
D
Dz
=
1
2
(
Dx +
√−1Dy
)
(29)
By simple calculation, (29) can properly be in a simpler form as below corollary shown
Corollary 1. The generalized structural Wirtinger derivatives can be expressed as
D
Dz
=
∂
∂z
+
∂κ
∂z
,
D
Dz
=
∂
∂z
+
∂κ
∂z
then a simple theorem based on the theorem 3 can be naturally given in the following
Theorem 4. Let Ω ⊂ C be an open set and complex valued function w (z) = u +√−1v is
said to be a κ (z)-structural holomorphic on Ω if and only if
D
Dz
w =
∂
∂z
w + w
∂κ (z)
∂z
= 0 (30)
where κ (z) = α (x, y)+
√−1β (x, y) is structural function, and w on Ω ⊂ C is said to be the
structural entire.
Proof. Using the generalized structural Wirtinger derivatives in above corollary and the
equation (26) is easy to prove the desire result.
Apparently, equation (30) as an expression is equivalent to equation (20). Traditionally,
∂
∂z
w = 0 is the fundamental foundation for the criterion to determine the analytic function
such as w, known as C-R equation. In general, the C-R equation has its own restriction,
in another words, it should be reasonably replaced by NSCR equation. the operator ∂ is
accordingly replaced by the generalized D = ∂ + ∂κ. Importantly, we have the equivalent
expression given by the following
D
Dz
w (p) =
d
dz
w˜ (p) ,
D
Dz¯
w =
d
dz¯
w˜
12
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for all map w → w˜ on Ω. It’s obvious that all w always preserves angles at each point z0 of
Ω, because of w′ (z0) 6= 0 must satisfy. Let’s analyze the κ-structural holomorphic condition
of the theorem 4, that is, the equation
∂w
∂z
= −w∂κ
∂z
By specific calculation, one obtains
w
∂κ
∂z
=
1
2
(
u+
√−1v) (αx − βy +√−1 (αy + βx)) = ϕ (x, y) +√−1ζ (x, y)
where based on the equation (28), and
ϕ (x, y) =
1
2
[u (αx − βy)− v (αy + βx)] = −1
2
G (u, v)
ζ (x, y) =
1
2
[u (αy + βx) + v (αx − βy)] = −1
2
F (u, v)
it leads to the result as follows
∂w
∂z
= −ϕ (x, y)−√−1ζ (x, y)
or expressed as ∂w
∂z
= 1
2
(
G+
√−1F ), this is equivalent to the equation (13), namely ϕ =
1
2
(
G +
√−1F ), by the Cauchy integral formula, we get
w (ξ) =
√−1
2pi
∫∫
U
w(z)
∂κ
∂z
(z)
dz ∧ dz
z − ξ
On the foundation of lemma 1, structural holomorphic in the theorem 4 has the similar
expression as equation (12) shown,
A =
∂κ
∂z
hence if A = ∂κ
∂z
∈ Llocp (C) , p > 2 holds, then equation (30) has the solution
w (z) = Φ (z) e−κ(z) = Φ(z) e−α(z)e−iβ(z) (31)
= Φ (z) e−α(z) (cos β (z)− i sin β (z))
In fact, one can choose the special expression to show the structure function κ (z) = zA (z)
for simple calculation ∂κ
∂z¯
= A (z).
2.4 K (z)-structural holomorphic in C
To derive the general expression relative to the (17), plugging (18) into the equation (21),
it leads to result similar to the general elliptic system of first order differential equations (4)
k1 (uy + vx) + k2 (ux − vy) + u (k1y + k2x) + v (k1x − k2y) = 0 (32)
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k1 (ux − vy)− k2 (uy + vx) + u (k1x − k2y)− v (k1y + k2x) = 0
As mentioned, all coefficients are connected to the structural function K (z), this is the most
significant peculiarity of K (z)-structural holomorphic. Equivalently, (32) can be expressed
as (
k1 k2
−k2 k1
)(
uy + vx
ux − vy
)
=
(− (k1y + k2x) − (k1x − k2y)
− (k1x − k2y) (k1y + k2x)
)(
u
v
)
or specifically (
k1 k2
−k2 k1
)( ∂
∂x
∂
∂y
− ∂
∂y
∂
∂x
)(
v
u
)
=
( ∂
∂x
∂
∂y
− ∂
∂y
∂
∂x
)(−k2 −k1
−k1 k2
)(
u
v
)
It is obvious that equation (32) is the same as system (4) shown on the form, and equation
(32) is equivalent to the equation
K (z)
∂w
∂z
+ w
∂K
∂z
= 0 (33)
or in the form ∂w
∂z¯
+ w
K(z)
∂K
∂z¯
= 0, K (z) 6= 0, hence we can make conclusions
1. If K (z) = 1 + κ (z) = 1 + α +
√−1β, then (33) is turned into
∂w
∂z
+ κ
∂w
∂z
+ w
∂κ
∂z
= 0
and combining the initial condition κ (z0) = 0, then
Dw
Dz
= ∂w
∂z
+ w ∂κ
∂z
= 0.
2. If K (z) = 1 + α +
√−1 (1 + β∗) = 1 + √−1 + κ∗ (z), namely κ∗ (z) = α + √−1β∗
holds, then (33) turns to ∂w
∂z
+
√−1 ∂w
∂z
+ w ∂κ
∗
∂z
= 0
Therefore, the structural function K has enormously opened our sights to explore various
situations.
Corollary 2. The generalized structural Wirtinger derivatives based on (17) are
D
Dz
= K (z)
∂
∂z
+
∂K
∂z
,
D
Dz
= K (z)
∂
∂z
+
∂K
∂z
where K (z) = k1 + ik2 is complex function.
Generalized Carleman-Bers-Vekua equation can be formally written in the form
C (z)
∂w
∂z
+ wA (z) +B (z)w = 0 (34)
Note that the parameters in the (34) are the same as (6) shown, the only difference is the
function C (z) added as a coefficient of first term, it is reduced to the Carleman-Bers-Vekua
equation (7) if C (z) = 1 holds.
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Theorem 5. Let Ω ⊂ C be an open set and complex valued function w (z) = u +√−1v is
said to be a K (z)- structural holomorphic on Ω if and only if
D
Dz
w = K (z)
∂w
∂z
+ w
∂K
∂z
= 0 (35)
and its solutions are called generalized K-structural analytic functions.
Proof. With the help of the equation (32) , it’s easily showing that Dw
Dz
= 0.
In fact, equation (32) can be easily and naturally obtained from K (z)-structural holo-
morphic condition (35). According to generalized Carleman-Bers-Vekua equation (34), the
coefficients in the K (z)-structural holomorphic are respectively taken as
C (z) = K (z) , A (z) =
∂K
∂z
,B (z) = 0
Note that the K (z) can be taken in different function form, by being taken in diverse form,
it can suit distrinct needs,
3 Functions of several complex variables
There are Cauchy-Riemann equations, appropriately generalized, in the theory of sev-
eral complex variables. They form a significant overdetermined system of PDEs. As often
formulated, the d-bar operator ∂¯ annihilates holomorphic functions. This generalizes most
directly the formulation ∂w
∂z¯
= 0, where ∂w
∂z¯
= 1
2
(
∂w
∂x
+
√−1∂w
∂y
)
.
Mathematically, the theory of functions of n > 1 complex variables is to cope with
complex valued functions w = w(z1, z2, . . . , zn) along with the structural function κ =
κ(z1, z2, . . . , zn) on the space Cn of n-tuples of complex numbers for any z = (z1, z2, · · · , zn)T ∈
Cn, where the symbol T represents the transpose of vectors. Definitely, a structural holo-
morphic function can generalizes to several complex variables in a straightforward way. Let
Ω ⊂ Cn denote an open subset, and let w : Ω→ C. Then function w is analytic at a point p
in Ω if there exists an open neighborhood of p, where w equals a convergent power series in
n complex variables, and meanwhile the nonlinear structural C-R equation still remains the
fundamental importance on the complex manifold.
Consider the Euclidean space on the complex field Cn = R2n, the Wirtinger derivatives
are defined as the following matrix linear partial differential operators of first order:
∂
∂zi
=
1
2
(
∂
∂xi
−√−1 ∂
∂yi
)
∂
∂zi
=
1
2
(
∂
∂xi
+
√−1 ∂
∂yi
) (36)
As fundamental operator denoted, it’s very useful to get the generalization further, hence to
begin with the generalized Wirtinger derivatives.
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3.1 Generalized Wirtinger derivatives
For each index i let zi = xi+
√−1yi, w(zi) = ui+√−1vi, for each point z = (z1, . . . , zn) ∈
U ⊂ Cn, and structural function takes the form κ (zi) = α (xi, yi) + √−1β (xi, yi) , i =
1, · · · , n, and the generalized structural Cauchy-Riemann equation for one variable, then on
the basis of generalized derivative operator (25), we obtain
Dxi =
∂
∂xi
+ αxi − βyi , Dyi = ∂
∂yi
+ βxi + αyi , i = 1, 2, · · · , n
Corollary 3 (Nonlinear Structural CR Equations). Let Ω ⊂ Cn be an open set and w (z) =
u+
√−1v a complex-valued function on Ω is structural holomorphic if and only if
Dxiu = Dyiv, Dyiu = −Dxiv (37)
the generalized Wirtinger derivatives as a generalization of (36) can be technically ex-
pressed in the form
D
Dzi
=
1
2
(
Dxi −
√−1Dyi
)
,
D
Dzi
=
1
2
(
Dxi +
√−1Dyi
)
Corollary 4. Generalized Wirtinger derivatives can be expressed as
D
Dzi
=
∂
∂zi
+
∂κ
∂zi
,
D
Dzi
=
∂
∂zi
+
∂κ
∂zi
Essentially, the generalized Wirtinger derivatives D
Dzi
= ∂
∂zi
(1 + κ) , D
Dz¯i
= ∂
∂z¯i
(1 + κ).
Obviously, the generalized Wirtinger derivatives is nonlinear.
If f, g ∈ C1(Ω), then for i = 1, . . . , n the product rule holds
D
Dzi
(f · g) = ∂f
∂zi
· g + f · ∂g
∂zi
+ f · g ∂κ
∂zi
D
Dzi
(f · g) = ∂f
∂zi
· g + f · ∂g
∂zi
+ f · g ∂κ
∂zi
Note that this property implies that Wirtinger derivatives are derivations from the abstract
algebra point of view, exactly unlike ordinary derivatives are, it’s nonlinear because of the
complex structural function κ.
3.2 Structural holomorphic condition and D operator
Theorem 6. Let M be a complex manifold along with the complex structural function κ,
then the generalized κ-exterior differential operator D is defined as
D = d+ dκ = D +D
where D = ∂ + ∂κ, D = ∂ + ∂κ.
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Proof. The generalized κ-exterior differential of complex valued functions w is given by
Dw = Dw
Dzi
dzi +
Dw
Dzi
dzi =
∂w
∂zi
dzi +
∂w
∂zi
dzi + w
∂κ
∂zi
dzi + w
∂κ
∂zi
dzi
= ∂w + ∂w + w∂κ + w∂κ
= Dw +Dw
= dw + wdκ
where d = ∂ + ∂, ∂ = dzi ∂
∂zi
, ∂ = dzi ∂
∂zi
.
That is to say, the pair of operators ∂, ∂ is generalized as D = ∂ + ∂κ, D = ∂ + ∂κ.
Theorem 7. Let Ω ⊂ Cn be an open set and complex valued function w (z) = u+√−1v is
said to be a κ-structural holomorphic on Ω if and only if
Dw
Dzi
= 0
for all z = (z1, . . . , zn) ∈ Ω ⊂ Cn, and w on Ω ⊂ Cn is said to be the structural entire.
Proof. On the foundation of the lemma 4, it’s easily showing that Dw
Dzi
= 0 is equal to the
lemma 3.
The theorem 7 implies that equation
∂w
∂z¯i
+ w
∂κ
∂z¯i
= 0, i = 1, · · · , n
holds for all κ-structural holomorphic function f on the Ω, lemma 1 as an available solution
can help it to be solved for each index i, its solution are w (zi) = Φ (zi) e−κ.
The theorem 7 also gives a more compact theorem as follows
Theorem 8 (κ-structural holomorphic). κ-structural holomorphic of complex function w at
point z ∈ Cn if and only if it satisfies
Dw = ∂w + w∂κ = 0
where complex structure function κ is defined on the Cn.
Proof. Based on theorem 7, using the expression of ∂ operator, one gets
Dw =
Dw
Dzi
dzi =
∂w
∂zi
dzi + w
∂κ
∂zi
dzi = ∂w + w∂κ = 0
the result follows directly.
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3.3 K-transformation and K (z)-structural holomorphic in Cn
On the space Cn of n-tuples of complex numbers for any z = (z1, z2, · · · , zn)T ∈ Cn.
Similarly, a general K-transformation can be constructed as follows
w (z)→ w˜ (z) = w (z)K (z) , z ∈ U ⊂ Cn (38)
where structural function K (z) = k1 +
√−1k2, where k1, k2 are real functions with respect
to the variables x = (x1, · · · , xn) , y = (y1, · · · , yn), then
u˜ = k1u− vk2, v˜ = vk1 + uk2 (39)
hold, if the real part takes the form k1 = 1 + α, k2 = β, then K (z) = 1 + κ (z) which gets
back to transformation (14).
Remark 2: Note that structural functionK (z) is only dependent to the complex domain
or complex manifold themself, it means that K (z) is innately associated with the space in
which we study the function.
Corollary 5. The generalized structural Wirtinger derivatives based on (38) are
D
Dzi
= K (z)
∂
∂zi
+
∂K
∂zi
,
D
Dzi
= K (z)
∂
∂zi
+
∂K
∂zi
where K (z) = k1 + ik2 is complex function.
Generalized Carleman-Bers-Vekua equation can be formally written in the form
C (z)
∂w
∂zi
+ wA (z) +B (z)w = 0 (40)
Theorem 9. Let Ω ⊂ Cn be an open set and complex valued function w (z) = u+√−1v is
said to be a K (z)-structural holomorphic on Ω if and only if
D
Dzi
w = K
∂w
∂zi
+ w
∂K
∂zi
= 0 (41)
and its solutions are called generalized structural analytic functions.
Note that there is a special case, if let w = K be given and taking it to the theorem 9,
it yields DK
Dzi
= 0, and then it consequently deduces
∂K
∂zi
= 0 (42)
as such special case above, the Wirtinger derivative of K with respect to the complex con-
jugate of z is zero, this is a very interesting feature of the structural function K (z).
Actually, the theorem 9 is a unification which can work for complex field C or Cn or
complex manifold M , if n = 1, then C1 = C.
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Thinking about K (z)-structural holomorphic equation (41)
K (z)
∂w
∂zi
= −w∂K
∂zi
if ∂K
∂zi
= 0, then K (z) = 0 or ∂w
∂zi
= 0, the former produces a polynomial on some certain level,
the latter is rightly just about classical Cauchy-Riemann equation. Contrarily if ∂w
∂zi
= 0, it
generates the special equation (42).
The generalized κ-exterior differential 6 is naturally transformed into the generalized
K (z)-exterior differential form shown as below theorem
Theorem 10. the generalized K (z)-exterior differential operator is
D = Kd+ dK = D +D
where D = K∂ + ∂K, D = K∂ + ∂K, and d = ∂ + ∂.
Proof. The generalized K (z)-exterior differential of complex valued functions w is given by
Dw = Dw
Dzi
dzi +
Dw
Dzi
dzi (43)
= K (z)
∂w
∂zi
dzi + w
∂K
∂zi
dzi +K (z)
∂w
∂zi
dzi + w
∂K
∂zi
dzi
= K (z)
(
∂w
∂zi
dzi +
∂w
∂zi
dzi
)
+ w
(
∂K
∂zi
dzi +
∂K
∂zi
dzi
)
= K (z)
(
∂w + ∂w
)
+ w
(
∂K + ∂K
)
= K (z) dw + wdK
where dw = ∂w
∂zi
dzi + ∂w
∂zi
dzi = ∂w + ∂w. Then
D = K (z) d+ dK = (K (z) ∂ + ∂K) + (K (z) ∂ + ∂K) = D +D
where D = K (z) ∂ + ∂K, D = K (z) ∂ + ∂K.
Basically, the theorem 9 can be viewed in a equivalent expression by using D operator,
Corollary 6. K (z)- structural holomorphic for complex function w (z) = u +
√−1v on
Ω ⊂ Cn is
Dw = K∂w + w∂K = 0
where K (z) is structural function defined on Ω.
To see how the theorem 9 or corollary 6 unifies all situations, let’s take the theorem 9
into consideration. Given a complex function w defined on complex field Ω, then a category
can be created based on the structural function K(z) as follows
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i when K(z) = 1 is constant number, then corollary 5 is rewritten as D
Dzi
= ∂
∂zi
, D
Dzi
= ∂
∂zi
,
this is classic representation shown as (36), meanwhile, K (z)-structural holomorphic
condition is reduced to classic Cauchy-Rieman equation ∂w
∂zi
= 0. This is for the Cn,
when it comes to n = 1, it’s also applied to the C, at this time, the operator matrix Ô
in (3) is Oˆ =
( ∂
∂x
− ∂
∂y
∂
∂y
∂
∂x
)
. Perspectively, in a viewpoint of K (z)-structural holomor-
phic, the classical Cauchy-Rieman equation is equivalent to 1-structural holomorphic
condition.
ii when K (z) = 1 + κ (z) holds with initial condition κ (zi0) = 0, i = 1, · · · , n , then
corollary 5 becomes corollary 4
D
Dzi
∣∣∣zi=zi
0
=
[
(1 + κ)
∂
∂zi
+
∂ (1 + κ)
∂zi
] ∣∣∣zi=zi
0
=
(
∂
∂zi
+
∂κ
∂zi
) ∣∣∣zi=zi
0
D
Dzi
∣∣∣zi=zi
0
=
[
(1 + κ)
∂
∂zi
+
∂ (1 + κ)
∂zi
] ∣∣∣zi=zi
0
=
(
∂
∂zi
+
∂κ
∂zi
) ∣∣∣zi=zi
0
Accordingly, theorem 9 turns to theorem 7, namely κ-structural holomorphic condition
with initial condition, and theorem 10 is degenerated to 6 respectively. Corollary 6
is transformed to theorem 8. The operator matrix Ô in (8) becomes antisymmetric
operator matrix Oˆ =
(
∂
∂x
+ a −
(
∂
∂y
+ c
)
∂
∂y
+ c ∂
∂x
+ a
)
, where coefficients a, c are as (27) shows.
iii As (ii) depicted, if initial condition κ (zi0) = 0, i = 1, · · · , n is removed, one gets
D
Dzi
∣∣∣zi=zi
0
=
(
(1 + κ)
∂
∂zi
+
∂κ
∂zi
) ∣∣∣zi=zi
0
,
D
Dzi
∣∣∣zi=zi
0
=
(
(1 + κ)
∂
∂zi
+
∂κ
∂zi
) ∣∣∣zi=zi
0
Consequently K (z)-structural holomorphic condition is
Dw
Dzi
=
∂w
∂zi
+ κ
∂w
∂zi
+ w
∂κ
∂zi
= 0 (44)
Consider (44) in C shown as Dw
Dz
= ∂w
∂z
+ κ∂w
∂z
+ w ∂κ
∂z
= 0, then (44) in C is equivalent
to the equation (32).
Note that by introducing the structural function K(z), on the one hand, it can unify all
possible kind of equations to describe the holomorphic or generalized analytic, and it suits
the complex manifold even higher dimensional manifold, on the other hand, we can study
different kinds of situations as we need owing to structural function K(z) which can be
chosen arbitrarily. In other words, we can deduce all equations like Cauchy-Riemann equa-
tion or nonlinear Cauchy-Riemann equation or Carleman-Bers-Vekua equation by choosing
appropriate structural function K(z) defined on some complex domain.
The most important thing is that we notice that by using structural function K(z), we
can nicely study some vital properties about singularity or any special points in complex
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field we care.
Example 1. Consider the structural function K (z) = ezz = e|z|
2
in C, then the gener-
alized structural Wirtinger derivatives D
Dz
can be shown as
D
Dz
= K (z)
∂
∂z
+
∂K
∂z
= e|z|
2 ∂
∂z
+ ze|z|
2
Further, Taylor’s expansions of structural function K (z) leads to
D
Dz
=
∂
∂z
+
(
zz +
1
2
|z|4 + · · ·
)
∂
∂z
+ ze|z|
2
then K (z)-structural holomorphic condition is
∂w
∂z
+ zw = 0
or
∂w
∂z
+
(
zz +
1
2
|z|4 + · · ·
)
∂w
∂z
+ wze|z|
2
= 0
Consider point z = 0, then ∂w
∂z
= 0 holds at the origin, it easily get Dw
Dz
|z=0 = ∂w∂z = 0,
therefore, it implies that w is constant at origin z = 0.
Example 2. If we consider K (z) = z, then K (z)-structural holomorphic condition on
the whole plane can be represented in the following form
Dw
Dz
= z
∂w
∂z
+ w = 0
Thusly, then w(0) = 0 holds at origin z = 0.
Example 3. If we consider K (z) = e|z|
2
+z, then K (z)-structural holomorphic condition
on the whole plane is
Dw
Dz
=
(
e|z|
2
+ z
) ∂w
∂z
+ wze|z|
2
+ w = 0
in this way, equation
(
∂w
∂z
+ w
) |z=0 = 0 holds at origin z = 0.
It’ll roughly sum up briefly we have said in the light of K-transormation
K = 1 Cauchy-Riemann equation, analytic condition in C or Cn
∂w
∂z
= 0,
∂w
∂zi
= 0, (i = 1, · · · , n)
that is, 1-structural holomorphic condition.
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K = 1 + κ nonlinear structural Cauchy-Riemann equations, generalized analytic condition
in C or Cn
∂w
∂z
+ κ
∂w
∂z
+ w
∂κ
∂z
= 0,
∂w
∂zi
+ κ
∂w
∂zi
+ w
∂κ
∂zi
= 0, (i = 1, · · · , n)
that is, K-structural holomorphic condition. if κ |z=z0 = 0, κ-structural holomorphic
condition
∂w
∂z
+ w
∂κ
∂z
= 0,
∂w
∂zi
+ w
∂κ
∂zi
= 0, (i = 1, · · · , n)
K = k1 +
√−1k2 nonlinear K-structural Cauchy-Riemann equations in C or Cn
K
∂w
∂z
+ w
∂K
∂z
= 0, K
∂w
∂zi
+ w
∂K
∂zi
= 0, (i = 1, · · · , n)
namely, K-structural holomorphic.
4 Nonlinear K (z)-structural Laplace equation
Proposition 2. Nonlinear K (z)-structural Laplace operator on Ω ⊂ Cn is
D2
DziDzj
= K2
∂2
∂zi∂zj
+K
∂K
∂zi
∂
∂zi
+K
∂2K
∂zi∂zj
− ∂K
∂zi
∂K
∂zi
(45)
Proof. For any given function w (z) = u +
√−1v defined on the Ω ⊂ Cn, then combining
the 5 and the theorem 9, one obtains
D2w
DziDzj
= K2
∂2w
∂zi∂zj
+K
∂K
∂zi
∂w
∂zi
+
(
K
∂2K
∂zi∂zj
− ∂K
∂zi
∂K
∂zi
)
w
=
(
K2
∂2
∂zi∂zj
+K
∂K
∂zi
∂
∂zi
+K
∂2K
∂zi∂zj
− ∂K
∂zi
∂K
∂zi
)
w
hence one gets the desire result.
Take notice of something that nonlinear K (z)-structural Laplace operator is partial dif-
ferential operator of second order, it well fits almost all situation in complex field. It appears
that it’s an unification for all possible situation. Obviously, if let K = 1 be given, then
nonlinear K (z)-structural Laplace operator on Ω ⊂ Cn will be degenerately rewritten as
D2
DziDzj
=
∂2
∂zi∂zj
it’s corresponding to the classical Laplace operator.
Now, let’s discuss if w = K holds, then (42) is tenable or ∂K = 0 set up, and (45) can
be simplified as D
2
DziDzj
= K2 ∂
2
∂zi∂zj
, meanwhile D
2w
DziDzj
= 0⇒ ∂2w
∂zi∂zj
= 0 for given function w
on the Ω ⊂ Cn. From above analysis, it means that the generalizations are reduced to the
primitive Cauchy-Riemann equation if w = K holds.
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Denote Kij =
∂2K
∂zi∂zj
, ψij = KKij − ∂K∂zi ∂K∂zi , then (45) can be rewritten in the form
D2
DziDzj
= K2
∂2
∂zi∂zj
+K
∂K
∂zi
∂
∂zi
+ ψij (46)
As previously demonstrated, one easily obtains nonlinear structural Laplace Equations D
2w
DziDzj
=
0, that is,
Theorem 11. For K(z)-structural holomorphic function w defined on the Ω ⊂ Cn such that
K2
∂2w
∂zi∂zj
+K
∂K
∂zi
∂w
∂zi
+ ψijw = 0 (47)
is called nonlinear K (z)-structural Laplace equations, where ψij = KKij − ∂K∂zi ∂K∂zi .
The second-order partial differential equations (47) is a differential equation that contains
unknown multivariable functions K and their partial derivatives ∂K
∂zi
, ∂K
∂zj
. It’s obvious that it
has different types in different regions with different structural function K. The structural
function K provides a guide to appropriate initial and boundary conditions, and to the
smoothness of the solutions. There are examples of linear partial differential equations
whose coefficients have derivatives of all orders (which are nevertheless not analytic) but
which have no solutions at all. Even if the solution of a partial differential equation exists
and is unique, it may nevertheless have undesirable properties.
Equations (47) as a PDEs actually can be used to describe a wide variety of phenomena
such as sound, heat, electrostatics, electrodynamics, fluid dynamics, elasticity, or quantum
mechanics by choosing proper structural function K(z) on the region we consider. These
seemingly distinct physical phenomena can be formalised similarly in terms of PDEs. .
Transparently, (47) is partial differential equation of second order with form invariance
of equation. By using the operators ∂, ∂ and exterior differential operator ∧, equation (47)
can be reshown as
D2w
DziDzj
dzi ∧ dzj =K2 ∂
2w
∂zi∂zj
dzi ∧ dzj +K∂K
∂zi
∂w
∂zi
dzi ∧ dzj + wψijdzi ∧ dzj
= K2∂∂w +K∂w∂K + wψ (48)
= 0
where
ψ = ψijdz
i ∧ dzj = K∂∂K − ∂K∂K
As shown in the equation (46) or (48) , the last term ψij or ψ is a sort of metric function, not a
operator, because of this unique feature, it’s worth deeply analyzing it. By the way, we notice
that theorem 11 is a form of second order, it reveals that (47) is a self-contained equation,
it means equation (46) is an invariant second order operator under the K-transformation
between complex function on complex field C or Cn or complex manifold M .
As a result of theorem 11 just mentioned, then we get corollary about κ (z) given by
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Corollary 7. Nonlinear κ (z)-structural Laplace operator on Ω ⊂ Cn is
D2
DziDzj
= (1 + κ)2
∂2
∂zi∂zj
+ (1 + κ)
∂κ
∂zi
∂
∂zi
+ (1 + κ)
∂2κ
∂zi∂zj
− ∂κ
∂zi
∂κ
∂zi
without any initial condition. If κ (z0) = 0, z0 = (z
1
0 , · · · , zn0 ) holds, then
D2
DziDzj
|z0 =
∂2
∂zi∂zj
+
∂κ
∂zi
∂
∂zi
+
∂2κ
∂zi∂zj
− ∂κ
∂zi
∂κ
∂zi
For the functions of one complex variable, and based on the theorem 11, it directly
derives the nonlinear structural Laplace equations with one complex variable. To begin with
a nonlinear K-structural Laplace operator
∆K =
K2
4
∆ +K
∂K
∂z
∂
∂z
+ η
where ∆ = 4 ∂
2
∂z∂z
is Laplace operator, η = K
4
∆K − ∂K
∂z
∂K
∂z
. Using this K-structural Laplace
operator, one gets a corollary below
Corollary 8. For K(z)-structural holomorphic function w defined on the Ω ⊂ C such that
K2
4
∆w +K
∂K
∂z
∂w
∂z
+ ηw = 0 (49)
is called K (z)-nonlinear structural Laplace equations.
As a special case that is ordinary differential equations (ODEs), which deal with functions
of a single variable z and their derivatives.
Obviously, the corollary 8 is complete. Equation (49) can be decomposed into two equa-
tions
K2
4
∆u+K
∂K
∂z
∂u
∂z
+ ηu = 0
K2
4
∆v +K
∂K
∂z
∂v
∂z
+ ηv = 0
For the sake of simplicity, classified discussions can be made for the corollary 8 according to
(33). To consider if K (z) = 1 + κ (z) = 1 + α +
√−1β, then equation (49) is of the form(
1
4
+
1
4
κ2 +
1
2
κ
)
∆w + (1 + κ)
∂κ
∂z
∂w
∂z
+
(
1
4
∆κ +
κ
4
∆κ− ∂κ
∂z
∂κ
∂z
)
w = 0 (50)
for w on the C, where 4η = ∆κ+κ∆κ− 4∂κ
∂z
∂κ
∂z¯
. Subsequently, plugging the initial condition
κ (z0) = 0 at point z = z0 into above equation (50), then it’s reduced to a simplified form
∆w + 4
∂κ
∂z¯
∂w
∂z
+
(
∆κ− 4∂κ
∂z
∂κ
∂z¯
)
w = 0
At this moment, 4η = ∆κ− 4∂κ
∂z
∂κ
∂z¯
holds.
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5 Conclusions
Taking it by and large, this paper has successfully built a clear theory mode to unify
all kinds of theoretic form by doing the transformation, actually, it’s a unified transforma-
tion. Mathematically, κ-transformation is a special case of K-transformation. Subsequently,
nonlinear K (z)-structural Laplace equation is developed based on the generalized structural
Wirtinger derivatives and K (z)-structural holomorphic condition. Hence we will separately
explain in the following
κ-transformation Firstly, we make a κ-transformation w (z) → w˜ (z) = w (z) (1 + κ (z))
to rebuild the differential of complex function by using structure function κ (z) =
α (x, y) +
√−1β (x, y) associated with the structure of complex field for all z ∈ Ω and
it satisfies the initial condition κ (z0) = 0 at the point z0 ∈ Ω. The Wirtinger derivatives
∂
∂zi
, ∂
∂z¯i
are respectively extended to the generalized Wirtinger derivatives D
Dzi
, D
Dz¯i
. the
operator ∂ is accordingly replaced by the generalized operator D = ∂ + ∂κ, then
holomorphic condition ∂w = 0 becomes κ-structural holomorphic condition Dw = 0.
K-transformation Secondly, K-transformation w (z) → w˜ (z) = w (z)K (z) as a broad
unifying generalization is naturally created, which gets κ-transformation included.
Nonlinear structural Cauchy-Riemann equations, consist of a system of two partial
differential equations which, together with certain continuity and differentiability new
criteria, form a necessary and sufficient condition for a complex function to be complex
structural differentiable, namely, K-structural holomorphic which can directly deduce
a clear Carleman-Bers-Vekua equations which has explicit meanings. The generalized
K (z)-exterior differential operator and the generalized structural Wirtinger derivatives
are more wider than the situations in κ-transformation.
Nonlinear K (z)-structural Laplace equation Finally, with the help of the generalized
structural Wirtinger derivatives and K-structural holomorphic condition, we conclu-
sively get a complete partial differential equation of second order–nonlinear K (z)-
structural Laplace equations in C or Cn respectively. It has comprehensively summa-
rized most of possibilities that might emerge throughout the study of complex realm
and extensively expanded the harmonic equation.
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