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This thesis consists of two essays on analysis of electricity-price policy using South 
Korea as a case study. The first essay analyzes the effects of electricity-price policy on electricity 
demand and manufacturing output, focusing on how these relationships change over space. Our 
findings suggest that the South Korean government’s plan to increase the electricity price should 
be implemented with a caution. The plan would achieve the objective of mitigating electricity 
demand to avoid potential power shortages; however, the more rapid increase in electricity prices 
may trigger a slowdown in the manufacturing sector. Our findings also imply that South Korean 
experts’ suggestion of regionally-varying electricity pricing needs further consideration. 
Although reflecting regional differences in costs of supplying electricity is important, regionally-
varying pricing may prompt a slowdown in the Seoul metro area manufacturing sector where 
manufacturing is more concentrated than in other areas.  
The second essay analyzes the relationship between the effects of electricity price on 
electricity intensity in the manufacturing sector, focusing particularly on how this relationship 
changes over space and time. We found that increases in electricity price improved electricity-
use efficiency in South Korea’s manufacturing sector in the long run, but not in the short run. 
The regional effects of electricity-price increases on electricity-use efficiency varied depending 
on time and space. The differences may have resulted from different degrees of (1) 
substitutability of electricity-consuming equipment between the short and long runs and (2) price 
impact on electricity demand and manufacturing output in the regions’ manufacturing sectors. 
Our findings have clear implications for electricity-price policy. Governments that control 
electricity prices, such as South Korea, may want to adopt electricity-price management as a 
policy tool to improve electricity-use efficiency in their manufacturing sectors with the following 
caveats. First, electricity price increases are likely to be effective as a long-term tool to improve 
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electricity efficiency in the manufacturing sector, but may not be as effective in the short run 
with some regional exceptions. Second, electricity price increases may hinder electricity-use 
efficiency in regions characterized by manufacturing sectors where price increases reduce 
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Global electricity consumption has increased rapidly in recent years. Worldwide 
electricity consumption increased by 40% between 2000 and 2013, and electricity consumption 
in Asia increased by more than 200% during the same period (Enerdata, 2015). The rapid 
increase of electricity consumption has led to electric power shortages and economic loss. Power 
shortages have occurred due to an increase in electricity demand caused by unusually extreme 
weather in recent years and unstable electricity supply caused by dramatic changes in fuel prices 
and power system malfunctions (NERC Steering Group, 2004). 
To avoid such power system failures in the future, price controls by sector, region, and 
time for anticipated changes in electricity demand have been widely adopted as a temporary 
solution (Paul et al., 2009; Newsham and Bowker, 2010). Although various price-control 
approaches can reduce electricity consumption in the short run, they may also affect the output of 
high energy-intensive industries (e.g., metals, mining, and steel), which consumed 43% of global 
electricity in 2011 (IEA, 2012) and concentrated in low-energy price regions (Kahn and Mansur, 
2013). In evaluating such relationships, our research attempts to fill the gaps in knowledge by (1) 
analyzing the relationships among electricity price, electricity demand, and manufacturing output 
in a spatial modeling framework to simulate the effects of regionally-varying prices and 
regionally-uniform prices on manufacturing’s electricity demand and output and (2) evaluating 
the effects of price on spatial electricity intensity in one framework while accommodating the 
interactions among electricity price, electricity demand, and production output in the short and 
long runs. 
The objective of the first essay is to analyze the effects of electricity-price policy on 
electricity demand and manufacturing output, focusing particularly on whether and how these 
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relationships vary over space. By assessing these relationships in a spatial econometric modeling 
framework, we hypothesize that (1) an increase in electricity price decreases the quantity of 
electricity demanded, which adversely affects manufacturing output. The spatial econometric 
estimates are then used in a simulation analysis to test the hypothesis that (2) changing from a 
regionally-uniform pricing policy to a regionally-varying pricing policy has different regional 
effects on electricity demand and manufacturing output. 
The objective of the second essay is to determine the relationship between the effects of 
electricity price on electricity intensity in the manufacturing sector, focusing particularly on how 
this relationship changes over space and time. To achieve the objective, we tested the hypothesis 
that an increase in the electricity price has different effects on the efficiency of electricity use, 
reflected in electricity intensity, over space and in the short and long runs. As a case study, we 
developed a simultaneous equation systems for a three-input production function using 108 
months of panel data (January 2004 – December 2012) over 16 regions in South Korea. The 
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Chapter 2: Effects of electricity-price policy on electricity demand  



























Electricity demand has increased faster than overall energy use in recent years. The rapid 
increase of electricity consumption has led to electric power shortages and economic loss. Price 
controls for anticipated changes in electricity demand have been widely adopted as a temporary 
solution. This research analyzes the effects of electricity-price policy on electricity demand and 
manufacturing output, focusing on how these relationships change over space. South Korea’s 
electricity demand in the manufacturing sector is used as a case study. Our findings suggest that 
the South Korean government’s plan to increase the electricity price should be implemented with 
a caution. The plan would achieve the objective of mitigating electricity demand to avoid 
potential power shortages; however, the more rapid increase in electricity prices may trigger a 
slowdown in the manufacturing sector. Our findings also imply that South Korean experts’ 
suggestion of regionally-varying electricity pricing needs further consideration. Although 
reflecting regional differences in costs of supplying electricity is important, regionally-varying 
pricing may prompt a slowdown in the Seoul metro area manufacturing sector where 






Electricity demand has increased faster than overall energy use in recent years (World 
Nuclear Association, 2014). Total worldwide electricity consumption grew by 40% during 2000–
2010 while overall energy use grew by 26% during the same period (EIA, 2013). The proportion 
of electricity consumption in total global energy use increased steadily from 16.3% to 17.7% 
between 2005 and 2010, while the share of oil consumption decreased by 2.2% during the same 
period (IEA, 2007, 2012). The recent rise in electricity consumption can be credited to (i) a 
global prevalence of electronic devices such as televisions, personal computers, and mobile 
telephones and (ii) surging demand for electricity in emerging economies such as China, where 
electricity use increased by 66% during 2005–2010 (EIA, 2013; Yuan et al., 2007).  
The rapid increase of electricity consumption has led to electric power shortages and 
economic loss. Power shortages have occurred due to an increase in electricity demand caused 
by unusually extreme weather in recent years and unstable electricity supply caused by dramatic 
changes in fuel prices and power system malfunctions (NERC Steering Group, 2004). Blackouts 
caused major economic losses in western North America in the summer of 1996, Brazil in 1996, 
the northeastern United States and Europe in August and September 2003, and Greece in July 
2004 (Taylor et al., 2005). For example, the blackout that occurred in August 2003 in the 
northeastern United States (i.e., Michigan, Indiana, Pennsylvania, New York, New Jersey, 
Connecticut, and Vermont) resulted in an estimated economic loss of $ 1 billion (Luke, 2010). 
To avoid such power system failures in the future, the capacity and reliability of 
electricity supply can be improved and/or electricity demand can be mitigated. Improving 
electricity supply is considered a long-term solution because increasing reliable capacity requires 
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significant resources. Alternatively, price controls by sector, region, and time for anticipated 
changes in electricity demand have been widely adopted as a temporary solution (Paul et al., 
2009; Newsham and Bowker, 2010). Although various price-control approaches can reduce 
electricity consumption in the short run, they may also affect the output of high energy-intensive 
industries (e.g., metals, mining, and steel), which consumed 43% of global electricity in 2011 
(IEA, 2012) and concentrated in low-energy price regions (Kahn and Mansur, 2013). In 
evaluating such relationships, the majority of research has focused on (i) the price elasticity of 
electricity demand and (ii) causality between electricity demand and manufacturing output. 
Despite the abundant literature dealing with those relationships, appropriate focus has not been 
given to assessing the effect of changes in electricity price on electricity demand and the 
resulting effect on manufacturing output. The scarcity of such research is surprising, given the 
possibility that (i) causality runs from both economic activity and electricity price to electricity 
consumption and (ii) causality runs from electricity price and electricity consumption to 
economic activity (Bernstein and Madlener, 2010).  
Likewise, proper attention has not been given to evaluating the impacts of regionally-
varying prices on electricity demand and manufacturing output, or to their spatial dynamic 
processes. The lack of research in this regard is also unexpected given that (1) many countries 
have adopted (e.g., Australia, Canada, Japan, the United Kingdom, and the United States) or are 
considering adoption of regionally-varying prices based on regional differences in costs of 
generation, transmission, and distribution of electricity (e.g., South Korea) and (2) the findings 
that electricity demand and manufacturing output are spatially interrelated (Cohen and Paul, 
2004, 2005; Blázquez et al., 2013; Kahn and Mansur, 2013; Cho et al., 2015). Our research 
attempts to fill theses gaps in knowledge by analyzing the relationships among electricity price, 
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electricity demand, and manufacturing output in a spatial modeling framework to simulate the 
effects of regionally-varying prices and regionally-uniform prices on manufacturing’s electricity 
demand and output.    
  
1.2. Objectives and significance 
The objective of our research is to analyze the effects of electricity-price policy on 
electricity demand and manufacturing output, focusing particularly on whether and how these 
relationships vary over space. By assessing these relationships in a spatial econometric modeling 
framework, we hypothesize that (1) an increase in electricity price decreases the quantity of 
electricity demanded, which adversely affects manufacturing output. The spatial econometric 
estimates are then used in a simulation analysis to test the hypothesis that (2) changing from a 
regionally-uniform pricing policy to a regionally-varying pricing policy has different regional 
effects on electricity demand and manufacturing output. 
Related to hypothesis (1), the literature shows different price elasticities of electricity 
demand across different economic sectors (e.g., Houtharkker et al., 1974; Halvorsen, 1975; Lin 
et al., 1987; Bose and Shukla, 1999; Paul et al., 2009; Aroonruengsawat et al., 2012; Blázquez et 
al., 2013), causal relationships between electricity consumption and economic activity (Berndt 
and Hesse, 1986; Soytas and Sari, 2007; Bowden and Payne, 2009; Lean and Smyth, 2010; 
Lendel et al., 2013), and causality among electricity price, electricity consumption, and 
economic activity (Asafu-Adjaye, 2000; Mahadevan and Asafu-Adjaye, 2007; Bernstein and 
Madlener, 2010). 
Regarding hypothesis (2), the literature shows regional variation in price elasticities of 
electricity demand (e.g., Walasek, 1981; Bernstein and Griffin, 2006; Paul et al., 2009), 
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differences in price elasticities of electricity demand depending on the electricity-intensities of 
industries (Bjørner et al., 2001), better cost efficiency of regionally-varying pricing relative to 
regionally-uniform pricing (Ma et al., 2003; Krause, 2005), and spatial neighborhood effects of 
electricity demand and manufacturing output (Cohen and Paul, 2004, 2005; Blázquez et al., 
2013; Cho et al., 2015).  
Our research contributes to the literature in two ways. First, we simulate in a single 
modeling framework the effect of changes in electricity price on electricity demand and how 
those changes in electricity demand subsequently affect manufacturing output. Within the 
literature dealing with the relationship between electricity price and electricity demand, the 
impact on manufacturing output has been ignored (e.g., Houtharkker et al., 1974; Halvorsen, 
1975; Lin et al., 1987; Bose and Shukla, 1999). In contrast, the literature dealing with causality 
between electricity demand and manufacturing output has ignored the electricity price and 
demand relationship (e.g., Soytas and Sari, 2007; Bowden and Payne, 2009). However, in one 
study, the causality among electricity price, electricity consumption, and economic activity in the 
manufacturing sector was explored (Bernstein and Madlener, 2010). Despite its contribution of 
determining the causal relationships, price simulations of electricity demand and economic 
output were not performed to evaluate electricity-pricing policy. The need for ex-ante price 
simulations arises because ex-ante simulations can help policy makers evaluate the potential 
consequences on electricity demand and manufacturing output before a price policy is actually 
implemented.   
Second, we apply a general spatial model that accommodates spatial correlations in the 
relationships among electricity price, electricity demand, and manufacturing output. The earlier 
literature mostly focused on estimating electricity demand functions for residential and other 
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sectors without considering spatial issues associated with the relationship (e.g., Houtharkker et 
al., 1974; Halvorsen, 1975; Lin et al., 1987; Bose and Shukla, 1999). More recently researchers 
have begun dealing with the spatial issues inherent in electricity prices and demand (e.g., Paul et 
al., 2009; Aroonruengsawat et al., 2012; Blázquez et al., 2013; Cho et al., 2015). Similarly, 
recent literature has begun dealing with the spatial issues related to manufacturing output (e.g., 
Cohen and Paul, 2004, 2005). Nevertheless, few, if any, studies have dealt with the spatial 
aspects that characterize the relationships among electricity price, electricity demand, and 
manufacturing output in a single modeling framework. 
In the remainder of this paper, we present a conceptual framework for the joint analysis 
of electricity demand and its effects on manufacturing output in the context of input demand and 
production output. Then, we specify an empirical model for use in simulating electricity-pricing 




2.1. Conceptual framework 
Consider a manufacturing firm that produces output quantity Q using electricity E, labor 
L, and capital K inputs at minimum total cost. Assuming constant returns to scale, the firm’s 
cost-minimizing input choice is:  




eE wL vK                                                                                                      (1)                       
0. .  ( , , ).s t Q f E L K  
The solution to this problem gives the firm’s total cost function: 
     ( , , , )TC TC e w v Q ,                                                                                                 (2) 
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where e, w, and v are the electricity price, wage rate, and capital rental rate, respectively. 
Applying Shephard’s Lemma, conditional input (factor) demand functions for electricity *,E
labor *,L and capital
*K are derived by partially differentiating the total cost function with respect 
to e , w, and v (Nicholson and Snyder, 2011, p 353): 
 * , , ,
TC





,                                                                        (3) 
 * , , ,
TC





,                                                                        (4)
 * , , ,
TC





,                                                                        (5) 
and the optimal production function is:  
 * * *, ,Q f E L K .                                                   (6) 
 
2.2. Model specification 
Based on the aforementioned conceptual framework, we empirically specify the 
relationships among input prices, input demands, and manufacturing output to test the 
hypotheses presented in the objectives and significance section. In developing the empirical 
model, we specify a system of four equations that includes equation (3) (“electricity demand 
equation”), equation (4) (“labor demand equation”), equation (5) (“capital demand equation”), 
and equation (6) (“manufacturing output equation”). In developing the system of equations, we 
dealt with five issues.  
First, potential multicollinearity among the explanatory variables in the system is 
diagnosed and addressed. Second, external factors (in addition to input- and output-related 
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variables) not addressed in the conceptual framework are hypothesized to affect input demands 
and manufacturing output. Third, we tested whether temporal errors are correlated among 
themselves in three inputs and manufacturing output. Fourth, we tested whether spatial errors are 
correlated among themselves in three inputs and manufacturing output. Fifth, fixed effects 
models, which assume correlation between individual effects and the independent variables, and 
random effect models, which assume the individual effects are uncorrelated with the independent 
variables, are hypothesized for all equations. Sixth, a simultaneous-equations model with 
endogenous variables is hypothesized.  
In the case of multicollinearity (issue one), the estimated coefficient based on least 
squares estimation is unbiased but the variances of the estimates are biased upward (Liu, 2003). 
Thus, multicollinearity becomes an issue when a t-test fails to reject the zero null hypothesis. We 
used Belsley et al.’s (1980, pp. 98-105) condition number (CN) for multicollinearity diagnostics. 
A rule of thumb is that multicollinearity may be problematic if the proportions of variation 
attributable to two or more variables are greater than 50% for a CN greater than 30 (Belsley et 
al., 1980, pp. 105, 171-173). In the labor and the capital demand equations, the rental rate of 
capital and the electricity price, which were deflated by the consumer price index, had 
proportions of variation greater than 50% associated with a CN greater than 30 and were not 
significant at the 5% level. Since only relative prices theoretically influence the quantity of an 
input demanded, we assumed the capital rental rate as the numeraire. Thus, each input demand 
equation includes the ratios of the electricity price to the capital rental rate and the wage rate to 
the capital rental rate. 
As for external factors (issue two), the literature finds that increases in the numbers of 
days that require heating or cooling (i.e., heating or cooling degree days) result in increases in 
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electricity demand for manufacturing output because a firm uses electricity for operating 
equipment as well as heating and air conditioning that are directly connected to climate and 
weather condition (Paul et al., 2009; Mideksa and Kallbekken, 2010; Saunoris and Sheridan, 
2013). Climate and weather-related variables are included in the electricity demand equation to 
test such effects on electricity demand. Likewise, the literature shows that external market 
conditions affect manufacturing output (Park et al., 2011; Furceri and Mourougane, 2012; KIET, 
2013). To test such effects on manufacturing output, dummy variables are included to represent 
conditions after the free trade agreement was implemented (“FTA dummy variable”) and after 
the financial crisis (“recession dummy variable”) occurred. Exchange rates with major trading 
partners are also included in the manufacturing output equation.  
In relation to the temporal error autocorrelation (third issue), properties of efficient 
estimators are violated if temporal correlations are ignored (Greene, 2012, p. 946). Wooldrige’s 
(2010, pp. 319-320) test for first-order temporal autocorrelation indicates rejection of the null 
hypothesis of no first-order serial autocorrelation (5% level) for the three input demand 
equations, but not for the manufacturing output equation (hereafter, “significant” means 
significant at the 5% level). These results show that there is autocorrelation in the three input 
demand equations whereas, there is no autocorrelation in the manufacturing output equation. We 
adopt the Cochran-Orcutt (Cochrane and Orcutt, 1949) method of filtering of dependent and 
explanatory variables to address temporal error autocorrelation in the three input demand 
equations (Vaghefi et al., 2014). 
In relation to spatial correlation (fourth issue), electricity demand tends to have spatial 
neighborhood effects (Blázquez et al., 2013; Cho et al., 2015). For example, an industrial park 
that includes numerous firms that achieve the benefits from economies of agglomeration would 
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have spatial clustering effects on electricity demand. Likewise, the other input demands (i.e., 
labor and capital) would be spatially correlated because input markets depend on input-related 
rental rates, which are closely related to the economic activities associated with neighboring 
economies (Longhi and Nijkamp, 2007; Capello, 2009). Similarly, manufacturing output may be 
spatially correlated because interactions through technological diffusion and capital inflows 
among adjacent regions influence a region’s manufacturing output (Moreno and Trehan, 1997; 
Ramírez and Loboguerrero, 2002; Meliciani and Peracchi, 2006).  
Robust spatial Lagrange multiplier (LM) tests for spatial lag dependence and spatial error 
autocorrelation (Anselin, 1998) are implemented for the four equations. Because the test results 
may depend on spatial weight matrices, which summarize spatial relations between n spatial 
units, different spatial weight matrices are used as a sensitivity analysis. The results of the robust 
spatial lag and error LM tests are presented in Table 2.1. Robust LM statistics for the spatial lag 
dependence model of electricity demand favor the spatial lag dependence model for seven of 
nine spatial weight matrices. Robust LM statistics favor the spatial error autocorrelation model 
for all spatial weight matrices.  
The results of the robust spatial lag LM tests for labor demand and capital demand do not 
favor the spatial lag dependence model regardless of the spatial weight metrics used, but test 
results for the manufacturing output equation favor the spatial lag dependence model for three of 
nine spatial weight matrices. The results of robust spatial error LM tests for the labor demand, 
capital demand, and manufacturing output equations favor the spatial error autocorrelation model 
for seven, two, and four of nine spatial weight matrices, respectively (see details in Table 2.1). 
Hausman tests (Hausman, 1978) are implemented for the four equations to determine if 
the random effects model is more statistically efficient than the fixed effects model or vice versa 
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(fifth issue). Tests for the electricity demand, labor demand, capital demand, and manufacturing 
output equations favor both the spatial fixed effect model and random effect model. 
Nevertheless, the Hausman tests indicate, for all four equations, the spatial fixed effect model is 
more statistically efficient than the random effect model (see details in Table 2.2).  
Regarding the sixth issue, because input demands are dependent on manufacturing 
output, and output is dependent on input demands, input demands and manufacturing output are 
simultaneously determined—E, L, K, and Q are endogenous. Apart from those variables, the 
input prices may be simultaneously determine by demand and supply in their respective markets, 
making them endogenous to the system of equations. Thus, we conducted Durbin-Wu-Hausman 
endogeneity tests (Durbin, 1954; Wu, 1973; Hausman, 1978) for the ratio of the electricity price 
to the capital rental rate (henceforth, relative electricity price) and the ratio of the wage rate to 
the capital rental rate (henceforth, relative wage) in the three input demand equations.  
Identifying appropriate instruments for the tests is challenging (Hausman and Taylor, 
1981). The oil price, coal price, and Won-Dollar exchange rate are potential instruments for the 
relative electricity price, hypothesizing that they are correlated with the relative electricity price 
but uncorrelated with error terms in the input demand equations. The literature shows that the 
electricity price is related to the price of natural resources (e.g., coal and oil) used for electricity 
generation (Lam, 2004; Paul et al., 2009). Likewise, the FTA dummy variable and the recession 
dummy variable are used as instruments for the relative wage, hypothesizing that these external 
market factors are correlated with the relative wage and uncorrelated with error terms in the 
input demand equations (Beaudry and DiNardo, 1991). We conduct under-, weak-, and over-
identification tests of thee instruments’ reliability. The instruments, reliability test results, and 
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Durbin-Wu-Hausman test statistics are presented in Table 2.3. The endogeneity tests fail to reject 
the null hypotheses that the relative prices are exogenous in the input demand equations.  
Given the abovementioned results, we specify electricity demand and manufacturing 
output with the general spatial model and labor demand and capital demand with the spatial error 
model:  
30 1ln ln ln
E E E
it E it it it itE E Q X u           
E E
2 i iE tα ZW μ                                    (7) 
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where the subscripts represent region i at time t (i = 1, 2, …, 16 and t = 2004, 2005, …, 2012);  
the superscripts E, L, K, and Q are associated with variables in the electricity, labor, and capital 
demand equations and the manufacturing output equation, respectively; 
1ln ln lnit it E itE E E    , 
1ln ln lnit it L itL L L    , 1ln ln lnit it K itK K K    , 1 = ln ln ln
E
it it E itQ Q Q  ,
1 = ln ln ln
L
it it L itQ Q Q   , and 1 = ln ln ln
K
it it K itQ Q Q  where itE  is electricity demand in 
gigawatt-hours (GWh), itL  is the total number of laborers (i.e., full-time, temporary, and daily 
laborers) in the workforce, itK  is the total value of tangible assets (US million dollar), itQ  is 
gross manufacturing output (US million dollar), E is the first-order autoregressive parameter of 
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electricity demand, L is the first-order autoregressive parameter of labor demand, and K is the 
first-order autoregressive parameter of capital demand; 
E  
E
it it it-1Z Z Z , L  
L




it it it-1Z Z Z  where itZ is a vector of exogenous variables that affect input demands 
(i.e., relative input prices); 
1
E E E
it it E itX X X    where 
E
itX  represents exogenous variables that 
affect electricity demand (i.e., climate and weather condition represented by heating degree days 
and cooling degree days); 
Q
it
X is a vector of exogenous variables that affect manufacturing output 
(i.e., FTA dummy variable, recession dummy variable, Won-Dollar exchange rates); W is an n × 
n spatial weight matrix; 𝜌 is the spatial autoregressive coefficient explaining spatial lag 
dependence; 𝜏 is a spatial error coefficient; 0 , 1 , 3 , 0 , 1 , 0 , 1 , 0 , 1 , 2 , and 3  are 
scalar parameters; 2α , 2β , 2γ , and 4δ  are parameter vectors; iμ is the vector of individual 
effects that are constant over time (i.e., fixed effects); 𝑢𝑖𝑡 and 𝜀𝑖𝑡 are the spatial error and random 
error terms, respectively. 
We estimate the system of four equations using the generalized spatial two-stage least 
squares (GS2SLS) estimator of spatial autoregressive models with autoregressive disturbances 
(Kelejian and Prucha, 1998). In the first stage, we obtain instrumented values of the endogenous 
variables ln itE EW and ln ,itQQW  say ln itE

EW and ln .itQQW  ln itE

EW is obtained by regressing 



































X ). Similarly, ln itQQW is obtained by regressing ln itQQW on the 
same set of instruments, respectively. Likewise, we obtain ln itE
 , ln ,itL
 ln ,itK
 and ln itQ by 
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X . In the second stage, equations (7) – (10) are re-estimated using fixed-effect panel OLS after 
substituting ln itE
 , ln ,itL
 ln ,itK
 and ln itQ for ln ,itE  ln ,itL  ln ,itK  and ln itQ , respectively, and 
ln itE

EW  and ln itQQW  for ln itE EW and ln itQQW , respectively. 
 
2.3. Electricity-price simulation scenarios  
Input demands and manufacturing output are predicted for the 2013–2022 period for 16 
regions of South Korea using the marginal effects estimated from Equations (7), (8), (9), and 
(10) under the status quo (baseline) and two hypothetical electricity price plans. An iterative 
procedure is used to solve the system of equations simultaneously each year by Microsoft Excel 
(2013). The procedure iterates until the differences between the predicted values of the four 
variables in the last iteration are smaller than 1.0E-5 of their predicted values in the penultimate 
iteration. The baseline assumes a regionally-uniform percentage increase of 2.7% in the real 
annual electricity price, which is the annual average rate of increase over the 2004–2012 period. 
Hypothetical scenario (1) assumes regionally-uniform real annual electricity price 
increases of 4.7%. This scenario is loosely motivated by South Korea’s sixth master plan for 
electricity demand and supply (Ministry of Trade, Industry, and Energy of South Korea, 2013) to 
reach an electricity price equal to the average price of Organization for Economic Co-operation 
and Development (OECD) countries. The electricity price in the manufacturing sector of South 
Korea was 20% lower in 2011 than the average OECD price (Jeon, 2013). Given a 2.8% annual 
average increase in real electricity prices in OECD countries during 2006–2010 (IEA, 2007, 
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2012; OECD, 2014), a 4.7% average annual rate of increase would allow South Korea to reach 
the average OECD price of electricity by the end of the simulation period in 2022.  
Hypothetical scenario (2) assumes real electricity prices increase at regionally-varying 
rates based on regionally-varying transmission costs with the constraint of achieving the same 
annual increase in the weighted-average electricity price as assumed in hypothetical scenario (1) 
(referred to as “electricity-price neutrality”). This scenario is specified based on (i) South Korean 
electricity market experts’ suggestions that the electricity price should be lower in regions close 
to power plants because of lower transmission costs than in regions more distant from power 
plants to reflect differences in the cost of supplying electricity (Kim, 2001) and (ii) electricity-
price neutrality compared to hypothetical scenario (1). For simplicity, we assume two regions: 
Seoul metropolitan area including Seoul, Incheon, and Gyeonggi do (referred to as “Seoul metro 
area”) and the rest of the country (referred to as “non-Seoul metro area”). 
Annual rates of increase in the electricity price for the Seoul metro area (m) and the non-
Seoul metro area (-m) are determined by solving the following system of constraints: 
(1 0.047)( ) (1 ) (1 )m m m m m mt t t t t t t t te E E e r E e r E
                                           (11) 
9
(1 ) (1 )
10
m m
t t t te r e r
    ,                                                                                  (12) 
where t is year (t = 2012, 2013, …, 2021), e  is the regionally-uniform electricity price, 0.047 is 
regionally-uniform annual rate of increase in the electricity price that would allow South Korea 
to reach the OECD average electricity price in the manufacturing sector, E is total quantity of 
electricity demanded, r is the annual rate of increase in the electricity price, and 9/10 is the ratio 
of the electricity prices in the non-Seoul metro area to the Seoul metro area. This ratio adjusts for 
the difference in costs of supplying electricity to the two regions (Lee, 2007). 
21 
 
Equation (11) is the electricity-price neutrality constraint and equation (12) requires the 
electricity price in the non-Seoul metro area to equal 9/10 of the Seoul metro area price. The 
electricity-price neutrality constraint allows comparisons of the regional differences in the price-
change effects between scenarios (1) and (2), given the same annual average rate of increase in 
the electricity price.  
We keep the same projected values for other explanatory variables for the 2013–2022 
period to predict the input demands and manufacturing output under the baseline and scenarios 
(1) and (2). In doing so, we made assumptions that, during ten years, (i) the FTA between South 
Korea and the ASEAN will last (i.e., FTA dummy variable = 1), (ii) no recession will be 
occurred (i.e., recession dummy variable = 0), (iii) climate and weather condition and Won-
Dollar exchange rate will repeat at the historical average levels (i.e., average heating plus cooling 
degree days and average Won-Dollar exchange rate during 2004–2012), (v) wage rate and capital 
rental rate will change at the historical annual percentage change rates for each region (i.e., 
average annual percentage increase/decrease for each region during 2004–2012). 
 
2.4. Study area and data 
Input demand for electricity and supply of manufacturing output in South Korea are used 
as a case study. South Korea was chosen for the unique characteristics of its artificially lower 
and regionally-uniform electricity price system to promote stable growth in manufacturing and 
for the country’s plan to increase its prices to OECD levels in the near future. The average 
electricity price in South Korea is currently lower than the average prices of other energy 
sources, including oil, coal and gas (Jeon, 2013), and the price of electricity used for 
manufacturing was the lowest among the 31 countries investigated by IEA (2012) in 2010. The 
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lower electricity price established by the government is intended to boost the manufacturing 
sector by providing an affordable energy source (Cho et al., 2007). In part due to this price 
system, electricity consumption of South Korea in 2011 was the ninth highest in the world and 
the share of electricity used for manufacturing was more than 50% of total electricity 
consumption. This percentage is higher than for most developed countries (e.g., 24% in the 
United States, 35.6% in Japan, and 42.5% in Germany) (Nation master, 2005; EIA, 2013). 
Abundant electric power usage led to the nation’s electricity power crisis in 2013 (AFP, 2013). 
In response to that crisis, the South Korea Ministry of Trade, Industry, and Energy (2013) 
announced its plan to increase the price of electricity for use in manufacturing.  
The data for this analysis pertain to 16 regions in South Korea consisting of 7 
metropolitan cities (i.e., Seoul, Busan, Daegu, Incheon, Kwangju, Daejeon, and Ulsan), 8 
provinces (i.e., Gyeonggi-do, Gangwon-do, Chungcheongbuk-do, Chungcheongnam-do, 
Jeollabuk-do, Jeollanam-do, Gyeongsangbuk-do, and Gyeongsangnam-do), and 1 special self-
governing province (i.e., Jeju-do). Electricity demand and electricity price for manufacturing use 
across the 16 regions for 2004–2012 were obtained from Korea Energy Statistics Information 
System (KESIS, 2014). Gross manufacturing output, total value of tangible assets, total number 
of workers, ten-year government bond yield, salaries paid for working population in the 
manufacturing sector, Won-Dollar exchange rates, and consumer price index in each of the 16 
regions for 2004–2012 were obtained from Korean Statistical Information Service (KOSIS, 
2014). Heating degree days and cooling degree days were collected from KOSIS (2014). Table 
2.4 presents variable names, definitions, and descriptive statistics.  
Gross output, electricity price, wage rate, and capital variables are deflated by the 
consumer price index (2010 = 100) (KOSIS, 2014). The wage rate is calculated by dividing total 
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salaries by total employment. The capital rental rate is measured as the sum of the weighted 
average rates of depreciation of buildings, structures, machinery, and vehicles and the ten-year 
real government bond yield, the latter representing the opportunity cost of holding the capital 
stock (Berndt and Hesse, 1986; Blank and Eggink, 2014). Gross manufacturing output, 
electricity price, wage rate, and capital variables are converted to U.S. dollar values using the 
2010 Won-Dollar annual average exchange rate. Cooling degree days are the annual sum of the 
differences between daily mean temperatures and 26 degree Celsius for the days with mean 
temperatures higher than 26 degree Celsius. Heating degree days are the annual sum of the 
differences between daily mean temperatures and 18 degree Celsius for the days with mean 
temperatures lower than 18 degree Celsius. The free trade agreement (FTA) dummy variable 
equals 1 for 2008–2012 and 0 otherwise to capture the effect on manufacturing output of 
implementing the FTA between South Korea and the Association of Southeast Asian Nations 
(ASEAN) (i.e., Brunei, Cambodia, Indonesia, Laos, Malaysia, Myanmar, Philippines, Singapore, 
Thailand, and Vietnam) in 2007. The Won-Dollar exchange rate is calculated as the annual 
average of Korean Won exchanged for 1 US Dollar. The Won-Dollar exchange rate is used to 
control for the effects on manufacturing output of changes in the purchasing power of trading 
partner countries.1 The recession dummy variable equals 1 in 2009 and 0 otherwise to identify 
the effect of the financial crisis on manufacturing output. 
 
                                                          
1 Even though China and Japan are major trading partners with South Korea and the United States, Won-
Dollar exchange rates are included in the output equation because correlations among the three exchange 
rates (i.e., Won-Dollar exchange rates, Won-Yuan exchange rate, and Won-Yen exchange rates) were more 
than 0.8 during the research period. 
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3. Results and discussion 
The robust spatial lag and spatial error LM tests for the models using the 9 weight 
matrices are in Table 2.1 and their goodness of fit measures (i.e., adjusted-R2 and log-likelihood) 
are in Table 2.5. The consistently high goodness of fit suggests the selection of spatial weight 
matrix is not germane to model identification. Given these results, we report in Table 2.6 the 
regressions results for the input demand and manufacturing output equations using the second-
order nearest neighbor inverse distance weight matrix.  
The parameter estimate of the spatial-lag dependent variable in the electricity demand 
equation is not significant while the parameter estimate of the spatial-lag dependent variable in 
the manufacturing output equation is significant. The spatial spillover of manufacturing output 
agrees with previous findings (Moreno and Trehan, 1997; Ramírez and Loboguerrero, 2002; 
Meliciani and Peracchi, 2006). This result is mainly due to the technological dynamics of 
industrial clusters and can be explained by the clustering of industry in and around major cities. 
The manufacturing industry of South Korea is concentrated in two industrial clusters: a cluster in 
Seoul and neighboring regions (i.e., Seoul, Incheon, Gyeonggi-do, Chungcheongbuk-do, and 
Chungcheongnam-do) and a cluster in three Gyeongsang regions (i.e., Busan, Ulsan, and 
Gyeongsangnam-do) (Choi and Kim, 2010). The parameter estimates for spatial error in the 
labor demand and capital demand equations are positive and significant, reflecting the 
correlation of error terms across space. 
Diagnostics indicate the variances of relative electricity price, relative wage, and 
manufacturing output may be inflated by multicollinearity in the labor demand equation; thus 
failure to reject the zero null hypothesis cannot be concluded. Similarly, multicollinearity may 
have inflated the variances of the relative electricity price in the capital demand equation and the 
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exchange rate in the manufacturing output equation. In the electricity demand equation, heating 
plus cooling degree days has proportions of variation of 0.47 and 0.59, respectively, associated 
with a CN greater than 30. The proportion of variation for heating plus cooling degree days is 
close to our rule-of-thumb cutoff of 0.5, suggesting failure to reject the zero null hypothesis for 
this variable should be viewed with caution. Nevertheless, multicollinearity posses little problem 
because the related variables in those equations are not our main focus and the inflated variances 
do not affect our simulation results because the parameter estimates are unbiased (Liu, 2003). 
 
3.1. Variables of interest 
The parameter estimate for the relative electricity price is significant and negative in the 
electricity demand equation, suggesting that a 1% increase in the electricity price decreases 
electricity demand by 0.23%.2 This price elasticity falls within the range (-0.57 to -0.16) of price 
elasticities of industrial electricity demand found in previous literature (e.g., Bjørner et al., 2001; 
Kamerschen and Porter, 2004; Paul et al., 2009; Bernstein and Madlener, 2010; He et al., 2011). 
The electricity demand elasticity with respect to manufacturing output is 0.34 and the 
output elasticity with respect to electricity demand is 0.31. Thus, a 1% increase in manufacturing 
output increases electricity demand by 0.34% and a 1% increase in electricity demand increases 
manufacturing output by 0.31%. The electricity demand elasticity with respect to manufacturing 
output is within the range (0.17 to 1.06) found in the literature (Bjørner et al., 2001; Paul et al., 
2009; Bernstein and Madlener, 2010), whereas the estimated output elasticity with respect to 
                                                          
2 The relative price elasticity of electricity demand equals the price elasticity of electricity demand  
because the derivative of the natural log of electricity demand with respect to the natural log of electricity  




electricity demand is lower than the range (0.44 to 1.54) found in the literature (Lee, 2005; 
Narayan and Singh, 2007; Chandran et al., 2010). Our findings suggest that electricity demand 
and manufacturing output have a bidirectional casual relationship (Yang, 2000; Ghali and El-
Sakka, 2004; Yoo, 2005, 2006), leading to fail to reject hypothesis (1). These findings imply that 
an energy policy that raises electricity prices in South Korea above historical trends may 
adversely affect manufacturing output. 
 
3.2. Other control variables 
Manufacturing output is siginificant and positive in the capital demand equation. This 
result suggest that as manufacturing output increases, capital demand will respond positively. 
The output elasticity with repsect to capital demand in the manufacturing output equation is 0.38, 
implying a 1% increase in capital demand increases manufacturing output by 0.38%.  
The effect of the FTA dummy variable on manufacturing output in South Korea is 
positive and significant, implying that the manufacturing output of South Korea increased after 
implementation of the FTA, ceteris paribus. The ASEAN market is South Korea’s second largest 
trading partner (FTA Korea, 2014) and manufacturing output in South Korea is heavily 
dependent on export markets. Thus, the postitive influence on manufacturing output of 
implementing the FTA may be due to exports to the ASEAN market accounting for a larger 
share of manufacturing output.   
 
3.3. Simulation results 
Figure 1 shows predicted electricity demand and manufacturing output for the baseline 
and the two hypothetical scenarios using historical data for the exogenous variables for 2004–
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2012 and projected data for 2013–2022. Although baseline electricity demand for manufacturing 
increased by 45.1% and manufactuing output increased by 46.0% between 2005 and 2012, 
baesline electricity demand increased from 231.4 to 324.1 thousand GWh (40.1%) and 
manufacturing output increased from $927.2 to $1,042.8 billion (12.5%) between 2013 and 
2022. It is worth to note that the rate of increase in manufacturing output is relatively lower 
during 2013–2022 than during 2004–2012, even with the similar rate of increase in electricity 
demand between the two periods. Since the effect of labor on manufacturing output is not 
significiant, the difference is likely caused by slowdown of increase in capital demand in 
projected years, i.e., 34.4% (from $289.4 to $360.9 billion) during 2004–2012 and 24.7% (from 
$289.4 to $360.9 billion) during 2013–2022. 
In addition, scenario 1 electricity demand increased from 228.7 to 263.3 thousand GWh 
(15.1%) between 2013 and 2022 and for scenario 2 the increase was from 228.7 to 260.0 
thousand GWh (13.7%). The corresponding increases in manufacturing output were from $920.6 
to $969.2 billion (5.3%) for scenario 1 and from $920.4 to $966.7 billion (5.0%) for scenario 2. 
The little increases in predicted electricity demand and manufacturing output were due to the 
higher average annual percentage 4.7% (versus 2.7%) increase in the electricity price (i.e., 2 
oercent point higher increase) assumed for those scenarios than for the baseline.  
Figure 1 shows predicted electricity demand increasing from 71.6 to 76.7 thousand GWh 
(or 7.1%) in the Seoul metro area between 2013 and 2022 under scenario (2) and from 157.1 to 
183.3 thousand GWh (or 16.7%) in the non-Seoul metro area. Predicted manufacturing ouput 
increased from $271.9 to $278.6 billion (or 2.5%) and from $648.5 to $688.1 billion (or 6.1%) in 
Seoul metro area and the non-Seoul metro area, respectively. The little increases in the Seoul 
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metro area was due to the 1.5% (10/9—equation 12) higher average annual increase in the 
electricity price in Seoul metro area.  
Compared with the baseline in 2022, predicted electricity demand in the Seoul metro area 
was 18.3 thousand GWh (or 18.2%) lower under screnario (1) and 24.0 thousand GWh (or 
23.8%) lower under scenario (2). Predicted electricity demand in the non-Seoul metro area was 
52.6 thousand GWh (or 19.1%) lower and 50.1 thousand GWh (or 17.9%) lower under scenarios 
(1) and (2), respectively, compared to the baseline in 2022. Predicted manufacturing output in 
the Seoul metro area in 2022 was $20.5 billion (or 6.7%) lower than the baseline and $27.7 
billion (or 9.1%) lower under scenarios (1) and (2), respectively. Similarly calculated decreases 
in maufacturing output from the baseline, for the non-Seoul metro were $52.9 billion (or 7.3%) 
and $48.3 billion (or 6.6%) under scenarios (1) and (2), respectively. These regional differences 
in the impacts on electricity demand and manufacturing output due to a  regionally-varying 
electricity pricing policy versus a regionally-uniform pricing policy provide evidence supporting 
hypothesis (2). 
 
4. Conclusions and policy implications 
We summarize our empirical results with two key findings and their implications. First, 
we fail to reject hypothesis (1) that an increase in electricity price decreases electricity demand, 
which adversely affects manufacturing output. Specifically, a 2% higher annual increase in the 
electricity price decreased electricity demand and manufacturing output by about 26% and 7% 
more than if the 2004-2012 historical trend in electicity price continued during 2013–2022. 
These findings suggest that the South Korean government’s plan (i.e., the six master plan for 
electricity demand and supply) to increase the electricity price to the OECD average level should 
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be implemented with a caution. The plan would achieve the objective of mitigating electricity 
demand to avoid potential power shortages; however, the more rapid increase in electricity prices 
may trigger a slowdown in the manufacturing sector.  
Second, we fail to reject hypothesis (2) that the effects of regionally-varying price 
changes versus regionally-uniform price changes on electricity demand and manufacturing 
output differ regionally. Specifically, predicted electricity demand in 2022 decreased 5.6 
percentage points (23.8% − 18.2%; i.e., Seoul scenario (2) − Seoul scenario (2)) more in the 
Seoul metro area and decreased 1.2 percentage points (17.9% − 19.1%; i.e., non-Seoul scenario 
(2) – non-Seoul scenario (1)) less in the non-Seoul metro area because of relatively higher annual 
increases in the Seoul metro area electricity price. At the same time, manufacturing output 
decreased 2.4 percentage points (9.1% − 6.7%) more in Seoul metro area and decreased 0.7 
percentage points (6.6% − 7.3%) less in the non-Seoul metro area. These findings suggest that 
South Korean electricity market experts’ suggestion of regionally-varying electricity prices 
should be considered with caution. Although accounting for differences in costs of supplying 
electricity may be important to consider in South Korea, a regionally-varying pricing policy may 
prompt a slowdown in the Seoul metro area manufacturing sector, where manufacturing is more 
concentrated than in the non-Seoul metro area.  
Although this study provides insight into a temporary solution to avoid potential power 
shortages by increasing the electricity price, it does not address the effect of reliability of 
electricity usage on manufacturing output which, directly affects potential improvements in the 
efficiency of supplying electricity to meet the demand. A complementary analysis estimating the 
potential impacts of changes in electricity prices on reliability of electricity usage on 
manufacturing output and resulting effects on energy efficiency would help South Korean policy 
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makers develop longer-term electricity-pricing strategies. Future analyses connecting the impacts 
on electricity efficiency and economy activity would be useful in generating potential solutions 
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Table 2.1. Test results of spatial models 
W matrices 

















K nearest neighbor (KNN) 
K=2 3.402 7.703* 2.162 2.425 0.526 0.322 4.836* 4.217* 
K=3 4.865* 12.488* 0.075 8.737* 0.320 1.449 2.372 4.181* 
K=4 5.044* 15.805* 0.019 10.368* 0.023 2.707 0.527 1.562 
K=5 8.400* 22.863* 1.244 19.161* 0.890 7.770* 0.072 0.006 
KNN Inverse distance 
K=2 4.572* 5.841* 2.162 2.672 0.405 0.153 4.704* 4.579* 
K=3 3.528 7.264* 0.075 5.264* 0.298 0.499 3.684* 5.144* 
K=4 4.216* 9.583* 0.019 6.203* 0.132 1.203 2.120 3.311 
K=5 6.220* 13.156* 1.244 10.312* 0.025 2.846 0.899 1.325 
Inverse Distance 6.511* 29.425* 2.162 27.803* 2.200 11.425* 0.050 0.192 
* Denotes significance at 5% level. 
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Table 2.2. Tests on panel fixed effect and random effect models 
 
Fixed effect model 
( Spatial fixed ) 
Random effect model Hausman test 
Electricity demand 108.75* 4.27* 36.98* 
Labor demand 2.68* 5.12* 23.74* 
Capital demand 6.03* 3.84* 50.15* 
Manufacturing output 200.32* 381.53* 11.55* 
* Denotes significance at 5% level 
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Electricity price-to-capital rental rate 
for electricity demand equation 
A, B, C 76.883* 53.143* 3.324 2.450 
Electricity price-to-capital rental rate 
for labor demand equation 
A, B, C 49.701* 16.821* 2.718 1.566 
Electricity price-to-capital rental rate 
for capital demand equation 
A, B, C 32.605* 10.057* 3.112 1.367 
Wage-to-capital rental rate for 
electricity demand equation 
D, E 42.109* 17.323* 1.298 3.768 
Wage-to-capital rental rate for labor 
demand equation 
D, E 44.710* 14.225* 1.734 3.645 
Wage-to-capital rental rate for capital 
demand equation 
D, E 38.496* 11.398* 1.642 0.720 







Table 2.4. Variable names, descriptions, and statistics 
Variable Descriptive Mean 
(Standard deviation) 
Manufacturing output Gross output produced by manufacturing sector deflated by consumer 
price index (US million dollar) 
64,046.823 
(61,845.308) 




Labor demand Total employment in manufacturing sector (thousand person) 160.353 
(176.146) 
Capital demand Total value of tangible assets including buildings, structures, machinery, 
and vehicles in manufacturing sector deflated by consumer price index 




rental rate  
Annual average electricity price (US dollar/megawatt-hour)for 





Total salaries (US thousand dollar) divided by total employment 




Climate and weather 
condition 














1 if year is 2009, 0 otherwise 0.125 
(0.332) 
 b Heating degree days are calculated by annual sum of the difference between daily mean temperatures and 18 degree Celsius for 
days with mean temperatures lower than 18 degree Celsius and cooling degree days are calculated by Annual sum of the difference 




Table 2.5. Goodness of fit for the spatial panel model using different spatial weight matrices 
W matrices 













K nearest neighbor (KNN) 
K=2 0.991 259.326 0.793 253.328 0.782 181.904 0.886 203.204 
K=3 0.991 259.476 0.793 255.754 0.781 182.712 0.914 202.866 
K=4 0.991 260.249 0.793 256.172 0.781 183.059 0.906 202.471 
K=5 0.991 259.749 0.792 255.861 0.781 183.763 0.908 201.882 
KNN Inverse distance 
K=2 0.992 259.047 0.793 252.387 0.782 181.200 0.884 203.205 
K=3 0.990 259.309 0.793 254.348 0.782 181.564 0.894 203.178 
K=4 0.990 259.590 0.793 254.763 0.782 182.127 0.896 202.679 
K=5 0.991 259.427 0.793 254.978 0.782 182.518 0.901 202.294 





Table 2.6. Estimation results for GS2SLS and spatial error model using a second-order nearest neighbor inverse distance weight 
matrix 
Variable Electricity demand Labor demand Capital demand Manufacturing output 
Intercept 0.953* (1.366) 0.802* (0.404) 0.096* (0.590) -1.383 (1.885) 
Electricity price-to-capital 
rental rate 
-0.228* (0.073) 0.041 (0.071) -0.057 (0.123)   
Wage-to-capital rental rate 0.133 (0.109) -0.052 (0.109) -0.061 (0.197)   
Climate and weather 
condition 
0.026 (0.052)       
FTA dummy variable       0.090* (0.041) 
Won-Dollar exchange rates       -0.173 (0.190) 
Recession dummy variable       -0.021 (0.028) 
Manufacturing output  0.343* (0.039) 0.077* (0.032) 0.394* (0.089)   
Electricity demand        0.311* (0.136) 
Labor demand       0.172 (0.171) 
Capital demand       0.377* (0.166) 
Spatial lag 0.117 (0.092)     0.254* (0.100) 
Spatial error     0.290* (0.077) 0.159* (0.081)    
* Indicates statistical significance at the 5% level, and standard errors are in parentheses. 











































Chapter 3: Estimating the short run and the long run effects of  



























 Global electricity consumption has increased rapidly in recent years. Improving the 
efficiency of electricity use as an alternative and/or complement to the construction of new 
power plants has received recent attention because of the potential environmental harm and high 
cost of constructing new power facilities. The objective of our research is to determine the 
relationship between the effects of electricity price on electricity intensity in the manufacturing 
sector with a particular focus on how this relationship changes over space and time. As a case 
study, we developed a simultaneous equation systems for a three-input production function using 
108 months of panel data (January 2004 – December 2012) over 16 regions in South Korea. We 
found that increases in electricity price improved electricity intensity in South Korea’s 
manufacturing sector in the long run, but not in the short run. The effects of electricity-price 
increases on electricity intensity varied over time and space. The differences may have resulted 
from different degrees of (1) substitutability of electricity-consuming equipment between the 
short and long runs, and (2) price impact on electricity demand and manufacturing output in the 
regions’ manufacturing sectors. Our findings imply that electricity-price management as a 
potential policy tool to improve electricity intensity in the manufacturing sectors for the 
government controlling electricity prices with the following cautions. First, electricity price 
increases are likely to be effective as a long-term tool to improve electricity efficiency in the 
manufacturing sector, but may not be as effective in the short run with some regional exceptions. 
Second, electricity price increases may hinder electricity-use efficiency in regions characterized     
by manufacturing sectors where price increases reduce manufacturing output relatively more 




Global electricity consumption has increased rapidly in recent years. Worldwide 
electricity consumption increased by 40% between 2000 and 2013, and electricity consumption 
in Asia increased by more than 200% during the same period (Enerdata 2015). With these 
increases, excess electricity demand has become a global problem. For example, due to 
unusually hot weather, a major blackout imposed disruptions (i.e., traffic signals, elevators, and 
machines) on the daily lives of South Koreans in September 2011 (Kim et al. 2014). The 
northeastern United States and India also experienced unparalleled blackouts during the summer 
peaks for electricity demand in 2003 and 2012, respectively (NERC Steering Group 2004, Tang 
et al. 2012). 
Building new power plants and technology and material improvements is the ultimate 
solution to the problems caused by excess electricity demand. However, because of the potential 
high cost of new plants and innovations (Ansolabehere and Konisky 2009), improving the 
efficiency of electricity use as an alternative and/or complement to the ultimate solutions to the 
problems has received recent attention. For example, the U.S. Federal budget for energy-
efficiency projects more than tripled from $2 billion in 2006 to $6.7 billion in 2011 (i.e., $5.5 
billion focusing on electricity efficiency and $1.2 billion focusing on natural gas efficiency) 
(Barbose et al. 2013). Another example is the Japanese government’s investment of $450 million 
in 2013 to improve energy efficiency, including developing a feedback mechanism to save 
energy using a monitoring program (Nagata 2014; Shimokawa and Tezuka 2014). 
The electricity intensity, which is defined as the amount of electricity consumed per a 
unit of output (in general, GDP is most used instead of output), has been commonly used for the 
measure of the efficiency of electricity use (e.g., Zhang 2003; Verbruggen 2006; Hang and Tu 
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2007). Managing electricity prices is a low-cost tool to improve electricity efficiency for 
countries where governments control electricity prices (e.g., China, South Korea, and South 
Africa). The hypothesis behind using price adjustments to improve electricity intensity is that 
higher prices encourage electricity users to consume less electricity to produce the same levels of 
output or service (e.g., to use more energy-efficient machinery). Previous literature found 
evidence supporting this hypothesis. For example, the amount of electricity consumed per unit of 
output (electricity intensity) in 14 Organization for Economic Co-operation and Development 
(OECD) countries increased when the end-use electricity price decreased (Verbruggen 2006). 
Similar research in China concluded that the energy intensity of electricity-intensive industries 
(e.g., cement and steel industries) improved with increases in the electricity price (Zhou et al. 
2010; Herrerias et al. 2015). These findings suggest a positive role for price adjustment as a 
policy tool for improving electricity efficiency as measured by electricity intensity. 
While the literature tested the aforementioned hypothesis by regressing electricity 
intensity on electricity price (e.g., Bernstein et al. 2003; Verbruggen 2006; Hang and Tu 2007), 
three relevant branches of literature identify complications associated with (1) the effect of 
electricity price on electricity demand and the subsequent impact of electricity demand on 
production output (Soytas and Sari 2007; Bowden and Payne 2009; Bernstein and Madlener 
2010; Lendel et al. 2013), (2) spatial dependences in electricity demand and production output 
(Cohen and Paul, 2004, 2005; Blázquez et al. 2013), and (3) various effects of end-use electricity 
price on electricity consumption in the short run versus the long run (Lin et al. 1987; Polemis 
2007; Paul et al. 2009; Saunoris and Sheridan 2013). These branches of literature suggest that the 
effect of electricity price on electricity efficiency depends on the relationship between electricity 
use and production output and their spatial dependences over different time intervals. Thus, our 
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research seeks to fill the gap in the literature by conducting a systematic evaluation related to the 
effects of price on spatial electricity intensity while accommodating the interactions among 
electricity price, electricity demand, and production output in the short and long runs. 
 
2.  Objective and significance 
The objective of our research is to determine the relationship between the effects of 
electricity price on electricity intensity in the manufacturing sector, focusing particularly on how 
this relationship changes over space and time. To achieve the objective, we tested the hypothesis 
that an increase in the electricity price has different effects on the efficiency of electricity use, 
reflected in electricity intensity, over space and in the short and long runs. As a case study, we 
developed a simultaneous equations system for a three-input production function using 108 
months of panel data (January 2004 – December 2012) over 16 regions in South Korea.  
Our paper makes two contributions to the literature. First, we differentiate the effects of 
electricity price on electricity intensity across regions in the short and long runs. It is well 
established that the price elasticity of electricity demand is more elastic in the long run than in 
the short run (e.g., Lin et al.1987; Polemis 2007; Paul et al. 2009; Saunoris and Sheridan 2013). 
Despite the significant differences found in the price elasticity of electricity demand between the 
short and long runs, the same distinction between electricity intensity and electricity price has 
not been evaluated (e.g., Bernstein et al. 2003; Verbruggen 2006; Hang and Tu 2007). Likewise, 
regional differences often found in the price elasticity of electricity demand (Bernstein and 
Griffin 2006; Shi et al. 2012; Blázquez et al. 2013) have not been incorporated into previous 
research on the effect of electricity price on electricity intensity (Bernstein et al. 2003; 
Verbruggen 2006; Hang and Tu 2007; Zhou et al. 2010; Herrerias et al. 2015).  
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Second, we regressed predicted electricity intensity on electricity price in the short-run 
and long-run using the price elasticities for electricity demand and manufacturing output 
obtained from a four-equation simultaneous system of three input demands and a production 
function under a spatial modeling framework. The earlier literature dealing with spatial 
dependencies in electricity demand and manufacturing output (e.g., Cohen and Paul 2004, 2005; 
Blázquez et al. 2013) and the interrelationships among electricity price, electricity demand, and 
manufacturing output (e.g., Bernstein and Madlener 2010) emphasizes the need for a spatial 
model framework. However, the literature dealing with the effect of electricity price on 
electricity intensity has not accounted for the aforementioned spatial dependencies and 
interrelationships. The short-run and long-run spatial effects of the electricity price on electricity 
intensity and addressing the interrelationships will help policy makers anticipate the 
consequences of electricity price policy on the efficiency of electricity use. 
The rest of the paper continues in the following order. In section 2, we provide the 
conceptual framework for electricity demand in a partial adjustment model. In section 3, we 
provide details of a spatial simultaneous equations partial adjustment model and describe how 
we (i) predict short-run and long-run electricity intensities using the estimated short-run and 
long-run price elasticities of electricity demand and manufacturing output, and (ii) test the 
aforementioned hypothesis through identifying the impact of electricity price changes on 
predicted electricity intensities. We report in section 4 the estimation results of the simultaneous 
equations system and of (i) and (ii) above. Finally, we summarize our findings and conclusions 





3. Partial adjustment model conceptual framework 
Previous literature commonly confirms an inverse relationship between electricity price 
and electricity demand (Lin et al. 1987; Bose and Shukla 1999; Polemis 2007; Paul et al. 2009; 
Blázquez et al., 2013; Saunoris and Sheridan 2013). The magnitude of electricity demand 
changes more in the long run when the electricity price alters than that in the short run. In 
manufacturing, the difference in magnitude is mainly due to the flexibility of 
substituting/replacing electricity-consuming equipment in the long run (Houthakker et al. 1974; 
Paul et al. 2009). For example, a manufacturing firm would be less likely to replace durable 
energy-inefficient machinery with energy-efficient machinery in the short run when the 
electricity price increases than in the longer term as the energy-inefficient machinery depreciates. 
The partial adjustment model allows differences between the speed of substitution 
adjustment to price changes in the short run and long run (Houthakker et al. 1974; Lin et al. 
1987; Paul et al. 2009). After a price change, electricity-demand equilibrium is achieved, 
assuming perfect substitutability of electricity-using capital equipment. With imperfect 
substitutability, electricity demand deviates from equilibrium because of substitution delays. 
Substitution delays occur with different adjustment speeds over various time dimensions. The 
result of Breusch-Godfrey serial correlation Lagrange multiplier tests (Breusch, 1978; Godfrey,  
1978) for electricity demand showed that chi-square statistics of monthly lagged, quarterly 
lagged, and yearly lagged dependent variables are, respectively, 26.11 (p-value = 0.0001), 1.34 
(p-value = 0.2470), and 18.20 (p-value =0.0001). The results indicate that electricity demand is 
serially correlated at monthly and yearly time dimensions but not at quarterly time dimension. 
Based on the test results, we include monthly and yearly adjustment speeds in the partial 
adjustment model. The disparity in monthly adjustment speeds depends on the types of equipmen
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t used during all months of a production process (e.g., machinery), while the disparity in annual a
djustment speeds depends on the types of seasonal equipment used (e.g., air-conditioners). 
Following the notation used by Paul et al. (2009), a partial adjustment model for 
electricity demand that includes monthly and yearly adjustment speeds is: 
* *
1 12 1 1 12 12(ln ln ) (ln ln ) (ln ln ) (ln ln ),jt jt jt jt jt jt jt jtE E E E E E E E                        (1)   
where
*
jtE  is the equilibrium quantity of electricity demanded in region j at monthly time t under 
perfect substitutability;
jtE is the observed quantity of electricity demanded under imperfect 
substitutability; 1 captures the magnitude of the monthly adjustment speed for equipment used in 
all months; and 12 captures the magnitude of the yearly adjustment speed for seasonal equipment. 
Monthly and yearly adjustment speeds are between 0 and 1, with 0 meaning no substitutability 
and 1 meaning perfect substitutability.  
The conditional electricity demand function (Nicholson and Snyder, 2011, p 353) in a 
production system with three inputs (e.g., electricity E, labor L, and capital K) is expressed as a 
function of input prices and the output level:   
*
0 1 2 3 4ln ln ln ln ln ,jt jt jt jt jtE e w v Q                                                                (2) 
where e, w, and v are the electricity price, wage rate, and capital rental rate, respectively; Q is 
output; and 0 , 1 , 2 , and 3 are scalar parameters. Substituting equation (2) into equation (1) 
and rearranging terms gives the dynamic model: 

























































are scalar parameters.  
The parameter 3  in equation (3) is the short-run price elasticity ( S ) that accounts for 
the temporal correlation effects captured by the magnitude of the monthly adjustment speed ( 1 ) 
and the magnitude of the yearly adjustment speed ( 12 ). The parameter 1 in equation (2) is the 










.3                                                                                             (4)                                                                                             
Three possible short-run and long-run price-elasticity possibilities exist depending on the 
estimated values of 1 and 12 : (i) if 1 = 1 and 12 = 1, the electricity-using capital equipment has 
perfectly substitutable in the short run, and thus the price elasticities of demand are equal in the 
short and long runs; (ii) if 0 < < 1 and/or 0 < <1, the price elasticity is greater in the long 
run than in the short run due to the imperfect substitutability of electricity-using capital 
equipment; and (iii) if = 0 and = 0, the short-run and long-run elasticities are perfectly 
inelastic. 
The price elasticities of demand for the other two inputs (L and K) can be expressed 
similarly, but with some modification for K. We only include the magnitude of the yearly 













  can be re-written as 1 11 2    and 12 21 2   . Replacing 11 2  









, we derive 3 3
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adjustment speed ( ) in the capital demand equation because the capital stock is a fixed input 
in the short run (Robinson, 1953) and monthly data for the capital stock and capital rental rate 
are unavailable. Thus, the long-run price elasticity is calculated as the short-run elasticity divided 






), because 1 is not present in the equation.  
 
4. Methods and procedures 
4.1 Empirical model 
Based on the conceptual framework discussed above, we empirically specify the spatial 
simultaneous equations system as: 
0 1 1 2 12 3 4ln ln ln ln ln( ) ln( )jt E jt j tj t j jt t
e w
E E E E
v v
          W                           (5) 
           5 ,ln
E
j jtjt jt uQ    6γ C  ,jt E jt jtu u  W  
2~ (0, ),jt N  I   
0 1 1 2 12 3 4ln ln ln ln ln( ) ln( )jt L jt j tj t j jt t
e w
L L L L
v v
          W                             (6) 
                      5 n ,l jt
L
j jtQ u    ,jt L jt jtu u  W  
2~ (0, ),jt N  I  
0 1 12 2 3 4ln ln ln ln( ) ,ln( ) lnjt K jt jt
K
jt jtjt j jt
e w
K K K Q
v v
u             W         (7) 
     ,jt K jt jtu u  W  
2~ (0, ),jt N  I  
0 1 2 3ln ln ln ln ln ,jt jt jt jt
Q
Q jt j jtQ Q E L K u           4 jtW τ X                         (8) 
                 ,jt E jt jtu u  W  
2~ (0, ),jt N  I   
where E is electricity demand in gigawatt-hours (GWh); L  is labor demand represented by the 
total number of laborers (i.e., full-time, temporary, and daily laborers) in the workforce; K is 
capital demand represented by the total value of tangible assets; Q  is gross manufacturing output 




sector ($/MWh); w  is the wage rate computed as total salary divided by L; v  is the capital rental 
rate measured as the sum of the weighted-average depreciation rate of buildings, structures, 
machinery and vehicles, and the ten-year real government bond yield4; C  represents a vector of 
climate and weather conditions (cooling degree days and heating degree days—see details in 
section 4.2.); X represents a vector of external factors that affect manufacturing output (e.g., 
recession dummy variable, FTA dummy variable, and the Won-Dollar exchange rate—see 
details below); W is an n × n spatial weight matrix;  is the spatial autoregressive parameter 
explaining spatial lag dependence;  is the spatial error autocorrelation parameter; 0 , 1, 2 , 3 ,
4 , 5 , 0 , 1, 2 , 3 , 4 , 5 , 0 , 1, 2 , 3 , 4 , 0 , 1, 2 , and 3  are parameter scalars; 6γ and 4τ  
are parameter vectors;  represents individual effects that are constant over time (i.e., fixed 
effects); u is an error term that includes the spatial autoregressive error; and  is a random error 
term.  
The external variables added to the manufacturing output equation were (1) a recession 
dummy variable (1 for the months of the official recession in South Korea, September 2008–
December 2009; 0 otherwise), (2) a free trade agreement (FTA) dummy variable (1 for the 
months of June 2007–December 2012; 0 otherwise) reflecting FTA implementation between 
South Korea and the Association of Southeast Asian Nations (ASEAN) (i.e., Brunei, Cambodia, 
Indonesia, Laos, Malaysia, Myanmar, Philippines, Singapore, Thailand, and Vietnam), and (3) 
the Won-Dollar exchange rate. These external factors were included to capture the effects of 
economic conditions, international trade relations, and currency exchange on manufacturing 
output.  
                                                          
4 The depreciation rate and bond yield are assumed to be the rate of decline in capital-stock value and  
the opportunity cost of retaining the capital stock (Berndt and Hesse, 1986; Blank and Eggink, 2014). 
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The ratios of the electricity price to the capital rental rate (e/v) and the wage rate to the 
capital rental rate (w/v) were used in equations 5, 6 and 7 because multicollinearity diagnostics 
using condition indexes and variance proportions (Belsley et al., 1980, pp. 98-105) suggested 
collinearity between e and v. Thus, relative prices using v as the numeraire were used in the 
equations.5 
We tested for potential endogeneity of e/v and w/v in equations 5, 6 and 7 using the 
Durbin-Wu-Hausman test (Durbin, 1954; Wu, 1973; Hausman, 1978) based on a set of 
instrumental variables that passed all three reliability tests. The literature shows that the 
electricity price is affected by the price of natural resources (e.g., coal and oil) used for 
electricity generation (Lam, 2004; Paul et al., 2009). Likewise, the relative wage is related to 
external market factors such as the FTA dummy variable and the recession dummy variable 
(Beaudry and DiNardo, 1991). We hypothesize that instruments are correlated with relative 
prices and uncorrelated with error terms in the input demand equations. The tests failed to reject 
the null hypothesis that these variables are exogenous and thus we treated them as exogenous in 
the input demand equations (Table 3.1). 
Spatial dependences in input demands and manufacturing output were tested using a 
robust spatial Lagrange multiplier (LM) test (Anselin, 1998), assuming nine different weight 
matrices (i.e., inverse distance; K nearest neighbor (KNN), K =2, 3, 4, 5; and KNN inverse 
distance). The robust LM test results found that (1) all aspatial models were rejected at the 5% 
                                                          
5 The relative price (i.e., e/v and w/v) elasticity of electricity demand is equal to the price elasticity  
of electricity demand because the derivative of the natural log of electricity demand with respect to the  
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level in favor of the spatial error and spatial lag models for the electricity demand and capital 
demand equations, (2) three of nine and two of nine aspatial models were rejected at the 5% 
level, respectively, in favor of the spatial error and spatial lag models in the labor demand 
equation, (3) six of nine aspatial models were rejected at the 5% level in favor of the spatial error 
and spatial lag models in the manufacturing output equation (Table 3.2).  
Finally, we used the Hausman (1978) test to choose between fixed-effect and random-
effect models. The tests rejected (5% level) the null hypothesis that the individual effects are not 
correlated with the explanatory variables, suggesting fixed-effects models for all four equations 
(Table 3.3).  
We used a two-stage, instrumental-variable regression model with an endogenous spatial 
lag and an additional endogenous variable with autoregressive disturbances (referred to as the 
“GS2SLS” model) to estimate equations of 5, 6, 7 and 8 (Kelejian and Prucha, 1999). In the first 
stage, we obtained the predicted values of the four endogenous variables (i.e., ,jtE ,jtL ,jtK  and
jtQ ) by regressing them on a set of exogenous variables Z (i.e., / ,e v / ,w v  C , and X ). 
Similarly, the predicted values of the four spatially lagged dependent variables (i.e., ln ,jtEW
ln ,jtLW ln ,jtKW and ln jtQW ) were obtained by regressing them on a set of instruments ,Z
,WZ and .WWZ  In the second stage, we substituted the predicted values from the first stage 
into equations 5-8 for their respective endogenous variables, and re-ran the regressions. 
 
4.2.  Estimation of electricity intensity in the short-run and long-run  
To calculate electricity intensities in the short and long runs, we first predicted electricity 
demand and manufacturing output for 96 months from January 2005 to December 2012 using the 
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short-run and long-run price elasticities of electricity demand, labor demand, and capital 
demand. The estimates of 3 , 3 , and 2  from equations 5, 6, and 7 are the respective short-run 
















 from those equations are 
the respective long-run price elasticities of input demand (see descriptions of short-run and long-
run elasticities in section 2).  
We computed short-run and long-run equilibrium levels of the input demands and 
manufacturing output using an iterative procedure in Microsoft Excel (2013) to solve the 
simultaneous equations system using the estimated short-run and long-run price elasticities. The 
procedure stopped when the difference between the predicted values of the last and penultimate 
iterations were less than 1.0E-5. We then used the predicted quantities of electricity demanded 
and manufacturing output to calculated short-run and long-run electricity intensities for each of 
the 96 months.  
We regressed short-run and long-run electricity intensities on electricity price to estimate 
the overall effects of electricity price on electricity intensity (referred to as Model 1). We also 
regressed short-run and long-run electricity intensities on electricity price and regional dummy 
variables for the 16 regions and their interactions with electricity price to estimate the regional 
effects of electricity price on short-run and long-run electricity intensity (referred to as Model 2). 
From Model 1, we estimated short-run and long-run price elasticities of electricity intensity for 
the entire study area and used a t-test to evaluate the difference between the short- and long-run 
elasticities. From Model 2, we estimated short- and long-run price elasticities of electricity 
intensity for each of the 16 regions and used generalized F-tests to assess elasticity differences 




4.3.  Study area and data 
South Korea was chosen as our case study because government is developing a program 
to improve energy efficiency by increasing electricity prices (i.e., sixth master plan for electricity 
demand and supply) (Ministry of Trade, Industry, and Energy of South Korea, 2013). The 
efficiency of electricity use of South Korea has steadily declined since 2008 (i.e., annual decline 
of 1.2%) (EIA, 2014). The country has relatively lower electricity-use efficiency compared with 
the global average and the averages of most developed countries. For example, energy intensity 
for South Korea in 2011, measured as total primary energy consumption divided by gross 
domestic product, was 10,726 British thermal unit (BTU) per Dollar, which is higher than the 
global average of 9,904 BTU per Dollar, the US average of 7,672 BTU per Dollar, the European 
average of 5,354 BTU per Dollar, and the Japan average of 4,775 BTU per Dollar (EIA, 2014). 
The low electricity price artificially set by the government to promoted stable growth in export-
oriented manufacturing is a main reason for the low electricity-use efficiency in South Korea 
(e.g., Jin, 2007). 
The study area included 16 regions in South Korea. Those regions encompassed 7 
metropolitan cities (i.e., Seoul, Busan, Daegu, Incheon, Kwangju, Daejeon, and Ulsan), 8 
provinces (i.e., Gyeonggi-do, Gangwon-do, Chungcheongbuk-do, Chungcheongnam-do, 
Jeollabuk-do, Jeollanam-do, Gyeongsangbuk-do, and Gyeongsangnam-do), and 1 special self-
governing province (i.e., Jeju-do).  
The quantities of electricity consumed and the electricity price in the manufacturing 
sector were acquired from Korea Energy Statistics Information System (KESIS, 2014). Gross 
manufacturing output, total value of tangible assets, total number of laborers, ten-year 
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government bond yield, salaries paid for working population in the manufacturing sector, and the 
Won-Dollar exchange rate were from Korean Statistical Information Service (KOSIS, 2014). 
Heating degree days (i.e., daily difference between mean temperature and 18 degrees 
Celsius summed monthly across days with mean temperatures below 18 degrees Celsius) and 
cooling degree days (i.e., daily difference between mean temperature and 26 degrees Celsius 
summed monthly across days with mean temperatures above 26 degrees Celsius) were obtained 
from Korean Statistical Information Service (KOSIS, 2014).  
Monetary values of gross manufacturing output, electricity price, salaries paid for 
working population, and capital rental rate were converted to 2010 dollars based on the 
consumer price index obtained from Korean Statistical Information Service (KOSIS, 2014) and 
the Won-Dollar annual average exchange rate in 2010 (KOSIS, 2014). The variable names, 
definitions, and descriptive statistics are reported in Table 3.4. 
 
5. Results 
5.1. Regression results 
We report the goodness-of-fit information (i.e., log-likelihood and Akaike’s Information 
Criteria (AIC)) of the four-equation system for each spatial weight matrix in Table 3.5. The 
results suggest that selection of a spatial weight matrix is not a critical issue. We report the 
estimation results in Table 3.6 for the four-equation system using the fourth-order nearest 
neighbor inverse distance weight matrix. 
The parameter estimates of the spatial-lag dependent variable (ρ) are positive and 
significant at the 5% level (referred to as “significant” hereafter) in all four equations, which 
confirm previous findings (e.g., Moreno and Trehan, 1997; Ramírez and Loboguerrero, 2002; 
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Cohen and Paul, 2004, 2005; Meliciani and Peracchi, 2006; Longhi and Nijkamp, 2007; Capello, 
2009; Blázquez et al., 2013). The spatial dependences can be explained by the clustering of 
output and inputs in the manufacturing sector, reflecting the capitalization of manufacturing 
input-output linkages. The South Korean government created industrial complexes in which 
manufacturers were strategically clustered in different regions to encourage the capitalization of 
manufacturing input-output linkages. For example, manufacturers and suppliers of shipbuilding 
and automobiles, steel, and electronics have been clustered in the Cities of Ulsan, Pohang, and 
Gumi, respectively (Korea Industrial Complex Corporation, 2014). 
Monthly- and yearly-lagged electricity demand and labor demand are positive and 
significant. The yearly adjustment speeds ( 12 ) of 0.296 and 0.388 are consistently greater than 
the monthly adjustment speeds ( 1 ) of 0.196 and 0.034 for electricity and labor demands, 
respectively.6 The differences in monthly adjustment speeds and yearly adjustment speeds may 
be associated to differences in monthly and yearly technologies and availability of substitutes. 
The greater yearly adjustment speeds relative to the monthly adjustment speeds imply easier 
substitutability of electricity-consuming equipment and labor with seasonal usage patterns (e.g., 
air-conditioners and seasonal employees) than those employed in all months (e.g., machinery and 
regular employees).  
As for the effects of climate and weather conditions on electricity demand, a 1% increase 
in heating or cooling degree days increases electricity demand by 0.006% or 0.017%, 
respectively. These findings imply a larger demand elasticity with respect to cooling degree days 
                                                          
6 Monthly ( 1 ) and yearly ( 12 ) adjustment speeds for electricity demand were calculated as 1 11 2    
and 12 21 2   (see equations (1)-(3)), where 1  and 2  were estimated from equation (5). Likewise, 




in the summer than with respect to heating degree days in the winter. The external variable, FTA, 
has a positive effect on manufacturing output. Specifically, manufacturing output was 3% higher 
after the FTA was implemented than before it was implemented, reflecting a significant boost to 
the manufacturing sector of South Korea from the FTA with ASEAN countries.  
 
5.2.  Price elasticities of demand, input elasticities of production, and production 
elasticities of inputs  
We report in Table 3.7 the estimated price elasticities of input demand and the input 
elasticities of production in the short and long runs. The input elasticities with respect to output, 
which are equal in the short and long runs, are also reported in Table 3.7. We discuss the 
significant elasticity estimates below.  
We find that (i) a 1% increase in electricity price decreases electricity demand in the short 
run and in the long run, respectively, by 0.051% and 0.207%, (ii) a 1% increase in manufacturing 
output increases electricity demand in the short run and in the long run, respectively, by 0.004% 
and 0.016%, (iii) a 1% increase in manufacturing output increases labor demand in the short run 
and in the long run, respectively, by 0.048% and 0.246%, (iv) a 1% increase in the wage rate 
decreases capital demand in the short run and in the long run, respectively, by 0.183% and 
0.286%, and (v) a 1% increase in the manufacturing output increases capital demand in the short 
run and in the long run, respectively, by 0.262% and 0.410 %. These differences in elasticities 
between the short and the long runs reflect the adjustment speeds in (a) electricity and capital 
demands in response to changes in the electricity price and wage rate and (b) electricity, labor, 
and capital demands in response to a change in manufacturing output. The elasticities are 
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consistently lower in the short run than in the long run, confirming findings of the previous 
literature (e.g., Houthakker et al., 1974; Lin et al.,1987; Paul et al., 2009).  
We find that 1% increases in electricity demand, labor demand, or capital demand 
increase manufacturing output by 0.580%, 0.132%, and 0.140%, respectively. The higher output 
elasticity of electricity demand reflects the heavy reliance on electricity in South Korea’s 
manufacturing sector. 
   
5.3.  Short- and long-run price elasticities of electricity intensity  
Table 3.8 shows the short- and long-run price elasticities of electricity intensity for the 
aggregate study area and the 16 regions calculated from Models 1 and 2 (Table 3.9), and test 
results for short- and long-run differences. The results suggest that an increase in electricity price 
by 1% decreases electricity intensity by 0.048% in the long run for the aggregate area, but the 
elasticity was not significant in the short run. The short-run and long-run elasticites are 
significantly different for the aggregate study area. Thus, we find support for the hypothesis that 
an increase in electricity price improves electricity-use efficiency in the long run for the 
aggregate area, but not in the short run.  
Despite the insignificant short-run effect for the overall area, the regional effects show 
some significant price elasticities of intensity. For example, an increased in electricity price by 
1% decreased electricity intensity in the short run by 0.169%, 0.308%, 0.232%, and 0.500% in 
Seoul, Daejeon, Chungcheongbuk-do, and Jeju-do, respectively. Furthermore, even though price 
increases improve electricity-use efficiency in the long-run for the aggregate area, the long-run 
effects are not significant in some regions. For example, 11 of 16 regions have insignificant 
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long-run price effects, while 5 regions (i.e., Seoul, Daejeon, Ulsan, Chungcheongbuk-do, and 
Jeju-do) show significant long-run price effects on electricity intensity.  
In contrast to the above results, 2 of the 16 regions have a positive relationship between 
electricity price and electricity efficiency in the short-run. Specifically, an increase in electricity 
price by 1% increased short-run electricity intensity by 0.246% and 0.218% in Gyeonggi-do and 
Chungcheongnam-do, respectively. The implication is that an increase in electricity price by 1% 
decreased both manufacturing output (0.107% and 0.117% in Gyeonggi-do and 
Chungcheongnam-do, respectively) and electricity demand (0.082% and 0.103% in Gyeonggi-do 
and Chungcheongnam-do, respectively), but manufacturing output decreased relatively more 
than electricity demand decreased, yielding an increase in electricity intensity in both regions. 
These findings suggest that increases in the electricity price undermine short-run electricity-use 
efficiency in both regions. These regions’ manufacturing sectors are characterized by 
petrochemical and fabricated metal industries for which the negative price impact on 
manufacturing output is greater than the negative price impact on electricity demand (KIEP, 
2008; Korea statistics, 2012; Lim et al., 2013).  
Tables 3.10 and 3.11 show F-statistics for pairwise comparisons of the price elasticities of 
electricity intensity shown in Table 3.8. The short-run and long-run test results show, 
respectively, that 48 (40%) and 50 (42%) of 120 regional pairs are significantly different. These 
results support the hypothesis that the price effects on electricity-use efficiency vary over space.     
 
6. Conclusions 
We analyzed the effects of higher electricity prices on electricity intensity in the 
manufacturing sector, focusing on how this relationship changes over space and time. To test the 
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spatial and temporal effects, we estimated a simultaneous equations system including three input 
demand equations and a manufacturing output production function in a partial-adjustment 
framework that accounted for spatial dependences. The empirical model using monthly panel 
data from South Korea found that increases in electricity price improved electricity intensity in 
South Korea’s manufacturing sector in the long run, but not in the short run. The effects of 
electricity-price increases on electricity intensity varied depending on time (i.e., short run and 
long run) and space. The differences may have resulted from different degrees of (1) 
substitutability of electricity-consuming equipment between the short and long runs, and (2) 
price impact on electricity demand and manufacturing output in the regions’ manufacturing 
sectors.  
Our findings have clear implications for electricity-price policy. Governments that 
control electricity prices, such as South Korea, may want to adopt electricity-price management 
as a policy tool to improve electricity-use efficiency in their manufacturing sectors with the 
following caveats. First, electricity price increases are likely to be effective as a long-term tool to 
improve electricity efficiency in the manufacturing sector, but may not be as effective in the 
short run with some regional exceptions. Second, electricity price increases may hinder 
electricity-use efficiency in regions characterized by manufacturing sectors where price increases 
reduce manufacturing output relatively more than they reduce electricity demand. 
Although our study improves understanding about the impacts of electricity price on 
electricity intensity in the aggregate manufacturing sector, it does not address the potential for 
different relationships among manufacturing industries within the manufacturing sector. 
Throughout this research process, the importance of understanding the price effects on electricity 
intensity across different manufacturing industries has become apparent for the following 
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reasons. Price increases in two of 16 regions reduced electricity intensity possibly because 
reduction in manufacturing output of petrochemical and fabricated metal industries outweighed 
the decline in electricity demand. The hypothesis that the impacts of electricity price on 
manufacturing output and electricity use vary among manufacturing industries in different 
regions needs further examination. Future research addressing these relationships among 
industries would be useful in knowing how electricity-price policy designed to improve 
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Electricity price-to-capital rental rate 
for electricity demand equation 
A, B, C 204.682* 77.436* 2.624 0.515 
Electricity price-to-capital rental rate 
for labor demand equation 
A, B, C 787.395* 317.859* 2.314 0.352 
Electricity price-to-capital rental rate 
for capital demand equation 
A, B, C 428.942* 146.460* 3.107 2.126 
Wage-to-capital rental rate for 
electricity demand equation 
D, E 358.772* 92.098* 1.444 0.317 
Wage-to-capital rental rate for labor 
demand equation 
D, E 327.650* 81.943* 1.689 0.721 
Wage-to-capital rental rate for 
capital demand equation 
D, E 322.748* 80.391* 1.699 2.178 





Table 3.2. Spatial Lagrange multiplier (LM) test results 
W matrices 

















K nearest neighbor (KNN) 
K=2 52.119* 185.711* 4.319* 6.697* 79.310* 238.726* 1.013 9.702* 
K=3 121.174* 346.331* 1.321 2.384 182.285* 463.230* 8.981* 44.537* 
K=4 106.290* 356.914* 1.512 2.912 140.735* 512.257* 6.679* 49.538* 
K=5 169.718* 438.391* 0.342 0.471 285.026* 782.451* 24.470* 107.437* 
KNN Inverse distance 
K=2 57.636* 179.595* 6.833* 4.448* 80.921* 207.307* 0.683 5.123* 
K=3 74.929* 238.486* 3.252 5.618* 128.049* 333.446* 2.973 14.554* 
K=4 77.761* 275.728* 3.583* 5.654* 121.992* 387.863* 3.697* 20.940* 
K=5 101.823* 336.220* 3.202 4.113* 172.233* 499.795* 7.451* 37.148* 
Inverse Distance 195.939* 759.514* 0.009 0.015 307.645* 1021.434* 65.820* 240.772* 




Table 3.3. Tests on panel fixed effect and random effect models 
 
Fixed effect model 
( Spatial fixed ) 
Random effect model Hausman test 
Electricity demand 24.85* 3.89* 301.97* 
Labor demand 12.06* 4.11* 161.45* 
Capital demand 48.01* 6.72* 637.69* 
Production output 28.00* 8.43* 331.74* 




Table 3.4. Variable names, descriptions, and statistics 




Gross output produced by manufacturing sector deflated by consumer 
price index (US million dollar) 
5,388.735 
(5,162.427) 




Labor demand Total employment in manufacturing sector (person) 160,353.241 
(176,236.598) 
Capital demand Total value of tangible assets including buildings, structures, machinery, 
and vehicles in manufacturing sector deflated by consumer price index 




rental rate  
Monthly average electricity price (US dollar/megawatt-hour) for 





Total salaries (US hundred dollar) divided by total employment (person) 




Heating degree days Monthly sum of the difference between daily mean temperatures and 18 
degree Celsius for days with mean temperatures lower than 18 degree 
Celsius (Celsius degree) 
227.864 
(238.925) 
Cooling degree days Monthly sum of the difference between daily mean temperatures and 26 
degree Celsius for days with mean temperatures higher than 26 degree 
Celsius (Hundred Celsius degree) 
63.856 
(884.985) 




The monthly average of Korean Won exchanged for 1 US Dollar during 










Table 3.5. Goodness of fit for spatial panel models using different spatial weight matrices 
W matrices 













K nearest neighbor (KNN) 
K=2 2549.76 -5081.53 2549.76 -5085.53 3546.57 -7081.14 1747.21 -3478.43 
K=3 2561.35 -5104.70 2561.35 -5108.70 3551.59 -7091.17 1752.96 -3489.92 
K=4 2569.50 -5121.00 2569.50 -5125.00 3555.23 -7098.45 1763.07 -3510.15 
K=5 2576.83 -5135.67 2576.83 -5139.67 3548.83 -7085.65 1772.55 -3529.09 
KNN Inverse distance 
K=2 2543.27 -5068.53 2709.15 -5404.30 3544.42 -7076.83 1726.26 -3436.52 
K=3 2556.80 -5095.61 2711.38 -5408.75 3548.65 -7085.30 1737.94 -3459.87 
K=4 2561.85 -5105.70 2713.06 -5412.12 3552.19 -7092.38 1750.05 -3484.09 
K=5 2567.64 -5117.27 2710.51 -5407.03 3550.11 -7088.22 1761.59 -3507.17 
Inverse Distance 2590.88 -5163.75 2710.37 -5406.75 3546.11 -7080.23 1789.86 -3563.72 




Table 3.6. Estimation results for GS2SLS using a fourth-order nearest neighbor inverse distance weight matrix 
Variable Electricity demand Labor demand Capital demand Manufacturing output 
Intercept 1.313* (0.300) 0.298 (0.307) 0.315 (0.198) -5.117* (0.479) 
Monthly adjustment speed 0.196* (0.019) 0.034* (0.020) 0.639* (0.020)   
Yearly adjustment speed 0.296* (0.018) 0.388* (0.019)     
Electricity price-to-capital 
rental rate 
-0.051* (0.016) -0.003 (0.010) 0.019 (0.014)   
Wage-to-capital rental rate -0.002 (0.033) -0.013 (0.026) -0.183* (0.036)   
Heating degree days 0.006* (0.001)       
Cooling degree days 0.017* (0.003)       
FTA dummy variable       0.030* (0.011) 
Won-Dollar exchange rates       -0.058 (0.040) 
Recession dummy variable       -0.012 (0.018) 
Manufacturing output  0.004* (0.001) 0.048* (0.012) 0.262* (0.019)   
Electricity demand        0.580* (0.041) 
Labor demand       0.132* (0.061) 
Capital demand       0.140* (0.046) 
Spatial lag 0.013* (0.006) 0.134* (0.031) 0.373* (0.029) 0.359* (0.039) 
* Indicates statistical significance at the 5% level, and standard errors are in parentheses
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Table 3.7. Price elasticities of inputs, output elasticities of inputs, input elasticities of output 
Variable Electricity demand Labor demand Capital demand Manufacturing 
output 
Short-run Long-run Short-run Long-run Short-run Long-run 
Electricity price -0.051* -0.207* -0.003 -0.015 0.019 0.030  
Wage -0.002 -0.008 -0.013 -0.067 -0.183* -0.286*  
Capital rental rate 0.053 0.305 0.016 0.082 0.164 -0.256  
Manufacturing output  0.004* 0.016* 0.048* 0.246* 0.262* 0.410*  
Electricity demand       0.580* 
Labor demand        0.132* 
Capital demand       0.140* 
* Indicates statistical significance at the 5% level
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Table 3.8. Short-run and long-run price elasticities of electricity intensity 
Region Short-run elasticity Long-run elasticity T statistics 
test 
Seoul -0.169* -0.239* 23.493* 
Busan 0.163 0.026 37.561* 
Daegu 0.141 0.008 36.465* 
Incheon 0.072 -0.046 32.352* 
Kwangju 0.145 0.012 36.465* 
Daejeon -0.308* -0.356* 13.160* 
Ulsan -0.156 -0.227* 19.466* 
Gyeonggi-do 0.246* 0.176 19.192* 
Gangwon-do 0.111 -0.016 34.820* 
Chungcheongbuk-do -0.232* -0.289* 15.628* 
Chungcheongnam-do 0.218* 0.157 16.724* 
Jeollabuk-do 0.188 0.089 27.143* 
Jeollanam-do -0.111 -0.187 20.837* 
Gyeongsangbuk-do 0.044 -0.066 30.159* 
Gyeongsangnam-do 0.148 0.017 35.916* 
Jeju-do -0.500* -0.532* 8.773* 
Overall 0.014 -0.048* 82.619* 




Table 3.9. Estimation results of Model 1 and Model 2 
Region Model 1 Model 2 
Short run Long run Short run Long run 
Constant 5.011* 5.228* 5.128* 5.131* 
Electricity price 0.014 -0.048* -0.169* -0.239* 
Intercept dummy variable 
Busan   -0.715 -0.701 
Daegu   -0.720 -0.696 
Incheon   -0.455 -0.450 
Kwangju   -0.700 -0.693 
Daejeon   1.022 1.063 
Ulsan   1.045 1.026 
Gyeonggi-do   -0.935 -1.009 
Gangwon-do   -0.790 -0.685 
Chungcheongbuk-do   1.056 1.049 
Chungcheongnam-do   -0.662 -0.697 
Jeollabuk-do   -0.631 -0.650 
Jeollanam-do   1.125 1.088 
Gyeongsangbuk-do   0.450 0.403 
Gyeongsangnam-do   -0.424 -0.463 
Jeju-do   2.821* 2.755* 
Slope dummy variable 
Busan   0.332* 0.265* 
Daegu   0.310 0.247 
Incheon   0.241 0.193 
Kwangju   0.314* 0.251* 
Daejeon   -0.139* -0.117* 
Ulsan   0.013 0.012 
Gyeonggi-do   0.415* 0.415* 
Gangwon-do   0.280 0.223 
Chungcheongbuk-do   -0.063* -0.050* 
Chungcheongnam-do   0.387* 0.396* 
Jeollabuk-do   0.357* 0.328* 
Jeollanam-do   0.058 0.052 
Gyeongsangbuk-do   0.213* 0.173* 
Gyeongsangnam-do   0.317 0.256 
Jeju-do   -0.331* -0.293* 
* Indicates statistical significance at the 5% level
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Table 3.10. F-statistics for pairwise comparisons of the hypothesis that price elasticities of electricity intensity shown in Table 8 are 
significantly different across the 16 regions in the short runa  
 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 
R1 4.17* 3.81 2.80 3.88* 0.01 0.57 7.89* 3.34 0.19 7.36* 5.58* 0.92 2.47 3.98* 4.98* 
R2  0.02 0.34 0.01 9.45* 4.14* 1.47 0.11 6.42* 1.13 0.26 2.94 0.55 0.01 45.62* 
R3   0.20 0.01 8.62* 3.60 1.83 0.04 5.74* 1.44 0.42 2.48 0.36 0.02 43.76* 
R4    0.22 6.22* 2.12 3.22 0.06 3.82 2.70 1.19 1.28 0.03 0.26 38.11* 
R5     8.78* 3.70 1.76 0.05 5.87* 1.38 0.39 2.57 0.40 0.01 44.12* 
R6      1.08 18.39* 7.49* 0.29 17.11* 12.84* 1.85 5.45* 9.01* 13.54* 
R7      . 10.56* 2.88 0.25 9.59* 6.47* 0.10 1.67 3.85* 22.27* 
R8        2.41 14.05* 0.02 0.50 8.57* 3.82 1.66 63.49* 
R9         4.83* 1.96 0.72 1.90 0.16 0.07 41.18* 
R10          12.93* 9.26* 0.67 3.22 6.06* 17.81* 
R11           0.31 7.70* 3.25 1.29 61.09* 
R12            4.94* 1.56 0.34 52.75* 
R13             0.95 2.69 25.40* 
R14              0.45 36.16* 
R15               44.64* 
Note: a R1 = Seoul, R2 = Busan, R3 = Daegu, R4 = Incheon, R5 = Kwangju, R6 = Daejeon, R7 = Ulsan, R8 = Gyeonggi-do, R9 = 
Gangwon-do, R10 = Chungcheongbuk-do, R11 = Chungcheongnam-do, R12 = Jeollabuk-do, R13 = Jeollanam-do, R14 = 







Table 3.11. F-statistics for the pairwise comparisons of the hypothesis that price elasticities of electricity intensity shown in Table 8 
are significantly different across the 16 regions in the long runa  
 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 
R1 4.36* 4.00* 2.92 4.06* 0.02 0.58 8.14* 3.50 0.20 7.48* 5.78* 0.90 2.54 4.12* 3.70 
R2  0.02 0.36 0.01 9.62* 4.41* 1.40 0.12 6.77* 1.04 0.25 3.26 0.61 0.01 40.22* 
R3   0.21 0.01 8.76* 3.83 1.82 0.04 6.05* 1.35 0.41 2.70 0.41 0.02 38.45* 
R4    0.23 6.26* 2.25 3.27 0.06 3.82 2.70 1.19 1.28 0.03 0.26 38.11* 
R5     8.92* 3.94* 1.75 0.05 6.18* 1.29 0.38 2.86 0.44 0.01 38.98* 
R6      1.00 18.57* 7.61* 0.25 16.99* 12.96* 1.68 5.38* 9.04* 10.51* 
R7      . 10.95* 3.09 0.25 9.74* 6.75* 0.09 1.74 4.02* 18.00* 
R8        2.41 14.52* 0.04 0.50 9.09* 3.96* 1.70 57.02* 
R9         5.10* 1.86 0.71 2.14 0.19 0.06 36.00* 
R10          13.13* 9.61* 0.63 3.32 6.28* 13.99* 
R11           0.27 8.00* 3.25 1.25 54.22* 
R12            5.31* 1.64 0.35 46.80* 
R13             1.05 2.93 20.57* 
R14              0.47 30.93* 
R15               39.03* 
Note: a R1 = Seoul, R2 = Busan, R3 = Daegu, R4 = Incheon, R5 = Kwangju, R6 = Daejeon, R7 = Ulsan, R8 = Gyeonggi-do, R9 = 
Gangwon-do, R10 = Chungcheongbuk-do, R11 = Chungcheongnam-do, R12 = Jeollabuk-do, R13 = Jeollanam-do, R14 = 


















The two essays analyzed the effects of electricity-price policy on electricity demand, 
manufacturing output, and electricity efficiency using South Korea as a case study. The first 
essay analyzes the effects of electricity-price policy on electricity demand and manufacturing 
output, focusing particularly on whether and how these relationships vary over space. The 
second essay was to determine the relationship between the effects of electricity price on 
electricity intensity in the manufacturing sector, focusing particularly on how this relationship 
changes over space and time.   
We summarize empirical results of the first essay with two key findings and their 
implications. First, we fail to reject hypothesis (1) that an increase in electricity price decreases 
electricity demand, which adversely affects manufacturing output. Specifically, a 2% higher 
annual increase in the electricity price decreased electricity demand and manufacturing output by 
about 26% and 7% more than if the 2004-2012 historical trend in electicity price continued 
during 2013–2022. These findings suggest that the South Korean government’s plan (i.e., the six 
master plan for electricity demand and supply) to increase the electricity price to the OECD 
average level should be implemented with a caution. The plan would achieve the objective of 
mitigating electricity demand to avoid potential power shortages; however, the more rapid 
increase in electricity prices may trigger a slowdown in the manufacturing sector.  
Second, we fail to reject hypothesis (2) that the effects of regionally-varying price 
changes versus regionally-uniform price changes on electricity demand and manufacturing 
output differ regionally. Specifically, predicted electricity demand in 2022 decreased 5.6 
percentage points (23.8% − 18.2%; i.e., Seoul scenario (2) − Seoul scenario (2)) more in the 
Seoul metro area and decreased 1.2 percentage points (17.9% − 19.1%; i.e., non-Seoul scenario 
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(2) – non-Seoul scenario (1)) less in the non-Seoul metro area because of relatively higher annual 
increases in the Seoul metro area electricity price. At the same time, manufacturing output 
decreased 2.4 percentage points (9.1% − 6.7%) more in Seoul metro area and decreased 0.7 
percentage points (6.6% − 7.3%) less in non-Seoul metro area. These findings suggest that South 
Korean electricity market experts’ suggestion of regionally-varying electricity prices should be 
considered with caution. Although accounting for differences in costs of supplying electricity 
may be important to consider in South Korea, a regionally-varying pricing policy may prompt a 
slowdown in the Seoul metro area manufacturing sector, where manufacturing is more 
concentrated than in the non-Seoul metro area.  
The empirical model of the essay two using monthly panel data from South Korea found 
that increases in electricity price improved electricity-use efficiency in South Korea’s 
manufacturing sector in the long run, but not in the short run. The regional effects of electricity-
price increases on electricity-use efficiency varied depending on time (i.e., short run and long 
run) and space. The differences may have resulted from different degrees of (1) substitutability 
of electricity-consuming equipment between the short and long runs and (2) price impact on 
electricity demand and manufacturing output in the regions’ manufacturing sectors.  
Our findings have clear implications for electricity-price policy. Governments that 
control electricity prices, such as South Korea, may want to adopt electricity-price management 
as a policy tool to improve electricity-use efficiency in their manufacturing sectors with the 
following caveats. First, electricity price increases are likely to be effective as a long-term tool to 
improve electricity efficiency in the manufacturing sector, but may not be as effective in the 
short run with some regional exceptions. Second, electricity price increases may hinder 
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electricity-use efficiency in regions characterized by manufacturing sectors where price increases 
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