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Thermo‐quantum diffusion 
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A new approach to thermo‐quantum diffusion is proposed and a nonline‐
ar quantum  Smoluchowski equation  is derived, which describes  classical diffu‐
sion  in  the  field of  the Bohm quantum potential. A nonlinear  thermo‐quantum 
expression for the diffusion front is obtained, being a quantum generalization of 
the classical Einstein law. The quantum diffusion at zero temperature is also de‐
scribed and a new dependence of the position dispersion on time  is derived. A 
stochastic Bohm‐Langevin equation is also proposed. 
 
The microscopic origin of diffusion  is the Brownian motion of the diffusing particles  in 
the surrounding medium. It is named after Robert Brown who has observed first the permanent 
irregular motion of colloidal particles in water. The theory of Brownian motion has, however, an 
impact to Science much greater than that of  its original object.  It  is a predecessor of modern 
kinetic theories in physics (Risken 1996) and of the theory of stochastic differential equations in 
mathematics (Gardiner 2004). A century ago Langevin (1908) has introduced the first stochastic 
equation in physics 
 
mR bR X                         (1) 
 
describing the force balance of a Brownian particle with mass m. Here R is the Brownian parti‐
cle coordinate, b is its friction coefficient and X is a random force with zero mean value. Lange‐
vin has also anticipated that the Brownian particle coordinate and the Langevin force X are not 
correlated, which is confirmed later by the advanced theory of stochastic equations. Nowadays, 
it is well known that the Langevin force is a Gaussian white noise with constant spectral density 
2XX BS bk T  (Gardiner 2004). 
Since the Brownian motion  is a stochastic process, one needs a statistical approach to 
relate it to diffusion. The probability density to find the Brownian particle at a given point r at 
time  t  can be  generally expressed  as  ( )P r R    , where  the brackets  indicate  statistical 
average. In the classical diffusion description  P  is proportional to the local concentration of the 
diffusing particles. Differentiating P  twice on time one can easily derive the following equation 
 
2 [ ( ) ]tm P mR r R                         (2) 
 
where the local pressure tensor is introduced via the relation  ( )mRR r R      . Expressing 
now the particle acceleration in Eq. (2) from Eq. (1) yields the following equation 
 
2 ( )t tm P b P                          (3) 
 
Note that the Langevin force does not contribute directly to Eq. (3), since it is not correlated to 
the Brownian particle position, i.e.  ( ) 0X r R X P      , but it contributes indirectly via 
the pressure  tensor.  In  the high  friction  limit  the  first  inertial  term  in Eq.  (3)  is negligible as 
compared to the second frictional one. Also the pressure tensor acquires the well‐known form 
BmRR P k TPI     , since the kinetic energy of the Brownian particle  is not correlated to 
the particle coordinate and  its mean value  is proportional  to  temperature T.  Introducing  this 
ideal gas expression for   in Eq. (3) leads to the classical diffusion equation 
 
2
t P D P                         (4) 
 
where  /BD k T b  is the Einstein diffusion constant. 
The problem of the thermo‐quantum diffusion is how the classical diffusion equation (4) 
will change  if the Brownian particle  is a quantum one. At the time when Schrödinger has pro‐
posed his famous equation, Madelung (1927) has demonstrated that the Schrödinger equation 
can be transformed  in hydrodynamic form. As a result the quantum effects are  included com‐
pletely  into  a  quantum  component  2( / 4 ) lnQ m P P      of  the  pressure  tensor  (Nassar 
1985). Therefore,  in the case of thermo‐quantum diffusion one can present the total pressure 
tensor in the form of the following superposition (Ancona and Iafrate 1989) 
 
2( / 4 ) lnBk TPI m P P                    (5) 
 
Introducing this expression in Eq. (3) and neglecting again the inertial term yields the following 
thermo‐quantum diffusion equation 
 
( / )tP P Q b D P                       (6) 
 
where  2 2 / 2Q P m P    is the Bohm quantum potential (Bohm 1952, Carroll 2007). 
Equation (6) is, in fact, a Smoluchowski equation describing classical diffusion in the field 
of the quantum potential. Due to Q  it is nonlinear. The solution of Eq. (6) is a Gaussian distribu‐
tion density with dispersion satisfying the following evolution equation (Tsekov 2007) 
 
2 2 22 (1 / )t TD                        (7) 
 
where  / 2T Bmk T     is the thermal de Broglie wavelength. One can easily  integrate Eq. (7) 
to obtain (Tsekov 2009) 
 
2 2 2 2ln(1 / ) 2T T Dt                       (8) 
 
This expression describes the evolution of the front of the thermo‐quantum diffusion. For large 
times Eq. (8) tends asymptotically to the Einstein law  2 2Dt  , which holds at any time in the 
classical  limit  0 . For short times the purely quantum expression  2 /t mb    follows.  It 
holds at any time for  0T  . This expression puts forward also an interesting correspondence 
to the single‐file diffusion (Levitt 1973). Note that the transition time  2 /T D  between quantum 
and classical diffusions could be  large at  low  temperatures. The pressure  tensor  from Eq.  (5) 
acquires the form  2 2( / 4 )Bk T m PI    . Therefore, the momentum dispersion of the quan‐
tum  Brownian  particle  2 2/ 4Bmk T     satisfies  the  Heisenberg  uncertainty  principle  at  any 
time. 
The quantum potential is not a potential in the traditional sense, since it depends on the 
probability density. It drives the quantum diffusion, which  is evident from Eq. (6) at zero tem‐
perature 
 
2( ) /t QP P Q b D P                       (9) 
 
This equation describes the spreading of a Gaussian wave packet in dissipative environment at 
0T  .  In  the derivation of  the  last expression  the Gaussian  character of  P   is employed. As 
seen, the quantum potential term is equivalent to a diffusion one with a dispersion‐dependent 
diffusion coefficient  2 2/ 4QD mb  .  It  is appealing to recognize that the thermal diffusion  is 
driven by the Shannon information, while the mean value of the quantum potential is propor‐
tional  to  the Fisher  information  stored  in  the probability density  (Carroll 2007, Garbaczewski 
2008). 
It  is  interesting to  find a stochastic equation  leading to Eq.  (6). A possible candidate  is 
the following Langevin equation 
 
mR bR U Q X                       (10) 
 
which represents stochastic Bohmian dynamics. For generality, an external potential U  is also 
added to Eq. (10). If this Bohm‐Langevin equation is further coupled to Bohmian trajectories via 
( , )R V R t   and  ( )tP PV     (Bohm  1952)  it  leads  to  the  Schrödinger‐Langevin  equation 
(Nassar 1985). Our opinion  is, however, that the probability density  P  and the wave function 
cannot be considered as stochastic quantities. Hence, Eq.  (10)  is more a mean‐field Langevin 
equation, which is applicable only in the coordinate space due to the Bohm quantum potential. 
Since the latter accounts explicitly for the quantum effects, the trajectory R must be further de‐
scribed by Eq. (10) as classical one. The spectral density  2XX BS bk T  of the Langevin force  is 
constant again, since Eq. (10) describes the Brownian motion of a quantum particle in a classical 
environment. A possibility to generalize the present theory to the case of a quantum Brownian 
particle in a quantum environment is to employ the spectral density  coth( / 2 )XX BS b k T     
following from the quantum fluctuation‐dissipation theorem. It is clear that this expression ac‐
counts for quantum effects  in the surrounding only, because the  included Planck constant ap‐
pears solely  from the bath Hamiltonian. As noted before Eq.  (10)  is not a standard stochastic 
equation, since the quantum potential depends on probability density. Hence,  it  is necessarily 
bounded to the corresponding Smoluchowski equation 
 
[ ( ) / ]tP P U Q b D P                       (11) 
 
which  replaces  the  continuity equation  ( )tP PV     in  the de Broglie‐Bohm  theory. Now 
the hydrodynamic velocity  ( ln ) /BV U Q k T P b      is averaged over the bath fluctuations 
and the logarithmic term represents the Boltzmann‐Shannon entropy. 
The known density gradient model (Ancona and Tiersten 1987, Degond et al 2007) used 
in semiconductors is based on Eq. (11) with a reduced quantum potential. Let us examine it on 
a harmonic oscillator with potential  2 20 / 2U m r  , where  0   is the oscillator own  frequency. 
The probability density is Gaussian again with dispersion satisfying the following equation 
 
2 2 2 2 2
02 (1 / )t TD m                         (12) 
 
where  1/ Bk T   is the inverse temperature. This equation was recently solved (Messer 2008). 
Although the corresponding equilibrium dispersion 
 
2 2 2
0 0[1 1 ( ) ] / 2e m                        (13) 
 
possesses correct limits at zero and infinite temperatures, it differs from the exact expression 
2
0 0( / 2 )coth( / 2)e m                      (14) 
 
This  indicates  that  Eq.  (11)  is  approximate.  The  problem  appears  from  the  temperature  de‐
pendence of  the quantum potential. Thus,  the quantum entropic effect  is accounted  twice  in 
Eq. (10): first in Q via  ( )P T  and than in the thermal fluctuations of Q via R. Therefore, the exact 
quantum force is the gradient of the local quantum free energy potential  Q QF Q TS  , where 
the contribution of the quantum thermal entropy  Q T QS F   is subtracted from the quantum 
potential. Integrating this Gibbs‐Helmholtz relation  ( )QF Q    yields 
 
0Q B
F k T Qd
                      (15) 
 
Thus, the density functional stochastic Bohm‐Langevin equation acquires the improved form 
 
QmR bR U F X                       (16) 
 
At low temperatures  QF  tends to Q since the entropic effect becomes negligible. Hence, 
one  can  consider  Eq.  (10)  as  the  low  temperature  limit  of  Eq.  (16).  The  nonlinear  quantum 
Smoluchowski equation corresponding to Eq. (16) reads 
 
0
1 ˆ[ ( ) / ] ( )t QP P U F b D P D P H PdP

                     (17) 
 
which  is  also  derived  from  a  thermodynamically  enhanced  nonlinear  Schrödinger  equation 
(Tsekov 1995, 2008). For compactness, the thermo‐quantum Hamiltonian operator 
 
2 2ˆ ( / 2 )H m U                           (18) 
 
is introduced, which is also Hermitian. Since the equilibrium solution of Eq. (17) is the quantum 
canonical Gibbs distribution  (Tsekov 1995, 2008),  the equilibrium dispersion of  the harmonic 
oscillator is now the correct one. Hence, Eq. (17) describes properly the thermo‐quantum diffu‐
sion in the field of an arbitrary potential as well as the equilibrium. It could be especially useful 
for studies of the thermo‐quantum dynamics of the tunneling effect at arbitrary temperature. 
In the special case of  0T   Eq. (17) reduces to 
 
[ ( ) / ]tP P U Q b                      (19) 
which describes purely quantum diffusion  in the field of potential U. For a harmonic oscillator 
the dispersion is given by 
 
2 2
0 0( / 2 ) 1 exp( 4 / )m m t b                      (20) 
 
At short time it reduces to the free particle expression  2 /t mb   , while at infinite time the 
equilibrium dispersion is equal to  2 0/ 2e m   . As seen, the quantum effects do not affect the 
relaxation time but change the law. 
Since the probability density of the harmonic oscillator is Gaussian, the Bohm‐Langevin 
equation (16) can be rewritten in the form 
 
2
2
0 40
( )
4B
mR bR m k T d R X
m
                      (21) 
 
As  seen,  it  corresponds  to  an  oscillator with  an  effective  time  and  temperature  dependent 
spring constant. At large times one can replace the dispersion in the integral above by the equi‐
librium expression from Eq. (14) to obtain after integration on   
 
2( / )B emR bR k T R X                       (22) 
 
This equation describes the equilibrium fluctuations of the oscillator. One can derive easily from 
Eq. (22) the following expression for the oscillator spectral density 
 
2 2 2 2 2
2
( / )
B
RR
B e
bk TS
m k T b
                      (23) 
 
In the high friction limit from Eq. (23) the equilibrium autocorrelation function of the quantum 
oscillator can be obtained 
 
2 2exp( / )RR e eC D I                       (24) 
 
Since the effective spring constant  2/B ek T   is smaller than the classical one  20m , the quantum 
correlation time  2 /e D   is always  larger than the classical  20/b m . The exponential decay from 
Eq. (24) is in accordance to the Doob theorem for Gaussian Markov processes (Gardiner 2004). 
It is interesting that  0( 0) ( / 2 )RRC T m I    does not depend on time. This means that at zero 
temperature the equilibrium is static, which is, however, the conclusion of the standard Bohm‐
ian mechanics as well (Bohm 1952). 
Hereafter an alternative derivation of  the nonlinear quantum  Smoluchowski equation 
(17)  is  proposed.  It  is well  known  that  the  equilibrium  density matrix  e   satisfies  the  Bloch 
(1932) equation 
 
ˆ( )e eZ HZ                         (25) 
 
where  Z   is  the  canonical partition  function and  ˆ ˆH K U    is  the particle Hamiltonian with 
2 2ˆ ( / 2 )K m   . Since the Brownian particle  is not  isolated but exchanging energy with the 
environment, according to thermodynamics the characteristic function at constant temperature 
and volume  is  the Helmholtz  free energy  lne BF k T Z  . One can  formally express  the  latter 
from Eq. (25) as follows 
 
1
0
ˆ( )e B e eF k T H d
 
                        (26) 
 
Equation  (26)  is exact at equilibrium.  If the system  is not  in equilibrium the density matrix    
will differ from the equilibrium one. However,  if the deviation  is not very  large, one could ex‐
pect the following extension of Eq. (26) to the non‐equilibrium state 
 
1
'0
ˆ( , ) [ ( ) ]B r rF r t k T H d
 
                       (27) 
 
Now the local free energy  F  depends on the particle coordinate and time but reduces to  eF  at 
equilibrium. Equation (27) can be further developed in the form 
 
1
' 00
ˆ( ) ln( / )B r r BF k T K d U k T P P
 
                  (28) 
 
where  'r rP    is the probability density. As seen the non‐equilibrium local free energy  F  cor‐
responds to the thermodynamic expectations, since  in addition to the  local kinetic and poten‐
tial energies the  last  logarithmic term  in Eq. (28) represents the  local Boltzmann entropy. Our 
aim is to build up a mean‐field theory, where the local free energy is represented as a function‐
al of the local probability density. For this reason one has to approximate the first kinetic poten‐
tial in Eq. (28). For slow processes and close to equilibrium one expects to get a good approxi‐
mation  if  the  density matrix     is  replaced  by  the  geometric  average  ( ', ) ( , )P r t P r t   of  the 
probability densities.  In this case the kinetic potential  1 'ˆ( )r rK    reduces to the Bohm quan‐
tum potential Q . Thus, the non‐equilibrium local free energy from Eq. (28) acquires the follow‐
ing density functional form 
 
0 0
1 ˆln( / ) ( 2 )Q B BF F U k T P P k T H PdP

                  (29) 
 
The equilibrium  solutions of Eq.  (29) are  1 2exp( ) ( )n n nP Z E r   , where  n  and  nE  are  the 
real  eigenfunctions  and  eigenvalues  of  the  Brownian  particle  Hamiltonian,  i.e.  ˆ n n nH E   . 
Hence,  the  equilibrium  density  matrixes  1( ') ( ) exp( ) ( ') ( )n n n n n nP r P r Z E r r        satisfy 
Eq. (25).  If one  is not  interested which quantum state the particle occupies than one can sum 
along the states to obtain  e n   , which also satisfies the linear Bloch equation. The gradi‐
ent  of  the  free  energy  is  the  driving  force  of  diffusion.  Substituting  F   from  Eq.  (29)  in  the 
Gibbs‐Duhem equation  P F   , introducing the result in Eq. (3) and neglecting of the in‐
ertial term results again in Eq. (17). 
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