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POROUS MEDIUM EQUATION WITH A DRIFT: FREE BOUNDARY
REGULARITY
INWON KIM AND YUMING PAUL ZHANG
Abstract. We study regularity properties of the free boundary for solutions of the porous medium
equation with the presence of drift. In particular it is shown that if the initial data has super-quadratic
growth at the free boundary, then the support strictly expands relative to the streamline and that the
movement is Ho¨lder continuous in time. Under additional information on directional monotonicity, we
derive nondegeneracy of solutions and C1,α regularity of free boundaries.
1. Introduction
Let ̺ solve the drift-diffusion equation
̺t = ∆̺
m +∇ · (̺~b) in Q := Rd × [0,∞), (1.1)
with a vector field ~b : Q → Rd, a non-negative initial data ̺(·, 0) = ̺0 and m > 1. The nonlinear
diffusion term in (1.1) represents an anti-congestion effect ( [2, 9, 12, 19]).
If ̺ is initially compactly supported, then the property is preserved for all times (see [13]). Our interest
is on the regularity of the free boundary ∂{̺ > 0}. As we will see below, interesting challenges arise due
to the presence of drift.
(1.1) can be written in the form of continuity equation,
̺t −∇ · ((∇u +~b)̺) = 0,
where
u =
m
m− 1̺
m−1. (1.2)
Hence formally the normal velocity for the free boundary can be written as
V = −(∇u+~b) · ~n = |∇u| −~b · ~n on (x, t) ∈ Γ := ∂{̺ > 0} = ∂{u > 0}, (1.3)
where ~n = ~nx,t is the outward normal vector at given boundary points. Given that ̺ solves a diffusion
equation, it would be natural to expect that the free boundary is regularized by the pressure gradient
|∇u| if~b is smooth, as long as u stays non-degenerate near the free boundary and topological singularities
are ruled out. In general neither can be guaranteed even with zero drift. Below we discuss our main
results and new challenges in the context of literature. We will always assume
~b ∈ C3,1x,t (Q) and ̺0 ∈ L1(Rd) ∩ L∞(Rd). (1.4)
Literature
When ~b = 0, (1.1) is the well-known Porous Medium Equation (PME), for which a vast amount of
literature is available (see the book [18]). Let us mention several classical results that are relevant in
our paper. The semi-convexity estimate ∆u > −∞ for t > 0 was shown by Aronson and Benilan [1]
and played a fundamental role in the regularity theory of (PME). When u0 has super-quadratic growth
near the free boundary, Caffarelli and Friedman [5] showed that the support of solution strictly expands
in time. While nondegeneracy is not obtained in this scenario, they prove a weaker description on the
expansion rate of the free boundary by showing that its free boundary can be represented as t = S(x)
where S is Ho¨lder continuous. To discuss further regularity results, it is natural to require some geometric
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properties of the solution to rule out topological singularities such as merging of two fingers. The C1,α
regularity of the free boundary is established in [7], under the assumption of nondegeneray and Lipschitz
continuity of solutions. These assumptions are shown to hold after a finite time T0 > 0 in [6], where T0
is the first time the support of solution expands to contain its initial convex hull.
With the exception of ~b = x, there appears to be no global change of coordinates that eliminates
the drift dependence in the equation (1.1). Well-posedness is shown in [3] and [11] for weak solutions
and in [13] for viscosity solutions. Asymptotic convergence to equilibrium of (1.1) is shown in [8] using
energy dissipation when ~b is the gradient of a convex potential (also see [13] for convergence in Hausdorff
distance). Few results are available for regularity properties of solutions. It was shown in [15] that
solutions become immediately Ho¨lder continuous for positive times if ̺0 ∈ L1(Rd) ∩ L∞(Rd) and if ~b
is uniformly bounded. Free boundary regularity appears rather challenging, even for traveling waves
(see [17]). This is in sharp contrast to the zero drift case where all traveling waves are planar. Numerical
experiments in [16] present the interesting possibility that an initially smooth free boundary with smooth
drift could develop corners without topological changes.
Discussion of main results and difficulties
For our analysis, we will analyze the pressure variable (1.2) and the pressure equation it satisfies:
ut = (m− 1)u∆u+ |∇u|2 +∇u ·~b + (m− 1)u∇ ·~b in Q. (1.5)
We first show the semi-convexity (Aronsson-Benilan) estimate through a barrier argument on ∆u.
This is where we use the C3x norm of
~b.
Theorem 1.1. [Theorem 3.1] Let u solve (1.5) and (1.4) holds. Then for some σ > 0, ∆u > −σt − σ
in the sense of distribution for all t > 0.
Next we discuss a weak nondegeneracy property of the free boundary. With zero drift this corresponds
to the strict expansion property of the support in [5]. In our case this property needs to be understood
in terms of the streamlines. Let us define the streamline X(t) = X(x0, t0; t) to be as the unique solution
of the ODE: {
∂tX(t) = −~b(X(t), t0 + t), t ∈ R,
X(0) = x0.
(1.6)
We will use the notation Ω := {(x, t), u(x, t) > 0} and Ωt := {x, u(·, t) > 0}. While the streamlines
are a natural coordinate for us to measure the “strict expansion” of Ωt over time, the coordinate does
not cope well with the diffusion term in the equation. The most delicate scenario occurs with degenerate
pressure, where the time range we need to observe is much larger than the space range. For this reason
we need to carefully localize ~b and utilize the actual streamline instead of its linear approximations.
Theorem 1.2. [Theorem 4.1] Fix (x0, t0) ∈ Γ := ∪t>0(∂Ωt × {t}). Then either of the following holds:
(Type one) X(−s) := X(x0, t0;−s) ∈ Γ for s ∈ [0, t0];
(Type two) There exists C∗, β > 1 and h > 0 such that for s ∈ (0, h)
u(x, t0 − s) = 0 if |x−X(−s)| ≤ C∗sβ ,
u(x, t0 + s) > 0 if |x−X(s)| ≤ C∗sβ.
Moreover, if u0 satisfies the growth estimate
∆u0 > −∞ and u0(x) ≥ γ(dist(x,ΩC0 ))2−ς for some γ, ς > 0, (1.7)
then any point on Γ ∩ {t > 0} is of type two.
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The condition (1.7) is optimal, since there is a stationary solution to (1.1) with a corner on its free
boundary and with quadratic growth (see Theorem 7.2).
Next we strengthen the weak nondegeneracy to show linear growth of u near the free boundary. As
mentioned above, nondegeneracy property of u is essential for the regularity of its free boundary. Let us
briefly go over the main observations made in [6] to illustrate challenges in our case. Formally speaking,
for zero drift it follows from (1.3) that
|∇u| = (∇u) · (−~n) = V = ut|∇u| ≥
1
(At+B)
~n · ( x|x| ),
where the third equality is due to the level set formulation of the normal velocity, and the last inequality is
due to the fact that ∇u is parallel to the negative normal −~n on the free boundary. Thus nondegeneracy
follows if ~n has nonzero radial component. This is true for t > T0, where it was shown that Γ is a
locally Lipschitz graph with respect to the spherical coordinates, using moving planes method. As for
the solutions, for t > T0, the geometry of Γ can be combined with the scaling invariance of (PME) to
yield space-time directional monotonicity.
For nonzero drift, neither scaling invariance nor the moving planes method is available due to the
inhomogeneity present in ~b. Still, it is reasonable to expect that, without topological singularities and
waiting time, the diffusive nature of the equation (1.5) regularizes the free boundary. Based on this
speculation, we assume spatial directional monotonicity, to rule out topological singularities. With this
assumption we will adopt a local perturbation argument introduced in [10].
Let us define the cone
Wθ,µ := {y ∈ Rd : | y|y| − µ| ≤ sin θ} with axis µ ∈ S
d−1 and θ ∈ (0, π/2]. (1.8)
With the notation Qr := B(0, r) × (−r, r), we assume that
∇u · p ≥ 0 for p ∈ Wθ,µ in Q2. (1.9)
Theorem 1.3. [Corollary 5.5] Let u solve (1.5). Suppose in Q2, (1.9) holds, ∆u > −∞, and Γ is of
type two. If ǫ is sufficiently small, then for some κ∗ > 0 we have
sup
|x−x0|≤ǫ
u(x, t0) ≥ κ∗ǫ for (x0, t0) ∈ Γ ∩Q1.
Building on the above non-degeneracy result, we proceed to study the free boundary regularity. In
addition to the spatial monotonicity condition (1.9) we assume that
ut ≤ A (|∇u|+ u+ 1) in Q1 for some constant A > 0. (1.10)
The condition prevents sudden changes in the evolution caused by changes in the far-away region.
We follow the iterative argument of [7], which is based on various comparison arguments between
the solution and its shifted version to observe improvements of directional monotonicity over time. For
nonzero drifts (1.5) changes under coordinate shifts, and thus a notable modification is necessary in the
iteration procedure. See Remark 6.8.
Theorem 1.4. [Lemma 6.1, Theorem 6.1] For u as given in Theorem 1.3 with (1.10), u is Lipschitz
continuous and Γ is C1,α in Q1/2.
As an application of the above theorem we prove the following.
Theorem 1.5. Let α : R→ R be a smooth and bounded function. Let u solve (1.5) in Q = R2 × [0,∞)
with ~b = (α(x2), 0) and the initial data u0(x) = (x1)+, under linear growth condition at infinity.
Then Γ is locally uniformly C1,α in Q.
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In [17] the existence of traveling wave solutions are shown with the above choice of ~b. The free
boundary regularity remains open for the traveling waves, and possible formulation of corners has been
observed in numerical experiments [16]. We consider the initially planar solution that was used in [16]
to approximate the travelling waves. Our argument rules out the possibility of finite time singularity of
the free boundary, but leaves open the possibility of asymptotic singularity.
We finish with examples which illustrate possible singular behaviors of free boundaries that exhibit
differences from the zero drift case.
Theorem 1.6. [Theorem 7.2 and 7.3]. There is ~b ∈ C3x(Rd) such that (1.5) has a stationary profile with
a corner on its free boundary. There is a continuous spatial ~b such that an initially smooth solution to
(1.5) develops singularity on the free boundary in finite time.
Acknowledgements. Both authors are partially supported by NSF grant DMS-1566578. We would
like to thank Jean-Michel Roquejoffre and Yao Yao for helpful discussions.
2. Preliminaries
Notations.
Throughout the paper by universal constants, denoted as σ, we mean various constants that only
depend on m, d, ‖~b‖C3,1x,t and ‖̺0‖L1 + ‖̺0‖L∞ . When we say the dependence on σ, we mean the
dependence on universal constants.
We use C to represent various constants which might depend on universal constants and other con-
stants appeared in the assumptions of corresponding theorems. The dependence should be clear in the
context.
For a continuous, non-negative function u : Rd × (0,∞)→ R, we denote
Ω(u) := {u > 0}, Ωt(u) := {u(·, t) > 0}
and
Γt(u) := ∂Ωt, Γ(u) := ∪t∈(0,∞)(Γt × {t}).
When it is clear from the context we will omit the dependence on u.
B(x, r) := {x ∈ Rd : |x| ≤ r}, Br := B(0, r), Q = Rd × [0,∞) and Qr := Br × (−r, r).
∇ denotes spatial gradient, and ∇ˆ := (∇, ∂t). We denote fi := ∂xif , fij := ∂2xixjf .
Let ν, µ be two vectors in Rd+1 or Rd. We denote the angle between them by
〈ν, µ〉 := arccos
(
ν · µ
|ν||µ|
)
∈ [0, π].
Let µ ∈ Rd and θ ∈ [0, π/2]. As in (1.8), we write
Wθ,µ = {p ∈ Rd, 〈p, µ〉 ≤ θ}.
Let ν ∈ Rd+1, define the space-time cone Ŵθ,ν for θ ∈ [0, π/2] as
Ŵθ,ν := {p ∈ Rd+1, 〈p, ν〉 ≤ θ}. (2.1)
Next we recall the notion of weak solutions and their well-posedness.
Definition 2.1. Let ̺0 ≥ 0 ∈ L∞(Rd) ∩ L1(Rd). We say that a non-negative function ̺(x, t) : Rd ×
[0, T ]→ [0,∞) is a subsolution (resp. supersolution) to (1.1) with initial data ϕ0 if
̺ ∈ C([0, T ], L1(Rd)) ∩ L∞(Rd × [0, T ]),
̺~b ∈ L2([0, T ]× Rd) and ̺m ∈ L2(0, T, H˙1(Rd)).
(2.2)
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And for all non-negative φ ∈ C∞c (Rd × [0, T ))∫ T
0
∫
Rd
̺ φtdxdt ≥ (resp. ≤)
∫
Rd
̺0(x)φ(0, x)dx +
∫ T
0
∫
Rd
(∇̺m + ̺~b)∇φ dxdt.
We say ̺ is a weak solution to (1.1) if it is both sub- and supersolution of (1.1).
By u := mm−1̺
m−1 solving (1.5), we mean that ̺ is a weak solution to (1.1).
Then we state the existence theorem.
Theorem 2.1 (Theorem 3.1, 3.3 [15]). Let ̺0 as given in Definition 2.1 with ~b ∈ L∞(Q). Then there
is a weak solution ̺ to (1.1) with initial data ̺0. Moreover ̺ is uniformly bounded for all t ≥ 0.
Now we state the comparison principle which implies the uniqueness of (1.5).
Theorem 2.2 (Theorem 3.4 [15]). Let ¯̺, ̺ be respectively a subsolution and a supersolution of (1.1)
with ~b ∈ C1,0x,t such that ¯̺(x, 0) ≤ ̺(x, 0) a.e.. Then ¯̺≤ ̺ a.e. for t ≥ 0.
In our analysis it is often convenient to work with classical solutions of (1.1), which is made possible
by the following result.
Lemma 2.1 (Section 9.3 [18]). Let U := B1 or R
d. Suppose ̺ solves (1.1) in U × [0, 1] with ̺0 ∈
L1(U)∩L∞(U). Then there exists a sequence of ̺k (or uk) which are strictly positive, smooth solutions
of (1.1) and ̺k → ̺ locally uniformly in U × (0, 1] as k →∞.
3. Regularity of the Pressure
Let ̺ be a solution to (1.1) with condition (1.4). By the proof of Theorem 2.1,
‖̺‖∞ ≤ σ(‖~b‖∞, ‖̺0‖1 + ‖̺0‖∞) for all (x, t) ∈ Q.
With this, we prove the fundamental estimate (for the pressure variable u = mm−1̺
m−1) below.
Theorem 3.1. There exists a universal constant σ such that
∆u > −σ
τ
− σ in Rd × [τ,∞). (3.1)
in the sense of distribution.
Proof. By Lemma 2.1, we only need to consider the smooth solutions. If (3.1) holds for the approximated
smooth solutions, it holds for general solutions in the sense of distribution.
Now we assume that u is smooth and consider p = ∆u. Then by differentiating (1.5) twice, we get
pt = (m− 1)u∆p+ 2m∇u∇p+ (m− 1)p2 + 2Σuijuij
+∇p ·~b+ 2Σuijbij +∇u ·∆~b+ (m− 1)
(
p∇ ·~b+ 2∇u · ∇(div~b) + u∆(div~b)
)
By Ho¨lder’s inequality, we have∣∣∣(m− 1)p∇ ·~b+ 2Σuijbij∣∣∣ ≤ m2 p2 +Σ|uij |2 + σm
≤ (m− 2)
2
p2 + 2Σ |uij|2 + σm,∣∣∣∇u ·∆~b+ 2(m− 1)(∇u · ∇(div~b)∣∣∣ ≤ m|∇u|2 + σm,
(m− 1)
(
u∆(div~b)
)
≤ σm.
Thus we obtain
pt − (m− 1)u∆p− 2m∇u · ∇p− m
2
p2 −∇p ·~b+m|∇u|2 + σm ≥ 0.
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Viewing u as a known function, we may write the above quasilinear parabolic operator of p as L0(p) and
so we have L0(p) ≥ 0. Below will construct a barrier for this operator to obtain a lower bound for p.
Let w := − σ1t+τ + u− σ2 for some τ, σ1, σ2 > 0 to be determined later. Then
L0(w) = σ1
(t+ τ)2
+ ut − (m− 1)u∆u− 2m|∇u|2 − m
2
(
− σ1
t+ τ
+ u− σ2
)2
−∇u ·~b+m|∇u|2 + Cm.
Now we use the equation (1.5) to obtain
L0(w) ≤ σ1
(t+ τ)2
− (m− 1)|∇u|2 − m
2
(
− σ1
t+ τ
+ u− σ2
)2
+ σm
≤ σ1
(t+ τ)2
− m
2
σ1
(t+ τ)2
− m
2
(σ2 − u)2 + σm ≤ 0,
if we choose σ1 ≥ 2/m and σ2 ≥ ‖u‖∞+(2σ)1/2. Hence L0(w) ≤ 0 ≤ L0(p), and by comparison principle
we conclude that
∆u = p ≥ w ≥ −σ1
t
− σ2.

As a remark, if ∆u0 > −∞ in the sense of distribution, then there exists C such that ∆u ≥ −C for
all time.
Next we prove a useful property about the support of solutions: if x0 ∈ Ωt0 for some t0, then
X(x0, t0; t) ∈ Ωt for all t ≥ t0. The proof is parallel to the proof of Lemma 3.5 [14] where they used a
barrier argument. We will consider for t > 0, since at t = 0, u may not even be continuous. Again we
are using smooth approximations.
Lemma 3.1. The set {u > 0} ∩ {t > 0} is non-decreasing along the streamlines.
Proof. Choose t ≥ η0 > 0. Recall (1.6), we denote X(x, t; s) with s ≥ 0 as the streamline starting at
(x, t). By (3.1) and the equation, denoting C0 =
σ
η0
+ σ, we have
∂su(X(x, t; s), t+ s) = (ut +∇u ·~b)(X(x, t; s), t+ s)
≥ (−C0(m− 1)u+ |∇u|2 + (m− 1)u∇ ·~b)(X(x, t; s), t+ s)
≥ −Cu(X(x, t; s), t+ s)
where C = (m− 1)(C0 + ‖∇ ·~b‖∞). Thus for all s ≥ 0
eCsu(X(x, t; s), t+ s) ≥ u(x, t). (3.2)
In particular, if x ∈ Ωt
u(X(x, t; s), t+ s) > 0 for all s ≥ 0.

4. Regularity of the Free Boundary
Here we study the propagation of the free boundaries along streamlines. The central idea in [5] was
to measure the time the free boundary moves away from a given point by distance R, in terms of the
average pressure in a ball of size R, making it sufficient to track the size of the pressure average over
time instead of the free boundary movement. We follow this idea and obtain corresponding statements
(Lemma 4.1-4.2) along the streamlines.
The first lemma states that if the average pressure is low around a free boundary point, then the
support cannot expand out too fast.
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Lemma 4.1. Suppose t0 ≥ η0 > 0. There exists τ0, c0 such that for any R > 0, τ ∈ (0, τ0), if
u(x, t0) = 0 for x ∈ B(x0, R),∮
B(X(x0,t0;τ),R)
u(x, t0 + τ)dx ≤ c0R
2
τ
,
then
u(x, t0 + τ) = 0 for x ∈ B(X(x0, t0; τ), R/6).
Proof. Note that Theorem 3.1 yields
∆u ≥ −C0 := − σ
η0
− σ for t ≥ η0. (4.1)
For simplicity, suppose x0 = 0, t0 = 0, and consider the rescaled function
u˜(x, t) =
τ
R2
u(Rx, τt). (4.2)
Then u˜ satisfies
u˜t = (m− 1)u˜∆u˜ + |∇u˜|2 +∇u˜ ·~b′ + (m− 1)u˜∇~b′.
with ~b′(x, t) := τR
~b(Rx, τt), and the corresponding streamline X˜(t) = 1RX(0, 0; τt).
Set ǫ := C0τ0 and then ∆u˜ = τ∆u ≥ −ǫ. Here ǫ can be arbitrarily small if τ0 is small. From our
assumption, it follows that ∮
B(X˜(1),1)
u˜(x, 1)dx ≤ c0.
Using this and that u˜+ ǫ|x|2/(2d) is subharmonic, we find for x ∈ B(X˜(1), 12 ),
u˜(x, 1) ≤ − ǫ|x|
2
2d
+
∮
B(X˜(1),1/2)
u˜(y, 1) +
ǫ|y|2
2d
dy
≤ 2d
∮
B1
u˜(y, 1)dy + σǫ ≤ 2dc0 + σǫ.
(4.3)
Now consider
v(x, t) := u˜(x+ X˜(t), t).
By (4.1), we know ∆v ≥ −ǫ. From the equation, v satisfies
vt(x, t) = (m− 1)v∆v + |∇v|2 +∇v · (~b′(x+ X˜, t)−~b′(X˜, t)) + (m− 1)v∇ ·~b′(x+ X˜, t)
≥ −ǫ(m− 1)v + |∇v|2 − στ |∇v||x| − στv
≥ −ǫ(m− 1)v − στv − στ2|x|2,
where the first inequality is due to the fact that for some universal σ
|∇~b′| ≤ στ and |~b′(x+ X˜, t)−~b′(X˜, t)| ≤ στ |x|, (4.4)
while in the second inequality, we applied Ho¨lder’s inequatlity.
Since ǫ = C0τ and C0 ≥ 1, we obtain
vt(x, t) ≥ −σǫ v − σǫ2|x|2. (4.5)
Hence we get in B 1
2
× (0, 1)
v(x, 1) ≥ eσǫ(t−1)v(x, t)− σ(1 − eσǫ(t−1))ǫ |x|2
≥ e−σǫv(x, t)− σǫ.
Using (4.3) and taking ǫ to be small, we conclude that
v(x, t) ≤ eσǫ(2dc0 + σǫ) in B 1
2
× (0, 1). (4.6)
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To conclude we need to proceed with a barrier argument to put an upper bound for the support of v.
To this end observe that
vt − (m− 1)v∆v = |∇v|2 +∇v · (~b′(x+ X˜, t)−~b′(X˜, t)) + (m− 1)v∇ ·~b′(x+ X˜, t)
≤ |∇v|2 + στ |∇v| |x| + στv
and thus
L1(v) := vt − (m− 1)v∆v − 2|∇v|2 − στ2|x|2 − στv ≤ 0. (4.7)
Define
ϕ(x, t) := λ
(
t
36
+
(|x| − 1/3)
6
)
+
.
By direct computations, L1(ϕ) ≥ 0 for 13 − t6 ≤ |x| ≤ 12 if
1
λ
≥
(
t
6
+ |x| − 1
3
)(
(m− 1)(d− 1)|x|−1 + σǫ
6λ
)
+ 2 +
9ǫ
λ2
.
This is valid for t ∈ (0, 1) provided that we take λ to be small and then ǫ to be small.
By the assumption we have v(x, 0) = 0 in B 1
2
and thus v ≤ ϕ on |x| ≤ 1/2, t = 0. On the lateral
boundary |x| = 1/2, t ∈ (0, 1), by (4.6) if c0, ǫ are small enough depending on universal constants
v ≤ eσǫ(2dc0 + σǫ) ≤ λ
36
≤ ϕ.
Hence by comparison in B 1
2
× (0, 1) we have v ≤ ϕ. In particular
u˜(x+ X˜(1), 1) = v(x, 1) ≤ ϕ(x, 1) = 0
for |x| < 16 and we proved the lemma.

The next lemma says sufficient average pressure pushes the support to expand out relative to the
streamline.
Proposition 4.2. Suppose t0 ≥ η0 > 0. For any c1 > 0, there exist λ, c2, τ0 > 0 such that the following
holds. If ∮
B(x0,R)
u(x, t0)dx ≥ c1R
2
τ
for τ ∈ (0, τ0],
then
u(X(x0, t0;λτ), t0 + λτ) ≥ c2R
2
τ
.
Proof. 1. Let C0 be as in (4.1), and set (x0, t0) = (0, 0) by shifting coordinates. We consider the
corresponding density variable ̺(x, t) = (m−1m u(x, t))
1
m−1 and its rescaled version
˜̺(x, t) = (
τ
R2
)
1
m−1 ̺(Rx, τt),
which then solves
˜̺t = ∆˜̺
m +∇ · (˜̺~b′) where ~b′(x, t) := τ
R
~b(Rx, τt).
Since ∆u ≥ −C0, τ ≤ τ0, choosing ǫ = C0τ0 yields ∆˜̺m ≥ −ǫ ˜̺. As before we set
X˜ = X˜(t) :=
1
R
X(0, 0; τt) and ρ(x, t) := ˜̺(x+ X˜, t).
2. For Y (t) :=
∫
B1
ρm(x, t)dx. First let us show that Y (λ) stays sufficiently positive if ǫλ is small.
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Note X˜(0) = 0, therefore by our assumption
Y (0) =
∮
B1
ρm(x, 0)dx = σ(
τ
R2
)
m
m−1
∮
B(0,R)
̺m(x+ X˜(0), 0)dx
= σ
∮
B(0,R)
(
τ
R2
u)
m
m−1 (x, 0)dx
≥ σ
(
τ
R2
∮
B(0,R)
u(x, 0)dx
) m
m−1
≥ σc
m
m−1
1 =: c
′
1.
where σ is universal. Due to (4.5) and v(x, t) = mm−1ρ
m−1(x, t), for ǫ small enough and |x| ≤ 1
(ρm)t ≥ −σǫρm − σǫ2|x|2ρ ≥ −σǫρm − σǫ. (4.8)
Consequently
Y (t) ≥ e−σǫtY (0)− σǫt ≥ e−σǫλc′1 − σǫλ >
c′1
2
∼ c
m
m−1
1 (4.9)
for t ∈ (0, λ] if ǫλ <<σ 1.
3. Next we will establish a lower bound on the growth rate of Z(t) :=
∫ t
0
Y (s)ds, using the weak
solution formulation of ˜̺. Note that from the previous step we already know that Z is not too small at
small times. On the other hand, if Z stays bounded due to the bound on ˜̺ obtained in section 2. Once
we establish (4.10), we will use it in step 4 to show that if ρm(0, s) stays too small then Z(t) grows too
fast, yielding a contradiction.
Lemma 4.3. For universal constants σ1, σ2 and γ,
e−σ1ǫt
∫ t
0
Y ds ≤ σ2
∫ t
0
ρm(0, s)ds+ σ2ǫ
γ + σ2|Y | 1m (4.10)
Proof. As in [5], we introduce the Green’s function in a unit ball so that G solves
∆G = −σdδ(x) + σdIB1 and G = 0,∇G = 0 on ∂B1. (4.11)
Let us only discuss the dimension d ≥ 3, where G is defined as
G(x) = |x|2−d − 1− d− 2
2
(1− |x|2). (4.12)
We want to differentiate
∫
B(X˜,1)
G(x − X˜)˜̺(x, t)dx with respect to t. Since G(x − X˜) = 0 for x on
the boundary of B(X˜, 1), we have(∫
B(X˜,1)
G(x − X˜)˜̺(x, t)dy
)′
=
∫
B(X˜,1)
∇G(x − X˜) ·~b′(X˜)˜̺dx+
∫
B(X˜,1)
G(x − X˜) ˜̺t dx
=
∫
B(X˜,1)
∇G(x − X˜) · (~b′(X˜)−~b′(x))˜̺dx+
∫
B(X˜,1)
∆G(x − X˜) ˜̺m dx =: A1 +A2.
(4.13)
Recall the definition of ~b′ and bounds on ~b, we know ∇~b′ ≥ −σǫId. Then for x, y ∈ Rd,
(~b′(x)−~b′(y)) · (x− y) ≥ −σǫ|x− y|2.
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By (4.12), we know ∇G(x) = −(d− 2)(|x|−d − 1)x. Thus,
A1 = −
∫
B(X˜,1)
(d− 2)(|x− X˜|−d − 1)(x− X˜) · (~b′(X˜)−~b′(x))˜̺dx
≥ −σǫ
∫
B(X˜,1)
(d− 2)(|x− X˜|−d − 1)|x− X˜|2 ˜̺dx
≥ −σǫ
∫
B(X˜,1)
G(x− X˜)˜̺dx
(4.14)
As for A2, applying (4.11), we obtain
A2 = −σd ˜̺m(X˜, t) + σ
∫
B(X˜,1)
˜̺m(x, t) dx. (4.15)
Using (4.14), (4.15), we find for some universal σ > 0(∫
B(X˜,t)
G(x− X˜)˜̺(x, t)dy
)′
≥ −σd ˜̺m(X˜, t) + σ
∫
B(X˜,t)
˜̺m(x, t) dx
− σǫ
∫
B(X˜,t)
G(x− X˜) ˜̺(x, t)dx.
Hence we derive
eσǫt
∫
B1
G(|x|)ρ(x, t)dx ≥ −σd
∫ t
0
eσǫsρm(0, s)ds+ σ
∫ t
0
∫
B1
eσǫsρm(x, s) dxds,
which simplifies to ∫ t
0
e−σǫtY (s)ds ≤ σ
∫
B1
G(|x|)ρ(x, t)dx + σ
∫ t
0
ρm(0, s)ds. (4.16)
Next following the proof of Lemma 2.3 [5], using (4.16) and the integrability property of G, we can
bound
∫
B1
Gρdx by the sum of Y
1
m and powers of ǫ. We conclude the proof of the lemma.

4. Now let us show that a contradiction occurs if our statement is false and u(X(0, λτ), λτ) ≤ c2R2τ .
In terms of ρ, we have
ρm(0, λ) ≤ σ(m) c
m
m−1
2 .
Assume ǫλ << 1 and apply (4.8) again, we obtain for some universal σ and t ∈ (0, λ]
ρm(0, t) ≤ σeσǫλc
m
m−1
2 + σǫλ.
Let us assume for some σ large enough
c
1
m−1
1 ≥ σǫγ + σ(eσǫλc
m
m−1
2 λ+ ǫλ
2), (4.17)
and then we have for t ∈ (0, λ] and some universal σ3
σ2
∫ t
0
ρm(0, s)ds+ σ2ǫ
γ ≤ σ3Y (t) 1m .
Here we used (4.9). Thus in this situation, by (4.10), for t ∈ (0, λ]
e−σ1ǫt
∫ t
0
Y ds ≤ (σ2 + σ3)Y 1m .
Writing Z(t) =
∫ t
0 Y (s)ds, we have for some universal σ
Z ′ ≥ σe−σǫtZm, with Z(λ
2
) ≥ c3λ (4.18)
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where the second inequality comes from (4.9), and
2c3 = e
−σǫλc′1 − ǫλ ∼ c
m
m−1
1 .
Solving the ODE (4.18) (with inequalities replaced by equalities) shows t ∈ (0, λ2 ]
Z(t+
λ
2
) ≥ ((c3λ)1−m − f(t)) 11−m , (4.19)
where for some universal σ4 > 0
f(t) :=
∫ t+λ/2
λ/2
σe−σǫsds = σe−σλǫ/2
(eσǫt − 1)
σǫ
∼ σ4t+ σǫt2
since we can assume σǫ << 1.
It is direct that f is monotone increasing in t. Notice the right hand side of (4.19) goes to +∞ as
t→ f−1((c3λ)1−m)
which is impossible provided that f−1((c3λ)
1−m) ≤ λ2 , which is equivalent to
(c3λ)
1−m ≤ f(λ
2
) ∼ σ4λ+ σǫλ2. (4.20)
It is not hard to see that (4.20) holds if λ ≥ C(c1, σ) and σǫλ << 1.
We have proved the proposition with τ0 = ǫ/C0, λ satisfying (4.20), and c2 satisfying (4.17).

For any (x0, t0) ∈ Γ, consider the streamline segment ending at point (x0, t0). We use the notation
Υ(x0, t0) := {(X(x0, t0;−s), t0 − s), s ∈ (0, t0)} .
We have the following theorem:
Theorem 4.1. Suppose t0 ≥ η0 > 0 and fix any point (x0, t0) ∈ Γ. Then the following is true:
(1) Either Υ(x0, t0) ⊂ Γ or Υ(x0, t0) ∩ Γ = ∅.
(2) Suppose the second case, then there exist positive constants C∗, β, h such that for all s ∈ (0, h)
̺(x, t0 − s) = 0 if |x−X(x0, t0;−s)| ≤ C∗sβ ,
̺(x, t0 + s) > 0 if |x−X(x0, t0; s)| ≤ C∗sβ.
If the second case holds for (x0, t0) ∈ Γ, we say (x0, t0) is of the second type. Here β only depends d,
η0 and ‖~b‖C3,0x,t .
Part (2) is a quantitative description of the second alternative in part (1). The proof is essentially
given by Theorems 3.1-3.2 [5] based on the Lemmas 4.1 - 4.2. Let us only sketch the proof for part (1)
below.
If the assertion of (1) is not true, then without loss of generality we can find t0 > t1 > t2 > 0 such
that t0 − t1 >> t1 − t2 and
x0 ∈ Γt0 , x1 := X(x0, t0; t1 − t0) ∈ Γt1 , x2 := X(x0, t0; t2 − t0) /∈ Γt2 .
Consequently for some R, u(·, t2) = 0 in B(x2, R). Since x1 = X(x2, t2; t1 − t2), by Lemma 4.1,∮
B(x1,R)
u(x, t1)dx ≤ c0R
2
t1 − t2 .
Since t0 − t1 >> (t1 − t2), Lemma 4.2 yields that u(x0, t0) = u(X(x1, t1; t0 − t1), t0) > 0, which leads to
the contradiction.
When the initial data grows faster than quadratically, it is possible to characterize the constants C∗, h
in above theorem in terms of time variable. By a compactness argument, iteratively using Theorem 4.1
and arguing as in the remark on Theorem 3.2 in [5], we have the following theorem.
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Theorem 4.2. Suppose (1.7) and ∆u0 > −∞. Then any point x0 ∈ Γt0 with t0 ≤ T is of the second
type and the constants C∗, h in Theorem 4.1 (2) only depend on the conditions.
5. Monotonicity Implies Nondegeneracy
In this section, we prove the nondegeneracy property of solutions. Here is our main theorem.
Theorem 5.1. Let u solve (1.5) in Q2 with ∆u ≥ −C0 and Γ ∩Q2 is of type two. Suppose in addition
that (1.9) holds with the cone Wθ,µ. Then there exists a constant C > 0 such that for sufficiently small
ǫ > 0 we have
u(X(x, t;Cǫ)− ǫµ, Cǫ) > 0 for (x, t) ∈ Γ ∩Q1.
Remark 5.1. When u is a solution of (1.5) in Rn × (−T, 2) with T > 2, then the constants C and ǫ in
Theorem 5.1 depend on
{θ, C∗, h, β, universal constants } ,
where C∗, h, β are constants given in Theorem 4.1. Furthermore when (1.7) holds for the initial data
u(·,−T ), then C∗, h, β only depends on u(·,−T ), see Theorem 4.2.
The main ingredient in the proof of the theorem, motivated from [10], is the construction of a super-
solution for the following operator associated with v(x, t) := u(x+X(t), t).
L2v := ∂tv− (m− 1)v∆v− |∇v|2 −∇v · (~b(x+X(t), t)−~b(X(t), t))− (m− 1)v∇ ·~b(x+X(t), t). (5.1)
Since the supersolution to be constructed is a rescaled inf-convolution of v, comparison of the two leads
to space-time monotonicity of v.
Let ψ be a positive smooth function in B2 and 0 < ψ <
1
2 and v ∈ C∞(B2) be non-negative. Consider
f(x) := inf
B(x,ψ(x))
v(y).
We have the following two properties.
Lemma 5.2. If for some σ1 = σ1(d) > 0 large enough
∆ψ =
σ1|∇ψ|2
|ψ|
in B2, then for some universal σ2, in B1
∆f(x) −∆v(y) ≤ σ2‖∇ψ‖∞max{∆v(y), 0} if f(x) = v(y).
Without loss, we can take σ2 ≥ 3.
Lemma 5.3. For x ∈ B1,
|∇f(x)−∇v(y)| = |∇v(y)||∇ψ(x)| if f(x) = v(y).
We postpone the proofs of the two Lemmas to the appendix.
Let ϕ : Rd → (0,∞) be a smooth function and σ2 be as given above. For some constants α,A0,M0 ≥ 1
we define
w(x, t) := (1 +A0ǫt) inf
y∈B(x,Rǫ(x,t))
u(y + rǫµ+X(0, 0; ζ(t)), ζ(t)) (5.2)
where
Rǫ(x, t) := ǫϕ(x)(1 − αt) (5.3)
ζ(t) := (1 + σ2M0ǫ)(t+
A0ǫt
2
2
). (5.4)
We will choose A0 and α in Proposition 5.4 and M0, r in the proof of Theorem 5.1.
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Proposition 5.4. Suppose ∆u ≥ −C0 in Q2. Fix M0 ≥ 1 and consider ϕ : B2 → R such that{
∆ϕ = σ1|∇ϕ|
2
|ϕ| ,
r
M0
≤ ϕ(·) ≤ rM0, ‖∇ϕ‖∞ ≤M0 for some r ∈ (0, 1),
(5.5)
Then there exists A0, α, τ, ǫ0 depending only on M0 and universal constants such that for all ǫ ≤ ǫ0 the
function w defined in (5.2) satisfies
L2w ≥ 0 in Br × (0, τ).
Proof. Below and within this section, we will use the notation
Xt := X(0, 0; t), Xζ := X(0, 0; ζ(t)).
By Lemma 2.1, we may assume that u is smooth.
Denote v(x, t) = u(x+Xt, t) which solves L2v = 0, and suppose
τ ≤ min{1/A0, 1/(σ2M0), 1/(5α)}, (5.6)
where A0, α will be determined in (5.14). Define g(t) := 1 +A0ǫt. By definition of ζ,
∂tζ(t) = (1 + σ2M0ǫ) g(t),
0 ≤ ζ − t ≤ σσ2M0tǫ ≤ σǫ ( by (5.6)) (5.7)
for some universal σ. By definition of w there is z(x) such that w(x, t) = g(t)v(z(x), ζ(t)) and
|z − x| ≤ ǫ(M0 + 1)r. (5.8)
We will write w = w(x, t) and v = v(z(x), ζ(t)). Computing as in [14] it follows that
∂tw ≥ A0ǫv − ∂tRǫ |∇w| + (ζ′)g vt
= A0ǫv + ϕαǫ g|∇v|+ (1 + σ2M0ǫ)g2vt ( by (5.3))
≥ A0ǫv + rαǫ
M0
|∇v|+ (1 + σ2M0ǫ)g2vt ( by (5.5)).
(5.9)
By Lemma 5.2,
−∆w ≥ −g∆v − σ2‖∇Rǫ‖∞|∆v|
≥ −(1 + σ2M0ǫ)g∆v − C1ǫ ( since ∆v ≥ −C0)
where C1 = σC0M0. By Lemma 5.3,
|∇w − g(∇v)| = |∇Rǫ||g∇v| ≤ ǫM0|∇v|.
Because σ2 ≥ 3 and ǫ is small,
|∇w|2 ≤ (1 + σ2M0ǫ)g2|∇v|2.
For x ∈ Br, we have ∣∣∣~b(x+Xζ , ζ)−~b(Xζ , ζ)∣∣∣ ≤ ‖∇~b‖∞r ≤ σr,
and thus
(∇w − g∇v) · (~b(x+Xζ , ζ)−~b(Xζ , ζ)) ≤ σM0rǫ|∇v|. (5.10)
By definition of g(t),
|g − (1 + σ2M0ǫ)g2| . σ2M0ǫ.
Hence ∣∣g∇v − (1 + σ2M0ǫ)g2∇v∣∣ ∣∣∣~b(x+Xζ , ζ)−~b(Xζ , ζ)∣∣∣ ≤ σσ2M0rǫ|∇v|. (5.11)
By (5.8), ∣∣∣~b(x+Xζ , ζ)−~b(z +Xζ , ζ)∣∣∣ ≤ σM0rǫ. (5.12)
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Therefore, by (5.10)-(5.12)∣∣∣∇w · (~b(x +Xζ, ζ) −~b(Xζ , ζ)) − (1 + σ2M0ǫ)g2∇v · (~b(z +Xζ , ζ)−~b(Xζ , ζ))∣∣∣
≤ σ(1 + σ2)M0rǫ|∇v| := C2rǫ|∇v|.
Similarly ∣∣∣g(∇ ·~b(x +Xζ)− (1 + CM0ǫ)g2(∇ ·~b(z +Xζ)∣∣∣ ≤ C2rǫ.
Putting together above estimates we get
L˜2w := ∂tw − (m− 1)w∆w − |∇w|2 −∇w · (~b(x+Xζ , ζ)−~b(Xζ , ζ)− (m− 1)w (∇ ·~b)(x +Xζ , ζ)
≥ A0ǫv + αrǫ
2M0
|∇v|+ (1 + σ2M0ǫ)g2(vt − (m− 1)v∆v − |∇v|2)
− (1 + σ2M0ǫ)g2∇v · (~b(z +Xζ , ζ)−~b(Xζ , ζ))− (m− 1)(1 + σ2M0ǫ)g2 v(∇ ·~b(z +Xζ , ζ))
− C1ǫv − C2rǫ|∇v| − C2rǫv.
Using (5.1) we obtain
L˜2w ≥ A0ǫv + αrǫ
2M0
|∇v|+ (1 + CM0ǫ)g2L2v(z, ζ)− (C1 + C2r)ǫv − C2rǫ|∇v|
= A0ǫv +
αrǫ
2M0
|∇v| − (C1 + C2r)ǫv − C2rǫ|∇v|
Write
2C3 := A0 − C1 − C2r, 2C4 := α
2M0
− C2.
Assume ǫ to be small enough and we have
L2(w) ≥ L2(w)− L˜2(w) + 2C4r|∇v|+ 2C3ǫv
≥ C3ǫw + C4rǫ|∇w| − |∇w|
∣∣∣~b(x+Xζ , ζ)−~b(Xζ , ζ)− (~b(x+Xt, t)−~b(Xt, t))∣∣∣︸ ︷︷ ︸
V0:=
− (m− 1)w
∣∣∣∇~b(x +Xζ , ζ)−∇~b(x +Xt, t)∣∣∣ .
(5.13)
First, we estimate V0:
V0 =
∣∣∣∣∣
∫ ζ
t
∂s~b(x +Xs, s)− ∂s~b(Xs, s)ds
∣∣∣∣∣
≤
∫ ζ
t
∣∣∣((∇~b)(x+Xs, s)− (∇~b)(Xs, s))~b(X)∣∣∣+ ∣∣∣(∂t~b)(x+Xs, s)− (∂t~b)(Xs, s)∣∣∣ ds
≤ σ|x|
∫ ζ
t
∥∥∥D2~b∥∥∥
∞
∥∥∥~b∥∥∥
∞
+
∥∥∥D∂t~b∥∥∥
∞
ds ≤ σrǫ.
Next
|∇~b(x+Xζ , ζ)−∇~b(x+Xt, t)| ≤ σǫ.
Thus by (5.13), if C3, C4 are taken sufficiently large depending on universal constants, it follows that
L2(w) ≥ 0. This is possible if we choose A0, α such that
A0 = σM0(1 + C0), α = σM
2
0 (5.14)
where σ is universal.

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Proof of Theorem 5.1
Let Φ be the unique solution of
∆(Φ−σ1+1) = 0 in B 1
2
\Bsin θ/10
Φ = Ad,θ on ∂Bsin θ/10
Φ =
1
2
sin θ on ∂B 1
2
,
where σ1 is as in Proposition 5.4 and Ad,θ is large enough that Φ(
µ
5 ) ≥ 3. Then for some M0(θ, d) ≥ 1
1
M0
≤ Φ ≤M0, ‖∇Φ‖∞ ≤M0 in B1/2.
With above M0, let A0, α, τ be as given in Proposition 5.4.
Next fix any (x0, t0) ∈ Q1 ∩ Γ and let C∗, h, β be as given in Theorem 4.1. Choose t1 such that
0 < t1 ≤ min{τ, h, σ/(1 + C0)} (5.15)
and set r := min{C∗tβ1 , 14} > 0 so that, due to Theorem 4.1,
u(x, t0 − t1) = 0 for all x ∈ B(X(x0, t0;−t1), r). (5.16)
In the proof we set the point (X(x0, t0;−t1), t0− t1) to be the origin for simplicity. Recall the notation
Xt := X(0, 0; t) and that in our setting (Xt1 , t1) ∈ Γ.
Let us consider
v(x, t) := u(x+Xt, t),
which then solves L2v = 0. By (5.15) and (5.6), we have {(x+Xt, t), x ∈ B1, t ∈ [0, t1]} ⊂ Q1.
It follows from (5.16) that
v(x, 0) = 0 in Br. (5.17)
For P := − r5µ and rθ := r10 sin θ, we define ϕ(x) := rΦ(x−Pr ). Recall w defined from (5.2):
w(x, t) = (1 +A0ǫt) inf
B(0,ǫϕ(x)(1−αt))
v(y + rǫµ, ζ(t)).
Now we define the cylindrical domain
Σ := (B(P, r/2) \B(P, rθ))× [0, t1]
and compare v with w in this domain. Observe that (5.5) is satisfied inside Σ. By Proposition 5.4,
L2(w) ≥ 0 in Σ.
We claim that w ≥ v on the parabolic boundary of Σ. First from (5.17) it follows that
w(x, 0) ≥ 0 = v(x, 0) on B(P, r
2
).
Next observe that, since v(0, t1) = u(Xt1 , t1) = 0,
v(0, t) = u(Xt, t) = 0 for t ∈ [0, t1].
Due to (1.9) and definition of v,
w(·, t) ≥ v(·, t) = 0 in B(P, rθ) ⊂ B(− r
5
µ,
r
5
sin θ), for t ∈ [0, t1].
Next, since ϕ(x) = r2 sin θ on ∂B(P, r/2),
w(x, t) ≥ (1 + σ2M0ǫ) inf
B(x,rǫ(1−αt) sin θ
2
)
v(y + rǫµ, ζ)
= (1 + σ2M0ǫ) inf
B(x, rǫ
2
sin θ)
u(y + rǫµ+Xζ , ζ)
(5.18)
Hence to prove our claim it remains to show that w ≥ v on ∂B(P, r2 )× [0, τ1].
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By (5.7), we know s := ζ(t) − t ≤ σM0ǫt ≤ σǫ. For (z, t) ∈ Σ, (3.2) yields that
eCsu(X(z, t; s), t+ s) ≥ u(z, t) where C = (m− 1)(C0 + ‖∇ ·~b‖∞). (5.19)
Set ~b∗ := ~b(0, 0). Since ~b is smooth, |X(z, t; s)− z| ≤ σs. By (5.7), we have
|X(z, t; s)− z +~b∗s| = |
∫ s
0
b(X(z, t; y), y)−~b∗dy|
≤
(
|∇~b||X(z, t; s)− z|+ |∂t~b|s
)
s
≤ σs2 ≤ rǫ
4
sin θ
if ǫ is small enough (ǫ ≤ r sin θ4σ ). Also we can obtain
|Xζ −Xt +~b∗s| ≤ rǫ
4
sin θ.
Thus
|X(z, t; s)− z −Xζ +Xt)| ≤ rǫ
2
sin θ.
Therefore fix t, let z(y) = y + rǫµ+X(t) and take infimum of y ∈ B(x, rǫ2 sin θ)
inf
y∈B(x, rǫ
2
sin θ)
u(y + rǫµ+Xζ , ζ) = inf
y∈B(x, rǫ
2
sin θ)
u(z(y)−Xζ +Xt, t+ s)
≥ inf
y∈B(x,rǫsin θ)
u(X(z(y), t; s), t+ s).
From (5.19),
inf
y∈B(x,rǫ
2
sin θ)
eCsu(y + rǫµ+Xζ , ζ) ≥ inf
y∈B(x,rǫsin θ)
u(y + rǫµ+X(t), t).
Due to (5.18), we derive
w(x, t) ≥ (1 + σ2M0ǫ)e−C(ζ−t) inf
B(x,rǫsin θ)
u(y + rǫµ+Xt, t)
with C = σ(C0 + 1). By (5.7) and (5.15), ζ − t ≤ σM0ǫt. Since t ≤ σ/(1 + C0), if σ is smaller than a
universal constant,
(1 + σ2M0ǫ)e
−C(ζ−t) ≥ (1 + σ2M0ǫ)e−σ2M0ǫ/2 ≥ 1.
Now (1.9) and (5.15) yield, for small ǫ,
w(x, t) ≥ u(x+Xt, t) = v(x, t) on ∂B(P, r/2)× [0, t1],
and we have proved our claim, i.e. w ≥ v on the parabolic boundary of Σ. Now comparison principle
yields w ≥ v in Σ.
Note that by (5.6) (1− αt1) ≥ 4/5. Since ϕ(0) ≥ 3r, For |x| ≤ rǫ/5 we have
−rǫµ ∈ B(x, 12
5
rǫ) + rǫµ ⊂ B(x, ϕ(0)ǫ(1 − αt1)) + rǫµ
and
(1 +A0ǫt1) v(−rǫµ, ζ(t1)) ≥ w(x, t1) ≥ v(x, t1).
Since 0 ∈ Γt1(v) we have
(1 +A0ǫt1) v(−rǫµ, ζ(t1)) ≥ sup
x∈B(0, rǫ
5
)
v(x, t1) > 0.
We can now conclude.

Corollary 5.5. Under the conditions of Theorem 5.1, there exists a constant κ∗ > 0 such that
sup
y∈B(x0,ǫ)
u(y, t0) ≥ κ∗ǫ for all sufficiently small ǫ > 0. (5.20)
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Proof. To obtain a contradiction, suppose that for some κ∗ > 0
sup
y∈B(x0,ǫ)
u(y, t0) ≤ κ∗ ǫ (5.21)
By Theorem 5.1, there exists C such that for all ǫ sufficiently small
x1 := X(x0 + ǫµ, t0;−Cǫ) /∈ Ωt0−Cǫ.
By the monotonicity condition (1.9),
x1 − µǫ+B (0, sin θ ǫ) /∈ Ωt0−Cǫ. (5.22)
Set
x2 := X(x0, t0;−Cǫ), f(t) := X(x0 + ǫµ, t0; t)−X(x0, t0; t)
and then
f(0) = ǫµ, f(−Cǫ) = x1 − x2.
By the equation of streamlines, we have |f ′(t)| ≤ σ|f(t)| and thus
|x1 − x2 − ǫµ| = |f(−Cǫ)− f(0)| ≤ ǫ(eσCǫ − 1) ≤ sin θ ǫ/2 (5.23)
if C2ǫ2 is sufficiently small compared to sin θ.
According to (5.22) and (5.23), we have
R := dist(x2,Γt0−Cǫ) ≥ sin θ ǫ/2.
Therefore
u(·, t0 − Cǫ) = 0 in B(x2, R).
By the assumption, (5.21) implies that∮
B(X(x2,t0−Cǫ;Cǫ),R)
u(x, t0)dx =
∮
B(x0,R)
u(x, t0)dx ≤ κ∗ǫ.
Now let c0 be from Lemma 4.1, and we take κ∗ = κ∗(c0, C, θ) to be small enough such that for all small
ǫ > 0
κ∗ǫ ≤ c0 (sin θ/2)2 ǫ
C
≤ c0R
2
Cǫ
.
Hence Lemma 4.1 shows
u(x, t0) = 0 in B(x0, R/6),
which contradicts with the fact that x0 ∈ Γt0 . 
6. Flatness Implies Smoothness
In this section we aim at the C1,α regularity of Γ(u). Fix (x0, t0) ∈ Γ(u), which we assume to be the
origin throughout this section. We first state the main theorem of the section.
Theorem 6.1. Let u be a solution of (1.5). Suppose in Q2, (1.9)-(1.10) hold, u ≥ −C0 and Γ is of type
two. Then there exists α ∈ (0, 1) such that Γ ∩Q1 is a d-dimensional C1,α surface.
(1.9) - (1.10) provides sufficient monotonicity properties for the solution to rule out topological sin-
gularities and to localize the regularization phenomena driven by the diffusion in the interior of the
domain. For the proof we follow the outline for the zero drift built on [7] and [6], while we elaborate on
the differences. First we establish Lipschitz regularity of solutions as well as nondegeneracy at the free
boundary.
Lemma 6.1. Let u be a solution of (1.5). Suppose (1.9)-(1.10) and ∆u ≥ −C0 hold in Q2. Then u is
Lipschitz continuous in Q1 and Γ ∩ Q 1
2
is a d-dimensional Lipschitz continuous surface.
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Proof. First let us prove that |∇u| is bounded in Q1. From the equation and ∆u ≥ −C0
ut ≥ |∇u|2 − σ(C0 + 1)u+∇u ·~b. (6.1)
Above estimate combined with condition (1.10) yields
(A+ σ)|∇u|+ C(C0, A, σ)u +A ≥ |∇u|2,
which turns into a bound on |∇u|. The bound on ut now follows and (1.10). Hence for some L depending
on A,C0 and universal constants, we have
|∇u|+ |ut| ≤ L in Q1. (6.2)
Next, (1.9) implies that Γ is Lipschitz in space, and hence it remains to show that Γ is Lipschitz in
time. Lemma 3.1 and smoothness of ~b indicate that, for any τ > 0 and uτ (·, t) := u(·, t+ τ)
(Ω(u) ∩Q1/2) ⊂ ( Cτ -neighbourhood of Ω(uτ )) ∩Q1.
Thus it remains to show the other inclusion.
For any (x, t) ∈ Γ and C1 ≥ 1, (1.9) yields
u(·, t) = 0 in B(y,R),
where y := x− C1τµ and R := C1 sin θ τ . By (6.2),
sup
z∈B(X(y,t;τ),R)
u(z, t+ τ) ≤ u(X(y, t; τ), t) + L(R+ τ)
≤ u(y, t) + σLτ + L(1 + C1 sin θ)τ ( since |X(y, t; τ)− y| ≤ ‖~b‖∞τ)
≤ C C1 τ,
where C depends on L, ‖~b‖∞. Thus∮
B(X(y,t;τ),R)
u(z, t+ τ)dz ≤ CC1τ ≤ c0R
2
τ
= (c0 C
2
1 sin
2 θ) τ.
The last inequality holds if C1 is large enough compared to L, ‖~b‖∞, θ. Lemma 4.1 yields
u(x− C1τµ, t+ τ) = 0
and therefore for some C
(Ω(uτ ) ∩Q1/2) ⊂ ( Cτ -neighbourhood of Ω(u)) ∩Q1.

The following proposition strengthens the weak nondegeneracy in Corollary 5.5.
Proposition 6.2. Under the conditions of Lemma 6.1, there exist δ < 12 and c1 > 0 such that
∇µu(x, t) ≥ c1 in Qδ ∩ Ω(u).
Proof. Take any (x, t) ∈ Γ∩Q1/2, by Corollary 5.5, (5.20) holds uniformly for all sufficiently small ǫ > 0.
Next for any γ ∈ (0, 1), there exist κ∗(γ), ǫ0 > 0 such that
sup
y∈B(x,γǫ)
u(y, t) ≥ κ∗ǫ for any ǫ ∈ (0, ǫ0). (6.3)
Therefore we can find y ∈ B(x, γǫ) that u(y, t) ≥ κ∗ǫ. From the geometry, if γ = γ(θ) is small enough,
x+ ǫµ ∈ y +Wθ,µ. Due to condition (1.9), we can conclude
u(x+ ǫµ, t) ≥ κ∗ǫ for any (x, t) ∈ Γ ∩Q 1
2
and ǫ ∈ (0, ǫ0). (6.4)
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Next fix any (xˆ, tˆ) ∈ {u > 0} ∩ Qδ for some δ ≤ ǫ0 small enough to be determined. Let h :=
dist(xˆ,Γtˆ) < δ. From the previous lemma, Γ(u) is Lipschitz continuous. Let us denote the Lipschitz
constant as L1, and choose C2 = C2(L1) ≥ 2 such that
dist(xˆ,Γtˆ−h) ≤ (C2 − 1)h.
Denote (y, s) such that s = tˆ− h, y ∈ Γs and dist(xˆ, y) = dist(xˆ,Γs). Thus B(y, h) ⊂ B(xˆ, C2h).
By the fundamental theorem of calculus and (6.4),∮
B(y,h)∩{u>0}
∇µu(x, s)dx ≥ σ
h
∮
∂B(y,h)∩{u>0}
u(x, s)dx ≥ κ′∗
for some κ′∗ > 0 only depending on κ∗ and L1.
Let us define
Ωr := {(x, t) ∈ Ω, dist((x, t), ∂Ω) > r}.
Fix κ ∈ (0, 1) to be a small constant only depending on κ′∗ such that∮
B(y,h)∩Ωκh
∇µu(x, s)dx ≥ κ
′
∗
2
.
Therefore there exists
z ∈ B(y, h) ∩ Ωκh ⊂ B(xˆ, C2h) ∩Ωκh
such that
∇µu(z, s) ≥ κ
′
∗
2
. (6.5)
Differentiating (1.5), it follows that φ := ∇µu satisfies the following parabolic equation
φt = (m− 1)φ∆u+ (m− 1)u∆φ+ (2∇u+~b) · ∇φ+ (m− 1)φ∇ ·~b+ f.
where
f := ∇u · ∇µ~b+ (m− 1)u∇ · ∇µ~b.
Since u is Lipschitz continuous and ~b is smooth, f is uniformly bounded. Then
φ′ := φeC3(t−s) + ‖f‖∞(t− s) with C3 = (m− 1)(C0 + ‖∇ ·~b‖∞)}
satisfies
φ′t ≥ (m− 1)u∆φ′ + (2∇u+~b) · ∇φ′.
Let
Σ := Ωκh ∩ (B(0, C2h)× (−h, 0) + (xˆ, tˆ)) . (6.6)
For any (x, t) ∈ Σ ∩Q1 which is κh away from Γ, by (1.9) and (6.4) we have
u ≥ cκh for some c > 0 independent of h. (6.7)
The rescaled version of φ, w(x, t) := φ′(xh + xˆ, th+ s) satisfies
wt ≥ (m− 1)u
h
∆w + (2∇u+~b) · ∇w in Σh := (Σ− (xˆ, s))/h. (6.8)
Since uh ≥ cρ > 0 in Σh due to (6.7), the operator in (6.8) is uniformly parabolic. Let us apply the
Harnack inequality to w and write it in terms of φ. We find for some C > 0,
φ(xˆ, tˆ)eC3(tˆ−s) + ‖f‖∞(tˆ− s) ≥ 1
C
φ(z, s) ≥ κ
′
∗
2C
,
where the last inequality follows from (6.5).
Since tˆ− s = h ≤ δ, further assuming δ to be small enough, we can get φ(xˆ, tˆ) ≥ κ′∗4C > 0. Finally we
conclude that ∇µu ≥ c1 > 0 for some c1 > 0 in Ω ∩Qδ.

Next we show the strict monotonicity of u along the streamlines.
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Lemma 6.3. Let u be given as in Proposition 6.2. Consider v(x, t) = u(x+X, t) with X := X(0, 0; t).
Then there exist δ < 12 and c2 > 0 such that
vt ≥ c2 in Qδ ∩ {v > 0}.
Proof. By definition, v solves (5.1) i.e. L2(v) = 0. In Qδ, by (6.2), we know v ≤ Lδ. Using the regularity
of ~b and Lemma 6.3, we have
∂tv ≥ −C0(m− 1)v + 1
2
|∇v|2 − 4|~b(x+X)−~b(X)|2 − (m− 1)v‖∇~b‖∞
≥ −σC0δ + c
2
1
2
− 4|x|2‖∇~b‖2∞ − σδ
≥ −σC0δ + c
2
1
2
− σδ2 − σLδ
for (x, t) ∈ Qδ, which is positive if δ is small enough compared to C0, c1, L and universal constants. 
Now we are ready to follow the iteration procedure given in [7]. Their argument, by now classical,
describes the enlargement of directional monotonicity for the rescaled solutions as we zoom in near a
free boundary point. More precise discussions are below.
Recall (0, 0) ∈ Γ. For δ > 0, consider the rescaled v and its corresponding drift and streamline
vδ(x, t) :=
1
δ
v(δx, δt), ~bδ(x, t) := ~b(δx, δt), Xδ := X(δt), (6.9)
and let us reset v,~b,X as vδ,~bδ, Xδ. Then there exists a universal σ that
‖~b‖∞ ≤ σ, ‖∇~b‖∞ + ‖~bt‖∞ ≤ σδ, ‖D2~b‖∞ + ‖∇∂t~b‖∞ ≤ σδ2. (6.10)
From Lemmas 6.1 - 6.3, for sufficiently small δ > 0 we have
0 ≤ v ≤ L, 1/L ≤ |∇v|, ∇µv, vt ≤ L, ∆v ≥ −Lδ in Q1 (6.11)
Let Ŵθ,ν be given as in (2.1). We say v has the cone of monotonicity Ŵθ,ν if
∇ˆpv ≥ 0 in Q1 for all p ∈ Ŵθ,ν .
The following lemma, yielding the initial cone of monotonicity for v, can be proven parallel to the
Proposition 2.1 of [7]. Let us write the positive time direction as ed+1.
Lemma 6.4. Let v solve (5.1), and assume (6.10)- (6.11) . Let µ0 := (1/
√
2)(µ, 0)+(1/
√
2)ed+1. Then
there exists θ0 > 0 such that
∇ˆpv ≥ 1
2L
in Q1 for all p ∈ Ŵθ0,µ0 .
Now we begin our iteration procedure. Fix some J(L) ∈ (0, 1) to be chosen later, and define
vk(x, t) :=
1
Jk
v(Jkx, Jkt) for k ∈ N. (6.12)
Then vk satisfies equation (5.1) with ~b(x, t) replaced by ~bk := ~b(J
kx, Jkt). Let us write Xk(t) to be the
streamline generated by ~bk starting at (0, 0). We have Xk := Xk(0, 0, t) =
1
Jk
X(0, 0; Jkt).
Due to (6.10) - (6.11) we have in Q1
(Ak) 0 ≤ vk ≤ L, ∆vk ≥ −Lδ, |∇vk|+ |∂tvk| ≤ L;
(Bk) ∇µvk, ∂tvk ≥ 1L ;
(Ck) ‖~bk‖∞ ≤ σ, ‖∇~bk‖∞ + ‖∂t~bk‖∞ ≤ σδJk, ‖D2~bk‖∞ + ‖∇∂t~bk‖∞ ≤ σδ2J2k.
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In [7], they show inductively that the cone of monotonicity Ŵθk,µk for vk has strictly increasing θk,
converging to π/2 as k →∞. This and the rate of increasing angles leads to the C1,α regularity of the
free boundary.
However for us the competition with drift term requires a stronger inductive property than the cone
of monotonicity, see the remark below Lemma 6.7. We make an extra observation that follows from the
enlargement of cones as well as the nondegeneracy of the solution:
(Dk) There exists µk, θk ≥ θ0 such that ∇ˆpvk ≥ c∗Jk for all p ∈ Ŵθk,µk in Q1.
We will proceed with several lemmas that leads to the enlargement of cones in Proposition 6.9. The
proofs of the lemmas will be postponed until after the Proposition.
For simplicity of notations, we write v := vk,~b := ~bk, X = Xk. First we show that some improvements
on monotonicity can be obtained on the set {v = ǫ}. And this is the place we need to use (Dk).
Lemma 6.5. [Enlargement of Cones] Suppose (Ak) − (Dk) holds for v. For any ǫ ∈ (0, 1), there exist
r ≤ 110 , δ0, C only depending on ǫ, L such that for any γ ∈ (0, ǫ), δ ∈ (0, δ0), p ∈ Ŵθk,µk ∩ Sd and
τ := Cǫ−1 cos〈 p, ∇ˆv(µ,−2r) 〉, we have
v((x, t) + γp) ≥ (1 + τγ)v on (B 3
4
× (−2r, 2r)) ∩ {v = ǫ}
and v ≤ ǫ in Q2r.
Next we show that this improvement can propagate to the zero level set of v.
Lemma 6.6. Suppose v is a solution of (5.1) and (Ak) − (Dk) hold for v, and w is a supersolution
of (5.1). Let δ(ǫ), r(ǫ), τ(ǫ) be as given in Lemma 6.5. Suppose that w ≥ v and w ≥ (1 + τγ)v in
(B 1
2
× (−2r, 2r)) ∩ {v = ǫ}. Then, if ǫ is small enough (independently of r, δ, τ),
w ≥ (1 + τγ)v in (B 1
4
× (−2r, 2r)) ∩ {v ≤ ǫ}.
Lastly we further improve the monotonicity in a smaller domain.
Lemma 6.7. Let v, w, τ be as in Lemma 6.6. Consider a smooth function φ : Rn → R+ such that φ is
supported in B2r and φ, |∇φ|, |D2φ| ≤ κτγ for a sufficiently small κ > 0. If v ≤ ǫ in Q2r then we have
w(x, t) ≥ v(x+ (t+ 2r)φ(x)µ, t) in Q2r.
Remark 6.8. Above lemma was shown for the zero drift case in [7] based on the invariance of (PME)
under coordinate translations. This invariance does not hold for us, and thus we modify the iterative
arguments as follows. In each step we construct a barrier of the form w(x, t) = v((x, t) + p) + e(t) for
some e > 0. The last inductive property (Dk) ensures that this extra term e(t) can be chosen small
enough at each iteration, to derive the improvement of cone monotonicity up to the free boundary.
Now we give the main proposition.
Proposition 6.9. Let v be a solution to (5.1). Suppose (0, 0) ∈ Γ and (6.10)- (6.11). Then there exist
J, S ∈ (0, 1) and a monotone family of cones Ŵθk,µk with θk = θk−1 + S(12π − θk−1) such that
∇ˆpv(x, t) ≥ (2L)−1Jk in QJk for any p ∈ Ŵθk,µk .
Proof. Let ǫ, r, δ0 be as given in Lemmas 6.5-6.6, which only depend on L and universal constants. For
some δ < δ0, we reset v,~b,X as vδ,~bδ, Xδ. Next let vk be as in (6.12) and similarly as before set ~bk, Xk.
We will take some J ≤ r to be determined. It is straightforward that for all k ≥ 0, (Ak) − (Ck) hold.
When k = 0, due to Lemma 6.4, (D0) holds for v = v0.
Let us suppose that (Dk) holds for some k ≥ 0 with µk, θk ≥ θ0 i.e. the hypothesis of Lemmas 6.5-
6.7 are satisfied. We will show (Dk+1).
For any γ ∈ (0, ǫ) and a unit vector p ∈ Ŵθk,µk , define
w˜(x, t) := vk((x, t) + γp)
22 INWON KIM AND YUMING PAUL ZHANG
which satisfies L2(w˜) ≥ −Eγ in Q1 where E is an upper bound of
|∇w˜||∇ˆp~bk(x+Xk)|+ (m− 1)w˜|∇ · ∇ˆp~bk|.
By the condition (Ak)(Ck) and the fact that |∂tXk| ≤ σ, we can set
E = σLδJk.
Thus by Lemma 6.5, w := w˜ + E(t+ 2r)γ satisfies the hypothesis of Lemmas 6.6-6.7.
According the lemmas, we can select r ∈ (0, 110 ) only depending on L, σ. Next take one φ satisfying
the condition of Lemma 6.7 and we assume
φ ≥ σr2κτγ in Br for some universal σ. (6.13)
By the lemmas, we find that with c′ := σr3κ/L and in Qr
w(x, t) ≥ vk(x+ (t+ 2r)φ(x)µ, t)
≥ vk(x, t) + t+ 2r
L
φ(x) ( by (Bk))
≥ vk(x, t) + c′τγ. ( by (6.13))
(6.14)
By the definition of τ in Lemma 6.5, we obtain in Qr ∩ {vk > 0}
∇ˆpvk(x, t) = lim
γ→0
vk((x, t) + γp)− vk(x, t)
γ
≥ lim
γ→0
w(x, t) − vk(x, t)
γ
− 3Er
≥ c′τ − σLδJkr ( by (6.14))
= C2 cos〈 p, ∇ˆvk(µ,−2r)〉 − σLδJkr
(6.15)
where C1 := c
′Cǫ−1 which only depends on L, σ. From (Ak) and (Dk)
cos〈 p, ∇ˆvk(µ,−2r)〉 = ∇ˆpvk|∇ˆvk|
(µ,−2r) ≥ 1
L
∇ˆpvk(µ,−2r) ≥ 1
2L2
Jk. (6.16)
Taking δ to be small enough only depending on L and σ, (6.15) yields
∇ˆpvk(x, t) ≥ C1
2
cos〈 p, ∇ˆvk(µ,−2r)〉 in Qr ∩ {vk > 0}.
Thus in the same region
cos〈 p, ∇ˆvk(x, t)〉 = ∇ˆpvk|∇ˆvk|
(x, t) ≥ C1
2L
cos〈 p, ∇ˆvk(µ,−2r)〉. (6.17)
For p ∈ Sd+1, set
ρ(p) :=
C1
4L
cos〈 p, ∇ˆvk(µ,−2r)〉.
For any q ∈ B(p, ρ(p)) we have sin〈 p, q 〉 ≤ ρ(p) and thus
cos〈 q, ∇ˆvk(x, t)〉 ≥ cos〈 p, ∇ˆvk(x, t)〉 − sin〈 p, q 〉
≥ C1
2L
cos〈 p, ∇ˆvk(µ,−2r)〉 − ρ(p) ( by (6.17))
=
C1
4L
cos〈 p, ∇ˆvk(µ,−2r)〉.
(6.18)
It follows that
∇ˆqvk(x, t) ≥ C1
4L2
cos〈 p, ∇ˆvk(µ,−2r)〉 ( by (Ak) and (6.18))
≥ C1
8L4
Jk ( by (6.16)).
(6.19)
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Since (6.19) holds for all q ∈ B(p, ρ(p)), there exists a larger cone Ŵθk+1,µk+1 for some µk+1 ∈ Rd+1,
S ∈ (0, 1) and θk+1 = θk + S(12π − θk) such that
∇ˆpvk(x, t) ≥ C1
8L4
Jk for all unit vector p ∈ Ŵθk+1,µk+1 and (x, t) ∈ Qr.
Here S can be chosen in a way that it is independent of θk for all θk ≥ θ0. We refer readers to Proposition
2.5 in [7] and [4] for more details.
Let J := min{C1/(4L3), r}. Recalling vk+1(x, t) = 1J vk(Jx, Jt), we obtain for all p ∈ Ŵθk+1,µk+1
∇ˆpvk+1(x, t) = ∇ˆpvk ≥ C1
8L4
Jk ≥ c∗Jk+1 in Q1.
We checked (Dk+1) and therefore by induction we conclude the proof of the theorem.

Now we give the proofs of the lemmas.
Proof of Lemma 6.5. Let g = ∇ˆpv which then solves
gt = (m− 1)g∆v + 2∇v · ∇g + (m− 1)v∆g +∇g · (~b(x+X)−~b(X)) + (m− 1)g∇ ·~b
+∇v · ∇ˆp~b(x+X) + (m− 1)v∇ · ∇ˆp~b.
By the condition (Ak)(Ck), as before
|∇v · ∇ˆp~b(x +X)|+ |(m− 1)v∇ · ∇ˆp~b| ≤ σLδJk.
Now apply Harnack’s inequality in (B 7
8
× [−3r, 3r]) ∩ {v ≥ 12ǫ}. As done in Proposition 2.2 in [7], if
we restrict to a smaller region (B 3
4
× (−2r, 2r)) ∩ {v ≥ ǫ} for r small enough (depending on ǫ), there
exist C,C′ (depending on L, r, ǫ) such that
∇ˆpv(x, t) ≥ C∇ˆpv(µ,−2r)− C′δJk.
By (Dk), we have ∇ˆpv(µ,−2r) ≥ Jk. Thus we can select δ small enough such that for some C > 0
∇ˆpv(x, t) ≥ C∇ˆpv(µ,−2r) in (B 3
4
× (−2r, 2r)) ∩ {u ≥ ǫ}. (6.20)
To show the assertion, we need to show
v((x, t) + γp)− v(x, t)
γ
≥ τv(x, t) = τǫ
which holds by the definition of τ and (6.20). Lastly we can take r ≤ ǫ2L and thus by (Ak) and 0 ∈ Γ0,
we have v ≤ ǫ in Q2r.

Proof of Lemma 6.6. Let α ∈ (−2r, 2r). Let f be a non-negative C1 function defined in B 1
2
such
that
f = 0 in B 1
4
; |∇f | ≤ ǫ, |∆f | ≤ 10ǫ and f = ǫ if |x| = 1
2
.
Define
ω(x, t) = v(x, t) + τγ(v(x, t) + ǫ(t+ α)− f(x))+.
Then we claim that ω is a subsolution in Σ := (B 1
2
×(−2r,−α))∩{v ≤ ǫ} if ǫ is small enough independent
of r < 13 . Let us follow [7] and only point out the differences coming from the drift. We denote the
following two operators as
L˜ω := ωt − (m− 1)ω∆ω − |∇ω|2,
L2ω := ωt − (m− 1)ω∆ω − |∇ω|2 −∇ω · (~b(x+X)−~b(X))− (m− 1)ω∇ ·~b(x+X).
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Let g(s) := τγs+ and thus g′ = τγ χ{s>0}. Following the computations in Lemma 3.1 in [7] we have
ωt = (1 + g
′)vt + ǫg
′,
∇ω = ∇v + g′∇(v − f),
∆ω = (1 + g′)∆v − g′∆f + g′′|∇(v − f)|2,
L˜ω ≤ (1 + g′)L˜v −
(
1
L2
− Cǫ
)
g′ with C only depending on L and σ.
Since L2ω − L˜ω = −∇ω · (~b(x+X)−~b(X))− (m− 1)ω∇ ·~b, then
L2ω ≤ (1 + g′)L˜v −
(
1
L2
− Cǫ
)
g′ −∇ω · (~b(x+X)−~b(X))− (m− 1)ω∇ ·~b
= (1 + g′)L2v + (1 + g′)(∇v · (~b(x+X)−~b(X)) + (m− 1)v∇ ·~b)
− (∇v + g′∇(v − f))(~b(x+X)−~b(X))− (m− 1)(v + g)∇ ·~b −
(
1
L2
− Cǫ
)
g′
= g′∇f · (~b(x+X)−~b(X)) + (m− 1)g∇ ·~b−
(
1
L2
− Cǫ
)
g′.
By (Dk), we have ‖~b‖∞ ≤ σ, ‖∇~b‖∞ ≤ σδJk. And since we assumed δ ≤ ǫ and J < 1, ‖∇~b‖∞ ≤ σǫ.
Also since g(s) ≤ ǫg′(s) for s ≤ ǫ, we have for (x, t) ∈ Q1/2
|g′∇f · (~b(x+X)−~b(X)) + (m− 1)g∇ ·~b| ≤ σǫ2g′.
Thus L2 y ≤ 0 if ǫ is small enough.
The rest of the proof follows from the proof of Proposition 2.3 [7], where we compare w and ω in Σ
to conclude that
w(x,−α) ≥ (1 + τγ)v(x,−α) in B 1
4
∩ {v ≤ ǫ} (6.21)
for all α ∈ (−2r, 2r).

Proof of Lemma 6.7. Based on (Ak)− (Bk) and the elliptic regularity estimate, one can argue as
in Lemma 3.2 of [7] to conclude that
vDijv ≥ −C4, for all i, j = 1, ..., d in Q2r, (6.22)
where C4 depends only on L, universal constants and the Lipschitz constant of Γ(v). We will use this
fact in the computation below.
For a given vector η¯ ∈ Sd−1, define h such that
h(x, t) := (1 + τγ)v(x + (t+ 2r)φη¯, t), y := x+ (t+ 2r)φη¯.
Note that |y − x| ≤ κτγ.
Next Lemma 6.6 implies that w ≥ h on the parabolic boundary of
Σ := (B 1
4
× (−2r, 2r)) ∩ {v ≤ ǫ}.
We claim that L2h ≤ 0 in Σ. Write τ ′ := τγ. We have
ht = (1 + τ
′)(vt + vη¯φ),
∇h = (1 + τ ′) (∇v + vη¯(t+ 2r)∇φ) ,
∆h = (1 + τ ′)
(
∆v + 2(t+ 2r)∇vη¯ · ∇φ+ vη¯η¯(t+ 2r)2|∇φ|2 + vη¯(t+ 2r)∆φ
)
,
From (6.22) and the computations in Proposition 2.4
L˜h ≤ (1 + τ ′)L˜v(y, t)− τ ′
(
1
L
− Cκ
)
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where C depends only on m,L,C4, σ. Thus
L2h ≤ (1 + τ ′)L˜ v(y, t)− τ ′
(
1
L
− Cκ
)
−∇h ·
(
~b(x+X)−~b(X)
)
− (m− 1)h∇ ·~b(x +X)
= (1 + τ ′)L2v(y, t)− τ ′
(
1
L
− Cκ
)
− (1 + τ ′)∇v ·
(
~b(x+X)−~b(y +X)
)
− (m− 1)(1 + τ ′)v(y, t)∇ ·
(
~b(x+X)−~b(y +X)
)
− (1 + τ ′)vη¯(t+ 2r)∇φ) ·
(
~b(x+X)−~b(X)
)
≤ −τ ′
(
1
L
− Cκ
)
+ (1 + τ ′)|∇v|
∥∥∥∇~b∥∥∥
∞
|x− y|+ (m− 1)(1 + τ ′)v
∥∥∥D2~b∥∥∥
∞
|x− y|
+ (1 + τ ′) |vη¯| (t+ 2r) |∇φ|
∥∥∥∇~b∥∥∥
∞
|x|.
Now apply (Ck) and since δ ≤ ǫ, we have
∥∥∥∇~b∥∥∥
∞
≤ σǫ,
∥∥∥D2~b∥∥∥
∞
≤ σǫ2. Since |∇φ| ≤ κτ ′, we obtain
L2h ≤ −τ ′
(
1
L
− Cκ
)
− σLǫκτ ′ − σLǫrκτ ′ − σLǫ2κτ ′
≤ −τ ′
(
1
L
− Cκ− σLκ
)
≤ 0 in Σ,
if κ is small enough. Take η¯ = µ. By comparison principle we can conclude that
w ≥ (1 + τγ)v(x + (t+ 2r)φ(x)µ, t) ≥ v(x+ (t+ 2r)φ(x)µ, t) in Q2r.

As a corollary of Proposition 6.9, the C1,α regularity of Γ (Theorem 6.1) follows from the relation
θk = θk−1 + S(π/2− θk−1) given in above Proposition. We refer to Theorem 1 in [7] for the proof.
7. Discussion of traveling waves and potential singularities
In this section we discuss evolution of solutions in two space dimensions, in several explicit scenario.
7.1. A discussion on Traveling Waves. For simplicity, we restrict to two space dimensions d = 2.
The drift is chosen as
~b(x1, x2) := (α(x2), 0), where α is Lipschitz and bounded. (7.1)
When α is periodic and max{α} < c, it is shown in [17] that there exists traveling wave solutions of
the form U(x+ cte1) for (7.2), with the growth condition limx1→∞
U(x)
x1
= c. While Lipschitz regularity
of the solutions are established therein, the free boundary regularity and possibility of a corner remain
open. This is an intere
Our regularity analysis cannot address the traveling waves themselves, but we are able to say that
such singularity, if at all, is of asymptotic nature. More precisely we show that dynamic solutions, used
in [16] to approximate the travelling waves, stay smooth in any finite time interval.
Theorem 7.1. Let u solve (1.5) in R2× (0,∞) with ~b given in (7.1) with the initial data u0(x) = (x1)+.
To find a unique solution we impose the growth at infinity u(x,t)x1 → 1 as x1 →∞.
For u given as above, the following holds:
(a) u is uniformly Lipschitz continuous in R2 × [0,∞).
(b) For any fixed T > 0, there exists τ0(T ) > 0 such that for all t ∈ [0, T ] and τ ≤ τ0
∂x1u± τ∂x2u ≥ 0.
(c) u is nondegenerate, and Γ(u) is C1,α in R2 × [0, T ].
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Proof. Let us rewrite (1.5) with our choice of ~b:
∂tu− (m− 1)u∆u− |∇u|2 − α(x2) ∂x1u = 0. (7.2)
Let ϕ(x, t) := (x1 + σ1t)+ with σ1 := sup |α| + 1. Then ϕ1 is a supersolution of (7.2) with the same
initial data as u, and thus u ≤ ϕ. In particular, for any ǫ > 0
u(x− σ1ǫe1, ǫ) ≤ ϕ(x − σ1ǫe1, ǫ) = (x1)+ = u(x, 0), (7.3)
where we denote the positive x1 direction as e1.
Let uǫ(x, t) := u(x − σ1ǫe1, t + ǫ) for ǫ > 0. From (7.3), it follows that uǫ(·, 0) ≤ u0. Since uǫ also
solves (7.2), by comparison principle it follows that uǫ ≤ u, and thus
ut − σ1ux1 ≤ 0. (7.4)
Above inequality with (6.1) yields that u is uniformly Lipschitz continuous in space and time.
Next to show (b), let us define, for ǫ > 0 and σ2 = sup |∂x2~b|,
w(x, t) := sup
|y|≤ǫe−σ2t
u(x+ y − ǫe1, t).
As done in Lemma 5.3, for some y ∈ B(y, ǫe−σ2t)
wt(x, t) = (ut − σ2ǫe−σ2t|∇u|)(y, t).
Therefore
wt − (m− 1)w∆w − |∇w|2 −∇w ·~b− (m− 1)w∇ ·~b
≤ −σ2ǫe−σ2t|∇w|+ |∇w| sup
~y∈B(x,ǫe−σ2t)
|~b(y − ǫe1)−~b(x)|
≤ (−σ2ǫe−σ2t + ǫe−σ2t‖α′‖∞)|∇w| ≤ 0,
where in the second equality above, we used the fact that ~b only depends on x2. Since w(x, 0) ≤ u0,
again comparison principle for (7.2) yields w ≤ u. By this ordering, for t ≤ T
u(x, t) ≥ sup
|y|≤ǫe−σ2T
u(x+ y − ǫe1, t)
which leads to part (b) with τ ≤ tan(arcsin(e−σ2T )). Since (a)-(b) implies (1.9)-(1.10), Proposition 6.2
and Theorem 6.1 yields (c).

Before stating more examples, we need the following technical lemma which is used for comparison.
Lemma 7.1. For some R > 0, set U := BR or R
d. Let ψ be a non-negative continuous function defined
in U × [0, T ] such that
(a) ψ is smooth in its positive set and in the set ψt −∆ψm −∇ · (~bψ) ≥ 0,
(b) ψα is Lipschitz continuous for some α ∈ (0,m),
(c) Γ(ψ) has Hausdorff dimension d− 1.
Then
ψt −∆ψm −∇ · (~bψ) ≥ 0 in U × [0, T ]
in the weak sense i.e. for all non-negative φ ∈ C∞c (U × [0, T ))∫ T
0
∫
Rd
ψ φtdxdt ≤
∫
Rd
ψ(0, x)φ(0, x)dx +
∫ T
0
∫
Rd
(∇ψm + ψ~b)∇φ dxdt. (7.5)
We postpone the proof to the appendix.
Theorem 7.2. There exist solutions u1, u2 to (1.5) with bounded smooth spatial vector fields and non-
negative, bounded and smooth (in its positive set) initial data such that the following can happen.
1. u1 is stationary and there is a corner on Γ0(u1).
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2. For a finite time, there is a corner of shrinking angles on Γt(u2).
Proof. Write (x, y) as the space coordinate. Let
~b := −∇Φ(x, y) for some smooth function Φ,
and then it can be checked directly that
u1 := max{Φ, 0}
is a stationary solution to (1.5). Notice Γ0(u1) is the 0-level set of Φ and we claim that if Φ is degenerate,
the interface can be non-smooth.
For example, we can take
Φ(x, y) = g(x)g(y)
where g is a function on R that it is only positive in (0, 1). Then ∂{u1 > 0} is a square. In particular,
∂{u1 > 0} contains a Lipschitz corner at the origin.
Next we show (2). Take ~b := (ax, by) (for a moment) and
ϕ(x, y, t) :=
{
λ(t)(x2 − k(t)y2)+ if x > 0,
0 otherwise ,
where
λ(t) = eσ1t, k(t) = k0e
t for some σ1, k0 > 0.
Then the Γt(ϕ) contains a corner with vertex at the origin.
Let us show that ϕ is a supersolution to (1.1) for t ∈ (0, 1/σ1). Due to Lemma 7.1, we only need to
check this for x > k1/2|y|.
Lϕ := ϕt − (m− 1)ϕ∆ϕ− |∇ϕ|2 −∇ϕ ·~b− (m− 1)ϕ∇ ·~b
= (x2 − ky2)λ′ − λk′y2 − (m− 1)λ2(x2 − ky2)(2 − 2k)− 4λ2x2 − 4λ2k2y2
− 2aλx2 + 2bkλy2 − (m− 1)λ(x2 − ky2)(a+ b)
= (x2 − ky2)(λ′ − λ2(m− 1)(2− 2k)− λ(m− 1)(a+ b)− 2a− 4λ2)
+ λy2(2bk − k′ − 4λk − 4λk2 − 2ak)
≥ (x2 − ky2)λ (σ1 − σ(λ,m, k0, a, b)) + λy2k((2b− 1)− (4λ+ 4λk + 2a)). (7.6)
Now we fix a and take b such that
2b− 1 ≥ 4λ+ 8λk0 + 2a ≥ 4λ+ 4λk(t) + 2a,
if σ1 ≥ 10 and t ≤ 1/σ1. Next we further take σ1 to be large enough such that, the first part of (7.6)
is also non-negative. We conclude that for t ∈ (0, 1/σ1), ϕ is indeed a supersolution and its support
contains a corner with angles shrinking from 2 arctan(k
− 1
2
0 ) to 2 arctan(k(t)
− 1
2 ).
Now consider a solution u2 with initial data u0 such that u0 = ϕ(x, y, 0) in B1 and u0 ≤ ϕ(x, y, 0).
By comparison, ϕ ≥ u2 for all times and so
Ωt(u2) ⊂ Ωt(ϕ) ⊂ {x > k1/2(t)|y|}.
Since ~b = 0 at the origin, the origin is a one-point streamline. By Lemma 3.1, 0 ∈ Ωt(u2) for all t ≥ 0.
Thus Γt(u2) has a shrinking corner for a short time. Lastly since u2 is compactly supported, we can
truncate ~b to be bounded which does not affect u2 and its support.

In the following theorem we consider the formation of corners and cusps.
Theorem 7.3. There exist solutions u to (1.5) with bounded continuous vector fields and non-negative,
bounded and smooth (in its positive set) initial data u0 such that:
1. Γ0(u) is smooth;
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2. Γt(u) contains a corner/a cusp in finite time.
Proof. First we consider ~b := −(x + |y|, y). We will construct a supersolution for this choice of ~b. For
some σ0, σ1, ǫ > 0, set λ(t) = σ0 e
σ1t, α(t) = ǫt and
ϕ(x, y, t) := λ(t)x(x − α(t)|y|)+.
When t = 0, the support of ϕ is a half-plane, while for any t > 0 there forms a corner on Γt(ϕ).
In the positive set of ϕ (x > α|y|), we have
Lϕ = λ′x(x− α|y|)− λα′x|y| − (m− 1)λ2x(x − α|y|)(2 − αxδy)− λ2
∣∣∣∣(2x− α|y|, αx y|y|
)∣∣∣∣2
+ λ
(
2x− α|y|, αx y|y|
)
· (x+ |y|, y) + 2(m− 1)λx(x − α|y|).
Here δy is the Dirac mass of variable y. Since δy ≥ 0, the above simplifies to
≥(x − α|y|)(λ′x− 2(m− 1)λ2x+ 2(m− 1)λx)− λα′x|y| − λ2|(x− α|y|) + x|2 − λ2α2x2
+ λ((x − α|y|) + x)(x + |y|)− λαx|y|
≥(x − α|y|)(λ′x− 2mλ2x+ 2(m− 1)λx− λ2(x− α|y|)) − λ2x2 − λ2α2x2
+ λx(x + |y|)− (λα+ λα′)x|y|.
Select σ1 = 4m,σ0 ≤ 12e−4m, ǫ ≤ 1/4 and then λ′ ≥ 2(m− 1)λ+ 2mλ2. Therefore for t ∈ [0, 1],
Lϕ ≥ −(λ2 + λ2α2)(x− α|y|)2 + λx2 + (λ− λα− λα′)x|y|
≥ (λ− λ2(1 + ǫ2t2))|x|2 + λ(1 − ǫ− ǫt)x|y| ≥ 0.
In the last inequality we used that λ ≤ 1/2, ǫ+ ǫt ≤ 1/2.
Thus ϕ is a supersolution in R2 × [0, 1]. Now u0 = ϕ(x, y, 0) in B1 and u be a solution with initial
data u0. Then by comparison we conclude that a corner forms on Γt(u) for t > 0.
Next we show the possibility of the formation of cusps. Consider
~b := (x log x− 10x1−δ, 0).
which is continuous but not Lipschitz continuous at x = 0. In particular in our barrier argument we will
approximate the region x = 0. For some σ2 is large enough, let
α(t) := 1 + τ(τ − t), λ := eσ2t
and let τ, ǫ, δ > 0 be such that
1 > δ ≥ 2τ
2
1− τ2 , τ ≤ 1/2, e
2σ2τ ≤ 1. (7.7)
Set
ϕǫ(x, y, t) :=
{
λ(t)(x2 − (|y|+ ǫ)2α(t))+ if x ≥ 0,
0 otherwise.
Then as ǫ→ 0, for x ≥ 0,
ϕǫ(x, y, t)→ ϕ(x, y, t) := λ(t)(x2 − |y|2α(t))+.
Directly from the definition, the support of ϕ is smooth when α > 1, while a cusp appears when α = 1
i.e. t > τ . Set the domain
Σǫ := ∪t∈[0,2τ ]
((
1
2
≥ x ≥ (|y|+ ǫ)α(t)
)
× {t}
)
.
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Let us check that ϕǫ is a supersolution to (1.5) in Σǫ. Notice
∂y(|y|+ ǫ)2α = 2α(|y|+ ǫ)2α−1 y|y| ,
∂yy(|y|+ ǫ)2α = 2α(2α− 1)(|y|+ ǫ)2(α−1) + 2α(|y|+ ǫ)2α−1δy ≥ 2α(2α− 1)(|y|+ ǫ)2(α−1).
By direct computation, in Σ
Lϕǫ ≥ (x2 − (|y|+ ǫ)2α)(λ′ − λ2(m− 1)(2− 2α(2α− 1)(|y|+ ǫ)2(α−1))− λ(m− 1)∇ ·~b)
− λα′(|y|+ ǫ)2α log(|y|+ ǫ)2 − λ2(4|x|2 + 4α2(|y|+ ǫ)4α−2)− 2λ
((
x,−2α(|y|+ ǫ)2α−1 y|y|
)
·~b
)
Note we can assume α ≥ 1/2 and ∇ ·~b ≤ σ for some universal σ in Σ, and therefore the above
≥ (|x|2 − (|y|+ ǫ)2α)(λ′ − 2λ2(m− 1)− σλ(m− 1))− λα′(|y|+ ǫ)2α log(|y|+ ǫ)2
− λ2(4(|y|+ ǫ)2α + 4α2(|y|+ ǫ)4α−2) + 2λ(−x2 log x+ 10x2−δ)
=: A1 +A2 +A3 +A4.
To have A1 ≥ 0, we only need
λ = eσ2t ≤ e2σ2τ ≤ 2 and σ2 ≥ (σ + 4)(m− 1).
Using r2 log r is negative and decreasing for r ∈ [0, 12 ] and (7.7), we have
A2 = λτ(|y|+ ǫ)2α log(|y|+ ǫ)2 ( α′ = −τ)
≥ 4λτ(|y|+ ǫ)2α log(|y|+ ǫ)α ( α ≥ 1/2)
≥ 4λτx2 log x ≥ 2λx2 log x ( x ≥ (|y|+ ǫ)α, 2τ ≤ 1).
Also note by (7.7), we have λ ≤ 1, α ≤ 1 + τ2 ≤ 2, 4α− 2 ≥ α(2 − δ), So
A3 = −4λ2(|y|+ ǫ)2α − 4λα2(|y|+ ǫ)4α−2 ≥ −4λx2 − 16λ2x(2α−1)/α ≥ −20λx2−δ.
In all Σ4i=1Ai ≥ 0. We proved that ϕǫ is a supersolution in Σǫ, so by Lemma 7.1, it is a supersolution
in B 1
2
× [0, 2τ ].
Now we select u0,ǫ to be smooth with initial data u0,ǫ = hϕǫ(·, 0) in Bh and u0,ǫ = 0 in Bc2h. Let uǫ
solve (1.1) with vector field ~b and initial data u0,ǫ. By finite propagation property, we can take h to be
small enough such that for all ǫ ∈ (0, 1)
uǫ(·, t) = 0 on (∂B 1
2
)× [0, 2τ ].
By comparison (which is valid since ~b is smooth in Σǫ), uǫ ≤ ϕǫ in B 1
2
× [0, 2τ ]. Now passing ǫ→ 0 gives
a solution u with initial data ϕ(x, y, 0) in Bh such that u ≤ ϕ for t ∈ [0, 2τ ]. As before we conclude by
the geometry of Ω(ϕ) and Lemma 3.1.

Appendix A. Sketch of the proof of Lemma 5.2
The idea in Lemma 9 [4] is to compute
limr→0
(∮
Br
f(x)− f(0)dx
)
.
Suppose locally near the origin
f(x) = inf
|ν|=1
v (x+ ϕ(x)ν) .
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Choosing an appropriate system of coordinates, we can have
f(0) = v(ϕ(0)en);
∇ϕ(0) = αe1 + βen.
We will evaluate w by above by choosing ν(x) = ν∗/|ν∗| where
ν∗ = en +
βx1 − αxn
ϕ(0)
e1 +
γ
ϕ(0)
(
Σd−1i=2 xi ei
)
with γ such that
(1 + γ)2 = (1 + β)2 + α2.
With this choice of ν, we define y = x+ ϕ(x)ν(x). Next we can write
y = x+ Y∗ + o(|x|2)
such that Y∗−ϕ(0)en is a first-order term that can be thought as a rotation combined with an expansion.
And
y(0) = ϕ(0)en,
∣∣∣∣D(Y∗ − ϕ(0)en)Dx
∣∣∣∣ ≤ σ‖∇ϕ‖∞.
Explicit formulas can be found in [4]. Then∮
Br
f(x)− f(0)dx ≤
∮
Br
v(y(x)) − v(y(0))dx
≤
∮
Br
v(y(x)) − v(Y∗(x))dx +
∮
Br
v(Y∗(x)) − v(y(0))dx.
By the condition on ϕ and the computations done in Lemma 9 [4], the first term is non-negative.
If v is smooth, the second term converges to
∣∣DY∗
Dx
∣∣
x=0
∆v(y(0)) as r→ 0 which is bounded by
σ‖∇ϕ‖∞max{∆v(y(0)), 0} = σ‖∇ϕ‖∞max{∆v(ϕ(0)en), 0}.
Thus we finished the proof.
Appendix B. Proof of Lemma 5.3
Let us suppose x = 0 and only compute ∂1f = ∂x1f . If ∇v(y) = 0, it is not hard to see
∂1f(0) = ∂1v(y) = 0.
Otherwise suppose ∇v(y) 6= 0, then y ∈ ∂B(0, ϕ(0)) and v obtains its minimum over B(0, ϕ(0)) at point
y. Let us assume
y = (y1, y2, 0, ..., 0) and thus |y1|2 + |y2|2 = (ϕ(0))2.
For smooth v, it is not hard to see that
∇v(y) = −ky with k = |∇v|
ϕ(0)
.
Near point y
v(x)− v(y) = −ky1(x1 − y1)− ky2(x2 − y2) + o(|x− y|).
To estimate w((δ, 0, ..., 0)), consider the leading terms:
A(δ) := −ky1(x1 − y1)− ky2(x2 − y2) = −ky1(x1 − δ)− ky2x2 + ky21 + ky22 − ky1δ.
By a standard argument, under the constrain
|x1 − δ|2 + |x2|2 + |x3|2 + ...+ |xn|2 ≤ ϕ(δ, 0...0)2,
A(δ) achieves its minimum at
x1 = y1ϕ(δ, 0...0)/(y
2
1 + y
2
2)
1
2 + δ, x2 = y2ϕ(δ, 0...0)/(y
2
1 + y
2
2)
1
2
POROUS MEDIUM EQUATION WITH A DRIFT: FREE BOUNDARY REGULARITY 31
with value
−kϕ(δ, 0...0)(y21 + y22)
1
2 + ky21 + ky
2
2 − ky1δ = −kϕ(δ, 0...0)ϕ(0) + kϕ(0)2 − ky1δ.
Thus
∂1f(0) = lim
δ→0
A(δ)/δ = −kϕ(0) ∂1ϕ(0)− ky1.
So we find
∂1f(0)− ∂1v(y) = −kϕ(0) ∂1ϕ(0) = −|∇v| ∂1ϕ(0).
This leads to the conclusion.
Appendix C. Proof of Lemma 7.1
Fix one non-negative φ ∈ C∞c (Rd × [0, T )). Denote
U0 := {φ > 0} ∩ {ψ > 0}.
For any ǫ > 0, take finitely many space time balls Ui, i = 1, ..., n such that
1. for each i ≥ 1, |Ui| ≤ ǫd and Ui is in the ǫ-neighbourhood of Γ(ψ),
2. {Ui}i=1,...,n is an open cover of Γ(ψ) ∩ {φ > 0}.
Since Γ(ψ) is of dimension d− 1, we can assume
n . 1/ǫd−1. (C.1)
Take a partition of unity {ρi, i = 0, ..., n} which is subordinate to the open cover {Ui}i≥0. Then for
i ≥ 1,
|∇ρi|+ |∂tρi| . 1/ǫ. (C.2)
By the assumption, ψ is a supersolution in the interior of its positive set. And since ǫ can be arbitrarily
small, to show (7.5) we only need to show
Iǫ :=
n(ǫ)∑
i=1
(∫ T
0
∫
Rd
ψ (φρi)t − (∇ψm + ψ~b)∇(φρi) dxdt−
∫
Rd
ψ(0, x)φ(0, x)ρidx
)
→ 0
as ǫ→ 0.
By property 1 of Ui and the regularity assumption on ψ, in all Ui, i ≥ 1 we have
ψ ≤ Cǫ 1α , |∇ψm| ≤ Cψm−α|∇ψα| ≤ Cǫm−αα .
Now from (C.1), (C.2) and α < m, it follows that
|Iǫ| ≤ Cǫ−d+1
(∫∫
Ui
1
ǫ
(ψ + |∇ψm|) dxdt +
∫
Ui∩{t=0}
ψ(0, x)dx
)
≤ C(ǫ 1α + ǫm−αα + ǫ)
which indeed converges to 0 as ǫ→ 0.
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