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Abstract
To evaluate peer-to-peer systems through discrete-event
simulation, one needs to be able to generate sufficiently
large networks of nodes that exhibit the desired properties,
such as the scale-free nature of the connectivity graph. In
applications such as the web of trust or analysis of hyper-
link structures, the direction of the arcs between two nodes
is relevant and one therefore generates directed graphs. In
this paper we introduce model to generate directed scale
free graphs without multiple arcs between the same pair of
nodes and loops. This model is based on existing models
that allows multiple arcs and loops, but considerably more
challenging to implement in an efficient manner. We there-
fore design and implement a set of algorithms and com-
pare them with respect to CPU and memory use, in terms
of both theoretical complexity analysis and experimental re-
sults. We will show through experiments that with the fastest
algorithms networks with a million or more nodes can gen-
erated in mere seconds.
1 Introduction
To evaluate novel peer-to-peer algorithms through discrete-
event simulation one first needs to generate networks of
nodes and relationships between nodes [10, 12, 13]. To
obtain reliable results with small enough confidence inter-
vals, one needs to generate many of these networks and it
is therefore of importance that one is able to generate net-
works with the desired characteristics in reasonable time.
Very often one is interested in generating networks that are
scale-free. In scale-free networks, the distribution over the
node degrees confirms to a power law distribution, and it
turns out that the scale-free phenomenon occurs frequently
in real-life networks [11]. The power law node degree dis-
tributions also indicate that the resulting network exhibits
∗The authors are supported in part by: EU coordination action 216295
(‘AMBER: Assessing, Measuring, and Benchmarking Resilience’) and UK
Department of Trade and Industry, grant nr. P0007E (‘Trust Economics’).
the small-world phenomenon [5], that is, each pair of nodes
are likely to have short paths connecting them.
There exist a large number of models to generate scale-free
networks with undirected links (see [3]). For networks with
directed arcs, however, we are aware of only two models,
which are almost identical [3] and [9]. Both models gener-
ate networks with both indegree and outdegree distibutions
satisfying a power law distribution. They both belong to
the class of preferential attachment models, which are at-
tractive since they provide an intuitively natural construc-
tive approach to network generation. Moreover, the mod-
els can be implemented straightforwardly using ‘Reversed
Look-up’ detailed in Section 4.4, as we will comment on
later. A disadvantage is that the models allow multiple arcs
with the same origin and destination (‘multiple arcs’) and
with the destination to be equal to the origin (‘loops’).
For several applications or experiments, among which our
work in trust path discovery [12, 13], one can argue that it
would be more natural or desirable to run simulations using
networks that do not contain multiple arcs and loops. In this
paper we therefore modify the models in [3, 9] to create
a network with directed arcs, but without multiple arcs or
loops. Our model generates a network for a given N , the
number of nodes, and a given probability p such that the
resulting expected number of arcs equals Np .
The model we propose poses theoretical as well as compu-
tational challenges. From a theoretical perspective, a proof
that the degree distribution is power law is not available
(and, if possible, far from straightforward). We therefore
argue through experimental results that there is sufficient
remaining structure in our model to claim that the gener-
ated network’s degree distributions are (close to) power law,
and the remaining networks can therefore be reasonably as-
sumed to be scale-free.
In addition, the algorithmic implementation of our model
poses implementation challenges. Firstly, in the formal rep-
resentation of our model, all potential arcs get assigned a
weight that may change with every added arc. As a conse-
quence, a straightforward implementation (termed the Base
algorithm in Section 3.1) requires considerable effort in up-
dating and storing weights. Secondly, once the weights are
determined, selecting the next arc corresponds to weighted
random sampling (a specific case of [6]), which in general
requires computational effort similar to a linear search.
In this paper, we derive an algorithm that resolves both the
problem of updating weights and of the linear search. In
fact, the method does not update weights, but instead al-
lows ‘pseudo arcs’, which are ignored. As a consequence,
multiple samples may be required until an arc is success-
fully added, and we therefore call our method the Multi-
sampling algorithm. It will turn out that in none of the situ-
ations we encountered the need for resampling negates the
gain achieved by not updating. Moreover, because we do
not update, we are able to do Reversed Look-up to estab-
lish a constant time algorithm for weighted random sam-
pling. Together, these two aspects dramatically speed up
the generation of scale-free directed graphs: networks with
one million nodes can be generated in seconds.
In what follows we first present our model in Section 2 and
demonstrate experimentally its scale free nature in Section
2.1. In Section 3 we then introduce algorithms to gener-
ate networks according to our model. Section 4 analyses
the complexity of the algorithms, theoretically as well as
experimentally.
2 Generation of Scale-Free Networks with
Directed Arcs
Preferential attachment refers to a class of network mod-
els in which a network is modelled through a process of
growth [1, 2, 3, 9]. Starting from a single node, in each it-
eration a node is added and some links are added according
to a specific algorithm. Depending on the precise model, it
may then be possible to show that the resulting network has
certain properties, such as a power law degree distribution.
Bolloba´s et al. [3], for instance, provide a clear articulation
of the benefits of using such models to explain properties
of networks. By construction, the networks represent an
intuitive mapping on ‘real-life’ processes and networks, ex-
plaining why the real-life network may have become scale
free. That is, it is not only the fact that mathematically the
network can be shown to exhibit scale-free and other prop-
erties, it is also the construction that lends credit to its use
as a representation of a real system. It is therefore natu-
ral, and has been common practice [7] to also use models
based on preferential attachment in simulation studies such
as [10, 12, 13].
For scale-free networks with directed arcs, the literature
provides essentially one model based on preferential attach-
ment, developed in [3] and [9]. Both [3] and [9] show that
the resulting indegree as well as outdegree node distribu-
tion follows a power law distribution. In this model mul-
tiple arcs may share identical origin and destination pairs,
and arcs may ‘loop’, that is, arcs may have the same desti-
nation as the origin. We will put more restrictions on this
model in this paper, but first explain the main idea behind
the model of [3] and [9]–we will take the specific model
from [9], which is a natural and generally applicable case
of the model presented in [3].
We introduce the following notation to represent the grow-
ing network generated using these models. In the n-th itera-
tion, n ≥ 1, there are n nodes and a set of arcs. We number
the nodes 1 through n, and write i → j to denote an arc
from node i to node j, i, j ≤ n and i 6→ j if no arc i → j
exists. The algorithm terminates when there are N nodes,
with N > 0 some predefined target size of the generated
network.
The main idea behind the model in [9] is as follows. Start-
ing from a single node, the algorithm adds in each iteration
one node and one or more arcs. Each iteration starts with
adding a node and one arc from the new node to an exist-
ing node. Then, with probability 1 − p an additional arc is
added between two existing nodes, while with probability p
we start the next iteration with a new node. For every node,
the model thus adds on the average 1p arcs to the network.
If a new arc is added, it will be from node i to node j
depending on the existing indegree and outdegree of each
node. The reasoning behind this follows from character-
istics of scale-free and small-world properties: nodes with
many arcs are more likely to get additional arcs. At this
point we modify the model in [3] and [9], by not allowing
multiple arcs and loops. In particular, for any node i, let Ii
be the in-degree of node i and Oi the out-degree of node i,
then weights wi,j , i 6= j, are defined as follows:
wi,j =
{
(µ+Oi)(λ+ Ij) if i 6→ j
0 if i→ j or i = j
(1)
The probability pi,j that, given an arc is added to the net-
work, it is between i and j is then given by
pi,j =
wi,j∑n
i=1
∑n
j=1 wi,j
. (2)
The above implies that arcs between nodes with a high num-
ber of incoming or outgoing arcs are more likely than be-
tween nodes with low number of arcs. Note that if an arc
is added from a new node i to an existing node, that the
outdegree Oi of the new node is zero, thus simplifying the
weights to wi,j = λ+ Ij (the constant µ can be omitted).
The main difference between the model based on Equation
(1) and [9] is that wi,j is set to 0 in Equation (1) if an arc al-
ready exists or if it is a loop. An alternative approach would
be to generate a network using the model in [9] and then
remove multiple arcs and loops. However, that generates
networks with an unpredictable number of arcs, since it is
unknown how many arcs are multiple arcs or loops. In our
model, we input parameters N and p to generate networks
with any given number of nodes N and number of arcs Np .
2.1 Power Law Node Degree Distribution
The first issue to address is whether our model results in
power law distributions for indegrees as well as outdegrees.
From [3, 9] it is known that if multiple arcs and loops are
allowed, that then the outdegree and indegree node distribu-
tions are power law with parameter 2 + p(µ+1)1−p and 2 + pλ,
respectively. To illustrate this, Figure 1(a) provides the out-
degree node distribution for the algorithm in [9], where we
use parameters N = 100, 000, λ = 0.75 and µ = 3.55,
as representative for web hyperlinks [4]. We vary p, where
p = 0.1333 is the value representative for the network of
web hyperlinks. For the log-log scale of Figure 1(a) a power
law distribution results in a straight line. The theoretical re-
sults in [3, 9] require both the total number of nodes and the
indegree and outdegree (the outdegree is given on the x-axis
of Figure 1(a)) to go to infinity for the Power law distribu-
tion to be guaranteed. That is, small values of the indegree
and outdegree do not follow the power law distribution, as
one can see from Figure 1(a). Note that in particular for
p = 0.5, which is a very lightly connected network, the
convergence to a power law distribution is slow.
Unfortunately, the elegant and straightforward mathemati-
cal proof for power law node degree distributions in [3, 9]
does not extend to our case because we have to account for
the cases in which weights are set to 0. This makes that
we have not been able to proof the scale free properties of
our model. Heuristically, one can argue that the weights
that are set to 0 are distributed over the nodes proportional
to the number of incoming and outgoing arcs. As a conse-
quence, one may hope that these proportions are such that
the remaining likelihood for nodes to be selected as origin
or destination is modified in regular manner, thus preserving
the power law nature of the node distribution. However, we
note that the dependence between indegree and outdegrees
of nodes that was demonstrated in [9] makes proving this
difficult, or may prove the heuristic incorrect. Nevertheless,
our experimental results seem to indicate the scale-free na-
ture of the node indegree as well as outdegree distribution
is preserved (or at least close to preserved).
We illustrate the resulting node distributions in Figure 1(b)
and Figure 2. Of particular importance is the parameter p,
since if p gets smaller, the number of arcs increases and
hence more weights are set to 0 in Equation (1). As a con-
sequence, one may expect larger difference between Figure
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Figure 2. Indegree distribution using Equa-
tion (1)
1(b) and Figure 1(a). Indeed, when comparing the two mod-
els, we see almost identical results for p = 0.5, and more
substantial differences for smaller values of p. However, for
smaller values of p the power law characteristic of the node
degree distribution is more pronounced, leading us to be-
lieve that our model creates node degree distributions that
are (not far from) power law distributions.
We will now turn our attention to the algorithmic implemen-
tation of our model. To realistically represent modern-day
system, it is not unreasonable to run simulations or do anal-
ysis of systems with a million nodes. We will see that the
fact that we disallow multiple arcs and loops introduces sev-
eral aspects that make it difficult to scale algorithms to such
large networks. In this paper we derive several algorithms,
using various ideas to reduce computation time as well
as memory consumption compared to a ‘Base’ algorithm–
we term these ideas ‘Node Weights’, ‘Node Weights with
Subtraction’, ‘Multi-sampling’ and ‘Reversed Look-up’, re-
spectively, and introduce these in the next section.
3 Generator Algorithms
We will see that a main challenge in making network gen-
eration algorithms based on our model scalable lies in the
need to update weights wi,j in Equation (1) after every
added arc. This issue we address first. A second chal-
lenge is the selection of the arc once the weight are updated
(weighted random sampling)–this we can only resolve in
one specific algorithm, namely Multi-sampling, as we dis-
cuss in Section 3.5 when we introduce Reversed Look-up.
For all algorithms we will compute the time and memory
complexity. In the complexity analysis we ignore updating
of the indegree and outdegree of a node with every added
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Figure 1. Outdegree distributions for the model in [9] and using Equation (1)
arc–this has to be done in all algorithms. Similarly, we do
not consider the storage in memory of the actual networks
with all its nodes and arcs. This also has to be done in all
cases, and it should be noted that storage of theN nodes and
N
p arcs is of dominant order in all but the Base algorithm.
3.1 Base Algorithm
The Base algorithm is straightforward: store all elements
wi,j in a matrix of size N × N and update these weights
after every addition of an arc. In particular, if arc x → y
is added, then wx,j needs to be updated for j = 1, . . . , n,
and wi,y needs to be updated for i = 1, . . . , n. That is, a
complete row and a complete column in the matrix needs to
be updated. In addition, wx,y needs to be set to 0.
To make this precise, we introduce the superscript + to de-
note the updated weights when an arc is added. Similarly,
we represent the increase of the outdegree of a node i asO+i
and the increase of the indegree of node j as I+j . Assume
that x → y is the last arrow added, then O+i = Oi + 1
if and only if i = x and O+i = Oi otherwise. Similarly,
I+j = Ij + 1 if and only if j = y and I
+
j = Ij otherwise.
Hence, when x → y is the added arc, the weights in Equa-
tion (1) need to be updated as follows:
w+i,j =

wi,j + λ+ Ij if i = x and i 6→ j
wi,j + µ+Oi if j = y and i 6→ j
0 if i = x and j = y
wi,j otherwise
(3)
This process of updating weights has the following time
complexity. If an arc is added at iteration n, there are up
to 2n − 1 (a row and a column) weights updated. Since at
each iteration 1p arcs are added, the total time complexity is
1
p
∑N
n=1(2n − 1) = O(N
2
p ) updates. A matrix is used to
store the weights, thus requiring O(N2) storage.
The second aspect to be considered is the time it takes to
draw a weighted random number according to the proba-
bilities in Equation (2). The base algorithm for weighted
random sampling is to draw a random number r between 0
and 1 and add up probabilities pi,j in Equation (2) in order
until the sum exceeds r. (‘In order’ may for instance be im-
plemented through a double for loop: for (i=1) to
n do { for (j=1) to n do{...}})
This way of weighted random number generation has com-
plexity similar to a linear search through a list of size n×n:
it requires on average 1p
n2
2 operations at iteration n, and
summing this leads to the results for pyramid numbers,
which implies that the resulting time complexity is O(N
3
p )
operations in total. There is no additional required memory
for this way of drawing weighted random numbers.
We note that some algorithmic tricks can be thought off to
speed up the drawing of weighted random numbers, such
as traversing the matrix backward when the random num-
ber is larger than 0.5 (for instance). This, however, does not
change the order of the algorithm. Similarly, as we already
remarked, if a new node is added, the outdegree of the new
node is 0, and hence the weights in Equation (1) simplify.
We exploit this in our implementations to make the algo-
rithms more efficient when adding a node, but the order of
the algorithm does not change because of it. We therefore
will not discuss such issues in more detail.
3.2 Node Weights
Since the Base algorithm stores the complete matrix of
weights its memory requirement of O(N2) makes it less
attractive for a large network size. Roughly speaking, mod-
ern day personal computers may be expected to hold up to
109 doubles in memory, thus limiting N to about 30,000.
The Node Weights method resolves this issue, by storing
and updating weights per node, instead of per arc. This
immediately implies that storage requirements will go down
to O(N). In particular, at iteration n, for each node i we
store
wi =
n∑
j=1
wi,j . (4)
The probability pi that, given an arc is added to the network,
it has i as the origin is then given by:
pi =
wi∑n
i=1 wi
. (5)
Furthermore, once the origin is determined, the destination
is determined by computing wi,j on the fly for given origin
node i.
Important is that the node weights wi can be updated with-
out knowing the individual values wi,j , because otherwise
there would be no gain from maintaining node weights.
This works in a similar manner as for the Base algorithm: if
arc x → y is added we have again that O+x = Ox + 1 and
I+y = Iy + 1, and we derive that the updated node weights
w+i obey:
w+i =

wx +
∑
j|x 6→j(λ+ Ij)− wx,y if i = x
wi + µ+Oi if i 6→ y
and i 6= x, y
wi otherwise
(6)
Updating the weights by above equations takes order n op-
erations for each arc in the n-th iteration, thus givingO(N
2
p )
overall complexity for updating, as in the base case. How-
ever, selection of an arc through weighted random sampling
is an order less expensive than in the base case. A sequen-
tial search is used to find the origin node, and for this origin
node all possible destination nodes are considered. (Again,
we sum up probabilities pi and then probabilities pi,j un-
til they sum to r. To make this more precise would lead to
cumbersome explanation not necessary for the thrust of this
paper.) As we remarked, for the chosen node i, we generate
the weights wi,j on the fly from Equation (1) since we do
not store the individual weights. The time complexity for
the weighted random sampling in the Node Weights algo-
rithm is thus O(N
2
p ).
3.3 Node Weights with Subtraction
Node Weights with Subtraction is a variation of Node
Weights in which we decrease the number of updates. From
Equation (6) one sees that weights wi are updated for every
node i that is not connected to y (i 6→ y). In Node Weights
with Subtraction we do the opposite, and update wi if and
only if i → y. The main observation behind the method is
that the node weights in Equation (4) can be rewritten as:
wi =
n∑
j=1
wi,j =
n∑
j=1|i 6→j,i 6=j
(µ+Oi)(λ+ Ij)
=
n∑
j=1
(µ+Oi)(λ+ Ij)−
n∑
j=1|i→j∨i=j
(µ+Oi)(λ+ Ij)
= (µ+Oi)(nλ+An)−
n∑
j=1|i→j∨i=j
(µ+Oi)(λ+ Ij),
where An is the total number of arcs at iteration n. For
each node, we then keep track of the term (µ + Oi)(nλ +
An) (which we can easily track and update) as well as of∑n
j=1|i→j∨i=j(µ + Oi)(λ + Ij). Since the latter term has
fewer elements in the sum it is less effort to update that
term than it is to update the actual values wi (as in the Node
Weights method).
We will not write down the equivalent of Equation (6) to
update the elements
∑n
j=1|i→j∨i=j(µ+Oi)(λ+ Ij). Note
that although it can be expected that the Node Weights with
Subtraction method is more efficient than Node Weights,
the time and memory complexity orders do not change.
3.4 Multi-sampling
The idea behind Multi-sampling is radically different from
the previous approaches in that updates are no longer car-
ried out. Instead of enforcing that no multiple arcs or loops
will be generated by setting weights to 0, Multi-sampling
allows an arc to be selected that leads to multiple arcs or a
loop, but then ignores it and retries the sampling for an arc.
We will see that this implies a constant computational com-
plexity for updates in each iteration, but that it increases the
number of samples, thus resulting in O( Nfp ) computational
complexity, where 1f is the average number of samples per
iteration.
The algorithm works as follows. Introduce, for i = 1, . . . , n
the following weights:
vi = µ+Oi,
wj = λ+ Ij . (7)
Then generate an arc x → y by conducting weighted ran-
dom sampling using the weights vi to determine x and by
conducting weighted random sampling using the weights
wi to determine y. If x→ y already exists or if x = y, then
repeat the procedure until a new arc is added.
We now have to show that this procedure correctly im-
plements our model, i.e., that it generates probabilistically
equivalent networks as when the probability of adding an
arc x → y is given by Equation (2). This follows directly
from considering, for the Multi-sampling method, the con-
ditional probability pMSx,y:
pMSx,y = Prob{arc x→ y is added |an arc is added}
=
Prob{arc x→ y is added ∧ an arc is added}
Prob{an arc is added}
If x → y already exist, then an arc is not added, and so the
numerator evaluates to false, resulting in pMSx,y = 0 if x→ y
already exists. Similar, if x = y, an arc is not added and
pMSx,y = 0. If x → y does not yet exist, then an arc is added
and the numerator becomes
Prob{arc x→ y is added} = viwj∑n
i=1
∑n
j=1 viwj
.
The denominator equals:
Prob{an arc is added} =
∑n
i=1
∑n
j=1|i 6→j,i 6=j viwj∑n
i=1
∑n
j=1 viwj
.
As a result we obtain for the conditional probability that
given an arc is added, it is arc x→ y:
pMSx,y =
viwj∑n
i=1
∑n
j=1|i 6→j,i 6=j viwj
. (8)
Hence, filling inwi,j in Equation (2) and vi andwj in Equa-
tion (8) we find that probabilistically Multi-sampling gen-
erates networks consistent with our model.
For the performance of the Multi-sampling method it will
be important to determine the amount of resampling that is
required. Every time an arc x → y is selected that already
exists or x = y, a new attempt must be made (which in-
volves drawing a new random number, and selecting an arc
according to the procedure under Equation (7)). To deter-
mine the average number of resamples, let f be the proba-
bility the sample is successful:
f =
∑n
i=1
∑n
j=1|i 6→j,i 6=j viwj∑n
i=1
∑n
j=1 viwj
. (9)
Then the average number of tries until a sample is success-
ful equals
∑∞
k=1 k(1− f)kf = 1f . Obviously, the required
number of samples gets high if the success probability f
is small. Since f is a potential bottleneck for the Multi-
sampling methods Section 4.3 shows experimental results
for f .
Finally, we note that the storage requirements for Multi-
sampling only involve mantaining weights vi and wj in
equation (7). These weights can easily be computed from
the already stored in- and out-degrees, and therefore there
is no specific storage needed for the weights.
3.5 Reversed Look-up
Thus far the algorithms have dealt with the issue of updat-
ing weights, either decreasing the storage needed for the
weights or the time required for updates. However, con-
siderable computational effort is also required to sample
weighted random numbers once the weights are established.
For the Multi-sampling approach, however, the weights are
such that one can store the weights in such a way that, given
a random number, the appropriate weighted random number
can directly be read from the data structure.
We call this idea ‘Reversed Look-up’, and it has its origin in
a commonly proposed algorithm for weighted random sam-
pling if all weights have integer values (see for instance [8]
and also the BA algorithm implementation in Peersim [7]
for examples of this and related ideas). In our case, follow-
ing Equation (7), in iteration n weighted random sampling
selects node i with probability pi defined as:
pi =
vi∑n
i=1 vi
=
µ+Oi∑n
i=1(µ+Oi)
=
µ+Oi
nµ+An
, (10)
where An is the total number of arcs at iteration n. We
will now first deal with the constants µ, before applying
Reversed Look-up to the integer-valued outdegrees Oi.
Let r be a random number between 0 and 1. To deal with
the constant µ, we select node x = 1, . . . , n, if µ(x−1)nµ+An ≤
r < µxnµ+An . This means that if r <
nµ
nµ+An
the origin node
for the new arc is selected uniformly from all n nodes, since
µ contributes the same constant value to any probability pi.
If, on the other hand, r ≥ nµnµ+An , the outgoing arc is not
yet decided and the Reversed Look-up comes into effect, as
follows.
We maintain an array of size An with integer values, such
that in each array element a node number is stored. More
precisely, the array has Oi elements with value i. We then
select any of the array elements with equal probability–
since there are Oi array elements for node i the likelihood
that a node is chosen is proportional to Oi (we make the
correctness argument precise below).
To select an array element according to a uniform distri-
bution, we first scale up the random number r ≥ nµnµ+An
so it is a uniformly distributed number between 0 and 1:
rnew = r1− nµnµ+An
. Then we select array index k as k =
brnewAnc (the floor operator bc indicating rounding to the
nearest lower integer). The origin node is then the value of
the array element at index k.
Once the origin node is determined, the destination node is
determined similarly by maintaining an array of AN = Np
elements with nodes based on indegrees Ij .
To demonstrate the correctness of the approach, node x is
selected according to a uniform distribution (that is, with
probability 1n ) if r <
nµ
nµ+An
and with probability OxAn if
r ≥ nµnµ+An . Together, this means that node x is the origin
with probability 1n
nµ
nµ+An
+ OxAn (1 −
nµ
nµ+An
) = µ+Oxnµ+An ,
which confirms to (10).
This idea of Reversed Look-up works because of the inte-
ger value of the weights and because updates can be imple-
mented very simply. For instance, it is not easy (if at all
possible) to efficiently implement Reversed Look-up when
weights may decrease, such as in the Node Weights method.
When using Multi-sampling updating the array is straight-
forward. Assume arc x → y is last added, then we add to
the array for indegrees one element with value y and to the
array with outdegrees one element with value x.
The time complexity of the Reversed Look-up method is
minimal. To update the array and read the right element
from the array there are some operations each time an arc
is added, resulting in time complexity O(Np ). Importantly,
memory use is increased through the use of two arrays of
O(Np ) elements.
We will see in the results section that the ability to use Re-
versed Look-up in the Multi-sampling approach dramati-
cally reduces the computational effort to generate scale-free
directed networks. We will see that networks with a million
or more nodes are feasible.
4 Evaluation of Generator Algorithms
Before discussing our experimental results, let us recap the
theoretical complexity results we derived in Section 3, by
comparing the order of all algorithms in Table 1, for CPU
time and memory consumption, respectively. In Table 1 the
time complexity is divided in two: the time an algorithm
takes in updating weights, and the time an algorithm takes
in determining the correct arc to add based on weighted ran-
dom sampling. Note that the CPU time complexity does not
include aspects that are required in all algorithms, such as
updates of indegrees and outdegrees. The memory use is
given for the same two aspects: storing weights and mem-
ory used for selecting the arc through weighted random
sampling. The table also shows the memory requirement
for the generated network itself, since this is a dominant
factor in the memory use of all algorithms.
Table 1. Orders of CPU and memory use for
various algorithms
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We see from Table 1 in the first two columns on CPU time
that we may expect that Multi-sampling will outperform
the Base and Node Weight methods, unless the probabil-
ity f becomes too small (f is the probability resampling
is not needed, and thus 1f is the expected number of sam-
ples for each added arc). We will show in our experiments
that Multi-sampling is indeed the preferred method, and we
will also experimentally show that the number of retries 1f
decreases with the number of iterations to a small, almost
constant, value. The latter is important, since otherwise the
method would break down because of excessive resampling.
We also see from the table that a potential bottleneck ex-
ists for Multi-sampling with Reversed Look-up in the use
of memory to select the arc using weighted random sam-
pling. After all, the point of the Reversed Look-up method
was to trade memory for CPU. However, we will see that
this use of memory is of the same order as that for storing
the generated network itself, something all algorithms need
to do. This implies that the base and Node Weight methods
never really are competitive compared to Multi-sampling
with Reversed Look-up: even if memory use increases in
Multi-sampling with Reversed Look-up, the time the other
algorithms take leaves them unattractive.
In what follows we analyze the results of our experiments.
All the methods are implemented and executed within the
Java Peersim simulation environment for peer-to-peer net-
works [7]. As a general-purpose p2p simulation environ-
ment Peersim is concerned with more than efficiency alone
and one may expect some performance or memory usage
overhead compared to bespoke implementations. Neverthe-
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Figure 3. CPU time for average networks (p =
0.1333)
less, we are convinced that our implementation and exper-
iments are indicative for typical use of the algorithms we
developed.
To achieve fair results, all the experiments were conducted
on the same machine. It has a Pentium(R) processor, with
CPU 3 GHz and 2 GB of RAM. Effectively, we were able to
use up to about 1.4 GB of memory in our experiments. All
experiments were repeated up to fifty times to create tight
confidence intervals. In general, results did not show much
variance. Even in cases that computation time for each data
point was too high (up to one day) to do many experiment
we therefore achieved relatively stable results. We added
time stamps to the code to measure the time the algorithm
needs to generate the networks. To measure the memory
usage, we use common Java methods–because memory al-
location is managed by the Java Virtual Machine, the results
may be influenced by the working of the JVM. However, we
will see that the results can be satisfactory explained from
our understanding of the working of the algorithms and im-
plementation.
4.1 Baseline Performance Comparison
We first compare the performance of the various algorithms
for typical settings. Since discrete-event simulation studies
of peer-to-peer algorithms often concern networks of some
ten thousands of nodes (e.g., [10, 13]), we vary the network
size N from 10, 000 to 50, 000 nodes. In addition, we use
the parameter values derived in [9] for the world-wide web
(in turn attributed to data from [4]): p = 0.1333, λ = 0.75
and µ = 3.55. Note that the values of λ and µ do only
influence the CPU or memory use through the probability
f in (9), but that p is a very important factor for all metrics
and methods.
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Figure 3 shows CPU time for the various methods. To sim-
plify the understanding of the figures, we note that we al-
ways label the curves in the order they appear in the graph
(from top to bottom). In this case, the Base method only
generated a single point forN = 10, 000. The Base method
does not complete for larger values ofN because it runs out
of memory. The Base method thus clearly performs worst.
The two increasing curves in Figure 3 are for Node Weights
without and with Subtraction, respectively. In fact, the in-
crease is roughly quadratic in the number of nodes, as we
expect from the complexity results in Table 1. Finally, the
two Multi-sampling approaches easily outperform the oth-
ers, both demonstrating an almost flat line.
The memory consumption for the different methods is dis-
played in Figure 4 (notice the logarithmic scale) and Figure
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Figure 6. CPU time for highly connected net-
works (N = 10, 000)
5 (in linear scale). One sees that the Base method indeed
runs out of memory. As we remarked, we can effectively
use up to 1.4GB of memory, and for N = 10, 000 the Base
method uses close to 1.0GB already. The other approaches
all exhibit similar memory consumption–this can explained
from the fact that memory use in all cases is of order Np ,
dominated by the storage of the network itself. Note that
Multi-sampling with Reversed Look-up consumes slightly
more memory than either Multi-sampling or Node Weights,
but in essence all four methods are comparable.
In conclusion, we see that for a common range of parameter
values, Multi-sampling with or without Reversed Look-up
clearly outperform the other methods with respect to the
required computation time. Although the Node Weights
method is competitive when considering memory use, it
does not dramatically improve over either Multi-sampling
method. Therefore, the results suggest that the choice is be
between the two variations of Multi-sampling. When gen-
erating networks with a million or more nodes in Section
4.4, we will discuss in more detail the CPU and memory
implications of using Reversed Look-up or not (see Figure
11 and 12).
4.2 Highly Connected Networks (p Small)
Since the complexity numbers in Table 1 all tend to infinity
when the probability p ↓ 0 we now research the perfor-
mance of the various approaches when p gets small. For
N = 10, 000 Figures 6 and 7 show the CPU and memory
results, respectively, for small values of p (note the logarith-
mic scales of the figures). For a network with N nodes, the
average number of arcs is Np and the maximum number of
arcs is N(N − 1). We thus see that realistically one should
have p considerable larger than 1N−1 . In our network of size
N = 10, 000 we let p get as small as 0.001.
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Figure 6 shows that only Multi-sampling (with or without
Reversed Look-up) can generate networks with p = 0.001.
For instance, the Node Weight methods require more than
10 hours to generate networks for p = 0.01, and networks
for smaller p can therefore not be generated in practice.
Even though Figure 7 demonstrates that the Node Weights
method uses as little memory as Multi-sampling, we see
that the conclusions from Section 4.1 do not change signifi-
cantly compared to the results for small p values in this sec-
tion. Multi-sampling is so fast that the Node Weight meth-
ods cannot compete, even though Node Weight is memory
efficient. Note that based on Table 1 this was not a fore-
gone conclusion because of the unknown implications of
the probability f (which relates to the required amount of
resampling) in the Multi-sampling methods. We study this
further in the next section.
4.3 Amount of Resampling in Multi-
sampling Methods
Table 1 shows the dependence of the CPU time needed for
Multi-sampling methods on the probability f , which is the
probability an arc is successfully added, as given in Equa-
tion (9). Unfortunately, we do not have expressions or con-
vergence results for f . We therefore experimentally inves-
tigate f as a function of the iteration number.
We generate networks of up to 180, 000 nodes, count the
number of resamples over intervals of 20, 000 nodes and di-
vide it by the number of arcs added in these intervals. In so
doing, we obtain 1f − 1, the number of ‘wasted’ resamples
for each successfully added arc. (We note that using the
Node Weight methods we can numerically compute f pre-
cisely for any network, but the Node Weight method is pro-
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hibitively slow for the small values of p and largeN consid-
ered. Hence, we used Multi-sampling with Reversed Look-
up and sampled 1f , repeating the experiment sufficiently of-
ten to gain tight enough confidence intervals.)
Figure 8 presents the average number of resamples as a
function of the iteration count. We show a curve for p =
0.01, p = 0.1 and p = 0.1333 (as in Subsection 4.1).
Clearly, f depends very much on p, but in all cases the num-
ber of wasted samples is small. For instance, for p = 0.01
the number of resamples is less than 1 per succesfully added
arc, while for more regular values such as p = 0.1333 the
number of resamples is even less.
Importantly, however, all curves decrease as a function of
the iteration count. This implies that for larger network the
danger decreases that f becomes a bottleneck. This prob-
ably can be explained from the fact that with increasing it-
eration count n the number of existing arcs np becomes less
and less significant compared to the number n(n − 1) − np
of not yet existing arcs. However, this depends on the actual
values of the weights corresponding to existing arcs, so we
only suggest it as a possible explanation that remains to be
proven. Clearly, it would be of great interest to derive the-
oretical results for f or its convergence, but this is beyond
the scope of our current presentation.
4.4 Networks with a Million Nodes
Finally, we want to push the algorithms and generate as
large a network as we can using our current implementa-
tion in Peersim. We have already seen that only the Multi-
sampling methods should be considered for average sized
networks, and have identified that Multi-sampling with Re-
versed Look-up is superior in time, while plain Multi-
sampling is more memory efficient. Figure 9 and Figure
10 confirm this for N = 100, 000, and different values
of p. More precisely, Reversed Look-up takes about 20%
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more memory for the whole range of p values (200MB for
p = 0.01). On the other hand, computation time for Multi-
sampling gets considerably worse, and can differ more than
a factor 10. So, an early conclusion would be to exclusively
use Multi-sampling with Reversed Look-up.
We see in Figure 11 and 12 how far we can push the
two Multi-sampling methods. As far as CPU use is con-
cerned Reversed Look-up is clearly beneficial, since Multi-
sampling without Reversed Look-up takes close to 10 hours
(Figure 11). Considering memory usage, Figure 12 shows
that the two methods do not differ too much. Moreover,
with 1 million nodes we are exactly at the limit of the
available memory of about 1.4GB. In other words, Multi-
sampling with Reversed Look-up in the preferred approach,
allowing us to generate networks with up to one million
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nodes in seconds (to be precise, 32 seconds for 1 million
nodes).
5 Conclusion
This paper proposes a network model for scale-free directed
networks without multiple arcs and loops, for any given
number of nodes and average number of arcs. If generated
efficiently, such networks are useful for analysis of peer-
to-peer algorithms using discrete-event simulation. We ex-
perimentally demonstrated that the networks resulting from
our model have node degree distributions that are (close to)
power law, and thus that the resulting networks are scale-
free. Further formal analysis would be of interest to an-
alyze the extend to which certain properties hold for the
proposed model and to determine aspects such as distri-
bution parameters. The paper is particularly focussed on
the development of fast algorithms that allow the model
to be effectively used in discrete-event simulation studies.
We have derived an approach termed Multi-sampling with
Reversed Look-up that under almost all circumstances out-
performs other methods. Experimentally, we have shown
that the amount of resampling required in the method is
bounded and does not significantly reduce the applicability
of the method across a broad parameter range. In addition,
although the method requires additional memory to speed
up the process of weighted random sampling, memory use
does not much exceed that for maintaining the network it-
self (necessary for all algorithms). As a consequence, using
Multi-sampling with Reversed Look-up one can generate
networks with a million or more nodes within seconds on
current-day desktops.
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