This paper presents the application of self organinsing migration algorithm (SOMA) to the scheduling problem of flow shop. Flow shop is regarded as the most widely utilized shop management system. Two different benchmark problems are attempted with good results obatined both in comparison with the optimal and other published heuristics.
INTRODUCTION
Advanced manufacturing systems often rely on metaheuristics to solve time constrained scheduling problems. This is largly due to the intractable problems commonly presented in such systems. Flow shop scheduling (FSS) can be considered as one of the common manufacturing problems that is regularly realized using optimization techniques (Onwubolu, 2002) .
The evolution of optimization techniques has been mainly attributed to the increase in complexity of problems encountered. Two branches of heuristics exist: constructive and improvement (Onwubolu and Mutingi 1999) . Constructive methods are usually problem dependent (Cambell et al. 1970 , Nawaz et al. 1983 . Improvement methods are those involving populationbased heuristics, which usually follow a naturally occurring paradigm. Some of these are genetic algorithms (GA), tabu search (TS), neural networks (NN), simulated annealing (SA) and particle swamp optimization (PSO) among others.
Self organinsing migration algorithm (SOMA), was presented in Zelinka (2002 Zelinka ( , 2006 , as a novel tool for real optimization problem. This basically implies that SOMA can effectively solve real domain problems involving continuous values.
However, a separate branch of optimization problem exits; namely NP hard problems, of which flow shop is an example, which still presents considerable challenge.
The aim of this paper is to introduce the first permuatative SOMA heuristic which is then applied to the flow shop scheduling problem.
The paper is divided in the following sections: the next section introduces flow shop scheduling, the following section to that presents SOMA and its permutative refinements. This is followed by the results and analysis part and finally the work is concluded.
FLOW SHOP SCHEDULING
In many manufacturing and assembly facilities a number of operations have to be done on every job. Often, these operations have to be done on all jobs in the same order, which implies that the jobs have to follow the same route. The machines are assumed to be set up and the environment is referred to as flow shop (Pinedo 1995) . The flow shop can be formatted generally by the sequencing on n jobs on m machines under the precedence condition. The general constraints that are assessed for a flow shop system is the time required to finish all jobs or makespan, minimizing of average flow time, and the maximizing the number of tardy jobs. 
where
which represents i as the as the processing time of job j on machine i.
SELF ORGANISING MIGRATING ALGORITHM
SOMA is based on the competitive-cooperative behaviour of intelligent creatures solving a common problem.
In SOMA, individual solutions reside in the optimized model's hyperspace, looking for the best solution. It can be said, that this kind of behaviour of intelligent individuals allows SOMA to realize very successful searches.
Because SOMA uses the philosophy of competition and cooperation, the variants of SOMA are called strategies. They differ in the way how the individuals affect all others. The basic strategy is called 'AllToOne' and consists of the following steps:
1. Definition of parameters. Before starting the algorithm, the SOMA parameters (popSize, Dim, PathLength, Step, PRT, Migrations, MinDiv, see Table 1 ) has to be defined. The user must also create the specimen and the cost function that will be optimized. Cost function is a wrapper for the real model and must return a scalar value, which is used as gauge of the position fitness.
Creating of population. New population with
PopSize individuals is randomly generated. If the difference in cost values between leader and the worst individual is lower than value of the MinDiv parameter or the maximum of migration loops has been reached, the run of SOMA is terminated and the best position (the best set of parameters) is returned. In other case the algorithm continues in step 3.
SOMA Parameters
SOMA, like other evolutionary algorithms, is controlled by two groups of parameters, which have to be defined before running SOMA. The first group is used to stop the search process when one of two criterions is fulfilled, whereas the second group of parameters is responsible for the quality of optimization process results. They are presented in Table 1 . 
Discrete Population
The canonical SOMA creates a random population with implied MinDiv. This is not possible for the permutative population. In the permutative population, discrete solutions are created of size Dim to fill the population of size PopSize.
Mutation
Mutation, the random perturbation of individuals, is an important operation for evolutionary strategies (ES). It ensures the diversity amongst the individuals and it also provides the means to restore lost information in a population. Mutation however is applied differently in SOMA compared with other ES strategies. SOMA uses a parameter called PRT to achieve perturbation. This parameter has the same effect for SOMA as mutation has for GA. It is defined in the range [0, 1] and is used to create a perturbation vector (PRT Vector) as follows:
The novelty of this approach is that the PRT Vector is created before an individual starts its journey over the search space. The PRT Vector defines the final movement of an active individual in search space.
The randomly generated binary perturbation vector controls the allowed dimensions for an individual. If an element of the perturbation vector is set to zero, then the individual is not allowed to change its position in the corresponding dimension.
Generating New Candidate Solutions
In standard ES, the Crossover operator usually creates new individuals based on information from the previous generation. Geometrically speaking, new positions are selected from an N dimensional hyper-plane. In SOMA, which is based on the simulation of cooperative behaviour of intelligent beings, sequences of new positions in the N-dimensional hyperplane are generated. They can be thought of as a series of new individuals obtained by the special crossover operation. This crossover operation determines the behaviour of SOMA. The movement of an individual is thus given as follows: control vector for perturbation It can be observed from Equation (4) that the PRT vector causes an individual to move toward the leading individual (the one with the best fitness) in N-k dimensional space. If all N elements of the PRT vector are set to 1, then the search process is carried out in an N dimensional hyperplane (i.e. on a N+1 fitness landscape). If some elements of the PRT vector are set to 0 then the second terms on the right-hand side of Equation (4) equal 0. This means those parameters of an individual that are related to 0 in the PRT vector are not changed during the search. The number of frozen parameters, k, is simply the number of dimensions that are not taking part in the actual search process. Therefore, the search process takes place in an N-k dimensional subspace.
Solution Conversion
During SOMA mutation and crossover, the discrete values are changed into real values. This is an approximation of the direction of the search space. The solution obtained is simply rounded to the nearest integer using the Discrete Set Handling (DSH) routine. Once the solution is repaired, it is evaluated for the objective function.
EXPERIMENT AND ANALYSIS
Validification of SOMA was done on the benchmark problem sets of FSS. Two different sets were selected from literature and available on the OR Library (2006).
The experimental phase was divided into two parts. The first section delas with the parameter setting for SOMA, and the second section outlines the experimentational results.
Parameter Settings
SOMA utilises a number of parameter setting for operation, alongside its four separate strategies. The strategy All-To-One was primarily selected because of its lower operational time.
The other values obtained through parameter testing is given in Table 2 . 
Benchmark problems of Car, Rec and Hel
The first set of benchmark problems to be evaluated were the Car (Carlier 1978) , Rec (Reeves 1995) and Hel (Heller 1960 ) benchmark sets. A total of 31 instances were evaluated. The results are presented in Table 3 .
Comparison of SOMA was done with the Improved Genetic Algorithm (IGA) and Multiagent Evolutionary Algorithm (MAEA) of Hu et. Al. (2006) and the Hybrid Genetic Algorithm (H-GA) and Othogonal Genetic Algorithm (OGA) of Tseng and Lin (2006) .
As shown in Table 3 , SOMA was highly competitive with the other heuritics for the defined problems. In summation, SOMA was able to find the optimal solution for all the Car problems, as well as seven optimal solutions for the Rec problem. In addition, it also obtained the optimal solution for the Hel02 instance. Overall, SOMA was able to get the best solution in 27 instances out of the 31 total instances. It was the most successful heuristic in the Rec instance class, outperforming the other heuritics in problem instances where the optimal soltuion was not obtained by any heuristic (Rec 19-41). 
Comparison with Taillard Benchmark Problem Sets
The second set of experimentation module is referenced from Thaillard (1993) . These sets of problems have been extensively evaluated (see Nowicki et al. 1996 and Reeves et al. 1998 ). This benchmark set contains 100 particularly hard instances of 10 different sizes, selected from a large number of randomly generated problems.
The results are tablulated in Table 4 as quality solutions with the percentage relative increase in makespan with respect to the upper bound provided by Thaillard (1993) . To be specific the formulation is given as:
where H denotes the value of the makespan that is produced by the SOMA algorithm and U is the upper bound or the lower bound as computed.
The results obtained are compared with those produced by GA, Particle Swarm Optimization (PSO spv ) DE (DE spv ) and DE with local search (DE spv+exchange ) as in .
Upon analysis of the results, it can be seen that SOMA performs competitvely with the other heuristics. On four instance classes of 20xXX and 50x5, it is the best performing heuristic. On three other instances of 50x20, 100x5 and 100x20 it is the second best performing heuritic behind DE spv+exchange .
Additionally, on five classes of problems, SOMA obtaines the best average standard deviation. This displays the ability of SOMA to find good solution consistantly. 
CONCLUSION
SOMA has proven to be highly successful in solving the flow shop problem. Two classes of problems were attempted and both the results validated the permutative approach of SOMA. SOMA was the best performing heuritsic in comparison with the other heuristics in the Car, Rec and Hel problems and the overall the second most effective heuristic for the Taillard problem set.
As far as it can be acertained by the authors, this is the first attempted research of applying SOMA to permutative or NP problems.
Further reseach will entail the application SOMA to other NP problems like Traveling Salesman etc.
