Abstract. In this paper we present a model for incompressible chemically reacting ows where reactants enter the domain, react and then leave the domain. In the interior of the domain we have the Navier-Stokes equations for the uid ow coupled with reaction di usion equations for the chemistry and temperature. On the boundary we use mixed Neumann and inhomogeneous Robin boundary conditions for the chemistry and temperature equations which x the amount of chemicals and heat owing into the system. For three dimensional domains we then show the existence of weak solutions which are physically reasonable, i.e., which satisfy certain maximum principle properties. These solutions are su cient to provide the basis for a dynamical systems study of these reacting ows. We do not show that the solutions are unique, however we are able to show the existence of global attractors for the system.
1. Introduction A chemically reacting ow is a uid ow in which a chemical reaction is also occurring. Such ows occur in a wide range of elds including combustion, chemical engineering, biology and pollution abatement. In this paper we present a general model for chemically reacting ows in which chemicals enter a domain, react and leave the domain. For example, this could be used to model a chemical reactor in which raw materials enter the system, react to produce a product, which in turn leaves the system.
In this paper we will work with a bounded three dimensional domain . In the interior of the domain we model the reacting ow by coupling the Navier-Stokes equations for the uid ow with reaction-di usion equations for the chemical reactions, a model also considered in two dimensions by Manley, Marion and Temam 20] . Except for the chemistry, this is essentially the same as the B enard problem, as studied in Foias, Manley and Temam 7] . While these earlier papers dealt with the long time dynamics of the 2D problem, our focus in this work is on the 3D problem. Our goal is to lay the foundation for the dynamical systems study for the 3D problem, which can then be applied to the analysis of any chemically reacting plant.
A novel feature of our model is found in the boundary conditions we use for the chemistry and temperature equations. In many situations, important quantities in the reacting ow system are the amounts of the chemicals and heat entering the system. We show that in order to have these quantities speci ed as parameters of the system, the boundary conditions for the chemistry and temperature equations are required to be inhomogeneous mixed Robin and Neumann boundary conditions depending in a speci c way on the uid ow at the boundary and the di usion coe cients.
We also show the existence of weak solutions to our set of equations and, in particular, give estimates showing that these solutions dissipate energy. These estimates depend on the precise way that we handle the inhomogeneous boundary data. For instance, for the uid ow u, we write u(x; t) = v(x; t) + w(x); where v satis es homogeneous boundary conditions and w satis es inhomogeneous boundary conditions and does not depend on time. We also do a similar procedure for the temperature and chemistry equations. We call this process homogenizing the boundary conditions and call w the homogenizing term. We will see that picking the correct homogenizing terms for the uid and temperature equations is critical for the a priori estimates, in particular for showing that the system dissipates energy. Our work here is a signi cant generalization of Manley, Marion and Temam 20] , since they consider only premixed reactions where the in ow concentrations are constant in space, which allows them to pick the homogenizing terms to be constant in space. An additional di culty comes from the fact that the classical Poincar e inequality is not valid for either the temperature or chemistry equations, due to the Robin-Neumann boundary conditions. Instead, we prove a generalized Poincar e inequality, lemma 6, which is based on the consideration of a boundary integral which arises naturally in the analysis of the problem.
It is important that the weak solutions be physically reasonable, by which we mean that that the concentrations remain nonnegative, mass is conserved and the temperature remains bounded below. Although these results follow formally from the maximum principle, our solutions are not smooth enough to use this approach. Furthermore, since we consider the 3D problem, our solutions have less smoothness than the 2D solutions considered in Manley, Marion and Temam 20] , hence we cannot use their arguments either. Instead, we prove physical reasonableness as part of the Bubnov-Galerkin method of showing existence of solutions. In particular, we take the limit of the approximate solutions in two stages, rst for the chemistry and temperature equations and then for the velocity equation. This has the advantage that when we work with the chemistry and temperature equations we have a smooth approximate velocity.
In summary, we are able to show that there exist su cient physically reasonable weak solutions in order to study the system from a dynamical systems viewpoint. For instance, in Norman 23] , these solutions are used in comparing the dynamics of the reacting ow model to the dynamics of a continuous ow stirred tank reactor (CSTR). A CSTR is an ODE approximation to a reacting ow based on the assumption that the chemical concentrations and temperature are spatially homogeneous. In Norman 23] it is shown that, for large chemical and thermal di usivities, the CSTR ODE is a good approximation to the full reacting ow PDE, and in particular that the global attractor for the reacting ow converges to the global attractor for the CSTR in a suitable sense.
We are unable to show the existence of global strong solutions or uniqueness of solutions for much the same reason that no such proofs exist for 3D Navier-Stokes equations alone. However, based on the work of Sell 24] , we are able to show the existence of global attractors for our system. We do this by proving a general global attractor existence theorem for systems of equations without unique solutions. One of the interesting features of our approach is that we need exactly the same properties of the equations to show both the existence of solutions and the existence of the global attractor.
An outline of the paper is as follows. In section 2 we give a general overview of reacting ows and give a short discussion of what the chemistry implies about the equations. We also present the model we will be working with and justify our boundary conditions. In section 3 we present the mathematical background and notation for the problem and state our main theorems. We then present the method for homogenizing the boundary conditions and state and prove the basic properties of the equations that will be used in both the existence of weak, physically reasonable solutions and the existence of the global attractor. Then in section 4 we show the necessary a priori estimates and exhibit the the existence of weak solutions. In section 5 we state and prove our general global attractor existence theorem and apply it to the chemically reacting ow. Finally in section 6 we summarize our results and compare them to the previous work of Manley, Marion and Temam 20] , see also Manley and Marion 19] , Marion 21 ] and Marion and Temam 22] .
Background for Reacting Flows
There are three quantities arising in the study of chemically reacting ows, the uid ow, the chemical concentrations and the temperature. In particular, all three of these quantities are coupled. The uid ow moves around the chemicals and the heat, the chemicals react which produces heat and a ects the temperature, and nally the temperature a ects the uid ow through buoyancy e ects. We will use the following notation for the various quantities: u Velocity eld, a vector p Pressure, a scalar T Temperature, a scalar Y i , i = 1; : : : N Mass fraction of the chemical species i, a scalar Note that the mass fractions and concentrations C i are related by Y i = m i C i , where m i is the molecular weight of chemical species i and is the density, which we assume to be constant. We choose to work with mass fractions instead of concentrations because we then have the properties for all x 2 and t 0:
We assume that the equations hold in a C 2 bounded domain R 3 . Using the above notation our model for incompressible reacting ows takes the form @ t u ? Pr (2.1d) where Pr is the Prandl number, Le is the Lewis number, the terms with (u r) are uid transport terms, f 0 (T ) is the forcing term from buoyancy, W i (Y 1 ; : : : ; Y N ; T) describes the change in mass fractions due to the reaction, and h i is the enthalpy of species i divided by its molecular weight, i.e., a measure of the amount of heat contained in species i. The rst two equations are the usual Navier-Stokes equations, and the second two are reaction-di usion equations with a transport term added. The central assumption made in deriving these equations is that the uid has constant density. For further physical background on these equations, see Buckmaster and Ludford 3] and Williams 27] .
The where A j are the frequency factors, E j are the activation energies, R 0 is the universal gas constant, C i are the concentrations, i.e., the mass fractions Y i divided by the molecular weight, and the j;k are nonnegative integers, where at least one of j;k , for k = 1; : : : N, is nonzero for each j.
Although we will not explicitly assume the Arrhenius model, it does provide motivation for the more general assumptions which we make. In particular, we assume that each W i is (2.5) One uses this assumption to show that the temperature never falls below T l .
We of course assume that the initial condition satis es constraints compatible with the above, namely, that the sum of the mass fractions is identically one, that the mass fractions are everywhere nonnegative, and that the temperature is everywhere greater than or equal to T l . From the above assumptions we show that for all time these properties are preserved, i.e., if (u; T; Y i )(x; t) is a solution, then for all x; t one has
T(x; t) T l ; (2.6c) We say that a solution satisfying these properties is physically reasonable.
The origins of the buoyant forcing term f 0 (T ) are unfortunately less physical than the above. The problem is that buoyant forces originate from spatial variation in density, e.g., where the temperature is high, the uid is less dense, hence it has an upward force acting on it. However we want to work with incompressible uids and assume that the density is constant. The usual way one gets around this di culty is to assume that the change in density is so small that entire e ect can be contained in the Navier-Stokes forcing term. This is the so called Boussinesq model. Since the density change is small, one further assumes that f 0 (T ) is linear. For instance we will assume that f 0 (T ) = ?c 0g (T ? T 0 ) (2.7) where T 0 ; c 0 > 0 are constants andg is a unit vector pointing in the direction of gravity.
2.1. Boundary Conditions. We now want to discuss the boundary conditions for the reacting ow system. It is, of course, easier to study things with homogeneous boundary data, but in this case that is not physically realistic. For instance, one of the main things one would like to model with the system (2.1) is combustion in some sort of a burner. In this case fuel is being injected into the system and the combustion products and heat are being removed from the system. This clearly requires inhomogeneous boundary data. In fact many chemical systems are of this form, since rarely does one want to just study a closed system. Frequently one wants to study open systems where chemicals enter the system, react, and the products leave.
An example of an that one might consider is schematically pictured in gure 2.1. In this case one set of reactants enter on one portion of the boundary, another set enter on another portion, they mix and react in the middle, then the products leave. We note that the picture is somewhat misleading in that we do require that the domain to be at least C 2 .
Clearly, since we have chemicals and heat owing into and out of the system, an important quantity to consider is how much of each ows in and out of the system. We can formally where n is the outward unit normal to @ . This implies that the rate of change of the total amount of Y i in the domain is due to three terms which we can physically interpret as di usion across the boundary, uid transport across the boundary and changes due to reactions in the domain. In particular, the above implies that the ux of Y i across the boundary at any point is given by
Similarly the ux for T is given by Flux T = @T @n ? T(u n): (2.9) We now want to explain the physical basis for the boundary conditions we will be using. We will assume the existence of a partition @ = ? I ? O ? W corresponding to the portions of the boundary where uid ows into the domain, where uid ows out and the walls of the container, respectively. On all of @ , the uid ow u will be speci ed by Dirichlet boundary data, however the boundary conditions for T and Y i will vary across the partition. This is equivalent to specifying that the only ux out of the system is due to the uid ow, with none due to di usion. We do not want to specify the ux out of the system, since that is often the principal quantity one wants to study. In order that a generalized Poincar e inequality will hold for the Laplacian terms in the temperature and chemistry equations, we will assume that ? I is nonempty. We also assume that 2 H 3=2 (@ ), so that it can be extended into the interior of to give a function in H 2 ( ). Similarly, we assume that T f ; Y i;f 2 H 3=2 (@ ) so that there exist functions in H 2 ( ) which satisfy the temperature and chemistry parts of the boundary conditions (2.10). See Lions and Magenes 18] or Adams 1] for the necessary trace theorems. We note that these assumptions imply that , T f and Y i;f are bounded functions.
Preliminaries
In this section we want to discuss certain preliminary material which will be used later in the paper. We will give de nitions and state certain theorems which will be used later. In addition we will reformulate the equations in terms of new variables which satisfy homogeneous boundary conditions. Finally we will show that the equations satisfy certain boundedness and continuity properties which, in turn, are used to show both the existence of solutions and global attractors. We will also use the product spaces
One can show that the Stokes operator A is a positive self-adjoint operator with compact resolvent, which implies that A has a complete set of eigenvectors. In particular, we let 1 > 0 be the smallest eigenvalue of A, so that for some constants C i e depending only on . We will give a proof of this fact below in section 3. 3 We will also use the following notation introduced in Sell 24] . Let X be any Banach space with norm k k X . Then for 1 p < 1 let L p loc (0; 1; H) be the set of all functions from (0; 1) to X such that for each t 0 and t with 0 < t 0 t, one has
We also let L p loc 0; 1; X) be the set of all functions 2 L p loc (0; 1; X) such that for all 0 < t < 1 we have
We also make the analogous de nitions for p = 1.
We will make heavy use of the fact that both L p loc 0; 1; X) and L p loc (0; 1; X) are Fr echet spaces, meaning that they are complete metrizable locally convex topological vector spaces. The topologies of both spaces can be generated by a countable family of pseudonorms, for example we can use We also use the fact that a set U of a Fr echet space is bounded if for each seminorm N n we have sup 2U N n ( ) < 1: 3.2. Statements of Theorems. In this section we want to state the main theorems of the paper. The rst of these theorems gives the existence and properties of weak solutions to the reacting ow system, and the second describes the existence of global attractors.
The rst step in the mathematical analysis of the reacting ow system is to homogenize the boundary conditions, i.e., we want to rewrite the system so that the new variables satisfy homogeneous boundary conditions. In particular we will let u(x; t) = v(x; t) + w(x); T(x; t) = (x; t) + 0 (x); Y i (x; t) = i (x; t) + i;0 (x); where v, and satisfy homogeneous boundary conditions, and w, 0 and i;0 satisfy the inhomogeneous boundary conditions and are constant in time with r w = 0 in . In section 4.2 we show that the solutions we obtain are independent of the choice of w, 0 and i;0 , however our existence proof itself depends heavily on exactly how w and 0 are chosen, as discussed in section 3.4.
If we make these substitutions, and at the same time apply We note that if is simply connected then @ has only one component, so that (2.13) implies that assumption 1 is satis ed.
For conciseness and consistency with the general attractor theorem given below, we introduce the following notation. Let with p = 4=3. 3. Let , M 1 , M 2 and C 1 be positive constants, depending only on the parameters of the problem and not the initial conditions, given by (4.15), (4.13a), (4.13b) and (4.17), respectively. Then for almost all t and t 0 with t > t 0 we have
and there exist functions L 
Theorem 2. Assuming the same hypotheses as in the existence theorem, theorem 1, then there exists a phase space W containing the solutions described in the existence theorem such that the reacting ow system has a global attractor.
We will give a proof of this theorem and a description of the system's phase space in section 5.
3.3. Preliminary Lemmas. In this section we want to give some general lemmas which will be used throughout the rest of the paper.
One of the very important properties of the trilinear forms b and b 1 in the homogeneous boundary case is given in the following lemma. Using this corollary we can prove the following generalized Poincar e inequality for the chemistry and temperature equations.
Lemma 6. Fix a positive real number and assume that u is a divergence free vector eld with boundary values and let ? I @ be that portion of the boundary where n < 0 and ? O be that portion where n > 0. Suppose further that is a scalar eld satisfying the boundary conditions (2.11). Then, if u 2 H 1 ( ) and 2 H 2 ( ), one has ? h ; i + b 1 (u; ; ) = kr k 2 + 1
where > 0 is a constant which depends on , and , but not on u.
When we apply this lemma we will use it in the cases where = 1 and = 1 Le , hence we let 1 = minf (1); ( )g. Proof. The equality (3.16a) follows directly from integration by parts. In particular, by the divergence theorem and the boundary condition ( Adding these two equations gives the rst inequality in (3. (3.19d) jb 1 (u; ; )j C s kuk H 1 k k H 1 k k 1=2 k k 1=2 H 1 ; (3.19e) jb 1 (u; ; )j C s kuk H 2 k k H 1 k k; (3.19f) jb 1 (u; ; )j C s kukk k H 2 k k H 1 ; (3.19g we choose w, 0 and i;0 . At rst glance, it would seem simplest to simply pick 0 and i;0 to be harmonic and w to be the solution to a Stokes problem. However, we do not take this approach because the proper choice of w and 0 is critical to obtaining our a priori estimates. More precisely, in order to show dissipativity for the v equation we will need a good w and in order to show dissipativity for the coupled v and equations, we will need to a good 0 as well. The theorems given below will allow us to pick w and 0 satisfying jb(v; w; v)j Pr 8 kA 1=2 vk 2 ; (3.21a) jb 1 (v; 0 ; )j kA 1=2 vkkA 1=2 1 k; (3.21b) for all v 2 V and 2 V 1 and where > 0 satis es (4.6), (4.7) and (4.14), and in particular depends only on Pr, Le, c 0 and . The only assumptions we will make on i;0 is that it satis es the boundary conditions (2.10) and that it is in H 2 ( ). In section 4.2 we will show that the dynamics of the equations (2.1) do not change with di erent choices of w, 0 Temam 26] , in the context of showing the existence of steady state solutions to the inhomogeneous Navier-Stokes equations. Our proof of lemma 8, which is also based on Hopf's ideas, is given below. We then give a short discussion of the added complexities of lemma 7. Proof of lemma 8. Throughout the proof, C will denote a constant depending only on .
Let : R ! 0; 1] be a smooth function which satis es (x) = 1 for x < 1=2; (x) = 0 for x > 1; Let (x) be the distance from x to @ and de ne (x) = (x) 1 : We note that agrees with in a neighborhood of the boundary. We want to show that for small , we can pick 0 = .
Denote the components of v by (v 1 ; v 2 ; v 3 ). Then by using (3.13) and the Cauchy and H older inequalities, we get: jb 1 (v; ; )j = jb 1 (v; ; )j Also, since the support of is within of the boundary one has k k 1 k k 1 ; and by the de nition of , with 0 < 1,
since H 2 embeds in L 1 . Therefore,
So, for su ciently small one obtains (3.23) We now want to say a few words about the proof of lemma 7. The key problem is in nding a w with support near the boundary. The solvability of the Stokes problem, see Galdi 10] or Temam 26] , guarantees the existence of a w 0 which is divergence free and agrees with on the boundary. However we cannot just cut the function o by multiplying by a function with support near the boundary, since the resulting function need not be divergence free. Hopf's approach is to nd another function such that w 0 = curl . Then if can be used as a cuto function, by setting w = curl( ); one obtains r w = r curl( ) = 0:
However, such a does not exist in general. Foias and Temam 8] , see the appendix in Temam 26] , show that the assumption 1 is su cient for the existence of such a .
We should point out that lemma 7 has been used previously to get estimates analogous to ours for the Navier-Stokes equations alone, see Ghidaglia 11] and Lafon 15] . In particular, for the purpose of showing the existence of global attractors, they use lemma 7 to show that the 2D Navier-Stokes equations are dissipative in L 2 . It is an open problem, see Heywood 13] , to show that the 2D Navier-Stokes equations are dissipative for general inhomogeneous boundary conditions on multiply connected domains. In section 4.3 we will show the existence of physically reasonable solutions, so that this extension has no e ect on these solutions.
3.6. Analysis of the Equations. One of the noteworthy features of our approach is that we use essentially the same two properties of F v , F and F i for both the existence of solutions and the existence of the global attractor. In this section we state the two properties and prove that they are satis ed.
The rst property involves a real parameter p. For our reacting ow system, as for the 3D Navier-Stokes, we will require that p = 4=3, however the attractor existence theorem only requires p > 1. 5. There is a set E in (0; 1) having measure zero, such that for t 2 R + ? E, one has n (t) ! (t) strongly in H i .
Property 1 (Boundedness Property
This lemma has been used many times before, see for example Constantin and Foias 4] and Lions 17] . In particular Sell 24] gives an outline of the proof. . This means that we can apply the compactness lemma and extract a convergent subsequence. The continuity property then implies that the limit function will satisfy the equation weakly in V ?1 , which is exactly the sense in which our weak solutions will satisfy the equation. We now want to show that F v , F and F i satisfy both of the properties. We rst have a series of lemmas examining each of the various terms in the equations, then we look at their sum. Proof. This is a direct consequence of the assumption that the ! k are everywhere bounded.
Corollary 16. The maps F v , F and F i all satisfy the boundedness and continuity properties. Proof. The statement follows directly from the above lemmas and the fact that the sets of functions satisfying the two properties are closed under scalar multiplication and addition.
Existence and Properties of Weak Solutions
We now want to show the existence of physically reasonable weak solutions to our system. We use the Bubnov-Galerkin method of approximating the equations by projecting them onto nite dimensional subspaces. In order to show that the resulting solutions are physically reasonable we need to project the velocity equation onto an m dimensional subspace and the temperature and chemistry equations onto an n dimensional subspace, then take the limit rst in n and then in m. Our motivation for doing this, as well as the proof of physical reasonableness, is found in section 4.3. In this section we will use the continuity and boundedness properties to show the existence of solutions to the equations.
We derive the Bubnov-Galerkin approximate system as follows. Let P m be the orthogonal projections onto the rst m eigenvalues of the Stokes operator A and let Q n and R n be the orthogonal projections onto the rst n eigenvalues of the Laplacians A 1 and A 2 , respectively. Since P m , Q n and R n are spectral projections, they commute with A, A 1 and A 2 , respectively. Applying the projections to the system (3. 4.1. Approximate Solution Estimates. In this section we want to prove certain estimates of the Bubnov-Galerkin approximate solutions. It is here that we will use the properties of the homogenizing terms w and 0 given in (3.21). We note that in this section all constants C i are independent of the orders of the approximation n, m and the initial conditions.
We begin by deriving energy estimates for the v m;n equation. The methods we use are basically the same as for the Navier-Stokes equations alone. We rst take the inner product of the v m;n equation ( where satis es (4.6), (4.7) and (4.14) and where C 16 is a constant depending on the bound g, which in turn depends on ! i , 0 and . we get @ t k m;n k + 1 k m;n k 2 ? 2 kA 1=2 v m;n k 2 C 17 :
The analysis of the m;n equation is similar to the analysis of the m;n equation. Again we take the inner product of the equation for m;n i with m;n i and apply the integration by parts formula We should point out here the role that our choice of w and 0 play in the above analysis. For example, in the v equation we have the term which dissipates energy PrkA 1=2 vk 2 and also other terms from the nonlinearity which compete with the dissipation term. The choices of w and 0 allow us to make the coe cients of the competing terms small enough that they can be absorbed into the dissipation term. If we had not chosen w and 0 as carefully, then these other terms would dominate for small Pr. This would have led to estimates similar to the above, but with one crucial di erence: would be negative, implying that the energy in the system could become unbounded in time. Although such estimates are much weaker, they would be enough to show the existence of solutions, but not enough to show the existence of global attractors.
We now want to get estimates for v m;n , m;n and m;n i in L 2 (t 0 ; t; V ), L 2 (t 0 ; t; V 1 ) and L 2 (t 0 ; t; V 2 ), respectively. To get the estimate for v m;n we integrate (4.2) from t 0 to t, use We are now in a position to prove our main existence theorem. In this section we will prove the existence of solutions and estimates on their norms, and in section 4.3 we will show that the solutions we get here are physically reasonable.
Proof of Parts 1 -4 of Theorem 1. We begin by taking the limit as n ! 1. In the discussion in the previous section showed that the Bubnov-Galerkin approximate solutions are uniformly bounded in various spaces. For instance, if we take t 0 = 0 in (4.18) and use the de nition of the initial conditions (4.1) and that the norm of the projections is one we get: for almost all t 0 and t. We can now change v on a set of measure zero, which only changes the left hand side, so that the last equation holds for all t 0 and t with t t 0 . This is equation (3.10a) of property 4 in the existence theorem.
Identical arguments, with the exception that the two steps must be reversed, show that the other equations in property 4 are satis ed. We omit the details.
The estimates in property 3 of the solutions follow from taking the limit of the corresponding estimate for the Bubnov-Galerkin solutions and using properties 1 and 5 of the compactness lemma, the semicontinuity of the norm under weak convergence and the continuity of the functions L for almost all t 0 . Finally we have that the last inequality holds for all t > t 0 , since both sides are continuous in t. This is then corresponding property of the solution (3.9a).
We are now in a position to show that the dynamics of the system (3.4) do not depend on the choices of the homogenizing functions w, 0 and i;0 . For simplicity, we will focus on the v equation, since the arguments for the other equations are similar. Suppose that we have two sets of homogenizing functions (w 1 ; 0;1 ; i;0;1 ) and (w 2 ; 0;2 ; i;0;2 ) with associated right hand sides F v;1 and F v;2 . Then It is important to note that at this time we cannot prove the uniqueness of solutions to our reacting ow system, for much the same reason that there is no uniqueness proof for weak solutions of the 3D Navier-Stokes equations. In particular, just as the nonlinearity B(u; u) causes problems for the usual Navier-Stokes equations, the terms B 1 (u; ) and B 1 (u; i ) cause identical problems in our reacting ow system, which prevent us from even proving uniqueness for the and i components alone.
Physical
Reasonableness of the Solution. In this section we want to return to the Bubnov-Galerkin limiting process from section 4.2 and show that, when the initial conditions are physically reasonable, then the resulting solutions are physically reasonable, i.e., that they satisfy equations (3.11) in the solution existence theorem 1. It is here that we will use the particular structure of the limiting process.
In this section we will revert back to the T and Y i variables rather than using the and i variables.
It is worth noting here that if we have smooth solutions, then one can show that the solutions are physically reasonable based on classical maximum principle arguments. However, because our solutions are weak, we will use another method which is motivated by the method used in Manley, Marion and Temam 20] for the 2D problem.
We would like to give a short summary of how Manley, Marion and Temam show that the chemical concentrations remain nonnegative for the 2D problem as an introduction to our proof below. They begin by de ning Y ?
i (x; t) = min fY i (x; t); 0g : 2 ) can be traced to the nonlinearity (u r)Y i and in particular to the lack of smoothness in u. If u were smooth then we could use the Sobolev estimate (3.19f) rather than (3.19d), which would allow us to get additional smoothness for @ t Y i , in which case, an equality like (4.29) would apply. This is essentially the 2D argument.
It is for this reason in the 3D argument that we choose to take the limits as we have done in the previous section. In particular, for each xed m, the approximate solution u m;n is smooth in both space and time uniformly in n. This allows us to use di erent Sobolev estimates to get the analogue of The key reason for taking the limits the way we have is that now sup 2(0;t) kv m;n +wk H 1 is nite and uniformly bounded for xed m. To see this, it su ces to consider sup 2(0;t) kv m;n k H 1 .
Note that v m;n is smooth and contained in the nite dimensional space spanned by the rst m eigenvectors of the Stokes operator. On this nite dimensional space all norms are equivalent, hence kv m;n (t)k H 1 C 22 (m)kv m;n (t)k: But we know from (4.26) that kv m;n (t)k is uniformly bounded in n, m and t, hence, for xed m, sup 2(0;t) kv m;n k H 1 is uniformly bounded in n. Of course C 22 (m) becomes unbounded as m ! 1, but this will cause no trouble. Now returning to (4.37) we note that the rst two integrals in the estimate are bounded by (4.24). Further we have that i (t)k 2 0 for t 0, which implies that Y m i (x; t) 0 for almost every x. This shows the rst inequality in (4.30b). Essentially the same proof can be used to show (4.30c), i.e., that T m (x; t) > T l for almost every t and x, in particular using the assumption (2.5).
We now want to show that (4.30a) holds for each m. Let Therefore, we have shown (4.30), i.e., that Y m i and T m , or m i and m , are physically reasonable. Now lemma 17 implies that when we take the limit in m the resulting solution is itself physically reasonable, since physical reasonableness is preserved under the convergence described in the compactness lemma.
It is worth pointing out that we have not shown that all weak solutions to the reacting ow system are physically reasonable, for instance one could obtain solutions by letting m; n ! 1 simultaneously. We have only shown the existence of a solution which is physically reasonable, assuming that the data are physically reasonable.
Existence of Global Attractors
We now want to discuss the existence of global attractors for the physically reasonable weak solutions to the reacting ow system. The central problem we face is that we are unable to prove uniqueness of weak solutions. Sell 24] shows the existence of global attractors for weak solutions to the 3D Navier-Stokes equations, for which uniqueness is also not known, and it is his work which we want to generalize to our situation. His approach is to use a phase space in which each point is a solution to the equation, hence two di erent solutions with the same initial condition correspond to di erent points in the phase space. A key part of the theory is to describe exactly what is meant by a solution, then to analyze the resulting phase space.
The sections below are a direct generalization of Sell's work. Our main contribution is to present the work as a general attractor existence theorem for systems of equations with constraints, in particular using the boundedness and continuity properties above.
5.1. Notation. We now want to present the notation for our general attractor theorem. We will assume that we have a system of N 1 equations @ t i = F i ( 1 ; : : : ; N 1 ): (5.1) Associated with each equation i are two spaces V i , ! H i , where the embedding is dense and compact.
We will also use the notation H = Q H i and V = Q V i and say that (t) = ( 1 (t); : : : ; N 1 (t)) 2 H: We also denote k i (t)k = k i (t)k H i and k (t)k = k (t)k H .
We also want to consider the possibility of constraints on our solutions. In the case of the reacting ow system these constraints would correspond to the physical reasonableness conditions (3.11). We will denote these constraints by G k ( (t)) = 0; for almost every t (5.2a) G l ( (t)) 0 for almost every t (5.2b) for k = 1; 2; : : : N 2 and l = 1; 2; : : : N 3 . Our only assumption on the constraints will be that they are closed under the type of convergence in the compactness lemma 9, i.e., Lemma 17 shows that the physical reasonableness constraints are closed under the convergence in the compactness lemma, and in fact using similar arguments one can show that any constraint which should hold pointwise almost everywhere, is closed under the convergence in the compactness lemma. We would like to use W LH with the L 2 loc 0; 1; H) topology as the phase space for our system, but unfortunately we cannot do this directly. In particular, the general attractor existence theorems we want to use below require that the phase space be complete, which in our case is equivalent to saying that W LH is closed in L 2 loc 0; 1; H). However we are unable to prove this. The same problem arises in the study of the 3D Navier-Stokes equations.
Sell's solution to this problem is to widen the de nition of a solution to include the possibility of a singularity at the origin. In particular, we say that is a generalized weak To derive (5.10) we can assume that < 1 < T. Choose t as above, then (5.4) implies We also note that satis es the constraints (5.2), since it is almost everywhere equal to the limit of functions satisfying the constraints, with convergence in the sense of the compactness lemma.
Later in the paper we will need the following lemma which states that, when a generalized weak solution is appropriately bounded near t = 0, it is in fact a solution of Leray-Hopf class.
Lemma 20. Suppose the F i , for 1 i N 1 satisfy the boundedness property and let 2 W such that 2 L 2 loc 0; 1; V ) \ L 1 (0; 1; H). Then 2 W LH .
Proof. We just need to show that 1. @ t 2 L p loc 0; 1; V ) for p = 4=3 and 2. Equation (5.5) is satis ed for t 0 = 0. Item (1) follows directly from the boundedness property of the F i . Further, because of this, hF i ; vi 2 L 1 loc 0; 1; R), hence item (2) is satis ed. 5.3. The Semi ow. Now that we have discussed the phase space for our system, we need to discuss the dynamics on that space. To do this we need the notion of a semi ow. A semi ow S(t) is a map from R + W to W, which we denote by S : (t; ) 7 ! S(t) , which satis es the following properties.
1. For all t, s and we have S(t + s) = S(t)S(s) 2. For all S(0) = 3. S(t) is continuous on (0; 1) W.
In our case, the semi ow is particularly simple and is given by time translation. In particular we de ne (S(t) )( ) = (t + ): It is clear from this de nition that properties 1 and 2 of a semi ow are satis ed by this de nition, and property 3 follows from general principles, see lemma 7 in Sell 24] . It is also straightforward to check that W and W LH are invariant under S(t).
One particularly nice property we have is that S(t)W 2 W LH for all t > 0. This means that after any strictly positive time we only need to be concerned with weak Leray-Hopf solutions.
Lemma 21. Let t > 0. Then S(t)W W LH . Proof. Let t 2 S(t)W. Then from the de nition, t (t + ) = ( ) for 0.
But this implies from (5.3) that t 2 L 1 (0; 1; H) and from (5.4) that t 2 L 2 loc 0; 1; V ). Therefore, by lemma 20, 2 W LH .
The general global attractor theorem we want to use depends on two de nitions. We say that a semi ow S(t) is point dissipative if there exists a bounded set U W such that for all 2 W there exists a time T such that for t > T, S(t) 2 U. We also say that U is an absorbing set. We also say that the semi ow is compact if for each bounded set U W there exists a time such that S( )U has compact closure. It follows then that S( + t)U has compact closure for t 0. We then have the following theorem.
Theorem 22 (Billotti-LaSalle Lemma 23. Assume that the F i , for 1 i N 1 satisfy the boundedness and continuity properties and that the constraints are closed under the convergence of the compactness lemma. Then the semi ow S(t) restricted to the set W is compact for t > 0, i.e., for each bounded set B in W and each t > 0, S(t)B has compact closure. Proof. Fix 0 < < 1 and a bounded set B W. We claim that S( )B has compact closure. We note that in order to show compactness, we only need to check sequential compactness, since W is a metric space. Since B is bounded, we have B B(M 0 ) for some M 0 > 0. Therefore we get that B is bounded in L 2 loc (0; 1; V ) and @ t B is bounded in L 2 loc (0; 1; V ?1 ).
This implies that we can apply the compactness lemma to any sequence in S( )B. After relabeling, we let S( ) n denote the sequence and 2 L 2 loc (0; 1; V ) the limit function. But property 3 of the compactness lemma implies that the S( ) n converges in L 2 loc (0; 1; H), hence is in the closure of S( )B, which implies that its closure is compact.
Lemma 24. The restriction of the semi ow S(t) to W is point dissipative.
Proof. Let We can then directly apply this theorem to the reacting ow system. Corollary 26. Assume the hypotheses of the existence theorem 1. The solutions to the chemically reacting ow system (3.4) described in that theorem posses a global attractor. Proof. Corollary 16 implies that the reacting ow system satis es the continuity and boundedness properties, while lemma 17 implies that the physical reasonableness constraints are closed under the convergence in the compactness lemma. Furthermore, the existence theorem 1 describes solutions of weak Leray-Hopf class, in particular because of the estimates given in the theorem. Therefore theorem 25 holds and there exists a global attractor. . While we have focused on the 3D problem, they consider the equations (3.4) with similar assumptions, but work on a two dimensional rectangular domain with speci c boundary conditions, in particular the chemistry and temperature satisfy constant Dirichlet conditions on the in ow region. This in turn allows them to pick their homogenizing functions w(x), 0 (x), and i;0 (x) to be constant in space, which allows them to avoid most of the di culties with the a priori estimates that we encounter in section 4.1. Additionally, since they are working in two dimensions, the time derivatives of their solutions are in L 2 loc 0; 1; V ?1 i ), as opposed to L 4=3 loc 0; 1; V ?1 i ). As a result, they are able to give a simpler proof of the existence of physically reasonable solutions for the 2D problem. They also show the existence of compact global attractors in the Hilbert space L 2 ( ) by showing the existence of an absorbing set in H 1 ( ). Furthermore, for the 2D problem they derive estimates for its fractal dimension. For the 3D problem, the phase space is no longer a Hilbert space and the issue of the attractor's dimension for the 3D problem is an open question.
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