Along with the rapid increase in the availability of high-quality video formats such as high definition (HD), ultra HD, and high dynamic range, a huge demand for data rates during their transmission has become inevitable. Consequently, the role of video compression techniques has become crucially important in the process of mitigating the data rate requirements. Even though the latest video codec high efficiency video coding (HEVC) has succeeded in significantly reducing the data rate compared to its immediate predecessor H.264/advanced video coding, the HEVC coded videos in the meantime have become even more vulnerable to network impairments. Therefore, it is equally important to assess the consumers' perceived quality degradation prior to transmitting HEVC coded videos over an error-prone network, and to include error resilient features so as to minimize the adverse effects of those impairments. To this end, this paper proposes a probabilistic model which accurately predicts the overall distortion of the decoded video at the encoder followed by an accurate QP-λ relationship which can be used in the rate-distortion optimization (RDO) process. During the derivation process of the probabilistic model, the impacts from the motion vectors, the pixels in the reference frames, and the clipping operations are accounted, and consequently, the model is capable of minimizing the prediction error to as low as 3.11%, whereas the state-of-the-art methods cannot reach below 20.08%, under identical conditions. Furthermore, the enhanced RDO process has resulted in 21.41%-43.59% improvement in the BD-rate compared to the state-of-the-art error resilient algorithms.
I. INTRODUCTION
V IDEO content production has been rapidly evolving since the past decade, enabling the end user to access high quality video formats such as High Definition (HD), Ultra Manuscript HD (UHD) and High Dynamic Range (HDR). Along with this growth in the video formats, the need for higher bandwidths during their transmission is also unavoidable. As an example, an uncompressed UHD video can occupy several gigabytes of volume to store a few second video clip. Therefore, reducing the bandwidth consumption during the video transmission, with a minimal impact to the end user's Quality of Experience (QoE) has become a burning issue for video service providers.
To this end, video compression techniques such as H.264/Advanced Video Coding (AVC), H.265/High Efficiency Video Coding (HEVC) have drastically reduced the storage requirement and transmission bandwidths of these high resolution video formats [1] . However, as a result of the spatial and temporal correlation among the coded video frames, a loss of a packet during a video transmission which is fairly common in wireless media, could affect a number of frames which are dependent on the lost information. Nevertheless, as a consequence of the higher correlation of HEVC video frames, the quality degradation during a packet loss is much worse in the HEVC compared to the H.264 [2] . Therefore, it is crucially important to incorporate redundant information (i.e.,error resilient features), so that the lost information during a video transmission can be recovered using already received information. In response to this, the solution proposed in this paper is two folds. First, the paper proposes an end user video quality prediction algorithm which is compatible with the Advanced Motion Vector Prediction (AMVP) feature available in the HEVC codec. The proposed algorithm which operates at the video encoder relies on a tree-based approach to compute all possible motion vectors for a received block. Based on these motion vectors, the expected transmission distortion at the decoder is predicted using a mathematical model presented in the paper. Furthermore, the clipping operation which occurs at the decoder due to erroneous reference pixels is also accounted in the algorithm where the clipping term is first expressed using a mathematical model and later simplified using a set of statistical properties of the video sequence. The second contribution of this work makes use of the aforementioned distortion values to determine robust motion vectors and coding modes. Here the conventional Rate Distortion Optimization (RDO) function in the HEVC encoder is amended to suit with the video transmission over error prone channels. Consequently, the relation between the Lagrangian parameter (λ) and the Quantization Parameter (QP) is re-expressed in terms of the Packet Error Rate (PER) and a set of video content specific parameters. The proposed algorithm is implemented in HEVC HM reference software and the performance of the proposed method is compared against the state-of-the-art techniques for different PERs, bit rates and content types. The results demonstrate a significant gain in performance in terms of B-D rate for all the scenarios tested.
The remainder of this paper is organized as below. Section II discusses the state-of-the-art video quality prediction and error resilient algorithms and their limitations in the context of HEVC. Section III illustrates the error propagation scenarios in HEVC and their implications on the user perceived video quality. Mathematical formulations of the video quality prediction algorithms and the refined RDO process is described in Section IV. Later, the simulation environment and the characteristics of the test video sequences are discussed in Section V. Finally, the performance gain of the proposed method is compared against the state-of-the-art techniques in Section VI followed by the concluding remarks in Section VII.
II. RELATED WORK
Deriving video coding parameters which are robust against network impairments is a popular application layer error resilient technique and the work proposed in this paper also adopts the same technique. In general, the whole process constitutes of three major inter-related sub-processes; namely, the distortion estimation of the decoded video inside the encoder (i.e., end user video quality prediction), deriving the set of robust video coding parameters at the encoder which maximizes the decoded video quality (i.e., redundancy inclusion) and the error concealment at the decoder. Out of these, this section discusses the state-of-the-art in encoder side operations (i.e., first two sub processes) which are relevant to this work with a little emphasis on decoder error concealment.
Assuming the decoder to perform slice copying during a packet loss, He et al. [3] expressed the overall distortion and thereby the quality of an H.263 decoded video as a combination of the source distortion (i.e., due to lossy video compression) and the channel caused distortion which is introduced by the packet losses in the channel. Later the most robust coding modes are selected by applying these computed distortion terms inside the RDO cost function. Later, the method proposed in [3] was further enhanced in [4] by additionally incorporating the error propagation through the Unconstrained Intra Prediction (UIP) mode available in H.264, where UIP refers to the prediction of "I" MBs (Macroblocks) using already encoded neighboring "P" MBs which lie in adjacent video packets. Furthermore, as a consequence of propagated channel error, certain pixel values at the decoder could exceed their nominal range (i.e., for 8 bit precise videos, nominal range of pixels values are between 0 and 255) in which case the decoder performs a clipping operation to retain them within the nominal range. This behavior had not been foreseen by the previous quality prediction methods and was incorporated in the algorithm proposed in [5] .
However, the applicability of these algorithms in the context of HEVC is limited due to the fact that these methods do not possess the intelligence to capture the error propagation behavior introduced by the novel components of HEVC such as AMVP. A content-aware distortion model to predict the decoded video quality of an HEVC coded video is proposed by Anegekuh et al. [6] . In this model, the video quality is predicted by considering the PER, content type and the QP, and is subsequently claimed to be 92% accurate in general. However the method proposed in [6] has to be deployed after the video encoding process and therefore resilience addition shall take place in a different operational point (i.e., at the network layer) than at the encoder (i.e., at the application layer) which is fundamentally different from the proposed approach in this work.
In the context of error resilient video encoding, the rational for decoded video quality prediction is to incorporate redundant information at the encoder so that the end user perceived video quality is improved. Out of different types of redundancy inclusion techniques that can be employed, encoding in intra mode is one way of terminating the temporal error propagation [7] . In response to this, He et al. [3] and Yang and Rose [8] proposed error resilient video encoding algorithms by incorporating the predicted distortion values inside the RDO function, while assuming slice-copying and motion-copying at the decoder respectively. Furthermore, dela Crutz and Cajote [9] illustrated a mechanism to determine the intra-refresh block addition frequency. There the authors have found that the source distortion does not remain the same for different intra-refresh addition frequencies and therefore, used the mean-absolute-difference of the residual energy to determine the source distortion. The proposed method demonstrates a 1.19 -1.54 dB PSNR gain with respect to the state-of-the art methods. Furthermore, Cote et al. [10] described a mechanism to effectively determine the size of each slice according to the PER in addition to the RDO based intra block addition described above. However, unlike the traditional works which re-used the error free encoding parameters of the RDO process, Zhang et al. [11] formulated a mathematical relationship to determine the optimal Lagrangian parameter to be used during the video transmission over error prone channels. Consequently the method is claimed to exhibit a noticeable gain over [8] . Moving in the same direction, Lu and Lin [12] first utilized the channel caused distortion prediction algorithm in [3] to determine the ideal set of intra-refresh blocks and later to derive the motion vectors so as to identify the locations within the reference frame which carry minimal error propagation. Lu and Lin [12] have incorporated the refined Lagrangian model proposed in [11] during the RDO process. However, we have found that the Lagrangian parameter derivation is still sub-optimal in the context of hyperbolic rate-distortion function used in HEVC and presented a novel QP-λ relationship.
With respect to the inclusion of redundancy information in HEVC coded videos, limited works can be found in the literature. From what is available, a temporal domain error propagation analysis and mitigation approach has been presented in [13] , and a similar approach which effectively toggles the Temporal Motion Vector Prediction (TMVP) feature in HEVC has been presented in [14] . However, these approaches have not considered the pixel domain error propagation, consequently are ill-suited for the task of terminating the temporal propagation of errors. More recently Carreira et al. [15] proposed a method to preserve the motion vectors in an HEVC coded video, again without considering the impact from the pixel errors in the reference frames. Even though the method is fairly simple, it affects severe performance degradation during the transmission over relatively high packet error rate channels as depicted in the results section.
Therefore, it can be concluded that the existing error resilient algorithms suffer from two major drawbacks making them ill-suited for HEVC based video transmission. Firstly, the existing distortion estimation methods do not have the capacity to identify the errors that would have caused by novel HEVC features such as AMVP. Secondly, the RDO parameters used by the existing methods during the video transmission over error prone channels are sub-optimal in the context of HEVC.
III. BACKGROUND: SOURCES OF ERRORS AND THEIR PROPAGATION IN HEVC
The near 50% improvement in the coding efficiency of HEVC over its predecessor H.264/AVC (Advanced Video Coding) [16] is achieved via a series of key features such as the Quad-tree Coding Tree Unit (CTU) structure, Advanced Motion Vector Prediction (AMVP), additional intra/inter coding modes and sophisticated filtering techniques (e.g., Sample Adaptive Offset filter (SAO), 8 PAL line filter) [1] . However, this additional complexity of HEVC coded bit streams make them more susceptible to network packet errors when compared to H.264 bit streams [2] . Specifically, AMVP which being dependant on information external to the current decoding unit, can carry forward any prior transmission impairments from previous frames causing significant quality degradation in the subsequent decoding blocks. This section focuses on the background relevant to the AMVP feature in HEVC and the sources of the errors associated with it 1 namely: (i) errors related to motion vectors, (ii) pixel level errors and (iii) errors related to clipping of pixels values.
A. Impact of Packet Errors on the Motion Vectors
A consequence of AMVP-based motion vector encoding in HEVC is that motion vectors seen by the decoder may become erroneous due to multiple reasons. As an example, the motion vectors at the decoder can be erroneous although the coding information of the corresponding block is correctly received. The three such scenarios relevant to video transmission over lossy networks are briefly discussed next in decreasing order of their impact.
1) Erroneous Candidate List Construction: Motion vectors in HEVC, instead of being sent directly and individually, are derived indirectly from the motion vectors of neighboring blocks using a candidate motion vector and a relative difference to this candidate. Yet, to minimize the number of bits that must be transmitted, HEVC assumes that the decoder can derive the candidate block using a predefined algorithm (known as candidate list generation), and therefore only encodes an index and the relative difference into the bit stream. Naturally, losses of previous coding blocks can result in a different candidate list (to what the encoder expects) being generated by the decoder; thus, the computed motion vector could become significantly different to what was intended.
This behavior, relevant to both the Merge and Motion Vector Prediction modes, is illustrated for a hypothetical scenario in Fig. 1 where block B 1 is incorrectly received. The candidate list generation follows the following process. First, the candidate list must be derived. To this end, the neighboring blocks are traversed in the order A 1 → B 1 → B 0 → A 0 → B 2 , and blocks with the same motion vector as a prior block in the candidate list are discarded. Next, the encoder evaluates the least cost motion vector from all members in the candidate list, and encodes its index into the bit stream. Finally, the decoder reverses this process. Yet, it becomes apparent that the member motion vectors in the candidate list (in the initial list generation and due to the truncation of the initial candidate list in particular) may differ from what the encoder intended due to prior errors in the bit stream and their concealment by the decoder. For example since A 1 = B 1 in Fig. 1(b) , the previously 5 member candidate list becomes truncated to 4 and the indices of B 0 , A 0 and B 2 are shifted by one at the decoder. Thus, had the encoder selected A 0 , the decoder will assume B 2 to be correct, potentially resulting in a large error of the motion vector in what was essentially a correctly received coding block at the decoder.
2) Erroneous Motion Vectors in the Candidate List: Fig. 2 illustrates a less severe case of motion vector errors to that described previously. Here, the candidate list remains unaltered, but individual motion vectors may be incorrect (e.g., B 0 differs at the decoder). In this scenario, B 0 may have been derived for example by concealing a lost block using its co-located block in the previous frame. Thus, the motion vector error may be less significant in comparison to the previous scenario, yet once more a moderate error will be observable for an otherwise correctly received coding block at the decoder.
3) Errors Introduced by Concealment Operations: In contrast to the previous scenarios where motion vectors became incorrect in otherwise correctly received blocks, the arguably most prevalent and detectable (by the decoder) is the loss of the decoding information for the current block. Typically, in these circumstances decoders apply a concealment operation such as motion-copy concealment [17] (motion vectors of co-located blocks are reused) and boundary matching algorithms [18] (motion vectors are estimated such that the discrepancy at the boundaries of the lost block are minimized) to reconstruct the lost regions of the frame. Although in general these motion vectors do not exactly match the motion vectors intended by the encoder, the resulting error in an individual frame may not be very significant to the viewer. Crucially however, they can result in significant impact on subsequent coding block, including those correctly received, due to the temporal propagation of the motion vector error, leading to the motion vector error scenarios described previously.
B. Impact of Packet Errors on Pixel Information
Similar to the motion vector errors, pixel level errors may also occur in both correctly and incorrectly received blocks due to two factors. In the case of the former, they correspond to different motion vectors being observed by the decoder to what was intended by the encoder at any time in the past. Here, the pixels pointed to may differ from the intended, resulting in an erroneously recreated block. In the case of the latter, error concealment techniques can only predict what was intended to be received; thus, the missing residuals will almost certainly be irrecoverable. As a result, for complex content the resulting pixel level errors could lead to significant, visible propagated errors even when errors in the motion vectors are negligible.
C. Impact of Clipping in Reconstructed Pixels
The decoder clipping operation, which manifests due to a combination of the erroneous motion vectors and pixel information can add errors to the decoded video. Clipping error is merely a product of how decoders are implemented to remain within the valid range of pixel values (e.g., between 0 and 255 for an 8-bit decoder). In fact, clipping operation at the decoder remains identical to that of the encoder in error-free transmissions. This however no longer remains true in lossy transmissions and the incorrect motion vectors and missing residual pixel values can result in inconsistent clipping operations at the encoder and the decoder. Thus, the decoder will clip individual pixels giving rise to what is known as clipping errors [5] . Unlike the previous sources of errors, clipping occurs only in correctly received blocks, yet it too will result in errors being propagated to subsequently decoded blocks. 
IV. END-TO-END DISTORTION MODELING AND CODING
Section III described how errors due to transmission losses in HEVC can be categorized. Hypothetically, if the encoder could be made aware of where these errors occurred and their impact on the decoded sequence, changes to the coding structure can be envisaged that mitigate the impact of errors. To this end, it is necessary to model the distortion introduced by errors during transmission from the encoder to the decoder, i.e., the channel distortion, in addition to the source distortion (the differences in the compressed and original pixel values) already known by the encoder. Furthermore, the channel itself behaves randomly, leading to a varying severity of the channel induced distortion. This section describes how this channel distortion can be modeled such that the encoding process can be modified to mitigate the effects of transmission errors. Table I summarizes the terms and notations used in this work. For a pixel i in frame n, the reference pixel and reference frame are denoted by j and n 0 , respectively. Furthermore, for some packet error rate p, the original, error-free (at the encoder) and erroneous (i.e., decoded and concealed) pixel values at the location i are given by X i n ,X i n and X i n , respectively. Thus, the error-free pixel value can also be expressed asX i n =X j n 0 + r i n , where r i n is the residual contribution to the pixel location i .
A. Modeling Distortion Observed by the Decoder
The total distortion observed at the decoder can be expressed as Squared Error (SE) between the original and displayed (including error concealment after decoding where needed) pixel values. Here, the contribution of the individual pixels can be evaluated separately; thus, the contribution of an arbitrary pixel to the squared error can be defined as D SE X i n , in (1), shown at the top of the next page, using the notation in Table I .
The observed distortion at the decoder consists of three components; a source distortion (a squared error) corresponding to the quantization error at the encoder, channel distortion (a squared error) due to packet errors in the transmission, and a product of the difference terms of the source and channel components. The random nature of packet errors and their impact on the decoded pixels are modeled using the expectation operation E(·); thus, D D SRC being channel independent, the difference components D D SRC and D D CH become independent and are expressed as such to obtain (2), shown at the top of this page.
B. Channel Distortion from Motion Vector and Pixel Errors
HEVC, as with its predecessors, carries motion vectors, coding parameters and residual information of CTUs (Coding Tree Units) in a single abstracted unit known as a NAL (Network Abstraction Layer) unit. Hence, the loss of a transport layer packet during transmission compromises each element. Bearing this in mind, if a single NAL unit can be encapsulated in one transport layer packet, the channel component of the distortion observed at the decoder can be defined as in (3), shown at the top of this page. Expending on the initial definition therein, for a PER p (if the state of the reference frame n 0 is known), the likelihoods of the NAL unit containing X i n being correctly received or lost is (1 − p) and p, respectively. Thus, sinceX i n X j n 0 + r i n , the resultant channel distortion in each case can be computed, and the expected channel distortion can be expressed with respect to its reference frame n 0 as the probabilistically weighted sum in (3) . Note that the residual r i n is only applied to the correctly received scenario and is subsequently clipped by , andX j n 0 ,Xj n−1 denote the motion-compensated and concealed 2 pixel values relevant to the perfectly received and lossy scenarios, respectively. Next, how these can also be incorporated into the end-to-end distortion model is discussed.
First, in order to visualize the manner errors propagate and to aid the following discussions, consider the diagram in Fig. 3 where a tree diagram illustrates all possible states of motion vectors and the likelihood of each state with respect to a known reference (i.e., the 0 th level), 3 over an interval of 4 video frames. The dashed lines here represent correctly received paths and the solid lines represent the paths where NAL units were lost. Further, the motion vectors in each node may refer to any prior frame in the decoding order; hence, the nodes in the diagram do not reflect any frame ordering as such. For example, when connected by a solid line, the parent node corresponds to the reference frame of the child node, whereas for a dashed line, it corresponds to the immediately previous frame (in fact, this may not have been its reference frame in a non-erroneous scenario, but the concealment operation applied here ensures that a lost region always refers to its immediately previous frame). Now, if the set of leaf nodes in the tree at the window length L are defined as U = U 1 ∪ U 2 , where
the motion vectors and probability of each leaf occurring become functions of the leaf location u ∈ U given by
and P (u) ∈ P u L ,1 , P u L ,2 , . . . , P u L ,W , respectively. For notational simplicity in the derivations:
Definition: Let k (u) refer to a pixel location indicated by the motion vector V (u) and P(u) Fig. 3 , it becomes clear that the combination of motion vectors that can be received at the decoder increase rapidly with the window length L. Naturally, it is also apparent that (3) only applies to the simplest case where L = 1.
The two scenarios where the currently encoded block is received or lost in (3) can be generalized to an arbitrary window length L, such that the squared error component in the channel can be expressed as shown in (5)- (8) , shown at the bottom of the next page. Equation (8) illustrates how the Fig. 3 . A tree of potential motion vectors and their likelihoods with respect to a known reference at the 0 th window level. channel distortion D SE CH can be expressed as six individual distortion terms. In the order that they appear, each summation term corresponds to the following:
Refer -Distortion from referring to incorrect reference pixels; occurs due to accumulated motion vector errors. Similarly, the difference component in (4) , shown at the top of the previous page, can be generalized as shown in (9)-(12), shown at the top of the next page. Equation (12) illustrates how D D CH can now be expressed as the sum of four difference terms. Once again, in the order that they appear, summation each term corresponds to the following:
Refer -Difference error caused by erroneous reference pixel locations due to motion vector errors. • D P D, Refer -Propagated difference error via the reference pixels due to pixel errors and clipping. • D D Conceal -Difference error due to the error concealment operation; magnitude of this error is algorithm dependent.
• D P D Conceal -Propagated difference error via the concealment pixels in the (n − 1) th frame. This is also equivalent to D P D Conceal X i n ∀u∈U 2 P(u)D D CH X k(u) n−1 . Consequently, it becomes clear that the overall channel induced distortion is broadly comprised of motion vector errors in the current frame, concealment errors in the current frame and propagated errors from previous frames. For example, in (8) and (12) and D P D, Refer , can have a significant impact on the overall distortion; hence, modeling the impact of those terms is essential. How these terms can be computed and approximated is described next.
C. Channel Distortion Due to Clipped Pixels
One approach to assessing the impact of clipping on D P SE, Refer , DX D, Refer and D P D, Refer would be to compute its impact at each node of the motion vector tree in Fig. 3 using a brute-force approach to the problem. However, this quickly becomes impractical with increasing L, and a simpler model of its behavior becomes indispensable. To this end, these terms must first be simplified further as described in Appendix.
Following from (31) in Appendix, the summation of the clipped terms in (8) can be expressed as given in (13) , shown at the top of this page, where
Since the error pattern will always be unknown, a statistical approach that considers the properties of the input video sequence is adopted to estimate and quantify the impact of clipping. Intuitively, for a general case, the absolute magnitude of the residual signal can be seen to influences the likelihood of clipping, i.e., large residuals are more likely to clip. Further, at the upper and lower extremes of the pixel value range, relatively smaller residuals are also likely to clip, but the error itself will be proportional and of a similar order to the residual. Hence, in this work, the following approximation is assumed to be an analog of the clipping behavior;
where γ n is an experimentally derived constant. γ n itself is modeled by analyzing multiple videos with different motion characteristics, and the following model was found to be sufficiently accurate. Here, γ n = α 1 σ n (μ n + α 2 ), where α 1 , α 2 are resolution-dependent constants, and μ n and σ n are the mean and the standard deviation of original motion vectors in the n th frame. Table II summarizes the model parameters obtained for different video formats. The remaining clipping term in (13) can be approximated in a similar fashion by incorporating the definition in (12) as,
Substituting (16) and (17) where appropriate, (13) can be simplified as shown in (18)- (19) , shown at the bottom of the next page.
In a similar fashion to the clipped squared error components in (8) , from (37) in Appendix, the clipped term of the difference error in (12) can be simplified further using the assumption in (16) . As a result, 
and ∀u∈U 1 P(u) = (1 − p) . At this point, each of the components in (8) and (12) can be computed with the aid of the approximations in (19) and (20) . However, some components must still be computed recursively over the window length L.
D. Error-Compensated Rate-Distortion Optimization
In the error-free HM based HEVC encoding [20] , encoding parameters (Quantization Parameter (QP), coding tree structure, transform block structure, prediction block structure, motion vectors) are selected by minimizing the block-level Rate-Distortion (R-D) cost function expressed in (22) ,
where m is a coding mode decision from the set of all possible coding modes M, D is the distortion of the block expressed in terms of Mean Squared Error (MSE), R is the bit rate consumed by that particular block and the Lagrangian parameter λ 0 − ∂ D ∂ R . During error free video transmissions, R and D forms a hyperbolic relationship as in (23),
where C and K are model parameters which reflect the characteristics of the video sequence and are determined on the fly using a content learning approach [21] . Interestingly the same hyperbolic relationship between the rate and the distortion holds true even under erroneous HEVC transmission. For illustration purposes the particular behavior is depicted in Fig. 4 for a 10% packet error rate (PER) whereas the behavior is similar for any other PER as well. Fig. 4 is obtained by plotting R-D curves for 5 different QP values in the range 20-40 and, 4 different packet error rates in the range 1%-10% for Musicians video sequence. Therefore unlike in previous codecs, λ determination does not require additional modifications during the constant rate HEVC coding even under erroneous transmissions (Since the relationship between R and D is still hyperbolic). However, the QP determines the quantization step size used to encode Discrete Cosine Transform (DCT) coefficients and therefore has a significant bearings on the total bit rate consumption and the output video quality. Furthermore unless multiple QP optimization is used, the standard HM encoder assumes a generic exponential relationship between the QP and the λ irrespective of the video characteristics [22] . i.e.,
Multiple experiments are conducted to evaluate the validity of (24) during the video transmission over error-prone channels, where D in (22) is replaced by D S E in (1) to select robust coding parameters in an R-D sense. These parameters include coding mode decisions (adding intra blocks in place of inter blocks), motion vectors pointing to reference blocks which carry minimal channel errors and the block boundaries (hence the block sizes) which are easily concealable during packet losses. The experiments suggest that (24) is sub-optimal in those conditions. Following observations were made during the conducted experiments. First, in general for a larger QP value, a lower λ value than the one that is suggested by (24) demonstrates better R-D performances. The explanations for the above behaviors can be summarized as below. First as illustrated in Fig. 4 , it can be observed that for a given QP value, as the packet error rate increases, R-D curves shifts horizontally in the R-D plane urging more bits for the same quality. Furthermore it can also be observed that the difference in λs (change in slopes of the R-D curve) between the error free scenario and the erroneous scenarios, gradually decreases along with the increase in bit rate. Consequently, for larger QPs (corresponding to lower bit rates), lower λ values than the one that are given by (24) should be used in the Rate Distortion Optimization (RDO) process during erroneous scenarios. Second, for low motion video sequences, a higher λ value than the one given by (24) should be used during the RDO. The particular behavior is illustrated in Fig. 5 for Aki yo video sequence using 5 QPs and 4 PERs. The change in slopes between the error free R-D curves and erroneous R-D curves are much larger in Fig. 5 specifically for low bit rates. Therefore, higher λ values should be selected for such video sequences for much larger range of bit rates. lC D P SE, Refer X i n + DX D, Refer X i n = D P SE Refer X i n + DX D Refer X i n + γ n r i n ∀u∈U 1 P(u) γ n r i n + 2 E X j n 0 −X k(u) n 0 Therefore, in order to reflect the above behaviors during the QP derivation process, (25) is proposed in place of (24) for the video compression targeting the error-prone channels.
where,
p is the PER, μ n , σ n are the mean length and the standard deviation of the motion vectors in frames 0 to n, β 1 , β 2 , β 3 , β 4 and ν 1 , ν 2 , ν 3 , ν 4 are resolution dependent parameters. The derivation process of the model parameters in (25) -(28) is as follow. For each QP value, a set of λ values which are spanned around the original λ value given by (24) are plotted. Later the best λ value for a given QP is selected by identifying the data point which is furthermost above the standard QP-λ relationship (i.e., the curve corresponding to (24)). In the meantime, the selected data points each corresponding to a unique QP value, should also span the whole operational bit per pixel (bpp) range. The behavior for the Musicians sequence for 10% PER is shown in Fig. 6 . Finally the selected data points are mapped to appropriate QP values using the mapping function in (25). The content dependant variable a in (25) is derived by employing a curve fitting approach. Motion vectors statistics and PER are used as the input to the fitting criteria. Table III summarizes the model parameters obtained for different video formats. Therefore, the mapping function in (25) is used throughout this work in place of (24). [20] . Additionally three state-of-the-art error resilience and distortion estimation algorithms [3] , [5] , [16] are also implemented within the same simulation environment. Video sequences with different texture characteristics, motion characteristics and spatial resolutions are tested during the performance evaluation as described here. Out of the Full HD (1920 × 1080) video sequences tested, both the background and the objects are moving in B M X_2, Musicians, Park_Scene and Basketball_Dri ve; Objects are relatively stationary while the background is moving (camera panning) in K imono and B QT errace sequences; Objects are moving in a stationary background in Ca f e and Cactus video sequences while Beer_gar den is a slow moving video sequence with large amount of texture information. Finally Dancer and GT _Fly are two synthetic Full HD sequences with camera zooming. Similarly, out of the CIF (352 × 288) video sequences tested, Ste f an and Football are two fast sequences having both moving background and moving objects; Bus, Coastguard and Flower are fast camera panning sequences; Foreman and Car phone are averagely fast sequences with relatively stationary objects and finally Aki yo, H ighway and Contai ner are slow moving sequences. Table IV summarizes the simulation configurations used in these comparisons. All the videos are encoded such that a row of CTUs occupies the payload of a single slice; therefore, 30 CTUs per slice in Full HD video sequences and 6 CTUs per slice in CIF video sequences. During the experiment, the compressed video is assumed to be transmitted over an erro prone wireless channel having 1%, 2%, 5% and 10% packet error rates.
VI. RESULTS AND DISCUSSION
The accuracy of the proposed distortion estimation algorithm and the effectiveness of the overall error resilient framework is discussed separately in below two subsections. 
A. Accuracy of Distortion Estimation
The accuracy of the proposed distortion estimation algorithm is compared against two state-of-the-art methods [3] , [5] which do not account for the AMVP features available in HEVC. Furthermore, in order to visualize the ability of the proposed method to reach the theoretically best solution, a brute-force distortion estimation algorithm is also incorporated. Here, the brute-force algorithm is implemented by first computing all probable pixel maps in each leaf in every branch in the probability tree and then taking the weighted average of the maps to compute the final predicted picture and finally calculating the distortion values between the original and the above predicted pictures. Fig. 7 illustrates the absolute difference of predicted distortion values and the brute-force distortion values obtained for the proposed method and the state-of-the-art methods at 10% packet error rate for GT _Fly video sequence. Furthermore, the same measurements are plotted for the actual distortion values (i.e, as seen by the decoder) in Fig. 7 . The corresponding measurement can be expressed as, abs (DI ST 1 − DI ST 2 ) /DI ST 1 . Where DI ST 1 is the per CTU average distortion value predicted by the brute-force method and DI ST 2 is the per CTU average distortion value predicted by the method of interest. It should be noted that, here the CTU based measurements are taken mainly as these values are re-used inside the CTU based RDO cost function as will be described in the next sub-section.
As can be seen in Fig. 7 , the distortion values of the proposed method has been very closer to the brute force values and as more frames are encoded, the accuracy of the proposed method has become practically similar to the corresponding brute-force distortion values. The main reason for the superior performances of the proposed method can be considered as the incorporation of the AMVP techniques available in HEVC during the distortion prediction stage. As further illustrated in Fig. 7 , the impact of incorporating the clipping compensation term has further improved the accuracy of the distortion estimation. In the meantime, the state-of-the-art methods have not been sufficiently accurate during the distortion estimation. Out of the two state-of-the-art methods presented, [3] has been more accurate compared to [5] specially at higher frame numbers. The clipping compensation term which is introduced Fig. 8 . Impact of window-length on the estimated distortion for GT _Fly sequence.
in [5] for a context different from the HEVC, has negatively impacted. Fig. 8 illustrates the performance of the proposed method for different window lengths for GT _Fly video sequence. As expected, as the window-length increases the performance of the proposed method has decreased. This is simply due to the fact that the encoder becomes less informative as the window length increases and consequently, the prediction also becomes less accurate. Interestingly as the frame number increases, the prediction error gets reduced and finally becomes stable for each window-length. This can be explained by the fact that, as many number of frames are encoded, the content dependent parameters become more accurate and consequently the prediction model becomes more and more intelligent. Therefore, the overall distortion values become much closer to the brute force measurements making the proposed distortion model suitable for long duration videos. Fig. 9 describes the behaviors of the proposed method and the two state-of-the-art methods for different packet error rates.
GT _Fly video sequence is tested for window-length 4 in all of these simulations. As can be seen in Fig. 9 , the two stateof-the-art methods have demonstrated similar performances for all the four packet error rates tested. However, two important observations can be made in the proposed distortion prediction technique. First, as the frame number increases the percentage error between the predicted and the brute-force approach get reduced and eventually become stable. Secondly, as the packet error rate increases, the above stabilizing point occurs more rapidly. The first observation follows the criteria described in the previous paragraph (As more frames are encoded, the prediction model becomes more knowledgeable). The second observation can be explained by the fact that as the packet error rate increases, the convergence of the model parameters occur more rapidly and consequently the stabilizing point. This eventually results in overall lesser error percentage for high packet error rate scenarios.
Finally, Table V describes the measured block-wise distortion estimation performances for different content types. Firstly, similar behaviors as with Fig. 9 can be observed for all the video contents ( i.e., the performance gain over the stateof-the-art methods, percentage error being reduced along with the increase in packet error rates). Secondly, the dependency of the content type on distortion estimation can be observed in Table V . As is expected, for relatively low motion video sequences such as Beer_gar den, Ca f e the distortion estimation has become more accurate. This is simply, for low motion video sequences, motion vectors are relatively smaller and uniform and hence they can be recovered accurately. For high motion sequence, the discrepancies of the actual and recovered motion vectors during the error concealment operation become larger and consequently algorithms become less accurate.
B. Effectiveness of Overall Error Resilience
This section describes the overall performance of the proposed method during the video transmission over error prone channels. Three state-of-the art methods [3] , [5] , [16] are incorporated during the performance comparison for 1%, 2%, 5% and 10% random packet errors. Fig. 10 illustrates the PSNR measurements at the decoder for different error resilience methods for Musicians video sequence. The horizontal axis in each graph is represented using bit-per-pixel (bpp). As it can be seen in Fig. 10 , the proposed method has outperformed the state-of-the-art methods with a significant margin for all the packet error rates considered. The percentage gain of the proposed method over the state-of-the-art methods [3] , [5] is more prominent in low bit rates for all the considered packet error rates. This behavior indicates that the redundant information inclusion which becomes much crucial at low bit rates, has been much optimum in the proposed method compared to [3] and [5] . The performance gain of the proposed over [3] and [5] is relatively consistent for all the tested packet error rates, making it equally suitable for channels ranging from highly lossy channels to not-so lossy channels.
As it can be further seen in Fig. 10 , Carreira et al. [15] have performed reasonably well at relatively lower packet error rates while operating at a narrow range of bit rates towards the lower end. The lack of a probabilistic model, which could have evaluated the impact of certain coding decisions along the temporal domain, has been the major reason for poor performance in [15] for higher packet error rates. For lower packet error rates the impact is minimal simply because the temporal error propagation too is minimal. Furthermore, at lower bit rates the amount of redundant information that can be allocated for error resilient purposes are minimal irrespective of the type of the error resilient algorithm, which eventually leads to similar performances for all the methods.
As is further evident from Fig. 10 , the HM encoder with motion-copying at the decoder has performed significantly poor compared to the rest of the methods. This is mainly due to the fact that the HM based encoding assumes an error free transmission and hence no error resilience is introduced. Finally, the performance gain in [5] compared to [3] is mainly attributed to its consideration of error prorogation impact for both the coding mode selection process as well as the motion vector estimation process where as [3] only evaluates the error propagation impact during the coding mode selection.
The computational complexities of different methods are illustrated in Table VI and VII. All the simulations in the tables are conducted in a PC with a 2.8 GHz CPU and a 9 GB RAM. In Table VI , the percentage increase in encoding time compared to HM16.2 [20] is measured for a window length 4. Here, the proposed method, [3] and [5] have exhibited high complexities owing to their sophisticated probabilistic models whereas [15] without such a model, has consumed a lower time. Furthermore, the processing time required for the proposed method at different window lengths are illustrated in Table VII . As expected, for higher window lengths, the encoding time has significantly increased due to the growing number of branches in the probability tree (i.e., Fig. 3 ). However, it should also be noted that the distortion calculations in each branch of a given window length can be implemented as independent threads if parallel processing support is available (e.g., in software encoding). Therefore, had the proposed method been implemented to support multiple threads, the encoding time could have been reduced approximately up to 119% as shown in the table.
Table VIII summarizes the BD-rate gain observed for the proposed method for 5 equally spaced QP values in the range 20-40. The HM encoder with motion-copying has not been incorporated during the performance evaluation due to the fact that it doesn't follow a hyperbolic curve during the packet losses and a meaningful number for the BD-rate therefore cannot be attained. Among the noticeable behaviors, the proposed method has demonstrated better performances for most of the videos tested and has failed in few instances. For Aki yo and Contai ner , [3] and [5] has outperformed  TABLE VIII   AVERAGE BD-RATE GAIN COMPARED TO STATE-OF-THE-ART ERROR RESILIENT METHODS (%) the proposed method. They are very slow moving video sequences with little variation over time. Therefore, it can be concluded that for very slow motion sequences with stationary objects, even the models without AMVP produces good results. Furthermore, [15] has outperformed the proposed method for GT _Fly video sequence under low packet error rates. GT _Fly has a uniform movement and consequently motion vectors too become fairly uniform. For such sequences, motion vector protection alone as done in [15] is sufficient and therefore having an advanced error propagation model is not essential. However, as the PER increases the necessity for a probabilistic model emerges as the propagated error cannot be concealed only by preserving the motion vectors [15] . In general it can be concluded that for most of the video types the proposed method has outperformed the state-of-theart methods with a significant margin.
VII. CONCLUSIONS
This paper proposes an error resilient framework that can be incorporated during the HEVC video compression. The contribution of the paper is two fold. First a probabilistic model is presented to estimate the distortion experienced by the HEVC decoder, when the coded video is received over a lossy channel. During its design, the probabilistic model has considered the quality degradation in three inter-related aspects namely, errors caused by the incorrect motion vectors, errors in the pixels in the reference frames and the errors attributed to the clipping operation. Consequently the model has been capable of minimizing the discrepancy as low as 3.11% compared to the brute-force approach while state-of-the-art methods couldn't reach below 20.08%. The second contribution describes a novel Rate Distortion Optimization (RDO) algorithm which is employable at the HEVC encoder during the coding parameters selection process in an erroneous environment. The proposed RDO algorithm which is based on the probabilistic model derived in the first contribution, incorporates packet error rate and the content dependant parameters to derive an accurate QP-λ relationship. Consequently, the proposed method has demonstrated 21.41%-43.59% BD-rate improvement compared to the existing methods. Future works focuses on reducing the complexity of the distortion estimation algorithm through an effective tree-pruning algorithm.
APPENDIX THE IMPACT OF CLIPPING ON THE PROPAGATED ERRORS
As described in (8) , the impact of pixel clipping at the decoder on the squared error is quantified by two terms; D P SE, Refer and DX D, Refer . Re-written as a single summation, D P SE, Refer + DX D, Refer ∀u∈U 1 P(u) E X k(u) n 0 + r i n − X k(u) n 0 + r i n 2 + 2 X j n 0 −X k(u) n 0 E X k(u) n 0 + r i n − X k(u) n 0 + r i n .
In order to simplify the notation in the following derivations, let A X k(u) n 0 +r i n − X k(u) n 0 + r i n . The above now simplifies to the following: 
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