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Abstract—In this paper, we proposed the Interpenetrating
Cooperative Localization (ICL) method to enhance the local-
ization accuracy in dynamic connected vehicle networks. This
mechanism makes the information from one group of connected
vehicles interpenetrate to other groups without full communica-
tion between all nodes, thus improving the utility of information
in a low connected vehicle penetration situation. We tested the
approach using the dynamic traffic data collected in the Safety
Pilot Model Deployment program in Ann Arbor Michigan, USA,
with dynamic changing networks due to the traveling of vehicles
and packet drops of the Dedicated Short-Range Communication.
Results show enhancement of localization accuracy with errors
reduced by up to 70% even in complex dynamic scenarios.
I. INTRODUCTION
With emerging automation in the vehicle domain, ap-
proaches that enhance the localization accuracy for automo-
biles are subjected to increasing new applications [1]. In
general, a Global Navigation Satellite System (GNSS) receiver
calculates a vehicle’s position from pseudo-range measure-
ments of multiple satellites. During this process, pseudo-
ranges error results in a position displacement of several
meters. Pseudo-ranges error can be decomposed into two
components: common error, which is due to satellite clock
error, ionospheric and tropospheric delays; and non-common
error, which is due to receiver noise, receiver clock error
and multipath error [2]. While non-common errors are hard
to eliminate, modern technologies have provided multiple
ways to level. Real-Time Kinematic (RTK) [3] technique
enhances accuracy to centimeter-level by using carrier phase
measurements to provide real-time corrections[2]. However,
most of these techniques require additional devices or being
expensive, thus not economical enough for the localization
tasks of general automobiles.
Recently, connected vehicle technologies are drawing in-
creasing attention from vehicular industrial. For example, Ford
already has 700,000 connected cars on the road, and have
made the partnership with Qualcomm to develop connected
vehicle technology to ease congestion, planning to have every
new Ford car to be connected by 2019 [4]. Connected vehicle
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Figure 1. Illusion for Interpenetrating Cooperative Localization using road
constrains in urban traffic. The network is not fully connected, but interpen-
etrating: each car has communication to only some of its neighbors to gain
CMM information. Here, the vehicles with number 1, 2, 3 are connected in
one group, while vehicles with 4, 5, 6 are in another. The RBPF measurement
are fused within group and transfer to vehicle 7 (the host) by 2 and 6.
technologies provide an alternate to achieve high accuracy
with low-cost by using Cooperative Map Match (CMM) [5],
[6], [7], [8], which achieves accuracy up to lane-level accuracy
and available for real-life implementation. Fig. 1 shows the
raw GNSS positioning (red dot and red ellipsoid) and the
corrected one by CMM (green ellipsoid), and the effects of
road constraints are demonstrated.
Our previous work on CMM [2], [9] have investigated
the theories and methodologies for using Rao-Blackwellized
Particle Filter (RBPF) to improve the localization accuracy,
which was achieved by using road constrains of a group of
vehicles under the same set of satellites’ measurement to
remove common-errors. However, the following issues the
communication distance of DSRC is limited, and vehicles
far away from each other cannot directly communicate. Sec-
ondly, the vehicle configuration and CMM algorithm needs
communication devices. Thirdly, the CMM algorithm also
needs evaluation in dynamic situation, and should have the
packet losses during communication considered. This paper
thus addresses the above-mentioned problems, proposed a in-
terpenetrating cooperative localization mechanism in a decen-
tralized fusion manner, and provided an implementation under
dynamic real-world traffic data abstracted from Safety-Pilot
Model Deployment (SPMD) database. Comparing to previous
publications where every car stays in the same position and
has constant communications to the connected neighbors, this
work emphasized more on practical implementation. In this
work, we proposed the Interpenetrating Cooperative Localiza-
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2tion (ICL) method, which is a distributed fusion mechanism
within the vehicular ad-hoc network. The implementation is
then presented on real-world traffic data, which is based on the
historical on-road vehicle records traveling simultaneously in
Ann Arbor city. This mechanism makes the information from
each node reachable within the network by other nodes without
direct communication, thus improving the overall localization
accuracy and robustness. The dynamic model, decentralized
cooperative map matching and practical packet losses in the
connected vehicle network regarding DSRC are included.
In the following sections, we presented the mechanism and
implementation of both traditional and interpenetrating CMM
on real-world traffic scenarios. In Section II, we introduce the
motivations on developing interpenetrating vehicle network
localization using decentralized CMM, and the mechanism
is presented under dynamic assumption. In Section V, we
introduced the mechanism for Interpenetrating Cooperative
Localization, and the procedure involved using RBPF. In
Section IV, we present the formulation of decentralized vehicle
network, the data used for vehicle network simulation, and
the DSRC related packet losses. In Section V, we demonstrate
the model formulations for simulating real-world traffics. In
Section VI, simulation results are presented under stationary
and dynamic scenarios using real-world vehicle data, with sim-
ulated satellite measurement models using Satellite Navigation
TOOLBOX 3.0. Discussions and Conclusions are presented in
Section VII and Section VIII.
II. INTERPENETRATING COOPERATIVE LOCALIZATION
The capability of CMM to mitigate the biases from the
localization results obtained from low-cost GNSS receivers
alone has been investigated by researchers such as Rohani
et al. [5]. Our prior work [2] has developed an RBPF that
filters the uncorrelated error and eliminates the effects of
correlated error by cooperative map matching (CMM). CMM,
first proposed in Rohani et al. [5], is a method that matches
the GNSS positioning of a group of vehicles to a digital
map and corrects the biased positioning by enforcing the road
constraints. In prior work [10], we quantified the correlation
between the diversity of the road constraints and the CMM
localization error, and developed algorithms that optimally de-
sign the connection network subject to limited communication
bandwidth [?].
A. Why Decentralized Structure?
The methods developed [10], [2] implicitly assumed a
centralized architecture that gathers all the GNSS measure-
ments for fusion and optimization. In real vehicular networks,
especially the large ones, a decentralized architecture is more
desirable and realistic for the following reasons:
1) The communication distance of DSRC is limited. Vehi-
cles far away from each other cannot directly commu-
nicate.
2) The communication bandwidth is limited. Each vehicle
can only communicate with up to 30 other vehicles
without significant package loss [11].
3) The on-board computational capacity is limited. As the
computational complexity grows with the number of
vehicles involved, on-line filtering of raw data could
become challenging.
While increasing the number of participating vehicles in the
network can further localization errors, the limits of communi-
cation range and bandwidth make the configuration of vehicle
membership crucial for real-life vehicle network optimization
[9], [10]. One straightforward way to overcome the commu-
nication constraints is to implement individual RBPF on each
vehicle using the locally available GNSS measurements from
itself and all of its neighbors, to update the estimation. Unlike
centralized CMM, decentralized CMM networks require less
computation capacity, and is thus a more realistic structure
for real-life connective vehicular networks. It uses a distributed
fusion mechanism within the vehicular ad-hoc network, which
makes the information from each node within the network
accessible by other nodes without direct communication. In
this way, the required communication density is reduced, while
the richness of information is preserved.
B. Interpenetrating Vehicular Networks
It is expected that the reduced number of vehicles involved
in commutation would lead to a sparse network where the
number of links connecting nodes is sparse. This could, in turn,
lead to large localization error, as there would not be enough
road constraints to mitigate the common GNSS error. Given
this limitation, decentralized CMM along with Interpenetrating
Cooperation Networks is a desired solution for balancing the
communication capacity and the localization accuracy. The
pseudo-code for this procedure is presented in Algorithm. 1
Algorithm 1 Interpenetrating CMM
1: procedure INTERPENETRATING NETWORK(GNSS Raw
Measurement )
2: Receive Packets from Neighbors
3: Determine whether there is a packet loss
4: Choose available neighboring vehicles to connect
5: Update RBPF estimations with measurements from
neighbors
6: Fuse the RBPF estimations with connected vehicles
7: return CMM Enhanced Measurement
In interpenetrating vehicle networks, each vehicle not only
uses the measurements from neighbors to update their own
RBPF estimations, but also fuse the RBPF estimations of
neighbors. This provides an innovative method to partially
information from nodes that are not directly connected to
the receiver without expanding communication capacity. As
the estimations are represented by RBPFs, the fusion can be
performed simply stacking the particles and eliminating those
inconsistent with the road constraints. Information from any
node can be propagated to any other node by repeated local
fusion as long as the graph representing the network is con-
nected. We also expect that the resulted average localization
error would be much smaller than that of the decentralized
CMM without fusion. Furthermore, the localization error can
3be minimized if the fusion is designed to optimize certain error
criterion.
C. CMM for Dynamic Vehicle Network
Cooperative map matching improves navigation solutions
by to correct the common localization error. Assuming that
most vehicles travel within lanes, the correction to the common
localization biases can be determined so that the corrected
positions of a group of vehicles best fit the road map. The
pseudo code of the proposed RBPF is shown in Algorithm.2.
Algorithm 2 RBPF for CMM vehicle localization
1: procedure RBPF(Ckt−1, Xkt−1, Zkt−1)
2: Predict Ct and Xt for vehicle i = 1 : Nv
3: Determine the indicator variable
4: Calculate particle weights and update Xt
5: Modify particle weights
6: Resample particles
7: return Ckt , Xkt ,Σkt
The vehicle cooperative localization has been formulated
in this work as a Bayesian filtering problem which estimates
the joint posterior distribution of the GNSS common biases
and the states of the vehicles conditioned on the raw pseudo-
range measurements. First, we introduce the expression for
using particle filter to find vehicle states in a dynamic network.
For each vehicle k at timestep t, the GNSS pseudo-ranges,
pseudo-ranges common bias, pseudo-ranges covariance, and
vehicle state are denoted as Zkt , C
k
t , Σ
k
t , and X
k
t , respectively.
Given the assumption that the non-common errors of different
vehicles are uncorrelated, it can be implied that conditioned on
the common biases, the posterior distributions of the vehicle
states are independent of each other, which means that the
joint distribution can be factorized as in Eqn. 6.
p(C1:Ns1:t , X
1:Nv
1:t |Z1:t) = p(X1:Nv1:t |C1:Ns1:t , Z1:t)p(C1:Ns1:t |Z1:t)
=
Nv∏
i=1
p(Xi1:t|C1:Ns1:t , Z1:t)p(C1:Ns1:t |Z1:t)
(1)
where Ns and Nv are the number of satellites and vehicles
respectively, and the superscript 1:Ns and 1:Nv are shorthands
for the corresponding variables of all the satellites and all the
vehicles. The subscript 1:t is the shorthand for the correspond-
ing variables of all the time instances.
The RBPF exploits this conditional independence property
for efficient inference of the pseudo-range common biases and
the vehicle states given the pseudo-range observations. The
posterior distribution of the common biases p(C1:Ns1:t |Z1:t) is
estimated by particle filter, and the distributions of the vehicle
states conditioned on the common biases p(Xi1:t|C1:Ns1:t , Z1:t)
are independent of each other and estimated by a set of EKFs
whose dimension is the dimension of the state vector [2].
The RBPF uses a predict-update framework to estimate the
common error. In the prediction step, vehicle positions with
common error are predicted by each particle with random
Gaussian noise added. In the update step, those particles
incompatible with the road constraints have a large probability
of being eliminated. With the assumption that common biases
vary slowly over time, we model the time variation of the
common biases as a first-order Gaussian-Markov process.
Neglecting the multipath error, the GNSS predicted mean
of pseudo-range measurement model between satellite j and
vehicle i is
Zi,jt = ‖pit − sjt‖+ Cjt + bjt (2)
where pti is the position of the vehicle and s
t
j is the satel-
lite position. The CMM algorithm then use a particle-based
method that involves only the vehicle positions’ estimation
of the current epoch from vehicle members. The recursive
prediction-update equations are presented ]as follow:
Cjt = C
j
t−1 + w
j
t∆t (3)
where wjt ∼ N(0, σ2x), σ2c representing the variance of
common bias drift, ∆t is length of the time interval between
two successive updates of the states and j = {1, 2, ..., Ns} is
the index for satellites. The dynamic state vector of the ith
vehicle can be modeled by the following expression:
Xti = [x
t
i x˙
t
i y
t
i y˙
t
i b
t
i b˙
t
i] (4)
where xti and y
t
i are the horizontal positions; x˙
t
i and y˙
i
t are
the horizontal velocities; and bti and b˙
t
i are the receiver clock
bias and drift. The mean state and covariance for ith vehicle
at time t are then propagated by X¯it = AX
i
t−1, and Σ¯
i
t =
AXit−1A
T +Rt, where
A =

1 ∆t 0 0 0 0
0 1 0 0 0 0
0 0 1 ∆t 0 0
0 0 0 1 0 0
0 0 0 0 1 ∆t
0 0 0 0 0 1
 , (5)
and X¯it is the predicted mean, Σ¯
i
t is the covariance matrix of
the state vector, Rt considers the variances of the horizontal
acceleration, clock bias and drift time derivatives.
The effect of non-common pseudo-range error was consid-
ered by a weighted road map approach to preserve consistency,
and by tracking the origin of the common bias corrections
from different vehicles and fusing only those corrections from
independent sources to avoid data incest, over-convergence
can be effectively avoided. The weights of the particles are
calculated accordingly. Each vehicle within the network then
take particles from their neighboring vehicles and stack them
together with its own particles. The CMM algorithm then
calculate weights according to the map matching and resample
to downsize the number of the particles to the original size, as
demonstrated in Algorithm. 2. The RBPF estimated common
bias Ckt , vehicle state X
k
t , and covariance Σ
k
t are then returned
as outputs for each vehicle k at timestep t, which are calculated
by Monte Carlo Integration. The propagation follows the rule
of particle filters, the detailed expression refers to our previous
work [9] in its Section. 3.
4III. FORMULATION OF DECENTRALIZED NETWORK
Before implementing decentralized CMM to produce sparse
network with interpenetrating message passing, we first in-
troduce the dynamic vehicle model formulation from SPMD
database, and study how to combine the optimization of
vehicle connection with RBPF under dynamic situations.
A. Vehicle Selection from Real-world Database
To simulate the real-world traffic, we implement the his-
torical vehicle driving data abstracted from the Safety Pilot
database, which involves installing devices in about 2800
vehicles, including cars, trucks, and buses [12]. In this paper,
we utilize a small data set of the Safety Pilot database for
simulation purpose, which was collected from 136 vehicles
running for about 62 months and contains about 100,000
trajectory record.
Figure 2. Distribution of the 100,000 trajectory records. The white dot
indicates the central points of the minimal rectangular that can encompass
the trajectory
Fig.2 indicates the distribution of the trajectories, in which
the central points of the minimal rectangular that can encom-
pass the trajectory is used to include the massive trajectories
in one image. The trajectory information we extracted include
latitude, longitude, speed and heading angle of the vehicles
at each 0.1 second time interval. The selection range is
constricted to an urban area with the range of latitude and
longitude to be (-83.82,-83.64) and (42.22,42.34) respectively.
As the simulation time in this paper is set to be 300 seconds,
we firstly select the trajectories longer than 300 seconds and
then extract the 300-seconds subtrajectory from them. What’s
more, to maintain the continuity of the trajectory, we eliminate
the trajectory which contains the sample point where the
heading angle changes more than 10 degrees in 0.1 seconds.
To keep the original trajectory distribution, trajectories are
randomly selected from the 100,000 records. This gives the
trajectories in area with tense traffic flows to have higher
probability to be chosen.
In this way, 24,38,50 vehicle networks are selected to further
simulate different density of the network, each shown in Fig. 3,
Figure 3. Vehicle trajectories selected in a 24 vehicle connected network
Figure 4. Vehicle trajectories selected in a 38 vehicle connected network
Fig. 4 and Fig. 5. The circle and diamond indicate the starting
and ending point of the trajectory respectively.
The main draw back of the method is that the trajectories are
selected from the record of last three years, which means the
network may not exist ever before even though each trajectory
is historic data. However, as we select the networks from a
large data set (100,000 records), they are representative and is
valid enough at simulation stage.
A localization method was then proposed based on the
optimized configuration of vehicle connections.
B. Modeling RBPF dynamics and fusion
In this section, we introduce the notations used to describe
the vehicular network, the mathematical modeling of the RBPF
dynamics and the decentralized optimization of the fusion
mechanism.
We define the connected vehicle network as an undirected
graph (V,E) ∈ G, where V = {1, 2, 3, ...N} is the set of
nodes each represents a vehicle within the network and E is
the set of edges within the network. If two vehicles i and
5Figure 5. Vehicle trajectories selected in a 50 vehicle connected network
j are within communication ranges, then there is an edge
(i, j) ∈ E between these two nodes. Nonetheless, it does not
imply that there has to be a communication between these two
vehicles. We use xi to denote the common error estimated by
vehicle i, which is calculated by averaging all the common
error estimations, represented by the particles belonging to
vehicle i. The divergence in the common error estimation
can be mitigated by richer information of road constraints
through repeated fusions of the estimated common error from
neighboring nodes. As both the measured position and the
predicted position of each vehicle would be passed to its
neighboring node, hypothetically, if the fusion is conducted N
times, where N is equal to or larger than the diameter of the
network (the largest path length between any two nodes), then
each node implicitly utilizes the road constraints ”seen” of all
the nodes of the network, as these constrains are embedded in
the RBPFs of the nodes.
We, therefore, propose a fusion mechanism for the CMM
vehicular network using RBPF described as follows:
1) For each vehicle within the network, take particles from
their neighboring vehicles and stack them together with
its own particles.
2) Calculate weights according to the map matching and
resample to downsize the number of the particles to the
original size.
3) Obtain the numbers of particles taken from neighboring
vehicles by optimizing certain criterion.
We model the evolution of the networked RBPF estimations as
a coupled linear system, described by the following equation:
xi(t+ 1) =
N∑
j=1
ai,j(t)xj(t) + wi(t), (6)
where
ai,j(t) = 0,∀(i, j) /∈ E. (7)
Here, xi(t) denotes the estimated common error of vehicle
i at timestep t, while wi(t) denotes a random Gaussian noise
applied to i at timestep t. Eq. 6 means that the estimated
common error after fusion equals to a weighted average over
the neighboring estimation and the own estimation at the
previous time instance, added by some random noise from the
RBPF prediction. This equation can explain the reason why the
RBPF diverges if none of the vehicles fuses estimations from
other vehicles, simply by taking ai,j = 0, i 6= j; ai,i = 1. This
represents a discrete random walk that is driven by the random
force wi(t) and can be unbounded. We expect that this linear
modeling of the particle filter dynamics is an approximation to
the true dynamics when all the particles are reasonably close
to the true common error such that all the particles receive
weights of comparable magnitude. As a result, the resampling
process described in the fusion mechanism is like a noisy
weighted averaging over the particle estimations.
C. Minimize variance
Eq. 6 leaves freedom for us to select the fusion coefficients
ai,j by selecting the different numbers of particles taken from
neighboring vehicles. It is desirable to select the numbers of
particles such that the averaged CMM localization error over
the whole network is minimized. That is, we want to choose
ai,j subject to the communication constraints such that we can
minimize
J =
1
N
N∑
i=1
(xi(t+ 1)− c(t+ 1))2
=
1
N
N∑
i=1
(xi(t+ 1)− x¯(t+ 1))2
+
N∑
i=1
(x¯(t+ 1)− c(t+ 1))2,
(8)
where c(t + 1) is the true common error at the time in-
stance t + 1, which is assumed to be slowly time-varying;
x¯(t+ 1) = 1N
N∑
i=1
xi(t+ 1) is the mean of the common error
estimation over the whole network.
Eq. (8) has a clear interpretation: The objective J represents
the averaged squared estimation error over the network. It
can be decomposed into two parts: The variance of the
estimations over the network and the squared error of the
mean estimation over the network. However, it is impossible to
directly minimize the objective J , as the true common error
is unknown. We, thereby, aim to minimize the variance in
the hope that by doing so, the original objective functions J
remains small. We present the following arguments for this
choice:
• The original objective J is always larger of equal to the
variance. It is necessary to keep the variance small to
keep J small.
• The variance can be calculated given all the estimations
within the network in a decentralized manner, with x¯
obtained by distributed consensus algorithms.
• As the variance becomes small, all the estimations within
the network tend to the same estimation, which could
lead to a small estimation error of the mean as a result
of CMM. The original objective J would also be small.
6Given the aforementioned rationals, we formulate the follow-
ing optimization problem:
minimizeJ˜ =
1
N
N∑
i=1
(xi(t+ 1)− x¯(t+ 1))2,
subject to xi(t+ 1) =
N∑
j=1
ai,j(t)xj(t),
ai,j(t) = 0,∀(i, j) /∈ E,
and 0 ≤ ai,j(t) ≤ 1.
(9)
The fusion coefficients ai,j(t) are the free variables to be
selected. Note that the objective function is the sum of all
local objective functions, Eq. (9) is essentially a decentralized
quadratic programming.
D. Accelerate Consensus
In Section III.C, we show that it is necessary to bound the
variance in order to bound the mean squared estimation error.
The intuition is that as the disagreement between the nodal
estimations becomes small, the estimation error tend to be
bounded by map matching. Besides variance, the convergence
rate of Eq. (6) is another metric that measures the agreement
and disagreement of node decisions within a network. It is
expected that by maximizing the convergence rate, the mean
squared localization error would also be small. It has been
well studied how to maximize the convergence rate given a
network with fixed structure in Xiao [13]. We briefly mention
the major results here:
Given a linear consensus iteration:
X(t+ 1) = PX(t), (10)
where
Pi,j = 0,∀(i, j) /∈ E. (11)
The asymptotic convergence rate is defined as:
rasym(P ) = sup
X(0) 6=X¯
lim
t→∞(
||X(t)− X¯||2
||X(0)− X¯||2 )
1
t , (12)
where X¯ is the fixed point of this linear iteration.
There is a systematic approach to maximize rasym by
solving an optimization problem that requires the knowledge
of the network topology. This would be problematic for all
problem because of the communication limit. An alternative
approach that does not give optimal convergence rate but only
uses local topology is given below [13]:
Pi,j =
1
max{di, dj} , (13)
where di is the degree of the node i, which is equal to the
number of neighbors of the node i. This approach guarantees
convergence as well as reasonably fast convergence rate.
IV. FORMULATION OF DEDICATED SHORT RANGE
COMMUNICATION
Dedicated Short Range Communication (DSRC) is a vital
topic in practical connected vehicle domain. DSRC allows
both vehicle-to-vehicle (V2V) and vehicle-to-infrastructure
(V2I) communications, which provide support for vehicular
networking applications. Vehicular telematics researches in-
clude standardization efforts such as VSCC in North America,
V2V consortium in Europe, IEEE 802.11p working group, and
some research projects such as CVIS, Fleetnet and SafeSpot
[14]. In the real world, the quality of vehicle information
transmission decreases with the increase in packet loss and
delay in vehicular wireless communications during the com-
munication and positioning process, which can be simulated
according to DSRC. Here we consider the performance of the
V2V communication system in the presence of packet loss.
We assume that all vehicles in the network are equipped with
the 802.11p communication unit.
A. DSRC on Connected Vehicle Application
For the connected vehicles, the quality of vehicle safety
applications degrades with the increase in packet loss and
delay in vehicular wireless communications. Possible factors
that affect the communication success include hardware or
software malfunctions, passing by a large vehicle, antenna
location and installation, snow accumulation covering the RSE
antenna and its effect on ground reflection. Fig. 6 shown the
vehicle density distribution on two successive weekdays in
Ann Arbor City, which is based on the same database for the
vehicle trajectories simulated for this work.
Figure 6. Vehicle density distribution on two successive weekdays; Red:
dense; Green: medium; Blue: sparse
The performance of DSRC related communication range
was studied in previous work [15]. To characterize the per-
formance of DSRC, the following metrics are defined. Packet
Delivery Ratio (PDR) is the ratio of successful communication
events to the total number of transmission attempts at a given
distance between two DSRC units. Maximum Range (MR)
7is the maximum distance at which the vehicle or road side
equipment (RSE) can receive packets from another vehicle
with a larger-than-zero packet delivery ratio. Effective Range
(ER) is the distance within which the vehicle or RSE can
receive packets from other vehicles with a packet delivery ratio
larger than a defined threshold.
B. The Simulation of Packet Losses
The vehicle further away than RMS is more likely to suffer
from packet drop during the simulation process where vehicles
are all moving on their own tracks. Therefore, we choose to
simulate a certain rate of packet drops (lose communication
connection). First, we denote the distance from each vehicle
member i to the host vehicle as Dik,, i ∈ {1, 2, ..., Nv},
k ∈ {1, 2, ..., t}, where t denotes the length of sampling
timesteps. Based on whether Dik is within ER and MR of the
host vehicle, a packet loss rate is assigned according to PDR
given above and simulates a situation where the information
packets from different vehicles would either be dropped or
accepted. Because in the interpenetrating network, we fuse
the RBPF mechanism by accepting neighbor information and
stack into the host’s own particles, the number of packet
information transferring is rather large. During this process,
the randomness and sudden off-line that may well happen in
the real-world vehicle communication is represented.
Regarding maximum range, DSRC radios from different
suppliers show some variation, and the average values are
around 600 meters with PDR above 10%. The PDR from data
between different months and hours show some difference,
but most of the time the PDR are above 70% for range below
150 meters, which is thus accepted as ER. For the vehicles
at a distance within MR but outside of ER towards the host,
we assign the PDR in a proportional way. For example, if
we used the standard empirical data proposed in [15], if at
a certain moment, a vehicle is in 375 meters away from the
host, then the PDR for this vehicle towards the host would be
40% at that sampling time.
The pseudo-code is presented as in Algorithm. 3.
Algorithm 3 Packet loss and weight arrangement
1: procedure DSRC PACKET LOSS(Distance)
2: Set a accept probability pD = PDR according to
distance
3: At timestep k, check if Dik ≤ MR
4: while True do Accept the packet with rate pD
5: while False do Drop this packet
6: Fuse the packet information into particle
7: Normalize the sum of particle weights to 1;
V. DYNAMIC VEHICLE NETWORK
FORMULATIONS
While most of these studies are focused on mathematical
deductions to prove the theoretical feasibility, few works so far
have tried implementing this method on a group of vehicles
with complete real-life dynamic trajectories, or combine the
selection of optimal network configuration and DSRC packet
losses existing in real-world traffic scenarios. Here we provide
the model with dynamic as well as DSRC packet drops and
implemented on an optimized vehicle network structure based
on the real-world road condition database.
A. Implementing Position Data for CMM
The whole trajectory for the host vehicle presented is plotted
on Google map for illustration in Fig. 7. The green line shows
how the vehicle travels on the road. The dot with cross shows
the position where the simulation starts, and the diamond
shows where the simulation ends.
Figure 7. Trajectory of the host vehicle on the Google Map. The green
line shows how the vehicle travels on the road. The dot with cross shows
the position where the simulation starts,and the diamond shows where the
simulation ends.
One thing to be noticed that we treat the traffic data from
Safe-Pilot database, such as Latitude-Longitude positions, road
angles (i.e., the angle that vehicle trajectories point at) and
vehicle velocities to be the true positions and velocities, not
”GNSS measured positions/velocities”. This is because we do
not have any ”ground true” data for vehicles on the road
to be compared with. Instead, we use these vehicle data to
provide a close analog of real-life dynamic scenarios, where
vehicles are all traveling on the road at changing locations,
speed and directions, and have DSRC communications with
each other in real time. A simulated GNSS measurement noise,
which is much close to real-life measurement displacement, is
alternatively added up to the traveling data using Satellite Nav-
igation TOOLBOX 3.0 to form a real-time GPS measurement
of vehicle positions. After that, the RBPF algorithm is applied
to get rid of existing common error.
B. Simulation Model Formulation
Here, two basic types of vehicle models (stationary vs.
dynamic) are presented, each with multiple simulation scenar-
ios. The effect of Interpenetrating Cooperative Localization
method, here the decentralized CMM, is presented with a
comparison to traditional centralized CMM. All models use
8satellite estimation generated with each under Satellite Nav-
igation TOOLBOX 3.0 on Matlab 2017a as the estimated
positions for vehicle positions in North Ann Arbor City. The
CMM algorithms are then applied with RBPF approach based
on each of the proposed configurations of vehicle connections,
considering a Dedicated Short-Range Communication (DSRC)
of packet-drops varying on vehicle distances. Both models
implement real-world driving data from the Safety-Pilot Model
Deployment database.
The first model assumes a stationary situation, where all
vehicles are placed at the start positions of the trajectories
described in Section V. Two issues are presented as control
of a single variable respectively, without the influence of
the vehicle dynamic on the road: first, the effect of packet
drops according to DSRC range; and second, the effect of
distributed networks, which used the interpenetrating mech-
anism, as opposed centralized structure. In the simulations,
the sampling period and length are taken to be 0.1 s and
3000, respectively. Due to insufficiency of data density, the
max range and effective range of the DSRC are each defined
as MR = 4000 meters, ER = 1000 meters.
The second implements real-world driving data with dy-
namic trajectories. Two types pf simulations are presented:
the first simulation assumes dynamic of the host vehicle,
while all its neighbors are stationary. The second simulation
assumes full dynamic network, where all the vehicles conduct
trajectories in Fig. 3, Fig. 4 and Fig. 5. Although it is rear in
real life to have all the neighbors stationary except the host,
it is worth investigating to see how the dynamic movement of
neighbors, can influence the CMM measurement of the host in
the real world. Since the effect of packet losses has already be
presented, we therefore present only the scenario with Packet
drops according to DSRC Range, which better analog the
real-world situation for a dynamic host being connected to
a network with stationary neighboring vehicles.
VI. SIMULATION RESULTS
A. Impact of Decentralized Network
We first present the simulation results on a simple network
involving four vehicles at a cross road to demonstrate that
model. Each vehicle can only communicate to itself and one
another vehicle. The network connection matrix is as follows:
EC =

1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1
 , (14)
where EC(i, j) = 1 means that vehicle i can receive signals
from vehicle j.
We compare the following two approaches:
(1) Weight determined by the variance minimization presented
in Section III.C.
(2) Constant weight matrix:
A =

α 1− α 0 0
0 α 1− α 0
0 0 α 1− α
1− α 0 0 α
 , (15)
where α = 0.5 would correspond to Eq. (13).
Table I shows the simulation results, which reveals a cor-
Table I
MEAN SQUARED ERROR (MSE) AND VARIANCE
Approach
√
V ariance (m)
√
MSE (m)
Variance Minimization 0.13 0.58
Constant α = 0.05 0.38 0.81
Constant α = 0.1 0.33 0.63
Constant α = 0.2 0.28 0.6
Constant α = 0.4 0.21 0.56
Constant α = 0.5 0.2 0.57
Constant α = 0.6 0.21 0.58
Constant α = 0.8 0.33 0.59
Constant α = 0.9 0.46 0.62
Constant α = 0.95 0.68 0.8
relation between the variance and the mean squared error
(MSE). In general, as the variance decreases, so does the MSE.
Nonetheless, this correlation is not a deterministic relationship.
While the variance becomes small enough, the correlation
becomes weak. This can be explained by Eq. (8). As the
variance becomes small, the other term becomes dominant,
thus weakening the correlation between the MSE and the
variance. Nevertheless, the results provide the possibility to
minimize variance as a substitution of error minimization.
B. Packet Drop Rate Regrading Distance
We then consider the complex vehicle networks consist of
real-world traffic data as presented in previous sections. Here,
Net N1 represent the 50 vehicle network, Net N2 represent
the 38 vehicle network, and Net N3 represent the 24 vehicle
network. The distance and packet loss for each network is
presented in three different scenarios: stationary, host-only
dynamic, and full dynamic from real-world traffic data.
It should be noticed, however, we assumed MR = 4000
meters and CR = 1000 meters in this simulation, with scaling
to the results presented in [15]. This is because we our data
used for simulation is not dense enough in the small region
within the range presented in [15]. It is made sure, however,
that the range was extended with a reasonable and equal
scaling, which analogs the effect of DSRC packet loss.
The distribution of vehicle numbers within MR and ER
of the host together with the packet drop rate precess of
the simulation are presented is as in Table. II. It should be
noticed that the stationary model have a constant number of
connected vehicles, while both host-only and full dynamic
models are having changing number of neighbors within range,
thus receive dynamic connections and packet losses. Please
note, however, the packet loss presented is based on the
record data given the above-proposed simulation, and is not
necessarily the actual packet drop rate in the associated real-
life traffics.
C. Performance under Stationary Situation
This model assumes a stationary situation, given that every
vehicle within the network stays at its starting position of its
own trajectory. The results for two types of simulation models
are presented:
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DISTANCE AND PACKET LOSS DISTRIBUTION
Networks Net Veh. within MR Veh. within CR Packet Loss
Stationary
N1 17 5 34%
N2 13 4 33%
N3 8 2 41%
Host Dynamic
N1 17→ 19 → 16 5→ 6→ 4 37%
N2 13→ 10 → 12 4→ 2 → 3 42%
N3 8→ 10→ 9 2→ 4→ 2 40%
Full Dynamic
N1 17→ 21 → 18 5→ 7→ 3 34%
N2 13→ 15 → 10 4→ 5 → 3 37%
N3 8→ 11→ 8 2→ 1→ 3 39%
1) Scenario with zero packet loss. This is theoretically an
ideal case without considering any packet drops during
the sampling process, which is consistent with previous
works on the proposed 24, 38, 50 Network.
2) Scenario with DSRC packet losses. It considers real-time
packet losses as described in Section V, and presented
on the proposed 24, 38, 50 Network.
Fig. 8 shows the localization error of stationary for a 50
vehicle network over a 700 timesteps sampling period. The
under two different assumptions: blue line shows the CMM
measurement error without packet losses, and the orange line
shows the CMM measurement error with packet losses. It can
be seen that while the simulation with packet loss is with
larger error and more vibrations, the performance is roughly
persistent and will not go unbounded.
Figure 8. localization error with packet drops (red) vs error without packet
drops (blue)
The root mean square error (RMSE) of these three CMM
mechanisms on the three networks are listed in Table III.
Table III
ROOT MEAN SQUARED ERROR (M)
Packet CMM mechanism Net N1 Net N2 Net N3
W/O Packet Loss
Centralized 0.67 0.74 0.86
Decentralized Opt. 0.76 1.21 1.44
Decentralized Rand. 0.72 1.60 4.30
W/ Packet Loss Centralized 0.90 1.23 1.53Decentralized Opt. 1.44 1.68 2.73
Decentralized Rand. 2.03 3.28 4.90
D. Performance under Dynamic Situation
The dynamic model assumes the vehicles to have its own
motions in traffic, each with a different but constant velocity
within the legal range, and along their directions predeter-
mined by the associated road-map angles. For the dynamic
situation, two simulations are presented. The first simulation
models a host-only dynamic situation, and the second simu-
lation models the fully dynamic vehicle networks according
to actual road conditions. Due to time limit, we present the
dynamic results with the centralized mechanism. The position
error distribution during the simulation process for the full
dynamic network is presented in Fig. 9 and Fig. 10.
Figure 9. Localization error comparison using 24 vehicle network trajectories
from Safety Pilot: the black dots are the raw GNSS error, the dark, light, and
mild blue dots are stationary, host-only dynamic and full dynamic. We use
North-East position as x-y axis, positioning error during whole simulation
process of 300 timesteps (5s)
Figure 10. Localization error comparison using 24 vehicle network trajecto-
ries from Safety Pilot: the black dots are the raw GNSS error, the dark, light,
and mild blue dots are stationary, host-only dynamic and full dynamic We
use North-East position as x-y axis, positioning error during whole simulation
process of 300 timesteps (5s)
The points represent the position errors during sampling
time: black points represent raw GNSS measurement, and
the blue points are the position errors after applying CMM.
Also, the green point is where the RBPF measurement starts
(i.e., t = 0), and the red point is where it ends. While the
whole sampling period is for 3000 timesteps, we pick the first
300 timesteps to illustrate the error under different situations.
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Fig. 9 shows the general location displacement of GNSS raw
measurement up to a mean of 9 meters, compared with CMM
estimated results in stationary and dynamic situations, where
the x-axis and y-axis are each for the error placed in North-
East directions, and Fig. 10 shows the error distribution over
the sampling period.
The simulation results are presented in Table. IV.
Table IV
ROOT MEAN SQUARED ERROR (M)
Packet CMM mechanism Net N1 Net N2 Net N3
Host Dynamic Centralized 1.89 4.02 3.98
Full Dynamic Centralized 2.03 4.17 3.52
The trajectories each contains 3000 timesteps (5 min).
To show the details of error distribution, we provide the
trajectories plot from 501 to 1500 timesteps as an illustration,
as shown Figure. 11. Here, the orange line stands for actual
Figure 11. 50 vehicle network from Safety Pilot: north-east position as x-y
axis; orange line for actual positions, blue line for RBPF filtered positions
(Red dot is the start (at 501th timestep), and black dot is the end (at 1500th
timestep), black line stands for the direct GNSS estimated position without
applying RBPF
positions, blue line stands for CMM filtered positions (Red
dot is the start (at 501th timestep) and black dot is the end
(at 1500th timestep), black line stands for the direct GNSS
estimated position without applying RBPF. It can be seen that
the CMM estimated trajectory approaches the actual position
better than the GNSS measurement even in a complex dynamic
case, with the common error being reduced.
VII. DISCUSSION
From the simulation results, three things are indicated:
First, the distribute CMM using Interpenetrating Cooperative
Network provide effective reduction of GNSS measurement
errors with less direct connection required, which works both
in stationary and dynamic cases. Secondly, the DSRC related
packet loss brings more instability to the simulation results,
as oppose the ideal case. However, the localization errors do
not appear to go unbounded. Thirdly, historical vehicle data
abstracted from SPMD database provides good analog to the
real-world dynamic traffic situation, which allows us to fulfill
the experiment with multiple real-world scenarios for both
traditional and interpenetrating CMM.
One thing to be noticed that we treat the traffic data from
Safe-Pilot database, such as Latitude-Longitude positions, road
angles (i.e., the angle that vehicle trajectories point at) and
vehicle velocities to be the true positions and velocities,
not ”GNSS measured.” An additional GNSS measurement
noise is added to the vehicles’ data using Satellite Navigation
TOOLBOX 3.0. It remains to be investigated whether the
biases of apparent common error subject to the influence of the
original GNSS measurement error contained in Safety-Pilot
data. By using these data, however, the simulations in both
stationary and dynamic scenarios provide a distinct reduction
of GNSS common error, and the simulation errors never go
unbounded. This indicates that using SPMD data can provide
a valid analog of real-life traffic.
VIII. CONCLUSION
This work provides a fusion mechanism for Interpenetrating
Cooperative Localization using distributed CMM, and shows
the correlation between the estimation variance and the MSE
over the network. To keep the error small, it is necessary
to keep the variance small. Based on this observation, we
proposed an optimization approach to determine the fusion
weights by solving decentralized quadratic programming. Sim-
ulation results verified the correlation between the estimation
variance and the MSE. The optimized distributed CMM is
shown to have higher accuracy and robustness than a random
distributed CMM, especially when the network is sparse.
Based on that, we implemented complex real-world traffic
on both centralized and decentralized CMM. The practical
packet losses in the connected vehicle network regarding
DSRC is also implemented. The position data are from SPMD
database, which imitates the actual traffic scenarios where
all vehicles on roads are moving synchronously at changing
positions and velocities. These vehicle data are used as an
analog to real-life traffic, where vehicles are all traveling
on the road at changing locations, speed, and directions,
and have DSRC communications with each other in real
time. Though the localization displacement is larger than the
ideal stationary case, The simulation results on dynamic and
complex traffic show effective reduction of common error
comparing to GNSS measurement.
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