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K-INNER FUNCTIONS AND K-CONTRACTIONS
JÖRG ESCHMEIER AND SEBASTIAN TOTH
Abstract. For a large class of unitarily invariant reproducing kernel functions K on the
unit ball Bd in Cd, we characterize the K-inner functions on Bd as functions admitting a
suitable transfer function realization. We associate with each K-contraction T ∈ L(H)d a
canonical operator-valued K-inner function and extend a uniqueness theorem of Arveson
for minimal K-dilations to our setting. We thus generalize results of Olofsson for m-
hypercontractions on the unit disc and of the first named author for m-hypercontractions
on the unit ball.
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1. Introduction
Let Bd ⊂ Cd be the open Euclidean unit ball and let
k : D→ C, k(z) =
∞∑
n=0
anz
n
be an analytic function without zeros on the unit disc D in C such that a0 = 1, an > 0 for
all n ∈ N and such that
0 < inf
n∈N
an
an+1
≤ sup
n∈N
an
an+1
<∞.
Since k has no zeros, the reciprocal function 1/k ∈ O(D) admits a Taylor expansion
(1/k)(z) =
∞∑
n=0
cnz
n (z ∈ D).
The reproducing kernel
K : Bd × Bd → C,K(z, w) = k(〈z, w〉)
defines an analytic functional Hilbert space HK such that the row operator Mz : H
d
K → HK
is bounded and has closed range ([2, Theorem A.1]). Typical examples of functional Hilbert
spaces of this type on the unit ball Bd are the Drury-Arveson space, the Dirichlet space, the
Hardy space and the weighted Bergman spaces.
Let T = (T1, . . . , Td) ∈ L(H)d be a commuting tuple of bounded linear operators on a
complex Hilbert space H and let σT : L(H) → L(H) be the map defined by σT (X) =∑d
i=1 TiXT
∗
i . The tuple T is called a K-contraction if the limit
1
K
(T ) = SOT−
∞∑
n=0
cnσ
n
T (1H) = SOT−
∑
α∈Nd
c|α|γαT
αT ∗α
exists and defines a positive operator. Here γα = |α|!/α! for α ∈ Nd.
If K(z, w) = 1/(1 − 〈z, w〉) is the Drury-Arveson kernel, then under a natural pureness
condition the K-contractions coincide with the commuting row contractions of class C·0. If
m is a positive integer and Km(z, w) = 1/(1− 〈z, w〉)m, then the pure Km-contractions are
precisely the row-m-hypercontractions of class C·0 ([12, Theorem 3.49] and [9, Lemma 2]).
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An operator-valued analytic function W : Bd → L(E∗,E ) with Hilbert spaces E and E∗
is called K-inner if the map E∗ → HK(E ), x 7→ Wx, is a well-defined isometry and
(WE∗) ⊥Mαz (WE∗) for all α ∈ Nd \ {0}.
Here HK(E ) is the E -valued functional Hilbert space on Bd with reproducing kernel KE :
Bd × Bd → L(E ), (z, w) 7→ K(z, w)1E .
It was shown by Olofsson [10] that, for d = 1 and the Bergman-type kernel
Km : D× D→ C, Km(z, w) = 1
(1− zw)m (m ∈ N \ {0}),
the Km-inner functions W : D→ L(E∗,E ) are precisely the functions of the form
W (z) = D + C
m∑
k=1
(1− zT ∗)−kB,
where T ∈ L(H) is a pure m-hypercontraction on some Hilbert space H and B ∈ L(E∗,H),
C ∈ L(H,E ) and D ∈ L(E∗,E ) are bounded operators satisfying the operator equations
C∗C = (1/Km)(T ),
D∗C +B∗∆TT
∗ = 0,
D∗D +B∗∆TB = 1E∗ ,
where (1/Km)(T ) is the m-th order defect operator of T and
∆T =
m−1∑
k=0
(−1)k
(
m
k + 1
)
T kT ∗k.
In [7] the result of Olofsson was extended to the unit ball by showing that a corresponding
characterization holds for functions W : Bd → L(E∗,E ) that are Km-inner with respect to
the generalized Bergman kernels
Km : Bd × Bd → C, Km(z, w) = 1/(1− 〈z, w〉)m.
In the present note we show that the same result holds true for a large class of kernels
K : Bd × Bd → C, K(z, w) =
∞∑
n=0
an〈z, w〉n
including all complete Nevanlinna-Pick kernels such as the Drury-Arveson and the Dirichlet
kernel and all powers Kν(z, w) = 1/(1− 〈z, w〉)ν of the Drury-Arveson kernel with positive
real exponents. To prove that each K-inner function admits a transfer function realization
as described above we extend a uniqueness result for minimal K-dilations due to Arveson
to our class of kernels.
2. Wandering subspaces
Let T = (T1, . . . , Td) ∈ L(H)d be a K-contraction, that is, a commuting tuple of bounded
linear operators on a complex Hilbert space H such that the limit
1
K
(T ) = SOT−
∞∑
n=0
cnσ
n
T (1H) = SOT−
∑
α∈Nd
c|α|γαT
αT ∗α
exists and defines a positive operator. A K-contraction T ∈ L(H)d is said to be pure if
SOT− lim
N→∞
1H −
N∑
n=0
anσ
n
T (
1
K
(T )) = 0.
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Let us define the defect operator and the defect space of a K-contraction T by
C =
1
K
(T )
1
2 and D = ImC.
We call an isometric linear map j : H → HK(E ) which intertwines the tuples T ∗ ∈ L(H)d
andM∗z ∈ L(HK(E ))d componentwise aK-dilation of T . By definition a K-dilation j : H →
HK(E ) is minimal if the only reducing subspace ofMz ∈ L(HK(E ))d that contains the image
of j is HK(E ).
Exactly as for row-m-hypercontractions of class C.0, one can construct a canonical K-
dilation for each K-contraction.
Theorem 2.1. Let T ∈ L(H)d be a pure K-contraction. Then
j : H → HK(D), j(h) =
∑
α∈Nd
a|α|γαCT
∗αhzα
is a well defined isometry such that
jT ∗i = M
∗
zij (i = 1, . . . , d).
For a proof, see [12, Theorem 2.15]. For h ∈ H and f =∑α∈Nd fαzα ∈ HK(D)
〈h, j∗f〉 =
∑
α∈Nd
〈CT ∗αh, fα〉 =
∑
α∈Nd
〈h, TαCfα〉 .
An application of the uniform boundedness principle shows that the adjoint j∗ : HK(D)→ H
of the isometry j acts as
j∗

∑
α∈Nd
fαz
α

 = ∑
α∈Nd
TαCfα.
Since j intertwines T ∗ and M∗z componentwise, the space
M = HK(D)⊖ Im j ⊂ HK(D)
is invariant for Mz ∈ L(HK(D))d.
In the following we show that the wandering subspace of Mz restricted to M can be
described in terms of a suitable K-inner function. Recall that a closed subspace W ⊂ H is
called a wandering subspace for a commuting tuple S ∈ L(H)d if
W ⊥ SαW (α ∈ Nd \ {0}).
The space W is called a generating wandering subspace for S if in addition H =
∨
(SαW ;α ∈
N
d). For each closed S-invariant subspace L ⊂ H, the space
WS(L) = L⊖
d∑
i=1
SiL
is a wandering subspace for S, usually called the wandering subspace associated with S on
L. If W is a generating wandering subspace for S, then an elementary argument shows that
necessarily W = WS(H).
In the following we write
W (M) = M ⊖
(
d∑
i=1
MziM
)
for the wandering subspace associated with the restriction of Mz to the invariant subspace
M = Im j. Our main tool will be the matrix operator
M∗zMz = (M
∗
ziMzj )1≤i,j≤d ∈ L(HK(D)d).
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Since the row operator Mz : HK(D)
d → HK(D) has closed range, the operator
M∗zMz : ImM
∗
z → ImM∗z
is invertible. We denote its inverse by (M∗zMz)
−1. In the following we consider the operators
δ : HK(D)→ HK(D), δ

 ∞∑
n=0
∑
|α|=n
fαz
α

 = f0 + ∞∑
n=1
an
an−1
∑
|α|=n
fαz
α
and
∆: HK(D)→ HK(D), ∆

 ∞∑
n=0
∑
|α|=n
fαz
α

 = ∞∑
n=0
an+1
an
∑
|α|=n
fαz
α.
By definition δ and ∆ are diagonal operators with respect to the orthogonal decomposi-
tion HK(D) = ⊕∞n=0Hn(D) of HK(D) into the spaces Hn(D) of all D-valued homogenous
polynomials of degree n. Our hypotheses on the sequence (an/an+1) imply that δ and ∆
are invertible positive operators on HK(D). An elementary calculation shows that
δMzi = Mzi∆
for i = 1, . . . , d.
Lemma 2.2. For f ∈ HK(D), we have
(M∗zMz)
−1(M∗z f) = M
∗
z δf = (⊕∆)M∗z f.
In particular the row operator
δMz : HK(D)
d → HK(D)
defines the trivial extension of the operator
Mz (M
∗
zMz)
−1 : ImM∗z → HK(D).
Proof. Since the column operator M∗z annihilates the constant functions, to prove the first
identity, we may suppose that f(0) = 0. With respect to the orthogonal decomposition
HK(D) =
⊕∞
n=0Hn(D) the operator MzM
∗
z acts as (Lemma 4.3 in [8])
MzM
∗
z
(
∞∑
n=0
fn
)
=
∞∑
n=1
(
an−1
an
)
fn.
Hence MzM
∗
z δf = f and
(M∗zMz)
−1M∗z f = (M
∗
zMz)
−1 (M∗zMz)M
∗
z δf = M
∗
z δf = (⊕∆)M∗z f.
Since any two diagonal operators commute, it follows in particular thatMz (M
∗
zMz)
−1M∗z =
δ (MzM
∗
z ). Thus also the second assertion follows. 
The preceding proof shows in particular that the orthogonal projection of HK(D) onto
ImMz acts as
PImMz = Mz(M
∗
zMz)
−1M∗z = δ(MzM
∗
z ) = PHK (D)⊖D ,
where D ⊂ HK(D) is regarded as the closed subspace consisting of all constant functions. As
in the single-variable case we call the operator defined by M ′z = δMz ∈ L(HK(D)d,HK(D))
the Cauchy dual of the multiplication tuple Mz.
We use the operator ∆T ∈ L(H) defined by
∆T = j
∗∆j
to give a first desciption of the wandering subspace W (M) of Mz restricted to the invariant
subspace M = (Im j)⊥.
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Theorem 2.3. A function f ∈ HK(D) is an element of the wandering subspace W (M) of
M = (Im j)⊥ ∈ Lat(Mz ,HK(D)) if and only if
f = f0 +M
′
z(jxi)
d
i=1
for some vectors f0 ∈ D , x1, . . . , xd ∈ H with (jxi)di=1 ∈M∗zHK(D) and
Cf0 + T (∆Txi)
d
i=1 = 0.
In this case (jxi)
d
i=1 = M
∗
z f .
Proof. Note that a function f ∈ HK(D) belongs to the wandering subspace W (M) =
M ⊖∑di=1 ziM of Mz on M = Ker j∗ ∈ Lat(Mz,HK(D)) if and only if j∗f = 0 and
(1HK (D)− jj∗)M∗zif = 0 for i = 1, . . . , d. Using the remark following Lemma 2.2, we obtain,
for (xi)
d
i=1 ∈ Hd and f ∈ HK(D) with (jxi)di=1 = M∗z f ,
j∗f = j∗(f(0) + δMzM
∗
z f)
= Cf(0) + j∗Mz(∆jxi)
d
i=1
= Cf(0) + T (j∗∆jxi)
d
i=1
= Cf(0) + T (∆Txi)
d
i=1.
Thus if f ∈W (M), then (xi)di=1 = (j∗M∗zif)di=1 defines a tuple in Hd with (jxi)di=1 = M∗z f
such that Cf(0) + T (∆Txi)
d
i=1 = j
∗f = 0 and
f = f(0) + (f − f(0)) = f(0) +Mz(M∗zMz)−1M∗z f = f(0) +M ′z(jxi)di=1.
Conversely, if f = f0 +M
′
z(jxi)
d
i=1 with f0 ∈ D , x1, . . . , xd as in Theorem 2.3, then using
Lemma 2.2 we find that
M∗z f = M
∗
zMz(M
∗
zMz)
−1(jxi)
d
i=1 = (jxi)
d
i=1.
Since j is an isometry, it follows that jj∗M∗zif = jxi = M
∗
zif for i = 1, . . . , d. Since
j∗f = Cf(0) + T (∆Txi)
d
i=1 = 0, we have shown that f ∈W (M). 
Lemma 2.4. Let T ∈ L(H)d be a pure K-contraction and let
f = f0 +M
′
z(jxi)
d
i=1
be a representation of a function f ∈W (M) as in Theorem 2.3. Then we have
‖f‖2 = ‖f0‖2 +
d∑
i=1
〈∆Txi, xi〉.
Proof. Since by Lemma 2.2
ImM ′z =Mz(M
∗
zMz)
−1M∗zHK(D) = ImMz = HK(D)⊖D ,
it follows that
‖f‖2 − ‖f0‖2 = ‖M ′z(jxi)di=1‖2
= 〈(M∗zMz)−1M∗z f, (jxi)di=1〉
= 〈(⊕j∗)M∗z δf, (xi)di=1〉
= 〈(j∗∆jxi)di=1, (xi)di=1〉.
Since by definition ∆T = j
∗∆j, the assertion follows. 
Let T ∈ L(H)d be a pure K-contraction. Then ∆T = j∗∆j is a positive operator with
〈∆Tx, x〉 = ‖∆
1
2 jx‖2 ≥ ‖∆− 12 ‖−2‖jx‖2 = ‖∆−1‖−1‖x‖2
for all x ∈ H. Hence ∆T ∈ L(H) is invertible and
(x, y) = 〈∆Tx, y〉
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defines a scalar product on H such that the induced norm ‖ · ‖T is equivalent to the original
norm with
‖∆ 12‖‖x‖ ≥ ‖x‖T ≥ ‖∆−
1
2‖−1‖x‖
for x ∈ H. We write H˜ for H equipped with the norm ‖ · ‖T . Then
IT : H → H˜, x 7→ x
is an invertible bounded operator such that
〈I∗Tx, y〉 = 〈∆Tx, y〉 (x ∈ H˜, y ∈ H).
Hence I∗Tx = ∆Tx for x ∈ H˜. Let T˜ = (T˜1, . . . , T˜d) : H˜d → H be the row operator with
components T˜i = Ti ◦ I∗T ∈ L(H˜,H). Then
T˜ T˜ ∗ =
d∑
i=1
Ti(I
∗
T IT )T
∗
i = σT (∆T ) = σT (j
∗∆j) = j∗Mz(⊕∆)M∗z j
= j∗(δMzM
∗
z )j = j
∗PHK(D)⊖D j
and hence T˜ is a contraction. As in [10] we use its defect operators
DT˜ = (1H˜d − T˜ ∗T˜ )1/2 ∈ L(H˜d),
DT˜ ∗ = (1H − T˜ T˜ ∗)1/2 = (j∗PDj)1/2 = C ∈ L(H).
Here the identity (j∗PDj)
1/2 = C follows from the definition of j and the representation
of j∗ explained in the section following Theorem 2.1. We write DT˜ = DT˜ H˜
d ⊂ H˜d and
DT˜ ∗ = DT˜ ∗H = D for the defect spaces of T˜ . As in the classical single-variable theory of
contractions it follows that T˜DT˜ = DT˜ ∗ T˜ and that
U =
(
T˜ DT˜ ∗
DT˜ −T˜ ∗
)
: H˜d ⊕DT˜ ∗ → H ⊕DT˜
is a well-defined unitary operator. In the following we define an analytically parametrized
family WT (z) ∈ L(D˜ ,D) (z ∈ B) of operators on the closed subspace
D˜ = {y ∈ DT˜ ; (⊕jI−1T )DT˜ y ∈M∗zHK(D)} ⊂ DT˜
such that
W (M) = {WTx; x ∈ D˜},
whereWTx : Bd → D acts as (WTx)(z) = WT (z)x. We equip D˜ with the norm ‖y‖ = ‖y‖H˜d
that it inherits as a closed subspace D˜ ⊂ H˜d.
Lemma 2.5. Let T ∈ L(H)d be a pure K-contraction. Then a function f ∈ HK(D) belongs
to the wandering subspace W (M) of
M = (Im j)⊥ ∈ Lat(Mz,HK(D))
if and only if there is a vector y ∈ D˜ with
f = −T˜ y +M ′z(⊕jI−1T )DT˜ y.
In this case ‖f‖2 = ‖y‖2
H˜d
.
Proof. By Theorem 2.3 a function f ∈ HK(D) belongs to W (M) if and only if it is of the
form
f = f0 +M
′
z(jxi)
d
i=1
with f0 ∈ D and x1, . . . , xd ∈ H such that (jxi)di=1 ∈M∗zHK(D) and
T˜ (ITxi)
d
i=1 +DT˜ ∗f0 = 0.
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Then y = DT˜ (ITxi)
d
i=1 − T˜ ∗f0 ∈ DT˜ is a vector with
U
(
(ITxi)
f0
)
=
(
0
y
)
,
or equivalently, with (
(ITxi)
f0
)
= U∗
(
0
y
)
=
(
DT˜ y
−T˜ y
)
.
But then y ∈ D˜ and f = −T˜ y+M ′z(⊕jI−1T )DT˜ y. Conversely, if f is of this form, then using
the definitions of T˜ , D˜ and the intertwining relation T˜DT˜ = DT˜ ∗ T˜ one can easily show that
the vectors defined by
f0 = −T˜ y ∈ D and (xi)di=1 = (⊕I−1T )DT˜ y ∈ Hd
yield a representation f = f0 + M
′
z(jxi)
d
i=1 as in Theorem 2.3. By Lemma 2.4 and the
definition of the scalar product on H˜ we find that
‖f‖2 = ‖f0‖2 +
d∑
i=1
〈∆Txi, xi〉 = ‖T˜ y‖2 +
d∑
i=1
‖ITxi‖2H˜
= ‖T˜ y‖2 + ‖DT˜ y‖2H˜d = ‖y‖2H˜d .

Recall that the reproducing kernel K : Bd × Bd → C is defined by K(z, w) = k(〈z, w〉),
where
k : D→ C, k(z) =
∞∑
n=0
anz
n
is an analytic function with a0 = 1, an > 0 for all n such that
0 < inf
n
an
an+1
≤ sup
n
an
an+1
<∞.
Let us suppose in addition that the limit
r = lim
n→∞
an
an+1
exists. Then r ∈ [1,∞) is the radius of convergence of the power series defining k and by
Theorem 4.5 in [8] the Taylor spectrum of Mz ∈ L(HK(D))d is given by
σ(Mz) = {z ∈ Cd; ‖z‖ ≤
√
r}.
If T ∈ L(H)d is a pure K-contraction, then T ∗ is unitarily equivalent to a restriction of M∗z
and hence
σ(T ∗) ⊂ {z ∈ Cd; ‖z‖ ≤ √r}.
The function F : Dr(0)→ C, F (z) =
∑∞
n=0 an+1z
n, is analytic on the open disc Dr(0) with
radius r and center 0 and satisfies
F (z) =
k(z) − 1
z
(z ∈ Dr(0) \ {0}).
For z ∈ Bd, let us denote by Z : Hd → H, (hi)di=1 7→
∑d
i=1 zihi, the row operator induced
by z. As a particular case of a much more general analytic spectral mapping theorem for
the Taylor spectrum ([6, Theorem 2.5.10]) we find that
σ(ZT ∗) = {
d∑
i=1
ziwi; w ∈ σ(T ∗)} ⊂ Dr(0)
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for z ∈ Bd. Thus we can define an operator-valued function FT : Bd → L(H),
FT (z) = F (ZT
∗) =
∞∑
n=0
an+1

∑
|α|=n
γαT
∗αzα

 .
Lemma 2.6. For (xi)
d
i=1 ∈ Hd and z ∈ Bd,
CF (ZT ∗)Z(xi)
d
i=1 = (δMz(jxi)
d
i=1)(z).
Proof. For (xi)
d
i=1 ∈ Hd,
δMz(jxi)
d
i=1 =
d∑
i=1
δMzi
∞∑
n=0
an

∑
|α|=n
γαCT
∗αxiz
α


=
d∑
i=1
∞∑
n=0
anδ

∑
|α|=n
γαCT
∗αxiz
α+ei


=
d∑
i=1
∞∑
n=0
an+1
∑
|α|=n
γαCT
∗αxiz
α+ei ,
where the series converge in HK(D). Since the point evaluations are continuous on HK(D),
we obtain (
δMz(jxi)
d
i=1
)
(z) =
∞∑
n=0
an+1
∑
|α|=n
γαCT
∗α
(
d∑
i=1
zixi
)
zα
= CF (ZT ∗)Z(xi)
d
i=1
for all z ∈ Bd. 
By Lemma 2.6 the map WT : Bd → L(D˜ ,D),
WT (z)(x) = −T (⊕∆T I−1T )x+CF (ZT ∗)Z(⊕I−1T )DT˜x
= −T˜ x+ CF (ZT ∗)Z(⊕I−1T )DT˜x
defines an analytic operator-valued function.
Theorem 2.7. Let T ∈ L(H)d be a pure K-contraction. Then
W (M) = {WTx; x ∈ D˜}
and ‖WTx‖ = ‖x‖ for x ∈ D˜ .
Proof. For x ∈ D˜ , Lemma 2.6 implies that
WTx = −T˜ x+ δMz(⊕jI−1T )DT˜x
= −T˜ x+M ′z(⊕jI−1T )DT˜x.
Thus the assertion follows from Lemma 2.5. 
SinceW (M) is a wandering subspace forMz, the mapWT : Bd → L(D˜ ,D) is an operator-
valued analytic function such that D˜ → HK(D), x 7→WTx, is an isometry and
WT (D˜) ⊥Mαz
(
WT (D˜)
)
for all α ∈ Nd \ {0}.
Thus WT : Bd → L(D˜ ,D) is a K-inner function with WT (D˜) = W (M). In the case that
Mz ∈ L(HK)d is a row contraction one can show that each K-inner function W : Bd →
L(E˜ ,E ) defines a contractive multiplier
MW : H
2
d (E )→ HK , f →Wf
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from the E -valued Drury-Arveson space H2d (E ) to HK(E˜ ) ([3, Theorem 6.2]).
3. K-inner functions
In the previous section we saw that the K-inner function WT : Bd → L(D˜ ,D) associated
with a pure K-contraction T ∈ L(H)d has the form
WT (z) = D + CF (ZT
∗)ZB,
where C =
(
1
K (T )
) 1
2 ∈ L(H,D), D = −T˜ ∈ L(D˜ ,D) and B = (⊕I−1T )DT˜ ∈ L(D˜ ,Hd).
An elementary calculation using the definitions and the intertwining relation T˜DT˜ = DT˜ ∗ T˜
shows that the operators T , B, C, D satisfy the conditions
(K1) C∗C =
1
K
(T ),
(K2) D∗C +B∗(⊕∆T )T ∗ = 0,
(K3) D∗D +B∗(⊕∆T )B = 1D˜ ,
(K4) Im((⊕j)B) ⊂M∗zHK(D).
If E is a Hilbert space and C ∈ L(H,E ) is any operator with C∗C = 1K (T ), then exactly as
in the proof of Proposition 2.6 from [12] it follows that
jC : H → HK(E ), jC(x) =
∑
α∈Nd
a|α|γα(CT
∗αx)zα
is a well defined isometry that intertwines the tuples T ∗ ∈ L(H)d and M∗z ∈ L(HK(E ))
componentwise. As in the section following Theorem 2.1 one can show that
j∗Cf =
∑
α∈Nd
TαC∗fα
for f =
∑
α∈Nd fαz
α ∈ HK(E ). Hence we find that
j∗C∆jCx = j
∗
C∆
∑
α∈Nd
a|α|γα(CT
∗αx)zα
= j∗C
∑
α∈Nd
a|α|+1γα(CT
∗αx)zα
=
∑
α∈Nd
a|α|+1γα(T
αC∗CT ∗αx)
=
∑
α∈Nd
a|α|+1γα(T
α 1
K
(T )T ∗αx)
for all x ∈ H. By performing the same chain of calculations with jC replaced by the
canonical K-dilation j of T from Theorem 2.1 we obtain that
j∗C∆jC = j
∗∆j = ∆T .
Our next aim is to show that any matrix operator(
T ∗ B
C D
)
: H ⊕ E∗ → Hd ⊕ E ,
where T is a pure K-contraction and T , B, C, D satisfy the conditions (K1)-(K3) with
(D˜ ,D) replaced by (E∗,E ) and
(K4) Im((⊕jC)B) ⊂M∗zHK(E )
gives rise to a K-inner function W : Bd → L(E∗,E ) defined as
W (z) = D + CF (ZT ∗)ZB
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and that, conversely, under a natural condition on the kernel K each K-inner function is of
this form.
Theorem 3.1. Let W : Bd → L(E∗,E ) be an operator-valued function between Hilbert spaces
E∗ and E such that
W (z) = D + CF (ZT ∗)ZB (z ∈ Bd),
where T ∈ L(H)d is a pure K-contraction and the matrix operator(
T ∗ B
C D
)
: H ⊕ E∗ → Hd ⊕ E
satisfies the condition (K1)-(K4). Then W is a K-inner function.
Proof. The space M = HK(E ) ⊖ Im jC ⊂ HK(E ) is a closed Mz-invariant subspace. Let
x ∈ E∗ be a fixed vector. By condition (K4) there is a function f ∈ HK(E ) with (⊕jC)Bx =
M∗z f . Exactly as in the proof of Lemma 2.6 it follows that
CF (ZT ∗)ZBx = δMz(⊕jC)Bx(z) = δMzM∗z f(z)
for all z ∈ Bd. Since δ(MzM∗z ) = PImMz is an orthogonal projection and since δMz =
Mz(⊕∆), we find that
‖Wx‖2HK(E ) − ‖Dx‖2 = 〈δMzM∗z f, f〉HK(E )
= 〈⊕(j∗C∆jC)Bx,Bx〉Hd
= 〈(⊕∆T )Bx,Bx〉Hd
= 〈(1E∗ −D∗D)x, x〉
= ‖x‖2 − ‖Dx‖2.
Hence the map E∗ → HK(E ), x 7→ Wx, is a well-defined isometry. Using the second part
of Lemma 2.2 we obtain
M∗z (Wx) = M
∗
z δMzM
∗
z f = M
∗
z f = (⊕jC)Bx
and hence that PMM
∗
zi(Wx) = (1HK (E ) − jCj∗C)M∗zi(Wx) = 0 for i = 1, · · · , d. To see that
WE∗ ⊂M note that with x and f as above
j∗C(Wx) = C
∗Dx+ j∗C(δMzM
∗
z f)
= C∗Dx+ j∗C(Mz(⊕∆)M∗z f)
= C∗Dx+ T (⊕j∗C∆jC)Bx
= C∗Dx+ T (⊕∆T )Bx
= 0.
Thus we have shown that WE∗ ⊂M ⊖
∑d
i=1 ziM which implies that
WE∗ ⊥ zα(WE∗)
for all α ∈ Nd \ {0}. 
To prove that conversely eachK-inner functionW : Bd → L(E∗,E ) has the form described
in Theorem 3.1 we make the additional assumption that the multiplication tuple Mz ∈
L(HK)
d is a K-contraction. This hypothesis is satisfied, for instance, if HK is a complete
Nevanlinna-Pick space such as the Drury-Arveson space or the Dirichlet space or if K is a
power
Kν : Bd × Bd →,Kν(z, w) = 1
(1− 〈z, w〉)ν (ν ∈ (0,∞))
of the Drury-Arveson kernel (see the discussion following Theorem 4.2). In the proof we
shall use a uniqueness result for minimal K-dilations whose proof we postpone to Section 4.
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Theorem 3.2. Let Mz ∈ L(HK)d be a K-contraction. If W : Bd → L(E∗,E ) is a K-inner
function, then there exist a pure K-contraction T ∈ L(H)d and a matrix operator(
T ∗ B
C D
)
∈ L(H ⊕ E∗,Hd ⊕ E )
satisfying the conditions (K1)-(K4) such that
W (z) = D + CF (ZT ∗)ZB (z ∈ Bd).
Proof. Since W is K-inner, the space
W = WE∗ ⊂ HK(E )
is a generating wandering subspace for Mz ∈ L(HK(E ))d restricted to
S =
∨
α∈Nd
Mαz W ⊂ HK(E ).
The compression T = PHMz|H of Mz ∈ L(HK(E ))d to the M∗z -invariant subspace H =
HK(E ) ⊖ S is easily seen to be a pure K-contraction ([12, Proposition 2.12 and Lemma
2.21]). Let R ⊂ HK(E ) be the smallest reducing subspace for Mz ∈ L(HK(E ))d that
contains H. By Lemma 4.4
R =
∨
α∈Nd
zα(R ∩ E ) = HK(R ∩ E ).
Thus the inclusion map i : H → HK(R ∩ E ) is a minimal K-dilation for T . Let j : H →
HK(D) be the K-dilation of the pure K-contraction T ∈ L(H)d defined in Theorem 2.1.
Since also j is a minimal K-dilation for T (Corollary 4.5), by Corollary 4.3 there is a unitary
operator U : D → R ∩ E such that
i = (1HK ⊗ U)j.
Define Eˆ = E ⊖ (R ∩ E ). By construction
HK(Eˆ ) = HK(E )⊖HK(R ∩ E ) = HK(E )⊖R ⊂ S
is the largest reducing subspace for Mz ∈ L(HK(E ))d contained in S . In particular, the
space S admits the orthogonal decomposition
S = HK(Eˆ )⊕ (S ∩HK(Eˆ )⊥) = HK(Eˆ )⊕ (HK(R ∩ E )⊖S ⊥).
We complete the proof by comparing the given K-inner functionW : Bd → L(E∗,E ) with the
K-inner function WT : Bd → L(D˜ ,D) associated with the pure K-contraction T ∈ L(H)d.
For this purpose, let us define the Mz-invariant subspace
M = HK(D)⊖ Im j
and its wandering subspace
W (M) =M ⊖
(
d∑
i=1
ziM
)
as in Section 2. Using the identity i = (1HK ⊗ U)j one obtains that
1HK ⊗ U : M → HK(R ∩ E )⊖S ⊥ = HK(R ∩ E ) ∩S
defines a unitary operator that intertwines the restrictions of Mz to both sides component-
wise. Consequently we obtain the orthogonal decomposition
W = WMz(S ) = WMz(HK(Eˆ ))⊕WMz(HK(R ∩ E ) ∩S )
= Eˆ ⊕ (1HK ⊗ U)W (M).
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Let WT : Bd → L(D˜ ,D) be the K-inner function, associated with the pure K-contraction
T ∈ L(H)d. Then there is a matrix operator(
T ∗ B
C D
)
∈ L(H ⊕ D˜ ,Hd ⊕D)
such that
WT (z) = D + CF (ZT
∗)ZB (z ∈ Bd)
and W (M) = {WTx; x ∈ D˜} (see the beginning of Section 3 and Theorem 2.7). Let us
denote by
P1 : W → Eˆ and P2 : W → (1HK ⊗ U)W (M)
the orthogonal projections. The K-inner functions W : Bd → L(E∗,E ) and WT : Bd →
L(D˜ ,D) induce unitary operators
E∗ → W , x 7→Wx
and
D˜ →W (M) x 7→WTx.
We define surjective bounded linear operators by
U1 : E∗ → Eˆ , U1x = P1Wx
and
U2 : E∗ → D˜ , U2x = x˜ if (1HK ⊗ U)WTx = P2Wx.
By construction the column operator
(U1, U2) : E∗ → Eˆ ⊕ D˜
defines an isometry such that
W (z)x = U1x+ UWT (z)U2x = (U1 + UDU2)x+ (UC)F (ZT
∗)Z(BU2)x
holds for z ∈ Bd and x ∈ E∗. To complete the proof we show that the operators
T ∈ L(Hd,H), B˜ = BU2 ∈ L(E∗,Hd), C˜ = UC ∈ L(H,E )
and D˜ = (U1 + UDU2) ∈ L(E∗,E )
satisfy the conditions (K1)-(K4). To see this note that
C˜∗C˜ = C∗U∗UC = C∗C =
1
K
(T )
and
D˜∗C˜ = U∗2D
∗U∗UC = U∗2D
∗C
= −U∗2B∗ (⊕∆T )T ∗ = −B˜∗ (⊕∆T )T ∗.
To verify condition (K3) note that D˜ acts as the column operator
D˜ = (U1, UDU2) : E∗ → E = Eˆ ⊕ (R ∩ E ).
Thus we obtain that
D˜∗D˜ = U1U1 + U
∗
2D
∗U∗DU2
= U∗1U1 + U
∗
2U2 − U∗2B∗ (⊕∆T )BU2
= 1E∗ − B˜∗ (⊕∆T ) B˜.
Since jC˜ = UjC , it follows that(⊕jC˜) B˜x = (⊕U)(⊕jC)B(U2x) ∈M∗zHK(E )
holds for all x ∈ E∗. Thus the K-inner function W : Bd → L(E∗,E ) admits a matrix
representation of the claimed form. 
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4. Minimal K-dilations
Let A be a unital subalgebra of a unital C∗-Algebra B. A completely positive unital
map ϕ : B → L(H) is called an A -morphism if ϕ(1B) = 1H and ϕ(ax) = ϕ(a)ϕ(x) for
a ∈ A and x ∈ B. Under the condition that B is the norm-closed linear span
B = span‖·‖{A A ∗}
Arveson proved in [1, Lemmma 8.6] that every unitary operator that intertwines two A -
morphisms ϕi : B → L(Hi) (i = 1, 2) pointwise on A extends to a unitary operator that
intertwines the minimal Stinespring representations of ϕ1 and ϕ2.
Straightforward modifications of the arguments given in [1] show that Arveson’s result re-
mains true if B is a von Neumann algebra which is the w∗- closed linear span
B = spanw
∗{A A ∗}
and if the A -morphisms ϕi : B → L(Hi) (i = 1, 2) are supposed to be w∗-continuous
Theorem 4.1. Let B be a von Neumann algebra and let A ⊂ B be a unital subalgebra
such that
B = spanw
∗{A A ∗}.
For i = 1, 2, let ϕi : B → L(Hi) be a w∗-continuous A -morphism and let (pii, Vi,Hpii) be the
minimal Stinespring representations for ϕi. For every unitary operator U : H1 → H2 with
Uϕ1(a) = ϕ2(a)U (a ∈ A ),
there is a unique unitary operator W : Hpi1 → Hpi2 with WV1 = V2U and Wpi1(x) = pi2(x)W
for all x ∈ B.
Since this version of Arveson’s result follows in exactly the same way as the original one
([1, Lemmma 8.6]), we leave the details to the reader.
As an application of Theorem 4.1 we show that, under suitable conditions on the kernel
K : Bd × Bd → C, minimal K-dilations are uniquely determined. Recall that a commuting
tuple T ∈ L(H)d on a Hilbert space H is called essentially normal if TiT ∗i −T ∗i Ti is compact
for i = 1, . . . , d. If T ∈ L(H)d is essentially normal, then by the Fuglede-Putnam theorem
also all cross commutators TiT
∗
j −T ∗j Ti (i, j = 1, . . . , d) are compact. For our multiplication
tuple Mz ∈ L(HK)d, essential normality is equivalent to the condition that ([8, Corollary
4.4])
lim
n→∞
(
an
an+1
− an−1
an
)
= 0.
Theorem 4.2. Suppose that Mz ∈ L(HK)d is an essentially normal K-contraction. Then
the von Neumann algebra generated by Mz1 , . . . ,Mzd is given by
W ∗(Mz) = span
w∗{Mαz M∗βz ; α, β ∈ Nd}.
Proof. Define L = spanw
∗{Mαz M∗βz ; α, β ∈ Nd} . Obviously L ⊂ W ∗(Mz). Since Mz is
supposed to be a K-contraction,
PC = τSOT −
∞∑
n=0
cnσ
n
Mz(1HK ) ∈ L .
For α, β ∈ Nd and w ∈ Bd, we obtain
Mαz PCM
∗β
z (K(·, w)) = wβzα = zα ⊗ zβ(K(·, w)).
Since the multiplication on L(HK) is separately w
∗-continuous, it follows that L contains
all compact operators
K(HK) = span
‖·‖{zα ⊗ zβ ; α, β ∈ Nd} ⊂ L .
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But then the hypothesis that Mz is essentially normal implies that L ⊂ L(HK) is a subal-
gebra. Since the involution on L(HK) is w
∗-continuous, the algebra L ⊂ L(HK) is a von
Neumann algebra and hence L = W ∗(Mz). 
The tupleMz ∈ L(HK)d is known to be aK-contraction if there is a natural number p ∈ N
such that cn ≥ 0 for all n ≥ p or cn ≤ 0 for all n ≥ p ([5, Lemma 2.2] or [12, Proposition
2.10]). The latter condition holds, for instance, if HK is a complete Nevanlinna-Pick space
such as the Drury-Arveson or Dirichlet space on the unit ball or if K is a kernel of the form
Kν : Bd × Bd → C,Kν(z, w) = 1
(1− 〈z, w〉)ν
with a positive real number ν > 0.
Let T ∈ L(H)d be a commuting tuple and let j : H → HK(E ) be a K-dilation of T .
We denote by B = W ∗(Mz) ⊂ L(HK) the von Neumann algebra generated by Mz and set
A = {p(Mz); p ∈ C[z]}. The unital C∗-homomorphism
pi : B → L(HK(E )), X 7→ X ⊗ 1E
together with the isometry j : H → HK(E ) is a Stinespring representation for the completely
positive map
ϕ : B → L(HK(E )), ϕ(X) = j∗(X ⊗ 1E )j.
The map ϕ is an A -morphism, since
ϕ(p(Mz)X) = j
∗(p(Mz ⊗ 1E )X ⊗ 1E )j = j∗p(Mz ⊗ 1E )(jj∗)(X ⊗ 1E )j
= ϕ(p(Mz))ϕ(X)
for all p ∈ C[z] and X ∈ B. Standard duality theory for Banach space operators shows that
pi is w∗-continuous. Indeed, as an application of Krein-Smulian’s theorem (Theorem IV. 6.4
in [11]) one only has to check that τw∗ − limα(Xα ⊗ 1E ) = X ⊗ 1E for each norm-bounded
net (Xα) in B with τw∗ − limαXα = X. To complete the argument it suffices to recall that
on norm-bounded sets the w∗-topology and the weak operator topology coincide. Thus we
have shown that ϕ is a w∗-continuous A -morphism with Stinespring representation pi. By
definition the K-dilation j : H → HK(E ) is minimal if and only if∨
X∈W ∗(Mz)
pi(X)(jH) = HK(E ),
hence if and only if pi as a Stinespring representation of ϕ is minimal.
Corollary 4.3. Suppose that Mz ∈ L(HK)d is an essentially normal K-contraction. If
ji : H → HK(Ei) (i = 1, 2) are two minimal K-dilations of a commuting tuple T ∈ L(H)d,
then there is a unitary operator U ∈ L(E1,E2) such that j2 = (1HK ⊗ U)j1
Proof. As before we denote by B = W ∗(Mz) ⊂ L(HK) the von Neumann algebra generated
by Mz1 , . . . ,Mzd ∈ L(HK) and define A = {p(Mz); p ∈ C[z]}. The remarks preceding the
corollary show that the maps
ϕi : B → L(H), ϕi(X) = j∗i (X ⊗ 1Ei)ji (i = 1, 2)
are w∗-continuous A -morphisms with minimal Stinespring representations
pii : B → L(HK(Ei)), pii(X) = X ⊗ 1Ei (i = 1, 2).
Since
ϕi(p(Mz)) = j
∗p(Mz ⊗ 1E )j = p(T )
for all p ∈ C[z] and i = 1, 2, Theorem 4.1 implies that there is a unitary operatorW : HK(E1)→
HK(E2) with Wj1 = j2 and W (X ⊗ 1E1) = (X ⊗ 1E2)W for all X ∈ B. In particular, the
unitary operator W satisfies the intertwining relations
W (Mzi ⊗ 1E1) = (Mzi ⊗ 1E2)W (i = 1, . . . , d)
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A standard characterization of multipliers on reproducing kernel Hilbert spaces ([4, Theorem
2.1]) shows that there exist operator-valued functions A : Bd → L(E1,E2) and B : Bd →
L(E2,E1) such that Wf = Af and W
∗g = Bg for f ∈ HK(E1) and g ∈ HK(E2) (see also
[12, Proposition 4.5]). It follows that A(z)B(z) = 1E2 and B(z)A(z) = 1E1 for z ∈ Bd. Since
K(z, w)x = (WW ∗K(·, w)x)(z) = A(z)K(z, w)A(w)∗x
for z, w ∈ Bd and x ∈ E2, we find that A(z)A(w)∗ = 1E2 for z, w ∈ Bd. But then the
constant value A(z) ≡ U ∈ L(E1,E2) is a unitary operator with W = 1HK ⊗ U . 
We conclude this section by showing that the canonical K-dilation of a K-contraction
T ∈ L(H)d defined in Theorem 2.1 is minimal. To prepare this result we first identify the
Mz-reducing subspaces of HK(E ).
Lemma 4.4. Let M ⊂ HK(E ) be a closed linear subspace. If M is reducing for Mz ∈
L(HK(E ))
d, then PEM ⊂M and
M =
∨
α∈Nd
zα(M ∩ E ) = HK(M ∩ E ).
Proof. The hypothesis implies that M is reducing for the von Neumann algebra W ∗(Mz) ⊂
L(HK(E )) generated by Mz1 , . . .Mzd ∈ L(HK(E )). Standard results on von Neumann
algebras (Corollary 17.6 and Proposition 24.1 in [13]) show that
PE = P
⋂
KerM∗zi
∈W ∗(Mz).
Hence PEM ⊂M . Let f =
∑
α∈Nd fαz
α ∈ HK(E ) be arbitrary. An elementary calculation
yields that
PE (M
∗β
z f) ∈ (C \ {0})fβ (β ∈ Nd).
Hence, if f ∈M , then fβ ∈M ∩ E for all β ∈ Nd and the observation that
f =
∑
α∈Nd
fαz
α ∈
∨
α∈Nd
zα(M ∩ E ) = HK(M ∩ E )
completes the proof. 
Corollary 4.5. Let T ∈ L(H)d be a pure K-contraction. Then the K-dilation
j : H → HK(D), j(x) =
∑
α∈Nd
a|α|γα(CT
∗αx)zα
defined in Theorem 2.1 is minimal.
Proof. Let Im j ⊂M be a reducing subspace for Mz ∈ L(HK(D))d. We know from Lemma
4.4 that
M =
∨
α∈Nd
zα(M ∩D)
and that
CH = PD (Im j) ⊂ PD (M) ⊂M ∩D .
It follows that D = CH = M ∩D and that M = ∨α∈Nd zαD = HK(D). 
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