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A CHARACTERIZATION OF SOLUTIONS OF QUADRATIC
BSDES AND A NEW APPROACH TO EXISTENCE
JOE JACKSON AND GORDAN ZˇITKOVIC´
Abstract. We provide a novel characterization of the solutions of a quadratic
BSDE, which is analogous to the characterization of local martingales by convex
functions. We then specialize to dimension one, where our main result leads natu-
rally to a closure property of BSDE solutions. By combining this closure property
with a coupling technique, we obtain a new proof of Kobylanski’s existence result
for quadratic BSDEs in dimension one.
1. Introduction
Backward Stochastic Differential Equations (BSDEs) were first introduced by
Bismut [Bis73] in 1973 in the linear case, and later generalized by Pardoux and
Peng [PP90], who studied them under general Lipschitz conditions. In this paper
we are concerned with quadratic BSDEs, i.e., BSDEs of the form
dY = f(t, Y, Z) dt+ Z dB,(1.1)
with Y taking values in some Rn (systems of BSDEs), Z in Rn×d, whose driver f is
Lipschitz in y (but not necessarily in z) and whose growth in z is at most quadratic.
In 2000, Kobylanski [Kob00] established the well-posedness of such one-dimensional
quadratic BSDEs with a bounded terminal condition. For a survey of the most
important results in this active field up to 2017, we refer the reader to the textbook
[Zha17] of Zhang.
Well-posedness for multi-dimensional quadratic BSDEs has proved more challeng-
ing and is still a central open problem. The most general results in this direction
come from Tevzadze [Tev08] under a smallness assumption, and from Xing and
Zˇitkovic´ [XZˇ18] in the Markovian setting. We refer the reader to [HT16, JKL17,
CN17, Nam19, HR19] and the references therein for some other important contri-
butions.
Importance of BSDEs in optimal stochastic control and stochastic game theory
is well documented (see, e.g., the monographs [Pha09] or [Car16] and the references
therein). It is not as well known that quadratic BSDEs also appear in stochastic
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differential geometry, as pioneered by Darling in [Dar95], based on the earlier work
of Kendall, Picard and others (see, e.g., [Ken90, Ken94, Ken91, Ken92, Pic94] and
the references therein). Let Γ be an affine connection on a differentiable manifoldM
which, for the sake of simplicity, we take to be diffeomorphic to Rn. Martingales on
M (also called Γ-martingales) are manifold-valued processes that generalize continu-
ous local martingales and share many of their properties (see, e.g., [E´me89, Chapter
IV] for an overview). One such property is the following: an M-valued process Y
is a Γ-martingale if and only if φ(Y ) is a submartingale whenever φ is a (locally
defined) convex function (see [E´me89, Theorem 4.9, p. 43] for a precise statement).
As in the Euclidean case, this characterization gives an analytic insight into various
properties of martingales, and can be used to prove, among others, the fundamental
result that the set of Γ-martingales is closed under the ucp (uniform on compacts
in probability) convergence (see [E´me89, Theorem 4.43, p. 47]).
The relationship between Γ-martingales and BSDEs stems from the simple obser-
vation that a process Y , adapted with respect to a Brownian filtration and taking
values in M , is a Γ-martingale if and only if it solves the BSDE
dY = f(Y, Z) dt+ Z dB with f i(y, z) =
1
2
n∑
i1,i2=1
d∑
j=1
Γii1,i2(y)z
i1
j z
i2
j ,(1.2)
where n is the dimension of the manifold, d is the dimension of the driving Brow-
nian motion, and Γii1,i2 are the Christoffel symbols of the affine connection on M .
Using this observation, Darling constructed Γ-martingales with prescribed terminal
conditions and studied their properties. In his analysis, he used the fact that the
family of Γ-martingales is closed under ucp convergence as a key tool in addressing
the well-posedness of BSDEs of the special form (1.2) under geometric restrictions
on the Christoffel symbols Γ.
1.1. Our results. Inspired by the connection between special BSDEs and Γ-mar-
tingales considered by Darling, we set out to investigate the following questions: In
which ways do solutions to general BSDEs behave like martingales? Just as Darling
used a special class of BSDEs to describe martingales on manifolds, can we tie a
properly generalized notion of a martingale to a general BSDE? Is there a geometric
picture associated with such a generalization?
Being the starting point in this program, the present paper answers a more spe-
cific question: Is there a “convex-function” characterization of solutions to BSDEs
in the spirit of Emery? Indeed, since martingales are characterized by the way they
transform under convex maps, can we do the same with solutions of BSDEs? Of
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course, classical convex functions - which turn each martingale into a local sub-
martingale - will not work for a BSDE with a general driver f . We show that the
suitable notion is that of f -subharmonicity and, given an Itoˆ-process Y , we give the
following characterization: there exists a process Z such that (Y, Z) solves (1.1) if
and only if φ(t, B, Y ) is a submartingale whenever φ is an f -subharmonic function.
In the case f ≡ 0, f -subharmonic functions coincide with C1,2,2-convex functions,
while in the “geometric” case of Darling, they coincide with geodesically convex
functions on the manifold. The general case is considerably more complicated than
either of the two special cases mentioned above and corresponds to the class of suf-
ficiently smooth subsolutions to a fully nonlinear parabolic PDE. We note that our
notion of f -subharmonicity resembles the notion of a Lyapunov function introduced
in [XZˇ18], but it is not strictly comparable to it and its use is quite different. The
supermartingale property under an exponential transformation in dimension n = 1
has been used by [BE13a] to characterize certain classes of semimartingales and
prove powerful closure results under monotone convergence. These results also lead
to an alternative proof of a part of Kobylanski’s theorem.
One of the most important features of f -subharmonic functions is that they nat-
urally come defined only locally, and that local f -subharmonic functions cannot
always be extended to a larger (full) domain. This property is well known in the
case of geodesically-convex functions on certain Riemannian manifolds, even those
diffeomorphic to a Euclidean space. Interestingly enough, this feature kicks in only
in dimensions higher than 1, and only with drivers exhibiting a truly quadratic
growth in z. It also explains why our characterization needs to be local in nature
- sometimes, quite simply, there are no non-trivial globally defined f -subharmonic
functions.
Dimensionality also plays a role when it comes to the most basic features of
processes that become submartingales under f -subharmonic transformations. In di-
mension 1, such processes are automatically Itoˆ-processes, but in higher dimensions
we cannot rule out the need for additional singular components.
After proving Theorem 2.5, we specialize to the case n = 1, where we can use
our characterization to prove that the set of processes Y which solve (1.1) (for some
terminal condition) is closed under ucp limits. This result, namely Theorem 3.1, is
directly analogous to the parallel result about Γ-martingales on manifolds mentioned
above.
Closure in the ucp convergence is then used to give an alternative existence proof
for quadratic BSDEs in dimension n = 1. While this obtained result is well known
(and first proved by Kobylanski in [Kob00] under somewhat weaker conditions),
our method of proof is novel and partially based on a coupling argument of Picard
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[Pic94], also used by Darling in [Dar95]. We start in a standard way and approximate
the driver f by a sequence of Lipschitz drivers. In the next step, however, we
use these approximate solutions to pose and solve a sequence of forward SDEs
designed so as to solve the same BSDE, but with a possibly different terminal
condition. Lastly, using a universal uniform-integrability-type estimate, we show
that the solutions to these SDEs converge in ucp. The limit must be a solution to
our original BSDE by our ucp stability result.
One important feature of this approach is that it does not rely on monotonicity
in any substantial way; in particular, it does not use any variant of the monotone
stability result of Kobylanski. We believe that this property makes it particularly
promising considering the prospect of future extensions to the multidimensional
case.
1.2. Organization of the Paper. In Section 2, we describe notation and assump-
tions, introduce the notion of f -subharmonic functions and f -local martingales, and
then state and prove the main result of the paper. In Section 3 our main result
gets applied in the one-dimensional case; we first show ucp-stability of solutions of
BSDEs, and then give a new proof of existence for quadratic BSDEs.
1.3. Notation and conventions. Throughout the paper, we work on a a fixed
probability space (Ω,F,P) which hosts a d-dimensional Brownian motion B with a
deterministic time horizon T < ∞. The filtration F = (Ft)t∈[0,T ] is the augmented
filtration of B, while the augmented filtration generated by a process X is denoted
by FX .
Components of vectors in Rn get indices based on i (such as i or i′), written
as superscripts. For Rd-valued vectors, indices are based on j and are written as
subscripts. Vectors in Rn×d are interpreted as n× d-matrices, and we use indexing
of the form z = (zij), with the understanding that z
i denotes the i-th row and zj
j-th column. Indices based on i always range from 1 to n, and those based on j
from 1 to d. This way, for example,
∑
i =
∑n
i=1 and
∑
i′,j =
∑n
i′=1
∑d
j=1. Finally,
we do not use the Einstein summation convention.
The standard inner product 〈·, ·〉 is used on Rn and Rd. In the matrix (i.e., Rn×d)
case, we use the Frobenius inner product given by 〈z, z′〉 =
∑
i,j z
i
jz
′i
j = Tr z
T z′. In
all three cases, we use the induced norm, denoted by | · |.
P denotes the set of all F-progressively measurable Rn×d-valued processes, while
Pp is the set of all Z ∈ P such that
∫ T
0
|Zt|
p dt < ∞, a.s. For Z ∈ P2,
∫
Z · dB
is Rn-valued process defined by (
∫
Z · dB)i :=
∑
j
∫
Z ijdBj . S
p denotes the set of
all continuous adapted Rn-valued processes Y with ||Y ||Sp := ||Y
∗
T ||Lp < ∞. bmo
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denotes the set of all processes Z ∈ P2 such that
∫
Z · dB is a BMO martingale,
and ||Z||bmo := ||
∫
Z · B||
BMO
, where || · ||BMO denotes the standard BMO norm.
2. A characterization of solutions
This section gives a novel characterization the class of processes Y which solve a
given BSDE. A central role in this characterization will be played by the class of
f -subharmonic functions, introduced below.
2.1. Basic assumptions. Given a continuous driver f : [0, T ]×Rn×Rn×d → Rn,
a pair of processes (Y, Z) is said to be a solution to
(2.1) Y iT = Y
i
t −
∫ T
t
f i(s, Y is , Zs) ds+
∫ T
t
Z is · dBs, 1 ≤ i ≤ n,
if Y i is a continuous n-dimensional F-semimartingale, Z ∈ P2 and (2.1) holds for
all 1 ≤ i ≤ n, and all t ∈ [0, T ], a.s. Note that our solution concept does not come
with an a-priori terminal condition or any regularity imposed on Y or Z beyond the
bare minimum. In particular,
∫
Z · dB is not necessarily a (true) martingale.
In this paper we will abuse terminology and say that Y (alone) is a solution to
(2.1) if there exists Z ∈ P2 such that (Y, Z) is a solution in the sense described
above.
The following standard assumption, comparable, for example, to the hypotheses
of [BE13b], will always be imposed on the driver f :
Assumption 2.1 (Growth and regularity of the driver). The driver f : [0, T ] ×
R
n × Rn×d → Rn is jointly continuous and there exists a constant M such that
(1) (Regularity) for all t ∈ [0, T ] as well as (y, z), (y′, z′) ∈ Rn × Rn×d, we have
(2.2) |f(t, y′, z′) − f(t, y, z)| ≤ M |y′ − y| +M
(
1 + |y| + |y′| + |z| + |z′|
)
|z′ − z|
(2) (Growth) for all t, y, z ∈ [0, T ]× Rn × Rn×d,
|f(t, y, z)| ≤M
(
1 + |y|+ |z|2
)
.
2.2. The notion of f-subharmonicity. When Y is a solution to (2.1) and φ :
[0, T ]× Rd × Rn → R is a C1,2,2-function, Itoˆ’s formula implies that
dφ(t, Bt, Yt) = L
fφ(t, Bt, Yt;Zt) dt+ dLt(2.3)
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where L is a local martingale and Lfφ : [0, T ]×Rd ×Rn ×Rn×d → R, is defined by
Lfφ(t, x, y; z) = −
∑
i
φyi(t, x, y)f
i(t, y, z)
+ φt(t, x, z) +
1
2
∑
i,i′
φyiyi′ (t, x, y)〈z
i, zi
′
〉
+
∑
i,j
φxjyi(t, x, y)z
i
j +
1
2
∑
j
φxjxj(t, x, y).
(2.4)
Therefore, if φ is a C1,2,2-function with the property that Lfφ ≥ 0 everywhere, the
composition φ(t, Bt, Yt) is necessarily a local submartingale. A local version of this
property motivates the the following definition:
Definition 2.2 (f -subharmonic functions). A real valued C1,2,2-function φ defined
on an open set domφ of [0, T ]× Rd × Rn is said to be f-subharmonic if
inf
z∈Rn×d
Lfφ(t, x, y; z) ≥ 0 for all (t, x, y) ∈ domφ.
The set of all f -subharmonic functions is denoted by Sf .
Remark 2.3. Probabilistically, one can interpret f -subharmonicity as a sufficient
condition for a function to transform any solution Y of (2.1) to a submartingale
“while (t, Bt, Yt) ∈ domφ”. To understand f -subharmonicity better from the an-
alytic point of view, we consider only the case where φ does not depend on t and
start in the simplest setting with f = 0 and n = d = 1 in which
L0φ(t, x, y; z) =
1
2
〈ζ,D2φ(t, x, y)ζ〉 where ζ = (1, z) and
D2φ(t, x, y) is the Hessian matrix of φ in variables x and y. It follows immediately
that φ is f -subharmonic if and only if D2φ is non-negative definite on domφ, which
is, in turn, equivalent to joint convexity of φ in x and y on domφ.
When n = 1 but d > 1, f -subharmonicity, even for f = 0, no longer implies
convexity. Indeed, in that case we have
L0φ(t, x, y; z) =
1
2
〈ξ,Hξ〉,
where ξ = (|z|, z1/|z|, . . . , zn/|z|) (with zi/|z| := 0 when |z| = 0) and the matrix H
is given by
H =


φyy φyx1 φyx2 . . . φyxd
φx1y ∆xφ 0 . . . 0
φx2y 0 ∆xφ . . . 0
...
...
...
. . .
...
φxdy 0 0 . . . ∆xφ


.
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As above, f -subharmonicity is equivalent to non-negative definiteness of the matrix
H , but H is no longer the Hessian of φ. It is, however, obtained from the Hessian
D2φ by replacing the submatrix of (xj , xj′)-derivatives by a ∆xφ-multiple of the n×n
identity matrix. When φ does not depend on y, 0-subharmonicity is equivalent to
classical subharmonicity of φ, a property strictly weaker than convexity. In general,
the notion of 0-subharmonicity can be interpreted as a “convex combination” of
convexity and subharmonicity.
The general case, when f does not necessarily vanish, is much harder to inter-
pret, primarily because the fact that the variable z, which we used to test positive
definiteness above no longer separates from the rest. One special case where such a
separation does occur is when f(t, x, y, ·) is a quadratic form in z, i.e.,
f(t, x, y, z) =
∑
i,i′
Fi,i′(t, x, y)z
izi
′
,
a particular case of which we have seen in (1.2) in the Introduction. We hope it
may shed some light on a possible deeper geometric meaning of f -subharmonicity;
it also leads to non-negative definiteness, but of a matrix H ′ which is obtained from
H above by adding certain first-order terms to it, just as in the the coordinate
representation of the covariant Hessian on a differentiable manifold with an affine
connection.
2.3. The main result. With the family Sf of all f -subharmonic functions intro-
duced in Definition 2.2 above, we give two more definitions whose primary purpose
is to improve presentation of our main theorem and its proof. For two stopping
times τ1 ≤ τ2 and a stochastic process Φ, we define
τ1Φt
τ2 := Φτ2t∨τ1 −Φ
τ2
τ1 = (Φt−Φτ1)1[τ1,τ2)(t)+(Φτ2−Φτ1)1[τ2,T ](t) =
∫ t
0
1(τ1,τ2](u) dΦu.
We say that Y is a local submartingale on [τ1, τ2) if
τ2Y τ1 is a local submartingale.
Definition 2.4 (Local f -martingales).
(1) Given a function φ defined on an open subset U of [0, T ]×Rm, and an Rm-
valued continuous adapted process X, we say that Yt = φ(t, Xt) is a local
submartingale while (t, X) ∈ U if it is a local submartingale on each
stochastic interval [τ1, τ2) such that (t, Xt) ∈ U for all t ∈ [τ1, τ2), a.s.
(2) A continuous adapted process Y is called a local f-martingale if φ(t, Bt, Yt)
is a local submartingale while (t, B, Y ) ∈ domφ for each φ ∈ Sf .
The main result of the paper is the following characterization:
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Theorem 2.5 (Main). Under Assumption 2.1, an Itoˆ process Y is an f -martingale
if and only if it solves the BSDE (2.1).
With the proof left for the following section, here are some comments on form,
scope and conditions of Theorem 2.5.
Remark 2.6.
(1) As we show in Corollary 2.10 below, the a-priori assumption that Y is an
Itoˆ process is not necessary when n = 1; an f -martingale is automatically a
semimartingale and an Itoˆ-process in that case. An inspection of our proof
of Theorem 2.5 below reveals that when n > 1, f -martingales correspond to
possibly generalized solutions of the (2.1) where a singular finite-variation
process Ai is added to each equation and treated as component of the solu-
tion.
(2) Theorem 2.5 would remain valid if we replaced the Brownian motion B in the
definition of f -subharmonic function by a Markov process in an appropriate
class. Of course, the definition of an f -subharmonic function would have to
be suitably modified. We leave problem of identifying the range of possible
replacements for B for further research.
Clearly, full ω-dependence cannot be expected even under strong adaptiv-
ity assumptions without changing the nature of our result in a fundamental
way. Indeed, it would require replacing the notion of an f -subharmonic func-
tion by a random field, and, as such, could not be used to separate analytic
and probabilistic aspects of BSDEs.
(3) The notion of a solution of a BSDE at our level of generality can be thought
of as a particular form of dependence between of a process Y and the given
Brownian motion. Therefore, the variable B, or some surrogate, cannot be
left out completely out of the definition of an f -subharmonic function. In-
deed, consider the case n = 1, f(t, y, z) = z, and the class S ⊆ Sf consisting
of all φ in Sf that do not depend on x. Whether or not a process φ(t, Yt) is
a local submartingale for each φ ∈ S depends only on the distribution of Y ,
so it will be enough to exhibit two processes equal in distribution, such that
one solves (2.1), but the other does not. For example, we may simply take
Yt = t+Bt and Y
′
t = t+
∫ t
0
hs dBs,
where h is any {−1, 1}-valued progressive process not equal to 1, (λ⊗P)-a.e.
It is clear that both of these are Brownian motions with a unit drift, and
that the first one solves (2.1) with Z = 1. The other one is not a solution
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since the only candidate for the second component of the solution, namely
Z ′t = ht, does not satisfy (2.1).
2.4. Proof of Theorem 2.5. In this subsection, we provide a proof of Theorem
2.5. We then specialize to the case n = 1, where the hypotheses of Theorem 2.5 can
be weakened. We fix a driver f which satisfies Assumption 2.1, and start with some
auxiliary results.
Given z¯ ∈ Rn×d, we will call a function of the form g(z) = a0+b0|z− z¯|+c0|z− z¯|
2
with c0 ≥ 0 cone-quadratic about z¯, and a function of the form h(z) = d0+e0|z−
z¯|2 with e0 ≥ 0 purely quadratic about z¯. We identify such functions with points
in R2× [0,∞) and R× [0,∞), respectively, defined by their coefficients. This way we
can speak about neighborhoods around cone-quadratic or purely quadratic functions
in the following, simple, lemma whose proof we leave to the reader:
Lemma 2.7. For any ε > 0, z¯ ∈ Rn×d and a cone-quadratic function l about z¯ there
exists a purely quadratic function q about z¯ and neighborhoods Q around q and L
around l such that
(1) l˜(z) ≤ q˜(z) for all z ∈ Rn, l˜ ∈ L and q˜ ∈ Q,
(2) q(z¯) ≤ l(z¯) + ε
Furthermore, q can be chosen non-constant. That is, we can take q(z) = d0+ e0|z−
z0|
2 with e0 > 0.
The next lemma shows that φ-subharmonic functions exist locally, even when
their behavior at a given point is additionally restricted.
Lemma 2.8. For any (t¯, x¯, y¯, z¯) ∈ [0, T ]× Rd × Rn × Rn×d, 1 ≤ i0 ≤ n and ǫ > 0,
there exists an f -subharmonic function φ such that
(1) (t¯, x¯, y¯) ∈ domφ,
(2) Lfφ(t¯, x¯, y¯; z¯) ≤ ǫ and
(3) φyi0 (t¯, x¯, y¯) = 1 (or −1 if desired), and
(4) φyi(t¯, x¯, y¯) = 0 for i 6= i0.
Proof. We make the following Ansatz
φ(t, x, y) = −
∑
i 6=i0
yi +
∑
i
1
βi
Ei(x, y) + θ|x|2(2.5)
where
Ei(x, y) = eβ
i(yi−y¯i)+〈γi,x−x¯〉,
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and the constants θ ∈ R, β ∈ Rn and γ ∈ Rn×d, as well as the domain domφ will
be determined later. It follows by direct computation that
φyi(t, x, y) = E
i(x, y) + δii0 − 1, φyiyi(t, x, y) = β
iEi(x, y),
φxjxj (t, x, y) =
∑
i
(γij)
2
βi
Ei(x, y) + 2θ, φyixj(t, x, y) = γ
i
jE
i(x, y),
where δ·· = 1·=· is the Kronecker delta function, so that
Lfφ(t, x, y; z) = −
∑
i
(
Ei(x, y) + δii0 − 1
)
f i(t, y, z) +
1
2
∑
i
βiEi(x, y)|zi|2
+
∑
i,j
γijE
i(x, y)zij +
1
2
∑
i,j
(γij)
2 1
βi
Ei(x, y) + θd.
Next, we define the function l : [0, T ]× Rd × Rn × Rn×d → R by
l(t, x, y, z) :=
∑
i
|Ei(x, y) + δii0 − 1|
(
|f i(t, y¯, z¯)− f i(t¯, y¯, z¯)|+ C|y − y¯|
+ C|z − z¯|+ C|z − z¯|2
)
+
∑
i
(Ei(x, y) + δii0 − 1)f i(t¯, y¯, z¯),
(2.6)
where C > 0 is a constant such that
(2.7) f i(t, y, z) ≤ f i(t¯, y¯, z¯) + |f i(t, y¯, z¯)− f i(t¯, y¯, z¯)|
+ C
(
|y − y¯|+ |z − z¯|+ |z − z¯|2
)
for all t, y, z and i. Such a choice of C - which exists thanks to Assumption 2.1
and repeated application of the triangle inequality - leads to the following tight
inequality:
l(t, x, y, z) ≥
∑
i(E
i(x, y) + δii0 − 1)f i(t, y, z), for all t, x, y, z, and
l(t¯, x¯, y¯, z¯) =
∑
i(E
i(x¯, y¯) + δii0 − 1)f i(t¯, y¯, z¯).
(2.8)
The (t¯, x¯, y¯)-section of the function l is a cone-quadratic function of z about z¯;
Lemma 2.7 applied to it yields a purely quadratic function q(z) = d0 + e0|z − z¯|
2
with e0 6= 0, a neighborhood Q around it and a neighborhood L around l(t¯, x¯, y¯, ·).
We now choose βi, γi, and θ so that
1
2
βi = e0, γ
i
j = −2e0z¯
i
j , and
1
2
∑
i,j
(γij)
2 1
βi
+ θd = d0 + e0|z¯|
2.
With this choice of constants, we have
1
2
∑
i
βiEi(x¯, y¯)|zi|2 +
∑
i,j
γijE
i(x¯, y¯)zij +
1
2
∑
i,j
(γij)
2 1
βi
Ei(x¯, y¯) + θd = q(z).
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The coefficients of l are continuous as functions of (t, x, y), so there exists a neighbor-
hood U of (t¯, x¯, y¯) such that l(t, x, y, ·) ∈ L, for all (t, x, y) ∈ U . Since Ei(x¯, y¯) = 1
for each i, we can shrink this neighborhood further, if needed, to guarantee that the
map
z 7→
1
2
∑
i
βiEi(x, y)|zi|2 +
∑
i,j
γijE
i(x, y)zij +
1
2
∑
i,j
(γij)
2 1
βi
Ei(x, y) + θd.
lies in Q as soon as (t, x, y) ∈ U .
If we declare domφ = U the first conclusion of Lemma 2.7 implies that φ is
f -subharmonic with (t¯, x¯, y¯) ∈ domφ. For 2., it suffices to use the equality in
(2.8) and the second conclusion of Lemma 2.7. Conditions 3. and 4. follow from
the computation φyi(t¯, x¯, y¯) = E
i(x¯, y¯) + δii
′
− 1 = δii
′
. To handle the constraint
φyi0 (t¯, y¯, x¯) = −1 we use E
i0(x, y)−1 instead of Ei0(x, y) in the definition of φ and
repeat the argument. 
Proof of Theorem 2.5. By design, each solution Y to (2.1) is a local f -martingale,
so we focus on the opposite implication and proceed by contradiction: we assume
that Y is a local f -martingale which is not a solution to (2.1).
By assumption, Y is an Itoˆ-process, i.e., admits a decomposition of the form
Yt = Y0 −
∫ t
0
gs ds+
∫ t
0
Zs · dBs,
for some locally integrable g and Z ∈ P2. Since Y does not solve (2.1), the processes∫ ·
0
gi0s ds and
∫ ·
0
f i0(s, Ys, Zs)ds are not indistinguishable for some i0 ∈ {1, 2, ..., n},
which means that
(λ⊗ P)
[
gi0 6= f i0(·, Y, Z)
]
:= (λ⊗ P)
[
(t, ω) : gi0t (ω) 6= f
i0(t, Yt(ω), Zt(ω))
]
> 0,
where λ denotes the Lebesgue measure on [0, T ]. Let us assume first that
(λ⊗ P)[gi0 > f i0(·, Y, Z)] > 0,
and thus
(λ⊗ P)[gi0 > f i0(·, Y, Z) + δ] > 0 for some δ > 0.
By considering a countable partition, we can find a cube C1 ⊆ [0, T ]×R
d×Rn×Rn×d
with side length T and a constant K > 0 such that
(λ⊗ P)
[
(·, B, Y, Z) ∈ C1, g
i0 > f i0(·, Y, Z) + δ, |g| < K, |f(·, B, Y, Z)| < K
]
> 0.
Partitioning C1 yields a cube C2 of side length
T
2
with the same property, and,
iteratively, we can construct a nested sequence of cubes Cn whose diameters go to
12 JOE JACKSON AND GORDAN ZˇITKOVIC´
zero and such that
(λ⊗ P)
[
(·, B, Y, Z) ∈ Cn, g
i0 > f i0(·, Y, Z) + δ, |g| < K, |f(·, B, Y, Z)| < K
]
> 0
We choose a point (t¯, y¯, x¯, z¯) ∈ ∩nCn, and note that any neighborhood V of (t¯, y¯, x¯, z¯)
contains some Cn, and hence satisfies
(λ⊗ P)
[
(·, B, Y, Z) ∈ V, gi0 > f i0(·, Y, Z) + δ, |g| < K, |f(·, B, Y, Z)| < K
]
> 0.
(2.9)
Given the constant δ and the point (t¯, x¯, y¯, z¯) constructed above, Lemma 2.8 guar-
antees the existence of an f -subharmonic function φ with (t¯, x¯, y¯) ∈ domφ such
that
φyi0 (t¯, x¯, y¯) = 1, φyi(t¯, x¯, y¯) = 0 for i 6= i0, and L
fφ(t¯, x¯, y¯; z¯) < δ/16.
By shrinking domφ to a smaller neighborhood of (t¯, x¯, y¯), if necessary, we can assume
further that φyi0 >
1
2
on domφ, φyi <
δ
16nK
on domφ for i 6= k, and we can find a
constant r > 0 such that Lfφ ≤ δ/8 on domφ×Br(z¯), where Br(z¯) is the open ball
in Rn×d of radius r around z¯.
Next, we select a neighborhood V of (t¯, x¯, y¯) with Cl V ⊆ domφ so that the set
W = [0, T ]× Rd × Rn \ ClV satisfies
W ∪ domφ = [0, T ]× Rd × Rn and W ∩ V = ∅.
The process (t, Bt, Yt) is continuous and {domφ,W} is an open cover of [0, T ] ×
R
d × Rn so there exists a nondecreasing sequence {Tk}k∈N of [0, T ]-valued stopping
times with the following properties (see, e.g., [E´me89, Lemma 3.5, p. 22]) :
(1) P[Tk < T ]→ 0, as k →∞
(2) the path (t, Bt, Yt) lies entirely in domφ or entirely in W on each stochastic
interval [Tk, Tk+1).
Since [0, T ] × Ω = ∪k[Tk, Tk+1), (λ ⊗ P)-a.e., equation (2.9) above guarantees the
existence of an index k0 ∈ N such that
(2.10) (λ⊗ P)
[
[Tk0 , Tk0+1) ∩
{
(·, B, Y, Z) ∈ V × Br(z¯),
gi0 > f i0(·, Y, Z) + δ, |g| < K, |f(·, B, Y, Z)| < K
}]
> 0
Moreover, because W ∩ V = ∅, the stopping times
τ1 = Tk0 and τ2 = Tk0+1 ∧ inf{t ≥ τ1 : (t, Bt, Yt) /∈ domφ}
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have the property that (t, Bt, Yt) ∈ domφ on [τ1, τ2) as well as
(λ⊗ P)
[
[τ1, τ2) ∩ K
]
> 0(2.11)
where
(2.12) K =
{
(·, B, Y, Z) ∈ V × Br(z¯), : g
i0 > f i0(·, Y, Z) + δ, |g| < K,
|f(·, B, Y, Z)| < K
}
.
The drift of the process φ(t, Bt, Yt) can be written as
µt = L
fφ(t, Bt, Yt;Zt) + φyi0 (t, Bt, Yt)
(
f i0(t, Bt, Yt)− g
i0
t
)
+
+
∑
i 6=i0
φyi(t, Bt, Yt)
(
f i(t, Bt, Yt)− g
i
t
)
and using the bounds on its terms enforced by the construction of the domain domφ
above, we find that
µt ≤ δ/8− δ/2 + δ/8 = −δ/4, (λ⊗ P)-a.e. on K.(2.13)
On the other hand, Y is a local f -martingale so
µt ≥ 0, (λ⊗ P)-a.e. on [τ1, τ2),(2.14)
which, thanks to (2.11), contradicts (2.13).
To deal with the case (λ ⊗ P)[g < f(·, Y, Z)] > 0, we use essentially the same
argument, but with φyi0 (t¯, x¯, y¯) = −1. 
We now show that if n = 1, the assumption that Y is an Itoˆ process is superfluous.
Lemma 2.9. If n = 1, then each local f -martingale is automatically an Itoˆ process.
Proof. A standard stopping argument allows us to assume without loss of generality
that Y is bounded.
First we show that Y must be a semimartingale. For C1, C2 ∈ R, define φ(t, x, y) =
eC1y + C2|x|
2 so that
Lfφ(t, x, y; z) = −C1e
C1yf(t, y, z) +
1
2
C21e
C1y|z|2 + C2d
≥ −C1e
C1yM(1 + |y|+ |z|2) +
1
2
C21e
C1y|z|2 + C2d,
where M is as in Assumption 2.1. By choosing C1 and then C2 sufficiently large
and positive and using boundedness of Y , we can force Lfφ ≥ 0 everywhere, making
φ(B, Y ) a submartingale, and, hence, also a semimartingale. The map ψ : Rd×R→
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R
d × R, defined by ψ(x, y) = (x, φ(x, y)) is (explicitly) invertible with a C2-inverse
ψ−1 : Rd × R→ Rd × (0,∞). Since ψ(B, Y ) is a semimartingale, it follows that Y ,
as the second component of (B, Y ) = ψ−1(ψ(B, Y )), is one too.
Now that we have established that Y is a continuous Brownian semimartingale, we
represent it as Yt = Y0−At+
∫ t
0
Zs ·dBs for a constant Y0, continuous finite-variation
process A with A0 = 0 and Z ∈ P
2. It remains to show that At =
∫ t
0
gs ds for some
g ∈ P1. We start by choosing C1 and C2 as above so that φ(x, y) := e
C1y + C2|x|
2
satisfies Lfφ ≥ 0. The finite-variation part the process φ(B, Y ) is given by
D −E where D =
∫ ·
0
(1
2
C21e
C1Y |Z|2 + C2d
)
dt and E = C1
∫ ·
0
eC1Y dA.
Since φ(B, Y ) is a local submartingale by assumption, we conclude that
Et  Dt, a.s.,
and hence
At − A0 =
∫ t
0
1
C1
e−C1YsdEs 
∫ t
0
1
C1
e−C1YsdDs
where F1  F2 means that F2 − F1 is nondecreasing. Thus we have found an
absolutely continuous process Gt =
∫ t
0
1
C1
e−C1YsdDs such that At  Gt. But by
setting φ(x, y) = e−C1y + C2|x|
2 and employing an almost identical argument, we
can find an absolutely continuous process Ht such that Ht  At, and thus we have
Ht  At  Gt
for two absolutely continuous processes Ht and Gt. It follows that almost all paths
of A are absolutely continuous. The existence of a progressively measurable density
process g then follows from standard theory (see, e.g., [JS03, Proposition 3.13,
p. 30]). 
Theorem 2.5 and Lemma 2.9 combine to give the following corollary:
Corollary 2.10. If n = 1, then a real-valued process Y is a local f -martingale if
and only if it solves (2.1).
3. Applications
For the remainder of the paper, we assume that n = 1, so that Corollary 2.10
applies.
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3.1. Stability of Solutions to BSDE. The set of solutions to (2.1) shares several
properties with the set of continuous local martingales. We focus here on one which
concerns stability under ucp convergence and show how it follows from Lemma 2.10.
We remind the reader that a sequence {Y k}n∈N of continuous processes converges
uniformly on compacts in probability (in ucp), denoted by Y k
ucp
→ Y , if
sup
t∈[0,T ]
|Y kt − Yt| → 0 in probability.
Theorem 3.1. If n = 1, the set of solutions to (2.1) is closed under ucp convergence.
Proof. Let {Yk}k∈N be a sequence of solutions of (2.1) such that Y
k ucp→ Y . Clearly the
limit process Y is continuous and adapted. To show that it solves (2.1) via Corollary
2.10 we pick φ ∈ Sf and a pair of stopping times τ1, τ2 such that (t, Yt, Bt) ∈ domφ
for t ∈ [τ1, τ2), a.s. In fact, it is clear from the proofs of Theorem 2.5 and Lemma
2.9 we need only consider φ such that there exists φ˜ ∈ Sf with Cl domφ ⊂ dom φ˜,
φ = φ˜ on domφ, and φ is Lipschitz on domφ.
For k ∈ N, let the stopping time Sk be defined by
Sk := τ2 ∧ inf{t ≥ τ1 : (t, Bt, Y
k
t ) /∈ dom φ˜},
so that (t, B, Y kt ) ∈ dom φ˜ for t ∈ [τ1, S
k), and, consequently φ(t, Bt, Y
k
t ) is a local
submartingale on [τ1, S
k).
Since Cl domφ ⊆ dom φ˜ and (t, Bt, Y
k
t )
ucp
→ (t, Bt, Yt), we necessarily have P[Sk 6=
τ2]→ 0. Together with the fact that (t, Bt, Y
k
t )
ucp
→ (t, Bt, Yt), this implies that
τ1(t, Bt, Y
k
t )
Sk ucp
→ τ1(t, Bt, Yt)
τ2 .
Now since φ is Lipschitz, it follows that
τ1φ(t, Bt, Y
k
t )
Sk ucp
→ τ1φ(t, Bt, Yt)
τ2 .
It remains to use the fact that the class of local submartingales is closed under the
ucp convergence. 
3.2. Existence by forward approximation and coupling. We turn to another
application of our main result Theorem 2.5, namely to the existence of solutions
to (2.1) in dimension 1. The result we obtain is by no means new (it dates to the
seminal work [Kob00]); what is new is the overall approach and the method of proof
which does not rely on monotonicity and is, therefore, hoped to be applicable to
certain systems of BSDE, as well. We remind the reader that we are working on a
Brownian filtration F = FB.
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Theorem 3.2 (Kobylanski (2000)). Suppose that the driver f satisfies Assumption
2.1 and that a terminal condition YT = ξ ∈ L
∞ is given. Then, there exists a
solution (Y, Z) ∈ S∞ × bmo of (2.1).
Without loss of generality, we represent the terminal condition as ξ = ξ(B), a.s,
for some bounded measurable functional ξ : C([0, T ];Rn) → R which will be fixed
throughout. The parameters T (the time horizon), d (dimension of the Brownian
motion B), M (the constant from Assumption 2.1) and the terminal-condition map
ξ will from now on be considered fixed, and any constant of function which depends
only on these will be called universal. Symbols C and κ will be reserved for such,
universal, quantities; unless we give them a numerical subscript, they may change
from one use to the next without the change in notation.
3.3. An approximation scheme. The main idea behind our proof is inspired by
the work of Darling [Dar95] in stochastic differential geometry, which is, in turn,
based on ideas of Picard [Pic94]. We start in a standard way and build a sequence
of approximate equations with Lipschitz coefficients: let πR denote the orthogonal
projection πR : R
d → Rd onto the closed ball of radius R centered at the origin. We
set
fk = f(·, ·, πk(·)),
and note that fk is uniformly Lipschitz in (y, z) and that it satisfies Assumption 2.1
with the same constant M as f . Standard theory (see, e.g. [Zha17, Theorem 4.3.1,
p. 84]) guarantees existence of a unique solution (Y k, Zk) to
dY k = −fk(·, Y k, Zk) dt+ Zk · dB, Y kT = ξ,(3.1)
with Zk ∈ L2. Since we are in dimension 1, the boundedness of ξ is inherited by the
entire process Y k (see, e.g., [Zha17, Theorem 4.4.1, p. 87]). The usual exponential-
transform technique (see, e.g., [BE13b, Proposition 2.1, p. 2925]) yields Zk ∈ bmo,
together with the following universal (and, in particular, k-independent) bounds
||Y k||S∞ ≤ C and ||Z
k||bmo ≤ C for all k ∈ N.(3.2)
3.4. A forward SDE.. Using the solutions (Y k, Zk) defined above, we pose the
following sequence of forward SDE with random coefficients:
(3.3) Xk0 = Y
k
0 , dX
k = −fk(·, Xk, Zk) dt+ πk(Z
k) · dB.
Standard theory (see, e.g., [Zha17, Theorem 3.3.1, p. 68] and [Zha17, Theorem 3.4.3,
p. 72]) guarantees that (3.3) has a unique strong solution Xk which lies in ∩p≥1S
p. A
key observation here is that, since πk is a projection, the pair (X
k, πk(Z
k)) satisfies
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the same equation (3.1) as (Y k, Zk). Of course, the terminal value XkT of X
k will,
in general, differ from Y kT = ξ.
3.5. Convergence of terminal values. The next step is to show that XkT con-
verges to ξ in an appropriate sense, and use this to pass to the limit and produce
a solution to (2.1). Our argument will be based on the following uniform estimate
whose coupling-based proof is postponed until page 21 below.
Proposition 3.3 (A uniform estimate). There exists a universal modulus of conti-
nuity κ with the following property: for any S∞×bmo-solution (Y, Z) of (2.1) with
any driver f which satisfies Assumption 2.1 with the constant M , and the terminal
condition YT = ξ(B), we have
P
[ ∫ T
0
|Z|21{|Z|2>1/ε} dt > ε
]
≤ κ(ε) for all ε > 0.
Lemma 3.4. With Y k and Xk defined in (3.1) and (3.3) above, we have
Y k −Xk → 0 in Sp for each p ∈ [1,∞).
In particular XkT → ξ, in L
p for each p ∈ [1,∞).
Proof. Define ∆k := Y k −Xk, ∆Zk := Zk − πk(Z
k), so that
∆k0 = 0, d∆
k =
(
fk(·, Xk, πk(Z
k))− fk(·, Y k, Zk)
)
dt+∆Zk · dB.
Thanks to Assumption 2.1 we can rewrite the drift term as
fk(·, Xk, πk(Z
k))− fk(·, Y k, πk(Z
k)) = αk∆k
for some progressive process αk with |αk| ≤ C for some universal constant C. Setting
Γkt = e
∫ t
0
αksds, an application of Itoˆ’s formula shows that
Nkt := Γ
k
t∆
k
t =
∫ t
0
Γk∆Zk · dB.
Since |∆Zk|2 = |Zk − πk(Z
k)|21{|Zk|2>n} ≤ |Z
k|21{|Zk|2>k} and |Γ
k| ≤ C, we have
〈Nk〉T ≤ C
∫ T
0
|∆Zk|2 dt ≤ C
∫ T
0
|Zk|21{|Zk|2>n} dt,(3.4)
so that 〈Nk〉T → 0 in probability by Proposition 3.3 above. This further implies
that Nk
ucp
→ 0.
Another consequence of (3.4) and the uniform boundedness of the sequence Zk in
bmo is that the sequence 〈Nk〉T is bounded in L
p for each p ≥ 1. The Burkholder-
Davis-Gundy inequality allows us to conclude that the same is true for the sequence
(Nk)∗T . Together with the convergence in probability obtained above, this implies
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that Nk → 0 in Sp for each p ∈ [1,∞). Finally, since |Γk| ≥ C for some universal
constant C > 0, we have ∆k → 0 in Sp for each p ∈ [1,∞). 
The following lemma will allow us to identify a limit processX such thatXk
ucp
→ X .
It is obtained by examining the proof of [BE13b, Proposition 2.3., p. 2927], and
noticing that (using the notation from that paper) the boundedness of the terminal
conditions ξi is used in Step 1 only to obtain a bound on the process Z i in bmo.
Lemma 3.5. Let (Y i, Z i) ∈ S2 × bmo, i = 1, 2 be a pair of solutions to (2.1), with
Y
(i)
T not necessarily bounded. Then there exist constants p
∗ > 1, {Cp}p>p∗ which
depend only on the driver f and the quantity max{||Z(1)||bmo, ||Z
(2)||bmo||} such that
||Y (1) − Y (2)||Sp ≤ Cp||Y
(1)
T − Y
(2)
T ||Lp
holds for each p > p∗.
Proof of Theorem 3.2. By (3.2), {Zk}∞k=1 is bounded in bmo, uniformly in k, and
hence the same is true for {πk(Z
k)}∞k=1. This allows us to apply Lemma 3.5 to obtain
constants p∗ > 1, {Cp}p>p∗ such that ||X
j −Xk||Sp ≤ Cp||X
j
T −X
k
T ||Lp holds for all
j, k ∈ N and p > p∗. Together with Lemma 3.4, this implies that {Xk}k∈N is Cauchy
in Sp, for each p > p∗. Fixing any p0 > p
∗, we identify a process Y ∈ Sp0 such that
Xk → Y in Sp0 , and in particular Xk
ucp
→ Y . Since XkT → ξ in L
p0 , it necessarily
follows that YT = ξ. Applying Theorem 3.1 shows that Y is a solution to (2.1) with
terminal condition ξ. Standard estimates then give the desired regularity. 
We now introduce the coupling scheme which we will use to prove Proposition
3.3.
3.6. Coupled solutions. We say that a filtered probability space (Ω˜, F˜ , F˜, P˜)
which satisfies the usual conditions hosts a semimartingale pair of Brownian
motions (B1, B2) if there are exist two F˜-Brownian motions B1 and B2 defined
on it. In that case the Kunita-Watanabe inequality implies that there exists a lo-
cal correlation ρ, i.e., an F˜-adapted, progressively-measurable d×d-matrix-valued
process ρ such that
〈B1, B2〉 =
∫ ·
0
ρ dt, a.s.
The same inequality implies that the spectral radius of ρ is exactly equal to 1
everywhere. We say that such the pair (B1, B2) is co-monotone if ρ  0, i.e. ρ
is everywhere positive semidefinite. We will only consider the co-monotone case, so
we build it into the following definition:
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Definition 3.6. Given a driver f which satisfies Assumption 2.1 and a bounded
measurable map ξ : C([0, T ];Rn) → R, we say that (Y 1, Z1), (Y 2, Z2) is a pair of
semimartingale coupled solutions with data (f, ξ) and local correlation
ρ (or, simply, a coupled pair) if
(1) both (Y 1, Z1) and (Y 2, Z2) are defined on a filtered probability space that hosts
a pair of semimartingale Brownian motions (B1, B2) with local correlation
ρ,
(2) for i = 1, 2, Y i is a bounded FB
i
-continuous semimartingale, Z i ∈ bmo(FB
i
)
and
dY i = −f(·, Y i, Z i) dt+ Z i · dBi, Y iT = ξ(B
i) a.s., and(3.5)
(3) ρ  0, i.e., ρ is positive semidefinite everywhere.
Remark 3.7. Since both B1 and B2 are F˜-Brownian motions, the processes Y 1 and
Y 2 remain semimartingales, with the same decomposition (3.5) under the enlarged
filtration F˜. In particular, the pair (Y 1, Y 2) is an F˜-semimartingale and, therefore,
amenable to study by stochastic analysis.
Given a pair (Y 1, Z1), (Y 2, Z2), we will be interested in the relationship between
the local correlation ρ. and the joint distribution of Y 1 and Y 2, or Z1 and Z2. We
start with several lemmas. The first one is a version of [Dar95, Proposition 4.1.,
p. 1244]; the proof is a minor modification of the proof of the original result so we
omit it. We remind the reader that the definition of a universal constant precludes
the dependence on ρ, making all our results below uniform in ρ, as long as it stays
positive semidefinite.
Lemma 3.8. There exists a universal modulus of continuity κ such that for any
coupled pair (Y 1, Z1), (Y 2, Z2) we have
E˜[(Y 2T − Y
1
T )
2] ≤ κ
(
E˜[
∫ T
0
Tr(I − ρt) dt]
)
.
The argument leading to (3.2) above applied to any component (Y i, Z i) of a
coupled pair places Y i in S∞ and Z i in bmo with universal bounds on the norms.
We will use this fact several times in the sequel without further mention.
Lemma 3.9. There exists a family κ(p), p ∈ (0,∞) of universal moduli of continuity
such that for any coupled pair (Y 1, Z1), (Y 2, Z2) we have
||Y 2 − Y 1||Sp ≤ κ
(p)
(
||Y 2T − Y
1
T ||Lp
)
for all p ∈ (0,∞).(3.6)
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Proof. Assumption 2.1 allows us to follow [BE13b, Proposition 2.3, p. 2927] and
choose two F˜-progressive processes, namely a scalar process α, and an Rn-valued
process β such that
f(·, Y 1, Z1)− f(·, Y 2, Z2) = α∆Y + β ·∆Z,
where ∆Y = Y 2 − Y 1 and ∆Z = Z2 − Z1. Consequently,
∆Y = ∆YT +
∫ T
·
α∆Y dt+
∫ T
·
β ·∆Z dt−
∫ T
·
Z1 dB1 +
∫ T
·
Z2 dB2.
Clearly, we can choose α bounded by a universal constant. Moreover, by Assumption
2.1, we can place β in bmo and bound its bmo-norm by a universal constant, as
well.
Let the “stochastic integrating factor” Γ be given by
dΓt = Γt
(
α dt− (I + ρ)−1β d(B1 +B2)
)
, Γ0 = 1.
Since ρt is positive semidefinite the matrix (I + ρt)
−1 is non-expansive for the Eu-
clidean norm on Rn. Moreover, since β ∈ bmo, it is readily shown that Γ is a
product of a bounded process and an exponential of a BMO martingale. In particu-
lar, thanks to [Kaz94, Theorem 3.1, p. 54], there exists a universal exponent q0 > 1
such that Γ ∈ Sq0 , as well as such that
sup
t∈[0,T ]
E˜[(ΓT/Γt)
q0|Ft] < C, for some universal constant C <∞.(3.7)
Itoˆ’s formula implies directly that the product M = Γ∆Y is an F˜-local martingale.
Since ∆Y is bounded and Γ ∈ Sq0 , it is, in fact, a uniformly integrable martingale.
The submartingale property of |∆Y |Γ, conditional Ho¨lder inequality and (3.7) then
yield
|∆Y |t ≤ E˜
[
|∆YT |
ΓT
Γt
∣∣∣Ft
]
≤ CE [|∆YT |
p0|Ft]
1/p0 a.s.
where p0 > 1 is the conjugate exponent of q0. Doob’s maximal inequality applied to
the martingale E˜[|∆YT |
p0|F·] yields (3.6) for any p > p0. To deal with other values
of p, we simply use the following interpolation inequality
||X||
Lp1
≤ ||X||
Lp2
≤ ||X||
p1/p2
Lp1
||X||
1−p1/p2
L∞
for 0 < p1 < p2 <∞. 
For z1, z2 ∈ Rn and a positive semidefinite matrix A, we define 〈z1, z2〉A :=
〈z1, Az2〉 and |z1|A :=
√
〈z1, z1〉A.
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Lemma 3.10. There exists a universal modulus of continuity κ such that for each
δ > 0 and each coupled pair (Y 1, Z1), (Y 2, Z2) we have
E
[∫ τδ
0
|Z1|2I−ρ + |Z
2|2I−ρ dt
]
≤ κ
(
δ + E[
∫ T
0
Tr(I − ρ)]
)
(3.8)
where τδ = inf{t ≥ 0 : |Y
2
t − Y
1
t | ≥ δ} ∧ T .
Proof. With ∆ = Y 2 − Y 1, we have d∆2 = µ dt+ 2∆
(
Z2 dB2 − Z1 dB1
)
, where
µ = 2∆
(
f(Y 1, Z1)− f(Y 2, Z2)
)
+ |Z1|2 + |Z2|2 − 2〈Z1, ρZ2〉.
Assumption 2.1 implies that there exists a universal constant C1 > 0 such that
∆
(
f(Y 1, Z1)− f(Y 2, Z2)
)
≥ −∆∗
(
C1∆
∗ + C1(1 + |Z
1|+ |Z2|)|Z2 − Z1|
)
For δ ∈ (0, C2) where C2 = min(1, (8C1)
−1)), we have
µ ≥ −δ2C1 + (1− δC1)
(
|Z1|2 + |Z2|2
)
− 2〈Z1, ρZ2〉 ≥
≥ −δC1 +
1
2
(
|Z1|2 + |Z2|2
)
− 2〈Z1, ρZ2〉, on [0, τδ].
Integration on [0, τδ] then yields
E˜[∆2τδ ] ≥ −δCT +
1
2
E˜
[∫ τδ
0
|Z1|2 + |Z2|2 − 2〈Z1, ρZ2〉 dt
]
.
Applying Lemma 3.9 to E˜[∆2τδ ] ≤ ||∆||
2
S2 and, then, Lemma 3.8 to the result, we
obtain
1
2
E˜
[∫ τδ
0
|Z1|2 + |Z2|2 − 2〈Z1, ρZ2〉 dt
]
≤ Cδ + κ
(
E˜[
∫ T
0
Tr(I − ρ)]
)
.
Relation (3.8) follows from the inequality 2〈z1, z2〉ρ ≤ |z
1|2ρ + |z
2|2ρ and the identity
|z|2ρ + |z|
2
I−ρ = |z|
2. 
Proof of Proposition 3.3. Let (Ω,F,F ,P) be the probability space on which (Y, Z)
is defined, and let B1 = B be the underlying Brownian motion. For ε > 0 we define
ρ = 1{|Z|2≤1/ε}I, where I is the d× d identity matrix. By enlarging the probability
space and adjoining a correlated Brownian motion to it, we can embed (Y, Z) in it
as the first component coupled pair (Y, Z), (Y 2, Z2) with local correlation ρ.
By Lemma 3.8, where τδ is defined, we have
E˜
[∫ τδ
0
|Z|21{|Z|2>1/ε} dt
]
≤ κ
(
δ + nE˜[
∫ T
0
1{|Z|2>1/ε} dt]
)
≤ κ(δ + ε),(3.9)
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where the last inequality follows from the fact that E˜[
∫ T
0
|Z|2 dt] ≤ ||Z||2bmo ≤ C,
followed by Markov’s inequality. Since
P˜
[ ∫ T
0
|Z|21{|Z|2>1/ε} dt > ε
]
≤ κ1(δ + ε) + P˜[τδ < T ](3.10)
it remains to estimate P˜[τδ < T ]. For that, we employ the Markov inequality and
Lemma 3.9 to obtain
P˜[τδ < T ] ≤ P˜[∆Y
∗
T ≥ δ] ≤
1
δ2
||∆Y ||2S2 ≤
1
δ2
κ(||∆YT ||L2) ≤
1
δ2
κ2(ε),
with the last inequality is obtained as in (3.9) above. Lastly, the left-hand side of
(3.10) does not depend on δ so it is bounded from above by κ(ε) := infδ>0
(
κ1(δ +
ε) + δ−2κ2(ε)
)
. Since,
inf
ε>0
κ(ε) = inf
ε>0,δ>0
(
κ1(δ + ε) + δ
−2κ2(ε)
)
= inf
δ>0
κ1(δ) = 0,
κ is indeed a modulus of continuity. 
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