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Abstract
The 1D Vlasov-Poisson system is the simplest kinetic model for de-
scribing an electrostatic collisonless plasma, and the BGK waves are its
famous exact steady solutions. They play an important role on the long
time dynamics of a collisionless plasma as potential ”final states” or ”at-
tractors”, thanks to many numerical simulations and observations. De-
spite their importance, the existence of stable BGK waves has been an
open problem since their discovery in 1957. In this paper, linearly stable
BGK waves are constructed near homogeneous states.
1 Introduction
The 1D Vlasov-Poisson (VP) system is the simplest kinetic model for describing
a collisionless plasma:
∂tf± + v∂xf± ± E∂vf± = 0, Ex =
∫
[f+ − f−]dv (1)
where f±(t, x, v) denote distribution functions for ions (+) and electrons (−)
respectively, with their self-consistent electric field E. In plasma physics litera-
ture, 1D VP for the electrons with a fixed ion background is often studied. The
equation becomes
∂tf + v∂xf − E∂vf = 0, Ex = −
∫ +∞
−∞
f dv + 1, (2a)
where 1 is the fixed ion density. There are important physical phenomena
from the study of Vlasov models. They include Landau damping ([23] [7] [20]),
and kinetic instabilities such as two-stream instabilities ([2]). The BGK waves
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were discovered by Bernstein-Greene-Kruskal in 1957 ([6]), as exact, spatially
periodic steady state solutions to the Vlasov-Poisson system. Consider general
BGK waves with non-even distribution functions for ions (+) and elctrons (−)
fβ± (x, v) =
{
µ±,+ (e±) when v > 0
µ±,− (e±) when v < 0
, (3)
where e± =
v2
2 ± β. The self-consistent potential β satisfies
−βxx =
∫
v>0
µ+,+(e+)dv +
∫
v<0
µ+,−(e+)dv (4)
−
∫
v>0
µ−,+(e−)dv −
∫
v<0
µ−,−(e−)dv ≡ h (β) .
Denote the homogeneous state
f0,± (v) =
{
µ±,+
(
1
2v
2
)
when v > 0
µ±,−
(
1
2v
2
)
when v < 0
. (5)
For the case with fixed ion background, let the electron distribution be
fβ (x, v) =
{
µ−,+ (e−) when v > 0
µ−,− (e−) when v < 0
,
and
− βxx = 1−
∫
v>0
µ−,+(e−)dv −
∫
v<0
µ−,−(e−)dv ≡ h (β) , (6)
where 1 is the ion density. Denote
f0 (v) =
{
µ−,+
(
1
2v
2
)
when v > 0
µ−,−
(
1
2v
2
)
when v < 0
. (7)
The existence of small BGK waves satisfying (4) (6) follows from the Liapunov
center theorem (see e.g. [14]).
Lemma 1 Consider the ODE −βxx = h (β) where h ∈ C1. If h (0) = 0, h′ (0) =(
2pi
P0
)2
> 0, then there exist a family of periodic solutions with ||β||∞ = ε << 1
with minimum period Pβ → P0 when ε→ 0. We can normalize β(x) to be even
in
[
−Pβ2 ,
Pβ
2
]
with maximum at x = 0, minimum at x = ±Pβ2 , minβ = −maxβ,
so that
β(x) = ε cos
2π
Pβ
x+ O(ε2). (8)
Remarkably, these BGK waves play crucial roles in understanding long time
dynamics of the Vlasov-Poisson system, which have been an important topic in
plasma physics. Many numerical simulations [11] [24] [22] [12] [5] [21] [26] indi-
cate that for initial data near a stable homogeneous state including Maxwellian,
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the asymptotic behavior of approaching a BGK wave or superposition of BGK
waves is usually observed. Moreover, BGK waves also appear as the ‘attractor’
or ”final states” for the saturation of an unstable homogeneous state ([2] [9] [10]
[12] [13] [8]). For example, in [13], starting near a BGK wave with double period
which is unstable, the authors observed the gradual evolution to another BGK
wave of minimal period. To understand such long time behaviors, an important
first step is to construct stable BGK waves.
Ever since the discovery of BGK waves, their stability has been an active
research area. There has been a lot of formal analysis in the physical literature.
Instability of BGK waves to perturbations of multiple periods was proved in
[14] for waves of small amplitude and in [18] [19] for waves of large amplitude.
Unfortunately, despite intense efforts, no stable BGK waves to perturbations of
minimum period have been found since 1957.
One difficulty is that stable BGK waves cannot be obtained by the tradi-
tional energy-Casimir method, which was first used by Newcomb in 1950s ([27])
to prove nonlinear stability of Maxwellian. This method requires the profiles
µ±,± to be monotone decreasing to e±, which implies that h (β) defined in (4) or
(6) is a decreasing function of β. So, by differentiating (4) or (6) and integrating
it with βx, we get ∫ [
(βxx)
2 − h′ (β) (βx)2
]
dx = 0,
and thus βx ≡ 0 (i.e. homogeneous states). So for any nontrivial BGK waves,
the profiles µ±,± cannot be monotone and thus the energy-Casimir method does
not work. For the homogeneous equilibria, due to the separation of Fourier
modes, a simple dispersion relation function can be analyzed to get the Penrose
stability criterion ([25]). However, even for small BGK waves, due to the cou-
pling of infinitely many modes, the dispersion relation is difficult to study for
linear stability.
In the rest of this paper, we assume µ′±,+(θ), µ
′
±,−(θ) ≡ 0 for |θ| ≤ σ±
and denote σ = min {σ+, σ−} .That is, the distribution function is assumed to
be flat near 0. First, this simplifies some technical steps in our construction.
Second, this assumption is also physically relevant. It was known that in the
long time evolution of VP near a homogeneous state, the distribution function
can develop a plateau due to the resonant particles ([3]).
Our first result shows that small BGK waves with non-even distribution are
generally spectrally stable, that is, the spectra of the linearized VP operator
lies in the imaginary axis.
Theorem 2 (i) (Uneven and Two species) Assume µ±,± ∈ C3 (R) are nonneg-
ative and
max
1≤i≤3
|µ(i)±,±(y)| ≤ C(1 + |y|)−γ (γ > 1), µ′±,+(θ), µ′±,−(θ) ≡ 0 for |θ| ≤ σ±.
(9)
Define f0,± (v) by (5) and assume:∫
f0,+ (v) dv =
∫
f0,− (v) dv,
∫
f ′0,+ (v) + f
′
0,− (v)
v
=
(
2π
P0
)2
, (10)
3
∫
f ′0,+ (v) + f
′
0,− (v)
v2
6= 0, (11)
∫
f ′0,+ (v) + f
′
0,− (v)
v − vr dv <
(
2π
P0
)2
, (12)
for any critical point of vr of f0,+ (v) + f0,− (v) with |vr| ≥ σ, and
∫
f ′0,+ (v) + f
′
0,− (v)
v − vr dv 6=
(
2π
P0
)2
, when |vr| ≤ σ. (13)
Then when ε = ||β||∞ is small enough, the BGK wave
[
fβ±,−βx
]
satisfying (4)
is spectrally stable against Pβ-periodic perturbations.
(ii) (Uneven and Fixed ion background) Assume µ−,± ∈ C3 (R) are nonneg-
ative and
max
1≤i≤3
| (µ−,±)(i) (y)| ≤ (1 + |y|)−γ(γ > 1), (µ−,±)′ (θ) ≡ 0 for |θ| ≤ σ±. (14)
Define f0 (v) by (7) and assume:
∫ f ′0(v)
v2 6= 0,∫
f0 (v) dv = 1,
∫
f ′0 (v)
v
=
(
2π
P0
)2
, (15)
∫
f ′0 (v)
v − vr dv <
(
2π
P0
)2
(16)
for any critical point of vr of f0 (v) with |vr| ≥ σ, and
∫
f ′0 (v)
v − vr dv 6=
(
2π
P0
)2
, when |vr| ≤ σ. (17)
Then small BGK waves
[
fβ ,−βx
]
satisfying (6) are spectrally stable against
Pβ-periodic perturbations.
The conditions in the above Theorem are quite natural and general: (10)
is the bifurcation condition of small BGK waves; (11) is a non-degeneracy con-
dition which is true for generic non-even profiles; (12) is the Penrose stability
condition (at period P0) for the flat homogeneous states f0,±. The condition
(13) is to ensure that 0 is the only discrete eigenvalue for the homogeneous pro-
file with period P0. For the fixed ion case, the conditions are similar with f0,±
being replaced by f0. We refer to the final section for more explicit construction
of examples. Theorem 2 shows that for general non-even Penrose stable profiles
flat near 0, the small BGK waves are linearly stable.
Next, we give a sharp stability criterion for small BGK waves with even
profiles.
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Theorem 3 (i) (Even and Two species) Assume µ±,− = µ±,+ = µ± ∈ C3 (R)
are nonnegative and
max
1≤i≤3
|µ(i)± (y)| ≤ (1 + |y|)−γ(γ > 1), µ′±(θ) ≡ 0 for |θ| ≤ σ±.
Denote f0,± (v) = µ±
(
1
2v
2
)
and assume: (10), (12), (13) and
∫
[µ′+ + µ
′
−]
(
1
2v
2
)
v2
dv > 0. (18)
Then the small BGK waves [µ±(e±),−βx] satisfying (4) are spectrally stable
if ∫
v−2[µ
′
+(
v2
2
)− µ′−(
v2
2
)] > 0 (equivalently P ′β < 0),
and unstable if∫
v−2[µ
′
+(
v2
2
)− µ′−(
v2
2
)] < 0 (equivalently P ′β > 0).
Here, the derivative P ′β is respect to ε = max |β|. Moreover, for the stable
case, there exists a pair of nonzero imaginary eigenvalues of the linearized VP
operator around [µ±(e±),−βx].
(ii) (Even and Fixed ion background) Assume µ−,+ = µ−,− = µ ∈ C3 (R) is
nonnegative and
max
1≤i≤3
|µ(i)(y)| ≤ (1 + |y|)−γ(γ > 1), µ′(θ) ≡ 0 for |θ| ≤ σ.
Denote f0 (v) = µ
(
1
2v
2
)
and assume: (15), (16), (17) and
∫
µ′
(
1
2v
2
)
v2
dv > 0. (19)
Then the small BGK waves [µ(e−),−βx] satisfying (6) are unstable.
Let σ± be the width of flatness near 0 for µ±. It is shown in Section 6
that when σ± is small, (18) is always satisfied. Moreover, when σ− ≫ σ+
(σ− ≪ σ+), the stability (instability) condition P ′β < 0
(
P ′β < 0
)
is satisfied.
So for the even and two-species case, we can construct both stable and unstable
small BGK waves. For the stable case, there exist a pair of purely imaginary
nonzero eigenvalues of the linearized VP operator. This suggests that there
exists a time periodic solution of the linearized VP equation, for which the
electric field does not decay in time. So there is no Landau damping even at the
linear level. In contrast, for linearly stable BGK waves with uneven profiles as
in Theorem 2 (i), such nonzero purely imaginary eigenvalues do not exist and
the Landau damping might be true. The problems of constructing nonlinear
time periodic solutions for the even case and proving Landau damping for the
uneven case are currently under investigation.
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Last, we discuss some key ideas in the proof. Our analysis relies on a delicate
perturbation argument from a stable homogeneous equilibria. It is well-known
that the original spectra analysis around small BGK waves is difficult due to
unbounded perturbation βx∂vg± in the following eigenfunction equation at a
BGK wave
(
fβ± (x, v) , β
)
satisfying (3) and (4):
λg± + v∂xg± ∓ βx∂vg± ∓ φxvµ′±,+ = 0, v > 0 (20)
λg± + v∂xg± ∓ βx∂vg± ∓ φxvµ′±,− = 0, v < 0
− φxx = ρ =
∫
(g+ − g−) dv, (21)
where λ is the eigenvalue and (g±, φ) is the eigenfunction. For an unstable
eigenvalue λ with Reλ > 0, it is possible to ‘integrate’ the Vlasov equation
(20) and study a nice operator on the electric potential φ to exclude unstable
eigenvalues away from 0. The situation is much more subtle when λ is near zero,
which is exactly the focus of the current stability analysis.
There are three new ingredients in our resolution to such an open question.
The first is to use action-angle variables to integrate the Vlasov equation (20)
and define a charge operator ρ(λ; ε) acting on electric potential φ, where ε =
|β|∞ . Remarkably, we observe that if µ±,± are flat near the origin, then the
operator ρ(λ; ε) is analytic in λ near 0 and continuous in ε. The second ingredient
is to prove the number of eigenvalue λ near zero is no more than two for the
non-even BGK waves and no more than four for the even BGK waves, thanks
to a new abstract lemma on stability of eigenvalues and the counting of the
multiplicity of zero eigenvalue for the homogeneous state. The last ingredient
is to use the Hamiltonian structure of the linearized Vlasov-Poisson system
and the zero eigenmode due to translation. Combining such a structure with
the eigenvalue counting near 0, we can rule out unstable eigenvalues for the
uneven steady states. For the even states, the even and odd perturbations can
be studied separately. For odd perturbations, the unstable eigenvalues can be
ruled out by the counting as in the uneven case. For even perturbations, the
possible unstable eigenvalues must be real, from which a sharp stability criterion
can be derived.
Since neutrally stable spectra can easily become unstable under perturba-
tions, it is generally difficult to construct stable steady states in Hamiltonian
systems via a perturbation method. Our successful construction provides a gen-
eral approach to find stability criteria to ensure that the zero eigenvalue can only
bifurcate to stable ones for Hamiltonian systems with certain natural symmetry.
The linearized Vlasov-Poisson system near BGK waves is a linear Hamiltonian
system JL (28) with an indefinite energy functional 〈L~g,~g〉, for which there are
very few methods to study the stability issues. Our approach could be useful
for other problems with an indefinite energy functional.
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2 Stability of Spectra
First, we give an abstract lemma about the stability of eigenvalues near 0. Let
K(λ, ε) be a family of bounded linear operators from Hilbert space X to X,
where λ ∈ C, ε ∈ R. We assume that:
for ε << 1, K(λ, ε) is analytic near λ = 0. (22)
That is, for ε << 1, the map λ→ K(λ, ε) is analytic as an operator-valued func-
tion on a small disk BR(ε) (0) ⊂ C. This is equivalent to that λ→ (K(λ, ε)u, v)
is analytic for any u, v ∈ X (see [16]). We investigate the set of generalized eigen-
values Λε = {λ ∈ C such that there is 0 6= r ∈ X such that (I+K(λ, ε)) r = 0}.
Lemma 4 (Stability of Spectra) Assume (22) and:
1) ker{I+K(0, 0)} =span{r1, r2}.
2) I+K(0, 0) : (I−P)X → (I−P)X is invertible, where P is the projection
to the span of {r1, r2} and
det((I+K(λ, 0)) rj , ri) ∽ λ
m, (i, j = 1, 2)
near λ = 0.
3) K(λ, 0) is continuous in λ and K(λ, 0) : (I−P)X → (I−P)X.
4) For any λ ∈ C with |λ| << 1,
lim
ε→0
||K(λ, ε)−K(λ, 0)||L(X,X) = 0.
Then there exists α > 0 such that for all ε << 1, #(Λε ∩ {|λ| < α}) ≤ m.
Proof. The proof uses the Liapunov-Schmidt reduction on ker{I + K(0, 0)}
and its complement space. By assumptions 2) and 3), there exists α > 0 such
that for any λ 6= 0 with |λ| < α, (I+K(λ, 0)) |(I−P)X is invertible. We assume
|λ| < α below.
Let λ ∈ Λε, so that there is rε = r 6= 0 such that
(I+K(λ, ε)) r = {I+K(λ, 0) + [K(λ, ε)−K(λ, 0)]}r = 0. (23)
Let r = r⊥+ r||, where r|| = a1r1+ a2r2 is the projection of r to {r1, r2}. Then
projecting (23) to (I−P)X , we get
(I+K(λ, 0)) r⊥ + (I−P) [K(λ, ε)−K(λ, 0)]}
(
r⊥ + r||
)
= 0.
Solving r⊥ in terms of r||, we get
r⊥ = −[I+ (I+K(λ, 0))−1 (I−P) (K(λ, ε)−K(λ, 0))]−1
(I+K(λ, 0))
−1
(I−P) [K(λ, ε)−K(λ, 0)]r||
≡ Z⊥(λ, ε){a1r1 + a2r2},
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where P is the projection to ker (I+K(0, 0)) = {r1, r2} and
Z⊥(λ, ε) ≡ −[I+ (I+K(λ, 0))−1 (I−P) (K(λ, ε)−K(λ, 0))]−1 (24)
(I+K(λ, 0))
−1
(I−P) [K(λ, ε)−K(λ, 0)].
Plugging above formula to the equation (23), we have
0 = [K(λ, ε)−K(λ, 0)] (Z⊥(λ, ε) + I) (a1r1 + a2r2) (25)
+ (I+K(λ, 0)) (a1r1 + a2r2) + (I+K(λ, 0)) ((I−P) r) .
Taking inner product of above equation with r1 and r2 respectively, we get
2∑
j=1
((I+K(λ, 0)) rj , ri)aj +
2∑
j
Bij(λ, ε)aj = 0, i = 1, 2, (26)
where
Bij(λ, ε) =
(
[K(λ, ε)−K(λ, 0)][Z⊥(λ, ε) + I]rj , ri
)
.
Here, in the above we use the fact that
((I+K(λ, 0))(I−P)r, ri) = 0, i = 1, 2.
Define the 2 by 2 matrix A(λ, ε) = (Aij(λ, ε)) by
Aij = ((I+K(λ, 0)) rj , ri) +Bij(λ, ε), i, j = 1, 2,
then the eigenvalue problem (23) is equivalent to detA(λ, ε) = 0.
By assumption (22), K(λ, ε) is analytic near λ = 0, it follows that detA(λ, ε)
is analytic in λ near 0 for ε << 1. By 2),
detA(λ, 0) = det((I+K(λ, 0)) rj , ri) ∽ λ
m.
Moreover, by 4) we have limε→0 | detA(λ, ε) − detA(λ, 0)| = 0. It follows from
the analytical function theory, there exists α > 0 such that there are at most m
distinct λ with |λ| < α satisfying detA(λ, ε) = 0. Thus # (Λε ∩ {|λ| < α}) ≤ m.
By the same proof, we have a similar result when ker (I+K(0, 0)) is one-
dimensional.
Corollary 5 Assume (22) and:
1) ker{I+K(0, 0)} =span{r}.
2) {I +K(0, 0)} is invertible from {I − P}X → {I − P}X, where P is the
projection to span{r}, and ({I +K(λ, 0)}r, r) ∽ λm.
3) {I+K(λ, 0)} is continuous in λ and {I+K(λ, 0)} maps from {I−P}X
to {I−P}X.
4) For any λ ∈ C, limε→0 ||K(λ, ε)−K(λ, 0)|| → 0.
Then there exists a α > 0 such that if |ε| << 1, #{Λε ∩ {|λ| < α} ≤ m.
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3 Vlasov Spectra
In this section, we use the Hamiltonian structure of the linearized Vlasov-Poisson
operator to show that the Vlasov spectra is symmetric to both real and imag-
inary axes. We only consider the two-species case and the same is true for the
fixed ion case. Define the linearized Vlasov-Poisson operator
A
(
g+
g−
)
=
( − (v∂x − βx∂v) g+ + ∂xφ∂vµ+
− (v∂x + βx∂v) g− − ∂xφ∂vµ−
)
, (27)
with
φ =
(
∂2x
)−1(∫ {g+ − g− }dv
)
,
where µ± ≡ µ±(12 |v|2 ± β). Define X± to be the
∣∣µ′±∣∣ weighted L2 space and
X = X+ ×X−. We consider the spectra of the operator A in X .
Lemma 6 (Structure of Vlasov Spectra) The essential spectrum of the lin-
earized Vlasov-Poisson system (20) is the imaginary axis. Let λ be an eigen-
value, then both λ¯,−λ must also be eigenvalues.
Proof. We first note that the transport operator − (v∂x ∓ βx∂v) is an anti-
symmetric closed operator with imaginary axis being its essential spectrum,
while ±∂xφ∂vµ± with φ =
(
∂2x
)−1 (∫ {g+ − g−}dv) is a relative compact per-
turbation. Thus by Weyl’s Theorem (Th. 5.35 in [17]), the essential spectrum
of A remains the same, with possible additional discrete eigenvalues.
Define the operators
L±g± = g±
µ′±
, Bf = (∂2x)−1
(∫
fdv
)
, J± = −µ′± (v∂x ∓ βx∂v) .
Then formally the operatorA = JL is of Hamiltonian form, where the operators
J =
( J+ 0
0 J−
)
, L =
( L+ − B B
B L− − B
)
(28)
are anti-symmetric and symmetric respectively on X . We choose λ to be an
eigenvalue of A. Since A maps real functions to real functions, if λ is an eigen-
value of A, then so is λ¯. To show that −λ is also an eigenvalue of A, it suffices to
assume that Reλ 6= 0 since otherwise −λ = λ¯ is already an eigenvalue. Assume
Reλ > 0 and ~g = (g+, g−) is an eigenfunction. Then from A~g = JL~g = λ~g,
clearly L~g 6= 0 since otherwise λ~g = JL~g = 0 so that λ = 0, a contradiction.
Since J ∗ = −J and L∗ = L, A∗ = −LJ . Define ~h = L~g 6= 0, then
A∗~h = − (LJ )L~g = −L (JL)~g = −λL~g = −λ~h,
so −λ is an eigenvalue of A∗. Since σ(A) = σ(A∗), −λ¯ and therefore −λ is an
eigenvalue of A.
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4 Action-Angle Reformulation
To use Lemma 4 on the stability of spectra, we reformulate the eigenvalue
problem (20) to a Fredholm operator for the potential function φ. To achieve
this, we solve f in terms of φ by using the action-angle variables of the steady
trajectory. Below, we treat the two-species case. The fixed ion case is similar.
Action-Angle Formulation: The construction of the action-angle vari-
ables follows from Section 50.B in [1].
Inside separatrix : When the initial state is in the trapped region, that is,
(x, v) ∈ Ω0 = {e± < maxβ = −minβ} , (29)
the particle is trapped in the interval [−α±(e±), α±(e±)], with the period
T±(e±) = 2
∫ α±(e±)
−α±(e±)
dx′√
2(e± ∓ β(x′))
,
where e± = ±β(α±(e±)). Define the action variable
I±(e±) =
1
2π
∫ e±
−maxβ
T±(e
′
±)de
′
±,
and the angle variable
θ± =
2π
T±(e±)
∫ x
−α±
dx′√
2(e± ∓ β(x′))
, v > 0,
and
θ± = 2π − 2π
T±(e±)
∫ x
−α±
dx′√
2(e± ∓ β(x′))
, v < 0.
On the separatrix :
When (x, v) ∈ {e± = −minβ}, the particle takes infinite time to approach
the saddle point
(
Pβ
2 , 0
)
for electrons and (0, 0) for ions.
Outside separatrix :
When the initial state is in the upper untrapped region, that is,
(x, v) ∈ Ω+ = {e± > −minβ, v > 0} , (30)
or in the lower untrapped region, that is,
(x, v) ∈ Ω− = {e± > −minβ, v < 0} , (31)
the particle goes through the whole interval [0, Pβ ] without changing its direc-
tion. Then the period of the particle motion is
T±(e±) =
∫ Pβ
0
dx′√
2(e± ∓ β(x′))
.
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We define the action and angle variables by
I±(e±) =
1
2π
∫ e±
−min β
T±(e
′
±)de
′
±, (32)
θ± =
2π
T±(e±)
∫ x
0
dx′√
2(e± ∓ β(x′))
,
and denote
ω±(I±) =
2π
T±(e± (I±))
to be the frequency. We list some basic properties of action-angle variables (see
[1]). First, for both trapped region Ω0 and untrapped regions Ω±, the action-
angle transform (x, v) → (I±, θ±) is a smooth diffeomorphism with Jacobian
1. Second, in the coordinates (I±, θ±), the particle motion equation X˙± = V±,
V˙± = ∓βx (X±) becomes I˙± = 0, θ˙± = ω±(I±) for trapped particles; for free
particle, it becomes I˙± = 0, θ˙± = ω±(I±), when V± (0) > 0 and I˙± = 0, θ˙± =
−ω±(I±), when V± (0) < 0. So the particle trajectory (X± (t;x, v) , V± (t;x, v))
becomes: (I±, θ± + tω±(I±)) inside the separatrix; (I±, θ± + tω±(I±)) for v >
0 and (I±, θ± − tω±(I±)) for v < 0 , outside the separatrix. Here, (I±, θ±)
are the action-angle variables for the initial position (X± (0) , V± (0)) = (x, v).
Correspondingly, we have the following relations of the transport operators in
(x, v) and (I±, θ±):
v∂x ∓ βx∂v = ω±(I±)∂θ± (33)
inside the separatrix, and
v∂x ∓ βx∂v =
{
ω±(I±)∂θ± for v > 0
−ω±(I±)∂θ± for v < 0 (34)
outside the separatrix. We summarize main properties of the action-angle trans-
form in the following lemma.
Lemma 7 In the angle-action variables (I±, θ±), we have
(i) 0 ≤ ω± <∞,
(ii) lime±→−minβ T±(e±) =∞, lime±→−minβ ω±(e±) = 0,
(iii) Inside the trapped region Ω0:
v∂x ∓ βx∂v = ω±(I±)∂θ± .
(iv) Outside the trapped region:
v∂x ∓ βx∂v = ω±(I±)∂θ± , for v > 0,
v∂x ∓ βx∂v = −ω±(I±)∂θ± , for v < 0.
Recall that in this paper, the profiles µ± of BGK waves are assumed to
be flat near zero in an interval [−σ±, σ±]. Let σ = min {σ+, σ−}. Below, the
notation f . g (f & g) stands for f ≤ Cg (f ≥ Cg), for a generic constant
C > 0 independent of ε = |β|∞.
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Lemma 8 Assume ε = |β|∞ << σ. For |e±| ≥ σ2 (outside of separatrix), we
have
∣∣∂x
∂θ
∣∣ . 1,∣∣∣∣∣ω′±(I±)−
(
2π
Pβ
)2∣∣∣∣∣ , |∂I±x|,
∣∣∣∣ω±(I±)− 2πP0 |v|
∣∣∣∣ ,
∣∣∣∣ ddI±
(
1
ω′±(I±)
)∣∣∣∣ ,
∣∣∣∣x− Pβ2π θ±
∣∣∣∣ . ε,
and
ω±(I±) =
2π
Pβ
√
2e± +O(
ε√
2e±
). (35)
Proof. Fix e± ≥ σ2 >> ε, from β = ε cos 2piPβ x+O(ε2), we get
T±(e±) =
∫ Pβ
0
dx′√
2(e± ∓ β(x′))
=
Pβ√
2e±
+O(
ε
(e±)
3
2
), (36)
since by Taylor expansion
{˘2(e± ∓ β(x′))}−1/2 = {2e±}−1/2{1∓ ε
2e±
cos
2πx′
Pβ
+O
((
ε
e±
)2)
. (37)
Similarly, since
Pβ
T±(e±)
√
2e±
= 1 +O( εe± ),
θ± =
2π
T±(e±)
∫ x
0
dx′√
2(e± ∓ β(x′))
(38)
=
2π
T±(e)
√
2e±
{
x∓ εPβ
4πe±
sin
2π
Pβ
x+O(
(
ε
e±
)2
)
}
=
2π
Pβ
x∓ ε
2e±
sin
2π
Pβ
x+O(ε2),
and thus
∣∣∂x
∂θ
∣∣ . 1, ∣∣∣x− Pβ2pi θ±∣∣∣ , ∂I±x . ε. By (36) and (37), we have
ω±(I±) =
2π
Pβ
√
2e± +O(
ε√
2e±
).
Combined above with |v| = √2e± + O(ε), we get
∣∣∣ω±(I±)− 2piP0 |v|
∣∣∣ . ε. Note
that
dI±
de±
=
T±(e±)
2π
=
1
ω±(I±)
,
and from (36)
T ′±(e±) = −
Pβ
(
√
2e±)
3 +O(ε) = −
1
P 2β
T 3±(e±) +O(ε),
so
ω′±(I±) = −
2π
T 2± (e±)
T ′±(e±)
de±
dI±
=
(
2π
Pβ
)2
+O(ε)
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which implies that∣∣∣∣∣ω′±(I±)−
(
2π
Pβ
)2∣∣∣∣∣ ,
∣∣∣∣ ddI±
(
1
ω′±(I±)
)∣∣∣∣ . ε.
This finishes the proof of the lemma.
The density operator ρ(λ, ε) : Consider a BGK wave solution
[µ+,±(e+), µ−,±(e−),−βx]
as in Theorems 2 and 3. For an eigenvalue λ = a + bi, let (g±, φ) be the
eigenfunction satisfying (20) and (21). We will do the Fourier expansion of g±
and φ in both action-angle variables (I±, θ±).
Define the spaces
H1ε = {Pβ − periodic H1 functions with zero mean},
and
H10 = {P0 − periodic H1 functions with zero mean}.
For any potential φ ∈ H1ε , we expand
φ =
∑
k∈Z
φ±k (I±)e
ikθ± , where φ±k (I±) =
1
2π
∫ 2pi
0
φ(x)e−ikθ±dθ±. (39)
Then, we expand
g± =
∑
g±k (I±)e
ikθ± , k ∈ Z. (40)
Inside the separatrix (e±(x, v) < −minβ): Since |e±(x, v)| =
∣∣1
2v
2 ± β∣∣ ≤
ε << σ so that φxvµ
′
±,± ≡ 0 in (20), thanks to the flatness assumption for
µ±,±. By (33),
v∂xg± ∓ βx∂vg± = ω±(I±)∂θ±g±, (41)
in the trapped region, so λg± + ω±(I±)∂θ±g± = 0 from (20). We therefore
deduce that g±k (I±) ≡ 0 inside separatrix, for all k ∈ Z.
Outside the separatrix ( e±(x, v) > −minβ): By (34), the equation (20)
becomes
λg+ ± ω+(I+)∂θ+g+ ∓ µ′+,±(e+)ω+(I+)∂θ+φ = 0, for ± v > 0, (42)
λg− ± ω−(I−)∂θ−g− ± µ′−,±(e−)ω−(I−)∂θ−φ = 0, for ± v > 0, (43)
in the untrapped region. We may solve (42)-(43) by using the expansions (39)-
(40) to obtain: If λ 6= 0, then g±k (I) ≡ 0 for k = 0 and for k 6= 0,
g+k (I+) =
µ′+,±(e+)ω+ (I+)φ
+
k (I+)
ω+ ± λ/ik for ± v > 0, (44)
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and
g−k (I−) = −
µ′−,±(e−)ω− (I−)φ
−
k (I−)
ω+ ± λ/ik for ± v > 0. (45)
We note that (44)-(45) are also valid inside the separatrix thanks to the flatness
of µ±,±.
By using (44)-(45), we define the charge density operator as
ρ(λ, ε)φ (46)
=
∑
k 6=0, ±
(∫
v>0
eikθ±
ω±µ
′
±,+(e±)
ω± +
λ
ik
φ±k (I±)dv +
∫
v<0
eikθ±
ω±µ
′
±,−(e±)
ω± − λik
φ±k (I±)dv
)
.
In the formula (46), we note that (I±, θ±) in the right hand side can be restricted
to the untrapped region since µ′±,−(e±), µ
′
±,+(e±) = 0 in the trapped region.
We also note that for any λ 6= 0,∫ Pβ
0
ρ(λ, ε)φ dx =
∫ ∫
(g+ − g−) dxdv
=
∫ ∫
g+dI+dθ+ −
∫ ∫
g−dI−dθ− = 0,
by using that g±k = 0 when k = 0. Hence −∂−2x ρ(λ, ε)φ is well-defined and
the self-consistent Poisson equation (21) is reduced to (I + ∂−2x ρ(λ, ε))φ = 0.
So we conclude that for nonzero eigenvalues, the eigenspaces of (20)-(21) are
equivalent to null spaces of the operator
I+ ∂−2x ρ(λ, ε) : H
1
ε → H1ε ,
where ∂−2x denotes twice anti-derivatives with zero mean. To apply Lemma 4,
we rescale above operators to be defined in the same function space H10 . Let
G−1β φ = φ(
P0
Pβ
x) be the mapping from H10 → H1ε , and define the operator
K(λ, ε) = Gβ∂
−2
x ρ(λ, ε)G
−1
β
in H10 .
To study the properties of the operators K(λ, ε), we introduce two lemmas.
Lemma 9 If u (v) ∈ W s,p (R)
(
p > 1, s > 1p
)
, then for any z ∈ C with Re z 6=
0, we have ∣∣∣∣
∫
R
u (v)
v − z dv
∣∣∣∣ ≤ C ‖u‖W s,p(R) ,
for some constant C independent of z.
Proof. Let z = a+ ib, with a, b ∈ R, b 6= 0. Then∫
R
u (v)
v − z dv =
∫
R
u (v) (v − a) + ibu (v)
(v − a)2 + b2 dv.
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Since s > 1p , the space W
s,p (R) is embedded to the Ho¨lder space C0,γ with
γ ∈
(
0, s− 1p
)
. So
|u (v)− u (a)| ≤ |v − a|γ ‖u‖C0,α ≤ C ‖u‖W s,p |v|γ .
The real part is estimated by∣∣∣∣∣
∫
R
u (v) (v − a)
(v − a)2 + b2
dv
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1+a
−1+a
(u (v)− u (a)) (v − a)
(v − a)2 + b2 dv
∣∣∣∣∣+
∫
|v−a|≥1
∣∣∣∣ u (v)v − a
∣∣∣∣ dv
≤
∫ 1+a
−1+a
∣∣∣∣u (v)− u (a)v − a
∣∣∣∣ dv +
(∫
|v−a|≥1
1
|v − a|p′
dv
) 1
p′
‖u‖Lp
. ‖u‖W s,p
∫ 1+a
−1+a
|v − a|−1+γ dv + ‖u‖Lp . ‖u‖W s,p .
Similarly, for the imaginary part, we have∣∣∣∣∣
∫
R
bu (v)
(v − a)2 + b2 dv
∣∣∣∣∣
≤
∣∣∣∣∣
∫ 1+a
−1+a
(u (v)− u (a)) b
(v − a)2 + b2 dv
∣∣∣∣∣+ π |u (a)|+
∫
|v−a|≥1
∣∣∣∣ u (v)v − a
∣∣∣∣ dv
. ‖u‖W s,p .
Here, in the above we use∣∣∣∣∣
∫ 1+a
−1+a
b
(v − a)2 + b2 dv
∣∣∣∣∣ ≤
∫
R
1
1 + y2
dy = π.
Lemma 10 Given φ ∈ H1 (0, Pβ) and φ =
∑
k φ
±
k (I±)e
ikθ± ,
i) If w : R+ → R+ and ∫ w ( 12v2) dv <∞, then∑
k
∫
w (e±)
∣∣φ±k (I±)∣∣2 dI± . ‖φ‖2L2 , (47)
and ∑
k
∫
w (e±)
∣∣φ±′k (I±)∣∣2 dI± . ‖β‖2L∞ ‖φx‖2L2 . (48)
2) If w : R+ → R+ and ∫ v2w ( 12v2) dv <∞, then∑
k 6=0
k2
∫
ω2± (I±)w (e±)
∣∣φ±k (I±)∣∣2 dI± . ‖φx‖2L2 .
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Proof. Proof of i): Since (x, v)→ (I±, θ±) has Jacobian 1, so
∑
k
∫
w (e±)
∣∣φ±k (I±)∣∣2 dI± =
∫ ∫
w (e±) |φ (x)|2 dxdv
≤ sup
x
∫
w (e±) dv ‖φ‖2L2 . ‖φ‖2L2 .
To prove (48), we notice that
φ±′k (I±) =
1
2π
∫ 2pi
0
e−ikθ±φ′(x)
∂x
∂I±
dθ±,
and by Lemma 8,
∣∣∣ ∂x∂I±
∣∣∣ . ε. So
∑
k
∫
w (e±)
∣∣φ±′k (I±)∣∣2 dI± =
∫ ∫
w (e±) |φ′(x)|2
∣∣∣∣ ∂x∂I±
∣∣∣∣
2
dxdv
. ε2 sup
x
∫
w (e±) dv ‖φ′‖2L2 . ‖β‖2L∞ ‖φ′‖
2
L2 .
Proof of ii): We note that by Lemma 7,
vφx = v∂x ∓ βx∂v =
{
ω±(I±)∂θ±φ when (x, v) ∈ Ω0 ∪ Ω+
−ω±(I±)∂θ±φ when (x, v) ∈ Ω− ,
where Ω0,Ω± are defined in (29), (30), (31). Thus,
∑
k 6=0
k2
∫
ω2± (I±)w (e±)
∣∣φ±k (I±)∣∣2 dI±
=
∫ ∫
w (e±) |vφx|2 dxdv
≤ sup
x
∫ ∫
w (e±) |v|2 dv ‖φ′‖2L2 . ‖φx‖2L2 .
Lemma 11 (i) 0 6= λ is an eigenvalue of the linearized VP operator iff there
exists 0 6= φ ∈ H10 such that {I +K(λ, ε)}φ = 0.
(ii) For ε << σ and any λ ∈ C with Reλ > 0, the operator K(λ, ε) :
H10 → H10 is uniformly bounded to λ.
(iii) For ε << σ, K(λ, ε) : H10 → H10 is analytic in λ when |λ| << 1.
Proof. (i) follows from the definition of the operator K (λ, ε). Indeed, λ is an
non-zero eigenvalue for the Vlasov-Poisson operator satisfying (20) (21), if and
only if (42), (43), (44) and (45) are valid, which by the Poisson equation (21) is
equivalent to φxx = ρ(λ, ε)φ or (I + ∂
−2
x ρ(λ, ε))φ = 0.
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Proof of (ii): By the change of variable from [0, P0] to [0, Pβ], it is equivalent
to show that the operator
∂−2x ρ(λ, ε) : H
1
ε → H1ε
is uniformly bounded. For any φ ∈ H1ε , let Φ = ∂−2x ρ(λ, ε)φ. Since Φ (x) has
zero mean, so
‖Φ‖H1 ≈ ‖Φx‖L2 = sup
ψ∈L2
‖ψ‖
L2
=1
(Φx, ψ) .
Let Ψ = ∂−1x ψ be the anti-derivative of ψ with zero mean, then ‖Ψ‖H1 ≈ ‖ψ‖L2 .
Let
Ψ(x) =
∑
k
eikθ±Ψ±k (I±),
then
(Φx, ψ) = − (Φxx,Ψ) = − (ρ(λ, ε)φ,Ψ) (49)
= −
∑
k 6=0, ±
(∫
ω±µ
′
±,+
ω± +
λ
ik
φ±k (I±)Ψ¯
±
k (I±)dI± +
∫
ω±µ
′
±,−
ω± − λik
φ±k Ψ¯
±
k dI±
)
.
To estimate the above integrals, we change the integration variable to ω± with
dI± =
1
ω′
±
(I±)
dω±. Define
H±,+k (ω±) = ω±µ
′
±,+φ
±
k (I±)Ψ¯
±
k (I±)
1
ω′± (I±)
. (50)
Noting that µ′±,± ≡ 0 for |e±| ≤ σ, so H±,+k (ω±) = 0 for ω± near 0 (i.e. near
separatrix). By zero extension, we can think of H±,+k (ω±) as a function defined
in R. Then the first integral in (49) can be estimated by∣∣∣∣∣
∫
R
H±,+k (ω±)
ω± +
λ
ik
dω±
∣∣∣∣∣ .
∥∥H±,+k ∥∥H1(R) ,
by Lemma 9. Since ∂x∂θ is bounded outside of separatrix, so
∣∣φ±k (I±)∣∣ =
∣∣∣∣ 12πki
∫ 2pi
0
e−ikθ±φ′(x)
∂x
∂θ±
dθ±
∣∣∣∣ ≤ 12πk ||φ||W 1,1 . 1k ||φ||H1 . (51)
Similarly,
∣∣Ψ¯±k (I±)∣∣ . 1k ||Ψ||H1 . By assumption (9),∫ √
e±
(
µ′±,+
)2
de± <∞,
thus from
dω±
de±
=
dω±
dI±
dI±
de±
=
ω′±
ω±
,
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and (35) ∫ (
ω±µ
′
±,+
)2
dω± .
∫ √
e±
(
µ′±,+
)2
de± <∞
Thanks to Lemma 8, we know that ω′±(I±) ∽ 1 when µ
′
±,± 6= 0, since the
supports of µ′±,± are outside the separatrix. So
dω± = ω
′
±(I±)dI± ∽ dI±, (52)
d
dω±
=
dI±
dω±
d
dI±
=
1
ω′±(I±)
d
dI±
∽
d
dI±
,
when µ′±,± 6= 0. Combining above, we get
∥∥H±,+k ∥∥L2(R) . 1k2 ||φ||H1 ||Ψ||H1 ,
where H±,+k is defined in (50). By using Lemma 8 and (51), we have∥∥∥∥ dω±H±,+k
∥∥∥∥
L2(R)
.
1
k
(
||φ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣Ψ¯±′k ∣∣2 dI±
) 1
2
+ ||Ψ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣φ±′k ∣∣2 dI±
) 1
2
)
+
1
k2
||φ||H1 ||Ψ||H1 .
Thus∣∣∣∣∣∣
∑
k 6=0
∫
R
H±,+k (ω±)
ω± +
λ
ik
dω±
∣∣∣∣∣∣ .
∑
k 6=0
∥∥H±,+k ∥∥H1(R)
.
∑
k 6=0
(
1
k
||φ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣Ψ¯±′k ∣∣2 dI±
) 1
2
+
1
k
||Ψ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣φ±′k ∣∣2 dI±
) 1
2
+
1
k2
||φ||H1 ||Ψ||H1 )
. ||φ||H1
(∑
k
∫ (
ω±µ
′
±,+
)2 ∣∣Ψ¯±′k ∣∣2 dI±
) 1
2
+ ||Ψ||H1
(∑
k
∫ (
ω±µ
′
±,+
)2 ∣∣φ±′k ∣∣2 dI±
) 1
2
+ ||φ||H1 ||Ψ||H1
. ||φ||H1 ||Ψ||H1 ,
by Lemma 10. The second term in (49) can be estimated in the same way. So
we have ∥∥∂−2x ρ(λ, ε)φ∥∥H1 = ‖Φ‖H1 . ||φ||H1 .
Proof of (iii): By (36), when |e±| ≥ σ, we have
ω± = 2π/T±(e±) &
√
σ.
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So for |λ| << √σ,∣∣∣∣ λik + ω±
∣∣∣∣ & √σ, uniformly for any |k| ≥ 1. (53)
Hence, the integrals in (49) are clearly bounded by ||φ||H1 ||Ψ||H1 . We further
take complex λ derivatives of (49) to get
(∂λ (ρ(λ, ε)φ) ,Ψ)
= −
∑
k 6=0, ±
(
−
∫
ω±µ
′
±,+
ik(ω± +
λ
ik )
2
φ±k (I±)Ψ¯
±
k (I±)dI± +
∫
ω±µ
′
±,−(
ω± − λik
)2φ±k Ψ¯±k dI±
)
,
which by (53) again is bounded by ||φ||H1 ||Ψ||H1 . This shows that ∂λK (λ, ε) is
bounded operator in H10 and thus K (λ, ε) is an analytic operator in H
1
0 when
|λ| << 1.
Proposition 12 For ε << σ and any λ ∈ C with Reλ > 0,
||K(λ, ε)−K(λ, 0)||L(H1
0
,H1
0
) ≤ C
√
ε, (54)
where C is a positive constant independent of λ.
Proof. It is equivalent to show that∥∥∂−2x ρ(λ, ε)− ∂−2x ρ(λ, 0)∥∥L(H1ε ,H1ε ) ≤ C√ε,
where C > 0 is independent of λ. Let φ,Ψ ∈ H1ε , then it suffices to show that
|((ρ(λ, ε)− ρ(λ, 0))φ,Ψ)| ≤ C√ε||φ||H1 ||Ψ||H1 ,
for some constant C independent of λ.
The proof is split into three steps.
Step 1. Representation. We note that for the homogeneous case (ε = 0) with
period Pβ , the action-angle variables become
ω± =
2π
Pβ
|v|, I± = Pβ
2π
|v| , θ± = 2π
Pβ
x.
Then
(ρ(λ, 0)φ,Ψ)
=
∑
k 6=0, ±
(∫
ω±µ
′
±,+
ω± +
λ
ik
φ±,0k Ψ¯
±,0
k dI± +
∫
ω±µ
′
±,−
ω± − λik
φ±,0k Ψ¯
±,0
k dI±
)
=
∑
k 6=0, ±
(
Pβ
2π
)2(∫ ω±µ′±,+
ω± +
λ
ik
φ±,0k Ψ¯
±,0
k dω± +
∫
ω±µ
′
±,−
ω± − λik
φ±,0k Ψ¯
±,0
k dω±
)
=
∑
k 6=0, ±
∫
H±,+;0k
ω± +
λ
ik
dω± +
∫
H±,−;0k
ω± − λik
dω±,
19
where
µ′±,± = µ
′
±,±
(
1
2
(
Pβ
2π
)2
ω2±
)
= µ′±,±
(
1
2
v2
)
,
φ±,0k ≡
1
2π
∫ 2pi
0
e−ikθ±φ(
Pβ
2π
θ±)dθ±,
Ψ±,0k ≡
1
2π
∫ 2pi
0
e−ikθ±Ψ(
Pβ
2π
θ±)dθ±,
and
H±,+;0k (ω±) =
(
Pβ
2π
)2
ω±µ
′
±,+
(
1
2
(
Pβ
2π
)2
ω2±
)
φ±,0k Ψ¯
±,0
k ,
H±,−;0k (ω±) =
(
Pβ
2π
)2
ω±µ
′
±,−
(
1
2
(
Pβ
2π
)2
ω2±
)
φ±,0k Ψ¯
±,0
k .
In the case ε > 0, we use the same notations (I±, θ±) and ω± for action-
angle variables and frequency, to make it convient to estimate the difference
((ρ(λ, ε)− ρ(λ, 0))φ,Ψ). Then as in the proof of Lemma 11, we can write
(ρ(λ, ε)φ,Ψ) =
∑
k 6=0, ±
∫
H±,+;εk (ω±)
ω± +
λ
ik
dω± +
∫
H±,−;εk (ω±)
ω± − λik
dω±,
where
H±,+;εk (ω±) = ω±µ
′
±,+ (e±)φ
±,ε
k (I±)Ψ¯
±,ε
k (I±)
1
ω′± (I±)
,
H±,−;εk (ω±) = ω±µ
′
±,− (e±)φ
±,ε
k (I±)Ψ¯
±,ε
k (I±)
1
ω′± (I±)
,
with
φ±,εk (I±) =
1
2π
∫ 2pi
0
φ(x (I±, θ±))e
−ikθ±dθ±,
Ψ±,εk (I±) =
1
2π
∫ 2pi
0
Ψ(x (I±, θ±))e
−ikθ±dθ±.
Here, in the above formula for φ±,εk ,Ψ
±,ε
k , we use (x (I±, θ±) , v (I±, θ±)) to
denote the action-angle transform (I±, θ±)→ (x, v) in the case ε > 0. Defining
G±,+k (ω±) = H
±,+;ε
k (ω±)−H±,+;0k (ω±) , (55)
G±,−k (ω±) = H
±,−;ε
k (ω±)−H±,−;0k (ω±) ,
then we get
((ρ(λ, ε)− ρ(λ, 0))φ,Ψ) =
∑
k 6=0, ±
∫
G±,+k (ω±)
ω± +
λ
ik
dω± +
∫
G±,−k (ω±)
ω± − λik
dω±.
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By Lemma 9, the proof is reduced to estimate
∥∥G±,±k ∥∥H1 . We write
G±,+k (ω±) = ω±
(
µ′±,+ (e±)− µ′±,+
(
1
2
(
Pβ
2π
)2
ω2±
))
φ±,εk (I±)Ψ¯
±,ε
k (I±)
1
ω′± (I±)
(56)
+ ω±µ
′
±,+
(
1
2
(
Pβ
2π
)2
ω2±
)(
1
ω′± (I±)
−
(
Pβ
2π
)2)
φ±,εk (I±)Ψ¯
±,ε
k (I±)
+ ω±µ
′
±,+
(
1
2
(
Pβ
2π
)2
ω2±
)(
Pβ
2π
)2 (
φ±,εk (I±)− φ±,0k
)
Ψ¯±,εk (I±)
+ ω±µ
′
±,+
(
1
2
(
Pβ
2π
)2
ω2±
)(
Pβ
2π
)2
φ±,0k
(
Ψ¯±,εk (I±)− Ψ¯±,0k
)
=
4∑
j=1
G±,+;jk (ω±) .
Step 2. Estimates for φ±,εk − φ±,0k and ψ±,εk − ψ±,0k when |e±| ≥ σ2 .
We note that
φ±,εk (I±)− φ±,0k =
1
2π
∫ 2pi
0
e−ikθ± [φ(x (I±, θ±))− φ(Pβ
2π
θ±)]dθ± (57)
=
1
2π
∫ 2pi
0
e−ikθ±
[∫ x(I±,θ±)
Pβ
2pi
θ±
φx(ζ)dζ
]
dθ±,
and
∣∣∣x− Pβ2pi θ±∣∣∣ . ε by Lemma 8, so
∣∣∣φ±,εk (I±)− φ±,0k ∣∣∣ ≤ maxθ±
∣∣∣∣∣
∫ x(I±,θ±)
Pβ
2pi
θ±
φx(ζ)dζ
∣∣∣∣∣ ≤ min{√ε||φ||H1 , ε||φx||∞} ,
(58)
and ∑
k
∫ (
ω±µ
′
±,+
)2 ∣∣∣φ±,εk (I±)− φ±,0k ∣∣∣2 dI± (59)
=
∫ ∫ (
ω±µ
′
±,+
)2 ∣∣∣∣∣
∫ x
Pβ
2pi
θ±(x,v)
φx(ζ)dζ
∣∣∣∣∣
2
dxdv
≤ min{ε||φ||2H1 , ε2||φx||2∞}
∫ ∫ (
ω±µ
′
±,+
)2
dxdv
. min
{
ε||φ||2H1 , ε2||φx||2∞
}
.
Similarly, we have
Ψ±,εk (I±)−Ψ±,0k =
1
2π
∫ 2pi
0
e−ikθ±
[∫ x(I±,θ±)
Pβ
2pi
θ±
Ψx(ζ)dζ
]
dθ±,
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∣∣∣Ψ±,εk (I±)−Ψ±,0k ∣∣∣ ≤ min{√ε ‖Ψ‖H1 , ε ‖Ψx‖∞} , (60)
and∑
k
∫ (
ω±µ
′
±,+
)2 ∣∣∣Ψ±,εk (I±)−Ψ±,0k ∣∣∣2 dI± . min{ε ‖Ψ‖2H1 , ε2 ‖Ψx‖2∞} . (61)
This completes Step 2.
Step 3. Estimate for ||G±,±||H1 .
Here, the function G±,± is defined in (55). We will estimate ||G±,+||H1 and
it is similar for ||G±,−||H1 . we have
e± − 1
2
(
Pβ
2π
)2
ω2± = O(ε),
and thus by (9)∣∣∣∣∣µ′±,+ (e±)− µ′±,+
(
1
2
(
Pβ
2π
)2
ω2±
)∣∣∣∣∣ ≤ Cε (1 + ω2±)−γ , γ > 1.
We recall that G±,+ =
∑4
j=1G
±,+;j (see (56)) in the following estimates, where
we also use (52) to transform the integrals
∫ · · · dω± to ∫ · · · dI±. By (51),∥∥∥G±,+;1k ∥∥∥
L2
.
ε
k2
||φ||H1 ||Ψ||H1 .
By Lemma 8
∣∣∣∣ 1ω′
±
(I±)
−
(
Pβ
2pi
)2∣∣∣∣ . ε, so∥∥∥G±,+;2k ∥∥∥
L2
.
ε
k2
||φ||H1 ||Ψ||H1 .
It is strightforward to get
∥∥∥G±,+;3k ∥∥∥
L2
.
1
k
||Ψ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣φ±,εk (I±)− φ±,0k ∣∣∣2 dI±
) 1
2
,
and ∥∥∥G±,+;4k ∥∥∥
L2
.
1
k
||φ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣Ψ±,εk (I±)−Ψ±,0k ∣∣∣2 dI±
) 1
2
.
Now we estimate
∥∥∥ ddω±G±,+k (ω±)
∥∥∥
L2
. We note that
∣∣∣∣∣ ddω±
[
µ′±,+ (e±)− µ′±,+
(
1
2
(
Pβ
2π
)2
ω2±
)]∣∣∣∣∣
=
∣∣∣∣∣µ′′±,+ (e±) ω±ω′± − µ′′±,+
(
1
2
(
Pβ
2π
)2
ω2±
)(
Pβ
2π
)2
ω±
∣∣∣∣∣
. εω±
(
1 + ω2±
)−γ
,
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by (9) and Lemma 8. So we can get∥∥∥∥ ddω±G±,+;1k (ω±)
∥∥∥∥
L2
.
ε
k2
||φ||H1 ||Ψ||H1 +
1
k
||φ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣(Ψ±,εk )′ (I±)∣∣∣2 dI±
) 1
2
+
1
k
||Ψ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣(φ±,εk )′ (I±)∣∣∣2 dI±
) 1
2
.
For
∥∥∥ ddω±G±,+;2k (ω±)
∥∥∥
L2
, the above estimate also holds true by using
∣∣∣∣ ddI±
(
1
ω′±(I±)
)∣∣∣∣ . ε.
By using (58) and (60), we can get that∥∥∥∥ ddω±G±,+;3k (ω±)
∥∥∥∥
L2
+
∥∥∥∥ ddω±G±,+;4k (ω±)
∥∥∥∥
L2
.
1
k
||φ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣(Ψ±,εk )′ (I±)∣∣∣2 dI±
) 1
2
+
1
k
||Ψ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣(φ±,εk )′ (I±)∣∣∣2 dI±
) 1
2
+min
{√
ε||Ψ||H1 , ε||Ψx||∞
}(∫ (
ω2±µ
′′
±,+
)2 ∣∣φ±,εk ∣∣2 dI±
) 1
2
+min
{√
ε||φ||H1 , ε||φx||∞
}(∫ (
ω2±µ
′′
±,+
)2 ∣∣Ψ±,εk ∣∣2 dI±
) 1
2
.
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Combining above, we have
∑
k
∥∥G±,+k ∥∥H1 .∑
k
{ ε
k2
||φ||H1 ||Ψ||H1 +
1
k
||Ψ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣φ±,εk (I±)− φ±,0k ∣∣∣2 dI±
) 1
2
+
1
k
||φ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣Ψ±,εk (I±)−Ψ±,0k ∣∣∣2 dI±
) 1
2
+
1
k
||φ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣(Ψ±,εk )′ (I±)∣∣∣2 dI±
) 1
2
+
1
k
||Ψ||H1
(∫ (
ω±µ
′
±,+
)2 ∣∣∣(φ±,εk )′ (I±)∣∣∣2 dI±
) 1
2
+min
{√
ε||Ψ||H1 , ε||Ψx||∞
}(∫ (
ω2±µ
′′
±,+
)2 ∣∣φ±,εk ∣∣2 dI±
) 1
2
+min
{√
ε||φ||H1 , ε||φx||∞
}(∫ (
ω2±µ
′′
±,+
)2 ∣∣Ψ±,εk ∣∣2 dI±
) 1
2
}
≤ √ε||Ψ||H1 ||φ||H1 ,
by using Lemma 10 and (59), (61). Similarly, we get∑
k
∥∥G±,−k ∥∥H1 . √ε||Ψ||H1 ||φ||H1 ,
So by Lemma 9, we have
|((ρ(λ, ε)− ρ(λ, 0))φ,Ψ)| .
∑
k
∥∥G±,+k ∥∥H1 + ∥∥G±,−k ∥∥H1
.
√
ε||Ψ||H1 ||φ||H1 .
This finishes the proof.
Lemma 13 Assume the conditions in Theorems 3 and 2. For any δ0 > 0, when
ε is small enough, there exists no unstable eigenvalue λ of the linearized VP (20)
with Reλ > 0 and |λ| ≥ δ0.
Proof. We note that I + ∂−2x ρ(λ, 0) is uniformly invertible when Reλ > 0 and
|λ| ≥ δ0 (see Lemma 15). So the conclusion follows from Proposition 12.
The following lemma is used in the proof of Theorem 3.
Lemma 14 Assume µ±,+ = µ±,− = µ± (even case). Let λ ∈ C and |λ| <<√
σ, φ, ψ ∈ H10 and φx, ψx ∈ L∞. Then
|(∂λ (K(λ, ε)−K(λ, 0))φ, ψ)| ≤ Cε |λ| ‖φx‖L∞ ‖ψ‖L∞ .
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Proof. It suffices to estimate∣∣(∂λ (∂−2x ρ(λ, ε)− ∂−2x ρ(λ, 0))φ, ψ)∣∣
for φ, ψ ∈ H1ε . Note that in the untrapped region, the points (x, v) and (x,−v)
have the same action-angle coordinates (I±, θ±). So when µ±,− = µ±,− = µ±,
we can combine the integrals for ρ(λ, ε)φ in (46) as
∑
k 6=0, ±
[∫
v>0
(
ω±
ω± +
λ
ik
+
ω±
ω± − λik
)
µ′
±
(e±)φ
±
k (I±)e
ikθ±dv
]
(62)
=
∑
k 6=0, ±
∫
v>0
2ω2±µ
′
±(e±)
ω2± +
λ2
k2
φ±k (I±)e
ikθ±dv,
and then
∂λρ(λ, ε)φ = −4
∑
k,±
∫
v>0
ω2±µ
′
±(e±)
λ
k2(
ω2± +
λ2
k2
)2 φ±k (I±)eikθ±dv.
Note that,
(∂−2x ∂λρ(λ, ε)φ, ψ) = (∂λρ(λ, ε)φ,Ψ),
where Ψ = ∂−2x ψ. Then
(∂λ
(
∂−2x ρ(λ, ε)− ∂−2x ρ(λ, 0)
)
φ, ψ)
= (∂λ (ρ(λ, ε)− ρ(λ, 0))φ,Ψ)
= −4λ
∑
k,±
1
k2
∫
ω2±
[ω2± +
λ2
k2 ]
2
G±k (ω±)dω±,
where
G±k (ω±) = G
±,+
k (ω±) = G
±,−
k (ω±)
is defined in (55). Note that ω± &
√
σ in the support of G±k and |λ| <<
√
σ, so∥∥∥∥∥ ω
2
±
[ω2± +
λ2
k2 ]
2
∥∥∥∥∥
L2
≤ C0 (independent of λ).
Thus
|(∂λ (ρ(λ, ε)− ρ(λ, 0))φ,Ψ)| ≤
∑
k,±
4 |λ|
k2
∫
ω2±
[ω2± +
λ2
k2 ]
2
G±k (ω±)dω±
.
∑
k,±
4 |λ|
k2
∥∥G±k ∥∥L2 . ε |λ| ‖φx‖L∞ ||Ψx||L∞ ,
by the same estimates for
∑
k
∥∥G±,±k ∥∥L2 as in the proof of Proposition 12 and
by choosing L∞ bounds in (59) and (61). This finishes the proof of the lemma.
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5 Proof of Main Theorems
First, we study the spectrum of the linearized operator I + K(λ, 0) in H10 for
flat homogeneous states.
Lemma 15 (i) (Even Case) Consider the flat homogeneous states satisfying
the assumptions in Theorem 3. Then:
(1) I+K(λ, 0) is invertible when Reλ > 0; for any δ > 0, (I+K(λ, 0))−1
is uniformly bounded in {Reλ > 0, |λ| ≥ δ};
(2) I+K(λ, 0) is analytic near λ = 0; ker (I+K(0, 0)) = {ei 2piP0 x, e−i 2piP0 x}
= {r1, r2}; I+K(0, 0) : (I−P)X → (I−P)X is invertible, where P is the project
to span{r1, r2}.
(3) det((I+K(λ, 0)) rj , ri) ∽ λ
4 near λ = 0.
(ii) (Uneven Case) Consider the flat homogeneous states satisfying the as-
sumptions in Theorem 2. Then (1) and (2) are valid, and det((I+K(λ, 0)) rj , ri) ∽
λ2 near λ = 0.
Proof. (i) (Even Case) We only consider the two-species case and the proof
for the fixed ion case is similar. Denote µ±,+ = µ±,− = µ±.
Proof of (1): We note that when ε = 0, I+K(λ, 0) is the Penrose diagonal
operator
(I+K(λ, 0)) e
ik 2pi
P0
x
= {I+ ∂−2x ρ(λ, 0)}eik
2pi
P0
x
(63)
=
{
1− 4π
2
P 20 k
2
∫
v[µ′+ + µ
′
−]
v + λik
dv
}
eik
2pi
P0
x, k 6= 0.
When |k| > 1, by the Penrose stability condition (12), there is no unstable
eigenvalue with Reλ > 0. So we restrict to the critical case k = 1. Define
F (w) ≡ 4π
2
P 20
∫
v[µ′+ + µ
′
−]
v − w dv. (64)
Then linear instability is equivalent to that F (w) = 1 for some w with Imw > 0.
We define the Penrose curve: {(a, F (a+ 0i))}, the image of the real axis in the
complex plane. For the flat profiles, the Penrose curve is an interval in the real
axis near (1, 0), and under the condition (18) it passes beyond (1, 0) to the right.
Now we prove the linear stability of homogeneous equilibria. We assume the
contrary, there is w0 = a+ bi with a ∈ R, b > 0 such that F (w0) = 1. We now
approximate µ± by non-constant µ
n
± near 0, such that µ
n
± → µ± in some strong
topology, while µn′± (0) = 0, but µ
n′
± (ξ) < 0 for ξ > 0. We define
Fn(w) ≡ 4π
2
P 20
∫
v[µn′+ + µ
n′
− ]
v − w dv.
Now the Penrose curves for Fn(w) break the constant interval so that (1, 0)
is a proper point of the boundary, and from (12), (1, 0) is the single largest
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intersection of Penrose curves with real axis. Since F (λ0) = 1, and Fn(λ) are
analytic near λ0, limFn(λ) = F (λ) for λ near λ0 we therefore conclude that
there is λn near λ0 such that Fn(λn) = 1. By the open mapping theorem, there
is a full neighborhoodBn of (1, 0) such thatBn ∈ Fn(Im λ > 0). This contradicts
to the fact that (1, 0) is a proper boundary point. The uniform boundedness of
(I+K(λ, 0))
−1
on {Reλ > 0, |λ| ≥ δ} follows from the Penrose condition (12)
and (13).
The proof of (2) is by straightforward calculations. To show (3), we note
that F (0) = F ′ (0) = 0 and by (18)
F ′′ (0) =
8π2
P 20
∫
µ′+ + µ
′
−
v2
dv > 0. (65)
Define the 2 by 2 matrix
A (λ, 0) = (I+K(λ, 0)rj , rl) , j, l = 1, 2.
Then near λ = 0,
detA (λ, 0) = F
(
λ
i
)
F
(
−λ
i
)
∽ λ4.
(ii) (Uneven Case) The proof of (1) and (2) is similar. Finally, we note that
F (0) = 0, F ′ (0) 6= 0 (by (11)), so detA (λ, 0) ∽ λ2 near λ = 0.
Proof of Theorem 2. We only consider the two species case since the proof for
the fixed ion case is similar. First, we study the eigenvalues near 0. Combining
Lemma 15 (ii) and Lemma 4, we know that the number of eigenvalues for
I + K(λ, ε) near 0 is at most two when ε is small. By Lemma 6, the nonzero
eigenvalues must appear in pairs. But clearly the translation invariance leads
to a zero eigenvector [µ′+,±(e+)βx,−µ′−,±(e−)βx, βx] for the linearized Vlasov-
Poisson equation (20) (21), which gives rise to an zero eigenvector for I+K(0, ε)
for all ε > 0. So we conclude that there exists no nonzero eigenvalues near 0,
besides the translation mode. That is, there exists δ0 > 0, such that there is no
nonzero eigenvalue λ with |λ| ≤ δ0 for I+K(λ, ε), when ε << 1. By Lemma 13,
when ε is small enough, there exists no unstable eigenvalue λ of with Reλ > 0
and |λ| ≥ δ0. This proves the spectral stability of small BGK waves.
Lastly, we prove Theorem 3 for the even case.
Proof of Theorem 3. We give the detailed proof for the two species case and
make some comments on the fixed ion case at the end. Denote µ±,+ = µ±,− =
µ±. Again by Lemma 13, it suffices to exclude unstable eigenvalues near 0.
First, it follows from Lemma 15 (i) and Lemma 4 that when ε << 1, there exist
at most four eigenvalues near λ = 0 for I+K(λ, ε). By Lemma 6, besides the
translation mode, any nonzero eigenvalue near 0 must be either purely imaginary
or real, since any eigenvalue with both nonzero real and imaginary parts must
appear in quadruple.
Now we exclude real eigenvalues to show spectral stability. Assume λ ∈
R and |λ| << 1. First, we show that when µ′±(e±) are even, the opera-
tor ρ(λ, ε)φ preserves parity. For an even function φ (x) ∈ H1ε , let φ (x) =
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∑
k∈Z φ
±
k (I±)e
ikθ± . Then for k 6= 0, φ±k (I±) = φ±−k(I±) for untrapped parti-
cles, since (x, v) and (−x, v) have action-angle coordinates (I, θ) and (I, 2π − θ)
respectively. Thus by (62),
ρ(λ, ε)φ =
∑
k 6=0, ±
∫
v>0
2ω2±µ
′
±(e±)
ω2± +
λ2
k2
φ±k (I±)e
ikθ±dv (66)
= 4
∑
k>0, ±
∫
v>0
ω2±µ
′
±(e±)φ
±
k (I±)
ω2± +
λ2
k2
cos kθ±dv,
is again an even function in x. Similarly, it can be shown that when φ is odd,
so is ρ(λ, ε)φ. Thus, we can consider I + K(λ, ε) in the even and odd spaces
separately. In the odd subspace H1odd of H
1
0 , we notice that I + K(0, 0) has a
1D kernel spanned by r1 = sin
2pi
P0
x. By (63) and noticing that for even profiles
the function F (w) defined by (64) is even, so
((I+K(λ, 0)) r1, r1) = (
(
I+ ∂−2x ρ(λ, 0)
)
r1, r1) (67)
= 1− F (iλ) ∽ a0λ2.
where a0 = F
′′ (0) > 0 (see (65)) by the condition (18). We also note that for
any ε > 0, I+K(0, ε) has a translation kernel which is odd. So by Corollary 5
and Lemma 6, there is no nonzero eigenvalue λ near zero for I +K(λ, ε) when
ε << 1.
We can now restrict ourselves to the even subspace H1even of H
1
0 , so that
I+K(0, 0) has 1D kernel spanned by r0 = cos
2pi
P0
x. We note that (66) is valid
for all λ ∈ C with |λ| << 1. So letting ν = λ2, we may rewrite K(λ, ε) in terms
of ν. That is, we define
ρ¯(ν, ε)φ = 4
∑
k>0, ±
∫
v>0
ω2±µ
′
±(e±)φ
±
k (I±)
ω2± +
ν
k2
cos kθ±dv,
and
K¯(ν, ε) = Gβ∂
−2
x ρ¯(ν, ε)G
−1
β .
Then K¯(ν, ε) is analytic for ν near zero. Suppose (I +K(λ, ε))r = 0 or equiv-
alently (I + K¯(ν, ε))r = 0, for r ∈ H1even and let Pr = ar0, where P is the
projection to {r0}. As in the proof of Lemma 4, we use the Liapunov-Schmidt
reduction to solve (I+ K¯(ν, ε))r = 0 to obtain(
I + K¯(ν, 0)
)
r +
(
K¯(ν, ε)− K¯(ν, 0)) {Z⊥(ν, ε) + I}Pr = 0,
which is equivalent to
0 =
((
I+ K¯(ν, 0)
)
r0, r0
)
(68)
+
((
K¯(ν, ε)− K¯(ν, 0)) [Z⊥(ν, ε) + I] r0, r0) ,
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where
Z⊥(ν, ε) ≡ −[I+ (I+ K¯(ν, 0))−1 (I−P) (K¯(ν, ε)− K¯(ν, 0))]−1(
I+ K¯(λ, 0)
)−1
(I−P) [K¯(ν, ε)− K¯(ν, 0)]
as defined in (24) is analytic in ν near 0. Since the eigenvalue λ must be real or
pure imaginary, so it suffices to study the equation (68) for ν = λ2 ∈ R. As in
(67), we have ((
I+ K¯(ν, 0)
)
r0, r0
)
=
((
I+ K¯(ν, 0)
)
r0, r0
)
(69)
= 1− F (iλ) ∽ a0λ2 = a0ν,
with a0 > 0. So from the implicit function theorem, for ε << 1 there is an
unique ν(ε) ∈ R so that (68) is valid, with ν(0) = 0. There is a growing mode
λ (ε) > 0 if and only if ν(ε) = λ (ε)2 > 0, and there is a purely imaginary
eigenvalue 0 6= λ (ε) ∈ iR if and only if ν(ε) = λ (ε)2 < 0. By (69) and (68) we
need
S(ν, ε) ≡ ((K¯(ν, ε)− K¯(ν, 0)) (Z⊥(ν, ε) + I) r0, r0) < 0
for ε << 1 to ensure that ν(ε) > 0. Note that
S(ν, ε) = [S(ν, ε)− S(0, ε)] + S(0, ε)
and
|[S(ν, ε)− S(0, ε)]| ≤ max
v′∈(0,ν)
|∂νS(ν′, ε)| |ν| , (70)
where
∂νS(ν, ε) =
(
∂ν
[
K¯(ν, ε)− K¯(ν, 0)] [Z⊥(ν, ε) + I] r0, r0)
+
([
K¯(ν, ε)− K¯(ν, 0)] ∂νZ⊥(ν, ε)r0, r0) .
For ν = λ2 near 0, by lemma 14,∣∣(∂ν (K¯(ν, ε)− K¯(ν, 0)) (Z⊥(ν, ε) + I) r0, r0)∣∣
=
1
2 |λ|
∣∣(∂λ (K(λ, ε)−K(λ, 0)) (Z⊥(ν, ε) + I) r0, r0)∣∣
. ε
∥∥(Z⊥(ν, ε) + I) r0∥∥W 1,∞ ‖r0‖L∞ . ε,
and by Proposition 12,∣∣((K¯(ν, ε)− K¯(ν, 0)) ∂νZ⊥(ν, ε)r0, r0)∣∣
=
∣∣((K(λ, ε)−K(λ, 0)) ∂νZ⊥(ν, ε)r0, r0)∣∣ . √ε.
Noting that ν(ε) = ν′(0)ε+ ν
′′(0)ε2
2! + · · · = O (ε), thus a combination of above
estimates and (70) gives
|S(ν, ε)− S(0, ε)| = O
(
ε
3
2
)
.
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Since S(0, 0) = 0, so a sharp stability criterion is for the first nonzero derivative:
d
dε
S(0, ε)|ε=0 < 0 for instability,
and
d
dε
S(0, ε)|ε=0 > 0 for stability.
Moreover, under the stability condition ddεS(0, ε)|ε=0 > 0, from our proof we
have a pair of imaginary eigenvalues bifurcating from ε = 0. Note that since
Z⊥(0, 0) = 0,
d
dε
S(0, ε)|ε=0 = d
dε
(Gβ∂
−2
x ρ(0, ε)G
−1
β r0, r0)|ε=0.
For r0 = cos(
2pi
P0
x),
∂−2x G
−1
β r0 = ∂
−2
x cos(
P0
Pβ
2π
P0
x) = − P
2
β
4π2
cos(
2π
Pβ
x).
Notice that for φ ∈ H1ε ,
ρ(0, ε)φ =
∫
R
(
µ′+(e+) + µ
′
−(e−)
)
dv φ.
So
S(0, ε) =
P0
Pβ
(∂−2x ρ(0, ε)G
−1
β r0, G
−1
β r0)
= −P0Pβ
4π2
∫ Pβ
0
∫ (
µ′+(e+) + µ
′
−(e−)
)
dv cos2(
2π
Pβ
x)dx
= − P
2
β
4π2
∫ P0
0
∫
[µ′+
(
1
2
v2 + β
(
Pβ
P0
x
))
+ µ′−
(
1
2
v2 − β
(
Pβ
P0
x
))
] dv cos2(
2π
P0
x)dx.
Notice that by (8),
d
dε
β
(
Pβ
P0
x
)
|ε=0 = cos
(
2π
P0
x
)
.
So
d
dε
S(0, ε)|ε=0
= −P0P
′
β (0)
2π2
∫ P0
0
∫ (
µ′+
(
1
2
v2
)
+ µ′−
(
1
2
v2
))
dv cos2(
2π
P0
x)dx
− P
2
0
4π2
∫ P0
0
∫ (
µ′′+
(
1
2
v2
)
− µ′−(
1
2
v2
)
dv cos3(
2π
P0
x)dx
= −P
2
0P
′
β (0)
4π2
∫ (
µ′+
(
1
2
v2
)
+ µ′−
(
1
2
v2
))
dv = −P ′β (0) .
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So we deduce the stability criterion that P ′β (0) < 0 for stability and P
′
β (0) > 0
for instability. Moreover, in the stable case
(
P ′β > 0
)
, there exists a pair of
nonzero purely imaginary eigenvalues.
Lastly, we calculate P ′β (0). Recall
−βxx = h(β) =
∫
µ+(
v2
2
+ β)−
∫
µ−(
v2
2
− β) = H ′(β).
Since H ′(0) = 0, H ′′(0) = (2piP0 )
2,
H ′′′(0) =
∫
µ′′+(
v2
2
)−
∫
µ′′−(
v2
2
) =
∫
µ
′
+(
v2
2 )
v2
−
∫
µ′−(
v2
2 )
v2
.
Let a2 = (
2pi
P0
)2, a3 = H
′′′(0), and define g (u) = 2H (u)− uh (u), then
P ′β |β=0 = lim
β→0
4
β
∫ β
0
g (β) − g (u)(√
2 (H(β)−H(u))
)3 du
= lim
β→0
4
β
1
6
a3
∫ β
0
β3 − u3
(a2 (β2 − u2))
3
2
du
=
1
6
a3
∫ 1
0
1− u3
(a2 (1− u2))
3
2
du.
So we deduce instability when
∫
µ′+(
v2
2 )
v2
−
∫
µ′−(
v2
2 )
v2
> 0
(
equivalently P ′β > 0
)
,
and stability when
∫
µ′+(
v2
2 )
v2
−
∫
µ′−(
v2
2 )
v2
< 0
(
equivalently P ′β < 0
)
.
The proof for the fixed ion case is similar. Here, the condition (19) plays a
duel role. It is the stability condition for the homogeneous state
(
µ
(
1
2v
2
)
, 0
)
at
the critical period P0, and is also equivalent to the instability condition P
′
β > 0
for small BGK waves.
6 Examples
1. The flat profiles satisfying conditions in Theorem 2 and 3 can be easily
constructed. We give an example for the uneven and one species case. Let
f (v) = c0
(
e−(v−v1)
2
+ e−(v+v1)
2
)
,
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where v1 > 0 and c0 > 0 is such that
∫
f (v) dv = 1. Note that f (v) has two
maximum at v1 and −v1 and one minimum at 0. If v1 is large enough, then∫
f ′ (v)
v ± v1 dv <
∫
f ′ (v)
v
dv and
∫
f ′ (v)
v
dv > 0.
We now modify f (v) slightly to get f0 (v) which is flat in a small interval [−σ, σ]
and slightly uneven such that
∫ f ′0(v)
v2 dv 6= 0. Let va and vb be the two maximum
points of f0 (v), then we still have
max
{∫
f ′0 (v)
v − va dv,
∫
f ′0 (v)
v − vb dv
}
<
∫
f ′0 (v)
v
dv =
(
2π
P0
)2
.
Since
∫ f ′0(v)
v2 dv 6= 0, when σ is small, the function F (w) =
∫ f ′0(v)
v−w dv is monotone
in [−σ, σ] and the condition (17) is also satisfied. Thus, the profiles f0 (v)
satisfies all the conditions in Theorem 2. The small BGK waves bifurcating
near (f0 (v) , 0) are spectrally stable.
2. For the even case, the condition
∫ [µ′++µ′−]
v2 dv > 0 is always true when
the flatness width σ± are small enough. Consider µ± to be the modification
(flattening near 0) of non-flat profiles with local minimum at 0. Let σ0 =
max {σ+, σ−} and take an interval I = [2σ0, a] such that µ′± ≥ c0 > 0 in I.
Then ∫
I
[µ′+ + µ
′
−]
v2
dv ≥ 2c0
∫
I
1
v2
= 2c0
(
1
2σ0
− 1
a
)
.
Since µ′± ≥ 0 in [0, 2σ0],∫
[µ′+ + µ
′
−]
v2
dv = 2
∫
v>0
[µ′+ + µ
′
−]
v2
dv
≥ c0
(
1
2σ0
− 1
a
)
+
∫
v>a
[µ′+ + µ
′
−]
v2
dv
> 0,
when σ0 is small enough. By the same argument, both stability and instability
conditions ∫
v−2[µ′+(
v2
2
)− µ′−(
v2
2
)] > 0 (< 0) (71)
can be satisfied by choosing different σ± for µ±. Indeed, when 1 ≫ σ− ≫ σ+
(σ− ≪ σ+ ≪ 1), we get + (−) sign in (71).
3. For the one species and even case, by the same arguments as above, the
instability condition
∫ µ′( 12v2)
v2 dv > 0 is always satisfied when the flatness width
is small. So BGK waves near µ
(
1
2v
2
)
are linearly unstable. But for a slightly
uneven profile f0 (v) close to µ
(
1
2v
2
)
, by Theorem 2, the BGK waves near f0 (v)
are linearly stable. These suggest that there exist a transition from stability to
instability when we increase the amplitude of BGK waves bifurcated from f0 (v)
up to the one close to an unstable BGK wave bifurcated from µ
(
1
2v
2
)
.
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4. In Theorems 3 and 2, we construct linearly stable BGK waves for both
even and uneven cases. However, there is a significant difference in their spectra
which must lie in the imaginary axis. For the uneven case, there is no nonzero
imaginary eigenvalue of the linearized VP operator at a stable small BGK wave.
In contrast, for the even case, there exists a pair of nonzero imaginary eigenval-
ues for the stable small BGK waves. In particular, these imply that there is no
linear damping for the even BGK waves due to the existence of nonzero time
periodic solutions of linearized Vlasov-Poisson equation. For the uneven case,
the linear damping is under investigation ([15]).
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