Abstract. A new measure for attribute selection, called GD, is proposed. The GD measure is based on Information Theory and allows to detect the interdependence between attributes. This measure is based on a quadratic form of the M antaras distance and a matrix called Transinformation Matrix. In order to test the quality of the proposed measure, it is compared with other two feature selection methods, namely M antaras distance and Relief algorithms. The comparison is done over 19 datasets along with three di erent induction algorithms.
Introduction
Knowledge Discovery in Databases and the part of Machine Learning dealing with learning from examples overlap in the algorithms and the problems addressed. In both areas induction algorithms have to deal with attributes or elds that are not relevant to the de nition of a concept, so an important task is to lter those attributes to avoid the noise that they can introduce. The irrelevant or redundant attributes do not a ect the ideal Bayesian classi er because the addition of new attributes never decreases the performance of the classi er. However, many practical classi ers decrease its performance when irrelevant or redundant attributes arise. To overcome this problem, di erent approaches have been proposed to select the more relevant attributes that de ne a concept (or class) 4]. Some works on attribute selection were the WINNOW algorithm proposed by Littlestone 16] , the FOCUS algorithm proposed by Almuallim and Dietterich 3] and the Relief algorithm proposed by Kira and Rendell 11] . All these algorithms have a common feature, they do not include the performance of the classi er as a measure to guide the selection of the attributes. John et al. 10] propose the wrapper method that utilizes the performance of the classi er to carry out the selection of the attributes. There is much evidence that wrapper method give good results 1, 10] . However, due to the computational cost, the wrapper methods can only be applied in combination with classi ers of low complexity.
The method proposed in this work utilizes a measure based on Information Theory to guide the selection of the attributes. The use of Information Theory concepts in feature selection is not recent. Quinlan 21] proposed a measure called Gain Ratio that corresponds to the ratio between the mutual information and the entropy 24]. Another approach based on Information Theory is proposed by L opez de M antaras 17], where a distance measure is de ned and analyzed in its relationship with the Gain Ratio measure proposed by Quinlan. Wettschereck and Dieterich 23] demonstrated that the performance of the k-NN and NearestHyperrectangle classi ers increases when the attributes are weighted by mutual information. Similar conclusions are presented by Daelemans 7] , when the features used in the Exemplar-based Generalization algorithm are weighted with the mutual information in a problem of assignment of syllable boundaries in Dutch. Koller and Sahami 14] utilize the Kullback-Liebler distance as a \correlation" metric in an approximation to the Markov blankets for feature selection.
In the previous works the attributes are considered independent, they do not take into account the relation among them. In this work a measure called GD, between an attribute subset and the class is proposed. This measure, unlike the Gain Ratio, tries to get the possible interdependence among attributes and is based on a quadratic form of the distance proposed by L opez de M antaras and a matrix called Transinformation Matrix.
The organization of the rest of this paper is as follows. The GD measure is de ned Sect. 2, and a comparison with the M antaras distance and Relief algorithm on several datasets is presented in Sect. 3. The selection of the attributes is carried out from a set of labeled samples. Each sample of the data set is composed of a n dimensional vector of attributes X = fX 1 ; X 2 ; : : : ; X n g and a label Y which indicates the class the sample belongs to.
2 GD Measure L opez de M antaras 17] proposes a distance measure between two partitions to select the attributes associated with the nodes of a decision tree. In each node, it is chosen the attribute that produces the partition closest to the correct partition of the samples subset in the examples.
The M antaras distance has the following expression:
d LM (P A ; P B ) = H(P A =P B ) + H(P B =P A )
where H(P A =P B ) and H(P B =P A ) correspond to the entropy of a partition when the other is known. This measure ful ls the properties of a metric distance function. If we change the references to partitions by attributes and class in the de nition of the M antaras distance, we get the following expression
where H(X i ; Y ) is the joint entropy of X i and Y , and I(X i ; Y ) is the mutual information of X i over Y .
Similar to the Gain Information proposed by Quinlan, the M antaras distance can be considered an attribute selection measure because for each node of the tree the most relevant attribute is selected.
The use of Gain Ratio and the M antaras distance has the drawback of operating over isolated attributes because they assume that attributes are independent and therefore these methods do not detect the interdependencies that could exist between attributes. A way to get into account the dependencies between attributes it is to compute the mutual information for each pair of attributes I(X i ; X j ). These interdependencies of attributes can be represented with the aid of Transinformation Matrix T, a square matrix of dimension n (number of attributes) where each element (i,j) of the matrix is the mutual information between attributes i-th and j-th. T = I(X i ; X j )] i;j=1;n Once the Transinformation matrix has been de ned, it is necessary to nd an expression for the GD measure that includes the Transinformation matrix and the distance (2). This expression must be de ned in such a way that subsets of attributes with strong dependencies between attributes yields lower values than other ones without these strong dependencies. A solution come from the analogy to signi cance level between the Transinformation matrix and the covariance matrix ( ) of two random variables. This analogy can be established because both matrices measure interrelation between variables. In the Mahalanobis distance 8], the covariance matrix is utilized to correct the e ects of cross covariances between two components of a random variable. The expression of the Mahalanobis distance between two samples (X,Y) of a random variable is: Given a set of attributes and the associated Transinformation matrix, the GD measure ful ls the following properties:
The demonstration of the two previous properties is trivial if we take into account the properties of the distance (2) and the properties of the Transinformation matrix 18]. The triangle inequality property has not been demonstrated for the GD measure yet, and so it can be considered as an semimetric distance function. The GD measure satis es the monotonicity property that states that the measure increases with dimensionality. This property is easily probed using the expression 4 and the properties of the Transinformation matrix. Therefore, only subsets with the same cardinality can be compared between one another.
The use of GD measure for feature selection is based on the fact that the distances d LM (X i ; Y ) decreases as the information of an attribute subset about the class increases. On the other hand, if an element of the Transinformation matrix is large (it indicates that the mutual dependence between two attributes is high) then the GD measure increases. Therefore it can be concluded that a low value of the GD measure between an attribute subset and the class indicates that the attributes give a lot of information about the class and that high dependencies do not exist between the attributes. In the GD measure an important aspect is the singularity of the Transinformation matrix. It has been analytically demonstrated that the Transinformation matrix is non singular for dimension two and three. An analytical demonstration have not been found for greater dimensions yet, but all the matrices generated in the examples of Sect. 3 were found non-singular.
Results
In this section we compare the quality of the selected attributes by the GD measure with the selected attributes by other two methods. The other two methods chosen in the comparative are the M antaras distance and the ReliefF algorithm. On the one hand, the M antaras distance has been chosen because it has a conceptual resemblance with the GD measure. On the other hand, the ReliefF method has been chosen because it has been widely referenced in the bibliography 5, 22, 12] . The ReliefF method is a version of the Relief method due to Kononenko 15] that allows attributes with missing values and multiclass problems. The quality of each selected attribute subset was tested by means of the accuracy that three classi ers yields. As we are interested in comparing the selection methods, we do not make any optimization in the classi ers to avoid bias in the accuracy due to the optimizations. All the previous databases have less than 10% of samples with missing values that were removed. With respect to the continuous attributes, they were discretized with the simple equal width discretization method with 10 intervals. The process we follow to test the quality of the attributes selected with the GD measure was the following. For all datasets, we selected the best attribute subset according to each of the three methods compared. Then we estimate the accuracy that each classi er yields with the selected attributes. The accuracy was estimated taking the mean of ten runs of a 10 k-fold cross validation.
Due to the monotonicity property we implement the branch-and-bound method 20] to search the subset with minimum value of GD measure. For the ReliefF algorithm we sort the attributes in decreasing order of relevance and take in each case the number of attributes we were considering. With the M antaras distance we do the same but sorting the attributes in increasing value of the distance. The best results obtained for each classi er are shown in Tables 1, 2  and 3. To assess the results, two paired t statistical tests with a con dence level of 90% were accomplished. Under the null hypothesis of the rst statistical test, the subsets selected by the two methods yield the same accuracy. If the null hypothesis of this rst statistical test is rejected, another statistical test is accomplished in which the null hypothesis is that the subset selected by the GD measure yields lower or equal to the another method. If we compare the accuracy of the three classi ers (Naive Bayes, ID3 and IB1) with the three selection methods (GD measure, ReliefF and M antaras distance) on the 19 databases we get 114 results.
In 9 (7.9%) of the 114 cases, the set of attributes selected by the GD measure yields better accuracy than the two other methods. In 90 (78.9%) of the 114 cases, the set of attributes selected by the GD measure yields a accuracy that is equal to the two other methods. Considering the comparative with the two methods separatively we get that with respect to the ReliefF method in 4 (7%) of the cases the set of attributes selected by the GD measure is better than the selected by ReliefF and in 43 (75.4%) is equal. On the other hand, with respect to the M antaras distance in 5 (8.8%) of the cases the results obtained by the GD measure improve the results of the M antaras distance, and in 47 (82.4%) cases the results are equals.
After the previous global evaluation of the results, we are going to focus on two databases where the ability of the GD measure for ltering irrelevant and redundant attributes is stated. The BW database has a completely irrelevant attribute that is the identi er of each sample. This attribute has been the last selected attribute by ReliefF and the GD measure whereas the M antaras distance selects it rstly. In the CRX database, the attributes A4 and A5 are completely correlated and one of them has been removed in some distributions of this database. This correlation between attributes A4 and A5 is detected by the GD measure and selects the A5 attribute in last position, however ReliefF and the M antaras distance do not take into account the correlation between the attributes and they select both of them before other attributes. In Table 2 , it can be noticed that the attribute selection do not improve signi cantly the performance of the induced decision tree, in 89.5% of cases using ID3 we get the same accuracy with the three methods. However, the attribute selection can reduce the size of the induced tree. To assess this statement, we accomplish two statistical tests similar to the used with the accuracy but now making reference to the number of nodes of the generated decision trees. Focusing on the 34 cases of databases of Table 2 whose accuracies are not statistically di erent, we observe that in 5 (14.7%) cases the trees induced with the attribute set obtained with the GD measure has less nodes than the obtained with the attributes selected by the other two methods, and in 22 (64.7%) the number of nodes is equal.
With the Naive Bayes classi er, when the GD measure yields the same accuracy that the other methods the cardinality of the selected attribute sets is smaller. So the computational cost of the induced classi er will be lower, giving the same accuracy. On the contrary, the GD measure and M antaras distance use more attribute than ReliefF to yield the same accuracy. This fact is due to the nature of the ReliefF algorithm that is very similar to the schema of the IB1 classi er.
Conclusions
From the above results in the datasets, we conclude that the GD measure does not improve the performance of the ReliefF algorithm signi catively. Although the number of selected attributes is smaller and so the induced classi er will have a lower computational cost. Also, we have found that the proposed measure detects irrelevant and redudant attributes where the other two methods fail.
On the other hand, the results obtained with the GD measure improve the results obtained with the M antaras distance and with less attributes, so we can conclude that the use of the Transinformation matrix improve the performance of the M antaras distance.
The smaller cardinality of the selected attribute sets is due to the nature of the GD measure that allows to detect the dependencies between attributes. So, redundant attributes are rejected and a reduction of the cardinality of the selected sets is achieved.
As future works we are interested in testing the performance of the GD measure with other discretization methods as the proposed by Fayyad and Irani 9] . Another important point to test is the strength of the measure with datasets with missing values. Finally, it is interesting to nd a method that permits to establish the dimension of the attribute subset from the GD measure automatically.
