Introduction
A centralized (fully cross coupled) multivariable controller is necessary for systems with significant interactions where the control objective cannot be achieved by decentralized control.
Different classical model-free tuning methods for centralized multivariable PID controllers are available. An Overview of such tuning methods can be found in [13; 18] . Multivariable PI controllers are discussed in the text books [14; 15] .
But the mentioned classical tuning approaches were not developed as auto-tuning methods. The controller tuning is based only on plant experiments. It is also an automated design procedure which can be implemented in process control systems. Auto-tuning methods are extremely popular in industry. Most published work on PID auto-tuning is restricted to SISO systems. Relay feedback tuning was introduced in [1] . A relay is implemented in the control loop as a controller to generate sustained oscillations. The corresponding ultimate gain and ultimate period are determined automatically and used for the controller parameterization with empirical rules. An overview of this technique is given in [2; 10; 21] . The RF method can be extended to the multivariable case for auto-tuning of centralized MIMO PID controllers [20] .
The IFT method was originally suggested in [8] . Overviews are presented in [6; 7] . The advantage of the IFT technique is that it is an optimization based approach, where no empirical rules are needed. The controller parameters are computed by minimizing an input and error based quadratic cost function, which is done by means of closed loop experiments. IFT can also be extended to the multivariable case to design multivariable controllers [5] .
One problem occurs when dealing with auto-tuning of centralized MIMO PID controllers. The number of parameters can be very large. In this contribution, a new PID auto-tuning approach based on IFT with a fixed and reduced number of tuning parameters, independently from the process dimensions, is presented.
The outline of the article is as follows. Section 2 provides background on classical tuning methods for multivariable PID controllers. In Sect. 3, a brief introduction to IFT design for MIMO processes is given. Section 4 describes how to apply the IFT method for the PID controller tuning. The proposed method is validated and demonstrated in Sect. 5. Finally, a conclusion is given.
Multivariable PID Controller Tuning Basics
To develop an auto-tuning approach, classical multivariable PID controller tuning is considered. It is assumed that the process is stable and a square system (number of outputs r is equal to the number of inputs m). The state-space representation is given by:
with the state vector x(t), the manipulated input vector u(t), the output vector y(t), and the vector of disturbance inputs d(t). A, B u , B d , and C are appropriate state-space matrices. The process can also be described by the transfer function matrix G(s):
with:
The control law of the PID controller in the time domain is given as follows:
with the control error
where r(t) is the vector of reference inputs. K P , K I , K D are controller parameter matrices (matrix gains) regarding the proportional, integral, and derivative action. In the Laplace-domain, the control law with the controller transfer function C PID (s) and the control error is given by:
Consider the basic approach for the matrix gains defined by:
The matrix gains are divided into a scalar and a matrix. The scalars α, β, and δ are called fine tuning parameters. The matricesK I ,K P , andK D are the rough tuning matrices, obtained by simple experiments. Basic approaches for their computation will be discussed subsequently.
An appropriate choice for a pure integral controller was presented in [4] :
K I (13) is the inverse of the static gain G u (0) of the process. The reason for that approach is as follows. If A is stable and rank G u (0) = r then there exists an α > 0 such that the closed loop system is stable. There is a secondary effect. The process is decoupled at steady-state. In order to improve the dynamic behavior of the feedback system, i. e. improve the speed of the response, a proportional gain can be added. A PI controller is obtained. If the I-controlled system is stable, an arbitrary proportional matrixK P and a sufficiently small β provide a stable closed loop. One approach for the P-term [3] is given as
which is the same as in the integral gain, where the process is decoupled by the controller at steady-state. Another approach which allows to decouple the control loop between y(t) and r(t) for small time values is presented in [16] , namely:
K P (15) represents the inverse of the impulse response matrix of the process (1) at t = 0. CB u can also be identified by measuring the slopes of the process step response at t = 0. If the inverse of the impulse response matrix at t = 0 does not exist, the impulse response or slopes of the step response, respectively, can be evaluated at a small t 0 > 0 instead of t = 0 [12] :
An alternative approach, when (15) cannot be determined correctly or does not exist, is Thompson's [19] proportional gaiñ
that decouples the process over its midrange of frequencies. t e is the average e-folding time and represents the dominant time constant of the process. (17) is the inverse of the unit step response matrix
of the process (1) at t = t e . For the derivative gain, the same matrix as in the proportional gain (15) can be used [11] to decouple the control loop between y(t) and r(t) for small time values if ||K D || is kept relatively small:
If (19) does not exist, the problem is solved as for the proportional gain (16)
with a small t 0 > 0. It is suggested in [19] to apply the derivative action only to each main loop. The appropriate rough tuning matrix is given by:
In this contribution the rough tuning approach for the integral and proportional gain (13) , (14) is also used for the derivative term to follow the concept of the static decoupling of the process:
As mentioned above, the rough tuning matrices can be determined by means of simple open loop experiments. For example, the static gain of a process is usually known. The assignment of the fine tuning parameters is an heuristic approach. The basic idea in this article is to determine the fine tuning parameters α, β, δ using IFT. Therefore, a new auto-tuning method for the MIMO PID controller design is obtained. The advantage is that only three parameters have to be tuned, independently from r and m. If more degrees of freedom are required, the approaches for the proportional and derivative action can be extended as follows:
Iterative Feedback Tuning for Linear Multivariable Systems
Iterative feedback tuning is an optimization based modelfree method for finding controller parameters only by means of closed loop experiments. In this section, the IFT method is described for multivariable linear time invariant processes based on [5] . Compared to [5] , an input and error based deterministic cost function and the unity feedback control system (Fig. 1 ) are considered.
Controller parameters which have to be determined are collected in a vector
where n p is the number of parameters. 
is a quadratic criterion of the control error vector e(t, p) and the manipulated variable vector u(t, p). Here, T f is the considered time interval or the duration of the tuning experiment respectively. Q and R are diagonal weighting matrices. In order to find the optimal controller parameters, the following set of equations has to be solved:
(28) represents the necessary condition for optimality of the unconstrained problem (26). The solution of (28) can be computed iteratively by: Fig. 1). ∂e(t, p)/∂p and ∂u(t, p) /∂p can be recorded by doing some additional experiments.
For convenience, the derivation is done in the Laplace domain. The derivatives of the control law
the control error
and the process output
with respect to the parameter vector p are:
denotes ∂/∂p. The obtained equations are presented as a block diagram in Fig. 2 .
It can be seen that the gradients are measured in a control loop where the error of the first experiment (see Fig. 1 ) is the input signal. Because of the block C (s, p), n p additional experiments related to the derivatives of the controller with respect to each parameter ∂C(s, p)/∂p i , i = 1, ...n p have to be conducted. All in all, 1 + n p tests have to be performed per iteration. It is suggested in [9] to use an approximated gradient to reduce the number of additional experiments. The number of such tests can be reduced when moving the block C (s, p) in Fig. 2 to the outputs (see Fig. 3 ).
Only one additional gradient experiment has to be performed per iteration. Therefore, 1 + 1 = 2 experiments are necessary per iteration independently from the number of parameters n p . The disadvantage of that strategy is that a commutation error occurs.
Multivariable PID Controller Auto-Tuning
Using IFT
In order to determine the fine tuning parameters α, β, and δ in an auto-tuning way, the IFT method is applied to the classical PID controller tuning approach. For that purpose, the PID controller is parameterized as follows:
The parameters are collected in a vector with n p = 3 elements:
The experimental setup for finding the values of the parameter vector p (38) results from the general gradient experiment (Fig. 2) , and is demonstrated in Fig. 4 . In a first experiment, the feedback control system is operated with an initial PID controller and a convenient input test signal (see Fig. 4 , upper control loop). The 
The The partial derivatives of the controller transfer function matrix C(s, p) (37) with respect to the parameters are needed for the additional gradient experiments. They are given by:
The number of experiments can be reduced when using the approximated gradient as discussed in Sect. 2. The corresponding experiment is described in Fig. 5 . Only 1 + 1 = 2 experiments are necessary per iteration. The introduced design procedure can be summarized as follows. 1. Initialization phase (k = 0): choose initial parameter vector p(k = 0), weighting matrices Q and R, time interval T f , and convergence tolerance . 2. Compute gradient ∂J(p k )/∂p (28) by means of experiments (see Fig. 4 or Fig. 5 ), if |∂J(p k )/∂p| < then stop 3. Parameter update: determine γ k and H k , compute p k+1 (29), k = k + 1, go to 2.
Design Example
The introduced method is demonstrated with the following simulation example. A steam generator [17] that produces steam of high pressure and temperature to drive a steam turbine for the generation of electricity in a thermal power station is considered. The manipulated variables u 1 (t) and u 2 (t) are fuel feed and water supply. The controlled variables y 1 (t) and y 2 (t) are the steam pressure and the steam enthalpy. The disturbance d(t) includes the heating value of the fuel and the slagging of the boiler. The dynamic behavior of the steam generator can be described by a linearized state-space system with the following matrices: 
All state variables represent deviations from their operating points. The model contains a scaling of time. One time unit represents a five minute interval. A controller is needed that compensates a step change in the disturbance signal after one time unit. The rough tuning matrices are chosen as the inverse of the static gain matrix of the process (13): The initial fine tuning parameters are determined as:
For the derivative action the filter G F (s) = 1/(0.01s + 1) is applied. The disturbance step responses using the initial controller are shown in Fig. 6 . Now, the iteration procedure is described. In this theoretical study, the IFT experiments are simulation experiments. During the first experiment a step change in the disturbance d(t) = σ(t) is considered. The reference input of the feedback system does not change: r(t) = 0 0 T . The duration of one tuning experiment is T f = 4, because after that duration the closed loop variables reach their steady-state values with the initial controller (see Fig. 6 ). Q and R are set to identity. An approximation of the Hessian of J(p) is used for H k . It contains only the first derivatives of e(t, p) and u(t, p) with respect to p. The second derivatives are neglected. Therefore, the matrix H k can also be computed by means of the measured gradients. A step size of γ = 1 is taken for the iterative computation of the parameter vector (29). All integrals are approximated using a summation. After 11 iterations, the cost function is reduced from 
To compare the results, two reference control systems are considered. At first, two decentralized PID controllers are designed. The controller parameters are determined using sequential relay feedback with Tyreus-Luyben tuning rules. The controller parameters are given by:
The second reference controller is a MIMO PI controller designed using a pole placement (i. e. model based) design approach from [17] . The controller matrix gains are: Compared to the decentralized reference control scheme, the disturbance is rejected after one time unit as desired with the multivariable PID controllers designed using IFT. The controller computed with the approximated gradient provides only slightly different results. The reference MIMO PI controller gives similar results regarding the output response y 1 (t) with a larger amplitude in the curve of the manipulated variable u 1 (t) when compared with the MIMO PID control results. The MIMO PI controller provides less positive results concerning y 2 (t) with smaller amplitudes in u 2 (t) when compared to both MIMO PID control and decentralized PID control.
Conclusion
A new model-free auto-tuning approach for centralized PID controllers based on IFT is presented. It is shown that IFT can be successfully applied to the tuning of classical multivariable PID controllers. Only three parameters have to be determined during the auto-tuning procedure independently from the number of process inputs and outputs. The number of experiments can be decreased by using an approximated gradient.
The method is demonstrated and validated with a steam generator example. It confirms the benefit of the proposed strategy. Very good simulation results are obtained.
As a future work, the convergence of the method using the approximated gradient, especially for the considered controller structure, has to be proved. Furthermore, the introduced new auto-tuning procedure has to be tested with a real plant.
