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POINTS DE PETITE HAUTEUR SUR UNE VARIÉTÉ
SEMI-ABÉLIENNE ISOTRIVIALE
ARNAUD PLESSIS
Résumé. Récemment, Rémond a énoncé une conjecture très générale pour
la minoration d’une hauteur normalisée sur une variété abélienne ou sur une
puissance du groupe multiplicatif.
Dans cette note, nous étendons un cas particulier de cette conjecture en
considérant des variétés semi-abéliennes isotriviales. Cela nous permet d’inter-
préter plusieurs résultats déjà présents dans la littérature comme des cas par-
ticuliers de cette nouvelle conjecture. Enfin, nous donnons un nouvel exemple
allant dans le sens de celle-ci.
Abstract. Recently, Rémond stated a very general conjecture on lower bounds
of a normalized height on either an abelian variety or a power of the multi-
plicative group.
In this note, we extend a particular case of this conjecture to split semi-
abelian varieties. This allows us to connect many results already existing in
the litterature. Finally, we give new examples for which this conjecture holds.
1. Introduction.
Notons G le groupe multiplicatif Gnm de dimension n ou une variété abélienne
définie sur un corps de nombres k. Notons hˆ une hauteur sur G(k) définie de la
manière suivante : dans le cas où G = Gnm, la hauteur hˆ(P ) d’un point P =
(a1, . . . , an) est la somme des hauteurs de Weil h(a1) + . . . h(an). Dans le cas où G
est une variété abélienne, hˆ désignera la hauteur canonique associée à un fibré en
droite ample et symétrique L que l’on fixe. Notons [n] : G → G la multiplication
par un entier n. Pour un sous-groupe Γ de G(k), notons
Γsat = {g ∈ G(k) | ∃n ∈ N\{0}, [n].g ∈ End(G).Γ}
(où End(G).Γ désigne le groupe engendré par les éléments de la forme φ(γ) avec
φ ∈ End(G) et γ ∈ Γ) le groupe saturé de Γ. Si End(G) = Z (comme c’est le cas si,
par exemple, G = Gm ou G = E est une courbe elliptique non CM) alors, Γsat est
le groupe de division de Γ, i.e. {g ∈ G(k) | ∃n ∈ N\{0}, [n].g ∈ Γ}. On définit aussi
le rang de Γ comme étant égal à dimQΓ⊗Z Q.
Récemment, Rémond a énoncé une conjecture très générale [5, Conjecture 3.4]
sur la minoration de la hauteur hˆ. Un cas particulier de cette conjecture prédit
l’énoncé ci-dessous :
Conjecture 1.1. Soit Γ ⊂ G(k) un groupe de rang fini. Alors, il existe une
constante cΓ > 0 telle que hˆ(P ) ≥ cΓ pour tout P ∈ G(k(Γ))\Γsat.
Cette conjecture donne un énoncé apparemment plus fort que celui qu’on peut
déduire directement de [5, Conjecture 3.4], où la condition "P /∈ Γsat" est remplacée
par la condition logiquement plus forte "P est Γ-transverse" (rappelons que, en
suivant [5], une sous-variété V de G est dite Γ-transverse si elle n’est contenue dans
aucun translaté d’un sous-groupe algébrique connexe B de A tel que B 6= A par un
point de Γsat). Cependant, [5, Théorème 3.7] avec ε = 0 (ce qui est possible d’après
1
2 ARNAUD PLESSIS
le dernier paragraphe de [5, section 3]) montre que l’on peut affaiblir la condition
sur P .
Comme l’a déjà montré Rémond dans [5, section 5], cette conjecture ne peut
s’énoncer dans le cas plus général où G est une variété semi-abélienne. Son contre-
exemple repose sur le fait que G puisse posséder des points de Ribet. Dans le cas où
G est une variété semi-abélienne isotriviale, les points de Ribet sont des points de
torsion. Par conséquent, il semble raisonnable de proposer la conjecture suivante :
Conjecture 1.2. La conjecture 1.1 reste valable pour les variétés abéliennes iso-
triviales.
À partir de maintenant, considérons des variétés abéliennes isotriviales de la
forme G = Gm ×A où A est une variété abélienne définie sur k. Notons hˆ(P,Q) la
hauteur d’un point (P,Q) ∈ G comme étant la somme hˆ(P ) + hˆ(Q).
La conjecture 1.2 permet d’interpréter différents résultats déjà présents dans la
littérature comme des cas particuliers de celle-ci. Le premier concerne le cas où
Γ = (Gm)tors × {0}. On a alors Γsat = Gtors et k(Γ) = k((Gm)tors) ⊂ kab. La
conjecture 1.2 prédit donc l’existence d’un c > 0 tel que h(α) + hˆ(P ) ≥ c pour tout
(α, P ) ∈ G(k((Gm)tors))\Gtors.
Amoroso et Zannier [2] ont montré qu’il existe c > 0 tel que pour tout α ∈
Gm(k
ab)\(Gm)tors, on a h(α) ≥ c. Par ailleurs, Baker et Silverman [3, Theorem
0.1] ont montré qu’il existe c > 0 tel que hˆ(P ) ≥ c pour tout P ∈ A(kab)\Ators.
De ces deux résultats, on déduit que la conjecture 1.2 est satisfaite dans ce cas (en
fait, elle est même équivalente à la concaténation de ces deux théorèmes).
Le second exemple concerne le cas où G = Gm×E, avec E une courbe elliptique
définie sur Q, et Γ = {1}×Etors. À nouveau, Γsat = Gtors. De plus, Q(Γ) = Q(Etors).
La conjecture 1.2 prédit donc l’existence d’un c > 0 tel que h(α) + hˆ(P ) ≥ c pour
tout
(α, P ) ∈ G(Q(Etors))\Gtors.
Cette prédiction correspond précisément à [4, Corollary 1].
Dans les deux exemples cités ci-dessus, on a Γsat = Gtors. Dans cet article, on
se propose de donner un exemple de la conjecture 1.2 dans le cas où Γsat 6= Gtors.
Pour un nombre algébrique b ∈ Gm(Q) et un nombre premier p, notons
〈b〉sat,p = {g ∈ Gm(Q) | ∃n ≥ 1, g
pn ∈ 〈b〉}.
Théorème 1.3. Soient E une courbe elliptique et p ≥ 5 un premier tel que E a une
réduction supersingulière en p. Soit b ≥ 2 un entier tel que p ∤ b et p2 ∤ (bp−1 − 1).
Alors, il existe cΓ,E > 0 tel que hˆ(α, P ) ≥ cΓ,E pour tout (α, P ) ∈ G(Q(Γ))\Γsat où
Γ = 〈b〉sat,p × {0} et où G = Gm × E.
Remarquons que Γsat = 〈b〉sat × Etors. Soit (α, P ) ∈ G(Q(Γ))\Γsat. Alors, α ∈
Gm(Q(Γ))\〈b〉sat ou P ∈ E(Q(Γ))\Etors. Dans [1], Amoroso a montré l’existence
d’un c > 0 tel que h(α) ≥ c pour tout α ∈ Gm(Q(Γ))\〈b〉sat. Par conséquent, le
théorème 1.3 est une conséquence du théorème suivant :
Théorème 1.4. Soient E une courbe elliptique et p ≥ 5 un premier tel que E a une
réduction supersingulière en p. Soit b ≥ 2 un entier tel que p ∤ b et p || (bp−1 − 1).
Alors, il existe c > 0 tel que hˆ(P ) ≥ c pour tout P ∈ E(Q(〈b〉sat,p))\(E(Q)∩Etors).
Remarquons que le résultat que l’on obtient est apparemment légèrement plus
précis car on retire seulement E(Q) ∩Etors ⊂ E(Q(〈b〉sat,p) ∩ Etors. Cependant, on
montrera dans le fait 2.8 que cette inclusion est en fait une égalité.
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2. Preuve du théorème
Fixons E/Q une courbe elliptique définie par une equation de Weierstrass courte
et minimale à coefficients entiers. Il existe donc des entiers a et b tels que
(1) E : Y 2 = X3 + aX + b.
On dit que a et b sont les coefficients de E. Fixons également un nombre premier
p ≥ 5 tel que E a une réduction supersingulière en p.
Pour tous r, s ≥ 0, notons Lr,s = Q(ζpr , b1/p
s
) où b est choisi comme dans le
théorème 1.4 et νr,s un idéal premier de OLr,s au-dessus de p. Notons également
L∞,∞ = Q(ζp∞ , b
1/p∞) = Q(〈b〉sat,p). Énonçons tout d’abord quelques propriétés
concernant l’extension Lr,s/Q.
Lemme 2.1. Supposons que r ≥ s. Alors,
i) l’extension Lr,s/Q est galoisienne, de groupe de Galois G ;
ii) p est totalement ramifié dans Lr,s ;
iii) l’indice de ramification eνr,s(Lr,s|Q) est égal à (p− 1)p
r+s−1 ;
iv) notons lr,s l’indice du dernier groupe de ramification non-trivial de G(νr,s|p).
Alors, p2(lr,s + 1) ≥ eνr,s(Lr,s|Q) ;
v) le corps fixé par Glr,s := G(νr,s | p)lr,s est
L
Glr,s
r,s =


Lr−1,s si r > s
Lr,s−1 si r = s 6= 0
Q si r = s = 0
;
vi) si (r, s) 6= (0, 0), l’extension Lr,s/L
Glr,s
r,s est cyclique de degré p.
Démonstration. Le i) est clair. Pour le ii), iii) et v), voir [1, Proposition 2.1] où on
utilise, de façon essentielle, l’étude des groupes de ramification de [9]. Pour le iv),
voir [1, Lemma 2.2]. Le vi) est immédiat. 
Soient r et s deux entiers tels que r ≥ s. Alors, νr,s est l’unique idéal premier
de OLr,s au-dessus de p. Par conséquent, on confond, à partir de maintenant, Lr,s
et son plongement dans son complété Qp(ζpr , b1/p
s
). Notons σr,s un générateur de
Glr,s , que l’on peut également voir comme un élément de Gal(Qp(ζpr , b
1/ps)/Qp).
Enfin, rappelons que quitte à plonger Q dans Qp, on peut voir E comme une courbe
elliptique sur Qp.
D’après [6, Proposition 12], l’image de Gal(Qp/Qp) dans Aut(E[p]) (ici, E[p]
désigne l’ensemble des points de torsion d’ordre divisant p) est un Cartan non-
déployé (en particulier cyclique d’ordre p2 − 1). Cela implique le lemme suivant :
Lemme 2.2. Soit L/Qp une extension finie telle que (p2 − 1) ∤ [L : Qp]. Alors,
E(L) ∩E[p] = {0}.
D’après le ii) et le iii) du lemme 2.1, on obtient que [Lr,s : Q] = (p− 1)pr+s−1.
Ainsi, le lemme 2.2 appliqué à L = Qp(ζpr , b1/p
s
) montre que 0 est le seul point de
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torsion d’ordre divisant p (et donc d’ordre divisant une puissance de p) de E(L).
Reprenons maintenant quelques notations déjà introduites dans [4, section 8].
Pour un corps de nombres K et une place ν de K, notons Kν le complété de K en
ν. Soit P = (x, y) ∈ E(Q). Pour toute place q de Q, notons
hˆq(P ) =
1
[Q(P ) : Q]
∑
q|q
dqλq(ιq(P ))
où q parcourt l’ensemble des idéaux premiers de OQ(P ) (l’anneau des entiers de
Q(P )) au-dessus de q, où ιq désigne le plongement Q(P ) →֒ Q(P )q, où λq est la
hauteur locale (pour la définition complète de λq, voir [8, Chapter VI]) en q et où
dq = [Q(P )q : Qq] désigne le degré local. Remarquons que
(2) hˆ(P ) = hˆ∞(P ) + hˆ2(P ) + hˆ3(P ) + . . . .
Précisons que l’on peut avoir hˆq(P ) < 0 pour un certain q. Cependant, le lemme
suivant montre que si hˆ(P ) est "assez petit", alors hˆq(P ) ne peut pas être "trop
petit négativement". Plus précisément,
Lemme 2.3. [4, Lemma 8.8] Soit (Pi)i une suite de points de E(Q)\Etors telle que
lim
i→+∞
hˆ(Pi) = 0. Si l est une place de Q (non nécessairement finie) alors,
lim
i→+∞
hˆl(Pi) ≥ 0.
De plus, si l est finie et si E a bonne réduction en l, alors hˆl(Pi) ≥ 0 pour tout i.
Comme E a bonne réduction pour presque toute place l de Q (i.e. pour tous sauf
un nombre fini), il s’ensuit que hˆl(P ) ≥ 0 pour presque tout l et tout P ∈ E(Q).
Par conséquent, le lemme 2.3 montre que si la hauteur hˆ(Pi) est "assez petite" pour
un certain i avec Pi /∈ Etors alors, hˆp(Pi) ≥ 0 (on rappelle que E a bonne réduction
en p) l’est également d’après (2). Le résultat suivant est la contraposée de la phrase
précédente, i.e. que si hˆp(Pi) est "assez grand" pour tout i alors, hˆ(Pi) l’ également
pour tout i. Plus précisément,
Lemme 2.4. Soit (Pi)i une suite de points de E(Q)\Etors telle qu’il existe c > 0
vérifiant hˆp(Pi) ≥ c pour tout i. Alors, il existe c
′ > 0 tel que hˆ(Pi) ≥ c
′ pour tout
i.
Démonstration. Supposons par l’absurde que lim
i→+∞
hˆ(Pi) = 0. Quitte à en extraire
une sous-suite, on peut supposer que lim
i→+∞
hˆ(Pi) = 0. Rappelons qu’il n’y a qu’un
nombre fini de premiers q tel que E n’a pas une bonne réduction en q. Ainsi, d’après
le lemme 2.3, on en déduit l’existence d’un entier n0 tel que
∑
q 6=p hˆq(Pi) ≥ −c/2
pour tout i ≥ n0. Par conséquent, hˆ(Pi) = hˆp(Pi) +
∑
q 6=p hˆq(Pi) ≥ c/2, ce qui
contredit le fait que lim
i→+∞
hˆ(Pi) = 0. 
Soit P = (x, y) ∈ E(Lr,s) avec r ≥ s. D’après le ii) du lemme 2.1), νr,s est
l’unique idéal premier de OLr,s au-dessus de p. De plus, comme E a bonne réduction
en p, on en déduit alors que :
(3) hˆp(P ) = λν(P ) :=
1
2
logmax{1, |x|ν}
où la seconde égalité provient de la définition même de λq, dans le cas où E a bonne
réduction en q.
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Proposition 2.5. Soit P ∈ E(Lr,s) tel que r ≥ s. Si σr,sP 6= P alors,
λν(σr,sP − P ) ≥
log p
p2
.
Démonstration. Afin d’alléger les notations, on supprime toutes les dépendances
en r et en s. Notons P = (x, y), σP = (x′, y′) et Q = σP − P = (x′′, y′′). Comme
deux conjugués de Lν ont la même valeur absolue, on en déduit que |x|ν = |x′|ν et
|y|ν = |y′|ν . Pour l’instant, supposons que x 6= x′, i.e. que σP 6= ±P .
Commençons par le cas où |x|ν = |x′|ν ≤ 1. Comme y2 = x3 + ax + b avec
a, b ∈ Zp, on en déduit que |y|ν = |y′|ν ≤ 1. Comme σ appartient (par définition) au
dernier groupe de ramification de Gal(Lν/Qp), il s’ensuit que |x′− x|ν ≤ p−(l+1)/e.
Or, p2(l + 1) ≥ e d’après le iv) du lemme 2.1. Ainsi, |x′ − x|ν ≤ p−1/p
2
. De même,
on a |y′ − y|ν ≤ p−1/p
2
.
La formule d’addition de deux points sur une courbe elliptique (cf [7, Chapter
III, Algorithm 2.3]) donne la relation suivante :
(4) x′′ =
(
y′ + y
x′ − x
)2
− x′ − x.
Ensuite, en soustrayant l’égalité y2 = x3 + ax+ b à l’égalité y′2 = x′3 + ax′ + b on
obtient, après factorisation et division par x′ − x 6= 0, que
(5)
y′ + y
x′ − x
=
x′2 + x′x+ x2 + a
y′ − y
.
Supposons d’abord que |y + y′|ν ≥ 1 (i.e. |y + y′|ν = 1 puisque |y|ν = |y′|ν ≤ 1).
Comme |x|ν = |x′|ν ≤ 1 et que |x′ − x|−2ν > 1, il s’ensuit, en passant à la valeur
absolue dans (4), que
|x′′|ν = max
{∣∣∣∣ y + y′x′ − x
∣∣∣∣
2
ν
, |x′ + x|ν
}
= |x′ − x|−2ν ≥ p
2/p2 .
Du (3), on en déduit que λν(Q) = 12 log |x
′′|ν ≥ (log p)/p2.
Supposons maintenant que |y′ + y|ν < 1. Comme |y′ − y|ν ≤ p−1/p
2
< 1, on en
déduit que |y|ν < 1. Comme p > 2, il en résulte que
(6) y2 = x3 + ax+ b ≡ 0 mod ν.
De plus, |y|2ν = |x|
3
ν et |y
′|2ν = |x
′|3ν . Ainsi, |x|ν , |x
′|ν < 1 et on en déduit que
|x′2 + x′x + x2 + a|ν ≤ 1. Comme notre modèle E a bonne réduction en ν, cela
implique que (x, 0) est un point singulier sur la réduite de E modulo ν. De (6),
il s’ensuit que 3x2 + a 6≡ 0 mod ν. Comme x′ ≡ x mod ν, on en conclut que
x′2 + x′x+ x2 + a 6≡ 0 mod ν. Ceci prouve donc que |x′2 + x′x+ x2 + a|ν = 1.
De (5), on en déduit alors que |(y′ + y)/(x′ − x)|ν = 1/|y
′ − y|ν . En injectant
cette égalité dans (4), il s’ensuit que |x′′|ν = |y − y′|−2ν > 1. Comme dans le cas
précédent, on en déduit que λν(Q) ≥ (log p)/p2.
Supposons maintenant que |x|ν > 1 (et donc |x|ν = |x′|ν > 1 et |y′|ν = |y|ν >
1). Posons t = −x/y. Comme |x|2ν = |y|
3
ν , on en déduit que |t|ν = |x|
−1/2
ν < 1.
De même, posons t′ = −x′/y′. En plongeant Q dans Qp, on peut également voir
E comme une courbe elliptique sur Qp. On note F ∈ Zp[[X,Y ]] la loi formelle
associée à E/Qp (pour plus de détails, le lecteur pourra consulter [7, Chapter IV]).
Notons également i ∈ Zp[[X ]] l’unique série entière telle que F (X, i(X)) = 0 (cf
[7, Chapter IV, Remark 2.1]). Comme Q = σP − P = (x′′, y′′), il s’ensuit que
t′′ = −x′′/y′′ = F (t′, i(t)).
Comme F (T, i(T )) = 0, on en déduit l’existence d’une série entièreG ∈ Zp[[T1, T2]]
telle que F (T1, T2) = (i(T1)− T2)G(T1, T2). En prenant T1 = t′ et T2 = i(t), on en
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déduit que t′′ = (i(t′) − i(t))G(t′, i(t)). En passant à la valeur absolue ν-adique, il
s’ensuit que
(7) |t′′|ν = |i(t
′ − t)|ν |G(t
′, i(t))|ν ≤ |t
′ − t|ν .
Enfin, t ∈ OLν et t
′ = σt. Il s’ensuit donc que |t′−t|ν ≤ p−(l+1)/e ≤ p−1/p
2
. Comme
|x′′|
−1/2
ν = |t′′|ν , on déduit du (7) que |x′′|ν ≥ p2/p
2
. Comme précédemment, on en
déduit que λν(Q) ≥ (log p)/p2. On a ainsi montré la proposition dans le cas où
x′ 6= x.
Si x′ = x alors, σP = ±P . Or, σP 6= P par hypothèse. D’où, σP = −P .
Soit (Pi)i une suite de points de E(Lν) qui converge (pour la topologie induite
par la valeur absolue ν-adique) vers 0 telle que σPi 6= ±Pi pour tout i. Alors,
σ(P−Pi)−(P−Pi) converge vers Q 6= 0 par hypothèse. Ainsi, σ(P−Pi) 6= (P−Pi)
pour tout i assez grand. De plus, σ(P − Pi) 6= −(P − Pi) puisque σP = −P
et σPi 6= −Pi par hypothèse. Par conséquent, l’abscisse du point σ(P − Pi) est
différente de l’abscisse de P − Pi. On s’est ainsi ramener au cas où x 6= x′. On en
déduit donc que λν(σ(P − Pi) − (P − Pi)) ≥ (log p)/p2 pour tout i assez grand.
Enfin, comme λν est continue sur E(Lν)\{0}, on en déduit, en passant à la limite,
que λν(σP − P ) ≥ (log p)/p2, ce qui prouve la proposition. 
La proposition 2.5, couplé avec le lemme 2.4, permet d’en déduire le corollaire
ci-dessous :
Corollaire 2.6. Soit (Pi)i une suite de points de E(L∞,∞)\Etors. Soit (ri, si)
un couple d’entiers tel que ri ≥ si et Pi ∈ E(Lri,si) pour tout i. Supposons que
lim
i→+∞
hˆ(Pi) = 0. Alors, il existe un entier n0 tel que σri,siPi −Pi ∈ Etors pour tout
i ≥ n0.
Démonstration. Supposons par l’absurde qu’il existe une infinité d’entiers i telle que
σri,siPi−Pi /∈ Etors. Quitte à en extraire une sous-suite, on peut supposer que c’est
vrai pour tout i. De la proposition 2.5 et du (3), on en déduit que hˆp(Pi) ≥ (log p)/p2
pour tout i. Le lemme 2.4 appliqué à c = (log p)/p2 permet d’en déduire l’existence
d’un c′ > 0 tel que hˆ(Pi) ≥ c′, ce qui contredit le fait que lim
i→+∞
hˆ(Pi) = 0. 
De ce corollaire, il devient maintenant pertinent pour nous d’étudier les points
P ∈ E(Lr,s) tels que σr,sP − P ∈ Etors.
Proposition 2.7. Soit P ∈ E(Lr,s) avec r ≥ s tel que σP − P ∈ Etors. Alors,
P ∈ L
〈σr,s〉
r,s .
Démonstration. De nouveau, on supprime la dépendance en r et en s. Notons M
l’ ordre de B := σP − P ∈ Etors ∩ E(L). Du lemme 2.2, il en résulte que M est
premier à p. Dans ce cas, Qp(E[M ])/Qp est une extension non ramifiée d’après [7,
Chapter VII, exercise 7.9]. Comme L ⊂ Qp(ζpr , b1/p
s
) et que Qp(ζpr , b1/p
s
)/Qp est
totalement ramifiée d’après le ii) du lemme 2.1, il s’ensuit donc que
B ∈ E(Qp(ζpr , b
1/ps) ∩Qp(E[M ])) = E(Qp).
Ceci implique que σB = B ou encore que σ2P = [2]σP − P . Par une simple
récurrence, on en déduit que σiP = [i]σP − [i − 1]P pour tout i ≥ 2. En prenant
i = p, il s’ensuit que [p]σP = [p]P et donc que [p]B = 0. En utilisant de nouveau le
lemme 2.2, on en déduit que B = 0. Par conséquent, P ∈ L〈σ〉. 
En utilisant le v) du lemme 2.1, cette proposition montre que si P ∈ E(Lr,s)
(avec (r, s) 6= (0, 0)) est tel que σr,sP − P ∈ Etors, alors P ∈ E(Lr−1,s) si r > s
ou P ∈ E(Lr,s−1) si r = s. Cela permet de montrer, comme énoncé dans le dernier
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paragraphe de l’introduction, que les points de torsion de E(L∞,∞) sont tous Q-
rationnels.
Fait 2.8. On a Etors ∩ E(L∞,∞) = Etors ∩ E(Q).
Démonstration. Soit P ∈ Etors ∩ E(L∞,∞). Notons (r, s) le plus petit couple d’en-
tiers (pour l’ordre lexicographique) tel que r ≥ s et P ∈ E(Lr,s) (c’est clair qu’un
tel couple existe). Comme P ∈ Etors, cela implique que σP − P ∈ Etors. Ainsi, la
proposition 2.7 et le paragraphe suivant cette proposition contredisent la minima-
lité de (r, s), à condition que celui-ci soit différent de (0, 0). Il s’ensuit donc que
r = s = 0. D’où Lr,s = Q. Ceci prouve le fait. 
Nous sommes maintenant en mesure de prouver le théorème 1.4, que l’on rappelle
pour la commodité du lecteur :
Théorème. Soit b ∈ N∗ tel que p ∤ b et p || (bp−1− 1). Alors, il existe c > 0 tel que
hˆ(P ) ≥ c pour tout P ∈ E(Q(〈b〉sat,p))\(E(Q) ∩Etors).
Démonstration. Soit (Pi)i une suite de points de E(L∞,∞) telle que lim
i→+∞
hˆ(Pi) =
0. Pour tout i, il existe ti ≥ 1 tel que Pi ∈ E(Lti,ti). Notons Λi l’ensemble des
couples (r, s) ∈ N2 tel que ti ≥ r ≥ s et tel que Pi ∈ E(Lr,s). Remarquons que
Λi 6= ∅ puisque (ti, ti) ∈ Λi. Ainsi, Λi admet un élément minimal pour l’ordre
lexicographique que l’on nomme (ri, si).
Supposons que (ri, si) 6= (0, 0) pour une infinité de i. Quitte à en extraire une
sous-suite, on peut supposer que c’est vrai pour tout i. Par minimalité de (ri, si),
on déduit de la proposition 2.7 que Bi := σri,siPi − Pi /∈ Etors. Ainsi, le lemme 2.5
montre que hˆp(Bi) ≥ (log p)/p2 pour tout i. D’après le lemme 2.4, il existe alors
une constante c1 > 0 ne dépendant pas des Bi telle que hˆ(Bi) ≥ c1. Or, l’égalité
du parallélogramme affirme que hˆ(Bi) + hˆ(σri,siPi +Pi) = 2(hˆ(σri,si(Pi)) + hˆ(Pi)).
Il s’ensuit donc que hˆ(Bi) ≤ 4hˆ(Pi). Par conséquent, hˆ(Pi) ≥ c1/4, ce qui contredit
le fait que lim
i→+∞
hˆ(Pi) = 0.
On a donc montré qu’il existe un rang n0 à partir duquel (ri, si) = (0, 0) pour tout
i. Ainsi, Pi ∈ E(Q) pour tout i ≥ n0. Comme lim
i→+∞
hˆ(Pi) = 0, un célèbre théorème
de Northcott montre l’existence d’un entier n1 > 0 tel que Pi ∈ Etors ∩ E(Q) pour
tout i ≥ n1. Ceci prouve le théorème.

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