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In this thesis, new design methodologies have been developed for the design of 
small-scale unmanned air vehicle (UAV) and micro air vehicle (MAV). It is well 
known that the design of aircraft involves an iterative process of achieving trade-offs 
between conflicting aerodynamic, stability, propulsion, performance, structural 
requirements as well as some other mission-specific constraints.  
 
This thesis describes the use of genetic algorithms to automate the design process for 
small-scale rotary-wing UAV/MAV, using commercial off-the-shelf components. A 
design methodology is also proposed for the aerodynamic shape design of a fixed-
wing configuration. 
 
A new unconventional configuration has been proposed for the purpose of producing 
rotary-wing UAV/MAV that is as easy to fabricate as the conventional quadrotor 
configuration, but possibly even smaller, given the availability of the same 
components. A detailed comparison is given in the thesis to assess the merits of the 
proposed configuration. A design methodology is also proposed to automate the 
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Ever since the Wright brothers performed the first successful powered flight in 
1903, there have been significant achievements in the science of aviation. As the 
boundaries of technology are pushed further with the launch of the biggest jet 
airliner A380 by Airbus, the conventional airplane is also shrinking with the advent 
of small-scale unmanned air vehicle (UAV) and palm-sized micro air vehicle 
(MAV). 
 
An unmanned air vehicle, as its name implies, is practically the same as the 
conventional airplane, except that it does not carry a human pilot and hence can be 
much smaller in size. In recent years, there have been growing interests in the 
research development of small-scale UAVs and micro air vehicles or MAVs. 
MAVs belong to a class of flight vehicles that are very much smaller than UAVs. 
The definition employed in the research program of US Defence Advanced 
Research Projects Agency (DARPA) limits them to a size less than 15 cm in 
length, width and height.  
 
Presently, UAVs are increasingly been employed in both civilian and military 
applications. In the industrial chemical sector, UAVs are valuable tool in assessing 
the site and searching for injured personnel when industrial accidents such as 
chemical spillage occur. Scientists conducting environment studies are 
experimenting with UAVs to collect important scientific data in dangerous 
environment such as an active volcano. There are also some attempts to use UAVs 
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for the surveying of dense forest areas, to detect fire spots early, so as to prevent 
the escalation to large-scale disastrous fire mishaps [1-16]. 
 
In search-and-rescue operations, UAVs have been used to assist in locating 
missing persons in remote areas, and the results are very encouraging. The 
agricultural industry has seen more UAVs been deployed, such as spraying of 
insecticides onto crops, as it is recognized to be a more economical option than 
using normal-sized piloted aircraft [17-29]. Law enforcement agencies have also 
started making use of UAVs to assist in their operations [30-49]. Traffic control 
authorities are also impressed by the performance of UAVs in traffic control [50-
52]. These are just some of the numerous examples that show the increasing 
popularity and importance of UAVs in civilian applications. 
 
As for military applications, UAVs are also receiving greater emphasis in the 
deployment of military operations. They are used mainly for border patrol and 
surveillance missions [53-74], such as the Pioneer UAV (Figure 1.1) which is 
currently operational in many countries worldwide.  Another example is the 
Predator UAV which is already operational in the US military, and has participated 





Figure 1.1. Photograph of the Pioneer UAV. 
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UAVs are not only being deployed closer to us in our daily activities, they are also 
going to be deployed in faraway space exploration missions. This is because it is 
still not feasible to have human astronauts exploring the atmospheres and terrains 
of these planets. Therefore, UAVs will be excellent substitutes for these dangerous 
tasks [75-77].  
 
Currently, there are also research works on MAVs because they are much smaller 
in size and also more lightweight, offering greater portability and superior combat 
advantage in modern military warfare. Due to its miniature size, MAVs are able to 
operate in close proximity to the point of interest with minimum risks of detection. 
Thus, these miniature flight vehicles can provide surveillance teams with critical 
information, such as warning troops before they enter a danger zone. Fitted into an 
infantry soldier’s backpack, MAVs do not incur much significant load on the 
combat personnel, but greatly enhance their combat capability. As no special 
automotive vehicles are required for the transportation of MAVs, they can be 
deployed in almost all kinds of terrain. One of the more promising works is the 
Black Widow developed by AeroVironment, with a wingspan of 15cm and a mass 
of only 56g (Figure 1.2). 
 
Figure 1.2. Photograph of the Black Widow MAV. 
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Flight vehicle design involves making many iterative trade-off studies between 
conflicting aerodynamic, stability, propulsion, performance and structural 
requirements. For example, a fixed-wing aircraft with long wingspan has greater 
aerodynamic efficiency but this imposes higher demands on its structural 
provisions, usually resulting in a greater overall weight. With an increase in overall 
weight, the aircraft must either have a larger wing area or more powerful 
propulsion, which will result in greater overall weight, making the problem a 
viscous cycle. Optimization has been recognized to be a powerful tool in the field 
of aircraft conceptual design. At this preliminary design stage, it is desirable to 
obtain the sizing and configuration layout for the flight vehicle quickly that will 
meet closely the requirements of the designer. The use of genetic algorithms (GA) 
as an optimization tool in aircraft design has shown great potentials [78-87]. 
 
1.1 Thesis objectives 
This work aims to make use of genetic algorithms to automate the conceptual 
design of small-scale rotary-wing UAVs/MAVs. The generic GA has been 
modified to facilitate the optimization process. In order to minimize the research 
development and product cost, the strategy adopted here is to employ commercial 
off-the-shelf components in the design of the flight vehicles. Another reason for 
using commercial-off-the-shelf components instead of developing miniature ones 
is because of the unavailability of a team of researchers specializing in the different 
component disciplines. Thus, whether the small-scale UAV obtained by the design 
optimization can be small enough to match the MAV’s definition will depend on 
the physical attributes of the commercial components that are available. 
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In addition, this thesis seeks to investigate the feasibility of an unconventional 
configuration that is as easy to fabricate as the quadrotor but possibly more 
compact, given the same range of component products to choose from. 
 
Finally, with the encouraging results obtained in designing rotary-wing 
UAV/MAVs, a design methodology is proposed for the aerodynamic shape design 
of a fixed-wing MAV. A simple example is illustrated using a tailless fixed-wing 
configuration. 
 
1.2 Thesis organization 
Chapter 2 describes an automated design methodology in the design of rotary-wing 
UAV/MAV. This chapter focuses on the layout design and geometric sizing of a 
standard single main rotor and tail rotor configuration. The design problem is to 
obtain the most compact configuration subjected to physical and control 
constraints. 
 
Chapter 3 describes an automated design methodology for a more complex design 
problem involving the layout design, geometric sizing and component selection of 
a quadrotor UAV/MAV configuration. The design problem is to select a suitable 
combination of components and position them such that it would be most compact 
without violating the physical and control constraints.  
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Chapter 4 introduces an alternative unconventional configuration rotary-wing 
UAV/MAV and explores its feasibility in producing UAV/MAVs smaller than the 
quadrotor configuration given the same available range of component products to 
choose from. A design methodology is also proposed to automate the design 
process of this unconventional flight vehicle. A model simulation of the proposed 
control mechanism is carried out to test the feasibilty of this new configuration.  
 
Chapter 5 focuses on an automated design methodology for the conceptual design 
of a fixed-wing UAV/MAV using genetic algorithms. A description is given on 
how the design problem is formulated as a GA optimization problem. The GA 
optimization is then compared with another nonlinear optimization package, 
DONLP2. 
 
Chapter 6 provides an overview of the workings of genetic algorithms (GA) and 
why they are becoming more popular in solving numerous engineering 
optimization problems. The modifications of the generic genetic algorithms to 
enhance its performance will also be explained.  
 
In chapter 7, the main ideas and contributions of this research work are 






2.  Design Optimization of Single Main and Tail Rotar UAV/MAV  
There are three main different types of UAVs and MAVs. The first type is the 
traditional fixed-wing configuration. The disadvantage of fixed-wing configuration 
MAV is that most of them need to fly typically at a minimum speed of more than 
7m/s. With this flight speed constraint, Watkins [88] has commented that from his 
experience, the use of fixed-wing MAVs at outdoor environment is still a challenge 
at the present stage. Fixed-wing MAVs are more suitable for open terrain and not 
suitable for maneuvering in a densely populated urban environment where there 
are many buildings in close proximity.  
 
The second type is the rotary-wing UAV/MAVs which can overcome this existing 
limitation of fixed-wing UAV/MAVs. Unlike the fixed-wing MAVs which need to 
fly constantly in order to stay airborne, the rotary-wing UAV/MAV has the distinct 
advantage of being able to hover at a fixed spot, making it very difficult to be 
detected. Moreover, rotary-wing UAV/MAVs have much greater maneuverability 
which allows them to travel around even inside a building.  
 
The third configuration which is also receiving a lot of academic interest is a kind 
of insect-like flying machines [89-123]. The main motivation is to mimic the flying 
mechanisms of natural creatures in hopes of achieving even smaller MAVs than 
existing ones that have flown successfully. However, they are still in the 
experimental phase and not ready for operational deployment. 
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This chapter focuses on the design methodology to automate the configuration 
layout design and geometric sizing of a rotary-wing UAV/MAV that has a single 
main rotor and tail rotor configuration. The objective of this design optimization 
problem is to organize a given set of components and payloads, such that the 
resulting flight vehicle has the most compact overall size, and still fulfils the given 
physical and control constraints. A detailed discussion is presented to explain how 
the rotary-wing MAV design problem can be formulated as a GA optimization 
problem.  
 
A low-cost approach to the development of a UAV/MAV can be achieved by 
integrating the smallest available commercial-off-the-shelf components 
(propulsion systems, sensors, power source, etc.). In this approach, one of the 
biggest challenges is to position the aircraft components and payloads, to achieve 
the smallest possible overall size, and still satisfy the physical and control 
constraints present.  
 
This design optimization problem cannot be solved in a straightforward manner as 
the well-known knapsack, bin packing or container loading problem that other 
researchers, such as Martello et al. [124] and Pisinger [125] have proposed. This is 
because of the presence of additional constraints in the design problem. Firstly, 
there is a constraint on the location of the overall center of gravity (CG) for 
stability and control purposes. In addition, there is a need to impose a constraint on 
the minimum moment arm of the tail rotor, so that it is sufficient to counterbalance 
the torque produced by the main rotor. Moreover, some components such as the 
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main rotor assembly, tail rotor assembly and the rate sensors can only be mounted 
with specific orientation, making the design process even more complicated. 
 
Crossley and Laananen [126] have previously attempted to use genetic algorithms 
in the conceptual design of rotary-wing aircraft. Their design focuses on 
conventional helicopters, instead of miniature rotary-wing flight vehicles. One 
common method in the layout design of rotary-wing flight vehicle is to vary the 
positions of the components in a trial-and-error manner, until all the above-
mentioned constraints are satisfied. This approach is time consuming, and does not 
guarantee that the size of the flight vehicle is the smallest possible. Therefore, the 
objective of this study is to employ genetic algorithms to automate the layout 
design and geometric sizing of a rotary-wing UAV/MAV. 
 
2.1 Problem Formulation  
In the optimization design problem, the propulsion, control, sensors components 
and payload are modeled as rectangular blocks. The dimensions, length L, breadth 
B and height H (refer to Figure 2.1) of each block are defined by the smallest 
rectangular box that can enclose the component completely. These dimensions, 
along with the mass and center of gravity information, of all the components are 








Figure 2.2. Mounting plane and orientation of component definition. 
 
The position of each component’s center of gravity (CGcomponent) in the design space 
is defined with respect to a Cartesian co-ordinate system whose origin is set at the 
base of rotor shaft of the main rotor assembly. Thus, the main rotor assembly does 
not need the x, y and z position design variables, thereby eliminating three design 
variables. The choice of setting the origin at the base of the main rotor shaft 
ensures that the main rotor’s thrust will provide strictly a lifting thrust without 
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producing any roll or pitching moment. This will avoid the need for a constraint to 
ensure that there is no unbalanced roll or pitching moment caused by the main 
rotor’s lifting thrust in the final configuration.  
 
There are three possible surfaces to mount a component: its BL, BH or HL plane. 
These planes are arbitrarily chosen by designer on the component to identify the 
different sides of the component, independent of the global axes system used. The 
BL plane is the surface comprising its breadth and length. The BH plane is the 
surface comprising its breadth and height. Lastly, the HL plane is the surface 
comprising of its height and length. The mounting plane design variable is defined 
to be 1 for BL plane, 2 for BH plane and 3 for HL plane. Either the BL, BH or HL 
plane of the component can be mounted parallel to the XY plane of the global 
axes, as determined by the optimization process, except for certain components 
that have certain special limitations. For each mounting plane, the component can 
be orientated with respect to the X-axis in two different ways. For example, if the 
mounting plane chosen is the BL plane, the component can be oriented either with 
its BH plane or HL plane facing towards the positive X-axis (refer to Figure 2.2). 
Therefore, there are altogether six possible ways to mount a component into the 
flight vehicle, defined by three mounting planes and two orientations design 
variables. The design variables used in the geometric sizing and configuration 
design problem are the mounting plane, orientation and the (x,y,z) location of each 
component’s center of gravity (CGcomponent) in the design space. 
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There are certain special restrictions on how some components can be mounted in 
the rotary-wing MAVs. Firstly, the main rotor assembly can only be positioned 
such that its rotational axis is perpendicular to the XY plane, i.e. parallel to the Z-
axis (or yaw axis). Thus, it will only have the orientation variable and no mounting 
plane variable. The other component is the tail rotor assembly whose rotational 
axis must be parallel to the Y-axis (or pitch axis). The tail rotor assembly does not 
have the z location design variable as it must be placed such that its thrust-line is in 
the z = 0 plane, so that it will produce strictly a yaw moment and no roll moment. 
The tail rotor assembly can be mounted either on its BH or HL plane, but only with 
orientation type two. Hence, the lower bound of the tail rotor mounting design 
variable is two instead of one and it has no orientation design variable. 
 
 
Figure 2.3. Rate sensors’ allowed mounting planes and orientations. 
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The three rate sensors for measuring the rate of pitch, roll and yaw of the aircraft 
must be mounted such that its rotational axis is parallel to the corresponding roll, 
pitch and yaw axis. For the roll rate sensor, it can be mounted on its BH plane with 
orientation type two or on its BL plane with orientation type one. The pitch rate 
sensor can be mounted on its BH plane with only orientation type one or on its BL 
plane with orientation type two. Hence, both the roll and pitch rate sensors have 
mounting plane and no orientation variables. As for the yaw rate sensor, it can only 
be mounted on its HL plane with two possible orientations, and thus, has no 
mounting plane variable (refer to Figure 2.3).  
 
 
Figure 2.4. Definitions of overall dimensions of rotary-wing MAV. 
 
The video camera does not have any orientation and mounting plane variable 
because it can only be mounted on its HL plane, with orientation type one. 
Therefore, it will only have three design variables, i.e. x, y and z position variables. 
The use of the video transmitter component contributes another five additional 
design variables – the three position, mounting plane and orientation variables. 
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It is desirable to minimize the overall dimensions of the flight vehicle, Xtotal, Ytotal 
and Ztotal (see Figure 2.4). This ensures that the frame that houses the components 
will be minimal, and also reduce the overall weight of the flight vehicle. Thus, this 
objective will produce a compact MAV that is easier to store, lightweight, and 
more difficult to detect. The optimization problem is formulated as 
 
minimize Xtotal  * Ytotal * Ztotal 
(2.1) 
subjected to the following four constraints on 
(a) overlapping regions  
(b) main rotor boundary 
(c) moment arm of tail rotor    
(d) overall CG location  
 
Figure 2.5. Flow chart of design optimization using GA. 
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A detailed explanation of these constraints is provided in the following sections. 
The optimization design flowchart using GA is shown in Figure 2.5. 
 
2.2 Design Constraints 
2.2.1 Overlapping regions constraint 
It is apparent that not more than one component can occupy the same physical 
space. Thus, it is necessary to set this constraint in the design optimization. This 
constraint is incorporated into the objective function as a penalty function whose 
penalty value is equal to the volume of overlapped regions (see Figure 2.6) 
between the components. This ensures that as the components are positioned closer 
together, they do not actually cut into one another’s region. The constraint function 





Vi, overlapped = 0 
(2.2) 
where Vi, overlapped is the amount of overlapped volume experienced by the ith 
component, i = 2, …, N. 
 
Figure 2.6. Overlapping-regions constraint. 
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2.2.2 Main rotor boundary constraint 
Another geometric constraint that needs to be imposed in the optimization problem 
is related to the plane in which the main rotor blade sweeps through. It is important 
that no component is placed such that it protrudes above the plane where the main 
rotor revolves. At first, this may seem to be a redundant constraint, since the origin 
is already set at the base of the main rotor assembly. The z plane of the main rotor 
would be known and could have been used as the upper bound for the z location of 
the other components. However, due to the three possible mounting planes that the 
component can be placed unto the MAV, there will be three possible z distances 
from the component’s CGcomponent, depending on how it is mounted. Therefore, it 
will not be possible to use the upper bound of the z location variable to prevent the 
component from protruding above the main rotor plane. 
 
The penalty incurred under this violation is equal to the volume of component that 
exceeds the main rotor plane, +zmax (see Figure 2.7).  Thus, the constraint function 





Vi, protrude = 0 
(2.4) 




Figure 2.7. Maximum Z boundary constraint. 
 







2.2.3 Moment arm of tail-rotor constraint  
There is a limit as to how small the overall x dimension of the rotary-wing MAV 
can be achieved in reality.  This is because the tail rotor has only certain finite 
amount of maximum thrust output, Ftail, max. The minimum allowable distance of 
the tail rotor from the actual CG, Ltail, min is constrained by whether the tail rotor 
can provide enough counter-torque to balance the torque of the main rotor. Let Mz 
denote the moment produced by the tail rotor about the Z-axis, which is  
 
Mz = Ftail, max* Ltail, min 
(2.6) 
Since the Mz has to be greater than the torque generated by the main rotor, Tmain, 
the constraint becomes  
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Mz > Tmain 
(2.7) 
By combining Eq. (2.6) into the inequality constraint Eq. (2.7), the minimum tail 
length inequality constraint can be expressed as  
 
Ltail, min > Tmain  / Ftail, max 
(2.8) 
Since the thrust-line of the tail rotor passes through its own CG, this constraint can 
be satisfied by setting the lower bound of the x location of tail rotor to be = Tmain  / 
Ftail, max, avoiding the need of a penalty function. This arrangement will also reduce 
the amount of search time by removing the unnecessary search space.  
 
2.2.4 Overall center of gravity constraint  
It is possible to manually arrange the various components such that the final 
configuration fulfils the minimum tail length requirement. However, the resulting 
overall center of gravity of the flight vehicle may end up in an undesirable location 
that will render it very unstable (Prouty  [127]). The choice of the overall CG 
location depends on the type of control systems implemented or the designer’s 
personal preference. It is highly inefficient, if not impossible, to adopt a manual 
trial-and-error arrangement of the components to obtain the most compact MAV 
that will also satisfy the overall CG location constraint.  
 
Once the mounting plane, orientation and position of the components are finalized, 

















 )d * (wt
 
(2.9) 
where i = 1, …, 3, j = 1, …, N. di,j is the distance of the jth component’s CG from 
the origin in the ith axis, wtj is the component’s weight and N is the total number of 
components. 
The constraints are defined as, 
 
| XCG - XCG, s | < δ 
(2.10) 
| YCG - YCG, s | < δ 
(2.11) 
| ZCG - ZCG, s | < δ 
(2.12) 
 
In practice, after all the components have been assembled with the wires fitted in, 
the final CG location may deviate slightly from the stipulated one. Therefore, a 
slight tolerance of δ = 1 mm is allowed in these CG constraints. This will avoid the 
excessive computation in the search to enforce the more stringent constraints of 
XCG - XCG, s = 0, YCG - YCG, s = 0 and ZCG - ZCG, s = 0. 
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The penalty value of this constraint condition is given by the difference in the 
actual overall CG obtained by optimization (XCG, YCG, ZCG) and the stipulated CG 
location (XCG, s, YCG, s, ZCG, s). 
h3 = | XCG - XCG, s | - δ 
(2.13) 
h4 = | YCG - YCG, s | - δ 
(2.14) 
h5 = | ZCG - ZCG, s | - δ 
(2.15) 
In this study, the chromosome is a string of mixed combination of integer and float 
numbers. The objective function in the GA optimization problem is defined as  




ii hσ + σ6(Xtotal * Ytotal * Ztotal) 
(2.16) 
where hi=1 to 5 are the penalty functions defined for the constraints earilier, and σi=1 
to 6 are the weighing factors tabulated in Table 2.1. 
 
Table 2.1. Table of weighing factors. 
Weighing factors Value 
σ1 1.996 x 10 
σ2 1.996 x 10 
σ3 1.996 x 10 
σ4 1.996 x 10 
σ5 1.996 x 10 




2.3 Case Study 
To investigate the feasibility of the proposed design strategy, the methodology is 
applied to the design of a single main rotor and tail rotor rotary-wing MAV using 
nine small-sized commercial-off-the-shelf components: main rotor assembly, radio 
receiver, tail rotor assembly, yaw sensor, pitch sensor, roll sensor, electric power-
pack, video camera and video transmitter (refer to Table 2.2 for the components’ 
dimensions and mass).  
 
Table 2.2. Table of dimensions and mass of individual components. 
 








1. Main rotor assembly 
(excluding main rotor) 
0.025 0.030 0.045 0.030 
2. Radio receiver  0.036 0.017 0.012 0.006 
3. Tail rotor assembly 0.015 0.010 0.035 0.008 
4. Yaw sensor  0.025 0.025 0.015 0.016 
5. Pitch sensor  0.025 0.025 0.015 0.016 
6. Roll sensor  0.025 0.025 0.015 0.016 
7. Electric power source  0.034 0.015 0.030 0.026 
8. Video transmitter 0.040 0.020 0.010 0.020 
9. Video camera 0.030 0.030 0.025 0.030 
 
Altogether, there are 34 design variables, 11 integer number variables and 23 float 
number variables, whose lower and upper bounds are shown in Table 2.3.  In this 
case study, the desired overall CG location has been arbitrarily chosen to be at the 
origin, i.e. XCG, s = 0.0, YCG, s = 0.0, ZCG, s = 0.0. The maximum Z boundary, +zmax 
is given as z = 0.045 m and the tail length constraint value, Tmain / Ftail, max = 0.050 
m. The design optimizations are performed on a Pentium IV 2.4 GHz PC using 




Table 2.3. Table of design variables, corresponding bounds and final results. 
  





1.  Main rotor assembly orientation 1 2 2 
2.  Radio receiver mounting plane 1 3 2 
3.  Radio receiver orientation 1 2 1 
4.  Radio receiver x position (m) -0.100 0.100 -0.020 
5.  Radio receiver y position (m) -0.100 0.100 -0.009 
6.  Radio receiver z position (m) -0.100 0.100 0.019 
7.  Tail rotor mounting plane 2 3 2 
8.  Tail rotor x position (m) -0.100 -0.050 -0.050 
9.  Tail rotor y position (m) -0.100 0.100 0.000 
10.  Yaw sensor orientation 1 2 2 
11.  Yaw sensor x position (m) -0.100 0.100 -0.032 
12.  Yaw sensor y position (m) -0.100 0.100 -0.004 
13.  Yaw sensor z position (m) -0.100 0.100 -0.020 
14.  Pitch sensor mounting plane 1 2 1 
15.  Pitch sensor x position (m) -0.100 0.100 -0.007 
16.  Pitch sensor y position (m) -0.100 0.100 0.005 
17.  Pitch sensor z position (m) -0.100 0.100 -0.019 
18.  Roll sensor mounting plane 1 2 2 
19.  Roll sensor x position (m) -0.100 0.100 0.025 
20.  Roll sensor y position (m) -0.100 0.100 0.010 
21.  Roll sensor z position (m) -0.100 0.100 -0.021 
22.  Electric power source mounting plane 1 3 2 
23.  Electric power source orientation 1 2 1 
24.  Electric power source x position (m) -0.100 0.100 0.022 
25.  Electric power source y position (m) -0.100 0.100 -0.010 
26.  Electric power source z position (m) -0.100 0.100 -0.017 
27.  Video transmitter mounting plane 1 3 2 
28.  Video transmitter orientation 1 2 2 
29.  Video transmitter x position (m) -0.100 0.100 -0.033 
30.  Video transmitter y position (m) -0.100 0.100 0.012 
31.  Video transmitter z position (m) -0.100 0.100 -0.012 
32.  Video camera x position (m) 0.020 0.100 0.025 
33.  Video camera y position (m) -0.100 0.100 -0.001 












2.4  Optimization Results 
From Table 2.4, it can be seen that the GA parameters (population size, crossover 
rate Pc, and mutation rate Pm) do affect the outcome of the optimization process 
significantly. Firstly, a large population size is generally better than a small 
population size. The final results obtained using population size = 50 are usually 
poorer than the rest. However, increasing population size does not necessarily 
follow a linear relationship with optimality. This can be seen from the final results 
obtained with the population size parameter 400. Moreover, the advantage of a 
large population size comes with a price, which is an increase in computational 
overheads.   
 
Table 2.4. Table of final values (x10-4 m3) obtained for different GA parameters. 
 
 
Mutation rate, Pm 
 
 
 5% 10% 20% 
Population size = 50, Pc = 70% 4.018 2.914 3.164 
Population size = 100, Pc = 70% 3.063 2.724 2.888 
Population size = 200, Pc = 70% 2.794 3.235 2.558 
Population size = 400, Pc = 70% 3.975 4.769 2.849 
Population size = 50, Pc = 80% 3.584 2.923 4.176 
Population size = 100, Pc = 80% 5.763 4.679 3.559 
Population size = 200, Pc = 80% 3.069 3.628 2.775 
Population size = 400, Pc = 80% 3.570 3.446 2.968 
Population size = 50, Pc = 90% 3.727 3.398 3.250 
Population size = 100, Pc = 90% 2.925 3.939 4.307 
Population size = 200, Pc = 90% 5.231 3.732 3.498 
Population size = 400, Pc = 90% 3.774 3.653 3.210 
 
A higher crossover rate also tend to give rise to better results as there are more 
chances for the chromosomes to exchange their genes, increasing the probability of 
obtaining a more superior set of genes. When comparing the population size 
coupled with different crossover rate, it is seen that generally it is not possible to 
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obtain superior results from large population size unless there is also a higher 
crossover rate.  
 
An examination on the effect of mutation rate reveals an interesting observation. 
There is a general trend that higher mutation rate tends to produce better solutions. 
This is one of the important attributes that make GA a more powerful optimization 
tool compared with many existing gradient-based optimization methods. The 
mutation operator helps to prevent the search process from being trapped in local 
minima, a problem that is unavoidable when using the conventional gradient-based 
methods. However, if the mutation rate is too high, the search may become an 
erratic and random process. 
 
Therefore, the results presented here serve as a good guideline in selecting the GA 
parameters for the design optimization problem. It is advisable to use a high 
crossover rate Pc, and depending on the allowable design time given, to use a larger 
population size. In addition, when the allocated design time is short, a choice of 
high mutation rate can help to compensate the shortcomings of using small 
population size. 
 
Figure 2.8 shows the layout obtained by the optimization process obtained at the 
first generation. It can be seen that the main motor and the video camera overlap, 
not surprising since the variables were generated at random initially. However, this 
overlapping problem is very quickly averted by the optimization process since it 



















Figure 2.8. Layout obtained by optimization at first generation. 
 
At the 30th generation (Figure 2.10), there is already a marked improvement in 
result as the components are much closer than the initial generations, and there is 
still no overlapping between the various components. 
 
At only 324th generation (Figure 2.11), the layout can be seen to be very compact, 




1. Main motor 
2. Radio receiver  
3. Tail motor 
4. Yaw sensor  
5. Pitch sensor  
6. Roll sensor  
7. Electric power source  
8. Video transmitter 























Figure 2.9. Layout obtained by optimization at tenth generation. 
 
Finally, at the 1259th generation, the best layout and geometric sizing obtained 
from the design optimization (with all penalty functions hi=1 to 5 equal to zero) is 
shown in Figure 2.12 and its corresponding parameters tabulated in Table 2.3. The 
best overall dimensions are 0.093 x 0.035 x 0.079 m. The computational time taken 





1. Main motor 
2. Radio receiver  
3. Tail motor 
4. Yaw sensor  
5. Pitch sensor  
6. Roll sensor  
7. Electric power source  
8. Video transmitter 

























Figure 2.10. Layout obtained by optimization at 30th generation. 
This design methodology is suitable for the cases where the designer has only one 
available set of components. The main and tail propulsion systems are able to 
produce sufficient thrust and uplift, and the power supply is able to provide the 






1. Main motor 
2. Radio receiver  
3. Tail motor 
4. Yaw sensor  
5. Pitch sensor  
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7. Electric power source  
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Figure 2.12. Final layout/geometric size obtained by optimizations. 
 
Keys 
1. Main motor 
2. Radio receiver  
3. Tail motor 
4. Yaw sensor  
5. Pitch sensor  
6. Roll sensor  
7. Electric power source  
8. Video transmitter 





2.4.1 Parallel computation results 
In this section, an investigation is carried out to assess the performance of a 
parallel GA implementation of the design process. The model of parallel GA is 
called island model  [130]. In this model, there is no distinction of master and slave 
nodes. Each node has a subpopulation or deme that performs the selection, 
crossover and mutation operations independent of the other subpopulations. 
However, exchange of individuals known as migration is possible.  
 
The basic language tool for creating parallel programs for cluster computing is 
called the Message Passing Interface or MPI, a set of standard libraries [131] 
available in the common C and Fortran programming languages. With a few basic 
functions, such as MPI_Send(), MPI_Recv() and MPI_Bcast(), programmers are 
able to transfer data across the network of computers, dividing a big task into many 
simpler ones and speed up the overall computation. 
 
Since GA has an element of randomness in its performance, the comparison 
between the serial GA and parallel GA will be carried out by repeating the 
optimization process 20 times. For the single machine, the GA population size is 
200, while the parallel GA on 4 PCs will each have a subpopulation of size 50. The 
migration generation is set as 50. The optmization process will terminate if the 




The average time taken for the serial GA to compute one generation is 0.034 s 
while the parallel GA takes an average time of 0.0068 s to complete one 
generation. From Table 2.5, the average time for convergence in the single 
machine’s case is 2894 x 0.044 s = 98 s, while the average time for convergence in 
the parallel GA’s case is 3077 x 0.0066 s = 21 s. Therefore, one can expect an 
average speedup of 98/21 = 4.6 for convergence to occur when the parallel GA is 
used. Comparing the quality of the converged values, the average parallel GA 
differs to the single machine average result by only 0.68%.  
 
Table 2.5. Comparison of converged results between single machine GA and 
parallel GA for 20 runs. 
 










1 3.235E-04 2315 3.584E-04 3215 
2 2.888E-04 2725 3.727E-04 2832 
3 2.925E-04 2689 2.914E-04 3305 
4 3.498E-04 3015 2.925E-04 3112 
5 2.894E-04 2885 3.164E-04 2954 
6 3.063E-04 2596 2.968E-04 2787 
7 2.968E-04 2932 2.894E-04 3296 
8 2.894E-04 3122 2.914E-04 3205 
9 2.914E-04 2796 2.925E-04 2899 
10 3.069E-04 2995 2.894E-04 3133 
11 2.968E-04 3098 2.968E-04 2961 
12 2.894E-04 2852 3.063E-04 3059 
13 2.923E-04 3210 3.069E-04 3213 
14 3.164E-04 2673 2.914E-04 2921 
15 3.559E-04 3115 3.250E-04 3144 
16 3.235E-04 2923 3.164E-04 2951 
17 2.894E-04 2835 2.894E-04 3240 
18 2.925E-04 3064 3.063E-04 3129 
19 3.164E-04 3112 3.210E-04 2985 
20 2.923E-04 2933 2.914E-04 3205 
Average= 3.050E-04 2894 3.071E-04 3077 




3.  Design Optimization of Quadrotor UAV/MAV 
In this chapter, the design methodology is still related to rotary-wing UAV/MAV, 
except the focus is on multiple-rotor configuration with no swash plate and linkage 
mechanism. Moreover, the complexity of the design problem is increased with the 
inclusion of component selection and additional design constraints. 
 
The most common rotary-wing flight vehicle in operation is probably the Igor 
Sikorsky’s single main and tail rotor configuration, flown successfully in 1939. 
The main rotor provides the lift and the tail rotor counteracts the torque generated 
by the main rotor, and hence prevents the vehicle from spinning around in the main 
rotor axis.  
 
The control is performed via a cumbersome swash plate and linkage mechanism. 
Using the collective control, the entire swash plate assembly is raised as a unit. 
This changes the pitch of both blades simultaneously, and the aircraft will climb or 
descend accordingly. The cyclic control pushes one side of the swash plate 
assembly upward or downward. This changes the pitch of the blades unevenly 
depending on where they are in the rotation. Thus, the rotor has a greater angle of 
attack on one side of the helicopter and a lesser angle of attack on the opposite 
side. This allows the aircraft to move forward/backward or sideways.  
 
It is not easy to fabricate and assemble the swash plate mechanism, especially for 
small-scale rotary-wing flight vehicle whose rotor size is less than 1m. The use of 
high precision machining process to fabricate such small-scale mechanism results 
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in high production cost. Another problem with this kind of mechanism is that 
through prolonged usage, mechanical wearing results in looseness or breakage in 
the linkages, causing inconsistency and uncertainty in control. 
 
Another type of rotary-wing vehicle uses the tandem rotor configuration [132-133]. 
The tandem rotor configuration basically consists of two main rotors that rotate in 
opposite directions to cancel each other’s torque reactions, and thus, there is no 
need for a tail rotor. One classic example of such configuration is the well-known 
military helicopter Boeing CH-47 Chinook. However, the swash plate and linkage 
control mechanism is still required to control the vehicle’s motion. The coaxial-
rotors configuration [134-136] works similarly to the tandem rotor configuration, 
except here, one rotor is directly above another, sharing the common rotational 
axis.  
 
In quadrotor configuration [137], there are two pairs of tandem rotors, whereby the 
four rotors are arranged in a diamond shape. As the two pairs of rotors are of 
oppositely rotating rotors, the vehicle is balanced without the need of a tail rotor. 
In order to eradicate the swash plate and linkage mechanism, propellers or fixed-
pitch rotors are used instead of variable-pitch rotors. The translational motion can 
be achieved completely by varying the thrust of a specific propeller or fixed-pitch 
rotor. Thus, this configuration is a good choice of rotary-wing UAV/MAVs that 
are easier to construct. Other researchers [138-143] have worked on the quadrotor 
UAV, but they have not adopted an automated design optimization approach to 
make their craft as compact as possible.  
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3.1 Problem Formulation 
As in Chapter 2, the propulsion, sensors, radio receiver and other components are 
modeled as rectangular blocks. The dimensions, length L, breadth B and height H 
of each block are defined by the smallest rectangular box that can enclose the 
component completely. These dimensions, along with the mass, center of gravity, 
voltage requirement and power consumption information, are input into the 
optimization program.  
 
The location of each component’s center of gravity, CGcomponent is defined with 
respect to a Cartesian co-ordinates system whose origin is set in center of the rotor 
formation (Figure 3.1). 
 
Similar to Chapter 2, the design variables are the mounting plane, orientation and 
the (x, y, z) position of each component’s center of gravity, CGcomponent in the 
design space. However, in this chapter, the design problem has been extended to 
include component choice as a design parameter.  
 




Figure 3.2. Comparison of two possible quadrotor layout configurations. 
 
The selection of propulsion set is tricky as the more powerful propulsion sets can 
generate more thrust, but they are usually bigger, heavier and consume higher 
currents. In order to ensure that the more suitable ones are selected, the propulsion 
set choice is considered as one of the design variables. Instead of having only one 
propulsion set choice variable for all the four propulsion sets needed, it would be 
better to have two separate propulsion choice variables, one for the front/back pair 
and one for the left/right pair. As seen in Figure 3.2, this will allow a more 
compact configuration, if one of the two pairs has smaller propellers, and could 
still contribute sufficient lift to make the aircraft airborne. 
 
In order for the flight vehicle to be balanced without any resultant pitch (about the 
Y-axis) and roll (about the X-axis) moments, each pair consists of two identical 
motors and propellers which are positioned in symmetry about the axis. Thus, each 
propulsion pair has only one location variable, the front/back pair will have a x 
location variable and the left/right pair will have a y location variable. The 
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front/back pair is only allowed to generate a pitching moment, and no roll moment, 
so its y position is fixed at y = 0. In the same line of thought, the left/right pair is 
only allowed to generate a rolling moment, and no pitching moment, so its x 
position is fixed at x = 0. The two pairs of propulsion sets have orientation variable 
and no mounting plane variable as they can only be mounted on its BL plane, with 
the rotational axis parallel to the Z-axis.  
 
Another new design variable introduced here is the percentage usage of the 
maximum allowable current for each electric motor in the propulsion set, when the 
aircraft is hovering at a stationary spot. Each motor has a maximum allowable 
current consumption limit to prevent it from having a premature burnout. The 
reason for this new variable is because the choice of propulsion set is a variable, 
and thus, it is not known beforehand what will be its current consumption and the 
corresponding thrust output. Moreover, it should not be assumed that each motor 
would be drawing its maximum allowable current to produce its maximum 
possible thrust in order for the vehicle to become airborne and hover at a stationary 
spot. Another reason is because the electric power source which is a battery pack 
has a finite current output that may be insufficient to meet all the electric motors’ 
maximum current consumption. Furthermore, if the two pairs are of different 
motor/propeller combinations, the more powerful pair must consume less current 
to balance the smaller torque created by the weaker pair. 
 
There are many different types of commercial battery packs available and they are 
different in size, mass and capacity. In general, the greater the capacity of the 
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battery, the bigger and heavier it is, which then requires the motors to consume 
more current to generate more lift. If the designer chooses the lightest battery pack, 
it may not have enough current output to power the components or it may be 
sufficient to power all the components but for only a very short period to 
accomplish any meaningful task. As the choice of propulsion set and its usage of 
current are design variables, it is also not possible to decide on the suitable battery 
pack by the designer in advance. Thus, it is important to select one that is optimal, 
one that can supply sufficient current for an acceptable time period without 
incurring too much weight. This task is left to genetic algorithms by making the 
battery choice a design variable.  
 
The other components such as gyros and radio receivers are also available with 
different specifications. Certain manufacturer’s product may be lighter but bigger 
in size than other manufacturers’. Also, their current consumption may be 
different, one being better than the others. Hence, these components’ choices are 
considered as GA design variables as well. For the video transmitter and video 
camera, there is only available information on one set of these components, so they 
will not have a component choice variable. If the technical data of more choices is 
available, they can then be added easily into the design problem. 
 
Some of the necessary information about the propulsion set required by the design 
optimization are the minimum and maximum operating voltage for the motor, and 
the voltage versus current constant, Kv. In addition, the thrust versus current 
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constant, Kthrust and torque versus current constant, Ktorque of the propulsion set are 
also essential. The current, I, used by each motor is given by 
 
I = percentage current usage * maximum allowable current 
(3.1) 
where  
maximum allowable current = maximum allowable voltage/ Kv 
(3.2) 
The thrust generated by the motor is  
Thrust = I * Kthrust 
(3.3) 
and the torque produced is 
Torque = I * Ktorque 
(3.4) 
 
Propulsion set with higher Kthrust seems better as it produces more thrust with the 
same consumption as another propulsion set of lower Kthrust. However, they usually 
have a larger propeller and a greater reaction torque. 
 
As in the previous chapter, it is desirable to minimize the overall dimensions of the 
vehicle’s fuselage, Xfuselage, Yfuselage and Zfuselage. This ensures that the frame that 
houses the components will be minimal and the overall weight of the flight vehicle 
will be reduced. Thus, this objective will produce a compact UAV/MAV that is 




Figure 3.3. Definitions of overall dimensions of quadrotor UAV/MAV. 
 
In addition, it is also desirable to minimize the overall dimensions of the vehicle’s 
propellers, Xpropeller, Ypropeller and Zpropeller (refer to Figure 3.3). This ensures that the 
propeller chosen will produce sufficient thrust and not larger than necessary. Thus, 
the optimization problem is formulated as 
minimize  
Xfuselage* Yfuselage* Zfuselage + Xpropeller* Ypropeller* Zpropeller 
 
(3. 5) 
subjected to the following eight constraints on 
a) overlapped regions  
b) maximum Z boundary 
c) overall CG location   
d) inter-propeller distance 
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e) balanced yaw moment 
f) minimum voltage and current of power source 
g) lift-to-weight ratio  
h) minimum flight time  
 
3.2 Design Constraints   
The first three constraints on overlapped regions, minimum z boundary and overall 
CG location are the same as described in Sections 2.2.1, 2.2.2 and 2.2.4 of Chapter 
2. The subsequent five new constraints will be explained in the following sub-
sections. 
 
3.2.1 Inter-propeller distance constraint 
Though the overlapped region constraint could enforce the propellers not to 
overlap one another, there is still a need to ensure that there is sufficient clearance 
between the propellers (Figure 3.4), and exactly how much this clearance should 
be will be decided by the designer. Thus, this additional constraint is defined as, 
 
δprop ≥ δprop, s 
(3.6) 
where δprop is the minimum clearance between propellers obtained by optimization 
and  δprop, s is the stipulated clearance. If this constraint is violated, the penalty 
value is given by  





Figure 3.4. Location of the inter-propeller distance constraint. 
 
3.2.2 Balanced yaw moment constraint 
If the four propulsion sets are identical, and each set generates ¼ of the total lift 
required during hovering, the reaction torques will be of same magnitude and 
cancel each other. However, if the two pairs are not identical, it is not just 
sufficient for them to produce lift equal to the vehicle weight in order for the flight 
vehicle to hover at a stationary spot. At that instance, the reaction torques 
generated by the two different pairs must also cancel one another, so that there will 
be no net yaw moment that will cause the vehicle to spin around. This 
consideration is essential since there is no tail rotor in the quadrotor configuration 
that is responsible for the torque cancellation. Whether or not it is possible to have 
two pairs of different propulsion sets that can fulfill these conditions depends on 
the hardware availability, and this possibility should not be ruled out. The 
constraint is defined as 
 
 41
∑ Momentyaw = 0 
(3.8) 
Instead of enforcing this equality constraint, a small tolerance δ can be allowed by 
the designer  
|∑ Momentyaw | < δ 
(3.9) 
If this constraint is violated, the penalty value is given by  
h7 = |∑ Momentyaw | - δ 
(3.10) 
As mentioned earlier, because the two pair of propulsion sets are arranged in 
symmetry, there is no resultant pitch and roll moments, when each motor of the 
same pair produces the same amount of thrust during hovering. Hence, there is no 
need for two other constraints to enforce zero resultant pitch and roll moments. 
3.2.3 Minimum voltage and current of power source constraint 
Every component from different manufacturers has different power consumption, 
voltage and current requirements. Likewise, different electric power packs from 
different manufacturers have different capacity, voltage and current ratings. It is 
apparent that the voltage and current ratings of the electric power source must be 
equal or greater than the components’ requirements in order for them to operate 
normally. In the case where the supply voltage is too high, a simple potential-
divider circuit is used to tap the necessary voltage for the component, averting any 
possible circuit damage to the electrical components. Since the choice of the 
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electric power source is a design variable, it is necessary to enforce the following 
constraints,  
Vsupply  ≥ Vi 
(3.11) 




Ii , i ≠ 5 
(3.12) 
where Vi and Ii are the voltage and current requirements of the ith component, 
Vsupply is output voltage and Isupply is the output current of the power source. It is 
noted that component 5 is the power supply and its power consumption due to 
internal resistance is treated as negligible. The penalty value associated with the 
violation of these two constraints are given by 











(Vi - Vsupply ), i ≠ 5 
(3.14) 
3.2.4 Lift-to-weight ratio constraint 
Generally, the larger electric motors are more powerful and can generate more 
thrust. However, they are also heavier and thus contribute to the weight penalty of 
the vehicle. For a rotary-wing flight vehicle, there is a crucial requirement on its 
propulsion systems. The total thrust generated by the combination of electric 
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motors and propellers must be greater than the total weights of all the components 
and fuselage, in order for the flight vehicle to be airborne.  
 
Since the objective function includes the minimization of the propellers, this 
constraint will ensure that propellers selected are not simply because they are the 
smallest, as they have to generate the required lift. This essential constraint is 
defined as, 
Lp/W = 1 + Lsf 
(3.15) 
 
where Lsf is the lift safety factor, Lp is the total thrust (in kg) generated by the 
propulsion systems, W is the total mass of components and estimated fuselage 
mass.  
 
Instead of enforcing this equality constraint, a small tolerance δ can be allowed by 
the designer  
|(1 + Lsf) - Lp/W| < δ 
(3.16) 
If this constraint is violated, the penalty value is given by  






3.2.5 Minimum flight time constraint 
It seems that all the necessary constraints have been considered after the 
components are positioned as close as possible without any overlapping, the 
overall CG, minimum thrust and electrical requirements fulfilled. However, it will 
serve no purpose if the UAV/MAV can only fly for a very short period to 
accomplish any meaningful mission. The flight time, Tflight, can be calculated as 
follow, 
Tflight = battery capacity / total current usage 
(3.18) 
Therefore, there is a need to ensure that the flight vehicle is able to perform flight 
for a minimum stipulated time. This constraint is given as, 
 
Tflight ≥ Tflight, s 
(3.19) 
where Tflight is the actual flight time obtained and Tflight, s is the desired minimum 
flight time. If this constraint is violated, the penalty value is given by  
h11 = Tflight, s - Tflight 
(3.20) 
For the design problem, the goal is obtain the smallest possible overall vehicle 
volume. The objective function in the GA optimization problem is defined as  




ii hσ +σ12 (Xfuselage * Yfuselage *  Zfuselage  
                                             + Xpropeller * Ypropeller * Zpropeller) 
(3.21) 
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where hi=1 to 11 are the penalty functions defined for the constraints and σi=1 to 12 are 
the weighing factors tabulated in Table 3.1. 
 
Table 3.1. Table of weighing factors. 
Weighing factors Value 
σ1 9.9989 x 10 
σ2 9.9989 x 10-5 
σ3 9.9989 x 10-5 
σ4 9.9989 x 10-5 
σ5 9.9989 x 10-5 
σ6 9.9989 x 10-5 
σ7 9.9989 x 10-3 
σ8 9.9989 x 10-5 
σ9 9.9989 x 10-5 
σ10 9.9989 x 10-5 
σ11 9.9989 x 10-5 
σ12 9.9989 x 10-8 
 
3.3 Case Study 
To investigate the feasibility of the proposed design strategy, the methodology is 
applied to the design of the quadrotor UAV/MAV using 11 small-scale 
commercial-off-the-shelf components: four electric propulsion sets, radio receiver, 
pitch rate sensor, roll rate sensor, yaw rate sensor, electric power-pack, video 
transmitter and video camera. (Refer to Tables 3.2-3.4 for the components’ 
technical specifications).  
 
There are 45 design variables consisting of 20 integer variables and 25 float 
number variables, and their corresponding lower and upper bounds are shown in 
Table 3.5.  In this case study, the desired overall CG location has been arbitrarily 
chosen to be at the origin, i.e. (XCG, s, YCG, s, ZCG, s) is (0, 0, 0). The minimum 
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required clearance between the propellers,δprop, s is 0.01 m, minimum desired flight 
time, Tflight, s is 300 s and the lift safety factor, Lsf is 0.05. The estimated mass of 
fuselage and electrical wiring is set as 0.014 kg. The GA parameters used are 
population size of 100, crossover probability, Pc of 0.90 and mutation probability, 




Table 3.2. Table of specifications of available propulsion sets. 

























Propulsion set #1 0.012 0.010 0.015 0.006 0.065 0.008 4.0 8.0 0.03 0.01 10.18 
Propulsion set #2 0.012 0.010 0.015 0.0076 0.200 0.015 4.0 8.0 0.0595 0.021 10.18 
Propulsion set #3 0.012 0.012 0.018 0.0126 0.200 0.015 4.0 10.0 0.0837 0.020 9.22 
Propulsion set #4 0.012 0.012 0.018 0.0132 0.230 0.015 4.0 10.0 0.0797 0.026 9.00 
Propulsion set #5 0.012 0.012 0.018 0.0136 0.260 0.015 4.0 10.0 0.0904 0.034 11.96 
Propulsion set #6 0.017 0.017 0.017 0.0206 0.260 0.015 4.0 10.0 0.1056 0.032 12.52 
Propulsion set #7 0.015 0.015 0.024 0.0249 0.280 0.015 4.0 10.0 0.1444 0.036 13.16 
 
 
Table 3.3. Table of specifications of available electric power sources. 
 







Electric Power Source #1 0.045 0.015 0.051 0.051 9.0 2.0 0.770 
Electric Power Source #2 0.015 0.015 0.153 0.051 9.0 2.0 0.770 
Electric Power Source #3 0.045 0.015 0.034 0.036 9.0 1.0 0.425 
Electric Power Source #4 0.015 0.015 0.102 0.036 9.0 1.0 0.425 
Electric Power Source #5 0.070 0.028 0.014 0.055 9.6 2.0 0.110 
Electric Power Source #6 0.045 0.030 0.051 0.102 9.0 4.0 1.540 
Electric Power Source #7 0.030 0.015 0.102 0.102 9.0 4.0 1.540 
Electric Power Source #8 0.070 0.028 0.028 0.110 9.6 4.0 0.220 






Table 3.4. Table of technical specifications of other components. 
 




Rate sensor #1 0.025 0.025 0.013 0.009 3.0 0.014 
Rate sensor #2 0.027 0.026 0.012 0.005 4.8 0.010 
Radio receiver #1 0.027 0.015 0.006 0.003 5.0 0.010 
Radio receiver #2 0.036 0.017 0.012 0.006 5.0 0.010 
Video camera 0.026 0.026 0.015 0.012 9.0 0.100 






Table 3.5. Table of design variables and corresponding bounds (quadrotor design). 
 




1.  Front/back propulsion choice 1 7 
2.  Left/right propulsion choice 1 7 
3.  Front motor orientation 1 2 
4.  Back motor orientation 1 2 
5.  Left motor orientation 1 2 
6.  Right motor orientation 1 2 
7.  Front propulsion x position (m) 0.001 0.500 
8.  Left propulsion y position (m) 0.001 0.500 
9.  Front/back propulsion percentage usage 
of maximum allowable current 
0.010 0.990 
10.  Left/right propulsion percentage usage 
of maximum allowable current 
0.010 0.990 
11.  Radio receiver choice 1 2 
12.  Radio receiver mounting plane 1 3 
13.  Radio receiver orientation 1 2 
14.  Radio receiver x position (m) -0.500 0.500 
15.  Radio receiver y position (m) -0.500 0.500 
16.  Radio receiver z position (m) -0.500 0.500 
17.  Pitch rate sensor choice 1 2 
18.  Pitch rate sensor mounting plane 1 2 
19.  Pitch rate sensor x position (m) -0.500 0.500 
20.  Pitch rate sensor y position (m) -0.500 0.500 
21.  Pitch rate sensor z position (m) -0.500 0.500 
22.  Roll rate sensor choice 1 2 
23.  Roll rate sensor mounting plane 1 2 
24.  Roll rate sensor x position (m) -0.500 0.500 
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25.  Roll rate sensor y position (m) -0.500 0.500 
26.  Roll rate sensor z position (m) -0.500 0.500 
27.  Yaw rate sensor choice 1 2 
28.  Yaw rate sensor orientation 1 2 
29.  Yaw rate sensor x position (m) -0.500 0.500 
30.  Yaw rate sensor y position (m) -0.500 0.500 
31.  Yaw rate sensor z position (m) -0.500 0.500 
32.  Electric power source choice 1 9 
33.  Electric power source mounting plane 1 3 
34.  Electric power source orientation 1 2 
35.  Electric power source x position (m) -0.500 0.500 
36.  Electric power source y position (m) -0.500 0.500 
37.  Electric power source z position (m) -0.500 0.500 
38.  Video transmitter mounting plane 1 3 
39.  Video transmitter orientation 1 2 
40.  Video transmitter x position (m) -0.500 0.500 
41.  Video transmitter y position (m) -0.500 0.500 
42.  Video transmitter z position (m) -0.500 0.500 
43.  Video camera x position (m) 0.000 0.500 
44.  Video camera y position (m) -0.500 0.500 
45.  Video camera z position (m) -0.500 0.500 
 
3.4  Optimization Results 
At the first generation, only three out of the eight constraints are violated (Table 
3.6). From Figure 3.5, it can be seen that the components are well spread out, and 
thus do not overlap with one another.  However, the CG location obtained is not at 
the desired origin. The front/back propeller is 23cm while the left/right propeller is 
26cm in diameter. The total lift generated is also lesser than the total mass, and 
thus the solution at this instance is still not a feasible one. It is not a surprise as this 


























Figure 3.5. Layout obtained by optimization at first generation. 
 
Table 3.6. Results of optimization constraints at first generation. 
Constraints Status 
Overlapping regions  Fulfilled 
Maximum Z boundary  Violated 
Overall CG location  Violated 
Inter-propeller distance  Fulfilled 
Balanced yaw moment  Fulfilled 
Minimum voltage and current of power 
source  
Fulfilled 
Lift-to-weight ratio  Violated 
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After 523 generations, the design parameters have evolved to produce a feasible 
solution with no constraint being violated. Both pairs of propulsion sets are #4, 
whose propeller diameter is 23cm. The overall dimensions of the vehicle are 
tabulated in Table 3.7. From Figure 3.6, it can be seen that the components are still 
not organized in a very compact manner yet. 
 
Table 3.7. Results of overall dimensions at 523rd generation. 
Overall fuselage x dimension (m) 0.3320 
Overall fuselage y dimension (m) 0.3700 
Overall fuselage z dimension (m) 0.1160 
Overall propellers’ x dimension (m) 0.5500 
Overall propellers’ y dimension (m) 0.5880 
Overall propellers’ z dimension (m) 0.0150 
 
At the 379928th generation (Figure 3.7), the design parameters have further 
evolved, with the most significant change in the propulstion sets from #4 to #3 
which has a propeller diameter of 20cm. Table 3.8 shows the current overall 
dimensions. 
Table 3.8. Results of overall dimensions at 379928th generation. 
Overall fuselage x dimension (m) 0.4280 
Overall fuselage y dimension (m) 0.2500 
Overall fuselage z dimension (m) 0.0325 
Overall propellers’ x dimension (m) 0.6160 
Overall propellers’ y dimension (m) 0.4380 


























Figure 3.6. Layout obtained by optimization at 523rd generation  
 
The final solution is obtained at the 380170th generation with all penalty functions 
(hi=1 to 11) equal to zero, and the final layout is shown in Figure 3.8. The 
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Figure 3.7. Layout obtained by optimization at 379928th generation. 
 
Table 3.9. Final overall dimensions at 380170th generation. 
Overall fuselage x dimension (m) 0.3760 
Overall fuselage y dimension (m) 0.2220 
Overall fuselage z dimension (m) 0.0285 
Overall propellers’ x dimension (m) 0.5640 
Overall propellers’ y dimension (m) 0.4100 
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Figure 3.8. Final layout obtained at 380170th generation.  
 
The final propulsion sets chosen are still #3, with each set contributing ¼ of the 
total required lift. It is interesting to note that set #1 which has the smallest 
propeller of the available choices, is not selected. This is because four #1 
propulsion sets are not able to produce enough lift to support the total weight of the 
vehicle. It seems that though one pair of set #3 and one pair of set #1 are able to 
generate sufficient lift force, it is unfortunate that this combination is not able to 
cancel each other’s reaction torques. This combination of components is able to 
Keys 
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achieve a theoretical flight time of 1785 s. The final values of the design variables 
are tabulated in Table 3.10. The performace graph is shown in Figure 3.9 
 
The electric power source selected is the heaviest battery #7 instead of the lightest 
battery #9. The quadrotor has four heavy identical propulsion sets, and the total 
mass is quite high. Thus, it needs to consume a very high current in order to 
generate the necessary lift. Battery #9 is unable to meet the current demand and is 
thus not chosen.  
 
There is another very interesting observation. GA has managed to select the lighter 
radio receiver #1 instead of radio receiver #2. However, the pitch and yaw gyros 
selected are the heavier gyro #1 while the roll gyro is the lighter gyro #2.  At first, 
this may appear to be a strange outcome, but a closer examination would help 
explain this mystery. The objective of the optimization program is to minimize the 
overall dimensions, without violating any of the eight specified constraints. By 
replacing the pitch and yaw gyros with a lighter gyro #2, it will not produce a more 
compact vehicle, and so there is no “motivation” for GA to change those particular 
design variables, since it has already accomplished its goal. In fact, if those 
variables were changed to the lighter gyro #2 and their location variables are not 




Figure 3.9. Objective value vs generation performance graph. 
Another possible reason is that the extra mass incurred by having two heavier 
gyros is only 0.008 kg which is not very significant considering that the quadrotor 
is able to provide ample lift force. The computational time to obtain the final 
solution is only 2965 s. 
 
Table 3.10. Table of final variable values (quadrotor design). 
 Variable Name Values 
   
1.  Front/back propulsion choice 3 
2.  Left/right propulsion choice 3 
3.  Front motor orientation 2 
4.  Back motor orientation 1 
5.  Left motor orientation 1 
6.  Right motor orientation 1 
7.  Front propulsion x position (m) 0.182 
8.  Left propulsion y position (m) 0.105 
9.  Front/back propulsion percentage 
usage of maximum allowable 
current 
0.672 
10.  Left/right propulsion percentage 
usage of maximum allowable 
current 
0.689 
11.  Radio receiver choice 1 
12.  Radio receiver mounting plane 1 
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13.  Radio receiver orientation 1 
14.  Radio receiver x position (m) -0.047 
15.  Radio receiver y position (m) 0.050 
16.  Radio receiver z position (m) 0.013 
17.  Pitch rate sensor choice 1 
18.  Pitch rate sensor mounting plane 1 
19.  Pitch rate sensor x position (m) -0.019 
20.  Pitch rate sensor y position (m) 0.048 
21.  Pitch rate sensor z position (m) -0.002 
22.  Roll rate sensor choice 2 
23.  Roll rate sensor mounting plane 1 
24.  Roll rate sensor x position (m) -0.153 
25.  Roll rate sensor y position (m) 0.069 
26.  Roll rate sensor z position (m) -0.003 
27.  Yaw rate sensor choice 1 
28.  Yaw rate sensor orientation 2 
29.  Yaw rate sensor x position (m) 0.000 
30.  Yaw rate sensor y position (m) 0.085 
31.  Yaw rate sensor z position (m) 0.003 
32.  Electric power source choice 7 
33.  Electric power source mounting 
plane 
3 
34.  Electric power source orientation 2 
35.  Electric power source x position 
(m) 
-0.001 
36.  Electric power source y position 
(m) 
-0.023 
37.  Electric power source z position 
(m) 
-0.003 
38.  Video transmitter mounting plane 1 
39.  Video transmitter orientation 2 
40.  Video transmitter x position (m) -0.038 
41.  Video transmitter y position (m) -0.073 
42.  Video transmitter z position (m) -0.004 
43.  Video camera x position (m) 0.121 
44.  Video camera y position (m) 0.080 
45.  Video camera z position (m) 0.004 
 
Table 3.11 shows the comparison between the final quadrotor obtained with a 
commercial quadrotor called Draganflyer. It is clear that the final quadrotor 
obtained is lighter, more compact and has a longer flight time compared to the 
quadrotor available commercially. 
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Table 3.11. Comparison of final quadrotor and Draganflyer. 
Attributes Quadrotor Draganflyer 
Overall fuselage x dimension (m) 0.3760 0.5000 
Overall fuselage y dimension (m) 0.2220 0.5000 
Overall fuselage z dimension (m) 0.0285 0.1350 
Overall fuselage volume (m3) 2.38 x 10-3 3.38 x 10-2 
Overall propellers’ x dimension (m) 0.5640 0.8000 
Overall propellers’ y dimension (m) 0.4100 0.8000 
Overall propellers’ z dimension (m) 0.0150 0.0150 
Overall propeller volume (m3) 3.47 x 10-3 9.60 x 10-3 
Total volume (m3) 5.85 x 10-3 4.34 x 10-2 
Mass (kg) 0.22197 0.53865 
Flight time (s) 1785 720 
 
3.4.1 Parallel computation results 
In this section, an investigation is carried out to assess the performance of a 
parallel GA implementation of the design process. Since GA has an element of 
randomness in its performance, the comparison between the serial GA and parallel 
GA will be carried out by repeating the optimization process 20 times. For the 
single machine, the GA population size is 200, while the parallel GA on 4 PCs will 
each have a subpopulation of size 50. The migration generation is set as 50. The 
optmization process will terminate if the improvement in the objective value is less 
than 0.5% for consecutively 5000 generations.  
  
The average time taken for the serial GA to compute one generation is 0.040 s 
while the parallel GA takes an average time of 0.0098 s to complete one 
generation. From Table 3.12, the average time for convergence in the single 
machine’s case is 424497 x 0.040 s = 16980 s, while the average time for 
convergence in the parallel GA’s case is 443642 x 0.0098 s = 4348 s. Therefore, 
one can expect an average speedup of 16980/4348 = 3.9 for convergence to occur 
 59
when the parallel GA is used. Comparing the quality of the converged values, the 




Table 3.12. Comparison of converged results between single machine GA and 
parallel GA for 20 runs. 
 










1 6.022E-03 449020 6.463E-03 428300 
2 5.848E-03 413440 6.411E-03 447800 
3 5.972E-03 408900 5.848E-03 416900 
4 6.411E-03 435755 6.560E-03 432400 
5 6.022E-03 403852 6.213E-03 443870 
6 5.972E-03 435214 5.972E-03 439560 
7 6.560E-03 428770 6.213E-03 423460 
8 6.941E-03 394530 6.022E-03 450100 
9 5.972E-03 410250 5.972E-03 449680 
10 6.748E-03 437980 6.213E-03 452430 
11 6.619E-03 419630 5.922E-03 442800 
12 6.463E-03 419800 6.022E-03 437580 
13 5.848E-03 439300 6.463E-03 446730 
14 6.022E-03 406000 6.560E-03 452870 
15 5.972E-03 418200 5.972E-03 445320 
16 6.213E-03 454300 6.294E-03 460100 
17 6.463E-03 436900 6.213E-03 447400 
18 5.972E-03 424700 6.022E-03 452130 
19 6.560E-03 419600 6.619E-03 446210 
20 6.411E-03 433800 6.411E-03 457200 
Average= 6.251E-03 424497 6.219E-03 443642 








4.  Design Optimization of an Asymmetrical Quadrotor  
UAV/MAV (JQUAD-rotor) 
In Chapter 3, it is recognized that the quadrotor UAV/MAV is a configuration that 
is easier to fabricate compared to the traditional single main and tail rotor and other 
configurations that use the swash plate and linkages for control, especially evident 
for small-scale UAV and MAV. In this chapter, a new unconventional rotary-wing 
UAV/MAV design is presented to demonstrate its feasibility in producing flight 
vehicles that are as easy to fabricate as the quadrotor UAV/MAV, and can be even 
smaller than the quadrotor configuration, given the availability of same component 
products to choose from. This new design has not been attempted and its 
optimization has not been carried out before. 
 
4.1  Design Outline 
The proposed configuration uses four rotors, same as the conventional quadrotor, 
but they are not arranged in symmetry (refer to Figure 4.1). The proposed 
configuration is named “JQUAD-rotor” because it is shaped like the letter ‘J’ when 
viewed from below.  
 
Quadrotor requires two pairs of oppositely-rotating rotors/propellers. The counter-
rotating rotor/propeller is not commercially available in small size (especially for 
diameter of six inches and below). This poses a difficulty in designing small-scale 
UAV or MAV using the quadrotor configuration, often resulting in significant cost 
and time consumed in fabricating the small counter-rotating rotor/propeller. The 
JQUAD-rotor does not have this problem because all four rotors/propellers can be 
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of same rotational direction (as shown in Figure 4.1) and they are readily available 
in small size, even as small as 6 cm in diameter.  
 
                  
 
Figure 4.1. Proposed JQUAD-rotor configuration layout. 
 
In the original quadrotor, there are either four identical motor/propeller systems or 
two pairs of identical motor/propeller systems.  This restriction may result in a 
rotary-wing vehicle that is unnecessarily larger and heavier than other non-
quadrotor configurations.  The JQUAD-rotor uses one main motor/propeller 
system (F1) that is responsible for producing the majority of the lift required for it 
to become airborne and also for altitude control. Three other smaller 
motor/propeller systems connected via three off-the-shelf gyros, are used to 
provide the roll (F3), pitch (F2) and yaw (F4) control for steering the vehicle 
forward/backward and sideward. The rotor that is in charge of yaw control 
functions in the same way as the tail rotor of the single main and tail rotor 
configuration. Figure 4.2 compares the x and y dimensions of a typical quadrotor 
with the proposed JQUAD-rotor, for both cases where staggering of propellers is 
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allowed and not allowed. It is apparent that the JQUAD-rotor has a more compact 

























The next attractive attribute of the JQUAD-rotor is that it is easier to control than 
the traditional quadrotor. For the quadrotor, the ascending/descending requires a 
specialized altitude controller that causes the four rotors to increase/decrease thrust 
evenly, so that the net yaw moment remains zero. Altitude control for the JQUAD-
rotor is simpler, as the remote pilot only needs to adjust the stick control of the 
radio transmitter corresponding to the main rotor without any additional 
specialized controller circuit. 
 
In the case of roll or pitch control of quadrotor, one of the pair of rotating rotors 
has to increase speed while the other of the same pair decrease speed by the same 
amount to create an unbalanced moment to till the vehicle in the desired direction. 
The JQUAD-rotor can achieve its roll or pitch motion simply by adjusting only one 
corresponding stick-control on the radio transmitter. Yaw control for quadrotor is 
even more complex. The pair of similar rotating rotors must increase/decrease 
speed while the other pair decrease/increase their rotor speed. As for the JQUAD-
rotor, yaw control is again performed simply by adjusting only one stick-control on 
the radio transmitter corresponding to the yaw rotor. The proposed flight vehicle 
can achieve airborne flight without the use of additional controller circuits 
designed for the roll, pitch, yaw motion and altitude control. Table 4.1 summarizes 






Table 4.1. Summary of main differences between proposed JQUAD-rotor and 
quadrotor. 
Quadrotor JQUAD-rotor 
Either four identical 
motors/propellers or two pairs of 
identical  motors/propellers 
Three motors/propellers can be 
smaller than the main motor/propeller 
Two pairs of oppositely-rotating 
propellers 
All four propellers can have the same 
rotation direction 
Roll, pitch, yaw and altitude stability 
and control requires four different 
specially designed controllers 
Roll, pitch, yaw and altitude control 
can be simply performed with just 
three off-the-shelf gyros installed 
onboard 
Symmetric layout Asymmetric layout 
  
4.2 Problem Formulation  
In this section, a design methodology is introduced to automate the design of the 
proposed JQUAD-rotor. The goal is to investigate whether this unconventional 
configuration can be more compact than quadrotor, given the same range of 
component products to choose from. As in Chapter 2 and Chapter 3, the 
propulsion, sensors, radio receiver and other components are modeled as 
rectangular blocks. The dimensions, length L, breadth B and height H of each 




Figure 4.3. Z locations of the main, roll control and pitch control motors. 
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The design variables here are mostly same as the quadrotor design problem in 
Chapter 3, with a few exceptions. In this design problem, the main propulsion has a 
z location variable, Z1, because the yaw rotor is fixed at z = 0, and there is a chance 
its radius may exceed the +zmax plane. In case the yaw rotor does protrude the main 
rotor’s plane, the optimization routine can set z1 higher to clear the yaw rotor. 
However, there is no z location variable for the roll and pitch control propulsion as 
their rotors will flush with the main rotor (see Figure 4.3). Thus, their respective z 
location will be given by, 
Z2 = Z1 + 0.5H1 – 0.5H2 
(4.1) 
Z3 = Z1 + 0.5H1 – 0.5H3 
(4.2) 
The positioning of the main, pitch control and yaw control in this design problem 
is a complicated task. The most obvious conflict is that if they are to be very 
compact, then the moment arm will be smaller, and this has to be compensated 
with a greater thrust to produce the necessary counter moments. In order to 
generate more thrust, the motors need to consume more current, and this may 
exceed the battery pack’s maximum current output capability or resulting in a very 
short flight time. 
 
The x and y location of the main propulsion should not be too high as this will 
cause the the roll and pitch control motors to use more current for generating more 
thrust to balance the roll and pitching moments due to main propulsion. 
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Alternatively, these have to be located further from the CG so that there is a longer 
moment arm to create the necessary counter moments. Therefore, this will make 
the overall dimensions of the vehicle larger. On the other hand, if the x and y 
location of the main propulsion is too small, then the roll and pitch motors may just 
have to produce a very small force to counter the unbalanced moments. This can 
create another problem, as the total summation of the three upward forces may be 
less than the downward weight. Therefore, GA will evolve these design parameters 
until the best consensus is achieved. 
 
The roll control motor has no x location variable because it is fixed at x = 0, so that 
it will create strictly a roll moment and no pitch moment. It has also no y location 
variable because the y position will be such that it will counter the roll moment 
created by the main propulsion.  
 
The pitch control motor has no y location variable because it is fixed at y = 0, so 
that it will create only a pitch moment and no roll moment. Simlarly, there is no x 
location variable for the pitch control motor because the x position will be such 
that it will counter any unbalanced pitch moment.  
 
As for the yaw control motor, its z location is fixed at z = 0, so that it will generate 
only a yaw moment and no roll moment. It does not have x location variable as it 




A new design variable, percentage of lift contribution by roll motor for the 
remaining required lift after main propulsion’s contribution, Proll, is also introduced 
here. The lift produced by the roll motor is 
 
F3 = (Total lift required – F1) * Proll 
(4.3) 
The main propulsion set with higher Kthrust is better as it produces more thrust with 
the same current consumption as another propulsion set of lower Kthrust. But, it will 
most likely have a larger propeller. Moreover, it will have a higher torque versus 
current constant Ktorque, and this will require the yaw control motor to generate 
more counter torque either by consuming more current or having a larger moment 
arm (making the vehicle less compact).  
 
The main propulsion, pitch control and roll control propulsion have only 
orientation variables and no mounting plane variable as they can only be mounted 
on its BL plane. The yaw control has only mounting plane variable and no 
orientation variable as it can only be mounted on its BH or HL plane with only one 
possible orientation which is its rotational axis parallel to Y-axis. 
 
As in chapter 3 concerning the design of quadrotor UAV/MAV, the design 
problem is to minimize the overall dimensions of the vehicle’s fuselage, Xfuselage, 
Yfuselage and Zfuselage (including that of yaw propeller) and the vehicle’s propellers, 
Xpropeller, Ypropeller and Zpropeller (only the main, pitch control and roll control 
propellers in this case). 
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Minimize  
Xfuselage* Yfuselage* Zfuselage + Xpropeller* Ypropeller* Zpropeller 
(4. 4) 
subjected to the following constraints on 
a) overlapped regions  
b) maximum Z boundary 
c) overall CG location   
d) inter-propeller distance 
e) balanced yaw moment 
f) minimum voltage and current of power source 
g) lift-to-weight ratio  
h) minimum flight time  
i) balanced pitch moment 
j) balanced roll moment 
 
4.3 Design Constraints 
The first eight constraints are the same as those described in Chapter 2 and Chapter 
3. The two additional constraints are related to balanced pitch and roll moments. 
 
4.3.1 Balanced pitch and roll moment constraints 
As mentioned in the previous chapter, the quadrotor by default will have balanced 
pitch and roll moments. In the case of JQUAD-rotor, the tasks of enforcing 
balanced yaw, pitch and roll moments during hovering are performed by the yaw, 
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pitch and roll control propulsions.  Thus, the two additional constraints are defined 
as 
 
∑ Momentpitch = 0 
(4.5) 
∑ Momentroll = 0 
(4.6) 
Instead of enforcing these equality constraints, a small tolerance δ can be allowed 
by the designer  
|∑ Momentpitch | < δ 
(4.7) 
|∑ Momentroll | < δ 
(4.8) 
If these constraints are violated, the penalty values are given by  
h12 = | ∑ Momentpitch | - δ 
(4.9) 
h13 = | ∑ Momentroll | - δ 
(4.10) 
For the design problem, the goal is obtain the smallest possible overall vehicle 








ii hσ +σ14 (Xfuselage * Yfuselage *  Zfuselage  
                                                     + Xpropeller * Ypropeller * Zpropeller) 
(4.11) 
where hi=1 to 13 are the penalty functions defined for the constraints, and σi=1 to 14 are 
the weighing factors tabulated Table 4.2. 
 
Table 4.2 Table of weighing factors. 
Weighing factors Value 
σ1 9.9979 x 10-4 
σ2 9.9979 x 10 
σ3 9.9979 x 10-4 
σ4 9.9979 x 10-4 
σ5 9.9979 x 10-4 
σ6 9.9979 x 10-4 
σ7 9.9979 x 10-4 
σ8 9.9979 x 10-4 
σ9 9.9979 x 10-4 
σ10 9.9979 x 10-3 
σ11 9.9979 x 10-4 
σ12 9.9979 x 10-4 
σ13 9.9979 x 10-4 
σ14 9.9979 x 10-7 
 
 
There are altogether 50 design variables in this problem, five more than the 
previous quadrotor design problem, consisting of 22 integer variables and 28 float 
number variables, whose lower and upper bounds are shown in Table 4.3. Refer to 






Table 4.3. Table of design variables and corresponding bounds (JQUAD-rotor). 
 




1.  Main propulsion choice 1 7 
2.  Main propulsion orientation 1 2 
3.  Main propulsion x position (m) 0.001 0.060 
4.  Main propulsion y position (m) 0.001 0.060 
5.  Main propulsion z position (m) 0.000 0.030 
6.  Main propulsion percentage usage of 
maximum allowable current 
0.020 0.980 
7.  Pitch control propulsion choice 1 7 
8.  Pitch control orientation 1 2 
9.  Roll control propulsion choice 1 7 
10.  Roll control orientation 1 2 
11.  Contribution of roll control propulsion 
on remaining lift after main propulsion 
‘s contribution 
0.100 0.990 
12.  Yaw control propulsion choice 1 7 
13.  Yaw control mounting plane 2 3 
14.  Yaw control propulsion y position (m) -0.500 0.500 
15.  Yaw control propulsion percentage 
usage of maximum allowable current 
0.010 0.900 
16.  Radio receiver choice 1 2 
17.  Radio receiver mounting plane 1 3 
18.  Radio receiver orientation 1 2 
19.  Radio receiver x position (m) -0.500 0.500 
20.  Radio receiver y position (m) -0.500 0.500 
21.  Radio receiver z position (m) -0.500 0.500 
22.  Pitch rate sensor choice 1 2 
23.  Pitch rate sensor mounting plane 1 2 
24.  Pitch rate sensor x position (m) -0.500 0.500 
25.  Pitch rate sensor y position (m) -0.500 0.500 
26.  Pitch rate sensor z position (m) -0.500 0.500 
27.  Roll rate sensor choice 1 2 
28.  Roll rate sensor mounting plane 1 2 
29.  Roll rate sensor x position (m) -0.500 0.500 
30.  Roll rate sensor y position (m) -0.500 0.500 
31.  Roll rate sensor z position (m) -0.500 0.500 
32.  Yaw rate sensor choice 1 2 
33.  Yaw rate sensor orientation 1 2 
34.  Yaw rate sensor x position (m) -0.500 0.500 
35.  Yaw rate sensor y position (m) -0.500 0.500 
36.  Yaw rate sensor z position (m) -0.500 0.500 
37.  Electric power source choice 1 9 
38.  Electric power source mounting plane 1 3 
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39.  Electric power source orientation 1 2 
40.  Electric power source x position (m) -0.500 0.500 
41.  Electric power source y position (m) -0.500 0.500 
42.  Electric power source z position (m) -0.500 0.500 
43.  Video transmitter mounting plane 1 3 
44.  Video transmitter orientation 1 2 
45.  Video transmitter x position (m) -0.500 0.500 
46.  Video transmitter y position (m) -0.500 0.500 
47.  Video transmitter z position (m) -0.500 0.500 
48.  Video camera x position (m) -0.500 0.500 
49.  Video camera y position (m) -0.500 0.500 
50.  Video camera z position (m) -0.500 0.500 
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At the first generation, the optimization program has selected the propulsion set 
with the smallest propeller of 6.5 cm for yaw control. The pitch control propeller is 
23cm and roll control propeller is 26cm, both larger than the main propulsion 
propeller of 20 cm. At this stage, the main, pitch and roll control propulsion are 
concentrated near the origin (Figure 4.4) and four out of the design ten constraints 






















Figure 4.5. Layout obtained by optimization at seventh generation. 
 
At the seventh generation, there is already some marked improvement. The main 
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propulsion propeller is also 28cm in diameter. The roll control propeller diameter 
has decreased from 26cm to 20cm. This combination of propulsion sets has 
allowed the vehicle to generate enough upward lift to overcome its downward 
weight. From Figure 4.5, the main, pitch and roll control motors are still clustered 
together but now only two out of ten design constraints are violated (Table 4.5). 
The main, pitch control and roll control propellers are constrainted by the 
minimum inter-propeller distance constraint instead of the constraint on 
overlapping regions. Thus, the latter constraint has not been violated.  
 
After 13102 generations, the optimization process has evolved even more 
significantly. The pitch and roll control propulsion sets now have the smallest 
propeller diameter of 6.5 cm. The main, pitch and roll control motors are no longer 
cluttered together, with sufficient clearance between the propellers as shown in 
Figure 4.6. However, two out of the ten design constraints still have not been 
fulfilled (Table 4.6). 
 
Table 4.4. Results of optimization constraints at first generation. 
Constraints Status 
Overlapping regions   Fulfilled 
Maximum Z boundary   Violated 
Overall CG location   Violated 
Inter-propeller distance   Violated 
Balanced yaw moment   Fulfilled 
Balanced pitch moment   Fulfilled 
Balanced roll moment   Fulfilled 
Minimum voltage and current of power 
source   
Fulfilled 
Lift-to-weight ratio   Violated 
Minimum flight time   Fulfilled 
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Table 4.5. Results of optimization constraints at seventh generation. 
Constraints Status 
Overlapping regions   Fulfilled 
Maximum Z boundary   Fulfilled 
Overall CG location   Violated 
Inter-propeller distance   Violated 
Balanced yaw moment   Fulfilled 
Balanced pitch moment   Fulfilled 
Balanced roll moment   Fulfilled 
Minimum voltage and current of power 
source   
Fulfilled 
Lift-to-weight ratio   Fulfilled 
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Table 4.6. Results of optimization constraints at 13102th generation. 
Constraints Status 
Overlapping regions   Fulfilled 
Maximum Z boundary   Fulfilled 
Overall CG location   Violated 
Inter-propeller distance   Fulfilled 
Balanced yaw moment   Fulfilled 
Balanced pitch moment   Fulfilled 
Balanced roll moment   Fulfilled 
Minimum voltage and current of power 
source   
Fulfilled 
Lift-to-weight ratio   Violated 




























Figure 4.7. Layout obtained by optimization at 201559th generation. 
At the 201559th generation, the two unresolved design constraints are now finally 
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for improvement as the components are widely spread, as shown in Figure 4.7, 
especially the yaw propulsion. The overall dimensions are given in Table 4.7. 
 
Table 4.7. Results of overall dimensions at 201559th generation. 
Overall fuselage x dimension (m) 0.9565 
Overall fuselage y dimension (m) 0.5775 
Overall fuselage z dimension (m) 0.1205 
Overall propellers’ x dimension (m) 0.3915 
Overall propellers’ y dimension (m) 0.3725 
Overall propellers’ z dimension (m) 0.0150 
  
Table 4.8. Final overall dimensions at 877994th generation. 
Overall fuselage x dimension (m) 0.2465 
Overall fuselage y dimension (m) 0.2150 
Overall fuselage z dimension (m) 0.0655 
Overall propellers’ x dimension (m) 0.3615 
Overall propellers’ y dimension (m) 0.3365 
Overall propellers’ z dimension (m) 0.0150 
 
At the 877994th generation, the final layout is obtained with all penalty functions 
(hi=1 to 13) equal to zero. Figure 4.8 shows that the majority of the components are 
concentrated near the origin in order to achieve the desired CG at the origin (refer 
Table 4.8 for the overall dimensions). The main propulsion chosen has the second 
smallest propeller of 20 cm, while the roll, pitch and yaw control propellers are the 
smallest with 6.5 cm. Obviously, the main propeller is not the smallest because that 





























Figure 4.8. Final layout obtained by optimization at 877994th generation. 
 
The final values of the design variables are tabulated in Table 4.9. Figure 4.9 
shows the performance graph of objective value with GA generations.  The total 
mass of flight vehicle is only 0.11508 kg (inclusive of safety factor) and the 
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Figure 4.9. Objective value vs generation performance graph (JQUAD-rotor 
design). 
 
In Chapter 2, the design problem of obtaining a compact configuration given only 
one set of components, using 34 design variables subjected to four design 
constraints took 1259 generations to converge. In Chapter 3, with the introduction 
of component selection variables, the quadrotor design optimization took a longer 
time to converge at 380170 generations. This is expected since the design problem 
is more complex, with 45 design variables and eight design constraints. The 
JQUAD-rotor design took the longest time to converge due to the highest number 
of design variables and constraints. 
 
The final radio receiver selected was the smaller and lighter radio receiver #1. In 
this design problem, all the three gyros selected were the lighter gyro #2. This is 
not by accident, but because the total lift output is not as much as the quadrotor, 
and thus, GA has ensured that all the components are as light as possible. 
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Table 4.9. Table of final variable values (JQUAD-rotor design). 
 
 Variable Name Values 
   
1. Main propulsion choice 3 
2. Main propulsion orientation 1 
3. Main propulsion x position (m) 0.045 
4. Main propulsion y position (m) 0.034 
5. Main propulsion z position (m) 0.024 
6. Main propulsion percentage usage of 
maximum allowable current 
0.906 
7. Pitch control propulsion choice 1 
8. Pitch control orientation 1 
9. Roll control propulsion choice 1 
10. Roll control orientation 2 
11. Contribution of roll control propulsion 
on remaining lift after main propulsion 
‘s contribution 
0.500 
12. Yaw control propulsion choice 1 
13. Yaw control mounting plane 2 
14. Yaw control propulsion y position (m) -0.014 
15. Yaw control propulsion percentage 
usage of maximum allowable current 
0.855 
16. Radio receiver choice 1 
17. Radio receiver mounting plane 3 
18. Radio receiver orientation 2 
19. Radio receiver x position (m) 0.041 
20. Radio receiver y position (m) 0.034 
21. Radio receiver z position (m) -0.025 
22. Pitch rate sensor choice 2 
23. Pitch rate sensor mounting plane 1 
24. Pitch rate sensor x position (m) -0.018 
25. Pitch rate sensor y position (m) -0.007 
26. Pitch rate sensor z position (m) -0.023 
27. Roll rate sensor choice 2 
28. Roll rate sensor mounting plane 2 
29. Roll rate sensor x position (m) -0.155 
30. Roll rate sensor y position (m) 0.015 
31. Roll rate sensor z position (m) 0.011 
32. Yaw rate sensor choice 2 
33. Yaw rate sensor orientation 2 
34. Yaw rate sensor x position (m) -0.009 
35. Yaw rate sensor y position (m) 0.032 
36. Yaw rate sensor z position (m) -0.016 
37. Electric power source choice 9 
38. Electric power source mounting plane 1 
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39. Electric power source orientation 1 
40. Electric power source x position (m) 0.047 
41. Electric power source y position (m) 0.021 
42. Electric power source z position (m) -0.001 
43. Video transmitter mounting plane 2 
44. Video transmitter orientation 2 
45. Video transmitter x position (m) 0.033 
46. Video transmitter y position (m) -0.013 
47. Video transmitter z position (m) -0.015 
48. Video camera x position (m) 0.050 
49. Video camera y position (m) -0.011 
50. Video camera z position (m) -0.016 
 
 
4.4.1 Comparison of quadrotor and JQUAD-rotor results 
A comparison of the quadrotor and JQUAD-rotor reveals that in the former case, 
the electric power source selected is the heaviest battery #7 while the latter is the 
lightest #9. This shows that the proposed JQUAD-rotor design is able to consume 
less current that the quadrotor configuration. From Table 4.10, it can be seen that 
the flight time of quadrotor is very much longer than JQUAD-rotor. This is 
understandable because the design problem is constructed to make the vehicle as 
compact as possible. As a result, the JQUAD-rotor chooses the lightest battery #9 
which does not have a high capacity.  
 
All the JQUAD-rotor’s overall dimensions are smaller than the quadrotor’s except 
for the fuselage z dimension. The z dimension of the JQUAD-rotor is greater than 
the quadrotor due to the yaw control propeller which is not present in the latter. If a 
propulsion set with smaller propeller is available, then it is likely that this z 
dimension can be further reduced. 
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The total overall volumes of the two different vehicles confirmed that the proposed 
JQUAD-rotor is more compact than the quadrotor for the vehicle volume 
minmization problem. The strategy of using one main powerful propulsion for lift 
support and three smaller ones for pitch, roll and yaw control has yielded a lighter 
and more compact rotary-wing UAV/MAV. Therefore, for applications where 
weight and compactness is of greater concern than flight time, the JQUAD-rotor is 
a better choice than quadrotor, e.g. for infantry combat soldiers. Another possible 
application that requires a more compact flight vehicle is for use in urban 
environment where there are many buildings in close proximity or for maneuvering 
around narrow passageways. 
 
Table 4.10. Comparison of final quadrotor and JQUAD-rotor results. 
Attributes Quadrotor JQUAD-rotor 
Overall fuselage x dimension (m) 0.3760 0.2465 
Overall fuselage y dimension (m) 0.2220 0.2150 
Overall fuselage z dimension (m) 0.0285 0.0655 
Overall fuselage volume (m3) 2.38 x 10-3 3.47 x 10-3 
Overall propellers’ x dimension (m) 0.5640 0.3615 
Overall propellers’ y dimension (m) 0.4100 0.3365 
Overall propellers’ z dimension (m) 0.0150 0.0150 
Overall propeller volume (m3) 3.47 x 10-3 1.82 x 10-3 
Total volume (m3) 5.85 x 10-3 5.29 x 10-3 
Mass (kg) 0.22197 0.11508 








4.4.2 Parallel computation results 
Similar to Sections 2.4.1 and 3.4.1, an investigation is carried out to assess the 
performance of a parallel GA implementation of the design process. The 
comparison between the serial GA and parallel GA will be carried out by repeating 
the optimization process 20 times. For the single machine, the GA population size 
is 200, while the parallel GA on 4 PCs will each have a subpopulation of size 50. 
The migration generation is set as 50. The optmization process will terminate if the 
improvement in the objective value is less than 0.5% for consecutively 5000 
generations.  
  
The average time taken for the serial GA to compute one generation is 0.045 s 
while the parallel GA takes an average time of 0.013 s to complete one generation. 
From Table 4.11, the average time for convergence in the single machine’s case is 
855054 x 0.045 s = 38477 s, while the average time for convergence in the parallel 
GA’s case is 958159 x 0.013 s = 12456 s. Therefore, one can expect an average 
speedup of 38477/12456 = 3.1 for convergence to occur when the parallel GA is 
used. In this design problem, the average parallel GA result is higher than the 













Table 4.11. Comparison of converged results between single machine GA and 
parallel GA for 20 runs. 
 










1 5.310E-03 902994 6.133E-03 973580 
2 5.912E-03 797950 5.711E-03 943740 
3 6.018E-03 812500 5.947E-03 895400 
4 5.296E-03 828900 5.985E-03 986870 
5 5.876E-03 865400 5.296E-03 913780 
6 5.585E-03 921370 5.791E-03 962320 
7 6.133E-03 763120 6.018E-03 998500 
8 5.791E-03 858370 5.912E-03 971421 
9 5.841E-03 904960 5.676E-03 958375 
10 5.296E-03 847480 5.876E-03 883200 
11 5.985E-03 870140 5.296E-03 946450 
12 5.535E-03 814580 5.912E-03 983478 
13 5.791E-03 906310 6.133E-03 956875 
14 5.711E-03 841090 5.947E-03 973878 
15 5.296E-03 884750 6.052E-03 990680 
16 6.052E-03 804300 5.912E-03 946870 
17 5.947E-03 855420 5.985E-03 996382 
18 5.676E-03 876980 5.791E-03 948657 
19 5.985E-03 832470 5.535E-03 986598 
20 6.052E-03 912000 6.179E-03 946127 
Average= 5.754E-03 855054 5.854E-03 958159 
     
 
 
4.5 Simulation Model of JQUAD-rotor UAV/MAV 
In order to ascertain that the proposed control concept of the JQUAD-rotor is 
feasible, a simple model of the flight vehicle is created to find out whether the 
three gyros are sufficient in maintaining the orientation of the vehicle. To set up 
the mathematical model of the UAV/MAV, the flight vehicle is regarded as a 
single rigid body with six degrees of freedom. The linear velocities of the 
UAV/MAV is given by u, v, w along the x, y, z body axis, while the angular 
velocities is denoted by p, q and r. The rotation speed of the four rotors are Ω1, Ω2, 
Ω3, and Ω4. The motion of the MAV is determined by the summation of external 
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forces, Fext = [ Fx Fy Fz]’ , and external moments about the CG, Mext = [ L M N]’  
acting on it. The rotor thrusts are denoted by F1, F2, F3 and F4 and rotor torques as 
M1, M2, M3 and M4.  The aerodynamic forces are not included to keep the 
simulation model simple. Applying Newton’s Second Law of Motion, 
 
Fx = m(du/dt  + qw – rv) 
(4.12) 
Fy = m(dv/dt  + ru – pw) 
(4.13) 
Fz = m(dw/dt  + pv – qu) 
(4.14) 
and 
L = dHx/dt + qHz - rHy 
(4.15) 
M = dHy/dt + rHx - pHz 
(4.16) 
N = dHz/dt + pHy - qHx 
(4.17) 
where  
Hx = pIxx – qIxy - rIxz 
(4.18) 
Hx = -pIxy + qIyy – rIyz 
(4.19) 




The roll, pitch and yaw rotations of the MAV about the vehicle’s centre of gravity 
are defined by the Euler angles φ, θ and ψ respectively. The Euler rates of the 











































  (4.21) 




























































 represent the moments of inertia of the flight vehicle. 
 


































































where J1, J2, J3 and J4 are moment of inertia of the rotors. The schematic of the 
closed-loop system is given in Figure 4.10. The estimated values for the moment of 




























Figure 4.10. Schematic diagram of the closed-loop MAV system. 
4.6 Simulation Results 
The first simulation is carried out to obtain the response of the open loop system. 
From the results shown in Figures 4.11-4.16 of Section 4.6.1, it can be seen that 
the open loop system is highly unstable as expected.  
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4.6.1 Open-loop simulations 
 
 

























Figure 4.16 JQUAD-rotor open-loop response of angle ψ (rad) vs time (s). 
 
4.6.2 Closed-loop simulations 
In order to make the MAV more stable, the angular velocities of the vehicle are fed 
back via three gyros to regulate them about zero values. In this section, the 
simulation results (Figures 4.17-4.22) reveal that the closed loop system is now 
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much stable. The gains of the roll, pitch and yaw gyros used in the simulation are 
































Figure 4.22. JQUAD-rotor closed-loop response of angle ψ (rad) vs time (s). 
 
With the promising findings from the model simulations of the JQUAD-rotor, a 
prototype has been constructed and the preliminary flight tests (Figure 4.23) 






















5. Design Optimization of Fixed-Wing UAV/MAV  
In this chapter, an automated design methodology for the conceptual design of a 
fixed-wing UAV/MAV using genetic algorithms is proposed. Some of the research 
work on fixed-wing MAV design includes Morris [144] using six design variables: 
wing area, wingspan, cruise lift coefficient, loiter lift coefficient, gross take-off 
weight and power. The design problem is restricted by six constraints: flight 
duration, operation radius, minimum turn radius, minimum climb angle, maximum 
altitude and number of climbs. His optimization problem is to find the smallest 
vehicle that will fulfil these mission constraints, using genetic algorithms as the 
optimization tool.  
 
In the works of Rais-Rohani and Hicks [147], the function of the MAV is to carry 
out short-range reconnaissance mission using a biplane configuration. The 
optimization problem is formulated as the minimization of MAV size using seven 
design variables: wing chord, wingspan, tail span, tail chord, distance from 
aerodynamic center of wing to that of tail, tail incidence angle and center of gravity 
location. The eight constraints in their problem are wing loading, thrust-to-weight 
ratio, horizontal tail-area, horizontal tail span, fuselage length, pitching moment 
coefficient at zero angle of attack, gradient of pitching moment coefficient versus 
angle of attack, and gross weight. The optimal solution of their problem is obtained 
using an extended interior penalty function method which may not be robust 
enough to prevent the convergence to a local optimality. Some other recent works 
include Grasmeyer and Keennon [148], Wu et al. [149] and La Rosa et al. [150]. 
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One significant aspect of this study is the incorporation of winglet design and 
sizing. The purpose of this added feature is to minimize the “leakage” of flow from 
the bottom surface to the upper surface of the wings, as this will cause a reduction 
in the overall lift. Another major difference in the proposed MAV design with 
previous works is that a “flying wing” configuration has been selected here. The 
advantages of such configuration will be elaborated in the following section.  
 
A multidisciplinary design optimization problem, such as aircraft design, typically 
has non-convex search space. Gradient-based methods, employed to such problems 
would usually produce optimal solutions at the local minima. Thus, non-
deterministic search methods, such as genetic algorithms (GA) is well suited for 
such design problem. Moreover, the design process can be shortened significantly 
through parallel computation as it possible to convert genetic algorithms for 
parallel implementation without great difficulty. A case study is presented in 
Section 5.5 to investigate the performance of genetic algorithms, compared with a 
nonlinear optimization package developed by Spellucci [151-152] called DOLNP2 
that is based on well-established sequential quadratic programming (SQP).  
 
5.1 Design Strategy 
In the proposed design approach, winglets are incorporated to reduce the effects of 
“leakage” of flow from the bottom surface of the wing, which will cause a 
reduction in the overall lift. This is significant in MAVs as they usually have short 
and stubby wing. Another good strategy is to mount the plane components (such as 
servos, receiver, electric motor, etc) directly inside the wing, thereby eradicating 
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the need of a fuselage. This would reduce the size, weight, and thus, overall drag of 
the flight vehicle. To further enhance this merit point, a tailess configuration is 
chosen instead of the conventional tailed version. Such strategies will allow the 
design problem to be simpler, since the design of fuselage and horizontal tail will 
not be required.  
 
The flying wing would have straight trailing edges, to facilitate the installation of 
the control surfaces. Only two servos will be installed on the MAV, one for each 
elevon, to control the pitching and rolling motion. Compared to the tailed version, 
which needs one servo for pitching and two servos for rolling, this would result in 
the use of one lesser servo. By removing the rudder control, it will further reduce 
one servo, and its corresponding linkages, thereby minimizing the air vehicle’s 
overall weight. 
 
It is desirable to have an automatic piloting system for the MAV, especially so 
since its small size makes it susceptible to wind gusts. However, a study on the 
current commercially available autopilot systems shows that they are too large and 
heavy to be implemented on a MAV. Therefore, the MAV will be flown and 








5.2 Aerodynamic Estimation 
 
 
Figure 5.1. Forces and pitching moment acting on an airplane. 
Figure 5.1 shows a picture of the forces and pitching moment acting on an 








DragCD 25.0 ρ=  
(5.2) 
Pitching moment coefficient, 
cSU
momentPitchingCM 25.0 ρ=  
(5.3) 
 
where c is the mean aerodynamic chord length (m), ρ  is air density (kg/m3), U is 
airplane relative velocity (m/s), and S is the wing planform area (m2). 
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There are many methods that can be used by researchers to calculate the 
aerodynamic characteristics of wing, depending on the types of application. Most 
recent methods, such as Euler methods [153], are highly complex, and 
computationally expensive to perform. Vortex lattice method (VLM) is one of the 
methods that have been applied to solve steady lifting-surface problems. This 
approach, developed by Falkner [154], Rubbert [155] and others has been proven 
to give good results for a variety of configurations. Margason et al. [156] compared 
the aerodynamic coefficients computed using VLM, source panel method, low-
order and high-order surface potential distribution methods and concluded that 
VLM yields agreeable results with experiments. It is noted that VLM is also used 
in the aerodynamic estimation in the study of Rais-Rohani and Hicks [147]. 
 
In this method, the wing is represented as a planar surface on which a grid of 
horseshoe vortices is superimposed. The velocities induced by each horseshoe 
vortex element are calculated using the law of Biot-Savart, 
 
3r4
)r x (dV π
rdlnΓ=  
(5.4) 
Figure 5.2 shows a typical finite length vortex segment. The induced velocities are 
summed for all control points on the wing to give a set of linear algebraic 
equations for the horseshoe vortex strengths. In solving the governing equation, the 
continuous distribution of bound vorticities over the wing surface is approximated 
by a finite number of discrete horseshoe vortices. Trapezoidal panels are used in 
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this study. The bound vortex is located at the quarter-chord line of the panel and 
aligned with the local sweep back angle. Each control point (point R) is located at 
the midspan of the three-quarter-chord line of each elemental panel.  
 
Figure 5.2. Definition of a vortex segment. 
 
The basic expression for calculating the induced velocity by a horseshoe vortex PQ 


























The velocity induced at the mth control point by the vortex of the nth panel can be 








 is the influence coefficient that depends on the geometry of the nth 
horseshoe vortex and its distance from the control point of the mth panel. The total 













There are altogether 2p panels on both the starboard and port wing. The boundary 
condition, that the surface is a streamline, is applied to compute the unknown 
vortex strengths, Γn. This means that the resultant flow is tangential to the wing at 
every control point. The forces on the panels are then computed from the obtained 
vortex strengths. 
 
5.3 Mesh Generation 
A mesh generator module, written in C language, is used to automate the 
generation of mesh of the MAV given any set of wing parameters and airfoil 
shape. The mean camber line of the airfoil shape is extracted from the airfoil shape 
and discretised in the chordwise and spanwise direction to form the panels for wing 
and winglet. Horseshoe vortices are then superimposed on all the panels, to 
calculate the forces acting on each panel, using the vortex lattice method (VLM). 
Figure 5.3 shows an example of a surface mesh of a tailess MAV with winglets. 
Vertical flat plate winglets are used in this study, as they are easier to fabricate and 
install on the flight vehicle, with satisfactory performance. The airfoil chosen is 






Figure 5.3. Surface mesh of a tailess MAV with winglets. 
 
5.4 Multidisciplinary Optimization Problem Formulation 
5.4.1 Design parameter definition 
The six design parameters used in the MDO problem are angle of attack (α), main 
wing twist angle (θt), winglet span (b2), main wing chord (c1), main wing taper 
ratio (λm) winglet taper ratio (λw). The main wingspan is fixed at 30cm. The choice 
of this set of parameters allows the definition of a tailess flying-wing that can be 
fabricated with reasonable ease. This is even one design variable less than the 
study by Rais-Rohani and Hicks [147] because of the flying-wing concept. The 
wing tip chord and the winglet tip chord are obtained from the values of main wing 
chord (c1), main wing taper ratio (λm) winglet taper ratio (λw) as follows. 
 
Wing tip chord, c2 = λm x c1 
(5.8) 
Winglet tip chord, c3 =λw x c2 
(5.9) 
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Figure 5.4 shows the parameters for defining the geometry of a wing. The optimal 
winglet span parameter (b2) and its chord lengths (c2) and (c3), will be determined 
such that it will reduce the overall drag of the flight vehicle.  
 
 
Figure 5.4. Parameters defining the wing geometry. 
 
5.4.2 Optimization constraints 
5.4.2.1  Stability constraint 
In order to achieve static longitudinal stability, the center of gravity of the flight 
vehicle, xCG, at a location such that the plane is balanced, must be in front of its 
aerodynamic center location, xac. The aerodynamic center of the airplane is 
defined as the point on the plane whereby the pitching moment is independent of 
its angle of attack. The difference between the two locations is called static margin, 
Kn. Static margin is a measure of the static longitudinal stability of an aircraft, and 
is identified to be a constraint in the design problem. In most aircraft design, the 
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desired static margin is usually in the range of 5% to 15%. Here, the value of Kn is 
chosen to be at least 10%. 






It is possible to achieve a large Kn by having the center of gravity of the airplane 
located as nose-front as possible. However, whether this can be achieved is 
determined by the physical attributes (dimensions and centers of gravity) of the 
airplane’s individual components. These components include the propulsion, 
power source, and actuators. xCG cannot be shorter than the smallest achievable 
center of gravity location xCG, L, that can be attained due to the components’ 
positions. Hence, it is necessary to include this as a constraint as well.  
 
 
5.4.2.2 Performance constraint 
 
It is unrealistic to fly the MAV at very high speed by a human pilot via radio 
control, especially near urban structures. Thus, it is necessary to impose a 
constraint on the cruising speed, Vc. The cruising speed of the MAV developed by 
Morris [146] is about 9 m/s. 
 
The minimum cruising speed, Vc, min, for a fixed-wing aircraft to maintain level 









where CL is the lift coefficient, ρ is the air density, and S is the wing planform 
area. The estimated total mass of the MAV is 73 g. 
 
One of the most common figures of merit used in aircraft design optimization is 
the lift-to-drag ratio (CL/CD). It is desirable to maximize this value as it represents 
the aerodynamic efficiency of the flight vehicle. The design optimization problem 
is thus formulated as 
max f(X) = CL/CD 
(5.12) 
subject to 
Cruising speed, Vc ≤ 10 
(5.13) 
Static margin, Kn ≥ 10% 
     (5.14) 




⎛= wmt cbX λλθα ,,,,, 12 , L ≤ X ≤ U, is the set of design variables to 
define the geometry of the aircraft. These variables are restricted to the range of 
lower and upper bounds L and U shown in Table 5.1.  
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Table 5.1. Table of lower and upper bounds of design parameters. 
Design Parameters  
α θt B2 c1 λm λw 
Upper Bound, U 7 1 0.10 0.50 1.00 1.00 
Lower Bound, L 1 -1 0.03 0.30 0.01 0.01 
 
5.4.3 Optimization using nonlinear optimization 
The nonlinear constrained optimization method used here is called DONLP2, 
developed by Spellucci [151-152]. The program implements a sequential equality 
constrained quadratic programming method with an active set technique. An 
alternative usage of a fully regularized mixed constrained subproblem is used in 
the case of non-regular constraints i.e. linear dependent gradients in the "working 
set". The bounds on the variables are treated in a gradient-projection like fashion.  
 
The strategy here is to use many sets of random values within the bounds of the 
parameters as the starting points in the nonlinear constrained optimization and 
select the best converged values given by the program DOLNP2. 150 optimization 
trials are carried out and the results are shown in Section 5.5.1. 
5.4.4 Optimization using genetic algorithms 
The constraints are coded into the objective function as penalty functions, h1, h2 
and h3. The overall objective function becomes 








where σi, i = 1 to 4 are the weighting factors (shown in Table 5.2).The CL/CD is 
multiplied to a negative factor since the genetic algorithms routines are originally 
intended for minimization problem. The population size used is 50, with 95% 
crossover probability and 10% mutation probability. The search process is carried 
out for 450 generations to characterize the variation of objective value with the 
number of evaluations. The optimization codes are compiled and performed on a 
950 MHz personal computer. The design optimization flowchart is provided in 
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Table 5.2 Table of weighing factors 






5.5 Optimization Results 
5.5.1 Results of nonlinear optimization using DONLP2 
In Figure 5.6, the converged results of the 150 trials conducted using DONLP2 are 
presented. It can be seen that by randomly selecting the initial parameter values, 
the converged objective function values obtained by the nonlinear optimization 
routine differ significantly. This reveals that SQP-based optimization approach is 
highly sensitive to initial starting point due to the complexity of the search space. 
The good converged solutions found lie in the proximity of CL/CD =5, and the best 
value obtained is 5.0224 after a computation time of 11357s or 2.15 hours. Figure 












Figure 5.7. Graph of objective value vs computational time (DONLP2). 
 
 
5.5.2 Results of optimization using genetic algorithms 
From Figure 5.8, it can be seen that the objective values obtained by GA lie in the 
range of 5.1 to 5.5 during the first 150 generations, suggesting that it is “trapped” 
in a local optimum region. However, it manages to escape and move towards other 
optimal regions. After the MDO process has been carried out for 450 generations, 
the converged parameters are obtained (with all penalty functions hi=1 to 3 equal to 
zero) and tabulated in Table 5.3. The converged lift-to-drag ratio (CL/CD) found 
here is 7.13, after a computational time of 6195 s (or 1.72 hr). This is 41.9% higher 













Figure 5.9. Graph of objective value vs computational time (GA). 
 
From the glide tests performed on the fabricated model (Figure 5.10), based on the 
converged parameters, the airplane is observed to be static longitudinally stable. 
The actual CL/CD ratio differs from the computed value by 10% due to fabrication 
imperfection and uncontrollable environmental disturbances. This research work 





Figure 5.10. Photograph of fabricated prototype. 
 
 
Table 5.3. Table of converged parameters and objective value. 
Design Parameters Optimization 















































6. Genetic Algorithms 
Genetic algorithms (GA) are search procedures that mimic the renowned 
Darwinian’s theory of evolution. Originally developed by Holland [159], there 
have been many improvements made by De Jong [160] and Goldberg [161]. 
Genetic algorithms operate on a population of potential solutions, applying the 
“survival of the fittest” principle to produce better approximations to a solution.  
 
The optimization using genetic algorithms begins with an initial population of 
randomly generated chromosomes, whose values are uniformly distributed within a 
lower and upper bound. The bigger the population means that more points in the 
search space are explored. It then enters a loop that will end either according to a 
user-defined number of iterations (also known as generations) or based on some 
user-specified termination criteria.  In each generation, every chromosome will 
undergo three basic operations: selection, crossover and mutation, to produce 
better offsprings that will then propagate into the new population.  
 
6.1 Representations in Genetic Algorithms 
 
 
Figure 6.1. Representation of a binary chromosome. 
 
Traditionally, solutions in GA are represented as chromosomes using the single-
level, binary string representation, with each gene having a value of either 0 or 1 
 113
(Figure 6.1). The actual number of binary digits to represent the parameter depends 
on the required precision. The resolution of the parameter represented by an n-bit 
binary number is  
Resolution = (upper bound – lower bound) / (2n -1) 
(6.1) 
usually rounding-off to one significant figure. The formula for finding the number 
of required binary digits for a specified resolution is given as 
 









rounding up to the next higher integer. 
 
For example, if there are 5 parameters ranging from 0.1 to 0.2 and the required 
resolution is 0.0001, 
n = log10[ 1 + (0.2 – 0.1) / 0.0001] / log10(2) 
   = 9.96 
   ≈ 10 
Thus, each parameter is represented by a 10-bit binary string, and the chromosome 
will have a total of 50 genes. The actual value of a particular parameter with a 
representation of (1100110101)2 can be calculated as follows.  
 
(1100110101)2 =  (1 x 20 + 0 x 21 + 1 x 22 + 0 x 23 + 1 x 24 + 1 x 25 + 0 x 26  
                              + 0 x 27 + 1 x 28 + 1 x 29) x 0.0001 + 0.1 
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                         = 0.1821 
Studies by Wright [162] have shown that real-valued representation in GA offers 
numerous advantages such as better efficiency and lesser computer memory usage. 
Hence, in this study, the real-valued representation is chosen instead of the 
traditional binary representation. Each of the design parameters is represented by a 
real number and the chromosome is an array of these design parameters (Figure 
6.2). Each parameter has its corresponding upper and lower bounds of allowable 
values. One obvious advantage of real-valued representation is the reduction of 
overheads incurred in the conversion of the binary number into its equivalent real 
value as shown in the above example. This is especially pronounced when there 
are many design parameters, and a high resolution is required for each parameter.  
 
 
Figure 6.2. Representation of a real-valued chromosome. 
 
6.2  Operations in Genetic Algorithms 
Genetic algorithms consist of the following three main processes: selection, 
crossover and mutation. The selection operator determines the number of times a 
parent chromosome is chosen for reproduction. There are many variations 
concerning how potential parents are selected to produce new offsprings. The 
method chosen here is one of the most commonly used methods, roulette wheel 
selection[161], where chromosomes with high fitness values have a higher 
probability in participating in reproduction of new chromosomes. This mimics the 
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“survival of the fittest” phenomenon that one observes in nature. The probability 













where fi is the fitness of the ith individual chromosome, and Nchrom is total number 
of chromosomes in the population. Table 6.1 shows an example of the roulette 
wheel selection process for a population of four chromosomes. In a real roulette 
wheel (Figure 6.3), the segment where the free spinning arrow stops will be the 
chosen candidate. To simulate this process, a random number is generated in the 
intervel 0 to 99. If the generated number falls in the intervel of 0 to 59, the chosen 
candidate for the crossover process is chromosome C1. If the generated number 
falls in the intervel of 60 to 64, the chosen candidate is chromosome C2. 
Chromosome C3 is selected if the generated number falls in the intervel of 65 to 
79. Finally, if the generated number falls in the intervel of 80 to 99, then 
chromosome C4 is the chosen one. Thus, the chromosomes with higher fitness 








Table 6.1. Roulette wheel selection example. 
 Fitness value, fi Fitness ratio, Pi 
Chromosome 1, C1 12 0.600 
Chromosome 2, C2 1 0.050 
Chromosome 3, C3 3 0.150 











Figure 6.3. Representation of a roulette wheel. 
 
Crossover is the main genetic search operator in genetic algorithms. It recombines 
the genetic material from two parent chromosomes to create two new children 
chromosomes, so that the new individuals possess some parts of genetic 
information from each of their parent chromosomes. It is a powerful process that 






crossover rate, denoted by Pc, which is usually set at 80% to 100%. In binary 
chromosomes, one form of crossover operation is the single point crossover, in 
which the crossover point is randomly selected, and the genes from two parent 
chromosomes behind the crossover point are swapped to produce two new child 
chromosomes (Figure 6.4).  
 
 
Figure 6.4. Crossover operation on two binary chromosomes. 
 
For GA using the real-valued representation, the preferred crossover operation is 
the intermediate crossover as studies by Muhlenbein and Schlierkamp-Voosen 
[163] have reported promising results and is also adopted in this study. The child 
chromosomes are obtained by, 
 
Chromc1 = γ1 (Chromp1 - Chromp2) 
(6.4a) 
Chromc2 = γ2 (Chromp1 - Chromp2) 
(6.4b) 
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where Chromp1, Chromp2 and Chromc1, Chromc2 are the parent and child 
chromosomes respectively, γ1 and γ2 are scaling factors chosen randomly in the 
range of [γL, γU], typically set as [-0.25,1.25]. 
 
Mutation serves as a secondary search operator for exploring new search region by 
altering the allele of a gene randomly. This operation helps to ensure that the 
search process will not be trapped in local minima/maxima. The probability (or 
mutation rate), denoted by Pm, of the mutation process is usually set low, typically 
around 5% to 20%. It is not advisable to set Pm too high, as the optimization 
process will tend towards a haphazard and random search. For binary 
chromosomes, a gene is selected randomly, and its value inverted from 0 to 1, and 
vice versa (Figure 6.5).  
 
 
Figure 6.5. Mutation operation for binary chromosome representation. 
 
For real-valued chromosomes, mutation is achieved by perturbing the gene values 
within the allowed range. One version proposed by Muhlenbein and Schlierkamp-




Mutated value = original value + 0.5 mfac1 mfac2 (upper bound – lower bound) 
(5.5) 










where γi = 1 with a probability of 5%, and 0 with a probability of 95%. 
 
A cycle of selection, crossover and mutation to reproduce children chromosomes is 
known as a generation, and the cycle repeats again until the stipulated number of 
generations is reached or the process has converged to a solution when there is no 
more improvement in the solutions for many generations. It really depends on the 
amount of time the designer is willing to wait to obtain the near-optimal or exact 
optimal solutions.  
 
6.3 Comparison of Genetic Algorithms with Traditional Gradient-based 
Optimization Methods 
One major difference between GA with traditional gradient-based or Newton-
based optimization [164-166] methods is that GA does not require the calculation 
of function gradient or derivative values, which are often unavailable, and 
computationally expensive to obtain numerically. 
 
Moreover, gradient-based methods are not suitable for solving many engineering 
design problems are plagued with complex search space with numerous local 
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minima/maxima. Depending on the starting point, gradient-based methods usually 
converge to different local minima/maxima, and get trapped in it, unable to arrive 
at the desired global minimum/maximum. The mutation process allows the search 
procedure to escape being trapped in these local optima. Using GA, the poor 
solutions die out since the better ones are able to propagate to produce potential 
better ones that will replace the poorer solutions. 
 
6.4 Applications of Genetic Algorithms in Engineering Design Problems 
Genetic algorithms have proven itself to be a robust optimization tool that has been 
employed in many engineering design problems, such as scheduling problems, 
structural design, facility layout design, mechanical hardware design and aircraft 
design [167-177]. 
 
6.5 Enhancement Features Added to Genetic Algorithms 
In this work, the generic real-valued genetic algorithms have been modified to 
enhance its performance in solving real engineering applications. The design 
problems in this work involve different variables that require different precision. 
For instance, the position variable should be limited to a precision of three decimal 
places e.g. 0.011 m, instead of a number like  0.0114537…..m , since the 
components will be assembled by hand using a typical ruler. Thus, besides a data 
array that contains the upper bounds, another that contains the lower bounds, one 
more data array will be used to contain the desired precision of the design variable. 
0 means that there is no decimal places i.e. an integer variable and 3 means a 
precision of 3 decimal places. 
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Table 6.2. Example of a generic real-valued GA population. 
 Gene 1 Gene 2 Gene 3 
Chromosome 1 1.037513 2.059302 0.566548 
Chromosome 2 3.115782 2.346672 0.415587 
Chromosome 3 1.037564 1.431423 0.351487 
 
As an illustration, if the actual problem requires a precision of three decimal places 
for gene 1, an integer for gene 2 and a precision of two decimal places for gene 3. 
Table 6.2 shows an example of a population using a generic real-valued GA. The 
gene 1 in chromosome 3 would be effectively same as the gene 1 in chromosome 1 
(1.038 when rounded off to 3 decimal places). The gene 2 in chromosome 2 would 
be effectively same as the gene 2 in chromosome 1 (2 when rounded off to no 
decimal place). This will “deprive” the chances for other values in the desired 
precision to be explored to arrive at the optimal solution. Thus, this will waste 
unnecessary computational effort when those genes crossover with one another.  
 
Different gene values within the lower and upper bounds of the required precision 
will have higher chances to appear than if there is no restriction on the desired 
precision. With the proposed enhanced real-valued representation, an example of 





Table 6.3. Example of enhanced real-valued GA population. 
 Gene 1 Gene 2 Gene 3 
Chromosome 1 2.355 2 0.17 
Chromosome 2 5.221 3 0.67 
Chromosome 3 1.532 1 0.55 
 
With the specification of the desired precision for each design variable, the original 
real-valued mutation given in Eq. (5.5) has to be modified as well. For example, if 
the original variable value is 1.034, and after mutation, it may become 1.034056 
which is of no new contribution as the required precision may be only 3 decimal 
places, and the mutated value would be rounded off to be the same as the original 
value. Again, this will result in wastage of computational time. Therefore, it is 
proposed that the modified real-valued mutation as, 
 
Mutated value = original value + 0.5 * mfac1 * r 
(5.7) 
where mfac1 = 1 or –1 with equal probability of 0.5, and r is a random number 
between the lower bound and upper bound and has the same precision as the 
original value. If the mutated value exceeds the corresponding bounds, the final 
mutated value is obtained by performing a wrap-around. 
 
Another advantage of this proposed enhancement is that it is now possible to use 
only one array of data of type float for both integer variables and floating-point 
variables (i.e. numbers with decimal points). This is easier than working with 
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separate arrays of variables, one array of data of type int and one of type float in 
























7.  Conclusions and Future Works                                              
In this thesis, an attempt to automate the preliminary design of small-scale rotary-
wing UAV/MAV using genetic algorithms has been carried out successfully. The 
generic real-valued GA has been greatly enhanced by controlling the desired 
precision of every design variable at the initialization stage, as well as during the 
crossover and mutation operations. This prevents the redundant appearance of 
design values which are smaller than the required precision, and thus, avoids 
unnecessary computations. 
 
The first part involves the automation of the layout design for a single main and 
tail rotor UAV/MAV to ensure that the flight vehicle is as compact as possible. 
With the encouraging results achieved, the complexity of the design optimization 
problem is further increased by considering component selection and applied in the 
design of a quadrotor UAV/MAV.  
 
A new multiple-rotor UAV/MAV called JQUAD-rotor has been proposed that is as 
easy to fabricate as the quadrotor. A specialized automated design methodology for 
this flight vehicle has also been developed. The strategy of using one powerful 
propulsion for main lift support and three smaller ones for roll, pitch and yaw 
control has yielded a lighter and more compact rotary-wing UAV/MAV than the 
quadrotor, given the same range of component products to choose from. Using 
three commercial off-the-shelf gyros, the simulation model revealed it is able to 
maintain a stable hovering condition. Preliminary flight test of a fabricated model 
confirmed the feasibility of this new rotary-wing UAV/MAV. However, for 
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applications that require maximum possible flight time, the quadrotor is still a 
better choice. 
 
A design methodology has been introduced to automate the conceptual design of 
small-scale fixed-wing UAV/MAV. Adopting a tailess flying-wing with winglets 
configuration, the design problem has been carefully formulated to produce a 
longitudinally stable flight vehicle. By supplying the physical attributes of the 
airplane components, desired performance and stability margin, the developed 
design optimization program helps to reduce the time needed for the conceptual 
design of this class of UAV/MAV. 
 
Future works may incorporate some dynamics requirements into the design 
optimization to achieve certain desired attributes of flight dynamics. Some form of 
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