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Federated learning (FL) is an attractive paradigm for making use of rich distributed data while
protecting data privacy. Nonetheless, nonideal communication links and limited transmission resources
have become the bottleneck of the implementation of fast and accurate FL. In this paper, we study joint
optimization of communications and FL based on analog aggregation transmission in realistic wireless
networks. We first derive a closed-form expression for the expected convergence rate of FL over the air,
which theoretically quantifies the impact of analog aggregation on FL. Based on the analytical result, we
develop a joint optimization model for accurate FL implementation, which allows a parameter server
to select a subset of workers and determine an appropriate power scaling factor. Since the practical
setting of FL over the air encounters unobservable parameters, we reformulate the joint optimization
of worker selection and power allocation using controlled approximation. Finally, we efficiently solve
the resulting mixed-integer programming problem via a simple yet optimal finite-set search method by
reducing the search space. Simulation results show that the proposed solutions developed for realistic
wireless analog channels outperform a benchmark method, and achieve comparable performance of the
ideal case where FL is implemented over noise-free wireless channels.
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In recent years, with the development of IoT and social networks, huge amounts of data have
been generated at the edge of networks [1]. To obtain useful information from big data, machine
learning has been widely applied to deal with complex models and tasks in emerging data-driven
applications, such as autonomous driving, virtual and augmented reality [2]. Standard machine
learning is usually developed under a centralized architecture, where each node located at the
edge sends its collected data to a central node for centralized data processing. However, with
the exponential growth of the volume of local data and the increasing concerns on user data
privacy, it is neither practical nor safe to directly transmit the data of local devices to a central
node due to the limited communication and processing capability as well as the lack of privacy
protection. Alternatively, distributed machine learning has recently attracted increasing attention
in both academia and industry.
In the regime of distributed machine learning, federated learning (FL) has been proposed as
a well noted approach for collaborative learning [3]. In FL, local workers train local models
from their own data, and then transmit their local updates to a parameter server (PS). The
PS aggregates these received local updates and sends the averaged update back to the local
workers.These iterative updates between the PS and workers, can be either model parameters
or their gradients, for model averaging [4] and gradient averaging [5], respectively. In this way,
FL relieves communication overheads and protects user privacy compared to traditional data-
sharing based collaborative learning, especially when the local data is in large volume and
privacy-sensitive. Existing research of FL mostly focuses on FL algorithms under idealized link
assumptions. However, the impacts of wireless environments on FL performance should be taken
into account in the design of FL deployed in practical wireless systems. Otherwise, such impacts
may introduce unwanted training errors that dramatically degrade the learning performance in
terms of reduced accuracy and convergence rate [6].
To solve this problem, research efforts have been spent on optimizing network resources
used for transmitting model updates in FL [7], [8]. These works of FL over wireless networks
adopt digital communications, using a transmission-then-aggregation policy. Unfortunately, the
communication overhead and transmission latency become large as the number of active workers
increases. On the other hand, it is worth noting that FL aims for global aggregation and hence
only utilizes the averaged updates of distributed workers rather than the individual local update
3
from each worker. Alternatively, the nature of waveform superposition in wireless multiple access
channel (MAC) [9]–[12] provides a direct and efficient way for transmission of the averaged
updates in FL, also known as analog aggregation based FL [13]–[18]. As a joint transmission-
and-aggregation policy, analog aggregation transmission enables all the participating workers to
simultaneously upload their local model updates to the PS over the same time-frequency resources
as long as the aggregated waveform represents the averaged updates, thus substantially reducing
the overhead of wireless communication for FL.
The research on analog aggregation based FL is still at its infancy, leaving some fundamental
questions unexplored, such as its convergence behavior and design of efficient algorithms. Given
the limited transmit power and communication bandwidth at user devices, users may have to
contend for communication resources when transmitting their local updates to the PS. It gives
rise to the need for an efficient transmission paradigm, along with network resource allocation in
terms of worker selection and transmit power control. All these practical issues motivate our work
to study FL from the perspectives of both wireless communications and machine learning. Thus,
this paper aims at a comprehensive study on problem formulation, solution development, and
algorithm implementation for the joint design and optimization of wireless communication and
FL. To the best of our knowledge, this is the first work to derive a specific quantitative relationship
between communications and FL with analog aggregation. Based on this fresh theoretical result,
we further provide a joint optimization framework for FL over the air. Our key contributions are
summarized as follows:
• We derive a closed-form expression for the expected convergence rate of FL over the
air, which not only interprets but also quantifies the impact of wireless communications
via analog aggregation on the convergence and accuracy of FL over the air. This closed-
form expression unveils a fundamental connection between analog wireless communication
and FL with analog aggregation, which provides a fresh perspective to measure how the
parameter design of analog wireless systems affects the performance of FL over the air.
• Based on the closed-form theoretical result, we formulate a joint optimization problem of
learning, worker selection, and power control, with a goal of minimizing the global FL loss
function given limited transmit power and bandwidth. Further, for practical implementation
of the joint optimization problem in the presence of some unobservable parameters, we
develop an alternative reformulation that approximates the original unattainable problem as
a feasible optimization problem under the operational constraints of analog aggregation.
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• To efficiently solve the approximate problem, we identity a tight solution space by exploring
the relationship between the number of workers and the power scaling. Thanks to the
reduced search space, we propose a simple discrete enumeration method to efficiently find
the globally optimal solution.
We evaluate the proposed joint optimization scheme for FL with analog aggregation in solving
linear regression and image classification problems, respectively. Simulation results show that
our proposed FL is superior to the benchmark scheme that uses random worker selection and
power control, and achieves comparable performance to the ideal case where FL is implemented
over noise-free wireless channels.
The remainder of this paper is organized as follows. Related work is presented in Section II.
The system model for FL over the air and the associated joint communication and learning opti-
mization formulation are presented in Section III. Section IV derives the closed-form expressions
of the expected convergence rate of the FL over the air as the foundation for algorithm design and
performance analysis. Section V provides a framework of joint optimization of communication
and FL, and develops the corresponding algorithms. Section VI presents numerical results,
followed by conclusions in Section VII.
II. RELATED WORK
This section reviews the literature and highlight the novelty of this paper with respect to
related works.
To achieve communication efficiency in distributed learning, most of the existing strategies
focus on digital communications, which may involve the preprocessing of transmitted updates
or the management of wireless resources. For example, a popular line of work is to reduce
the communication load per worker by compression of the updates under the assumptions of
ideal communication links, such as exploiting coding schemes [19], utilizing the sparsity of
updates [20], employing quantization of the updates [21], and avoiding less informative local
updates via communication censoring schemes [22]–[26]. Another line of work is to support FL
through communication resource management, such as worker scheduling schemes to maximize
the number of participating workers [27], joint optimization of resource allocation and worker





















Fig. 1: Federated learning via analog aggregation from wirelessly distributed data.
There are some pioneering works on analog aggregation based FL [13]–[18], most of which
focus on designing transmission schemes [13]–[16]. They adopt preselected participating workers
and fixed their power allocation without further optimization along FL iterations. The optimiza-
tion issues are considered in [17], [18], but they are mainly conducted on the communication side
alone, without an underlying connection to FL. When communication-based metrics are used, the
optimization in existing works often suggests to maximize the number of selected workers that
participate FL, but our theoretical results indicate that more workers is not necessarily better over
imperfect links or under limited communication resources. Thus, unlike these existing works,
we seek to analyze the convergence behavior of analog aggregation based FL, which provides a
fresh angle to interpret the specific relationship between communications and FL in the paradigm
of analog aggregation. Such a connection leads to this work on a joint optimization framework
for analog communications and FL, in which the work selection and power allocation decisions
are optimized during the iterative FL process.
III. SYSTEM MODEL
As shown in Fig. 1, we consider a one-hop wireless network consisting of a single parameter
server (PS) at a base station and U user devices as distributed local workers. Through federated
learning, the PS and all workers collaborate to train a common model for supervised learning
and data inference, without sharing local data.
A. FL Model
Let Di = {xi,k,yi,k}Kik=1 denote the local dataset at the i-th worker, i = 1, . . . , U , where xi,k
is the input data vector, yi,k is the labeled output vector, k = 1, 2, ..., Ki, and Ki = |Di| is
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the number of data samples available at the i-th worker. With K =
∑U
i=1 Ki samples in total,
these U workers seek to collectively train a learning model parameterized by a global model
parameter w = [w1, . . . , wD] ∈ RD of dimension D, by minimizing the following loss function







where the global loss function F (w) is a summation of K data-dependent components, each
component f(w;xi,k,yi,k) is a sample-wise local function that quantifies the model prediction
error of the same data model parameterized by the shared model parameter w, and D =
⋃
iDi.
In distributed learning, each worker trains a local model wi from its local data Di, which can
be viewed as a local copy of the global model w. That is, the local loss function is






where wi = [w1i , . . . , w
D
i ] ∈ RD is the local model parameter. Through collaboration, it is
desired to achieve that wi = w = w∗, ∀i, so that all workers reach a globally optimal model










s.t. wi = w, ∀i. (3b)
where (3b) is the consensus constraint.
To solve P1, this paper adopts a model-averaging algorithm for FL [4], [28]. It is essentially
an iterative process consisting of both computing and communication steps at each iteration.
Specifically, in each communication round, the PS broadcasts the current w to all workers.
Then, the i-th worker uses a learning algorithm to update its wi by minimizing its local data-
dependent loss function in (2). In this work, gradient descent1 is applied, and then the local
model at the i-th local worker is updated as
(Local model updating) wi = w − α∇Fi(wi;Di)





1In this work, we take the basic gradient descent as an example, while the proposed methodology can be extended to mini-
batch gradient descent as well, by simply replacing Ki by the mini-batch size at each worker. When the batch size is reduced
to 1, the scheme subsumes SGD.
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where α is the learning rate, and ∇f(w;xi,k,yi,k) is the gradient of f(w;xi,k,yi,k) with respect
to w.
When local updating is completed, each worker transmits its updated parameter wi to the PS
via wireless uplinks to update the global w as





Then, the PS broadcasts w in (5) to all participating workers as their initial value in the next
round. The FL implements the local model-updating in (4) and the global model-averaging in (5)
iteratively, until convergence. It has been shown that this FL algorithm converges to the globally
optimal solution of the original problem in P1 under the conditions that F is a convex function
and the data transmission between the PS and workers is error-free [4], [28].
Note that the implementation steps in (4) and (5) only concern the computational aspect of
FL, by assuming perfect communications for both the global w and local wi between the PS and
all workers. However, the communication impacts on FL performance should not be ignored.
Especially in practical wireless network environments, certain errors are inevitably introduced
during transmissions of the updates due to the imperfect characteristics of wireless channels.
B. Analog Aggregation Transmission Model
To avoid heavy communication overhead and save transmission bandwidth of FL over wireless
channels, we adopt analog aggregation without coding, which allows multiple workers to simul-
taneously upload their local model updates to the PS over the same time-frequency resources.
All workers transmit their local wi’s in an analog form with perfect time synchronization among
them2. In this way, the local updates wi’s are aggregated over the air to implement the global
model updating step in (5). Such an analog aggregation is conducted in an entry-wise manner.
That is, the d-th entries wdi from all workers, i = 1, ..., U , are aggregated to compute w
d in (5),
for any d ∈ [1, D].
Let pi,t = [p1i,t, . . . , p
d
i,t, . . . , p
D
i,t] denote the power control vector of worker i at the t-th
iteration. Noticeably, the choice of pi,t in FL over the air should be made not only to effectively
2The implementation of time synchronization and the impact of imperfect synchronization are beyond the scope of this work.
Interested readers are referred to [12], [29].
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implement the aggregation rule in (5), but also to properly accommodate the need for network







where hi,t is the channel gain between the i-th worker and the PS at the t-th iteration3, bdt is the
power scaling factor, and βdi,t is a transmission scheduling indicator. That is, β
d
i,t = 1 means that
the d-th entry of the local model parameter wi,t of the i-th worker is scheduled to contribute
to the FL algorithm at the t-th iteration, and βdi,t = 0, otherwise. Through power scaling, the
transmit power used for uploading the d-th entry from the i-th worker should not exceed a
maximum power limit P d,Maxi = P
Max





≤ PMaxi . (7)








Kibt  βi,t wi,t + zt, (8)
where  represents Hadamard product, hi,t = [h1i,t, h2i,t, ..., hDi,t], βi,t = [β1i,t, β2i,t, .., βDi,t], bt =
[b1t , b
2
t , ..., b
D
t ], and zt ∼ CN (0, σ2I) is additive white Gaussian noise (AWGN).












Kiβi,t wi,t + (
U∑
i=1
Kiβi,t  bt)−1  zt, (9)
where (
∑U
i=1Kiβi,tbt)−1 is a properly chosen scaling vector to produce equal weighting for
participating wi’s in (9) as desired in (5), and (X)−1 represents the inverse Hadamard operation
of X that calculates its reciprocal entry-wisely. Noticeably, in order to implement the averaging
of (5) in FL over the air, such a post-processing operation requires bt to be the same for all
workers for given t and d, which allows to eliminate bt from the first term in (9).
3In this paper, we assume that the channel state information (CSI) is perfectly known at the PS, and leave the imperfect CSI
case in future work.
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Comparing (9) with (5), there exist differences between wt and w due to the effect of wireless
communications. This work is motivated to mitigate such a gap through optimizing the worker
selection βi,t and power scaling bt for FL over the air. To this end, our next step is to unveil an
important but unexplored foundation, i.e., how wireless communications affect the convergence
behavior of FL over the air.
IV. THE CONVERGENCE ANALYSIS OF FL WITH ANALOG AGGREGATION
In this section, we study the effect of analog aggregation transmission on FL over the air, by
analyzing its convergence behavior for both the convex and the non-convex cases. To average the
effects of instantaneous SNRs, we derive the expected convergence rate of FL over the air, which
quantifies the impact of wireless communications on FL using analog aggregation transmissions.
A. Convex case
We first make the following assumptions that are commonly adopted in the stochastic opti-
misation literature [7], [30]–[34].
Assumption 1 (Lipschitz continuity, smoothness): The gradient ∇F (w) of the loss function
F (w) is uniformly Lipschitz continuous with respect to w, that is,
‖∇F (wt+1)−∇F (wt)‖ ≤ L‖wt+1 −wt‖, ∀wt,wt+1, (10)
where L is a positive constant, referred to as a Lipschitz constant for the function F (·).
Assumption 2 (strongly convex): ∇F (w) is strongly convex with a positive parameter µ,
obeying
F (wt+1) ≥ F (wt) + (wt+1 −wt)T∇F (wt) +
µ
2
‖wt+1 −wt‖2, ∀wt,wt+1. (11)
Assumption 3 (twice-continuously differentiable): F (w) is twice-continuously differen-
tiable. Accordingly, the eigenvalues of the Hessian matrix of F (w) are bounded and satisfy the
following condition:
µI  ∇2F (wt)  LI, (12)
where µ ≤ L are the parameters defined in (10) and (11).
Assumption 4 (bounded local gradients): The local gradients at local workers are bounded
by their global counterpart [32], [33]
‖ ∇f(wt) ‖2≤ ρ1 + ρ2 ‖ ∇F (wt) ‖2, (13)
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where ρ1, ρ2 ≥ 0.
According to [5], [35], the FL algorithm applied over the ideal wireless channels is able
to solve P1 and converges to an optimal w∗. In the presence of wireless transmission errors,
we derive the expected convergence rate of the FL over the air with analog aggregation, as in
Theorem 1.
Theorem 1. Adopt Assumptions 1-4, and denote the globally optimal learning model in (3) as
w∗. The model updating rule for wt of the FL-over-the-air scheme is given by (9), ∀t. Given the
transmit power scaling factors bt, worker selection vectors βi,t, and setting the learning rate to
be α = 1
L
, the expected performance gap E[F (wt)−F (w∗)] of wt at the t-th iteration is given
by
























where the expectation is over noise.
Proof. The proof of Theorem 1 is provide in Appendix A.
Based on Theorem 1, we further derive the cumulative performance gap in the whole FL
process, summarized by the following Lemma 1.
Lemma 1. Given an initial global model w0, the cumulative performance gap E[F (wt)−F (w∗)]
of FL after t iterations is bounded by










AjE[F (w0)− F (w∗)]. (17)
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Proof. Given the expected performance gap at the t-th iteration in (14), we carry out recursions
as follows:
E[F (wt)− F (w∗)] ≤ Bt + AtE[F (wt−1)− F (w∗)]
≤ Bt + At
Å











AjE[F (w0)− F (w∗)]. (18)
.
Lemma 1 reveals that the FL algorithm converges asymptotically in t under mild conditions,
as stated in Proposition 1.
Proposition 1. Given the learning rate α = 1
L
, the convergence of the FL algorithm is guaranteed
with limt→∞wt = w∗, as long as ρ2 in (13) satisfies the following condition:




Proof. When At < 1, ∀t, it is evident that limt→∞
∏t+1
j=1Aj = 0. From Lemma 1, to guarantee
the convergence, a sufficient condition is to ensure Amax , max{At, t = 1, 2...} ≤ 1. Noting








From (20), it holds that ρ2 ≤ 1D . On the other hand, ρ2 > 0, according to (13) in Assumption
4. As a result, we have 0 < ρ2 ≤ 1D , which completes the proof.
Proposition 1 indicates that the convergence behavior of the FL algorithm depends on both the
learning-related parameters, i.e., µ, L, ρ1, ρ2, and communication-related parameters, including
β, b and σ2. Interestingly, the channel noise σ2 and b do not affect At, and hence they do not
affect the convergence of the FL algorithm but determine the steady state that the FL algorithm
converges to.
Lemma 1 also provides the expected convergence rate of an FL algorithm when the trans-
mission link is error-free. In this ideal case, it offers the fastest convergence rate achievable by
the FL algorithm, which is derived by the following Lemma 2.
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Lemma 2. Consider a resource-unconstrained and error-free mode where the effects of wireless
channels, as well as that of noise, are already mitigated or fully compensated. Given the optimal
global w∗, the learned wt in (9), the upper bound of E[F (wt) − F (w∗)] for the FL over the
air is given by
E[F (wt)− F (w∗)] ≤ (1−
µ
L
)tE[F (w0)− F (w∗)]. (21)
Proof. Without channel noise or worker selection (that is, all workers participate the FL and
deliver their data perfectly), we have σ2 = 0 and ‖ 1−βi,t+1 ‖2= 0. Then, in (15) and (16), we
have Bt = B = 0 and At = A = 1− µL , ∀t. As a result, (17) is reduced to (21).
It is worth noting that Lemma 2 provides the convergence rate for the ideal case, which
assumes that the impacts of wireless communications, including noise, channel and constrained
resources, are all mitigated to result in error-free transmission. According to (17) in the realistic
case, the trajectory of E[F (wt+1)] exhibits jump discontinuity with a gap term ∆t at each step







This gap reflects the impact of wireless communication factors on FL, by means of the worker
selection, transmit power scaling and AWGN. Intuitively, this gap diminishes as the number of
selected workers increases, which reduces the value of At. Meanwhile, as the power scaling
factor bt increases, Bt is decreased, which leads to a reduction of the gap as well. Hence, it is
necessary to optimize transmit power scaling factors and worker selection in order to minimize
the gap in (17) for the implementation of FL algorithms over a realistic wireless network.
B. Non-convex case
When the loss function F (w) is nonconvex, such as in the case of neural networks, we adopt
the following standard assumption for the nonconvex setting [34], [36], [37]:
Assumption 5 (bounded global gradients): the global gradient ∇F (w) is bounded by




‖∇F (wt)‖2 = 0. (23)
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Using Assumption 5 in lieu of Assumption 2, we derive the convergence rate of the FL over
the air with analog aggregation for the nonconvex case, which is summarized in Theorem 2.
Theorem 2. Under the Assumptions 1, 3, 4 and 5 for the non-convex case, given the transmit
power scaling factors bt, worker selection vectors βi,t, the optimal global FL model w∗, and
the learning rate α = 1
L
, the expected performance gap E[F (wt)− F (w∗)] for wt in (9) at the
t-th iteration is upper bounded by
E[F (wt)− F (w∗)] ≤ Bt +
At − 1
2µ
Gt + E[F (wt−1)− F (w∗)]. (24)
Proof. The proof of Theorem 2 follows that of Theorem 1 until (46). From (46) and onward,
we replace ‖∇F (wt−1)‖2 by Gt under Assumption 5, thus reaching the conclusion in Theorem
2. This completes the proof.
As we can see from Theorem 2, FL does not necessarily converge. We further analyze its
convergence in the following Lemma 3.
Lemma 3. In the non-convex case, the FL over the air with analog aggregation converges, if
there exists a positive value G such that the following conditions holds for all t:
‖∇F (wt)‖2 ≤ Gt = G(F (wt)− F (w∗)), (25)
with
|1 + At − 1
2µ
G| ≤ 1. (26)
where G is a positive value.
Proof. Replacing ‖∇F (wt−1)‖2 with G|F (wt−1)− F (w∗)| in (46), we get
E[F (wt)− F (w∗)] ≤ Bt + (1 +
At − 1
2µ
G)E[F (wt−1)− F (w∗)]. (27)
When 1 + At−1
2µ
G ≤ 1, ∀t, FL converges.
As we can see from Lemma 3, if G = 2µ, then (27) is equal to (14). That is, the convex
case is a special case of the non-convex case. Similarly, under the non-convex case, we can also
derive the performance gap of FL between the ideal case and in real wireless communication
case, which we omit here.
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V. OPTIMIZATION TO REDUCE THE GAP OF FEDERATED LEARNING OVER THE AIR
In this section, we first formulate a joint optimization problem to reduce the gap for FL over
the air in both the convex case and the non-convex case. To make it applicable in practice in
the presence of some unobservable parameters at the PS, we reformulate it to an approximate
problem by imposing a conservative power constraint. To efficiently solve such an approximate
problem, we first identify a tight solution space and then develop an optimal solution via discrete
programming.
A. Joint Optimization Problem Formulation
As we can see from Theorem 1 and (27), the determining factors of convergence in the non-
convex case are different from that of the convex case. Nevertheless, close inspection on (14)
and (27) reveals that the same offset Bt appears in both the convex and nonconvex cases, which
determines the steady state performance (i.e., convergence accuracy). In contrast, the convergence
speed is decided by At for the convex case and 1 + At−12µ G for the nonconvex case, respectively.
Since we are concerned with convergence accuracy, our optimization problem boils down to
minimizing the offset Bt at each iteration under convergence conditions. This objective metric is
common for both convex and nonconvex cases, even though the convergence conditions differ,
that is, At ≤ 1, ∀t for the convex case, and 1 + At−12µ G ≤ 1, ∀t for the non-convex case).
We recognize that solving P1 amounts to iteratively minimizing Bt under the transmit power
constraint in (7). Considering the entry-wise transmission for analog aggregation, we extract the










ä2 + ∑Ui=1Kiρ1(1− βdi,t)2LK , ∀d. (28)
Since all entries of Bt have the same form as in (28), we perform entry-wise optimization by
considering one entry of wt and wi,t for simplicity, where the superscript d is omitted hereafter.
To determine the worker selection vector βi,t and the power scaling factor bt at the t-th iteration,






∣∣∣∣2 ≤ PMaxi , (29b)
βi,t ∈ {0, 1}, i ∈ {1, 2, ..., U}.
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Here, in (29b), the knowledge of {wi,t}Ui=1 is needed but is unavailable to the PS due to analog
aggregation.
To overcome this issue, we reformulate a practical optimization problem via an approximation
that wt−1 ≈ 1U
∑U
i=1 wi,t, in light of the consensus constraint in P1. According to (38) in the
proof of Theorem 1, each local parameter wi,t is updated from the broadcast wt−1 along the
direction of the averaged gradient over its local data α
Ki
∑Ki
k=1∇f(wt−1;xi,k,yi,k). Hence, it is
reasonable to make the following common assumption on bounded local gradients, considering
that the local gradients can be controlled by adjusting the learning rate [21], [28], [37], [38].
Assumption 6 (bounded local gradients): The gap between the global parameter wt−1 and
the local parameter update wi,t,∀i, t is bounded by
|wt−1 − wi,t| ≤ η, (30)











Under Assumption 6, we reformulate the original optimization problem (P2) into the following






∣∣∣∣2(|wt−1|+ η)2 ≤ PMaxi , (32b)
βi,t ∈ {0, 1}, i ∈ {1, 2, ..., U}, (32c)






Since wt−1 is always available at the PS, P3 becomes a feasible formulation for adoption in
practice. Next, we develop the optimal solution to P3.
4This implies the value range of η. In practice, η can take |wt−1 − wt−2|.
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B. Optimal Solution to P3 via Discrete Programming
At first glance, a direct solution to P3 leads to a mixed integer programming (MIP), which
unfortunately incurs high complexity. To solve P3 in an efficient manner, we develop a simple
solution by identifying a tight search space without loss of optimality. The tight search space is
given by the following Theorem 3.
Theorem 3. When all the required parameters in P3 i.e., {PMaxi , wt−1, hi,t, Ki, η}Ui=1, are avail-
able at the PS, the solution space of (bt, βi,t) in P3 can be reduced to the following tight search















∣∣∣∣∣ ,β(k)t (b(k)t ) = îβ(k)1,t , . . . , β(k)U,tó , k = 1, . . . , U} ,
(34)
where β(k)t is a function of b
(k)








and H(x) is the Heaviside step function, i.e., H(x) = 1 for x > 0, and H(x) = 0 otherwise.
Proof. Please see Appendix B.
Thanks to Theorem 3, we equivalently transform P3 from a MIP into a discrete programming
(DP) problem P4 as follows
P4: min
(bt,βt)∈S
Rt = Rt (bt,βt) (36)
According to P4, the objective Rt can only take on U possible values corresponding to the U
feasible values of bt; meanwhile, given each bt, the value of βt is uniquely determined. Hence
the minimum Rt can be obtained via line search over the U feasible points (bt,βt) in (34). Note
that the feasible points in (34) are determined by the channel gains, power limits and data sizes
of the U workers. Hence, the optimal transmission policy decided by P4 reflects the tradeoff
among workers in terms of their channel quality, available power resource, and data quality.
It is worth noting that the solution b∗t of P4 may exceed the maximum value allowed at
a worker, due to the approximation introduced by Assumption 6. To strictly comply to the




∣∣∣∣Kib∗twi,thi,t ∣∣∣∣2 ≤ PMaxi , then the i-th worker sends Kib∗twi,thi,t ;
2) otherwise, it sends
√
PMaxi sgn(wi,t), where sgn(·) is the sign function.
Putting together, we propose a joint optimization for FL over the air (INFLOTA) as summa-
rized in Algorithm 1, which is a dynamic scheduling and power scaling policy.
Algorithm 1 The implementation of INFLOTA
Requirements:
{PMaxi , hi,t, Ki, wt−1, η}Ui=1, for a given entry index d and iteration step t;
1: for t = 1 : T do
2: At the PS:
3: According to (9), calculate wt−1 when receive the signals transmitted by local workers;
4: Obtain the channel gain {hi,t}Ui=1 between the PS and each worker;
5: for d = 1 : D do
6: Calculate S based on (34), which yields U feasible points {(b(k)t ,β
(k
t )}Uk=1;
7: Solve P4 in (36) by using a line search over the U feasible points to find the optimal
{b∗t ,β∗t } for given d and t;
8: end for
9: PS sends wt−1 and (bt,βt) (including all D optimal {b∗t ,β∗t }) to all the workers;
10: At the workers:
11: Computation: Continue to train its local model until receive a new wt and (bt,βt);








to the PS, if βi,t == 1;
13: end for
Remark 1. (Optimality) P3 is equivalently reformulated as P4, which is solved by a search
method with much reduced computational complexity thanks to the reduced search space. Com-
paring P3 to P2, the constraint (32b) of P3 is more restrictive than the constraint in (29b) of P2.
Since P3 reduces the feasible domain of P2, the solution to P3 cannot be superior to that to P2.
Therefore, the optimal solution of P3 is an upper bound of P2, i.e., Rt calculated by solving P3
is larger than the actual one.
Remark 2. (Complexity) Algorithm 1 provides a holistic solution for implementation of the
overall FL at both the PS and workers sides. Its computational complexity is mainly determined
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by that of the optimization step in P4. The complexity order of the optimization step is low at
O(U), since the search space is reduced to U points only via P4.
Remark 3. (Implementation) To implement the FL over the air in Algorithm 1, the PS must
know the CSI, the number of the data samples and the maximum transmit power of all local
workers. This information can be obtained by the PS when local workers initially connect to
it. Before the implementation of Algorithm 1, the PS must first broadcast the global model
information to the workers. Noticeably, taking P4 into the implementation of FL, some workers








to meet the requirement on the maximum transmit
power. Such a bounding method to tailor the parameter before transmission can be viewed as a
quantization measure, which does not affect the convergence [39].
VI. SIMULATION RESULTS AND ANALYSIS
In the simulations, we evaluate the performance of the proposed INFLOTA for both linear
regression and image classification tasks, which are based on a synthetic dataset and the MNIST
dataset, respectively.
The considered network has U = 20 workers, whose maximum power is set to be P Maxi =
P Max = 10 mW for any i ∈ [1, U ].. Without loss of the generality, the receiver noise power at PS
is set to be σ2 = 10−4 mW, i.e., SNR = P
Max
σ2
= 5 dB. The wireless channel gain between the
workers and the PS are generated from a Rayleigh fading model. Here, hi,t is generated from
an exponential distribution with unit mean for different i and t.
For comparison purposes, we use two baselines: a) an FL algorithm that assumes idealized
wireless transmissions with error-free links to achieve perfect aggregation, and b) an FL algorithm
that randomly determines the power scalar and user selection. They are named as Perfect
aggregation and Random policy, respectively.
A. Linear regression experiments
In linear regression experiments, the synthetic data used to train the FL algorithm is generated
randomly from [0, 1]. The input x and the output y follow the function y = −2x+1+n×0.4 where
n follows a Gaussian distribution N (0, 1). The FL algorithm is used to model the relationship
between x and y.
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Fig. 2: An example of implementing FL for linear regression.
Since linear regression only involves two parameters, we train a simple two-layer neural
network, with one neuron in each layer. The loss function is the MSE of the model prediction
ŷ and the labeled true output y. The learning rate is set to 0.01.
Fig. 2 shows an example of using FL for linear regression. The optimal result of a linear
regression is y = −2x+ 1, because the original data generation function is y = −2x+ 1 + 0.4n.
In Fig. 2, we can see that the most accurate approximation is achieved by Perfect aggregation,
which is the ideal case without considering the influence of wireless communication. Random
policy considers the influence of wireless communication but without any optimization. Thus, its
performance is worst. Our proposed INFLOTA performs closely to the ideal case, which jointly
considers the learning and the influence of wireless communication. This is because that Our
proposed INFLOTA can optimize worker selection and power control so as to reduce the effect
of wireless transmission errors on FL.
In Fig. 3, we show how wireless transmission affects the convergence behavior of the global
FL model training in terms the value of the loss function and the global FL model remains
unchanged which shows that the global FL model converges. As we can see, as the number of
iterations increases, the MSE values of all the considered learning algorithms decrease at different
rates, and eventually flatten out to reach their steady state. All schemes converge, but to different
steady state values. This behavior corroborates the results in Lemma 1 and Proposition 1 that
the channel noise does not affect the convergence of the FL algorithm but it affects the value
that the FL algorithm converges to.
Fig. 4 shows how MSE varies with the total number of the workers. In general, the MSE
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Fig. 3: MSE as the number of iteration varies.
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Random policy
Fig. 4: MSE as the number of workers varies.
performance of all considered FL schemes decreases as the increase of the total number of the
workers. This is due to the fact that an increase in the number of workers leads to an increased
volume of data available for the FL algorithm training and, hence, improving the accuracy
of approximation of the parameters of the loss function. Moreover, as the number of workers
continually increases, the effect of the wireless transmission on the global FL model decreases.
This is because, for a higher number of users, data samples may be already enough for training.
In Fig. 5, we present how the MSE changes with the average number of samples per worker.
The number of data samples per worker fluctuates around the average number. As the average
number of samples increases, all of the considered learning algorithms have more data samples
available for training, and hence the MSE of all of considered FL algorithms decrease in Fig.
5. As the average data samples per worker continues to increase, the MSE improvement slows
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Fig. 5: MSE as the number of data samples per worker varies.
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Fig. 6: MSE as the noise variance varies.
down and eventually saturates. This is because that as the data samples per worker continues to
increase, the data samples are enough for training the FL model.
Fig. 6 presents how the AWGN received by the PS affects the MSE. We can see that as the
noise variance increases, the MSE values of all of considered FL algorithms increase, except for
Perfect aggregation. When the noise variance is small (e.g., less than 10−1), it has little effect
on the performance of FL algorithms.
B. Evaluation on the MNIST dataset
In order to evaluate the performance of our proposed INFLOTA in realistic application sce-
narios with real data, we train a multilayer perceptron (MLP) on the MNIST dataset5 with a
5http://yann.lecun.com/exdb/mnist/
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Fig. 7: Cross entropy as the number of iteration varies.
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Fig. 8: Test accuracy as the number of iteration varies.
784-neuron input layer, a 64-neuron hidden layer, and a 10-neuron softmax output layer. We adopt
cross entropy as the loss function, and rectified linear unit (ReLU) as the activation function.
The total number of parameters in the MLP is 50890. The learning rate α is set as 0.1. In
MNIST dataset, there are 60000 training samples and 10000 test samples. We randomly take out
500−1000 training samples and distribute them to 20 local workers as their local data. Then the
three trained FL are tested with 10000 test samples. We provide the results of cross entropy and
test accuracy varies with iterations in Fig. 7 and Fig. 8, respectively. Our proposed INFLOTA
outperforms Random policy, and achieves comparable performance as Perfect aggregation.
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VII. CONCLUSION
In this paper, we study the joint optimization of communications and FL over the air with ana-
log aggregation, in which both worker selection and transmit power control are considered under
the constraints of limited communication resources. We derive a closed-form expression for the
expected convergence rate of the FL algorithm that quantifies the impact of resource-constrained
wireless communications on FL under the analog aggregation paradigm. Through analyzing the
expected convergence rate, we find that an appropriate worker selection and transmit power
control scheme can mitigate the impact of wireless communications on the convergence and
performance of the FL algorithm. Motivated by such an important observation, we formulate a
joint optimization problem of worker selection and power control, aiming to minimize an FL loss
function. This problem is reformulated as an approximate problem by adopting a conservative
power constraint, which is then solved efficiently via discrete programming. Simulation results
show that the proposed algorithm is effective in mitigating the impact of wireless communications
on FL.
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APPENDIX A
PROOF OF THEOREM 1
Proof. To prove Theorem 1, we first rewrite F (wt) as the expression of its second-order Taylor
expansion, which is given by
F (wt) = F (wt−1) + (wt −wt−1)T∇F (wt−1) +
1
2
(wt −wt−1)T∇2F (wt−1)(wt −wt−1)
(a)
≤ F (wt−1) + (wt −wt−1)T∇F (wt−1) +
L
2
‖ wt −wt−1 ‖2, (37)
where Assumption 3 is applied in the step (a).
All workers update their local FL model by exploiting a standard gradient descent method,
and then the local parameter of the i-th worker updated at the t iteration is given by





∇f(wt−1,xi,k,yi,k), i = 1, 2, ..., U. (38)
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Substituting (38) to (9), we can have
wt =wt−1 + (
U∑
i=1










=wt−1 − α(∇F (wt−1)− o), (39)
where
o =∇F (wt−1) + (α
U∑
i=1










βi,t ∇f(wt−1;xi,k, yi,k). (40)
Given the learning rate α = 1
L
(a special setting for simpler expression without losing the
generality), the expected optimization function of E[F (wt)] can be expressed as
E[F (wt)] ≤E
ï
F (wt−1)− α(∇F (wt−1)− o)T∇F (wt−1) +
Lα2
2






‖ ∇F (wt−1) ‖2 +
1
2L
E[‖ o ‖2], (41)
where the step (b) is derived from the fact that
Lα2
2
‖ ∇F (wt−1)− o ‖2 =
1
2L






‖ o ‖2 . (42)
E[‖ o ‖2] can be derived as follows
E[‖ o ‖2] =E
[∥∥∥∥∇F (wt−1) + (α U∑
i=1































[∥∥∥∥∑Ui=1∑Kik=1∇f(wt−1,xi,k,yi,k)K  (1− βi,t) + (α
U∑
i=1





where 1 is a vector, the dimension of which is the same as βi,t and all the entries of which are
1.
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With the help of the triangle inequality of norms : ‖ X + Y ‖≤‖ X ‖ + ‖ Y ‖, and the
submultiplicative property of norms: ‖ XY ‖≤‖ X ‖‖ Y ‖, (43) can be further derived as
follows





































Kiβi,t  bt)−1 ‖2 σ2. (44)
Applying (13) in Assumption 4 to (44), we can further derive the following result as








Kiβi,t  bt)−1 ‖2 σ2. (45)


















‖ ∇F (wt−1) ‖2
=E[F (wt−1)] +
Å∑U





‖ ∇F (wt−1) ‖2
+
∑U








Kiβi,t  bt)−1 ‖2 . (46)
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Subtract E[F (w∗)] from both sides of (46), we have:






Kiβi,t  bt)−1 ‖2
+
Å∑U





‖ ∇F (wt−1) ‖2 +
∑U




To minimize both sides of (11), we have
min
wt
F (wt) ≥ min
wt




The minimization of the left-hand side is achieved by wt = w∗, while the minimization of
the right-hand side is achieved by wt = wt−1 − 1µ∇F (wt−1). Thus, we have





‖∇F (wt−1)‖2 ≥ 2µ(F (wt−1)− F (w∗)). (50)
Substituting (50) to (47), we can get
E[F (wt)− F (w∗)] ≤
∑U















i=1(µKiρ2 ‖ 1− βi,t ‖2)
LK
ã
E[F (wt−1)− F (w∗)]
















Kiβi,t  bt)−1 ‖2 +
∑U





PROOF OF THEOREM 3
Proof. To minimize Rt, it can be seen from (28) that we should maximize the number of the
selected workers and the transmit power scaling factor in the t-th iteration. Thus, the selected
workers should send their parameters at their maximum power. In order to get the superimposed
parameters at the PS, each worker needs to use the same transmit power scaling factor bt, which
is a parameter that really needs to be optimized (bt determines the worker selection). According
to (28), a larger bt leads to a smaller Rt. However, on the other hand, (32b) indicates that a
larger bt results in less workers are selected, which then results in an increase of Rt.
Rewriting (29b) and replacing |wi,t| with (|wt−1|+ η), we obtain the maximum acceptable bt







Accordingly, bt can be chosen from {bMaxk,t }Uk=1. Once bt is determined, βt can be determined
by verifying whether the transmit power meets the condition in (7). As a result, we can obtain



















1, x > 0,
0, x ≤ 0.
(57)
is the Heaviside step function.
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