We consider the deficiency (F ) : = c(F);n(F) and the maximal deficiency (F) : = m a x F 0 F (F) of a clauseset F (a conjunctive normal form), where c(F ) is the number of clauses in F and n(F) is the number of variables.
Introduction Minimally unsatisfiable clause-sets
A conjunctive normal form F (represented as a clause-set in this paper) is called minimally unsatisfiable iff F is unsatisfiable, and any strict subset is satisfiable. Let M U S A T denote the class of all minimally unsatisfiable clause-sets.
It has been shown in [15] that M U S A Tis D P -complete, where D P = fL 1 of clauses of F, and n(F) is the number of variables in F.
Now two special classes of minimally unsatisfiable clausesets are known, where the decision problem is in polynomial time:
-SMUSAT(1), the class of strongly minimally unsatisfiable clause-sets F with c(F) = n(F) + 1 , where "strongly" additionally requires, that adding any literal to any clause of F renders F satisfiable (this class has been introduced in [1] , and from their characterisation of this class poly-time decidability follows); -M U S A T(1), the class of all minimally unsatisfiable F with c(F ) = n(F) + 1 (characterised and shown Being unaware of [1] , in [7] an alternative (inductive) proof of "Tarsi's lemma" is given, based on the (valuable) observation that substituting a truth value for any (single) variable in F 2 S M U S A T results in a clause-set still in M U S A T. They notice that a clause-set F with 1 c(F) n(F) must have a non-empty autark subset F 0 F, that is, F 0 is satisfiable by an autarky (a partial assignment not using any variable appearing in F n F 0 ).
In [16] the property c(F ) n(F ) + 1 has been shown for the more general class F 2 U M U S A T , the closure of M U S A Tunder finite union. They also show for an arbitrary clause-set F and a subset F 0 F with the property that c(F 0 ) ; n(F 0 ) is maximal, that for every F 00 F n F 0 one has c(var(F 0 ) F 00 ) ; n(var(F 0 ) F 00 ) 0, where var(F 0 ) F 00 is obtained from F 00 by crossing out all variables appearing in F 0 . Actually this says that F n F 0 is an autark subset of F, and thus for F 2 U M U S A T we must have F 0 = F , and property (1) given in the next paragraph follows. Unfortunately the argumentation in [16] is very lengthy and does not arrive at such conceptual insights.
Independent of [16] , the notion (F ) : = c(F);n(F) of deficiency has been introduced in [9] and made fruitful for lucid argumentation. The class of matched clause-sets F, given by the property, that (F 0 ) 0 holds for all F 0 F, is introduced, and it is shown that this class is poly-time decidable and contains only satisfiable clause-sets. A short proof of the statement 8 F 0 F : (F 0 ) < (F ) (1) for F 2 M U S A T is given (since (>) = 0 , where > is the empty clause-set, Tarsi's lemma follows).
These attempts have been unified and strengthened in [11] , starting a systematic investigation of the notion of autarkies and autark subsets. Generalising M U S A T(and UMUSAT), the class LEAN of lean clause-sets F has been introduced, where all clauses of F can be used in a resolution tree refutation of F . It is shown, that a clause-set F is lean if and only if > is the only autark subset of F.
In order to obtain special cases of autark subsets, which are computable in polynomial time, the notion of linearly autark subsets is introduced, and the class LEAN has been enlarged to LLEAN, the class of linearly lean clause-sets where > is the only linearly autark subset. LLEAN is poly-time decidable (using Linear Programming), and property (1) in fact holds true for all clause-sets F 2 L L E A N .
The maximal deficiency (F) : = m a x F 0 F (F 0 ), also investigated in [11] , is of basic importance (see at the end of the following subsection). Note that F is a matched clauseset iff (F) = 0 , and that for all minimally unsatisfiable F we have (F) = (F) by (1) .
The contributions of this paper
Using C(k) : = fF 2 C : (F ) kg for any class C contained in the set CLSof all clause-sets (note the consistency with the prior use of this notation), we prove for any k 0 (see Section 4): S A T (k) as well as the classes
are poly-time decidable (SA T and USATare the satisfiable resp. unsatisfiable clause-sets).
For F 2 C L S (k) the two decompositions The basic new insights towards these results are:
1. In Theorem 3.2 lean sub-clause-sets of F 2 C L S are shown to be circuits of some matroids, derived from the transversal matroid T (F ) given by the (natural) bipartite graph associated with F. The maximal deficiency (F 0 ) for subsets F 0 F is the nullity c(F 0 ) ; rank(F 0 ) in T(F).
It follows that for fixed maximal deficiency of F a set of sub-clause-sets containing all lean sub-clause-sets can be computed in polynomial time. (See Appendix A, where also some basic notions from matroid theory are explained.) 2. In Theorem 3.11 it is shown that unsatisfiable clausesets with fixed maximal deficiency have small "DLLlike refutations" (or "(generalised) semantic tree refutations") of a special form, which can be searched for in polynomial time.
Notation
CLS is the set of all clause-sets (conjunctive normal forms treated as sets), where we require clauses to be complement-free, SAT is the set of all satisfiable clausesets and USAT the set of all unsatisfiable clause-sets.
The set of minimally unsatisfiable clause-sets is denoted by MU S A T(unsatisfiable clause-sets such that every strict subset is satisfiable), while SMUSAT (called "strongly minimal" in [1] and "saturated" in [7] ) is the set of minimally unsatisfiable clause-sets such that adding any literal to any clause renders them satisfiable. Finally UMUSAT is the closure of M U S A Tunder finite union (introduced in [16] 
Lean clause-sets
For a clause-set F 2 C L S we call F 0 F an autark subset of F iff there is an autarky ' for F with F 0 = fC 2 F : '(C) = 1 g. We make frequent use of the following reformulation:
Generalising minimally unsatisfiable clause-sets, in [11] the notion of lean clause-sets has been introduced, which are clause-sets such that every clause can be used in a resolution refutation. It has been shown, that a clause-set is lean if and only if it has no non-trivial autarky. In our context, we take this as the definition of lean clause-sets.
Definition 3.4 LEAN is the set of autarky-free clause-set

F 2 C L S , that is, the only autark subset of F is >.
Simple properties (for more information see [11] ):
1. UMUSAT LEAN USAT f>g. 2. LEAN is stable under crossing out variables and union, that is, for
For detecting autarkies in our context, the following inequality (with straightforward proof) from [11] is basic.
Lemma 3.5 For any F 2 C L S and any
Since (F) = 0 implies F 2 S A T (every maximum matching in B(F) induces a satisfying assignment; clausesets F with (F) = 0 are called "matched clause-sets" in [9] ), by (2) we get the following sufficient condition for a subset being autark (also included in [16] , while a forerunner can be found in [7] ; for a refinement using linear programming see [11] ).
From Corollary 3.6 and Definition 3.4 we obtain the following fundamental lemma (see [11] for a generalisation; in [9] Lemma 3.7 is proved for the special case of minimally unsatisfiable clause-sets).
Hence all lean sub-clause-sets of F (and thus all minimally unsatisfiable sub-clause-sets) are contained in C(F ):
See also the forthcoming paper [12] , where clause-sets F with property (1) are charaterised as "matching lean clausesets", which in turn is equivalent to the property that T(F)
is "cyclic" (see [3] ).
Splitting up lean clause-sets
Now we turn to the problem of investigating the deficiency of clause-sets when performing splitting, which is, besides Corollary 3.3, the basis for our decision algorithms, and also establishes the connection to tree-like resolution. For the proofs of Lemmas 3.9 and 3.10 see Appendix D.
In general for any clause-set F 2 C L S and any literal x we have (hx ! 1i F ) (F ) + 1 (4) since for every F 0 h x ! 1i F there is a F 00 F with c(F 00 ) = c(F 0 ) and n(F 00 ) n(F 0 ) + 1 . Our problem is to actually reduce the deficiency by splitting.
Part 3 of the following lemma generalises (and simplifies) the "splitting theorem" from [4] . 
From the results in [12] it follows that the class
of possible leaf labels of trees T is (properly) contained in the class of clause-set refutable by "read-once" resolution (resolution refutations in tree form, where every input clause can be used at most once), shown to be NP-complete in [10] . It is an interesting question whether also the problem "F 2 C ?" is NP-complete.
We conclude this section by an application to resolution complexity. Theorem 3.11 together with Lemma C.3 yields immediately 
The unique "autarky-decomposition"
From [11] we get the following unique decomposition of F 2 C L S into the largest lean subset F l and the largest autark subset F a F = F l F a F l \ F a = (5) where F l has the following characterisations: -F l is the union of all lean subsets F 0 2 L E A N of F; -F l is the largest lean subset F 0 2 L E A N of F ; -F l is the set of all clauses C 2 F such that a resolution tree refutation of F exists using C as an axiom; on the other side, F a has the following characterisations:
-F a is the union of all autark subsets of F; -F a is the largest autark subset of F .
Theorem 4.2 For fixed k 0 and F 2 C L S (k) the unique decomposition of F according to equation (5) is computable in polynomial time. Thus the class LEAN(k) is poly-time decidable.
Proof: Since F a is the largest autark subset of F, by (2) and (3) 
If there is a minimally unsatisfiable subset F 0 F with C 2 F 0 , then consider a maximally satisfiable F 00 F with F 0 n f Cg F 00 -here we have C = 2 F 00 .
If there is a maximally satisfiable subset F 0 F with C = 2 F 0 , consider a minimally unsatisfiable F 00 F with F 00 F 0 f Cg -now C 2 F 00 .
Note that the largest autark subset F a from equation (5) is contained in T max(F) (since for an autark subset F 1 of F and a satisfiable subset F 2 of F also F 1 F 2 is satisfiable). A submodular function on X is a map f : P(X) ! R from subsets of X to real numbers fulfilling For a clause-set F 2 C L S the bipartite graph B(F ) associated with F is (F R var(F)) where (C v) 2 R , v 2 var(C), that is, the "left side" of the bipartite graph are the clauses of F, the "right side" are the variables of F , and an edge joins clause C and variable v if v is contained in C (positively or negatively). 1) For general matroids M(X) the quantity jAj ; rank(A) for A X has been called the "nullity" of A in the fundamental paper [18] , which generalises the notion of deficiency.
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Computing the set of all circuits of a matroid
The set of all circuits of a matroid can be computed in polynomial time as follows (pointed out to me by Günter M. Ziegler).
Given a basis B of X and an element x 2 X n B, there is a unique circuit C x (B) B f xg (see [14] , page 18, 1.2.6), and since every independent subset can be extended to a basis, it is easy to see that for every circuit C there is a basis B and an element x 2 X n B with C = C x (B).
Consider any matroid M(X) such that the property "A X is independent" is decidable in polynomial time (w.r.t. jXj). (Now for a given dependent subset A a circuit C A can be found in poly-time, and for B X we can decide in poly-time whether B is a basis of M(X) or not.) Assume furthermore that the corank of M(X) is bounded by a constant k, that is jXj ; rank(X) k. Then by running through all subsets of X of size rank(X) we can enumerate all bases' B in polynomial time, and then considering all x 2 X n B yields all circuits C x (B) of M(X) (in poly-time).
B. Reduction by "Davis-Putnam resolution"
For clauses C D with exactly one "clashing literal" x, It is well known that F 0 and F are satisfiability equivalent.
The following invariance properties are basic. ;;;! . For part 3 consider v and P according to the above definition and assume w.l.o.g. that P = fCg fD 1 : : : D m g.
If ' is a (non-trivial) autarky for F (satisfying at least one clause) then ' is also a (non-trivial) autarky for F 0 .
If on the other side ' is a non-trivial autarky for F 0 , then, assuming w.l.o.g. v = 2 var('), we construct a non-trivial autarky ' 0 for F as follows: Proof: We only have to consider ' = hx ! 1i for some literal x, and also only single applications of the reductions.
(hx ! 1i F) n f C 0 n f xgg = hx ! 1i (F n f C 0 g):
For parts 2 and 3 let ;;;! from the beginning of this section. We have to take care that also for the modified application of 
C. Minimally unsatisfiable clause-sets with deficiency = 1
Here simple proofs of the characterisations of the classes M U S A T(1) and SMUSAT(1) obtained in [6] resp. [1] are given. The following "starting lemma" motivated the use of SMUSAT in [7] ( called "saturated minimally unsatisfiable clause-sets" there).
Lemma C.1 [7] For any clause-set F 2 S M U S A T and any literal x we have hx ! 1i F 2 M U S A T .
Proof: Consider F 0 h x ! 1i F , F 0 2 M U S A T and assume there is C 2 h x ! 1i F , C = 2 F 0 . Since F is minimally unsatisfiable we must have C 2 F (otherwise for C 0 2 F with C 0 n f xg = C both hx ! 1i (F n f C 0 g) and hx ! 0i (F n f C 0 g) would be unsatisfiable). But now replacing C in F by C f xg maintains unsatisfiability (since application of hx ! 1i and hx ! 0i still yield unsatisfiable clause-sets), contradicting the assumption that F is saturated.
As an easy application, in [7] an alternative proof (by induction on n(F)) is given for the fact (F) ;;!* f?g (for some or any order of applications of 1 1 ;;! ).
Thus "F 2 M U S A T (1) ?" is poly-time decidable.
To characterize SMUSAT(1), we refine the relation ;;;! " denote this restricted form ("s" for "strong"). v w ) ). Now the following holds. 
