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1 Introduction
We consider the complex sine Gordon equation,
utt − uxx = − sinhu, x ∈ T = R/Z, t ∈ R , (1.1)
where u is assumed to be complex valued. In case u is real valued, (1.1) is referred to as the sinh Gordon
equation and in case u is purely imaginary, as real sine Gordon equation. Equation (1.1) is a nonlinear
perturbation of the (complex) Klein-Gordon equation utt − uxx = mu (with m = −1). It has wide
ranging applications in geometry and quantum mechanics and has been extensively studied, although
most of the work has been done for its version in light cone coordinates and hence does not apply to the
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periodic in space setup of (1.1). According to [2] (cf also [9]), it admits a Lax pair. To describe it note
that (1.1) can be written as a system for (u1, u2) := (u, ut)(
u1t
u2t
)
=
(
u2
u1xx − sinhu1
)
. (1.2)
In order to work with function spaces consisting of pairs of functions of equal regularity we introduce
(q, p) := (u1,−P−1u2) ∈ H1c (1.3)
where for any s, Hsc denotes the Sobolev space Hs(T,C) ×Hs(T,C) (≡ Hs(T,C2)) and P the Fourier
multiplier operator P :=
√
1− ∂2x. When expressed in these coordinates, equation (1.2) becomes(
qt
pt
)
=
( −Pp
Pq + P−1(sinh(q)− q)
)
.
For any v = (q, p) ∈ H1c , define the following differential operators:
Q(v) = Q1∂x +Q0(v), K(v) = K1∂x +K0(v) (1.4)
where the coefficients Q1, Q0,K1,K0 are the 4× 4 matrices given by
Q1 =
(−J )
, Q0(v) =
(
A(v) B(v)
B(v)
)
,
K1 =
(−I
I
)
, K0(v) =
( −2JB(v)
−2B(v)J
)
,
with I, J,R, Z,A(v), B(v) denoting the 2× 2 matrices
I =
(
1
1
)
, J =
(
1
−1
)
, R =
(
i
−i
)
, Z =
(
1
1
)
(1.5)
A(v) := −1
4
(Pp+ qx)Z, B(v) :=
1
4
(
exp(−q/2)
exp(q/2)
)
. (1.6)
Here and in the sequel, we suppress matrix coefficients which vanish, so e.g.
(
1
−1
)
stands for
(
0 1
−1 0
)
.
One verifies that t 7→ v(t) is a solution of (1.1) iff t 7→ (Q(v(t)),K(v(t))) satisfies
Qt = [K,Q]. (1.7)
The pair of operators Q,K is referred to as Lax pair for the sine-Gordon equation and Q as the cor-
responding Lax operator. Note that (1.7) leads to a family of first integrals of (1.1): expressed in a
somewhat informal way (i.e., without addressing issues of regularity) it follows from (1.7) that for any
solution t 7→ v(t) of (1.1), the periodic spectrum specperQ(v(t)) of the operator Q(v(t)) is indepen-
dent of t. Here for any v ∈ H1c , the periodic spectrum of Q(v) is the spectrum of the operator Q(v)
on L2(R/(2Z),C2), with domain given by the Sobolev space H1(R/(2Z),C2). Since for any v ∈ H1c ,
specperQ(v) is discrete this is saying that the periodic eigenvalues of Q(v) are first integrals for the sine-
Gordon equation. We remark that the periodic spectrum of Q(v) is the union of the spectrum of Q(v),
when considered as an operator on L2([0, 1],C2) with periodic boundary conditions (F (1) = F (0)) and
the one of Q(v), when considered as an operator on L2([0, 1],C2) with antiperiodic boundary conditions
(F (1) = −F (0)).
The aim of this paper is to construct for v near H1r normalized differentials on the spectral curve
Σv, associated with the periodic spectrum of Q(v), and study their dependence on v. Besides being of
interest in their own right, our motivation to study such differentials stems from the fact that they are
a key ingredient for the construction of normal form coordinates of the sine-Gordon equation.
To define the spectral curve and state our main results, we first need to review spectral properties of
the operator Q(v) – see [8] for detailed account. Introduce the domains D0 := { z ∈ C : |z − 14 | < 14pi }
and
Dn := { λ ∈ C : |λ− npi| < pi/3 }, D−n := { λ ∈ C : 1
16λ
∈ Dn } , ∀ n ≥ 1 .
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Furthermore, let B0 := { λ ∈ C : |λ| ≤ pi/2 },
Bn := { λ ∈ C : |λ| < npi + pi/2 }, B−n := { λ ∈ C : |λ| ≤ 1
16(npi + pi/2)
}, ∀ n ≥ 1, (1.8)
and denote by An, n ≥ 1, the open annulus An := Bn \B−n. By the Counting Lemmas (cf. [8, Lemma
3.4 and Lemma 3.11]), the following holds: any potential in H1c admits a neighborhood W in H1c and
an integer N ≥ 1 so that for any v ∈ W and any n > N , the operator Q(v) has precisely two periodic
eigenvalues in each of the domains Dn, −Dn, D−n, and −D−n and exactly 4 + 8N periodic eigenvalues
in the annulus AN , counted with their multiplicities. There are no further periodic eigenvalues. We
denote the periodic eigenvalues in Dn, |n| > N , by λ−n , λ+n , listed as λ−n  λ+n , where  is an order on
C+ defined as follows: for any elements a, b ∈ C+ one has a  b if[|a| < |b|] or [|a| = |b| and Ia ≤ Ib] .
By symmetry (cf. [8, Theorem 3.9]), for any |n| > N , the two periodic eigenvalues in −Dn are given by
−λ+n and −λ−n . As a consequence, we only need to consider the periodic eigenvalues in
C+ := { λ ∈ C : Rλ > 0 } ∪ { λ ∈ C : Iλ > 0 and Rλ = 0 } .
Note that besides λ−n , λ+n , |n| > N , there are 2 + 4N periodic eigenvalues of Q(v) in C+. When listed
according to the order , the periodic eigenvalues of Q(v), contained in C+, form a bi-infinite sequence,
0 ≺ · · ·  λ−−1  λ+−1  λ−0  λ+0  λ−1  λ+1  · · · . (1.9)
Note that for v ∈ Hsr = Hs(T,R)×Hs(T,R) (≡ Hs(T,R2)), the operator Q(v) is self-adjoint and hence
the periodic spectrum real. The above sequence of eigenvalues satisfies
0 < · · · < λ−−1 ≤ λ+−1 < λ−0 ≤ λ+0 < λ−1 ≤ λ+1 < · · · . (1.10)
By a slight abuse of terminology, for any v ∈ H1c and n ∈ Z, we refer to the complex interval
Gn := [λ
−
n , λ
+
n ] = {(1− t)λ−n + tλ+n : 0 ≤ t ≤ 1}
as the nth gap and to the difference γn := λ+n − λ−n as the nth gap length.
Let v be an arbitrary element in H1c and F a function in H1loc(R,C4). According to [8, Section 2]
Q(v)F = 0 if and only if F = 0 and that for any given λ ∈ C∗ = C \ {0}, F is a solution of
QF = λF (1.11)
if and only if F = (f, λ−1Bf) and f satisfies the following first order ODE
− J∂xf + (A+B2/λ)f = λf. (1.12)
(Here and in the sequel we often write a column vector such as F or f as a row vector and write ∂xf for
fx.) Let M = M(x, λ, v) ∈ C2×2 be the fundamental solution for equation (1.12), meaning that
∂xM = J
(
λ−A−B2/λ)M, M(0, λ, v) = I . (1.13)
By [8, Lemma 2.14], the discriminant of Q(v),
∆(λ, v) :=
1
2
trM(1, λ, v) ,
is analytic in λ ∈ C∗. As discussed in Section 2, the zeroes of ∆2(λ, v)−1 are in one-to-one correspondance
with the periodic eigenvalues of Q(v) (with multiplicities). We refer to χp(·, v) := ∆2(·, v) − 1 as the
characteristic function of Q(v). The object of study of this paper is the spectral curve Σv, associated to
the characteristic function χp(·, v). It is defined as
Σv := {(λ, y) ∈ C∗ × C : y2 = χp(λ, v)} . (1.14)
In case all periodic eigenvalues of Q(v) are simple, Σv is an (open) hyperelliptic Riemann surface of
infinite genus.
Our results on normalized differentials on Σv are formulated for potentials in a sufficiently small
neighborhood of H1r in H1c . To define the latter, we introduce the notion of isolating neighborhoods:
Assume that v0 is an arbitrary element in H1r . It is shown in Section 4 that there exists a ball Wv0 in
H1c , centered at v0, and a sequence (Un)n∈Z of pairwise disjoint open neighborhoods in C+ so that for
any v in Wv0 , the following holds:
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Figure 1: Illustration of the domains Dn, D−n, −D−n, −Dn for n = 1, 2
(IN-1) Gn = [λ−n , λ+n ] ⊂ Un ⊂ C+, ∀ n ∈ Z.
(IN-2) For any n ≥ 0, Un is a disc centered on the real axis so that for some constant c ≥ 1
c−1|m− n| ≤ dist(Um, Un) ≤ c|m− n| ∀ m,n ≥ 0, m 6= n.
(IN-3) The sets { 116λ : λ ∈ U−n }, n ≥ 0, satisfy (IN-2) with the same constant c.
(IN-4) For |n| sufficiently large, Un = Dn.
The sequence (Un)n∈Z is referred to as a sequence of isolating neighborhoods for v. We denote by Wˆ the
connected neighborhood of H1r in H1c , given by
Wˆ :=
⋃
v∈H1r
Wv .
Denote by Irec the involution
Irec : H1c → H1c , (q, p) 7→ (−q, p) .
By choosing the balls Wv so that for any v ∈ H1r , WIrec(v) = Irec(Wv), it follows that Wˆ is left invariant
by Irec. Furthermore, to simplify the statement of our results, we introduce the following alternative
notation for the periodic eigenvalues. For v ∈ Wˆ define
λ+1,k :=
{
λ+k k ≥ 0
−λ−−k k ≤ −1
λ−1,k :=
{
λ−k k ≥ 0
−λ+−k k ≤ −1
(1.15)
λ+2,k :=
{ 1
16λ−−k
k ≥ 0
− 1
16λ+k
k ≤ −1 λ
−
2,k :=
{ 1
16λ+−k
k ≥ 0
− 1
16λ−k
k ≤ −1 (1.16)
Correspondingly, we define
G1,m := [λ
−
m, λ
+
m] , ∀ m ≥ 0, G1,−m := −G1,m , ∀ m ≥ 1 , (1.17)
G2,m := [−λ+−m,−λ−−m] , ∀ m ≥ 0, G2,−m := −G2,m , ∀ m ≥ 1 , (1.18)
and
U1,m := Um , ∀ m ≥ 0 , U1,−m := −Um ∀ m ≥ 1, (1.19)
U2,m := −U−m , ∀ m ≥ 0 , U2,−m := U−m , ∀ m ≥ 1 (1.20)
where Um, m ∈ Z, are isolating neighborhoods for v ∈ Wˆ . For any m ∈ Z, choose within the neighbor-
hood Um a counter clockwise oriented contour Γm around Gm and define
Γ1,m := Γm , ∀ m ≥ 0 , Γ1,−m := (Γm)− ∀ m ≥ 1, (1.21)
Γ2,m := (Γ−m)−, ∀ m ≥ 0 , Γ2,−m := Γ−m ∀ m ≥ 1 , (1.22)
where for any m ∈ Z, (Γm)− denotes the closed curve {−λ : λ ∈ Γm} with counterclockwise orientation.
Finally, we need to choose an analytic branch of the square root of χp(λ) = ∆2(λ)− 1. In Section 6
(cf. (6.10)) we describe such a branch on C∗ \⋃m∈ZG1,m ∪G2,m and denote it by c√χp(λ). It is locally
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analytic in v ∈ Wˆ away from ⋃m∈ZG1,m ∪ G2,m. For v in a neighborhood of H1r , contained in Wˆ , we
construct normalized differentials on the spectral curve Σv,
ψn(λ)√
χp(λ)
where ψn(λ), n ≥ 0, are functions on C∗ of the form
ψn(λ) := − 1
pin
Cnψn,1(λ) · ψn,2(λ) (1.23)
with pin := npi for any n 6= 0 and pi0 := 1. Here ψn,1(λ), ψn,2(λ) are analytic functions on C∗, given by
infinite products,
ψn,1(λ) =
∏
k∈Z
k 6=n
σn1,k − λ
pik
, ψn,2(λ) =
∏
k∈Z
σn2,k +
1
16λ
pik
, (1.24)
where σn1,k, σ
n
1,k satisfy
σn1,k ∈ U1,k, k 6= n , (−16σn2,k)−1 ∈ U2,k, ∀ k ∈ Z , (1.25)
as well as the asymptotics σnj,k = kpi + `
2
k, and
Cn ≡ Cψn,2 := 1/ψn,2(∞) , ψn,2(∞) :=
∏
k∈Z
σn2,k
pik
. (1.26)
For what follows it is convenient to introduce the notation σn1,n := (λ
+
1,n + λ
−
1,n)/2. The main result of
this paper is the following one.
Theorem 1.1. There exists a complex neighborhood W of H1r , contained in Wˆ and satisfying Irec(W ) =
W , with the following property: for any v ∈ W there exist functions ψn(λ) ≡ ψn(λ, v), n ≥ 0, of the
form (1.23)–(1.25) so that for any m ∈ Z,
1
2pi
∫
Γ1,m
ψn(λ)
c
√
χp(λ)
dλ = δnm, (1.27)
1
2pi
∫
Γ2,m
ψn(λ)
c
√
χp(λ)
dλ = 0. (1.28)
The possibly complex roots σn1,k (k 6= n) and (−16σn2,k)−1 (k ∈ Z) of ψn(λ) depend analytically on v.
Furthermore, σnj,k satisfy the estimates
σnj,k − τj,k = γ2j,k`2k ∀ k ∈ Z, j = 1, 2 (1.29)
where
τj,k := (λ
+
j,k + λ
−
j,k)/2 (1.30)
and if v is real valued, then λ−j,k ≤ σnj,k ≤ λ+j,k for any k ∈ Z and j = 1, 2.
Remark 1.2. One can show that the functions ψn(λ) of the form (1.23)-(1.25) are uniquely determined
by (1.27)-(1.28). For a precise statement see Proposition 7.8.
Theorem 1.1 can be used to complement the family of differentials ψn(λ)√
χp(λ)
, n ≥ 0, by the family
ψ−n(λ)√
χp(λ)
, n ≥ 1, where for any v = (q, p) ∈W and λ ∈ C∗,
ψ−n(λ, q, p) := ψn(
1
16λ
,−q, p) 1
16λ2
. (1.31)
Corollary 1.3. For any n ≥ 1 and v = (q, p) ∈W , ψ−n(λ, q, p) satisfies∫
Γ1,m
ψ−n(λ, v)
c
√
χp(λ, v)
dλ = 0,
∫
Γ2,m
ψ−n(λ, v)
c
√
χp(λ, v)
dλ = 2piδ−n,m , ∀ m ∈ Z .
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The possibly complex roots σ−n1,k (v) (k ∈ Z) and (−16σ−n2,k (v))−1 (k 6= −n) of ψ−n(·, v) depend analytically
on v and satisfy
σ−nj,k (v)− τj,k(v) = γj,k(v)2`2k ∀ (j, k) 6= (2,−n).
Furthermore, if v is real valued, then
λ−j,k(v) ≤ σ−nj,k (v) ≤ λ+j,k(v) ∀ (j, k) 6= (2,−n).
Comments: The proof of Theorem 1.1 relies on a perturbation argument. To describe it, let us first
consider the case where v is in H1r . In such a case, Q(v) is self-adjoint and hence its periodic spectrum
consists of real eigenvalues. The ones in C+ form a bi-infinite sequence of the form
0 < · · · ≤ λ−−1 ≤ λ+−1 < λ−0 ≤ λ+0 < λ−1 ≤ λ+1 ≤ · · · .
It is not hard to show that for any ψn(λ) of the form (1.23)–(1.25), the equations (1.27) - (1.28) imply
that
λ−1,k ≤ σn1,k ≤ λ+1,k , λ−2,k ≤ σn2,k ≤ λ+2,k , ∀ k ∈ Z .
In fact, this observation has motivated us to make the ansatz (1.23)–(1.25) for ψn in the first place. To
prove Theorem 1.1, we reformulate in a first step the statement about the existence of the functions
ψn(λ), n ≥ 0, as a functional equation for the sequences (σn1,k)n∈Z, (σn2,k)n∈Z, which then is solved by
the means of the implicit function theorem.
The method of proof described above has been initiated in [6] to prove results, similar to the ones of
Theorem 1.1, for spectral curves associated to the KdV equation. Subsequently, it has been applied in
[4] to obtain such results for the spectral curves associated to the defocusing NLS equation. The current
work is an advancement of this method to the more complicated spectral curves at hand. We remark
that a key prerequisite is that for any real valued potential, the zeroes of ψn(λ) are confined within the
gaps. Such a confinement no longer holds in the case of the spectral curves associated to the focusing
NLS equation, since in this case the corresponding Lax operator is not self-adjoint. To handle this case,
a quite different approach was developed in [7] (cf. also [5]).
In the case where v is inH1r , using different methods, the existence of differentials of the kind described
in Theorem 1.1 can also be derived from [9, Sections 26-28]. Note however that in order to construct
analytic normal form coordinates for the sinh-Gordon equation, one needs that these differentials are
defined on a complex neighborhood of H1r in H1c and that on this neighborhhod, their zeroes are analytic
and satisfy the estimates stated in Theorem 1.1. The same comments apply to work about holomorphic
differentials on Riemann surfaces of infinite genus such as [1] or [3] and references therein.
Organisation: In Section 2, we introduce additional notation and review results from [8], needed through-
out the paper. In particular, we discuss the spectrum of the operatorQ(v), when considered with Dirichlet
boundary conditions, as well as the roots of ∂λ∆(λ). Since results for Dirichlet eigenvalues of Q(v), cor-
responding to the ones derived in Section 3 - Section 6 for the periodic eigenvalues, can be obtained in
a similar way, we included these results in the latter sections. We remark that the results for Dirichlet
eigenvalues are needed for the construction of the normal form coordinates for the sinh-Gordon equation
and hence will be useful for future work. In Section 3, we derive formulas for the gradients of various
quantities, needed for the proof of Theorem 1.1. In Section 4 we discuss spectral properties of poten-
tials near H1r . In particular we prove that potentials in H1c , which are sufficiently close to H1r , admit
isolating neighborhoods. In Section 5, we discuss product representations of various quantities, related
to the infinite products (1.25) and in Section 6 we introduce specific branches of various square roots,
in particular the canonical square root of the characteristic function χp. Finally, in Section 7 we prove
Theorem 1.1 and Corollary 1.3. For the convenience of the reader, we have included two appendices
which collect some technical results, needed in the proof of Theorem 1.1. In Appendix A we formulate a
version of Liouville’s theorem for analytic functions on C+ and in Appendix B we discuss representations
of infinite products, obtained by interpolation.
2 Setup
In this section, we introduce additional notation and review some results from [8], needed in the sequel.
Recall that by (1.13), for any v = (q, p) ∈ H1c and λ ∈ C∗, M = M(x, λ, v) ∈ C2×2 denotes the
fundamental solution for equation (1.12),
∂xM = J
(
λ−A−B2/λ)M, M(0, λ, v) = I ,
6
or, taking the definitions in (1.6) into account,
∂xM(x, λ, v) = J
(
λ+
1
4
(Pp(x) + qx(x))
(
1
1
)
− 1
16λ
(
e−q(x)
eq(x)
))
M.
For any λ ∈ C∗, let M`(λ, v) := M(1, λ, v) and denote the matrix coefficients of M and M` as follows
M =
(
m1 m2
m3 m4
)
, M` =
(
m`1 m`2
m`3 m`4
)
.
Furthermore, it is convenient to introduce
Eν(x) :=
(
cos(νx) sin(νx)
− sin(νx) cos(νx)
)
, ν ∈ C .
We note that
M(x, λ, 0) = Eω(λ)(x) , ω(λ) := λ− 1
16λ
, ∀ λ ∈ C∗ , x ∈ R . (2.1)
Denote by Qdir ≡ Qdir(v) the operator Q = Q1∂x +Q0 with domain
Hdir := { F = (F1, F2, F3, F4) ∈ H1([0, 1],C4) : F1(0) = 0, F1(1) = 0 }
where H1([0, 1],C4) denotes the standard Sobolev space of functions on the interval [0, 1] with values in
C4. Its spectrum, denoted by specdir(Q(v)), is discrete and coincides with the spectrum of the operator
−J∂x + (A+B2/λ) in (1.12) with domain consisting of functions f = (f1, f2) ∈ H1([0, 1],C2), satisfying
the Dirichlet boundary conditions f1(0) = 0, f1(1) = 0. The corresponding eigenvalues are referred to
as Dirichlet eigenvalues. Clearly, µ ∈ C∗ is a Dirichlet eigenvalue of −J∂x + (A + B2/λ) if there exists
a ∈ C∗ such that
M`(µ, v)
(
0
1
)
= a
(
0
1
)
. (2.2)
One infers that specdir(Q(v)), referred to as the Dirichlet spectrum of Q(v), is given by the zeroes of the
function χD(λ, v) := m`2(λ, v) (cf. [8, Theorem 3.1]). We refer to χD(·, v) as the characteristic function
of Qdir(v). Furthermore, the multiplicity of any root of χD(·, v) coincides with its algebraic multiplicity
as a Dirichlet eigenvalue.
The spectrum specper(Q(v)) of the operator Q(v) = Q1∂x +Q0, considered with the domain
Hper := { F ∈ H1loc(R,C4) : F (x+ 2) = F (x) ∀ x ∈ R } ,
is referred to as periodic spectrum of Q(v) and can be described in a similar way. It is discrete and
coincides with the periodic spectrum of the operator −J∂x + (A + B2/λ) of (1.12). Hence a complex
number λ ∈ C∗ is in specper(Q(v)) iff M`(λ) ≡ M`(λ, v) has an eigenvalue ±1. Since in view of (1.13), M
satisfies the Wronskian identity, one has det(M`(λ)) = 1 and hence the eigenvalues ξ± of M`(λ) satisfy
0 = det(ξ±I − M`(λ)) = ξ2± − 2∆(λ)ξ± + 1 , ∆(λ) = (m`1(λ) + m`4(λ))/2, (2.3)
and thus are given by
ξ± = ∆(λ)±
√
∆2(λ)− 1. (2.4)
(Note that by (2.4), ξ+ and ξ− are determined up to the choice of a branch of
√
∆2(λ)− 1.) Altogether
we conclude that λ is a periodic eigenvalue of Q(v) if and only if it is a zero of the function χp(λ, v) =
∆2(λ, v) − 1 (cf. [8, Theorem 3.9]). We refer to χp(·, v) as the characteristic function of the operator
Q(v) with periodic boundary conditions. Furthermore, the multiplicity of any root of χp(·, v) coincides
with its algebraic multiplicity as a periodic eigenvalue.
For what follows it is convenient to consider the periodic and the Dirichlet spectrum of Q(v) together.
By the Counting Lemmas (cf. [8, Lemma 3.4, Lemma 3.11]), the following holds: any potential in H1c
admits a neighborhoodW inH1c and an integerN ≥ 1 so that for any v ∈W and any n > N , the operator
Q(v) has precisely two periodic eigenvalues and one Dirichlet eigenvalue in each of the domains Dn, −Dn,
D−n, and −D−n and exactly 4+8N periodic and 2+4N Dirichlet eigenvalues in the annulus AN , counted
with their multiplicities. There are no further periodic or Dirichlet eigenvalues. Recall from Section 1
that we denote the periodic eigenvalues in Dn, |n| > N , by λ−n , λ+n and list them so that λ−n  λ+n . By [8,
7
Figure 2: Distribution of periodic eigenvalues
Lemma 2.14(i),(ii)] the periodic spectrum of Q(v) is invariant under the involution λ→ −λ and for any
periodic eigenvalue λ of Q(q, p), 116λ is a periodic eigenvalue of Q(−q, p). Furthermore, for any |n| > N ,
the two periodic eigenvalues in −Dn are given by −λ+n and −λ−n (cf. [8, Theorem 3.9]). The periodic
eigenvalues of Q(v), contained in C+, can be listed as a bi-infinite sequence (cf. (1.9)),
0  · · ·  λ−−1  λ+−1  λ−0  λ+0  λ−1  λ+1  · · · .
We note that for v = 0, one has
∆(λ+k , 0) = ∆(λ
−
k , 0) = (−1)k , ∀ k ∈ Z, λ+−k =
1
16λ+k
, ∀ k ≥ 0 . (2.5)
Since the line segment {tv ∈ H1c : t ∈ [0, 1]}, connecting v to 0 in H1c , is compact, the integer N in the
Counting Lemma [8, Lemma 3.11] can be chosen uniformly with respect to 0 ≤ t ≤ 1. Furthermore, for
any |k| > N ∆(λ+k (tv), tv) = ∆(λ−k (tv), tv) and its sign is constant in t. We conclude that
∆(λ±k , v) = (−1)k , ∀ |k| > N . (2.6)
Such an identity does not hold for the finitely many eigenvalues λ±k , |k| ≤ N , unless v satisfies further
conditions such as being (almost) real valued – see Section 4 for details.
The Dirichlet eigenvalue in Dn, |n| > N , is denoted by µn. By [8, Theorem 3.1, Lemma 3.2], the
Dirichlet eigenvalue in −Dn is given by −µn. Besides µn, |n| > N , there are 1+2N Dirichlet eigenvalues
ofQ(v) in C+. Altogether, the eigenvalues in C+ can be listed as a bi-infinite sequence, which is increasing
with respect to the order ,
0 ≺ · · ·  µ−1  µ0  µ1  · · · .
We finish this section with a discussion of the roots of ∆˙(λ, v) ≡ ∂λ∆(λ, v). Since ∆(λ, v) is even
with respect to λ and hence ∆˙(λ, v) odd, we only need to study the roots of ∆˙(·, v) in C+. For v = 0
one has ∆(λ, 0) = cos(ω(λ)) (cf. (2.1)) and hence
∆˙(λ, 0) = −(1 + 1
16λ2
) sin(ω(λ)). (2.7)
The roots of ∆˙(·, 0) in C+ are given by the bi-infinite sequence
λ˙k ≡ λ˙k(0) = λ+k (0), ∀ k ∈ Z
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together with the additional root λ˙∗(0) = i4 . Each of these roots has multiplicity one. Since by [8,
Lemma 2.14(ii)], − 116λ2 ∆˙( 116λ , q, p) = ∆˙(λ,−q, p), it follows that ∆˙( 116λ , q, p) and ∆˙(λ,−q, p) have the
same roots in C∗ (counted with their multiplicities). By [8, Lemma 3.12], the following Counting Lemma
holds for ∆˙: For any potential in H1c there exist a neighborhood W ⊂ H1c and N ≥ 1 so that for any
v ∈W , ∆˙(·, v) has exactly one root in each of the domains Dn, −Dn, D−n, and −D−n with n > N and
4 + 4N roots in the annulus AN . There are no other roots. (We remark that in Lemma 3.4, Lemma
3.11, and Lemma 3.12, in [8], W and N can be chosen to be the same.) Note that the roots of ∆˙(·, v) in
C+ \AN can be listed as a bi-infinite sequence,
0  · · ·  λ˙−N−2  λ˙−N−1  λ˙N+1  λ˙N+2  · · · , λ˙k ∈ Dk ∀ |k| > N (2.8)
such that any remaining root λ˙ of ∆˙(·, v) in C+ satisfies λ˙−N−1  λ˙  λ˙N+1. It turns out that for
arbitrary v ∈ H1c , these remaining roots cannot be listed in a way useful for our purposes. However in
the case where v is in H1r , such a listing is possible. Indeed in this case, the algebraic multiplicity of any
periodic eigenvalue of Q(v) is at most two, whereas all roots of ∆˙ are simple. The ones which are real
and contained in C+ can be listed in form of a bi-infinite sequence
0 < · · · < λ˙−2 < λ˙−1 < λ˙0 < λ˙1 < · · · (2.9)
and satisfy λ−k ≤ λ˙k ≤ λ+k for any k ∈ Z. There is one additional root of ∆˙ in C+. It is purely imaginary
and denoted by λ˙∗. We refer to Section 4 where we will also consider potentials v ∈ H1c near H1r .
3 Gradients
In this section we derive formulas for the L2−gradients of various quantities, needed later. In Section
3.1 we compute the L2−gradient of the Floquet matrix M`(λ, v) = M(1, λ, v) and then use it to obtain
formulas for the L2−gradients of simple eigenvalues of Q(v) such as simple periodic or Dirichlet eigen-
values. In Section 3.2, we compute the Floquet solutions of Q(v) and use them to simplify the formulas
for the L2−gradients of periodic eigenvalues of Q(v), obtained in Section 3.1. In Section 3.3, we derive
asymptotics of the L2−gradients of various quantities such as M` . Throughout this section we use the
regularity properties of the fundamental solutionM(x, λ, v) established in [8, Section 2] (cf. in particular
[8, Theorem 2.2]).
We denote by dF the differential of a map F : H1c → X with values in a complex Banach space
X and by dF [˚v] the directional derivative of F in direction v˚ = (q˚, p˚) ∈ H1c . Furthermore if F takes
values in C then ∂qF, ∂pF denote the L2-gradients of F with respect to q and p and ∂F ≡ ∂vF the
one of F , ∂F = (∂qF, ∂pF ). Here 〈∂qF, q˚〉r = dF [˚q, 0] where 〈·, ·〉r denotes the L2-pairing (no complex
conjugation)
〈f, g〉r =
∫ 1
0
f(x)g(x) dx ∀ f, g ∈ L2(T,C)
and its extension to pairings between HnC and H
−n
C .
3.1 Formulas for L2−gradients. Part 1.
Recall that M(x, λ, v) denotes the fundamental solution of (1.13) and I, J, Z,R, and P are given by
I =
(
1
1
)
, J =
(
1
−1
)
, Z =
(
1
1
)
, R =
(
i
−i
)
, P =
√
1− ∂2x.
For a matrix valued function A(x) of a real variable x, P (A)(x) is the matrix valued function obtained
by applying P to each matrix coefficient of A(x). Furthermore, we denote by EV0 the evaluation map
H1c → C, (q, p) 7→ q(0) and by Mat2×2(C) the C−vector space of 2×2 matrices with complex coefficients.
Proposition 3.1. For any fixed λ ∈ C∗, the L2−gradient of M`(λ, v) at v ∈ H1c is given by
∂qM` =− 1
4
M`M−1iRM · ∂x(·)− 1
16λ
M`M−1
(
eq
e−q
)
M (3.1)
∂pM` =− i
4
M`M−1RM · P (·). (3.2)
9
Alternatively ∂qM` can be written as
∂qM` =
1
2
(
m`2
−m`3
)
EV0 − 1
2
M`M−1
(
λZ +
1
16λ
(
eq
e−q
))
M. (3.3)
Here ∂qM` and ∂pM` are viewed as elements in H−1(T,Mat2×2(C)), meaning that for any q˚, p˚ ∈ H1(T,C),
one has
〈∂pM`, p˚〉r = 〈− i
4
M`M−1RM , P (p˚)〉r
〈∂qM`, q˚〉r = 〈−1
4
M`M−1iRM, ∂xq˚〉r − 〈 1
16λ
M`M−1
(
eq
e−q
)
M, q˚〉r.
Proof. By [8, Theorem 2.2], for any given λ ∈ C∗, the Floquet matrix M(1, λ, v) is analytic in v. Since
all terms in the above formulas depend continuously on v it suffices to verify them for sufficiently smooth
v for which we may interchange differentiation with respect to x and v. For v˚ = (q˚, p˚) ∈ H1c take the
derivative of both sides of equation (1.13) in direction v˚, to obtain
∂xdM [˚v] = J
(
λ−A−B2/λ) dM [˚v]− J (dA[˚v] + d(B2)[˚v]/λ)M (3.4)
where by (1.6)
dA[˚v] = −1
4
(P p˚+ q˚x)Z d(B
2)[˚v] =
1
16
(−e−q
eq
)
q˚.
Furthermore since M(x)|x=0 = I one has dM(x)[˚v]
∣∣∣
x=0
= 0. Since dM(x)[˚v] solves the linear differential
equation (3.4) it then follows that
dM(x)[˚v] = −M(x)
∫ x
0
M−1(s)J
(
dA[˚v] + d(B2)[˚v]/λ
)
M(s)ds. (3.5)
For q˚ = 0 the integrand equals
M−1(s)JdA[0, p˚]M(s) = −1
4
(P p˚)M−1(s)JZM(s) =
1
4
(P p˚)M−1(s)iRM(s).
Evaluating dM(x)[0, p˚] at x = 1 yields the claimed formula (3.2) for ∂pM` .
For p˚ = 0, the integrand of (3.5) equals
M−1(s)J(dA[˚q, 0] + dB2 [˚q, 0]/λ)M(s)
=
1
4
q˚xM
−1(s)iRM(s) + q˚
1
16λ
M−1(s)J
(−e−q
eq
)
M(s).
(3.6)
Evaluating −M(x) ∫ x
0
M−1(s)JdA[˚q, 0]M(s)ds at x = 1 one obtains (3.1). Furthermore, integrating by
parts yields
−M`
∫ 1
0
1
4
q˚x(s)M
−1(s)iRM(s) ds =
1
2
(
m`2
−m`3
)
q˚(0) +
1
4
M`
∫ 1
0
q˚(s)∂s
(
M−1(s)iRM(s)
)
ds.
Since
∂s(M
−1iRM) =−M−1(∂sM)M−1iRM +M−1iR(∂sM) = M−1[iR , (∂sM)M−1]M
=M−1[iR , J(λ−A−B2/λ)]M = M−1
(
− 2λZ + 2
16λ
(
eq
e−q
))
M
(where [A,B] denotes the commutator AB −BA of two square matrices A,B) one concludes that
dM` [˚q, 0] =− M`
∫ 1
0
M−1(s)J
(
dA[˚q, 0] + dB2 [˚q, 0]/λ
)
M(s) dx
=
1
2
(
m`2
−m`3
)
q˚(0)
− 1
2
M`
∫ 1
0
q˚M−1
(
λZ − 1
16λ
(
eq
e−q
))
M + q˚
2
16λ
M−1J
(−e−q
eq
)
M dx
or
∂qM` =
1
2
(
m`2
−m`3
)
Ev0 − 1
2
M`M−1
(
λZ +
1
16λ
(
eq
e−q
))
M.
This proves (3.3)
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Proposition 3.1 can be used to compute the gradients of the discriminant ∆ = (m`1 + m`4)/2 and the
anti-discriminant δ = (m`1 − m`4)/2.
Lemma 3.2. (i) For any fixed λ ∈ C∗, the L2−gradient of ∆ = ∆(λ) at v ∈ H1c is given by
∂q∆ =
λ
4
(
m`2(m
2
3 −m21) + m`3(m22 −m24) + 2δ · (m1m2 −m3m4)
)
+
1
64λ
(
e−q(m`3m22 − m`2m21 + 2δ ·m1m2) + eq(m`2m23 − m`3m24 − 2δ ·m3m4)
)
∂p∆ =
1
4
(
− m`2m1m3 + m`3m2m4 + δ · (m1m4 +m2m3
)
P (·),
(ii) For any fixed λ ∈ C∗, the L2−gradient of the anti-discriminant is given by
∂qδ =
λ
4
(
m`2(m
2
3 −m21) + m`3(m24 −m22) + 2∆ · (m1m2 −m3m4)
)
− 1
64λ
(
e−q(m`2m21 + m`3m
2
2 − 2∆ ·m1m2) + eq(−m`3m24 − m`2m23 + 2∆ ·m3m4)
)
∂pδ =
1
4
(
− m`3m2m4 − m`2m1m3 + ∆ · (m1m4 +m2m3)
)
P (·).
(iii) At the zero potential v = 0, one has ∂∆ = 0 and ∂δ is given by
∂qδ(λ, 0) =
1
2
(
λ+
1
16λ
)(
cos(ω(λ)) sin(2ω(λ)x)− sin(ω(λ)) cos(2ω(λ)x)
)
∂pδ(λ, 0) =
cos(ω(λ))
4
(
cos(2ω(λ)x)
)
P (·) + sin(ω(λ))
4
(
sin(2ω(λ)x)
)
P (·).
Proof. Items (i) and (ii) follow from Proposition 3.1. To prove item (iii) substitute Eω(λ), defined in
(2.1), for M into the formulas in item (i) to conclude that ∂∆ vanishes. For δ we obtain
∂qδ(λ, 0) =
1
4
(
λ+
1
16λ
)(
2 sin(ω(λ))
(
sin2(ω(λ)x)− cos2(ω(λ)x))+ 4 cos(ω(λ)) sin(ω(λ)x) cos(ω(λ)x))
and
∂pδ(λ, 0) =
cos(ω(λ))
4
(
cos2(ω(λ)x)− sin2(ω(λ)x)
)
P (·) + 1
2
sin(ω(λ))
(
sin(ω(λ)x) cos(ω(λ)x)
)
P (·)
which can be further simplified using that cos2(x)− sin2(x) = cos(2x) and 2 sin(x) cos(x) = sin(2x).
Next we want to obtain formulas for the L2−gradient of simple periodic, antiperiodic, and Dirichlet
eigenvalues of the operator Q(v), when considered on L2([0, 1],C2). (Recall that the periodic spectrum of
Q(v) is the union of the spectrum of Q(v), when considered as an operator on L2([0, 1],C2) with periodic
boundary conditions (F (1) = F (0)) and the one of Q(v), when considered as an operator on L2([0, 1],C2)
with antiperiodic boundary conditions (F (1) = −F (0)). First we prove the following auxiliary result.
Recall that for any λ ∈ C∗, a solution F of QF = λF has the form F = (f, 1λBf) with f(x) = M(x, λ)a
and a ∈ C2.
Proposition 3.3. Assume that κ ≡ κ(v) ∈ C∗ and a(v) ∈ C2 are analytic functions on some open
set in H1c and define f(x, v) = (f1(x, v), f2(x, v)) = M(x, κ(v), v)a(v) ∈ H1([0, 1],C2). Then for any
v˚ = (q˚, p˚) ∈ H1c , the derivative dκ[˚v] of κ at v in direction v˚ is given by
dκ[˚v] =
1∫ 1
0
f · (I + 1κ2B2)f dx
([
df [˚v] · Jf − 1
2
q˚f1f2
]1
0
+
∫ 1
0
(κ
2
(f22 − f21 ) +
1
32κ
(f22 e
q − f21 e−q)
)
q˚ dx
− 1
2
∫ 1
0
f1f2P (p˚) dx
)
.
To prove Proposition 3.3 we first prove the following two lemmas.
Lemma 3.4. Let κ(v) and f(v) = (f1(v), f2(v)) be given as in Proposition 3.3. Then for any v˚ =
(q˚, p˚) ∈ H1c , dκ[˚v] equals
1∫ 1
0
f · (I + 1κ2B2)f dx
(
[df [˚v] · Jf ]10 +
∫ 1
0
1
16κ
(f22 e
q − f21 e−q)q˚ −
1
2
(P (p˚) + ∂xq˚)f1f2 dx
)
. (3.7)
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Proof of Lemma 3.4. Let F = (f, 1κBf) and differentiate both sides of the identity
QF (x, v) = κ(v)F (x, v)
in the direction v˚ = (q˚, p˚) ∈ H1c to obtain
(dQ[˚v])F +QdF [˚v] = (dκ[˚v])F + κdF [˚v]. (3.8)
Since Q0(v) is symmetric, one obtains∫ 1
0
(QdF [˚v]− κdF [˚v]) · F dx =
∫ 1
0
(Q1∂x +Q0) dF [˚v] · F − dF [˚v] · (Q1∂x +Q0)F
=
∫ 1
0
(
Q1∂x dF [˚v]
) · F − dF [˚v] · (Q1∂xF )
=
∫ 1
0
−J∂x(df [˚v]) · f − df [˚v] · (−J∂xf) dx = [df [˚v] · Jf ]10.
Thus (3.8) yields∫ 1
0
(dQ[˚v])F · F dx+ [df [˚v] · Jf ]10 = dκ[˚v]
∫ 1
0
F · F dx = dκ[˚v]
∫ 1
0
f(I +
1
κ2
B2)f dx. (3.9)
Finally
(dQ[˚v]F ) · F =
(
dA[˚v] dB [˚v]
dB [˚v]
)(
f
1
κBf
)
·
(
f
1
κBf
)
= dA[˚v]f · f + 1
κ
(dB [˚v])Bf · f + 1
κ
(dB [˚v])f ·Bf
= dA[˚v]f · f + 2
κ
(dB [˚v])Bf · f
where 2κ (dB [˚v])B =
1
16κ
(−e−q
eq
)
q˚ and
dA[˚v]f · f =− 1
4
(P p˚+ ∂xq˚)f · Zf.
Hence
dQ[˚v]F · F = −1
2
(P (p˚) + ∂xq˚)f1f2 +
1
16κ
(
f22 e
q − f21 e−q
)
q˚.
Combining this with (3.9) leads to the claimed identity.
Lemma 3.5. For v ∈ H1c , λ, µ ∈ C∗, and aλ, aµ ∈ C2, let f(x) = (f1(x), f2(x)) = M(x, λ, v)aλ and
g(x) = (g1(x), g2(x)) = M(x, µ, v)aµ. Then
∂x(f1g2 + f2g1) = (λ+ µ)(f2g2 − f1g1) + 1
16
(
1
λ
+
1
µ
)
(f1g1e
−q − f2g2eq).
Proof of Lemma 3.5. Using that f and g fulfill (1.13) we compute
∂x(f1g1 + f2g2) = ∂x(f · Zg) = (J(λ−A−B2/λ)f · Zg) + (f · ZJ(µ−A−B2/µ)g)
= (λ+ µ)f · ZJg + 1
4
(P (p) + qx) (JZf · Zg + f · ZJZg)
− 1
16
(
1
λ
JeiRqf · Zg + 1
µ
f · ZJeiRqg
)
= (λ+ µ)(f2g2 − f1g1) + 1
16
(
1
λ
+
1
µ
)
(f1g1e
−q − f2g2eq).
12
Proof of Proposition 3.3. Our starting point is formula (3.7). To obtain a formula for the directional
derivative dκ[˚v] we need to integrate the term − 12
∫ 1
0
(∂xq˚)f1f2 dx in (3.7) by parts. Since by Lemma 3.5
with g = f and λ = κ, µ = κ∫ 1
0
(∂xq˚)f1f2 dx = [˚qf1f2]
1
0 −
∫ 1
0
κq˚(f22 − f21 ) +
1
16κ
q˚(f21 e
−q − f22 eq) dx ,
formula (3.7) yields
dκ[˚v] =
1∫ 1
0
f · (I + 1κ2B2)f dx
([
df [˚v] · Jf − 1
2
q˚f1f2
]1
0
+
∫ 1
0
(κ
2
(f22 − f21 ) +
1
32κ
(f22 e
q − f21 e−q)
)
q˚ dx
− 1
2
∫ 1
0
f1f2P (p˚) dx
)
.
For what follows it is useful to introduce for any for f = (f1, f2) ∈ H1c ([0, 1],C2), v ∈ H1c , and λ ∈ C∗
the expression JfKq,λ := (λ2 (f22 − f21 ) + 132λ (f22 eq − f21 e−q)− 12f1f2P (·)
)
(3.10)
The first component of JfKq,λ acts on H1([0, 1],C) as a multiplication operator and the second one as
a pseudodifferential operator. Furthermore, we denote by M1 and M2 the first, respectively second
column of M . (By a slight abuse of notation, we will often write M1 and M2 as row vectors (m1,m3)
and respectively, (m2,m4).)
We will consider the operator Q(v) on L2([0, 1],C2) with either periodic, antiperiodic, or Dirichlet
boundary conditions and assume that on an open subset V in H1c , κ = κ(v) ∈ C∗ is a simple peri-
odic, antiperiodic, or Dirichlet eigenvalue. Then κ(v) is analytic in v and we can choose corresponding
eigenfunctions f ≡ fκ so that V → H1([0, 1],C2), v 7→ f = (f1, f2) is analytic. Since f satisfies either
Dirichlet, periodic, or antiperiodic boundary conditions, one has in all three cases that for any v ∈ V
and any v˚ = (q˚, p˚) ∈ H1([0, 1],C2), satisfying the corresponding boundary conditions,
df [˚v] · Jf
∣∣∣1
0
= 0 ,
1
2
f1f2q˚
∣∣∣1
0
= 0 .
Then according to Proposition 3.3,
dκ[˚v] =
1∫ 1
0
f · (I + 1κ2B2)f dx
∫ 1
0
JfKq,κ · v˚ dx . (3.11)
(Note that in order to simplify notation we write JfKq,κ instead of JfκKq,κ.)
Proposition 3.6. Assume that for a given v0 ∈ H1c , µ(v0) ∈ C∗ is a simple Dirichlet eigenvalue of
Q(v0). Then there exists a neighborhood V of v0 in H1c and  > 0 so that for any v ∈ V there is a
unique Dirichlet eigenvalue µ(v) of Q(v) in the disc of radius  centered at µ(v0). The eigenvalue µ
is analytic on V and ∂µ = m`1χ˙D JM2Kq,µ. (Note that M2 = M2(·, µ(v)) is a convenient choice for an
eigenfunction, corresponding to the eigenvalue µ(v).) More explicitly, one has for any v ∈ V and any
v˚ = (q˚, p˚) ∈ H1([0, 1],C2), satisfying Dirichlet boundary conditions,
dµ[˚v] = −
dm`2 [˚v]
∣∣
λ=µ
χ˙D(µ)
=
m`1(µ)
χ˙D(µ)
∫ 1
0
(µ
2 (m
2
4 −m22) + 132µ (m24eq −m22e−q)
− 12m2m4
)
·
(
q˚
P (p˚)
)
dx.
Proof. Existence of  > 0 and neighborhood V with the claimed properties follow by the argument
principle. By (3.10)-(3.11) we have
dµ[0, p˚] =
1∫ 1
0
M2 · (I + 1µ2B2)M2 dx
∫ 1
0
−1
2
m2m4P (p˚) dx. (3.12)
On the other hand, the characteristic function χD(λ, v) = m`2(λ, v) statisfies χD(µ(v), v) = 0. Applying
the chain rule to χD(µ(v), v) = 0 and using that χ˙D(µ(v), v) 6= 0 since µ(v) is simple, we get
dµ[˚v] = −
dχD [˚v]
∣∣
λ=µ
χ˙D(µ)
= −
dm`2 [˚v]
∣∣
λ=µ
χ˙D(µ)
(3.13)
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where by Proposition 3.1
dm`2(µ)[0, p˚] =
1
4
∫ 1
0
(2m`1m2m4 − m`2(m1m4 +m2m3))
∣∣∣
λ=µ
P (p˚) dx.
Since at a Dirichlet eigenvalue, m`2 = 0, one obtains by comparing (3.12) and (3.13),
1∫ 1
0
M2 · (I + 1µ2B2)M2 dx
=
m`1(µ)
χ˙D(µ)
. (3.14)
This together with (3.11) yields the claimed formula.
To obtain practical formulas for the gradients of simple periodic eigenvalues of Q(v) is more involved
than in the case of Dirichlet eigenvalues and will be the topic of the subsequent section.
3.2 Formulas for L2−gradients. Part 2.
As a first step in this section, we express the L2−gradient of the Floquet matrix M`(λ, v) of Q(v),
computed in Proposition 3.1, in terms of the Floquet solutions of Q(v). As an application, one obtains
practical formulas for the L2−gradient of the discriminant ∆ and the anti-discriminant δ.
Fix v ∈ H1c , λ ∈ C∗ and consider the two eigenvalues ξ± = ∆(λ) ±
√
∆2(λ)− 1 of M` = M`(λ, v).
If λ is a periodic eigenvalue of Q(v), then ξ+ = ξ− and ξ+ ∈ {1,−1}. In case λ is a double periodic
eigenvalue of Q(v), M` equals I or −I and we choose a+ := (1, 0) and a− := (0, 1) as linearly independent
eigenvectors corresponding to the eigenvalue ξ+. If λ is not a periodic eigenvalue of Q(v), then ξ+ 6= ξ−
and we denote by a+ and a− corresponding eigenvectors of M` , M`a± = ξ±a±. Hence, except when λ
is a simple periodic eigenvalue, there are two distinct Floquet solutions, f+ ≡ (f+1 , f+2 ) := M(x, λ, v)a+
and f− ≡ (f−1 , f−2 ) := M(x, λ, v)a−. Using these two solutions, we express the gradient of M` and hence
the one of ∆ and δ in terms of the Floquet solutions f+, f−. Since a+, a− are linearly independent, the
2× 2 matrix (a+ a−) with columns a+ and a− is regular. Note that
(f+ f−) (a+ a−)
−1
= M (a+ a−) (a+ a−)
−1
= M. (3.15)
To simplify the formulas below, introduce for any column vector
(
a1
a2
)
∈ C2 the row vector
(
a1
a2
)⊥
= (−a2 a1) .
Then for any linearly independent column vectors a, b ∈ C2, the determinant of the 2× 2 matrix (a b)
equals the 1× 1 matrix a⊥b and the matrix inverse (a b)−1 can be written as
(a b)−1 =
1
a⊥b
(−b⊥
a⊥
)
. (3.16)
Furthermore, we introduce the star product(
a1
a2
)
?
(
b1
b2
)
= a1b1 − a2b2.
Lemma 3.7. Let v ∈ H1c and assume that λ ∈ C∗ is not a simple periodic eigenvalue of Q(v). Then,
∂qM` =
1
2
(
m`2
−m`3
)
EV0 +
λ
2a⊥+a−
(
ξ+a+ ξ−a−
)( f+ ? f− f− ? f−
−f+ ? f+ −f+ ? f−
)
(a+ a−)−1
+
1
32λ a⊥+a−
(
ξ+a+ ξ−a−
)(
eq
(−f+2 f−2 −(f−2 )2
(f+2 )
2 f+2 f
−
2
)
+ e−q
(
f+1 f
−
1 (f
−
1 )
2
−(f+1 )2 −f+1 f−1
))
(a+ a−)−1
∂pM` =
1
4a⊥+a−
(
ξ+a+ ξ−a−
)( f+ · Zf− f− · Zf−
−f+ · Zf+ −f+ · Zf−
)(
a+ a−
)−1
P (·).
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Proof. By Proposition 3.1 and (3.15)
∂pM` =− i
4
M`M−1RMP (·)
=− i
4
(
ξ+a+ ξ−a−
)
(a+ a−)−1(a+ a−)(f+ f−)−1R(f+ f−)(a+ a−)−1P (·).
By (3.16) it then follows
∂pM` =− i
4
(
ξ+a+ ξ−a−
) 1
f⊥+ f−
(−f⊥−
f⊥+
)
R(f+ f−)(a+ a−)−1P (·)
=
1
4
(
ξ+a+ ξ−a−
) 1
f⊥+ f−
(
f+ · Zf− f− · Zf−
−f+ · Zf+ −f+ · Zf−
)
(a+ a−)−1P (·).
Since in view of (1.13) M satisfies the Wronskian identity, detM = 1, it follows from (3.15) that
f⊥+ f− = det(f+ f−) = a
⊥
+a− and hence the claimed formula for ∂pM` is proved. Similarly, by the formula
(3.3) of Proposition 3.1,
∂qM` =
1
2
(
m`2
−m`3
)
EV0 − 1
2
M`M−1
(
λZ +
1
16λ
(
eq
e−q
))
M.
One computes
M`M−1ZM =
(
ξ+a+ ξ−a−
)
(f+ f−)−1Z(f+ f−)(a+ a−)−1
=
(
ξ+a+ ξ−a−
) 1
f⊥+ f−
(−f+ ? f− −f− ? f−
f+ ? f+ f+ ? f−
)
(a+ a−)−1
and
M`M−1
(
eq
e−q
)
M =
(
ξ+a+ ξ−a−
)
(f+ f−)−1
(
eq
e−q
)
(f+ f−)(a+ a−)−1
=
(
ξ+a+ ξ−a−
) 1
f⊥+ f−
(
eq
(
f+2 f
−
2 (f
−
2 )
2
−(f+2 )2 −f+2 f−2
)
+ e−q
(−f+1 f−1 −(f−1 )2
(f+1 )
2 f+1 f
−
1
))
(a+ a−)−1.
Using again that f⊥+ f− is constant, the claimed formula for ∂qM` follows.
Lemma 3.7 leads to the following formula for the L2−gradient of ∆(λ, v) with respect to v.
Lemma 3.8. Let v = (q, p) ∈ H1c and assume that λ ∈ C∗ is not a simple periodic eigenvalue of Q(v).
Then the L2−gradient ∂v∆ = (∂q∆, ∂p∆) of ∆ = ∆(λ) is given by
∂q∆ =
ξ+ − ξ−
4a⊥+a−
(
λf+ ? f− +
1
16λ
(
e−qf+1 f
−
1 − eqf+2 f−2
))
∂p∆ =
ξ+ − ξ−
8a⊥+a−
f+ · Zf−P (·).
The following normalization of the Floquet solutions f+, f− turn out to be useful to simplify the
formulas for ∂v∆, obtained in Lemma 3.8.
Lemma 3.9. Let v ∈ H1c and assume that λ ∈ C∗ is not a periodic eigenvalue of Q(v). If m`2(λ, v) 6= 0
(meaning that λ is not a Dirichlet eigenvalue of Q(v)), then
a± :=
(
m`2
ξ± − m`1
)
(3.17)
are eigenvectors of M`(λ, v), corresponding to the eigenvalues ξ±, and (2.4) yields the identity ξ±− m`1 =
−δ ±√∆2 − 1, implying together with (3.17) that
f± = Ma± = m`2M1 − δ ·M2 ±
√
∆2 − 1M2.
If m`3(λ, v) 6= 0, then
a± :=
(
ξ± − m`4
m`3
)
(3.18)
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are eigenvectors of M`(λ, v), corresponding to the eigenvalues ξ±, and (2.4) yields the identity ξ±− m`4 =
δ ±√∆2 − 1, implying together with (3.18) that
f± = Ma± = m`3M2 + δ ·M1 ±
√
∆2 − 1M1.
Writing JfKq,λ, defined in (3.10), in the form
JfKq,λ = −
λ2 f ? f + 132λf · (e−q −eq
)
f
1
4f · ZfP (·)
 , (3.19)
one deduces from Lemma 3.8 and Lemma 3.9 the following formulas.
Proposition 3.10. Let v ∈ H1c and assume that λ ∈ C∗ is so that M`(λ, v) 6= ±I (meaning that λ is not
a periodic eigenvalue of Q(v) of geometric multiplicity two). If m`2(λ) 6= 0, then
∂∆ =
1
2 m`2
Jm`2M1 − δ ·M2Kq,λ − ∆2 − 12 m`2 JM2Kq,λ .
Similarly, if m`3(λ) 6= 0, then
∂∆ = − 1
2 m`3
Jm`3M2 + δ ·M1Kq,λ + ∆2 − 12 m`3 JM1Kq,λ .
Proof. Assume that λ ∈ C∗ is not a periodic eigenvalue. If m`2(λ) 6= 0, then (3.17) yields a⊥+a− =
(ξ−−ξ+)m`2 and if m`3(λ) 6= 0, then (3.18) yields a⊥+a− = (ξ+−ξ−)m`3. If λ ∈ C∗ is a periodic eigenvalue
of geometric multiplicity 1, then m`2(λ) 6= 0 or m`3(λ) 6= 0 holds. Then m`2 or, respectively, m`3 do not
vanish in a neighborhood U of λ. The corresponding claimed identities then hold on U \ {λ} and hence
by continuity also at λ.
Proposition 3.11. Let v0 ∈ H1c and assume that λ(v0) ∈ C∗ is a periodic eigenvalue of Q(v0) of
algebraic multiplicity 1, meaning that ∆˙(λ(v0)) 6= 0 and that m`2(λ(v0), v0) 6= 0 or m`3(λ(v0), v0) 6= 0.
Then there exist an open neighborhood V of v0 and an analytic function v 7→ λ(v) on V , which coincides
at v0 with λ(v0), so that λ(v) is a periodic eigenvalue of Q(v), ∆˙(λ(v)) 6= 0 on V , and m`2(λ(v), v) 6= 0
on V or m`3(λ(v0), v0) 6= 0 on V . The L2−gradient of λ(v) satisfies
∂λ = − 1
∆˙(λ)
∂∆
∣∣
λ
.
Furthermore, if m`2(λ(v), v) 6= 0, then m`2M1 − δ ·M2 is an eigenfunction for λ(v) and
∂λ = − 1
2∆˙(λ)m`2(λ)
Jm`2M1 − δ ·M2Kq,λ
and if m`3(λ(v), v) 6= 0, then m`3M2 + δ ·M1 is an eigenfunction for λ(v) and
∂λ =
1
2∆˙(λ)m`3(λ)
Jm`3M2 − δ ·M1Kq,λ .
Proof. If λ(v0) is a periodic eigenvalue ofQ(v0), then since det M` = 1, the two eigenvalues of M`(λ(v0), v0)
are both equal to σ ∈ {1,−1}. If both m`2(λ(v0), v0) and m`3(λ(v0), v0) were to vanish then M`(λ(v0)) = σI
and hence λ(v0) would be a periodic eigenvalue of geometric multiplicity two which contradicts our
assumption. Given that λ(v0) is a periodic eigenvalue of Q(v0) of algebraic multiplicity 1, one infers
that there exist a neighborhood V of v0 and an analytic function v 7→ λ(v) on V , which coincides at v0
with λ(v0), so that for any v ∈ V , λ(v) is a periodic eigenvalue of Q(v) of algebraic multiplicity 1 with
∆(λ(v), v) = σ. Applying the chain rule to the left hand side of the identity ∆(λ(v), v) = σ, one gets
∂λ = − 1
∆˙(λ)
∂∆|λ .
Since ∆2(λ(v), v) = 1, the claimed formulas for ∂λ then follow from Proposition 3.10.
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Finally, based on the formulas for the gradient of the Floquet matrix of Lemma 3.7 and the formulas
of the Floquet solutions of Lemma 3.9 we provide a formula for ∂m`4(λ) at a Dirichlet eigenvalue which
turns out to be useful in the sequel.
Lemma 3.12. For any v ∈ H1c in some open subset V of H1c , let µ(v) ∈ C∗ be a Dirichlet eigenvalue of
Q(v) of algebraic multiplicity 1, depending analytically on v. Then
∂m`4
∣∣
λ=µ
= −m`3(µ) JM2Kq,µ + m`4(µ)4 ( JM1 +M2Kq,µ − JM1 −M2Kq,µ ).
Proof. First let us consider the case where m`3(µ) 6= 0 and δ(µ) = (m`1(µ)− m`4(µ))/2 6= 0 in some open
subset of V . It then follows that µ is not a periodic eigenvalue. Since m`2(µ) = 0, M`(µ) is lower triangular
and the two Floquet multipliers are ξ+ = m`1(µ) and ξ− = m`4(µ). (Here we have chosen the square root√
∆2(µ)− 1 to be given by δ(µ).) By (3.18), eigenvectors corresponding to ξ+ and respectively, ξ− are
given by
a+ = (2δ(µ), m`3(µ)), a− = (0, m`3(µ)). (3.20)
Since ξ+−ξ− = 2δ(µ) 6= 0 by assumption, a+ and a− are linearly independent and with a⊥+ = (−a+2 , a+1 ) =
(−m`3, 2δ) one gets
a⊥+a− = (−m`3, 2δ) · (0, m`3) = 2δm`3 (3.21)
and the inverse of
(
a+ a−
)
=
(
2δ 0
m`3 m`3
)
∈ C2×2 is given by
(
a+ a−
)−1
=
1
2δm`3
(
m`3 0
−m`3 2δ
)
. (3.22)
Furthermore by Lemma 3.9, the corresponding Floquet solutions f± = (f±1 , f
±
2 ) of Q(v) for λ = µ are
given by
f+(x, µ) = 2δ(µ)M1(x, µ) + m`3(µ)M2(x, µ), f−(x, µ) = m`3(µ)M2(x, µ). (3.23)
By Lemma 3.7 and (3.20) - (3.22) one has
∂pM` =
1
8δm`3
(
m`1
(
2δ
m`3
)
m`4
(
0
m`3
))(
f+ · Zf− f− · Zf−
−f+ · Zf+ −f+ · Zf−
)
1
2δm`3
(
m`3 0
−m`3 2δ
)
P (·) (3.24)
Since for any 2× 2 matrix
(
b1 b2
b3 b4
)
∈ C2×2,
(
m`1
(
2δ
m`3
)
m`4
(
0
m`3
))(
b1 b2
b3 b4
)(
m`3 0
−m`3 2δ
)
=
(∗ ∗
∗ 2δm`3(b2m`1 + b4m`4)
)
it follows from (3.24) that
∂pm`4(λ)
∣∣
λ=µ
=
1
8δm`3
(m`1f− · Zf− − m`4f+ · Zf−)P (·).
By (3.23), one has
f− · Zf− = m`23M2 · ZM2, f+ · Zf− = m`3(2δM1 + m`3M2) · ZM2
and hence
∂pm`4(λ)
∣∣
λ=µ
=
1
8δm`3
(
(m`1−m`4)m`23M2·ZM2−m`4m`32δM1·ZM2
)
P (·) = 1
4
(m`3M2·ZM2−m`4M1·ZM2)P (·).
Now let us turn to the computation of ∂qm`4
∣∣
λ=µ
. By Lemma 3.7 and (3.20)-(3.22)
∂qm`4
∣∣
λ=µ
=
µ
4δm`3
(
m`1f− ? f− − m`4f+ ? f−
)
+
eq
64µδm`3
(− m`1(f−2 )2 + m`4f+2 f−2 )+ e−q64µδm`3 (m`1(f−1 )2 − m`4f+1 f−1 )
=
µ
2
(
m`3M2 ? M2 − m`4M1 ? M2
)
+
eq
32µ
(
m`4m3m4 − m`3m24
)− e−q
32µ
(
m`4m1m2 − m`3m22
)
.
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Using that by (3.19)
−m`3 JM2Kq,µ = m`3
(
µ
2M2 ? M2 − e
q
32µm
2
4 +
e−q
32µm
2
2
1
4M2 · ZM2P (·)
)
and therefore
∂m`4(λ)
∣∣
λ=µ
= −m`3 JM2Kq,µ + m`44
−2µM1 ? M2 − 18µM1 · (e−q −eq
)
M2
−M1 · ZM2P (·)
 .
Since by a straightforward computations, one has−2µM1 ? M2 − 18µM1 · (e−q −eq
)
M2
−M1 · ZM2P (·)
 = JM1 +M2Kq,µ − JM1 −M2Kq,µ
the claimed identity follows in the case where m`3(µ) 6= 0 and δ(µ) 6= 0. By continuity, the identity then
holds for any v ∈ V .
3.3 Asymptotics of the L2−gradient of the Floquet matrix
In this section we prove for any given v ∈ H1c asymptotics for the gradient ∂M`(ζn, v) as n→ ±∞ where
(ζn)n∈Z ⊂ C∗ is any bi-infinite sequence with ζn ∼ npi as n→ ±∞. We introduce
〈n〉 :=
√
1 + n2pi2 (3.25)
and recall that by (2.1)
Eω(λ)(x) =
(
cos(ω(λ)x) sin(ω(λ)x)
− sin(ω(λ)x) cos(ω(λ)x)
)
, ω(λ) = λ− 1
16λ
.
Furthermore, for any sequence (an)n∈Z ⊂ C we write an = `2n if (an)n∈Z ∈ `2(Z,C). In particular,
ζn = npi + `
2
n means that (ζn − npi)n∈Z is a sequence in `2(Z,C).
Lemma 3.13. For any v ∈ H1c and any bi-infinite sequence (ζn)n∈Z of complex numbers in C∗ with
|ζn| ≥ 1/4 the following asymptotics of the L2−gradient of M`(ζn) ≡ M`(ζn, v) hold:
(i) If ζn = npi +O(1), then
∂qM`(ζn) =
Eω(ζn)(1)
4
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
, (3.26)
∂pM`(ζn) =
Eω(ζn)(1)
4
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
· P (·) +
(
`2n `
2
n
`2n `
2
n
)
· P (·). (3.27)
Alternatively, the asymptotics of ∂qM`(ζn) can be written as
∂qM`(ζn) =
1
2
(
sin(ω(ζn)) + `
2
n
sin(ω(ζn)) + `
2
n
)
EV0
− ζnEω(ζn)(1)
2
(− sin(2ω(ζn)x) cos(2ω(ζn)x)
cos(2ω(ζn)x) sin(2ω(ζn)x)
)
+ 〈n〉
(
`2n `
2
n
`2n `
2
n
)
.
(3.28)
These estimates hold uniformly for x in the interval [0, 1], for v in any bounded subset of H1c , and for
(ζn)n∈Z in any subset of bi-infinite sequences (ζn)n∈Z with supn∈Z |ζn−npi| bounded. In more detail, e.g.(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) is a sequence of the form
(
a1n(x) a2n(x)
a3n(x) a4n(x)
)
· ∂x(·) with the property that for any q˚ ∈ H1c ,(
`2n `
2
n
`2n `
2
n
)
· ∂x(q˚) is given by (〈a1n, ∂xq˚〉r 〈a2n, ∂xq˚〉r
〈a3n, ∂xq˚〉r 〈a4n, ∂xq˚〉r
)
.
The claimed uniformity statement for
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) means that it satisfies the estimate
sup
1≤j≤4
sup
0≤x≤1
∑
n∈Z
|ajn(x)|2 ≤ C
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where the constant C can be chosen uniformly for v in any given bounded subset in H1c and uniformly
for bi-infinite sequences (ζn)n∈Z with supn∈Z |ζn−npi| bounded. In particular,
∑
n∈Z‖aj,n‖2 ≤ C for any
1 ≤ j ≤ 4.
(ii) If ζn = npi + `2n, then
∂qM`(ζn) =
(−1)n
4
(
cos(2pinx) sin(2pinx)
sin(2pinx) − cos(2pinx)
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
(3.29)
∂pM`(ζn) =
(−1)n
4
(
cos(2pinx) sin(2pinx)
sin(2pinx) − cos(2pinx)
)
· P (·) +
(
`2n `
2
n
`2n `
2
n
)
· P (·). (3.30)
Alternatively, ∂qM`(ζn) satisfies the asymptotics
∂qM`(ζn) =
(
`2n
`2n
)
EV0 + (−1)n+1npi
2
(− sin(2pinx) cos(pinx)
cos(2pinx) sin(2pinx)
)
+ 〈n〉
(
`2n `
2
n
`2n `
2
n
)
. (3.31)
These estimates hold uniformly for x in the interval [0, 1], for v in any bounded subset of H1c , and for
(ζn)n∈Z in any subset of bi-infinite sequences (ζn)n∈Z with supn∈Z |ζn − npi| bounded.
Proof. (i) Let v ∈ H1c and ζn = npi +O(1). By [8, Theorem 2.12(iii), Corollary 2.13(iii)], and ω(−ζn) =
−ω(ζn) one has
M(x, ζn) = Eω(ζn)(x) +
(
`2n `
2
n
`2n `
2
n
)
, M−1(x, ζn) = E−ω(ζn)(x) +
(
`2n `
2
n
`2n `
2
n
)
uniformly for 0 ≤ x ≤ 1. Hence (3.1) yields
∂qM` =− 1
4
M`M−1iRM · ∂x(·)− 1
16 ζn
M`M−1
(
eq
e−q
)
M
=− 1
4
Eω(ζn)(1)E−ω(ζn)(x)iREω(ζn)(x) · ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
.
Since by trigonometric identities
E−ω(ζn)(x)iREω(ζn)(x) =
(− cos2(ω(ζn)x) + sin2(ω(ζn)x) −2 cos(ω(ζn)x) sin(ω(ζn)x)
−2 cos(ω(ζn)x) sin(ω(ζn)x) cos2(ω(ζn)x)− sin 2(ω(ζn)x)
)
=
(− cos(2ω(ζn)x) − sin(2ω(ζn)x)
− sin(2ω(ζn)x) cos(2ω(ζn)x)
)
estimate (3.26) follows. Alternatively by (3.3)
∂qM`(ζn) =
1
2
(
m`2
−m`3
)
EV0 − 1
2
M`M−1
(
ζnZ +
1
16 ζn
(
eq
e−q
))
M
=
1
2
(
sin(ω(ζn)) + `
2
n
sin(ω(ζn)) + `
2
n
)
EV0 −
ζnEω(ζn)(1)
2
E−ω(ζn)(x)ZEω(ζn)(x) + 〈n〉
(
`2n `
2
n
`2n `
2
n
)
.
Clearly
E−ω(ζn)(x)ZEω(ζn)(x) =
( −2 cos (ω(ζn)x) sin (ω(ζn)x) cos2 (ω(ζn)x)− sin2 (ω(ζn)x)
cos2 (ω(ζn)x)− sin2 (ω(ζn)x) 2 cos (ω(ζn)x) sin (ω(ζn)x)
)
=
(− sin(2ω(ζn)x) cos(2ω(ζn)x)
cos(2ω(ζn)x) sin(2ω(ζn)x)
)
yielding the estimate (3.28). For ∂pM` we proceed similarly. By Proposition 3.1
∂pM` =− i
4
M`M−1RM · P (·)
=− i
4
Eω(ζn)(1)E−ω(ζn)(x)REω(ζn)(x) · P (·) +
(
`2n `
2
n
`2n `
2
n
)
· P (·),
leading to the estimate (3.27). Going through the arguments of the proof one verifies that the claimed
uniformity statements hold.
(ii) Using the estimates of [8, Theorem 2.12(iv)] and [8, Corollary 2.13(iv)] instead of the ones of [8,
Theorem 2.12(iii)] and [8, Corollary 2.13(iii)] in the proof above, one obtains estimates (3.29), (3.30),
and (3.31). Going through the arguments of the proof one sees that the claimed uniformity statements
hold.
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The asymptotics stated in Lemma 3.13 lead to asymptotic estimates of the L2−gradients of ∆ and δ.
Corollary 3.14. For any v ∈ H1c and any bi-infinite sequence (ζn)n∈Z of complex numbers with |ζn| ≥
1/4 the following asymptotics for ∂∆(ζn) and ∂δ(ζn) hold:
(i) If ζn = npi +O(1), then
(∂q∆, ∂p∆)
∣∣∣
λ=ζn
=
(
`2n · ∂x(·) + `2n, `2n · P (·)
)
.
Alternatively, one has ∂q∆(ζn) = 〈n〉`2n. Similarly,
(∂qδ, ∂pδ)
∣∣∣
λ=ζn
=
1
4
(
cos(ω(ζn)(1− 2x)) · ∂x(·) + `2n · ∂x(·) + `2n, cos(ω(ζn)(1− 2x)) · P (·) + `2n · P (·)
)
.
Alternatively, the asymptotics of ∂qδ(ζn) is given by
∂qδ(ζn) = −ζn
2
sin(ω(ζn)(1− 2x)) + 〈n〉`2n.
These estimates hold uniformly in 0 ≤ x ≤ 1, on bounded subsets of H1c , and on subsets of bi-infinite
sequences (ζn)n with supn∈Z |ζn − npi| bounded.
(ii) If ζn = npi + `2n, then
(∂qδ, ∂pδ)
∣∣∣
λ=ζn
=
(−1)n
4
(
cos(2npix) · ∂x(·) + `2n · ∂x(·) + `2n, cos(2npix) · P (·) + `2n · P (·)
)
.
Alternatively, the asymptotics of ∂qδ(ζn) is given by
∂qδ(ζn) =(−1)nnpi
2
sin(2pinx) + 〈n〉`2n
uniformly in 0 ≤ x ≤ 1, on bounded subsets of H1c , and on subsets of bi-infinite sequences (ζn)n with
(ζn − npi)n bounded in `2.
Proof. (i) By (3.26)
∂qM`(ζn) =
Eω(ζn)(1)
4
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
· ∂x(·) +
(
`2n `
2
n
`2n `
2
n
)
and by (3.28) one has
∂qM`(ζn) =
1
2
(
sin(ω(ζn)) + `
2
n
sin(ω(ζn)) + `
2
n
)
EV0
− ζnEω(ζn)(1)
2
(− sin(2ω(ζn)x) cos(2ω(ζn)x)
cos(2ω(ζn)x) sin(2ω(ζn)x)
)
+ 〈n〉
(
`2n `
2
n
`2n `
2
n
)
.
Furthermore by (3.27)
∂pM`(ζn) =
Eω(ζn)(1)
4
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
· P (·) +
(
`2n `
2
n
`2n `
2
n
)
· P (·).
Since
Eω(ζn)(1)
(− sin(2ω(ζn)x) cos(2ω(ζn)x)
cos(2ω(ζn)x) sin(2ω(ζn)x)
)
=
(
sin(ω(ζn)(1− 2x)) cos(ω(ζn)(1− 2x))
cos(ω(ζn)(1− 2x)) − sin(ω(ζn)(1− 2x))
)
and
Eω(ζn)(1)
(
cos(2ω(ζn)x) sin(2ω(ζn)x)
sin(2ω(ζn)x) − cos(2ω(ζn)x)
)
=
(
cos(ω(ζn)(1− 2x)) − sin(ω(ζn)(1− 2x))
− sin(ω(ζn)(1− 2x)) − cos(ω(ζn)(1− 2x))
)
the claimed estimates hold. The uniformity statements follow from Lemma 3.13. Item (ii) can be proved
by similar arguments.
The last result of this section concerns asymptotics of the L2−gradient of the Dirichlet eigenvalues.
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Lemma 3.15. For any v0 ∈ H1c there exist a neighborhood V of v0 in H1c and N ≥ 1 such that for any
|n| > N and v ∈ V , Q(v) has precisely one Dirichlet eigenvalue in Dn, denoted by µn. For any |n| > N ,
µn is analytic on V and the following asymptotic estimates hold as |n| → ∞
(∂qµn, ∂pµn) =− 1
4
(
sin(2npix) · ∂x(·) + `2n · ∂x(·) + `2n(·), sin(2npix) · P (·) + `2n · P (·)
)
. (3.32)
Integrating by parts, the asymptotics of ∂qµn take the form
∂qµn =
npi
2
cos(2npix) + 〈n〉`2n. (3.33)
These estimates hold uniformly on the interval 0 ≤ x ≤ 1 and on bounded subsets of V . In more
detail, e.g. ∂qµn − npi2 cos(2npix) = `2n · ∂x(·) means that there exist functions an(x), |n| > N , so that
`2n · ∂x(·) = an(x)∂x(·) and
sup
0≤x≤1
∑
|n|>N
|an(x)|2 ≤ C
where the constant C > 0 can be chosen uniformly on bounded subsets of V .
Proof. Choose V and N as in Counting Lemma [8, Lemma 3.4] for Dirichlet eigenvalues of Q(v). Then µn
is simple for |n| > N and hence analytic (cf. Lemma 3.6). Furthermore, by [8, Lemma 3.16], µn = npi+`2n
as n→∞, implying that by [8, Theorem 2.12(iv)]
M(x, µn, q, p) = Enpi(x) + `
2
n, M˙(x, µn, q, p) = xJEnpi(x) + `
2
n,
as n→∞, where by (2.1)
Enpi(x) =
(
cos(npix) sin(npix)
− sin(npix) cos(npix)
)
.
In particular, χ˙D(µn) = ˙`m2(µn) = (−1)n + `2n and m`1(µn) = (−1)n + `2n. Hence by Proposition 3.6, for
any v˚ = (q˚, p˚) ∈ H1c ,
dµn [˚v] =
m`1(µn)
χ˙D(µn)
∫ 1
0
JM2Kq,µn (q˚p˚
)
dx =
∫ 1
0
s(
sin(npix) + `2n
cos(npix) + `2n
){
q,µn
(
q˚
p˚
)
dx.
Since by definition (3.10)s(
sin(npix) + `2n
cos(npix) + `2n
){
q,µn
=
(µn
2 (cos
2(npix)− sin2(npix) + `2n) + 132µn (cos2(npix)eq − sin2(npix)e−q) + `2n
− 12 sin(npix) cos(npix) · P (·) + `2n · P (·)
)
it then follows that
dµn [˚v] =
(
npi
2 cos(2npix) + 〈n〉`2n− 14 sin(2npix) · P (·) + `2n · P (·)
)
yielding (3.33). On the other hand, by Lemma 3.4 and identity (3.14),
dµn [˚v] =
m`1(µn)
χ˙D(µn)
∫ 1
0
1
16µn
(m24e
q −m22e−q)q˚ −
1
2
(P (p˚) + ∂xq˚)m2m4 dx
=
∫ 1
0
(
`2n − 12 sin(npix) cos(npix) · ∂x(·) + `2n · ∂x(·) + `2n− 12 sin(npix) cos(npix) · P (·) + `2n · P (·)
)
·
(
q˚
p˚
)
dx
=− 1
4
∫ 1
0
(
sin(2npix) · ∂x(·) + `2n · ∂x(·) + `2n
sin(2npix) · P (·) + `2n · P (·)
)
·
(
q˚
p˚
)
dx
which proves (3.32). Going through the arguments of the proof one verifies that the claimed uniformity
statements hold.
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4 Real and almost real potentials
In this section we consider the periodic and the Dirichlet spectrum of Q(v) for potentials v which are
real or close to real ones. Recall that the subspace of real potentials in H1c is denoted by H1r . More
generally, for any m ≥ 1, let
Hmr := H
m(T,R)×Hm(T,R) ⊂ H1c .
By (2.6), for any v ∈ H1c there exists N ≥ 1 so that ∆(λ±n ) = (−1)n for |n| > N . But this identity does
not necessarily hold for |n| ≤ N . In the case v ∈ H1r , the periodic spectrum of Q(v) is real and by (4.1)
the listing (1.9) of the periodic eigenvalues in C+ is given by
0 < · · · ≤ λ−−1 ≤ λ+−1 ≤ λ−0 ≤ λ+0 ≤ λ−1 ≤ λ+1 ≤ · · · .
Actually, more can be said in this case. First we note that the periodic eigenvalues λ+n (v), λ−n (v) n ∈ Z,
are continuous in v on H1r (cf. Proposition 4.3 below). Since for v = 0, ∆(λ±n ) = (−1)n one infers by
deforming v ∈ H1r along the straight line t 7→ t · v that for any v in H1r , ∆(λ±n (v), v) = (−1)n for any
n ∈ Z. Hence the periodic eigenvalues λ±n ≡ λ±n (v), n ∈ Z, of Q(v) in C+ satisfy
0 < · · · < λ−−1 ≤ λ+−1 < λ−0 ≤ λ+0 < λ−1 ≤ λ+1 < · · · (4.1)
with strict inequality between λ+n and λ
−
n+1 for any n ∈ Z. Similarly, for any v ∈ H1r , the Dirichlet
spectrum of Q(v) is real. It turns out that the Dirichlet eigenvalues in C+ are confined to the gaps:
Lemma 4.1. For any v ∈ H1r and n ∈ Z, the nth Dirichlet eigenvalue µn is real and satisfies λ−n ≤
µn ≤ λ+n . Furthermore, µn is real analytic on H1r .
Proof. Let v ∈ H1r and n ∈ Z. By [8, Lemma 3.8], µn ≡ µn(v) satisfies ∆2(µn) − 1 = δ2(µn) ≥ 0 and
therefore |∆(µn)| ≥ 1. Since µn(0) = λ+n (0), one concludes by deforming v to 0 along the straight line
t 7→ tv that λ−n ≤ µn ≤ λ+n . In particular it follows that µn is simple and hence by Proposition 3.6 real
analytic on H1r .
Next let us consider the roots of ∆˙ in the case where v ∈ H1r . The case v = 0 was already discussed
in Section 2. In this case, all roots of ∆˙(·, 0) are simple and the set of roots in C+ consists of a bi-infinite
sequence
0 < · · · < λ˙−2(0) < λ˙−1(0) < λ˙0(0) < λ˙1(0) < · · ·
and the additional root λ˙∗(0) = i4 . For arbitrary v ∈ H1r the following holds.
Lemma 4.2. For any v ∈ H1r , the roots of ∆˙ in C+ are all simple. The set of the roots in C+ consist
of a bi-infinite sequence of real numbers
0 < · · · < λ˙−2(v) < λ˙−1(v) < λ˙0(v) < λ˙1(v) < λ˙2(v) < · · ·
and one additional purely imaginary number, denoted by λ˙∗(v), in iR>0. Furthermore for any n ∈ Z,
the following holds: if λ−n = λ+n , then λ˙n = λ+n whereas if λ−n < λ+n , then λ−n < λ˙n < λ+n . Furthermore,
λ˙n, n ∈ Z, and λ˙∗ are real analytic on H1r .
Proof. Let v ∈ H1r . By [8, Lemma 2.14(i)], ∆(−λ, v) = ∆(λ, v) and by [8, Lemma 2.14 (iii)], ∆(λ, v) =
∆(λ, v). This implies that ∆˙(−λ, v) = −∆˙(λ, v) and ∆˙(λ, v) = ∆˙(λ, v). Hence in particular ∆(λ, v) is
real for λ ∈ R and for any root λ˙ of ∆˙(·, v) in C∗, the complex numbers −λ˙, λ˙, and −λ˙ are also roots of
∆˙(·, v). Furthermore, since ∆2(λ, 0)−1 < 0 for any λ+n (0) < λ < λ−n+1(0) and ∆2(λ, v)−1 does not vanish
in λ+n (v) < λ < λ
−
n+1(v) it follows by continuity that ∆
2(λ, v)− 1 < 0 for any λ+n (v) < λ < λ−n+1(v). By
the same arguments one infers that ∆(λ±n ) = (−1)n. If λ−n = λ+n , then ∆2 − 1 has a root of multiplicity
two at λ+n . Since ∆(λ+n ) 6= 0 it then follows that λ+n is also a root of ∆˙. If λ−n 6= λ+n , both eigenvalues have
algebraic multiplicity one. By the considerations above, −1 < ∆(λ) < 1 for any λ+n < λ < λ−n and any
λ+n < λ < λ
−
n+1 and ∆(λ
±
n ) = (−1)n. Since λ±n are simple roots of ∆2 − 1, one has ∆˙(λ±n ) 6= 0. Hence it
follows that (−1)n∆˙(λ−n ) > 0, (−1)n∆˙(λ+n ) < 0, and (−1)n∆(λ) > 1 for any λ−n < λ < λ+n . We conclude
that (−1)n∆(λ) has a maximum in the open interval (λ−n , λ+n ) and hence there exists λ˙n ∈ (λ−n , λ+n ) with
∆˙(λ˙n) = 0. By the Counting Lemma [8, Lemma 3.12], there exists N ≥ 1 such that for any n > N ,
∆˙ has exactly one simple root in each of the domains Dn, −Dn, D−n, and −D−n and 4 + 4N roots in
the annulus AN . For any n > N the following holds: since Gn ⊂ Dn and G−n ⊂ D−n, the roots in
Dn, −Dn, D−n, and −D−n are λ˙n,−λ˙n, λ˙−n, and −λ˙−n, respectively. Furthermore, the roots λ˙0,−λ˙0
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and the roots λ˙n,−λ˙n, λ˙−n,−λ˙−n, 1 ≤ n ≤ N , are in AN . Hence according to the Counting Lemma,
in addition to λ˙n,−λ˙n, |n| ≤ N , ∆˙ has two more roots in AN , which we denote by ν1, ν2. By the
previous discussion, −ν1,−ν2 as well as ν1, ν2 are also roots of ∆˙. The Counting Lemma then implies
that ν1 = −ν2 and ν1 ∈ (R ∪ iR) ∩ AN ⊂ (R ∪ iR) \ {0}. In particular it follows that ν1 6= ν2 and one
of the two roots, denoted by λ˙∗, is in C+. Since λ˙∗(0) = i/4, one then concludes by deforming v ∈ H1r
along the straight line t 7→ t · v that for any v ∈ H1r , λ˙∗(v) is purely imaginary. Taking into account that
the closed intervals Gn, n ∈ Z, are contained in the halfline R>0 and pairwise disjoint, we have shown
in particular that for any v ∈ H1r , all the roots of ∆˙(·, v) are simple. Since ∆˙(λ, v) is real analytic in
C∗ ×H1r , it then follows by the argument principle that all the roots are real analytic.
Proposition 4.3. The Dirichlet and the periodic eigenvalues of Q(v) as well as the roots of ∆˙(·, v) are
compact functions on H1r .
Proof. By Proposition 2.5 and Proposition 2.6 in [8], on any closed bounded subset of C∗×H1r ,M(1, λ, v)
and M˙(1, λ, v) are compact functions and hence so are χp, χD, and ∆˙. By Lemma 4.1 and Lemma 4.2,
for any v ∈ H1r , the roots of χD(·, v) and the ones of ∆˙(·, v) are simple and by (4.1), the ones of χp(·, v)
are at most double. Let us first consider the case of a potential v∗ ∈ H1r with a double eigenvalue
λ−n (v∗) = λ
+
n (v∗) for some n ∈ Z. Assume that (vk)k≥1 ⊂ H1r . To simplify notation introduce fk(λ) :=
χp(λ, vk), f∗(λ) := χp(λ, v∗). Choose a disc D, centered at λ+n (v∗), of sufficiently small radius ρ > 0 so
that minλ∈∂D |f∗(λ)| ≥ 2. Since ∂D is compact, fk, f∗ are analytic in λ, and limk→∞ fk(λ) = f∗(λ) for
any λ ∈ D, there exists k0 ≥ 1 so that minλ∈∂D |fk(λ)| ≥  for any k ≥ k0. It then follows from the
argument principle that for any k ≥ k0, fk(λ) has precisely two roots (counted with multiplicities) inside
D, i.e., for k sufficiently large ∫
∂D
f˙k(λ)
fk(λ)
dλ =
∫
∂D
f˙∗(λ)
f∗(λ)
dλ = 2.
Using the Counting Lemma and again the argument principle one sees that for k sufficiently large these
roots of fk(λ) coincide with the two eigenvalues λ+n (vk), λ−n (vk). Since the radius ρ > 0 of the disc D can
be chosen arbitrarily small it then follows that limk→∞ λ±n (vk) = λ±n (v∗). In a similar way, one shows a
corresponding result in the case the eigenvalues λ±n (v∗) of v∗ are simple. Altogether, this shows that the
periodic eigenvalues of Q(v) are compact functions on H1r . The corresponding result for the Dirichlet
eigenvalues of Q(v) and for the roots of ∆˙(·, v) are proved in a similar way.
Next we consider potentials in some complex neighborhood of H1r in H1c , ideally chosen in such a
way that the Dirichlet eigenvalues of Q(v) and the roots of ∆˙(·, v) remain simple and can be localized
sufficiently accurately.
First we need to discuss how to list the roots of ∆˙ in a convenient way. Since by Lemma 4.2 all the
roots of ∆˙ are simple and real analytic on H1r it follows from the argument principle that any root of ∆˙
extends analytically to some complex neighborhood ofH1r inH1c as a simple root of ∆˙. Furthermore recall
that by the Counting Lemma [8, Lemma 3.12]) (cf. (2.8)), any potential v0 in H1c admits a neighborhood
V in H1c and N ≥ 1 so that for any v ∈ V , the roots of ∆˙(·, v) in C+ \ AN can be listed as a bi-infinite
sequence
0  · · ·  λ˙−N−2  λ˙−N−1  λ˙N+1  λ˙N+2  · · ·
with λ˙n ∈ Dn ∀ |n| > N and any root λ˙ of the 2N+2 remaining ones in C+ satisfies λ˙−N−1  λ˙  λ˙N+1.
Hence for any element v0 ∈ H1r there exists a complex neighborhood V in H1c so that for any v ∈ V the
roots of ∆˙(λ) are simple and the root λ˙∗(v) denotes the one obtained from λ˙∗(v0) by analytic deformation.
Note that λ˙∗(v) is not necessarily in C+. We list the roots which are different from λ˙∗(v) and −λ˙∗(v)
and are contained in C+ as a bi-infinite sequence,
0  · · ·  λ˙−2  λ˙−1  λ˙0  λ˙1  λ˙2  · · · , (4.2)
so that
λ˙n = npi + o(1),
1
16λ˙−n
= npi + o(1) n→∞.
By making the neighborhood V smaller if needed we can assume that the additional root λ˙∗(v) satisfies
inf{ Iλ˙∗(v) : v ∈ V } > 0.
It turns out that at no cost, the notion of isolating neighborhoods, introduced in Section 1, can
be slightly strengthened. We say that a sequence (Un)n∈Z of pairwise disjoint open neighborhoods in
C+ together with an open disc U∗ ⊂ { λ ∈ C : Iλ > 0 }, centered on iR>0, form a set of isolating
neighborhoods for a potential v in V if the following properties hold:
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(I-1) Gn ⊂ Un ⊂ C+ and µn, λ˙n ∈ Un for any n ∈ Z; λ˙∗ ∈ U∗.
(I-2) For any n ≥ 0, Un is a disc centered on the real axis so that
c−1|m− n| ≤ dist(Um, Un) ≤ c|m− n| ∀ m,n ≥ 0, m 6= n
for some constant c ≥ 1.
(I-3) The sets { 116λ : λ ∈ U−n }, n ≥ 0, satisfy (I-2) with the same constant c.
(I-4) For |n| sufficiently large Un = Dn.
(I-5) c−1 ≤ dist(U∗, Un) ∀ n ∈ Z with c ≥ 1 given as in (I-2).
Note that for a potential v ∈ V , admitting a set of isolating neighborhoods, all the Dirichlet eigenvalues
of Q(v) and all the roots of ∆˙(·, v) are simple.
Lemma 4.4. Let (Un)n∈Z, U∗ be a set of isolating neighborhoods of v0 in H1c . Then there exists a
neighborhood Vv0 ⊂ V of v0 in H1c (with V as above) so that it is a set of isolating neighborhoods for any
v in Vv0 .
Proof. Let v0 be in H1c . By the Counting Lemmas (Lemma 3.4, Lemma 3.11, and Lemma 3.12 in[8])
there exist an integer N ≥ 1 and a neighborhood Vv0 ⊂ V of v0 in H1c so that for any v in Vv0 ,
Gn(v) ⊂ Dn, µn, λ˙n ∈ Dn, Un = Dn, |n| > N.
Clearly (I-2)-(I-5) are satisfied and so we only need to verify that (I-1) holds on Vv0 , possibly after
shrinking it. It remains to control finitely many spectral quantities. Since χD is analytic in λ and v and
since the Un’s are isolating neighborhoods for v0, χ(·, v0) does not vanish on ∂Un, one has, possibly after
shrinking Vv0 , if needed, that for any v ∈ Vv0 and |n| ≤ N
|χD(λ, v)− χD(λ, v0)| < |χD(λ, v0)| ∀ λ ∈ ∂Un. (4.3)
Hence by Rouché’s theorem, for any |n| ≤ N , χD(·, v) has the same number of roots inside Un as
χD(·, v0). Similarly one argues for χp and ∆˙, implying altogether that (I-1) holds for v in Vv0 , possibly
after shrinking it once more if needed.
For any v ∈ H1r , one has for any n ∈ Z, λ+n < λ−n+1 (cf. (4.1)), λ−n ≤ λ˙n ≤ λ+n , λ˙∗ ∈ iR>0 (Lemma
4.2) and λ−n ≤ µn ≤ λ+n (Lemma 4.1) and hence a set of isolating neighborhoods always exists. By
Lemma 4.4 it follows that for any v ∈ H1r , there exists a ball Vv ⊂ V in H1c , centered at v, and pairwise
disjoint subsets (Un)n∈Z, U∗ so that they are isolating neighborhoods for any potential in Vv. Setting
Wˆ :=
⋃
v∈H1r
Vv, (4.4)
we thus obtain an open connected neighborhood of H1r in H1c . Without loss of generality we can assume
that v ∈ Wˆ if and only if (−q, p) ∈ Wˆ .
Lemma 4.5. On Wˆ , the Dirichlet eigenvalues µn, n ∈ Z, are real analytic functions of q and p. For
v = (q, p) ∈ Wˆ one has
1
16µn(q, p)
= µ−n(−q, p) ∀ n ∈ Z. (4.5)
Proof. The real analyticity follows by Proposition 3.6 and the fact that all Dirichlet eigenvalues are
simple on Wˆ . Concerning (4.5) recall that the Dirichlet eigenvalues are the zeros of m`2(λ, q, p) and that
by [8, Proposition 2.1], m`2( 116λ , q, p) = −e−q(0)m`2(λ,−q, p). Hence for any µ ∈ C∗
µ ∈ specdirQ(q, p) ⇔
1
16µ
∈ specdirQ(−q, p). (4.6)
It remains to show that the listing of the Dirichlet eigenvalues of Q(q, p) and Q(−q, p) lead to (4.5).
Choosing N ≥ 1 as in the Counting Lemma [8, Lemma 3.4] and noting that by the definition of Dn, for
any λ ∈ D−n with n ≥ 1 one has 116λ ∈ Dn, it follows that
1
16µn(q, p)
= µ−n(−q, p) ∀ |n| > N. (4.7)
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For the finitely many Dirichlet eigenvalues µn with |n| ≤ N , note that by the definition of isolating
neighborhoods, one has Rµn(q, p) > 0 for any n. Furthermore, since by the definition of a  b with
a, b ∈ { λ : Rλ > 0 },
a  b ⇔ 1
16b
 1
16a
one has
1
16µN (q, p)
 1
16µN−1(q, p)
 · · ·  1
16µ−(N−1)(q, p)
 1
16µ−N (q, p)
Since
µ−N (−q, p)  µ−(N−1)(−q, p)  · · ·  µN (−q, p)
it then follows from (4.7), that also for any |n| ≤ N , one has 116µn(q,p) = µ−n(−q, p).
Lemma 4.6. (i) On Wˆ , λ˙n, n ∈ Z, and iλ˙∗ are real analytic functions. For (q, p) ∈ Wˆ one has
1
16 λ˙∗(q, p)
= −λ˙∗(−q, p) and 1
16 λ˙n(q, p)
= λ˙−n(−q, p).
(ii) For any (q, p) ∈ Wˆ ,
1
16λ±n (q, p)
= λ∓−n(−q, p) ∀ n ∈ Z.
Proof. One argues as in the proof of Lemma 4.5. We only remark that for λ˙∗(q, p) the identity 116λ˙∗(q,p) =
−λ˙∗(−q, p) holds since among the two roots λ˙∗(−q, p) and −λ˙∗(−q, p), the root λ˙∗(−q, p) is characterized
by Iλ˙∗(−q, p) > 0.
We now analyze the following quantities in more detail,
τn =
λ+n + λ
−
n
2
, γn = λ
+
n − λ−n , n ∈ Z. (4.8)
First we need to establish the following auxiliary result.
Lemma 4.7. For any k ≥ 1 and n ∈ Z the functions (λ+n )k + (λ−n )k are real analytic on Wˆ .
Proof. Let v be in H1r and (Un)n∈Z, U∗ be a set of isolating neighborhoods for the neighborhood Vv,
given as in (4.4). Then for any k ≥ 1 and n ∈ Z, it follows from the argument principle that
(λ+n )
k + (λ−n )
k =
1
2pii
∫
∂Un
λk
2∆(λ)∆˙(λ)
∆2(λ)− 1 dλ. (4.9)
Since ∆ and ∆˙ are analytic on C∗ × Vv and ∆2 − 1 does not vanish on ∂Un × Vv, the right-hand side of
the latter identity is analytic on Vv. Finally, if v ∈ H1r then λ+n , λ−n ∈ R for any n ∈ Z.
Lemma 4.8. For each n ∈ Z, τn = (λ+n + λ−n )/2 and γ2n = (λ+n − λ−n )2 define analytic functions on Wˆ .
Furthermore (γ2n)n≥0, (n4γ2−n)n≥1 ∈ `1,
τn = npi + `
2
n,
1
16τ−n
= npi + `2n
and
∂τn =
(
`2n · ∂x(·) + `2n, `2n · P (·)
)
, ∂(γ2n) =
(
`2n · ∂x(·) + `2n, `2n · P (·)
)
uniformly for 0 ≤ x ≤ 1 and locally uniformly on Wˆ . In more detail, e.g. the term `2n · ∂x(·) in the
expression for ∂q(γ2n)) means that there exist functions an(x), n ∈ Z, so that the value of `2n · ∂x at q˚ is
〈an, ∂xq˚〉r and
sup
0≤x≤1
∑
n∈Z
|an(x)|2 ≤ C
for some C > 0 which can be chosen locally uniformly on Wˆ .
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Proof. By Lemma 4.7, τn is analytic on Wˆ as is γ2n since
γ2n = 2(λ
+
n )
2 + 2(λ−n )
2 − (λ+n + λ−n )2.
Furthermore, by [8, Lemma 3.17], (γn)n≥0 ∈ `2 and hence (γ2n)n≥0 ∈ `1 and for any n ≥ 1, γ−n(q, p) =(
1
16λ−n
− 1
16λ+n
) ∣∣∣
(−q,p)
, implying that (16γ−n(q, p))2 =
(
γn
λ−n λ
+
n
)2 ∣∣∣
(−q,p)
and hence
(n4γ2−n)n≥1 ∈ `1. (4.10)
Similarly, by [8, Lemma 3.17], one has τn = npi + `2n and hence for n ≥ 1 sufficiently large
1
16τ−n
=
1
16(λ−−n + γ−n/2)
=
1
16λ−−n
(
1 + γ−n/2λ−−n
)−1
=
(
npi + `2n
)(
1 +O
(γ−n
n
) )
.
By (4.10) one then concludes that 116 τ−n = npi + `
2
n. To obtain the claimed estimates for the gradients
note that for any given v ∈ Wˆ one has by (4.9)
2τn =
1
2pii
∫
∂Un
λ
2∆(λ)∆˙(λ)
∆2(λ)− 1 dλ
where (Un)n∈Z, U∗ is a set of isolating neighborhoods for v and
2∆(λ)∆˙(λ)
∆2(λ)− 1 = ∂λ log(∆
2(λ)− 1)
for some appropriate branch of the logarithm. Note that in view of the regularity of ∆(λ, v) in λ and v,
∂ and ∂λ commute, implying that
2∂τn =
1
2pii
∫
∂Un
λ∂λ
(
2∆(λ)∂∆(λ)
∆2(λ)− 1
)
dλ. (4.11)
Integrating by parts then yields
2∂τn = − 1
2pii
∫
∂Un
2∆(λ)∂∆(λ)
∆2(λ)− 1 dλ.
On ∂Un, |∆2(λ)− 1| is bounded away from 0 (cf. [8, Lemma 2.17]), |∆(λ)| is bounded ([8, Lemma 3.14])
and by Corollary 3.14 one has
∂∆(λ) =
(
`2n · ∂x(·) + `2n, `2n · P (·)
)
uniformly in 0 ≤ x ≤ 1, λ ∈ ∂Un, and locally uniformly on Wˆ . Altogether this proves the claimed
asymptotics for ∂τn. For ∂(γ2n) we proceed similarly. Since γ2n = 2(λ+n )2 + 2(λ−n )2 − (2τn)2 one has in
view of (4.9)
∂γ2n =4
1
2pii
∫
∂Un
λ2∂λ
∆(λ)∂∆(λ)
∆2(λ)− 1 dλ− 8τn∂τn
=− 8 1
2pii
∫
∂Un
(λ− τn)∆(λ)∂∆(λ)
∆2(λ)− 1 dλ.
(4.12)
Arguing as above and using that λ− τn = O(1) on ∂Un the claimed asymptotics follow. Going through
the arguments of the proof one verifies the uniformity statements.
To finish this section we show that on H1r , the nonvanishing of γn = λ+n −λ−n is generic for any n ∈ Z.
First we need to establish the following auxiliary result. Recall that M` =
(
m`1 m`2
m`3 m`4
)
.
Lemma 4.9. For any potential v ∈ H1r the following statements are equivalent:
(i) γn = 0.
(ii) M`(µn) = (−1)nI.
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(iii) m`3(µn) = 0 and m`1(µn) = (−1)n.
Proof. If the γn = 0 then λ−n = µn = λ+n , and m`2(λ+n ) = 0. Since λ+n has geometric multiplicity two,
tr M`(λ+n ) = (−1)n2, and det M`(λ+n ) = 1 it follows that M`(µn) = (−1)nI. Hence (i) implies (ii). Item
(ii) clearly implies (iii). Finally given (iii) we have that m`2(µn) = 0, m`3(µn) = 0, and m`1(µn) = (−1)n.
Therefore the Wronskian identity reads
1 = det M`(µn) = (−1)nm`4(µn)
and in turn M`(µn) = (−1)nI. This means that µn is a double periodic eigenvalue and hence by Lemma
4.1 one has µn = λ+n = λ−n .
For any n ∈ Z, introduce the set
Zn := { v ∈ Wˆ : λ−n (v) = λ+n (v) }.
Proposition 4.10. For any n ∈ Z, the following holds:
(i) Zn ∩H1r is contained in a codimension 1 submanifold, implying that H1r \ Zn is dense in H1r .
(ii) Zn is a real analytic subvariety of Wˆ .
Proof. (i) By Lemma 4.9, Zn ∩ H1r ⊂ Yn := {v ∈ H1r : m`1(µn(v), v) = (−1)n}. Since m`1(λ, v) (cf.
[8, Corollary 2.3]) and µn(v) (cf. Lemma 4.1) are real analytic on (R \ {0}) × H1r , it follows that
m`1(µn(v), v) is real analytic on H1r . We claim that for an open neighborhood U of Zn ∩ H1r in H1r ,
Yn ∩ U is a codimension 1 submanifold of H1r . Indeed, by the chain rule one has for any v ∈ Zn ∩H1r
∂p(m`1(µn(v)), v) = m˙1
∣∣∣
x=1
∂pµn + ∂pm`1
∣∣∣
µn
.
Since m2(0, µn(v), v) = 0, it then follows by (3.12) that P−1(∂pµn)
∣∣∣
x=0
= 0. (Here we use that P is
self-adjoint and that any f ∈ H1([0, 1],R) with f(0) = 0 and f(1) = 0 is an element in H1(T,R).) By
(3.2) we then conclude that for v ∈ Zn ∩H1r ,
P−1(∂pm`1(µn))
∣∣∣
x=0
= P−1(∂pm`1)
∣∣∣
x=0,λ=µn
=
1
4
m`1
∣∣∣
λ=µn
=
1
4
(−1)n.
Hence there is an open neighborhood U of Zn∩H1r in H1r such that Yn∩U is a codimension 1 submanifold
of H1r . (ii) By Lemma 4.8, γ2n is a real analytic function on Wˆ , which by item (i) does not vanish
identically.
5 Product representations
In this section we establish product representations of the characteristic functions χp(λ) and χD(λ) as
well as of the function ∆˙(λ), needed in the sequel. These product formulas require to record the roots of
these functions in the way described in (1.15) and (1.16) in Section 1. Slightly reformulating these latter
formulas, one has for any v ∈ Wˆ
λ+j,−k = −λ−j,k, λ−j,−k = −λ+j,k , ∀ k ≥ 1 , j = 1, 2 (5.1)
and
λ+1,0 =
1
16λ−2,0
, λ−1,0 =
1
16λ+2,0
. (5.2)
According to [8, Lemma 3.17], one has for j = 1, 2 the asymptotics
λ+j,k, λ
−
j,k = kpi + `
2
k , (5.3)
and by Lemma 4.6, for any v = (q, p) ∈ Wˆ ,
λ+2,k(q, p) = λ
+
1,k(−q, p), λ−2,k(q, p) = λ−1,k(−q, p), ∀ k ∈ Z. (5.4)
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Furthermore if v is in H1r
· · · < λ−j,k ≤ λ+j,k < λ−j,k+1 ≤ λ+j,k+1 < · · · . (5.5)
Similarly we define
µ1,k :=
{
µk k ≥ 0
−µ−k k ≤ −1 µ2,k :=
{
1
16µ−k
k ≥ 0
− 116µk k ≤ −1
(5.6)
and
λ˙1,k :=
{
λ˙k k ≥ 0
−λ˙−k k ≤ −1 λ˙2,k :=
{
1
16λ˙−k
k ≥ 0
− 1
16λ˙k
k ≤ −1 . (5.7)
Before stating the product representation of χp(λ), χD(λ), and ∆˙(λ), let us discuss the envisioned type of
representations in general terms. According to [4, Lemma C.1], for any given sequences (σ1,n)n, (σ2,n)n
in the space
`∗ := {νn = npi + `2n : νn ∈ C∗, n ∈ Z}
the infinite products
f1(λ) :=
∏
n∈Z
σ1,n − λ
pin
, f2(λ) :=
∏
n∈Z
σ2,n +
1
16λ
pin
(5.8)
define analytic functions on C∗ with roots σ1,n, n ∈ Z, and respectively, (−16σ2,n)−1, n ∈ Z. Note that
in addition, f1 is analytic at 0, f2 is analytic at ∞ and
f1(0) =
∏
n∈Z
σ1,n
pin
, f2(∞) =
∏
n∈Z
σ2,n
pin
(5.9)
are well defined numbers in C∗. Furthermore, by [4, Lemma C.5], one sees that uniformly for λ in
∂BN = {λ ∈ C : |λ| = Npi + pi/2}
f1(λ) = −(1 + o(1)) sin(λ), f2(λ) = f2(∞) +O( 1
N
), as N →∞ (5.10)
and uniformly for λ in ∂B−N = {λ ∈ C : |16λ| = 1Npi+pi/2}
f1(λ) = f1(0) +O(
1
N
), f2(λ) = (1 + o(1)) sin(
1
16λ
), as N →∞. (5.11)
Let us first consider ∆˙(λ) ≡ ∆˙(λ, v) for v ∈ Wˆ . Since by [8, Lemma 3.15], λ˙j,n = npi+ `2n for j = 1, 2,
the infinite products
∆˙1(λ) :=
∏
n∈Z
λ˙1,n − λ
pin
, ∆˙2(λ) :=
∏
n∈Z
λ˙2,n +
1
16λ
pin
(5.12)
are well defined analytic functions on C∗ by the considerations above.
Lemma 5.1. On Wˆ , ∆˙(λ) admits the product representation for λ ∈ C∗
∆˙(λ) = c∆˙(1−
λ˙∗
λ
)(1 +
λ˙∗
λ
)∆˙1(λ)∆˙2(λ), c∆˙ :=
1
∆˙2(∞)
. (5.13)
Furthermore, ∆˙2(∞) = −16λ˙2∗∆˙1(0) or in more detail
− λ˙2∗(16λ˙0)2
∏
n≥1
(λ˙n16λ˙−n)2 = 1. (5.14)
Proof. Let F (λ) := ∆˙1(λ)∆˙2(λ). Then F (λ) is analytic on C∗. By (5.10), uniformly for λ ∈ ∂BN
F (λ) = −(1 + o(1))∆˙2(∞) sin(λ) as N →∞ (5.15)
and by (5.11), uniformly for λ ∈ ∂B−N
F (λ) = (1 + o(1))∆˙1(0) sin(
1
16λ
) as N →∞. (5.16)
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Hence (1− λ˙∗λ )(1 + λ˙∗λ )F (λ) is a holomorphic function on C∗ with the same roots as ∆˙(λ) and with the
property that the quotient G(λ) = (1 − λ˙∗λ )(1 + λ˙∗λ )F (λ)/∆˙(λ) defines a holomorphic function on C∗.
By the asymptotics of ∆˙ of [8, Lemma 2.17] and of (5.15), one has uniformly in λ ∈ ∂BN
G(λ) = ∆˙2(∞)(1 + o(1)) as N →∞. (5.17)
To obtain the asymptotics of G for λ ∈ ∂B−N as N →∞ note that by [8, Lemma 2.14(ii)], ∆˙(λ, q, p) =
∆˙(− 116λ ,−q, p) · 116λ2 which we rewrite with λ = − 116µ as
∆˙(− 1
16µ
, q, p) = ∆˙(µ,−q, p)16µ2.
Since λ ∈ ∂B−N iff µ = − 116λ ∈ ∂BN it then follow from (5.16) that uniformly for λ ∈ ∂B−N
G(λ) = G(− 1
16µ
) =
1− (16µλ˙∗)2
16µ2
∆˙1(0)(1 + o(1)) as N →∞.
Hence G is bounded on ∂B−N as N →∞. The latter estimate together with the one of (5.17) then allow
to apply Lemma A.1 (Liouville’s theorem) in Appendix A, yielding that G is constant. One concludes
that (5.13) holds and ∆˙2(∞) = −16(λ˙∗)2∆˙1(0) or, with ∆˙2(∞) =
∏
n∈Z
λ˙2,n
pin
, ∆˙1(0) =
∏
n∈Z
λ˙1,n
pin
,
1 = −16λ˙2∗
∏
n∈Z
λ˙1,n
λ˙2,n
.
Taking into account identities of the type (5.1)-(5.2), it then follows that
−λ˙2∗(16λ˙0)2
∏
n≥1
(λ˙n16λ˙−n)2 = 1
as claimed.
Remark 5.2. Note that for v = 0, λ˙∗ = i/4 and by Lemma 4.6(i) 116λ˙−n = λ˙n for any n ∈ Z.
In the same way one can prove a corresponding product representation of χD(λ) ≡ χD(λ, v) for
v ∈ Wˆ . Since by [8, Lemma 3.16], µj,n = npi + `2n for j = 1, 2, the infinite products
χD,1(λ) :=
∏
n∈Z
µ1,n − λ
pin
, χD,2(λ) :=
∏
n∈Z
µ2,n +
1
16λ
pin
are well defined analytic functions on C∗.
Lemma 5.3. On Wˆ , χD admits the product representation for λ ∈ C∗
χD(λ, v) = −cDχD,1(λ)χD,2(λ), cD = 1
χD,2(∞) . (5.18)
Furthermore χD,2(∞) = −eq(0)χD,1(0) or in more detail,
eq(0)16µ20
∏
n≥1
(µn16µ−n)2 = 1
and
χD,2(− 1
16λ
, q, p) = χD,1(λ,−q, p).
Proof. Let F (λ) = χD,1(λ)χD,2(λ). Then F is analytic on C∗. Since F and χD(λ) have the same roots,
G(λ) := F (λ)/χD(λ) is well defined and analytic on C∗. Arguing as in the proof of Lemma 5.1 one sees
that uniformly for λ ∈ ∂BN
F (λ) = −(1 + o(1))χD,2(∞) sin(λ) as N →∞ (5.19)
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and uniformly for λ ∈ ∂B−N
F (λ) = (1 + o(1))χD,1(0) sin(
1
16λ
). (5.20)
By [8, Lemma 3.2(iii)], uniformly for λ ∈ ∂BN ,
χD(λ, v) = (1 + o(1))χD(λ, 0) as N →∞.
Since for v = 0, χD(λ, 0) = sin(ω(λ)) (cf. [8, Theorem 3.1]), ∆˙(λ, 0) = −(1 + 1!6λ2 ) sin(ω(λ)) (cf. (2.7)),
and λ˙∗ = i/4, one has
χD(λ, 0) = −c∆˙∆˙1(λ, 0)∆˙2(λ, 0).
Hence by (5.15) uniformly for λ ∈ ∂BN ,
χD(λ, v) = (1 + o(1))χD(λ, 0) = sin(λ)(1 + o(1)) as N →∞. (5.21)
This combined with (5.19) then shows that uniformly for λ ∈ ∂BN
G(λ) = −χD,2(∞)(1 + o(1)) as N →∞.
To obtain the asymptotics of G for λ ∈ ∂B−N as N →∞, note that by [8, Lemma 3.2],
χD(λ, q, p) = e
−q(0)χD(− 1
16λ
,−q, p).
Arguing as in the proof of Lemma 5.1 one then concludes from (5.20) that uniformly for λ ∈ ∂B−N
G(λ) = −eq(0)χD,1(0)(1 + o(1)).
Hence by Lemma A.1 in Appendix A, G(λ) is constant, implying that
χD(λ) = − 1
χD,2(∞)χD,1(λ)χD,2(λ)
as well as χD,2(∞) = eq(0)χD,1(0) or in more detail,
1 = eq(0)
χD,1(0)
χD,2(∞) = e
q(0)
∏
n∈Z
µ1,n
µ2,n
.
Taking into account the identities of the type (5.1)-(5.2) one obtains the claimed identity
1 = eq(0)16µ20
∏
n≥1
(µn16µ−n)2.
Since by Lemma 4.5
µ2,n(q, p) = µ1,n(−q, p) ∀ n ∈ Z,
one has
χD,2(− 1
16λ
, q, p) =
∏
n∈Z
µ2,n(q, p)− λ
pin
= χD,1(λ,−q, p).
Finally, we discuss the product representation of χp(λ, v) = ∆2(λ, v) − 1 for v ∈ Wˆ . Since by [8,
Lemma 3.17], λ±j,n = npi + `
2
n for j = 1, 2, the infinite products
χp,1(λ) :=
∏
n∈Z
(λ+1,n − λ)(λ−1,n − λ)
pi2n
, χp,2(λ) :=
∏
n∈Z
(λ+2,n +
1
16λ )(λ
−
2,n +
1
16λ )
pi2n
, (5.22)
are well defined analytic functions on C∗. Note that
χp,1(0) =
∏
n∈Z
λ+1,nλ
−
1,n
pi2n
= λ+0 λ
−
0
( ∏
n≥1
λ+nλ
−
n
pi2n
)2
(5.23)
and
χp,2(∞) =
∏
n∈Z
λ+2,nλ
−
2,n
pi2n
= (16λ+0 16λ
−
0 )
−1
( ∏
n≥1
(16λ+−n16λ
−
−n)
−1
pi2n
)2
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Lemma 5.4. On Wˆ , χp admits the product representation for λ ∈ C∗
χp(λ) = −cpχp,1(λ)χp,2(λ), cp = 1
χp,1(0)
. (5.24)
Furthermore,
χp,2(∞) = χp,1(0) (5.25)
or in more detail,
(16λ+0 λ
−
0 )
2
∏
n≥1
(λ+n 16λ
+
−n)
2(λ−n 16λ
−
−n)
2 = 1, (5.26)
and
χp,2
(− 1
16λ
, q, p
)
= χp,1(λ,−q, p). (5.27)
As a consequence, χp,1(0,−q, p) = χp,1(0, q, p).
Proof. Let F (λ) = χp,1(λ)χp,2(λ). Then F (λ) is analytic on C∗. Since F (λ) and χp(λ) have the same
roots, G(λ) := F (λ)/χp(λ) is well defined and analytic on C∗. Arguing as in the proof of Lemma 5.1,
one sees that uniformly for λ ∈ ∂BN
F (λ) = (1 + o(1))χp,2(∞) sin2(λ) as N →∞ (5.28)
and uniformly for λ ∈ ∂B−N
F (λ) = (1 + o(1))χp,1(0) sin
2(
1
16λ
) as N →∞. (5.29)
Since by [8, Lemma 2.17], uniformly for λ ∈ ∂BN
χp(λ) = −(1 + o(1)) sin2(λ)
it then follows from (5.28) that uniformly for λ ∈ ∂BN
G(λ) = −(1 + o(1))χp,2(∞) as N →∞. (5.30)
To obtain the asymptotics of G on ∂B−N note that by [8, Lemma 2.14(i),(ii)]
χp(− 1
16µ
, q, p) = χp(µ,−q, p).
When combined with (5.29) and (5.30) one then concludes that uniformly for λ ∈ ∂B−N
G(λ) = −(1 + o(1))χp,1(0) as N →∞.
Hence by Lemma A.1 in Appendix A, G is constant and therefore
χp(λ) = − 1
χp,2(∞)χp,1(λ)χp,2(λ)
and χp,2(∞) = χp,1(0) which can be expressed as
1 = (16λ+0 λ
−
0 )
2
∏
n≥1
(λ+n 16λ
+
−n)
2(λ−n 16λ
−
−n)
2.
Furthermore, since by Lemma 4.6, (16λ±−n(q, p))−1 = λ∓n (−q, p) for any n ∈ Z, implying that λ±2,n(q, p) =
λ±1,n(−q, p) for any n ∈ Z, and since λ+j,n = −λ−j,−n for any n 6= 0, j = 1, 2 one sees that
χp,2(− 1
16µ
, q, p) =
∏
n∈Z
(λ+2,n(q, p)− µ)(λ−2,n(q, p)− µ)
pi2n
= χp,1(µ,−q, p),
proving (5.27). For µ = 0, one then gets χp,1(0,−q, p) = χp,2(∞, q, p) which equals χp,1(0, q, p) by
(5.25).
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To finish this section we prove asymptotics for the sequences (τn− λ˙n)n and (λ˙n)n as n→∞, refining
the ones of [8, Lemma 3.15]. Recall that by (4.8), τn = (λ+n +λ−n )/2. For n ≥ 0, let ∆ˇn(λ) be defined by
χp(λ) = ∆
2(λ)− 1 = ∆ˇn(λ)(λ+n − λ)(λ−n − λ).
By Lemma 5.3, ∆ˇn(λ) admits the product representation
∆ˇn(λ) = −cpχp,2(λ) χp,1(λ)
(λ+n − λ)(λ−n − λ)
. (5.31)
Lemma 5.5. On Wˆ , one has for any n ≥ 0,
2(τn − λ˙n)∆ˇn(λ˙n) =
(
(τn − λ˙n)2 − γ2n/4
)
∂λ∆ˇn(λ˙n). (5.32)
Furthermore, locally uniformly on Wˆ ,
λ˙n = τn + γ
2
n`
2
n as n→∞. (5.33)
Proof. Since ∆˙(λ˙n), one has
0 = ∂λ(∆
2(λ)− 1)∣∣
λ=λ˙n
= −(λ+n − 2λ˙n + λ−n )∆ˇn(λ˙n) + (λ+n − λ˙n)(λ−n − λ˙n)∂λ∆ˇn(λ˙n).
The identity (λ+n − λ˙n)(λ−n − λ˙n) = (τn− λ˙n)2−γ2n/4 then yields (5.32). To prove the asymptotics (5.33),
note that by [4, Lemma C.4],
χp,1(λ)
(λ+n − λ)(λ−n − λ)
=
(
sin(λ− npi)
λ− npi
)2
(1 + `2n)
uniformly for λ ∈ Dn. On the other hand,
χp,2(λ) = χp,2(∞) +O( 1
n
) = c−1p +O(
1
n
)
uniformly for λ ∈ Dn. Altogether it then follows that
∆ˇn(λ) = −
(
sin(λ− npi)
λ− npi
)2
+ `2n
uniformly for λ ∈ Dn as n→∞. Hence by Cauchy’s estimate
∂λ
(
∆ˇn(λ) +
(
sin(λ− npi)
λ− npi
)2)
= `2n
uniformly for λ ∈ Dn. Using that sin(λ−npi)λ−npi =
∫ 1
0
cos(t(λ− npi)) dt one sees that
∂λ
(
sin(λ− npi)
λ− npi
)
= −
∫ 1
0
t sin(t(λ− npi)) dt.
Since λ˙n = npi + `2n, this implies that
∂λ
(
sin(λ− npi)
λ− npi
)2 ∣∣∣
λ=λ˙n
= `2n.
Altogether we have shown that
∂λ∆ˇn(λ˙n) = `
2
n, ∆ˇn(λ˙n) = −1 + `2n. (5.34)
Hence (5.32) implies that
(τn − λ˙n)(1 + `2n + (τn − λ˙n)`2n) = γ2n`2n.
Since by [8, Lemma 3.15, Lemma 3.17], τn− λ˙n = `2n there exists N ≥ 1 so that (1+`2n+(τn− λ˙n)`2n) ≥ 12
for any n ≥ N and (5.33) follows. Going through the arguments of the proof one verifies that (5.33)
holds locally uniformly on Wˆ .
32
6 Standard root and canoncial root
In this section we introduce branches of square roots of various complex valued functions, needed in the
sequel. For v ∈ Wˆ , n ∈ Z, and j ∈ {1, 2} set
γj,n := λ
+
j,n − λ−j,n, τj,n := (λ+j,n + λ−j,n)/2.
Here Wˆ is the complex neighborhood of H1r in H1c , defined by (4.4). Note that since by (1.15) – (1.16),
λ+j,−n = −λ−j,n and λ−j,−n = −λ+j,n for any n ≥ 1, one has
γj,−n = γj,n, τj,−n = −τj,n, ∀ n ≥ 1, j = 1, 2. (6.1)
Furthermore, recall that by (1.17) – (1.18),
G1,n = [λ
−
n , λ
+
n ], n ≥ 0, G1,−n = −G1,n, n ≥ 1,
G2,n = [−λ+−n,−λ−−n], n ≥ 0, G2,−n = −G2,n, n ≥ 1.
Denoting by Srec the map
Srec : C∗ → C∗, λ 7→ − 1
16λ
one then has for any v = (q, p) ∈ Wˆ and n ∈ Z
Srec(G1,n(q, p)) = G2,n(−q, p), Srec(G2,n(q, p)) = G1,n(−q, p).
Similarly, recall that by (1.19) – (1.20)
U1,n = Un, n ≥ 0, U1,−n = −Un, n ≥ 1,
U2,n = −U−n, n ≥ 0, U2,−n = U−n, n ≥ 1,
where Un, n ∈ Z, are isolating neighborhoods for v ∈ Wˆ . Without loss of generality we assume that for
any v = (q, p) ∈ Wˆ , n ∈ Z
Srec(U1,n(q, p)) = U2,n(−q, p), Srec(U2,n(q, p)) = U1,n(−q, p).
Finally, we recall that by (1.21) – (1.22)
Γ1,m = Γm , ∀ m ≥ 0 , Γ1,−m = (Γm)− ∀ m ≥ 1,
Γ2,m = (Γ−m)−, ∀ m ≥ 0 , Γ2,−m = Γ−m ∀ m ≥ 1 .
Customarily, we denote by +
√
λ the principal branch of the square root defined for λ in C \ (−∞, 0] and
determined by +
√
1 = 1.
Definition 6.1. For any n ∈ Z, v ∈ Wˆ , the standard root w1,n(λ) ≡ w1,n(λ, v), also referred to as
s-root, is defined by
w1,n(λ) ≡ w1,n(λ, v) := s
√
(λ+1,n − λ)(λ−1,n − λ), λ 6∈ G1,n ,
determined by setting for λ ∈ C with ∣∣γ21,n/4(τ1,n − λ)2∣∣ < 1,
w1,n(λ) = (τ1,n − λ) +
√
1− γ21,n/4(τ1,n − λ)2. (6.2)
Note that since by (6.1), γ21,n/4(τ1,n + λ)2 = γ21,−n/4(τ1,−n − λ)2 for any n ≥ 1, (6.2) implies that
w1,−n(λ) = −(τ1,n + λ) +
√
1− γ21,n/4(τ1,n + λ)2 = −w1,n(−λ). (6.3)
for any λ ∈ C with |γ21,n/4(τ1,n + λ)2| < 1.
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Lemma 6.2. For any v ∈ Wˆ and n ∈ Z, the standard root w1,n(λ) is analytic on C \ G1,n. In case
γ1,n = 0, w1,n(λ) = τ1,n − λ. Furthermore, for any v0 ∈ Wˆ , w1,n(λ, v) is analytic on (C \ U1,n) × Vv0
where Vv0 is the open neighborhood of Lemma 4.4 and Un, n ∈ Z, are isolating neighborhoods for Vv0 .
Moreover, for any n,m ∈ Z with m 6= n,
c−1|m− n| ≤ |w1,n(λ, v)| ≤ c|m− n|, (λ, v) ∈ U1,m × Vv0
for some constant c ≥ 1. Finally, for n,m ∈ Z
1
2pii
∫
Γ1,m
dλ
w1,n(λ, v)
= −δmn .
Proof. The claimed result can be proved in a straight forward way, using the asymptotics of the periodic
eigenvalues of Q(v) of [8, Lemma 3.17].
Next we define c
√
χ1,p(λ), referred to as canonical root of χ1,p(λ), in terms of the s-roots w1,n(λ).
Here χ1,p(λ) is the infinite product, introduced in (5.22). To this end we need the following
Lemma 6.3. (i) Let v0 ∈ Wˆ be given. For any v ∈ Vv0 and n ≥ 0,
f1,n(λ, v) :=
1
pin
∏
m 6=n
w1,m(λ, v)
pim
(6.4)
defines a function which is analytic in λ on C\⋃m6=nG1,m and analytic in (λ, v) on C\(⋃m6=n U1,m)×
Vv0 . Moreover, f1,n does not vanish on these domains and in case γ1,m = 0, it extends analytically in λ
to λ = τ1,m.
(ii) For any v ∈ H1r and n ∈ Z,
(−1)nf1,n(λ, v) > 0 , ∀ λ+1,n−1 < λ < λ−1,n+1.
Proof. Item (i) follows from Lemma 6.2 and [4, Lemma C.1]. Concerning (ii) note that for v ∈ H1r ,
λ±1,n ∈ R \ {0} and that by (6.2), w1,m(λ) takes values in R>0 for λ < λ−1,m and in R<0 for λ > λ+1,m.
Hence for λ+1,n−1 < λ < λ
−
1,n+1, with n ≥ 0∏
m>n
w1,m(λ, v)w1,−m(λ, v)
pimpi−m
> 0 ,
∏
0≤m<n
w1,m(λ, v)
pim
> 0 , (−1)n
∏
−n≤m<0
w1,m(λ, v)
pim
> 0.
In the case where n ≤ −1, one argues similarly.
By the definition of χ1 ≡ χp,1 and f1,n, n ∈ Z, one has on C
χ1(λ) = w
2
n(λ)f
2
1,n(λ).
The canonical root c
√
χ1(λ) of χ1(λ) is then defined on C \
⋃
m∈ZG1,m(v) by
c
√
χ1(λ) ≡ c
√
χ1(λ, v) := w1,n(λ, v)f1,n(λ, v). (6.5)
Lemma 6.4. For any v ∈ Wˆ , c√χ1(λ, v) is well defined by (6.5) on C \ ⋃m∈ZG1,m(v) and for any
v0 ∈ Wˆ analytic in (λ, v) on (C \
⋃
m∈Z U1,m) × Vv0 . Moreover, c
√
χ1(λ, v) does not vanish on these
domains,
c
√
χ1(0, q, p) =
c
√
χ1(0,−q, p), (6.6)
and for λ ∈ C \⋃m∈Z U1,m (and hence −λ ∈ C \⋃m∈Z U1,m)
c
√
χ1(−λ, v) = c
√
χ1(λ, v)
w1,0(−λ, v)
w1,0(λ, v)
. (6.7)
In case γ1,m(v) = 0 for some m ∈ Z, c
√
χ1(λ, v) extends analytically to λ = τ1,m(v).
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Proof. In view of Lemma 6.3, it remains to prove identity (6.6) and (6.7). Since by Lemma 5.4,
χ1(0, q, p) = χ1(0,−q, p), the claimed identity (6.6) is true up to a sign. Since χ1(0, v) 6= 0 for any
v ∈ Wˆ and since (6.6) clearly holds for v = 0, the identity (6.6) follows by continuity. Concerning (6.7)
note that by (6.3), for any n 6= 0, w1,−n(λ)/pi−n = w1,n(−λ)/pin. This then implies (6.7).
Lemma 6.5. On H1r , the following holds for any n ∈ Z:
(i) For any λ+1,n−1 < λ < λ
−
1,n, (−1)n c
√
χ1(λ) > 0.
(ii) For any λ−1,n ≤ λ ≤ λ+1,n, the limits of c
√
χ1(λ+ i) and c
√
χ1(λ− i) as → 0+ exist and
± lim
→0
>0
(−1)nI c
√
χ1(λ∓ i) ≥ 0.
Extending c
√
χ1(λ) to G1,n from below one has (−1)n+1i c
√
χ1(λ) > 0 for any λ−1,n−1 < λ < λ
+
1,n.
(iii) For any λ ∈ R with λ < −λ+0 (q, p) or λ > λ+−1(q, p)
c
√
χ1(− 1
16λ
,−q, p) > 0. (6.8)
(iv) c
√
χ1(0) =
+
√
λ+0 λ
−
0
∏
m≥1
λ+mλ
−
m
pi2m
.
Proof. Since by Lemma 6.3(ii), (−1)nfn(λ, q, p) > 0 for any λ+1,n−1 < λ < λ−1,n+1 item (i) and (ii)
follow from (6.2). Concerning item (iii) note that by item(i) with n = 0, c
√
χ1(− 116λ ,−q, p) > 0
for λ+1,−1(−q, p) < − 116λ < λ−1,0(−q, p). Since λ+1,−1(−q, p) = −λ−1 (−q, p) = −(16λ+−1(q, p))−1 and
λ−1,0(−q, p) = λ−0 (−q, p) = (16λ+0 (q, p))−1 one has
λ+1,−1(−q, p) < −
1
16λ
< λ−1,0(−q, p) iff [λ > λ+−1(q, p) or λ < −λ+0 (q, p)].
Item(iv) follows from (i), (iii), and (5.23).
For any v = (q, p) ∈ Wˆ and − 116λ ∈ C∗ \G1,n(−q, p), n ∈ Z,
w1,n(− 1
16λ
,−q, p) = s
√
(λ+1,n(−q, p) +
1
16λ
)(λ−1,n(−q, p) +
1
16λ
).
Since λ±n (−q, p) = 116λ∓−n(q,p) for any n ∈ Z it follows from the definition of λ
±
2,n that
w1,n(− 1
16λ
,−q, p) = s
√
(λ+2,n(q, p) +
1
16λ
)(λ−2.n(q, p) +
1
16λ
).
We define
w2,n(λ) ≡ w2,n(λ, v) := s
√
(λ+2,n(v) +
1
16λ
)(λ−2,n(v) +
1
16λ
)
and the canonical root c
√
χ2(λ) of χ2(λ) ≡ χp,2(λ) by
c
√
χ2(λ) ≡ c
√
χ2(λ, v) :=
∏
n∈Z
w2,n(λ, v)
pin
.
For any n ∈ Z, we have
w2,n(λ, q, p) = w1,n(− 1
16λ
,−q, p), c
√
χ2(λ, q, p) =
c
√
χ1(− 1
16λ
,−q, p). (6.9)
The canonical root c
√
χp(λ) ≡ c
√
χp(λ, v) is then defined on Wˆ by
c
√
χp(λ) := i
1
c
√
χ1(0)
c
√
χ1(λ)
c
√
χ2(λ). (6.10)
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where λ ∈ C∗ \⋃m∈Z (G1,m(v) ∪G2,m(v)) = C∗ \⋃m∈Z(Gm(v) ∪ −Gm(v)). Note that
G2,m(q, p) = { − 1
16µ
: µ ∈ G1,m(−q, p) } (6.11)
and that by (6.6)
c
√
χ1(0) =
c
√
χ2(∞). (6.12)
Lemma 6.6. (i) For any v0 ∈ Wˆ , the canonical root c
√
χp(λ) is an analytic function in λ ∈ C∗ \⋃
m∈Z(Gm ∪ −Gm) and analytic in (λ, v) on (C∗ \
⋃
m∈Z(Um ∪ −Um)) × Vv0 . In case γm = 0 for
some m ∈ Z, c√χp(λ) extends analytically to λ = τm and λ = −τm.
(ii) The canonical root at the zero potential is
c
√
χp(λ, 0) = −i sin(ω(λ)). (6.13)
(iii) For any v = (q, p) ∈ Wˆ and λ ∈ C∗ \ (⋃m∈ZGm ∪ −Gm) the following identites hold:
c
√
χp(−λ, v) = − c
√
χp(λ, v) ,
c
√
χp(−(16λ)−1,−q, p) = c
√
χp(λ, q, p). (6.14)
Proof. Item (i) follows from Lemma 5.4 and Lemma 6.4. To prove (ii) note that by [8, Lemma 2.16],
χp(λ, 0) = − sin2(ω(λ)). Hence c
√
χp(λ, 0) = ±i sin(ω(λ)) and it remains to determine the sign. To this
end note that for v = 0, λ+n = λ−n and hence w1,n(λ) = τ1,n − λ for any n ∈ Z. One then concludes
from the definition (6.5) of the c-root of χ1(λ, 0) that c
√
χ1(λ, 0) =
∏
n∈Z
τ1,n−λ
pin
, λ ∈ C. It implies
that c
√
χ1(0) =
∏
n∈Z
τ1,n
pin
. As c
√
χ1(− 116λ , 0) = c
√
χ2(λ, 0) one has c
√
χ2(∞) = c
√
χ1(0) and since
τ1,n = npi + `
2
n and ω(λ) = λ− 116λ it follows from the definition (6.10) of c
√
χp(λ) and [4, Lemma C.5]
that uniformly for λ ∈ ∂BN
c
√
χp(λ, 0) = −i(1 + o(1)) sin(ω(λ)) as N →∞
and uniformly for λ ∈ ∂B−N
c
√
χp(λ, 0) = −i(1 + o(1)) sin(ω(λ)) as N →∞.
Since c
√
χp(λ, 0) and sin(ω(λ)) have the same roots it then follows from Lemma A.1 in Appendix A that
c
√
χp(λ, 0) = −i sin(ω(λ)).
(iii) By the identities of ∆ stated in [8, Lemma2.14], the claimed symmetries hold up to a sign. Further-
more, since ω(−λ) = −ω(λ) and ω(− 116λ ) = ω(λ), they hold for v = 0. Hence by continuity they hold
on Wˆ .
On H1r , the sign table for c
√
χp(λ) can be computed by using Lemma 6.5.
Lemma 6.7. On H1r , for any n ∈ Z, the following holds:
(i) For any λ+1,n−1 < λ < λ
−
1,n,
(−1)nI c
√
χp(λ) > 0. (6.15)
Similarly, for any λ+2,n−1 < − 116λ < λ−2,n,
(−1)nI c
√
χp(λ) > 0. (6.16)
(ii) For any λ−1,n ≤ λ ≤ λ+1,n, the limits of c
√
χp(λ+ i) and c
√
χp(λ− i) as → 0+ exist and
± lim
→0
>0
(−1)nR c
√
χp(λ± i) ≥ 0.
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Figure 3: Illustration of the sign of c
√
∆2 − 1
Extending c
√
χp(λ) continuously to G1,n from below one has
(−1)n+1 c
√
χp(λ) > 0, ∀ λ−1,n < λ < λ+1,n. (6.17)
Similarly, for any λ−2,n < − 116λ < λ+2,n, the limit lim→0>0
c
√
χp(λ− i) exists and if one extends c
√
χp(λ)
to G2,n from below, then
(−1)n+1 c
√
χp(λ) > 0, ∀ λ−2,n < −
1
16λ
< λ+2,n. (6.18)
Proof. Let v = (q, p) ∈ H1r and n ∈ Z. (i) For any λ+1,n−1 < λ < λ−1,n one has according to Lemma 6.5,
(−1)n c
√
χ1(λ, v) > 0 ,
c
√
χ1(0, v) > 0 ,
c
√
χ1(−(16λ)−1,−q, p) > 0.
By the definition of c
√
χp(λ) it then follows that (−1)nI c
√
χp(λ) > 0. Next consider λ+2,n−1 < − 116λ <
λ−2,n. Since λ
+
2,n−1(q, p) = λ
+
1,n−1(−q, p) and λ−2,n(q, p) = λ−1,n(−q, p) one has λ+1,n−1(−q, p) < − 116λ <
λ−1,n(−q, p) and thus by (6.15), (−1)nI c
√
χp(−(16λ)−1,−q, p) > 0. The claimed inequality then follows
since by Lemma 6.6(iii), c
√
χp(−(16λ)−1,−q, p) = c
√
χp(λ, q, p),
(ii) The claimed results follow from Lemma 6.5. Indeed, for any λ−1,n < λ < λ
+
1,n, one has by Lemma 6.5
that
(−1)n+1i c
√
χ1(λ, v) > 0 ,
c
√
χ1(−(16λ)−1,−q, p) > 0 , c
√
χ1(0, v) > 0 .
By the definition of c
√
χp(λ) it then follows that when c
√
χp(λ) is extended continuously to G1,n from
below then (−1)n+1 c√χp(λ) > 0 for any λ−1,n < λ < λ+1,n.
It remains to consider the claimed results for λ−2,n < − 116λ < λ+2,n, i.e., for −λ+−n < λ < −λ−−n in the case
n ≥ 0 and for λ−−n < λ < λ+−n in the case n ≤ −1. Use again that λ±2,n(q, p) = λ±1,n(−q, p) to conclude by
the above that (−1)n+1 c√χp(−(16λ)−1,−q, p) > 0. Since c√χp(−(16λ)−1,−q, p) = c√χp(λ, q, p) it then
follows that (−1)n c√χp(λ, q, p) > 0 for any λ−2,n < − 116λ < λ+2,n.
We finish this section with various asymptotic estimates. For any a = (an)n define
‖a‖`∞ := sup
n∈Z
|an| .
Lemma 6.8. (i) Locally uniformly in v ∈ Wˆ and uniformly in λ ∈ U1,m,
w1,m(λ)
c
√
χ1(λ)
− sin(ω(λ))
pim − ω(λ) ,
w1,m(λ)
c
√
χp(λ)
−i sin(ω(λ))
pim − ω(λ) = 1 + `
2
m as |m| → ∞ . (6.19)
(ii) Locally uniformly in v ∈ Wˆ and uniformly in λ ∈ ∂BN ,
− sin(ω(λ))
c
√
χ1(λ)
,
−i sin(ω(λ))
c
√
χp(λ)
= 1 + o(1) as N →∞ . (6.20)
(iii) Locally uniformly in v ∈ Wˆ and uniformly in λ ∈ U2,m,
w2,m(λ)
c
√
χ2(λ)
− sin(ω(λ))
pim − ω(λ) ,
w2,m(λ)
c
√
χp(λ)
−i sin(ω(λ))
pim − ω(λ) = 1 + `
2
m as |m| → ∞ . (6.21)
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(iv) Locally uniformly in v ∈ Wˆ and uniformly in λ ∈ ∂B−N ,
− sin(ω(λ))
c
√
χ2(λ)
,
−i sin(ω(λ))
c
√
χp(λ)
= 1 + o(1) as N →∞ . (6.22)
Proof. (i) We begin by verifying the claimed asymptotics for w1,m(λ)
c
√
χp(λ)
−i sin(ω(λ))
pim−ω(λ) . For v = (q, p) ∈ Wˆ and
λ ∈ U1,m, it follows from the definitions (6.5) and (6.10) of the canonical roots c
√
χ1(λ) and respectively,
c
√
χp(λ) as well as (6.9) that
c
√
χp(λ)
w1,m(λ)
= i
c
√
χ1(−(16λ)−1,−q, p)
c
√
χ1(0, v)
f1,m(λ, v)
where by (6.4), f1,m(λ) ≡ f1,m(λ, v) is given by
f1,m(λ) =
1
pim
∏
k 6=m
w1,k(λ)
pik
.
Let us first consider the quotient c
√
χ1(−(16λ)−1,−q, p)/ c
√
χ1(0, q, p). Since c
√
χ1(λ,−q, p) does not
vanish at λ = 0 and is differentiable (cf. definition (4.4) of Wˆ ) and since c
√
χ1(0, q, p) =
c
√
χ1(0,−q, p)
(cf. (6.5)) one sees by expanding c
√
χ1(µ,−q, p) at µ = 0 that for λ ∈ U1,m and the definition of U1,m
(cf. (I-2) in Section 4) that
c
√
χ1(−(16λ)−1,−q, p)
c
√
χ1(0, q, p)
= 1 + `2m as |m| → ∞
and in turn
c
√
χp(λ)
w1,m(λ)
= if1,m(λ)(1 + `
2
m) as |m| → ∞.
In particular, for v = 0 one obtains, taking into account Lemma 6.6(ii),
−i sin(ω(λ))
pim − ω(λ) =
c
√
χp(λ, 0)
pim − ω(λ) = if1,m(λ, 0)(1 + `
2
m)
implying that
w1,m(λ)
c
√
χp(λ)
−i sin(ω(λ))
pim − ω(λ) =
f1,m(λ, 0)
f1,m(λ)
(1 + `2m) as |m| → ∞.
It remains to analyze the asymptotics of f1,m(λ), λ ∈ U1,m, as |m| → ∞. By property (I-3), defined in
in Section 4, there exists M ≥ 1 so that for any |m| ≥M and λ ∈ U1,m,
w1,k(λ) = (τ1,k − λ) +
√
1− γ21,k/4(τ1,k − λ)2, k 6= m.
Hence
f1,m(λ, 0)
f1,m(λ, v)
=
∏
k 6=m
pik − λ
τ1,k − λ
1
+
√
1− γ21,k/4(τ1,k − λ)2
.
By [4, Lemma C.3], it then follows that uniformly for λ ∈ U1,m
f1,m(λ, 0)
f1,m(λ)
= 1 + `2m as |m| → ∞
and hence (6.19) is proved. Going trough the arguments of the proof one sees that (6.19) holds
locally uniformly on Wˆ . Since c
√
χp(λ) = i
c
√
χ1(λ)
c
√
χ2(λ)/
c
√
χ2(∞), the claimed asymtptotics for
w1,m(λ)
c
√
χ1(λ)
−i sin(ω(λ))
pim−ω(λ) have also been established by the above proof.
(ii) Arguing in a similar way as in the proof of item(i) one shows that the claimed asymptotics follow
from [4, Lemma C.5]. The claimed asymptotics of item (iii) and (iv) follow by reciprocity (cf (6.14)),
c
√
χp(−(16λ)−1,−q, p) = c
√
χp(λ, q, p).
38
Lemma 6.8 has the following application. Recall that `∗ := { σ = (σn)n ⊂ C∗ : (σm −mpi)m ∈ `2 }.
Corollary 6.9. (i) Locally uniformly in v ∈ Wˆ and in σ ∈ `∗,
sup
λ∈U1,n
∣∣∣ ∏
m 6=n
σm − λ
w1,m(λ)
− 1
∣∣∣ = `2n.
(ii) Locally uniformly in v ∈ Wˆ and in σ ∈ `∗,
sup
λ∈∂BN
∣∣∣ ∏
m∈Z
σm − λ
w1,m(λ)
− 1
∣∣∣ = o(1) as N →∞.
Proof. (i) The claimed asymptotics follow from the asymptotics of infinite products of [4, Lemma C.4]
and the asymptotics of − sin(ω(λ))
c
√
χ1(λ)
, stated in Lemma 6.8.
(ii) The claimed asymptotics follow from the asymptotics and their proof in [4, Lemma C.5] and the
asymptotics of − sin(ω(λ))
c
√
χ1(λ)
, stated in Lemma 6.8.
7 Proofs of Theorem 1.1 and Corollary 1.3
In this section we prove Theorem 1.1 and, at the end, Corollary 1.3.
Let us begin by summarizing the setup for Theorem 1.1, described in Section 1 and Section 4 –
Section 6. For any given v0 ∈ Wˆ (cf. (4.4)), let Vv0 ⊂ Wˆ be a neighborhood of v0 in H1c and (Um)m∈Z,
U∗ be a family of isolating neighborhoods satisfying properties (I-1) - (I-5) (cf. Section 4), which work
for any v ∈ Vv0 (cf. Lemma 4.4). These neighborhoods are conveniently listed in form of two sequences
(Uj,m)m∈Z, j = 1, 2 (cf. (1.19) - (1.20)). Correspondingly, the gaps Gj,m and the contours Γj,m ⊂ Uj,m
around Gj,m are listed in this way (cf. (1.17) - (1.18) and (1.21) - (1.22)). Theorem 1.1 states that for
any v in a complex neighborhood W ⊂ Wˆ of H1r , there exist normalized differentials on the spectral
curve Σv (cf. (1.14)), given by
Σv = {(λ, y) ∈ C∗ × C : y2 = χp(λ, v)} , χp(λ, v) = ∆2(λ, v)− 1 .
These differentials are required to be of the form ψn(λ)/
√
χp(λ), n ≥ 0, where ψn(λ) ≡ ψn(λ, v) are
analytic functions on C∗, given by ψn(λ) = − 1pinCnψn,1(λ)ψn,2(λ) (cf. (1.23)) with ψn,1, ψn,2 being
infinite products (cf. (1.24)),
ψn,1(λ) =
∏
k∈Z
k 6=n
σn1,k − λ
pik
, ψn,2(λ) =
∏
k∈Z
σn2,k +
1
16λ
pik
and σnj,k satisfying σ
n
j,k = kpi + `
2
k, j = 1, 2, (cf. (1.29)) so that (cf. (1.25))
σn1,k ∈ U1,k, k 6= n , (−16σn2,k)−1 ∈ U2,k, ∀ k ∈ Z .
By [4, Lemma C.1], ψn,1(λ), ψn,2(λ) define analytic functions on C∗ with roots σn1,k (k 6= n), and
respectively, (−16σn2,k)−1 (k ∈ Z). The normalization of the differentials ψn(λ)/
√
χp(λ), n ≥ 0, is
defined by ∫
Γ1,m
ψn(λ)
c
√
χp(λ)
dλ = 2piδm,n ,
∫
Γ2,m
ψn(λ)
c
√
χp(λ)
dλ = 0 , ∀ m ∈ Z ,
where c
√
χp(λ) denotes the canoncial root of χp(λ) (cf. (6.10)). Note that under the assumptions made,
these contour integrals are well defined and do not depend on the choice of the contours Γj,m as long as
Γj,m ⊂ Uj,m and Gj,m is inside the contour Γj,m. Our approach for proving Theorem 1.1 is to reformulate
it as a system of functional equations for the (unknown) complex numbers σnj,k, which we then solve by
the means of the implicit function theorem.
To this end we first introduce some more notation. For any given v0 ∈ Wˆ , let Vv0 ⊂ Wˆ be a
neighborhood of v0 in H1c with Uj,m, Gj,m, and Γj,m (j = 1, 2, m ∈ Z) as at the beginning of this section.
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For any j = 1, 2 and m ∈ Z, we choose annular neighborhoods U ′j,m of Γj,m such that for any potential
in Vv0 (maybe after shrinking Vv0) one has U ′j,m ⊂ Uj,m \ (Gj,m ∪ {µj,m}) and
inf{|χp(λ, v)| , |m`2(λ, v)| : v ∈ Vv0 , λ ∈
⋃
m∈Z,j=1,2
U ′j,m} > 0 . (7.1)
Here (µj,m)m∈Z,j=1,2 is a listing of the Dirichlet eigenvalues of Q(v), defined by (5.6). Furthermore,
introduce
`2nˆ := `
2(Z \ {n}, C)
and denote by Ω the open subset of Wˆ × `2 × `2 of elements (v, s1, s2) so that
σ1,k := kpi + s1,k ∈ U1,k , ∀ k ∈ Z , (7.2)
σ2,k := kpi + s2,k ∈ C∗ with (−16σ2,k)−1 ∈ U2,k , ∀ k ∈ Z. (7.3)
Here Uj,k are a set of isolating neighborhoods which work for a complex neighborhood of v in Wˆ (cf.
(1.19) - (1.20)). Since by Lemma 7.1 below, the functions ψn, n ≥ 0, we are going to construct for
v ∈ H1r must have roots in the gap intervals G1,m (m 6= n) and G2,m (m ∈ Z), it suffices to consider Ω.
In addition, define for any n ≥ 0
Ωn := { (v, s1, s2) ∈ Ω : s1,n = τ1,n − npi }.
By a slight abuse of notation, for any (v, s1, s2) ∈ Ωn we also denote (s1,k)k 6=n by s1. Given v ∈ Wˆ and
n ≥ 0, we are looking for a solution s1 = (s1,k)k 6=n ∈ `2nˆ and s2 = (s2,k)k∈Z ∈ `2 with (v, s1, s2) ∈ Ωn to
the equation
Fn(v, s1, s2) = (F
n
1 (v, s1, s2), F
n
2 (v, s1, s2)) = 0 (7.4)
where Fn1 = (Fn1,m)m6=n and Fn2 = (Fn2,m)m∈Z are defined as follows
Fn1,m := A
n
1,m(v)fn(s1, s2) := (n−m)
∫
Γ1,m
fn(s1, s2, λ)
c
√
χp(λ)
dλ (7.5)
Fn2,m := A
n
2,m(v)fn(s1, s2) := 16pi
2
mpin
∫
Γ2,m
fn(s1, s2, λ)
c
√
χp(λ)
dλ. (7.6)
Here
fn(s1, s2, λ) := − 1
pin
1
fn,2(s2,∞)fn,1(s1, λ)fn,2(s2, λ),
fn,1(s1, λ) :=
∏
k 6=n
σ1,k − λ
pik
, fn,2(s2, λ) :=
∏
k∈Z
σ2,k +
1
16λ
pik
, (7.7)
and
σ1,k := kpi + s1,k (k 6= n), σ2,k := kpi + s2,k (k ∈ Z).
Note that since (v, s1, s2) ∈ Ωn,
fn,2(s2,∞) =
∏
k∈Z
σ2,k
pik
∈ C∗
and hence fn(s1, s2, λ) is well defined. By a slight abuse of notation, for any n ≥ 0 and m ∈ Z, we view
Fn1,m (m 6= n) and Fn2,m either as a function on Ωn or Ω. The reason we make the ansatz (1.23) - (1.25)
for ψn(λ) stems from the following observation for real valued potentials.
Lemma 7.1. Let j ∈ {1, 2}, m ∈ Z (with m 6= n in the case j = 1), and v ∈ H1r . Furthermore assume
that f : Uj,m → C is real analytic. If Aj,m(v)f = 0, then f has a root in Gj,m.
Proof. Let us first treat the case j = 1. If G1,m is not a single point, then we may shrink the contour
Γ1,m to the interval G1,m. By (6.17) of Lemma 6.7, one has (−1)m+1 c
√
χp(λ) > 0 for λ−1,m < λ < λ
+
1,m.
Hence
0 =
∫
Γ1,m
f(λ)
c
√
χp(λ)
dλ = 2(−1)m+1
∫ λ+1,m
λ−1,m
f(λ)
+
√
χp(λ)
dλ.
Since by assumption f(λ) ∈ R for λ ∈ G1,m, the latter integral can only vanish if f(λ) ≡ 0 on G1,m
(and hence on U1,m) or f changes sign on the open interval (λ−1,m, λ
+
1,m) at least once. If on the other
hand G1,m is a single point, i.e., G1,m = {τ1,m}, then we may extract the factor τ1,m − λ from c
√
χp(λ)
to obtain a Cauchy integral around τ1,m which gives f(τ1,m) = 0. The case j = 2 is treated in the same
fashion, by using now (6.18) of Lemma 6.7.
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In a first step, we study the maps Fn in more detail.
Lemma 7.2. For any n ≥ 0, the formulas (7.4) - (7.7) define a real analytic map
Fn : Ωn → `2nˆ × `2.
The maps Fn are locally uniformly bounded. More precisely,∑
m 6=n
|Fn1,m(v, s1, s2)|2 +
∑
m∈Z
|Fn2,m(v, s1, s2)|2 ≤ C
where C > 0 can be chosen uniformly in n ≥ 0 and locally uniformly on Ωn.
Before proving Lemma 7.2, we make some preliminary considerations.
Lemma 7.3. Let m ∈ Z and v ∈ Wˆ .
(i) If f : U1,m → C is analytic, then
1
2pi
∣∣ ∫
Γ1,m
f(λ)
w1,m(λ)
dλ
∣∣ ≤ max
λ∈G1,m
|f(λ)|.
Moreover, if v ∈ H1r and f is real analytic then there exists ν ∈ G1,m so that
1
2pii
∫
Γ1,m
f(λ)
w1,m(λ)
dλ = −f(ν).
(ii) If f : U2,m → C is analytic, then
1
2pi
∣∣ ∫
Γ2,m
f(λ)
w2,m(λ)
dλ
∣∣ ≤ max
λ∈G2,m
16|λ|2|f(λ)|.
Moreover, if v ∈ H1r and f is real analytic then there exists ν ∈ G2,m so that
1
2pii
∫
Γ2,m
f(λ)
w2,m(λ)
dλ = −16ν2f(ν).
Proof. Item (i) is proved in [4, Lemma 14.3]. Considering (ii), set Γ˜2,m := { − 116λ : λ ∈ Γ2,m } and
G˜2,m := { − 116λ : λ ∈ G2,m }. With the change of variable λ := − 116µ one obtains
1
2pii
∫
Γ2,m
f(λ)
w2,m(λ)
dλ =
1
2pii
∫
Γ˜2,m
f(− 116µ )
s
√
(λ+2,m − µ)(λ−2,m − µ)
dµ
16µ2
.
By replacing f by f(− 116µ )/16µ2 in (i) one gets
1
2pii
∣∣ ∫
Γ˜2,m
f(− 116µ )
s
√
(λ+2,m − µ)(λ−2,m − µ)
dµ
16µ2
∣∣ ≤ max
µ∈G˜2,m
|f(− 116µ )|
16|µ|2 = maxλ∈G2,m 16|λ|
2|f(λ)|
and, in case v ∈ H1r ,
1
2pii
∫
Γ˜2,m
f(− 116µ )
s
√
(λ+2,m − µ)(λ−2,m − µ)
dµ
16µ2
= −
f(− 116ρ )
16ρ2
.
for some ρ ∈ G˜2,m. Hence ν = − 116ρ ∈ G2,m and
−
f(− 116ρ )
16ρ2
= −16ν2f(ν).
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Next let us introduce some more notation. Recall that for any n ≥ 0, fn(λ) ≡ fn(s1, s2, λ) is assumed
to be of the form
fn(λ) = − 1
pin
1
fn,2(s2,∞)fn,1(s1, λ)fn,2(s2, λ).
For j = 1 and m ∈ Z \ {n} define
ζn1,m(λ) =
i
w1,n(λ)
( ∏
k 6=n,m
σ1,k − λ
w1,k(λ)
) fn,2(λ)/fn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
. (7.8)
Then one has
fn(λ)
c
√
χp(λ)
=
σ1,m − λ
w1,m(λ)
ζn1,m(λ) . (7.9)
Note that locally uniformly on Ωn
fn,2(λ)
fn,2(∞) = 1 +O(
1
λ
),
c
√
χ2(λ)
c
√
χ2(∞)
= 1 +O(
1
λ
) as |λ| → ∞.
Furthermore, setting σ1,n = τn ∈ U1,n one has σ1,n − λ 6= 0 ∀ λ ∈ U1,m, m 6= n, and
n−m
σ1,n − λ
∣∣∣
U1,m
=
1
pi
+ `2m as |m| → ∞.
By Corolary 6.9(i) one then concludes that for |m| → ∞
i
n−m
w1,n(λ)
∏
k 6=n,m
σ1,k − λ
w1,k(λ)
∣∣∣
U1,m
= i
n−m
σ1,n − λ
∏
k 6=m
σ1,k − λ
w1,k(λ)
∣∣∣
U1,m
=
i
pi
+ `2m
locally uniformly on Ωn. Altogether, we thus have proved that
(n−m)ζn1,m(λ)
∣∣∣
U1,m
=
i
pi
+ `2m as |m| → ∞ (7.10)
locally uniformly on Ωn. In the case j = 2, one obtains a similar estimate. For m ∈ Z we write
pin
fn(λ)
c
√
χp(λ)
=
σ2,m +
1
16λ
w2,m(λ)
ζn2,m(λ) (7.11)
where
ζn2,m(λ) = i
fn,1(λ)
c
√
χ1(λ)/
c
√
χ1(0)
1
fn,2(∞)
∏
k 6=m
σ2,k +
1
16λ
w2,k(λ)
(7.12)
Here we used that by (6.12), c
√
χ1(0) =
c
√
χ2(∞). Note that for λ near 0,
fn,1(λ) = fn,1(0) +O(λ),
c
√
χ1(λ)/
c
√
χ1(0) = 1 +O(λ).
One then again concludes from Corollary 6.9(i) that
ζn2,m
∣∣∣
U2,m
= i
fn,1(0)
fn,2(∞) + `
2
m as m→∞ (7.13)
locally uniformly on Ωn.
Proof of Lemma 7.2. Let n ≥ 0. We first consider the case Fn1 . For (v, s1, s2) ∈ Ωn we have by (7.5),
(7.9) for m 6= n
Fn1,m = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
ζn1,m(λ) dλ. (7.14)
By Lemma 6.2, w1,m(λ) is analytic on U ′1,m×Vv0 with U ′1,m, Vv0 given as at the beginning of this section
(maybe after shrinking Vv0). By Lemma 6.3 and [4, Lemma C.1], ζn1,m is analytic on U ′1,m× (Ωn ∩ (Vv0 ×
`2nˆ × `2)). Hence the integrand in (7.14) is analytic on U ′1,m × (Ωn ∩ (Vv0 × `2nˆ × `2)) for any m 6= n
and Fn1,m is analytic on Ωn. Moreover, by (7.10) and Lemma 7.3, the right hand side of (7.14) is of
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the order of maxλ∈G1,m |σ1,m − λ|. Since σ1,m = mpi + `2m, maxλ∈G1,m |τ1,m − λ| = |γ1,m|/2 = `2m and
τ1,m = mpi + `
2
m (cf. [8, Lemma 3.17]) one has locally uniformly maxλ∈G1,m |σ1,m − λ| = `2m. Altogether
we thus have proved that Fn1 : Ωn → `2nˆ is locally bounded and, by [4, Theorem A.5], analytic on Ωn.
Now let us turn to Fn2 . Making the change of variable λ = − 116µ , it follows by (7.6),(7.11) that on Ωn
one has for any m ∈ Z,
Fn2,m = 16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
ζn2,m(λ) dλ = 16pi
2
m
∫
Γ˜2,m
σn2,m − µ
w2,m(− 116µ )
ζn2,m(−
1
16µ
)
dµ
16µ2
. (7.15)
Arguing as in the case of Fn1,m one sees that Fn2,m is analytic on Ωn. Moreover by (7.13) and Lemma 7.3
one concludes that the right hand side of (7.15) is of the order maxλ∈G2,m
(
pi2m|λ|2|σ2,m + 116λ |
)
. Since
σ2,m = mpi+`
2
m, τ2,m = (λ
+
2,m+λ
−
2,m)/2 = mpi+`
2
m, λ
+
2,m−λ−2,m = `2m one sees that − 116λ = mpi+`2m for
λ ∈ G2,m and maxλ∈G2,m pi2m|λ|2|σ2,m + 116λ | = `2m. Altogether we thus have proved that Fn2 : Ωn → `2
is locally bounded and, by [4, Theorem A.5], analytic on Ωn. Next we prove that Fn1,m, Fn2,m are real
valued on H1r × `2R,nˆ × `2R where
`2R,nˆ := `
2(Z \ {n}, R).
Recall that for any v ∈ H1r , k ∈ Z, and j = 1, 2, λ±j,k ∈ R and wj,k(λ) ∈ R for any λ ∈ R \Gj,k, whereas
for λ ∈ Gj,k one has iwj,k(λ) ∈ R. It then follows that Fnj,m are real valued on H1r × `2R,nˆ × `2R. Indeed,
in the case λ+j,m = λ
−
j,m, this follows by Cauchy’s integral, whereas in the case λ
−
j,m < λ
+
j,m, this can be
seen by deforming the contour Γj,m to the interval Gj,m ⊂ R. To establish the statement on the uniform
bounds for Fn with respect to n, it remains to consider n large. Given v ∈ Wˆ and (s1, s2) ∈ `2 × `2, let
k0 ≥ 1 be such that
U1,k = Dk, U2,k = −D−k, ∀ |k| ≥ k0 ,
and
|sj,k| < pi/4 , ∀ |k| ≥ k0, j = 1, 2.
Then σj,k = kpi + sj,k, j = 1, 2, satisfy for any |k| ≥ k0,
σ1,k ∈ U1,k, − 1
16σ2,k
∈ U2,k.
According to (I-2) and (I-3) (cf. Section 4), for any |k| ≥ k0
|σ1,k − λ| ≥ |k −m|/c ∀ λ ∈ U1,m, ∀ m 6= k (7.16)
|σ2,k + 1
16λ
| ≥ |k −m|/c ∀ λ ∈ U2,m, ∀ m 6= k. (7.17)
To estimate Fn1,m, write the integrand in (7.14) in the form
(n−m)σ1,m − λ
w1,m(λ)
ζn1,m(λ) =
σ1,m − λ
w1,m(λ)
n−m
σ1,n − λ iζ1,m(λ) (7.18)
where
ζ1,m(λ) :=
( ∏
k 6=m
σ1,k − λ
w1,k(λ)
) fn,2(λ)/fn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
. (7.19)
Since we only need to consider the case where n is large we can assume that n ≥ k0. In this case∣∣ n−m
σ1,n−λ
∣∣ ≤ C for any λ ∈ U1,m with m 6= n and, by Corollary 6.9,
sup
λ∈U1,m
|ζ1,m(λ)− 1| = `2m (7.20)
locally uniformly on Ω ∩ (Vv0 × `2 × `2). Arguing as in the first part of the proof, one then concludes
that
sup
n∈Z\{m}
|Fn1,m| = `2m
locally uniformly on Ω ∩ (Vv0 × `2 × `2). The corresponding estimate for Fn2,m follows from (7.13) and
Corollary 6.9. In this way one obtains that supn |Fn2,m| = `2m locally uniformly on Ω∩ (Vv0 × `2× `2).
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With the application of the implicit function theorem in mind we now investigate the differential of
the maps Fn at a point (v, s1, s2). For our purposes it suffices to restrict ourselves to the open subset
Ωr := Ω ∩ (H1r × `2R × `2R). We now compute the differential of Fn with respect to s1, s2 at any point of
Ωr. By the analyticity of Fn this is a bounded linear operator
Qn : `2nˆ × `2 → `2nˆ × `2
which is represented by an infinite matrix
(
Qn11 Q
n
12
Qn21 Q
n
22
)
where
Qn11,mr :=
∂Fn1,m
∂s1,r
(m, r 6= n), Qn12,mr :=
∂Fn1,m
∂s2,r
(m 6= n),
Qn21,mr :=
∂Fn2,m
∂s1,r
(r 6= n), Qn22,mr :=
∂Fn2,m
∂s2,r
(m, r ∈ Z).
Lemma 7.4. Let n ≥ 0. On Ωr, the matrix elements of Qn are real and satisfy:
(i) 0 6= Qn11,mm = 2 + `2m (m 6= n), Qn11,mr =
`2m
|m− r| (m 6= r, m, r 6= n), Q
n
12,mr =
`2m
〈r〉2 (m 6= n).
(ii) 0 6= Qn22,mm = 2pi
fn,1(0)
fn,2(∞) + `
2
m, Q
n
22,mr =
`2m
|m− r| +
`2m
〈r〉 (m 6= r), Q
n
21,mr =
`2m
〈r〉 (m, r ∈ Z).
The estimates of Qn11,mr (m 6= r, m, r 6= n), Qn22,mr (m 6= r), Qn12,mr (m 6= n), and Qn21,mr are uniform
with respect to r ∈ Z.
Proof. By Lemma 7.2, all coefficients of Qn are real valued on Ωr. Towards (i) let us first consider
(Qn11)mr with m, r 6= n. By (7.8) the term
∏
k 6=n,m
σ1,k−λ
w1,k(λ)
of ζn1,m is the only one which depends on s1.
Since for r 6= n,m
∂s1,r (
σ1,r − λ
w1,r(λ)
) =
σ1,r − λ
w1,r(λ)
1
σ1,r − λ
one has
∂s1,rζ
n
1,m(λ) =
1
σ1,r − λζ
n
1,m(λ).
By (7.14), one then concludes that for r 6= m,n
Qn11,mr = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
1
σ1,r − λζ
n
1,m(λ) dλ. (7.21)
By Lemma 7.3 and (7.16), (7.18), (7.20), supn∈Z\{m,r} |Qn11,mr| is of the order
max
λ∈G1,m
|(σ1,m − λ) 1
σ1,r − λ | =
`2m
|m− r|
locally uniformly on Ωr. For m = r with m 6= n the same arguments lead to
Qn11,mm = (n−m)
∫
Γ1,m
ζn1,m(λ)
w1,m(λ)
dλ.
Again using Lemma 7.3 one sees that there exists ν ∈ G1,m so that
Qn11,mm = −2pii(n−m)ζn1,m(ν).
By the estimate (7.10) it then follows that Qn11,mm = 2 + `2m. By inspection of (7.8) one concludes
that Qn11,mm 6= 0 for any m 6= n. Next let us estimate Qn12,mr. By (7.8), fn,2(λ) =
∏
k∈Z
σ2,k+
1
16λ
pik
and
fn,2(∞)−1 are the only terms in ζn1,m(λ) which depend on s2. Since fn,2(∞) =
∏
k 6=n
σ2,k
w2,k(0)
, one has for
r 6= n
∂s2,r (fn,2(∞))−1 = −(fn,2(∞))−1
1
σ2,r
, ∂s2,rfn,2(λ) = fn,2(λ)
1
σ2,r +
1
16λ
,
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implying that
Qn12,mr = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζn1,m(λ) dλ. (7.22)
For |m| sufficiently large, Um = Dm implying that 1/16λ ∈ U−|m| for any λ ∈ U|m|. Hence for such m,
|σ2,r + 116λ | ≥ 1C 1〈r〉 for any λ ∈ U1,m and r ∈ Z. A similar estimate holds for |r| sufficiently large and
any m ∈ Z. Hence for any λ ∈ G1,m, ∣∣ 1
σ2,r +
1
16λ
− 1
σ2,r
∣∣ ≤ C 1〈r〉2 .
Again using Lemma 7.3 and estimate (7.10) one sees that supn∈Z\{m} |Qn12,mr| = 1〈r〉2 `2m.
(ii) First let us consider Qn22,mr (m, r ∈ Z). Arguing as in item (i) one sees that for m = r one has by
(7.12) and (7.15)
Qn22,mm = 16pi
2
m
∫
Γ2,m
(1− σ2,m +
1
16λ
σ2,m
)
ζn2,m(λ)
w2,m(λ)
dλ = 16pi2m
∫
Γ˜2,m
µ
σ2,m
ζn2,m(− 116µ )
w2,m(− 116µ )
dµ
16µ2
. (7.23)
Again using (7.15) and Lemma 7.3 one concludes that there exists ν ∈ G2,m so that
Qn22,mm = −2pii
− 116ν
σ2,m
ζn2,m(ν)16ν
2 · 16pi2m
which by (7.12) does not vanish. Note that since ν ∈ G2,m
− 116ν
σ2,m
= 1 + `2m, 16ν
2 · 16pi2m = 1 +
1
m
`2m.
Hence by (7.13) one has Qn22,mm = 2pi
fn,1(0)
fn,2(∞) + `
2
m as claimed. Next let us estimate Qn22,mr for m 6= r.
Arguing as in the proof of item (i) one sees that
Qn22,mr = 16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζn2,m(λ) dλ.
Since for λ ∈ G2,m, − 116λ = mpi + `2m, one has
| 1
σ2,r +
1
16λ
| ≤ C 1|r −m| , |
1
σ2,r
| ≤ 1〈r〉 .
By the change of variable λ = − 116µ one deduces from (7.13) and Lemma 7.3 that
sup
n
|Qn22,mr| =
1
|m− r|`
2
m +
1
〈r〉`
2
m
as claimed. Finally we estimate Qn21,mr. In this case one has
Qn21,mr = 16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
1
σ1,r + λ
ζn2,m(λ) dλ.
Since |σ1,r + λ| ≥ 1C 〈r〉 for λ ∈ G2,m one gets
| 1
σ1,r + λ
| ≤ C 1〈r〉 .
Again using (7.13) and Lemma 7.3 one sees that supn |Qn21,mr| = 1〈r〉`2m as claimed.
Lemma 7.5. Let n ≥ 0. For any (v, s1, s2) ∈ Ωr, the differential Qn of Fn with respect to (s1, s2) is of
the form
Qn = Dn +Kn : `nˆ × `2 → `2nˆ × `2
where Dn is a linear isomorphism in diagonal form and Kn a compact operator.
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Proof. Let Dn be the diagonal of Qn,
Dn = diag((Qn11,mm)m 6=n, (Q
n
22,mm)m∈Z).
By the preceding lemma, any diagonal entry is nonzero and
lim
|m|→∞
Qn11,mm = 2 , lim|m|→∞
Qn22,mm = 2pi
fn,1(0)
fn,2(∞) .
Since σnj,k ∈ C∗ and σnj,k = pik + `2k one has
fn,2(∞) =
∏
k∈Z
σn2,k
pik
∈ C∗, fn,1(0) =
∏
k 6=n
σn1,k
pik
∈ C∗.
Hence Dn : `2nˆ × `2 → `2nˆ × `2 is a linear isomorphism. Moreover, Kn := Qn − Dn is a bounded
linear operator on `2nˆ × `2 with vanishing diagonal elements. By the estimates of Lemma 7.4, Kn is
Hilbert-Schmidt and hence compact.
Lemma 7.6. Let n ≥ 0. At any point (v, s1, s2) ∈ Ωr, Qn is one-to-one on `2nˆ × `2.
Proof. Suppose that Qnh = 0 for some h = (h1, h2) ∈ `2nˆ × `2. Recall that fn(s1, s2, λ) is analytic on
`2nˆ × `2 × C∗. In particular, φn(λ) := ∂|=0fn((s1, s2) + (h1, h2), λ) is analytic on C∗. By assumption
we have for any m 6= n
0 =
∑
r 6=n
Qn11,mrh1,r +
∑
r∈Z
Qn12,mrh2,r = (n−m)
∫
Γ1,m
φn(λ)
c
√
χp(λ)
dλ
and for any m ∈ Z
0 =
∑
r∈Z
Qn21,mrh1,r +
∑
r∈Z
Qn22,mrh2,r = 16pi
2
mpin
∫
Γ2,m
φn(λ)
c
√
χp(λ)
dλ.
We will use Lemma B.1 (interpolation lemma) to show that φn ≡ 0 which will imply that h = 0. Since
φn(λ) is real for λ ∈ R∗, it follows from Lemma 7.1 that φn(λ) has roots ρ1,m ∈ G1,m (m 6= n), and
− 116ρ2,m ∈ G2,m (m ∈ Z). On the other hand, for λ ∈ ∂BN or λ ∈ ∂B−N with N sufficiently large,
σ1,r − λ 6= 0, σ2,r + 116λ 6= 0 for any r 6= 0. Therefore φn(λ) for λ ∈ ∂BN or λ ∈ ∂B−N can be written as
φn(λ) =
∑
r 6=n
∂s1,r (fn(λ))h1,r +
∑
r∈Z
∂s2,r (fn(λ))h2,r
=fn(λ)
∑
r 6=n
1
σ1,r − λh1,r + fn(λ)
∑
r∈Z
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
h2,r.
We want to apply Lemma B.1 to
φ(λ) := φn(λ)(σ1,n − λ).
We now verify that its assumptions are satisfied. First we show that supλ∈∂BN | φ(λ)sin(λ) | → 0 as N → ∞.
By the product representation of sin(λ), sin(λ) = −∏m∈Z mpi−λpim , one gets for λ ∈ ∂BN
fn(λ) · σ1,n − λ
sin(λ)
= − fn,2(λ)
fn,2(∞)
fn,1(λ)
sin(λ)
σ1,n − λ
pin
=
fn,2(λ)
fn,2(∞)
∏
k∈Z
σ1,k − λ
kpi − λ .
It implies that the quotient of φ(λ) = φn(λ)(σ1,n − λ) with sin(λ) can be written as
φ(λ)
sin(λ)
= φn(λ)
σ1,n − λ
sin(λ)
=
fn,2(λ)
fn,2(∞)
(∏
k∈Z
σ1,k − λ
kpi − λ
) ·∑
r 6=n
( 1
σ1,r − λh1,r +
∑
r∈Z
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
h2,r.
By [4, Lemma C.5]
sup
λ∈∂BN
∣∣ ∏
k∈Z
σ1,k − λ
kpi − λ
∣∣ = O(1) as N →∞.
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Since fn,2 is analytic near λ =∞ and fn,2(∞) 6= 0 one has
sup
λ∈∂BN
| fn,2(λ)
fn,2(∞) | = O(1) as N →∞ .
Furthermore,
sup
λ∈∂BN
∣∣∑
r 6=n
1
σ1,r − λh1,r
∣∣ ≤ C( ∑
|r|≤N/2
1
(r −N)2
)1/2
+ C
( ∑
|r|>N/2
|h1,r|2
)1/2
= o(1) as N →∞
and since
1
σ2,r +
1
16λ
− 1
σ2,r
=
1
16λ
(σ2,r +
1
16λ )σ2,r
one has
sup
λ∈∂BN
∣∣∑
r∈Z
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
h2,r
∣∣ ≤ C sup
λ∈∂BN
1
16|λ|
(∑
r∈Z
1
〈r〉2 |h2,r|
)→ 0 as N →∞.
Altogether it thus follows that
sup
λ∈∂BN
∣∣ φ(λ)
sin(λ)
∣∣ = o(1) as N →∞.
Similarly we estimate
sup
λ∈∂B−N
∣∣∣ φ(λ)
sin(− 116λ )
∣∣∣ = sup
µ∈∂BN
∣∣∣φ(− 116µ )
sin(µ)
∣∣∣ .
First note that the latter expression equals
sup
µ∈∂BN
(∣∣∣σ1,n + 116µ
fn,2(∞)
∣∣∣∣∣∣fn,2(− 116µ )
sin(µ)
∣∣∣∣∣∣fn,1(− 1
16µ
)
∣∣∣) · (∣∣∑
r 6=n
1
σ1,r +
1
16µ
h1,r
∣∣+ ∣∣∑
r∈Z
( 1
σ2,r − µ −
1
σ2,r
)
h2,r
∣∣).
Since | 1
σ1,r+
1
16µ
| ≤ C 1〈r〉 we get
∑
r 6=n
∣∣ 1
σ1,r +
1
16µ
h1,r
∣∣ ≤ (∑
r 6=n
1
|σ1,r + 116µ |2
)1/2(∑
r∈Z
|h1,r|2
)1/2
= O(1)
and since
| 1
σ2,r − µ −
1
σ2,r
| ≤ 1|σ2,r − µ| +
1
|σ2,r| ≤ C
( 1
|r − (N + 1/2)| +
1
|r + (N + 1/2)| +
1
〈r〉
)
it follows that ∑
r∈Z
∣∣ 1
σ2,r − µ −
1
σ2,r
∣∣|h2,r| ≤ C(∑
r
|h2,r|2
)1/2
.
Altogether this shows
sup
λ∈∂B−N
| φ(λ)
sin(λ)
| = O(1) (and hence o(N)) as N →∞.
We thus can apply Lemma B.1 to φ(λ). Since φ(ρ1,m) = 0 (m 6= n), φ(−(16ρ2,m)−1) = 0 (m ∈ Z), and
ρj,m = mpi + `
2
r it then follows that φ ≡ 0 and hence φn ≡ 0, or for any λ ∈ C∗
0 =
∑
r 6=n
fn(λ)
σ1,r − λh1,r +
∑
r∈Z
− 116λ
(σ2,r +
1
16λ )σ2,r
fn(λ)h2,r. (7.24)
Evaluating the right hand side of (7.24) at λ = σ1,m for m 6= n one obtains 0 = f˙n(σ1,m)h1,m. Since σ1,m
is a simple root of fn(λ), f˙n(σ1,m) 6= 0 and hence h1,m = 0. Similarly, evaluating the right hand side
of (7.24) at κ2,m = −(16σ2,m)−1 for any given m ∈ Z one obtains 0 = f˙n(κ2,m)h2,m, yielding h2,m = 0.
Altogether we have shown that h = 0 and hence Qn is one-to-one.
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The latter two lemmas together with the Fredholm alternative yield
Corollary 7.7. Let n ≥ 0. At any point in Ωr, Qn is a linear isomorphism of `2nˆ × `2.
Lemma 7.2 and Corollary 7.7 allow to apply the implicit function theorem to any particular solution
sn = (sn1 , s
n
2 ) of Fn(v, s1, s2) = 0 in Ωr,n = Ωr ∩ Ωn.
Proposition 7.8. For any n ≥ 0, there exists a real analytic map
sn = (sn1 , s
n
2 ) : H
1
r → `2nˆ × `2
with graph in Ωr,n so that Fn(v, sn(v)) = 0 for any v ∈ H1r . Actually, for any v ∈ H1r , σn1,m ∈ G1,m(v),
for any m 6= n and σn2,m ∈ G2,m(v) for any m ∈ Z. The map sn is unique within the class of all such
real analytic maps with graph in Ωr,n. For v = 0,
σn1,k = kpi + s
n
1,k = τ1,k (k 6= n), σn2,k = kpi + sn2,k = τ2,k (k ∈ Z). (7.25)
Proof. First we note that any solution of Fn(v, s) = 0 in Ωr,n satisfies
σ1,m = mpi + s1,m ∈ G1,m(v), ∀ m 6= n, σ2,m = mpi + s2,m ∈ G2,m(v), ∀ m ∈ Z, (7.26)
where s = (s1, s2) ∈ `2nˆ × `2. Indeed, by Lemma 7.1, for any m 6= n, f1,n(s1, λ) has a root ρ1,m ∈ G1,m
and for any m ∈ Z, f2,n(s2, λ) has a root −(16ρ2,m)−1 ∈ G2,m. By assumption, (v, s) ∈ Ωr,n and hence
σ1,m ∈ U1,m (m 6= n), −(16σ2,m)−1 ∈ U2,m (m ∈ Z). Since σ1,m (m 6= n), −(16σ2,m)−1 (m ∈ Z)
are the only roots of fn(v, s) and Uj,m are pairwise disjoint it follows that ρ1,m = σ1,m (m 6= n) and
ρ2,m = σ2,m (m ∈ Z). By Lemma 7.2, Corollary 7.7, and the implicit function theorem, any given
solution (v0, s0) ∈ Ωr,n of Fn(v, s) = 0 can be uniquely extended locally so that s is given as a real
analytic function of v. We claim that by the continuation method, this local solution can be extended
along any path from v0 to any given point in H1r since by Corollary 7.7
∂sF : `
2
nˆ × `2 → `2nˆ × `2
is a linear isomorphism at each point in Ωr,n. Indeed, let (vk, s(vk))k≥1 be any sequence in Ωr,n with
Fn(vk, s(vk)) = 0 for any k ≥ 1 and v = limk→∞ vk in H1r . By Proposition 4.3, the endpoints of
Gj,m(v
k) converge to the endpoints of Gj,m(v). As for any j = 1, 2, m ∈ Z, and k ≥ 1, Gj,m(vk) and
Gj,m(v) are compact intervals there exists a subsequence of (vk)k≥1, which we again denote by (vk)k≥1
such that (σj,m(vk))k≥1 converges. Its limit, denoted by σj,m(v), then satisfies σj,m(v) ∈ Gj,m(v) and
Fnj,m(v, s(v)) = 0 where s(v) = (s1(v), s2(v)) and s1,k(v) = σ1,k(v)− kpi (k 6= n), s2,k(v) = σ2,k(v)− kpi
(k ∈ Z). Hence (v, s(v)) ∈ Ωr,n and we can apply the implicit function theorem to Fn at (v, s(v)).
This shows that the continuity method applies. Since H1r is simply connected, any particular solution
(v0, s0) ∈ Ωr,n of Fn(v, s) = 0 thus extends uniquely and globally to a real analytic map sn : H1r → `2nˆ×`2
with graph in Ωr,n, satisfying Fn(v, sn(v)) = 0 everywhere. At v = 0, one verifies in a straightforward
way with Cauchy’s formula that a solution of Fn(0, sn) = 0 is given by
sn1,k := τ1,k − kpi (k 6= n), sn2,k := τ2,k − kpi (k ∈ Z).
Clearly (0, sn) ∈ Ωr,n. Note that this solution is also unique since Gj,m = {τj,m(0)} for any j = 1, 2 and
m ∈ Z. We thus have established (7.25) and shown that there is exactly one such real analytic map.
We now turn to the question of analytically extending the maps sn to a common complex neighbor-
hood of H1r in H1c .
Lemma 7.9. The real analytic maps sn : H1r → `2nˆ× `2, n ≥ 0, of Proposition (7.5) extend to a complex
neighborhood W ⊂ Wˆ of H1r which is independent of n so that for any potential v ∈ H1r and any n ≥ 0,
the restriction of the solution sn to W ∩ Vv satisfies σnj,m ∈ Uj,m (with σn1,n = τ1,n) for any m ∈ Z,
j = 1, 2 where (Uj,m)m∈Z,j=1,2 are isolating neighborhoods for Vv (cf. (1.19) - (1.20)).
Proof. Recall that by Proposition 7.8, there exists for each n ≥ 0 and v ∈ H1r a solution sn(v) so that
Fn(v, sn(v)) = 0. Furthermore, by Corollary 7.7, Qn = ∂sFn : `2nˆ×`2 → `2nˆ×`2 at (v, sn(v)) is invertible
and hence by the implicit function theorem there exists a (simply connected) complex neighborhood
Vv,n ⊂ Ω of v so that the solution sn extends as a real analytic map to Vv,n. We now prove estimates of
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the operator norm ‖Qn(v, s)−1‖ of the inverse Qn(v, s)−1 which will allow for any v ∈ H1r to chose Vv,n
independently of n. As a first step we prove in Lemma 7.10 below that on
Ωr,∗ := { (v, s) ∈ Ωr : σ1,k ∈ G1,k(v), (−16σ2,k)−1 ∈ G2,k ∀ k ∈ Z }
the operator norm ‖Qn(v, s)−1‖ of Qn(v, s)−1 is bounded uniformly in n, locally uniformly in v ∈ H1r ,
and for any given v ∈ H1r uniformly in s with (v, s) ∈ Ωr,∗. As above, write σj,k = kpi + sj,k for any
j = 1, 2 and k ∈ Z. We now extend Lemma 7.10 to a complex neighborhood. By Lemma 7.2, the maps
Fn = (Fn1 , F
n
2 ) : Ω→ `2nˆ × `2, (v, s) 7→ Fn(v, s), s = (s1, s2)
are real analytic, uniformly bounded with respect to n, and locally uniformly bounded on the (simply
connected) neighborhood Ω (contained in Wˆ × `2 × `2). Then the maps
Qn = ∂sF
n : Ω→ L(`2nˆ × `2)
are real analytic as well. By Cauchy’s estimate, Qn is uniformly bounded with respect to n and locally
uniformly bounded on Ω. Hence L(`2nˆ × `2) denotes the space of bounded linear operators on `2nˆ × `2.
It then follows again by Cauchy’s estimate that the variation δQn of Qn with respect to v and s can
be kept as small as needed by restricting oneself to a sufficiently small neighborhood of any given
point (v, s) ∈ Ω. Representing (Q + δQ)−1 by its Neumann series one obtains the standard estimate
‖(Q + δQ)−1‖ ≤ 2‖Q−1‖ for any δQ with ‖δQ‖ ≤ 12‖Q−1‖ for Q = Qn with n ≥ 0. Hence if for a given
(v, s) ∈ Ω, ‖(Qn)−1‖ can be bounded uniformly in n, the same holds for elements in a sufficiently small
neighborhood of (v, s) in Ω. By Lemma 7.10 below it then follows that supn≥0‖(Qn)−1‖ can be bounded
locally uniformly on a simply connected complex neighborhood of Ωr,∗, contained in⋃
v0∈H1r
Vv0 × { (s1, s2) ∈ `2 × `2 : σ1,k ∈ U1,k, (−16σ2,k)−1 ∈ U2,k ∀ k ∈ Z }.
Using again the continuation method, the solution sn can then be extended by the implicit function
theorem to a complex neighborhood W ⊂ Wˆ of H1r which is independent of n ≥ 0 so that for any
v ∈ Vv0 ∩W with v0 ∈ H1r , the sequences (σnj,m(v))m∈Z given by
σnj,m(v) = mpi + s
n
j,m(v) ∀ j = 1, 2, ∀ m ∈ Z
satisfy
σn1,j(v) ∈ U1,m, (−16σn2,m(v))−1 ∈ U2,m , ∀ m ∈ Z.
The following lemma was used in the proof of Lemma 7.9. Recall that
Ωr,∗ = { (v, s) ∈ Ω : σ1,k ∈ G1,k(v), (−16σ2,k)−1 ∈ G2,k(v) ∀ k ∈ Z }
Lemma 7.10. For any (v, s) ∈ Ωr,∗ ‖(Qn(v, s))−1‖ is uniformly bounded with respect to n, locally
uniformly with respect to (v, s), and for any given v ∈ H1r , uniformly with respect to s with (v, s) ∈ Ωr,∗.
Proof. We begin by investigating the asymptotics of Qn(v, s) as |n| → ∞ for (v, s) ∈ Ωr,∗. To this end
we consider the infinite matrices Qn11, Qn12, Qn21, and Qn22 in the matrix representation of Qn
Qn =
(
Qn11 Q
n
12
Qn21 Q
n
22
)
individually. First let us consider Qn11,mr =
∂Fn1,m
∂s1,r
(m, r 6= n). By (7.21) one has for r 6= m
Qn11,mr = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
1
σ1.r − λζ
n
1,m(λ) dλ
which by (7.18) - (7.20) can be written as
Qn11,mr =
i
pi
∫
Γ1,m
σ1,m − λ
σ1,r − λ
npi −mpi
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλ
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where
ζ1,m(λ) =
∏
k 6=m
σ1,k − λ
w1,k(λ)
f2(λ)/f2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
, σ1,n ∈ U1,n.
Here we have dropped the subindex n in fn,2(λ) and simply write f2(λ) =
∏
k∈Z
σ2,k+
1
16λ
pik
and f2(∞) =∏
k∈Z
σ2,k
pik
. Since σ1,n ∈ U1,n we have
npi −mpi
σ1,n − λ = 1 +
(npi − σ1,n) + (λ−mpi)
σ1,n − λ = 1 +O(
1
n−m ).
It implies that Q∗11,mr := limn→∞Qn11,mr exists and
Q∗11,mr(v, s) =
i
pi
∫
Γ1,m
σ1,m − λ
σ1,r − λ
ζ1,m(λ)
w1,m(λ)
dλ.
Similarly, for m = r one has
Qn11,mm =
i
pi
∫
Γ1,m
npi −mpi
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλ.
Hence Q∗11,mm = limn→∞Qn11,mm exists and
Q∗11,mm =
i
pi
∫
Γ1,m
ζ1,m(λ)
w1,m(λ)
dλ.
By inspection of ζ1,m(λ) one concludes that Q∗11,mm 6= 0 for any m ∈ Z. Next let us consider Qn12,mr.
By (7.22) for any m, r 6= n,
Qn12,mr = (n−m)
∫
Γ1,m
σ1,m − λ
w1,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζn1,m(λ) dλ
which by (7.18) - (7.20) can be written as
Qn12,mr =
i
pi
∫
Γ1,m
σ1,m − λ
w1,m(λ)
npi −mpi
σ1,n − λ
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζ1,m(λ) dλ.
As above we conclude that for any m, r ∈ Z, Q∗12,mr := limn→∞Qn12,mr exists and
Q∗12,mr =
i
pi
∫
Γ1,m
σ1,m − λ
w1,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζ1,m(λ) dλ.
Next let us consider Q22,mr. For m = r, one has by (7.23)
Qn22,mm = 16pi
2
m
∫
Γ2,m
(
1− σ2,m +
1
16λ
σ2,m
)ζn2,m(λ)
w2,m(λ
dλ = 16pi2m
∫
Γ˜2,m
µ
σ2,m
ζn2,m(− 116µ )
w2,m(− 116µ )
dµ
16µ2
which by (7.12) can be written as
Qn22,mm = i
∫
Γ˜2,m
µ
σ2,m
pi2m
µ2
pin
σ1,n − 116µ
ζ2,m(− 116µ )
w2,m(− 116µ )
dµ
where
ζ2,m(λ) =
(∏
k∈Z
σ1,k − λ
pik
) 1
c
√
χ1(λ)/
c
√
χ1(0)
1
f2(∞)
∏
k 6=m
σ2,k +
1
16λ
w2,k(λ)
.
Since pin
σ1,n− 116µ
= 1 +O( 1n ) it follows that Q
∗
22,mm := limn→∞Q
n
22,mm exists and
Q∗22,mm = i
∫
Γ˜2,m
µ
σ2,m
pi2m
µ2
ζ2,m(− 116µ )
w2,m(− 116µ )
dµ 6= 0.
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Arguing as in the proof of Lemma 7.4 one sees that
Q∗22,mm = 2pi
∏
k∈Z
σ1,k
σ2,k
+ `2m. (7.27)
Similarly, for m 6= r one has
Qn22,mr =16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
( 1
σ2,r +
1
16λ
− 1
σ2,r
)
ζn2,m(λ) dλ
=i
∫
Γ˜2,m
σ2,m − µ
w2,m(− 116µ )
( 1
σ2,r − µ −
1
σ2,r
) pin
σ1,n − 116µ
ζ2,m(− 1
16µ
)
pi2m
µ2
dµ.
It implies that Q∗22,mr = limn→∞Qn22,mr exists and
Q∗22,mr = i
∫
Γ˜2,m
σ2,m − µ
w2,m(− 116µ )
( 1
σ2,r − µ −
1
σ2,r
)
ζ2,m(− 1
16µ
)
pi2m
µ2
dµ.
Finally, for m, r ∈ Z one has
Qn21,mr =16pi
2
m
∫
Γ2,m
σ2,m +
1
16λ
w2,m(λ)
1
σ1,r + λ
ζn2,m(λ) dλ
=i
∫
Γ˜2,m
σn2,m − µ
w2,m(− 116µ )
1
σ1,r − 116µ
pin
σ1,n − 116µ
ζ2,m(− 1
16µ
)
pi2m
µ2
dµ.
Again, the limit Q∗21,mr := limn→∞Qn21,mr exists and
Q∗21,mr = i
∫
Γ˜2,m
σn2,m − µ
w2,m(− 116µ )
1
σ1,r − 116µ
ζ2,m(− 1
16µ
)
pi2m
µ2
dµ.
By Lemma 7.4 and its proof one sees that the coefficients Q∗jj′,mr (1 ≤ j, j′ ≤ 2, m, r ∈ Z) satisfy the
same asymptotic estimates as the ones for Qnjj′,mr of Lemma 7.4 except the one for Q
∗
22,mm which is
given by (7.27). Hence
Q∗ =
(
Q∗11 Q
∗
12
Q∗21 Q
∗
22
)
: `2 × `2 → `2 × `2
defines a bounded linear operator on `2×`2. By a slight abuse of notation we now view Qn as an operator
on `2× `2 by setting Qn11,nn = 2 and Qn11,nm = 0 , Qn11,mn = 0 for any m ∈ Z \ {n} as well as Qn12,nm = 0
for any m ∈ Z. We claim that limn→∞Qn = Q∗ in operator norm, locally uniformly on Ωr,∗. To see
this, split Q∗ into its diagonal part D∗ and its off-diagonal part K∗, Q∗ = D∗ +K∗. Arguing as in the
proof of Lemma 7.4, one sees that the following holds
0 6= D∗11,m :=Q∗11,mm = 2 + `2m, ∀ m ∈ Z ,
0 6= D∗22,m :=Q∗22,mm = 2pi
∏
k∈Z
σ1,k
σ2,k
+ `2m, ∀ m ∈ Z ,
K∗11,mr =Q
∗
11,mr =
`2m
|m− r| , ∀ m, r ∈ Z, m 6= r ,
K∗22,mr =Q
∗
22,mr =
`2m
|m− r| +
`2m
〈r〉 , ∀ m, r ∈ Z, m 6= r ,
K∗12,mr =Q
∗
12,mr =
`2m
〈r〉2 , ∀ m, r ∈ Z ,
K∗21,mr =Q
∗
21,mr =
`2m
〈r〉 , ∀ m, r ∈ Z .
We now show that Dn → D∗ and Kn → K∗ in operator norm. For any h1 ∈ `2, taking into account
that Dn11,nn = 2, one gets
‖(D∗11 −Dn11)h1‖2 = |(Q∗11,nn − 2)h1,n|2 +
∑
m 6=n
∣∣ 1
ipi
∫
Γ1,m
(
1− npi −mpi
σ1,n − λ
) ζ1,m(λ)
w1,m(λ)
dλh1,m
∣∣2.
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Note that |(Q∗11,nn − 2)h1,n|2 = ‖h1‖ · `1n. Moreover writing
1− npi −mpi
σ1,n − λ =
σ1,n − npi
σ1,n − λ +
λ−mpi
σ1,n − λ
and using Lemma 7.3, one sees that∑
m6=n
∣∣ ∫
Γ1,m
σ1,n − npi
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλh1,m
∣∣2 = O(|σ1,n − npi|2‖h1‖2).
Using in addition that for λ ∈ G1,m, |λ−mpi| ≤ |λ− τ1,m|+ |τ1,m −mpi| one gets∑
m6=n
∣∣ ∫
Γ1,m
λ−mpi
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλh1,m
∣∣2 = O(‖h1‖2( sup
m6=n
|γ1,m|+ |τ1,m −mpi|2
|n−m|
)2
).
which can be bounded by
C‖h1‖2
( ∑
|m−n|≤ |n|2
(|γ1,m|2 + |τ1,m −mpi|2) + 1
n2
)
.
Since σ1,n−npi = `2n, γ1,m = `2m, and τ1,m−mpi = `2m we conclude that in operator norm limn→∞‖D∗11−
Dn11‖ = 0. Similarly, for h2 ∈ `2, one gets
‖(D∗22 −Dn22)h2‖2 =
∑
m∈Z
∣∣ ∫
Γ˜2,m
µ
σ2,m
pi2m
µ2
(
1− pin
σ1,n − 116µ
) ζ2,m(− 116µ )
w2,m(− 116µ )
dµh2,m
∣∣2.
Using again Lemma 7.3 and limn→∞(1− pinσ1,n ) = 0 one sees that limn→∞‖D∗22−Dn22‖ = 0. Next we turn
to K∗11. For h1 ∈ `2,
‖(K∗11 −Kn11)h1‖2 =
∑
m6=n
∣∣ ∑
r 6=m
(Q∗11,mr −Qn11,mr)h1,r
∣∣2 + ∣∣∑
r 6=n
(Q∗11,nr −Qn11,nr)h1,r
∣∣2.
Since by definition Qn11,nr = 0 for any r 6= n the Cauchy-Schwarz inequality yields∣∣∑
r 6=n
(Q∗11,nr −Qn11,nr)h1,r
∣∣2 ≤∑
r 6=n
|Q∗11,nr|2‖h1‖2.
Since for n 6= r
Q∗11,nr =
i
pi
∫
Γ1,n
σ1,n − λ
σ1,r − λ
ζ1,n(λ)
w1,n(λ)
dλ
one gets again by Lemma 7.3 that∑
r 6=n
|Q∗11,nr|2 =
(∑
r 6=n
1
|n− r|2
) · `1n.
Similarly, since by definition Qn11,mn = 0 for m 6= n one has∑
m6=n
|
∑
r 6=m
(Q∗11,mr −Qn11,mr)h1,r|2 ≤ I + II
where
I :=
∑
m 6=n
|
∑
r 6=m,n
1
pi
∫
Γ1,m
σ1,m − λ
σ1,r − λ
(
1− npi −mpi
σ1,n − λ
) ζ1,m(λ)
w1,m(λ)
dλh1,r|2 ,
II :=
∑
m6=n
|Q∗11,mnh1,n|2 =
∑
m6=n
∣∣ 1
pi
∫
Γ1,m
σ1,m − λ
σ1,n − λ
ζ1,m(λ)
w1,m(λ)
dλh1,n|2.
Let us begin by estimating the latter sum:
II ≤ C
∑
m 6=n
|γ1,m|2
|n−m|2 ‖h1‖
2 ≤ C
∑
|m|≥|n|/2
|γ1,m|2‖h1‖2 + C 1
n2
‖γ1‖2‖h1‖2.
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The sum I is estimated similarly:
I ≤
∑
m6=n
∑
r 6=m,n
(
sup
λ∈G1,m
|σ1,m − λ
σ1,r − λ |
|npi − σ1,n|+ |λ−mpi|
|σ1,n − λ| |ζ1,m(λ)|
)2‖h1‖2
≤C‖h1‖2
∑
m 6=n
|γ1,m|2 |npi − σ1,n|
2 + |τ1,m −mpi|2 + |γ1,m|2
|n−m|2
∑
r 6=m,n
1
|r −m|2
leading to an estimate of the same kind as for the sum II. As a result we conclude that in the `2-operator
norm
lim
n→∞‖K
∗
11 −Kn11‖ = 0.
In the same way one shows that
lim
n→∞‖K
∗
22 −Kn22‖ = 0, lim
n→∞‖K
∗
12 −Kn12‖ = 0, lim
n→∞‖K
∗
21 −Kn21‖ = 0.
Hence we have established that
lim
n→∞‖D
∗ −Dn‖ = 0, lim
n→∞‖K
∗ −Kn‖ = 0.
Going trough the arguments of the proof one verifies that the convergence is locally uniform in Ωr,∗. For
any n ≥ 0, Qn is a continuous map
Qn : Ωr,∗ → L(`2 × `2).
By the locally uniform convergence Qn → Q∗ for n→∞, it then follows that Q∗ : Ωr,∗ → L(`2 × `2) is
continuous as well. Arguing as in the proof of Lemma 7.6, Q∗ is boundedly invertible at every point of
Ωr,∗. Since or any given v ∈ H1r , the set
Π(v) := { s = (s1, s2) ∈ `2R × `2R : σ1,k ∈ G1,k(v), (−16σ2,k)−1 ∈ G2,k(v) ∀ k ∈ Z }
is compact in `2R × `2R, the operator Q∗(v, s) is indeed uniformly boundedly invertible for any s ∈ Π(v).
By continuity, Qn(v, s) is also uniformly boundedly invertible for all large n and s ∈ Π(v), and hence by
Corollary 7.7, for all n ≥ 0. This finishes the proof of Lemma 7.10.
Summarizing our results so far, the functions ψn(λ) = − 1pin 1ψn,2(∞)ψn,1(λ)ψn,2(λ) with
ψn,1(λ) =
∏
k 6=n
σn1,k − λ
pik
, ψn,2(λ) =
∏
k∈Z
σn2,k +
1
16λ
pik
satisfy ∫
Γ1,m
ψn(λ)
c
√
χp(λ)
dλ = 0, m 6= n,
∫
Γ2,m
ψn(λ)
c
√
χp(λ)
dλ = 0, ∀ m ∈ Z. (7.28)
We now check that they also satisfy the normalization condition
1
2pi
∫
Γ1,n
ψn(λ)
c
√
χp(λ)
dλ = 1.
Lemma 7.11. On the complex neighborhood W ⊂ Wˆ of H1r of Lemma 7.9 one has for any n ≥ 0∫
Γ1,n
ψn(λ)
c
√
χp(λ)
dλ = 2pi.
Proof. Let v ∈ W and n ≥ 0 be arbitrary. By (7.28) it follows by Cauchy’s theorem that for N ≥ 1
sufficiently large so that Uj,m ∩ ∂BN = ∅, Uj,m ∩ ∂B−N = ∅ ∀ m ∈ Z, k = 1, 2, one has∫
Γ1,n
ψn(λ)
c
√
χp(λ)
dλ = IN − IIN (7.29)
where
IN :=
∫
∂BN
ψn(λ)
c
√
χp(λ)
dλ, IIN :=
∫
∂B−N
ψn(λ)
c
√
χp(λ)
dλ.
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Let us first compute IN . Using that c
√
χ1(0) =
c
√
χ2(∞), one has c
√
χp(λ) = i
c
√
χ1(λ)
c
√
χ2(λ)/
c
√
χ2(∞).
Letting σn1,n := τ1,n, the contour integral IN can be written as
IN =
1
i
∫
∂BN
1
λ− σn1,n
(∏
k∈Z
σn1,k − λ
w1,k(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
dλ.
Note that as N →∞
sup
λ∈∂BN
|ψn,2(λ)/ψn,2(∞)− 1| = O( 1
N
), sup
λ∈∂BN
| c
√
χ2(λ)/
c
√
χ2(∞)− 1| = O( 1
N
).
Furthermore, by [4, Lemma C.5],
sup
λ∈∂BN
|
∏
k∈Z
σn1,k − λ
w1,k(λ)
− 1| = o(1) as N →∞.
Hence we get by Cauchy’s theorem
lim
N→∞
IN = lim
N→∞
1
i
∫
∂BN
1
λ− σn1,n
(1 + o(1)) dλ = 2pi. (7.30)
Now let us turn towards IIN . By the change of variable of integration λ = − 116µ ,
IIN =
∫
∂B−N
ψn(λ)
c
√
χp(λ)
dλ =
∫
∂BN
i
pin
ψn,1(− 116µ )/ψn,2(∞)
c
√
χ1(− 116µ )/ c
√
χ1(0)
∏
k∈Z
σn2,k − µ
w2,k(− 116µ )
dµ
16µ2
.
By the definition of w2,k, one has w2,k(− 116µ ) = s
√
(λ+2,k − µ)(λ−2,k − µ). Hence again by [4, Lemma C.5]
one has
sup
µ∈∂BN
∣∣ ∏
k∈Z
σn2,k − µ
w2,k(− 116µ )
− 1∣∣ = o(1) as N →∞.
Furthermore, as N →∞,
sup
µ∈∂BN
|ψn,1(− 1
16µ
)− ψn,1(0)| = O( 1
N
), sup
µ∈∂BN
|
c
√
χ1(− 116µ )
c
√
χ1(0)
− 1| = O( 1
N
).
Altogether, one then concludes that
lim
N→∞
IIN = lim
N→∞
∫
∂BN
i
pin
ψn,1(0)
ψn,2(∞) (1 + o(1))
dµ
16µ2
= 0. (7.31)
Combining (7.30) - (7.31) with (7.29) yields the claimed identity.
To finish the proof of Theorem 1.1 it remains to establish the claimed estimates of σn1,m, σn2,m. Recall
that for convenience we set σn1,n = τ1,n.
Lemma 7.12. On the complex neighborhood W ⊂ Wˆ of H1r of Lemma 7.9 one has for j = 1, 2
σnj,m = τj,m + γ
2
j,m`
2
m (7.32)
uniformly in n ≥ 0 and locally uniformly on W . It means that |σnj,m− τj,m| ≤ |γj,m|2anj,m where anj,m ≥ 0
and
∑
m(|an1,m|2 + |an2,m|2) ≤ C. The constant C can be chosen uniformly in n and locally uniformly on
W .
Proof. For v ∈W and let (Uj,m)m∈Z,j=1,2 be a set of isolating neighborhoods which work for a complex
neighborhood of v in Wˆ (cf. (1.19) - (1.20)). Let n ≥ 0 be arbitrary. First we treat the case j = 1.
Multiplying the identity, Fn1,m(v, sn(v)) = 0 by pi it can be written as
0 =
∫
Γ1,m
σn1,m − λ
w1,m(λ)
χn1,m(λ) dλ (7.33)
54
where χn1,m(λ) =
pi(n−m)
σn1,n−λ ζ
n
1,m(λ) with σn1,n = τ1,n and (cf (7.18) - (7.19))
ζn1,m := i
( ∏
k 6=m
σn1,k − λ
w1,k(λ)
) ψn,2(λ)/ψn,2(∞)
c
√
χ2(λ)/
c
√
χ2(∞)
.
Expanding χn1,m at λ = τ1,m up to first order, one has
χn1,m(λ) = χ
n
1,m(τ1,m) + (λ− τ1,m)bn1,m(λ).
Since
∫
Γ1,m
τ1,m−λ
w1,m(λ)
dλ = 0 and
∫
Γ1,m
1
w1,m(λ)
dλ = −2pii one has
1
2pii
∫
Γ1,m
σn1,m − λ
w1,m(λ)
χn1,m(τ1,m) dλ = −(σn1,m − τ1,m)χn1,m(τ1,m)
and hence (7.33) becomes
χn1,m(τ1,m)(σ
n
1,m − τ1,m) =
1
2pii
∫
Γ1,m
σn1,m − λ
w1,m(λ)
(λ− τ1,m)bn1,m(λ) dλ. (7.34)
Note that by (7.20), supλ∈U1,m |ζ1,m(λ) − 1| = `2m and by the definition of U1,n, σn1,n = τ1,n ∈ U1,n,
implying that for any m 6= n, supλ∈U1,m
∣∣pi(n−m)
σn1,n−λ − 1
∣∣ = `2m. Hence by the definition of χn1,m(λ)
sup
λ∈U1,m
∣∣χn1,m(λ)− i∣∣ = `2m, inf
m 6=n
inf
λ∈U1,m
|χn1,m(λ)| > 0.
By choosing Γ1,m so that infm dist(Γ1,m, ∂U1,m) > 0 one then gets by Cauchy’s estimate that∑
m 6=n
sup
λ∈Γ1,m
|bn1,m(λ)|2 ≤ C
for some C > 0. It then follows from Lemma 7.3 applied to (7.34) that for m 6= n
|σn1,m − τ1,m| = max
λ∈G1,m
|σn1,m − λ||γ1,m|`2m.
Since for any λ ∈ G1,m, |σn1,m − λ| ≤ |σn1,m − τ1,m|+ |γ1,m/2| one gets
|σn1,m − τ1,m| =
(|σn1,m − τ1,m|+ |γ1,m/2|)|γ1,m|`2m (7.35)
implying that |σn1,m−τ1,m| = |γ1,m|`2m. Substituting the latter estimate into the right hand side of (7.35)
one obtains |σn1,m − τ1,m| = |γ1,m|2an1,m for some an1,m ≥ 0 (and an1,n = 0) with
∑
m |an1,m|2 ≤ C. Going
trough the arguments of the proof one verifies that C > 0 can be chosen uniformly in n ≥ 0 and locally
uniformly on Vv ⊂W . The case j = 2 is treated in a similar fashion.
It remains to prove Corollary 1.3.
Proof of Corollary 1.3. Let v = (q, p) be in W . We restrict ourselves to consider the case j = 2, m ∈ Z,
since the case j = 1, m ∈ Z, is dealt with in a similar way. By the change of variable µ = 116λ one has
for any n ≥ 1,∫
Γ2,m(q,p)
ψ−n(λ, v)
c
√
χp(λ, v)
dλ =
∫
Γ2,m(q,p)
ψn(
1
16λ ,−q, p)
c
√
χp(λ, q, p)
dλ
16λ2
=
∫
Γ1,−m(−q,p)
ψn(µ,−q, p)
c
√
χp(
1
16µ , q, p)
(−1) dµ.
Since c
√
χp(
1
16µ , q, p) = − c
√
χp(µ,−q, p) (cf. (6.14)) it then follows that∫
Γ2,−m(q,p)
ψ−n(λ, v)
c
√
χp(λ, v)
dλ =
∫
Γ1,−m(−q,p)
ψn(µ,−q, p)
c
√
χp(µ,−q, p)
dµ = 2piδ−n,m.
All other claims follow from Theorem 1.1.
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A Appendix A: Liouville’s theorem on C∗
For the convenience of the reader, we state and prove the standard version of Liouville’s theorem on the
punctured complex plane C∗, used in several proofs of this paper.
Recall that Bn, n ∈ Z, denote the discs given by B0 = { λ : |λ| < pi/2 } and (cf. (1.8))
Bn = { λ : |λ| < npi + pi/2 }, B−n = { λ : |λ| ≤ 1
16(npi + pi/2)
} , ∀ n ≥ 1 .
Lemma A.1. Let f be an analytic function on C∗. If f is uniformly bounded on the circles ∂Bn and
∂B−n for any n ∈ N, then f is constant.
Proof. First note that if f is bounded byM > 0 on all these circles then so is g, defined by g(λ) = f
(
1
16λ
)
.
Furthermore if the Laurent series of f around 0 is given by
f(λ) =
∑
k∈Z
akλ
k
then the Laurent series of g is given by
g(λ) =
∑
k∈Z
a−k(16λ)k.
Hence by Cauchy’s inequality |ak| ≤ r−k sup|z|=r |f(z)| for any r > 0. Choosing r = npi + pi/2 we can
bound |f(z)| by M and hence ak = 0 for any k ≥ 1. Using g, the same argument shows that a−k = 0
for any k ≥ 1. Hence f ≡ a0 is constant.
B Appendix B: Interpolation
In this appendix we present an interpolation lemma which is used for the construction of the functions
ψn in Theorem 1.1.
Recall that for any N ≥ 1, we denote by AN = BN \B−N the annulus, centered at 0, with boundary
∂AN = ∂BN∪∂B−N where BN = { λ : |λ| < npi+pi/2 } and B−N = { λ : |λ| ≤ (16(Npi+pi/2))−1 } (cf.
(1.8)). Assume that (σ1,n)n∈Z, (σ2,n)n∈Z are sequences in C∗ which together with κ2,n := (−16σ2,n)−1
have the following properties,
σ1,n 6= σ1,m (n 6= m), κ2,n 6= κ2,m (m 6= n), σ1,n 6= κ2,m , ∀ n,m ∈ Z , (B.1)
and
σ1,n, σ2,n = npi + `
2
n as |n| → ∞. (B.2)
Let
f(λ) := f1(λ)f2(λ) (B.3)
where
f1(λ) :=
∏
n∈Z
σ1,n − λ
pin
, f2(λ) :=
∏
n∈Z
σ2,n +
1
16λ
pin
. (B.4)
According to [4, Lemma C.1], the infinite products f1 and f2 define analytic functions on C∗ with roots
σ1,n, n ∈ Z, and respectively, κ2,n, n ∈ Z. Note that f1(λ) is analytic at 0 with f1(0) 6= 0 and f2(λ) is
analytic at ∞ with f2(∞) 6= 0,
f1(0) =
∏
n∈Z
σ1,n
pin
, f2(∞) =
∏
n∈Z
σ2,n
pin
.
Furthermore, by [4, Lemma C.4],
sup
λ∈∂BN
∣∣ f1(λ)
sin(λ)
+ 1
∣∣ = o(1) as N →∞ (B.5)
and
sup
λ∈∂B−N
∣∣ f2(λ)
sin(− 116λ )
+ 1
∣∣ = sup
µ∈∂BN
∣∣f2(− 116µ )
sin(µ)
+ 1
∣∣ = o(1) as N →∞ . (B.6)
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Lemma B.1. Assume that ϕ : C∗ → C is analytic and that (σ1,n)n∈Z, (σ2,n)n∈Z are sequences in C∗ so
that (B.1)-(B.2) are satisfied. If as N →∞
sup
λ∈∂BN
| ϕ(λ)
sin(λ)
| = o(1), sup
λ∈∂B−N
| ϕ(λ)
sin(− 116λ )
|
(
= sup
µ∈∂BN
|
ϕ(− 116µ )
sin(µ)
|
)
= o(N) , (B.7)
then for any z ∈ C∗
ϕ(z) =
∑
n∈Z
(ϕ(σ1,n)
f˙(σ1,n)
f(z)
z − σ1,n +
ϕ(κ2,n)
f˙(κ2,n)
f(z)
z − κ2,n
)
where f is the function defined in (B.3), f˙(λ) = ∂λf(λ), and κ2,n = −(16σ2,n)−1 for any n ∈ Z. In
particular, the latter sum converges.
Proof. Consider for any z ∈ C∗ \ { σ1,n, κ2,n : n ∈ Z } the function
g(λ) :=
ϕ(λ)
(λ− z)f(λ)
where f(λ) is given by (B.3). Then g(λ) is a meromorphic function on C∗ with poles in σ1,n and κ2,n,
n ∈ Z, as well as z. Chose N ≥ 1 so large that,
z ∈ AN , σ1,n, κ2,n ∈ AN ∀ |n| ≤ N, σ1,n, κ2,n ∈ C∗ \AN ∀ |n| ≥ N + 1.
By the residue theorem it then follows that
1
2pii
∫
∂AN
g(λ) dλ = Resz g +
∑
|n|≤N
Resσ1,n g +
∑
|n|≤N
Resκ2,n g
=
ϕ(z)
f(z)
+
∑
|n|≤N
ϕ(σ1,n)
f˙(σ1,n)
1
σ1,n − z +
∑
|n|≤N
ϕ(κ2,n)
f˙(κ2,n)
1
κ2,n − z .
On the other hand, write 12pii
∫
∂AN
g(λ) dλ = 12piiIN − 12piiIIN where
IN =
∫
∂BN
ϕ(λ)
f(λ)
1
λ− z dλ, IIN =
∫
∂B−N
ϕ(λ)
f(λ)
1
λ− z dλ.
It follows from (B.5) and (B.7) that
sup
λ∈∂BN
∣∣∣ϕ(λ)
f(λ)
∣∣∣ = o(1) as N →∞ ,
implying that limN→∞ IN = 0. Similarly, it follows from (B.6)–(B.7) that
sup
λ∈∂B−N
∣∣∣ϕ(λ)
f(λ)
∣∣∣ = sup
µ∈∂BN
∣∣∣ϕ(− 116µ )
f(− 116µ )
∣∣∣ = o(N) as N →∞
yielding that ∫
∂B−N
ϕ(λ)
f(λ)
1
λ− z dλ =
∫
∂BN
ϕ(− 116µ )
f(− 116µ )
1
− 116µ − z
dµ
16µ2
→ 0 as N →∞.
Combining the results obtained one gets
0 =
ϕ(z)
f(z)
+
∑
n∈Z
(ϕ(σ1,n)
f˙(σ1,n)
1
σ1,n − z +
ϕ(κ2,n)
f˙(κ2,n)
1
κ2,n − z
)
and hence
ϕ(z) =
∑
n∈Z
(ϕ(σ1,n)
f˙(σ1,n)
f(z)
z − σ1,n +
ϕ(κ2,n)
f˙(κ2,n)
f(z)
z − κ2,n
)
. (B.8)
Since f(z)z−σ1,n has a removable singularity at z = σ1,n and
f(z)
z−κ2,n has one at z = κ2,n, one infers that the
identity (B.8) actually holds for any z ∈ C∗.
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