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Abstract 
Looking ahead is a commonly used search technique in constraint satisfaction. In this paper, 
we examine the future role of two long established lookahead algorithms, Partial Looking Ahead 
(PLA) and Full Looking Ahead (FLA). We prove that PLA is inferior to Directional Arc- 
consistency Lookahead in that the latter will prune at least as much as the former for no more 
computation in each problem reduction step. Similarly, FLA is inferior to Bi-directional Arc- 
consistency Lookahead, an algorithm introduced in this paper. We also point out a couple of 
errors in fhe literature. @ 1998 Elsevier Science B.V. 
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1. Introduction 
A jinihe constraint satisfaction problem (CSP) is a problem which comprises a set 
of variables, a domain for each of the variables, and a set of constraints restricting the 
values that the variables can take simultaneously. The task is to assign a value to each 
variable from its domain satisfying all the constraints [ 8,203. 
We call the assignment of a value ZJ to a variable x a label, denoted by (x, u). 
One common way to search for a solution is to commit to one label for one vari- 
able at a time. We shall call the variables that are yet to be assigned a value future 
variables. A redundant value is a value in a domain which cannot be assigned to the 
corresponding variable to form any solution. Lookahead search algorithms attempt o 
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remove redundant values through problem reduction. The most basic form of prob- 
lem reduction is to remove all the values in the domains of future variables which 
are directly incompatible with the value that has just been committed to. We shall 
refer to this way of reducing the problem as FC reduction, since it is the reduc- 
tion that the “Forward Checking” algorithm [ 101 performs. In some lookahead algo- 
rithms, the removal of certain redundant values could lead to the removal of more 
redundant values or tightening of certain constraints. This is called constraint propuga- 
tion. 
Haralick and Elliott [ 101 introduced Partial Looking Ahead (which we shall refer to 
as PLA) and Full Looking Ahead (which we shall refer to as FLA) algorithms. These 
are important algorithms in the literature, and have never ceased to attract attention; for 
example, see [9 1. Tsang [ZO] introduced the Directionat Arc-consistency Lookahead 
(DAC-L) and Arc-consistency Lookahead ( AC-Lookahead) algorithms, which reduce 
the remaining problem by maintain DAC and AC respectively. The objectives of this 
paper are: 
(a) to prove that DAC-L is superior to PLA, in that the former is capable of removing 
more redundant values without requiring more computation than the latter; 
(b) to introduce an algorithm called Bi-directional Arc-consistency Lookahead 
(BDAC-L), and show that it is superior to FLA; 
(c) to point out that PLA and FLA are not the same as DAC-L and AC-Lookahead, 
respectively, as was suggested by Tsang [20] ; 
(d) to point out that maintaining DAC in both directions does not achieve AC, as 
was suggested by Dechter and Pearl [ 3,4]. 
2. PLA, FLA, DAC-L and AC-L recapitulation 
Definition 1 (Directional Arc-consistency [ 3,4] ) . A problem is Directional Arc-consis- 
tent (DAC) under an ordering of the variables if and only if for every label (x, u) which 
satisfies the constraints on X, there exists a compatible label (y, b) for every variable y 
which is after x according to the ordering. 
As suggested in this definition, DAC assumes an ordering of the future variables. The 
standard procedure to maintain DAC is as follows [ 3,4]. Let us assume that k variables 
have been labelled. Let the future variables and their ordering be (~k+i, x&+2, . . . , x,) . 
To achieve DAC, variable x,, is looked at first, followed by x,,_i, x,+2, etc. until Xk+i. 
When variable xp is looked at, each of the values ZJ in its current domain is checked 
against its future variables xp+i , . . . , x,, to see if u can be removed; u will be removed 
if it has no compatible value in any of its future variables. Let Di denote the current 
domain of variable xi. and C be a set of constraints. The following reduces a problem 
to directional arc-consistency: 
1 ProcedureDAC((xk+l,xk+2,...,xn),(Dk+l,Dk+2,...,Dn),C) 
2 BEGIN 
3 For p = n to k + 1 do 
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4 For each value u in D, do 
5 Forq=p+l tondo 
6 IF (xp, u) has no compatible value in D, 
7 THEN remove u from D, 
8 END 
After committing to each label, the DAC-L algorithm performs FC reduction and then 
maintains. DAC. PLA does the same, except that instead of maintaining DAC, it calls 
a procedure which we shall refer to as PLA reduction. The PLA reduction procedure 
is identical to DAC, except that the variables are looked at in a different ordering: 
(Xk+Ir-%k-t2r-- . , x,,). In other words, line 3 of procedure DAC becomes: 
3’ For p = k + 1 to n do 
FLA behaves exactly like PLA, except that PLA reduction is replaced by a procedure 
that we shall refer to as FLA reduction. FLA reduction differs from PLA reduction in 
that it examines values against past as well as future variables. To be more precise, FLA 
reduction calls the following procedure after committing to each label and performing 
FC reduction (as before, xk+l , Xk+2, . . . , x, are the future variables) : 
F’rocedure FLA_Reduction( (Xkfl, xk+Z, . . . , x,) , (&+I, &+2, . . . , D,) , C) 
BEGIN 
Forp=k+l tondo 
For each value v in Dp do 
For q = k + 1 to n except p do 
IF (xp, u) has no compatible value in D, 
THEN remove v from D, 
END 
Definition 2 (Arc-consistency [ 131) . A problem is Arc-consistent (AC) if and only if 
for every label (x, u) which satisfies the constraints on x, there exists a compatible label 
(y, 6) for every other variable y. 
If FLA-Reduction is to be used to maintain AC, it must be called repeatedly until 
no value is removed. Exactly how AC can be achieved has been extensively studied 
but unimportant to our discussions here. Interested readers should refer to, for example, 
Montanari [ 161, Mackworth [ 131, Mohr and Henderson [ 151, Deville and Van Henten- 
ryck [ 51, Van Hentenryck, Deville and Teng [ 231, Bessiere, Freuder and Regin [ 1,2], 
van Beek [ 241, Faltings [ 61, Sabin and Freuder [ 191. 
It is worth remarking on the names of the above algorithms before we continue: 
the name “Partial Looking Ahead” is quite vague. Unlike DAC-L and AC-Lookahead, 
it does not suggest exactly what is being achieved during problem reduction. Besides, 
there is nothing “full” (or complete) about “Full Looking Ahead”. One can attempt to 
reduce the problem further than by just performing FLA reduction (by, for example, 
maintaining 3-consistency [ 71). 
354 E. Tsang/Artificial Intelligence 98 (1998) 351-361 
Fig. 1. A constraint satisfaction problem with variables A, B and C; their domains am indicated in { }‘s and 
the constraints are marked next to the edges shown. 
3. Bi-directional AC Lookahead 
In this section, we shall introduce the Bi-directional AC Lookahead (BDAC-L) al- 
gorithm, Later we shall show that it can potentially prune more redundant values than 
FLA. BDAC-L simply maintains DAC frorn both directions after each label is committed 
to and FC reduction is completed. The pseudo code of BDAC-L is shown below: 
1 Procedure BDAC( (xI,x~, . . . ,x,), (01, D2,. . . , D,), C) 
2 BEGIN 
3 DAC((~I,~~,...,~~),(DI,DZ,...,D~),C) 
4 DAC((xn,xn-I,...,~I),(D~,D~-I,...,D~),C) 
5 END 
Constraint propagation is built upon the notion of support: a value is removed if it 
has no support (compatible value) from another variable. So the sooner a redundant 
value is removed, the less support other redundant values will get, which means the 
higher chance of them being pruned. So as a principle, the sooner redundant values 
are removed the more effective and efficient a problem reduction algorithm is likely 
to be. 
In the pseudo code shown above, DAC is maintained from x1 to xn first. It is 
also possible to maintain DAC using the reverse ordering first. Given a particular 
CSP, if there exist heuristics which indicate which ordering for maintaining DAC 
should allow more redundant values to be removed early, such ordering should be 
used first. 
4. Example 
In this section, we shall give an example of a CSP, and explain the behaviour of the 
above lookahead algorithms. This example will be used in subsequent sections. 
Fig. 1 shows a graph colouring problem, which is a CSP with three variables A, B 
and C. The domain of variable A contains only one value ‘Y’ (which stands for red) ; 
the domains of B and C both contain values ‘9” and “g” (which stands for green). 
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Table 1 
Redundant values removed by different reduction procedures 
Ordering PLA Reduction DAC PLA Reduction BDAC 
1 (A, & C) Nil Nil K r) (C. r) 
2 (A,C,B) Nil Nil KS r), )B, g) (C. r), Vk s) 
3 (B, A, C) Nil Nil G r) (C. r) 
4 (B. C, A) W9 r) (C, r). (B, g) W. r) (C. r). (BY g) 
5 (C,A>B) (C. r) (C. r) (C. rh 0% g) K r), (B, g) 
6 (C, B, A) (Cl r) WV r) K r). (B, g) (C, r). (B. g) 
The constraint between A and C requires the value that A takes to be different from the 
value that C takes. Similarly, B is required to take a value different from C’s. There 
exists no constraint between A and B. 
Imagine A, B and C being three future variables during a search after a label is 
committed to and FC reduction is performed. Table 1 summarizes the redundant values 
that will be pruned by the above procedures. As an example, let us focus on row 4 of 
Table 1. Under the ordering (B, C, A), PLA will first check (B, r) against C and A. 
Since (C, g) is compatible with (B, r), and no constraint exists between A and B, (B, r) 
gets support from both C and A. Next, (B, g) is checked against C and A, and support 
is found for it too. When (C, r) is checked against A, the value r will be removed from 
the domain of C because there exists no value in the domain of A which is compatible 
with (C,r). Then PLA will check (C,g) against A; since it is supported by (A,r), g 
will be retained in C’s domain. 
If DAC were to be maintained under the ordering (B, C, A), values in the domain 
of C will be checked against A first. (C, r) will be removed before (B, g) is checked 
against C, which would lead to the removal of g from the domain of B. Maintaining 
BDAC under this ordering will achieve the same effect due to line 3 of the above pseudo 
code (no further pruning will be made in line 4). 
Under :the same ordering, PLA will check the values in the domain of B against C 
and A first, which leads to no removal of redundant values. Next values for C will be 
checked against A and B, which leads to the removal of (C, r). This is followed by the 
checking of (A, r) against B and C, which confirms that it is not redundant. 
5. Reflections in the literature 
Given the importance of lookahead algorithms in constraint satisfaction research, it is 
worth pausing to correct a couple of errors or misleading statements in the literature. 
Firstly, PLA and FLA do not guarantee to maintain DAC and AC as suggested by 
Tsang [ 20, p. 1361. As illustrated in the pseudo codes above, after committing to 
each label and performing FC reduction, PLA checks the values of variables from 
~k+~ to n,, given the variable ordering (xk+i , xkf2,. . . , x,), whereas DAC-L checks the 
values for variables from x,, to .Q+I. Therefore, PLA does not guarantee to maintain 
DAC. 
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Row 4 in Table 1 provides a counter-example to illustrate that FLA reduction does 
not necessarily prune enough redundant values to achieve AC: a careful check with 
Definition 2 (AC) and the example above should convince the readers that to maintain 
AC, both (B, g) and (C, r) must be removed. Row 4 in Table 1 shows that FLA only 
removes (C, r), and therefore does not guarantee to achieve AC. 
Secondly, achieving DAC from both directions does not guarantee to achieve AC. This 
is apparently contrary to the following statement by Dechter and Pearl ([3, p. 10691 
and [4, p. 131): 
if we apply DAC w.r.t. order d and then DAC w.r.t. to the reverse order we get 
a full arc consistency for trees. 
A graph is a tree if there exists an order which width is 1. Under this definition, the 
example problem in Fig. 1 is a tree (the width is 1 under the order A-C-B, say). The 
above statement does not qualify that “d” must have width 1. A normal interpretation 
would be that “d” can be any order, although there are hints in [ 31 showing that the 
authors could have meant that “d” must have width 1. 
Two counter-examples in Table 1 should illustrate that achieving DAC in both direc- 
tions of an arbitrary order does not achieve AC: given any ordering of variables, BDAC 
maintains DAC in both directions. In both rows 1 and 3 of Table 1, BDAC removes 
(C, r) only, and not (B, g). This shows that by achieving DAC in both directions, one 
does not necessarily achieve AC, even for trees. 
6. DAC-L is superior to PLA 
In the following, we shall prove that maintaining DAC requires no more compatibility 
checks than PLA reduction, but it prunes at least as many redundant values as PLA 
reduction could. 
Proposition 3. Procedure DAC peeorms no more compatibility checks than PLA re- 
duction under the same variable ordering. 
Proof. This is obvious in the pseudo code of DAC and line 3’ in Section 2. The only 
difference between DAC and PLA reduction is in the ordering of label checks. In fact, 
when a label (x, u) is checked against variable y in PLA reduction, the domain of y 
contains all the values input to the PLA reduction procedure. On the other hand, when 
(x, u) is checked against y in the DAC procedure, it is possible, though not necessary, 
that the domain of y has been reduced. (This is because y could be after x under the 
ordering that DAC uses, and values of y are examined before (x, u) is looked at.) We 
know that if (x, u) were to be pruned due to its having no support from y, then all the 
values in the domain of y must be checked against (x, u). So it is possible for DAC to 
perform fewer number of checks than PLA reduction. 0 
Proposition 4. Procedure DAC prunes at least as many redundant values as PLA 
reduction. 
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Proof. Let DAC and PLA reduction use an ordering under which x is before y, and 
let DY be the domain of variable y when a PLA reduction procedure is called. As it 
is explained in the proof of Proposition 3, when PLA reduction checks (x, u) against 
variable y, the domain of y will always be D,. This is not necessarily the case in the 
DAC procedure since it checks the values of y before checking those of x. Therefore, 
should (x, u) be pruned by PLA reduction due to its having no support in y, it will 
always be pruned by procedure DAC. Cl 
Proposition 5. It is possible for DAC to prune redundant values that PLA reduction 
does not. 
Proof. Following the analysis in the above proofs, it is possible for the only values in y 
which support (x, u) to be pruned before (n, u) is checked against y in achieving DAC. 
Row 4 in Table 1 shows an example of such a situation: under the ordering (B, C, A), 
DAC prunes (B, g) while PLA reduction does not. 0 
Propositions 3-5 together suggest that PLA reduction is inferior to DAC. Table 1 
shows th,at the DAC procedure prunes the same set of values as PLA reduction under 
five of the six possible orderings of the three variables. In fact, this example illustrates 
a general truth: given two variables y and z, if no values in constrained variable z 
supports (y, b), then: 
( 1) if z is before y under the ordering used for achieving DAC or PLA reduction, 
then b will not be pruned because (y, b) will not be checked against z (see 
rows l-3 in Table 1, where A is ordered before C). 
(2) if z is after y under the ordering used for achieving DAC or PLA reduction, then 
b will be pruned (see rows 4-6 in Table 1, where A is ordered after C). 
Assume further that (y, b) is the only value that supports (x, a). It is obvious that 
(~,a) will only be pruned by DAC if the ordering (x,y, z) is used. So if a random 
ordering is used by DAC, there is a one in six chance that both (n, a) and (y, b) will be 
pruned. For reasons explained above, PLA reduction will never be able to prune both 
redundant values. Under the above assumptions, PLA reduction prunes less than DAC 
in one out of every six calls under random variable orderings. In general, there is no 
obvious reason why PLA should be used instead of DAC-L. 
7. BDACJ-L is superior to FLA 
Table 1 above illustrates that BDAC reduces as many redundant values as FLA 
reduction in five out of the six rows; it prunes more in row 4. We shall prove in this 
section that it is generally true that BDAC has more pruning power than FLA reduction. 
We shall then prove that maintaining BDAC using the procedure shown in Section 3 
requires no more compatibility checks than FLA reduction. 
Proposition 6. Any value that is removed by FLA reduction when checking forward 
will be removed by the BDAC procedure in line 3. 
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Proof. Let variable x be before variable y under an ordering used by both FLA reduction 
and BDAC maintenance. Let D, be the domain of y immediately before these procedures 
are called. When (x, b) is checked against y in FLA reduction, the domain of y will 
always be D,, as the domain of y is not yet examined. Therefore, if y provides no 
support to (x, b) in FLA reduction, it will also provide no support in maintaining 
BDAC. 0 
Proposition 7. Any value that is removed by FLA reduction when checking backward 
will be removed by the BDAC procedure in line 4. 
Proof. Let variable x be after variable w under the ordering used by both FLA reduc- 
tion and BDAC maintenance. Let D, be the domain of w immediately before these 
procedures are called. If the domain of w is not reduced when (x, r~) is checked against 
w in FLA reduction, then BDAC would prune (n, U) in line 4 whenever FLA reduction 
does so. FLA reduction could only remove a value U’ from the domain of w under two 
situations: 
( 1) when (w, u’) was checked against some variable after w; and 
(2) when (w, u’) was checked against some variable before w. 
Proposition 6 suggests that pruning by FLA reduction under situation (1) would also 
be achieved by BDAC in line 3; so BDAC would be checking (x, u) against w’s domain 
without U’ in line 4. A careful inspection of the pseudo codes should convince the readers 
that line 4 in procedure BDAC performs all the backward checks of FLA reduction 
in exactly the same order. Therefore, pruning by FLA reduction under situation (2) 
will also be achieved by BDAC in line 4. So we know that when (x,u) is checked 
against w in BDAC, the domain of w will be reduced as much as it could have been 
in FLA reduction. Therefore, BDAC will prune (x, U) whenever FLA reduction does 
so. cl 
It is worth noting that had lines 3 and 4 been swapped in procedure BDAC, the above 
proof would not have been valid. 
Proposition 8. It is possible for BDAC to prune redundant values that FLA reduction 
does not. 
Proof. This is illustrated by the example in row 4 of Table 1. 0 
Proposition 9. Procedure BDAC performs no more compatibility checks than FLA 
reduction under the same variable ordering. 
Proof. The pseudo codes above show that both BDAC and FLA reduction check every 
label against every other variable once and once only. (Since every label is checked 
against every other variable, (C, r) is removed under every ordering used by FLA 
reduction and BDAC in our example in Section 4, as it is illustrated in Table 1. Whether 
(B, g) is removed or not depends on whether it is checked against C before or after (C, r) 
is removed.) Their difference is in the order in which the variables are processed. As 
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Fig. 2. IRelative positions of selected lookahead algorithms (inferior algorithms are shaded, see text). 
explained in the proofs of Propositions 7 and 8, when (x, u) is checked against w, BDAC 
will be h,andling a smaller or equal-sized domain of w than PLA reduction. Therefore, 
BDAC should perform no more (possibly fewer) checks than PLA reduction. 0 
Propositions 6-8 show that BDAC has more pruning power than PLA reduction. 
Proposition 9 suggests that PLA reduction requires at least as many compatibility checks 
as BDAC. Therefore, we can conclude that PLA reduction is inferior to BDAC. 
8. Further research 
Many researchers have come to the conclusion that different algorithms will work 
better than others in different types of problems. Defining the domain of DAC-L and 
BDAC-L, i.e. identifying the classes of problems that they are best suited is a worthwhile 
exercise. IFor relevant work along this direction, see Kwan [ 121 and Tsang et al. [ 211. 
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Forward Checking have long been used in commercial constraint satisfaction systems 
such as CHIP [ 221. MAC has recently been incorporated in ILOG Solver. After defining 
the domain of DAC-L and BDAC-L, we should be in a position to fully evaluate the 
potential of these algorithms in application software. 
To define the domain of an algorithm, one often resorts to experiments. Reader should 
be aware of the danger of misusing experiments, as Hooker pointed out [ 113. One major 
difficulty is that there are no “typical” constraint satisfaction problems. 
9. Conclusion 
Fig. 2 summarizes the relative positions of the lookahead algorithms mentioned in this 
paper. Forward Checking, k-consistency [ 71 and adaptive consistency [ 41 lookahead are 
included in Fig. 2 for reference. Fig. 2 is by no means a complete picture of lookahead 
algorithms. Variations of these algorithms can be found in the literature, e.g. [ 14,17,18]. 
In this paper, we have proved that PLA reduction performs at least as many checks 
as DAC-L, but has less pruning power. Similarly, PLA performs at least as many checks 
as BDAC-L, but has less pruning power. Therefore, we argue that DAC-L and BDAC-L 
should be used in place of the long established PLA and FLA respectively in future 
research. 
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