We consider the application of Cilk, a C-based runtime system for multithreaded parallel programming, in scheduling static task graphs. We assume no pre-emption of task execution and no prior knowledge of the task execution times. Given a task graph G, the output of the scheduling algorithm is a Cilk program which, when executed, will initiate the tasks in a manner consistent with the precedence requirement of G. We rst report a restriction arising from the computational model of Cilk in task scheduling, in the sense that optimal scheduling may not be achievable with Cilk for certain task graphs. Luckily the restriction does not fundamentally hinder the practical application of the Cilk tool, as we next show that it is possible to quickly produce a reasonably good quality schedule in the sense of expected execution time. Given a task graph, our algorithm partitions the task nodes into subsets called bundles. Each bundle is mapped into a Cilk procedure. The output program then consists of a series of such Cilk procedures. By using Tarjan's disjoint-set algorithm for handling the bundles, we demonstrate that the parallel schedule can be derived in O(n + e) time for all practical purposes, whereand e denote the number of nodes and edges in the task graph. We further show that, with P processors, the expected completion time for the scheduled tasks achieves a near-optimum of T P T 1 = P + 1:5T 1 , where T 1 denotes the work, i.e., the sequential execution time of all tasks, and T 1 denotes the critical path, i.e., the total execution time of all tasks lying on the longest dependency path. Our work represents a serious attempt to use Cilk to handle complicated types of concurrency.
Introduction

Task Scheduling
Task scheduling is one of the most challenging problems in parallel and distributed computing 1]. It is well known that the scheduling problem is very unwieldy in its general form and in several restricted cases. Speci cally, the related decision problem of the scheduling of an arbitrary task graph on arbitrary number of processors is NP-complete 1, 2] . In this paper, we introduce a near-optimal approach to perform task scheduling based on Cilk, a provably e cient runtime system for multithreaded programming 3{8].
A set of tasks T will be speci ed as a strict (irre exive) partially ordered set (T; <), where < speci es the precedence constraints. The relation u < v denotes that the computation of task v depends on the results of task u, i.e., task u must be completed before the initiation of task v. u is said to be a predecessor of v, and v a successor of u. The partial order < is conveniently represented as a dag (directed acyclic graph) called a task graph. A directed edge (i; j) from task T i to T j speci es that T i < T j . Figure 1 shows an example of a task graph.
Two tasks T i and T j are comparable if either T i < T j or T j < T i holds (by transitivity); otherwise, they are incomparable. In Figure 1 , for instance, T 1 and T 2 are comparable, while T 2 and T 3 are incomparable.
A schedule of the task graph on a target machine is a function that maps each task to a processor and a starting time. Here we assume that we do not have advance knowledge about the execution times of the tasks. A task is ready to be scheduled if it has no predecessors or when all of its predecessors have already been executed. A feasible schedule must preserve all precedence relations. A feasible schedule is optimal if it minimizes the total execution time. Given a task graph, the classic task scheduling problem is to nd a feasible and optimal schedule for the assignment of the tasks to the processors. Unfortunately, it has been shown that the related decision problem of optimally scheduling parallel tasks on multiprocessor systems is NP-complete in its general form. There are few known polynomial-time optimal scheduling algorithms even when severe restrictions are placed on the task graphs 1,2].
Here, we present an e cient scheduling algorithm for implementing arbitrary task graphs by using Cilk, a C-based runtime system for multithreaded parallel programming 4, 5, 7] . Henceforth, by implementing a task graph in Cilk, we mean the following:
Given a task graph G, the output of the scheduling algorithm is a Cilk program which, when executed, initiates the tasks in a manner consistent with the precedence constraints of G. Section 1.2 reviews the important features of the Cilk computation model as related to task scheduling.
In Section 1.3, we report a basic restriction of the Cilk computational model in generating optimal schedules for arbitrary task graphs. This restriction shows an interesting interaction of scheduling general dags with the Cilk model of computation, which deserves further investigation.
The Cilk Model
Cilk is a multithreaded language for parallel programming that extends the semantics of C by introducing constructs for parallel control. A Cilk procedure, a parallel analog of a C function, has been introduced into the language for parallel programming. Parallelism is introduced when a Cilk procedure is invoked with the keyword spawn. Instead of waiting for the children (the spawned procedures) to complete, the parent procedure instance continues to execute in parallel. To synchronize, the parent procedure executes a sync statement, which serves as a local \barrier", to wait for the completion of all its children.
A Cilk procedure is broken down into a sequence of threads, which are considered as atomic execution units. Each thread 1 is a maximal sequence of instructions ending with a spawn, a sync statement, or a return from a Cilk procedure.
By employing this call/return semantics for parallelism, the computation of a Cilk program can be viewed as a series-parallel dag 10] (de nition included in Appendix A) that unfolds dynamically as the computation progresses. In Figure 2 , the Cilk procedure C 1 , shown as the shaded box lies in level 0, is broken down into 5 threads, shown as the white circles. The edges denote the ordering constraints. For instance, the rst thread in C 1 spawns C 2 , which in turn spawns C 3 and C 4 . Notice that C 3 and C 4 can execute concurrently. C 2 waits for the completions of C 3 and C 4 at the sync statement before returning to C 1 .
The Cilk runtime system uses a provably e cient scheduler which is based on the concept of randomized work-stealing 3, 11] . With this technique, a processor (the thief ) who runs out of work selects another processor (the victim) from whom to steal work, and then steals the shallowest ready thread in the victim's spawn tree.
The following features of Cilk are crucial to our approach for task scheduling: 1 Note that a thread in the context of Cilk di ers from that commonly used in the context of operating systems. In operating systems, a thread often refers to lightweight process (LWP) 9], which generally carries more information of execution state, hence more overhead is involved. The Cilk runtime system provides an algorithmic model of performance based on two fundamental parameters: work and critical path length. The work T 1 is the total time required to execute the program on one processor. The critical path length T 1 is the time required to execute threads along the longest dependency path in the dag. The Cilk's work-stealing scheduler guarantees that the expected execution time of a lock-free Cilk program 2 on P processors is given by 3, 11] T P = T 1 =P + O(T 1 ) which is asymptotically optimal. It has been veri ed empirically that the constant factor hidden by the order notation is small, so that T P T 1 =P + T 1 is a good approximation for a wide range of applications 3,4,6,11]. Our task scheduler will rely heavily on this performance guarantee.
The Cilk model supports a lock-free consistency memory model called the dag-consistent memory model 12{14]. The basic idea is that each thread sees values which are consistent with some serial execution order of the dag, but two di erent threads may see di erent serial orders. Thus, the writes performed by a thread are seen by its successors, but threads that are incomparable in the dag may or may not see each other's write. 2 The statement applies only to Cilk programs that contain no lock constructs. Cilk guarantees that critical sections guarded by the same lock act atomically with respect to each other. Since the performance of a Cilk computation that makes use of locks is not guaranteed, we will not use locks in task scheduling. In the context of task scheduling, this feature implies that tasks which are comparable (i.e., with precedence constraints) cannot be embedded in Cilk threads which can possibly execute in parallel.
Otherwise, it is not possible for a successor task to know if its predecessors have complete executions.
We are using Cilk-5.1, the latest version of Cilk as of the time of this writing, in carrying out most of our research. The details of di erent versions of Cilk are described in 5,7].
Task Scheduling using Cilk
Because the Cilk model supports computations that are series-parallel dags, while a task graph is generally a non-restricted dag, so we will next examine the crucial issues of mapping a task graph into this restricted model.
Mapping Task Graphs: Trees and Dags
A tree-structured task graph can always be scheduled e ciently by using Cilk. Each task will be treated as an atomic execution unit which will be embedded in a Cilk thread. Each task T i is implanted inside a procedure instance C i , while its successors are implanted in the child procedure instances of C i which are executed after the completion of T i . Therefore, it should be easy to verify inductively that the resulting Cilk program observes the precedence constraints of the task graph.
For instance, in Figure 3 (b), T 2 and T 3 will start execution only after the completion of T 1 , which is consistent with the precedence constraints in Figure 3 (a).
A task graph other than a tree, however, is less straightforward to map to the Cilk model. The technique used in handling the trees is no longer applicable here. For instance, in Figure 4 (a), the readiness of T 4 depends on two immediate predecessors. Figure 4 (b) shows that the previous approach does not allow us to nd the proper parent for C 4 , because each Cilk procedure has at most one parent. A trivial workaround for this problem is to spawn C 4 after the sync statement in C 1 . Then T 4 will be executed only after the completion of all other tasks. Notice that redundant dependency from T 5 to T 4 has been introduced in this arrangement, although it does not violate the precedence constraints of the task graph. An optimal schedule, however, cannot be guaranteed in this case. To see this, consider the situation in which T 2 and T 3 nish at the same time. An optimal scheduler will initiate the execution of T 4 at this time since T 4 has become ready. However, in the proposed workaround, T 4 will not be scheduled until the completion of T 5 . This shows clearly that redundant dependencies may postpone the executions of some ready tasks.
From our discussion, it should be clear that an optimal schedule can be guaranteed only if no redundant dependencies are introduced in the mapping from the task graph to the Cilk threads. Theorem 1.3 shows a fundamental limitation of the Cilk approach in task scheduling, in the sense that there exist task graphs for which their optimal schedules can not be tted into the Cilk model.
Restrictions of Cilk in Task Scheduling
First, some important notations for the relations between Cilk threads. A Cilk dag, the control-ow dag of a Cilk computation, comprises Cilk threads as the nodes and the ordering constraints as the edges. A thread e 1 precedes a thread e 2 , denoted as e 1 e 2 , if there is a path in the Cilk dag that includes both e 1 and e 2 in that order. Two threads e 1 and e 2 operate logically in parallel, denoted as e 1 k e 2 , if neither e 1 e 2 nor e 2 e 1 holds.
A mapping M from a task graph G to a Cilk dag is said to be constraint-conforming if the following requirements are satis ed, where T i ; T j 2 G and e i ; e j 2 :
(1) if T i < T j , then e i e j ;
(2) if T i and T j are incomparable, then e i k e j .
Claim 1.1. To obtain an optimal schedule, the mapping from a given task graph to a Cilk dag must be constraint-conforming.
Proof. The claim can be veri ed according to the two requirements of a constraint-conforming mapping M from task graph T to a Cilk dag G. Assume that e i = M(T i ) and e j = M(T j ), where T i , T j are in T while e i , e j are in G.
Suppose T i < T j . In this case, we claim that e i e j in G. Otherwise, if either e j e i or e i k e j . the precedence constraint between T i and T j cannot be guaranteed.
Suppose that T i and T j are incomparable. In this case, the precedence constraint is not violated if either e i e j or e j e i . However, since T i supposedly can be executed in parallel with T j , either e i e j or e j e i introduces redundant dependencies which may postpone the executions of some ready tasks. For instance, a delay may be introduced if T j becomes ready yet it has to wait for the completion of T i if e i e j .
In conclusion, to obtain an optimal schedule, the precedence constraints in the task graph must be retained while redundant precedence constraints must not be introduced. Proof. Without loss of generality, we assume that the execution of a task T i is initiated and terminated within the same Cilk thread e i . The scheduling problem is essentially equivalent to nding a constraint-conforming mapping from a task graph to a Cilk dag. 10] shows that the control-ow dag of any lock-free Cilk program is a series-parallel dag. A task graph, however, can be a non-restricted dag. Lemma 1.2 has shown that there exist task graphs for which there is no constraint-conforming mapping. From Claim 1.1, we thereby conclude that optimal schedules cannot be implemented for all task graphs by lock-free Cilk procedures.
We have assumed each task is embedded in a single Cilk thread. It is possible that a thread can be assigned to handle more than one task. However, since the resulting Cilk dag is still series-parallel, the restriction still applies.
The restriction arises mainly because Cilk model was originally designed for divide-and-conquer type of computations instead of general computations. Fortunately, as will be shown in the next section, this restriction does not fundamentally hinder the practical application of the Cilk tool. It is still possible to implement a near-optimal task scheduler with Cilk.
The remainder of this paper is organized as follows. In section 2, we will present an approach to t general task graphs into the Cilk model which involves a dag-to-tree transformation. In section 3, we present the theoretical analysis of the quality of our task schedule. Experimental results are presented in section 4.
Finally, in section 5, we discuss issues for future work.
Our Approach
Our approach consists of two phases. In the rst phase, a given task graph is transformed into a tree called the bundle tree by using the bundling algorithm. In the second phase, the bundle tree is mapped to the Cilk model of multithreaded computation.
Phase 1: Bundling
Recall that Cilk ts perfectly with tree-structured task graph, while task graph is generally a dag. Therefore, one simple and e ective way to schedule a task graph using Cilk is to transform a dag into a tree, while retaining the precedence requirement of the original dag; then schedule the resulted tree with Cilk.
The bundling algorithm will partition the nodes of the task graph G into subsets called bundles. The precedence constraints of the task graph will be preserved in a tree of bundles called bundle tree. All tasks that are placed into the same bundle are incomparable, so that they can be executed in parallel. 2
A bundle B 1 is a predecessor of another bundle B 2 if there exists a task t 1 2 B 1 and a task t 2 2 B 2 such that t 1 < t 2 .
Obviously, there can be many ways to form bundles. For example, T e and T f in Figure 5 (a) can also be grouped into the same bundle without destroying the tree structure. Here, at least two systematic ways can be identi ed for creating bundle trees:
(1) Bottom-up Bundling, and (2) Top-down Bundling
Bottom-up Bundling
In bottom-up bundling, we consider the tasks with no successors towards those with no predecessors. Bundling algorithm has two sub-phases. In the rst sub-phase, the task graph is traversed topologically in the breadthrst manner 15]. For example, the sequence of traversal of the task graph in Figure 6 is indicated by the dotted lines.
The stage each node belongs to is also recorded in this sub-phase. The concept of stage is illustrated in In the following, the root bundle refers to the distinguished one in a bundle tree which has no parent.
In the second sub-phase, we reverse the sequence in the rst sub-phase to traverse the nodes. The set initialization (Make-Set) is applicable in Step (1).
The set nding (Find-Set) is applicable in Step (2a).
The set union (Union) is applicable in Step (2d).
To e ciently implement these operations, Tarjan's algorithm can be applied 16,18].
2. If we further consider a bundle tree as a set of bundles, and the root bundle as the ID of the set.
Then
Step (2b) (which will be referred to as root-nding in the rest of the paper) corresponds to determining the ID of the set containing a bundle. Given this, Tarjan's algorithm for maintaining disjoint sets 16] can be applied here as well. Speci cally, we keep a direct reference to the root bundle within (the data structure representing) each bundle. The reference is updated by applying the path compression 16, 18] technique along with every root-nding operation.
3. To achieve the time bound we claim here, the task graph has to be represented in the adjacency-list representation 15, 17] . Let E i be the set of vertices adjacent to vertex v i . Given v i , elements of E i can be traversed in (e i ) time with this representation, where e i = jE i j, the cardinality of E i .
The following example will illustrate our algorithm, which is followed by an analysis of the correctness of the algorithm.
Example
Consider the task graph shown in Figure 6 (a). After performing the rst sub-phase, the sequence of traversal (in dotted lines) and the stage numbers are shown.
Since T 3 , T 6 , T 7 and T 10 form a tree, the corresponding bundle tree can be constructed easily. We will concentrate on the subgraph formed by T 2 , T 4 , T 5 , T 8 and T 9 which is not tree-structured. For clarity, the subgraph is redrawn in Figure 7 (a).
In the second sub-phase, we rst visit T 9 and T 8 . Bundles B 9 and B 8 are created respectively, as shown in Figure 7( Lastly, visit T 2 and create bundle B 2 . B 2 will be made the parent of B 45 . When T 5 is visited, the root bundle of B 45 = B 2 . So nothing further needs to be done at this iteration. The nal bundle tree for this subgraph is shown in Figure 7 (e).
2
Theorem 2.1. The bundling algorithm always produces a tree of bundles.
Proof. We will show that each bundle has no more than one parent, hence the bundles form a tree. For a task node with more than one predecessors which are in the same stage, Step (2d) will place these predecessors into the same bundle. If there are predecessors belonging to the di erent stages, Step (2d) will make them into parent-child relationship. In either case, it is guaranteed that each bundle has no more than one parent, which in turn shows that a tree will be formed.
Note that the bundling algorithm does not always provide a constraint-conforming mapping from a task graph to a Cilk dag which can guarantee optimal schedule (Theorem 1.3 shows that no lock-free Cilk programs can achieve optimal scheduling for certain task graphs). However, the bundling algorithm guarantees to generate a feasible schedule for any given task graph. Theorem 2.2. The bundle tree does not violate the precedence constraints of the task graph.
Proof. Let T i and T j be any two distinct nodes in a task graph, which are members of B i and B j respectively. The precedence constraint will be violated if T i < T j , while B i is not a predecessor of B j . If T i < T j , then T i will be assigned a stage number less than that of T j in the rst sub-phase of the algorithm.
Step (2d) in the second sub-phase ensures that B i is a predecessor of B j for such case (stage number of T i is less than that of T j ). Therefore, this guarantees that if T i < T j , B i < B j . The bundle tree generated will not violate the precedence constraints of the task graph.
Top-down Bundling
Top-down bundling is similar to bottom-up bundling. Applying top-down bundling to a task graph is logically the same as applying bottom-up bundling to the graph but with all edges reversed. As opposed to bottom-up bundling, we begin by considering the tasks with no predecessor in top-down bundling. We similarly visit the predecessors of a task node at each iteration in the second sub-phase. (As another contrast, in the top-bundling the root bundle has no successor.)
To be consistent in the two bundling algorithms, the directed edges always re ect the predecessorsuccessor relation among the bundles. Thus, an edge in the bundle tree points to the parent in the top-down bundling, while it points to a child in the bottom-up bundling.
Phase 2: Mapping of Bundle Tree to the Cilk Model
To transform the bundle tree to a Cilk program, each task is embedded in the following procedure: Procedure for B 23 Procedure for B 4 Procedure Proof. Without loss of generality, we consider the complexity of bottom-up bundling. It is also applicable to top-down bundling.
In the rst sub-phase, traversing the graph topologically takes (n + e) time 17] and it takes (1) to assign the stage number for each node.
In the second sub-phase, Step (1) will be performed n times, which takes O(n) time for all nodes. Since the total number of successors of all tasks is e, Step (2) will be performed e times. Since each step of Steps (2a{2d) involves a disjoint-set operation, Step (2) takes an amortized time of O(e (n; n)) in total.
Summing up, the amortized time for performing bundling is given by O((n+e) (n; n)). Since (m; n) 4 for m 1 and n < 2 2 : : :
2 ) 17 17], our algorithm is e ectively O(n + e) for all practical purposes.
Quality of the Schedule Generated by Our Approach
In this section, we show that the quality of the schedule generated by our algorithm is very encouraging. In particular, the expected total execution time generated by our approach is given below.
With P processors, the expected completion time for a set of task embedded in a bundle tree is bounded by T p = T 1 =P + O(S).
T 1 , the work, is the measured completion time for executing all tasks on a single processor. S denotes the summation (over all stages) of the longest execution time of the tasks at each stage. Let ! i denotes the task with longest execution time among all tasks in stage i, i be the execution time of ! i , and d be the total number of stages in the task graph. S is given by:
First consider the expected total execution time for the task graph before applying the dag-to-tree transformation. This upper bound is derived from the greedy schedules. A greedy schedule will always schedule a ready task whenever there is an idle processor.
Lemma 3.2. For any task graph with work T 1 and critical path T 1 and for any number P of processors, any greedy P-processor execution schedule achieves T p T 1 =P + T 1 .
Proof. The proof is analogous to the one for Theorem 2.1 in 3]. We observe that any multithreaded computation, when unrolled in time sequence, is a dag, and so is a task graph. T 1 and T 1 are also analogous in both contexts. Notice that the bundling algorithm groups the tasks into several bundles, which will be spawned o and executed in a batch. Because of this, none of the ready tasks that are bundled together can start execution if any of the tasks in the parent bundle has not nished execution, even if idle processors are available. A ready task will start execution only if all the tasks in the same bundle become ready and there are idle processors.
Example
Consider the task graph in Figure 9 (a) and its corresponding bundle tree (generated by the bottom-up bundling) shown in Figure 9 (b). Assume that T 1 has just completed its execution and T 2 has not yet. T 3 should become ready and can be executed. However, because T 1 and T 2 are placed in the same bundle, T 3 cannot be executed until the completion of both T 1 and T 2 . For the bundle tree in Figure 9 (c) (with the same assumption mentioned above), T 3 , a ready task now, cannot be executed until T 4 also becomes ready, since they are in the same bundle. This shows that bundling introduces unnecessary delay before a ready task can be executed. Proof. Assume that our dag-to-tree transformation has been applied to a task graph, and a bundle tree has been generated. In the worst case, the bundling algorithm will group all the tasks in the same stage into a same bundle, which, in e ect, schedule the tasks in any stage only after all the tasks in the upper stages are completed. In this case, the bundle tree has a critical path S, which is the summation (over all stages) of the longest execution time of the tasks at each stage. We have generated a number of random task graphs to study the characteristics of r, using the same technique as in 19]: an edge is present with a prescribed probability p independent of the number of nodes and the presence of the other edges. We varied the probability of p throughout the experiments.
The number of nodes ranges from 100 to 1,000, the execution time of each node was evenly distributed, ranging from 1 to 100, while the average parallelism (de ned as T 1 =T 1 ) ranges between 1 and 70. The frequency distribution of r is shown in Figure 10 .
The experiment shows that r = 1:447 0:003 with 99 percent con dence. In fact, if the value of r of a task graph is large, it suggests that the tasks have not been properly partitioned for parallel and distributed processing, because uneven task execution times usually lead to low speedup and/or low processor utilization.
Therefore, the intermediate schedule generated by the bundling algorithm is expected to achieves about 
Worst Case Performance
In the worst case, the quality of the schedule generated by our algorithm is reduced to that generated by the level algorithm in 19] . In the level algorithm, tasks belonging to the same level (analogous to stage in bundling algorithm, Section 2) are coalesced in the same bundle, which in e ect obliges that all tasks belonging to the same stage must be completed before any of the tasks in the next stage can be executed.
In contrast, by placing tasks into bundles and thereby exploiting more concurrency, the performance of the bundling algorithm is at least as good as that of the level algorithm, if not better. 19 ] has shown that level algorithm provides satisfactory results in handling unit-time task graph. In particular, the probability of producing an optimal schedule using level algorithm is at least 90% for arbitrary unit-time task graph, which also provides some assurance to the quality of our approach.
Experimental Study
We evaluate the performance of bundling algorithm and the quality of the schedule generated.
Computations such as matrix multiplication, chess playing, sparse Cholesky factorization, etc. often involve tasks that form a tree. For such (ideal) cases, our bundling algorithms is able to generate an optimal task schedule. Since satisfactory results have been obtained in 3{8], we shall consider applications which involve more general task graphs. 
Random Task Graphs
A number of schedules for tree-structured task graphs as well as arbitrary task graphs have been examined.
In the experiment, the number of task nodes ranges from 100 to 1,000, while the execution time of each node was evenly distributed, ranging from 1ms to 100ms. The average parallelism (de ned as T 1 =T 1 4]) of these task graphs ranges from about 20 to about 250. The experiments are carried out using Cilk-3.0 on a 8 RISC System/6000 processor IBM SP2 with high-performance switch for inter-processor communication.
The results verify that the total execution time can be nicely modeled by T p = T 1 =P + cT 1 , where c lies between 0.5 to 5, but its value is typically between 1 and 2. Figure 11 plots the measured speedups (for both tree-structured and arbitrary task graphs). The graph shows convincingly that the generated schedules for tree-structured task graphs are nearly optimal; the schedules for arbitrary task graphs are reasonably good as well.
Parallel Make
By using Cilk-5.1 8], we also implemented a parallel version of the make facility 20] in UNIX to evaluate the algorithm for tree-like task graph. Instead of updating the les serially, the parallel make processes them in parallel whenever possible. Various versions of parallel make have been implemented, e.g., in 21{24].
Our parallel make treats the compilation of a le as the basic task unit. The compilation of a typical program normally involves separate compilation of source les into object les followed by linking of the prog (executable)
... object les. Note that the task graphs in this context may not always be a tree, even though they resemble trees in overall appearance. An example is shown in Figure 12 .
The parallel make is running on a 4 processor 250 MHz UltraSPARC Enterprise 3000 Sun SMP with 512MB of memory. Note that the execution of parallel make has been slightly serialized by the shared le server. The le server can become the main bottleneck for this I/O intensive application when many processors are used. Since the time taken for each compilation depends on the complexity of each source le, the execution times of the tasks are inhomogeneous. Despite these, the parallel make performs satisfactorily. The experiments show almost-linear speedups up to 4 processors, consistent with theoretical analysis, and the overhead of bundling occupies a negligible fraction of time. It is found that parallel make on one processor performs nearly as fast as GNU make, a sequential make facility. The experiments show that our parallel make is competitive with lsmake, a known e cient parallel make developed on Utopia 24].
Discussion and Conclusion
We have examined the applications of Cilk, a C-based multithreaded runtime system, for task scheduling.
We have demonstrated a provably e cient task scheduling with Cilk, in spite of an inherent restriction in the Cilk model. The near-optimality of the schedule generated by using our approach is proven theoretically and supported empirically.
Although Cilk o ers performance guarantees, the conventional belief has been that Cilk is only good at expressing and executing divide-and-conquer dynamic, asynchronous, MIMD computations which often correspond to tree-like task graphs. Our work represents one of the rst attempts to use Cilk to handle more complicated types of concurrency (as required in the task scheduling problem). The positive results suggest that the new tool has many potential applications. For contradiction, consider the task graph T in Figure A2 (a) and assume that there exists a constraint- conforming mapping M from T to a series-parallel dag G, such that M(T i ) = e i and the relations in T are preserved in G.
Because T 3 and T 4 are incomparable, e 3 = M(T 3 ) and e 4 = M(T 4 ) must be in parallel and reside respectively in two subgraphs, say, G 3 and G 4 of G, as shown in Figure A2(b) . Furthermore, because G is a series-parallel dag,
