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Abstract Number of connected devices is steadily increasing and these devices
continuously generate data streams. Real-time processing of data streams is arous-
ing interest despite many challenges. Clustering is one of the most suitable methods
for real-time data stream processing, because it can be applied with less prior in-
formation about the data and it does not need labeled instances. However, data
stream clustering differs from traditional clustering in many aspects and it has sev-
eral challenging issues. Here, we provide information regarding the concepts and
common characteristics of data streams, such as concept drift, data structures for
data streams, time window models and outlier detection. We comprehensively re-
view recent data stream clustering algorithms and analyze them in terms of the
base clustering technique, computational complexity and clustering accuracy. A
comparison of these algorithms is given along with still open problems. We indi-
cate popular data stream repositories and datasets, stream processing tools and
platforms. Open problems about data stream clustering are also discussed.
Keywords Data streams · Data stream clustering · Real-time clustering ·
1 Introduction
More devices including sensors are becoming interconnected and interconnected
devices continuously generate streams of data at high speed. Offline processing of
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such huge amount of data requires growing storage capacity and may cause de-
layed analyses. Hence, real-time processing of the data generated by the connected
devices has become an active research area.
A data stream is a potentially unbounded, ordered sequence of instances. A
data stream S may be shown as S = {x1,x2,x3, ...,xN} where xi is ith data
instance, which is a d-dimensional feature vector and N goes to infinity. Data
stream differs from the traditional, stored data in many aspects. In most cases, true
class labels are not available for stream instances and there is no prior knowledge
about the number of classes. Therefore, clustering, being unsupervised is one of
the most suitable data mining and data analysis methods for data streams. Border
security using sensors, auto monitoring of surveillance cameras, internet of things
(IoT) device tracking, real time patient tracking, stock market analysis, network
intrusion detection, and earthquake forecasting systems are among the applications
of data stream clustering.
Data clustering, is the task of grouping instances such that the instances in
the same group are similar to each other and the instances in different groups
are dissimilar according to the properties of the instances. Hence, the objective of
clustering is to minimize intra-cluster distance and maximize inter-cluster distance.
However, data stream clustering differs from traditional clustering in many aspects
and it has several challenging issues. Data stream instances can be read only once,
in a certain order, and must be processed in a short time interval, before the
next instance is received. Data streams can not be stored, only a synopsis of the
stream is stored, if required. Table 1 gives the comparison of stream clustering
with traditional clustering (Gaber et al. (2009); Mousavi et al. (2015)).
Table 1: Comparison of stream clustering with traditional clustering.
Stream Clustering Traditional Clustering
Real time processing Offline processing
Data arrives on the fly All data are ready
Only single pass on data is possible Multiple passes are possible
Data are not feasible to be stored Data are suitable to be stored
Only synopsis of the data is stored All raw data are stored
Approximate results are accepted Accurate results are expected
Data stream instances may evolve over time, and this is called concept drift.
Concept drift is the unforeseen change in the properties of the input data instances.
For the case of the traditional data, the whole dataset is available and properties
of the instances do not change during the processing of the data. This makes the
concept drift a data stream specific challenge. A data stream clustering algorithm
should detect and adopt concept drift for more accurate results. According to the
occurrence style, different types of concept drift exist.
Similar to traditional data, data streams may include outliers. To achieve bet-
ter performance, outliers in the data streams should be detected, interpreted and
possibly removed. In data streams, it is not easy to mark an instance as out-
lier, because a dissimilar instance might be the first sample of a new, previously
unseen cluster, i.e. it might be a precursor of a concept drift. Moreover, a dissim-
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ilar instance might be marker of an anomaly, which is very valuable for anomaly
detection systems.
Data stream clustering algorithms use special data structures to keep synop-
sis of the input data, since it is not possible to store the whole data. Storing
agglomerative sum or storing only representative samples of the data are two pop-
ular alternative structures. Moreover, users are often interested in the most recent
data instances rather than the previous ones. This situation creates a requirement
of obsolescence for previous data instances. In data stream clustering, it is solved
by time window models.
Most of the data stream clustering algorithms use a two phase approach (Silva et al.,
2013). In online phase which is also called as data abstraction phase, a synopsis
of the data stream is generated and stored in specialized data structures. Syn-
opsis of the data stream is updated when a new instance is received. Therefore
the synopsis always remains up-to-date. Offline phase, called also as clustering
phase, runs periodically or whenever the user requests. In this phase, the final
clustering is performed over the generated data synopsis. There also exist sev-
eral fully online data stream clustering algorithms, which re-cluster the data for
every new instance and keep an up-to-date clustering result. Among fully online
stream clustering algorithms are DPClust (Xu et al., 2017), CEDAS (Hyde et al.,
2017), DBIECM (Zhang et al., 2017), FEAC-Stream (Andrade Silva et al., 2017)
and Adaptive Stream k-means (Puschmann et al., 2017).
For the evaluation of data stream clustering, traditional techniques are still
valid and they are commonly used. A relatively new concept edge computing (Satyanarayanan,
2017; Shi and Dustdar, 2016; Shi et al., 2016) is the technique to process the pro-
duced data on several edge nodes that are close to the connected devices, instead
of a single central system. It is also an interest arousing novel concept, however it
is out of scope of this study. We examine central data stream clustering concept
that runs on a single center for the whole system.
In this manuscript, Section 2 is devoted to issues in data stream clustering.
We give information about some mechanisms of stream clustering, which are data
structures, time window models, concept drift and outlier detection methods. In
Section 3, we give brief information about the categories of stream clustering algo-
rithms. Moreover, we examine seven most recent data stream clustering algorithms
that are not mentioned in the previous surveys in more detail and explain them one
by one. We make a comparative review of the examined algorithms and highlight
their advantages and disadvantages against each other in Section 4. We summarize
the open problems about data stream clustering in Section 5. We indicate popular
stream data repositories and datasets, stream processing tools and stream process-
ing platforms in Section 6, Section 7 and Section 8 respectively, before concluding
the study in Section 9.
2 Concepts in Data Stream Clustering
The information given here that are the basic concepts used in data stream clus-
tering facilitates explaining the recent data clustering algorithms analyzed in Sec-
tion 3.
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2.1 Concept Drift
Concept drift is the unforeseen change in statistical properties of data stream
instances over time. There are four types of concept drift: sudden, gradual, incre-
mental and recurring (Ramirez-Gallego et al., 2017).
– Sudden concept drift: Between two consecutive instances, the change occurs at
once, and after this time only instances of the new class are received. An in-
stance that has properties of the previous class never arrives again. A data
stream containing sudden concept drift might look like as follows, where dif-
ferent colors indicate different classes.
S = {..., x1,x2,x3,x4,x5,x6,x7,x8,x9,x10,x11,x12, ...}
– Gradual concept drift: The number of instances belonging to the previous class
decreases gradually while the number of instances belonging to the new class
increases over time. During a gradual concept drift, instances of both previous
and new classes are visible. A data stream containing gradual concept drift
might look like as follows, where different colors indicate different classes.
S = {..., x1,x2,x3,x4,x5,x6,x7,x8,x9,x10,x11,x12, ...}
– Incremental concept drift: Data instances belonging to the previous class evolves
to a new class step by step. After the concept drift is completed, the previous
class disappears. The instances that arrive during the concept drift are of
transitional forms and they do not have to belong to either of the classes. A
data stream containing incremental concept drift might look like as follows,
where different colors indicate different classes.
S = {..., x1,x2,x3,x4,x5,x6,x7,x8,x9,x10,x11,x12, ...}
– Recurring concept drift : The data instances change between two or more statisti-
cal characteristics several times. Neither of the classes disappears permanently
but both of them arrive in turns. A data stream containing recurring concept
drift might look like as follows, where different colors indicate different classes.
S = {..., x1,x2,x3,x4,x5,x6,x7,x8,x9,x10,x11,x12, ...}
Creation of new clusters, disappearance or evolution of existing clusters are all
examples of concept drift. Concept drift may also affect the cluster boundaries. If
the cluster boundaries are modified, it is called real concept drift while in the other
case, it is called virtual concept drift. There exist several studies in the literature
for concept drift detection. Gama et al. (2014) have a comprehensive survey on
concept drift detection.
2.2 Data Structures for Data Streams
In data stream processing, it is not possible to store the whole input data because
data streams are infinite and all existing processing systems have main memory
constraint. Therefore, only a synopsis of the input stream is stored and this situ-
ation makes it essential to develop special data structures that enables to incre-
mentally summarize the input stream. Four most commonly used data structures
are feature vectors, prototype arrays, coreset trees and grids. Feature vectors keep the
summary of the data instances, prototype arrays keep only a number of represen-
tative instances that exemplify the data, coreset trees keep the summary in a tree
structure and grids keep the data density in the feature space (Ghesmoune et al.,
2016; Mansalis et al., 2018; Silva et al., 2013).
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2.3 Time Window Models
In data stream processing, it is more efficient to process recent data instead of the
whole data. Different window models are developed for this purpose. There are
three different window models, which are damped window, landmark window and
sliding window models. These window models are presented in Figure 1.
2.3.1 Damped Window
In damped window model, recent data have more weight than the older data. The
most recent instance has the most weight and the importance of the instances
decreases by time. This method is usually implemented using decay functions
which scale down the weight of the instances, depending on the time passed since
the instance is received. One of such functions is f(t) = 2-λt, where t is the time
passed and λ is the decay rate. Higher decay rate in the function means a more
rapid decrease in the value. Figure 1 (a) demonstrates the damped window model.
2.3.2 Landmark Window
In landmark window model, the whole data between two landmarks are included
in the processing and all of the instances have equal weight. Amount of data that
belong to a single window is called window length and usually indicated by w.
Window length can be defined as instance count or elapsed time. In landmark
window method, consecutive windows do not intersect and the new window just
begins from the point the previous window ends. According to this definition, data
instances belong to a window are calculated using Equation 1 and window number
of a data instance is calculated using Equation 2 where w is window length, xi is
ith instance and Wm is m
th window. Indexes i and m start with zero. Figure 1 (b)
shows the landmark window model.
Wm = [xm∗w, ..., x(m+1)∗w−1] (1)
m =
⌊
i
w
⌋
(2)
2.3.3 Sliding Window
In sliding window model, the window swaps one instance at each step. The older
instance moves out of the window, and the most recent instance moves in to the
window by FIFO style. All instances in the window have equal weight and con-
secutive windows mostly overlap. Window length is a user defined parameter and
should be decided according to the input data. Figure 1 (c) describes this window
model and data instances belong to a window are calculated using Equation 3
where w is window length, xi is i
th instance and Wm is m
th window. Indexes i and
m start with zero. Figure 1 (c) presents the sliding window model.
Wm = [xm, ..., x(m+w−1)] (3)
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Fig. 1: Time window models.
2.4 Outlier Detection
Outlier is a data instance that seems to be different from the remaining of the data.
Either it does not belong to any of the clusters, or it belongs to a cluster whose car-
dinality is far less than other clusters. Let Ci be i
th cluster, |Ci| be cardinality of Ci
and k be cluster count, if |Cj | << 1k
∑k
i=1 |Ci|, then Cj is treated as outlier. There
exist several definitions for the outliers in the literature (Modi and Oza, 2017). An
outlier can occur because of malicious activities, instrumental errors, transmission
problems, data collection problems or similar (Merino, 2015). In data mining, out-
liers negatively affect the processing accuracy, because of that, outlier detection
has a crucial importance in data mining. It is possible to benefit from several
existing surveys (Bhosale, 2014; Chauhan and Shukla, 2015; Modi and Oza, 2017;
Sadik and Gruenwald, 2014; Souiden et al., 2016; Thakkar et al., 2016) about out-
lier detection in data streams. Thakkar et al. (2016) have classified outlier detec-
tion techniques in four main groups in their survey.
– Statistical outlier detection methods make an assumption about the data distri-
bution. Taking the distribution into account, data instances that have a low
probability to be generated, are marked as outliers. Statistical outlier detec-
tion methods are divided into two categories: parametric methods and non-
parametric methods. In parametric methods, a distribution model of the data
is assumed before starting, according to the parameters. This method is not
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suitable for data streams, since the entire dataset is not available in streams
and the distribution model may change over time. In non-parametric methods,
no distribution model is assumed a priori; instead, the distribution model is
learned from the original data instances. This property makes non-parametric
statistical outlier detection methods adoptable for data streams.
– Distance based outlier detection methods (Chauhan and Shukla, 2015) use neigh-
bor count of the instance to decide whether it is an outlier or not. Two param-
eters R and k play the main role. If the data instance has less than k neighbors
in a distance of R, then it is marked as an outlier. A distance measure (or a
similarity measure) must be defined. No domain knowledge is required and no
distribution model assumption is done. Therefore, distance based outlier de-
tection methods are suitable for data streams. However, they are not effective
for high dimensional data streams.
– Density based outlier detection methods compare the density around the data in-
stance to the density around its neighbors. If the instance has a density around
it similar to its neighbors, then it is not an outlier. Otherwise it is considered
as an outlier. This group of methods, are more effective than distance based
methods, however they have a higher computational complexity.
– In Clustering based outlier detection methods (Bhosale, 2014) data instances
that do not belong to any clusters, or far away from their cluster centroids, are
potential outliers. Moreover, outliers may belong to a sparse or small cluster
that is not close to other clusters. Ordinary data instances are expected to
belong to large, dense clusters and they are relatively close to cluster centroids.
Although real-time analysis of data streams is a more recent research subject,
it has many similarities with the analysis of time series data which has been
studied for longer time and more abundant in the literature. Especially outlier
detection in data streams is very similar to anomaly detection in time series data
analysis (Christodoulou et al., 2018; Keogh et al., 2005; Kong et al., 2019).
3 Stream Clustering Algorithms
There exist several data stream clustering algorithms in the literature (Aggarwal,
2013; Alam et al., 2016; Carnein et al., 2017; Ding et al., 2015; Fahy et al., 2018;
Ghesmoune et al., 2016; Kumar, 2016; Mahdiraji, 2009; Mousavi et al., 2015; Nguyen et al.,
2015; Ramirez-Gallego et al., 2017; Silva et al., 2013; Yasumoto et al., 2016). Data
stream clustering algorithms can be categorized following the classification that
is used for traditional (batch) clustering algorithms. This categorization is given
in Figure 2 and it consists of five main classes: hierarchical based, partitioning
based, density based, grid based and model based clustering. We first give brief
information about these categories and related algorithms and we then examine
seven most recent data stream clustering algorithms in more detail.
– Hierarchical algorithms use the dendrogram data structure. Dendrogram is bi-
nary tree based, and it is useful to summarize and visualize the data. Hier-
archical algorithms are divided in two: agglomerative and divisive. Agglomer-
ative algorithms start with the assumption every instance is a cluster itself,
and merge the instances to create clusters step by step. On the other hand,
divisive algorithms start assuming a single cluster contains whole data, and
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Stream Clustering Algorithms
Hierarchical Density
Based
Grid 
Based
Partitioning
Based
Model
Based
BIRCH
ODAC
E-Stream
HUE-Stream
CHAMELEON
incremental 
k-means
CluStream
HPStream
SWClustering
StreamKM++
StrAP
CLARA
DGClust
GSCDS
GCHDS
CLIQUE
STING
DenStream
WaveCluster
DSCLU
I-DBSCAN
LDBSCAN
OPTICS-Stream
SOStream
OPCluStream
D-Stream
MR-Stream
COBWEB
CluDistream
SWEM
Fig. 2: Classification of data stream clustering algorithms.
divide the clusters into smaller clusters in each step. Hierarchical algorithms
have an informative output, which is the dendrogram. However, they have
high complexity and they are sensitive to the outliers. Among hierarchical
algorithms are BIRCH (Zhang et al., 1996), CHAMELEON (Karypis et al.,
1999), ODAC (Rodrigues et al., 2006), E-Stream (Udommanetanakit et al.,
2007) and HUE-Stream (Meesuksabai et al., 2011) (Kumar, 2016; Mousavi et al.,
2015).
– Partitioning based algorithms split the data instances into a predefined number
of clusters, based on similarity (or distance) to the cluster centroids. Num-
ber of clusters should be predefined in these algorithms, and only hyper-
spherical clusters can be determined. Partitioning based algorithms have an
easy implementation in general. StreamLSearch (O’Callaghan et al., 2002), in-
cremental k-means (Ordonez, 2003), CluStream (Aggarwal et al., 2003), HP-
Stream (Aggarwal et al., 2004), SWClustering (Zhou et al., 2008), StreamKM++ (Ackermann et al.,
2012), strAP (Zhang et al., 2014) and CLARA (Kaufman and Rousseeuw, 1990)
are partitioning based algorithms (Ghesmoune et al., 2016; Kumar, 2016; Mousavi et al.,
2015).
– Grid based algorithms use grid data structure. The workspace is divided into a
number of cells, in a grid structure, and each instance is assigned to a cell. Then,
the grid cells are clustered, according to their density. In grid based algorithms,
the run time does not depend on input data count. Therefore, grid based al-
gorithms are fast algorithms. Moreover, they are robust to noise and are able
to find arbitrary shaped clusters. However, since their complexity depends on
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the number of the dimensions of the data, grid based algorithms are more suit-
able for low dimensional data. Furthermore, they need a predefined grid size.
GCHDS (Lu et al., 2005), GSCDS (Sun and Lu, 2006), DGClust (Gama et al.,
2011), CLIQUE (Agrawal et al., 1998), WaveCluster (Sheikholeslami et al., 2000)
and STING (Wang et al., 1997) are all grid based algorithms (Mousavi et al.,
2015). D-Stream (Chen and Tu, 2007) and MR-Stream (Wan et al., 2009) are
classified as grid based by Ghesmoune et al. (2016), despite being classified as
density based by Mousavi et al. (2015).
– Density based algorithms keep summary of input data in large number of micro-
clusters. Micro-cluster is a set of data instances that are very close to each
other. Synopsis of a micro-cluster is kept with a feature vector. Then these
micro-clusters are merged and formed final clusters according to density reach-
ability and density connectivity concepts. These terms are defined as follows.
If the distance between two micro-clusters is less than or equal to the sum
of their radii, then they are directly density reachable. If any adjacent two
clusters in a set of micro-clusters are directly density reachable, then the
set of micro-clusters is density reachable. All micro-clusters that are den-
sity reachable to each other, are density connected (Yin et al., 2017). Den-
sity based algorithms are able to find arbitrary shaped clusters and detect
number of clusters. They are robust to noise as well. However, several pa-
rameters have to be selected and there are problems in finding multi-density
clusters. Incremental-DBSCAN (Ester et al., 1998), LDBSCAN (Duan et al.,
2006), DenStream (Cao et al., 2006), rDenStream (Liu et al., 2009), DSCLU (Namadchian and Esfandani,
2012), OPCluStream (Wang et al., 2012), SOStream (Isaksson et al., 2012),
OPTICS-Stream (Tasoulis et al., 2007), D-Stream (Chen and Tu, 2007) and
MR-Stream (Wan et al., 2009) are classified as density based (Ghesmoune et al.,
2016; Mousavi et al., 2015).
– Model based algorithms find the data distributionmodel that fit best to the input
data. One of the important advantages of model based algorithms is their prop-
erty of noise robustness. However, their performance strongly depends on the
selected model. COBWEB (Fisher, 1996), CluDistream (Zhou et al., 2007) and
SWEM (Dang et al., 2009) are examples of model based algorithms (Mousavi et al.,
2015).
Advantages and disadvantages of clustering algorithms are summarized in Table 2
(Ghesmoune et al. (2016); Mansalis et al. (2018); Mousavi et al. (2015)).
The aforementioned data stream clustering algorithms have already been re-
viewed in the previous surveys. On the other hand, the algorithms given below
have not been analyzed elsewhere, to the best of our knowledge. We give the main
flow of the algorithms, show their evaluation results and present the complexity
analysis. During the complexity analysis, we ignore the Euclidean distance cal-
culation complexity, which is O(d), because this is the common practice in the
literature. Moreover, this calculation is done in every data stream clustering al-
gorithm, thus ignoring it does not change the comparison. However, any other
data dimension related complexity is included in the analysis. Not surprisingly,
complexity of partitioning based algorithms is a function of k and complexity of
density based algorithms is a function of micro cluster count.
We start with Adaptive Streaming k-Means and FEAC-Stream both of which
are partitioning based online algorithms. We then examine MuDi-Stream, which
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Table 2: Advantages and disadvantages of clustering algorithms based on tradi-
tional categorization.
Algorithm Advantages Disadvantages
Hierarchical Informative output
(dendrogram)
High Complexity
Outlier sensitivity
Partitioning Easy implementation Predefined number of clusters
Only hyper-spherical clusters
Grid-based Arbitrary shaped clusters
Fast execution time
Noise robustness
Predefined grid size
Only low dimensional data
Density-based Arbitrary shaped clusters
Noise robustness
Multidensity cluster difficulties
Many predefined parameters
Model-based Noise robustness Strong dependency on the
model
Stream Clustering Algorithms
Partitioning
Based
Density
Based
Distance
Based
MuDi-Stream*
Improved Data
Stream Clustering
I-HASTREAMAdaptive
Stream
k-means
FEAC-Stream
CEDAS*
DBIECM*
* : Requires expert knowledge
Online-offline methods
Online methods
Hyper-spherical Clusters Arbitrary Shaped Clusters
Can find multi-density clusters
Can not find multi-density clusters
Fig. 3: Recent data stream clustering algorithms.
is a density based, online-offline algorithm. CEDAS is a density based online al-
gorithm. Improved Data Stream Clustering Algorithm is a density based, online-
offline algorithm. DBIECM, the only distance based algorithm is fully online. Note
that the previous, classical classification does not include the distance based al-
gorithms, probably, because there are not many examples of distance based algo-
rithms. Finally, we examine I-HASTREAM, a density based hierarchical, online-
offline algorithm. Figure 3 shows the main characteristics of the examined al-
gorithms. Although, ant colony optimization methods are also being used by a
number of data stream clustering algorithms (Fahy et al., 2018), they are not
evaluated at this time. Moreover, being an active research area, there also exist
several recent data stream clustering algorithms that are not evaluated in this
manuscript (Bezerra et al., 2020; Din et al., 2020; Kim and Park, 2020).
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3.1 Adaptive Streaming k-Means (2017)
Adaptive streaming k-means is an online, partitioning based data stream cluster-
ing algorithm proposed by Puschmann et al. (2017). In general, partitioning based
clustering algorithms need k as an input parameter, and these algorithms have diffi-
culties to adapt concept drift in the input data. In this algorithm, Puschmann et al.
claim to overcome these two main problems.
Algorithm 1 streamingKMeans (S, l)
Input: S : the input data stream
Input: l : length of data sequence used for initialization
1: % Initialization phase
2: for candidateCentroids in determineCentroids(l number of data instances) do
3: run kmeans with candidateCentroids
4: calculate silhouette coefficient of the kmeans result
5: end for
6: keep centroids of the best clustering
7: % Continuous clustering phase
8: loop
9: if changeDetected on the input stream then
10: re-initialize the algorithm by running again the initialization phase
11: end if
12: run kmeans with last found, best centroids
13: end loop
Algorithm 1 shows the main flow of adaptive streaming k-means algorithm.
k-means algorithm and silhouette coefficient calculation function are assumed to
be already implemented. The algorithm is composed of two main phases, which
are initialization phase and continuous clustering phase. In the initialization phase,
l number of data instances are accumulated. Then groups of candidate centroids
are determined at line 2. In function determineCentroids, in order to find k and
determine candidate centroids, probability density function (PDF) of the data
is calculated using kernel density estimation (KDE) (Parzen, 1962; Rosenblatt,
1956). All directional changes in the shape of PDF curve, are accepted as signs of
beginning of a new region. Here the region can be defined as the area between two
consecutive directional changes of the PDF curve. Number of regions is considered
as a candidate k and centers of these regions are considered as candidate initial
centroids. This process is pursued for each feature of the data separately. Because
different features generally show different distributions, more than one k values,
and different candidate centroids are found.
After finding candidate k values, clustering is performed for a set of k values
where k ∈ [kmin, kmin+kmax]. The for loop at lines 2-5 is executed for these values
of k and candidate centroids. Clustering results of different k values are compared
according to silhouette coefficient, and best k is selected with its corresponding
centroids.
The loop at lines 8-13 runs for continuous clustering phase. Checking for a
concept drift (see Section 2.1) is performed at line 9. If no concept drift occurs,
clustering of the input data proceeds, at line 12. However if a concept drift exists,
k and centroids are recalculated (the algorithm is re-initialized) at line 10, and
then clustering continues at line 12 with new k and centroids.
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For concept drift detection, standard deviation and mean of the input data are
stored during the execution. The algorithm tracks how these two values change
over time and predicts a concept drift according to the change. When a concept
drift is predicted, current cluster centroids are no longer valid. In such a case the
concept drift is realized at line 9 and a reinitialization is triggered at line 10. Using
this mechanism, the algorithm captures the concept drift and adapts itself to the
input stream.
A limitation of this algorithm, being k-means based, only hyper-spherical clus-
ters can be detected. Indeed, the authors indicate that k-means is used as the
underlying clustering technique to clarify the approach, and the concepts of the
approach can be applied to different clustering techniques.
Evaluation: Adaptive streaming k-means algorithm is evaluated against CluS-
tream and DenStream algorithms, according to silhouette coefficient. Artificial
datasets with three to five dimensions, that include concept drift, are used as
input data streams. Clustering quality improvement of the adaptive streaming k-
means algorithm is 13% to 40% with respect to CluStream. DenStream gives a
better clustering quality for one of the datasets, for short time intervals during
the execution. However, for the other datasets, clustering quality improvement of
the adaptive streaming k-means algorithm is up to 280% with respect to Den-
Stream. Furthermore, the algorithm is evaluated with real traffic data, against the
non-adaptive technique, in which, the centroids are never recalculated. Adaptive
streaming k-means algorithm achieves an improvement up to 31% in clustering
quality when they are compared over the course of one day. When they are com-
pared over the course of one week, clustering quality improvement of the adaptive
streaming k-means is 12% on average.
Complexity Analysis: Let l be the length of the initial data sequence, and
d be the data dimension. Complexity of estimating k for a single dimension is
O(l), because this part goes along the PDF and it has a length equal to the data
length. Since this estimation is performed for all dimensions, total k estimation
complexity becomes O(d · l). After determining initial centroids running k-means
takes O(d · k · cs) since no iterations of the algorithm are needed, where cs is
the number of different centroid sets. Assigning a newly received data instance
to the nearest cluster during the online phase is O(k). As a result, total worst
case complexity of the algorithm is O(k) + O(d · l) + O(d · k · cs), which equals to
O(d · l) +O(d · k · cs)
3.2 FEAC-Stream (2017)
Fast evolutionary algorithm for clustering data streams (FEAC-Stream) is an evo-
lutionary algorithm for clustering data streams with a variable number of clusters,
proposed by Andrade Silva et al. (2017). FEAC-Stream is a k-means based algo-
rithm, which estimates k automatically using an evolutionary algorithm. Being
fully online, FEAC-Stream does not store synopsis of the data, instead maintains
the final clustering result. During the execution, clustering quality is tracked using
the Page-Hinkley (PH) (Mouss et al., 2004) test and if the quality falls down, the
algorithm adjusts itself.
Algorithm 2 shows the main flow of FEAC-Stream algorithm. PH test function
and the evolutionary algorithm are assumed to be already implemented. The algo-
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Algorithm 2 FEAC-Stream (S, l, λ, α, iter)
Input: S : the input data stream
Input: l : length of data sequence used for initialization
Input: λ : decay rate
Input: α : weight threshold
Input: iter : k-means iteration count
1: % Initialization phase
2: Estimate k with l number of data instances, using evolutionary algorithm
3: state = normal
4: % Continuous clustering phase
5: loop
6: Read next data instance x from data stream S
7: Add x to the nearest cluster
8: Calculate weight of all clusters
9: Delete low weighted clusters
10: PHval = Calculate PH test.
11: if PHval > warning threshold then
12: state = warning
13: end if
14: if state is warning then
15: Add x to buffer B
16: end if
17: if PHval > alarm threshold then
18: Estimate k with data instances in buffer B, using evolutionary algorithm
19: state = normal
20: end if
21: end loop
rithm is composed of two main phases, which are initialization phase and continuous
clustering phase. In the initialization phase, l number of data instances are accumu-
lated. Then k and initial clustering is calculated using an evolutionary algorithm,
at line 2 and state is set to normal, at line 3. In this evolutionary algorithm, clus-
tering is performed using k-means with a maximum of iter iterations. Simplified
silhouette coefficient is used as the fitness function, k is selected randomly such
that k ∈ [2,
√
l] and initial centroids are also selected randomly from the input
data instances.
After clustering the initial l data instances in the initialization phase, the loop
at lines 5-21 is executed for continuous clustering phase. When a new data instance
is received, it is added to the nearest cluster at line 7. Weight of all clusters are
calculated and low weighted clusters are deleted at line 8 and line 9, respectively.
After that, PH test is calculated at line 10 and it is compared to warning and
alarm threshold values. When PH test value exceeds the warning threshold, the
algorithm enters to warning state. In warning state, clustering process continues
and received data instances are stored in a buffer, at line 15. If PH test value
exceeds alarm threshold, this means a concept drift (see Section 2.1) occurs and
current clusters are not valid anymore. When PH test signals an alarm state, it
also automatically selects samples from the input data instances that reflects a
new partitioning. In such a case, FEAC-Stream clusters the data instances stored
in the buffer with the evolutionary algorithm, at line 18 and sets the state back
to normal, at line 19. In the evolutionary algorithm, clustering is performed using
k-means with a maximum of iter iterations. Simplified silhouette coefficient is
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used as the fitness function, k and initial centroids are specified by the PH test.
FEAC-Stream uses damped window model, which is described in Section 2.3.1.
Being k-means based, only hyper-spherical clusters can be detected by FEAC-
Stream. Moreover, clustering quality of FEAC-Stream strongly depends on the
user defined parameters. FEAC-Stream requires three parameters which are length
of data sequence used for initialization (l), decay rate (λ) for damped window
model and minimum weight threshold (α). These parameters strongly affect the
clustering quality and they are directly dependent to the input data. Because of
that, FEAC-Stream requires an expert knowledge about the input data. Itera-
tion count of k-means (iter) and generation count of evolutionary algorithm are
used as hard coded. Moreover, warning and alarm threshold values of PH test are
calculated automatically by the PH test.
Evaluation: FEAC-Stream is evaluated against CluStream-OMRk, CluStream-
BkM, StreamKM++-OMRk and StreamKM++-BkM, where CluStream and Stre-
amKM++ are the stream clustering algorithms with fixed k, while BkM and
OMRk are k estimating algorithms. Both real and artificial datasets are used for
the evaluation. Real datasets are network intrusion detection dataset, forest cover
type dataset and localization data for person activity dataset. Adjusted Rand In-
dex (ARI) is used as clustering quality metric in artificial datasets. While all mean
ARI results are very close to each other (0.97 - 0.99), FEAC-Stream has the low-
est execution time. Its execution time is less by; 25% than StreamKM++-BkM,
58% than StreamKM++-OMRk, 91% than CluStream-BkM and nearly 93% than
CluStream++-OMRk. Furthermore, FEAC-Stream successfully reacts to concept
drifts and accordingly estimates k. For network intrusion detection dataset, simpli-
fied silhouette (SS) coefficient is used to compare the clustering quality. Again all
algorithms give very good and very close (0.90 - 0.92) SS values and still FEAC-
Stream gives the best execution time. Its execution time is less by; 65% than
StreamKM++-BkM, 87% than StreamKM++-OMRk, 97% than CluStream-BkM
and 98% than CluStream++-OMRk. For the other real datasets as well, algorithms
have the same running time ordering. These results also show that, StreamKM++
is faster than CluStream and BkM is faster than OMRk.
Complexity Analysis: Let l be the length of the initial data sequence, gen is
generation count of evolutionary algorithm and iter is the iteration count of k-
means. In the initialization phase, k is randomly selected as k ∈ [2,√l]. Thus,
complexity of initialization phase is O(gen · iter ·
√
l). Online maintenance of the
algorithm requires a complexity of O(k). When a concept drift occurs, the al-
gorithm is reinitialized by running evolutionary algorithm again. However k and
centroids are decided by PH test. Therefore, reinitialization requires a complexity
of O(gen · iter · k). As a result, total worst case time complexity of FEAC-Stream
is O(k) + O(gen · iter · k), which equals to O(gen · iter · k).
3.3 MuDi-Stream (2016)
Multi density data stream clustering algorithm (MuDi-Stream) is a two phase
data stream clustering algorithm proposed by Amini et al. (2016). Main objective
of MuDi-Stream is to improve the clustering quality on data streams with multi
density clusters. Note that density based algorithms usually have problems with
clusters of different densities because of the static density threshold they use.
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MuDi-Stream customizes the density threshold for each cluster and overcomes the
problem of multi density clusters. MuDi-Stream is a hybrid algorithm based on
both density based and grid based approaches. Input data instances are clustered
in a density based approach and outliers are detected using grids. For data synopsis
core mini-clusters are used. Core mini-clusters are specialized feature vectors (see
Section 2.2), they keep weight, center, radius and the maximum distance from
an instance to the mean. In the online phase core mini-clusters are created and
kept up to date for each new data instance. In the offline phase final clustering is
executed over the core mini-clusters.
Algorithm 3 MuDi-Stream online phase (S, α, λ, gridGranularity, G)
Input: S : the input data stream
Input: α : density threshold
Input: λ : decay rate
Input: gridGranularity
Input: G : total density grids for all dimensions
1: Initialize the grid structure
2: loop
3: Read next data instance x from data stream S
4: cmcs = Find the nearest cmc to x
5: if cmcs involve x then
6: Add x to cmcs
7: else
8: Map x to the gird
9: if Updated grid is dense enough then
10: Create a cmc from updated grid
11: end if
12: end if
13: if It is pruning period then
14: Remove low weighted grids
15: Remove low weighted cmcs
16: end if
17: end loop
Algorithm 3 shows the main flow of online phase of MuDi-Stream. When a new
data instance is received, it is tried to be added to an existing core mini-cluster.
For this purpose, the nearest core mini-cluster is found at line 4 and it is checked
whether nearest core mini-cluster can involve this data instance or not, at line
5. If the nearest core mini-cluster is large enough, the data instance is added to
the nearest core mini-cluster at line 6. Otherwise, the data instance is mapped
into the gird in the outlier buffer, at line 8. When a data instance is mapped to
a grid, density of this grid is checked and if it is dense enough (more than the
density threshold), a new core mini-cluster is created from this grid i.e. the grid
is converted to a core mini-cluster, at line 10. MuDi-Stream prunes both the grids
in the outlier buffer and the core mini-clusters periodically. It is checked at line 13
whether it is pruning time or not. If it is pruning time, weight of grids and core
mini-clusters are calculated according to current time, and then low weighted grids
and core mini-clusters are pruned at line 14 and line 15 respectively. This pruning
mechanism is an implementation of damped window model, which is described in
Section 2.3.1.
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Algorithm 4 MuDi-Stream offline phase (core mini-clusters)
Input: core mini-clusters
1: Mark all cmcs as unvisited
2: repeat
3: Randomly choose an unvisited cmc, called cmcp
4: Mark cmcp as visited
5: if cmcp has neighbors then
6: Create new final cluster C
7: Add cmcp to C
8: Add neighbors of cmcp to C
9: for each cmc in C do
10: if cmc is unvisited then
11: Mark cmc as visited
12: Add neighbors of cmc to C
13: end if
14: end for
15: else
16: Mark cmcp as noise
17: end if
18: until All cmcs are visited
Algorithm 4 shows the main flow of offline phase of MuDi-Stream. Initially
all core mini-clusters are marked as unvisited, at line 1. After that, inside a loop,
an unvisited core mini-cluster is randomly chosen at line 3 and marked as visited
at line 4. If this core mini-cluster has no neighbors, it is marked as noise at line
16. If it has neighbors, a new final cluster is created with this core mini-cluster
and its neighbors, at lines 6-8. After that, each unvisited core mini-cluster in the
new created final cluster is marked as visited and its neighbors are added to the
same final cluster, at lines 9-14. This loop continues until all core mini-clusters are
marked as visited.
Damped window model is used, and arbitrary shaped, multi density clusters
can be detected by MuDi-Stream. Moreover, MuDi-Stream is able to handle con-
cept drift (see Section 2.1), noise and outliers. However it is not suitable for high
dimensional data, which makes the processing time longer, because of the grid
structure. Furthermore, clustering quality of MuDi-Stream strongly depends on
input parameters density threshold (α), decay rate (λ) for damped window model
and grid granularity. These parameters require an expert knowledge about the data.
Evaluation: MuDi-Stream is tested with two real (network intrusion detection
and Landsat satellite) and six artificial datasets. It is compared to DenStream on a
data stream with concept drifts, a multi density dataset and a multi density data
stream with concept drifts. MuDi-Stream outperforms DenStream on all three
types of input data, according to clustering quality (Purity, Normalized Mutual
Information (NMI), Rand Index (RI), Adjusted Rand Index (ARI), Folkes and
Mallow index (FM), Jaccard Index and F-Measure). Clustering quality improve-
ment of MuDi-Stream is 10% to 100% with respect to DenStream, on different
datasets.
Complexity Analysis: MuDi-Stream performs a linear search on core mini-
clusters for each new data instance. Complexity of this linear search is O(c) where
c is the number of core mini-clusters. If the new data instance cannot be merged
into existing core mini-clusters, it is mapped to the grid. Let G be total density
grids for all dimensions, which is exponential to the number of dimensions. Space
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complexity of the grid is O(log G) because the scattered grid are pruned during
the execution. Moreover, time complexity of mapping a data instance to the grid is
O(log log G) because the list of the grids is maintained as a tree. During the prun-
ing, all core mini-clusters and grids are examined. This makes time complexity of
pruning O(c) for core mini-clusters and O(log G) for grids. As a result, the overall
time complexity of MuDi-Stream is O(c) + O(log log G) + O(c) + O(log G), which
equals to O(c) + O(log G).
3.4 CEDAS (2016)
Clustering of evolving data streams into arbitrarily shaped clusters (CEDAS) is
a fully online data stream clustering algorithm proposed by Hyde et al. (2017)
CEDAS is a density based algorithm designed for clustering data streams with
concept drifts (see Section 2.1), into arbitrary shaped clusters. Damped window
model (see Section 2.3.1) is employed with a linear decay function instead of an
exponential one. CEDAS keeps synopsis of the data in micro-clusters and creates
a graph structure with the micro-clusters that surpass a user defined threshold.
Graph structure, where nodes are the micro-clusters and edges are the connectivity
between micro-clusters, keeps the up to date final clustering results.
Algorithm 5 CEDAS (S, α, λ, r0)
Input: S : the input data stream
Input: α : density threshold
Input: λ : decay rate
Input: r0 : micro-cluster radius
1: Initialize the micro-cluster structure
2: loop
3: Read next data instance x from data stream S
4: dismin = Find the distance from x to the nearest micro-cluster center
5: if dismin < r0 then
6: Add x to the nearest micro-cluster
7: Energy of the updated micro-cluster = 1
8: else
9: Create new micro-cluster with x
10: Energy of the new micro-cluster = 1
11: end if
12: Reduce energy of all micro-clusters by λ
13: Remove negative energy micro-clusters
14: if micro-clusters are changed then
15: Update graph structure with micro-clusters that surpass α
16: end if
17: end loop
Algorithm 5 shows the main flow of CEDAS. When a new data instance is
received, it is tried to be added to an existing micro-cluster. For that purpose,
the distance from new data instance to the nearest micro-cluster is found at line
4 and it is checked whether this distance is less than the micro-cluster radius (r0)
or not, at line 5. Micro-cluster radius is a user defined, static parameter. If the
distance is less than the radius, the data instance is added to the nearest micro-
cluster, at line 6, and energy of this micro-cluster is set to 1 at line 7. Otherwise,
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a new micro cluster is created with this data instance, at line 9, and energy of the
new micro-cluster is set to 1, at line 10. Energy of micro-clusters linearly fades
on every cycle, with an amount of decay rate (λ), at line 12. The micro-clusters
whose energy drop below zero are removed at line 13. Lastly, the graph structure
is updated with the micro-clusters that surpass the density threshold (α), at line
15. Removed micro-clusters are removed from the graph structure also, and micro-
clusters reached the density threshold (α) added to the graph structure. Therefore,
CEDAS creates final clustering results as fully online.
CEDAS is suitable for high dimensional data under favor of maintaining a
graph structure where nodes are the micro-clusters and edges are the connectivity
between micro-clusters. However, clustering quality of CEDAS strongly depends
on the user defined parameters. CEDAS requires three parameters which are de-
cay rate (λ), micro-cluster radius (r0) and minimum density threshold (α). These
parameters strongly affect the clustering quality and they are directly dependent
to the input data. Because of that, CEDAS requires an expert knowledge about
the input data.
Evaluation: CEDAS is tested with a data stream consisting of two Mackey-
Glass time series, to see how it deals with concept drift, cluster separation, cluster
merging and noise over time. Moreover, it is compared to CluStream and Den-
Stream according to complexity, processing speed, cluster quality and memory
efficiency. CEDAS, CluStream and DenStream are also compared with high di-
mensional data according to speed and accuracy. CEDAS successfully deals with
concept drift. Noise negatively affects the clustering quality, however results are
claimed to be still acceptable. Time measurements show that CEDAS is quite
suitable for high dimensional data. Firstly CEDAS is compared against only on-
line phases of DenStream and CluStream. For data with less than 10 dimensions,
CEDAS is the slowest one. However, processing time of CEDAS stays nearly con-
stant up to 10,000 dimensions. CluStream becomes slower than CEDAS after 10
dimensions and it consumes nearly 300 times more than CEDAS for 6,000 dimen-
sions. DenStream is faster than CEDAS up to 200 dimensions. For more than 200
dimension, DenStream becomes slower than CEDAS and consumes nearly 2 times
more than CEDAS for 6,000 dimensions. After that, CluStream and DenStream are
run with a frequent offline phase, to generate near real time final clustering. In this
situation CEDAS is the fastest algorithm for both low and high dimensional data.
For 5 dimensional data, DenStream consumes 40 times and CluStream consumes
75 times more than CEDAS. For very high dimensional data, time consumption of
DenStream grows faster than the others. When the data dimension is 3,000 CluS-
tream consumes nearly 100 times and DenStream consumes nearly 650 times more
than CEDAS. The other main advantage of CEDAS is memory efficiency. During
the execution, DenStream reaches up to 800 micro-clusters at certain times, while
CEDAS reaches up to 100 micro-clusters.
Complexity Analysis: For each new data instance, CEDAS performs a linear
search on the micro-clusters. Complexity of this linear search is O(c) where c is
the number of micro-clusters. After that, energy of each micro-cluster is reduced,
which also requires an O(c) complexity. The last step, which updates the graph
structure, is executed only when a new micro-cluster is created or removed. In
worst case, all micro-clusters are visited, so worst case time complexity of this
step is again O(c). Therefore, the overall time complexity of CEDAS is O(c).
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3.5 Improved Data Stream Clustering Algorithm (2017)
Improved data stream clustering algorithm is a two phase, density based algo-
rithm that is suitable for arbitrary shaped clusters, proposed by Yin et al. (2017).
Main characteristic of this algorithm is adjusting threshold values automatically,
according to the input data. This feature gets rid of the requirement of expert
knowledge about the input data.
Algorithm 6 Improved data stream clustering online phase (S, l, λ)
Input: S : the input data stream
Input: l : length of data sequence used for initialization
Input: λ : decay rate
1: % Initialization phase
2: Run DBSCAN on l number of data instances
3: % Continuous clustering phase
4: loop
5: Read next data instance x from data stream S
6: Add x to the nearest major micro-cluster OR
7: Add x to the nearest critical micro-cluster OR
8: Create a new micro-cluster with x
9: if It is pruning period then
10: Remove low weighted major micro-clusters
11: Remove low weighted critical micro-clusters
12: end if
13: end loop
Algorithm 6 shows the main flow of online phase of improved data stream
clustering algorithm. DBSCAN algorithm is assumed to be already implemented.
The algorithm is composed of two main phases, which are initialization phase and
continuous clustering phase. In the initialization phase, l number of data instances
are accumulated and clustered using DBSCAN, at line 2. Major micro-clusters and
critical micro-clusters are created as output of DBSCAN algorithm. Major micro-
clusters have high densities and will be included in the final clustering process.
Critical micro-clusters have low densities and treated as potential outliers. In the
continuous clustering phase, when a new data instance is received, it is tried to
be added to the nearest major micro-cluster, at line 6. If nearest major micro-
cluster is not suitable, this time the new data instance is tried to be added to
the nearest critical micro-cluster, at line 7. If neither of them is suitable, a new
micro-cluster is created with the new data instance, at line 8. Damped window
model (see Section 2.3.1) is used and low weightedmajor and critical micro-clusters
are removed periodically, at line 10 and line 11 respectively. Threshold values of
major and critical micro-clusters are global parameters in the algorithm, instead
of being specific to each micro-cluster. However they are dynamic parameters and
continuously updated during the execution.
Algorithm 7 shows the main flow of offline phase of improved data stream
clustering algorithm. Initially all micro-clusters are marked as unvisited, at line 1.
After that, inside a loop, an unvisited micro-cluster is chosen randomly at line 3.
If the selected micro-cluster is a major micro-cluster, all micro-clusters that are
density reachable to this micro-cluster are found and a new final cluster is created
by them, at line 5 and line 6. If the selected micro-cluster is a critical micro-cluster,
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Algorithm 7 Improved data stream clustering offline phase (micro-clusters)
Input: micro-clusters
1: Mark all mcs as unvisited
2: repeat
3: Randomly choose an unvisited mc, called mcp
4: if mcp is major micro-cluster then
5: Find all micro-clusters density reachable to mcp
6: Create a final cluster by them.
7: else if mcp is critical micro-cluster then
8: Continue the next cycle
9: end if
10: until All mcs are visited
then the execution continues with the next cycle, at line 8. When all micro-clusters
are visited, the offline phase completes. The term density reachable is defined as
follows. If the distance between a micro-cluster and another major micro-cluster is
less than or equal to the sum of their radii, then they are directly density reachable.
If any adjacent two clusters in a set of micro-clusters are directly density reachable,
then the set of micro-clusters is density reachable (Yin et al., 2017).
Evaluation: Improved data stream clustering algorithm is evaluated against
DenStream algorithm, using the network intrusion detection dataset. Clustering
quality improvement of the improved data stream clustering algorithm is 2% to 7%
with respect to DenStream. Moreover, Yin et al. (2017) claims that this algorithm
has a better time and spatial complexity, compared with traditional clustering
algorithms, however no measurement results are shared.
Complexity Analysis: Let l be the length of the initial data sequence. Com-
plexity of the initialization equals to complexity of DBSCAN, which is O(l · log l)
in average and O(l2) in worst case. In the continuous clustering phase, a linear
search is performed on micro-clusters for each new data instance. Complexity of
this linear search is O(c) where c is the number of micro-clusters. When it is prun-
ing period, pruning task is executed for each micro-cluster one by one and this
also requires a complexity of O(c). Therefore, the total worst case complexity is
O(c) + O(c), which equals to O(c).
3.6 DBIECM (2017)
DBIECM is an online, distance based, evolving data stream clustering algorithm
proposed by Zhang et al. (2017). DBIECM is the only example of distance based
clustering algorithms in this survey. DBIECM is an improved version of Evolv-
ing Clustering Method (ECM) (Song and Kasabov, 2001). Davies Bouldin Index
(DBI) is used as the evaluation criteria, instead of shortest distance.
Algorithm 8 shows the main flow of DBIECM. When a new data instance x is
received, an attempt is made to add the new data instance to an existing cluster.
For this purpose, the distances between x and all clusters are calculated. If radius
of any cluster is greater than or equal to its distance to x, then x is added to this
cluster, as indicated at line 6. If the distance from x to any cluster is greater than
maximum cluster radius r0, which is a user defined, static parameter, then a new
cluster is created with x, at line 8. Otherwise, if there exist any clusters such that
their radii are less than their distance to x, then x is added to all of these clusters
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Algorithm 8 DBIECM (S, r0)
Input: S : the input data stream
Input: r0 : max cluster radius
1: Initialize the cluster structure
2: loop
3: Read next data instance x from data stream S
4: disi = Find the distance from x to all cluster centers Ci, i ∈ [1, k]
5: if disi < radius of Ci then
6: Add x to Ci
7: else if disi > r0 for all i ∈ [1, k] then
8: Create new micro-cluster with x
9: else % There exist clusters such that radius of Ci < disi < r0
10: Find all clusters such that radius of Ci < disi
11: Add x to the best cluster, according to DBI
12: end if
13: end loop
one by one and DBI of the results are calculated separately. x is added to the
cluster that gives the least DBI, which means the best clustering.
DBIECM requires the maximum cluster radius as a parameter. This parameter
directly affects the final cluster count and consequently the clustering quality.
Maximum cluster radius strongly depends on the input data and requires an expert
knowledge about the data. Being distance based, DBIECM can detect only hyper-
spherical clusters. DBIECM does not employ any time window model, thus no
input data instance out dates, all input data exist in the final clustering. Moreover,
no outlier detection mechanism is implemented. However, it is possible to specify
an outlier threshold value and mark the clusters with low cardinality as outliers.
Evaluation: DBIECM is evaluated against ECM, with Iris, Wine, Seeds, Glass
and Breast Cancer datasets, from UCI machine learning database. Both of the
algorithms are run with the same maximum cluster radius parameter. Firstly, three
different radius values are tried, and their direct impact on the resultant cluster
number is observed. This shows the importance of the expert knowledge for radius
selection. Moreover, clustering quality is compared according to objective function
value, DBI, accuracy and purity. For these tests, radius value is selected according
to the correct cluster number. DBIECM achieve up to 43% better DBI, up to 33%
better accuracy and up to 11% better purity values than ECM.
Complexity Analysis: When a new data instance is received, a linear search is
performed on clusters. Complexity of this linear search is O(k). Pairwise distances
between all clusters are used for DBI calculation, thus DBI calculation requires
a complexity proportional to O(k2). When there exist more than one candidate
clusters for the new data instance, the instance is added to all of them one by
one and DBI is calculated accordingly. This requires a complexity proportional to
O(k3). Therefore, although the average complexity of DBIECM depends on the
input data, the total worst case complexity is O(k) + O(k3) which equals to O(k3).
3.7 I-HASTREAM (2015)
I-HASTREAM is a two phase, adaptive, density based hierarchical, data stream
clustering algorithm proposed by Hassani et al. (2015, 2016). I-HASTREAM is an
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improved version of HASTREAM (Hassani et al., 2014). In the online phase, syn-
opsis of the data is created as micro-clusters. In the offline phase, micro-clusters are
maintained in a graph structure as a minimum spanning tree and hierarchical clus-
tering is employed for the final clustering. Main contributions of I-HASTREAM are
to perform the final clustering on a minimum spanning tree and to incrementally
update the minimum spanning tree according to the changes in the micro-clusters,
instead of generating it from scratch. Both of these contributions are related to the
offline phase. For I-HASTREAM and its ancestor HASTREAM (Hassani et al.,
2014) no algorithmic details are specified about the online phase, instead, it is
stated that any micro-cluster model can be employed. For evaluation purpose,
HASTREAM employs online phases of DenStream and ClusTree algorithms and
these results are presented by Hassani et al. (2014).
Algorithm 9 I-HASTREAM offline phase (micro-clusters, α)
Input: micro-clusters
Input: α : weight threshold
1: MST = Update minimum spanning tree(MST , micro-clusters)
2: HC = Employ hierarchical clustering(MST , α)
3: Extract final clustering(HC)
Algorithm 9 shows main flow of offline phase of I-HASTREAM. The minimum
spanning tree is updated according to the changes in the micro-clusters at line 1,
and a hierarchical clustering on the minimum spanning tree is employed at line
2. As result of hierarchical clustering, a dendrogram is created. Final clustering is
performed according to this dendrogram, at line 3.
Evaluation: Four variants of I-HASTREAM (with different parameters) are
evaluated against HASTREAM, MR-Stream and DenStream, using network intru-
sion detection dataset and the physiological dataset. Purity and Cluster Mapping
Measure (CMM) (Kremer et al., 2011) are used as evaluation criteria. One of the
I-HASTREAM variants gives up to 25% better purity values than DenStream in
network intrusion detection dataset. Its result is also up to 10% better than other
versions of I-HASTREAM and HASTREAM. In the physiological dataset, the
same variant of I-HASTREAM gives the best CMM and purity values in general.
HASTREAM and I-HASTREAM have very close CMM values and both of them
outperforms DenStream with up to 30% better CMM values. For purity, again
I-HASTREAM has the best values in general and it outperforms both DenStream
and MR-Stream with up to 15% better purity values. When we look at the exe-
cution time comparison of the algorithms, I-HASTREAM is more than five times
faster than DenStream.
Complexity Analysis: Because no algorithmic details are specified about the
online phase, we could not analyze complexity of I-HASTREAM.
4 Comparison of the Algorithms
As common characteristics of seven data stream clustering algorithms given in
Section 3, all of them predict number of clusters themselves and they are all able to
adopt concept drift in the data streams. All but MuDi-Stream are suitable for high
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Table 3: Comparison of recent data stream clustering algorithms.
Algorithm Year Base Al-
gorithm
Phases Window
Model
Cluster
Count
Cluster
Shape
Adaptive
Streaming
k-Means
2017 Partitioning
based
Online Sliding Auto Hyper-
spherical
FEAC-Stream 2017 Partitioning
based
Online Damped Auto Hyper-
spherical
MuDi-Stream 2016 Density
based
Online-
offline
Damped Auto Arbitrary
CEDAS 2016 Density
based
Online Damped Auto Arbitrary
Improved
Data Stream
Clustering
2017 Density
based
Online-
offline
Damped Auto Arbitrary
DBIECM 2017 Distance
based
Online None Auto Hyper-
spherical
I-HASTREAM 2015 Density
based
Online-
offline
Damped Auto Arbitrary
Table 4: Comparison of recent data stream clustering algorithms (continued from
Table 3).
Algorithm Multi
Density
Clusters
High Dimen-
sional Data
Outlier
Detection
Drift
Adaption
Expert
Knowl-
edge
Adaptive
Streaming
k-Means
Yes Suitable No Yes No
FEAC-Stream Yes Suitable Yes Yes No
MuDi-Stream Yes Not suitable Yes Yes Required
CEDAS No Suitable Yes Yes Required
Improved
Data Stream
Clustering
No Suitable Yes Yes No
DBIECM Yes (not
multi
size)
Suitable No Yes Required
I-HASTREAM Yes Suitable Yes Yes No
dimensional data. The reason MuDi-Stream is not suitable for high dimensional
data is that, it uses a grid based approach for outlier detection. When the data
are high dimensional, the number of empty grids increases and the execution time
gets higher.
Adaptive Streaming k-means and FEAC-Stream are both k-means based (par-
titioning based) algorithms. DBIECM is distance based and the others are den-
sity based algorithms. Distance based approaches are similar to density based
approaches, however they do not have a density threshold, instead they have max-
imum cluster radius threshold.
In general, density based algorithms have problem about finding clusters with
different densities, because of the static density threshold. However, MuDi-Stream
and I-HASTREAM have improvements for this problem and they successfully
adopt the density threshold to each cluster separately. This makes them able to
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find multi-density clusters. Adaptive Streaming k-means and FEAC-Stream, being
partition based algorithms, are also able to find clusters with different densities.
DBIECM is successful for multi density clusters, but not for multi size clusters. It
has a static maximum cluster radius threshold and this is a problem for clusters
with different sizes. As a result, CEDAS and Improved Data Stream Clustering
algorithm are not able to find multi density clusters, but the others are. Fur-
thermore, all density based algorithms are able to find arbitrary shaped clusters,
while partitioning and distance based algorithms are limited with hyper-spherical
clusters.
For Adaptive Streaming k-means and DBIECM, no outlier detection mecha-
nism is mentioned. However, it is possible to define an outlier threshold and to
mark the clusters have less cardinality than the threshold as outliers, for both
algorithms. The other algorithms already have outlier detection mechanisms.
Up to the recent years, most of data stream clustering algorithms were online-
offline algorithms. A synopsis of the data is employed in the online phase and the
final clusters are generated in the offline phase. In this type of algorithms, offline
phase is executed periodically or upon user request. Therefore, final clustering
results are obtained with a latency and they are not up to date most of the times.
However, there exist several recent fully online algorithms in the literature. Fully
online algorithms maintain the final clustering results up to date. Therefore, users
get the results with no latency. CEDAS, Adaptive Streaming k-means, FEAC-
Stream and DBIECM are online algorithms, while MuDi-Stream, Improved Data
Stream Clustering and I-HASTREAM are online-offline algorithms.
Damped window model is the most popular time window model among data
stream clustering algorithms. On the other hand, DBIECM does not use any time
windowmodel. Moreover, Adaptive Streaming k-means uses sliding windowmodel.
All other mentioned algorithms use damped window model.
Finally, clustering quality of MuDi-Stream, CEDAS and DBIECM is strongly
sensitive to the input parameter threshold value. It directly affects the number of
clusters and accordingly the clustering quality. Selecting a proper threshold value
requires an expert knowledge about the input data. Therefore, for successful results
of MuDi-Stream, CEDAS and DBIECM, it is necessary to have prior information
about characteristics of the input data. Table 3 and Table 4 show the comparison
summary of examined data stream clustering algorithms and Figure 3 shows their
main characteristics.
In conclusion, Adaptive Streaming k-means, FEAC-Stream and DBIECM have
limitations about the cluster shape; they are able to find only hyper-spherical
clusters. MuDi-Stream is not suitable for high dimensional data because of its grid
based outlier detection mechanism. CEDAS and Improved Data Stream Clustering
algorithm can not be used for clusters with different densities and DBIECM can
not be used for clusters with different radii. Finally, an expert knowledge about the
input data and the clusters is required for MuDi-Stream, CEDAS and DBIECM.
I-HASTREAM claims to have no limitations, however no algorithmic details are
specified for online phase of it. It is stated that online phases of DenStream and
ClusTree are employed instead.
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5 Open Problems
There exist several open problems about data stream clustering. Here, we indicate
the most notable open problems and describe them briefly.
– Finding k: Finding k is still an open problem, especially for partitioning based
algorithms. There exist some recent methods for this purpose, however none of
them is widely accepted and well matured yet. For density based algorithms,
determining k is easier, however parameters that depend on domain knowledge
are necessary. If cluster characteristics such as density and minimum allowable
gap between clusters are known a priori, current algorithms are then able to
detect k; however, in most cases, knowledge about input data is not available
before the execution and it may not be possible to specify parameters that
are valid for all clusters. For example, multi-density clusters require different
density thresholds and multi-size clusters require different distance thresholds.
Determining such parameters is another open problem by itself. Moreover,
concept drift, which may invalidate data specific parameters, is very common in
data streams. Therefore, finding a k estimation method that adopts to changes
in both k and cluster characteristics is a challenge. Such a method should react
to concept drift fast, adopt the new data distribution with minimum quality
loss and estimate k.
– Parameter Requirements: Current data stream clustering algorithms require
parameters such as k, density threshold, distance threshold, decay rate and
window length. Such parameters are very sensitive to the input data and they
directly affect the clustering quality. It is a challenge to automatically specify
these parameters without domain knowledge, manage them for each cluster
separately, and update them according to the data characteristics.
– Evaluation Criteria: There is no de facto evaluation criteria for data stream
clustering. Traditional evaluation methods are used for stream clustering re-
sults. Defining a new evaluation metric that is suitable for data streams might
contribute to this field and inspire interest.
– Benchmark Data: There is a lack of high quality benchmark data to use in
data stream clustering algorithms. One of the most popular datasets for stream
clustering is the forest cover type dataset and it is not even a stream data. Ar-
tificial and real datasets that include concept drift, outliers and class labels,
are necessary for benchmarking purposes in data stream clustering field. Gen-
erating and collecting such artificial and real stream datasets and popularizing
them is a challenge.
– Experimental Comparison Environment: There is not a system that runs
more than one data stream clustering algorithms at the same time, feeds them
in the same way, and compares their execution performance and clustering
quality.
– Different Data Types: Handling different data types is another challenging
task in data stream clustering. Most of the stream clustering algorithms work
with quantitative features and define the similarity based on euclidean distance.
Current data structures that keep the data synopsis are also specialized for
quantitative features. There exists a lack of clustering algorithms that work
with categorical data. It is common to convert categorical data to quantitative
data and use existing algorithms.
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– Performance Improvements: Any performance improvements is always wel-
come, since the number of connected devices is increasing and the data gener-
ated by them are scaling up and accelerating every day. This situation requires
a continuous performance improvement in data stream clustering algorithms.
It is possible to improve the performance by using parallel programming and
edge computing. However in this study, we focus on processing where the whole
data is gathered and processed directly on a single processor.
Concept drift is a data stream specific and it generates several challenges. The
number of clusters, cluster densities, sizes and shapes may change over time due to
concept drift. The problems of traditional clustering become continuous problems
for stream clustering.
6 Popular Data Repositories and Datasets
6.1 Data Repositories
There exist several stream data resources on the internet. Moreover, it is common
to use traditional datasets as streams or to generate artificial data streams. Tra-
ditional datasets are generally read by order and treated as streams for testing
and benchmarking purposes. We mention the stream data sources in this section.
Data streams in Stream Data Mining Repository (see Section 6.1.4) and MOA (see
Section 6.1.5) already have true class labels. However, Citi Bike System Data (see
Section 6.1.1) does not possess explicitly a class label. One should decide how to
employ the data and then assign accordingly the class labels. Moreover, National
Weather Service Public Alerts (see Section 6.1.3) and Meetup RSVP Stream (see
Section 6.1.2) have several features that can be used as class labels.
6.1.1 Citi Bike System Data
Citi Bike NYC (2013) is a public bicycle sharing system. It is composed of 750
stations and 12,000 bikes. Citi Bike publicly publishes real time system data
in Citi Bike System Data which includes system information, station information,
free bike status etc. in a json structure. Moreover, Citi Bike also publishes trip
histories, daily ridership and membership data, and monthly operating reports
stored as data streams.
6.1.2 Meetup RSVP Stream
Meetup (2002) is a website providing membership software, allowing its users to
schedule events using a common platform. Meetup has an invitation response
mechanism in which the invitees click to RSVP button and enter their responses.
Meetup publicly publishes these RSVP responses as a stream (Meetup Stream,
2002), which is suitable for data stream clustering.
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6.1.3 National Weather Service Public Alerts
National Weather Service (NWS) (1870) creates public alerts, watches, warnings,
advisories, and other similar products in the Common Alerting Protocol (CAP)
and Atom Syndication Format (ATOM) (NWS Public Alerts, n.d.). These are
data streams and they can be used for data stream clustering studies.
6.1.4 Stream Data Mining Repository
Stream Data Mining Repository is a public repository by Zhu (2010) holding
four different stream datasets, which are Sensor Stream (2,219,803 instances, 5
features, and 54 clusters), Power Supply Stream (29,928 instances, 2 features,
and 24 clusters), Network Intrusion Detection 10% Subset (494,021 instances, 41
features, and 23 clusters) and Hyper Plane Stream (100,000 instances, 10 features,
and 5 clusters).
6.1.5 MOA
Massive Online Analysis (MOA) (Bifet et al., 2010) is a popular open source frame-
work for data stream mining. MOA includes 4 different datasets which are suitable
for data stream processing. Moreover, it also includes a number of classes to gen-
erate artificial data streams. There exist several studies in the literature that use
MOA as a data source. More information about MOA is available in Section 7.1
and artificial data stream generation classes of MOA are listed in Section 6.2.1.
6.1.6 Other Repositories
Some other data repositories are listed here.
– Real World Data in Real Time API : https://www.hooksdata.io/
– New York City Open Data : https://opendata.cityofnewyork.us/
– Registry of Open Data on AWS : https://registry.opendata.aws/
– Twitter Data :
https://developer.twitter.com/en/docs/tutorials/consuming-streaming-data
– AirNow Air Quality Observations : https://docs.airnowapi.org/
– National Wind Technology Center (NWTC) :
https://data.nrel.gov/submissions/33
– Solar Radiation Research Laboratory (SRRL) :
https://data.nrel.gov/submissions/7
– Awesome Public Datasets :
https://github.com/awesomedata/awesome-public-datasets
6.2 Popular Datasets
It is very common to use artificial datasets in data stream clustering for both
testing and benchmark purposes. Artificial datasets give the user opportunity to
specify the stream properties such as noise ratio, concept drift, cluster shapes
and densities. Artificial data stream generation by MOA and details of popular
28 Alaettin Zubarog˘lu, Volkan Atalay
Table 5: Properties of popular datasets.
Dataset Name Number of
Instances
Number of
Features
Number of
Clusters
Forest Cover Type 581,012 54 7
Network Intrusion
Detection
4,898,431 41 23
Network Intrusion
Detection Subset
494,021 41 23
Charitable Donation 191,779 481 not specified
Sensor Stream 2,219,803 5 54
Power Supply Stream 29,928 2 24
Hyper Plane Stream 100,000 10 5
datasets are given. All datasets mentioned in this section, except Charitable Do-
nation Dataset, have true class labels. Table 5 summarizes properties of popular
datasets.
6.2.1 Artificial Data Streams
Massive Online Analysis (MOA) (described in Section 7.1) has a number of classes (Moa Stream Generators,
2014) to generate artificial data streams in different shapes and with or without
concept drift.
6.2.2 Forest Cover Type Dataset
Forest Cover Type Dataset is publicly available on Machine Learning Repository
of UCI. It has totally 581,012 instances and each of them belongs to one of 7 cover
types. The instances are described by 54 features, 10 of which are quantitative and
44 of which are binary. Each instance is giving information of an area of 30x30
meters. This dataset is not actually a data stream, but a stationary dataset. It does
not have a time stamp or an exclusive order information. However, it is converted
into a data stream by taking the data input order as the streaming order.
6.2.3 Network Intrusion Detection Dataset
Network Intrusion Detection Dataset is used for The Third International Knowl-
edge Discovery and Data Mining Tools Competition, which was a session of KDD-
99, The Fifth International Conference on Knowledge Discovery and Data Mining.
It is publicly available on KDD archive of UCI. This set has 4,898,431 records of
network traffic data and each of them belongs to one of 23 types of connection (22
attack types and normal connection). The instances are described by 41 features,
some of which are discrete and the others are continuous. There exists also a 10%
subset of this dataset which is more concentrated than the original dataset. The
subset itself is yet another most used dataset.
6.2.4 Charitable Donation Dataset
Charitable Donation Dataset is used for The Second International Knowledge
Discovery and Data Mining Tools Competition, which was held in conjunction with
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KDD-98, The Fourth International Conference on Knowledge Discovery and Data
Mining. This dataset has 191,779 instances and each instance has 481 features.
These instances, are information about people who have made charitable donations
in response to direct mailing requests. This dataset is publicly available on KDD
archive of UCI.
6.2.5 Various Spam Mail Datasets
There exist several spam mail datasets publicly available in different online data
repositories. Spam mail datasets are suitable for stream clustering because mails
inherently are data streams. They have a date-time information which makes them
easily interpreted as data streams.
6.2.6 Various Sensor Network Datasets
There exist several sensor network datasets publicly available on the Internet. One
of sensor network data repositories is A Community Resource for Archiving Wireless Data At Dartmouth (CRAWDAD).
It is very common to use sensor network datasets in data stream clustering, since
they inherently are data streams.
7 Data Stream Processing Tools
We provide brief information about popular tools that are used for data stream
mining.
7.1 MOA
Massive Online Analysis (MOA) (Bifet et al., 2010) is a popular open source frame-
work for data stream mining. It is implemented in Java and released under the
GNU General Public License. MOA is specialized for data streams. It includes
algorithms for regression, clustering, classification, outlier detection, concept drift
detection and recommender systems, and it also includes tools for evaluation. Data
stream generators are provided. It can be used as both a stream processing tool and
an environment to develop stream processing algorithms. Furthermore, MOA has
the ability to interact with Waikato Environment for Knowledge Analysis (1993),
which is a data mining software.
7.2 RapidMiner
RapidMiner (2001), formerly known as Yet Another Learning Environment (YALE),
is another data mining tool but it is developed by a private company. It has an in-
tegrated development environment, which is called RapidMiner Studio. It supports
all data preparation, result visualization, model validation and optimization steps
of the machine learning process. It has a Streams plugin (Bockermann, 2018) which
integrates the stream oriented processing into the RapidMiner suite. This plugin
allows developing data stream processing tools using utilities of RapidMiner.
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7.3 R
R (1993) is a free software environment and programming language for statistical
computing. R is an open source project and it is released under the GNU General
Public License. R, a rich in packages software environment, has special packages
for clustering, data streams, stream mining etc. These packages are as follows.
– stream: A framework for data stream modeling and associated data mining
tasks such as clustering and classification.
– rstream: Unified object oriented interface for multiple independent streams of
random numbers from different sources.
– streamMOA: Interface for data stream clustering algorithms implemented in
the MOA framework.
– RMOA: Connects R with MOA framework to build classification and regression
models on streaming data.
8 Data Stream Processing Platforms
Currently there exist several data stream mining platforms (Janardan and Mehta,
2017; Prasad and Agarwal, 2016) developed by different organizations.
– Apache Storm (2011) is a distributed, real time stream processing computa-
tion framework. It is free and open source. Moreover, Apache Storm is scalable
and fault tolerant. It is designed to be used with any programming language.
– Apache Spark (2012) is a well known, open source, fast and general en-
gine for large-scale data processing. Apache Spark has an extension, called
Spark Streaming (2012), that enables scalable, high-throughput, fault toler-
ant stream processing of live data streams. Spark Streaming can be seen as a
layer between data streams and Apache Spark. Spark Streaming gets a data
stream, creates data batches from the stream and feeds Apache Spark with
these batches. In this way, results of the data stream processing are produced
by Apache Spark batch by batch. Spark Stream accepts input from many differ-
ent sources such as Kafka, Flume, Twitter, ZeroMQ, Kinesis, or TCP sockets.
– Apache Samza (2013) (Ramesh, 2013) is another open source, distributed
stream processing framework. It is near real time and asynchronous. It provides
fault tolerance, processor isolation, security, and resource management using
Apache Hadoop Yarn. It uses Apache Kafka for messaging. Apache Samza, to-
gether with Apache Kafka, is developed by LinkedIn engineers, and commonly
known as LinkedIns framework for stream processing.
– Apache Kafka (2011) is an open source stream processing software platform.
The objective of the project is to provide a unified, high throughput, low
latency platform for real time data streams. It is scalable and fault tolerant. It
has a publish-subscribe messaging system. Apache Kafka is the other platform
developed by LinkedIn, similar to Apache Samza.
– AmazonKinesis (2013) is one of the Amazon web services. It is a cloud
based, real time data processing service that is developed for large and dis-
tributed data streams. In functionality, Amazon Kinesis has similarities to
Apache Kafka. It is scalable and able to pull any amount of data, from any
number of sources. It is designed to make it easier to develop real time appli-
cations and it has a fully managed infrastructure.
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– IBM Infosphere (1996) (Gedik and Andrade, 2012) is a commercial, enterprise-
grade stream processing platform, that is designed to retrieve meaningful in-
formation from data in motion, working on time window models with windows
of minutes to hours. It provides low latency for time critical applications such
as fraud detection and network management. It also has the ability to fuse
streams. IBM Inforsphere adapts rapidly to changing data forms and types
and it manages high availability itself.
– Google Cloud Stream (2012) is Google’s solution for data stream processing.
It has a fully managed infrastructure and it provides ingesting, processing and
analyzing event streams in real time. It is an integrated, scalable and open
stream analytics solution. Google Cloud Stream works with a full harmony
with other solutions of Google Cloud, like Cloud Pub/Sub, Cloud Dataflow,
BigQuery, Cloud Machine Learning etc.
– Microsoft Azure Stream Analytics (2012) is Microsoft’s solution for data
stream processing. It is a serverless, scalable, on demand real time, complex
event processing engine. It is able to run on multiple streams from different
sources. Azure Stream Analytics has a declarative SQL like language. It can be
used as integrated with other Azure solutions such as Azure Machine Learning,
Azure IoT Hub, Power BI etc.
9 Conclusions
With the technological improvements, number of interconnected devices is increas-
ing. Connected devices continuously generate large scale data with high speed,
which are called data streams. Therefore, processing data streams in real time is
arousing more interest and clustering seems to be the most suitable data processing
method for data streams.
We present a survey of recent progress in data stream clustering algorithms.
There are essential differences between traditional data clustering algorithms and
data stream clustering algorithms. We emphasize the most important data stream
clustering concepts such as concept drift, window models, outlier detection meth-
ods and data structures. Seven most recent data stream clustering algorithms
are analyzed in detail. For each algorithm, a comprehensive analysis is presented
including algorithmic detail, evaluation of the results and complexity. Global com-
parison of these algorithms highlighting their advantages and disadvantages is also
presented. An overview of the most popular stream processing tools and platforms
is given along with stream datasets.
Several open challenges exist regarding data stream clustering. Finding num-
ber of clusters and adopting to changes in the number of clusters in data streams
are the most crucial challenges. Furthermore, existing algorithms need critical pa-
rameters that directly affect clustering quality and require prior knowledge about
input data. Moreover, concept drift may change data characteristics and invalidate
these parameters. Developing generic and self-adapting algorithms is another pop-
ular data stream clustering challenge. Additionally, there is a lack of algorithms
that handle different data types. Most of existing algorithms are able to deal
with only quantitative data. Last but not least, data stream clustering algorithms
should execute with high performance in despite of memory restrictions.
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It may be ideal to compare the efficiency and the effectiveness of the data
stream clustering algorithms on a benchmarking framework under controlled con-
ditions of artificial datasets that contain concept drift, outliers and class labels
and of real datasets. Data stream clustering using deep neural network models
and within edge computing are the two emerging topics to be explored further.
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