Bayesian finite mixture modelling is a flexible parametric modelling approach for classification and density fitting. Many application areas require distinguishing a signal from a noise component. In practice, it is often difficult to justify a specific distribution for the signal component, therefore the signal distribution is usually further modelled via a mixture of distributions. However, modelling the signal as a mixture of distributions is computationally challenging due to the difficulties in justifying the exact number of components to be used and due to the label switching problem. This paper proposes the use of a non-parametric distribution to model the signal component. We consider the case of discrete data and show how this new methodology leads to more accurate parameter estimation and smaller classification error. Moreover, it does not incur the label switching problem. We show an application of the method to data generated by ChIP-sequencing experiments.
Introduction and motivation
Finite mixture modelling can be used to describe data obtained from different populations. The density of a typical mixture distribution can be written as
where K is the number of components, π k is the weight of component k and f k (x; θ k )
is the density of component k, with parameters θ k . By relaxing distributional assumptions, a mixture model provides a convenient semi-parametric framework for modelling distributions of unknown shape. For example, it is used for model-based density estimation, since any distribution can be approximated by a mixture of elementary components.
In the last two decades, many new methodologies have been proposed for the Bayesian analysis of finite mixture models, such as Diebolt and Robert (1994), West (1997) , Richardson and Green (1997) , Stephens (2000a) , McLachlan and Peel (2004) and Nobile et al. (2007) . Although the existing literature has shown that finite mixture models can be inferred in a simple and effective way in a Bayesian estimation framework, persistent challenges still exist in the diagnostic of Markov Chain Monte Carlo (MCMC) convergence due to the following aspects.
The first aspect is the label switching problem, which is caused by the multimodality of the likelihood function. Many methods exist on how to tackle the label switching problem, for example, there are methods that impose identifiability constraints (Diebolt and Robert, 1994; Richardson and Green, 1997; McLachlan and Peel, 2004) and others that are based on relabelling algorithms (Celeux, 1998; Stephens, 2000b; Rodriguez and Walker, 2014; Celeux et al., 2000) . For a review and comparison of these methods see, for example, Jasra et al. (2005) and Sperrin et al. (2010) . One problem common to the existing methods for dealing with the label switching problem is that they usually require heavy computational costs, which make them unsuitable for large data sets and models with a large number of components. Another drawback of these methods is that they focus on mixture models where all components have the same type of distributions and focus on dealing with the invariance of the likelihood with respect to the permutation of the component labels. When the mixture components have different types of distributions, such as a mixture of Poisson and Negative binomial distributions, label switching problems will still occur, since the likelihood function may still have multi-modes, but the existing methods for dealing with this problem may not be suitable anymore.
The second aspect is the identification of the number of components, K. Many authors have devised different methodologies for estimating the number of components in a Bayesian finite mixture models, for example reversible jump MCMC (Richardson and Green, 1997) and Birth and Death MCMC (Stephens, 2000a; Nobile et al., 2007) .
Another approach to deal with the unknown number of components is to use a mixture of Dirichlet processes (Antoniak, 1974; Escobar and West, 1995) , which allows an infinite number of components.
The challenges mentioned above limit the applicability of mixture models in the areas involving large data sets and a large number of components. This motivates our study, as we discuss in detail in the following subsection.
Motivation of the study
In practice, we are often only interested in classifying the observations into two classes.
For example, in the analysis of ChIP-Sequencing (ChIP-Seq) data, we are interested in whether a region of the genome is bound by the protein in question or not (Bao et al., 2014) . For such ChIP-Seq (discrete) data, although there are only two possible classes, it is inappropriate to use a mixture of two known parametric distributions (e.g.
Poisson or Negative Binomial distributions)
. This is because such data sets usually have long tails and the tails may show multi-modal patterns.
In this paper, we use for illustration the ChIP-Seq data generated by Ramos et al. (2010) for identifying the genomic regions bound by the histone acetyltransferases p300.
For each region in the genome, the data report the number of bound fragments that align to that region. A higher value means that the corresponding region is most likely to be bound by the protein in question. Table 1 provides the summary statistics for the data set, where we consider only the data for 1000bp windows along chromosome 21 (Bao et al., 2013) . Figure 1 shows Ramos et al. (2010) for one experiment on the protein p300 on chromosome21.
shows that the data set has a very long tail. If we zoom in the tail of the distribution (right plot), we see possible multi-modal patterns, suggesting that the distribution of the data is likely to consist of several component distributions. The interest however is that of classifying each region into two possibly states: bound or not bound by the protein in question. The above situation has been observed also for other ChIP-seq experiments, where a two-component parametric mixture model appears to be too restrictive for the analysis of these data. An alternative approach is to use K components, with K > 2. In the context of ChIP-seq data analysis, this is considered by Kuan et al. (2011) , who allow the signal distribution to be a mixture of two negative binomial distributions (i.e. K = 3). However, it is very challenging to justify what the true value of K is. Although the reversible jump Markov chain Monte Carlo method (Green, 1995) is readily available, the justification of reversible-jump MCMC convergence is non-trivial and it requires heavy computational costs. Another challenge of using K components is that it is non- large sample properties for the estimates are not our concern since simulation from the posterior distribution is generally the main task in Bayesian analysis. The challenge of Bayesian analysis for mixture models is the label switching problem and the determination of the number of components K.
The contribution and structure of the paper
The advantage of this new method is that it bypasses the challenges involved in the K-component mixture models, such as the label switching problem and the determination of the unknown parameter K. The new method can still distinguish whether an observation is signal or noise, which is the main research interest in the studies that we consider, and it can do so with higher accuracy than a mixture of two parametric distributions, since it is expected to fit the data better.
The rest of this paper is organised as follows. Section 2 is devoted to developing the mixture models and estimation methodologies. Section 3 gives detailed simulation studies, which show that our method is more reliable than existing methods in terms of better parameter estimation and smaller classification error. The data analysis is provided in Section 4 and a discussion is given in Section 5.
The new methodology
Suppose that discrete observations x 1 , · · · , x n are sampled from a mixture of distributions with two components, where one component is the noise distribution and the other component is a signal distribution. We simply use the following density to model the data,
where f 1 is the parametric distribution for the noise, f 2 is the signal distribution and π 1 and π 2 are the corresponding mixture proportions, respectively.
Let z i , (i = 1, .., n) be an indicator or latent variable associated with each observa-
The noise distribution f 1 is usually simpler to determine. For example in ChIP-Seq studies, a Poisson distribution is a natural choice for the noise since a genomic region not bound by the protein in question but tagged is a rare event. In cases where small window sizes are considered for the regions, zero-inflated Poisson distributions have been found to fit the noise distribution very well as they account for large number of zeros (Bao et al., 2014) . In contrast to this, the signal distribution can present complicated patterns. As explained in Section 1, it may be difficult to find a suitable parametric distribution model for f 2 . On the other hand, if f 2 is further modelled by a mixture distribution, it may not be easy to deal with the label switching problem, to determine the number of mixture components and to determine the component distri-butions. Since we are only interested in distinguishing the signal and the noise, it is not necessary to identify how many components the signal distribution is formed of and what these component distributions are. We therefore consider to use a nonparametric model for the second component.
As the data are discrete, we can denote with
where
are the unknown parameters. p j can be interpreted as the
given that x is drawn from the signal component. This can be viewed as a nonparametric distribution. Under this model, the distribution of x is given by
Based on the distribution (4), we have the following likelihood function given (x i , z i )
If we choose uniform priors for π and p and denote the prior for θ 1 as g 0 (θ 1 ), we have that π, p and θ 1 are independent under the posterior distributions. In particular, the posterior distribution of π is given by the Beta distribution
the posterior of p by the Dirichlet distribution
and the posterior for θ 1 by
We also have that the posterior probability of z i given x, π, p and θ 1 is
Based on all the above posterior distributions, we can use the Gibbs sampler to draw realisations from the posterior distribution and carry out a Bayesian Monte Carlo analysis. To implement the Gibbs sampler, we need to update the unknown parameters and the latent variable z by sampling from the conditional posterior distributions in (6), (7), (8) and (9). This leads to the algorithm:
1 ; Set m = 1 ; repeat for i = 1 to n do Update z i with probability (9) end Update θ 1 from the posterior in (8) ; Update π from the posterior in (6); Update p from the posterior in (7); m = m + 1 until enough MCMC steps have been simulated; Algorithm 1: The Gibbs sampler.
The interpretation of the model
The second component in (5) The posterior predictive distribution of the new model also has a reasonable interpretation, which is actually linked with the Dirichlet process distribution. If we assume that the latent variable z is known, then the posterior predictive distribution is given by f pre (y|x, z)
where c, depending on x, z, is the normalising constant for the full posterior distribution. We can further write the posterior predictive distribution as
where E(π 1 ) and E(π 2 ) are the posterior expectation of π, E 1 (f 1 (y; θ 1 )) is a posterior expectation conditional on all observations allocated to the first component (z i = 1) and E 2 (p j ) is the posterior expectation for p conditional on all observations allocated to the second component (z i = 2).
Based on (7) we know that
and based on (6) we know that
Then with simple calculations we further have
which has a very close connection with the posterior predictive distribution for Dirichlet process distributions in Ferguson (1973) .
Suppose that a random sample X 1 , · · · , X n is from a probability space (R, B) with a random probability measure P, which is a Dirichlet process with a base measure parameter α. Then Ferguson (1973) showed that the conditional distribution of P given X 1 , · · · , X n is still a Dirichlet process with parameter α + ∑ i δ X i , where δ u denotes the measure giving mass one to the point u. Based on this result, Ferguson (1973) derived the posterior predictive distribution for a new variable Y from P, as
which is a mixture of the prior belief α and the empirical distribution. Comparing (10) and (11) we can see that the posterior predictive distribution of our model is a mixture of the parametric predictive distribution E 1 (f 1 (y; θ 1 )) conditional on all observations allocated in the first component, and the empirical distribution conditional on all observations allocated in the second component.
Therefore, under our modelling framework and given all observations x i with its classification indicator z i , a new observation can be viewed as from a random probability measure P, which is a Dirichlet process with a base measure parameter proportional to E 1 (f 1 (y; θ 1 )). Ferguson (1973) 3 Simulation studies
Scenario 1
To verify the validity of our methodology, we simulate a data set of n = 500 observations from a mixture of a Poisson distribution and a Negative Binomial distribution. The true model is
where λ is the mean of the Poisson distribution, r is the nonnegative dispersion parameter and v is the probability parameter for the Negative Binomial distribution. We choose different values of the true parameters in order to study the performance of our proposed method under different situations. We consider three cases, (a) the means of the two components are far apart, (b) the means of the two components are very close and (c) the means of the two components are neither too close nor too far apart.
We choose π 1 = 0.8, i.e. having a larger proportion for the noise component, to reflect our real ChIP-seq data. We also consider the case where the signal and noise have the rate (the ratio of the number of wrongly classified observations over the total number of observations). We can see that Set 1 has much smaller misclassification rate than other sets (Sets 2 and 3).
From Figure 2 we can see that label switching does not occur. In fact we did not find any label switching in the trace plots based on all simulations in Table 2 . Note that if we use a mixture model with a Poisson component and a NB component (the true underlying model) to analyse the data, the label switching problem still exists although the two components are different. This is shown in Figure 3 , which is the simulation results for a mixture with two components: one Poisson component with a small mean value 2 and a negative binomial component with a larger mean value around 22.5. We can see from the trace plots that in this case the MCMC chain manages to estimate λ and π 1 close to their true values, 2 and 0.8 respectively. However, the algorithm 
Scenario 2
We now consider a more general mixture distribution with five-components, where the noise component is a Poisson distribution and the signal components are Negative
Binomial distributions. The sample size is also chosen as n = 500. The aim here is to show that our methodology outperforms the fully parametric mixture model, under general mixture distributions, in terms of estimation and classification. The true model for this simulation is given by To justify the classification performance of the new method, one may use the posterior probability distribution for z as the classification criteria. The posterior probability of z i = 1 is given by,
If g i is less than a threshold, say ρ, the value x i will be classified into class 2. Based on this idea, false discovery rate (FDR) is commonly used to justify the performance of a classifier and was for example used by (Bao et al., 2013) in the context of mixture 
models. It is defined as
F DR = #{false positive discovery} #{declared positive} = #{false positive discovery}
. We fixed the FDR at level 0.01 and find the threshold ρ and further calculate the false non-discovery rate (FNDR) based on the existing method and our new proposed method. The FNDR is defined as
The FNDR values are shown on the last column of Note that, for the results in Table 3 , we run the Gibbs sampler for 20,000 steps with 10,000 steps as burn-in iterations. For both methods, we choose a Gamma(2, 1) prior distribution for λ and a uniform prior distribution for π. For the new method we choose uniform priors for p, whereas for the Poisson-NB mixture we choose a Gamma (20, 1) prior for the elements of r and a uniform distribution for the elements in v. Furthermore, for the parametric mixture, we use a Metropolis-Within-Gibbs sampler to simulate from the posterior distributions, given the difficulty in simulating the parameters r and v for NB distributions.
In a second simulation, we choose the set of true parameters (Set 2) as λ = 5, 5, 7, 10, 14) and v = (0.4, 0.6, 0.8, 0.9). This choice of r and v for the NB components gives the corresponding component means as Table 4 ).
Model
True value Posterior mean In the final simulation, we choose the set of true parameters (Set 3) as λ = 6, 8, 12, 30, 40) and v = (0.3, 0.3, 0.4, 0.3) . This choice of r and v for the NB components gives the corresponding component means as (18.7, 28, 45, 93.3) . Such a choice will give very different component means with the Poisson component having the smallest mean. This situation is similar to the real ChIP-seq data, in the sense that there is a long tail and the noise component has the smallest mean value. From Table 5 we can see that our method gives posterior mean estimates for λ and π 1 with smaller bias and shorter credible intervals than the parametric mixture approach. Once again, the larger bias and variation in the estimates given by the existing methods is due to the label switching problem, see 
Data analysis

ChIP-seq data
As described in Section 1.1, we now show the applicability of the new method to ChIP-seq data. In ChIP-seq technology, the DNA is sheared into smaller fragments, typically 200 -1000 base pairs (bp) long beforehand, this facilitates throughput sequencing. The dataset considered in this analysis is p300T301.1000bp dataset from the R package enRich, which is size-selected into 1000 base pairs (See Bao et al. (2013) for a description of the ChIP-seq technology and this particular dataset). The aim of the analysis is to detect the regions in the genome bound by the histone acetyltransferases p300, so it is a natural two-mixture problem with a background and a signal component. Several methods for the analysis of ChIP-seq data assume a parametric signal distribution mixed with a parametric background distribution. For example, Kuan et al. (2011) propose a mixture of Negative Binomial distributions; Qin et al.
(2010) adopt a generalized Poisson distribution for the signal and Bao et al. (2014) propose a zero-inflated Poisson/NB for noise and a NB for the signal. This paper considers a non-parametric model for the signal distribution, so that the variability in the signal can properly be accounted for.
Based on the posterior distribution, the posterior classification probability in (14) can be computed to predict a region is enriched or not. The region i will be classified as an enriched region if g i < ρ. The threshold value ρ is determined by controlling the false discovery rate at a predefined level (Bao et al., 2014) say 0.001. The expected false discovery rate corresponding to the threshold value ρ is given by
. Figure 6 shows a Venn diagram of the regions detected as enriched by p300 using the model proposed in this paper, compared with a mixture of two Poisson distributions and a mixture of two NB distributions, at 0.1% false discovery rate. For the Poisson and NB mixtures we use the implementation in the enRich R package. Our method detects more enriched regions than the existing methods at the same false discovery rate. We use ChromHMM (Ernst and Manolis, 2010) to validate the enriched regions identified by the methods. Figure 7 shows the results based on ChromHMM with 3 chromatin states. The top plots give the emission probabilities for the different analyses, that is the probability of the observed enrichment given each of the three possible states.
These plots show that two of the three states explain most of the enrichment pattern in the identified lists. The bottom plot give the relative fold enrichment for several annotations. These plots show how these two states are mostly enriched with TSSs, active and weak promoters, and weak enhancers. Furthermore, the plots show how the second state, which is mainly identified by our method, reflects a larger degree of enrichment of active and weak promoters. Therefore, we can conclude that by using the proposed method, more regions are found at the same FDR, and that these regions are generally of the same quality as those found by the existing methods.
Discussion
This paper developed a mixture model with a parametric component and a nonparametric component for modelling noise and signal, respectively. We showed several advantages to using a nonparametric component. Firstly, we neither need to specify the distributions for the signal component nor to consider how many components there are. Secondly, the method does not incur the label switching problem. Results on simulated data verify the validity of the approach and show a better performance of the method compared to fully parametric finite mixture distributions under general cases.
In our analysis the second mixture component is modelled as a nonparametric distribution, which actually involves L unknown parameters, the probabilities for distinct observations values in the enriched region. Therefore, if L is very large, the computational cost could be heavy. For the data set analyzed in this paper, the value of L is not too large, in the scale of 100, therefore the method is efficient. But if L is up to several thousands, the method may not be practical. Bao et al. (2014) . We are currently working on an extension of the methodology proposed in this paper to account for Markov dependencies.
The proposed method is only valid for discrete data sets, thus a possible extension is to develop methods able to deal with continuous data sets. In this case, a continuous distribution would be chosen for the noise component f 1 (x). However, new methods would need to be developed for the nonparametric component, since the posterior (9) of z i in Algorithm 1 will not be valid anymore. This is left as a future research work.
