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Abstract
In this paper, we establish the existence of four positive periodic solutions for the first order differential
system by using the continuation theorem of coincidence degree theory. When our result is applied to
a competition Lotka–Volterra population model, we obtain the existence of four positive periodic solutions
for this model.
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1. Introduction









where hi :R → R+ are continuous ω-periodic functions, i = 1,2, with ω > 0, Fi :R × R ×
R → R are continuous and ω-periodic with respect to its first variable, Fi(t, x, y) is monoto-
nously decreasing in x for fixed t, y and in y for fixed x, t , ∀x, t, y ∈ R, i = 1,2.
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124 Z. Zhang, H. Tang / J. Math. Anal. Appl. 332 (2007) 123–136When F1(t, x(t), y(t)) = a1(t)−b1(t)x(t)−c1(t)y(t), F2(t, x(t), y(t)) = a2(t)−b2(t)x(t)−
c2(t)y(t), system (1.1) reduces to the following well-known competition Lotka–Volterra popu-
lation model with stocking:{
x(t) = x(t)(a1(t) − b1(t)x(t) − c1(t)y(t))− h1(t),
y(t) = y(t)(a2(t) − b2(t)x(t) − c2(t)y(t))− h2(t), (1.2)
where ai(t), bi(t), ci(t) and hi(t) are all positive continuous ω-periodic functions. On the exis-
tence of positive periodic solutions to system (1.2), few results are found in the literature. This
motivates us investigate the existence of a positive periodic solution or multiple positive periodic
solutions for system (1.1) and (1.2). Recently, the powerful and effective method of coincidence
degree has been applied to study the existence of periodic solutions in periodic equations or sys-
tems and a number of good results have been obtained, for example, see Zhang and Wang [1–4]
and Li [5]. However, the existence results of multiple periodic solutions established by using
coincidence degree theory for periodic systems or equations are very scarce. So, in this paper,
our purpose is to study the existence of multiple periodic solutions to system (1.1) by apply-
ing the method of coincidence degree theory. The paper is organized as follows. In Section 2,
by employing the continuation theorem of coincidence degree theory, we establish a sufficient
condition for the existence of four positive periodic solutions of system (1.1). In Section 3, we
illustrate our result with a competition Lotka–Volterra population model.
2. Existence of four positive periodic solutions
For the readers’ convenience, we first summarize a few concepts from the book by Gaines and
Mawhin.
Let X and Z be normed vector spaces. Let L : Dom ⊂ X → Z be a linear mapping and
N :X → Z be a continuous mapping. The mapping L will be called a Fredholm mapping of
index zero if dim KerL = codim ImL < ∞ and ImL is closed in Z. If L is a Fredholm map-
ping of index zero, then there exist continuous projectors P :X → X and Q :Z → Z such that
ImP = KerL and ImL = KerQ = Im(I −Q). It follows that L|DomL∩KerP : (I −P)X → ImL
is invertible and its inverse is denoted by Kp. If Ω is a bounded open subset of X, the mapping
N is called L-compact on Ω , if QN(Ω) is bounded and Kp(I − Q)N :Ω → X is compact.
Because ImQ is isomorphic to KerL, there exists an isomorphism J : ImQ → KerL.
In the proof of our existence result, we need the following continuation theorem.
Theorem 2.1 (Continuation Theorem, Gaines and Mawhin [6]). Let L be a Fredholm mapping
of index zero and let N be L-compact on Ω . Suppose
(a) for each λ ∈ (0,1), every solution x of Lx = λNx is such that x /∈ ∂Ω ;
(b) QNx 
= 0 for each x ∈ ∂Ω ∩ KerL;
(c) deg{JQNx,Ω ∩ KerL,0} 
= 0.
Then the equation Lx = Nx has at least one solution lying in DomL ∩ Ω .
For the sake of convenience, we introduce some notations as follows:
aM1 = max
t∈[0,ω]
F1(t,0,0), aM2 = max
t∈[0,ω]









here f is a continuous ω-periodic function.
Theorem 2.2. Assume that the following conditions hold:





 0, ∀t ∈ R;





 0, ∀t ∈ R;
(iii) there exist two positive constants l− < l+ with l− > hl1/aM1 , A > ln l+, such that for ∀t ∈ R












Then system (1.1) has at least four different positive ω-periodic solutions.
Proof. Since we are concerned with positive periodic solutions of system (1.1), we make the
change of variables
x(t) = exp(u1(t)), y(t) = exp(u2(t)). (2.1)

















∣∣ui(t)∣∣, u ∈ X or Z.




F1(t, eu1(t), eu2(t)) − h1(t)e−u1(t)
F2(t, eu1(t), eu2(t)) − h2(t)e−u2(t)
]
, u ∈ X,
Lu = u′ = du(t)
dt
, Pu = 1
ω
∫ ω
0 u(t) dt , u ∈ X, Qz = 1ω
∫ ω
0 z(t) dt , z ∈ Z. Thus it follows that
KerL = R2, ImL = {z ∈ Z: ∫ ω0 z(t) dt = 0} is closed in Z, dim KerL = 2 = codim ImL, and
P,Q are continuous projectors such that
ImP = KerL, KerQ = ImL = Im(I − Q).
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Kp(I − Q)Nu =
[∫ t




0 G1(s) ds dt + ( 12 − tω )
∫ ω
0 G1(s) ds∫ t


















Obviously, QN and Kp(I −Q)N are continuous. It is not difficult to show that Kp(I −Q)N(Ω)
is compact for any open bounded set Ω ⊂ X by using the Arzela–Ascoli theorem. Moreover,
QN(Ω) is clearly bounded. Thus, N is L-compact on Ω with any open bounded set Ω ⊂ X.
In order to use Theorem 2.1, we have to find at least four appropriate open bounded subsets

















ui(t), ui(ηi) = min
t∈[0,ω]ui(t), i = 1,2.

































which, together with condition (i) in Theorem 2.2, implies that
u1(ξ1) < A. (2.8)
















from which, together with condition (ii), we have
























From this and condition (iii), we have
u1(ξ1) < ln l− or u1(ξ1) > ln l+. (2.12)
Similarly, from (2.6), we have
u1(η1) > ln l+ or u1(η1) < ln l−. (2.13)













From this and condition (iv), it follows that
u2(ξ2) > lnu+ or u2(ξ2) < lnu−. (2.14)
Similarly, from (2.7), we obtain
u2(η2) > lnu+ or u2(η2) < lnu−. (2.15)




< u1(t) < ln l− or ln l+ < u1(t) < A. (2.16)
1




< u2(t) < lnu− or lnu+ < u2(t) < C. (2.17)
Obviously, ln l±, lnu±, ln
hl1
aM1
, A and C are independent of λ. Now let
Ω1 =
{







































u = (u1, u2)T ∈ X: u1(t) ∈ (ln l+,A), u2(t) ∈ (lnu+,C)
}
.
Then Ωi (i = 1,2,3,4) are bounded open subsets of X, Ωi ∩ Ωj = ∅, i 
= j , i, j = 1,2,3,4.
Thus Ωi (i = 1,2,3,4) satisfies the requirement (a) in Theorem 2.1.
Now, we prove that (b) of Theorem 2.1 holds, i.e., we prove that when u ∈ ∂Ωi ∩ KerL =
∂Ωi ∩R2, QNu 

































)= h2(t2)e−u2 . (2.19)













< u1 < ln l−, ln l+ < u1 < A, ln
hl2
aM2
< u2 < lnu−, lnu+ < u2 < C. Hence u ∈
Ω1 ∩ R2 or u ∈ Ω2 ∩ R2 or u ∈ Ω3 ∩ R2 or u ∈ Ω4 ∩ R2. This proves that (b) in Theorem 2.1
holds.
Finally, we show that (c) in Theorem 2.1 holds. We classify our proof into two steps.
Z. Zhang, H. Tang / J. Math. Anal. Appl. 332 (2007) 123–136 129Step 1. We show that for i = 1,2,3,4,
deg
{
JQNu,Ωi ∩ KerL, (0,0)T
}
= deg{(F1(t1, eu1, eu2)− h1(t1)e−u1,F2(t2, eu1, eu2)− h2(t2)e−u2)T ,
Ωi ∩ KerL, (0,0)T
}
= deg{(a1 − b1eu1 − c1eu2 − h1e−u1, a2 − b2eu1 − c2eu2 − h2e−u2)T ,
Ωi ∩ KerL, (0,0)T
}
,
where ai, bi, ci , hi are constants defined below. To this end, we define φ1 : KerL × [0,1] → X
by
φ1(u1, u2,μ1) = μ1
(
a1 − b1eu1 − c1eu2 − h1e−u1
a2 − b2eu1 − c2eu2 − h2e−u2
)
+ (1 − μ1)
(
F1(t1, eu1, eu2) − h1(t1)e−u1
F2(t2, eu1, eu2) − h2(t2)e−u2
)
,
















a1 − c1eC +
√




a1 − c1eC −
√










a2 − b2eA +
√




(a2 − b2eA)2 −
√
(a2 − b2eA)2 − 4b2c2
2c2
.
When (u1, u2)T ∈ ∂Ωi ∩ KerL = ∂Ωi ∩ R2, i = 1,2,3,4, u is a constant vector in R2 with
u ∈ ∂Ωi . We will show that when u ∈ ∂Ωi ∩ R2, φ1(u1, u2,μ1) 
= (0,0)T . If the conclusion is





a1 − b1eu1 − c1eu2 − h1e−u1
)









a2 − b2eu1 − c2eu2 − h2e−u2
)









Claim 1. u1 < A.







)− h1(t1)e−u1)+ μ1(a1 − b1eu1 − c1eu2 − h1e−u1)






)− h1(t1)e−u1)+ μ1(a1 − b1eu1 − h1e−u1)
< (1 − μ1)
(−h1e−u1)+ μ1(a1 − b1eu1)
< 0.
Hence Claim 1 holds.














)− h1(t1)e−u1)+ μ1(a1 − b1eu1 − c1eu2 − h1e−u1)
< (1 − μ1)
(
F1(t1,0,0) − hl1e−u1
)+ μ1(a1 − h1e−u1)
< (1 − μ1)
(
aM1 − hl1e−u1
)+ μ1(a1 − h1e−u1)
< 0.
Hence Claim 2 holds.
Claim 3. u2 < C.







)− h2(t2)e−u2)+ μ1(a2 − b2eu1 − c2eu2 − h2e−u2)





)− h2(t2)e−u2)+ μ1(a2 − c2eu2)
< 0.
Hence Claim 3 holds.














)− h2(t2)e−u2)+ μ1(a2 − b2eu1 − c2eu2 − h2e−u2)
< (1 − μ1)
(
F1(t2,0,0) − hl2e−u2
)+ μ1(a2 − h2e−u2)
< (1 − μ1)
(
aM2 − hl2e−u2
)+ μ1(a2 − h2e−u2)
< 0.
Hence Claim 4 holds.
Claim 5. u1 > ln l+ or u1 < ln l−.







)− h1(t1)e−u1)+ μ1(a1 − b1eu1 − c1eu2 − h1e−u1)






)− hl1e−u1)+ μ1(a1 − b1eu1 − c1eC − h1e−u1)






)− h1(t1)e−u1)− μ1e−u1(b1e2u1 + h1 + c1eCeu1 − a1eu1)
> 0.
Hence Claim 5 holds.
Claim 6. u2 > lnu+ or u2 < lnu−.







)− h2(t2)e−u2)+ μ1(a2 − b2eu1 − c2eu2 − h2e−u2)










2u2 − a2eu2 + h2 + b2eAeu2
)
> 0.
Hence Claim 6 holds.








< u2 < C, u2 > lnu+ or u2 < lnu−.
Therefore
u ∈ Ω1 ∩ R2 or u ∈ Ω2 ∩ R2 or u ∈ Ω3 ∩ R2 or u ∈ Ω4 ∩ R2.
This contradicts u ∈ ∂Ωi ∩ R2, i = 1,2,3,4. By topological degree theory and taking J = I
since KerL = ImQ, we have for i = 1,2,3,4,
deg
{
JQNu,Ωi ∩ KerL, (0,0)T
}
= deg{φ1(u1, u2,0),Ωi ∩ KerL, (0,0)T }
= deg{φ1(u1, u2,1),Ωi ∩ KerL, (0,0)T }
= deg{(a1 − b1eu1 − c1eu2 − h1e−u1, a2 − b2eu1 − c2eu2 − h2e−u2),
Ωi ∩ KerL, (0,0)T
}
. (2.22)
Step 2. We show that for i = 1,2,3,4,
deg
{(
a1 − b1eu1 − c1eu2 − h1e−u1, a2 − b2eu1 − c2eu2 − h2e−u2
)T
,Ωi ∩ KerL, (0,0)T
}
= deg{(a1 − b1eu1 − h1e−u1, a2 − c2eu2 − h2e−u2)T ,Ωi ∩ KerL, (0,0)T }.
To this end, we define a mapping φ2 : KerL × [0,1] → X by
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(
a1 − b1eu1 − μ2c1eu2 − h1e−u1
a2 − μ2b2eu1 − c2eu2 − h1e−u2
)
,
where μ2 ∈ [0,1] is a parameter. When u ∈ ∂Ωi ∩ KerL = ∂Ωi ∩ R2, u is a constant vector in
R2 with u ∈ ∂Ωi , i = 1,2,3,4. We prove that when u ∈ ∂Ωi ∩ KerL, φ2(u1, u2,μ2) 
= (0,0)T .
If it is not true, then some constant vector u with u ∈ ∂Ωi satisfies
a1 − b1eu1 − c1μ2eu2 − h1e−u1 = 0, (2.23)
a2 − μ2b2eu1 − c2eu2 − h2e−u2 = 0. (2.24)
(2.23) implies
b1e





































a1 − c1a2c2 +
√
(a1 − c1a2c2 )2 − 4b1h1
2b1
> ln l+ (2.27)
or
u1 < ln
a1 − c1a2c2 −
√
(a1 − c1a2c2 )2 − 4b1h1
2b1
< ln l−. (2.28)
(2.24) gives








a2 − b2a1b1 +
√





a2 − b2a1b1 −
√
(a2 − b2a1b1 )2 − 4c2h2
< lnu−. (2.30)2c2















Hence u ∈ Ω1 ∩R2 or u ∈ Ω2 ∩R2 or u ∈ Ω3 ∩R2 or u ∈ Ω4 ∩R2. This contradicts the fact that
u ∈ ∂Ωi ∩ R2, i = 1,2,3,4. According to topological degree theory, we have for i = 1,2,3,4,
deg
{(
a1 − b1eu1 − c1eu2 − h1e−u1, a2 − b2eu1 − c2eu2 − h2e−u2
)T
,Ωi ∩ KerL, (0,0)T
}
= deg{φ2(u1, u2,1),Ωi ∩ KerL, (0,0)T }
= deg{φ2(u1, u2,0),Ωi ∩ KerL, (0,0)T }
= deg{(a1 − b1eu1 − h1e−u1, a2 − c2eu2 − h2e−u2)T ,Ωi ∩ KerL, (0,0)T }. (2.31)
From (2.22) and (2.31), we have
deg
{
JQNu,Ωi ∩ KerL, (0,0)T
}
= deg{(a1 − b1eu1 − h1e−u1, a2 − c2eu2 − h2e−u2)T ,Ωi ∩ KerL, (0,0)T }.
Note that the system of algebraic equations:
a1 − b1ex − h1e−x = 0,
a2 − c2ey − h2e−y = 0
has four distinct solutions
(
x∗1 , y∗1


















































It is easy to verify that





































) ∈ Ω4, (x∗2 , y∗2 ) ∈ Ω3, (x∗3 , y∗3 ) ∈ Ω2, (x∗4 , y∗4 ) ∈ Ω1.
A direct computation gives for i = 1,2,3,4,
deg
{


















)2 − b1h2(x∗)2 − h1c2(y∗)2 + h1h2]
}








JQNu,Ωi ∩ KerL, (0,0)T
}
= sign[(a1x∗ − h1)(a2y∗ − h2)− h2(a1x∗ − h1)− h1(a2y∗ − h2)+ h1h2]
= sign[(a1x∗ − 2h1)(a2y∗ − 2h2)],




JQNu,Ω4 ∩ KerL, (0,0)T
}
= sign
{[a1(a1 +√a21 − 4b1h1)
2b1
− 2h1







JQNu,Ω3 ∩ KerL, (0,0)T
}
= sign
{[a1(a1 +√a21 − 4b1h1)
2b1
− 2h1







JQNu,Ω2 ∩ KerL, (0,0)T
}
= sign
{[a1(a1 −√a21 − 4b1h1)
2b1
− 2h1







JQNu,Ω1 ∩ KerL, (0,0)T
}
= sign
{[a1(a1 −√a21 − 4b1h1)
2b1
− 2h1
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system (2.2) has at least four ω-periodic solutions. Thus by (2.1) system (1.1) has at least four
different positive ω-periodic solutions. This completes the proof of Theorem 2.2. 
3. An example
Consider the following competition Lotka–Volterra population model with stocking:{
x′(t) = x(t)(a1(t) − b1(t)x(t) − c1(t)y(t))− h1(t),
y′(t) = y(t)(a2(t) − b2(t)x(t) − c2(t)y(t))− h2(t), (3.1)
where x(t) and y(t) denote the densities of two competition species, ai(t), bi(t), ci(t), hi(t)
(i = 1,2) are all positive continuous ω-periodic functions.
In Theorem 2.2, F1(t, ex, ey) = a1(t) − b1(t)ex − c1(t)ey , F2(t, ex, ey) = a2(t) − b2(t)ex −
c2(t)ey . If x  ln
aM1
bl1




def= C, then F2(t,0, ey)0.
Let
l± =
al1 − cM1 eC ±
√




al2 − bM2 eA ±
√




















































then system (3.1) has at least four different positive ω-periodic solutions.
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