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AN EMBEDDING OF THE UNIVERSAL ASKEY-WILSON ALGEBRA
INTO Uq(sl2)⊗ Uq(sl2)⊗ Uq(sl2)
HAU-WEN HUANG
Abstract. The Askey–Wilson algebras were used to interpret the algebraic structure hidden in the
Racah–Wigner coefficients of the quantum algebra Uq(sl2). In this paper, we display an injection
of a universal analog △q of Askey–Wilson algebras into Uq(sl2) ⊗ Uq(sl2) ⊗ Uq(sl2) behind the
application. Moreover we formulate the decomposition rules for 3-fold tensor products of irreducible
Verma Uq(sl2)-modules and of finite-dimensional irreducible Uq(sl2)-modules into the direct sums
of finite-dimensional irreducible △q-modules.
Keywords: Askey–Wilson algebras, Leonard pairs, Racah–Wigner coefficients.
1. Introduction
Fix a nonzero complex scalar q with q2 6= 1. The quantum algebra Uq(sl2) is a unital associative
algebra over the complex number field C generated by E, K±1, F subject to
KK−1 = K−1K = 1,
KE = q2EK, KF = q−2FK,
EF − FE = K −K
−1
q − q−1 .
The Casimir element of Uq(sl2) has the expression
Λ = (q − q−1)2FE + qK + q−1K−1
up to scalar multiplication. Let ∆ : Uq(sl2) → Uq(sl2) ⊗ Uq(sl2) denote the comultiplication of
Uq(sl2). The n-fold comultiplication ∆n : Uq(sl2)→ Uq(sl2)⊗(n+1) is recurrently defined by ∆0 = 1
and
∆n = (1
⊗(n−1) ⊗∆) ◦∆n−1 for all integers n ≥ 1.
Consider a Hopf ∗-algebra of Uq(sl2), for instance Uq(su2) with q a real number. Let V denote
a 3-fold tensor product of irreducible unitary Uq(su2)-modules. The inner products between two
coupled bases of V are called the Racah–Wigner coefficients of Uq(sl2). In fact, the two coupled
bases of V are the orthonormal eigenbases of
K0 = ∆(Λ)⊗ 1, K1 = 1⊗∆(Λ)
on V . Granovski˘ı and Zhedanov [2] realized that when restricting to an eigenspace of ∆2(Λ) on V ,
there exist complex scalars ̺, ̺∗, η, η∗, ω such that the operators K0, K1 and their q-commutator
K2 = qK0K1 − q−1K1K0(1)
satisfy the relations
qK1K2 − q−1K2K1 = ωK1 + ̺K0 + η∗,(2)
qK2K0 − q−1K0K2 = ωK0 + ̺∗K1 + η.(3)
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The unital associative algebra over C generated by three generators, abusively denoted by K0,
K1, K2, subject to the relations of the forms (1)–(3) is called the Askey–Wilson algebra [12]. A
universal analog△q of Askey–Wilson algebras was recently proposed by Terwilliger [10] with q4 6= 1.
The defining generators of △q are usually denoted by A, B, C and the relations assert that each of
A+
qBC − q−1CB
q2 − q−2 , B +
qCA− q−1AC
q2 − q−2 , C +
qAB − q−1BA
q2 − q−2
is central in △q. Let α, β, γ denote the central elements of △q given by
α
q + q−1
= A+
qBC − q−1CB
q2 − q−2 ,
β
q + q−1
= B +
qCA− q−1AC
q2 − q−2 ,
γ
q + q−1
= C +
qAB − q−1BA
q2 − q−2 .
The Casimir element of △q has the expression
Ω = qABC + q2A2 + q−2B2 + q2C2 − qAα− q−1Bβ − qCγ.
Inspired by the work [2], we discover a homomorphism ♭ : △q → Uq(sl2)⊗Uq(sl2)⊗Uq(sl2) that
sends
A 7→ ∆(Λ)⊗ 1,
B 7→ 1⊗∆(Λ),
α 7→ Λ⊗ Λ⊗ 1 + (1⊗ 1⊗ Λ) ·∆2(Λ),
β 7→ 1⊗ Λ⊗ Λ + (Λ⊗ 1⊗ 1) ·∆2(Λ),
γ 7→ Λ⊗ 1⊗ Λ + (1⊗ Λ⊗ 1) ·∆2(Λ),
and
C 7→ Λ⊗ 1⊗ Λ+ (1⊗ Λ⊗ 1) ·∆2(Λ)
q + q−1
+
q−1(1⊗∆(Λ)) · (∆(Λ)⊗ 1)− q(∆(Λ)⊗ 1) · (1⊗∆(Λ))
q2 − q−2 .
The image of Ω under ♭ is equal to
(q + q−1)2 − Λ2 ⊗ 1⊗ 1− 1⊗ Λ2 ⊗ 1− 1⊗ 1⊗ Λ2 − (Λ⊗ Λ⊗ Λ) ·∆2(Λ)−∆2(Λ)2.
Moreover the homomorphism ♭ is shown to be injective. As a consequence, given any Hopf ∗-algebra
of Uq(sl2) we show that there exists a unique algebra involution † of △q such that the following
diagram commutes:
△q Uq(sl2)⊗ Uq(sl2)⊗ Uq(sl2)
△q Uq(sl2)⊗ Uq(sl2)⊗ Uq(sl2)
♭
†
♭
∗ ⊗ ∗ ⊗ ∗
See §4 for details.
Each Uq(sl2)⊗ Uq(sl2)⊗ Uq(sl2)-module can be considered as a △q-module via pulling back the
injection ♭. The aim of §5 is to study the 3-fold tensor products of irreducible Verma Uq(sl2)-
modules and of finite-dimensional irreducible Uq(sl2)-modules from the view of △q-modules. The
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△q-modules are completely reducible. Furthermore the work [5] allows us to give the decomposition
rules for these △q-modules into the direct sums of finite-dimensional irreducible △q-modules. As a
consequence, on each irreducible component A and B form a Leonard pair [9,11]. The preliminaries
are contained in §2 and §3.
It is worthwhile to remark that the paper [3] produces a similar work on an algebraic structure
behind the Clebsch–Gordan coefficients of Uq(sl2).
2. The quantum algebra Uq(sl2) and its modules
The conventions for this paper are as follows. An algebra is meant to be a unital associative
algebra. Let Z denote the ring of integers. Let N denote the set of nonnegative integers and
N
∗ = N \ {0}.
Let F denote a field and fix a nonzero scalar q ∈ F with q4 6= 1. Recall that the q-brackets are
defined as
[n] =
qn − q−n
q − q−1 for all n ∈ N
and the q-binomial coefficients are defined as
[
n
i
]
=
i∏
h=1
[n− h+ 1]
[h]
for all i, n ∈ N.
The unadorned tensor products ⊗ are taken over F. Given an F-algebra A the n-fold tensor
product A⊗n of A is recurrently defined by
A⊗0 = F, A⊗n = A⊗(n−1) ⊗A for all n ∈ N∗.
Here A⊗1 is identified with A via the canonical map. Given an F-algebra homomorphism φ the
n-fold tensor product φ⊗n of φ is defined in a similar way: Set φ⊗0 to be the identity map on F
and φ⊗n = φ⊗(n−1) ⊗ φ for all n ∈ N∗.
2.1. The quantum algebra Uq(sl2). The quantum algebra Uq(sl2) is an F-algebra generated by
E, K±1, F subject to the relations
KK−1 = K−1K = 1,
KE = q2EK, KF = q−2FK,
EF − FE = K −K
−1
q − q−1 .
Recall from [6, Theorem 1.5] that
Lemma 2.1. The elements
F iKhEj for all h ∈ Z and i, j ∈ N
are an F-basis of Uq(sl2).
For each n ∈ Z let Un denote the F-subspace of Uq(sl2) spanned by
F iKhEj for all h ∈ Z and i, j ∈ N with j − i = n.
By [6, §1.9] the F-subspaces {Un}n∈Z of Uq(sl2) give a Z-graded structure of Uq(sl2). In other words
we have
(G1) Uq(sl2) =
⊕
n∈Z Un.
(G2) Um · Un ⊆ Um+n for all m,n ∈ Z.
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By [6, Lemma 2.7] the element
EF +
q−1K + qK−1
(q − q−1)2 = FE +
qK + q−1K−1
(q − q−1)2
is central in Uq(sl2). The central element is called the Casimir element of Uq(sl2). Multiplying the
Casimir element by (q − q−1)2 we obtain the element
Λ = (q − q−1)2EF + q−1K + qK−1
= (q − q−1)2FE + qK + q−1K−1.(4)
Throughout this paper we use the normalized Casimir element Λ instead of the original Casimir
element of Uq(sl2).
Lemma 2.2. For each i ∈ N the following relations (i), (ii) hold in Uq(sl2):
(i) EiF i =
i∏
h=1
Λ− q1−2hK − q2h−1K−1
(q − q−1)2 .
(ii) F iEi =
i∏
h=1
Λ− q2h−1K − q1−2hK−1
(q − q−1)2 .
Proof. Proceed by inductions on i and apply (4). 
Lemma 2.3. For each n ∈ N the following (i), (ii) hold:
(i) Un has the F-basis
ΛiKhEn h ∈ Z, i ∈ N.
(ii) U−n has the F-basis
ΛiKhFn h ∈ Z, i ∈ N.
Proof. Fix an n ∈ N. By Lemma 2.1 the elements
F iKhEi+n for all h ∈ Z and i ∈ N
are an F-basis of Un. For each ℓ ∈ N let Un,ℓ denote the F-subspace of Un spanned by F iKhEi+n
for all h ∈ Z and 0 ≤ i ≤ ℓ. Clearly
Un =
⋃
ℓ∈N
Un,ℓ.(5)
We claim that the elements
ΛiKhEn for all h ∈ Z and 0 ≤ i ≤ ℓ
form an F-basis of Un,ℓ. To see this we proceed by induction on ℓ. It is nothing to prove for ℓ = 0.
Suppose that ℓ ≥ 1. By construction Un,ℓ/Un,ℓ−1 has the F-basis
F ℓKhEℓ+n + Un,ℓ−1 for all h ∈ Z.
For each h ∈ Z we have
F ℓKhEℓ+n = q2hℓKhF ℓEℓ+n = q2hℓ(q − q−1)−2ℓΛℓKhEn (mod Un,ℓ−1).
The first equality follows from the defining relation KF = q−2FK and the second equality follows
from Lemma 2.2(ii) and the induction hypothesis. Therefore the elements
ΛℓKhEn + Un,ℓ−1 for all h ∈ Z
are an F-basis of Un,ℓ/Un,ℓ−1. Combined with the induction hypothesis the claim follows. Now (i)
follows from the claim and (5). Statement (ii) follows by a similar argument. 
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Fix k ∈ N∗. By (G1) and (G2) the F-vector spaces
Un1 ⊗ Un2 ⊗ · · · ⊗ Unk for all n1, n2, . . . , nk ∈ Z
provide a Zk-graded structure of Uq(sl2)
⊗k. Thus, for each u ∈ Uq(sl2)⊗k there exist unique elements
un1,n2,...,nk ∈ Un1 ⊗ Un2 ⊗ · · · ⊗ Unk for all n1, n2, . . . , nk ∈ Z such that
u =
∑
n1,n2,...,nk∈Z
un1,n2,...,nk .
Here un1,n2,...,nk is called the homogeneous component of u of degree (n1, n2, . . . , nk).
Lemma 2.4. For all k ∈ N∗ and n1, n2, . . . , nk ∈ Z the elements
Λi1Kh1Xn11 ⊗ Λi2Kh2Xn22 ⊗ · · · ⊗ ΛikKhkXnkk i1, i2, . . . , ik ∈ N, h1, h2, . . . , hk ∈ Z
are an F-basis of Un1 ⊗ Un2 ⊗ · · · ⊗ Unk where Xi = E if ni ≥ 0 and Xi = F if ni < 0 for all
1 ≤ i ≤ k.
Proof. Immediate from Lemma 2.3. 
2.2. The Hopf algebra structure of Uq(sl2). Recall that the algebras and algebra homomor-
phisms can be defined in the following ways: An F-vector space A endowed with two F-linear maps
∇ : A⊗A → A and ι : F→ A is called an F-algebra if
∇ ◦ (∇⊗ 1) = ∇ ◦ (1⊗∇)
and ∇ ◦ (1 ⊗ ι) and ∇ ◦ (ι ⊗ 1) are equal to the canonical maps A ⊗ F → A and F ⊗ A → A,
respectively. Here ∇ and ι are called the multiplication and the unit of an F-algebra A respectively.
Suppose that A and A′ are two F-algebras. Let ∇, ∇′ denote the multiplications of A, A′ and let
ι, ι′ denote the units of A, A′ respectively. An F-linear map φ : A → A′ is called an F-algebra
homomorphism if
∇′ ◦ (φ⊗ φ) = φ ◦ ∇,
ι′ = φ ◦ ι.
The coalgebras and coalgebra homomorphisms are defined in dual ways: An F-vector space A
endowed with two F-linear maps ∆ : A→ A⊗A and ǫ : A→ F is called an F-coalgebra if
(∆⊗ 1) ◦∆ = (1⊗∆) ◦∆(6)
and (1 ⊗ ǫ) ◦ ∆ and (ǫ ⊗ 1) ◦ ∆ are equal to the canonical maps A → A ⊗ F and A → F ⊗ A,
respectively. Here ∆ and ǫ are called the comultiplication and the counit of an F-coalgebra A
respectively. Suppose that A and A′ are two F-coalgebras. Let ∆, ∆′ denote the comultiplications
of A, A′ and let ǫ, ǫ′ denote the counits of A, A′ respectively. An F-linear map φ : A → A′ is called
an F-coalgebra homomorphism if
(φ⊗ φ) ◦∆ = ∆′ ◦ φ,(7)
ǫ = ǫ′ ◦ φ.
An F-vector space A is called an F-bialgebra if A is an F-algebra and an F-coalgebra such that
the multiplication and the unit of A are F-coalgebra homomorphisms or equivalently the comul-
tiplication and the counit of A are F-algebra homomorphisms. Suppose that A and A′ are two
F-bialgebras. An F-linear map φ : A → A′ is called an F-bialgebra homomorphism if φ is an
F-algebra homomorphism and an F-coalgebra homomorphim. An F-bialgebra A endowed with
an F-linear map S : A → A is called an F-Hopf algebra if the multiplication ∇, the unit ι, the
comultiplication ∆ and the counit ǫ of A satisfy
∇ ◦ (1⊗ S) ◦∆ = ι ◦ ǫ = ∇ ◦ (S ⊗ 1) ◦∆.
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Here S is called the antipode of an F-Hopf algebra A. Suppose that A and A′ are two F-Hopf
algebras. Let S, S′ denote the antipodes of A, A′ respectively. An F-linear map φ : A → A′ is
called an F-Hopf algebra homomorphism if φ is an F-bialgebra homomorphism satisfying
φ ◦ S = S′ ◦ φ.
The quantum algebra Uq(sl2) admits the Hopf algebra structure: The comultiplication ∆ :
Uq(sl2)→ Uq(sl2)⊗ Uq(sl2) is an F-algebra homomorphism defined by
∆(E) = E ⊗ 1 +K ⊗ E,(8)
∆(F ) = F ⊗K−1 + 1⊗ F,(9)
∆(K) = K ⊗K.(10)
The counit ǫ : Uq(sl2)→ F is an F-algebra homomorphism defined by
ǫ(E) = 0, ǫ(F ) = 0, ǫ(K) = 1.
The antipode S : Uq(sl2)→ Uq(sl2) is an F-algebra antiautomorphism defined by
S(E) = −K−1E, S(F ) = −FK, S(K) = K−1.
Let ∆0 denote the identity map on Uq(sl2). We recurrently define
∆n = (1
⊗(n−1) ⊗∆) ◦∆n−1 for all n ∈ N∗.
The map ∆n (n ∈ N) is called the n-fold comultiplication of Uq(sl2).
Lemma 2.5. For all n ∈ N∗ and 1 ≤ i ≤ n the following equation holds:
∆n = (1
⊗n−i ⊗∆⊗ 1⊗i−1) ◦∆n−1.
Proof. Proceed by induction on n and apply (6). 
Note that each Uq(sl2)
⊗n-module can be regarded as a Uq(sl2)-module by pulling back via ∆n−1
for n ∈ N∗.
2.3. Verma Uq(sl2)-modules and finite-dimensional Uq(sl2)-modules. For notational conve-
nience we set
[λ;n] =
λqn − λ−1q−n
q − q−1 for any nonzero λ ∈ F and n ∈ Z.
For any nonzero scalar λ ∈ F there exists a unique Uq(sl2)-module M(λ) that has an F-basis
{m(λ)i }i∈N such that
Km
(λ)
i = λq
−2im
(λ)
i for all i ∈ N,
Fm
(λ)
i = [i+ 1]m
(λ)
i+1 for all i ∈ N,
Em
(λ)
i = [λ; 1− i]m(λ)i−1 for all i ∈ N∗, Em(λ)0 = 0.
The Uq(sl2)-module M(λ) is called the Verma Uq(sl2)-module. By [6, §2.4] the Verma Uq(sl2)-
module M(λ) satisfies the following universal property:
Proposition 2.6. Let λ denote a nonzero scalar in F. If a Uq(sl2)-module V contains a vector v
such that
Ev = 0, Kv = λv,
then there exists a unique Uq(sl2)-module homomorphism M(λ)→ V that sends m(λ)0 to v.
Recall the normalized Casimir element Λ from (4). A direct calculation yields that
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Lemma 2.7. Let λ denote a nonzero scalar in F. Then the element Λ acts on the Verma Uq(sl2)-
module M(λ) as scalar multiplication by λq + λ−1q−1.
A necessary and sufficient condition for the Verma Uq(sl2)-module M(λ) to be irreducible is
given below. For a proof please see [6, Proposition 2.5].
Lemma 2.8. For any nonzero scalar λ ∈ F the following (i), (ii) are equivalent:
(i) The Verma Uq(sl2)-module M(λ) is irreducible.
(ii) λ 6∈ {±qn |n ∈ N}.
Fix n ∈ N and ε ∈ {±1}. Now we set λ = εqn. Let N(λ) denote the F-subspace ofM(λ) spanned
by
m
(λ)
i for all i ≥ n+ 1.
Clearly N(λ) is invariant under K and F . Since [λ;−n] = 0 in the setting, the F-vector space N(λ)
is invariant under E. Therefore N(λ) is a Uq(sl2)-submodule of M(λ). Define
V (n, ε) =M(λ)/N(λ).
By construction the Uq(sl2)-module V (n, ε) has the F-basis
v
(n,ε)
i = m
(λ)
i +N(λ) (0 ≤ i ≤ n).
The action of K, F , E on V (n, ε) with respect to the F-basis {v(n,ε)i }ni=0 of V (n, ε) is as follows:
Kv
(n,ε)
i = εq
n−2iv
(n,ε)
i (0 ≤ i ≤ n),
Fv
(n,ε)
i = [i+ 1]v
(n,ε)
i+1 (0 ≤ i ≤ n− 1), Fv(n,ε)n = 0,
Ev
(n,ε)
i = ε[n− i+ 1]v(n,ε)i−1 (1 ≤ i ≤ n), Ev(n,ε)0 = 0.
Lemma 2.9. Let n ∈ N and ε ∈ {±1}. Then the element Λ acts on the Uq(sl2)-module V (n, ε) as
scalar multiplication by ε(qn+1 + q−n−1).
Proof. Immediate from Lemma 2.7. 
A necessary and sufficient condition for V (n, ε) to be irreducible is given below.
Lemma 2.10. For all n ∈ N and ε ∈ {±1} the following (i), (ii) are equivalent:
(i) The Uq(sl2)-module V (n, ε) is irreducible.
(ii) q2i 6= 1 for all 1 ≤ i ≤ n.
Proof. (i) ⇒ (ii): Suppose on the contrary that there exists 1 ≤ i ≤ n such that q2i = 1. Clearly
the F-subspace V of V (n, ε) spanned by
v
(n,ε)
k for all 0 ≤ k ≤ i− 1
is invariant under E and K. Since [i] = 0 the F-vector space V is invariant under F . Therefore V
is a nonzero Uq(sl2)-submodule of V (n, ε), a contradiction to (i).
(ii) ⇒ (i): To see the irreducibility of V (n, ε), we let V denote any nonzero Uq(sl2)-submodule
of V (n, ε) and show that V = V (n, ε). Choose a nonzero vector v ∈ V . For 0 ≤ i ≤ n let
ci denote the coefficient of v
(n,ε)
i in v with respect to the F-basis {v(n,ε)i }ni=0 of V (n, ε). Choose
k = max{i | ci 6= 0}. Observe that
Ekv = εkck[n][n− 1] · · · [n− k + 1]v(n,ε)0 .
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Since V is a Uq(sl2)-module the vector E
kv ∈ V . By (ii) the scalars [i] 6= 0 for all 1 ≤ i ≤ n. Hence
v
(n,ε)
0 ∈ V . Observe that
F iv
(n,ε)
0 = [1][2] · · · [i]v(n,ε)i (1 ≤ i ≤ n).
Hence v
(n,ε)
i ∈ V for all 1 ≤ i ≤ n. Therefore V = V (n, ε). 
For all n ∈ N it is known that any (n+1)-dimensional irreducible Uq(sl2)-module is isomorphic to
V (n, 1) or V (n,−1) provided that F is algebraically closed and q is not a root of unity [6, Theorem
2.6].
3. The universal Askey-Wilson algebra △q and its modules
3.1. The universal Askey-Wilson algebra. The universal Askey–Wilson algebra △q is an F-
algebra generated by A, B, C and the relations assert that each of
A+
qBC − q−1CB
q2 − q−2 , B +
qCA− q−1AC
q2 − q−2 , C +
qAB − q−1BA
q2 − q−2
commutes with A, B, C [10, Definition 1.2]. Recall from §1 that the Askey-Wilson algebra is an
F-algebra generated by K0, K1, K2 subject to the relations of the forms (1)–(3). Recall that (1)–(3)
involve five additional parameters ̺, ̺∗, η, η∗, ω. It is straightforward to verify that △q satisfies the
following property: Under the mild constraints ̺ 6= 0 and ̺∗ 6= 0 there exists a unique surjective
homomorphism from △q into the Askey-Wilson algebra that sends
A 7→ −q
2 − q−2√
̺∗
K0, B 7→ −q
2 − q−2√
̺
K1, C 7→ q + q
−1
√
̺̺∗
ω − q
2 − q−2√
̺̺∗
K2.
Let α, β, γ denote the elements of △q defined by
α
q + q−1
= A+
qBC − q−1CB
q2 − q−2 ,
β
q + q−1
= B +
qCA− q−1AC
q2 − q−2 ,
γ
q + q−1
= C +
qAB − q−1BA
q2 − q−2 .
By the definition of △q the elements α, β, γ are central in △q. Recall from [10, Theorem 4.1] that
Lemma 3.1. The elements
AiBjCkαrβsγt for all i, j, k, r, s, t ∈ N
are an F-basis of △q.
Observe that C is an F-linear combination of AB, BA, γ. Therefore A, B, γ form a set of
generators of △q. A presentation for△q with respect to the generators is given in [10, Theorem 2.2]:
Lemma 3.2. The F-algebra △q is generated by A, B, γ subject to the relations
A3B − [3]A2BA+ [3]ABA2 −BA3 = (q2 − q−2)2(BA−AB),
B3A− [3]B2AB + [3]BAB2 −AB3 = (q2 − q−2)2(AB −BA),
B2A2 − (q2 + q−2)BABA+ (q2 + q−2)ABAB −A2B2 = (q − q−1)2(AB −BA)γ,
γA = Aγ, γB = Bγ.
By [10, Theorem 6.2] the element
Ω = qABC + q2A2 + q−2B2 + q2C2 − qAα− q−1Bβ − qCγ(11)
is central in △q. The central element is called the Casimir element of △q [10, 12].
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3.2. Verma △q-modules and finite-dimensional △q-modules. Throughout this subsection,
let a, b, c, ν denote any four nonzero scalars in F. Set
θi = aq
2iν−1 + a−1q−2iν for all i ∈ Z,
θ∗i = bq
2iν−1 + b−1q−2iν for all i ∈ Z,
ϕi = a
−1b−1qν(qi − q−i)(qi−1ν−1 − q1−iν)
× (q−i − abcqi−1ν−1)(q−i − abc−1qi−1ν−1) for all i ∈ Z,
ω = (b+ b−1)(c+ c−1) + (a+ a−1)(qν + q−1ν−1),
ω∗ = (c+ c−1)(a+ a−1) + (b+ b−1)(qν + q−1ν−1),
ωε = (a+ a−1)(b+ b−1) + (c+ c−1)(qν + q−1ν−1).
Recall from [5, §3] that there exists a unique △q-module Mν(a, b, c) with an F-basis {mi}i∈N
such that
(A− θi)mi = mi+1 for all i ∈ N,
(B − θ∗i )mi = ϕimi−1 for all i ∈ N∗, (B − θ∗0)m0 = 0,
and (
C − ω
ε − θiθ∗i
q + q−1
)
mi = ϕi
q−1θi − qθi−1
q2 − q−2 mi−1 +
q−1ϕi+1 − qϕi
q2 − q−2 mi
+
q−1θ∗i+1 − qθ∗i
q2 − q−2 mi+1 for all i ∈ N
∗,
(
C − ω
ε − θ0θ∗0
q + q−1
)
m0 =
q−1ϕ1
q2 − q−2m0 +
q−1θ∗1 − qθ∗0
q2 − q−2 m1.
The central elements α, β, γ act on Mν(a, b, c) as scalar multiplications by ω, ω
∗, ωε respectively.
The △q-module Mν(a, b, c) is called the Verma △q-module. By [5, Proposition 3.2] the Verma
△q-module Mν(a, b, c) satisfies the following universal property:
Proposition 3.3. If a △q-module V contains a vector v such that
Bv = θ∗0v,
(B − θ∗1)(A− θ0)v = ϕ1v,
αv = ωv, βv = ω∗v, γv = ωεv,
then there exists a unique △q-module homomorphism Mν(a, b, c)→ V that sends m0 to v.
Fix an integer d ≥ 0 and set ν = qd. Let Nν(a, b, c) denote the F-subspace of Mν(a, b, c) spanned
by
mi for all i ≥ d+ 1.
Clearly Nν(a, b, c) is invariant under A. Since ϕd+1 = 0 in the setting, the F-vector space Nν(a, b, c)
is invariant under B and C. Therefore Nν(a, b, c) is a △q-submodule of Mν(a, b, c). Define
Vd(a, b, c) =Mν(a, b, c)/Nν (a, b, c).
By construction the △q-module Vd(a, b, c) has the F-basis
vi = mi +Nν(a, b, c) (0 ≤ i ≤ d).
The action of A, B, C on Vd(a, b, c) with respect to the F-basis {vi}di=0 is as follows:
(A− θi)vi = vi+1 (0 ≤ i ≤ d− 1), (A− θd)vd = 0,
(B − θ∗i )vi = ϕivi−1 (1 ≤ i ≤ d), (B − θ∗0)v0 = 0,
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and (
C − ω
ε − θiθ∗i
q + q−1
)
vi = ϕi
q−1θi − qθi−1
q2 − q−2 vi−1 +
q−1ϕi+1 − qϕi
q2 − q−2 vi
+
q−1θ∗i+1 − qθ∗i
q2 − q−2 vi+1 (1 ≤ i ≤ d− 1),(
C − ω
ε − θ0θ∗0
q + q−1
)
v0 =
q−1ϕ1
q2 − q−2 v0 +
q−1θ∗1 − qθ∗0
q2 − q−2 v1,(
C − ω
ε − θdθ∗d
q + q−1
)
vd = ϕd
q−1θd − qθd−1
q2 − q−2 vd−1 −
qϕd
q2 − q−2 vd.
The central elements α, β, γ act on Vd(a, b, c) as scalar multiplications by ω, ω
∗, ωε respectively.
The △q-module Vd(a, b, c) satisfies the following universal property:
Proposition 3.4. If a △q-module V contains a vector v such that
Bv = θ∗0v,
(B − θ∗1)(A− θ0)v = ϕ1v,
αv = ωv, βv = ω∗v, γv = ωεv,
and the characteristic polynomial of A on V is
d∏
i=0
(X − θi), then there exists a unique △q-module
homomorphism Vd(a, b, c)→ V that sends v0 to v.
Proof. By Proposition 3.3 there exists a unique △q-module φ : Mν(a, b, c) → V that sends m0 to
v. Observe that
Nν(a, b, c) =
d∏
i=0
(A− θi)Mν(a, b, c).
By the Cayley-Hamilton theorem Nν(a, b, c) is contained in the kernel of φ. The lemma follows. 
A necessary and sufficient condition for Vd(a, b, c) to be irreducible is given below. For a proof
please see [5, Theorem 4.4].
Lemma 3.5. The △q-module Vd(a, b, c) is irreducible if and only if the following (i), (ii) hold:
(i) q2i 6= 1 for all 1 ≤ i ≤ d.
(ii) abc, a−1bc, ab−1c, abc−1 6∈ {qd+1−2i | 1 ≤ i ≤ d}.
By [5, Theorem 4.7], for any (d + 1)-dimensional irreducible △q-module V , there exist nonzero
scalars a, b, c ∈ F satisfying Lemma 3.5(ii) such that V is isomorphic to Vd(a, b, c), provided that F
is algebraically closed and q is not a root of unity.
3.3. Finite-dimensional irreducible △q-modules and Leonard pairs. In this subsection we
give a brief introduction to two famous families of finite-dimensional irreducible△q-modules studied
in [4, 5].
To describe these △q-modules, we begin with some terms. A matrix is said to be tridiagonal if
all nonzero entries lie on either the diagonal, the subdiagonal, or the superdiagonal. A tridiagonal
matrix is said to be irreducible if each entry on the subdiagonal and superdiagonal is nonzero.
Recall from [9] that two linear transformations on a finite-dimensional vector space V are called a
Leonard pair whenever for each of the two transformations, there exists a basis of V with respect
to which the matrix representing that transformation is diagonal and the matrix representing the
other transformation is irreducible tridiagonal. [5, Theorem 5.2] gave the following necessary and
sufficient conditions for any two of A, B, C as a Leonard pair on a finite-dimensional irreducible
△q-module.
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Lemma 3.6. Assume that the △q-module Vd(a, b, c) is irreducible. Then the following (i)–(iii) are
equivalent:
(i) A, B (resp. B, C) (resp. C, A) act on Vd(a, b, c) as a Leonard pair.
(ii) A, B (resp. B, C) (resp. C, A) are diagonalizable on Vd(a, b, c).
(iii) Neither of a2, b2 (resp. b2, c2) (resp. c2, a2) is in the set {q2(d−i) | 1 ≤ i ≤ 2d− 1}.
Recall from [1] that three linear transformations on a finite-dimensional vector space V are
called a Leonard triple [1] whenever for each of the three transformations, there exists a basis of
V with respect to which the matrix representing that transformation is diagonal and the matrices
representing the other transformations are irreducible tridiagonal. [5, Theorem 5.3] gave the fol-
lowing necessary and sufficient conditions for A, B, C as a Leonard triple on a finite-dimensional
irreducible △q-module.
Lemma 3.7. Assume that the △q-module Vd(a, b, c) is irreducible. Then the following (i)–(iv) are
equivalent:
(i) A, B, C act on Vd(a, b, c) as a Leonard triple.
(ii) Any two of A, B, C act on Vd(a, b, c) as a Leonard pair.
(iii) A, B, C are diagonalizable on Vd(a, b, c).
(iv) a2, b2, c2 6∈ {q2(d−i) | 1 ≤ i ≤ 2d− 1}.
4. An embedding of △q into Uq(sl2)⊗ Uq(sl2)⊗ Uq(sl2)
The outline of this section is as follows. In §4.1 we prove the existence and uniqueness of the
homomorphism ♭ : △q → Uq(sl2)⊗Uq(sl2)⊗Uq(sl2) described in §1. Moreover we display the image
of the Casimir element Ω of △q under ♭ in terms of the normalized Casimir element Λ of Uq(sl2). In
§4.2 we prove that the homomorphism ♭ is injective. As an application of the injectivity of ♭, in §4.3
we show that for any Hopf ∗-algebra of Uq(sl2), the involution ∗⊗∗⊗∗ of Uq(sl2)⊗Uq(sl2)⊗Uq(sl2)
can be uniquely pulled back to an algebra involution of △q via ♭.
4.1. A homomorphism ♭ of △q into Uq(sl2)⊗Uq(sl2)⊗Uq(sl2). In this subsection we prove the
principal result of this paper:
Theorem 4.1. There exists a unique F-algebra homomorphism ♭ : △q → Uq(sl2)⊗Uq(sl2)⊗Uq(sl2)
such that
A♭ = ∆(Λ)⊗ 1,
B♭ = 1⊗∆(Λ),
α♭ = Λ⊗ Λ⊗ 1 + (1⊗ 1⊗ Λ) ·∆2(Λ),
β♭ = 1⊗ Λ⊗ Λ + (Λ⊗ 1⊗ 1) ·∆2(Λ),
γ♭ = Λ⊗ 1⊗ Λ + (1⊗ Λ⊗ 1) ·∆2(Λ),
and
C♭ =
Λ⊗ 1⊗ Λ+ (1⊗ Λ⊗ 1) ·∆2(Λ)
q + q−1
+
q−1(1⊗∆(Λ)) · (∆(Λ)⊗ 1)− q(∆(Λ)⊗ 1) · (1⊗∆(Λ))
q2 − q−2 .
To verify the existence of ♭ we make some preparation.
Lemma 4.2. For all n ∈ N∗ the elements 1 ⊗ ∆n−1(Λ) and ∆n−1(Λ) ⊗ 1 are contained in the
centralizer of ∆n(Uq(sl2)) in Uq(sl2)
⊗(n+1).
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Proof. Proceed by induction on n. Since 1, Λ are central in Uq(sl2) each of 1⊗Λ, Λ⊗ 1 commutes
with all elements of ∆(Uq(sl2)). Therefore the lemma holds for n = 1. Now suppose n ≥ 2. Let
u denote any element of Uq(sl2). By induction hypothesis the element ∆n−1(u) commutes with
1 ⊗∆n−2(Λ) and ∆n−2(Λ) ⊗ 1. The elements ∆n(u) and 1 ⊗∆n−1(Λ) are the images of ∆n−1(u)
and 1⊗∆n−2(Λ) under the homomorphism 1⊗(n−1)⊗∆, respectively. Hence ∆n(u) commutes with
1⊗∆n−1(Λ). By Lemma 2.5 the elements ∆n(u) and ∆n−1(Λ)⊗ 1 are the images of ∆n−1(u) and
∆n−2(Λ) ⊗ 1 under the homomorphism ∆ ⊗ 1⊗(n−1), respectively. Hence ∆n(u) commutes with
∆n−1(Λ)⊗ 1. The lemma follows. 
Lemma 4.3. The homogeneous components of ∆(Λ) and ∆2(Λ) are given in the tables below. Any
homogeneous component not displayed is zero.
degree ∆(Λ)
(−1, 1) q2(q − q−1)2KF ⊗K−1E
(0, 0)
Λ⊗K−1 +K ⊗ Λ
− (q + q−1)K ⊗K−1
(1,−1) (q − q−1)2E ⊗ F
degree ∆2(Λ)
(−1, 0, 1) q2(q − q−1)2KF ⊗ 1⊗K−1E
(−1, 1, 0) q2(q − q−1)2KF ⊗K−1E ⊗K−1
(0,−1, 1) q2(q − q−1)2K ⊗KF ⊗K−1E
(0, 0, 0)
K ⊗K ⊗ Λ +K ⊗ Λ⊗K−1 + Λ⊗K−1 ⊗K−1
− (q + q−1)K ⊗K ⊗K−1 − (q + q−1)K ⊗K−1 ⊗K−1
(0, 1,−1) (q − q−1)2K ⊗ E ⊗ F
(1,−1, 0) (q − q−1)2E ⊗ F ⊗K−1
(1, 0,−1) (q − q−1)2E ⊗ 1⊗ F
Proof. By (4) the element ∆(Λ) is equal to
(q − q−1)2∆(F )∆(E) + q∆(K) + q−1∆(K)−1.(12)
To get the table for ∆(Λ) one may substitute (8)–(10) into (12) and use Lemma 2.2(ii) to evaluate
the homogeneous component of ∆(Λ) of degree (0, 0). By the definition of ∆2 the element ∆2(Λ) =
(1⊗∆)(∆(Λ)). To get the table of ∆2(Λ) one may apply the identity to evaluate ∆2(Λ). 
For convenience, let A♭, B♭, C♭, α♭, β♭, γ♭ denote the elements of Uq(sl2)⊗ Uq(sl2)⊗ Uq(sl2) as
in the statement of Theorem 4.1.
Lemma 4.4. The homogeneous components of A♭, B♭, C♭, α♭, β♭, γ♭ are given in the tables below.
Any homogeneous component not displayed is zero.
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degree A♭
(−1, 1, 0) q2(q − q−1)2KF ⊗K−1E ⊗ 1
(0, 0, 0)
Λ⊗K−1 ⊗ 1 +K ⊗ Λ⊗ 1
− (q + q−1)K ⊗K−1 ⊗ 1
(1,−1, 0) (q − q−1)2E ⊗ F ⊗ 1
degree B♭
(0,−1, 1) q2(q − q−1)2 ⊗KF ⊗K−1E
(0, 0, 0)
1⊗ Λ⊗K−1 + 1⊗K ⊗ Λ
− (q + q−1)⊗K ⊗K−1
(0, 1,−1) (q − q−1)2 ⊗ E ⊗ F
degree C♭
(−1, 0, 1) q2(q − q−1)2KF ⊗K−1 ⊗K−1E
(0,−1, 1) q(q − q−1)(q2 − q−2)K ⊗ F ⊗K−1E − q(q − q−1)2Λ⊗ F ⊗K−1E
(0, 0, 0) Λ ⊗ 1⊗K−1 +K ⊗ 1⊗ Λ− (q + q−1)K ⊗ 1⊗K−1
(1,−2, 1) −q3(q − q−1)4E ⊗KF 2 ⊗K−1E
(1,−1, 0) q(q − q−1)(q2 − q−2)E ⊗KF ⊗K−1 − q(q − q−1)2E ⊗KF ⊗ Λ
(1, 0,−1) (q − q−1)2E ⊗K ⊗ F
degree α♭
(−1, 0, 1) q2(q − q−1)2KF ⊗ 1⊗ ΛK−1E
(−1, 1, 0) q2(q − q−1)2KF ⊗K−1E ⊗K−1Λ
(0,−1, 1) q2(q − q−1)2K ⊗KF ⊗ ΛK−1E
(0, 0, 0)
Λ⊗K−1 ⊗K−1Λ + Λ ⊗ Λ⊗ 1 +K ⊗K ⊗ Λ2 +K ⊗ Λ⊗K−1Λ
− (q + q−1)(K ⊗K−1 ⊗K−1Λ +K ⊗K ⊗K−1Λ)
(0, 1,−1) (q − q−1)2K ⊗ E ⊗ ΛF
(1,−1, 0) (q − q−1)2E ⊗ F ⊗ ΛK−1
(1, 0,−1) (q − q−1)2E ⊗ 1⊗ ΛF
degree β♭
(−1, 0, 1) q2(q − q−1)2ΛKF ⊗ 1⊗K−1E
(−1, 1, 0) q2(q − q−1)2ΛKF ⊗K−1E ⊗K−1
(0,−1, 1) q2(q − q−1)2ΛK ⊗KF ⊗K−1E
(0, 0, 0)
Λ2 ⊗K−1 ⊗K−1 + 1⊗ Λ⊗ Λ +KΛ⊗K ⊗ Λ +KΛ⊗ Λ⊗K−1
− (q + q−1)(KΛ⊗K−1 ⊗K−1 +KΛ⊗K ⊗K−1)
(0, 1,−1) (q − q−1)2ΛK ⊗ E ⊗ F
(1,−1, 0) (q − q−1)2ΛE ⊗ F ⊗K−1
(1, 0,−1) (q − q−1)2ΛE ⊗ 1⊗ F
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degree γ♭
(−1, 0, 1) q2(q − q−1)2KF ⊗ Λ⊗K−1E
(−1, 1, 0) q2(q − q−1)2KF ⊗ ΛK−1E ⊗K−1
(0,−1, 1) q2(q − q−1)2K ⊗ ΛKF ⊗K−1E
(0, 0, 0)
Λ⊗K−1Λ⊗K−1 + Λ ⊗ 1⊗ Λ +K ⊗KΛ⊗ Λ +K ⊗ Λ2 ⊗K−1
− (q + q−1)(K ⊗K−1Λ⊗K−1 +K ⊗KΛ⊗K−1)
(0, 1,−1) (q − q−1)2K ⊗ ΛE ⊗ F
(1,−1, 0) (q − q−1)2E ⊗ ΛF ⊗K−1
(1, 0,−1) (q − q−1)2E ⊗ Λ⊗ F
Proof. The tables for A♭, B♭, α♭, β♭, γ♭ are immediate from Lemma 4.3. To obtain the table for
C♭, one may apply Lemma 2.2 to express each homogeneous component of (∆(Λ)⊗ 1) · (1⊗∆(Λ))
and (1 ⊗ ∆(Λ)) · (∆(Λ) ⊗ 1) as a linear combination of the corresponding basis given in Lemma
2.4. 
We are now in the position to prove Theorem 4.1.
Proof of Theorem 4.1. By Lemma 4.2 with n = 1 the element ∆2(Λ) commutes with 1⊗∆(Λ) and
∆(Λ)⊗ 1. Since Λ is central in Uq(sl2) each of 1⊗ 1⊗ Λ, Λ⊗ 1⊗ 1, 1⊗ Λ⊗ 1 commutes with all
elements of Uq(sl2) ⊗ Uq(sl2) ⊗ Uq(sl2). Concluding from the above comments, each of α♭, β♭, γ♭
commutes with A♭, B♭, C♭. To see the existence of ♭ it remains to verify that
α♭
q + q−1
= A♭ +
qB♭C♭ − q−1C♭B♭
q2 − q−2 ,(13)
β♭
q + q−1
= B♭ +
qC♭A♭ − q−1A♭C♭
q2 − q−2 ,(14)
γ♭
q + q−1
= C♭ +
qA♭B♭ − q−1B♭A♭
q2 − q−2 .(15)
Equation (15) is immediate from the construction of A♭, B♭, C♭, γ♭. To verify (13) and (14), one
may utilize Lemmas 2.2 and 4.4 to express each homogeneous component of the right-hand sides
of (13), (14) as a linear combination of the corresponding basis given in Lemma 2.4. Then it is
able to check that the corresponding homogeneous components of both sides of (13), (14) are equal
to each other. After the tedious verification (13), (14) follow. This shows the existence of ♭. The
homomorphism ♭ is unique since the F-algebra △q is generated by A, B, C. 
Recall the formula (11) for the Casimir element Ω of △q.
Theorem 4.5. The image of the Casimir element Ω of △q under ♭ is equal to
(q + q−1)2 − Λ2 ⊗ 1⊗ 1− 1⊗ Λ2 ⊗ 1− 1⊗ 1⊗ Λ2 − (Λ⊗ Λ⊗ Λ) ·∆2(Λ) −∆2(Λ)2.(16)
Proof. By (11) the image of Ω under ♭ is
qA♭B♭C♭ + q2(A♭)2 + q−2(B♭)2 + q2(C♭)2 − qA♭α♭ − q−1B♭β♭ − qC♭γ♭.(17)
Similar to the idea of the verification for (13) and (14), we express each homogeneous component
of (16), (17) as a linear combination of the corresponding basis given in Lemma 2.4. After then we
can check that the corresponding homogeneous components of (16), (17) are equal to each other.
The theorem follows. 
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We end this subsection with a corollary of Theorem 4.1.
Corollary 4.6. The image of ♭ is contained in the centralizer of ∆2(Uq(sl2)) in Uq(sl2)
⊗3.
Proof. By Lemma 4.2 with n = 1 the elements A♭ = ∆(Λ) ⊗ 1 and B♭ = 1 ⊗ ∆(Λ) are in the
centralizer of ∆2(Uq(sl2)) in Uq(sl2)
⊗3. Since Λ is in the center of Uq(sl2) the element C
♭ is in the
centralizer of ∆2(Uq(sl2)) in Uq(sl2)
⊗3 as well. Since the F-algebra △q is generated by A, B, C the
corollary follows. 
4.2. The injectivity of the homomorphism ♭. To see the injectivity of ♭, we equip the ring
Z
3 with the lexicographical order. Let u denote a nonzero element of Uq(sl2) ⊗ Uq(sl2) ⊗ Uq(sl2).
We call a nonzero homogeneous component of u the leading component of u if each homogeneous
component of u of higher degree is zero. The degree of u is meant to be the degree of the leading
component of u.
Lemma 4.7. For all i, j, k, r, s, t ∈ N the following (i), (ii) hold:
(i) The degree of (A♭)i(B♭)j(C♭)k(α♭)r(β♭)s(γ♭)t is
(i+ k + r + s+ t, j − i,−j − k − r − s− t).
(ii) The leading component of (A♭)i(B♭)j(C♭)k(α♭)r(β♭)s(γ♭)t is
φ(i, j, k, r, s, t) ×
{
Ei+k+r+s+t ⊗ Ej−i ⊗ F−j−k−r−s−t if i ≤ j,
Ei+k+r+s+t ⊗ F i−j ⊗ F−j−k−r−s−t if i > j,
where φ(i, j, k, r, s, t) is equal to q2(i−j)k(q − q−1)2(max{i,j}+k+r+s+t) times
Λs ⊗ ΛtKk
min{i,j}∏
h=1
(Λ− q1−2(h−i)K − q2(h−i)−1K−1)⊗ Λr.
Proof. Observe from Lemma 4.4 that the degrees of A♭, B♭, C♭, α♭, β♭, γ♭ are
(1,−1, 0), (0, 1,−1), (1, 0,−1),
(1, 0,−1), (1, 0,−1), (1, 0,−1),
respectively. Statement (i) is immediate from the observation. To obtain (ii) one may apply Lemma
2.2(ii) and Lemma 4.4. 
We are ready to prove the injectivity of ♭.
Theorem 4.8. The homomorphism ♭ is injective.
Proof. Suppose on the contrary that there exists a nonzero element I in the kernel of ♭. For any
i, j, k, r, s, t ∈ N let c(i, j, k, r, s, t) denote the coefficient of AiBjCkαrβsγt in I with respect to the
basis of △q given in Lemma 3.1. Let S denote the set consisting of all 6-tuples (i, j, k, r, s, t) of
nonnegative integers with c(i, j, k, r, s, t) 6= 0. Thus∑
(i,j,k,r,s,t)∈S
c(i, j, k, r, s, t)AiBjCkαrβsγt = I.
Applying ♭ to either side of the equality, we obtain that∑
(i,j,k,r,s,t)∈S
c(i, j, k, r, s, t)(A♭)i(B♭)j(C♭)k(α♭)r(β♭)s(γ♭)t = 0.(18)
Furthermore, for all m,n, p ∈ Z let S(m,n, p) denote the set consisting of those (i, j, k, r, s, t) ∈ S
with
(m,n, p) = (i+ k + r + s+ t, j − i,−j − k − r − s− t).
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Equation (18) can be written as∑
m,n,p∈Z
∑
(i,j,k,r,s,t)∈S(m,n,p)
c(i, j, k, r, s, t)(A♭)i(B♭)j(C♭)k(α♭)r(β♭)s(γ♭)t = 0.(19)
By Lemma 4.7(i) each summand in the inner summation of (19) is of degree (m,n, p). Since I 6= 0
the finite set S is nonempty. Hence we may define
(M,N,P ) = max{(m,n, p) ∈ Z3 |S(m,n, p) 6= ∅}.
Recall from Lemma 4.7(ii) the elements φ(i, j, k, r, s, t) ∈ U0 ⊗ U0 ⊗ U0 for all i, j, k, r, s, t ∈ N. By
Lemma 4.7(ii) and the maximality of (M,N,P ), equation (19) implies that∑
(i,j,k,r,s,t)∈S(M,N,P )
c(i, j, k, r, s, t) · φ(i, j, k, r, s, t) = 0.(20)
Now, fix an element (i, j, k, r, s, t) ∈ S(M,N,P ) with minimum value at k −min{i, j}. Observe
that the term (i, j, k, r, s, t) contributes to the coefficient of
Λs ⊗ ΛtKk−min{i,j} ⊗ Λr
in the left-hand side of (20). Suppose that (i′, j′, k′, r′, s′, t′) ∈ S(M,N,P ) also contributes to the
coefficient. Then
i+ k + r + s+ t = i′ + k′ + r′ + s′ + t′ =M,
j − i = j′ − i′ = N,
j + k + r + s+ t = j′ + k′ + r′ + s′ + t′ = −P,
r = r′, s = s′.
By the choice of (i, j, k, r, s, t) we have k−min{i, j} = k′−min{i′, j′} and t = t′. Solving these equa-
tions yields that (i′, j′, k′, r′, s′, t′) = (i, j, k, r, s, t). Therefore the coefficient of Λs⊗ΛtKk−min{i,j}⊗
Λr in the left-hand side of (20) is equal to c(i, j, k, r, s, t) times
(−1)min{i,j}q2(i−j)k+min{i,j}(min{i,j}−2i)(q − q−1)2(max{i,j}+k+r+s+t).
Since the coefficient is nonzero, the equation (20) gives a nontrivial F[K±1]-algebraic dependence
relation for
Λ⊗ 1⊗ 1, 1⊗ Λ⊗ 1, 1⊗ 1⊗ Λ.
This leads to a contradiction to Lemma 2.4. The theorem follows. 
We end this subsection with a corollary of Theorem 4.8.
Corollary 4.9. Let φ denote an F-Hopf algebra automorphism of Uq(sl2). For any F-algebra
automorphism ϕ of △q the following (i), (ii) are equivalent:
(i) ♭ ◦ ϕ = (φ⊗ φ⊗ φ) ◦ ♭.
(ii) ϕ = 1.
Proof. By [8, §3.1.2, Proposition 6] there exists a nonzero scalar α ∈ F satisfying
φ(E) = αE, φ(F ) = α−1F, φ(K) = K.
By (4) the element Λ is invariant under φ. Hence 1 ⊗ 1 ⊗ Λ, Λ ⊗ 1 ⊗ 1, 1 ⊗ Λ ⊗ 1 are invariant
under φ ⊗ φ ⊗ φ. By (7) the elements ∆(Λ) ⊗ 1, 1 ⊗∆(Λ), ∆2(Λ) are invariant under φ ⊗ φ ⊗ φ.
Therefore the elements A♭, B♭, C♭ are invariant under φ⊗ φ⊗ φ by Theorem 4.1. In other words,
the homomorphism (φ⊗ φ⊗ φ) ◦ ♭ sends A, B, C to A♭, B♭, C♭ respectively.
(ii) ⇒ (i): By the above comment the two F-algebra homomorphisms ♭ and (φ⊗ φ⊗ φ) ◦ ♭ agree
on the generators A, B, C of △q. Therefore ϕ = 1 satisfies (i).
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(i) ⇒ (ii): By Theorem 4.8 any automorphism ϕ of △q with (i) must sends A, B, C to A, B, C
respectively. Therefore ϕ = 1. 
4.3. Hopf ∗-algebras of Uq(sl2) and algebra involutions of △q. Throughout this subsection,
we assume that the underlying field is the complex number field C and let − : C → C denote the
complex conjugation.
Recall that an involution ∗ is a function with ∗ ◦ ∗ = 1. A vector space V over C with an
involution ∗ : V → V is called a ∗-vector space if
(λu+ µv)∗ = λu∗ + µv∗
for all u, v ∈ V and λ, µ ∈ C. An algebra A over C with an involution ∗ : A → A is called a
∗-algebra if A is a ∗-vector space and
(xy)∗ = y∗x∗
for all x, y ∈ A. Here ∗ is called the algebra involution of a ∗-algebra A. A coalgebra A over C with
an involution ∗ is called a ∗-coalgebra if the coalgebra A is a ∗-vector space and the comultiplication
∆ and the counit ǫ of A satisfy
(∗ ⊗ ∗) ◦∆ = ∆ ◦ ∗,(21)
ǫ ◦ ∗ = − ◦ ǫ.
A bialgebra over C with an involution ∗ is called a ∗-bialgebra if the bialgebra is a ∗-algebra and
a ∗-coalgebra. A Hopf algebra over C with an involution ∗ is called a Hopf ∗-algebra if the Hopf
algebra is a ∗-bialgebra. A Hopf ∗-algebra A is said to be equivalent to a Hopf ∗′-algebra A′ if there
exists a Hopf algebra isomorphism φ : A → A′ such that
φ ◦ ∗ = ∗′ ◦ φ.
The equivalence relations on ∗-algebras, ∗-coalgebras and ∗-bialgebras are defined in similar ways.
Let R denote the real number field. Recall from [8, §3.1.4] that the Hopf algebra of Uq(sl2) has
the following Hopf ∗-algebra structures up to equivalence:
(R1) E∗ = KF , F ∗ = EK−1, K∗ = K for q ∈ R.
(R2) E∗ = −KF , F ∗ = −EK−1, K∗ = K for q ∈ R.
(R3) E∗ = E, F ∗ = F , K∗ = K for |q| = 1.
(R4) E∗ =
√−1KF , F ∗ = √−1EK−1, K∗ = K for q ∈ √−1R.
(R5) E∗ = −√−1KF , F ∗ = −√−1EK−1, K∗ = K for q ∈ √−1R.
The cases (R1)–(R3) correspond to the real forms su2, su1,1, sl2(R) of sl2(C) respectively. Hence
these Hopf ∗-algebras of Uq(sl2) are denoted by Uq(su2), Uq(su1,1), Uq(sl2(R)) respectively. The
cases (R4), (R5) have no classical counterparts.
Lemma 4.10. (i) Λ∗ = Λ for each algebra involution ∗ of Uq(sl2) given in (R1)–(R3).
(ii) Λ∗ = −Λ for each algebra involution ∗ of Uq(sl2) given in (R4), (R5).
Proof. To see (i), (ii) one may apply each algebra involution ∗ of Uq(sl2) given in (R1)–(R5) to (4)
and simplify the resulting equation by using the defining relations of Uq(sl2). 
Theorem 4.11. For any Hopf ∗-algebra of Uq(sl2) there exists a unique algebra involution † :
△q →△q such that
♭ ◦ † = (∗ ⊗ ∗ ⊗ ∗) ◦ ♭.(22)
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Proof. By Theorem 4.8, if the algebra involution † of △q exists then it is unique. In what follows
we prove the existence of †.
Assume that ∗ is one of the involutions of Uq(sl2) given in (R1)–(R3). By Lemma 4.10 the
elements 1⊗1⊗Λ, Λ⊗1⊗1, 1⊗Λ⊗1 are invariant under ∗⊗∗⊗∗. By (21) the elements ∆(Λ)⊗1,
1⊗∆(Λ), ∆2(Λ) are invariant under ∗ ⊗ ∗ ⊗ ∗. Thus, the elements A♭, B♭, γ♭ are invariant under
∗⊗∗⊗∗ by Theorem 4.1. On the other hand, by Lemma 3.2 there exists a unique algebra involution
† : △q →△q such that
A† = A, B† = B, γ† = γ.
Combining the above comments the involution † of △q satisfies (22).
Assume that ∗ is one of the involutions of Uq(sl2) given in (R4), (R5). By Lemma 4.10 the
involution ∗ ⊗ ∗ ⊗ ∗ sends each of 1 ⊗ 1 ⊗ Λ, Λ ⊗ 1 ⊗ 1, 1 ⊗ Λ ⊗ 1 to its negative. By (21) the
involution ∗ ⊗ ∗ ⊗ ∗ also sends each of ∆(Λ) ⊗ 1, 1 ⊗ ∆(Λ), ∆2(Λ) to its negative. Thus, by
Theorem 4.1 the images of A♭, B♭, γ♭ under ∗ ⊗ ∗⊗ ∗ are −A♭, −B♭, γ♭ respectively. On the other
hand, by Lemma 3.2 there exists a unique algebra involution † : △q →△q with
A† = −A, B† = −B, γ† = γ.
Combining the above comments the involution † of △q satisfies (22).
The cases (R1)–(R5) include all Hopf ∗-algebras of Uq(sl2) up to equivalence. Therefore the
above two cases imply the existence of † by Corollary 4.9. The theorem follows. 
5. The Uq(sl2)⊗ Uq(sl2)⊗ Uq(sl2)-modules as △q-modules
By Theorem 4.1 each Uq(sl2)⊗ Uq(sl2)⊗ Uq(sl2)-module can be considered as a △q-module via
pulling back the homomorphism ♭. The aim of this section is to study the 3-fold tensor products
of irreducible Verma Uq(sl2)-modules and of finite-dimensional Uq(sl2)-modules from the viewpoint
of △q-modules.
The outline of this section is as follows. In §5.1 (resp. §5.3) we display the coupled bases of
2-fold tensor products of irreducible Verma Uq(sl2)-modules (resp. finite-dimensional irreducible
Uq(sl2)-modules). In §5.2 (resp. §5.4) we apply the results of §3.2 and §5.1 (resp. §5.3) to find
a decomposition formula for 3-fold tensor products of irreducible Verma Uq(sl2)-modules (resp.
finite-dimensional irreducible Uq(sl2)-modules) into the direct sums of finite-dimensional irreducible
△q-modules.
5.1. Coupled bases of tensor products of irreducible Verma Uq(sl2)-modules. Recall from
§2.3 the Verma Uq(sl2)-modules M(λ) and the action of K, F , E on M(λ) with respect to the
F-basis {m(λ)i }i∈N of M(λ).
Lemma 5.1. Assume that q is not a root of unity. Let κ and λ denote nonzero scalars in F. For
each h ∈ N let
N(h)
denote the eigenspace of ∆(K) on M(κ) ⊗ M(λ) associated with eigenvalue κλq−2h. Then the
following (i), (ii) hold:
(i) M(κ)⊗M(λ) =
⊕
h∈N
N(h).
(ii) For each h ∈ N the F-vector space N(h) is of dimension h+ 1.
Proof. Since q is not a root of unity the scalars {κλq−2h}h∈N are mutually distinct. Therefore∑
h∈N
N(h)
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is a direct sum. For each h ∈ N the F-vector space N(h) contains m(κ)i ⊗m(λ)j for all i, j ∈ N with
i + j = h. Combined with the fact that {m(κ)i ⊗ m(λ)j }i,j∈N are an F-basis of M(κ) ⊗M(λ), the
lemma follows. 
A decomposition rule for the Uq(sl2)-module M(κ)⊗M(λ) is given below.
Proposition 5.2. Assume that q is not a root of unity. Let κ and λ denote nonzero scalars in F
with
κ, λ, κλ 6∈ {±qn |n ∈ N}.
For all h ∈ N let
m
(κ,λ;h)
0 =
h∑
i=0
(−1)iκiqi(1−i)
h−i∏
ℓ=1
[κ; ℓ− h]
[λ; i + ℓ− h]m
(κ)
i ⊗m(λ)h−i,(23)
m
(κ,λ;h)
k =
1
[k]
∆(F )m
(κ,λ;h)
k−1 for all k ∈ N∗.(24)
Then the following (i), (ii) hold:
(i) The vectors
m
(κ,λ;h)
k for all h, k ∈ N
are an F-basis of M(κ)⊗M(λ).
(ii) There exists a unique Uq(sl2)-module isomorphism
M(κ)⊗M(λ) →
⊕
h∈N
M(κλq−2h)
that sends m
(κ,λ;h)
k to m
(κλq−2h)
k for all h, k ∈ N.
Proof. Fix an h ∈ N. Recall the F-subspace N(h) of M(κ)⊗M(λ) from Lemma 5.1. Observe that
m
(κ,λ;h−i)
i ∈ N(h) (0 ≤ i ≤ h).(25)
We show that the (h + 1) vectors (25) are linearly independent over F. Suppose on the contrary
that there exist scalars {ci}hi=0 in F, not all zero, such that
h∑
i=0
cim
(κ,λ;h−i)
i = 0.(26)
Let j = max{j | cj 6= 0}. Applying ∆(E)j to either side of (26) it follows that
cj
j∏
i=1
[κλq2(j−h); i− j]m(κ,λ;h−j)0 = 0.(27)
Since κλ 6= ±qn for all n ∈ N the coefficient in the left-hand side of (27) is nonzero. Therefore
the left-hand side of (27) is a nonzero vector, a contradiction. This shows that (25) are linearly
independent over F. By Lemma 5.1(ii) the vectors (25) are an F-basis of N(h). Combined with
Lemma 5.1(i) the statement (i) follows.
LetM denote the Uq(sl2)-submodule ofM(κ)⊗M(λ) generated by m(κ,λ;h)0 . A direct calculation
yields that
Em
(κ,λ;h)
0 = 0, Km
(κ,λ;h)
0 = κλq
−2hm
(κ,λ;h)
0 .
By Proposition 2.6 there exists a unique Uq(sl2)-module homomorphism φ : M(κλq
−2h)→M that
maps m
(κλq−2h)
0 to m
(κ,λ;h)
0 . By the construction of M the homomorphism φ is surjective. Since
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κλ 6= ±qn for all n ∈ N and by Lemma 2.8, the Verma Uq(sl2)-module M(κλq−2h) is irreducible.
Since M 6= 0 it follows that φ is injective. Therefore φ is a Uq(sl2)-module isomorphism. By (24)
the vector m
(κ,λ;h)
k (k ∈ N) is the image of m(κλq
−2h)
k under φ. Combined with (i) the statement (ii)
follows. 
The F-basis of M(κ)⊗M(λ) given in Proposition 5.2(i) is called the coupled F-basis of M(κ)⊗
M(λ). On the other hand the Uq(sl2)-module M(κ)⊗M(λ) has the F-basis
m
(κ)
i ⊗m(λ)j for all i, j ∈ N.(28)
For all h, i, j, k ∈ N let [
κ λ κλq−2h
i j k
]
denote the coefficient of m
(κ)
i ⊗m(λ)j in m(κ,λ;h)k with respect to the F-basis (28) of M(κ)⊗M(λ).
Proposition 5.3. Assume that q is not a root of unity. Let κ and λ denote nonzero scalars in F
with
κ, λ, κλ 6∈ {±qn |n ∈ N}.
For all h, i, j, k ∈ N the following (i), (ii) hold:
(i) If h+ k 6= i+ j then
[
κ λ κλq−2h
i j k
]
= 0.
(ii) If h+ k = i+ j then
[
κ λ κλq−2h
i j k
]
is equal to
qi(h+j)
h∑
r=0
(−1)r−hq(r−h)(2h+k−1)κh−rλh−r−i
[
i
h− r
][
j
r
] r∏
s=1
[κ; s − h]
[λ; 1 − s] .
Proof. By (23), for all h, i, j ∈ N we have
[
κ λ κλq−2h
i j 0
]
=


0 if h 6= i+ j,
(−1)iκiqi(1−i)
j∏
ℓ=1
[κ; ℓ− h]
[λ; ℓ− j] if h = i+ j.
(29)
Comparing the coefficients of m
(κ)
i ⊗m(λ)j in both sides of (24) yields that
[k]
[
κ λ κλq−2h
i j k
]
= λ−1q2j[i]
[
κ λ κλq−2h
i−1 j k−1
]
+ [j]
[
κ λ κλq−2h
i j−1 k−1
]
(30)
for all h ∈ N and i, j, k ∈ N∗. The lemma follows by solving the recurrence relation (30) with initial
values (29). 
5.2. Three-fold tensor products of irreducible Verma Uq(sl2)-modules. In this subsection,
we study the 3-fold tensor products of irreducible Verma Uq(sl2)-modules from the viewpoint of
△q-modules.
Theorem 5.4. Assume that q is not a root of unity. Let κ, λ, µ denote nonzero scalars in F with
κ, λ, µ, κλ, λµ, κλµ 6∈ {±qn |n ∈ N}.
For all d, k ∈ N let
Mk(d)
denote the F-subspace of M(κ)⊗M(λ)⊗M(µ) spanned by the simultaneous eigenvectors of ∆2(K)
and ∆2(Λ) associated with eigenvalues κλµq
−2(d+k) and κλµq1−2d + κ−1λ−1µ−1q2d−1, respectively.
Then the following (i)–(iv) hold:
(i) M(κ)⊗M(λ)⊗M(µ) =
⊕
d,k∈N
Mk(d).
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(ii) For all d, k ∈ N the F-vector space Mk(d) is a (d + 1)-dimensional irreducible △q-module
isomorphic to Vd(a, b, c) where
a = κ−1λ−1qd−1,
b = λ−1µ−1qd−1,
c = µ−1κ−1qd−1.
(iii) For all d, k ∈ N the action of A, B on Mk(d) is as a Leonard pair.
(iv) For all d, k ∈ N the following are equivalent:
(a) A, B, C act on Mk(d) as a Leonard triple.
(b) B, C act on Mk(d) as a Leonard pair.
(c) C, A act on Mk(d) as a Leonard pair.
(d) C is diagonalizable on Mk(d).
(e) µκ 6∈ {±qn | 0 ≤ n ≤ 2d− 2}.
Proof. Since q is not a root of unity and κ, λ, κλ, κλµ 6= ±qn for all n ∈ N we may apply Proposition
5.2(i) to see that
u
(h,d)
k =
∑
i∈N
∑
j∈N
[
κλq−2h µ κλµq−2d
i j k
]
m
(κ,λ;h)
i ⊗m(µ)j for all d, h, k ∈ N with 0 ≤ h ≤ d
are an F-basis of M(κ)⊗M(λ)⊗M(µ). Similarly the vectors
w
(h,d)
k =
∑
i∈N
∑
j∈N
[
κ λµq−2h κλµq−2d
i j k
]
m
(κ)
i ⊗m(λ,µ;h)j for all d, h, k ∈ N with 0 ≤ h ≤ d
are an F-basis of M(κ) ⊗M(λ) ⊗M(µ). Observe that {u(h,d)k }dh=0 and {w(h,d)k }dh=0 are contained
in Mk(d) for all d, k ∈ N. Hence
M(κ)⊗M(λ)⊗M(µ) =
∑
d,k∈N
Mk(d).
Since q is not a root of unity and κλµ 6= ±qn for all n ∈ N the sum in the right-hand side is a direct
sum. Therefore (i) follows. Moreover we have
Lemma 5.5. For all d, k ∈ N the following (i), (ii) hold:
(i) {u(h,d)k }dh=0 are an F-basis of Mk(d).
(ii) {w(h,d)k }dh=0 are an F-basis of Mk(d).
Now fix d, k ∈ N. Recall from Theorem 4.1 the images of A, B, α, β, γ under ♭. The F-vector
space Mk(d) is invariant under α, β, γ by Lemma 2.7 and invariant under A, B by Lemma 5.5.
Therefore Mk(d) is a △q-module by Lemma 3.2. More precisely, we have the following results:
Lemma 5.6. For all d, k ∈ N the following (i)–(iii) hold:
(i) For 0 ≤ h ≤ d the vector u(h,d)k is an eigenvector of A associated with eigenvalue
κλq1−2h + κ−1λ−1q2h−1.(31)
(ii) For 0 ≤ h ≤ d the vector w(h,d)k is an eigenvector of B associated with eigenvalue
λµq1−2h + λ−1µ−1q2h−1.(32)
(iii) The elements α, β, γ act on Mk(d) as scalar multiplications by
(κq + κ−1q−1)(λq + λ−1q−1) + (µq + µ−1q−1)(κλµq1−2d + κ−1λ−1µ−1q2d−1),(33)
(λq + λ−1q−1)(µq + µ−1q−1) + (κq + κ−1q−1)(κλµq1−2d + κ−1λ−1µ−1q2d−1),(34)
(µq + µ−1q−1)(κq + κ−1q−1) + (λq + λ−1q−1)(κλµq1−2d + κ−1λ−1µ−1q2d−1),(35)
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respectively.
By Proposition 5.2(ii) we have
∆2(F )
ku
(h,d)
0 = [1][2] · · · [k]u(h,d)k (0 ≤ h ≤ d).
By Lemma 5.5(i) and since q is not a root of unity the above equation induces an F-linear isomor-
phism fromM0(d) onto Mk(d). By Corollary 4.6 each element of △♭q commutes with ∆2(F ). Hence
the induced F-linear isomorphism M0(d) → Mk(d) is a △q-module isomorphism. By the above
comment, we may consider the △q-module
V =M0(d)
instead of Mk(d). Let a, b, c be as in the statement (ii). Let {θi}i∈Z, {θ∗i }i∈Z, {ϕi}i∈Z and ω, ω∗,
ωε denote the corresponding scalars defined in §3.2 with ν = qd. It is straightforward to check that
θh, θ
∗
h, ω, ω
∗, ωε coincide with (31)–(35) respectively. By Lemmas 5.5(i) and 5.6(i) the element A
is diagonalizable on V with eigenvalues {θi}di=0. Hence the characteristic polynomial of A on V is
d∏
i=0
(X − θi). By Lemma 5.6(ii) we have
Bw
(0,d)
0 = θ
∗
0w
(0,d)
0 .(36)
Also, it follows from Lemma 5.6(iii) that
αw
(0,d)
0 = ωw
(0,d)
0 , βw
(0,d)
0 = ω
∗w
(0,d)
0 , γw
(0,d)
0 = ω
εw
(0,d)
0 .
To apply Proposition 3.4 it remains to verify that
(B − θ∗1)(A− θ0)w(0,d)0 = ϕ1w(0,d)0 .(37)
To check (37) we consider the F-basis
m
(κ)
i ⊗m(λ)j ⊗m(µ)k i, j, k ∈ N(38)
of M(κ) ⊗M(λ) ⊗M(µ). For all 0 ≤ h ≤ d and i, j, k ∈ N let ch(i, j, k) denote the coefficient of
m
(κ)
i ⊗m(λ)j ⊗m(µ)k in w(h,d)0 with respect to (38). By the construction of w(h,d)0 the coefficient
ch(i, j, k) =
∑
ℓ∈N
[
κ λµq−2h κλµq−2d
i ℓ 0
] [
λ µ λµq−2h
j k ℓ
]
for all 0 ≤ h ≤ d and i, j, k ∈ N. Applying the expression of A♭ given in Lemma 4.4 the coefficient
of m
(κ)
d ⊗m(λ)0 ⊗m(µ)0 in Aw(0,d)0 with respect to (38) is equal to a0 · c0(d, 0, 0) + a1 · c0(d− 1, 1, 0)
where
a0 = λ
−1(κq + κ−1q−1) + κq1−2d(λ− λ−1),
a1 = κλ
−1q2(1−d)(λ− λ−1)(qd − q−d).
Here c0(d− 1, 1, 0) is interpreted as an indeterminate if d = 0. By Proposition 5.3 the scalars
c0(d, 0, 0) = (−1)dκdqd(1−d), ch(d, 0, 0) = 0 (1 ≤ h ≤ d),
c0(d− 1, 1, 0) = (−1)d−1κd−1µ−1q−(d−1)(d−2) κq
1−d − κ−1qd−1
λµ− λ−1µ−1 if d ≥ 1.
Comparing the coefficient of m
(κ)
d ⊗m(λ)0 ⊗m(µ)0 in w(0,d)0 and (A−θ0)w(0,d)0 yields that the coefficient
of w
(0,d)
0 in (A− θ0)w(0,d)0 with respect to the F-basis {w(h,d)0 }dh=0 of V is equal to
a0 − θ0 + a1 c0(d− 1, 1, 0)
c0(d, 0, 0)
.(39)
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On the other hand, we apply w
(0,d)
0 to either side of the second relation shown in Lemma 3.2.
Simplifying the resulting equation by using (36) we obtain that
(B − θ∗−1)(B − θ∗0)(B − θ∗1)Aw(0,d)0 = 0.(40)
Since q is not a root of unity and λµ 6= ±qn for all n ∈ N, the scalars {θ∗i }di=0 are mutually distinct
and θ∗−1 6= θ∗i for all 2 ≤ i ≤ d. Combined with Lemmas 5.5(ii) and 5.6(ii) the element B is
diagonalizable on V with simple eigenvalues {θ∗i }di=0. Therefore B − θ∗−1 can be dropped from (40)
even if θ∗−1 = θ
∗
0 or θ
∗
−1 = θ
∗
1. It follows from (36) that
(B − θ∗1)Aw(0,d)0 ∈ Fw(0,d)0 .
Hence the left-hand side of (37) is a scalar multiple of w
(0,d)
0 by the scalar (39) times θ
∗
0 − θ∗1. To
see (37) it is now routine to check that ϕ1 coincides with the aforementioned scalar.
Thanks to Proposition 3.4 there exists a unique △q-module homomorphism Vd(a, b, c)→ V that
sends v0 to w
(0,d)
0 . By the assumptions on κ, λ, µ, q the scalars a, b, c, q satisfy Lemma 3.5(i),
(ii). Therefore the △q-module Vd(a, b, c) is irreducible and the above △q-module homomorphism
Vd(a, b, c) → V is injective. Since V and Vd(a, b, c) have the same dimension d + 1 over F the
△q-module V is isomorphic to Vd(a, b, c). Therefore (ii) holds.
We have seen that A and B are diagonalizable on V . Therefore (iii) is immediate from Lemma
3.6. Using Lemma 3.7 it is routine to verify (iv). The theorem follows. 
5.3. Coupled bases of tensor products of finite-dimensional irreducible Uq(sl2)-modules.
Recall from §2.3 the finite-dimensional Uq(sl2)-modules V (n, ε) and the action ofK, F , E on V (n, ε)
with respect to the F-basis {v(n,ε)i }ni=0 of V (n, ε).
Observe that the Uq(sl2)-module V (n,−1) is isomorphic to V (0,−1) ⊗ V (n, 1) and V (n, 1) ⊗
V (0,−1) for each n ∈ N. Thus, it is enough to consider the Uq(sl2)-modules
V (n) = V (n, 1) for all n ∈ N.
For notational convenience, we write v
(n)
i = v
(n,1)
i for all 0 ≤ i ≤ n. The proposition below states
a similar result to Proposition 5.2. For a proof please refer to [7, §VII.7].
Proposition 5.7. Assume that q is not a root of unity. Let m,n ∈ N. For all integers h with
0 ≤ h ≤ min{m,n} let
v
(m,n;h)
0 =
h∑
i=0
(−1)iqi(m−i+1)
[
m− i
h− i
][
n
h− i
]−1
v
(m)
i ⊗ v(n)h−i,
v
(m,n;h)
k =
1
[k]
∆(F )v
(m,n;h)
k−1 (1 ≤ k ≤ m+ n− 2h).
Then the following (i), (ii) hold:
(i) The vectors
v
(m,n;h)
k for all 0 ≤ h ≤ min{m,n} and 0 ≤ k ≤ m+ n− 2h
are an F-basis of V (m)⊗ V (n).
(ii) There exists a unique Uq(sl2)-module isomorphism
V (m)⊗ V (n) →
min{m,n}⊕
h=0
V (m+ n− 2h)
that sends v
(m,n;h)
k to v
(m+n−2h)
k for all 0 ≤ h ≤ min{m,n} and 0 ≤ k ≤ m+ n− 2h.
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The F-basis of V (m) ⊗ V (n) given in Proposition 5.7(i) is called the coupled F-basis of V (m)⊗
V (n). On the other hand, the Uq(sl2)-module V (m)⊗ V (n) has the F-basis
v
(m)
i ⊗ v(n)j for all 0 ≤ i ≤ m and 0 ≤ j ≤ n.(41)
For all h, i, j, k ∈ Z with 0 ≤ h ≤ min{m,n}, 0 ≤ i ≤ m, 0 ≤ j ≤ n, 0 ≤ k ≤ m+ n− 2h let[
m n m+n−2h
i j k
]
denote the coefficient of v
(m)
i ⊗ v(n)j in v(m,n;h)k with respect to the F-basis (41) of V (m)⊗V (n). By
a similar argument to Proposition 5.2 these coefficients can be expressed as below.
Proposition 5.8. Assume that q is not a root of unity. Let m,n ∈ N. For all h, i, j, k ∈ Z with
0 ≤ h ≤ min{m,n}, 0 ≤ i ≤ m, 0 ≤ j ≤ n, 0 ≤ k ≤ m+ n− 2h the following (i), (ii) hold:
(i) If h+ k 6= i+ j then
[
m n m+n−2h
i j k
]
= 0.
(ii) If h+ k = i+ j then
[
m n m+n−2h
i j k
]
is equal to
qi(h+j−n)
h∑
r=0
(−1)h−rq(h−r)(m+n−2h−k+1)
[
m− h+ r
r
][
i
h− r
][
j
r
][
n
r
]−1
.
5.4. Three-fold tensor products of finite-dimensional irreducible Uq(sl2)-modules. In the
final subsection we show an analogue of Theorem 5.4 for the finite-dimensional Uq(sl2)-modules
V (n). Although the proof idea is similar to that of Theorem 5.4, some places need nontrivial
adjustments and hence a complete proof is included below.
Lemma 5.9. Let m, n, p denote any three real numbers. For any real numbers h, ℓ the following
(i)–(iii) are equivalent:
(i) 0 ≤ h ≤ min{m,n} and 0 ≤ ℓ− h ≤ min{m+ n− 2h, p}.
(ii) max{0, ℓ− p} ≤ h ≤ min{m,n, ℓ,m+ n− ℓ}.
(iii) ℓ−min{p, ℓ} ≤ h ≤ min{m, ℓ}+min{n, ℓ} − ℓ.
Proof. Rewriting the second inequality in (i) as ℓ − p ≤ h ≤ min{ℓ,m + n − ℓ}. Combining the
inequality with the first inequality in (i) yields the equivalence of (i) and (ii). Since max{0, ℓ−p} =
ℓ−min{p, ℓ} and min{m,n, ℓ,m+ n− ℓ} = min{m, ℓ}+min{n, ℓ} − ℓ the inequalities (ii) and (iii)
are equivalent. 
Lemma 5.10. Let ℓ, m, n, p denote any integers with m,n, p ≥ 0. Then there exists an integer h
satisfying Lemma 5.9(i)–(iii) if and only if one of the following (i)–(iii) holds:
(i) 2ℓ ≤ min{m, ℓ}+min{n, ℓ}+min{p, ℓ}.
(ii) max{m+ n+ p− ℓ,m+ ℓ, n+ ℓ, p+ ℓ, 2ℓ} ≤ m+ n+ p.
(iii) 0 ≤ ℓ ≤ min{m+ n, n+ p, p+m, m+n+p2 }.
Proof. Since ℓ, m, n, p are integers, there exists an integer h satisfying Lemma 5.9(iii) if and only
if (i) holds. Observe that min{m, ℓ}+min{n, ℓ}+min{p, ℓ} − 2ℓ is equal to
min{m,n, p, ℓ,m+ n− ℓ, n+ p− ℓ, p+m− ℓ,m+ n+ p− 2ℓ}.
Since m, n, p are nonnegative, it follows that (i) holds if and only if
min{ℓ,m+ n− ℓ, n+ p− ℓ, p+m− ℓ,m+ n+ p− 2ℓ} ≥ 0.
The latter is equivalent to (ii). Therefore (i) and (ii) are equivalent. Rewriting (ii) as an inequality
about ℓ we obtain (iii). Therefore (ii) and (iii) are equivalent. 
After all this preparation let us prove the last result of this paper.
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Theorem 5.11. Assume that q is not a root of unity. Let m, n, p denote any nonnegative integers.
Let Σ denote the set consisting of all pairs (ℓ, k) of integers satisfying
0 ≤ ℓ ≤ min{m+ n, n+ p, p+m, m+n+p2 } , 0 ≤ k ≤ m+ n+ p− 2ℓ.
For all (ℓ, k) ∈ Σ let
Vk(ℓ)
denote the F-vector subspace of V (m) ⊗ V (n) ⊗ V (p) spanned by the simultaneous eigenvectors
of ∆2(K) and ∆2(Λ) associated with eigenvalues q
m+n+p−2(k+ℓ) and qm+n+p−2ℓ+1 + q2ℓ−m−n−p−1,
respectively. Then the following (i)–(iii) hold:
(i) V (m)⊗ V (n)⊗ V (p) =
⊕
(ℓ,k)∈Σ
Vk(ℓ).
(ii) For all (ℓ, k) ∈ Σ the F-vector space Vk(ℓ) is a finite-dimensional irreducible △q-module iso-
morphic to Vd(a, b, c) where
a = qmin{m,ℓ}+min{n,ℓ}−min{p,ℓ}−m−n−1,
b = qmin{n,ℓ}+min{p,ℓ}−min{m,ℓ}−n−p−1,
c = qmin{p,ℓ}+min{m,ℓ}−min{n,ℓ}−p−m−1,
d = min{m, ℓ}+min{n, ℓ}+min{p, ℓ} − 2ℓ.
(iii) For all (ℓ, k) ∈ Σ the action of A, B, C on Vk(ℓ) is as a Leonard triple.
Proof. Since q is not a root of unity we may apply Proposition 5.7(i) to see that
u
(h,ℓ)
k =
m+n−2h∑
i=0
p∑
j=0
[
m+n−2h p m+n+p−2ℓ
i j k
]
v
(m,n;h)
i ⊗ v(p)j
for 0 ≤ h ≤ min{m,n}, 0 ≤ ℓ−h ≤ min{m+n−2h, p} and 0 ≤ k ≤ m+n+p−2ℓ form an F-basis
of V (m)⊗ V (n)⊗ V (p). Similarly the vectors
w
(h,ℓ)
k =
m+n−2h∑
i=0
p∑
j=0
[
m n+p−2h m+n+p−2ℓ
i j k
]
v
(m)
i ⊗ v(n,p;h)j
for 0 ≤ h ≤ min{n, p}, 0 ≤ ℓ−h ≤ min{n+ p− 2h,m} and 0 ≤ k ≤ m+n+ p− 2ℓ form an F-basis
of V (m)⊗ V (n)⊗ V (p). Rephrasing the ranges of h and ℓ via Lemma 5.9 it follows that
u
(h,ℓ)
k
for all ℓ−min{p, ℓ} ≤ h ≤ min{m, ℓ} +min{n, ℓ} − ℓ and 0 ≤ k ≤ m+ n+ p− 2ℓ
are an F-basis of V (m)⊗ V (n)⊗ V (p). Similarly the vectors
w
(h,ℓ)
k for all ℓ−min{m, ℓ} ≤ h ≤ min{n, ℓ}+min{p, ℓ} − ℓ and 0 ≤ k ≤ m+ n+ p− 2ℓ
are an F-basis of V (m) ⊗ V (n) ⊗ V (p). Observe that for all (ℓ, k) ∈ Σ the F-vector space Vk(ℓ)
contains
u
(h,ℓ)
k for all ℓ−min{p, ℓ} ≤ h ≤ min{m, ℓ}+min{n, ℓ} − ℓ,
w
(h,ℓ)
k for all ℓ−min{m, ℓ} ≤ h ≤ min{n, ℓ}+min{p, ℓ} − ℓ.
Comparing the ranges of h and ℓ via Lemma 5.10 yields that
V (m)⊗ V (n)⊗ V (p) =
∑
(ℓ,k)∈Σ
Vk(ℓ).
By the construction of Vk(ℓ) the sum in the right-hand side is a direct sum. Therefore (i) follows.
Moreover we have
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Lemma 5.12. For all (ℓ, k) ∈ Σ the following (i), (ii) hold:
(i) u
(h,ℓ)
k for all ℓ−min{p, ℓ} ≤ h ≤ min{m, ℓ}+min{n, ℓ} − ℓ are an F-basis of Vk(ℓ).
(ii) w
(h,ℓ)
k for all ℓ−min{m, ℓ} ≤ h ≤ min{n, ℓ}+min{p, ℓ} − ℓ are an F-basis of Vk(ℓ).
Now fix a pair (ℓ, k) ∈ Σ. Recall from Theorem 4.1 the images of A, B, α, β, γ under ♭. The
F-vector space Vk(ℓ) is invariant under α, β, γ by Lemma 2.9 and invariant under A, B by Lemma
5.12. Therefore Vk(ℓ) is a △q-module by Lemma 3.2. More precisely, we have the following results:
Lemma 5.13. For all (ℓ, k) ∈ Σ the following (i)–(iii) hold:
(i) For ℓ − min{p, ℓ} ≤ h ≤ min{m, ℓ} + min{n, ℓ} − ℓ the vector u(h,ℓ)k is an eigenvector of A
associated with eigenvalue
qm+n−2h+1 + q2h−m−n−1.(42)
(ii) For ℓ − min{m, ℓ} ≤ h ≤ min{n, ℓ} + min{p, ℓ} − ℓ the vector w(h,ℓ)k is an eigenvector of B
associated with eigenvalue
qn+p−2h+1 + q2h−n−p−1.(43)
(iii) The elements α, β, γ act on Vk(ℓ) as scalar multiplications by
(qm+1 + q−m−1)(qn+1 + q−n−1) + (qp+1 + q−p−1)(qm+n+p−2ℓ+1 + q2ℓ−m−n−p−1),(44)
(qn+1 + q−n−1)(qp+1 + q−p−1) + (qm+1 + q−m−1)(qm+n+p−2ℓ+1 + q2ℓ−m−n−p−1),(45)
(qp+1 + q−p−1)(qm+1 + q−m−1) + (qn+1 + q−n−1)(qm+n+p−2ℓ+1 + q2ℓ−m−n−p−1),(46)
respectively.
By Proposition 5.7(ii) we have
∆2(F )
ku
(h,ℓ)
0 = [1][2] · · · [k]u(h,ℓ)k
for all ℓ−min{p, ℓ} ≤ h ≤ min{m, ℓ}+min{n, ℓ}− ℓ. By Lemma 5.12(i) and since q is not a root of
unity the above equation induces an F-linear isomorphism from V0(ℓ) onto Vk(ℓ). By Corollary 4.6
each element of △♭q commutes with ∆2(F ). Hence the induced F-linear isomorphism V0(ℓ)→ Vk(ℓ)
is a △q-module isomorphism. By the above comment we may consider the △q-module
V = V0(ℓ)
instead of Vk(ℓ). Let a, b, c, d be as in the statement (ii). Let {θi}i∈Z, {θ∗i }i∈Z, {ϕi}i∈Z and
ω, ω∗, ωε be the corresponding scalars defined in §3.2 with ν = qd. It is straightforward to
check that θh−ℓ+min{p,ℓ}, θ
∗
h−ℓ+min{m,ℓ}, ω, ω
∗, ωε coincide with the scalars (42)–(46) respectively.
By Lemma 5.13(i) the element A is diagonalizable on V with eigenvalues {θi}di=0. Hence the
characteristic polynomial of A on V is equal to
d∏
i=0
(X − θi). For notational convenience we set
s = ℓ−min{m, ℓ}, wh = w(h,ℓ)0 (s ≤ h ≤ s+ d).
By Lemma 5.13(ii) we have
Bws = θ
∗
0ws.(47)
Also, it follows from Lemma 5.13(iii) that
αws = ωws, βws = ω
∗ws, γws = ω
εws.
To apply Proposition 3.4 it remains to verify that
(B − θ∗1)(A− θ0)ws = ϕ1ws.(48)
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To check (48) we consider the F-basis
v
(m)
i ⊗ v(n)j ⊗ v(p)k (0 ≤ i ≤ m, 0 ≤ j ≤ n, 0 ≤ k ≤ p)(49)
of V (m) ⊗ V (n) ⊗ V (p). For all s ≤ h ≤ s + d and 0 ≤ i ≤ m, 0 ≤ j ≤ n, 0 ≤ k ≤ p let ch(i, j, k)
denote the coefficient of v
(m)
i ⊗ v(n)j ⊗ v(p)k in wh with respect to (49). By the construction of wh
we have
ch(i, j, k) =
n+p−2h∑
r=0
[
m n+p−2h m+n+p−2ℓ
i r 0
] [
n p n+p−2h
j k r
]
for all s ≤ h ≤ s + d and 0 ≤ i ≤ m, 0 ≤ j ≤ n, 0 ≤ k ≤ p. Applying the expression
of A♭ given in Lemma 4.4 the coefficient of v
(m)
ℓ−s ⊗ v(n)0 ⊗ v(p)s in Aws with respect to (49) is
a0 · cs(ℓ− s, 0, s) + a1 · cs(ℓ− s− 1, 1, s) where
a0 = q
−n(qm+1 + q−m−1) + qm−2ℓ+2s+1(qn − q−n),
a1 = q
m−n−2ℓ+2s+2(qn − q−n)(qℓ−s − qs−ℓ).
Here cs(ℓ− s− 1, 1, s) is interpreted as an indeterminate if ℓ = s. By Proposition 5.8 we have
cs(ℓ− s, 0, s) = (−1)(ℓ−s)q(ℓ−s)(m−ℓ+s+1)
[
n
s
][
p
s
]−1
,
ch(ℓ− s, 0, s) = 0 (s+ 1 ≤ h ≤ s+ d),
and cs(ℓ− s− 1, 1, s) is equal to
(−1)(ℓ−s)q(ℓ−s−1)(m−ℓ+s+2) [m− ℓ+ s+ 1]
[n+ p− 2s]
[
n
s
][
p
s
]−1(
qn
[s][p− s+ 1]
[n]
− q2s−p
)
if ℓ > s. Comparing the coefficient of v
(m)
ℓ−s ⊗ v(n)0 ⊗ v(p)s in ws and (A − θ0)ws yields that the
coefficient of ws in (A− θ0)ws with respect to the F-basis {wh}s+dh=s of V is equal to
a0 − θ0 + a1 cs(ℓ− s− 1, 1, s)
cs(ℓ− s, 0, s) .(50)
On the other hand, we apply ws to either side of the second relation in Lemma 3.2. Simplifying
the resulting equation by using (47) it follows that
(B − θ∗−1)(B − θ∗0)(B − θ∗1)Aws = 0.(51)
Since q is not a root of unity the scalars {θ∗i }di=−1 are mutually distinct. Combined with Lemmas
5.12(ii) and 5.13(ii) the element B is diagonalizable on V with simple eigenvalues {θ∗i }di=0. Therefore
B − θ∗−1 can be dropped from (51). It follows from (47) that
(B − θ∗1)Aws ∈ Fws.
Hence the left-hand side of (48) is a scalar multiple of ws by the scalar (50) times θ
∗
0 − θ∗1. To see
(48) it is now routine to check that ϕ1 coincides with the aforementioned scalar.
Thanks to Proposition 3.4 there exists a unique △q-module homomorphism Vd(a, b, c)→ V that
sends v0 to ws. Since q is not a root of unity the scalars a, b, c, q satisfy Lemma 3.5(i), (ii). Therefore
the △q-module Vd(a, b, c) is irreducible and the above △q-module homomorphism Vd(a, b, c) → V
is injective. Since both of Vd(a, b, c) and V have the same dimension d + 1 the △q-module V is
isomorphic to Vd(a, b, c). Therefore (ii) holds. By the assumption that q is not a root of unity
again, the scalars a, b, c fit Lemma 3.7(iv). Therefore (iii) holds. The theorem follows. 
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