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Введение
При исследовании физических явлений или объектов эмпи-
рическими методами достаточно часто возникают обстоятель-
ства, при которых отсутствует возможность непосредственно-
го наблюдения и измерения каких-либо характеристик объек-
та. Выполнение эксперимента может быть сопряжено с техни-
ческими и материальными трудностями, представлять угрозу
или просто быть неосуществимым. При этом практически все-
гда имеется возможность получить какие-либо дополнитель-
ные сведения об изучаемом объекте, по которым можно было
бы сделать выводы об искомых характеристиках и свойствах
исследуемого объекта или процесса.
В описанной выше ситуации задача состоит в определении
причины по полученным в результате наблюдений или экспе-
риментов следствиям. Такие задачи относятся к классу обрат-
ных задач. В целом под обратной задачей понимается задача,
состоящая в определении параметров модели по имеющимся
результатам наблюдений за состояниями модели. При этом мо-
дель может описываться интегральными или дифференциаль-
ными уравнениями, операторными уравнениями или другими
соотношениями.
Многие важные прикладные вопросы, касающиеся эколо-
гии, геофизики, сейсмологии, диагностики в медицине, ком-
пьютерной томографии, неразрушающего контроля и дефекто-
скопии, георадиолокации, приводят к обратным задачам. На-
пример, в медицинской диагностике возникает обратная зада-
ча электрокардиографии, когда требуется восстановить потен-
циал электрического поля сердца на его внешней поверхности
по данным регистрации потенциала на поверхности грудной
клетки [11,14]. Другим примером является задача электрораз-
ведки полезных ископаемых, когда требуется по измерениям
характеристик электромагнитного поля на поверхности Земли
определить электропроводность более глубоких слоев. Стоит
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отметить исследование процесса распространения загрязнений,
который может происходить в ситуации, в которой источники
загрязняющего вещества расположены в месте, недоступном
для прямых измерений, либо требуется восстановить парамет-
ры источника, используя дополнительную информацию о со-
стоянии среды (например, значения концентрации загрязняю-
щего вещества в местах, доступных прямому измерению).
По признаку искомой причинной характеристики можно
выделить четыре основных класса обратных задач [9, 26, 56].
1. Коэффициентные задачи — заключаются в нахождении
функций и параметров, составляющих коэффициенты модели.
2. Эволюционные (ретроспективные) задачи — состоят в вос-
становлении предыстории состояний некоторого известного со-
стояния модели.
3. Граничные задачи — заключаются в нахождении функций
и параметров, входящих в граничные условия модели.
4. Геометрические обратные задачи — заключаются в рекон-
струкции геометрических характеристик некоторого множе-
ства, расположенного в области реализации модели.
Наряду с обратными задачами, с точки зрения соотноше-
ния причина–следствие, выделяются прямые задачи, в которых
по известным причинам требуется определить следствие.
При формулировке постановок обратных задач предполага-
ются известными постановки прямых задач. Постановка пря-
мой задачи подразумевает задание набора функций и парамет-
ров, определяющих модель (например, задание коэффициентов
и параметров дифференциального уравнения, задание началь-
ных и краевых условий — полностью определяет модель). При
решении прямой задачи этому набору ставится в соответствие
новый объект — состояние модели (решение соответствующей
начально-краевой задачи для дифференциального уравнения).
Предположим, что неизвестны некоторые функции или пара-
метры, определяющие прямую задачу, но при этом можно по-
лучить некоторую дополнительную информацию о состояни-
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ях или свойствах модели. Требуется определить (восстановить)
недостающие функции. В этой ситуации имеем дело с обратной
задачей.
Постановки прямых и обратных задач подразумевают пред-
варительное моделирование реального процесса. Под модели-
рованием понимается построение и изучение моделей реальных
объектов, процессов или явлений с целью исследования свойств
этих объектов, процессов или явлений. Моделирование являет-
ся универсальным методом научного познания и играет важ-
ную роль в развитии науки и техники [60,69, 93].
Процесс моделирования обычно разделяют на три этапа:
математическая модель — алгоритм — программа. Програм-
мирование осуществляется после составления вычислительно-
го алгоритма, который, в свою очередь, разрабатывается после
полной постановки задачи в той или иной форме. Математиче-
ская модель может быть представлена в различных формах
(вычислительный алгоритм, компьютерная программа, диф-
ференциальные уравнения, функциональные уравнения).
В математической физике модели обычно задаются с помо-
щью дифференциальных уравнений, дополненных начально-
краевыми условиями. Основной, достаточно широкий класс,
представляют задачи для уравнений в частных производных,
в силу того, что такие уравнения могут описывать достаточ-
но широкий класс процессов. Обычно, при исследовании уста-
новившихся (стационарных) процессов различной физической
природы, приходят к уравнениям эллиптического типа.
Исследование краевых задач для эллиптических уравнений
является важной составной частью теории дифференциальных
уравнений в частных производных и имеет многочисленные
приложения в задачах механики сплошных сред (тепломассо-
перенос, теория упругости), электродинамике и других обла-
стях науки и техники.
Теория общих краевых задач для уравнений эллиптическо-
го типа представляет собой вполне сложившуюся и достаточно
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хорошо разработанную теорию [1,2, 49]. Обычно здесь ведутся
исследования для областей с достаточно гладкими границами
и для уравнений с достаточно гладкими коэффициентами [1,2].
Безусловно, имеется большой интерес и к изучению эллиптиче-
ских задач в областях с негладкими границами и негладкими
коэффициентами [35, 49]. Отметим также, что теория эллип-
тических краевых задач со смешанными граничными услови-
ями (на двух или более участках границы задаются гранич-
ные условия различных типов) оказывается сложнее, в этом
направлении отметим работы [95,116].
При изучении краевых задач математической физики до-
статочно часто (например, при рассмотрении задач в неглад-
ких областях, задач со смешанными граничными условиями,
задач с разрывными коэффициентами) необходимо расширять
классы функций, в которых осуществляется поиск решения. В
этих ситуациях от классических постановок задач переходят к
обобщенным формулировкам, к введению понятия обобщенно-
го решения.
Решение обратных задач может быть сопряжено с рядом
проблем.
1. Решение может быть неединственным и дополнительных
сведений может быть недостаточно для обеспечения единствен-
ности.
2. Достаточно часто искомая функция или параметр входят
в операторное или функциональное уравнение нелинейным об-
разом.
3. Исходная информация известна приближенно, т. к. изме-
рительные приборы дают некоторую погрешность.
4. Может отсутствовать непрерывная зависимость решения
обратной задачи от исходных данных, что приводит к необхо-
димости разработки специальных методов решения обратных
задач.
Если решения обратной задачи не существует (исходные
данные могут противоречить друг другу), или нарушается
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условие единственности решения (недостаток дополнительных
сведений о решении), или нет непрерывной зависимости реше-
ния от исходных данных, тогда задача называется некоррект-
ной по Адамару [3]. В обратных задачах, как правило, нару-
шается условие непрерывной зависимости решения от входных
данных.
Основополагающий вклад в развитие теории и практиче-
ских методов решения некорректных задач внесли А. Н. Тихо-
нов, В. К. Иванов, М. М. Лаврентьев. Большой вклад в разви-
тие теории обратных и некорректных задач внесли А. Л. Агеев,
Г. В. Алексеев, О. М. Алифанов, Д. С. Аниконов, Ю. Е. Ани-
конов, В. Я. Арсенин, А. Б. Бакушинский, А. Л. Бухлейм,
В. В. Васин, Ф. П. Васильев, Г. М. Вайникко, В. Б. Гласко,
А. В. Гончарский, А. М. Денисов, С. И. Кабанихин, А. В. Кря-
жимский, А. С. Леонов, О. А. Лисковец, В. И. Максимов,
Г. И. Марчук, И. В. Мельникова, Л. Д. Менихес, В. А. Морозов,
Ю. С. Осипов, В. В. Пененко, А. И. Прилепко, В. Г. Романов,
В. П. Танана, А. Г. Ягола и многие другие ученые. Достаточно
подробно теория обратных и некорректных задач представлена
в работах [9, 23, 24, 26, 48, 66, 91, 101,103,115].
Наиболее широкую область применения теории некоррект-
ных задач представляют собой обратные задачи. Разработка
эффективных методов решения обратных задач позволила су-
щественно упростить экспериментальные исследования, повы-
сить точность и достоверность получаемых результатов за счет
определенного усложнения алгоритмов обработки эксперимен-
тальных данных. При этом существенная часть работы прово-
дится с использованием мощных вычислительных комплексов,
что позволяет ускорить проведение экспериментальных иссле-
дований и открывает широкие возможности для их автомати-
зации.
В настоящее время обратные задачи находят многочислен-
ные приложения в различных областях науки и техники. Ис-
следованию обратных задач посвящено большое количество
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статей [4–7,12, 16, 27–30,62, 65, 72, 96], монографий [9, 26, 46, 47].
Этой тематике посвящено несколько журналов (международ-
ный журнал "Journal of Inverse and Ill-Posed Problems",
журнал "Обратные задачи и информационные технологии",
"Inverse Problems in Science and Engineering"), проводятся мно-
гочисленные конференции.
Значительный интерес представляет разработка эффектив-
ных численных методов решения некорректных и обратных за-
дач, а также создание вычислительных алгоритмов для кон-
кретных прикладных задач, например, геофизических задач
гравитационной, тепловой и динамической реконструкции оса-
дочных бассейнов [109, 111], литосферных плит [104, 108], ман-
тийных плюмов [105-107] и задач по определению физических
характеристик вулканической лавы [110].
Отметим некоторые подходы к решению обратных некор-
ректных задач.
1. Вариационный метод [4, 9, 23, 26, 63, 68, 91]. Основная идея
базируется на использовании дополнительной информации о
решении. Исходная обратная задача сводится к некоторой рав-
носильной задаче на нахождение минимума подходящего целе-
вого функционала. Для приближенного решения вариационной
задачи используются численные методы, которые применяют-
ся в экстремальных задачах. В частности, можно ориентиро-
ваться на использование градиентных методов.
2. Итерационная регуляризация [10, 15, 17, 20, 26]. Этот под-
ход заключается в построении регуляризующих алгоритмов
на основе различных итерационных методов. При этом зада-
ча предварительно может быть сведена к соответствующему
операторному уравнению. Многие итерационные методы обла-
дают определенной устойчивостью к погрешностям в исходных
данных задачи. Итерационная регуляризация линейных некор-
ректных задач изучена в настоящее время достаточно полно.
Работ, посвященных нелинейным задачам, существенно мень-
ше. В то же время, как показывают вычислительные экспери-
10
менты, итерационные алгоритмы решения нелинейных некор-
ректных задач, построенные формально по той же схеме, что и
для линейных задач, оказываются вполне работоспособными.
3. Возмущение задачи [26, 48, 52, 56]. Основная идея состоит
в возмущении исходного уравнения и использовании дополни-
тельных условий. Возмущение проводится так, чтобы новая за-
дача становилась корректной. Параметров возмущения (регу-
ляризации) может быть несколько.
Одним из важных классов обратных задач являются обрат-
ные задачи теплообмена и переноса вещества. В данной книге
рассматриваются обратные граничные задачи для модели ста-
ционарной реакции-конвекции-диффузии и модели стационар-
ной тепловой конвекции высоковязкой жидкости.
Модели типа "реакция-конвекция-диффузия" применяют-
ся в различных областях науки и техники. Например, при мо-
делировании переноса кислорода в кровеносной системе, при
описании процессов распространения загрязняющих веществ в
водоемах и атмосфере, при описании диффузии электрически
заряженных примесей в твердом теле [57, 58, 67, 68].
Широко распространена в науке и технике модель тепло-
вой конвекции высоковязкой жидкости. Такая модель исполь-
зуется, например, при исследовании геофизических процессов
в земных недрах [105-107] и процессов изготовления стекла в
плавильных печах [102].
Для рассматриваемых моделей наиболее часто рассматри-
вают обратные коэффициентные задачи. В работах Г. В. Алек-
сеева, Д. А. Терешко, О. В. Соболевой, И. С. Вахитова [4–8]
исследуются обратные коэффициентные задачи для моделей
реакции-конвекции-диффузии и моделей тепловой конвекции
вязкой жидкости с регулярными граничными условиями, об-
ратная задача сводится к решению соответствующей экстре-
мальной задачи. В работе О. В. Соболевой [72] теоретически и
численно исследуются обратные коэффициентные задачи для
моделей реакции-конвекции-диффузии и классической модели
11
конвекции вещества в приближении Обербека–Буссинеска, об-
ратные задачи также сводятся к решению соответствующих
экстремальных задач. В работе А. В. Пененко [62] рассмат-
ривается обратная коэффициентная задача теплопроводности,
которая сводится к решению соответствующей вариационной
задачи.
Реже исследуются обратные граничные задачи для моделей
тепловой конвекции. В работах А. И. Короткого и Д. А. Ко-
втунова [32, 33, 36, 39] теоретически и численно исследовались
прямые и обратные граничные задачи для моделей стационар-
ной тепловой конвекции высоковязкой жидкости со смешан-
ными граничными условиями. В этих работах доказано суще-
ствование и единственность слабого решения прямой задачи,
устойчивость решения прямой задачи по отношению к вход-
ным данным и неустойчивость обратной задачи. Для решения
обратной граничной задачи применялись вариационный метод
и метод квазиобращения.
Целью данной книги являются теоретический и численный
анализ прямой и обратной граничных задач для стационарных
моделей тепломассопереноса. Рассмотрены две модели: модель
стационарной реакции-конвекции-диффузии и модель стацио-
нарной тепловой конвекции высоковязкой жидкости. Для соот-
ветствующих обратных граничных задач разработаны методы
численного решения и приведены результаты вычислительных
экспериментов. Основные результаты, представленные в дан-
ной книге, опубликованы в работах [40, 42–45,73–89].
Прямая граничная задача состоит в нахождении решения
соответствующей краевой задачи при известных данных на
границе области протекания процесса. Обратная граничная за-
дача состоит в нахождении подходящего следа от решения со-
ответствующей краевой задачи на некоторой части границы об-
ласти протекания процесса при известных данных и некоторых
дополнительных граничных условиях на другой части грани-
цы области протекания процесса. Особенность прямой задачи
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состоит в неоднородности и нерегулярности смешанных гра-
ничных данных. Особенность обратной задачи заключается в
ее некорректности.
Первая глава посвящена теоретическому и численному ис-
следованию прямой и обратной граничный задач для модели
стационарной реакции-конвекции-диффузии. Сначала форму-
лируется прямая задача, вводятся соответствующие функцио-
нальные пространства и дается определение слабого решения
рассматриваемой задачи. Далее доказываются существование
и единственность слабого решения поставленной прямой зада-
чи. Доказана корректность прямой задачи. Сформулирована
обратная граничная задача. Доказана некорректность рассмат-
риваемой обратной задачи.
Для решения обратной задачи предлагаются различные ме-
тоды. Сначала исходная обратная задача сводится к соответ-
ствующей вариационной задаче. Приводится алгоритм реше-
ния вариационной задачи. Представлены результаты числен-
ного моделирования обратных задач с граничными режима-
ми различной степени гладкости. Далее рассматривается ме-
тод квазиобращения, заключающийся во введении в основ-
ное уравнение дополнительного слагаемого с малым парамет-
ром. Приведены разностные схемы решения прямой и обрат-
ной задач, а также результаты численного моделирования об-
ратных задач с граничными режимами различной степени
гладкости. Далее обратная задача сводится к операторному
уравнению, для решения которого предлагается модифици-
ровать известные методы Ньютона–Канторовича, Ландвебера
и Левенберга–Марквардта. Представлены алгоритмы решения
обратной задачи указанными модифицированными методами,
описаны вспомогательные задачи, возникающие в процессе ре-
ализации этих методов. Приведены результаты численного мо-
делирования обратных задач с граничными режимами различ-
ной гладкости.
Во второй главе численно исследуется обратная гранич-
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ная задача для модели стационарной тепловой конвекции вы-
соковязкой жидкости. В начале главы формулируется пря-
мая задача, вводятся соответствующие функциональные про-
странства и дается определение слабого решения данной зада-
чи. Далее приводится формулировка теоремы существования и
единственности слабого решения рассматриваемой задачи. Да-
ется постановка обратной граничной задачи. Указывается ее
неустойчивость.
Для решения обратной задачи предлагается, как и в первой
главе, воспользоваться вариационным методом, методом ква-
зиобращения и модифицировать известные методы Ньютона–
Канторовича, Ландвебера и Левенберга–Марквардта. Для каж-
дого из этих методов описан алгоритм решения, выведены со-
ответствующие вспомогательные задачи, необходимые для ре-
ализации рассмотренных методов. Приведены результаты чис-
ленного моделирования решения обратных задач с граничны-
ми режимами различной степени гладкости.
Авторы приносят глубокую благодарность И. А. Цепеле-
ву и Д. А. Ковтунову за разработку и тестирование некото-
рых модификаций алгоритмов решения обратных граничных
задач для моделей высоковязкой жидкости. Авторы благодар-
ны А. Т. Исмаил-Заде за плодотворные обсуждения постано-
вок задач и полученных результатов. Авторы признательны
В. В. Васину, А. Р. Данилину, В. В. Пененко, Г. В. Алексе-
еву, М. И. Сумину за плодотворное обсуждение полученных
результатов.
Опубликование данной монографии стало возможным бла-
годаря поддержке грантами РФФИ (проект 14-01-00155) и
РНФ (проект 14-17-00520). В частности, исследования, пред-
ставленные в параграфах 1.2-1.6 и 2.2-2.6, поддержаны грантом
РФФИ, и представленные в параграфах 1.7-1.9, 2.7-2.9 грантом
РНФ.
Основные обозначения и соглашения
N −− множество натуральных чисел;
R −− множество вещественных чисел;
R
m −− евклидово пространство m-мерных векторов
x = (x1, . . . , xm) с нормой ‖x ‖ =
( m∑
i=1
x2i
)1/2
;
Ω −− ограниченная область (открытое связное мно-
жество) в Rm;
Γ = ∂Ω −− граница области Ω;
mes −− мера Лебега;
∅ −− пустое множество;
E −− замыкание множества E;
→ −− обозначение отображения или сильной сходи-
мости;
⇁ −− обозначение слабой сходимости;
inf E −− точная нижняя грань числового множества E;
sup E −− точная верхняя грань числового множества E;
∂ · /∂ · −− символ дифференцирования по соответствую-
щей переменной;
∂ · /∂ n −− производная по нормали;
f |E −− ограничение (сужение) функции f на множе-
ство E;
f(E) −− образ множества E при отображении f ;
◦ −− обозначение суперпозиции отображений;
〈 · , · 〉X −− скалярное произведение в гильбертовом про-
странстве X;
( · , · ) −− скалярное произведение в Rm;
‖ · ‖X −− норма в нормированном пространстве X;
‖ · ‖ −− норма в Rm;
X∗ −− пространство сопряженное к пространству X;
A∗ −− оператор сопряженный к оператору A;
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Cm(Ω) −− банахово пространство всех m раз непрерывно
дифференцируемых в Ωфункций, производные
которых допускают непрерывное продолжение
на Ω с нормой ‖ y ‖Cm(Ω) =
∑
|α|6m
max
x∈Ω
|Dα y(x ) |;
Lp(Ω) −− банахово пространство всех измеримых и сум-
мируемых по Лебегу на Ω со степенью p функ-
ций с нормой ‖ y ‖Lp(Ω) =
(∫
Ω
| y(x) |p dx
)1/p
,
1 6 p <∞;
Lp(Γ) −− пространство суммируемых (по (n− 1)-мерной
мере Лебега на Γ) со степенью p функций с нор-
мой ‖ y ‖Lp(Γ) =
(∫
Γ
| y(x) |p dΓ
)1/p
, 1 6 p <∞;
L∞(Ω) −− банахово пространство измеримых суще-
ственно ограниченных функций с нормой
‖ y ‖L∞(Ω) = vraimax | y | = inf
E⊂Ω
{
sup
Ω \E
|y(x)| :
m(E) = 0
}
;
W lp(Ω) −− пространство Соболева всех функций из Lp(Ω),
имеющих обобщенные производные до l-го по-
рядка включительно из пространства Lp(Ω) с
нормой
‖ y ‖W lp(Ω) =
( ∫
Ω
l∑
k=0
∑
(k)
∣∣∣ ∂k y
∂k1x1 . . . ∂knxn
∣∣∣p dx)1/p,
где
∑
(k)
обозначает суммирование всех возмож-
ных производных порядка k, 1 6 p < ∞,
l ∈ N;
L (Z;Y ) −− пространство линейных непрерывных операто-
ров, действующих из Z в Y ;
∇ −− градиент скалярной функции или оператор Га-
мильтона;
div −− дивергенция векторного поля;
△ −− оператор Лапласа;
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∀ −− для любого;
u −− все векторные величины обозначаются жир-
ным шрифтом u = (u1, . . . , um);
 −− конец доказательства или примера.
1. Прямые и обратные граничные
задачи для моделей стационарной
реакции-конвекции-диффузии
В этой главе ставятся и исследуются прямые и обрат-
ные граничные задачи для моделей стационарной реакции-
конвекции-диффузии. Такие модели часто используются при
исследовании различных гидродинамических и тепловых про-
цессов, в частности, при описании процессов распространения
примесей в атмосфере и водоемах, при моделировании загряз-
нения грунтовых вод, при описании диффузии электрически
заряженных примесей в твердом теле (такие процессы иссле-
дуются в микроэлектронике).
Прямая граничная задача состоит в нахождении решения
соответствующей краевой задачи при известных данных на
границе Γ области изменения независимой пространственной
переменной (области протекания процесса) Ω. В постановке об-
ратной граничной задачи предполагается, что граница Γ раз-
делена условно или по каким-то физическим соображениям на
две части Γ1 и Γ2, причем на части Γ1 возможно измерение
каких-либо необходимых параметров или характеристик про-
цесса, а на границе Γ2 такие измерения по каким-либо причи-
нам невозможны. Обратная граничная задача состоит в нахож-
дении некоторых подходящих граничных данных (например,
следа от решения соответствующей краевой задачи) на части
Γ2 границы Γ по известным граничным данным и, возможно,
по некоторым дополнительным граничным условиям на другой
части границы Γ1.
Математическая постановка прямой задачи приводит к сме-
шанной краевой задаче для эллиптического уравнения второго
порядка. Математическая постановка обратной задачи приво-
дит к обобщенной задаче Коши для эллиптического уравнения
второго порядка. Особенность прямой задачи состоит в неод-
нородности и нерегулярности смешанных граничных данных.
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Граничные данные, вообще говоря, могут не являться гладки-
ми и их нельзя продолжить внутрь области так, чтобы про-
должение было достаточно гладким и его можно было бы ис-
пользовать для переброски граничных данных в уравнение. В
этих условиях прямая задача может не иметь ни классического,
ни обобщенного решения. Это приводит к необходимости даль-
нейшего ослабления понятия решения, к исследованию разре-
шимости задачи в ослабленном смысле и исследованию соот-
ветствующих свойств такого решения. Особенность обратной
задачи состоит в ее некорректности (неустойчивости) в соот-
ветствующих естественных пространствах граничных данных.
Это приводит к необходимости разработки специальных устой-
чивых методов численного моделирования обратных задач.
В данной главе для прямой задачи вводится понятие сла-
бого решения, доказываются его существование и единствен-
ность. Доказано, что прямая задача является корректно по-
ставленной, установлены соответствующие априорные оценки
на решение и непрерывная зависимость решения от граничных
данных и правой части основного уравнения в соответствую-
щих пространствах.
В этой главе доказано, что обратная задача оказывается
некорректно поставленной, она неустойчива по граничным дан-
ным. Разработаны специальные регуляризирующие методы и
алгоритмы решения обратной задачи. Подробно описаны вари-
ационный метод, метод квазиобращения, модификации извест-
ных методов Ньютона–Канторовича, Ландвебера, Левенберга–
Марквардта. Приводятся результаты численного моделирова-
ния решения обратной задачи с граничными режимами раз-
личной степени гладкости.
1.1. Постановка прямой граничной задачи
Охарактеризуем сначала содержательную сторону зада-
чи. В некоторой области Ω ⊂ Rm, m = 2, 3, содержащей
неоднородную сплошную среду, находящуюся под воздействи-
ем некоторых внутренних и внешних определяющих состояние
среды факторов (режимов), рассматривается установившееся
(стационарное) распределение температуры (или концентра-
ции какого-либо вещества среды).
Математическая модель распределения температуры (кон-
центрации рассматриваемого вещества среды) в области Ω
представляет собой смешанную краевую задачу для уравнения
реакции-конвекции-диффузии [4, 49–51,67, 68]
div ( k∇T ) = (u ,∇T )− q T − f , x ∈ Ω , (1.1.1)
T = v , x ∈ Γ1 , (1.1.2)
k
∂T
∂n
= w , x ∈ Γ2 , (1.1.3)
где x = (x1, . . . , xm) — точка пространства R
m; u =
(u1(x ), . . . , um(x )) — заданный вектор скорости движения сре-
ды в точках x области Ω, удовлетворяющий условию divu = 0
в области Ω (условие несжимаемости среды) и условию u = 0
на границе Γ области Ω (условие прилипания среды на непо-
движной границе Γ); T = T (x ), x ∈ Ω, — температура (кон-
центрация рассматриваемого вещества) среды в области Ω;
k = k(x ), x ∈ Ω, — заданный коэффициент теплопроводности
(диффузии) среды в области Ω; q = q(x ), x ∈ Ω, — заданный
коэффициент реакции в точках области Ω, характеризующий
скорость образования или стока тепла (вещества) в результа-
те химических превращений; f = f(x ), x ∈ Ω, — заданная
объемная плотность образования или стока тепла (вещества) в
области Ω; v = v(x ) и w = w(x ) — заданные функции, опреде-
ленные на частях Γ1 и Γ2 границы Γ области Ω соответствен-
но, характеризующие внешние факторы (режимы) взаимодей-
ствия среды, находящейся внутри области Ω, с окружающей
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средой (функция v = v(x ) характеризует заданное распреде-
ление температуры (концентрации вещества) на части Γ1 гра-
ницы Γ, функция w = w(x ) характеризует заданное распреде-
ление потока тепла (концентрации вещества) на части Γ2 гра-
ницы Γ, Γ = Γ1 ∪ Γ2, Γ1 ∩ Γ2 = ∅ ); n — единичный вектор
внешней нормали в точках границы Γ области Ω.
Прямая граничная задача состоит в нахождении рас-
пределения температуры (концентрации вещества) T в обла-
сти Ω в результате решения краевой задачи (1.1.1)–(1.1.3).
Эту задачу иногда кратко будем называть прямой задачей.
Рис. 1.1.1. Иллюстрация к постановке прямой задачи
Уточним постановку прямой задачи.
Будем считать, что Ω является ограниченной областью в
R
m (т. е. является ограниченным открытым связным множе-
ством в Rm) и обладает некоторой регулярностью. Пусть об-
ласть Ω принадлежит одному из следующих классов областей.
Первый класс O1 составляют гладкие области класса C
2 [50,
c. 31], [97, c. 67], [59, c. 9]. Второй класс O2 составляют обла-
сти, удовлетворяющие следующим трем условиям из [50]: усло-
вию 1 [50, с. 212, 30] (условие строгой липшицевости обла-
сти; произвольная выпуклая область является строго липши-
цевой [50, c. 31] ); условию 2 [50, с. 212] (условие равномерной
ограниченности собственных чисел соответствующей квадра-
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тичной формы) и условию R [50, с. 222] (условие сильной раз-
решимости, т. е. разрешимости в пространстве СоболеваW 22 (Ω)
задачи Пуассона с гладкими правыми частями и смешанными
однородными граничными условиями, которые в данном слу-
чае соответствуют условиям (1.1.2)–(1.1.3) ). Части Γ1 и Γ2 гра-
ницы Γ считаются открытыми и регулярными на Γ [4, c. 28],
причем mes Γ1 > 0, mesΓ2 > 0; Γ1 ∩ Γ2 = ∅ для Ω ∈ O1. Ука-
занные классы областей Ω достаточно широки для приложе-
ний. Если не оговорено специально, то считается, что область
Ω принадлежит любому из указанных классов областей.
Для рассматриваемых областей и соответствующих функ-
ций, определенных на таких областях, будут использоваться
понятие следа функции на границе Γ или ее частях Γ1, Γ2,
а также различные теоремы о следах и теоремы вложения
[49,50, 59, 71, 97].
Далее в тексте будут использоваться пространства Лебе-
га Lp(Ω), Lp(Γ), Lp(Γ1), Lp(Γ2), p > 1, пространства Соболева
W lp(Ω), p > 1, l > 1, [49–51,59,71,97], а также их векторные ана-
логи Lp(Ω), Lp(Γ), Lp(Γ1), Lp(Γ2), W
l
p(Ω), нормы в которых
определяются обычным образом [50, с. 467], [51, с. 34]. Кро-
ме того, будут использоваться гильбертовы пространства [51,
с. 41]
H(Ω) =
{
u ∈W12(Ω) : u = 0 на Γ , div u = 0 в Ω
}
,
G1(Ω) =
{
g ∈W 12 (Ω) : g = 0 на Γ1
}
,
G2(Ω) =
{
g ∈W 22 (Ω) : g = 0 на Γ1 ,
∂g
∂n
= 0 на Γ2
}
,
в этих пространствах будут использоваться естественные ска-
лярные произведения и нормы, как в подпространствах соот-
ветствующих пространств.
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Пусть далее для определенности
k ∈ C1(Ω) , u ∈ H(Ω) , q ∈ L∞(Ω) ,
f ∈ L2(Ω) , v ∈ L2(Γ1) , w ∈ L2(Γ2) ;
0 < µ1 6 k(x ) 6 µ2 , x ∈ Ω ,
µ1 = const 6 µ2 = const ;
‖u(x ) ‖ 6 µ3 , x ∈ Ω , µ3 = const > 0 ;
0 6 q(x ) 6 µ4 , x ∈ Ω , µ4 = const > 0 .
Все рассматриваемые в работе числовые величины и про-
странства считаются вещественными, измеримость и интегри-
руемость понимаются по Лебегу, определения используемых
пространств имеются в [49–51,59, 71, 97].
При указанных условиях на параметры краевой задачи
(1.1.1)–(1.1.3), она может не иметь ни классического, ни обоб-
щенного (из пространства W 12 (Ω)) решения. Введем понятие
слабого решения краевой задачи (1.1.1)–(1.1.3), следуя [53].
Умножим равенство (1.1.1) на пробную функцию g ∈
G1(Ω), результат проинтегрируем по области Ω. Применим
формулу интегрирования по частям [49, с. 75], [50, с. 70], пере-
бросив часть производных с функции T на функцию g, полу-
чим равенство∫
Γ1
k
∂T
∂n
g dΓ +
∫
Γ2
k
∂T
∂n
g dΓ−
∫
Ω
k (∇T ,∇g ) dx =
=
∫
Γ
T (u ,n ) g dΓ−
∫
Ω
T
(
g divu + (u ,∇g )
)
dx−
−
∫
Ω
q T g dx−
∫
Ω
f g dx .
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Учитывая граничные свойства функций T , g , u и солено-
идальность векторного поля u , получим∫
Γ2
w g dΓ−
∫
Ω
k (∇T ,∇g ) dx = (1.1.4)
= −
∫
Ω
T (u ,∇g ) dx−
∫
Ω
q T g dx−
∫
Ω
f g dx .
Применим еще раз формулу интегрирования по частям ко
второму слагаемому в левой части равенства (1.1.4), считая
g ∈ G2(Ω), получим∫
Γ2
w g dΓ−
∫
Γ1
T k
∂g
∂n
dΓ−
∫
Γ2
T k
∂g
∂n
dΓ +
∫
Ω
T div ( k∇g ) dx =
= −
∫
Ω
T (u ,∇g ) dx−
∫
Ω
q T g dx−
∫
Ω
f g dx .
Учитывая граничные свойства функций T и g, получим∫
Γ2
w g dΓ−
∫
Γ1
v k
∂g
∂n
dΓ +
∫
Ω
T div ( k∇g ) dx =
= −
∫
Ω
T (u ,∇g ) dx−
∫
Ω
q T g dx−
∫
Ω
f g dx .
Перепишем получившееся равенство в виде∫
Ω
T
(
div ( k∇g ) + (u ,∇g ) + q g
)
dx = (1.1.5)
=
∫
Γ1
v k
∂g
∂n
dΓ−
∫
Γ2
w g dΓ−
∫
Ω
f g dx .
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Для функций T ∈ L2(Ω) и g ∈ G2(Ω) все элементы в ра-
венстве (1.1.5) определены корректно, интегралы существуют
и конечны.
Слабым решением краевой задачи (1.1.1)–(1.1.3) назовем
функцию T ∈ L2(Ω), удовлетворяющую интегральному равен-
ству (1.1.5) для любой функции g ∈ G2(Ω).
Таким образом, прямая граничная задача состоит в нахож-
дении слабого решения краевой задачи (1.1.1)–(1.1.3). Прямая
задача будет использоваться при решении обратной задачи. В
дальнейшем будет интересна и важна зависимость слабого ре-
шения от функций v ∈ L2(Γ1), w ∈ L2(Γ2), f ∈ L2(Ω).
Замечание 1.1.1. Из способа введения слабого решения
краевой задачи (1.1.1)–(1.1.3) вытекает следующее утвержде-
ние. Если краевая задача (1.1.1)–(1.1.3) допускает классическое
решение, то, с одной стороны, классическое решение этой кра-
евой задачи, принадлежащее соответствующему пространству
Соболева, является и ее сильным решением из пространства
W 22 (Ω), и ее обобщенным решением из пространства W
1
2 (Ω), и
ее слабым решением из пространства L2(Ω), с другой стороны,
достаточно гладкое и принадлежащее соответствующему про-
странству Соболева, слабое решение краевой задачи (1.1.1)–
(1.1.3) будет являться и ее обобщенным решением, и ее силь-
ным решением, и ее классическим решением. Для обоснова-
ния сформулированного утверждения нужно произвести про-
деланные выше выкладки с интегралами сначала в "прямом",
а затем в "обратном" порядках (см. аналогичные рассуждения
в [49–51,59]). О градации понятий решения краевой задачи см.,
например, [49–51,53, 59].
Замечание 1.1.2. Наряду с поставленной прямой задачей,
так же как и при изучении обратных задач и численном мо-
делировании, могут рассматриваться варианты задач, в кото-
рых граница Γ разделена на большее конечное число частей,
на каждой из которых могут задаваться граничные условия
первого, второго или третьего рода. Такие варианты задач изу-
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чаются совершенно аналогично и результаты в таких задачах
также получаются аналогичными. В частности, при исследова-
нии одного из вариантов обратной задачи ниже будет исполь-
зоваться прямая задача
div ( k∇T ) = (u ,∇T )− q T − f , x ∈ Ω ,
T = v , x ∈ Γ1 ,
T = ξ , x ∈ Γ2 .
Далее, при численном моделировании, в качестве Ω будет
рассматриваться прямоугольная область
Ω = (0, l1)× (0, l2) , Γ = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4 , (1.1.6)
Γ1 = { (x1, x2) : 0 < x1 < l1 , x2 = 0 } , (1.1.7)
Γ2 = { (x1, x2) : x1 = l1 , 0 < x2 < l2 } , (1.1.8)
Γ3 = { (x1, x2) : 0 < x1 < l1 , x2 = l2 } , (1.1.9)
Γ4 = { (x1, x2) : x1 = 0 , 0 < x2 < l2 } . (1.1.10)
Рис. 1.1.2. Иллюстрация расчетной области
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На границах Γ2 и Γ4 будут заданы неизменные условия теп-
лоизолированности
k
∂ T
∂n
= 0 , x ∈ Γ2 ∪ Γ4 .
Граница Γ1 будет недоступна измерениям, на ней необходи-
мо будет определить граничный режим
T = ξ , x ∈ Γ1 .
Граница Γ3 будет доступна измерениям, на ней будут зада-
ны условия (измерения)
T = 0 , k
∂ T
∂n
= ϕ , x ∈ Γ3 .
1.2. Разрешимость и устойчивость прямой
граничной задачи
Слабую разрешимость краевой задачи (1.1.1)–(1.1.3) уста-
новим методом транспонирования [53,112]. Докажем предвари-
тельно несколько вспомогательных утверждений.
Лемма 1.2.1. Пусть X — линейное подмножество ба-
нахова пространства Y , Z — гильбертово пространство, L
— взаимно однозначное линейное отображение X на Z такое,
что L−1 — непрерывно. Тогда для любого линейного непрерыв-
ного функционала L ∈ Y ∗ существует единственный элемент
T ∈ Z такой, что
〈T , L g 〉Z = Lg ∀ g ∈ X ,
при этом
‖T ‖Z = ‖L ◦ L−1‖Z∗ 6 ‖L ‖Y ∗ ‖L−1‖L (Z;Y ) .
Д о к а з а т е л ь с т в о. Рассмотрим линейный непре-
рывный функционал L ◦ L−1 ∈ Z∗. По теореме Рисса [34,
c. 177] о представлении линейного непрерывного функциона-
ла над гильбертовым пространством существует единственный
элемент T ∈ Z такой, что
L ◦ L−1(h) = 〈T , h 〉Z ∀ h ∈ Z.
Обозначим L−1(h) = g ∈ X, тогда h = L g и
〈T , L g 〉Z = Lg ∀ g ∈ X .
Равенство ‖T ‖Z = ‖L ◦ L−1‖Z∗ следует из теоремы Рисса,
следующее неравенство ‖L◦L−1‖Z∗ 6 ‖L ‖Y ∗ ‖L−1‖L (Z;Y ) сле-
дует из определений суперпозиции (произведения) операторов
и нормы оператора [34, с. 211]. 
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Равенство (1.1.5) можно записать в виде
〈T , L g 〉L2(Ω) = Lg ,
где
L g = div ( k∇g ) + (u ,∇g ) + q g ,
L g =
∫
Γ1
v k
∂g
∂n
dΓ−
∫
Γ2
w g dΓ−
∫
Ω
f g dx .
Чтобы воспользоваться леммой 1.2.1 для исследования во-
проса о разрешимости прямой задачи следует положить Z =
L2(Ω), Y = G2(Ω), X — должно быть множеством решений
g = gψ краевой задачи
div ( k∇g ) + (u ,∇g ) + q g = ψ , x ∈ Ω , (1.2.1)
g = 0 , x ∈ Γ1 , (1.2.2)
k
∂g
∂n
= 0 , x ∈ Γ2 , (1.2.3)
полученным, когда функция ψ пробегает все множество Z =
L2(Ω), т. е.
X =
{
g = gψ : ψ ∈ Z
}
,
L— должно быть отображением, которое ставит в соответствие
элементу g = gψ ∈ X элемент ψ ∈ Z, соответствующий дан-
ному решению g = gψ. Решение краевой задачи (1.2.1)–(1.2.3)
следует понимать в сильном смысле, как элемент пространства
G2(Ω), удовлетворяющий уравнению (1.2.1) почти всюду на Ω,
а равенствам (1.2.2) и (1.2.3) удовлетворяющий в смысле равен-
ства соответствующих следов. Тогда из линейности краевой за-
дачи (1.2.1)–(1.2.3) будет следовать, что операторы L и L−1 бу-
дут являться линейными операторами изX в Z и из Z вX соот-
ветственно, X будет являться линейным подмножеством Y . Из
определения оператора L и условий, наложенных на его коэф-
фициенты, следует также [50, гл. 1, § 2], что L(X) ⊆ L(Y ) ⊆ Z.
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Чтобы оператор L взаимно однозначно отображал X на Z и
оператор L−1 был непрерывным, достаточно чтобы краевая за-
дача (1.2.1)–(1.2.3) для любой функции ψ ∈ Z имела единствен-
ное решение g = gψ ∈ X и чтобы это решение удовлетворяло
априорной оценке ‖ g ‖G2(Ω) 6 κ ‖ψ ‖L2(Ω).
Покажем, что так введенные множества, пространства и
операторы определены корректно и удовлетворяют всем усло-
виям леммы 1.2.1.
Лемма 1.2.2. Функционал L линеен и непрерывен на Y =
G2(Ω), т. е.
L ∈ Y ∗ ,
при этом
‖L ‖Y ∗ 6 ν1 ‖ v ‖L2(Γ1) + ν2 ‖w ‖L2(Γ2) + ‖ f ‖L2(Ω) ,
где ν1, ν2 — некоторые неотрицательные числа, определяемые
по известным параметрам задачи и не зависящие от оцени-
ваемых и оценивающих величин, входящих в оценку.
Д о к а з а т е л ь с т в о. Линейность функционала L
следует из линейности интегралов по интегрантам и линейно-
сти операций дифференцирования. Непрерывность функцио-
нала L следует из теорем вложения [49, гл. 1, § 7, § 8], [50, гл. 2,
§ 2], [59, гл. 3] и следующих оценок
|Lg | 6
∣∣∣∫
Γ1
v k
∂g
∂n
dΓ
∣∣∣+ ∣∣∣∫
Γ2
w g dΓ
∣∣∣+ ∣∣∣∫
Ω
f g dx
∣∣∣ 6
6 sup
x ∈Γ1
| k(x ) | · ‖ v ‖L2(Γ1) ·
∥∥∥ ∂g
∂n
∥∥∥
L2(Γ1)
+
+‖w ‖L2(Γ2) · ‖ g ‖L2(Γ2) + ‖ f ‖L2(Ω) · ‖ g ‖L2(Ω) 6
6 k2 · ‖ v ‖L2(Γ1) · ‖∇g ‖L2(Γ1)+
+‖w ‖L2(Γ2) · γ1 · ‖ g ‖W 12 (Ω) + ‖ f ‖L2(Ω) · ‖ g ‖W 12 (Ω) 6
6 k2 · ‖ v ‖L2(Γ1) · γ2 · ‖ g ‖W 22 (Ω)+
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+‖w ‖L2(Γ2) · γ1 · ‖ g ‖W 22 (Ω) + ‖ f ‖L2(Ω) · ‖ g ‖W 22 (Ω) 6
6 γ · ‖ g ‖W 2
2
(Ω) = γ · ‖ g ‖Y ,
где γ1, γ2 — некоторые неотрицательные числа, определяемые
из теорем вложения и не зависящие от оцениваемых величин,
γ = k2 · γ2 · ‖ v ‖L2(Γ1) + γ1 · ‖w ‖L2(Γ2) + ‖ f ‖L2(Ω) .
Из итоговой оценки |Lg | 6 γ · ‖ g ‖Y следует, что L ∈ Y ∗.
Из полученной выше цепочки неравенств следует также
оценка
‖L ‖Y ∗ 6 γ = ν1 ‖ v ‖L2(Γ1) + ν2 ‖w ‖L2(Γ2) + ‖ f ‖L2(Ω) ,
где ν1 = k2 · γ2 , ν2 = γ1 . 
Осталось проверить, что линейный оператор L осуществля-
ет взаимно однозначное отображение линейного подмножества
X ⊆ Y = G2(Ω) на Z = L2(Ω) и L−1 непрерывен. Докажем
сначала, что оператор L осуществляет взаимно однозначное
отображение X на Z. Это доказательство будет осуществлять-
ся в два этапа. На первом этапе будет доказано, что для любой
функции ψ ∈ Z краевая задача (1.2.1)–(1.2.3) имеет единствен-
ное обобщенное решение gψ из пространства G1(Ω). На втором
этапе будет доказано, что обобщенное решение gψ на самом
деле будет являться элементом пространства Y = G2(Ω) и бу-
дет являться единственным сильным решением краевой задачи
(1.2.1)–(1.2.3).
Введем понятие обобщенного решения краевой задачи
(1.2.1)–(1.2.3) из пространства G1(Ω), следуя [49,50,59]. Умно-
жим равенство (1.2.1) на пробную функцию ω ∈ G1(Ω), ре-
зультат проинтегрируем по области Ω, применим формулу ин-
тегрирования по частям [49, с. 75], [50, с. 70], перебросив часть
прозводных с функции g на функцию ω, получим равенство∫
Γ1
k
∂g
∂n
ω dΓ +
∫
Γ2
k
∂g
∂n
ω dΓ−
∫
Ω
k (∇g ,∇ω ) dx+
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+∫
Γ
g (u ,n )ω dΓ−
∫
Ω
g
(
ω divu + (u ,∇ω )
)
dx+
+
∫
Ω
q g ω dx =
∫
Ω
ψ ω dx .
Учитывая граничные свойства функций g, ω, u и соленои-
дальность векторного поля u , получим равенство
−
∫
Ω
k (∇g ,∇ω ) dx−
∫
Ω
g (u ,∇ω ) dx+
∫
Ω
q g ω dx =
∫
Ω
ψ ω dx .
Перепишем это равенство в виде
B(g, ω) = F (ω) , (1.2.4)
где
B(g, ω) =
∫
Ω
k (∇g ,∇ω ) dx+
∫
Ω
g (u ,∇ω ) dx−
∫
Ω
q g ω dx ,
F (ω) = −
∫
Ω
ψ ω dx .
Для функций g ∈ G1(Ω) и ω ∈ G1(Ω) все элементы в ра-
венстве (1.2.4) определены корректно, интегралы существуют
и конечны.
Обобщенным решением краевой задачи (1.2.1)–(1.2.3) из
пространства G1(Ω) назовем всякую функцию g ∈ G1(Ω),
удовлетворяющую равенству (1.2.4) для любой функции ω ∈
G1(Ω).
Замечание 1.2.1. Из способа введения обобщенного реше-
ния краевой задачи (1.2.1)–(1.2.3) следует, что, с одной сто-
роны, классическое решение краевой задачи (1.2.1)–(1.2.3) яв-
ляется ее обобщенным решением, с другой стороны, достаточ-
но гладкое обобщенное решение краевой задачи (1.2.1)–(1.2.3)
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будет являться классическим решением этой задачи, а доста-
точно гладкое и принадлежащее соответствующему простран-
ству Соболева слабое решение будет являться обобщенным ре-
шением краевой задачи (1.2.1)–(1.2.3). Для обоснования этого
утверждения нужно произвести проделанные выше выкладки
с интегралами в "обратном порядке" (см. аналогичные рассуж-
дения в [49–51,59]).
Лемма 1.2.3. Краевая задача (1.2.1)− (1.2.3) имеет един-
ственное обобщенное решение g из пространства G1(Ω), при
этом
‖ g ‖G1(Ω) 6 ν ‖ψ ‖L2(Ω) ,
где ν — некоторое неотрицательное число, определяемое по
известным параметрам задачи и не зависящее от оценивае-
мых и оценивающих величин, входящих в оценку.
Д о к а з а т е л ь с т в о. Для доказательства леммы
воспользуемся теоремой Лакса — Мильграма [64, c. 386], при-
мененной к равенству (1.2.4). Правая часть в (1.2.4) является
линейной непрерывной формой на G1(Ω)
|F (ω) | =
∣∣∣ ∫
Ω
ψ ω dx
∣∣∣ 6 ‖ψ ‖L2(Ω) · ‖ω ‖L2(Ω) 6
6 ‖ψ ‖L2(Ω) · ‖ω ‖W 12 (Ω) .
Левая часть в (1.2.4) определяет билинейную непрерывную ко-
эрцитивную форму на G1(Ω)×G1(Ω). Проверим непрерывность
билинейной формы
|B(g, ω) | =
∣∣∣ ∫
Ω
k (∇g ,∇ω ) dx
∣∣∣+ ∣∣∣ ∫
Ω
g (u ,∇ω ) dx
∣∣∣+
+
∣∣∣ ∫
Ω
q g ω dx
∣∣∣ 6 µ2 · ∫
Ω
| (∇g ,∇ω ) | dx+
+‖ g ‖L2(Ω) · ‖ (u ,∇ω ) ‖L2(Ω) + µ4 · ‖ g ‖L2(Ω) · ‖ω ‖L2(Ω) 6
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6 µ2 · ‖∇g ‖L2(Ω) · ‖∇ω ‖L2(Ω) + ‖ g ‖L2(Ω) · µ3 · ‖∇ω ‖L2(Ω)+
+µ4 · ‖ g ‖W 1
2
(Ω) · ‖ω ‖W 1
2
(Ω) 6
6
(
µ2 + µ3 + µ4
)
· ‖ g ‖W 1
2
(Ω) · ‖ω ‖W 1
2
(Ω) .
Проверим коэрцитивность билинейной формы. Предвари-
тельно заметим, что∫
Ω
g (u ,∇g ) dx = 1
2
∫
Γ
(u ,n ) g2 dΓ = 0 .
Поэтому
B(g, g) =
∫
Ω
k (∇g ,∇g ) dx+
∫
Ω
q g2 dx > µ1
∫
Ω
(∇g ,∇g ) dx =
=
µ1
2
∫
Ω
(∇g ,∇g ) dx+ µ1
2
∫
Ω
(∇g ,∇g ) dx >
>
µ1
2
∫
Ω
(∇g ,∇g ) dx+ µ1
2
c−2Ω
∫
Ω
g2 dx >
> min
{ µ1
2
,
µ1
2
c−2Ω
}
‖ g ‖2W 1
2
(Ω) = C ‖ g ‖2W 1
2
(Ω) ,
где
C = min
{ µ1
2
,
µ1
2
c−2Ω
}
,
cΩ — константа из неравенства Пуанкаре — Фридрихса [49,
с. 62, 116], [64, с. 195, 344], [70, с. 360, 361, 374]∫
Ω
ω2 dx 6 c2Ω
∫
Ω
(∇ω ,∇ω ) dx ∀ ω ∈ G1(Ω) .
Таким образом, в силу теоремы Лакса — Мильграма по-
лучаем существование единственного обобщенного решения g
краевой задачи (1.2.1)–(1.2.3) из пространства G1(Ω), при этом
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снова же в силу теоремы Лакса — Мильграма при ν = C−1
имеем оценку
‖ g ‖G1(Ω) = ‖ g ‖W 12 (Ω) 6 ν ‖ψ ‖L2(Ω) .

Лемма 1.2.4. Любое обобщенное решение g краевой задачи
(1.2.1) − (1.2.3) из пространства G1(Ω) является элементом
пространства G2(Ω) и является единственным сильным ре-
шением этой краевой задачи, при этом
‖ g ‖G2(Ω) 6 κ ‖ψ ‖L2(Ω) ,
где κ — некоторое неотрицательное число, определяемое по
известным параметрам задачи и не зависящее от оценивае-
мых и оценивающих величин, входящих в оценку.
Д о к а з а т е л ь с т в о. Для класса областей O1
и некоторых других классов областей типа "криволинейных
цилиндров", утверждение леммы доказано в [117], для класса
областей O2 оно доказывается аналогично [49,50]. 
Лемма 1.2.5. Оператор L осуществляет взаимно одно-
значное линейное отображение X на Z. При этом оператор
L−1 непрерывен и
‖L−1‖L (Z;Y ) 6 κ .
Д о к а з а т е л ь с т в о. Утверждение леммы непосред-
ственно следует из леммы 1.2.4 и рассуждений, приведенных
перед леммой 1.2.2. 
Для прямой задачи (1.1.1)–(1.1.3) справедлива следующая
теорема о разрешимости.
Теорема 1.2.1. Для любых v ∈ L2(Γ1), w ∈ L2(Γ2),
f ∈ L2(Ω) краевая задача (1.1.1) − (1.1.3) имеет единствен-
ное слабое решение T ∈ L2(Ω), удовлетворяющее оценке
‖T ‖L2(Ω) 6 ‖L ‖Y ∗ ‖L−1‖L (Z;Y ) 6
6 C1 ‖ v ‖L2(Γ1) + C2 ‖w ‖L2(Γ2) + C3 ‖ f ‖L2(Ω) ,
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C1 = κ ν1 , C2 = κ ν1 , C3 = κ .
Д о к а з а т е л ь с т в о. Утверждение теоремы непосред-
ственно следует из лемм 1.2.1 – 1.2.5. 
Аналогично доказывается следующая теорема.
Теорема 1.2.2. Для любых v ∈ L2(Γ1), ξ ∈ L2(Γ2),
f ∈ L2(Ω) краевая задача
div ( k∇T ) = (u ,∇T )− q T − f , x ∈ Ω , (1.2.5)
T = v , x ∈ Γ1 , (1.2.6)
T = ξ , x ∈ Γ2 , (1.2.7)
имеет единственное слабое решение T ∈ L2(Ω), удовлетворя-
ющее оценке
‖T ‖L2(Ω) 6 C∗1 ‖ v ‖L2(Γ1) +C∗2 ‖ ξ ‖L2(Γ2) + C∗3 ‖ f ‖L2(Ω) ,
где C∗1 , C
∗
2 , C
∗
3 — некоторые неотрицательные числа, опреде-
ляемые по известным параметрам краевой задачи и не зави-
сящие от оценивающих и оцениваемых величин, входящих в
оценку.
1.3. Постановка обратной граничной задачи
Охарактеризуем с содержательной точки зрения обратную
граничную задачу, соответствующую некоторой прямой гра-
ничной задаче. Как и прежде, в некоторой области Ω ⊂ Rm,
m = 2, 3, содержащей неоднородную сплошную среду, нахо-
дящуюся под воздействием некоторых внутренних и внешних
определяющих состояние среды факторов (режимов), рассмат-
ривается установившееся (стационарное) распределение темпе-
ратуры (или концентрации какого-либо вещества среды).
Предположим, что граница Γ области Ω условно разделе-
на на две части Γ1 и Γ2. Считается, что на части Γ1 границы
возможно прямое измерение необходимых параметров среды
(например, температуры или концентрации вещества, потока
тепла или потока вещества). На части Γ2 границы прямое изме-
рение необходимых параметров среды невозможно, но знание
этих параметров крайне необходимо.
Обратная граничная задача состоит в нахождении необхо-
димых параметров сплошной среды на части Γ2 границы Γ по
всей совокупности граничных данных, имеющихся на части Γ1
границы Γ, при учете соответствующей модели, описывающей
состояние среды в области Ω.
Для определенности будем считать, что на части Γ1 гра-
ницы задаются и известны температура (концентрация веще-
ства) T = v и тепловой поток (поток вещества) k ∂ T/∂ n =
ϕ. Модель распределения температуры (концентрации веще-
ства) в области Ω описывается стационарным уравнением
реакции-конвекции-диффузии (1.1.1). Искомыми величинами
могут быть температура (концентрация вещества) T на части
Γ2 границы, или тепловой поток (поток вещества) k ∂ T/∂ n на
Γ2, или одновременно одно и другое, или какая-нибудь вели-
чина, вычисляемая по T и k ∂ T/∂ n на Γ2. Будем считать, для
определенности, что искомой величиной является температура
(концентрация вещества) T на части Γ2 границы Γ. Вариан-
ты задачи с другими искомыми величинами могут изучаться
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совершенно аналогично. Это связано с тем, что обратные гра-
ничные задачи могут решаться в два этапа. На первом этапе
(одинаковом для всех вариантов искомых величин) решается
краевая задача (обобщенная задача Коши)
div ( k∇T ) = (u ,∇T )− q T − f , x ∈ Ω , (1.3.1)
T = v , x ∈ Γ1 , (1.3.2)
k
∂T
∂n
= ϕ , x ∈ Γ1 . (1.3.3)
На втором этапе по найденному решению T = T (x ), x ∈ Ω,
находятся или след T |Γ2 , или след k ∂ T/∂ n |Γ2 , или одновре-
менно одно и другое, или какая-нибудь величина, вычисляемая
по T |Γ2 и k ∂ T/∂ n |Γ2 . Для определенности, далее будем рас-
сматривать следующий вариант обратной граничной задачи.
Обратная граничная задача состоит в нахождении тем-
пературы (концентрации вещества) T |Γ2 на части Γ2 границы
Γ в результате решения краевой задачи (1.3.1)–(1.3.3).
Эту задачу кратко будем называть обратной задачей.
Рис. 1.3.1. Иллюстрация к постановке обратной задачи
Уточним постановку обратной задачи.
Будем считать, что все величины и параметры в обратной
задаче (в краевой задаче (1.3.1)–(1.3.3)) удовлетворяют тем же
условиям, каким удовлетворяют эти величины и параметры в
прямой задаче и ϕ ∈ L2(Γ1).
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При указанных условиях на параметры краевой задачи
(1.3.1)–(1.3.3), она может не иметь классического и обобщенно-
го (из пространства W 12 (Ω)) решения. Введем понятие слабого
решения краевой задачи (1.3.1)–(1.3.3), следуя [53] (см. также
аналогичные рассуждения в § 1.1).
Введем в рассмотрение гильбертовы пространства
G3(Ω) =
{
g ∈W 12 (Ω) : g = 0 на Γ2
}
,
G4(Ω) =
{
g ∈W 22 (Ω) : g = 0 на Γ2 ,
∂g
∂n
= 0 на Γ2
}
,
в этих пространствах будут использоваться естественные ска-
лярные произведения и нормы, как в подпространствах соот-
ветствующих пространств.
Умножим равенство (1.3.1) на пробную функцию g ∈ G3(Ω)
и результат проинтегрируем по области Ω. Применим формулу
интегрирования по частям [49, с. 75], [50, с. 70] и перебросим
часть производных с функции T на функцию g, получим ра-
венство∫
Γ1
k
∂T
∂n
g dΓ +
∫
Γ2
k
∂T
∂n
g dΓ−
∫
Ω
k (∇T ,∇g ) dx =
=
∫
Γ
T (u ,n ) g dΓ−
∫
Ω
T
(
g divu + (u ,∇g )
)
dx−
−
∫
Ω
q T g dx−
∫
Ω
f g dx .
Учитывая граничные свойства функций T , g , u и солено-
идальность векторного поля u , получим∫
Γ1
ϕg dΓ−
∫
Ω
k (∇T ,∇g ) dx = (1.3.4)
= −
∫
Ω
T (u ,∇g ) dx−
∫
Ω
q T g dx−
∫
Ω
f g dx .
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Применим еще раз формулу интегрирования по частям ко
второму слагаемому в левой части равенства (1.1.4), считая
g ∈ G4(Ω), получим∫
Γ1
ϕg dΓ−
∫
Γ1
T k
∂g
∂n
dΓ−
∫
Γ2
T k
∂g
∂n
dΓ +
∫
Ω
T div ( k∇g ) dx =
= −
∫
Ω
T (u ,∇g ) dx−
∫
Ω
q T g dx−
∫
Ω
f g dx .
Учитывая граничные свойства функций T и g, получим∫
Γ1
ϕg dΓ−
∫
Γ1
v k
∂g
∂n
dΓ +
∫
Ω
T div ( k∇g ) dx =
= −
∫
Ω
T (u ,∇g ) dx−
∫
Ω
q T g dx−
∫
Ω
f g dx .
Перепишем получившееся равенство в виде∫
Ω
T
(
div ( k∇g ) + (u ,∇g ) + q g
)
dx = (1.3.5)
=
∫
Γ1
v k
∂g
∂n
dΓ−
∫
Γ1
ϕg dΓ−
∫
Ω
f g dx .
Для функций T ∈ L2(Ω) и g ∈ G4(Ω) все элементы в ра-
венстве (1.3.5) определены корректно, интегралы существуют
и конечны.
Слабым решением краевой задачи (1.3.1)–(1.3.3) назовем
всякую функцию T ∈ L2(Ω), удовлетворяющую интегральному
равенству (1.3.5) для любой функции g ∈ G4(Ω).
Замечание 1.3.1. Из способа введения слабого решения
краевой задачи (1.3.1)–(1.3.3) вытекает следующее утвержде-
ние. Если краевая задача (1.3.1)–(1.3.3) допускает классическое
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решение, то, с одной стороны, классическое решение этой кра-
евой задачи является и ее сильным решением из пространства
W 22 (Ω), и ее обобщенным решением из пространства W
1
2 (Ω),
и ее слабым решением из пространства L2(Ω), с другой сторо-
ны, достаточно гладкое слабое решение краевой задачи (1.3.1)–
(1.3.3) будет являться и ее обобщенным решением, и ее силь-
ным решением, и ее классическим решением. Для обоснова-
ния сформулированного утверждения нужно произвести про-
деланные выше выкладки с интегралами сначала в "прямом",
а затем в "обратном" порядках (см. аналогичные рассуждения
в [49–51,59]).
Таким образом, в качестве обратной граничной задачи бу-
дет рассматриваться задача о нахождении следа T |Γ2 от сла-
бого решения краевой задачи (1.3.1)–(1.3.3).
Если ввести в рассмотрение аффинный оператор
A : L2(Γ2) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ1
∈ L2(Γ1) , (1.3.6)
где T — решение краевой задачи
div ( k∇T ) = (u ,∇T )− q T − f , x ∈ Ω , (1.3.7)
T = v , x ∈ Γ1 , (1.3.8)
T = ξ , x ∈ Γ2 , (1.3.9)
то обратная задача сводится к решению операторного уравне-
ния
Aξ = ϕ . (1.3.10)
При f = 0 оператор A будет линейным.
Отметим предварительно следующие моменты. Во-первых,
обратная граничная задача поставлена пока формально, по-
скольку еще ничего не сказано о разрешимости краевой зада-
чи (1.3.1)–(1.3.3) и о существовании следа T |Γ2 . Во-вторых,
для любых функций v ∈ L2(Γ1) и ξ ∈ L2(Γ2) по теореме 1.2.2
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краевая задача (1.3.7)–(1.3.9) имеет единственное слабое реше-
ние T ∈ L2(Ω), которое может не иметь подходящего следа
k ∂ T/∂n |Γ1 .
Сначала отметим, что, вообще говоря, краевая задача
(1.3.1)–(1.3.3) может не иметь слабого решения при любых
v ∈ L2(Γ1) и ϕ ∈ L2(Γ1). Действительно, рассмотрим следу-
ющий конкретный пример.
Пример 1.3.1. Рассмотрим задачу
△T = 0 , x = (x1, x2) ∈ Ω = (0, 1) × (0, 1) , (1.3.11)
T (x1, 0) = 0 , T (x1, 1) = 0 , 0 6 x1 6 1 , (1.3.12)
∂ T
∂ x1
(0, x2) = 0 , T (0, x2) = v(x2) , 0 6 x2 6 1 . (1.3.13)
Пусть
v(x2) =
∞∑
i=1
vi
√
2 sin(π i x2 ) , vi =
( 1
ln ( 1 + i )
)1/2
exp(−π i ) .
Используя признак Вейерштрасса [61, c. 495], [94, c. 237],
можно показать, что сам ряд для v и ряды, полученные его
почленным дифференцированием сколько угодно раз, сходятся
равномерно по x2 ∈ [0, 1], и поэтому v ∈ C∞0 [0, 1], и тем более
v ∈ L2[0, 1].
Легко проверить, что задача (1.3.11)–(1.3.13) может иметь
не более одного решения (слабого, обобщенного, сильного или
классического). Предположим, что эта задача имеет (одно)
слабое решение T ∈ L2(Ω). Используя метод разделения пере-
менных, это решение можно представить в виде формального
ряда Фурье
T (x1, x2) =
∞∑
i=1
vi ch(π i x1 )
√
2 sin(π i x2 ) . (1.3.14)
Частичные суммы этого ряда являются классическими ре-
шениями задачи (1.3.11)–(1.3.13), когда на границе во втором
42
равенстве (1.3.13) вместо функции v стоит соответствующая
частичных суммах ряда Фурье, представляющего функцию v.
Используя признак Абеля-Дирихле [61, c. 497–499], [94,
c. 231–233], можно показать, что ряд (1.3.14) сходится к сво-
ей сумме в любой точке x = (x1, x2) ∈ Ω. Используя этот же
признак, можно также показать, что ряд (1.3.14) сходится рав-
номерно по x = (x1, x2) ∈ Π ε = [0, 1] × [ε, 1 − ε] при любом
ε ∈ (0, 1/2), и поэтому функция T ∈ C(Π ε).
Используя признак Вейерштрасса [61, c. 495], [94, c. 237],
можно показать, что сам ряд (1.3.14) и ряды, полученные
его почленным дифференцированием по переменным x1 и x2
сколько угодно раз, сходятся равномерно по x = (x1, x2) ∈
Ω ε = [0, ε] × [0, 1] при любом ε ∈ (0, 1), и поэтому функция
T ∈ C∞ (Ω ε). Отсюда следует, что слабое решение (1.3.14) яв-
ляется классическим решением задачи (1.3.11)–(1.3.13) в обла-
сти Ω ε при любом ε ∈ (0, 1).
Учитывая, что T ∈ L2(Ω) и равенство Парсеваля [34, c. 142]
‖T (x1, ·) ‖2L2 [0,1] =
∞∑
i=1
(
vi ch (π i x1 )
)2
по теореме Лебега о предельном переходе под знаком интеграла
[34, c. 284], получаем
∞ > ‖T ‖2L2(Ω) =
1∫
0
‖T (x1, ·) ‖2L2 [0,1] dx1 =
= lim
n→∞
1∫
0
n∑
i=1
(
vi ch (π i x1 )
)2
dx1 =
= lim
n→∞
n∑
i=1
1∫
0
(
vi ch (π i x1 )
)2
dx1 >
> lim
n→∞
n∑
i=1
( 1
4π i ln ( 1 + i )
)
=∞ .
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Из полученного противоречивого условия ∞ > ‖T ‖2L2(Ω) =∞ следует, что в рассматриваемом примере слабого решения
задачи (1.3.11)–(1.3.13) не существует. 
Утверждения о единственности решения задачи (1.3.1)–
(1.3.3) известны лишь для некоторых частных случаев. При-
ведем одно из таких утверждений [26, c. 254].
Утверждение 1.3.1. Решение задача (1.3.11) − (1.3.13)
единственно в классе функций T ∈ C4(Ω), представимых в
виде ряда Фурье
T (x1, x2) =
∞∑
i=1
Ti(x1) sin(π i x2 )
с коэффициентами Фурье Ti ∈ C4[0, 1].
Замечание 1.3.2. Вернемся теперь к постановке задачи
и вопросу о следах. Хорошо известно [49–51, 59, 71, 97], что
функция T ∈ L2(Ω), вообще говоря, может не иметь следов
T |Γ1 ∈ L2(Γ1), T |Γ2 ∈ L2(Γ2) и тем более следов ∂ T/∂n |Γ1 ∈
L2(Γ1), ∂ T/∂n |Γ2 ∈ L2(Γ2). Чтобы сделать постановки об-
ратных граничных задач корректными, можно было бы посту-
пить следующим образом. Используемые здесь следы принад-
лежат более широким пространствам (пространствам функци-
оналов, пространствам Соболева с отрицательными показате-
лями [4,54,97]) и поэтому можно было бы поставить обратные
граничные задачи с использованием этих пространств. Одна-
ко практическая и компьютерная реализация методов решения
обратных задач стала бы тогда чрезвычайно трудной и гро-
моздкой. Поэтому будем придерживаться в данной работе дру-
гого подхода. Будем считать, как это иногда делается [26,52,68],
что параметры краевых задач принадлежат некоторым под-
пространствам используемых пространств, при привлечении
которых соответствующие следы существуют в пространствах
L2, постановки задач корректны, разрабатываемые методы и
алгоритмы осуществимы.
1.4. Некорректность обратной граничной задачи
Напомним несколько простых примеров (типа приме-
ров Адамара), показывающих, что рассматриваемая обрат-
ная граничная задача является, вообще говоря, некорректной
(неустойчивой).
Пример 1.4.1. Рассмотрим задачу
△T = 0 , x = (x1, x2) ∈ Ω = (0, 1) × (0, 1) ,
T (x1, 0) = 0 , T (x1, 1) = 0 , 0 6 x1 6 1 ,
∂ T
∂ x1
(0, x2) = 0 , T (0, x2) = v(x2) , 0 6 x2 6 1 .
Пусть
v(x2 ) = vi(x2 ) =
1
i
sin(π i x2 ) .
Тогда
T (x1, x2) = Ti(x1, x2) =
1
i
ch(π i x1 ) sin(π i x2 ) .
При этом
‖ vi ‖2L2[0,1] =
1
2 i2
→ 0 , i→∞ ,
‖Ti ‖2L2(Ω) =
1
2 i2
( 1
2π i
sh(π i ) ch(π i ) +
1
2
)
→∞ , i→∞ ,
‖Ti(1, ·) ‖2L2 [0,1] =
1
2
( 1
i
ch(π i )
)2
→∞ , i→∞ .

Пример 1.4.2. Рассмотрим задачу
△T = 0 , x = (x1, x2) ∈ Ω = (0, 1) × (0, 1) ,
T (x1, 0) = 0 , T (x1, 1) = 0 , 0 6 x1 6 1 ,
∂ T
∂ x1
(0, x2) = ϕ(x2) , T (0, x2) = 0 , 0 6 x2 6 1 .
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Пусть
ϕ(x2 ) = ϕi(x2 ) =
1
i
sin(π i x2 ) .
Тогда
T (x1, x2) = Ti(x1, x2) =
1
π i2
sh(π i x1 ) sin(π i x2 ) .
При этом
‖ϕi ‖2L2[0,1] =
1
2 i2
→ 0 ,
‖Ti ‖2L2(Ω) =
1
2
( 1
π i2
)2 ( 1
2π i
sh(π i ) ch(π i )− 1
2
)
→∞ ,
‖Ti(1, ·) ‖2L2 [0,1] =
1
2
( 1
π i2
sh(π i )
)2
→∞ , i→∞ .

Пример 1.4.3. Рассмотрим задачу
△T = 0 , x = (x1, x2) ∈ Ω = (0, 1) × (0, 1) ,
∂ T
∂ x2
(x1, 0) = 0 ,
∂ T
∂ x2
(x1, 1) = 0 , 0 6 x1 6 1 ,
∂ T
∂ x1
(0, x2) = 0 , T (0, x2) = v(x2) , 0 6 x2 6 1 .
Пусть
v(x2 ) = vi(x2 ) =
1
i
cos(π i x2 ) .
Тогда
T (x1, x2) = Ti(x1, x2) =
1
i
ch(π i x1 ) cos(π i x2 ) .
При этом
‖ vi ‖2L2[0,1] =
1
2 i2
→ 0 ,
‖Ti ‖2L2(Ω) =
1
2 i2
( 1
2π i
sh(π i ) ch(π i ) +
1
2
)
→∞ ,
‖Ti(1, ·) ‖2L2 [0,1] =
1
2
( 1
i
ch(π i )
)2
→∞ , i→∞ .

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Пример 1.4.4. Рассмотрим задачу
△T = 0 , x = (x1, x2) ∈ Ω = (0, 1) × (0, 1) ,
∂ T
∂ x2
(x1, 0) = 0 ,
∂ T
∂ x2
(x1, 1) = 0 , 0 6 x1 6 1 ,
∂ T
∂ x1
(0, x2) = ϕ(x2) , T (0, x2) = 0 , 0 6 x2 6 1 .
Пусть
ϕ(x2 ) = ϕi(x2 ) =
1
i
cos(π i x2 ) .
Тогда
T (x1, x2) = Ti(x1, x2) =
1
π i2
sh(π i x1 ) cos(π i x2 ) .
При этом
‖ϕi ‖2L2[0,1] =
1
2 i2
→ 0 , i→∞ ,
‖Ti ‖2L2(Ω) =
1
2
( 1
π i2
)2 ( 1
2π i
sh(π i ) ch(π i )− 1
2
)
→∞ ,
i→∞ ,
‖Ti(1, ·) ‖2L2 [0,1] =
1
2
( 1
π i2
sh(π i )
)2
→∞ , i→∞ .

Покажем некоторые варианты неустойчивости обратной
граничной задачи в общем случае. Предварительно докажем,
что оператор решения прямой задачи является вполне непре-
рывным [34, c. 222, 230]. Отсюда следует, что такой оператор
не может иметь непрерывного (ограниченного [34, c. 209]) об-
ратного оператора [34, c. 222, 228].
Теорема 1.4.1. Если vi ⇁ v0 слабо в L2(Γ1), wi ⇁ w0
слабо в L2(Γ2), fi ⇁ f0 слабо в L2(Ω), то Ti = T [vi, wi, fi] →
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T0 = T [v0, w0, f0] сильно в L2(Ω) при i →∞, где T = T [v,w, f ]
— слабое решение краевой задачи (1.1.1) − (1.1.3).
Д о к а з а т е л ь с т в о. Пусть заданы произвольные
последовательности { vi } ⊂ L2(Γ1), {wi } ⊂ L2(Γ1), { fi } ⊂
L2(Ω), удовлетворяющие условиям теоремы. Слабо сходящие-
ся в нормированных пространствах последовательности огра-
ничены [34, c. 183]. Тогда из результатов теоремы 1.2.1 следу-
ет ограниченность последовательности слабых решений {Ti }
в гильбертовом пространстве L2(Ω). В гильбертовом простран-
стве из ограниченной последовательности всегда можно выде-
лить слабо сходящуюся подпоследовательность [34, c. 230], [55,
c. 167]. Пусть {Tij } есть произвольная слабо в L2(Ω) сходящая-
ся подпоследовательность последовательности {Ti }. Пусть она
сходится к некоторому элементу T∗ ∈ L2(Ω). Предельный пе-
реход при j →∞ в тождестве (1.1.5), записанном для решения
Tij , позволяет заключить, что T∗ = T0 = T [v0, w0, f0]. В си-
лу единственности решения заключаем, что вся последователь-
ность {Ti } слабо в L2(Ω) сходится к элементу T0 = T [v0, w0, f0].
Рассмотрим краевую задачу (1.2.1)–(1.2.3) с ψ = Ti. По лем-
ме 1.2.4 эта краевая задача имеет единственное сильное реше-
ние g = gi ∈ G2(Ω), причем последовательность этих решений
{ gi } ограничена в гильбертовом пространстве G2(Ω). Не на-
рушая общности рассуждений, можем считать, что последова-
тельность { gi } слабо в G2(Ω) сходится к некоторому элементу
g0 ∈ G2(Ω), являющемуся решением краевой задачи (1.2.1)–
(1.2.3) при ψ = T0. Запишем тождество (1.1.5) для решения Ti
при g = gi∫
Ω
T 2i dx =
∫
Γ1
vi k
∂gi
∂n
dΓ−
∫
Γ2
wi gi dΓ−
∫
Ω
fi gi dx . (1.4.1)
Из компактности оператора вложения [49–51,59,71,97] сле-
дует, что
∂gi
∂n
→ ∂g0
∂n
сильно в L2(Γ1) ,
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gi → g0 сильно в L2(Γ2) , gi → g0 сильно в L2(Ω) .
Выполнив предельный переход в равенстве (1.4.1), получим∫
Ω
T 2i dx =
∫
Γ1
vi k
∂gi
∂n
dΓ−
∫
Γ2
wi gi dΓ−
∫
Ω
fi gi dx→
→
∫
Γ1
v0 k
∂g0
∂n
dΓ−
∫
Γ2
w0 g0 dΓ−
∫
Ω
f0 g0 dx =
∫
Ω
T 20 dx ,
т. е.
‖Ti ‖L2(Ω) → ‖T0 ‖L2(Ω) .
В гильбертовом пространстве из слабой сходимости и схо-
димости норм следует сильная сходимость
Ti → T0 сильно в L2(Ω) .

Аналогично доказывается следующая теорема.
Теорема 1.4.2. Если vi ⇁ v0 слабо в L2(Γ1), ξi ⇁ ξ0 слабо
в L2(Γ2), fi ⇁ f0 слабо в L2(Ω), то Ti = T [vi, ξi, fi] → T0 =
T [v0, ξ0, f0] сильно в L2(Ω) при i → ∞, где T = T [v, ξ, f ] —
слабое решение краевой задачи (1.2.5) − (1.2.7).
Замечание 1.4.1. Допустим, что Ξ и Θ — некоторые под-
пространства пространств L2(Γ2) и L2(Ω) соответственно, T —
оператор решения T : Ξ ∋ ξ → T ξ = T [ξ] ∈ Θ, где T [ξ] — ре-
шение краевой задачи (1.3.7)–(1.3.9), Υ — оператор конормаль-
ного дифференцирования Υ : Θ ∋ T → ΥT = k ∂T/∂n |Γ1 ∈
L2(Γ1). Если один из операторов T и Υ вполне непрерывен,
а другой ограничен, то их произведение (суперпозиция) есть
вполне непрерывный оператор [34, c. 227]) и, следовательно, не
имеет ограниченного обратного оператора.
Замечание 1.4.2. Далее, при описании методов и ал-
горитмов решения обратных задач, некоторые промежуточ-
ные выкладки будут выполняться формально, однако они бу-
дут вполне законными, если исходные данные задачи считать
принадлежащими соответствующим подходящим подпростран-
ствам.
1.5. Вариационный метод решения обратной
задачи
Нахождение неизвестного теплового режима ξ на Γ2 в об-
ратной задаче (1.3.1)–(1.3.3) можно свести к соответствующей
вариационной задаче следующим образом. Рассмотрим пря-
мую задачу
div ( k∇T ) = (u ,∇T )− q T − f , x ∈ Ω , (1.5.1)
T = v , x ∈ Γ1 , (1.5.2)
T = ξ , x ∈ Γ2 . (1.5.3)
Пусть наблюдаемый тепловой режим ϕ = k ∂T/∂n на гра-
нице Γ1 в обратной задаче (1.3.1)–(1.3.3) соответствует некото-
рому заранее неизвестному тепловому режиму T = ξ∗ на гра-
нице Γ2. Пусть T
∗ — решение прямой задачи (1.5.1)–(1.5.3) при
ξ = ξ∗, тогда k ∂T ∗/∂n = ϕ на Γ1. Пусть L2(Γ2) ⊇ V — неко-
торое множество допустимых граничных режимов на границе
Γ2 и известно, что ξ
∗ ∈ V .
Для граничных режимов ξ ∈ V рассмотрим функционал
качества
J0(ξ) =
∫
Γ1
(
k
∂Tξ
∂n
− ϕ
)2
dΓ ,
где Tξ — решение прямой задачи (1.5.1)–(1.5.3). Функционал
качества должен принимать нулевое значение при ξ = ξ∗
(J0(ξ
∗) = 0 ). Искомый граничный режим ξ∗ является мини-
мизирующим элементом в следующей вариационной (экстре-
мальной) задаче:
J0(ξ)→ min : ξ ∈ V ,
то есть
ξ∗ ∈ argmin
{
J0(ξ) : ξ ∈ V
}
.
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Для придания этой задаче минимизации некоторого запаса
устойчивости введем в функционал J0 стабилизирующую до-
бавку α ‖ ξ ‖2L2(Γ2) и рассмотрим следующий функционал:
J(ξ) = J0(ξ) + α ‖ ξ ‖2L2(Γ2) , (1.5.4)
где α — малый положительный параметр.
Таким образом, от решения обратной задачи (1.3.1)–(1.3.3)
переходим к решению вариационной (экстремальной) задачи
J(ξ)→ min : ξ ∈ V .
Для минимизации функционала J воспользуемся методом
сопряженных градиентов [15, с. 299], [99,114]. Сначала найдем
градиент функционала ∇J . Зафиксируем элемент ξ ∈ V и да-
дим ему приращение h ∈ W 22 (Γ2). Пусть Tξ+h — решение пря-
мой задачи (1.5.1)–(1.5.3) с граничным условием T = ξ + h на
Γ2, а Tξ — решение прямой задачи (1.5.1)–(1.5.3) с граничным
условием T = ξ на Γ2. Введем разность T = Tξ+h − Tξ , она
удовлетворяет краевой задаче
div ( k∇T ) = (u ,∇T )− q T , x ∈ Ω ,
T = 0 , x ∈ Γ1 ,
T = h , x ∈ Γ2 .
Функция T для любой функции g ∈ W 22 (Ω) удовлетворяет
равенству ∫
Ω
T
(
div ( k∇g ) + (u ,∇g ) + q g
)
dx =
=
∫
Γ2
hk
∂g
∂n
dΓ−
∫
Γ
k
∂T
∂n
g dΓ .
Пусть функция g = gξ удовлетворяет краевой задаче
div ( k∇g ) + (u ,∇g ) + q g = 0 , x ∈ Ω ,
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g = 2
(
k
∂Tξ
∂n
− ϕ
)
, x ∈ Γ1 ,
g = 0 , x ∈ Γ2 .
Далее эту задачу будем называть сопряженной к задаче
(1.5.1)–(1.5.3).
Если g = gξ — решение сопряженной задачи, то∫
Γ2
hk
∂gξ
∂n
dΓ = 2
∫
Γ1
k
∂T
∂n
(
k
∂Tξ
∂n
− ϕ
)
dΓ .
Найдем приращение функционала J в точке ξ ∈ V :
J(ξ + h)− J(ξ) =
∫
Γ1
(
k
∂Tξ+h
∂n
− ϕ
)2
dΓ + α
∥∥∥ ξ + h∥∥∥2
L2(Γ2)
−
−
∫
Γ1
(
k
∂Tξ
∂n
− ϕ
)2
dΓ− α
∥∥∥ ξ ∥∥∥2
L2(Γ2)
=
= 2
∫
Γ1
k
∂T
∂n
(
k
∂Tξ
∂n
− ϕ
)
dΓ +
∥∥∥ k ∂T
∂n
∥∥∥2
L2(Γ2)
+
+2α
∫
Γ2
ξ h dΓ + α
∥∥∥h∥∥∥2
L2(Γ2)
=
=
∫
Γ2
h
(
k
∂gξ
∂n
+ 2α ξ
)
dΓ +
∥∥∥ k ∂T
∂n
∥∥∥2
L2(Γ2)
+ α
∥∥∥h∥∥∥2
L2(Γ2)
.
Из полученной цепочки равенств получаем
J(ξ + h)− J(ξ) =
∫
Γ2
h
(
k
∂gξ
∂n
+ 2α ξ
)
dΓ + o
( ∥∥∥h∥∥∥
W 2
2
(Γ2)
)
,
поскольку [49,50] (см. также лемму 1.2.3)∥∥∥ k ∂T
∂n
∥∥∥2
L2(Γ2)
+ α
∥∥∥h∥∥∥2
L2(Γ2)
= o
(∥∥∥h∥∥∥
W 2
2
(Γ2)
)
,
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значит (L2,W
2
2 )-градиент функционала [9,33] определяется ра-
венством
∇J = ∇J(ξ;α) =
(
k
∂gξ
∂n
+ 2α ξ
) ∣∣∣
Γ2
.
Для нахождения точек минимума функционала (1.5.4) бу-
дет использоваться метод сопряженных градиентов Флетчера-
Ривса [99, 114]:
ξi+1 = ξi + βi di , i = 0, 1, 2, ... ,
di =
{ −∇J(ξi;αi) , i = 0 ,
−∇J(ξi;αi) + γi di−1 , i = 1, 2, ... ,
γi =
‖∇J(ξi;αi)‖2L2(Γ2)
‖∇J(ξi−1;αi−1)‖2L2(Γ2)
, i = 1, 2, ... .
На каждом шаге итерационного процесса предварительно
определяется параметр α = αi, содержащийся в выражении
∇J(ξi;αi), необходимом для вычисления di = di(α). Для этого
решается одномерная задача минимизации:
J( ξi + di(α) )→ min : α > 0 .
Шаг спуска βi (демпфирующий множитель) определялся в
результате решения задачи одномерной минимизации: J(ξi +
β di)→ min : β > 0.
В данном случае при решении задач одномерной минимиза-
ции достаточно хорошо зарекомендовал себя так называемый
"неточный" поиск точки минимума, удовлетворяющий строгим
условиям Вольфе [33,100]
J(ξi + β di) 6 J(ξi) + σ1 β 〈∇J(ξi), di〉,
|〈∇J(ξi + β di), di〉| 6 σ2 |〈∇J(ξi), di〉|,
0 < σ1 < σ2 <
1
2
,
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с применением алгоритма из [33, 113].
Пусть далее при численном моделировании Ω является пря-
моугольной областью (1.1.6)–(1.1.10). В области Ω будет рас-
сматриваться прямая задача вида
div ( k∇T ) = (u ,∇T )− q T − f , x ∈ Ω , (1.5.5)
T = ξ , x ∈ Γ1 , (1.5.6)
k
∂T
∂n
= 0 , x ∈ Γ2 ∪ Γ4 , (1.5.7)
T = 0 , x ∈ Γ3 . (1.5.8)
Пусть граничный режим T |Γ1 = ξ неизвестен, а на границе
Γ3 замеряется (наблюдаются) поток
k
∂T
∂n
= ϕ, x ∈ Γ3 .
Тогда функционал (1.5.4) запишется в виде
J(ξ) =
l1∫
0
(
k
∂Tξ(x1, l2)
∂x2
−ϕ(x1)
)2
dx1+α
l1∫
0
ξ(x1)
2 dx1 . (1.5.9)
Сопряженная задача, необходимая для нахождения гради-
ента функционала (1.5.9), примет вид
div ( k∇g ) + (u ,∇g ) + q g = 0 , x ∈ Ω , (1.5.10)
g = 0 , x ∈ Γ1 , (1.5.11)
k
∂g
∂x1
= 0 , x ∈ Γ2 ∪ Γ4 , (1.5.12)
g = 2
(
k
∂Tξ(x1, l2)
∂x2
− ϕ
)
, x ∈ Γ3 . (1.5.13)
Опишем кратко алгоритм численного решения вариацион-
ной задачи. На каждой итерации последовательно выполняют-
ся следующие шаги.
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1. Заданную или найденную на предыдущем шаге функцию
ξ = ξi подставляем в граничное условие прямой задачи (1.5.5)–
(1.5.8) и находим решение Tξ этой краевой задачи.
2. Подставляем Tξ в сопряженную задачу (1.5.10)–(1.5.13) и
находим ее решение g = gξ.
3. По заданным ξ = ξi и g = gξi находим градиент
∇J( ξi;α ) = −k ∂gξi(x1, 0)
∂x2
+ 2α ξi(x1) , 0 6 x1 6 l1 .
4. Выполняем очередную итерацию метода сопряженных
градиентов и находим очередное приближение решения ξi+1.
Алгоритм заканчивает работу при выполнении условия
J(ξi) < ε0 ,
где ε0 — заранее заданное малое положительное число.
Обратимся теперь к моделированию конкретных примеров.
При проведении вычислительных экспериментов фиксиро-
вались следующие параметры:
l1 = l2 = 1.0 , k = 1.0 , q = 0.1 , f = 0.0 , (1.5.14)
u = (u1, u2) ,
u1 = −2x1(1− x1)(1− 2x1)x22(1− x2)2 ,
u2 = 2x2(1− x2)(1 − 2x2)x21(1− x1)2 .
В области Ω для расчетов прямой (1.5.5)–(1.5.8) и сопря-
женной (1.5.10)–(1.5.13) задач задавалась расчетная сетка
Ωh = { (l h1, j h2) : l = 0, N1, j = 0, N2 } ,
где h1 = 1/N1, h2 = 1/N2.
Сеточный оператор Лапласа определяется обычным обра-
зом
Λy = Λ1y + Λ2y = − yx1x1 − yx2x2 .
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Здесь и ниже используются общепринятые обозначения из тео-
рии разностных схем [67].
Для унификации записи конвективных слагаемых в раз-
ностной схеме использовался специальный дифференциальный
оператор с центрально-разностной аппроксимацией
V (u)T = V1(u1)T + V2(u2)T ,
Vα(uα)T =
1
2
(
(uαT )◦xα
+ uαT◦xα
)
.
Прямая задача (1.5.5)–(1.5.8) решалась методом установле-
ния. Для численного решения уравнения (1.5.5) использова-
лась монотонная устойчивая неявная схема регуляризованных
центральных разностей [68, §§ 9.1.4, 9.2.1, 13.4.3]. Разностная
схема для (1.5.5)—(1.5.8) может быть записана в виде
Ti+1 − Ti
τ
+ V (u)Ti+1 + ΛTi+1 − qTi+1 = f .
Производная на границе Γ4 аппроксимируется со вторым
порядком точности обычным образом [68, c. 119]:
∂T (
h1
2
, x2)
∂x1
=
T (h1, x2)− T (0, x2)
h1
+ o (h21 ) ,
∂T (
h1
2
, x2)
∂x1
=
∂T (0, x2)
∂x1
+
h1
2
∂2T (0, x2)
∂2x1
+ o (h21 ) ,
∂2T (0, x2)
∂2x1
= (u(0, x2) ,∇T (0, x2) )− q(0, x2)T (0, x2)−
−f(0, x2)− ∂
2T (0, x2)
∂2x2
.
С учетом условия (1.5.7) и условия u = 0 на Γ, на границе
Γ4 получаем
1
h22
T0,j+1 −
(
q0,j +
2
h21
+
2
h22
)
T0,j +
1
h22
T0,j−1+
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+
2
h21
T1,j = −f0,j , j = 1, N2 − 1 .
Аналогичную аппроксимацию производной ∂T/∂x1 выполняем
в точке (1− 0.5h1, x2), и на границе Γ2 получаем:
1
h22
TN1,j+1 +
(
qN1,j −
2
h21
− 2
h22
)
TN1,j +
1
h22
TN1,j−1+
+
2
h21
TN1−1,j = −fN1,j , j = 1, N2 − 1 .
Аналогично решалась сопряженная задача (1.5.10)–(1.5.13).
Моделировались обратные задачи по восстановлению трех
граничных режимов различной степени гладкости.
Пример 1: гладкий режим
ξ(1)(x1) = cos(2πx1) . (1.5.15)
Пример 2: непрерывный кусочно-гладкий режим
ξ(2)(x1) = | cos(πx1) | . (1.5.16)
Пример 3: разрывный режим
ξ(3)(x1) =

0.5 , x1 ∈ (0; 0.1) ,
x1 + 0.4 , x1 ∈ (0.1; 0.5) ,
0.9− x1 , x1 ∈ (0.5; 0.9) ,
0 , x1 ∈ (0.9; 1) .
(1.5.17)
Вычислительные эксперименты проводились на равномер-
ной сетке 20 × 20. Дополнительные сведения о значениях
k ∂T/∂n на границе Γ3 получены в результате проведения ква-
зиреальных экспериментов. Численно решались прямые за-
дачи (1.5.5)–(1.5.8) для граничных режимов (1.5.15), (1.5.16),
(1.5.17). По решениям прямых задач вычислялись значения
k ∂T/∂n на границе Γ3, которые и принимались за наблюда-
емые потоки.
На рисунках 1.5.1–1.5.9 представлены следующие сведения
о вычислительных экспериментах:
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— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
— изменение значений функционала J(ξ
(j)
i ), j = 1, 2, 3 в
зависимости от номера итерации i = 1, 2, ... ;
— изменение значений относительной погрешности ε
(j)
i в
зависимости от номера итерации i = 1, 2, ... , ε
(j)
i =
‖ ξ(j)i (·)− ξ(j)(·)‖L2(Γ1)/‖ ξ(j)(·) ‖L2(Γ1) , j = 1, 2, 3.
В таблицах (1.5.1)–(1.5.3) представлены результаты восстанов-
ления граничных режимов.
Рис. 1.5.1. Восстановление гладкого граничного режима
Рис. 1.5.2. Значения целевого функционала при восстановлении
гладкого граничного режима
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Рис. 1.5.3. Значения относительной погрешности при
восстановлении гладкого режима
Рис. 1.5.4. Восстановление кусочно-гладкого граничного режима
Рис. 1.5.5. Значения целевого функционала при восстановлении
кусочно-гладкого граничного режима
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Рис. 1.5.6. Значения относительной погрешности при
восстановлении кусочно-гладкого граничного режима
Рис. 1.5.7. Восстановление разрывного граничного режима
Рис. 1.5.8. Значения целевого функционала при восстановлении
разрывного граничного режима
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Рис. 1.5.9. Значения относительной погрешности при
восстановлении разрывного граничного режима
Таблица 1.5.1. Результаты восстановления ξ(1)
i 1 20 60 86
J(ξi) 1.5 · 10−4 9.9 · 10−6 2.6 · 10−7 5.7 · 10−9
‖ξi − ξ(1)‖ 4.5 · 10−1 1.3 · 10−1 2.0 · 10−2 2.0 · 10−3
εi 6.1 · 10−1 1.8 · 10−1 2.9 · 10−2 3.3 · 10−3
Таблица 1.5.2. Результаты восстановления ξ(2)
i 1 15 45 54
J(ξi) 5.6 · 10−5 4.1 · 10−5 1.2 · 10−8 9.8 · 10−9
‖ξi − ξ(2)‖ 3.2 · 10−1 2.7 · 10−1 7.4 · 10−2 7.3 · 10−2
εi 4.3 · 10−1 3.7 · 10−1 9.9 · 10−2 9.8 · 10−2
Таблица 1.5.3. Результаты восстановления ξ(3)
i 1 150 450 500
J(ξi) 3.2 · 10−3 1.5 · 10−8 1.1 · 10−8 9.9 · 10−9
‖ξi − ξ(3)‖ 2.6 · 10−1 9.8 · 10−2 9.1 · 10−2 9.0 · 10−2
εi 5.4 · 10−1 2.0 · 10−1 1.87 · 10−1 1.85 · 10−1
1.6. Метод квазиобращения решения обратной
задачи
В этом параграфе для решения рассматриваемой обрат-
ной задачи предлагается воспользоваться методом квазиобра-
щения [52]. Метод квазиобращения заключается во введении
некоторых дополнительных дифференциальных членов с ма-
лыми параметрами в дифференциальный оператор в уравне-
нии реакции-конвекции-диффузии. Ожидается, что подобное
возмущение рассматриваемой обратной задачи делает ее кор-
ректно поставленной или, по крайней мере, обладающей боль-
шим запасом устойчивости. Решение возмущенной краевой за-
дачи в некотором смысле сходится к решению исходной задачи
при стремлении малых параметров к нулю.
Опишем метод решения поставленной обратной задачи
(1.3.1)–(1.3.3) на основе метода квазиобращения. Рассмотрим
вспомогательную задачу, включающую в себя регуляризован-
ное уравнение реакции-конвекции-диффузии
div ( k∇Tα) = (u ,∇Tα )−q Tα−f+α ∂
4Tα
∂x21∂x
2
2
, x ∈ Ω , (1.6.1)
при этом для искомой функции Tα граничные условия остают-
ся прежними, то есть остаются условия (1.3.2), (1.3.3). Ожи-
дается, что рассматриваемая вспомогательная задача (1.6.1),
(1.3.2), (1.3.3) будет устойчивой при всех достаточно малых
α > 0 или будет обладать большим запасом устойчивости по
сравнению с исходной задачей. Теоретически довольно трудно
установить сходимость ξα(·) → ξ(·) при α → 0, где ξα(x ) =
Tα(x )|Γ2 , ξ(x ) = T (x )|Γ2 .
Пусть далее при численном моделировании Ω является пря-
моугольной областью (1.1.6)–(1.1.10). В области Ω будет рас-
сматриваться прямая задача (1.5.5)–(1.5.8). Пусть граничный
режим T |Γ1 = ξ неизвестен, а на границе Γ3 замеряется (на-
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блюдается) поток
k
∂T
∂n
= ϕ , x ∈ Γ3 . (1.6.2)
Обратную задачу (1.5.5), (1.5.7), (1.5.8), (1.6.2) можно рас-
сматривать как эволюционную задачу по пространственной пе-
ременной x2. В уравнении (1.5.5) введем новые обозначения
l = l1, ϑ = l2 и сделаем замену переменных t = l2 − x2, x = x1.
Тогда обратная задача запишется в виде
∂
∂t
(
k
∂T
∂t
)
+ u2
∂T
∂t
= u1
∂T
∂x
− ∂
∂x
(
k
∂T
∂x
)
− q T − f ,
0 < t < ϑ , 0 < x < l ,
∂T (0, t)
∂x
= 0 ,
∂T (l, t)
∂x
= 0 , 0 < t < ϑ ,
T (x, 0) = 0 , k(x, 0)
∂T (x, 0)
∂t
= −ϕ(x) , 0 < x < l .
Возмущенное уравнение (1.6.1) в новых переменных примет
вид
∂
∂t
(
k
∂Tα
∂t
)
+ u2
∂Tα
∂t
= u1
∂Tα
∂x
− ∂
∂x
(
k
∂Tα
∂x
)
−
−q Tα − f + α ∂
4Tα
∂x2∂t2
. (1.6.3)
Это уравнение дополняется начальными и граничными
условиями, вытекающими из (1.5.7), (1.5.8), (1.6.2)
Tα(x, 0) = 0 , k(x, 0)
∂Tα(x, 0)
∂t
= −ϕ(x) , 0 < x < l , (1.6.4)
∂Tα(0, t)
∂x
= 0 ,
∂Tα(l, t)
∂x
= 0 , 0 < t < ϑ . (1.6.5)
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Для численного решения задачи (1.6.3)–(1.6.5) в обла-
сти Ω задавалась равномерная расчетная сетка Ωh. Итоговая
конечно-разностная аппроксимация уравнения (1.6.3) записы-
вается в следующем виде (индексы α у T для сокращения за-
писи опущены)
Ti,j−1 − 2Ti,j + Ti,j+1
τ2
+ u
(2)
i,j
Ti,j+1 − Ti,j−1
2τ
−
− α
τ2h2
(
Ti−1,j−1 − 2Ti,j−1 + Ti+1,j−1
)
+
+
2α
τ2h2
(
Ti−1,j − 2Ti,j + Ti+1,j
)
−
− α
τ2h2
(
Ti−1,j+1 − 2Ti,j+1 + Ti+1,j+1
)
=
= −Ti−1,j − 2Ti,j + Ti+1,j
( 1 + 0.5 |u(1)i,j |h )h2
+
|u(1)i,j |
h
Ti,j+
+
u
(1)
i,j − |u(1)i,j |
2h
Ti+1,j −
u
(1)
i,j + |u(1)i,j |
2h
Ti−1,j−
−qi,j Ti,j − fi,j , i = 1, n − 1 , j = 1,m . (1.6.6)
На каждом слое j разностное уравнение (1.6.6) решалось
методом трехдиагональной прогонки. Для определения значе-
ний искомой функции при j ∈ {0, 1} и i ∈ {0, N} использова-
лась стандартная аппроксимация граничных условий (1.6.4),
(1.6.5) [67].
Для выбора параметра регуляризации можно использовать
различные способы. Например, хорошо зарекомендовал себя
метод невязки [67], в котором используется заданная точность
вычислительного эксперимента. Однако, оценки погрешности
задания входных данных обычно не известны. Поэтому на
практике часто пользуются нахождением квазиоптимального
значения параметра регуляризации [67,92], которое напрямую
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не связано с уровнем погрешности. Для этого строится после-
довательность
αs = α0 b
s , 0 < b < 1 , s = 0, S ,
и для нахождения квазиоптимального значения параметра ре-
гуляризации минимизируется норма разности
‖ ξαs+1(·)− ξαs(·) ‖L2(Γ3) → min : s = 0, S − 1 , ξα = Tα(·, 0) .
При формировании последовательности {αs} для выбора
квазиоптимального параметра регуляризации использовались
параметры α0 = 0.01, b = 0.75, S = 13.
Численное моделирование проводилось на равномерной сет-
ке 20 × 20 при фиксированных параметрах (1.5.14).
На рисунках 1.6.1–1.6.3 представлены результаты восста-
новления граничных режимов (1.5.15)–(1.5.17):
— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
В таблице (1.6.1) представлены результаты восстановления
граничных режимов.
Рис. 1.6.1. Восстановление гладкого граничного режима
65
Рис. 1.6.2. Восстановление кусочно-гладкого граничного режима
Рис. 1.6.3. Восстановление разрывного граничного режима
Таблица 1.6.1. Результаты восстановления граничных режимов
режим α ε
ξ(1) 1 · 10−3 7.4 · 10−2
ξ(2) 2.4 · 10−3 8.8 · 10−2
ξ(3) 6.5 · 10−3 1.1 · 10−1
1.7. Метод Ньютона–Канторовича решения
обратной задачи
Нахождение неизвестного теплового режима ξ на Γ2 в об-
ратной задаче (1.3.1)–(1.3.3) можно свести к решению опера-
торного уравнения. Рассмотрим прямую задачу
div ( k∇T ) = (u ,∇T )− q T − f , x ∈ Ω , (1.7.1)
T = v , x ∈ Γ1 , (1.7.2)
T = ξ , x ∈ Γ2 . (1.7.3)
Пусть на границе Γ1 наблюдается поток
ϕ = k
∂T
∂n
∣∣∣
Γ1
. (1.7.4)
Рассмотрим оператор
A : L2(Γ2) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ1
∈ L2(Γ1) ,
где T — решение краевой задачи (1.7.1)–(1.7.3). Тогда обратная
задача (1.7.1), (1.7.2), (1.7.4) сводится к решению операторного
уравнения
Aξ = ϕ . (1.7.5)
Для решения данного операторного уравнения (1.7.5) пред-
лагается модифицировать метод Ньютона–Канторовича [34,
c. 470], [19, c. 71]
ξi+1 = ξi −
[
A′( ξi )
]−1
(A( ξi )− ϕ ) , i = 0, 2, . . . .
введением параметра регуляризации αi и демпфирующего мно-
жителя βi. Итерационный процесс для модифицированного ме-
тода Ньютона–Канторовича определяется по формуле
ξi+1 = ξi − βi
[
A′( ξi )
]−1
αi
(A(ξi )− ϕ ) , i = 0, 2, . . . .
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Значение производной Фреше A′ в точке ξ на элементе ζ
вычисляется по формуле
A′( ξ ) ζ = k
∂Tζ
∂n
∣∣∣
Γ1
,
где Tζ — решение краевой задачи
LTζ ≡ div ( k∇Tζ )− (u ,∇Tζ ) + q Tζ = 0 , x ∈ Ω , (1.7.6)
Tζ = 0 , x ∈ Γ1 , (1.7.7)
Tζ = ζ , x ∈ Γ2 . (1.7.8)
Оператор [A′( ξ ) ]−1α действует следующим образом[
A′( ξ )
]−1
α
(ψ ) = Tα
∣∣∣
Γ2
,
где Tα — решение краевой задачи
LTα = α
∂ 4 Tα
∂ x 21 ∂ x
2
2
, x ∈ Ω , (1.7.9)
Tα = 0 , x ∈ Γ1 , (1.7.10)
k
∂Tα
∂n
= ψ , x ∈ Γ1 . (1.7.11)
Краевая задача (1.7.9)–(1.7.11) представляет собой регуля-
ризацию квазиобращением краевой задачи (1.7.6)–(1.7.8).
Параметр αi выбирается описанным в параграфе 1.6 спосо-
бом. Демпфирующий множитель βi определяется в результате
решения задачи одномерной минимизации:
‖A ( ξi − β [A′( ξi ) ]−1αi (A( ξi )− ϕ ) )− ϕ ‖L2(Γ2) → min : β > 0 .
Пусть далее при численном моделировании Ω является пря-
моугольной областью (1.1.6)–(1.1.10). В области Ω будет рас-
сматриваться прямая задача (1.5.5)–(1.5.8). Пусть граничный
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режим T |Γ1 = ξ неизвестен, а на границе Γ3 замеряется (на-
блюдаются) поток
k
∂T
∂n
= ϕ, x ∈ Γ3 .
Определим оператор A следующим образом
A : L2(Γ1) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ3
∈ L2(Γ3) .
Задача, необходимая для нахождения [A′ ( ξi ) ]
−1
α (ψ ),
ψ = A( ξi )− ϕ, запишется в виде
div ( k∇Tα ) = (u ,∇Tα )− q Tα + α ∂
4Tα
∂x21∂x
2
2
, x ∈ Ω , (1.7.12)
Tα = 0 , x ∈ Γ1 , (1.7.13)
k
∂Tα
∂n
= 0 , x ∈ Γ2 ∪ Γ4 , (1.7.14)
k
∂Tα
∂n
= ψ , x ∈ Γ3 . (1.7.15)
Кратко опишем алгоритм численного решения оператор-
ного уравнения (1.7.5) модифицированным методом Ньютона-
Канторовича. На каждой итерации последовательно выполня-
ются следующие шаги:
1. Известное ξ = ξi подставляем в граничное условие пря-
мой задачи (1.5.5)–(1.5.8) и находим решение Tξ этой краевой
задачи.
2. Находим значение регуляризирующего параметра α = αi.
3. По Tξ находим
ψ = k
∂Tξ
∂n
− ϕ , x ∈ Γ3 ,
подставляем эту функцию в задачу (1.7.12)–(1.7.15) и находим[
A′( ξ )
]−1
αi
(ψ ) .
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4. Вычисляем значение демпфирующего множителя β = βi
и находим очередное приближение решения ξi+1.
Алгоритм заканчивает работу при выполнении условия
‖A( ξi )− ϕ ‖L2(Γ3) < ε0 ,
где ε0 — заранее заданное малое положительное число.
При проведении вычислительных экспериментов фиксиро-
вались параметры (1.5.14). В области Ω для численного ре-
шения прямой задачи (1.5.5)–(1.5.8) и задачи (1.7.12)–(1.7.15)
задавалась расчетная сетка
Ωh = { (l h1, j h2) : l = 0, N1, j = 0, N2 } ,
где h1 = 1/N1, h2 = 1/N2. На этой сетке соответствующие кра-
евые задачи считались как описано в параграфе 1.6. Для уско-
рения счета при численном решении задачи (1.7.12)–(1.7.15) ис-
пользовался постоянный параметр α = 0.05.
Вычислительные эксперименты проводились на равномер-
ной сетке 20× 20. Рассчитывались обратные задачи по восста-
новлению трех граничных режимов (1.5.14)–(1.5.16).
На рисунках 1.7.1–1.7.9 представлены следующие сведения
о результатах восстановления граничных режимов (1.5.14)–
(1.5.16):
— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
— изменение значений невязки ‖A(ξ(j)i )− ϕ‖ в зависимости
от номера итерации i = 1, 2, ... , j = 1, 2, 3 ;
— изменение значений относительной погрешности ε
(j)
i в
зависимости от номера итерации i = 1, 2, ... , ε
(j)
i =
‖ ξ(j)i (·)− ξ(j)(·)‖L2(Γ1)/‖ ξ(j)(·) ‖L2(Γ1) , j = 1, 2, 3.
В таблицах (1.7.1)–(1.7.3) представлены результаты восстанов-
ления граничных режимов.
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Рис. 1.7.1. Восстановление гладкого граничного режима
Рис. 1.7.2. Значения невязки при восстановлении гладкого
граничного режима
Рис. 1.7.3. Значения относительной погрешности при
восстановлении гладкого режима
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Рис. 1.7.4. Восстановление кусочно-гладкого граничного режима
Рис. 1.7.5. Значения невязки при восстановлении кусочно-гладкого
граничного режима
Рис. 1.7.6. Значения относительной погрешности при
восстановлении кусочно-гладкого граничного режима
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Рис. 1.7.7. Восстановление разрывного граничного режима
Рис. 1.7.8. Значения невязки при восстановлении разрывного
граничного режима
Рис. 1.7.9. Значения относительной погрешности при
восстановлении разрывного граничного режима
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Таблица 1.7.1. Результаты восстановления ξ(1)
i 1 3
‖A(ξi)− ϕ‖ 7 · 10−8 8.1 · 10−12
‖ξi − ξ(1)‖ 6.8 · 10−1 1.3 · 10−2
εi 9.1 · 10−1 1.83 · 10−2
Таблица 1.7.2. Результаты восстановления ξ(2)
i 1 5 10 20
‖A(ξi)− ϕ‖ 3.9 · 10−5 1.1 · 10−6 4 · 10−7 3.5 · 10−7
‖ξi − ξ(2)‖ 2.7 · 10−1 7.9 · 10−2 7.1 · 10−2 6.9 · 10−2
εi 3.6 · 10−1 1.1 · 10−1 9.6 · 10−2 9.4 · 10−2
Таблица 1.7.3. Результаты восстановления ξ(3)
i 1 3 6 9
‖A(ξi)− ϕ‖ 4.2 · 10−6 7 · 10−8 5.4 · 10−8 5.4 · 10−8
‖ξi − ξ(3)‖ 1.5 · 10−1 9.8 · 10−2 9.4 · 10−2 9.4 · 10−2
εi 2.5 · 10−1 2 · 10−1 1.9 · 10−1 1.9 · 10−1
1.8. Метод Ландвебера решения обратной задачи
В этом параграфе предлагается для решения обратной за-
дачи (1.3.1)–(1.3.3) модифицировать классический метод Ланд-
вебера (или метод простой итерации) [19, 26].
Рассмотрим прямую задачу (1.7.1)–(1.7.3). Пусть на грани-
це Γ1 наблюдается поток (1.7.4). Тогда решение соответствую-
щей обратной задачи (1.7.1), (1.7.2), (1.7.4) сводится к решению
операторного уравнения (1.7.5).
Для решения операторного уравнения (1.7.5) модифициру-
ем классический метод Ландвебера
ξi+1 = ξi − αiA′( ξi )∗ (A( ξi)− ϕ ) , i = 0, 1, . . . ,
вводя регуляризующую добавку βi ξi и выбирая подходящее
значение параметра αi на каждой итерации. Для модифициро-
ванного таким образом метода Ландвебера итерационный про-
цесс осуществляется по формулам
ξi+1 = ξi − αiA′( ξi )∗ (A( ξi)− ϕ ) + βi ξi , i = 0, 1, . . . .
Значение производной Фреше A′(ξ) оператора A на элемен-
те h ∈ L2(Γ2) вычисляется по формуле
A′(ξ)h = k
∂Th
∂n
∣∣∣
Γ1
,
где Th — решение краевой задачи
div ( k∇T ) = (u ,∇T )− q T , x ∈ Ω ,
T = 0 , x ∈ Γ1 ,
T = h , x ∈ Γ2 .
Для того, чтобы найти значение оператора A′(ξ)∗ на элементе
ζ ∈ L2(Γ1) необходимо получить равенство вида
〈A′( ξ )h, ζ 〉L2(Γ1) = 〈h, Ψ(ξ; ζ) 〉L2(Γ2),
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где элемент Ψ(ξ; ζ) будет значением A′(ξ)∗ ζ. Выполним ряд
вспомогательных преобразований. Функция T = Th для любой
функции g ∈W 22 (Ω) удовлетворяет равенству∫
Ω
T
(
div ( k∇g ) + (u ,∇g ) + q g
)
dx =
=
∫
Γ2
hk
∂g
∂n
dΓ−
∫
Γ
k
∂T
∂n
g dΓ .
Пусть функция g = gζ удовлетворяет вспомогательной кра-
евой задаче
div ( k∇g ) + (u ,∇g ) + q g = 0 , x ∈ Ω , (1.8.1)
g = ζ , x ∈ Γ1 , (1.8.2)
g = 0 , x ∈ Γ2 , (1.8.3)
тогда ∫
Γ2
hk
∂gζ
∂n
dΓ =
∫
Γ1
k
∂Th
∂n
ζ dΓ .
Таким образом, получаем
A′(ξ)∗ζ = k
∂gζ
∂n
∣∣∣
Γ2
.
На каждом шаге итерационного процесса предварительно
определяется параметр αi, для этого решается одномерная за-
дача минимизации:
‖A( ξi − αA′(ξi)∗ (A(ξi)− ϕ) )− ϕ ‖ → min : α > 0 .
Параметр βi определялся в результате решения задачи од-
номерной минимизации:
‖A( ξi − αiA′(ξi)∗ (A(ξi)− ϕ) + β ξi )− ϕ ‖ → min : β > 0 .
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Пусть далее при численном моделировании Ω является пря-
моугольной областью (1.1.6)–(1.1.10). В области Ω будет рас-
сматриваться прямая задача (1.5.5)–(1.5.8). Пусть граничный
режим T |Γ1 = ξ неизвестен, а на границе Γ3 замеряется (на-
блюдаются) поток
k
∂T
∂n
= ϕ , x ∈ Γ3 .
Определим оператор A следующим образом
A : L2(Γ1) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ3
∈ L2(Γ3) .
Вспомогательная краевая задача (1.8.1)–(1.8.3) примет вид
div ( k∇g ) + (u ,∇g ) + q g = 0 , x ∈ Ω , (1.8.4)
g = 0 , x ∈ Γ1 , (1.8.5)
k
∂g
∂x1
= 0 , x ∈ Γ2 ∪ Γ4 , (1.8.6)
g = ζ , x ∈ Γ3 . (1.8.7)
Опишем кратко алгоритм численного решения операторно-
го уравнения (1.7.5) модифицированным методом Ландвебера.
На каждой итерации последовательно выполняются следую-
щие шаги.
1. Заданную или найденную на предыдущем шаге функцию
ξ = ξi подставляем в граничное условие прямой задачи (1.5.5)–
(1.5.8) и находим решение Tξ этой краевой задачи.
2. Во вспомогательную задачу (1.8.4)–(1.8.7) подставляем
функцию
ζ = k(x1)
∂ Tξ(x1, l2)
∂ x2
− ϕ(x1) , 0 6 x1 6 l1,
и находим ее решение g = gζ .
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3. По вычисленному g = gζ находим значение
A′(ξi)
∗ (A( ξi )− ϕ ) .
4. Вычисляем значения параметров αi, βi и находим оче-
редное приближение решения ξi+1.
Алгоритм заканчивает работу при выполнении условия
‖A( ξi )− ϕ ‖L2(Γ3) < ε0 ,
где ε0 — заранее заданное малое положительное число.
При проведении вычислительных экспериментов фиксиро-
вались параметры (1.5.14). В области Ω для численного реше-
ния прямой задачи (1.5.5)–(1.5.8) и вспомогательной краевой
задачи (1.8.4)–(1.8.7) задавалась расчетная сетка
Ωh = { (l h1, j h2) : l = 0, N1, j = 0, N2 } ,
где h1 = 1/N1, h2 = 1/N2.
Вычислительные эксперименты проводились на равномер-
ной сетке 20×20. Рассматривались обратные задачи по восста-
новлению трех граничных режимов различной степени гладко-
сти (1.5.14)–(1.5.16).
На рисунках 1.8.1–1.8.9 представлены результаты восста-
новления граничных режимов (1.5.15)–(1.5.17):
— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
— изменение значений невязки ‖A(ξ(j)i )− ϕ‖ в зависимости
от номера итерации i = 1, 2, ... , j = 1, 2, 3 ;
— изменение значений относительной погрешности ε
(j)
i в за-
висимости от номера итерации i = 1, 2, ... .
В таблицах (1.8.1)–(1.8.3) представлены результаты восстанов-
ления граничных режимов.
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Рис. 1.8.1. Восстановление гладкого граничного режима
Рис. 1.8.2. Значения невязки при восстановлении гладкого
граничного режима
Рис. 1.8.3. Значения относительной погрешности при
восстановлении гладкого режима
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Рис. 1.8.4. Восстановление кусочно-гладкого граничного режима
Рис. 1.8.5. Значения невязки при восстановлении кусочно-гладкого
граничного режима
Рис. 1.8.6. Значения относительной погрешности при
восстановлении кусочно-гладкого граничного режима
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Рис. 1.8.7. Восстановление разрывного граничного режима
Рис. 1.8.8. Значения невязки при восстановлении разрывного
граничного режима
Рис. 1.8.9. Значения относительной погрешности при
восстановлении разрывного граничного режима
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Таблица 1.8.1. Результаты восстановления ξ(1)
i 1 2 3
‖A(ξi)− ϕ‖ 5.6 · 10−5 2.2 · 10−8 8 · 10−10
‖ξi − ξ(1)‖ 3.2 · 10−1 2.2 · 10−3 1.6 · 10−4
εi 4.3 · 10−1 2.9 · 10−3 2.2 · 10−4
Таблица 1.8.2. Результаты восстановления ξ(2)
i 1 10 20 29
‖A(ξi)− ϕ‖ 6 · 10−6 6 · 10−7 1 · 10−7 6.3 · 10−9
‖ξi − ξ(1)‖ 8 · 10−2 7.7 · 10−2 7.4 · 10−2 7.3 · 10−2
εi 1.1 · 10−1 1 · 10−1 9.9 · 10−2 9.8 · 10−2
Таблица 1.8.3. Результаты восстановления ξ(3)
i 1 90 186
‖A(ξi)− ϕ‖ 4.3 · 10−5 3.5 · 10−7 9.9 · 10−8
‖ξi − ξ(1)‖ 1.6 · 10−1 1.1 · 10−1 1.0 · 10−1
εi 3.2 · 10−1 2.2 · 10−1 2.1 · 10−1
1.9. Метод Левенберга-Марквардта решения
обратной задачи
В этом параграфе предлагается для решения обрат-
ной задачи (1.3.1)–(1.3.3) модифицировать метод Левенберга-
Марквардта [18, 19, 22].
Рассмотрим прямую задачу (1.7.1)–(1.7.3). Пусть на грани-
це Γ1 наблюдается поток (1.7.4). Тогда решение соответствую-
щей обратной задачи (1.7.1), (1.7.2), (1.7.4) может быть сведено
к решению операторного уравнения (1.7.5).
Для решения операторного уравнения (1.7.5) модифициру-
ем метод Левенберга-Марквардта
ξi+1 = ξi −
[
A′(ξi)
∗A′(ξi) + αE
]−1
A′(ξi)
∗ (A(ξi)− ϕ ) ,
вводя демпфирующий множитель βi и выбирая подходящее
значение коэффициента α на каждой итерации. Для моди-
фицированного таким образом метода Левенберга-Марквардта
итерационный процесс строится по следующим формулам
ξi+1 = ξi − βi
[
A′(ξi)
∗A′(ξi) + αiE
]−1
A′(ξi)
∗ (A(ξi)− ϕ ) .
Значение производной Фреше A′(ξ) оператора A на элемен-
те h ∈ L2(Γ2) вычисляется по формуле
A′( ξ)h = k
∂ Th
∂n
∣∣∣
Γ1
,
где T = Th — решение краевой задачи
div ( k∇T ) = (u ,∇T )− q T , x ∈ Ω , (1.9.1)
T = 0 , x ∈ Γ1 , (1.9.2)
T = h , x ∈ Γ2 . (1.9.3)
Значение оператора A′(ξ)∗ на элементе ζ ∈ L2(Γ1) вычис-
ляется по формуле
A′(ξ)∗ ζ = k
∂ gζ
∂n
∣∣∣
Γ2
,
где gζ — решение вспомогательной задачи (1.8.1)–(1.8.3).
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Введем следующие обозначения:
B = A′(ξi)
∗A′(ξi) , ηi = A
′(ξi)
∗ζi , ζi = A(ξi)− ϕ .
Тогда итерационный процесс для модифицированного метода
Левенберга-Марквардта перепишется в виде
ξi+1 = ξi − βi (B + αiE )−1 ηi .
Для нахождения µ = [B + αE ]−1 η построим внутренний
итерационный процесс:
µj+1 = η + [B + (α− 1 )E ] µj .
На каждом шаге итерационного процесса предварительно
определяется параметр αi, для этого решается задача одно-
мерной минимизации:
‖A( ξi − (B + αE )−1 ηi)− ϕ ‖ → min : α > 0 .
Весовой коэффициент βi находится в результате решения
задачи одномерной минимизации:
‖A( ξi − β (B + αiE )−1 ηi )− ϕ ‖ → min : β > 0 .
Пусть далее при численном моделировании Ω является пря-
моугольной областью (1.1.6)–(1.1.10). В области Ω будет рас-
сматриваться прямая задача (1.5.5)–(1.5.8). Пусть граничный
режим T |Γ1 = ξ неизвестен, а на границе Γ3 замеряется (на-
блюдаются) поток
k
∂T
∂n
= ϕ , x ∈ Γ3 .
Оператор A определен следующим образом
A : L2(Γ1) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ3
∈ L2(Γ3) .
Вспомогательная краевая задача примет вид (1.8.4)–(1.8.7),
краевая задача (1.9.1)–(1.9.3) запишется в виде
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div ( k∇T ) = (u ,∇T )− q T , x ∈ Ω , (1.9.4)
T = h , x ∈ Γ1 , (1.9.5)
k
∂ T
∂n
= 0 , x ∈ Γ2 ∪ Γ4 , (1.9.6)
T = 0 , x ∈ Γ3 . (1.9.7)
Опишем кратко алгоритм численного решения операторно-
го уравнения (1.7.5) модифицированным методом Левенберга-
Марквардта. На каждой итерации последовательно выполня-
ются следующие шаги.
1. Заданную или найденную на предыдущем шаге функцию
ξ = ξi подставляем в граничное условие прямой задачи (1.5.5)–
(1.5.8) и находим решение Tξ этой краевой задачи.
2. В краевую задачу (1.8.4)–(1.8.7) подставляем
ζ = A(ξi)− ϕ
и находим ее решение g = gζ .
3. По вычисленному g = gζ находим η = A
′(ξi)
∗ζ.
4. Вычисляем значения параметров αi, βi и находим оче-
редное приближение решения ξi+1.
Алгоритм заканчивает работу при выполнении условия
‖A(ξi)− ϕ ‖ < ε0 ,
где ε0 — заранее заданное малое положительное число.
При проведении вычислительных экспериментов фиксиро-
вались параметры (1.5.14). В области Ω для численного ре-
шения прямой задачи (1.5.5)–(1.5.8) и задачи (1.7.12)–(1.7.15)
задавалась расчетная сетка
Ωh = { (l h1, j h2) : l = 0, N1, j = 0, N2 } ,
где h1 = 1/N1, h2 = 1/N2.
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Вычислительные эксперименты проводились на равномер-
ной сетке 20× 20. Рассчитывались обратные задачи по восста-
новлению трех граничных режимов (1.5.14)–(1.5.16).
На рисунках 1.9.1–1.9.21 представлены результаты восста-
новления граничных режимов (1.5.14)–(1.5.16):
— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
— изменение значений невязки ‖A(ξ(j)i )− ϕ‖ в зависимости
от номера итерации i = 1, 2, ... , j = 1, 2, 3 ;
— изменение значений относительной погрешности ε
(j)
i в за-
висимости от номера итерации i = 1, 2, ... .
В таблицах (1.9.1)–(1.9.3) представлены результаты восстанов-
ления граничных режимов.
Рис. 1.9.1. Восстановление гладкого граничного режима
Рис. 1.9.2. Значения невязки при восстановлении гладкого
граничного режима
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Рис. 1.9.3. Значения относительной погрешности при
восстановлении гладкого режима
Рис. 1.9.4. Восстановление кусочно-гладкого граничного режима
Рис. 1.9.5. Значения невязки при восстановлении кусочно-гладкого
граничного режима
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Рис. 1.9.6. Значения относительной погрешности при
восстановлении кусочно-гладкого граничного режима
Рис. 1.9.7. Восстановление разрывного граничного режима
Рис. 1.9.8. Значения невязки при восстановлении разрывного
граничного режима
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Рис. 1.9.9. Значения относительной погрешности при
восстановлении разрывного режима
Таблица 1.9.1. Результаты восстановления ξ(1)
i 1 50 100 142
‖A(ξi)− ϕ‖ 1.1 · 10−4 5.8 · 10−6 7.8 · 10−8 9.4 · 10−10
‖ξi − ξ(1)‖ 4 · 10−1 1.1 · 10−1 1.2 · 10−2 1.7 · 10−3
εi 6 · 10−1 1.4 · 10−1 1.6 · 10−2 1.7 · 10−3
Таблица 1.9.2. Результаты восстановления ξ(2)
i 1 20 40 54
‖A(ξi)− ϕ‖ 5.6 · 10−5 4.3 · 10−6 2.7 · 10−6 8.1 · 10−10
‖ξi − ξ(1)‖ 2.7 · 10−1 1.1 · 10−1 9.7 · 10−2 7.3 · 10−2
εi 3.7 · 10−1 1.5 · 10−1 1.3 · 10−1 9.9 · 10−2
Таблица 1.9.3. Результаты восстановления ξ(3)
i 1 200 400 515
‖A(ξi)− ϕ‖ 1.8 · 10−5 1.4 · 10−8 1.1 · 10−8 9.9 · 10−9
‖ξi − ξ(1)‖ 1.5 · 10−1 9.7 · 10−2 9.2 · 10−2 9 · 10−2
εi 3.1 · 10−1 2 · 10−1 1.9 · 10−1 1.8 · 10−1
2. Прямые и обратные граничные
задачи для моделей стационарной
тепловой конвекции высоковязкой
жидкости
В этой главе ставятся и исследуются прямые и обратные
граничные задачи для моделей стационарной тепловой кон-
векции высоковязкой жидкости. Такие модели могут исполь-
зуются при исследовании различных геофизических процес-
сов [104, 105, 110]. Решение многих геофизических задач чрез-
вычайно важно с точки зрения их приложений, к примеру,
осадочные бассейны являются природными хранителями по-
лезных ископаемых, в частности, большинство исследованных
месторождений нефти и газа связаны с такими геологически-
ми структурами; изучение вулканов и их теплового режима по-
могает в предсказании вулканических извержений; мантийная
конвекция является одной из причин движения континентов на
планете и источником землетрясений, происходящих на грани-
цах разломов литосферных плит. Кроме того, модели конвек-
ции высоковязкой жидкости могут использоваться в промыш-
ленности при отработке процессов изготовления стекла в пла-
вильных печах [102].
Прямая задача состоит в нахождении решения соответству-
ющей краевой задачи при заданных данных на границе области
изменения независимой пространственной переменной (обла-
сти протекания процесса). Обратная граничная задача состоит
в нахождении решения соответствующей краевой задачи при
заданных данных на некоторой части границы области изме-
нения независимой пространственной переменной (на той ча-
сти границы, где прямое измерение этого решения возможно)
и взятии подходящего следа от этого решения на другой части
границы области изменения независимой пространственной пе-
ременной (на той части границы, где прямое измерение это-
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го решения по каким-либо причинам невозможно). При этом
предполагается, что на той части границы, где заданы исход-
ные краевые условия (на которой прямые измерения возмож-
ны), заданы некоторые дополнительные граничные условия.
Математическая постановка прямой задачи приводит к сме-
шанной краевой задаче для системы эллиптических уравнений
второго порядка. Математическая постановка обратной задачи
приводит к обобщенной задаче Коши для системы эллиптиче-
ских уравнений второго порядка. Особенность прямой задачи
состоит в неоднородности и нерегулярности смешанных гра-
ничных данных. Граничные данные не являются гладкими и
их нельзя продолжить внутрь области так, чтобы продолжение
было достаточно гладким и его можно было бы использовать
для переброски граничных данных в уравнение. Это приводит
к необходимости ослабления понятия решения прямой зада-
чи. Особенность обратной задачи состоит в ее нелинейности и
некорректности в соответствующих пространствах граничных
данных. Это приводит к необходимости построения специаль-
ных регуляризированных методов решения таких задач.
Для прямой и обратной задач вводятся понятия слабого
решения и отмечаются свойства этих решений.
Разработаны специальные регуляризирующие методы и ал-
горитмы решения обратных задач. Подробно описаны вариа-
ционный метод, метод квазиобращения, модификации извест-
ных методов Ньютона–Канторовича, Ландвебера, Левенберга–
Марквардта. Приводятся результаты численного моделирова-
ния решения обратных задач с граничными режимами различ-
ной степени гладкости.
2.1. Постановка прямой граничной задачи
Охарактеризуем сначала содержательную сторону задачи.
В некоторой области Ω ⊂ Rm, m = 2, 3, рассматривается дви-
жение высоковязкой несжимаемой теплопроводной ньютонов-
ской жидкости, находящейся в поле силы тяжести под воздей-
ствием некоторого внешнего теплового режима. Математиче-
ская модель установившегося движения такой жидкости пред-
ставлена следующей обезразмеренной краевой задачей в при-
ближении Буссинеска [25, 51, 90, 98]
∆u = ∇ p − RaT em, x ∈ Ω , (2.1.1)
div u = 0, x ∈ Ω , (2.1.2)
div (k∇T ) = (u , ∇T ), x ∈ Ω , (2.1.3)
u = 0, x ∈ Γ , (2.1.4)
T = v , x ∈ Γ1 , (2.1.5)
k
∂T
∂n
= w , x ∈ Γ2 , (2.1.6)
где x = (x1, . . . , xm) — точка пространства R
m; u =
(u1(x ), . . . , um(x ))— вектор скорости движения среды в точ-
ках x области Ω; p = p(x ) — давление; Ra — число Рэлея;
T = T (x ), x ∈ Ω, — температура среды в области Ω; k = k(x ),
x ∈ Ω, — заданный коэффициент температуропроводности сре-
ды в области Ω; v = v(x ) и w = w(x ) — заданные функции,
определенные на частях Γ1 и Γ2 границы Γ области Ω соответ-
ственно, характеризующие внешние факторы (режимы) взаи-
модействия среды, находящейся внутри области Ω, с окружа-
ющей средой (функция v = v(x ) характеризует заданное рас-
пределение температуры на Γ1, функция w = w(x ) характери-
зует заданное распределение потока тепла на Γ2, Γ = Γ1 ∪ Γ2,
Γ1 ∩ Γ2 = ∅ ); n — единичный вектор внешней нормали в точ-
ках границы Γ области Ω; em — орт оси xm.
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Рассматриваемая модель естественной тепловой конвекции
наиболее близка к моделям рассмотренным в [25, 98, 104–110].
В данной модели используются следующие допущения:
1. Рассматривается установившийся процесс теплообмена.
2. Вязкость жидкости считается постоянной.
3. Плотность жидкости зависит только от температуры.
4. Не учитывается генерация тепла, обусловленная диссипа-
цией механической энергии во внутреннюю из-за вязкого тре-
ния.
5. Не учитывается генерация тепла, обусловленная другими
внутренними источниками.
Прямая граничная задача состоит в нахождении рас-
пределения температуры T и скорости движения среды u в
области Ω в результате решения краевой задачи (2.1.1)–(2.1.6).
Эту задачу иногда кратко будем называть прямой задачей.
Рис. 2.1.1. Иллюстрация к постановке прямой задачи
Уточним постановку прямой задачи.
Будем считать, что область Ω принадлежит тем же клас-
сам областей, которые использовались в предыдущей главе.
Далее будут использоваться те же самые пространства функ-
ций Lp(Ω), Lp(Γ), Lp(Γ1), Lp(Γ2), W
l
p(Ω), Lp(Ω), Lp(Γ), Lp(Γ1),
Lp(Γ2), W
l
p(Ω),
H(Ω) =
{
u ∈W12(Ω) : u = 0 на Γ , div u = 0 в Ω
}
,
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G1(Ω) =
{
g ∈W 12 (Ω) : g = 0 на Γ1
}
,
G2(Ω) =
{
g ∈W 22 (Ω) : g = 0 на Γ1 ,
∂g
∂n
= 0 на Γ2
}
,
которые использовались в предыдущей главе.
Пусть далее для определенности
k ∈ C1(Ω) , v ∈ L2(Γ1) , w ∈ L2(Γ2) ;
0 < µ1 6 k(x ) 6 µ2 , x ∈ Ω , µ1 = const 6 µ2 = const .
При указанных условиях на параметры краевой задачи
(2.1.1)–(2.1.6), она может не иметь ни классического, ни обоб-
щенного решения [4, 51, 90]. Введем понятие слабого решения
краевой задачи (2.1.1)–(2.1.6), следуя [53]. Более подробные
рассуждения и выкладки см. в [32, 33, 36, 39].
Слабым решением краевой задачи (2.1.1)–(2.1.6) назовем
пару функций (u , T ) ∈ H(Ω)×L2(Ω), которая для любой пары
(f , g) ∈ H(Ω)×G2(Ω) удовлетворяет интегральным равенствам∫
Ω
m∑
i=1
m∑
j=1
∂ui
∂xj
∂fi
∂xj
dx = Ra
∫
Ω
T ( em , f ) dx , (2.1.7)
∫
Ω
T
(
div ( k∇g ) + (u ,∇g )
)
dx =
=
∫
Γ1
v k
∂g
∂n
dΓ−
∫
Γ2
w g dΓ . (2.1.8)
Таким образом, прямая граничная задача состоит в нахож-
дении слабого решения краевой задачи (2.1.1)–(2.1.6).
Прямая задача будет использоваться при решении обратной
задачи.
Замечание 2.1.1. Давление p исключается из равенств
(2.1.7), (2.1.8) в силу того, что компонента u решения ищется
в классе соленоидальных функций равных нулю на границе Γ,
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т. е. в классе H(Ω), такому же классу принадлежит и функция
f ∈ H(Ω)∫
Ω
(∇ p , f ) dx = 0 ∀ p ∈W 12 (Ω) , ∀ f ∈ H(Ω) .
Если найдено слабое решение (u , T ) ∈ H(Ω) × L2(Ω) крае-
вой задачи (2.1.1)–(2.1.6), то согласно [51], [90, c. 20–27], суще-
ствует такая функция p ∈ L2(Ω), что пара (u , p) удовлетворяет
уравнениям (2.1.1), (2.1.2) в смысле теории распределений. Ес-
ли слабое решение (u , T ) обладает достаточной гладкостью, то
скалярная функция p может быть найдена с помощью инте-
грирования из уравнения (2.1.1). Функция p определяется од-
нозначно с точностью до аддитивной постоянной.
Замечание 2.1.2. Из способа введения слабого решения
краевой задачи (2.1.1)–(2.1.6) (см. подробные рассуждения в
[32, 33, 36, 39]) вытекает следующее заключение. Если краевая
задача (2.1.1)–(2.1.6) допускает классическое решение, то клас-
сическое решение этой краевой задачи, принадлежащее соот-
ветствующим пространствам Соболева, является и ее сильным
решением из пространства W 22 (Ω) ×W 22 (Ω), и ее обобщенным
решением из пространства W 12 (Ω)×W 12 (Ω), и ее слабым реше-
нием из пространства H(Ω)×L2(Ω). С другой стороны, доста-
точно гладкое и принадлежащее соответствующему простран-
ству Соболева, слабое решение краевой задачи (2.1.1)–(2.1.6)
будет являться и ее обобщенным решением, и ее сильным ре-
шением, и ее классическим решением. Соответствующие обос-
нования утверждений замечания аналогичны [49–51,59, 90].
Замечание 2.1.3. Наряду с поставленной прямой задачей,
так же как и при изучении обратных задач и численном мо-
делировании, могут рассматриваться варианты задач, в кото-
рых граница Γ разделена на большее конечное число частей, на
каждой из которых задается граничное условие первого, второ-
го или третьего рода. Такие варианты задач изучаются совер-
шенно аналогично и результаты в таких задачах также получа-
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ются аналогичными. В частности, при исследовании одного из
вариантов обратной задачи ниже будет использоваться прямая
задача
∆u = ∇ p − RaT em, x ∈ Ω , (2.1.9)
div u = 0, x ∈ Ω , (2.1.10)
div (k∇T ) = (u , ∇T ), x ∈ Ω , (2.1.11)
u = 0, x ∈ Γ , (2.1.12)
T = v , x ∈ Γ1 , (2.1.13)
T = ξ , x ∈ Γ2 . (2.1.14)
Далее, при численном моделировании, в качестве Ω будет
рассматриваться прямоугольная область (1.1.6)–(1.1.10), гра-
ница которой условно разделена на четыре части. На границах
Γ2 и Γ4 будут заданы неизменные условия теплоизолированно-
сти
k
∂ T
∂n
= 0 , x ∈ Γ2 ∪ Γ4 .
Граница Γ1 будет недоступна измерениям, на ней необходи-
мо будет определить граничный режим
T = ξ , x ∈ Γ1 .
Граница Γ3 будет доступна измерениям, на ней будут зада-
ны условия (измерения)
T = 0 , k
∂ T
∂n
= ϕ , x ∈ Γ3 .
2.2. Разрешимость и устойчивость прямой
граничной задачи
Прямую задачу (2.1.1)–(2.1.6) будем считать корректно
поставленной если она имеет единственное слабое решение,
которое непрерывно зависит от входных граничных данных
v ∈ L2(Γ1), w ∈ L2(Γ2). Слабая разрешимость, единственность
и устойчивость краевой задачи (2.1.1)–(2.1.6) доказана в рабо-
тах [32, 33, 36–39]. Приведем формулировки соответствующих
теорем.
Рассмотрим вспомогательную краевую задачу
div ( k∇Φ ) = 0 , x ∈ Ω , (2.2.1)
Φ = v , x ∈ Γ1 , (2.2.2)
k
∂Φ
∂n
= w , x ∈ Γ2 . (2.2.3)
Слабым решением краевой задачи (2.2.1)–(2.2.3) назовем
функцию Φ ∈ L2(Ω), удовлетворяющую интегральному тож-
деству ∫
Ω
Φ div ( k∇ψ ) dx =
=
∫
Γ1
v k
∂ψ
∂n
dΓ−
∫
Γ2
wψ dΓ, ∀ ψ ∈ G2(Ω) . (2.2.4)
Теорема 2.2.1. Слабое решение краевой задачи (2.2.1) −
(2.2.3) существует и единственно.
От краевой задачи (2.1.1)–(2.1.6) перейдем к рассмотрению
аналогичной краевой задачи с однородными граничными усло-
виями для T . Для этого введем замену T˜ = T −Φ, где Φ — сла-
бое решение краевой задачи (2.2.1)–(2.2.3). Тогда однородная
задача, соответствующая краевой задаче (2.1.1)–(2.1.6), запи-
шется в следующей форме
∆u = ∇ p−Ra (T˜ +Φ) em , x ∈ Ω , (2.2.5)
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div u = 0 , x ∈ Ω , (2.2.6)
div (k∇ T˜ ) = (u , (∇T˜ +∇Φ)) , x ∈ Ω , (2.2.7)
u = 0 , x ∈ Γ , (2.2.8)
T˜ = 0 , x ∈ Γ1 , (2.2.9)
k
∂T˜
∂n
= 0 , x ∈ Γ2 . (2.2.10)
Вопрос о разрешимости краевой задачи (2.1.1)–(2.1.6) сво-
дится к вопросу о разрешимости краевой задачи (2.2.5)–
(2.2.10). Решение этой краевой задачи понимается в обобщен-
ном смысле.
Под обобщенным решением однородной краевой задачи
(2.2.5)–(2.2.10) будем понимать пару функций (u , T˜ ) ∈ H(Ω)×
G1(Ω), которая для любой пары функций (f , g) ∈ H(Ω)×G1(Ω)
удовлетворяет тождествам∫
Ω
m∑
i=1
m∑
j=1
∂ui
∂xj
∂fi
∂xj
dx = Ra
∫
Ω
( T˜ +Φ) ( em , f ) dx , (2.2.11)
∫
Ω
k (∇ T˜ ,∇ g ) dx =
∫
Ω
( T˜ +Φ) (u ,∇ g ) dx . (2.2.12)
Теорема 2.2.2. Пусть исходные данные краевой задачи
(2.1.1) − (2.1.6) таковы, что v ∈ L2(Γ1), w ∈ L2(Γ2) и выпол-
няется неравенство
2mC1Ra
(
C2 ‖ v ‖L2(Γ1) + C3 ‖w ‖L2(Γ2)
)
< µ1 .
Тогда ее слабое решение (u, T ) ∈ H(Ω) × L2(Ω), удовлетворя-
ющее тождествам (2.1.7), (2.1.8), существует и единствен-
но. Кроме того, u ∈ L∞(Ω), а компонента T слабого реше-
ния может быть представлена в виде суммы T = T˜ + Φ,
состоящей из компоненты T˜ ∈ G1(Ω) обобщенного решения
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(u, T˜ ) ∈ H(Ω) × G1(Ω) краевой задачи (2.2.5) − (2.2.10) с од-
нородными граничными условиями для T˜ и слабого решения
Φ ∈ L2(Ω) вспомогательной задачи (2.2.1) − (2.2.3) с неодно-
родными граничными условиями. Для слабого решения и его
составляющих справедливы следующие оценки
‖Φ ‖L2(Ω) 6 C2 ‖ v ‖L2(Γ1) + C3 ‖w ‖L2(Γ2) ,
‖∇T˜ ‖L2(Ω) 6
mC4Ra ‖Φ ‖2L2(Ω)
µ1 −mC1Ra ‖Φ ‖L2(Ω)
,
‖∇ T˜ ‖L2(Ω) 6 mµ−11 ‖u ‖L∞(Ω) ‖Φ ‖L2(Ω) ,
‖u ‖L∞(Ω) 6
µ1C4Ra ‖Φ ‖L2(Ω)
µ1 −mC1Ra ‖Φ ‖L2(Ω)
,
‖u ‖H(Ω) 6 µ−11 C5Ra ‖ T˜ +Φ ‖L2(Ω) ,
где C1, C2, C3, C4, C5 — некоторые положительные констан-
ты, вычисляемые по известным параметрам задачи и не за-
висящие от оцениваемых и оценивающих величин.
Аналогично доказывается следующая теорема.
Теорема 2.2.3. Пусть исходные данные краевой задачи
(2.1.9) − (2.1.14) таковы, что v ∈ L2(Γ1), ξ ∈ L2(Γ2) и выпол-
няется неравенство
2mC∗1 Ra
(
C∗2 ‖ v ‖L2(Γ1) + C∗3 ‖ ξ ‖L2(Γ2)
)
< µ1 .
Тогда ее слабое решение (u, T ) ∈ H(Ω)×L2(Ω), удовлетворяю-
щее интегральным тождествам∫
Ω
m∑
i=1
m∑
j=1
∂ui
∂xj
∂fi
∂xj
dx = Ra
∫
Ω
T ( em , f ) dx ,
∫
Ω
T
(
div ( k∇g ) + (u ,∇g )
)
dx =
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=∫
Γ1
v k
∂g
∂n
dΓ +
∫
Γ2
ξ k
∂g
∂n
dΓ
для любой пары функций (f, g) ∈ H(Ω)× G˜2(Ω),
G˜2(Ω) =
{
g ∈W 22 (Ω) : g = 0 на Γ
}
,
существует и единственно. Кроме того, u ∈ L∞(Ω), а компо-
нента T слабого решения может быть представлена в виде
суммы T = T˜ + Φ, состоящей из компоненты T˜ ∈ G˜1(Ω) ={
g ∈ W 12 (Ω) : g = 0 на Γ
}
обобщенного решения (u, T˜ ) ∈
H(Ω) × G˜1(Ω) краевой задачи (2.2.5) − (2.2.10) с однородными
граничными условиями для T˜ и слабого решения Φ ∈ L2(Ω)
вспомогательной задачи
div ( k∇Φ ) = 0 , x ∈ Ω ,
Φ = v , x ∈ Γ1 ,
Φ = ξ , x ∈ Γ2 ,
с неоднородными граничными условиями. Для слабого решения
и его составляющих справедливы следующие оценки
‖Φ ‖L2(Ω) 6 C∗2 ‖ v ‖L2(Γ1) + C∗3 ‖ ξ ‖L2(Γ2) ,
‖∇T˜ ‖L2(Ω) 6
mC∗4 Ra ‖Φ ‖2L2(Ω)
µ1 −mC∗1 Ra ‖Φ ‖L2(Ω)
,
‖∇ T˜ ‖L2(Ω) 6 mµ−11 ‖u ‖L∞(Ω) ‖Φ ‖L2(Ω) ,
‖u ‖L∞(Ω) 6
µ1 C
∗
4 Ra ‖Φ ‖L2(Ω)
µ1 −mC∗1 Ra ‖Φ ‖L2(Ω)
,
‖u ‖H(Ω) 6 µ−11 C∗5 Ra ‖ T˜ +Φ ‖L2(Ω) ,
где C∗1 , C
∗
2 , C
∗
3 , C
∗
4 , C
∗
5 — некоторые положительные констан-
ты, вычисляемые по известным параметрам задачи и не за-
висящие от оцениваемых и оценивающих величин.
2.3. Постановка обратной граничной задачи
Охарактеризуем с содержательной точки зрения обратную
граничную задачу, соответствующую прямой граничной зада-
че. Как и прежде, в некоторой области Ω ⊂ Rm, m = 2, 3,
рассматривается движение высоковязкой несжимаемой тепло-
проводной ньютоновской жидкости, находящейся в поле силы
тяжести под воздействием некоторого внешнего теплового ре-
жима.
Предположим, что граница Γ области Ω условно разделена
на две части Γ1 и Γ2. Считается, что на части Γ1 границы воз-
можно прямое измерение необходимых параметров среды (на-
пример, температуры или потока тепла). На части Γ2 границы
прямое измерение необходимых параметров среды невозмож-
но, но знание этих параметров крайне необходимо.
Обратная граничная задача состоит в нахождении необхо-
димых параметров сплошной среды на части Γ2 границы Γ по
всей совокупности граничных данных, имеющихся на части Γ1
границы Γ, при учете соответствующей модели, описывающей
состояние среды в области Ω.
Для определенности будем считать, что на части Γ1 грани-
цы задаются и известны температура T = v и тепловой поток
k ∂ T/∂ n = ϕ. Искомыми величинами могут быть температу-
ра T на части Γ2 границы, или тепловой поток k ∂ T/∂ n на Γ2,
или одновременно одно и другое. Будем считать, для опреде-
ленности, что искомой величиной является температура T на
части Γ2 границы Γ. Варианты задачи с другими искомыми
величинами могут изучаться совершенно аналогично. Это свя-
зано с тем, что обратные граничные задачи могут решаться в
два этапа. На первом этапе (одинаковом для всех вариантов
искомых величин) решается краевая задача
∆u = ∇ p−RaT em , x ∈ Ω , (2.3.1)
div u = 0 , x ∈ Ω , (2.3.2)
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div (k∇T ) = (u , ∇T ) , x ∈ Ω , (2.3.3)
u = 0 , x ∈ Γ , (2.3.4)
T = v , x ∈ Γ1 , (2.3.5)
k
∂T
∂n
= ϕ , x ∈ Γ1 . (2.3.6)
На втором этапе по найденному решению T = T (x ), x ∈ Ω,
находятся или след T |Γ2 , или след k ∂ T/∂ n |Γ2 , или одновре-
менно одно и другое, или что-нибудь еще. Итак, для опреде-
ленности, далее будем рассматривать следующий вариант об-
ратной граничной задачи.
Обратная граничная задача состоит в нахождении тем-
пературы T |Γ2 на части Γ2 границы Γ в результате решения
краевой задачи (2.3.1)–(2.3.6).
Эту задачу иногда кратко будем называть обратной зада-
чей.
Рис. 2.3.1. Иллюстрация к постановке обратной задачи
Уточним постановку обратной задачи.
Будем считать, что все величины и параметры в обратной
задаче (в краевой задаче (2.3.1)–(2.3.6)) удовлетворяют тем же
условиям, каким удовлетворяют эти величины и параметры в
прямой задаче, и пусть ϕ ∈ L2(Γ1).
Введем в рассмотрение гильбертово пространство
G3(Ω) =
{
g ∈W 22 (Ω) : g = 0 на Γ2 ,
∂g
∂n
= 0 на Γ2
}
.
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В пространстве G3(Ω) будут использоваться скалярное произ-
ведение и норма пространства W 22 (Ω) или эквивалентные ей
нормы.
Слабым решением краевой задачи (2.3.1)–(2.3.6) назовем
всякую пару функций (u , T ) ∈ H(Ω)×L2(Ω), которая для лю-
бой пары (f , g) ∈ H(Ω) × G3(Ω) удовлетворяет интегральным
равенствам∫
Ω
m∑
i=1
m∑
j=1
∂ui
∂xj
∂fi
∂xj
dx = Ra
∫
Ω
T em f dx , (2.3.7)
∫
Ω
T
(
div ( k∇g ) + (u ,∇g )
)
dx =
=
∫
Γ1
v k
∂g
∂n
dΓ−
∫
Γ1
ϕg dΓ . (2.3.8)
Если ввести в рассмотрение нелинейный оператор
A : L2(Γ2) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ1
, (2.3.9)
где T — решение краевой задачи
∆u = ∇ p − RaT em , x ∈ Ω , (2.3.10)
div u = 0 , x ∈ Ω , (2.3.11)
div ( k∇T ) = (u ,∇T ) , x ∈ Ω , (2.3.12)
u = 0 , x ∈ Γ , (2.3.13)
T = v , x ∈ Γ1 , (2.3.14)
T = ξ , x ∈ Γ2 , (2.3.15)
то обратная задача сводится к решению нелинейного оператор-
ного уравнения
Aξ = ϕ . (2.3.16)
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Таким образом, обратная граничная задача состоит в на-
хождении следа T |Γ2 от соответствующего решения краевой
задачи (2.3.1)–(2.3.6) или в решении операторного уравнения
(2.3.16).
Замечание 2.3.1. Вернемся теперь к постановке задачи
и вопросу о следах. Хорошо известно [49–51, 59, 71, 97], что
функция T ∈ L2(Ω), вообще говоря, может не иметь следов
T |Γ1 ∈ L2(Γ1), T |Γ2 ∈ L2(Γ2) и тем более следов ∂ T/∂n |Γ1 ∈
L2(Γ1), ∂ T/∂n |Γ2 ∈ L2(Γ2). Чтобы сделать постановки об-
ратных граничных задач корректными, можно было бы посту-
пить следующим образом. Используемые здесь следы принад-
лежат более широким пространствам (пространствам функци-
оналов, пространствам Соболева с отрицательными показате-
лями [4,54,97]) и поэтому можно было бы поставить обратные
граничные задачи с использованием этих пространств. Одна-
ко практическая и компьютерная реализация методов решения
обратных задач стала бы тогда чрезвычайно трудной и гро-
моздкой. Поэтому будем придерживаться в данной работе дру-
гого подхода. Будем считать, как это иногда делается [26,52,68],
что параметры краевых задач принадлежат некоторым под-
пространствам используемых пространств, при привлечении
которых соответствующие следы существуют в пространствах
L2, постановки задач корректны, разрабатываемые методы и
алгоритмы осуществимы.
2.4. Некорректность обратной граничной задачи
Обратная задача (2.3.1)–(2.3.6) является, вообще говоря,
некорректной. Это следует из вполне непрерывности введен-
ного в предыдущем параграфе оператора A. Тогда, если суще-
ствует соответствующий оператор A−1, то он не может быть
ограниченным [34, гл. 4, § 6], поэтому решение обратной зада-
чи не будет обладать свойством непрерывной зависимости от
входных данных и обратная задача будет некорректной.
Для краевой задачи (2.1.1)–(2.1.6) справедливо утвержде-
ние.
Теорема 2.4.1. Если vi ⇁ v0 слабо в L2(Γ1), wi ⇁ w0
слабо в L2(Γ2), то Ti = T [vi, wi] → T0 = T [v0, w0] сильно в
L2(Ω) при i → ∞, где T = T [v,w] — слабое решение краевой
задача (2.1.1) − (2.1.6).
Доказательство теоремы аналогично доказательству теоре-
мы 1.4.1.
Аналогично доказывается следующая теорема.
Теорема 2.4.2. Если vi ⇁ v0 слабо в L2(Γ1), ξi ⇁ ξ0 слабо
в L2(Γ2), то Ti = T [vi, ξi] → T0 = T [v0, ξ0] сильно в L2(Ω)
при i → ∞, где T = T [v, ξ] — слабое решение краевой задача
(2.1.9) − (2.1.14).
Замечание 2.4.1. Далее, при описании методов и алго-
ритмов решения обратных задач, некоторые промежуточные
выкладки будут выполняться формально, однако они будут
вполне законными, если исходные данные задачи считать при-
надлежащими подходящим подпространствам (см. аналогич-
ные рассуждения в конце параграфа 1.4). Утверждения о глад-
кости решений в зависимости от гладкости исходных данных
см. в [32, 33, 36, 39].
2.5. Вариационный метод решения обратной
задачи
Нахождение неизвестного теплового режима ξ на Γ2 в об-
ратной задаче (2.3.1)–(2.3.6) можно свести к соответствующей
вариационной задаче по схеме, описанной в параграфе 1.5. Рас-
смотрим прямую задачу
∆u = ∇ p − RaT em , x ∈ Ω , (2.5.1)
div u = 0 , x ∈ Ω , (2.5.2)
div (k∇T ) = (u , ∇T ) , x ∈ Ω , (2.5.3)
u = 0 , x ∈ Γ , (2.5.4)
T = v , x ∈ Γ1 , (2.5.5)
T = ξ , x ∈ Γ2 . (2.5.6)
Пусть наблюдаемый тепловой режим ϕ = k ∂T/∂n на гра-
нице Γ1 в обратной задаче (2.3.1)–(2.3.6) соответствует неко-
торому заранее неизвестному тепловому режиму T = ξ∗ на
границе Γ2. Пусть T
∗ — компонента решения прямой задачи
(2.5.1)–(2.5.6) при ξ = ξ∗, тогда k ∂T ∗/∂n = ϕ на Γ1. Пусть
L2(Γ2) ⊇ V — некоторое множество допустимых граничных
режимов на границе Γ2 и известно, что ξ
∗ ∈ V .
Для граничных режимов ξ ∈ V рассмотрим функционал
качества
J0(ξ) =
∫
Γ1
(
k
∂Tξ
∂n
− ϕ
)2
dΓ ,
где Tξ — компонента решения прямой задачи (2.5.1)–(2.5.6).
Функционал качества должен принимать нулевое значение при
ξ = ξ∗ (J0(ξ
∗) = 0 ). Искомый граничный режим ξ∗ является
минимизирующим элементом в следующей вариационной (экс-
тремальной) задаче:
J0(ξ)→ min : ξ ∈ V ,
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то есть
ξ∗ ∈ argmin
{
J0(ξ) : ξ ∈ V
}
.
Для придания этой задаче минимизации некоторого запаса
устойчивости введем в функционал J0 стабилизирующую до-
бавку α ‖ ξ ‖2L2(Γ2) и рассмотрим следующий функционал:
J(ξ) = J0(ξ) + α ‖ ξ ‖2L2(Γ2) , (2.5.7)
где α — малый положительный параметр.
Таким образом, от решения обратной задачи (2.3.1)–(2.3.6)
переходим к решению вариационной (экстремальной) задачи
J(ξ)→ min : ξ ∈ V .
Для минимизации функционала J можно воспользоваться
вариантами метода сопряженных градиентов [15, с. 299], [99,
114]:
ξi+1 = ξi − λi∇ J(ξi).
Найдем градиент функционала ∇J(ξ). Зафиксируем эле-
мент ξ ∈ V и дадим ему приращение h ∈ W 22 (Γ2). Необхо-
димо найти линейную часть приращения функционала J(ξ +
h) − J(ξ). Пусть (Tξ+h, uξ+h, pξ+h) — решение прямой зада-
чи (2.5.1) – (2.5.6) с граничным условием T = ξ + h на Γ2, а
(Tξ , uξ, pξ) — решение прямой задачи (2.5.1) – (2.5.6) с гранич-
ным условием T = ξ на Γ2. Обозначим разность этих решений
через (T, u , p) = (Tξ+h − Tξ, uξ+h − uξ, pξ+h − pξ), она удовле-
творяет краевой задаче
∆u = ∇ p − RaT em , x ∈ Ω , (2.5.8)
div u = 0 , x ∈ Ω , (2.5.9)
div (k∇T ) = (u , ∇T ) + (u , ∇Tξ)+
+(uξ, ∇T ) , x ∈ Ω , (2.5.10)
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u = 0 , x ∈ Γ , (2.5.11)
T = 0 , x ∈ Γ1 , (2.5.12)
T = h , x ∈ Γ2 . (2.5.13)
Далее проведем ряд вспомогательных преобразований. Урав-
нение (2.5.8) умножим скалярно на вектор-функцию z ∈ H(Ω)
и получившееся равенство проинтегрируем по Ω. После инте-
грирования по частям получим
0 =
∫
Ω
(∆u −∇p+RaTem) z dx =
∫
Ω
∆u z dx−
∫
Ω
∇p z dx+
+
∫
Ω
Ra z em T dx =
m∑
i=1
(∫
Ω
∆ui zi dx−
∫
Ω
∂p
∂xi
zi dx
)
+
+
∫
Ω
Ra z em T dx =
m∑
i=1
(∫
Γ
∂ui
∂n
zi dΓ−
∫
Γ
∂zi
∂n
ui dΓ+
+
∫
Ω
∆zi ui dx−
∫
Γ
p zi cos(n , xi) dΓ +
∫
Ω
∂zi
∂xi
p dx
)
+
+
∫
Ω
Ra z em T dx =
[
потребуем, чтобы z |Γ = 0
и div z = 0 в Ω
]
=
∫
Ω
∆z u dx+
∫
Ω
Ra z em T dx.
В результате получим∫
Ω
∆z u dx+
∫
Ω
Ra z em T dx = 0. (2.5.14)
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Уравнение (2.5.10) умножим на вспомогательную скаляр-
ную функцию g ∈ W 22 (Ω) и получившееся равенство проинте-
грируем по Ω. После интегрирования по частям получим
0 =
∫
Ω
(div(k∇T )− u ∇T − u ∇Tξ − uξ∇T ) g dx =
=
∫
Γ
k
∂T
∂n
g dΓ+−
∫
Γ
k
∂g
∂n
T dΓ+
∫
Ω
div(k∇g)T dx−
∫
Ω
u ∇T g dx−
−
∫
Ω
g∇Tξ u dx+
∫
Ω
uξ∇g T dx =
∫
Γ
k
∂T
∂n
g dΓ−
∫
Γ2
hk
∂g
∂n
dΓ+
∫
Ω
(div(k∇g) + uξ∇g)T dx−
∫
Ω
u ∇T g dx−
∫
Ω
g∇Tξ u dx =
=
[
потребуем, чтобы k
∂g
∂n
|Γ2 = 0, g|Γ1 = 2
(
k
∂Tξ
∂n
− ϕ
)]
=
= 2
∫
Γ1
(
k
∂Tξ
∂n
− ϕ
)
k
∂T
∂n
dΓ−
∫
Γ2
k
∂g
∂n
h dΓ+
+
∫
Ω
(div(k∇g) + uξ∇g)T dx−
∫
Ω
u ∇T g dx−
∫
Ω
g∇Tξ u dx.
В итоге имеем
2
∫
Γ1
(
k
∂Tξ
∂n
− ϕ
)
k
∂T
∂n
dΓ =
∫
Γ2
k
∂g
∂n
h dΓ +
∫
Ω
g∇Tξ u dx−
−
∫
Ω
(div(k∇g) + uξ∇g)T dx+
∫
Ω
u ∇T g dx. (2.5.15)
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Сложим равенства (2.5.14) и (2.5.15), получим
2
∫
Γ1
(
k
∂Tξ
∂n
− ϕ
)
k
∂T
∂n
dΓ =
∫
Γ2
k
∂g
∂n
h dΓ−
∫
Ω
(∆z + g∇Tξ)u dx−
−
∫
Ω
(div(k∇g) + uξ∇g +Ra z em)T dx (2.5.16)
Потребуем, чтобы для любых (u , T ) ∈ H(Ω)×L2(Ω) выполня-
лись тождества ∫
Ω
(∆z + g∇Tξ)u dx = 0,
∫
Ω
(div(k∇g) + uξ∇g +Ra z em)T dx = 0.
Отметим, что для любых функций q ∈ W 12 (Ω) и u ∈ H(Ω)
выполняется интегральное тождество∫
Ω
(∇ q , u ) dx = 0.
Потребуем, чтобы вспомогательные функции z и g удовле-
творяли краевой задаче
∆z + g∇Tξ = 0, x ∈ Ω, (2.5.17)
div z = 0, x ∈ Ω, (2.5.18)
div(k∇g) + uξ∇g − Ra z em = ∇q, x ∈ Ω, (2.5.19)
z = 0, x ∈ Γ, (2.5.20)
k
∂g
∂n
= 0, x ∈ Γ2, (2.5.21)
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g = 2
(
∂Tξ
∂n
− ϕ
)
, x ∈ Γ1. (2.5.22)
Далее краевую задачу (2.5.17)—(2.5.22) будем называть сопря-
женной задачей по отношению к прямой задаче (2.1.1)—(2.1.6).
Если учесть (2.5.17)—(2.5.22), то выражение (2.5.16) запишется
в виде
2
∫
Γ1
(
k
∂Tξ
∂n
− ϕ
)
k
∂T
∂n
dΓ =
∫
Γ2
k
∂g
∂n
hdΓ.
Рассмотрим приращение функционала J в точке ξ ∈ V
J(ξ + h)− J(ξ) =
∫
Γ1
(
k
∂Tξ+h
∂n
− ϕ
)2
dΓ + α
∥∥∥ ξ + h∥∥∥2
L2(Γ2)
−
−
∫
Γ1
(
k
∂Tξ
∂n
−ϕ
)2
dΓ−α
∥∥∥ ξ ∥∥∥2
L2(Γ2)
= 2
∫
Γ1
k
∂T
∂n
(
k
∂Tξ
∂n
−ϕ
)
dΓ+
+
∥∥∥ k ∂T
∂n
∥∥∥2
L2(Γ1)
+ 2α
∫
Γ2
ξ h dΓ + α
∥∥∥h∥∥∥2
L2(Γ2)
=
=
∫
Γ2
(k
∂g
∂n
+ 2α ξ)h dΓ+
∥∥∥ k ∂T
∂n
∥∥∥2
L2(Γ1)
+α
∥∥∥h∥∥∥2
L2(Γ2)
. (2.5.23)
Можно показать, что два последних слагаемых в (2.5.23)
составляют величину более высокого порядка малости, чем
‖h‖W 2
2
(Γ2). Таким образом, (W
2
2 , L2)–градиент функционала J
в точке ξ находится по формуле
∇J(ξ) = k ∂g
∂n
+ 2α ξ, x ∈ Γ2.
Для нахождения точек минимума функционала (2.5.7) бу-
дет использоваться метод сопряженных градиентов Флетчера-
Ривса [99, 114]:
ξi+1 = ξi + βi di , i = 0, 1, 2, ... ,
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di =
{ −∇J(ξi;αi) , i = 0 ,
−∇J(ξi;αi) + γi di−1 , i = 1, 2, ... ,
γi =
‖∇J(ξi;αi)‖2L2(Γ2)
‖∇J(ξi−1;αi−1)‖2L2(Γ2)
, i = 1, 2, ... .
На каждом шаге итерационного процесса предварительно
определяется параметр α = αi, содержащийся в выражении
∇J(ξi;αi), необходимом для вычисления di = di(α). Для этого
решается одномерная задача минимизации:
J( ξi + di(α) )→ min : α > 0 .
Шаг спуска βi (демпфирующий множитель) определялся в
результате решения задачи одномерной минимизации:
J(ξi + β di)→ min : β > 0.
Пусть далее при численном моделировании в качестве Ω
рассматривается прямоугольная область (1.1.6)–(1.1.10).
В области Ω будет рассматриваться прямая задача вида
∆u = ∇ p−RaT em , x ∈ Ω , (2.5.24)
div u = 0 , x ∈ Ω , (2.5.25)
div ( k∇T ) = (u ,∇T ) , x ∈ Ω , (2.5.26)
u = 0 , x ∈ Γ , (2.5.27)
T = ξ , x ∈ Γ1 , (2.5.28)
k
∂T
∂n
= 0 , x ∈ Γ2 ∪ Γ4 , (2.5.29)
T = 0 , x ∈ Γ3 . (2.5.30)
Пусть граничный режим T |Γ1 = ξ неизвестен, а на границе
Γ3 замеряется (наблюдается) поток
k
∂T
∂n
= ϕ , x ∈ Γ3 . (2.5.31)
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Тогда функционал (2.5.7) запишется в виде
J(ξ) =
l1∫
0
(
k
∂Tξ(x1, l2)
∂x2
−ϕ(x1)
)2
dx1+α
l1∫
0
ξ(x1)
2 dx1 . (2.5.32)
Сопряженная задача, необходимая для нахождения гради-
ента функционала (2.5.32), примет вид
∆z = ∇ q −∇ g Tξ , x ∈ Ω , (2.5.33)
div z = 0 , x ∈ Ω , (2.5.34)
div ( k∇g ) = −(uξ ,∇g )−Ra ( em , z ) , x ∈ Ω , (2.5.35)
z = 0 , x ∈ Γ , (2.5.36)
g = 2
(
∂Tξ
∂n
− ϕ
)
, x ∈ Γ1 , (2.5.37)
k
∂g
∂n
= 0 , x ∈ Γ2 ∪ Γ4 , (2.5.38)
g = 0 , x ∈ Γ3 . (2.5.39)
Опишем кратко алгоритм численного решения вариацион-
ной задачи. На каждой итерации последовательно выполняют-
ся следующие шаги.
1. Заданную или найденную на предыдущем шаге функ-
цию ξ = ξi подставляем в граничное условие прямой задачи
(2.5.24)–(2.5.30) и находим решение (uξ, Tξ) этой краевой за-
дачи.
2. Подставляем (uξ, Tξ) в сопряженную задачу (2.5.31)–
(2.5.39) и находим ее решение ( z , g, q) = ( z ξ, gξ, qξ).
3. По заданным ξ = ξi и g = gξi находим градиент
∇J( ξi;α ) = −k ∂gξi(x1, 0)
∂x2
+ 2α ξi(x1) , 0 6 x1 6 l1 .
4. Выполняем очередную итерацию метода сопряженных
градиентов и находим очередное приближение решения ξi+1.
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Алгоритм заканчивает работу при выполнении условия
J(ξi) < ε0 ,
где ε0 — заранее заданное малое положительное число.
Обратимся теперь к моделированию конкретных примеров.
При проведении вычислительных экспериментов фиксирова-
лись параметры
k = 1, Ra = 1, l1 = l2 = 1. (2.5.40)
В области Ω для численного решения прямой задачи (2.5.24)–
(2.5.30) и сопряженной задачи (2.5.31)–(2.5.39) задавалась рас-
четная сетка
Ωh = { (l h1, j h2) : l = 0, N1, j = 0, N2 } ,
где h1 = 1/N1 и h2 = 1/N2 — шаги сетки.
Для упрощения исходных систем уравнений в прямой и
вспомогательной задачах от естественных переменных «ско-
рость, давление» осуществляется переход к переменным «функ-
ция тока, вихрь скорости» [13,67]:
u1 =
∂ψ
∂x2
, u2 = − ∂ψ
∂x1
,
rotu = rot(u1, u2, 0) = (0, 0, η) , η =
∂u2
∂x1
− ∂u1
∂x2
,
где ψ — функция тока, η — третья компонента вихря скорости.
Тогда уравнения (2.5.1), (2.5.2) и соответствующее граничное
условие (2.5.4) преобразовываются к виду
−∆η = ∂T
∂x1
, x ∈ Ω , (2.5.41)
−∆ψ = η , x ∈ Ω , (2.5.42)
ψ = 0 ,
∂ψ
∂n
= 0 , x ∈ Γ . (2.5.43)
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Прямая и вспомогательная задачи решаются методом уста-
новления. Для численного решения уравнений (2.5.41) – (2.5.43)
при фиксированном T использовалась безусловно устойчи-
вая линеаризованная разностная схема стабилизирующей по-
правки [67, c. 482,697]. Разностная схема для прямой задачи
(2.5.24)–(2.5.30) может быть записана в следующем виде
ηn+1/2 − ηn
τ
+ Ληn+1/2 − (Tn+1)◦xα = 0 , (2.5.44)
Λψn+1 − ηn+1/2
τ
+ σ(x )(ψn+1 − ψn) = 0 , (2.5.45)
ηn+1 = Λψn+1 , (2.5.46)
Tn+1 − Tn
τ
+ V (un)Tn+1 + ΛTn+1 = 0 , (2.5.47)
Λy = Λ1y + Λ2y = −yx1x1 − yx2x2 ,
V (u)T = V1(u1)T + V2(u2)T ,
Vi(ui)T =
1
2
(
(uiT )◦xi
+ uiT◦xi
)
,
σ(x ) = σ1(x1) + σ2(x2) ,
σi(xi) =
{
0 , hi < xi < li − hi ,
2/h4i , xi = hi, li − hi .
Производная на границах Γ2 и Γ4 аппроксимируется со вто-
рым порядком точности обычным образом [68, c. 119].
Аналогично решалась сопряженная задача (2.5.31)–(2.5.39).
Моделировались обратные задачи по восстановлению трех
граничных режимов различной степени гладкости.
Пример 1: гладкий режим
ξ(1)(x1) = cos(3πx1) . (2.5.48)
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Пример 2: непрерывный кусочно-гладкий режим
ξ(2)(x1) =

0.1 , x1 ∈ (0; 0.1) ∪ (0.9; 1) ,
x1 , x1 ∈ (0.1; 0.5) ,
1− x1 , x1 ∈ (0.5; 0.9) .
(2.5.49)
Пример 3: разрывный режим
ξ(3)(x1) =

0.5 , x1 ∈ (0; 0.1) ,
x1 + 0.4 , x1 ∈ (0.1; 0.5) ,
0.9− x1 , x1 ∈ (0.5; 0.9) ,
0 , x1 ∈ (0.9; 1) .
(2.5.50)
Для получения дополнительной информации о значениях
k ∂T/∂n на границе Γ3 проводились квазиреальные экспери-
менты. Численно решались прямые задачи (2.5.24)–(2.5.30) при
граничных режимах (2.5.48), (2.5.49), (2.5.50). По результатам
решения прямых задач вычислялись значения потока тепла
k ∂T/∂n на границе Γ3 , которые и принимались за наблюдае-
мые потоки.
На рисунках 2.5.1–2.5.9 представлены следующие сведения
о вычислительных экспериментах:
— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
— изменение значений функционала J(ξ
(j)
i ), j = 1, 2, 3 в
зависимости от номера итерации i = 1, 2, ... ;
— изменение значений относительной погрешности ε
(j)
i в
зависимости от номера итерации i = 1, 2, ... , ε
(j)
i =
‖ ξ(j)i (·)− ξ(j)(·)‖L2(Γ1)/‖ ξ(j)(·) ‖L2(Γ1) , j = 1, 2, 3.
В таблицах (2.5.1)–(2.5.3) представлены результаты восста-
новления граничных режимов.
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Рис. 2.5.1. Восстановление гладкого граничного режима
Рис. 2.5.2. Значения целевого функционала при восстановлении
гладкого граничного режима
Рис. 2.5.3. Значения относительной погрешности при
восстановлении гладкого режима
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Рис. 2.5.4. Восстановление кусочно-гладкого граничного режима
Рис. 2.5.5. Значения целевого функционала при восстановлении
кусочно-гладкого граничного режима
Рис. 2.5.6. Значения относительной погрешности при
восстановлении кусочно-гладкого граничного режима
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Рис. 2.5.7. Восстановление разрывного граничного режима
Рис. 2.5.8. Значения целевого функционала при восстановлении
разрывного граничного режима
Рис. 2.5.9. Значения относительной погрешности при
восстановлении разрывного граничного режима
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Таблица 2.5.1. Результаты восстановления ξ(1)
i 15 30 45 60
J(ξi) 1.1 · 10−6 2.2 · 10−9 1.8 · 10−9 1.3 · 10−9
‖ξi − ξ(1)‖ 3.3 · 10−1 1.2 · 10−1 7.0 · 10−2 1.8 · 10−3
εi 5.9 · 10−1 3.6 · 10−2 3.3 · 10−2 2.8 · 10−2
Таблица 2.5.2. Результаты восстановления ξ(2)
i 1 3 5
J(ξi) 6.2 · 10−6 4.4 · 10−8 3.1 · 10−9
‖ξi − ξ(2)‖ 8 · 10−2 2.2 · 10−2 1.9 · 10−2
εi 2.7 · 10−1 7.5 · 10−2 6.5 · 10−2
Таблица 2.5.3. Результаты восстановления ξ(3)
i 2 25 70
J(ξi) 7.9 · 10−6 1.7 · 10−8 9.1 · 10−9
‖ξi − ξ(3)‖ 1.7 · 10−1 1.0 · 10−2 8.9 · 10−2
εi 3.2 · 10−1 2.1 · 10−1 1.82 · 10−1
2.6. Метод квазиобращения решения обратной
задачи
Рассмотрим метод решения поставленной обратной гранич-
ной задачи на основе метода квазиобращения. Для этого рас-
смотрим вспомогательную задачу, в которой модель движения
жидкости включает в себя регуляризованное уравнение тепло-
вого баланса
∆uα = ∇pα −Ra Tα e2, x ∈ Ω, (2.6.1)
divuα = 0, x ∈ Ω,
∆Tα = uα∇Tα + α ∂
4Tα
∂x12∂x22
, x ∈ Ω, (2.6.2)
при этом граничные условия для искомых функций остаются
прежними, т. е. для искомых функций uα и Tα рассматривают-
ся граничные условия (2.3.4)—(2.3.6). Ожидается, что вспомо-
гательная задача будет устойчивой при всех достаточно малых
α > 0. Теоретически установить сходимость Tα(·, 0)→ T (·, 0) =
v(·) при α → 0 довольно трудно. Проведем соответствующие
вычислительные эксперименты, которые позволят оценить ре-
альную обусловленность предлагаемого метода численного ре-
шения задачи.
Пусть далее при численном моделировании Ω является пря-
моугольной областью (1.1.6)–(1.1.10). В области Ω будет рас-
сматриваться прямая задача (2.5.24)–(2.5.30). Пусть гранич-
ный режим T |Γ1 = ξ неизвестен, а на границе Γ3 замеряется
(наблюдается) поток (2.5.31).
Обратную задачу (2.5.24) – (2.5.27), (2.5.29) – (2.5.31) мож-
но рассматривать как эволюционную задачу по пространствен-
ной переменной x2. Переобозначим переменные в уравнении
(2.5.26): эволюционную переменную обозначим через t (аналог
времени), t = l2−x2, и пусть x = x1. Тогда, если ввести обозна-
чения l = l1, ϑ = l2, u
(1) = u1, u
(2) = u2, то уравнение (2.5.26)
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перепишется в виде
∂2T
∂t2
+ u(2)
∂T
∂t
= u(1)
∂T
∂x
− ∂
2T
∂x2
, 0 < t < ϑ, 0 < x < l.
Возмущенное уравнение (2.6.2) в новых переменных будет
иметь вид
∂2Tα
∂t2
+ u(2)α
∂Tα
∂t
= α
∂4Tα
∂x2∂t2
+u(1)α
∂Tα
∂x
− ∂
2Tα
∂x2
, 0 < t < ϑ, 0 < x < l. (2.6.3)
Это уравнение дополняется начальными и граничными усло-
виями, вытекающими из (2.5.29) – (2.5.31)
Tα(x, 0) = 0 , k(x, 0)
∂Tα(x, 0)
∂t
= −ϕ(x) , 0 < x < l , (2.6.4)
∂Tα(0, t)
∂x
= 0 ,
∂Tα(l, t)
∂x
= 0 , 0 < t < ϑ . (2.6.5)
Для нахождения приближенного решения {uα, Tα} обрат-
ной задачи начально-краевая задача (2.6.3) – (2.6.5) дополня-
ется краевой задачей для определения поля скоростей, выра-
женной в переменных «функция тока, вихрь скорости»
−∆ηα = Ra ∂Tα
∂x1
, −∆ψα = ηα, (2.6.6)
ψα|Γ = 0,
∂ψα
∂n
∣∣∣∣
Γ
= 0, (2.6.7)
u(1)α =
∂ψα
∂x2
, u(2)α = −
∂ψα
∂x1
, ηα =
∂u
(2)
α
∂x1
− ∂u
(1)
α
∂x2
. (2.6.8)
Для численного решения задачи (2.6.3)–(2.6.8) в обла-
сти Ω задавалась равномерная расчетная сетка Ωh. Итоговая
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конечно-разностная аппроксимация уравнения (2.6.3) записы-
вается в следующем виде (индексы α у T для сокращения за-
писи опущены)
Ti,j−1 − 2Ti,j + Ti,j+1
τ2
+ u
(2)
i,j
Ti,j+1 − Ti,j−1
2τ
−
− α
τ2h2
(
Ti−1,j−1 − 2Ti,j−1 + Ti+1,j−1
)
+
2α
τ2h2
(
Ti−1,j − 2Ti,j+
+Ti+1,j
)
− α
τ2h2
(
Ti−1,j+1 − 2Ti,j+1 + Ti+1,j+1
)
=
= −Ti−1,j − 2Ti,j + Ti+1,j
( 1 + 0.5 |u(1)i,j |h )h2
+
|u(1)i,j |
h
Ti,j +
u
(1)
i,j − |u(1)i,j |
2h
Ti+1,j−
−u
(1)
i,j + |u(1)i,j |
2h
Ti−1,j, i = 1, n− 1 , j = 1,m . (2.6.9)
На каждом слое j разностное уравнение (2.6.9) решалось
методом трехдиагональной прогонки. Для определения значе-
ний искомой функции при j ∈ {0, 1} и i ∈ {0, N} использова-
лась стандартная аппроксимация граничных условий (2.6.4),
(2.6.5) [67]. Краевая задача (2.6.6)–(2.6.8) для определения по-
ля скоростей аппроксимируется аналогично (2.5.41) – (2.5.43).
Опишем кратко схему численного решения поставленной
обратной задачи методом квазиобращения. Для решения воз-
мущенной краевой задачи организуем итерационный процесс,
в котором это решение будет находиться методом установле-
ния, т. е. в результате стабилизации этого итерационного про-
цесса. Зададим сначала некоторое начальное приближение для
поля скоростей uα (например, положим uα = 0). На каждой
итерации при фиксированном α последовательно выполняются
следующие следующие шага:
1. Находим температуру Tα в результате решения задачи
(2.6.3) – (2.6.5) при некотором уже известном приближении
вектора скорости uα и подставляем Tα в задачу (2.6.6)–(2.6.8).
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2. Находим новое приближение вектора скорости uα в ре-
зультате решения задачи (2.6.6)–(2.6.8) при уже найденном на
предыдущем шаге приближении температуры Tα.
В итерационном процессе последовательно выполняются
шаги 1 и 2. Вычисления завершаются при установлении орга-
низованного итерационного процесса. След Tα(·, 0) компонен-
ты Tα установившегося решения принимается за приближение
к искомому граничному режиму.
Выбор параметра регуляризации осуществляется описан-
ным в параграфе 1.6 квазиоптимальным методом.
При формировании последовательности {αs} для выбора
квазиоптимального параметра регуляризации в методе квази-
обращения использовались параметры α0 = 0.01, b = 0.75,
S = 20.
Численное моделирование проводилось на равномерной сет-
ке 20 × 20 при фиксированных параметрах (2.5.40).
На рисунках 2.6.1–2.6.3 представлены результаты восста-
новления граничных режимов (2.5.49)–(2.5.50):
— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках).
В таблице (2.6.1) представлены результаты восстановления
граничных режимов.
Рис. 2.6.1. Восстановление гладкого граничного режима
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Рис. 2.6.2. Восстановление кусочно-гладкого граничного режима
Рис. 2.6.3. Восстановление разрывного граничного режима
Таблица 2.6.1. Результаты восстановления граничных режимов
режим α ε
ξ(1) 3.2 · 10−5 4.8 · 10−2
ξ(2) 5.6 · 10−4 4.8 · 10−2
ξ(3) 1.0 · 10−3 1.4 · 10−1
2.7. Метод Ньютона–Канторовича решения
обратной задачи
Нахождение неизвестного теплового режима ξ на Γ2 в об-
ратной задаче (2.3.1)–(2.3.6) можно свести к решению соответ-
ствующего нелинейного операторного уравнения (2.3.16). Дей-
ствительно, рассмотрим задачу
∆u = ∇ p − RaT em , x ∈ Ω , (2.7.1)
div u = 0 , x ∈ Ω , (2.7.2)
div (k∇T ) = (u , ∇T ) , x ∈ Ω , (2.7.3)
u = 0 , x ∈ Γ , (2.7.4)
T = v , x ∈ Γ1 , (2.7.5)
T = ξ , x ∈ Γ2 . (2.7.6)
Пусть на границе Γ1 наблюдается поток
ϕ = k
∂T
∂n
∣∣∣
Γ1
. (2.7.7)
Рассмотрим нелинейный оператор
A : L2(Γ2) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ1
∈ L2(Γ1) ,
где T — решение краевой задачи (2.7.1)–(2.7.6). Тогда обратная
задача (2.7.1)–(2.7.5), (2.7.7) сводится к решению нелинейного
операторного уравнения
Aξ = ϕ . (2.7.8)
Для решения этого операторного уравнения, как и в па-
раграфе 1.7, предлагается модифицировать метод Ньютона–
Канторовича [34, c. 470], [19, c. 71]
ξi+1 = ξi −
[
A′( ξi )
]−1
(A( ξi )− ϕ ) , i = 0, 1, . . . ,
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введением параметра регуляризации αi и демпфирующего мно-
жителя βi. Итерационный процесс для модифицированного ме-
тода Ньютона–Канторовича будет осуществляться по формуле
ξi+1 = ξi − βi
[
A′( ξi )
]−1
αi
(A(ξi )− ϕ ) , i = 0, 1, . . . .
Для реализации этого итерационного процесса требуется
предварительно найти производную Фреше A′ оператора A.
Выполним следующие вспомогательные преобразования. Фик-
сируем точку ξ ∈ L2(Γ2) и дадим ей приращение ζ ∈W 22 (Γ2) ⊂
L2(Γ2). Пусть T = Tξ+ζ − Tξ, u = uξ+ζ − uξ, p = pξ+ζ − pξ,
где (Tξ , uξ, pξ ) и (Tξ+ζ , uξ+ζ , pξ+ζ) — решения краевой зада-
чи (2.7.1)–(2.7.6) при граничных условиях (2.7.6) вида T |Γ2 = ξ
и T |Γ2 = ξ + ζ соответственно. Находим приращение значения
оператора в точке ξ:
A( ξ + ζ )−A( ξ ) = k ∂T
∂n
∣∣∣
Γ1
,
где T — удовлетворяет краевой задаче
∆u = ∇ p−RaT em , x ∈ Ω ,
div u = 0 , x ∈ Ω ,
div (k∇T ) = (uξ, ∇T )+
+ (u , ∇Tξ) + (u , ∇T ) , x ∈ Ω , (2.7.9)
u = 0 , x ∈ Γ ,
T = 0 , x ∈ Γ1 ,
T = ζ , x ∈ Γ2 .
Слагаемое (u ,∇T ) в уравнении (2.7.9) доставляет прираще-
ние значению оператора A в точке ξ величину более высокого
порядка малости, чем ‖ ζ ‖W 2
2
(Γ2). Отбрасывая это слагаемое в
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уравнении (2.7.9), находим линейную часть приращения значе-
ния оператора и находим, что значение производной Фреше A′
в точке ξ на элементе ζ вычисляется по формуле
A′( ξ ) ζ = k
∂Tζ
∂n
∣∣∣
Γ1
,
где Tζ — составляющая решения (Tζ , uζ , pζ ) краевой задачи
∆uζ = ∇ pζ −RaTζ em , x ∈ Ω , (2.7.10)
div uζ = 0 , x ∈ Ω , (2.7.11)
LT ≡ div ( k∇Tζ )− (uξ ,∇Tζ )−
−(uζ ,∇Tξ ) = 0 , x ∈ Ω , (2.7.12)
uζ = 0 , x ∈ Γ , (2.7.13)
Tζ = 0 , x ∈ Γ1 , (2.7.14)
Tζ = ζ , x ∈ Γ2 . (2.7.15)
Оператор [A′( ξ ) ]−1α действует следующим образом[
A′( ξ )
]−1
α
(χ ) = Tα
∣∣∣
Γ2
,
где Tα — решение вспомогательной краевой задачи, в которой
модель движения жидкости включает в себя регуляризованное
уравнение теплового баланса
∆uα = ∇ pα −RaTα em , x ∈ Ω , (2.7.16)
div uα = 0 , x ∈ Ω , (2.7.17)
LTα = α
∂ 4 Tα
∂ x 21 ∂ x
2
2
, x ∈ Ω , (2.7.18)
uα = 0 , x ∈ Γ , (2.7.19)
Tα = 0 , x ∈ Γ1 , (2.7.20)
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k
∂Tα
∂n
= χ , x ∈ Γ1 . (2.7.21)
Параметр αi выбирается описанным в параграфе 1.6 спосо-
бом. Демпфирующий множитель βi определяется в результате
решения задачи одномерной минимизации
‖A ( ξi−β [A′( ξi ) ]−1αi (A( ξi )−ϕ ) )−ϕ ‖L2(Γ2) → min : β > 0 .
Пусть далее при численном моделировании в качестве Ω
рассматривается прямоугольная область (1.1.6)–(1.1.10). В об-
ласти Ω будет рассматриваться прямая задача (2.5.24)–(2.5.30).
Пусть граничный режим T |Γ1 = ξ неизвестен, а на границе
Γ3 замеряется (наблюдается) поток
k
∂T
∂n
= ϕ , x ∈ Γ3 . (2.7.22)
Оператор A определяется следующим образом
A : L2(Γ1) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ3
∈ L2(Γ3) .
Задача (2.7.16)–(2.7.21), необходимая для нахождения
[A′( ξ ) ]−1α (χ ), где χ = A( ξ ) − ϕ, запишется в данном случае
в виде
∆uα = ∇ pα −RaTα em , x ∈ Ω , (2.7.23)
div uα = 0 , x ∈ Ω , (2.7.24)
div ( k∇Tα ) = (uξ ,∇Tα ) + (uα ,∇Tξ )+
+α
∂4Tα
∂x21∂x
2
2
, x ∈ Ω , (2.7.25)
uα = 0 , x ∈ Γ , (2.7.26)
Tα = 0 , x ∈ Γ1 , (2.7.27)
k
∂Tα
∂n
= 0 , x ∈ Γ2 ∪ Γ4 , (2.7.28)
k
∂Tα
∂n
= χ , x ∈ Γ1 . (2.7.29)
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Кратко опишем алгоритм численного решения оператор-
ного уравнения (2.7.8) модифицированным методом Ньютона–
Канторовича. На каждой итерации последовательно выполня-
ются следующие шаги.
1. Известное ξ = ξi подставляем в граничное условие пря-
мой задачи (2.5.24)–(2.5.30) и находим решение Tξ этой краевой
задачи.
2. Находим значение регуляризирующего параметра α = αi.
3. По Tξ находим
χ = k
∂Tξ
∂n
− ϕ , x ∈ Γ3 ,
подставляем эту функцию во вспомогательную задачу (2.7.23)–
(2.7.29) и находим [
A′( ξ )
]−1
αi
(χ ) .
4. Вычисляем значение демпфирующего множителя β = βi
и находим очередное приближение решения ξi+1.
Алгоритм заканчивает работу при выполнении условия
‖A( ξi )− ϕ ‖L2(Γ3) < ε0 ,
где ε0 — заранее заданное малое положительное число.
При проведении вычислительных экспериментов фиксиро-
вались параметры k = 1, Ra = 1, l1 = l2 = 1. В области Ω для
численного решения прямой задачи (2.5.24)–(2.5.30) и вспомо-
гательной задачи (2.7.23)–(2.7.29) задавалась расчетная сетка
Ωh = { (l h1, j h2) : l = 0, N1, j = 0, N2 } ,
где h1 = 1/N1 и h2 = 1/N2 — шаги сетки.
Прямая и вспомогательная задачи решаются методами,
описанными в параграфах 2.5 и 2.6.
Для ускорения счета при численном решении задачи (2.7.23)–
(2.7.29) использовался постоянный параметр α = 0.05.
Вычислительные эксперименты проводились на равномер-
ной сетке 20× 20. Рассчитывались обратные задачи по восста-
новлению трех граничных режимов (2.5.48)–(2.5.50).
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На рисунках 2.7.1–2.7.9 представлены следующие сведения
о вычислительных экспериментах:
— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
— изменение значений невязки ‖A(ξ(j)i )− ϕ‖ в зависимости
от номера итерации i = 1, 2, ... , j = 1, 2, 3 ;
— изменение значений относительной погрешности ε
(j)
i в
зависимости от номера итерации i = 1, 2, ... , ε
(j)
i =
‖ ξ(j)i (·)− ξ(j)(·)‖L2(Γ1)/‖ ξ(j)(·) ‖L2(Γ1) , j = 1, 2, 3.
В таблицах (2.7.1)–(2.7.3) представлены результаты восста-
новления граничных режимов.
Рис. 2.7.1. Восстановление гладкого граничного режима
Рис. 2.7.2. Значения невязки при восстановлении гладкого
граничного режима
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Рис. 2.7.3. Значения относительной погрешности при
восстановлении гладкого режима
Рис. 2.7.4. Восстановление кусочно-гладкого граничного режима
Рис. 2.7.5. Значения невязки при восстановлении кусочно-гладкого
граничного режима
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Рис. 2.7.6. Значения относительной погрешности при
восстановлении кусочно-гладкого граничного режима
Рис. 2.7.7. Восстановление разрывного граничного режима
Рис. 2.7.8. Значения невязки при восстановлении разрывного
граничного режима
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Рис. 2.7.9. Значения относительной погрешности при
восстановлении разрывного граничного режима
Таблица 2.7.1. Восстановление режима ξ(1)
i 1 3
‖A(ξi)− ϕ‖ 1.1 · 10−11 4 · 10−16
‖ξi − ξ(1)‖ 7 · 10−1 8.1 · 10−3
εi 9.4 · 10−1 1.1 · 10−2
Таблица 2.7.2. Восстановление режима ξ(2)
i 1 2 3 4
‖A(ξi)− ϕ‖ 1.8 · 10−6 1.2 · 10−8 7.1 · 10−11 9.8 · 10−13
‖ξi − ξ(2)‖ 2.5 · 10−1 1.5 · 10−1 1.9 · 10−2 1.8 · 10−2
εi 8.5 · 10−1 5.3 · 10−1 6.5 · 10−2 6.2 · 10−2
Таблица 2.7.3. Восстановление режима ξ(3)
i 1 14 28
‖A(ξi)− ϕ‖ 1.6 · 10−4 1.2 · 10−13 9.6 · 10−15
‖ξi − ξ(3)‖ 2.8 · 10−1 6.9 · 10−2 5.9 · 10−2
εi 5.8 · 10−1 1.4 · 10−1 1.2 · 10−1
2.8. Метод Ландвебера решения обратной задачи
В этом параграфе, как и в параграфе 1.8, предлагается
для решения обратной задачи (2.3.1)–(2.3.6) модифицировать
классический метод Ландвебера (или метод простой итерации)
[19, 26].
Рассмотрим прямую задачу (2.7.1)–(2.7.6). Пусть на грани-
це Γ1 наблюдается поток (2.7.7). Тогда решение соответствую-
щей обратной задачи (2.7.1)–(2.7.5), (2.7.7) может быть сведено
к решению нелинейного операторного уравнения (2.7.8).
Для решения операторного уравнения (2.7.8) модифициру-
ем метод Ландвебера
ξi+1 = ξi − αA′(ξi)∗ (A(ξi)− ϕ) ,
вводя регуляризующую добавку βi ξi и выбирая подходящее
значение параметра α на каждой итерации. Для модифициро-
ванного таким образом метода Ландвебера итерационный про-
цесс строится по следующим формулам
ξi+1 = ξi − αiA′(ξi)∗ (A(ξi)− ϕ ) + βi ξi .
При реализации этого итерационного процесса необходимо
знать как действует оператор A′∗, сопряженный к A′. Значе-
ние производной Фреше A′ оператора A в точке ξ ∈ L2(Γ1) на
элементе ζ ∈ L2(Γ2) вычисляется по формуле
A′( ξ )ζ = k
∂ Tζ
∂n
∣∣∣
Γ1
,
где Tζ — составляющая решения (Tζ , uζ , pζ) краевой задачи
(2.7.10)–(2.7.15). Для того, чтобы найти значение оператора A′∗
в точке ξ ∈ L2(Γ1) на элементе h ∈ L2(Γ1) необходимо получить
равенство вида
〈A′( ξ )ζ, h 〉L2(Γ1) = 〈 ζ, Ψ(ξ;h) 〉L2(Γ2), (2.8.1)
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где элемент Ψ(ξ;h) будет значением A′(ξ)∗ h. Выполним ряд
вспомогательных преобразований. Для решения краевой зада-
чи (2.7.10)–(2.7.15) (Tζ , uζ , pζ ) и для любой тройки элементов
g ∈ W 22 (Ω), z ∈ W22(Ω), q ∈ W 12 (Ω), выполняются следующие
интегральные равенства∫
Ω
(∆z , uζ ) dx+
∫
Γ
m∑
i=1
m∑
j=1
∂ui
∂xj
zi cos(n , xj) dΓ =
=
∫
Γ
pζ ( z , n) dΓ−
∫
Ω
pζ div z dx−
∫
Ω
RaTζ ( em, z ) dx , (2.8.2)
∫
Ω
Tζ
(
div ( k∇g ) + (uξ ,∇g )
)
dx+
∫
Ω
Tξ (uζ ,∇ g) dx =
=
∫
Γ2
ζ k
∂g
∂n
dΓ−
∫
Γ
k
∂Tζ
∂n
g dΓ , (2.8.3)
∫
Ω
divuζ q dx = 0 = −
∫
Ω
(uζ ,∇ q ) dx . (2.8.4)
Потребуем, чтобы для функций z и g выполнялись усло-
вия div z |Ω = 0, z |Γ = 0, g |Γ1 = h, g |Γ2 = 0. Учитывая эти
условия, суммируем равенства (2.8.2)–(2.8.4) и перегруппируем
части этих равенств так, чтобы получилось выражение вида∫
Ω
(uζ ,F (g, z , q) ) dx +
∫
Ω
Tζ Φ( g, z ) dx =
=
∫
Γ2
ζ k
∂g
∂n
dΓ−
∫
Γ1
k
∂Tζ
∂n
hdΓ .
В результате получим∫
Ω
(
uζ , ∆z −∇ q +∇ g Tξ
)
dx+
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∫
Ω
Tζ
(
div ( k∇ g ) + (uξ ,∇ g −Ra ( em , z ) )
)
dx =
=
∫
Γ2
ζ k
∂g
∂n
dΓ−
∫
Γ1
k
∂Tζ
∂n
hdΓ .
Далее потребуем, чтобы
∆z = ∇ q −∇ g Tξ , x ∈ Ω ,
div ( k∇g ) = −(uξ ,∇g )−Ra ( em , z ) , x ∈ Ω .
Таким образом, получаем выражение вида (2.8.1)∫
Γ2
ζ k
∂gh
∂n
dΓ =
∫
Γ1
k
∂Tζ
∂n
hdΓ ,
где gh — составляющая решения ( zh, gh, qh ) краевой задачи
∆ z = ∇ q −∇ g Tξ , x ∈ Ω , (2.8.5)
div z = 0 , x ∈ Ω , (2.8.6)
div ( k∇g ) = −(uξ ,∇ g )−Ra ( em , z ) , x ∈ Ω , (2.8.7)
z = 0 , x ∈ Γ , (2.8.8)
g = h , x ∈ Γ1 , (2.8.9)
g = 0 , x ∈ Γ2 . (2.8.10)
Из этого следует, что значение оператора A′∗ в точке ξ ∈
L2(Γ1) на элементе h ∈ L2(Γ1) вычисляется по формуле
A′(ξ)∗ h = k
∂gh
∂n
∣∣∣
Γ2
.
На каждом шаге итерационного процесса предварительно
определяется параметр αi, для этого решается одномерная за-
дача минимизации:
‖A
(
ξi − αA′(ξi)∗ (A(ξi)− ϕ )
)
− ϕ ‖ → min : α > 0 .
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Параметр βi определялся в результате решения задачи од-
номерной минимизации:
‖A
(
ξi − αiA′(ξi)∗ (A(ξi)− ϕ ) + β ξi
)
− ϕ ‖ → min : β > 0 .
Пусть далее при численном моделировании в качестве Ω
рассматривается прямоугольная область (1.1.6)–(1.1.10). В об-
ласти Ω будет рассматриваться прямая задача (2.7.22)–(2.7.28).
Пусть граничный режим T |Γ1 = ξ неизвестен, а на границе Γ3
замеряется (наблюдаются) поток
k
∂T
∂n
= ϕ , x ∈ Γ3 .
Оператор A определяется следующим образом
A : L2(Γ1) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ3
∈ L2(Γ3) .
При так введенном операторе A вспомогательная краевая
задача (2.8.5)–(2.8.10) примет вид
∆z = ∇ q −∇ g Tξ , x ∈ Ω , (2.8.11)
div z = 0 , x ∈ Ω , (2.8.12)
div ( k∇g ) = −(uξ ,∇g )−Ra ( em , z ) , x ∈ Ω , (2.8.13)
z = 0 , x ∈ Γ , (2.8.14)
g = h , x ∈ Γ1 , (2.8.15)
k
∂g
∂n
= 0 , x ∈ Γ2 ∪ Γ4 , (2.8.16)
g = 0 , x ∈ Γ3 . (2.8.17)
Опишем кратко алгоритм численного решения операторно-
го уравнения (2.7.8) модифицированным методом Ландвебера.
На каждой итерации последовательно выполняются следую-
щие шаги.
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1. Заданную или найденную на предыдущем шаге функ-
цию ξ = ξi подставляем в граничное условие прямой задачи
(2.7.22)–(2.7.28) и находим решение (uξ, Tξ) этой краевой за-
дачи.
2. Во вспомогательную задачу (2.8.11)–(2.8.17) подставляем
u = uξ и
h = k
∂Tξ(x1, l2)
∂x2
− ϕ
и находим ее решение ( z , g, q) = ( z h, gh, qh).
3. По вычисленному g = gh находим величину
A′(ξi)
∗ (A(ξi)− ϕ) .
4. Вычисляем значения параметров αi, βi и находим оче-
редное приближение решения ξi+1.
Алгоритм заканчивает работу при выполнении условия
‖A( ξi )− ϕ ‖L2(Γ3) < ε0 ,
где ε0 — заранее заданное малое положительное число.
При проведении вычислительных экспериментов фиксиро-
вались параметры k = 1, Ra = 1, l1 = l2 = 1. В области Ω для
численного решения прямой задачи (2.5.24)–(2.5.30) и вспомо-
гательной краевой задачи (2.8.11)–(2.8.17) задавалась расчет-
ная сетка
Ωh = { (l h1, j h2) : l = 0, N1, j = 0, N2 } ,
где h1 = 1/N1, h2 = 1/N2. Вспомогательная краевая задача
(2.8.11)–(2.8.17) решается аналогично прямой задаче (2.5.24)–
(2.5.30) методом установления.
Вычислительные эксперименты проводились на равномер-
ной сетке 20× 20.
Рассчитывались обратные задачи по восстановлению трех
граничных режимов (2.5.48)–(2.5.50).
На рисунках 2.8.1–2.8.9 представлены следующие сведения
о вычислительных экспериментах:
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— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
— изменение значений невязки ‖A(ξ(j)i )− ϕ‖ в зависимости
от номера итерации i = 1, 2, ... , j = 1, 2, 3 ;
— изменение значений относительной погрешности ε
(j)
i в
зависимости от номера итерации i = 1, 2, ... , ε
(j)
i =
‖ ξ(j)i (·)− ξ(j)(·)‖L2(Γ1)/‖ ξ(j)(·) ‖L2(Γ1) , j = 1, 2, 3.
В таблицах (2.8.1)–(2.8.3) представлены результаты восста-
новления граничных режимов.
Рис. 2.8.1. Восстановление гладкого граничного режима
Рис. 2.8.2. Значения невязки при восстановлении гладкого
граничного режима
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Рис. 2.8.3. Значения относительной погрешности при
восстановлении гладкого режима
Рис. 2.8.4. Восстановление кусочно-гладкого граничного режима
Рис. 2.8.5. Значения невязки при восстановлении кусочно-гладкого
граничного режима
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Рис. 2.8.6. Значения относительной погрешности при
восстановлении кусочно-гладкого граничного режима
Рис. 2.8.7. Восстановление разрывного граничного режима
Рис. 2.8.8. Значения невязки при восстановлении разрывного
граничного режима
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Рис. 2.8.9. Значения относительной погрешности при
восстановлении разрывного граничного режима
Таблица 2.8.1. Восстановление режима ξ(1)
i 1 10 48
‖A(ξi)− ϕ‖ 1.4 · 10−6 2.9 · 10−8 9 · 10−10
‖ξi − ξ(1)‖ 7.2 · 10−1 2.1 · 10−2 9 · 10−3
εi 9.8 · 10−1 2.9 · 10−2 1.2 · 10−2
Таблица 2.8.2. Восстановление режима ξ(2)
i 1 70 140 209
‖A(ξi)− ϕ‖ 1.1 · 10−5 1.1 · 10−7 3.4 · 10−8 9.9 · 10−9
‖ξi − ξ(1)‖ 1.4 · 10−1 2.2 · 10−2 1.9 · 10−2 1.8 · 10−2
εi 4.7 · 10−1 7.6 · 10−1 6.6 · 10−2 6.4 · 10−2
Таблица 2.8.3. Восстановление режима ξ(3)
i 1 80 160 236
‖A(ξi)− ϕ‖ 3.2 · 10−3 6.7 · 10−7 2.7 · 10−7 9.9 · 10−8
‖ξi − ξ(1)‖ 2.6 · 10−1 1.1 · 10−1 1.01 · 10−1 1 · 10−1
εi 5.4 · 10−1 2.2 · 10−1 2.11 · 10−1 2.1 · 10−1
2.9. Метод Левенберга-Марквардта решения
обратной задачи
В этом параграфе предлагается для решения обрат-
ной задачи (2.3.1)–(2.3.6) модифицировать метод Левенберга–
Марквардта [18, 19, 22].
Рассмотрим прямую задачу (2.7.1)–(2.7.6). Пусть на грани-
це Γ1 наблюдается поток (2.7.7). Тогда решение соответствую-
щей обратной задачи (2.7.1)–(2.7.5), (2.7.7) может быть сведено
к решению нелинейного операторного уравнения (2.7.8).
Для решения операторного уравнения (2.7.8) модифициру-
ем метод Левенберга–Марквардта
ξi+1 = ξi −
[
A′(ξi)
∗A′(ξi) + αE
]−1
A′(ξi)
∗ (A(ξi)− ϕ) ,
вводя демпфирующий множитель βi и выбирая подходящее
значение параметра α на каждой итерации. Для модифици-
рованного таким образом метода Левенберга–Марквардта ите-
рационный процесс строится по следующим формулам
ξi+1 = ξi − βi
[
A′(ξi)
∗A′(ξi) + αiE
]−1
A′(ξi)
∗ (A(ξi)− ϕ) .
Производная Фреше оператора A в точке ξ действует сле-
дующим образом
A′(ξ) ζ = k
∂Tζ
∂n
∣∣∣
Γ1
,
где Tζ — составляющая решения (Tζ , uζ , pζ) краевой задачи
(2.7.10)–(2.7.15).
Оператор A′(ξ)∗ сопряженный к оператору A′(ξ) действует
следующим образом
A′(ξ)∗h = k
∂gh
∂n
∣∣∣
Γ2
,
где gh — составляющая решения (gh, z h) вспомогательной за-
дачи (2.8.5)–(2.8.10).
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Введем следующие обозначения
ηi = A
′(ξi)
∗ (A(ξi)− ϕ) ,
B = A′(ξi)
∗A′(ξi) .
Тогда итерационный процесс для модифицированного ме-
тода Левенберга–Марквардта перепишется в виде
ξi+1 = ξi − βi (B + αiE )−1 ηi .
Для нахождения величины µ = [B + αE ]−1 η это равен-
ство сначала переписывается в неявном виде [B + αE ] µ = η
и для нахождения решения этого неявного уравнения строится
внутренний итерационный процесс:
µj+1 = η − [B + (α− 1)E ]µj .
На каждом шаге основного итерационного процесса предва-
рительно определяется параметр αi, для этого решается задача
одномерной минимизации
‖A(ξi − (B + αE)−1 ηi)− ϕ ‖ → min : α > 0 .
Демпфирующий множитель βi находится в результате ре-
шения задачи одномерной минимизации
‖A(ξi − β (B + αiE)−1 ηi)− ϕ ‖ → min : β > 0 .
Пусть далее при численном моделировании в качестве Ω
рассматривается прямоугольная область (1.1.6)–(1.1.10). В об-
ласти Ω будет рассматриваться прямая задача (2.5.24)–(2.5.30).
Пусть граничный режим T |Γ1 = ξ неизвестен, а на границе Γ3
замеряется (наблюдаются) поток
k
∂T
∂n
= ϕ , x ∈ Γ3 .
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Оператор A определяется следующим образом
A : L2(Γ1) ∋ ξ −→ k ∂ T
∂ n
∣∣∣
Γ3
∈ L2(Γ3) .
При так введенном операторе A вспомогательная краевая
задача (2.8.5)–(2.8.10) примет вид (2.8.11)–(2.8.17), краевая за-
дача (2.7.10)–(2.7.15) запишется в виде
∆u = ∇ p − RaT em , x ∈ Ω , (2.9.1)
div u = 0 , x ∈ Ω , (2.9.2)
div ( k∇T ) = (uξ ,∇T ) + (u ,∇Tξ ) , x ∈ Ω , (2.9.3)
u = 0 , x ∈ Γ , (2.9.4)
T = ζ , x ∈ Γ1 , (2.9.5)
k
∂T
∂n
= 0 , x ∈ Γ2 ∪ Γ4 , (2.9.6)
T = 0 , x ∈ Γ3 . (2.9.7)
Опишем кратко алгоритм численного решения операторно-
го уравнения (2.7.8) модифицированным методом Левенберга–
Марквардта. На каждой итерации последовательно выполня-
ются следующие шаги.
1. Заданную или найденную на предыдущем шаге функ-
цию ξ = ξi подставляем в граничное условие прямой задачи
(2.5.24)–(2.5.30) и находим решение (uξ, Tξ) этой краевой за-
дачи.
2. Во вспомогательную задачу (2.8.10)–(2.8.16) подставляем
u = uξ и
h = k
∂Tξ(x1, l2)
∂x2
− ϕ
и находим ее решение ( z , g, q) = ( z h, gh, qh).
3. По вычисленному g = gh находим величину
η = A′(ξi)
∗ h .
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4. Вычисляем значения параметров αi, βi и находим оче-
редное приближение решения ξi+1.
Алгоритм заканчивает работу при выполнении условия
‖A(ξi)− ϕ ‖ < ε0 ,
где ε0 — заранее заданное малое положительное число.
При проведении вычислительных экспериментов фиксиро-
вались параметры k = 1, Ra = 1, l1 = l2 = 1. В области Ω для
численного решения прямой задачи (2.5.24)–(2.5.30) и задачи
(2.9.1)–(2.9.7) задавалась расчетная сетка
Ωh = { (l h1, j h2) : l = 0, N1, j = 0, N2 } ,
где h1 = 1/N1 , h2 = 1/N2 .
Вычислительные эксперименты проводились на равномер-
ной сетке 20× 20.
Рассчитывались обратные задачи по восстановлению трех
граничных режимов (2.5.48)–(2.5.50).
На рисунках 2.9.1–2.9.9 представлены следующие сведения
о вычислительных экспериментах:
— точный режим ξ(j) = ξ(j)(x1), 0 6 x1 6 l1 (отмечен (*));
— промежуточные и конечные итерации ξ
(j)
i (x1), i = 1, 2, ... ,
j = 1, 2, 3 (номера итераций указаны в скобках);
— изменение значений невязки ‖A(ξ(j)i )− ϕ‖ в зависимости
от номера итерации i = 1, 2, ... , j = 1, 2, 3 ;
— изменение значений относительной погрешности ε
(j)
i в
зависимости от номера итерации i = 1, 2, ... , ε
(j)
i =
‖ ξ(j)i (·)− ξ(j)(·)‖L2(Γ1)/‖ ξ(j)(·) ‖L2(Γ1) , j = 1, 2, 3.
В таблицах (2.9.1)–(2.9.3) представлены результаты восста-
новления граничных режимов.
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Рис. 2.9.1. Восстановление гладкого граничного режима
Рис. 2.9.2. Значения невязки при восстановлении гладкого
граничного режима
Рис. 2.9.3. Значения относительной погрешности при
восстановлении гладкого режима
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Рис. 2.9.4. Восстановление кусочно-гладкого граничного режима
Рис. 2.9.5. Значения невязки при восстановлении кусочно-гладкого
граничного режима
Рис. 2.9.6. Значения относительной погрешности при
восстановлении кусочно-гладкого граничного режима
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Рис. 2.9.7. Восстановление разрывного граничного режима
Рис. 2.9.8. Значения невязки при восстановлении разрывного
граничного режима
Рис. 2.9.9. Значения относительной погрешности при
восстановлении разрывного граничного режима
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Таблица 2.9.1. Восстановление режима ξ(1)
i 1 500 1500 3064
‖A(ξi)− ϕ‖ 1.4 · 10−6 4.7 · 10−7 1.3 · 10−7 7.2 · 10−11
‖ξi − ξ(1)‖ 7.2 · 10−1 4.1 · 10−1 2.3 · 10−1 1.3 · 10−2
εi 9.7 · 10−1 5.5 · 10−1 3 · 10−1 1.8 · 10−2
Таблица 2.9.2. Восстановление режима ξ(2)
i 1 10 20 33
‖A(ξi)− ϕ‖ 1 · 10−5 6.5 · 10−8 4.8 · 10−8 8.5 · 10−9
‖ξi − ξ(1)‖ 1.3 · 10−1 2 · 10−2 1.9 · 10−2 1.8 · 10−2
εi 4.6 · 10−1 7.1 · 10−2 6.8 · 10−2 6.5 · 10−2
Таблица 2.9.3. Восстановление режима ξ(3)
i 1 400 800 1733
‖A(ξi)− ϕ‖ 2.6 · 10−3 1 · 10−8 6 · 10−9 9.9 · 10−10
‖ξi − ξ(1)‖ 4.8 · 10−1 9.1 · 10−2 8.3 · 10−2 7.3 · 10−2
εi 2 · 10−1 1.86 · 10−1 1.7 · 10−1 1.5 · 10−1
ПРИЛОЖЕНИЕ
В этом разделе приведены некоторые определения и фор-
мулы, которые использовались в данной книге.
Обобщенная производная [70, c. 339].
Пусть Dα —дифференциальный оператор
Dα =
∂|α|
∂xα11 . . . ∂x
αm
m
,
где α = (α1, . . . , αm) — мультииндекс, |α| = α1 + · · ·+ αm.
Пусть Ω ⊂ Rm — ограниченное открытое связное множе-
ство и mes ∂Ω 6= 0. Пусть функции ϕ(x) и χ(x) суммируемы по
любой строго внутренней подобласти Ω′ области Ω и для лю-
бой финитной α раз непрерывно дифференцируемой функции
ψ(x) выполняется соотношение∫
Ω
χ(x)ψ(x)dΩ = (−1)|α|
∫
Ω
ϕ(x)Dαψ(x)dΩ,
тогда функция χ(x) называется обобщенной производной Dαϕ
функции ϕ в Ω.
Пространства [50, c. 27].
Пространство Lp(Ω) — банахово пространство всех изме-
римых и суммируемых по Лебегу на Ω со степенью p функций
с нормой
‖ y ‖Lp(Ω) =
(∫
Ω
| y(x) |p dx
)1/p
, 1 6 p <∞.
Пространство Соболева W lp(Ω) — пространство всех функ-
ций из Lp(Ω), имеющих обобщенные производные до l-го по-
рядка включительно из пространства Lp(Ω) с нормой
‖ y ‖W lp(Ω) =
(∫
Ω
l∑
k=0
∑
(k)
∣∣∣ ∂k y
∂k1x1 . . . ∂knxn
∣∣∣p dx)1/p,
где
∑
(k)
обозначает суммирование всех возможных производных
порядка k, 1 6 p <∞, l ∈ N.
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Формула интегрирования по частям [50, c. 70].
Пусть Ω ⊂ Rm — строго липшицева область с границей Γ =
∂Ω, функции u ∈ W 1p (Ω), v ∈ W 1l (Ω), где l и p удовлетворяют
одному из условий:
1)
1
l
+
1
p
6 1 +
1
m
, если l ∈ (1, m), p ∈ (1, m);
2)
1
l
+
1
p
< 1 +
1
m
, если l > 1, p > 1 или p > 1, l > 1,
тогда справедлива формула интегрирования по частям∫
Ω
∂u
∂xi
v dΩ = −
∫
Ω
u
∂v
∂xi
dΩ+
∫
Γ
u v cos(n , xi) dΓ.
Формула Гаусса–Остроградского [26, c. 428].
Пусть Ω ⊂ Rm — ограниченная область с регулярной гра-
ницей, тогда для каждой вектор-функции u = (u1, · · · , um) с
ui ∈ C1(Ω) справедлива формула Гаусса–Остроградского:∫
Ω
m∑
i=1
∂ui
∂xi
dΩ =
∫
Γ
m∑
i=1
uini dΓ,
где n = (n1, · · · , nm) — единичный вектор внешней нормали в
точках границы Γ области Ω.
Первая формула Грина [21, c. 328].
Пусть Ω ⊂ Rm — ограниченная область с кусочно-гладкой
границей Γ = ∂Ω , v(x, y) ∈ C1(Ω) и w(x, y) ∈ C2(Ω) ∩ C1(Ω),
тогда справедлива первая формула Грина∫
Ω
v Lw dΩ =
∫
Ω
m∑
i=1
k
∂v
∂xi
∂w
∂xi
dΩ−
∫
Γ
k v
∂w
∂n
dΓ +
∫
Ω
q v w dΩ,
где Lw = − div(k∇w) + q w.
Вторая формула Грина [21, c. 329].
Пусть Ω ⊂ Rm — ограниченная область с кусочно-гладкой
границей Γ = ∂Ω ,v ∈ C2(Ω)∩C1(Ω) и w ∈ C2(Ω)∩C1(Ω), тогда
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справедлива вторая формула Грина∫
Ω
(v Lw −wLv ) dΩ =
∫
Γ
k
(
w
∂v
∂n
− v∂w
∂n
)
dΓ.
Сильный дифференциал (дифференциал Фреше)
[34, c. 481].
Пусть X и Y — два нормированных пространства и f —
отображение, действующее из X в Y и определенное на неко-
тором открытом подмножестве O ⊆ X. Отображение f назы-
вается дифференцируемым в точке x ∈ O, если существует та-
кой ограниченный линейный оператор Lx ∈ L (X;Y ), что для
любого ε > 0 можно найти такое δ > 0, при котором из нера-
венства ‖h‖ < δ следует неравенство
‖f(x+ h)− f(x)− Lxh‖ 6 ε‖h‖.
Выражение Lxh называется сильным дифференциалом (или
дифференциалом Фреше) отображения f в точке x. Сам линей-
ный оператор Lx называется сильной производной (или произ-
водной Фреше) отображения f в точке x и обозначается f ′(x).
Слабый дифференциал (дифференциал Гато) [34,
c. 482].
Пусть f есть отображение, действующее из X в Y . Слабым
дифференциалом (или дифференциалом Гато) отображения f
в точке x при приращении h называется предел
Df(x, h) =
d
dt
f(x+ t h)|t=0 = lim
t→0
f(x+ t h)− f(x)
t
,
где сходимость понимается как сходимость по норме в про-
странстве Y . Слабый дифференциал Df(x, h) может не быть
линейным по h. Если же такая линейность имеет место, то есть
Df(x, h) = A(x)h,
где A(x) — ограниченный линейный оператор, то этот оператор
называется слабой производной (или производной Гато).
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