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Résumé
Revenant sur la question de la séparation des représentations unitaires irréductibles d’un groupe de Lie
exponentiel G par leur application moment, nous présentons ici une nouvelle solution : au lieu de prolon-
ger l’application moment à l’algèbre enveloppante de G, nous proposons de définir une application (non
linéaire) Φ de g∗ dans le dual g+∗ de l’algèbre de Lie d’un groupe résoluble G+, de prolonger les repré-
sentations de G à G+ de telle façon que les orbites coadjointes correspondantes de G+ soient caractérisées
par l’adhérence de leur enveloppe convexe. Ceci nous permet de séparer les représentations irréductibles
de G.
© 2007 Elsevier Masson SAS. Tous droits réservés.
Abstract
Looking to the separation of irreducible unitary representations of an exponential Lie group G through
the image of their moment map, we propose here a new way: instead to extend the moment map to the
universal enveloping algebra of G, we define a non linear mapping Φ from the dual of the Lie algebra g of
G to the dual g+∗ of a larger solvable group G+, and we extend the representation from G to G+, in such
a manner that the corresponding coadjoint orbits in g+∗ have distinct closed convex hull. This allows us to
separate the irreducible unitary representations of G.
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Soit G un groupe de Lie exponentiel. On sait que le dual unitaire Ĝ de G est homéomorphe à
l’ensemble g∗/G des orbites coadjointes de G. La construction de la représentation πO associée
à l’orbite O = G du point  de g∗ est standard [6].
Réciproquement, N.J. Wildberger dans [8] a introduit la notion d’application moment d’une
représentation unitaire π d’un groupe de Lie G. Il s’agit de l’application moment naturelle de
l’action de G sur l’espace projectif PH de l’espace H de la représentation π . Cette application
peut être vue comme une application ψ de H∞ \ {0} dans g∗ définie par :
〈
ψ(ξ),X
〉= 1
i
〈dπ(X)ξ, ξ 〉H
〈ξ, ξ 〉H (X ∈ g).
Il a aussi montré que si G est nilpotent et π irréductible, l’ensemble moment de π , c’est à dire
la fermeture de l’image de ψ est l’enveloppe convexe fermée de l’orbite coadjointe O associée
à π . Ceci a été généralisé par [4] en particulier au cas des groupes résolubles.
Malheureusement l’application moment ne permet pas de retrouver directement l’orbite O
associée à π . Déjà dans le cas nilpotent, un contre-exemple a été donné par N.J. Wildberger :
deux orbites coadjointes distinctes peuvent avoir la même enveloppe convexe.
Afin de séparer des représentations irréductibles de G au moyen de l’application moment,
A. Baklouti, J. Ludwig et M. Selmi dans [5] ont étendu la définition de ψξ aux éléments de
l’algèbre enveloppante U(gC) de G. La séparation des représentations unitaires irréductibles
d’un groupe de Lie quelconque à l’aide de l’enveloppe convexe simplement fermée de l’image
de ψ dans le dual de U(gC) est alors possible (voir [1]).
Cependant cette extension de l’application ψ lui fait perdre son interprétation géométrique
initiale qui vient de l’action fortement hamiltonienne de G sur la variété symplectique de dimen-
sion infinie PH.
Le but de cet article est de montrer que l’on peut séparer les représentations unitaires irré-
ductibles d’un groupe de Lie exponentiel G en restant dans le cadre de l’application moment
géométrique usuelle. Pour cela, on définit, pour chaque algèbre de Lie exponentielle g une ex-
tension résoluble g+ de g par un idéal abélien de dimension finie a, on notera G+ le groupe de
Lie connexe et simplement connexe correspondant et ρ :g+∗ → g∗ la restriction canonique. On
définit aussi une application Φ de g∗ dans g+∗ telle que :
1. Pour tout  de g∗,O+ = G+Φ() = Φ(G) = Φ(O) et Φ est une bijection de l’orbiteO sur
la G+ orbite de Φ(), d’application réciproque ρ|Φ(g∗) : ρ ◦Φ = Idg∗ .
2. Les G+-orbites O+ = G+Φ() sont séparées par la fermeture de leur enveloppe convexe.
Il est alors possible d’étendre chaque représentation irréductible π de G en une représentation
irréductible πΦ de G+, puis en séparant les représentations πΦ , de séparer les représentations π
de G.
Remarquons que la construction générale présentée ici n’est pas canonique. Elle est basée sur
la stratification de g∗ et la définition d’une section pour l’action de G sur g∗ décrites dans [3,7].
Dans de nombreux exemples, des constructions plus régulières suffisent largement.
Par exemple, si g est spéciale, on montre qu’on peut séparer les orbites coadjointes génériques
de g∗ en passant à une extension g+ de g par un idéal abélien très simple et en choisissant une
application Φ quadratique.
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Afin de décrire le principe de notre construction, nous allons traiter deux exemples. Le pre-
mier est le contre-exemple de N.J. Wildberger [8], c’est à dire l’algèbre de Lie g nilpotente de
dimension 6, dont une base {X1, . . . ,X6} vérifie les relations de commutations suivantes :
[X5,X4] = X3, [X5,X3] = X2, [X5,X2] = X1,
[X6,X4] = X2, [X6,X3] = X1.
Notons  = (x1, . . . , x6) un point de g∗, avec xj = 〈,Xj 〉. En utilisant par exemple la mé-
thode de [2], on voit qu’on peut paramétrer les orbites coadjointes de G de la façon suivante.
Classe 1. Ω1 = { ∈ g∗, x1 	= 0}.
Les orbites de Ω1 sont de dimension 4, il y a deux fonctions invariantes qui les
caractérisent :
h1() = x1, h2() = x21x4 +
1
3
x32 − x1x2x3.
On a une bijection entre R4 = {(q1, q2,p1,p2)} et O donnée par la paramétrisation :
 =
(
h1, h1q1, h1q2 + h12 q
2
1 , h1q1q2 +
h1
6
q31 +
h2
h21
,p1,p2
)
((q1, q2,p1,p2) ∈ R4).
Classe 2. Ω2 = { ∈ g∗, x1 = 0, x2 	= 0}.
Les orbites de Ω2 sont encore de dimension 4, caractérisées par la fonction invariante
h3 :Ω2 → R définie par h3() = x2. On peut les paramétrer en
 =
(
0, h3, h3q1,
h3
2
q21 + h3q2,p1,p2
)
((q1, q2,p1,p2) ∈ R4).
Classe 3. Ω3 = { ∈ g∗, x1 = x2 = 0, x3 	= 0}.
Les orbites de Ω3 sont de dimension 2, caractérisées par les valeurs de deux fonctions
invariantes sur Ω3 : h4() = x3 et h5() = x6. On peut paramétrer ces orbites en
 = (0,0, h4, h4q,p,h5) ((q,p) ∈ R2).
Classe 4. Ω4 = { ∈ g∗, x1 = x2 = x3 = 0}.
Les orbites sont des points, caractérisés par leurs trois dernières coordonnées h6() =
x4, h7() = x5 et h8() = x6.
 = (0,0,0, h6, h7, h8).
Si  est dans la classe j (1 j  4), pour tous les points de l’orbite de , donc pour tous les
points ′ de l’enveloppe convexe fermée de cette orbite, on a :
xi(
′) = 0 si i < j, xj (′) = xj ().
Donc deux orbites appartenant à des classes distinctes ont des enveloppes convexes fermées
distinctes. Le même argument montre que deux orbites d’une classe j > 1 sont aussi séparées
par la fermeture de leur enveloppe convexe.
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h2, invariante de degré 3. Par exemple si x1 = x3 = 1 et x4 = 0, cette fonction se réduit à
h2() = h2(x2) = 13x
3
2 − x2.
Comme h2(0) = 0 = h2(
√
3 ), les points 1 = (1,0,1,0,0,0) et 2 = (1,
√
3,1,0,0,0) sont sur
la même orbite. Une combinaison convexe non triviale
f1 = λ2 + (1 − λ)1 = (1, λ
√
3,1,0,0,0) (0 < λ< 1)
appartient à une autre orbite : l’orbite caractérisée par h1 = 1, h2 =
√
3(λ3 − λ). Mais il existe
a < −√3 tel que h2(a) =
√
3(λ3 − λ). Donc les points f1 et f2 = (1, a,1,0,0,0) sont sur la
même orbite et 1 est une combinaison convexe de f1 et f2.
Les orbites de 1 et f1, bien que distinctes, ont même enveloppe convexe.
2.1. Première construction
Appelons maintenant g+ l’algèbre de Lie de base {Z,X1, . . . ,X6} où Z est central. On iden-
tifie g+ à R  g et g+∗ à R  g∗, en posant + = (z, x1, . . . , x6) avec z = 〈+,Z〉, xi = 〈+,Xi〉.
Les orbites coadjointes de g+∗ sont alors de la forme O+ = {h+1 } × O où O est une orbite
coadjointe de G. Il en est de même de leur enveloppe convexe et de l’adhérence de celle-ci,
Conv(O+) = {h+1 } × Conv(O).
On retrouve en particulier les mêmes classes Ω+j = R ×Ωj pour 1 j  4 et leur paramétrisa-
tion.
Définissons Φ :g∗ → g+∗ par :
Φ() = Φ(x1, . . . , x6) =
(
h2(), x1, . . . , x6
)
.
Par construction, l’image par Φ d’une orbite coadjointe de G est une orbite coadjointe de G+.
Soit O une orbite coadjointe de G, on a :
Conv
(
Φ(O))∩Φ(g∗) = Φ(O) et Conv(Φ(O))∩Φ(g∗) = Φ(O).
A travers l’application Φ , on peut donc séparer les orbites coadjointes de g∗ par l’enveloppe
convexe fermée de leur image.
2.2. Seconde construction
Si on veut se restreindre à une fonction Φ polynomiale de degré 2, on peut aussi étendre g
en g+ = V  g où V est le g-module de dimension 10 engendré par la fonction polynomiale
 → x24 :
V = Vect(x21 , x1x2, x1x3, x1x4, x22 , x2x3, x2x4, x23 , x3x4, x24).
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commutation suivantes :
[X5,Z10] = 2Z9, [X6,Z10] = 2Z7,
[X5,Z9] = Z7 +Z8, [X6,Z9] = Z4 +Z6,
[X5,Z8] = 2Z6, [X6,Z8] = 2Z3,
[X5,Z7] = Z3 +Z4, [X6,Z7] = Z4,
[X5,Z6] = Z2 +Z3, [X6,Z6] = Z2,
[X5,Z5] = 2Z2,
[X5,Z4] = Z3, [X6,Z4] = Z2,
[X5,Z3] = Z2, [X6,Z3] = Z1,
[X5,Z2] = Z1,
et en définissant Φ par :
Φ(x1, . . . , x6) = (z1, . . . , z10, x1, . . . , x6) =
(
ϕ(x), x
)
= (x21 , x1x2, x1x3, x1x4, x22 , x2x3, x2x4, x23 , x3x4, x24 , x1, . . . , x6).
Les orbites coadjointes des éléments + de g+∗ se répartissent en plusieurs classes. Nous ne
retenons que celles des points Φ() dans lesquelles les fonctions invariantes z1 − x21 , z2 − x1x2,
z3 − x1x3, z4 − x1x4, z5 − x22 , z6 − x2x3, z7 − x2x4, z8 − x23 , z9 − x3x4 et z10 − x24 sont nulles,
on note cette relation z = ϕ(x). C’est à dire on considère les classes suivantes :
Classe 1. Ω+1 = {+ ∈ g+∗, x1 	= 0, z = ϕ(x)}.
Il y a 2 fonctions invariantes, h1, h2, les orbites sont de dimension 4 et on peut les
paramétrer par (q1, q2,p1,p2) ∈ R4. Un point + de Ω+1 a pour coordonnées z = ϕ(x)
et
x1 = h1, x2 = h1q1, x3 = h12 q
2
1 + h1q2,
x4 = h16 q
3
1 + h1q1q2 + h2, x5 = p1, x6 = p2.
Classe 2. Ω+2 = {+ ∈ g+∗, x1 = 0, x2 	= 0, z = ϕ(x)}.
Il y a une fonction invariante h, les orbites sont de dimension 4 et on peut les pa-
ramétrer par (q1, q2,p1,p2) ∈ R4. Un point + de Ω+2 a pour coordonnées z = ϕ(x)
et :
x1 = 0, x2 = h, x3 = hq1,
x4 = h2q
2
1 + hq2, x5 = p1, x6 = p2.
Classe 3. Ω+3 = {+ ∈ g+∗, x1 = x2 = 0, x3 	= 0, z = ϕ(x)}.
Il y a deux fonction invariantes h1, h2, les orbites sont de dimension 2 et on peut les
paramétrer par (q,p) ∈ R2. Un point + de Ω+3 a pour coordonnées z = ϕ(x) et :
x1 = 0, x2 = 0, x3 = h1,
x4 = h1q, x5 = p, x6 = h2.
Classe 4. Ω+ = {+ ∈ g+∗, x1 = x2 = x3 = 0, z = ϕ(x)}.4
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Ω+4 a pour coordonnées z = ϕ(x) et :
x1 = 0, x2 = 0, x3 = 0,
x4 = h1, x5 = h2, x6 = h3.
On voit que dans tous les cas, l’image Φ(O) d’une orbite coadjointeO = G de G est l’orbite
coadjointe O+ = G+Φ() de G+.
D’autre part, la fermeture de l’enveloppe convexe d’une orbite d’une de ces classes a une
intersection vide avec les autres classes. Comme les fonctions invariantes des trois dernières
classes sont des coordonnées de +, comme dans la première construction les adhérences des
enveloppes d’orbites distinctes dans une de ces classes sont disjointes.
Soit enfin f = Φ(′′) = (ϕ(x′′), x′′1 , . . . , x′′6 ) un point de l’intersection Φ(g∗)∩ Conv(O+) de
l’image de Φ avec l’adhérence de l’enveloppe convexe d’une orbite de la classe 1, O+ = Φ(O)
caractérisée par les valeurs h1 et h2 des fonctions invariantes. Il existe donc trois suites (λn),
(+n = (ϕ(xn), x1n, . . . , x6n)) et (′+n = (ϕ(x′n), x′1n, . . . , x′6n)) dans [0,1] et O+ = Φ(O), telles
que
f = lim
n→nλn
+
n + (1 − λn)′+n .
En particulier, on trouve x1 = limn→∞ λnh1 + (1 − λn)h1 = h1. ′′ est donc un élément de la
classe Ω1, son orbite est caractérisée par les valeurs h1 et h′′2 des fonctions invariantes.
On a aussi :
z′′4 = limn→∞λn(x2n)
2 + (1 − λn)(x′2n)2 = (x′′2 )2 =
(
lim
n→∞λnx2n + (1 − λn)x
′
2n
)2
,
z′′6 = limn→∞λn(x3n)
2 + (1 − λn)(x′3n)2 = (x′′3 )2 =
(
lim
n→∞λnx3n + (1 − λn)x
′
3n
)2
.
On a donc,
lim
n→∞λn(1 − λn)(x2n − x
′
2n)
2
= lim
n→∞λnx2n
2 + (1 − λn)x′2n2 −
(
λnx2n + (1 − λn)x′2n
)2 = 0,
lim
n→∞λn(1 − λn)(x3n − x
′
3n)
2
= lim
n→∞λnx3n
2 + (1 − λn)x′3n2 −
(
λnx3n + (1 − λn)x′3n
)2 = 0.
Premier cas. La suite (λn(1 − λn)) a une valeur d’adhérence non nulle.
Quitte à passer à une sous suite, on peut supposer que λn → λ ∈ ]0,1[. De plus comme les
suites (λn(x2n)2 + (1 − λn)(x′2n)2) et (λn(x3n)2 + (1 − λn)(x′3n)2) convergent, les suites (x2n),
(x′2n), (x3n) et (x
′
3n) sont bornées. Quitte à se restreindre de nouveau à une sous-suite, on peut
supposer qu’elles convergent vers x2, x′2, x3 et x′3. Mais alors, à la limite :
z′′4 = λ(x2)2 + (1 − λ)(x′2)2 = (x′′2 )2 =
(
λx2 + (1 − λ)x′2
)2
,
z′′6 = λ(x3)2 + (1 − λn)(x′3)2 = (x′′3 )2 =
(
λx3 + (1 − λ)x′3
)2
.
Donc
λ(1 − λ)(x2 − x′2)2 = λ(1 − λ)(x3 − x′3)2 = 0.
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on obtient q1 = q ′1, q2 = q ′2. En reportant dans x′′2 et x′′3 , on obtient q1 = q ′1 = q ′′1 et q2 = q ′2 = q ′′2 .
De même, en reportant dans x′′4 , on obtient :
x′′4 =
h1
6
q31 + h1q1q2 + h′′2 = λx4 + (1 − λ)x′4 =
h1
6
q31 + h1q1q2 + h2.
Donc h′′2 = h2 et ′′ appartient à l’orbite O, f à l’orbite O+.
Second cas. La suite (λn(1 − λn)) tend vers 0.
Quitte à se restreindre à une sous-suite et à changer au besoin les rôles de n et ′n, on peut
supposer que (λn) tend vers 1. Alors la convergence de la suite (λn(xin)2 + (1 − λn)(x′in)2)(i = 2,3,4) montre que les suites (xin) sont bornées, on peut supposer qu’elles convergent
lim
n→∞xin = xi (i = 2,3,4).
Alors les suites (1−λn)x′in et (1−λn)(x′in)2 convergent respectivement vers x′′i −xi et z′′i −zi =
(x′′i )2 − (xi)2. Ceci impose x′′i = xi car si x′′i 	= xi , ces deux limites donnent :
lim
n→∞x
′
in = limn→∞
(1 − λn)(x′in)2
(1 − λn)x′in
= (x
′′
i )
2 − (xi)2
x′′i − xi
= x′′i + xi
et donc x′′i − xi = limn→∞(1 − λn)x′in = 0.
De x′′2 = x2, on déduit q ′′1 = q1, de x′′3 = x3 et q ′′1 = q1, on déduit q ′′2 = q2, de x′′4 = x4, q ′′1 = q1
et q ′′2 = q2, on déduit h′′2 = h2. f se trouve donc sur l’orbite Φ(O) caractérisée par h1 et h2.
Dans tous les cas, on a donc :
Conv(Φ(O))∩Φ(g∗) = Φ(O).
Et notre seconde construction nous permet, là aussi, de séparer les orbites par l’enveloppe
convexe de leur image par Φ .
Comme second exemple, nous étudions le groupe de Grélaud G, groupe exponentiel de di-
mension 3. Il existe une base (A,X,Y ) de l’algèbre de Lie de G telle que
[A,X + iY ] = (1 + i)(X + iY ).
Les orbites coadjointes sont bien connues. Si on note de façon naturelle  ∈ g∗ sous la forme
 = (x, y, a) avec a = 〈,A〉, x = 〈,X〉 et y = 〈,Y 〉. Il y a deux classes d’orbites
Classe 1. Ω1 = { ∈ g∗, ‖‖2 = x2 + y2 	= 0}.
Dans cette classe, on repère les orbites par l’angle h1 du point ′ ∈ G tel que
‖′‖2 = 1. Les orbites sont de dimension 2, paramatrées par :
O = {(eq cos(q + h1), eq sin(q + h1),p), p, q ∈ R}.
Classe 2. Ω2 = { ∈ g∗, ‖‖2 = 0}.
Les orbites sont triviales, caractérisées par la dernière coordonnée h2 du point.
O = {(0,0, h2)}.
Toutes les orbites non triviales ont la même enveloppe convexe :
Conv(O) = g∗ = Conv(O).
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Prenons g+ = R2  g en ajoutant deux éléments centraux Z1 et Z2. Un point ′ du dual de g+
a pour coordonnées ′ = (z1, z2, x, y, a) et définissons l’application Φ :g∗ → g+∗ par :
Φ() =
{
(cos(h1), sin(h1), x, y, a) si x2 + y2 	= 0,
(0,0,0,0, a) sinon.
L’application Φ est bien définie, même si elle n’est que mesurable. Puisque Z1 et Z2 sont
centraux, les orbites coadjointes de G+ sont de la forme {(z1, z2)} × O. On voit donc que
φ(O) = Φ(G) = G+Φ() = O+ pour tout  de g∗, puisque la valeur de l’angle h1 sépare
les orbites de la classe 1, les adhérences des enveloppes convexes des orbites G+Φ() séparent
les orbites images d’orbites de la classe 1. Il est clair que les orbites de la classe 2 sont séparées
entre elles et de celles-ci par les adhérences de leurs enveloppes convexes.
2.4. Seconde construction
Prenons g+ = R ⊕ g en ajoutant un élément Z à la base de g avec la relation de commutation
supplémentaire :
[A,Z] = 2Z.
On note + = (x, y, z, a) un point de g+∗. Définissons l’application Φ :g∗ → g+∗ par
Φ(x,y, a) = (x, y, x2 + y2, a).
Les orbites coadjointes de G+ sont les suivantes
Classe 1. Ω+1 = {+ ∈ g+∗, x2 + y2 	= 0}.
Les orbites sont de dimension 2. Elles sont caractérisées deux fonctions invariantes
h1 et h2. On peut paramétrer ces orbites en :
O+ = {(eq cos(q + h1), eq sin(q + h1), h2e2q,p), (p, q ∈ R)}.
Classe 2. Ω+2 = {+ ∈ g+∗, x2 + y2 = 0, z 	= 0}.
Ces orbites sont de dimension 2, caractérisées par un signe ε et paramétrées par :
O+ = {(0,0, εe2q,p), (p, q ∈ R)}.
Classe 3. Ω+3 = {+ ∈ g+∗, x = y = z = 0}.
Les orbites sont des points :
O+ = {(0,0,0, h)}.
Par construction, G+Φ() = Φ(G) pour tout  de g∗ et Φ(g∗) ⊂ Ω+1 ∪Ω+3 . Une orbite O+
triviale a une enveloppe convexe réduite à un point. Ce point est dans l’adhérence de toutes les
orbites non triviales. Mais comme celles-ci ne sont pas réduites à des points, la fermeture des
enveloppes convexes sépare les orbites de la classe 1 de celles de la classe 3.
Soit maintenant f = (x′′, y′′, z′′, a′′) un point de Φ(g∗)∩Conv(Φ(O)) tel que z′′ 	= 0. Il existe
des suites (λn), (n) et (′n) telles que
f = lim
n→∞λnΦ(n)+ (1 − λ)Φ(
′
n).
On a alors
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n→∞λn(xn)
2 + (1 − λn)(x′n)2 = (x′′)2 + (y′′)2
= lim
n→∞
(
λnxn + (1 − λn)x′n
)2 + (λnyn + (1 − λn)y′n)2.
Donc
lim
n→∞λn(1 − λn)
(
(xn − x′n)2 + (yn − y′n)2
)= 0.
Si λn(1 − λn) a une valeur d’adhérence non nulle, on peut considérer que λn → λ ∈ ]0,1[,
et comme la suite λn((xn)2 + (yn)2) + (1 − λn)((x′n)2 + (y′n)2) converge, les suites (x2n + y2n),
((x′n)2 + (y′n)2) sont bornées, on peut supposer que les suites (xn), (yn), (x′n) et (y′n) convergent.
Alors à la limite, on obtient :
z′′ = λ(x2 + y2)+ (1 − λ)(x′2 + y′2) = (λx + (1 − λ)x′)2 + (λy + (1 − λ)y′)2.
Ou
λ(1 − λ)((x − x′)2 + (y − y′)2)= 0.
Donc puisque λ ∈ ]0,1[, x = x′ et y = y′, et f = (x, y, x2 + y2, λa + (1 − λ)a′) appartient à
Φ(O).
Si par contre λn(1−λn) → 0, on peut supposer que λn → 1, on voit que la suite (x2n + y2n) est
bornée, on peut supposer que les suites (xn) et (yn) convergent vers x et y. alors ((1 − λn)x′n),
((1 − λn)y′n) et (1 − λn)((x′n)2 + (y′n)2) convergent. Cette dernière suite étant bornée, on peut
supposer que (1 − λn)(x′n)2 et (1 − λn)(y′n)2 convergent aussi. Plus précisément, en posant x′′ =
〈f,X〉 et y′′ = 〈f,Y 〉, on a
lim
n→∞(1 − λn)x
′
n = x′′ − x, limn→∞(1 − λn)(x
′
n)
2 = (x′′)2 − (x)2,
lim
n→∞(1 − λn)y
′
n = y′′ − y, limn→∞(1 − λn)(y
′
n)
2 = (y′′)2 − (y)2,
donc x′n → x′′ + x, (1 − λn)x′n → 0 et x′′ = x, de même, y′′ = y et f = (x, y, x2 + y2,p)
appartient à Φ(O).
Puisque l’inclusion Φ(O) ⊂ Conv(Φ(O))∩Φ(g∗) est évidente, on ainsi montré :
Conv
(
Φ(O))∩Φ(g∗) = Φ(O).
Et les adhérences des enveloppes convexes des orbites Φ(O) séparent les orbites O.
3. Rappels sur la paramétrisation de g∗
Suivant [7] and [3], on décompose le dual g∗ d’une algèbre exponentielle en une union finie de
strates Ωe,j,ϕ . Cette décomposition s’obtient de façon algorithmique, à partir de la donnée d’une
base de Jordan–Hölder bien choisie (Z1, . . . ,Zn), dite base adaptée de la complexifiée s = gC
de g.
Définition 3.1 (Base adaptée [3]). Une base (Z1, . . . ,Zn) de s est dite adaptée si elle vérifie les
conditions :
(1) Pour chaque j , sj = Vect(Z1, . . . ,Zj ) est un idéal de s.
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nombre réel non nul aj tel que, pour tout A de g,
[A,Zj ] = cj (A)(1 + iaj )Zj mod sj−1 = γj (A)Zj mod sj−1.
(3) Si sj = s et sj−1 = sj−1, alors Zj est réel : Zj ∈ g.
(4) Il existe p tel que sp soit le nilradical de s et sj = sj pour tout j , p  j  n.
Une algèbre de Lie exponentielle possède des bases adaptées.
Chaque strate Ω est invariante sous l’action coadjointe et est décrite au moyen des indices de
saut des points  de Ω , suivant la base (Z1, . . . ,Zn).
Plus précisément, pour chaque sous espace b de s, on note b l’ensemble des X de s tels que〈
, [X,b]〉= 0
et s() l’algèbre s.
A chaque  de g∗, on associe l’ensemble des indices de saut e() défini par
e() = {1 j  n, sj 	⊂ sj−1 + s()}.
On construit ensuite par récurrence une suite de sous-algèbres hj ()
s = h0() ⊃ h1() ⊃ · · · ⊃ hd()
et deux suites d’indices i() = {i1 < i2 < · · · < id} et j() = (j1, j2, . . . , jd), par induction de la
manière suivante :
ir = min
{
1 j  n, sj ∩ hr−1() 	⊂ hr−1()
}
,
hr () =
(
hr−1()∩ sir
) ∩ hr−1(),
et
jr = min
{
1 j  n, sj ∩ hr−1() 	⊂ hr ()
}
.
Par construction, la suite (ir ) est strictement croissante, on a ir < jr pour tout r et e() = {ir , 1
r  d} ∪ {jr , 1 r  d}.
Posons s0 = {0}, définissons l’ensemble des indices réels I par
I = {0 k  n, sk = sk},
et pour tout i, on définit i′ et i′′ par :
i′ = max({0,1, . . . , i − 1} ∩ I), i′′ = min({i, i + 1, . . . , n} ∩ I).
Soit i un indice de saut pour , on peut écrire
[A,Zi] = γi(A)Zi mod si−1,
on note Ci le noyau réel de la racine γi :
Ci = kerγi ∩ g.
Enfin on note ϕ() l’ensemble des i de e() tels que
g′ ∩Ci = g′′ ∩Ci.i i
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correspond aux indices pour lesquels, au moment du saut, l’action se fait par dilatation, c’est à
dire avec une racine non nulle, c’est donc un indice ir (voir [7]).
Etant donné une partie e de {1, . . . , n}, une suite j de nombres pris dans e et une partie ϕ de e
ne contenant aucun point de j, on pose enfin :
Ωe,j,ϕ =
{
 ∈ g∗, e() = e, j() = j, ϕ() = ϕ}.
La collection des Ωe,j,ϕ qui ne sont pas vides forme une partition de g∗. Chaque Ωe,j,ϕ est
invariant sous l’action coadjointe, les orbites des points  de Ωe,j,ϕ sont toutes isomorphes, elles
ont les mêmes indices de saut. On connaît de plus une section de l’action coadjointe dans chaque
strate Ωe,j,ϕ . En fait, pour chaque k dans e, on construit par induction une fonction rationnelle
 → Zˇk() à valeur dans sk′′ , régulière sur Ωe,j,ϕ , et pour chaque i dans ϕ, une fonction ration-
nelle complexe bi(), régulière et non nulle sur Ωe,j,ϕ , semi-invariante de poids −γi :
bi(exp tA) = e−tγi (A)bi() (A ∈ g).
L’action coadjointe sur Ωe,j,ϕ admet alors une section explicite (cf. [3]).
Proposition 3.2 (Sections des strates). L’ensemble :
Σe,j,ϕ =
{
 ∈ Ωe,j,ϕ,
〈
, Zˇk()
〉= 0, ∀k ∈ e \ ϕ, ∣∣bk()∣∣2 = 1, ∀k ∈ ϕ}
est une section de l’action coadjointe sur Ωe,j,ϕ .
De plus l’application σ qui à tout  de Ωe,j,ϕ associe le seul élément de Σe,j,ϕ qui soit dans
l’orbite G de  est réelle analytique dans le sens qu’au voisinage V de chaque  de Ωe,j,ϕ , il
existe une fonction analytique f :V → g∗ telle que σ soit la restriction de f à V ∩Ωe,j,ϕ .
On notera aussi σ() = τ(G).
4. Construction de g+ et Φ (cas général)
Définissons alors les fonctions invariantes associées à Ωe,j,ϕ . Soit k un indice. Si Zk /∈ g, les
fonctions invariantes ξke,j,ϕ et η
k
e,j,ϕ sont par définition :
ξke,j,ϕ() = Re
(〈
σ(),Zk
〉)
, ηke,j,ϕ() = Im
(〈
σ(),Zk
〉)
.
Si Zk ∈ g, on définit ζ ke,j,ϕ() par
ζ ke,j,ϕ() =
〈
σ(),Zk
〉
.
On a ainsi défini qe,j,ϕ fonctions. Ces fonctions ne sont peut-être pas indépendantes, certaines
de ces fonctions peuvent être nulles ou réduites à un signe.
On se donne cependant un espace vectoriel ae,j,ϕ , de dimension qe,j,ϕ avec une base formée
de vecteurs notés Xke,j,ϕ , Y
k
e,j,ϕ , ou Z
k
e,j,ϕ (k ∈ {1, . . . , n}). Enfin notons a la somme directe de
tous ces espaces et g+ le produit direct de g par a qui devient donc un idéal central de g+.
On définit alors des applications φe,j,ϕ :g∗ → a∗e,j,ϕ en posant : φe,j,ϕ() = 0 si  /∈ Ωe,j,ϕ et,
si  ∈ Ωe,j,ϕ ,
φe,j,ϕ() =
∑
k, Zk /∈g
(
ξke,j,ϕ()X
k
e,j,ϕ + ηke,j,ϕ()Y ke,j,ϕ
)+ ∑
k, Zk∈g
ζ ke,j,ϕ()Z
k
e,j,ϕ.
Puisque l’application φe,j,ϕ est invariante, on notera aussi φe,j,ϕ() = θe,j,ϕ(O).
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Φ() = +
∑
e,j,ϕ
φe,j,ϕ().
Théorème 4.1 (L’algèbre g+ et l’application Φ conviennent). Avec les notations ci-dessus, si
G+ est le groupe de Lie connexe et simplement connexe expg+ associé à g+, alors on a :
1. Pour tout  de g∗, G+Φ() = Φ(G) et Φ est une bijection de l’orbite G sur la G+ orbite
de Φ(), d’application réciproque la restriction ρ de + à g.
2. Les G+-orbites G+Φ() sont séparées par l’adhérence de leur enveloppe convexe :
Conv
(
G+Φ()
)= Conv(G+Φ(′)) implique G = G′.
3. Chaque représentation unitaire irréductible π de G possède un prolongement unique en une
représentation unitaire irréductible πΦ de G+.
4. Les représentations unitaires irréductibles π et π ′ de G sont unitairement équivalentes si et
seulement si les ensembles moments des représentations πΦ et π ′Φ sont les mêmes.
Preuve. Il est clair que l’image de toute orbite O = G coadjointe de g∗ est de la forme
O+ = G+Φ() = Φ(O) = {φe,j,ϕ()}×O,
donc Φ est une bijection régulière deO surO+, d’application réciproque l’application canonique
ρ de g+∗ à g∗.
Puisque Σe,j,ϕ est, pour chaque e, j, ϕ, une section de Ωe,j,ϕ , la projection de la fermeture
de l’enveloppe convexe de l’orbite O+ = Φ(O) sur les divers a∗e,j,ϕ est soit {0} si O 	⊂ Ωe,j,ϕ ,
soit
{
θe,j,ϕ(O)
}
, si O ⊂ Ωe,j,ϕ . Ces projections nous donnent donc le point τ(O) = σ(). La
fermeture de l’enveloppe convexe de l’orbite Φ(O) caractèrise donc l’orbite O.
Si π est une représentation unitaire irréductible de G, π est associée à une orbite coadjointe
O = G de g∗. On étend cette représentation à g+ en posant simplement, si G ⊂ Ωe,j,ϕ ,
1
i
dπΦ
(
Xke,j,ϕ
)= ξke,j,ϕ() IdH si Zk /∈ g,
1
i
dπΦ
(
Y ke,j,ϕ
)= ηke,j,ϕ() IdH si Zk /∈ g,
1
i
dπΦ
(
Zke,j,ϕ
)= ζ ke,j,ϕ() IdH si Zk ∈ g.
Tous les autres opérateurs dπΦ(Xke′,j′,ϕ′), dπ
Φ(Y ke′,j′,ϕ′) et dπ
Φ(Zke′,j′,ϕ′) sont nuls. Par construc-
tion, la représentation πΦ de G+ ainsi obtenue est irréductible et c’est la représentation associée
à l’orbite coadjointe G+Φ() de g+.
Si π et π ′ sont deux représentations unitaires irréductibles de G, elles sont associées respec-
tivement aux orbites coadjointes O et O′ de g∗. Les représentations π et π ′ sont unitairement
équivalentes si et seulement si les orbites coadjointes coïncident, si et seulement si les fermetures
des enveloppes convexes des orbites coadjointes Φ(O) et Φ(O′) coïncident, si et seulement si
les images des applications moments des représentations πΦ et π ′Φ sont les mêmes. 
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Dans cette partie, nous nous restreignons au cas des groupes de Lie exponentiels spéciaux et
nous montrons qu’il est possible de séparer leurs orbites coadjointes génériques comme dans la
section précédente, mais avec une application Φ quadratique.
Définition 5.1 (Algèbres de Lie exponentielles spéciales). Une algèbre de Lie exponentielle g
est dite spéciale si elle possède un idéal abélien m dont la codimension d est la moitié de la
dimension des orbites coadjointes génériques de g∗.
On sait que dans ce cas, il existe un ouvert de Zariski G-invariant Ω , dense dans g∗ tel que
toutes les orbites O de Ω admettent l’idéal m comme polarisation. Dans cette partie, nous nous
restreignons à cet ouvert Ω et à ses orbites.
Considérons l’espace S2(m) des fonctions polynomiales réelles de degré 2 sur m∗. Cet espace
est un g-module de façon naturelle, pour l’extension de la représentation adjointe de g sur m. On
notera m2 cet espace, on construit alors une algèbre de Lie g+ = m2  g, produit semi-direct de
l’idéal abélien m2 par g. Comme les racines de g+ sont celles de g ou des sommes de racines de
g, g+ n’est pas toujours exponentielle.
Il est toujours possible de choisir une base adaptée (Z1, . . . ,Zp+d) de gC telle que mC =
Vect(Z1, . . . ,Zp). Nous notons (zizj , 1 i  j  p) la base naturelle de m2C rangée dans l’ordre
lexicographique. Cette base est alors une base de Jordan Hölder :
[g, zizj ] ∈ Vect
(
zrzs, (r, s) (i, j)
)
.
Remarquons que, puisque m est abélien, pour une orbite O générique, la suite j des indices
de saut en  ∈O : j = (j1, . . . , jd) contient exactement tous les indices ip+1, . . . , ip+d (dans un
autre ordre en général). Passons à g+
C
. On choisit la base formée des vecteurs Z1, . . . ,Zp puis
des vecteurs zizj enfin des vecteurs Zp+1, . . . ,Zp+d . Notons les points + de g+ de la manière
suivante :
+ = (,m2), si  = ρ(+) = +|g, m2 = +|m2 .
Lemme 5.2 (Les orbites de + et de  sont isomorphes). Pour tout point + = (,m2) tel que 
appartient à Ω , l’application de restriction ρ : + →  est un difféomorphisme de l’orbite G++
sur l’orbite G.
Preuve. Pour tout point + = (,m2) tel que  ∈ Ω , les indices de saut de + contiennent ceux
de  : on a par construction, i() ⊂ i+(+), j() ⊂ j+(+), puisque la construction et la définition
des premiers indices de saut dans g+
C
est exactement celle de gC.
D’autre part, par définition de la polarisation de Vergne en +, il est clair que mC ⊕ m2C est
inclus dans cette polarisation. On en déduit qu’il n’y a pas d’autres indices de saut. Les orbites
G++ et G sont de même dimensions, elles sont connexes et l’application ρ est par construction
C∞ et surjective. C’est même une fibration, puisqu’elle est G-équivariante : la fibre est l’espace
homogène G()/(G+(+)∩G).
Mais G étant exponentiel, l’orbite G est simplement connexe, elle ne peut avoir de revête-
ment autre que trivial. L’application ρ est un difféomorphisme. 
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par construction invariantes sous l’action de gC ; elles sont aussi invariantes sous l’action coad-
jointe de m2
C
puisque m ⊕ m2 est abélien.
Définissons enfin l’application Φ :g∗ → g+∗ par  → (, (2m)), c’est à dire posons :〈
Φ(),Zi
〉= 〈,Zi〉 (1 i  p + d) et 〈Φ(), zizj 〉= 〈,Zi〉〈,Zj 〉
(1 i  j  p).
On a donc fij (Φ()) = 0 pour tout i, j . Le lemme nous dit que G+Φ() coïncide avec Φ(G).
Un point  de Ω , une orbite O de Ω , une représentation unitaire de G associée à une orbite de
Ω seront appelés respectivement un point, une orbite ou une représentation générique.
Théorème 5.3 (L’algèbre g+ et l’application Φ conviennent). Avec les notations ci-dessus, si
G+ est le groupe de Lie connexe et simplement connexe expg+ associé à g+, alors on a :
1. Pour tout  générique de g∗, G+Φ() = Φ(G) et Φ est une bijection de l’orbite G sur la
G+ orbite de Φ(), d’application réciproque la restriction ρ à g.
2. Les G+-orbites génériques G+Φ() sont séparées par l’adhérence de leur enveloppe
convexe :
Conv
(
Φ(O))= Conv(Φ(O′)) implique O =O′.
3. Chaque représentation unitaire irréductible générique π de G possède un prolongement
unique en une représentation unitaire irréductible πΦ de G+.
4. Les représentations unitaires irréductibles génériques π et π ′ de G sont unitairement équi-
valentes si et seulement si les ensembles moments des représentations πΦ et π ′Φ sont les
mêmes.
Preuve. On a déjà prouvé le premier point.
Dans la réalisation usuelle de π = πO comme représentation induite à partir du caractère ei
( ∈ O) du sous-groupe analytique M de G d’algèbre de Lie m, les opérateurs dπ(Xi) (Xi ∈
m) sont réalisés comme des opérateurs multiplication par des fonctions. On réalise dπΦ(xixj )
également comme un opérateur de multiplication par une fonction en posant :
1
i
dπΦ(xixj ) = 1
i
dπ(Xi)
1
i
dπ(Xj ) (Xi,Xj ∈ m)
ceci définit la représentation πΦ de façon univoque. On sait [4] que cette représentation a
pour ensemble moment l’adhérence de l’enveloppe convexe d’une orbite coadjointe de g+. Par
construction, cette orbite est O+ = Φ(O).
On reprend maintenant les arguments de nos exemples. Si f est dans l’adhérence de l’enve-
loppe convexe de l’orbite Φ(O) et aussi dans l’image Φ(g∗) de Φ , il existe des suites (λn), +n
et ′n
+
, respectivement dans [0,1] et dans O+, telles que
f = lim
n→∞λn
+
n + (1 − λn)′n+.
Pour chaque j , 1 j  p, il existe j ′ tel que Zj ′ = Zj , on peut donc écrire :
〈f,Zj 〉 = lim
n→∞λn〈
+
n ,Zj 〉 + (1 − λn)〈′n+,Zj 〉,
〈f,Zj 〉 = lim λn〈+n ,Zj 〉 + (1 − λn)〈′n+,Zj 〉,n→∞
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n→∞λn
∣∣〈+n ,Zj 〉∣∣2 + (1 − λn)∣∣〈′n+,Zj 〉∣∣2.
Ce que l’on note :
w = lim
n→∞λnwn + (1 − λn)w
′
n,
w = lim
n→∞λnwn + (1 − λn)w′n,
|w|2 = lim
n→∞λn|wn|
2 + (1 − λn)|w′n|2.
On en déduit que
lim
n→∞λn(1 − λn)|wn −w
′
n|2 = 0.
Premier cas. La suite (λn(1 − λn)) a une valeur d’adhérence non nulle.
Quitte à prendre des sous-suites, on peut supposer que λn tend vers λ ∈ ]0,1[. Les suites |wn|2
et |w′n|2 sont bornées, on peut supposer que les suites (wn) et (w′n) convergent toutes deux vers
w, et ceci pour tous les indices j , donc f appartient à l’enveloppe convexe de l’adhérence de
l’orbite O+ : il existe + et ′+ dans O+ tels que :
f = λ+ + (1 − λ)′+ mod Vect(Zp+1, . . . ,Zp+d).
On a de plus pour tout j , 1 j  p,∣∣〈+,Zj 〉 − 〈′+,Zj 〉∣∣2 = 0.
C’est à dire 〈f,Zj 〉 = 〈+,Zj 〉 pour tout j , 1 j  p. Mais comme m ⊕ m2 est la polarisation
de Vergne en +, pour chaque +0 de l’orbite O+, O+ contient +0 + (m ⊕ m2)⊥. Il en est donc
de même pour O+ donc f appartient à O+ et de même ρ(f ) appartient à O.
Second cas. La suite (λn(1 − λn)) tend vers 0.
Quitte à prendre une sous-suite, on suppose que λn tend vers 1, que chaque suite (〈+n ,Zj 〉),
((1 − λn)〈′n+,Zj 〉) et (1 − λn)|〈′n+,Zj 〉|2 converge vers w(j), w(j)f −w(j), |w(j)f |2 − |w(j)|2.
Ceci implique, si on suppose w(j)f 	= w(j),
lim
n→∞〈
′
n
+
,Zj 〉 =
|w(j)f |2 − |w(j)|2
w
(j)
f −w(j)
∈ C, w(j)f −w(j) = limn→∞
(
(1 − λn)〈′n+,Zj 〉
)= 0
et donc w(j)f = w(j) pour tout j . C’est à dire 〈f,Zj 〉 = 〈+,Zj 〉 pour tout j , 1 j  p. Comme
ci-dessus, on en déduit que ρ(f ) appartient à O.
On a ainsi prouvé que, dans tous les cas,
ρ
(
Conv
(
Φ(O)))∩Φ(g∗) ⊂O
et, puisque l’inclusion réciproque est évidente, on a en fait l’égalité :
O = ρ(Conv(Φ(O)))∩Φ(g∗).
Maintenant si O et O′ sont deux orbites coadjointes génériques de G telles que O et O′
coïncident, puisque les orbites coadjointes des groupes exponentiels sont toujours ouvertes dans
leurs adhérences [6], on a aussi O =O′. Les orbites coadjointes génériques de G sont séparées
par la fermeture de l’enveloppe convexe de leur image par Φ dans g+∗. 
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