The 1997-2002 Yucca Mt. heated drift scale test (DST) used a specialized system of heaters to simulate thermal effects from stored nuclear waste on a tunnel, surrounding volcanic tuff, and groundwater flow. Seismic calibration shots were recorded on a receiver array installed around the tunnel while temperatures inside were elevated to approximately 200
INTRODUCTION
This project has focused on the processing and analysis of seismic data collected during the second through fourth years of the 1998-2002 heated drift scale test (DST) at the Yucca Mountain facility, 90 miles NW of Las Vegas, NV (Tsang et al., 1999; Rutqvist, 2004; TRW Environmental Safety Systems, Inc., 1998) . The facility is located within a large block of tuff (volcanic ash) half-way between the surface and water table, and hundreds of meters from bounding fault planes (Day et al., 1998) . Over four years the tunnel was heated to approximately 200
• C by two sets of heating elements to simulate thermal emission from decaying nuclear waste. One set of heaters is a group of canisters located along the axis of the tunnel, with the second set of "wing" heaters extending 15 meters into the rock on either side ( Figure  1(a) ). The entire system was monitored for hydrological, chemical, seismic and other indications of environmental change. Check/calibration shots were collected to verify the functionality of a receiver array installed to monitor seismic activity (Lehtonen, 2005; Rutledge et al., 2003) . Seismic data show an increasing separation between P and S wave arrivals with increasing temperature. Velocity models were based on numerical fits of wavespeed measurements of granite, and adjusted to velocities of tuff using differential arrival times between receivers. Elastic waveform modeling using data constrains in-situ velocity changes in the rock to approximately −0.5% of ambient velocity per 100
• C. These velocity changes, when related to recorded waveforms by numerical modeling, may be used for monitoring changes in the surrounding rock caused by heating.
FIELD DATA PROCESSING AND TRENDS
A joint effort by the U.S. national labs collected seismic data about the 47.5 meter long, 5 meter diameter tunnel using receivers locations shown by the triangles in Figure 1 (b) . Each receiver is a single-component instrument assumed to be aligned along the axis of the radially oriented borehole. The seismic source was a sledgehammer located in the adjoining instrumentation/observation drift 28 meters away, and six meters above the axis of the experimental drift (Figure 1(a) ) (TRW Environmental Safety Systems, Inc., 1998; Rutledge, 2006) . Calibration shots comprising the data set were used to check the functionality of the array after it failed to record during the first year of heating. We processed the data to remove of coherent, bandlimited noise and spurious samples (deglitching). Waveforms recorded on the same day were then stacked. Because the raw data lack a trigger signal, waveforms were aligned by first breaks for correlation analysis. This analysis revealed the P-S separation trends evident in Figure 2 . Increasing P-S separation occurs up to approximately two years into the experiment. Around that date temperature stabilizes to within 20
• C of the 200 • C target temperature and the P-S separation remains roughly constant. This trend is observed to varying extent in all of the processed receiver gathers, and we hypothesize that the trend is caused by changing wavespeeds in the neighborhood of the tunnel resulting from thermal effects and changing groundwater saturation.
VELOCITY MODELING
2D Elastic waveform modeling was conducted to constrain wavespeed changes in the surrounding rock. Ground-truth data consisting of temperature versus radius curves at 12 month intervals above and below the tunnel (Rutqvist, 2004) permits the definition of the temperature at the tunnel wall (Figure 3(a) ) and minor axis of an elliptical thermal zone caused by the core and "wing" heaters (Figure 3(b) ) . Ellipticity of velocity models is based on the ellipticity of a published thermodynamic model of the transition zone at 12 months (Rutqvist, 2004) , and is assumed to remain constant for all temperatures/events. Wavespeed as a function of temperature from two separate sets of measurements on granite were used as physical analog for the Yucca Mountain tuff (Figures 3(c) and 3(d)). Only the section of the hysteresis cycle of Figure 3 (d) indicated by the arrow was used in the second model. Granite is used to model tuff because both are igneous rocks with 65−75% quartz content (Carmichael, 1989; Grêt et al., 2006) . Grain size is not considered a primary velocity control as fracturing occurs both around and through grains at sufficiently high temperatures and pressures (Batzle et al., 1980) . Because the data lacks a trigger, measurements of differential path-lengths vs. arrival times were used to determine an ambient compressional velocity of approximately 3600 m/s. This value agrees well with ambient velocities of Yucca Mountain Topopha tuff given by New England Research (New England Research, 2007) and Indian Springs tuff from the Mines Commonground Database (Batzle & Scales, 2001-present) . Polynomial coefficients of the granite data were adjusted to match the ambient velocity of tuff form the differential travel times, generating velocity vs. temperature curves for tuff (Figures 3(e) and 3(f)). These models have −0.5% and −2.5% slopes with respect to ambient velocities over a 100
• C temperature domain. Red squares in Figure3(a) and circles on lines in Figures 3(e) and 3(f) indicate days/temperatures where calibration shot data is available. An example compressional velocity model for the initial event (≈ 135
• C) is shown in Figure 4 . Note that the seismic calibration shots do not begin at ambient temperature/velocity conditions or continue into the cooling phase when the heaters were shut down.
MODEL/DATA COMPARISON
Model waveforms were generated using SEM2DPACK spectral element software (Ampuero, 2007) , a 2D package that limits analysis to the receivers in the plane of the source. Spectral element modeling (Komatitsch & Tromp, 1999 ) uses a variational integral formulation and interpolating polynomials across computational mesh elements to solve for displacement. It does not suffer from much of the dispersion effects and numerical instabilities seen in finite element and finite difference al- gorithms associated with grid/mesh spacing or interpolation errors (Juhlin, 1995; Levander, 1988; Virieux, 1986; Muir et al., 1992) . Potential, but less useful methods include smoothing of interfaces and Rotated Staggered Grids, which still require a high number of points per wavelength (Saenger et al., 2000; Bohlen & Saenger, 2006) . Minor variations between model and field waveforms exist due to reflection and scattering by the connecting access tunnel.
Good agreement between modeled data (heavy/blue) and field data (thin/black) is shown in Figure 5 . The data shown include all calibration events for a receiver with a source/receiver path crossing most of the thermal transition zone (CH4). Figures 6(a) and 6(b) show alignment of shear wave arrivals for the −0.5% and −2.5% per 100
• C tuff models respectively. Field data waveforms are the output of the preprocessing stage and have been aligned to the first break of the model data for each event. The vertical line across the shear wave arrivals serves as a reference for the central peak of both model and field waveforms (heavy and thin lines respectively). Acceptable agreement between modeled and field waveforms was achieved for models with −1% change for the total temperature range of 200
• C, as shown in Figure 6 (a) (0.5%/100
• C). This alignment can be contrasted with the −2.5%/100
• C velocity change shown in Figure 6 (b) where the arrival time of the shear wave clearly increases. The −0.5%/100
• C temperature change is less than numbers stated in literature (Guéguen & Palciauskas, 1994) , and clearly constrain the in-situ changes of velocity to be small. This suggests that the controlling factor of wavespeed change is fracturing caused by thermal expansion or compression of fragments trapped in existing fractures (Batzle et al., 1980) . Occurrence of fracturing is supported by the localization of microseisms by Rutledge et al. (Rutledge et al., 2003) . Were water present in the fractures surrounding the tunnel, the total bulk modulus could vary by several orders of magnitude, resulting in a much higher wavespeed in the transition zone (Wang, 2001) . Unfortunately, as seismic data was not collected from ambient temperature and velocity conditions, we can't study potential effects of groundwater entering/re-entering the surroundings. Also, without cooling cycle data, we cannot determine if microfracture damage occurs as demonstrated by the change in slope of the top branch of the hysteresis data used for velocity modeling (Figure 3(d) ) (Grêt et al., 2006) .
In addition to constraints on the velocity, numerical modeling shows the presence of a diffracted wave ("Franz" wave) propagating perpendicular to the surface of the tunnel in the shadow zone. This wavefront has been described analytically (Glibert & Knopoff, 1959) and observed experimentally (Neubauer & Dragonette, 1970) , and is clearly seen in modeled data (Figure 7(a) ). Subtle indications of the Franz wave in the Yucca Mt. seismic can be observed by comparing arrivals in modeled shot gathers with wavelet variations in receiver gathers. However, poor signal-to-noise ratios (SNR) at later times in the field data preclude it from analysis. Low Franz wave SNR occurs because the receiver array did not include elements located sufficiently close to the thermal transition zone. Franz wave sensitivity to velocity changes near the tunnel suggests that future monitoring of rock conditions may be achieved by observing transit times around the surface of the tunnel or differential arrival times of the curved wavefront by a linear array extending radially from the tunnel wall (Figure 7(b) ).
DISCUSSION/CONCLUSIONS
Processing of seismic data from the heated drift scale test (DST) of 1998-2002 shows clear changes in P-S wavelet separation vs time and temperature. Multiple velocity models based on granite and adjusted to meet ambient velocity values were used to model waveforms at receivers in a plane with seismic source. Good agreement with wavespeed models having −0.5%/100
• C velocity change from ambient values constrains velocity changes due to heating to be quite weak. The velocity change is likely due to additional fracturing caused by compression of fragments trapped in existing fractures during thermal expansion. Sufficient amounts of groundwater would cause a large bulk modulus/velocity changes. Localizations of induced seismicity support thermal expansion/fracturing as the primary velocity control (Rutledge et al., 2003) . Diffracted phases propagating in the shadow zone of the tunnel may be useful monitoring tools if the proper receiver array is installed. 
