This paper is a contribution to solving the domain adaptation problem where no labeled target data is available.
INTRODUCTION
Recently, Transfer Learning has received much attention in the machine learning community. First formally defined in (Pan and Yang, 2010) , the aim of Transfer Learning is to learn a good-performance classifier or regressor in a new domain with the help of previous knowledge issued from different but related domains; the new domain is designated as target while domains of previous knowledge are designated as sources. In this paper, we propose to solve the transfer learning problem where there is no labeled target data available. According to the taxonomy given in (Pan and Yang, 2010) , our proposed method belongs to the transductive transfer learning where the source and the target share the same label space but differentiate from each other in the feature space. Marginal, conditional distributions and priors might differ. This problem is also known as domain adaptation.
There is a variety of methods for transfer learning. In this paper, we propose the use of a Support Vector Machine (SVM) subject to a zero valued Maximum Mean Discrepancy (MMD)-like constraint. The choice of a zero-valued MMD as the constraint is that MMD is a non-parametric measure of the distance between 2 distributions (Dudley, 2002) and it can be easily kernelized (Gretton et al., 2012) . Therefore, the combination of MMD and SVM is promising. SVM is a widely known classification method used in binary classification. It is well known for its high generalization ability and the simplicity in dealing with non-linearly separable data set by using the kernel trick. Our method keeps these advantages while performing well in the transfer learning context. As shown in section 3, the optimization problem remains convex and can be directly implemented using standard quadratic optimization tools. Adding a MMD-like constraint is a heuristic that allows us to expect that source and target data will become similar in some selected subspace of the feature space. Therefore, the separating hyperplane found by SVM for source data can perform well for target data. The experimental results prove the effectiveness of our idea. This paper is organized as follows: in section 2, we give a short summary of related work; then we present our method in section 3 together with the optimization solution to the problem (in section 4); we prove the effectiveness of the proposed method on synthetic and real data sets in section 5. Finally, we conclude this paper and suggest perspectives.
RELATED WORK
Because the aim of our work is to perform MMD-like SVM based transductive transfer learning, we first review the general transductive transfer learning problem, followed by a presentation of SVM based transfer learning and MMD based transfer learning. Inter- (Pan and Yang, 2010) and (Jiang, 2008) for more general transfer learning and domain adaptation surveys. For a more recent survey on domain adaptation, readers are referred to (Patel et al., 2015) Transductive transfer learning refers to a shared label space but different source and target feature spaces with different marginal and/or conditional distributions (Pan and Yang, 2010) . To take full advantage of source information is the key issue to make the improvement in learning the target task. When target labels are not available, typical methods include instance weighting (Huang et al., 2006) with the necessary assumption of the same conditional distributions. Other authors propose structural corresponding learning for information retrieval (Blitzer et al., 2007) .
SVM based transfer learning adapts the traditional SVM to the transfer learning context. To the best of our knowledge, there are five principal kinds of SVM based transfer learning methods:
• transferring common parameter (w common = w target − w speci f ic ) (Zhang et al., 2009) • iteratively using SVM to label target domain data (Bruzzone and Marconcini, 2010) • reweighting the penalty term of SVM (Liang et al., 2014) • adding extra regularization term to standard SVM (Huang et al., 2012) , (Tan et al., 2012) • SVM by integrating a transformed alignement constraint combining the knowledge of different natures (Li et al., 2011) MMD based transfer learning combines the MMD, which will be presented later in this paper, with standard learning method to perform transfer. To the best of our knowledge, MMD is used as a regularization term of the objective function. The principal idea is to deal with the trade-off between the classification performance of source data and the similarity of source and target. The interested reader could refer to SVM-based transfer learning classification in (Quanz and Huan, 2009 ), multiple kernel learning in (Ren et al., 2010) , multi-task clustering in (Zhang and Zhou, 2012) , maximum margin classification in , feature extraction in (Pan et al., 2011) (Uguroglu and Carbonell, 2011) , etc.
PRESENTATION OF THE MMD CONSTRAINED SVM METHOD
In this section, we present our MMD constrained SVM transfer learning method. We first briefly review the basic theoretical foundations of MMD and its kernelized version
Review of Basic Theoretical Foundations

Maximum Mean Discrepancy
Maximum Mean Discrepancy (MMD) is a nonparametric distance measure which can be used to evaluate the difference between two distributions. The definition of MMD is:
Definition 1 (Maximum Mean Discrepancy (Fortet and Mourier, 1953) ).
Let F be a class of functions f : X → R and p, q two Borel probabilistic measures defined on X . The
Maximum Mean Discrepancy (MMD)
between p and q is defined as:
As a "distance measure" between two distributions, MMD has the following property:
Theorem 1 (Dudley, 1984) . Let (X ,d) be a metric space and p, q two Borel prob-
, where C(X ) is the space of continuous bounded functions and x, y are random variables drawn from distribution p and q respectively.
Thanks to the works of Smola (Smola, 2006 ) and Gretton et al. (Gretton et al., 2012) , distributions can be embedded in a Reproducing Kernel Hilbert Space (RKHS), where a distribution can be considered as some mean element of this RKHS (H ): et al., 2007) . Accordingly, MMD can be evaluated as MMD [F , p, q 
) is the representation of x in the RKHS.
As a simple deduction, the squared MMD is:
Here, x and x ′ are independent observations drawn from distribution p, y and y ′ are independent observations from distribution q, k designates a universal kernel function (which means that k(x, .) is continuous for all x and the RKHS induced by k is dense in C(X )).
Theorem 2 (Steinwart (Steinwart, 2002) and Smola (Smola, 2006) ).
An unbiased estimate of kernelized squared MMD is proposed in (Serfling, 2009) :
where x i , i = 1, . . . , m and y i , i = 1, . . . , n are iid examples drawn from p and q respectively. SVM aims to find the hyperplane that maximally separates two classes. The commonly used formulation is:
where, as usual, w is the hyperplane parameter, ε i is the error term associated to observation i, C is the trade-off parameter between the margin term and the classification error, φ(x i ) is the kernel representation of x i , y i is the label of x i and b is the bias.
MMD Constrained SVM Transfer Learning
We now propose a heuristic to constrain the hyperplane that maximizes the margin between the source classes (and minimizes the corresponding classification error) to lie in a subspace where source and target distributions are as similar as possible. Another assumption is that the conditional probability distributions of labels are also similar (hypothesis that cannot be verified because the target labels are supposed unknown). Accordingly, we can expect the classifier to perform well, both on source and target data. The heuristic used to maximize the similarity between source and target is to satisfy the proposed constraint:
where µ X s (µ X t ) is the sample mean of source (target) data in H and can be estimated by
By imposing < µ X s − µ X t , w > H = 0, we expect that source and target data will be similar in H .
The SVM problem can now be formulated as follows:
Our approach of using a MMD-like constraint instead of a MMD-regularization-term is to guarantee the transfer ability. In (Quanz and Huan, 2009 ), Quanz and Huan suggest to solve the problem : min
In that case, depending on the finite value of the regularization parameter λ, we may sometimes sacrifice this similarity to achieve a high classification accuracy for source only. Furthermore, during the optimization process, their method requires the calculation of the inverse of a matrix which slows down the algorithm and causes inaccuracy, while this is avoided in our work.
DUAL FORM OF THE OPTIMIZATION PROBLEM
In order to solve the above primal problem, we use the representer theorem (Schölkopf et al., 2001) . w, the optimum solution of Equation 1 in the above section , can be expressed as:
where β s k and β t l are the unknowns. Incorporating this expression into the constraint, we obtain:
Domain Adaptation Transfer Learning by SVM Subject to a Maximum-Mean-Discrepancy-like Constraint
Incorporating w (2) into ||w|| 2 , we have : ||w|| 2 = β T Kβ. We now introduce the Lagrange parameters to solve this constrained problem:
After some manipulations, we obtain the dual form:
where K .i =< φ(X), φ(x i ) > H and X represents the ensemble of X s and X t ; x i is a single point either from X s or X t .
As there are two different kinds of Lagrange parameters µ and η, we eliminate one by first fixing the value of µ and maximizing only the two latter terms (related with η) of the Lagrange function. The optimal value of η can be expressed as a function of
. We now obtain the final dual form of the optimization problem:
Let γ i denote µ i y i , the previous problem becomes:
where
is the matrix of inner products (in the subspace orthogonal to w) of source data. As stated in (Paulsen, 2009) , if H is a RKHS on X and H 0 ∈ H is a closed subspace, then H 0 is also a RKHS on X. Therefore, the
is the new Gram matrix corresponding to the projected kernel, K new is positive semi-definite.
Considering the dual form of the optimization problem, we can solve it using standard quadratic programming tools. However, in order to shorten calculations, we used here an adaptation of the F-SVC decomposition algorithm proposed in (Tohmé and Lengellé, 2008) . Adaptation and implementation are straightforward.
EXPERIMENTS
Data Sets
Our goal is to improve the classification performance on target data with the help of related but different source data.
To illustrate our method on a simple data set, we first consider some linearly separable data and we select the linear kernel (which is not universal so the heuristic should not lead to satisfactory results). We generate two almost linearly separable gaussian groups denoted as source-positive and source-negative. Then we do the same to generate the target data (there is no label provided for the target data). An example of this data set is shown in fig. 1 .
A second, more complicated synthetic data set is the well-known banana-orange data set. We designate the banana as the source positive and the orange as the source negative. We also generate a target data set which is drawn from a translated and distorted version of the distribution of the source data. Here again, no label information is available for the target (see an example in fig. 3) .
We now use the USPS data set, a famous handwritten digital number data set. The version used is composed of training and testing parts, both containing the image information (16 * 16 pixels) of 10 different numbers. As proposed in (Uguroglu and Carbonell, 2011) , we choose to separate digits 4 and 7 as the source classification problem. All the source data is extracted from the training subset of USPS and is perfectly labeled. The target classification problem aims at separating digits 4 and 9 (without the use of the corresponding labels). All target data is extracted from the testing subset of the database USPS.
We compare the results we obtained with the method proposed in (Quanz and Huan, 2009 ) LM and also with standard SVM trained only on source data (no transfer learning in this case). In (Quanz and Huan, 2009) , LM has been proved superior to other transfer learning methods so we omit here the comparison to other transfer learning methods.
Experimental Results and Analysis
For a visual comprehension of our SVM-MMD method, we show in fig. 1 the results obtained on the first synthetic data set. Stars represent source-positive data, triangles are source-negative data, crosses are target data; the two circles are the means of source and target data, respectively. As can be seen, the normal to the obtained discriminant function is orthogonal to m s − m t , as expected (for this kernel, the mean of the original source (target) data coincides with µ s (µ t ).) For the second synthetic data set ( fig. 2) , we show the classification result we obtained compared to those of LM. We do not compare with standard SVM on source target data, because obviously standard SVM will fail here (see fig. 3(a) ). Example of classification results (data sets, discriminant functions obtained on source and target, decision surfaces) are shown in fig. 3 . We independently generate 50 different bananaorange data sets and show the average performance (±1 standard deviation) in fig. 2 . We conclude that most of the time our method achieves better results than LM for a wider range of the kernel parameter value.
We now show the results obtained on the USPS data set. As shown in fig. 4 , our method provides higher performance for almost all the kernel parameter values considered.
CONCLUSION AND FUTURE DIRECTIONS
In this paper, we propose a new approach to solve the domain adaptation problem when no labeled target data is available. The idea is to perform a projection of source and target data onto a subspace of a RKHS where source and target data distributions are expected to be similar. To do so, we select the subspace which ensures nullity of a Maximum Mean Discrepancy based criterion. As source and target data become similar, the SVM classifier trained on source data performs well on target data. We have shown that this additional constraint on the primal optimization problem does not modify the nature of the dual problem so that standard quadratic programming tools can be used. We have applied our method on synthetic and real data sets and we have shown that our results compare favorably with Large Margin Transductive Transfer Learning.
As an important short term development, we must propose a method to automatically determine an adequate value of the gaussian kernel parameter used in our paper. We also have to consider multiple kernel learning. Finally, more complex real data sets are to be used to benchmark our transfer learning method.
