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ABSTRACT
The performance of speaker diarization is strongly affected by its
clustering algorithm at the test stage. However, it is known that
clustering algorithms are sensitive to random noises and small vari-
ations, particularly when the clustering algorithms themselves suf-
fer some weaknesses, such as bad local minima and prior assump-
tions. To deal with the problem, a compact representation of speech
segments with small within-class variances and large between-class
distances is usually needed. In this paper, we apply an unsuper-
vised deep model, named multilayer bootstrap network (MBN), to
further process the embedding vectors of speech segments for the
above problem. MBN is an unsupervised deep model for nonlinear
dimensionality reduction. Unlike traditional neural network based
deep model, it is a stack of k-centroids clustering ensembles, each
of which is trained simply by random resampling of data and one-
nearest-neighbor optimization. We construct speaker diarization sys-
tems by combining MBN with either the i-vector frontend or x-
vector frontend, and evaluated their effectiveness on a simulated
NIST diarization dataset, the AMI meeting corpus, and NIST SRE
2000 CALLHOME database. Experimental results show that the
proposed systems are better than or at least comparable to the sys-
tems that do not use MBN.
Index Terms— speaker diarization, speaker recognition, multi-
layer bootstrap networks.
1. INTRODUCTION
Speaker diarization aims to solve the problem ”who spoke when”.
It finds applications in speech recognition, communications, etc.
A standard speaker diarization system contains four components—
preprocessing, segmentation, frontend feature extraction, and clus-
tering. Speech preprocessing removes silent segments by voice
activity detection and sometimes reduces noise by speech enhance-
ment [1]. Speaker segmentation partitions an audio recording to a
number of uniform short segments under a speaker-homogeneous
assumption, or applies speaker change detection to partition the
audio recording to nonuniform speaker-homogeneous segments [2].
Frontend feature extraction applies speaker verification frontends to
transform speaker segments into speaker embedding vectors, such
as i-vectors [3], d-vector [4, 5, 6], x-vector [7, 8], etc. Speaker clus-
tering partitions the speaker embedding vectors into several groups,
each of which assumes to belong to a single speaker. Most research
on speaker diarization focuses on the frontend feature extraction and
speaker clustering components. Recently, an end-to-end speaker
diarization that conducts the aforementioned four components by a
neural network based system was also developed [9].
This paper focuses on the speaker clustering component, since it
not only affects the performance of speaker diarization significantly,
but also is a key component that distinguishes speaker diarization
from other speaker recognition tasks. We summarize some speaker
clustering methods as follows. The most widely used clustering al-
gorithm over the last decades was agglomerative hierarchical clus-
tering (AHC) [10, 11, 12]. It works on the output feature space
of frontends. Because AHC is sensitive to random noise, spectral
clustering were frequently applied to reduce the irrelevant random
noise of the speaker embedding vectors [13, 5, 14]. It first projects
the speaker embedding vectors, such as i-vectors [13] or d-vectors
[5], into a kernel-induced feature space, and then conducts Laplacian
eigen-decomposition to reduce the random noise which transforms
the speaker embedding vectors to new features for AHC. The kernel
functions of spectral clustering are usually predefined, such as the
Gaussian kernel, which limits its effectiveness. To make the spectral
clustering more flexible, some works replaced the Gaussian kernel
matrix to learnable affinity matrices, such as the affinity matrices
produced from probability linear discriminant analysis (PLDA) or
bidirectional long short-term memory networks [14]. Besides AHC
and spectral clustering, other common clustering methods were tried
as well, such as the iterative mean-shift algorithm [15].
It is easy to see from the above analysis that reducing random
noise is a core problem of speaker clustering. Here we propose
an unsupervised deep learning method, named multilayer bootstrap
network (MBN) [16], to tackle the problem. MBN reduces the
small variations and noise components of speaker embedding vec-
tors steadily from bottom-up by building a gradually narrowed deep
ensemble network. Each layer of MBN is a nonparametric density
estimator based on random resampling of data and one-nearest-
neighbor optimization. We further propose two MBN based speaker
diarization systems that adopt the i-vector and x-vector frontends
respectively. We have conducted a systematic comparison with the
i-vector and x-vector speaker diarization systems that do not use
MBN on both a synthetic NIST data and the real-world AMI meet-
ing corpus and NIST SRE 2000 CALLHOME database. Evaluation
results show that the proposed systems yield more compact repre-
sentations than the conventional i-vectors and x-vectors; they also
produce lower diarization error rates (DERs) than the comparison
methods when the i-vector front-end is used.
2. PROPOSED METHOD
An overview of the proposed system is shown in Fig.1. After pre-
processing audio data, such as silence removal and MFCC feature
extraction, the proposed method first extracts speaker embedding
vectors, including i-vectors and x-vectors, by a speaker recognition
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Fig. 1. Diagram of the proposed system. The blue arrows represent
baseline system procedures. The orange arrows represent proposed
MBN based systems steps.
frontend. Then, it trains a PLDA model on the speaker embedding
vectors. Finally, it applies MBN to transform the latent variables
of PLDA to new speaker vectors, named m-vectors, and conducts
clustering on the m-vectors by a conventional AHC. We present the
details of the components as follows.
2.1. Speaker embedding frontends
2.1.1. i-vector frontend
The i-vector front-end contains a Gaussian mixture model based uni-
versal background model (GMM-UBM) Ω which is a speaker- and
channel-independent GMM trained from the pool of all frame-level
MFCC features of development data, and a total variability matrix T
that encompasses both speaker- and channel-variability. In the test
stage, it first extracts a segment-level supervector from the frame-
level features of each speech segment, and then reduces the dimen-
sion of the supervectors to i-vectors by the total variability matrix.
2.1.2. x-vector frontend
The x-vector frontend is the state-of-the-art frontend for speaker
verification. It is a time-delay neural network (TDNN) that consists
of frame-level one-dimensional convolutional layers, a time-pooling
layer, and segment-level fully connected layers from bottom-up.
TDNN uses the time-pooling layer to transform frame-level features
into segment-level speaker embeddings, and then uses the fully con-
nected networks to classify the speaker embeddings. The three parts
are jointly trained. In the test stage, the x-vectors are the output of
the penultimate linear layer.
2.2. m-vector backend
2.2.1. Latent variable extractor by PLDA
PLDA [17] models the speaker embedding vector x by P (x|y) =
N (x|y,Φw), where y is the class center which follows a Gaussian
prior distribution P (y) = N (y|m,Φb), with m as the mean of
the training data and Φw and Φb as the within-class and between-
class covariances respectively. The above variables are estimated by
the expectation maximization algorithm. According to [17], after
the simultaneous diagonalization of the two covariance matrices, the
PLDA model then becomes:
x = m + Au (1)
where u is the latent variable of x, and AAT = Φw. We take u as
the input of MBN.
2.2.2. m-vector extractor by MBN
MBN is used in the test stage only. It transforms the latent variables
of PLDA u into low-dimensional m-vectors. As illustrated in the red
box of Fig. 1, MBN contains multiple hidden layers. Each hidden
layer consists of V independent k-centroids clusterings, where V 
1. Each k-centroids clustering has k output units, each of which
indicates a cluster. The output units of all k-centroids clusterings
in the same layer are concatenated as the input of their upper layer.
Different from the original work in [16], we discard the PCA layer,
and use the output of the last hidden layer as the output of MBN.
MBN is a gradually narrowed network built layer-by-layer from
bottom-up. Suppose MBN contains L layers, and the parameters k
from the bottom hidden layer to the top hidden layer are denoted as
k1, . . . , kL respectively. The parameters k1, . . . , kL are determined
by the following criteria:
k1  O, (2)
kl+1 = δkl, ∀l = 1, . . . , L− 1, (3)
kLis set to eusure at least one data point per class in probability(4)
where k1 and δ ∈ [0, 1) are user-defined hyperparameters, and O is
the ground-truth number of speakers in the test utterance. It can be
seen that L is determined automatically. Note that the criterion (4) is
usually specified to kL ≥ d1.5Oe for class-balanced problems, and
simply set to a large number, e.g. 100, for severely class-imbalanced
problems.
For training each layer given a d-dimensional input data set
Z = {z1, . . . , zn} either from the lower layer or from PLDA, MBN
trains each k-centroids clustering independently via the following
two steps [16]: (i) The first step randomly selects k data points from
Zˆ as the k centroids of the clustering, denoted as {w1, . . . ,wk}.
(ii) The second step learns a sparse vector h from the input z. h is a
one-hot code indicating the nearest centroid of z. For example, if the
third centroid is the nearest one to z, then h = [0, 0, 1, 0, . . . , 0]T .
The similarity metric between the centroids and z at the bottom
layer is the log likelihood ratio adopted by the PLDA scoring. The
similarity metric at all other layers are set to arg maxki=1 w
T
i z.
The m-vector produced from the top layer of MBN is:
m = [hT1 ,h
T
2 , . . . ,h
T
V ]
T (5)
where hv is the sparse output of the vth kL-centroids clustering.
2.2.3. Speaker clustering by AHC
We compute the similarity scores between the m-vectors {mi}ni=1
by the cosine similarity:
dcos(mi,mj) =
mTi mj
‖mi‖2‖mj‖2 , ∀i, j = 1, . . . , n (6)
and use the average linkage AHC to partition the m-vectors into
groups for speaker diarization.
3. EXPERIMENT
3.1. Data sets
We first conducted an experiment on a controllable simulated data,
and then evaluated the proposed systems on the real-world AMI
meeting corpus and CALLHOME dataset.
Synthetic test: We used the 8 conversation female data of NIST
SRE 2006 as the training data, and the 8 conversation female data of
NIST SRE 2008 as the test data, which consist of 402 and 395 female
speakers respectively. Each speaker contains 8 utterances. Every
utterance is about 2 minutes long after removing the silence regions.
We merged the speech of every five speakers in the test data into a
conversation, which amounts to 79 conversations. We can see that
this is an ideal test environment without the problems of overlapping
or over short speech segments and over short conversations.
Real-world test: The training data is the switchboard data and
a collection of NIST SREs, including NIST SRE 2004, 2005, 2006,
2008. We used the training data to train the i-vector frontend and
PLDA model. We further augmented the training data with reverber-
ation, noise, music, and babble that are generated from room impulse
response functions and the MUSAN corpus, and combined the aug-
mented data with the clean data to train the x-vector frontend and
PLDA model.
The first evaluation dataset is the AMI meeting corpus which
contains about 100 hour meeting recordings. It uses a single micro-
phone from a tabletop array to form a synthetic far-field diarization
condition. Each meeting recording consists of four to five speakers,
and lasts about thirty minutes. The corpus consists of a development
set and an evaluation set, each of which amounts to about 10% of the
full corpus. We merged the two sets as our test set. The remaining
80% of the corpus is reserved for training the i-vector frontend.
The second evaluation dataset is the CALLHOME dataset. Each
recording of the CALLHOME dataset is a single-channel telephone
conversation, which contains two to seven speakers. The corpus con-
tains six languages: Arabic, English, German, Japanese, Mandarin
and Spanish. It consists of 500 short conversations, each of which
lasts about 1 to 10 minutes. The average time of the conversations is
about two minutes.
3.2. Experimental setup
We used a sliding window with a window size of 1.5 seconds and
a window shift of 0.75 second to partition speech recordings into
speech segments, each of which is 1.5 seconds long. We extracted
20-dimensional MFCC for the i-vector frontend and 23-dimensional
MFCC for the x-vector frontend. The i-vector frontend contains
a GMM-UBM of 2048 Gaussian components, and a total vari-
ance matrix of 128 dimensions. The x-vector frontend in use is
the same as the x-vector implementation in Kaldi, which outputs
128-dimensional x-vectors [18]. We took the Kaldi callhome di-
arizaton system1 as the baseline system. The baseline system and
the proposed method used the same frontends.
We report the hierarchical clustering results under two circum-
stances: oracle and thresholding. The oracle circumstance assumes
that the speaker number of a conversation is known as a prior. The
thresholding circumstance does not have this prior. To determine
the number of speakers on-the-fly, we followed the Kaldi’s imple-
mentation which uses a development set to determine the thresh-
old of AHC. Eventually, the threshold was chosen from a range of
[−0.3, 0.3] for each conversation.
1https://github.com/kaldi-asr/kaldi/tree/master/egs/callhome diarization
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Fig. 2. Visualizations of m-vectors and i-vectors produced by PCA
on the synthetic data, when the i-vector frontend is used. Each data
point represents a speaker segment of 1.5 seconds long. Different
colors represent different speakers.MBN PCA
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Fig. 3. Visualizations of m-vectors and i-vectors on the AMI corpus,
when the i-vector frontend is used. For simplifying the visualiza-
tion demo, the speaker segments containing multiple speakers were
assigned to the first speaker.
We evaluated the effectiveness of the proposed method from the
following three aspects. The first aspect evaluates the discriminant
ability of the m-vectors by visualizing them in a two dimensional
subspace of PCA. The second aspect is to compute the following dis-
criminant trace (DT) criterion [19, eq. (4.50)] DT = Tr
{
s−1B sW
}
,
where sB is the between-class covariance and sW is the within-class
covariance. When sB is large and when sW is small, the DS score is
small, which means that the feature representation is good. The third
aspect is to evaluate the diarization result in terms of DER. DER was
described and used by NIST in the rich transcription evaluations
(NIST Fall Rich Transcription on meetings 2006 Evaluation Plan,
2006). It measures the fraction of time that is not classified correctly
to a speaker or to non-speech. We skip the overlap speech. Eventu-
ally, DER is calculated by DER = Espkr + EMISS + EFA where
Espkr, EMISS, and EFA are the speaker error rate, miss-detected
speech, and false alarm speech respectively.
3.3. Results with the i-vector frontend
Both of the proposed method and the baseline system in this sub-
section use the i-vector front-end. The experiments were conducted
on both the synthetic data and two real-world datasets. The hyper-
parameters of MBN were set to V = 400, k1 = 50, and δ = 0.3
for the synthetic data and AMI corpus, and were set to V = 400,
k1 = 10, and δ = 0.3 for the CALLHOME database. The main
reason why k1 for the CALLHOME data was set to a small value
is that CALLHOME contains only short conversations. Setting a
large k1 not only wastes computational power but also has a risk of
overfitting to noise. We present the experimental details as follows.
Table 1. DT scores of the i-vector baseline and the proposed system
with the i-vector frontend on the synthetic data and AMI corpus.
Data Method
Synthetic baseline 4.11proposed 0.22
AMI baseline 1.68proposed 1.34
Table 2. DER results of the i-vector baseline and the proposed sys-
tem with the i-vector frontend on the three evaluation data sets.
Data Method Oracle Thresholding
Synthetic baseline 23.60% —proposed 7.42% —
AMI baseline 29.20% 31.88%proposed 23.38% 24.08%
CALLHOME baseline 8.92% 10.71%proposed 9.07% 11.41%
We first conducted experiments on the synthetic data and AMI
corpus. Figures 2 and 3 show the visualizations of the m-vectors
and i-vectors on the two corpora respectively. From the two figures,
we see clearly that the distributions of the m-vectors have smaller
overlaps than the distributions of the i-vectors. Table 1 lists the DT
scores of the m-vectors and i-vectors. From the table, we see that
the m-vector representation has a strong discriminability than the
i-vector representation. Table 2 lists the DER results produced by
the comparison systems. From the table, we see that the proposed
system achieves an over 15% absolute DER reduction over the i-
vector baseline on the synthetic data, and about 7% absolute DER
reduction over the latter on the AMI corpus in both the oracle and
thresholding circumstances. Because MBN is relatively sensitive to
the hyperparameter δ [16], we studied δ on the synthetic data by a
grid search from {0.3, 0.5, 0.7}. The DER scores are 7.42%, 7.19%,
and 8.09% respectively, which means that different δ only slightly
affects the performance. In practice, we usually set δ to a small
value, such as 0.3, since that, when δ is set to a small value, MBN is
used mainly for denoising; otherwise, MBN is used for the reduction
of nonlinearity.
In addition, we evaluated the diarization performance of the
comparison methods on the CALLHOME dataset. From the result
in Table 2, we see that the DER scores of the proposed system were
slightly lower than those of the baseline system. The reason why the
proposed system does not outperform the baseline system might be
that the conversations are too short to demonstrate the advantage of
deep and nonparametric methods. The average time of the conversa-
tions can only be split into no more than 200 speech segments. Note
that, because we do not have the ground-truth labels of the speech
segments, we are unable to obtain the DT scores of the comparison
methods on CALLHOME.
3.4. Results with the x-vector frontend
We evaluated the proposed method with the x-vector frontend on the
AMI corpus, where we set the hyperparameters of MBN the same
as those with the i-vector frontend. Figure 4 shows the visualiza-
tion results of the m-vectors and x-vectors. From the figure, we see
that the proposed m-vectors seem have smaller within-class variance
and between-class distances than the x-vectors. However, compar-
ing Fig. 3 with Fig. 4, we see that the the m-vectors with the x-vector
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Fig. 4. Visualizations of m-vectors and x-vectors on the AMI corpus,
when the x-vector frontend is used.
Table 3. DT scores of the x-vector baseline and the proposed system
with the x-vector frontend on the AMI corpus.
Data Method
AMI baseline 4.36proposed 6.50
frontend are not as good as those with the i-vector frontend. The re-
sults in Tables 3 and 4 further manifest the above experimental phe-
nomena. The proposed system is not as good as the x-vector base-
line in terms of DT, and performs equivalently well with the latter in
terms of DER. These phenomena might be caused by the mismatch
between the training and test. Unlike the i-vector frontend where we
have used 80% AMI data as part of the training data, we did not use
any AMI data for training the x-vector frontend. However, compar-
ing Table 2 with Table 4, we see that the proposed system with the
i-vector frontend achieves the best performance.
We further evaluated the proposed method on the CALLHOME
corpus. The experimental phenomenon in Table 4 is similar with that
in Table 2.
4. CONCLUSIONS
In this paper, we apply multilayer bootstrap networks to reduce the
noise and small variance of speaker embedding vectors. Specifi-
cally, it first extracts speaker embedding vectors, such as i-vectors or
x-vectors, from a front-end. Then, it transforms speaker embedding
vectors to latent variables of PLDA. Finally, it uses the latent vari-
ables as the input of MBN, which produces high-dimensional sparse
m-vectors for AHC. A key advantage of MBN is that it builds an
unsupervised deep model without model assumptions and difficult
optimization algorithms. We have conducted a wide experimental
comparison with the i-vector and x-vector based speaker diarization
systems on a simulated NIST diarization dataset, the AMI Meeting
Corpus, and NIST SRE 2000 CALLHOME database. Experimental
results show that our systems are better than or at least comparable
to the systems that do not adopt MBN.
Table 4. DER results of the x-vector baseline and the proposed sys-
tem with the x-vector frontend on AMI and CALLHOME.
Data Method Oracle Thresholding
AMI baseline 29.76% 30.10%proposed 29.96% 30.64%
CALLHOME baseline 7.15% 8.73%proposed 6.22% 8.64%
5. REFERENCES
[1] Lei Sun, Jun Du, Tian Gao, Yu-Ding Lu, Yu Tsao, Chin-Hui
Lee, and Neville Ryant, “A novel lstm-based speech preproces-
sor for speaker diarization in realistic mismatch conditions,” in
2018 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP). IEEE, 2018, pp. 5234–5238.
[2] Marek Hru´z and Zbyneˇk Zajı´c, “Convolutional neural network
for speaker change detection in telephone speaker diarization
system,” in 2017 IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP). IEEE, 2017, pp.
4945–4949.
[3] Najim Dehak, Patrick J Kenny, Re´da Dehak, Pierre Du-
mouchel, and Pierre Ouellet, “Front-end factor analysis for
speaker verification,” IEEE Transactions on Audio, Speech,
and Language Processing, vol. 19, no. 4, pp. 788–798, 2010.
[4] Daniel Garcia-Romero, David Snyder, Gregory Sell, Daniel
Povey, and Alan McCree, “Speaker diarization using deep neu-
ral network embeddings,” in 2017 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing (ICASSP).
IEEE, 2017, pp. 4930–4934.
[5] Quan Wang, Carlton Downey, Li Wan, Philip Andrew Mans-
field, and Ignacio Lopz Moreno, “Speaker diarization with
lstm,” in 2018 IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP). IEEE, 2018, pp.
5239–5243.
[6] Zbynek Zajı´c, Marek Hru´z, and Ludek Mu¨ller, “Speaker di-
arization using convolutional neural network for statistics ac-
cumulation refinement.,” in INTERSPEECH, 2017, pp. 3562–
3566.
[7] David Snyder, Daniel Garcia-Romero, Daniel Povey, and San-
jeev Khudanpur, “Deep neural network embeddings for text-
independent speaker verification.,” in Interspeech, 2017, pp.
999–1003.
[8] David Snyder, Daniel Garcia-Romero, Gregory Sell, Daniel
Povey, and Sanjeev Khudanpur, “X-vectors: Robust dnn em-
beddings for speaker recognition,” in 2018 IEEE Interna-
tional Conference on Acoustics, Speech and Signal Processing
(ICASSP). IEEE, 2018, pp. 5329–5333.
[9] Yusuke Fujita, Naoyuki Kanda, Shota Horiguchi, Kenji Naga-
matsu, and Shinji Watanabe, “End-to-end neural speaker di-
arization with permutation-free objectives,” arXiv preprint
arXiv:1909.05952, 2019.
[10] Patrick Kenny, Douglas Reynolds, and Fabio Castaldo, “Di-
arization of telephone conversations using factor analysis,”
IEEE Journal of Selected Topics in Signal Processing, vol. 4,
no. 6, pp. 1059–1070, 2010.
[11] Matthew Maciejewski, David Snyder, Vimal Manohar, Na-
jim Dehak, and Sanjeev Khudanpur, “Characterizing perfor-
mance of speaker diarization systems on far-field speech using
standard methods,” in 2018 IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP). IEEE,
2018, pp. 5244–5248.
[12] Gregory Sell and Daniel Garcia-Romero, “Speaker diariza-
tion with plda i-vector scoring and unsupervised calibration,”
in 2014 IEEE Spoken Language Technology Workshop (SLT).
IEEE, 2014, pp. 413–417.
[13] Stephen Shum, Najim Dehak, and James Glass, “On the use of
spectral and iterative methods for speaker diarization,” in Thir-
teenth Annual Conference of the International Speech Commu-
nication Association, 2012.
[14] Qingjian Lin, Ruiqing Yin, Ming Li, Herve´ Bredin, and
Claude Barras, “Lstm based similarity measurement with
spectral clustering for speaker diarization,” arXiv preprint
arXiv:1907.10393, 2019.
[15] Mohammed Senoussaoui, Patrick Kenny, Themos Stafylakis,
and Pierre Dumouchel, “A study of the cosine distance-
based mean shift for telephone speech diarization,” IEEE/ACM
Transactions on Audio, Speech and Language Processing
(TASLP), vol. 22, no. 1, pp. 217–227, 2014.
[16] Xiao-Lei Zhang, “Multilayer bootstrap networks,” Neural Net-
works, vol. 103, pp. 29–43, 2018.
[17] Sergey Ioffe, “Probabilistic linear discriminant analysis,” in
European Conference on Computer Vision. Springer, 2006, pp.
531–542.
[18] Gregory Sell, David Snyder, Alan McCree, Daniel Garcia-
Romero, Jesu´s Villalba, Matthew Maciejewski, Vimal
Manohar, Najim Dehak, Daniel Povey, Shinji Watanabe, et al.,
“Diarization is hard: Some experiences and lessons learned for
the jhu team in the inaugural dihard challenge.,” in Interspeech,
2018, pp. 2808–2812.
[19] Christopher M Bishop et al., Pattern Recognition and Machine
Learning, Springer New York:, 2006.
