Multi-target tracking (MTT) is among the fundamental problems in the field of video analysis and monitoring. In the tracking-by-detection framework, data association is one of the most important and difficult problems. In this paper, we propose a framework to obtain the appearance features of a target in an end-to-end fashion, which fuses high-level and low-level semantic information. The high-order feature map is abstracted using the high-order apparent relationship for each target between the current frame and the previous frames, whereas the similarity matrix is used to describe the high-order features of the target. The best matching relationships between targets are obtained using hierarchical data association and the Hungarian algorithm. This proposed method is called Multi-target tracking Based on High-order Appearance Feature Fusion (MTT-HAFF), which can handle a large number of input sequences, local association failures, and identity exchanges that result from unreliable detections. The results show that the proposed algorithm has a good robustness for long-term occlusion tracking.
I. INTRODUCTION
Tracking is an essential component of various vision applications, e.g., robotics with trajectory planning and decision making [1] , [2] and intelligent video surveillance [3] , [4] , to detect, identify, and track targets and to monitor restricted areas from approach or entry, such as in museums, zoos, military facilities, and prisons. In recent years, the development of deep learning has enabled breakthrough algorithms in image and video recognition [5] - [7] . From image classification to pedestrian recognition, deep learning has significant advantages over traditional methods. MTT is closely related to pedestrian recognition. Based on the time order of trajectory generation [8] - [10] , MTT algorithms can be divided into online [11] , [12] , offline [13] , [14] , or nearonline [15] approaches. Offline MTT is generally constructed using graph models from target detection relationships. The key to determine the correctness of a graph model construction is to calculate the similarity or distance measurement between detections. Online MTT calculates the matching The associate editor coordinating the review of this manuscript and approving it for publication was Mohammad Ayoub Khan . relationship using an existing trajectory based on the current detection. The correctness of the matching is determined from the appropriately selected matching measure. Near-online algorithms behave similarly as the online version in that they output the association for every frame. The critical difference is that any decision made in the past is subjected to change after additional observations are available. Therefore, the key steps of multi-target tracking algorithms are feature learning for detections and calculating the matching similarity.
The focus of the latest MTT algorithms is based on the tracking-by-detection framework, which associates detections across frames to generate target trajectories. This method can address tracking drift and correct errors over time. In the existing data association approaches in MTT, few methods focus on mining higher-order relationships between multiple cross-temporal detections. Instead, they simply consider the second-order relationships between adjacent detections (e.g., Multiple-Target Tracking by Spatiotemporal Monte Carlo Markov Chain (MCMC) data association algorithm [16] , method based on matching [17] , network flow [18] , linear programming [19] , and Hungarian algorithm [20] ). However, these methods do not fully utilize the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ available information of targets. When a plurality of spatially adjacent targets is occluded, association errors occur often. The MTT framework proposed in this paper can effectively solve this problem using multi-feature fusion [21] . This work is inspired by the idea of a single shot multibox detector (SSD) [38] that detects targets of different sizes with a high detection accuracy. To extract feature maps of different scales, we utilize the backbone network (VGG16) of the SSD and add an extended network, called as Extension Network, behind it. We first use the detector for the target and utilize the proposed network framework of MTT-HAFF to extract the features. Finally, the extracted features of the target are used to perform data association. Using an endto-end approach, the proposed algorithm can extract appearance features and calculate the appearance similarity between different frames. To fully extract the appearance features of a target, hierarchical feature learning is considered at several abstract levels. The MTT-HAFF estimates the similarity between the current and previous frames using the method of exhaustive arrangement. As the target can enter and leave a video scene, a virtual array is added to the similarity matrix.
The appearance feature extraction of the MTT-HAFF uses a twin symmetric convolution network to extract the appearance features of an image to construct a similarity matrix. To obtain the loss function for the similarity matrix of two images, the correlation matrix of the ground-truth and the center of the detection box are input into the framework. In the test phase, the network outputs the feature and similarity matrices of the target.
The MTT-HAFF has a residual-like network module that can perform non-local operations in the space-time domain to capture the correlation of targets, even though they appear at large intervals of time or space. The cascading appearance features, which are extracted from different layers, are combined into a vector and input into the Octave Convolution Network (OCN). A module of the OCN can separate and compress the high-and low-level features to reduce the redundancy space after removing lowlevel features. Extensive experiments show that the proposed algorithm can address the long-term occlusion of targets.
II. RELATED WORK
Multi-target tracking is a challenging problem that involves target detection, feature extraction, similarity calculation, and the generation of a group of trajectories over time. Due to its significant academic and commercial potential, MTT has attracted increasing attention. The classic solution for MTT is to solve the data association problem [22] by matching the labels of the instances observed in the time dimension. Several methods have initialized tracked targets manually or have assumed that a certain number of targets are known. However, this information is usually unknown in real MTT. A more general space-time grouping algorithm should be considered that can recover the target trajectory from a video sequence when undergoing significant occlusions.
To reduce missed and false detections, the target classifier [23] should be trained online with MTT. The online classifier has been widely used in single target tracking. However, this technology has only been applied in limited scenarios [24] and has not been widely popularized for MTT. In the tracking-by-detection framework, some algorithms have focused on mitigating the impact of occlusion on MTT. Milan et al. adopted the continuous energy minimization approach [25] , which combines occlusion explicit reasoning with appearance modeling. To address both occlusions and clutter, Wen et al. proposed data association based on the undirected hierarchical hyper-graph [26] . To improve the computational efficiency, Bochinski et al. used area overlap [27] (IOU) and pre-defined thresholding to track targets. Chen et al. proposed a multi-hypothesis tracking method [28] that combines the advantages of the nearest neighbor method with a joint probabilistic data association algorithm. The optimal trajectory was obtained by calculating the posterior probability of each hypothesis, deleting the hypotheses with a small posterior probability, and merging the approximate hypotheses.
MTT based on deep learning generally uses a pre-training model to represent the appearance features of a target. For example, Bertinetto et al. [29] proposed applying twin networks to single target tracking. Son et al. [30] proposed a quadruple convolution neural network that learns to associate the detections from different frames and uses the minimum or maximum label propagation method for data association. Feichtenhofer et al. [31] used the ResNet-101 network to extract appearance features of a target and calculated the cross-correlation of feature responses between adjacent frames. Similarly, Bea and Yoon [32] modified the twin network to learn deep representation features with a high discrimination degree. The framework proposed by Feng et al. [33] included a single target tracking subnetwork to capture short-term cues and a ReID sub-network to extract long-term cues. This approach could handle complex situations in MTT scenarios by making full use of longterm and short-term cues. These methods combined online migration learning [32] with a modified network and finetuned it for online tracking.
Most of the methods based on deep learning address single target tracking as opposed to MTT. More importantly, in the framework of MTT, deep learning has primarily utilized the concept of pedestrian recognition to model targets [34] - [36] . However, deep learning is seldom used to train the data association stage, especially to fuse the data association and appearance modeling into a unified framework for training. In this paper, we utilize the appearance features to model the MTT-HAFF network and estimate the similarity relationship of the target in a pair of frames using the extracted appearance features. Finally, MTT is realized using the method of hierarchical data association. This paper has the following primary contributions: (1) The appearance modeling module and data association module are co-located in a unified framework and trained in an end-to-end fashion to achieve online tracking.
(2) A residual-like network module (SRN) is added to the backbone network (VGG16) to capture the dependence between pixels in further positions and fuse the non-local information.
(3) OCN and the gradual recursive network (GRN) are added to the architecture to reduce the spatial redundancy and communicate efficiently between the low-level and highlevel semantic information. This module also expands the receiving area of the original pixel space and obtains more global information, which increases the image recognition ability and improves the MTT performance.
III. MULTI-TARGET TRACKING FRAMEWORK A. OVERALL FRAMEWORK
This work takes full advantage of deep neural networks to handle unreliable detections and intra-category occlusions. In Fig. 1 , the entire architecture is divided into the feature extractor and affinity estimator. The feature extractor primarily models appearance features to achieve cross-level feature fusion. There are four modules in this part of the feature extraction: VGG16, extension layer, SRN, and Selection Layer Module (SLM). The affinity estimator module includes the OCN and GRN. In the architecture MTT-HAFF, a pair of video frames I t and I t−n are n time intervals apart and are input into the network along with the sets of centers C t and C t−n for pre-detected objects in the frames. The frame pair is processed using the two extended VGG-like networks with shared parameters. As the combined features from multiple layers are too large to be practically useful, ensuring that features are sufficiently expressive requires selecting and reducing the number of feature maps for the nine selective layers of these networks using 1 × 1 convolutional kernels. Compact features extracted from these maps are concatenated to form 520-dimensional feature vectors. It is supposed that the apparent feature matrix is F t at frame t, the set of feature matrices are represented with the symbol F t−n:t−1 , and n <= δ b with δ b = 30. Exhaustive permutations of these vectors in the feature matrices F t and F t−n are encoded in the tensor t,t−n ∈ R 1040×N m ×N m , where N m is the number of objects in each frame. As the tensor t,t−n ∈ R 1040×N m ×N m has significant redundant information, it is input into the OCN module, which can process feature maps at multiple spatial frequencies and reduce the spatial redundancy. After the tensor t,t−n is processed in the OCN, it is input into the GRN module, which consists of nine convolution layers. For track association, n similarity matrices are obtained by calculating the appearance feature matrix F t , which is stored to compute the future affinity matrices. The trajectory set t is updated by associating the current frame with the n previous frames using the computed affinity matrices.
1) DATA PREPROCESSING
Multi-target tracking datasets, such as in [37] , do not contain a large number of complex scenes, such as lighting changes or background scene changes. To improve the applicability of VOLUME 7, 2019 the model, the following data preprocessing is performed on the dataset. 1) Saturation distortions: each pixel of the image is scaled with a random value in the interval [0.7, 1.5]. The generated image is converted to HSV, and its saturation channel is again scaled by a random sample in [0.7, 1.5]. The frame is then converted back to RGB and rescaled using a random sample in the same range. This process of converting saturation is similar to the literature [38] .
2) Frame extension: the size of a frame is extended using random sample values in [1, 1.2] . The frame size is increased using frame expansion, which uses the average pixel value of the entire image to fill pixel values of the extended portion.
3) Image cropping: the image is cropped with random sample values in the range of [0. 8, 1] . Only pixels in the original image that contain the center point of the detection boxes are retained during the cropping process.
The above data preprocessing is applied to frame pairs with a probability 0.3. The size of the frame is then uniformly fixed to H × W × 3 and is horizontally flipped with a probability of 0.5. The method of transforming training data was originally proposed for detection by Liu et al. [38] . However, this paper uses the above method to process two frames simultaneously. To acquire an intuitive feel for this process, examples of the data preprocessing are provided in Fig. 4 . The pre-processed frame pairs and the centroid coordinate of the detections are input into the MTT-HAFF. Due to the limited camera viewing range at certain angles, it is assumed that the detector can operate at most Nm targets in a given frame, and that the target detected in each frame has a unique ID. Thus, if the number of targets detected is m, there will be m IDs. For the constructed matrix M ∈ R N m ×N m , the columns represent the number of targets detected from the current frame, and the rows represent the targets detected from the previous frame. If m < N m , the number of non-authentic targets is N m − m, which is represented by the 0 vector.
If the number of targets detected by the current frame t is m 1 and those detected from the previous frame t − n is m 2 , the following operations are performed. First, the matrix m 1 × m 2 is constructed.
Then, N m − m 1 columns are added to the matrix m 1 × m 2 , which are called fictitious columns. Similarly, N m − m 2 rows are added to the matrix m 1 × m 2 , which are called fictitious rows. To represent targets leaving and entering the scene, extra rows and columns are added to the two-dimensional array N m ×N m to finally obtain the augmented matrix N m+1 × N m+1 . If a new target ID 1 enters the current frame, the coordinate (N m+1 , ID 2 ) in the matrix N m+1 × N m+1 is set to 1. If the target ID 2 in the current frame leaves the scene, equivalently, the coordinate (ID 2 , N m+1 ) in the matrix N m+1 × N m+1 is set to 1.
2) APPEARANCE FEATURE EXTRACTION
The feature extraction process uses a twin network, which shares the model parameters, where the baseline network is the VGG16. To better encode the extracted spatial appearance features, the fully connected layer and softmax layer of the VGG16 are converted into a convolutional layer. Compared with the original VGG16, the input images are 3 × 900 × 900. After a simple modification of the final layer, the size of the output feature map is still 56 × 56. Under the premise that the batch normalization and activation layers are separate, the final layer of the VGG16 is the 36-th layer. For more information of the VGG16, readers are referred to [39] . After the VGG16, continued reductions of the spatial dimension of the feature map (56 × 56) are accomplished by adding the 36-th layer network structure to the entire network, which is called an extension module. The feature map with spatial dimensions of 56 × 56 is reduced to 3 × 3 after being input into the extension network. The details of the framework for the extension network are shown in Table 1 . The output of the final VGG16 layer is labeled as the 0 index in the extension network.
A block of the SRN is added to the extension network to directly capture long-range dependencies between any two positions regardless of their positional distance. In the experiment, by adjusting the position of the SRN module in the overall architecture, we find that the algorithm has a good robustness when the SRN is added to the 6-th, 12-th, 24-th, and 30-th convolutional layers. However, features will possess a large vector when the appearance features of each layer are merged, which occupies too much memory. This reduces the operational efficiency and increases redundant information.
In this paper, a 9-layer feature map is selected to represent the overall features of the target. To further decrease the spatial dimensions of the 9-layer feature map, we reduce the channel using a 1×1 convolution kernel after the feature map is extracted from the original twin network. Table 2 lists the index of the selected nine layers. After the 9-layer feature map is dimension-reduced, it is fused to form a 520-dimensional feature vector.
3) SRN NETWORK
In deep learning, the progressive behavior of recurrent and convolutional operations capture information only within a small neighborhood of its time or space, making it difficult to capture the dependencies of targets at further locations. To increase the discriminative ability of the appearance model, existing residual networks [40] are used to add a module (called the SRN) to the extension network, which can fuse non-local information [41] , [42] and capture the dependencies between pixels at distant locations. Non-locality suggests it is a classical filtering algorithm that computes a weighted mean for all the pixels in an image. It allows distant pixels to contribute to the filtered response at a location based on the patch appearance similarity.
As shown in Fig. 2 , the ''⊗'' denotes matrix multiplication, ''⊕'' denotes element-wise summation, and the arrow at (a) is a jump connection. In the SNR module, the feature of the front layer together with the feature that is further ''lossy compressed'' are input to the latter layer. The SRN module treats the processes of extracting spatial and temporal information as a residual operation. We define the SRN block as:
where yi is given by Eq. (2) and ''+xi'' denotes a residual connection [43] . The x is the input signal (feature map of the extracted image) and y represents the output signal with the same size as x. The z is the output of the SRN network and W is a weight matrix that is learned by the network through 1×1 convolutions. Additionally, (i, j) is the pixel coordinate, and the range of j can be any position in space-time. Following the non-local mean operation, a generic non-local operation for deep neural networks is defined as:
The response is normalized by the factor C(x), and the definitions of g(x j ) and f (x i , x j ) are as shown in Eqs. (3) and (4), respectively.
For the sake of simplicity, the definition of g(.) is a simple linear function with a single input that calculates the influence of point j on point i. That is, g(.) can calculate the eigenvalues of the input signal i at the position j. To compute the similarity, we utilize a simple extension of the Gaussian function as represented by Eq. (4).
The function f (.) has two inputs and the output values show how i is affected by j. Larger distances between i and j induce smaller f (.), indicating a lesser influence.
The g(.), θ, and φ are obtained via 1 × 1 convolutions, where W is a weight matrix that is learned by the network. Additional representative appearance features are extracted by adding the SRN module behind the convolutional layer. This enables more effective learning for additional spatial relationships between two pixels with a certain distance on the image.
B. THE NETWORK OF SIMILARITY AFFINITY
In the front part of the architecture, the primary task is to extract appearance features from the current and previous frames in the range of [1] , [30] . For the MTT-HAFF network, after the feature map is extracted from the VGG16 and the extension network, we fuse the 9-layer feature map chosen by the selection network module. For each of the stream networks, we obtain the feature matrix F t ∈ R 520×N m for the current frame t, and F t−n ∈ R 520×N m for the previous frame t − n. The network arranges the columns of F t and F t−n as the tensor ∈ R 1040×N m ×N m , such that the columns of the two feature matrices are concatenated along the depth dimension of the tensor in N m × N m possible permutations. 
1) OCN CONVOLUTIONAL NEURAL NETWORK
For ordinary convolutional neural networks, the generated feature maps have significant redundancy in the spatial dimension. Each position only stores its own feature map independently while ignoring the common information between adjacent locations. However, the information described above can be stored and processed together. The tensor ∈ R 1040×N m ×N m has significant redundancy, so an OCN is added to the MTT-HAFF.
The designed OCN focuses primarily on processing feature maps at multiple spatial frequencies and reducing their spatial redundancy. The OCN is orthogonal and complementary to existing methods that focus on building better CNN topologies [44] , reducing channel-wise redundancy in the convolutional feature maps [45] , and reducing redundancy in the dense model parameters [46] . The input signal is divided into lower and higher semantic information by the OCN. The lower (higher) semantic information corresponds to the gently (sharply) changing portion of the grayscale image. Specifically, the low-level corresponds to the overall structure of the image, while the high-level corresponds to the edge details. It is necessary to extract more edge details for pedestrian tracking. To reduce spatial redundancy, low-dimensional tensors are used to store slowly changing information. Therefore, effectively expanding the receiving domain of the original pixel space and obtaining more global information requires adding the OCN into the MTT-HAFF. Additionally, the OCN channel size used here is 1024.
In Fig. 3 , the X and Y are the factorized input and output tensors, respectively. The high-and low-frequency feature maps of the output We set α in = α = α out = α throughout the network, except for the first and last OCN of the network where α in = 0 and α out = α; and α in = α and α out = 0, respectively.
A convolution with a stride of 2 is used for down-sampling, and average pooling is adopted to obtain a more accurate approximation. The two strategies mentioned above can alleviate misalignments that appear when aggregating information from different scales [64] . The final output Y = {Y H , Y L } of the OCN can be represented by Eqs. (7) and (8) .
where f (X ;W ) denotes a convolution with parameters W , pool(X,k) is an average pooling operation with kernel size k × k and stride k, and the upsample(X,k) is an up-sampling operation by the factor k via nearest interpolation. The details of the OCN operator implementation are given in [8] .
2) SIMILARITY AFFINITY
The overall process for the similarity affinity primarily uses the appearance feature matrix to perform the estimations. The concrete process is as follows. When the image from the current frame is input to the network, the similarity matrix of the current frame and the previous frame is calculated. The concept of a virtual array is then used to establish a cost matrix. The n similarity matrix can be obtained and stored in an array F, especially for 0 ≤ n ≤ δ b , where δ b is the maximum length of the array. The optimal value of δ b = 30 is obtained by adjusting the parameters continuously in the experiments. The similarity threshold is determined after the similarity matrix is established. Then, the similarity threshold is used to initialize the similarity matrix. If the matrix value is larger than the predetermined threshold in the coordinate position, the corresponding value is set to 1; else, values smaller than the predetermined threshold are set to 0. Finally, the sum of the similarity matrix is calculated between the current frame t and the previous frame t −n, and the resulting matrix is called the accumulator matrix.
To store the feature matrix of each frame, a new array F is initialized, which can save at most δ b feature matrices. If the length of the array F exceeds the length of δ b at frame t, the eigenvalue matrix of the t − δ b − th frame is deleted. Suppose that the apparent feature matrix is F t at frame t, the set of feature matrices is represented by the symbol F t−n:t−1 , where n ≤ δ b . Then, n similarity matrices are obtained by calculating the appearance feature matrix, which is represented by the symbol A t−n:t−1,t . To update the trajectory set, the apparent feature matrix F t of the current frame t is stored in the array F.
C. HIERARCHICAL DATA ASSOCIATION
We use the twin network to train the framework. In the testing phase, the network structure is deployed as a singlestream network. The concept of hierarchical data association is used on the MTT based on the high-order appearance feature information and the spatial information [47] . In the data association, a correlation matrix is effectively calculated using the appearance similarity matrix.
The following strategies are used to describe the fact that targets leave the scene within the time between the previous frame t − n and the current frame t. Multiple trajectories, which have been leaving the current frame, can be assigned to the last column of the accumulator matrix to represents non-identifying targets. This method ensures that all unrecognized trajectories are mapped to unrecognized targets. In the data association, it is assumed that k targets are detected in the first frame. A trajectory set λ 0 is initialized that contains k trajectories, with each having at most δ b lists. Each list is a 2-element array that houses the frame number and a unique ID of the target. After processing the first frame, the subsequent frames are continually input into the MTT-HAFF network. We then use the Hungarian algorithm to associate the appearance of the similarity matrix. In the end, the trajectory set is updated using both the appearance feature and the similarity matrix.
When the trajectories of the current frame are updated, a new accumulator matrix is initialized, which is called the cost matrix. The Hungarian algorithm is then used to find the best match, and the target in the current frame is calculated using the previous frame n and 0 ≤ n ≤ δ b . After this operation, n similarity matrices are obtained. The role of the accumulator matrix in this paper is to calculate the sum of the similarity matrix at the corresponding positions. For example, the coefficient of the accumulator matrix at the coordinate (i, j) is the sum of the similarity matrix between the i − th target in the previous frame n and the j − th target of the current frame. Finally, the unmatched trajectories and detection boxes are associated with the IOU. Updating is performed by saving the appearance features from the associated detections.
At this time, the length of the maximum tracking time is set in the network. If the maximum time is exceeded, the early appearance feature map of the trajectory is deleted. The maximum waiting time δ w is set for when the target disappears in the video, and the trajectory during this period is called the temporary state. If the maximum time exceeds the set time, the corresponding trajectory is deleted. After deleting the trajectories that are not satisfied, the tracking unit is established for the unassigned detections, which are called temporary trajectories. The minimum continuous association duration δ c is then set for the newly detected targets. If the continuous δ c frames can be detected, the trajectory is called a permanent trajectory, and δ w = 15, δ c = 10 is set.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
The proposed MTT-HAFF framework is used to extract features and calculate the similarity score, which processes the apparent sequence of the previous frame and the newly detected targets in the current frame. Extensive experiments show that the MOTA metric in our algorithm reaches 48.8%, the IDF1 reaches 50.1%, and the ML reaches 30.1%, in the MOT17 dataset. Additionally, our method outperforms alternative online trackers on the MOT15 dataset with a MOTA of 38.41%. The proposed algorithm also achieves an average speed of 5.9 frames per second. The following is an overview of the performance of the MTT-HAFF framework in the MOT15 [48] and MOT17. The details of the important components in the framework are discussed as follows.
A. INTRODUCTION OF THE DATASET
The MOT15 https://motchallenge.net/data/MOT15/ handles multiple pedestrian tracking, which is similar to the MOT17 dataset. The MOT15 contains 11 video sequences along with their ground truth tracks and detections using the detector proposed by Bernardin and Stiefelhagen [52] . The ground truth detections provided by the MOT15 do not consider object occlusions. For the proposed MTT-HAFF tracker, such training data can be misleading for appearance modeling. Hence, we did not train or fine-tune the MTT-HAFF using the MOT15 training data. Instead, we directly applied our MOT17 model to the MOT15 challenge.
The MOT17 dataset https://motchallenge.net/data/MOT17/ is used in this paper and includes various scenes with a large number of complex detected targets. In addition to the small targets, there are also under-and over-exposed scenes, multiangle shooting, and a large number of partially occluded targets. The dataset contains a variety of real-world scenes with more than 180,000 targets. In particular, the MOT17Det training set contains six video segments with 112,000 total segments of annotation data. In the 6-segment video of the test set, there are 188,000 targets to be detected. The complexity of the video scene makes detection extremely difficult. The MOT17 dataset provides three detectors for targets in the video, namely the SDP [49] , Faster-RCNN [50] , and DPM [51] .
B. EVALUATION METRICS
To determine the performance of our algorithm, we comprehensively benchmark our approach using the evaluation metrics that include the CLEAR MOT metrics [52] , Multi-Object Tracking Accuracy (MOTA), and MTT Precision (MOTP) metrics. The MOTA indicator integrates False Negatives (FN), False Positives (FP), and Identity Switches (IDs) into a single metric to evaluate the tracker performance. The MOTP indicator represents the errors between the estimated position and the ground-truth position of the tracker and normalizes it to a hit/miss threshold. In addition, the CLEAR MOT includes indicators such as Mostly Lost (ML), Mostly Tracked (MT), Ground-truth Trajectories (GT), Identity Switches (IDs), and Fragmentations (FM). The ML (MT) indicates that for mostly lost (tracked) targets, the percentage of ground-truth trajectories that are covered by a track hypothesis is for 20% (80%) of their life or less (more). The ID_s represents the total number of trajectory changes during the tracking process.
C. PARAMETER SETTINGS
The MTT-HAFF network model is obtained using the Pytorch framework, and the hyper-parameters of the MTT-HAFF are optimized with the MOT17 dataset. We also train our model by specifying a validation set using the MOT17 dataset. The SGD optimizer [53] is used to train the MTT-HAFF network. During the training and testing phase, the size of the image is adjusted to 900 × 900. The momentum decay parameter is set to 0.9 and the weight decay parameter is set to 5e-4. The initial learning rate is set to 0.01, which is reduced to 1/10th its previous value at epochs 50, 80, and 100. The best values for these parameters are selected with a grid search for the optimal MOTA metric on the validation set. Table 3 compares the tracking results for our algorithm with other trackers on the MOT15 dataset. It is seen that the algorithm proposed in this paper achieves good performance. The MOTA metric reaches 38.41%, and the FN and Frag metrics performed well compared with the other algorithm result. To achieve data association, the RNN-LSTM algorithm [55] uses the short-term RNN to model object motions. In addition, the long-term LSTM is used to model the object appearance, which can learn from previous frames for different targets. However, the MOTP for the RNN-LSTM algorithm is only 16.83%, and it is difficult to train the RNN-LSTM model as it requires high-level hardware configurations. This approach achieved an average speed of 165 frames per second, so we may reference the RNN-LSTM algorithm to further simplify our approach in future work. Table 4 shows the tracking results of the MTT-HAFF along with other best-performing MTT algorithms in the video sequence from MOT17. The performances of the detectors affect the tracking performance in the tracking-by-detection paradigm. This paper uses a deep neural network to learn the appearance features of the detected target for MTT and uses three different detection algorithms to comprehensively evaluate the performance of the proposed tracking algorithm. The experimental results show that the MOTA of the MTT-HAFF reaches 48.8%, the IDF1 reaches 50.1%, and the ML reaches 30.1%. This suggests that the proposed algorithm has good robustness and achieves state-of-the-art results. We attribute this robustness to cross-level feature extraction at different layers and multiple feature fusion. As the depth of the network increases, the abstraction of the target is strengthened, and the receptive field of the convolution kernel grows. The SRN also effectively establishes a connection between two pixels with a certain distance on the same image. This provides a module that can learn additional spatial relationships. Cross-level feature fusion, similarity relation modeling, and multi-level data association play crucial roles in achieving better MTT-HAFF performances. For the EAMTT algorithm [54] , the MOTA metrics are lower than for the MTT-HAFF because the EAMTT relies only on the position and size of the bounding box as inferred from detections and does not use appearance models to discriminate nearby targets.
D. RESULTS OF MOT15

E. RESULTS OF MOT17
It is also found that the ID_S metric in the MTT-HAFF algorithm is not ideal. This is primarily because the tracker can easily be temporarily misjudged when targets experience severe partial occlusions. However, the accumulator matrix is used to achieve data association, which uses the Hungarian algorithm to find the optimal trajectory and quickly recovers the jumped trajectory by looking deeper into the previous frames within the range of [0, 30].
F. ABLATION
To solve the problem of long-term occlusion in MTT, we learn how to effectively extract the representative appearance features and fuse those that were extracted from multiple layers. We first introduce the overall performance of the proposed algorithm. In the subsequent content, an intuitive understanding of the important components of the network is built by investigating the contributions of different components in our framework, as shown in Table 5 . Table 5 indicates that every component of the framework helps improve the tracking performance. When the backbone network is composed of the VGG16 and the extension network, the MOTA of this baseline method is only 43.3%. When the SRN, OCN, and GRN are separately added in the backbone network, the performances improve by 0.6%, 0.9%, and 1.3%. The receiving domain of the original pixel space is enlarged when the OCN and SRN are added to the backbone network, which can help the MTT-HAFF obtain more global information and extract more discriminative appearance features. It is noted that we replace the GRN with a GRN-Replace model, which maps the target features to the similarity matrix abruptly instead of gradually. The results show that the GRN-Replace model degrades the network performance. The ablation experiment also shows that the proposed network has a positive impact on the overall network when the SRN, OCN, and GRN are used to construct the appearance model. Frame 24 illustrates that the proposed algorithm has a good robustness to track small targets in blurred scenes.
To fully illustrate the effectiveness of the proposed algorithm, we describe the method in a visually intuitive way to accompany the description of the algorithm results as follows. Fig. 6 shows examples of tracking at frames 32, 77, 154, 156, and 162 (cropped) in the Venice-2/MOT15 dataset. The trajectories of a target, identified as 1 in the purple dress, 2 in red dress, and 3 in blue dress, are correctly tracked. At the 32-th frame, targets 1 and 2 are correctly tracked, but target 2 is not visible in the scene. At the 77-th and 154-th frames, targets 1, 2, and 3 are correctly tracked while target 2 is significantly occluded by target 1. At the 156-th frame, the occluded target 2 gradually becomes invisible and is reinitialized as a new trajectory, but its trajectory recovers when becoming visible again. At the 170-th frame, target 2 is completely occluded by target 1. At the 203-th frame, only target 1 is correctly tracked, while target 2 has an occurred trajectory fracture and was reinitialized as target 4. Similarly, target 3 experiences severe intra-class occlusion and its trajectory was reinitialized as target 5 when tracked by our tracker again at the 296-th frame.
Through the above analysis, the features extracted using the MTT-HAFF can better discriminate targets, and the proposed appearance models have a good robustness to discriminate nearby targets. For short-term occlusions, the trajectory is easily recovered from occlusions in crowded scenes.
However, for long-term occlusions, targets 2 and 3 were respectively reinitialized as 4 and 5 from frames 170 to 216 and 203 to 296. For MTT, occlusions are always a problem, especially when they occurred for longer-terms, and our algorithm suffers from such limitations. For the trajectory fracture in our algorithm, we set the maximum track association time to 30 frames. When the target disappears or is invisible for more than 30 frames, we set the target to leave the picture by default and be reinitialized as a new trajectory. Thus, occlusion mechanisms are added to our framework as the focus of future research.
Additionally, we find another failure example from the experiments. As seen in Fig. 7 , there were false-positive trajectories labeled as 1 and 2, which are difficult to remove because they are caused by persistent false-positive detections that appear for several consecutive frames. The confidence scores of these detections are as high as those for the true positive detections. To improve the performance of the tracking algorithm in the framework of tracking-by-detection, the detection algorithm requires additional improvements.
For a fair comparison, trackers using the MTT-HAFF and DAN approaches were run on the same host server, which are compared in Fig. 8 . The first row in Fig. 8 ((a) -(f)) shows the performance of the DAN algorithm and the second row ((a')-(f')) shows the performance of MTT-HAFF algorithm. As indicated by the white arrows (see (b')), the intra-class occlusion causes the DAN tracking algorithm to generate a trajectory fracture. However, the proposed algorithm does not behave in this way. As indicated by the white arrow in (e), a pedestrian was assigned to two different IDs and the target labeled as 25 produced trajectory drift. The MTT-HAFF can correctly track the target. The box tracked by the DAN algorithm contains more background information than the target information. The trajectory is easily recovered after occlusions when using our tracker on objects. The experimental results fully demonstrate that the tracking performance of the proposed algorithm is better than for the DAN approach.
V. CONCLUSION
A MTT algorithm is proposed based on high-order appearance feature fusion. The proposed algorithm, called MTT-HAFF, can learn to establish long-term dependencies and achieve online tracking by associating appearance features of the current frame with previous frames. The network is modeled using a cross-level fusion of the extracted appearance features in all aspects. We also use hierarchical data association to help recover trajectories from long-term occlusions. The results show that using hierarchical data association has a good robustness for large changes in illumination and long-term occlusions. Moreover, the results suggest that our method outperforms alternative online trackers on the MOT15 and MOT17 benchmark datasets in terms of the tracking accuracy and false negatives. The tracker operates at an average speed of 5.9 fps, so the architecture of MTT-HAFF will be further simplified in the future work. To reduce the trajectory fragmentation and improve the performance of the MTT-HAFF, future work will involve adding occlusion mechanisms to the MTT-HAFF, such as using a network of Generative Adversarial Nets (GAN) [40] .
