INTRODUCTION
Long-haul optical backbone networks utilizing Wavelength Division Multiplexing (WDM) are designed to distribute huge loads of traffic across countries or even continents. Due to the huge capacity supported, these types of networks are required to provide high availability that for carrier grade networks can be as high as 99,999 % [1] . However, it is inevitable that link failures occur and these failures affect the overall network availability. To minimize the effect of link failures on network availability it is important to appropriately design these networks to support protection/restoration mechanisms in order to become fault tolerant. Optical networks are usually designed to offer survivability against single link failures with minimum additional capacity, while survivability in case of dual link failures is also considered but not as extensively. Shared risk link groups (SRLGs) [2] and network maintenance [3] are two common reasons that may lead to a dual link failure or an equivalent situation. In this context the impact of dual failures in the overall network performance has to be studied, as it can be of particular importance for networks requiring high degree of availability [4] , [5] , [6] .
For this work, it is assumed that the probability of failure of links is directly proportional to their length implying that wide area are more likely to experience failures compared to networks that are more constrained in terms of physical distance [7] . Therefore, it is important to consider how the network is affected when failures occur, how the network reacts to these failures through protection/restoration mechanisms, how the overall network performance is affected while in the protection/restored status and how long the repairing time takes before the network re-establishes its working status.
It is well known that availability figures of a network design indicate the probability of losing connectivity between any two end-points of the network [8] . However, to the best of the authors' knowledge the effect of link failures over the established network connections has not been evaluated in detail and statistically analyzed to date. Thus, the main contribution and novelty of this work is to study and quantify the effect that single and dual link failures have in a realistic network scenario. These are various network topologies including regular 3-degree and 3-connected structures and the practical case of the NSEFNET topology. However node failures are not covered and left for further research.
In this context we define for the first time Stability as a metric to quantify to which extend the network is affected by the physical failure of one/various network elements. This metric will allow us to illustrate how the network graph is modified by the occurrence(s) of failures and to compare the consequences on different topologies with similar characteristics. This concept is closely related to edge betweenness centrality which quantifies the appearance of an edge in the shortest distance between vertices in a graph [9] .
The methodology proposed to study the newly introduced concept of Stability consists of systematically removing one link to simulate the case of single failure (or a pair of links to simulate the case of dual failure) at a time to visualize the effect on the graph and all established connections. All links (and combinations of links for dual failures) are examined for the evaluation. These concepts are also applied on a case study of the practical NSFNET network topology [10] .
The rest of this paper is structured as follows. Section 2 provides a brief summary of the previous results of [10] and covers some important definitions. Section 3 defines the methodology followed for the analysis. Section 4 presents the case study and results. Finally, Section 5 presents the conclusions of the work.
II. BACKGROUND As mentioned in Section 1, the input of our study is taken from our previous work reported in [10] . This work involved the use of three different 3-degree topologies in order to physically interconnect the 16 NSFNET nodes as a WDM network system. Two different objective functions were used, availability as well as capital and deployment expenditure minimization using a specially developed Genetic Algorithm. So more specifically, the resulting topologies in [10] are taken as input to this study; these results include the collection of links and paths obtained at the design stage where two different routing schemes were used Minimum-Length and Hop Count. Also, two and three disjoint paths for each connection request were considered in order to study the effect of protection in the networks under study and the specific benefits of regular 3-degree interconnection designs. In addition to the practical NSFNET interconnection (Figure 1 ), Double Ring (DR), Chordal Ring (16,5) (CR(16,5)) and Chordal Ring (16,7) (CR(16,7)) topologies were studied ( Figure 2 ). More detailed information on these topologies can be found at [11] . Table I , summarizes the characteristics of the interconnection results reported in [10] depending on the network properties (routing scheme, optimization and number of disjoint paths). The given cost for each of these topologies and cases covers trenching, spans and switching equipment expenses, 1 cost unit is the cost of a single wavelength. The availability (here presented as downtime) is determined considering line, amplifier and switch availability figures. Table I also provides a summary of the topologies and the corresponding parameters that are in detail examined in Section 4 and are indicated on the graphs included in the same section. 
III. METHODOLOGY
As introduced in Section 1, the goal of this work is to determine the effect of single and dual link failures on the previously designed interconnection graphs for the 16 NSFNET nodes in [10] as regular 3-degree topologies and also on conventional NSFENT interconnection. These graphs correspond to the solutions when optimizing the physical interconnection of the nodes following a Double Ring and two types of Chordal Rings when the objective function is maximization of availability or minimization of capital and deployment expenditure. Hence the data used for this work consists of the set of links and paths given as solutions in the following cases, being 32 cases in total:
• Type of routing: Hop-Count (MH) and MinimumLength (ML).
• Number of disjoint paths (k): 2 and 3, k for the rest of the document.
• Deployed topologies: DR, CR (16,5), CR (16,7) and NSFNET, all 24 links (L=24) and 16 nodes, N=16.
• Type of optimization: Availability as well as capital and deployment expenditure.
• Dimensioning parameters: 16 wavelengths per fiber, 10Gbs per wavelength and maximum switch size 128X128.
The purpose of this work is to quantify the effect of physical link failures on these network interconnection cases. A single failure situation is referred to the time when there is one and only one link unavailable in the network. A dual failure situation is referred to the time when there are two and only two simultaneous link failures.
The procedure to study this effect is to systematically remove one link (single failure case) or link pairs (dual failure case) at a time and evaluate for each connection if the corresponding path has been affected. Throughout this work, each connection between a source and destination pair is considered as the set of working and protection paths. Hence, the connection of a source-destination (s-d) pair is defined as affected (Af 
For the rest of the document the connection of a sourcedestination pair is simply referred to as connection. More specifically we define Stability as a metric with the aim to quantify physical link failures consequences on the network connectivity in terms of ratio of affected connections. The Stability under failure of link i (S i ) is defined as the ratio of affected connections by this failure over the total number of existing connections. In our specific case allto-all connections are assumed, N·(N-1). It is formally defined in Eq. (2a) for S i and, similarly computed, the dual failure case (S i,j ) for link_pair i,j is defined in Eq. (2b):
The overall Stability (S T ) is calculated as the weighted average of all the contributions (all possible failures). The physical link failure probability is directly proportional to its length i.e. the longer the link the higher the probability of suffering a line cut. Thus, the contribution to the average result should be weighted in accordance to each specific link's length.
The weight given to a S i of link i in the case of Single failure is given by Eq. (3a) being L T the network's total length. The weight given to a link_pair i,j failure effect in the case of Dual failure is given by Eq. (3b) being L T ' the sum of the length of all the possible link pairs multiplication, L· (L-1) pairs.
The overall stability effect for the Single failure case (S 
Furthermore, the number of remaining paths under failure conditions can be similarly quantified. 
, ,
Finally it is possible to conclude that when the remaining paths m=k for a connection under failure of link i, then the connection is unaffected by failure link i . Applying this concept to all the possible combinations, it is possible to define Eq. (6) for the single failure case, and similarly for the Dual failure case (Not displayed). 
IV. CASE STUDY
This Section presents the failure analysis case study, as described in Section 3, over the mentioned interconnection topologies for the 16 NFSNET nodes. For Section 4.1 the results displayed in the graphs correspond to the 13 of the resulting interconnections from [10] (12 regular + NSFNET), which correspond to the optimized physical interconnection of the nodes in terms of availability and Sections 4.2 and 4.3 also include the interconnections optimized in terms of capital and deployment expenditure, 25 in total (24 regular + NSFNET).
The NSFNET topology is always the same but it is evaluated under the different routing conditions. However for the rest of the topologies, the interconnection varies depending on the routing and optimization criteria. Refer to Table I in Section 2 for the summary of the sample contribution to each of the Figures. In the case of Single failure, between 74-80% of the connections remain unaffected among all the topologies, while topology CR(16,5) appears to be the best performing one. In relation with the routing scheme, the MinimumLength option shows a slightly lower impact than Hop-Count routing. In the Dual failure case, the results corresponding to the different topologies under consideration follow a similar pattern as that for the single failure, however when applying Hop-Count routing, a slightly higher percentage of the connections remain unaffected than for Minimum-Length routing. Concerning loss of connectivity, when dual failures occur between 2.1-3.8% of the connections will have all their paths affected causing loss of connectivity. In general, when providing two disjoint paths the highest ratio of affected connections corresponds to the NSFNET topology but closely followed by the DR.
A. Single and Dual failure effect
In general the reason for deploying regular 3-degree topologies is that they are able to provide three disjoint paths regardless of the source and destination nodes of the connection requests. Hence, Fig. 4 presents the Stability effect over the studied topologies when designed to provide three disjoint paths. In case of single failures (left hand side of the chart), the benefit of the CR(16,5) is significant compared to the rest of the options. On the other hand, under these circumstances, for the NSFNET the failure effect is higher, more than 10% of the connections will be unprotected during this period, with only 1 path remaining. In the dual failure case (right hand side of the chart), the same pattern is followed and only the NSFNET will suffer loss of connectivity.
Figure 4. Three disjoint paths
As a conclusion, the real benefit of the 3-degree topologies in failure situations comes when the networks are designed to provide three disjoint paths. In this case, a network with more fair nodal degree distribution can provide noticeably better performance for working as well as failure situations and with similar cost to that of NSFNET (DR case), the cost for deploying each of the topologies varies between 24,3k and 24,7k depending on the case. Refer to Table I for the cost and ideal values of the topologies. Furthermore, this performance can be improved (~10%) by selecting the best performing 3-degree topology but with additional cost (CR(16,5) case). The cost of deploying a CR(16,5) varies between 29,3k and 30k depending on the case.
B. Downtime -Stability relation
The following results present the relation obtained between the average downtime, input from [10] , and stability ratio of the different network interconnections under Single (S Fig. 6 the results of NSFNET are omitted due to the fact that for NSFNET it was impossible to offer three disjoint paths between all the pairs of nodes. Figs. 5 and 6 illustrate the linear relation between downtime and Stability (S T values). The identified patterns lead to the conclusion that when comparing different topologies supporting the same level of connectivity and the same constant disjoint paths, the lower the availability, the higher the Stability S T in failure situations. The slope of this linear relation will depend on the specific availability numerical values used for the evaluation. The study of how this relation scales with the connectivity factor, number of nodes or nodal degree might be an interesting point to focus on for future studies.
C. Failure length -Stability relation
The following results illustrate the relation between the average failure length and Stability S T when single and dual failures occur under two and three disjoint paths scenarios. In the case of Dual Failures the average length corresponds to the average sum of all the combinations of two failure links. The samples displayed in Figs. 7 and 8 correspond to the same cases as in Section 4.2 and, similarly, the results of NSFNET are omitted for the three disjoint paths samples due to the fact that it is impossible to offer three disjoint paths between all the pairs of nodes in the NSFNET case. Also the samples can be identified from Table in Section 2.
In this case the length of the network is directly related to the average failure length. The affected connections ratio is inversely proportional to the failure length. This effect is related to the specific topologies and their graph characteristics. Topologies (optimized) requiring longer links to be deployed provide shorter physical length and hop distance paths. These two aspects are directly related to the connection availability and therefore it can be clearly identified that longer links do not strictly have a higher effect on the network stability under failure conditions. In fact, under our specific practical scenario the effect is the opposite. As observed, in this specific scenario, when different topologies are optimized (availability or cost wise) and they provide the same connectivity level, the longer the network, the lower the Stability effect S T is in failure situations and therefore, failures cause less damage to the performance.
V. CONCLUSION This paper has focused on the stability effect analysis in WDM optical networks under single and dual failures. In order to further study the failure support properties of 3-degree topologies and the traditional NSFNET the results from [10] were used to build the case study. These results consist of different sets of links and paths given as solutions of the optimization of the physical interconnection of the network following the mentioned 3-degree topologies, Double Ring and Chordal Rings. The optimization objective functions are maximization of availability or minimization of capital and deployment expenditure.
Following a systematic approach of removing a link at a time or pairs of links the effect of single and dual link failures has been analyzed considering all possible link (or pair of links) failures. The results lead to an overall conclusion that there is a linear relation between average downtime and ratio of connections affected by failures when networks are designed under the same conditions. In is shown that the most expensive optimized topologies to deploy provide higher availability due to the known fact that they allow shorter paths (in physical length and hop count). Hence these more expensive solutions are more stable in failure conditions, observing that as the average failure length increases the ratio of affected connections decreases. Furthermore, depending on the routing type, the affected connection ratio might slightly vary slightly under the same topology and conditions. The fact that it is not possible to provide 3 disjoint paths in the NSFNET clearly affects the global network stability under failure conditions, especially for the case of Dual failures.
As further work, the analysis of nodes failures effect over the different topologies could be interesting to extend this study.
