Abstract. Given a modular form which is not a cusp form M k (z) = ∞ n=0 r n e 2πinz of weight k ≥ 4, we define the series M k,s (x) = ∞ n=1 rn n s sin(2πnx), which converges for all x ∈ R when s > k. In this paper, we compute the Hölder regularity exponent of M k,s at irrational points. In our analysis we apply wavelets methods proposed by Jaffard in 1996 in the study of the Riemann series. We find that the Hölder regularity exponent at a point x is related to the fine diophantine properties of x, in a very precise way.
Introduction and statement of the results
In this paper, we study the Hölder regularity exponent of certain trigonometric series related to modular forms. We say that f ∈ C α (x 0 ) for some α > 0 when there exists a polynomial P of degree less than or equal to [α] , and a constant C such that
as x → x 0 . Then we define the Hölder regularity exponent of f at x 0 as α(x 0 ) = sup{β : f ∈ C β (x 0 )}. Let k ≥ 4 be even, and let
r n e 2πinz be a modular form under SL 2 (Z) of weight k, defined over H = {z ∈ C|Im(z) > 0}; it is a cusp form when r 0 = 0. We then consider the series M k,s (x) = ∞ n=1 r n n s sin(2πnx), for suitable s ∈ R and x ∈ R. We are interested in the Hölder regularity exponent of M k,s at x ∈ R \ Q. This work is motivated by the example of the Riemann "non-differentiable" function which is defined as
This kind of series were first introduced by Riemann and also studied by Chowla and Walfisz [CW] , see also [LMZ] . The differentiability and pointwise Hölder regularity of S have been studied for about 80 years by many mathematicians like Hardy, Littlewood, Gerver, Itatsu, Duistermaat and Jaffard, see [H, HL, G, I, Du, J1, J2] . The function f is only differentiable at rational points of the form odd odd
. The key ingredient in the study of Riemann's function was its relation to the theta function θ(z) = n∈Z e iπn 2 z , which is an automorphic form of weight 1 2 under the action of θ-modular group. The function θ appears in the study of continued fractions. (For example Kraaikamp and Lopes in [KL] establish the relation between the θ group and continued fraction with even partial quotients. See Rivoal and Seuret [RS] for an elaboration of this connection for functions similar to S(x) .) It appears that the pointwise regularity at irrational points is also connected to continued fraction expansions. Let x ∈ R \ Q, and (a n ) n be the sequence of partial quotients of x, that is x = [a 0 ; a 1 , a 2 , ...]. Let ( pn qn ) n be the sequence of continued fraction approximations of x, that is pn qn = [a 0 ; a 1 , a 2 , ..., a n ]. The convergents can be obtained from partial quotients by the recurrence relations: p n = a n p n−1 + p n−2 , q n = a n q n−1 + q n−2 , for n ≥ 0, and p −1 = 1, p −2 = 0, q −1 = 0, q −2 = 1. For each n, we define κ n by the equality x − pn qn
For all x ∈ R \ Q, we have µ(x) ≥ ν(x) ≥ 2, and for almost all x, ν(x) = µ(x) = 2. Let µ e (x) = lim sup n→∞ {κ n |p n , q n are not both odd}. Using the tools of wavelet analysis, Jaffard proved in 1996 in [J2] that the Hölder regularity exponent of S at an irrational point x is equal to
.
In our analysis we follow the method proposed by Jaffard. However, before we state our results, we would like to stress that we allow α ∈ N. We just bear in mind that if we write that α(x 0 ) = α for α ∈ N, we do not mean that the function is α times differentiable at x 0 . For instance x → x log(x) has Hölder exponent 1 at x = 0, but it is not differentiable there.
Before we state our results, we mention that if ν(x) = ∞ or µ(x) = ∞, we use the convention that
= 0 and all our theorems remain valid in this case. Let k ≥ 4 be even. The series M k,s converges normally on R for all s > k. We prove this fact (and more) in Section 2. Theorem 1. Let k ≥ 4, even, and M k be a modular form of weight k under SL 2 (Z) not a cusp form. For x ∈ R \ Q, let α k,s (x) be the Hölder regularity exponent of M k,s at x. Assume that
Remark 1. We note that, if s > 3k 2
, then (2) is satisfied for all x ∈ R \ Q. We do not know if (2) can be relaxed to s > k for any x ∈ R \ Q. However, it is satisfied for almost all x for any s > k.
In the proof of Theorem 1 we use the fact that if M k is not a cusp form, then |M k (z)| is bounded below by a positive constant when Im(z) → ∞. A cusp form M k does not have this property, therefore in this case we have a weaker version of Theorem 1, namely the following.
Theorem 2. Let k ≥ 4, even, and M k be a cusp form of weight k under SL 2 (Z) . For x ∈ R \ Q, let β k,s (x) be the Hölder regularity exponent of M k,s at x. Assume that
(i) We have
(ii) Moreover, if there exists N ∈ N such that for infinitely many n a n (x) = N,
and if µ(x) = 2, then
Remark 2. For all s > k 2 + 1 this condition is satisfied for almost all x. Let π i (x, n) = 1 n |{1 ≤ j ≤ n|a j = i}| denote the frequency of appearance of i among the first n partial quotients of x. It is well-known that for almost all x we have lim n→∞ π i (x, n) = 1 log(2) log(1+
), see [IK, p. 225] . In particular, Condition (4) is also satisfied for almost all x.
Theorems 1 and 2 remain valid if we replace the sine series M k,s (x) = ∞ n=1 rn n s sin(2πnx) with the cosine series ∞ n=1 rn n s cos(2πnx). Our method does not enable us to compute Hölder regularity exponents at rational points, and if the Hölder regularity exponent at x is a natural number α, we do not know if the function is actually α times differentiable at x. However, the approach presented by Itatsu in [I] seems to give some complementary information, see [P] .
More information about the local behaviour of M k,s could be obtained by the study of its local oscillations, chirps-like behaviours (see [J1, JM] ). Also, further study could include considering two-microlocal spaces C α,α ′ instead of C α (see [JM, O] ). Differentiability and Hölder regularity of series of this type was also studied by Chamizo in [Ch] . In this paper, he studied the series arising from automorphic forms f (x) = ∞ n=0 r n e 2πinx of positive weights k under a Fuchsian group with a multiplier system: f s (x) = ∞ function f with respect to the wavelet ψ ∈ L 1 (R) as follows:
where ψ denotes the complex conjugate of ψ, a > 0, and b ∈ R. On the other hand, we can reconstruct the function from its wavelet transform, using the formula:
where g is a reconstruction wavelet. A reconstruction wavelet is a function that depends on ψ, but it is not unique, in some cases we can have g = ψ, the conditions which g must satisfy are given in [HT, (2.1) ]. In the last 20 years, it has been established that wavelets, which originate from applied mathematics, can be very useful in the analysis of pointwise regularity. Apart from the paper by Holschneider and Tchmitchian [HT] , we should mention monographs by Stéphane Jaffard and Yves Meyer [JM] , [M] in which they describe in detail the connection between wavelets and regularity. Also Oppenheim in his thesis [O] applied wavelet theory in his study of regularity of a two-dimensional analogue of Riemann series (1). For background information about wavelets, we refer the reader to the book by Ingrid Daubechies, "Ten Lectures on Wavelets" [Da] , chapter 2 is especially relevant for this paper. We will denote the Fourier Transform of a function g byĝ(ξ) = R g(x)e −ixξ dx. We now recall Proposition 1 from [J1] . (
, then for some C that depends at most on x 0 and f , we have
Conversely, if for some C that depends at most on x 0 and f we have
2.2. The wavelet ψ s . In this paper, we will work with the principal branch −π < arg(z) ≤ π of z ∈ C. For s > 0 and x ∈ R, consider
We now show that ψ s satisfy the assumptions 1-4 of Proposition J. We start by noting the following facts that will be used later.
The result follows from [GR, Equation 6, p. 347] 
The result then follows from [GR, Equation 7, p. 347] with p = −1, ν = ρ and β = iz.
Then we calculate the Fourier transform of ψ s .
Lemma 2. For s > 1, we havê
Proof. By definition of the Fourier Transform, we havê
(t−iξ) s+1 dt if ξ < 0. We conclude by Lemma 1.
• Assumption 1
Lemma 3. For all k ∈ N * even, s > k and x ∈ R, there exists δ 0 > 0 such that for all 0 < δ ≤ δ 0 we have
Then we note that for all n ∈ N * we have
≤ s − 1 for all δ ≤ δ 0 , which completes the proof of the Lemma.
• Assumption 2 Lemma 4. For s > 1 and α < s, we have
Proof. Setψ s (0) = 0, since s > 0, by Lemma 2ψ s is a continuous function. Then for all n < s, we haveψ
for some constant c(n, s). In particular, the function is 0 at ξ = 0. As α < s, it follows that for all n ≤ m, we have
• Assumption 3
Lemma 5. Letψ s be the Fourier transform of ψ s . If ξ < 0 then
Proof. It follows from the first part of the proof of Lemma 2.
• Assumption 4
Lemma 6. We have
Proof. By Lemma 2 we have
We have shown that ψ s fulfils the assumptions 1-4 of Proposition J. We also need the following fact in order to calculate the wavelet transform of M k,s .
Proof. Recall that by Lemma 1, we have
On the other hand
The result then follows from sin(u) = e iu −e −iu 2i
. Now we will calculate the wavelet coefficients of M k,s with respect to the wavelet ψ s .
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Lemma 9. The wavelet transform of M k,s with respect to the wavelet ψ s is
where C = (2π)
. In particular, if M k is a cusp form, then
Proof. We have
Then we use the substitution u = 2πnx, and we obtain
Then, by Lemma 8 we have
We first estimate |M k (z)|.
Claim 1. Let M k be a modular form, not a cusp form. There exist r, c 1 , c 2 , c 3 > 0, such that: if Im(z) ≤ r, then
Proof. Let r > 0 such that |r 0 | > ∞ n=1 |r n |e −2πnr . Again, by Hecke we have r n = O(n k−1 ) (see [S, p. 153-154] ). Therefore, there exists c 1, z) . Then there exists a polynomial P k−1 of degree k − 1 vanishing at 0 such that
(1−e −2πIm(z) ) k . Since 0 < e −2πIm(z) < 1, there exists c 2,k > 0 such that |P k−1 (e −2πIm(z) )| ≤ c 2,k e −2πIm(z) . Finally, there exists c 3,k > 0 such that The following proposition is an analogue of Proposition 2 in [J2] . The significant difference is that Jaffard fixes D = 3. This is possible because in the analogue of Claim 1 he can take r = 1. We cannot do it in general. In order to be able to use the lower bound from Claim 1, we need to carefully choose D, as we will see in the proof of the Proposition.
we have either: 
Proof. For a matrix γ = a b c d ∈ SL 2 (Z), and z ∈ C we will denote the fraction transformation as
We have (−1) n q n−1 (−p n ) − (−1) n−1 p n−1 q n = (−1) n−1 (q n−1 p n − p n−1 q n ) = 1, which shows that γ n ∈ SL 2 (Z). Let z ∈ C with Im(z) > 0. We have
We recall that for any γ = a b c d ∈ SL 2 (Z), we have
Then we have
Then we observe that
n |z| 2 . We now consider two cases.
Case 1: Assume that
Im(z) q 2 n |z| 2 ≤ r. By Claim 1 we have
, we have
By (5), we have
Also by (5), since
and 1
noting that D > 1, we have
Substituting it, we get
Since −k + k/κ n−1 < 0 and a ∈ (0, 1), we have a −k+k/κ n−1 > 1. Also, as k/κ n−1 > 0, we
The result follows with
Case 2: Assume that
n |z| 2 > r. By Claim 1 we have
By (9) and (8), we get
As before, since a −k+k/κn 1 + |x−b| a k/κn > 1, we have
For the second part of Proposition 1, first suppose that (q κn−2 n ) n is unbounded. Then for any D > 1 there exists an increasing sequence (n m ) m , such that for all m we have
where r is the constant defined in Claim 1, and n m is large enough so that q Then by Claim 1, we have
By (7) we have
and hence by (12), we have
Now consider the second case, namely suppose that (q κn−2 n ) n is bounded. We will describe how we choose D 0 . As (q κn−2 n ) n is bounded, it has a converging subsequence, and the limit L 0 is greater than or equal to 1, because q n ≥ 1 and κ n ≥ 2, for all n. Then
We also observe that
is bounded, and has a converging subsequence. Suppose
Finally, since (−1) n ℓ(m) = 1 for infinitely many m or (−1) n ℓ(m) = −1 for infinitely many m, we may extract a constant subsequence of (−1) n ℓ(m) . We will thus assume that all the elements are equal to 1, the same arguments apply to the other case. For simplicity we will denote this subsequence (n m ) m .
Since M k is a holomorphic function in H, we can choose D 0 > 1 and δ > 0 such that
and
for ε small enough. Let ε 0 > 0 such that for all ε ≤ ε 0 , (17) , we have
as m → ∞, by (14) and (15). Therefore, there exists L ∈ N such that for all m ≥ L we have
. By (7) and (17) we have
. This completes the proof of the proposition with D 0 satisfying (16).
Proof of Theorem 1
Proof of Theorem 1. Let x ∈ R \ Q, and assume that
. Let δ 0 as in Lemma 3. Assume that µ(x) < ∞, a very similar arguments apply to the other case, and therefore we omit the details. There exists δ 1 > 0 such that for all 0 < δ < δ 1 we have
Let 0 < δ < min(δ 0 , δ 1 ) be given. Then, there exists N ∈ N such that for all n ≥ N we have
Let D > 1 and let ω = b + ia ∈ H be such that
Then we observe that (5) define half-rings around x (see Figure 1) , and there exists n ω > N such that
By Proposition 1 we have
It follows from (19) that
Then we conclude by (18) and Proposition J that
For the optimality of this exponent, we see that Proposition 1 (ii) implies that for each δ > 0 there exists a point b + ia, arbitrarily close to x such that
By Proposition J, we conclude that
This completes the proof of the theorem.
Proof of Theorem 2
We prove Theorem 2 in the same way as Theorem 1. We have the analogues of Claim 1 and Proposition 1: Theorem 3. For x ∈ R \ Q, let γ 2,s (x) be the Hölder regularity exponent of E 2,s at x. Assume that
We have
Furthermore, if for infinitely many n,
Remark 3. Condition (24) is satisfied for almost all x, as the sequence of partial quotients is unbounded for almost all x. Condition (24) is a technical condition and the appearance of 7 is not significant. It is likely that this condition could be removed.
We prove Theorem 3 in a very similar way as Theorem 1, therefore we do not present the details of the proof. We note that |E 2 (z)| is bounded below by a positive constant as Im(z) → ∞, and in fact it follows from the properties of σ 1 that the statement of Claim 1 is valid for M k = E 2 . The difference in the proof of the theorem is that we also need to treat the additional term arising from quasimodularity.
If s ∈ N we could apply the methods from [I] to decide how many times E k,s is differentiable at x ∈ R. It has been done for E 2,3 in [P] , where it has been shown that E 2,3 is neither differentiable at any rational point, nor at irrational points such that ∞ n=0 log(q n+1 ) q 2 n = ∞, but E 2,3 is differentiable at all x ∈ R \ Q such that ∞ n=0 log(q n+1 ) q 2 n < ∞, and lim n→∞ log(q n+4 ) q 2 n = 0. In particular, if µ(x) < ∞ these two conditions are satisfied. We also conjecture that, for any even k ≥ 2, the function E k,k+1 is differentiable at x ∈ R \ Q if and only if > 1, and it proves one direction of the conjecture in this case. On the other hand, if µ(x) = ∞ for some x ∈ R \ Q, then by Theorems 1 and 3 we conclude that α k,k+1 (x) = 1, for all k ≥ 2, and (25) could verify whether E k,k+1 is differentiable at x.
Consider the discriminant modular form ∆ of weight 12, which can be written ∆(z) = (2π) τ (n) n s cos (2πnx) converges for all x ∈ R. We apply Theorem 2 to it.
Corollary 1. For x ∈ R\Q, let δ s (x) be the Hölder regularity exponent of ∆ s at x. Assume that s > 7. Then for almost all x we have δ s (x) = s − 6.
Zagier in [Z] considered series of the type of ∆ s , in particular he studied ∆ 11 (which he regards as an extension of a quantum modular form) and mentioned that it is 4 times but not 6 times continuously differentiable on R. By Corollary 1, for almost all x, we have δ 11 (x) = 5.
