Abstract A popular numerical method to compute SOS (sum of squares of polynomials) decompositions for polynomials is to transform the problem into semi-definite programming (SDP) problems and then solve them by SDP solvers. In this paper, we focus on reducing the sizes of inputs to SDP solvers to improve the efficiency and reliability of those SDP based methods. Two necessary conditions for polynomials to be SOS are given, which can help refute quickly those polynomials which have no SOS representations so that SDP solvers are not called in this case. Furthermore, based on the two necessary conditions, we give two sufficient conditions under which the original SOS problem can be decomposed equivalently into smaller sub-problems. One of the sufficient conditions can be efficiently checked in practice and, for sparse polynomials with many variables, it is quite possible that the sufficient condition is satisfied. The sufficient condition leads to a new SDP based method to compute SOS decompositions, which improves this kind of methods by passing smaller inputs to SDP solvers in some cases. Experiments show that the number of monomials obtained by our program is often smaller than that by other SDP based software, especially for polynomials with many variables and high degrees. Numerical results on various tests are reported to show the performance of our program.
Introduction
Since Hilbert's seventeenth problem was raised in 1900, there has been a lot of work on SOS (sums of squares of polynomials) decomposition. To name a few, please see for instance [2, 31, 35, 23, 16, 26, 27, 4] .
From an algorithmic view of point, writing a multivariate polynomial as an SOS to prove it is non-negative is a crucial part of many applications [39, 16, 26, 14, 32] though the number of non-negative polynomials are much more than the number of sum of squares polynomials [4] . Numerical algorithms for SOS decompositions can handle big scale problems and can be used to get exact results [12] . One main numerical method to solve SOS decomposition problem is to convert it to SDP problem. Actually, there exist some well-known free available SOS solvers which are based on SDP solvers [1, 17, 33] .
Obviously, improving SDP solvers' efficiency can improve the efficiency of SDP based SOS solvers. For related work on improving SDP solvers' efficiency, please see for example [24, 20, 36, 42, 29, 38, 19] . It is known that, in the worst case, the size of corresponding SDP problem is O( d+n d ) which is polynomial in both n (the number of variables) and d (the degree of given polynomial), if the other one is fixed. In practice, the size of corresponding SDP can be much smaller than O( d+n d ) [18, 41, 34] . Although the complexity of SDP is polynomial in d and n, the actual complexity of SDP based SOS solvers are very high since the size of corresponding matrices of SDP is very large when the given polynomial has many variables and high degree. Moreover, the results of existing SDP solvers may be not reliable for large problems [8] . In other words, it is important to reduce the size of corresponding SDP problem so as to improve both the efficiency and reliability of SDP based SOS solvers.
In many practical situations, we do not know more properties of the given polynomial except that the polynomial is sparse, i.e., the number of monomials is much smaller than d+n d . So how to take use of the sparsity to reduce the corresponding size of SDP is a key part to improve the efficiency of solving SOS decomposition problem. For related work on employing sparsity, see for instance [30, 15, 40] .
In this paper, we focus on reducing the sizes of inputs to SDP solvers to improve the efficiency and reliability of SOS algorithms which are based on SDP. Two necessary conditions for polynomials to be SOSs are given, which can help refute quickly those polynomials which have no SOS representations so that SDP solvers are not called in this case. For example, the well-known Motzkin polynomial [21] and Choi-Lam example [6] do not pass the check of the necessary conditions. Furthermore, based on the two necessary conditions, we give two sufficient conditions under which the original SOS problem can be decomposed equivalently into smaller sub-problems. One of the sufficient conditions can be efficiently checked in practice and, for sparse polynomials with many variables, it is quite possible that the sufficient condition is satisfied. The sufficient condition leads to a new SDP based method to compute SOS decompositions, which improves this kind of methods by passing smaller inputs to SDP solvers in some cases. Experiments show that the number of monomials obtained by our program is often smaller than that by other SDP based software, especially for polynomials with many variables and high degrees. Numerical results on various tests are reported to show the performance of our program.
The rest part of this paper is organized as follows. Section 2 describes some notations and existing results on SOS, which will be used in this paper. One necessary condition for polynomials to be SOS is provided in Section 3, which is based on the convex property of corresponding Newton polytopes. Another necessary condition based on monomial relation analysis is presented in Section 4. Moreover, we also give a sufficient condition under which the original SOS problem can be decomposed equivalently into some simpler sub-problems. A new method based on those conditions is presented in this section. We report some experimental data of our program with comparison to other SDP based tools in Section 5.
Preliminary
The symbols Z, Z + , Q and R denote the set of integers, natural numbers, rational numbers and real numbers, respectively. If not specified, "polynomials" in this paper are polynomials with real coefficients and are often denoted by p, q, f , g, etc.. By "vectors" we mean vectors in Z n + (or R n ) which are denoted by α, β , γ, etc.. We use x, y denote the variable vectors (x 1 , . . . , x n ), (y 1 , . . ., y n ), respectively. A hyperplane in R n is denoted by π(x) = 0.
Consider a polynomial
in the variable vector x ∈ R n with a support P ⊆ Z n + , where Z + def ={x ∈ Z, x ≥ 0} and real coefficients c α = 0 (α ∈ P). Denote by S(p) the support of a polynomial p. For example, if
Let P e be the set of α ∈ P whose coordinates α k (k = 1, 2, . . . , n) are all even nonnegative integers, i.e., P e = P ∩ (2Z n + ). If p has an SOS representation, then P is contained in conv(P e ), the convex hull of P e [30] .
Obviously, p(x) can be represented in terms of a sum of squares of polynomials or in short, p is SOS, if and only if there exist polynomials
To find both s and polynomials q 1 (x), . . ., q s (x), it is necessary to estimate and decide the supports of unknown polynomials q i (x)(i = 1, . . . , s). Let Q i be an unknown support of the polynomial q i (x) (i = 1, . . . , s). Then each polynomial q i (x) is represented as
is of the form (2), then P ⊂ conv(P e ). The following relation is also known by [30] :
Hence we can confine effective supports of unknown polynomials q 1 (x), . . ., q s (x) to subsets of
Definition 1 For a polynomial p, a set Q ⊆ Z n + is said to satisfy the relation SOSS(p, Q) (SOSS stands for SOS support) if
For every given p, the problem is how to find a small Q such that SOSS(p, Q) holds, i.e., prune more unnecessary monomials from the decomposition. In general, one can start from a coarse Q, keep eliminating elements of Q which does not satisfy some conditions, and finally obtain a smaller Q. Obviously, Q 0 of (3) satisfies SOSS(p, Q 0 ) for every given p. If q i satisfies (2), the relation SOSS(p, ∪ i S(q i )) holds.
There are two possible approaches to construct q 1 , · · · , q s . One approach assumes polynomials q 1 , · · · , q s do not share common support. Then each polynomial q i (x) is represented as
Unfortunately, it is difficult to find exact Q i if we do not know more information of p. But when p is correlatively sparse, a correlative sparsity pattern graph is defined in [40] to find a certain sparse structure in p. And this structure can be used to decide different relaxed Q i . Theoretically, the relaxations in [40] are not guaranteed to generate lower bounds of the same quality as those generated by the original SOS representation.
The other approach assumes that all polynomials q 1 (x), . . ., q s (x) share a common unknown support Q ⊆ Q 0 and each polynomial q i (x) is represented as
Then the Eq. (2) is equivalent to the existence of a positive semi-definite matrix M such that
where Q(x) is a vector of monomials corresponding to the support Q. So in the view of practical computing, finding the SOS representation is equivalent to solving the feasibility problem of (6) . Thus, the original problem can be solved by SDP solvers. This approach was presented in [1, 14, 17, 33] . There are close connections between SOS polynomials and positive semi-definite matrices [7, 28, 25, 16] . Notation 1 We denote by SOS(p, Q) an algorithm of finding positive semi-definite matrix M with Q under constraints (6) . Let us give a rough complexity analysis of SOS(p, Q). Let n = #(Q), the number of elements contained in Q. Then the size of matrix M in (6) is n × n. Let m be the number of different elements occurring in Q T Q. It is easy to know n ≤ m ≤ n 2 . Suppose m = O(n c ), c ∈ [1, 2] and we use interior point method in SOS(p, Q), which is a main method for solving SDP. Then the algorithm will repeatedly solve m least squares problems. Suppose that the least squares procedure repeats k times. Hence, the total complexity is O(kn 3+c ) since the complexity of solving every least squares is O(n 4 ). So, if n becomes 2n, the time consumed will increase by at least 16 times. So reducing Q's size is a key point to improve such algorithms.
Convex properties
We give a short description of Newton polytope in Section 3.1 and then prove a necessary condition for a polynomial to be SOS based on the properties of Newton polytope in Section 3.2.
Newton polytope
Newton polytope is a classic tool. We only introduce some necessary notations here. For formal definitions of the concepts, please see for example [37] . A polytope is a subset of R n that is the convex hull of a finite set of points. A simple example is the convex hull of For a given polynomial p, each term x α = x a 1 1 · · · x a n n appearing in p corresponds to an integer lattice point (a 1 , . . . , a n ) in R n . The convex hull of all these points (called the support of p) is defined as Newton polytope of p and is denoted by
Definition 2 For a polynomial p = ∑ α c α x α and a set T ⊆ R n , denote by Proj(p, T ) the polynomial obtained by deleting the terms c α x α of p where α ∈ (T ∩ Z n + ).
Convex properties
We guess that Theorem 1 in this section should be a known result. However, we do not find a proof in the literature. So, we prove it here. Based on Theorem 1, we give a sufficient condition (Theorem 2) such that a polynomial is SOS if and only if some smaller polynomials are SOS. For any T ⊆ R n and k ∈ R, denote by kT the set {kα | α ∈ T }, where k(a 1 , . . ., a n ) = (ka 1 , . . ., ka n ). Since the following Lemmas 1-7 are either obvious or known results, we omit the proofs.
Lemma 1 [30] For any given polynomial p, if p
Lemma 2 For any two polynomials f , g, two real numbers k 1 , k 2 and any T ⊆ Z n + ,
.
Lemma 3 For any T
⊆ Z n + and any k ∈ R \ {0}, we have k( 1 k T ∩ Z n + ) ⊆ T.
Lemma 4 Suppose N is an n-dimensional polytope. For any face F of N, there is an
(n−1)- dimensional hyperplane π(y) = 0 such that π(α) = 0 for any α ∈ F and π(β ) > 0 for any β ∈ N \ F.
Lemma 5 Suppose π(y) = 0 is a hyperplane and F
⊆ Z n + ∩ (π(y) = 0). For any polynomial p = ∑ α c α x α in n variables, we have S(Proj(p, F)) ⊆ S(Proj(p, S(p) ∩ (π(y) = 0))).
Lemma 6 If f , g are two polynomials and S(
Lemma 7 Let T 1 = S( f ) and T 2 = S(g) for two polynomials f and g. Then S( f g) ⊆ T 1 + T 2 , where T 1 + T 2 is the Minkowski sum of T 1 and T 2 .
Proof By Lemma 4, there is a hyperplane π(y) = 0 such that ∀α ∈ F, π(α) = 0 and ∀α ∈ N(p) \ F, π(α) > 0. We prove that π is a hyperplane which satisfies the requirement. First, because
, which contradicts with
Using the above lemmas, we prove Theorem 1 now.
Theorem 1 If p is SOS, then Proj(p, F) is SOS for every face F of N(p).
Proof
. By Lemma 9, there is a hyperplane π(y) = 0 such that (1) ∀α ∈ F, π(α) = 0; (2) 
Theorem 1 proposes a necessary condition for a polynomial to be a sum of squares.
Obviously, the polynomial in Example 2 is not SOS (e.g., p(0, 0, 0) = −1). By Theorem 1, one necessary condition for p to be SOS is that Proj(p, {(0, 0, 0)}) = −1 should be SOS which can be efficiently checked. On the other hand, if we use Newton polytope based method to construct Q in (6), the size of Q is 
Definition 3 (Convex cover polynomial)
A polynomial p is said to be a convex cover polynomial if there exist some pairwise disjoint faces
The following theorem is a direct corollary of Theorem 1. We use the following example to demonstrate the benefit of Theorem 2. For Example 3, Fig. 1 ) be three faces of N(p). Because F 1 , F 2 , F 3 satisfy the condition of Definition 3, p is a convex cover polynomial. Let p i = Proj(p, F i ) for i = 1, 2, 3. Then, by Theorem 2, proving p is SOS is equivalent to proving p i is SOS for i = 1, 2, 3. Therefore, the original problem is divided into three simpler sub-problems. When using Newton polytope based method to prove p is SOS, the size of Q is 7 and the number of constraints is 18. However, for p 1 , p 2 , p 3 , the corresponding data are (1, 1), (1, 1) and (3, 5), respectively.
Example 3 p
Dividing the original problem into simpler sub-problems can improve not only the efficiency but also the reliability of the results. As indicated in [8] , when the scale of problem is large, the numerical error of SDP solver may lead to a result which looks like "reliable" by the output data while it is indeed unreliable.
Monomial Relation and Algorithm
Theorem 1 and Theorem 2 provide a potential way to reduce the size of corresponding SDP problem when solving SOS problem. But it is a big challenge to obtain the Newton polytope and all the faces of it for a given polynomial. For computing Newton polytope, MATLAB command convhulln (which is based on the software QHULL [3] ), or the specialized external package CDD [9] is used in [1] and linear programming is used in [17] . In the worst case, the number of Newton polytope's facets is O (N d/2 ) [22] , where N is the number of generated points and d is the dimension. The same phenomenon that the number of facets is much larger than the number of integer points in the polytope of a given sparse polynomial is discovered in [14] .
Therefore, we need a more practical way to reduce the size of corresponding SDP problem. In this section, we give another necessary and another sufficient conditions which are based on the relations between monomials of p and monomials of Q in (6), i.e., the relations between monomials of p and monomials of q i in (2) . The sufficient condition is quite possibly satisfied by sparse polynomials and can be checked efficiently.
The following lemma is a direct result of Lemma 1.
Lemma 10
Suppose p is a polynomial and γ is a given vector. Let c = max α∈ 1 2 P e γ T α. For any Q which satisfies SOSS(p, Q), after deleting every β in Q such that γ T β > c, SOSS(p, Q) still holds.
By Lemma 10, it is easy to give a method for computing an initial set Q which satisfies SOSS(p, Q) for any given p. That is, first choose a coarse set Q which satisfies SOSS(p, Q); then prune the superfluous elements in Q by choosing randomly γ. This is indeed a common method in existing work [1, 17, 33] .
We employ a different strategy to construct an initial Q satisfying SOSS(p, Q). The procedure is as follows. For a given polynomial p, firstly, we compute the set 1 2 P e (recall that P e = P ∩ (2Z n + ) where P is the support of p). Then, we compute an over approximation set Q of integer points in conv( 1 2 P e ). Secondly, we choose one by one the hyperplanes whose normal directions are the eigenvectors of ( 1 2 P e ) T ( 1 2 P e ) to delete superfluous lattice points in Q by Lemma 10. Notation 2 In this paper, we denote by PCAG(p) the above procedure to compute an initial Q satisfying SOSS(p, Q) for a given polynomial p.
Definition 4 For a set Q of vectors and any
Lemma 11 [14, 34] For a polynomial p and a set Q which satisfy SOSS(p, Q), after deleting every element α in Q which satisfies that 2α ∈ P e and ϕ Q (2α) = {α}, the relation SOSS(p, Q) still holds.
Notation 3
We denote by EXACTG(p) the procedure which deletes superfluous elements of the output of PCAG(p) based on Lemma 11.
Lemma 12 Let Q = EXACTG(p) for a polynomial p. If p is SOS, then α ∈ Q + Q for any α ∈ S(p).
Proof If p is SOS, since p and Q satisfy relation SOSS(p, Q), there are q 1 , . . . , q s such that p = ∑ s i=1 q 2 i and S(q i ) ⊆ Q. Hence, for every monomial x α of p there are q i , x β , x γ such that x β , x γ are monomials of q i and x α = x β x γ . Therefore, α ∈ Q + Q for any α ∈ S(p).
Example 4 [6] Let q(x, y, z) = 1 + x 2 y 2 + y 2 z 2 + z 2 x 2 − 4xyz. It is easy to know that 
Definition 5
Let Q = EXACTG(p) for a polynomial p. Define V p to be the set {α ∈ Q | ϕ Q (2α) = {α}}.
Definition 6
Let Q = EXACTG(p) for a polynomial p. For any α ∈ Q + Q, define
Since ψ Q (α) is a subset of V p and obviously V p is a finite set, Definition 6 makes sense.
Theorem 3 Let Q = EXACTG(p) for a polynomial p. Suppose p is SOS, say p
= ∑ s i=1 h 2 i . Then for any T ⊆ V p and any β ∈ Q+Q, if ψ Q (β ) ⊆ T , then β ∈ S((p−∑ s i=1 Proj(h i , T * ) 2 )) where T * = {γ | γ ∈ Q, ψ Q (2γ) ⊆ T }.
Proof Because p is SOS and SOSS(p, Q) holds, S(h
i . Thus, the conclusion holds. ⊓ ⊔
Notation 4 Let
The condition of convex cover polynomial is too strong. The following definition requires a weaker condition.
Definition 7 (Split polynomial)
Suppose p is a polynomial and V p is defined in Definition 5. If there is a nonempty T ⊂ V p such that 1. ψ Q (α + β ) ⊆ T for any α, β ∈ T * , where T * is the subset of Q as defined in Theorem 3 with respect to T , 2. ψ Q (α +β ) ⊆ Q\T for any α, β ∈ T * 1 , where T * 1 is the subset of Q as defined in Theorem 3 with respect to Q \ T , and 3. for any α ∈ S(p), either ψ Q (α) ⊆ T or ψ Q (α) ∩ T = / 0, then p is said to be a split polynomial with respect to T .
Theorem 4 Suppose p = ∑ α c α x α is a split polynomial with respect to a nonempty set T , then p is SOS if and only if both p
Proof We only need to prove the necessity. Suppose p = ∑ s i=1 h 2 i and let T * be the subset of Q as defined in Theorem 3 with respect to T . Set
The map ψ Q defined by Definition 6 1 Q = EXACTG(p); 2 Let C be a map from Q to { true, false }; 3 for α ∈ Q do C(α)=false; 4 Let V p be the set defined by Definition 5; 5 Initialize ψ Q (α) = / 0 for any α ∈ Z n + ; 6 for α ∈ V p do 7 ψ Q (2α) = {α}; Remark 1 By Definition 7, to determine whether p is a split polynomial, one should check all the non-empty subsets of V p . However, this approach is obviously inefficient. Because the condition that p is a split polynomial is only a sufficient condition for Theorem 4 to hold, we can check some (not all) subsets of V p . Therefore, in Algorithm 2 we only check whether p is a split polynomial with respect to ψ Q (α) for some α ∈ S(p). As is shown in the next section, this technical processing is effective in many cases.
Example 5
We illustrate QuickSOS on the polynomial p in Example 3.
First, 
Then QuickSOS( f ) will return false when it reaches line 8 for α = (2, 2).
Experiments
The above algorithms have been implemented as a C++ program, QuickSOS. Compilation has been done using g++ version 4.6.3 with optimization flags -O2. We use Singular [10] to read polynomials from files or standard input and use Csdp [5] as SDP solver. The program has been tested on many benchmarks in the literature and on lots of examples generated randomly.
We report in this section corresponding experimental data of our program and some well-known SOS solvers, such as YALMIP, SOSTOOLS, SOSOPT. The matlab version is R2011b and SOSTOOLS's version is 3.00. Both YALMIP and SOSOPT are the latest release. The SDP solver of YALMIP, SOSTOOLS and SOSOPT is SeDuMi 1.3.
All the numerical examples listed were computed on a 64-bit Intel(R) Core(TM) i5 CPU 650 @ 3.20GHz with 4GB RAM memory and Ubuntu 12.04 GNU/Linux.
Examples
In this subsection, we define three classes of examples. The first class of examples are modified from [25] , which are positive but not necessarily SOS. The second one is from [11, 13] .
The other two classes are sparse polynomials randomly generated by Maple's command randpoly where the third class of polynomials are constructed in the form of SOS.
The number of elements in a set Q is denoted by #(Q), deg(p) denotes the total degree of a polynomial p, var(p) denotes the set of variables occuring in a polynomial p.
, where x 3m+2+r = x r . B m is modified from [25] . For any m ∈ Z + , B m is homogeneous and is a positive polynomial.
p i, j
Monotone Column Permanent (MCP) Conjecture was given in [11] . When n = 4, this Conjecture is equivalent to decide whether p12, p13, p22, p23 are positive polynomials and this case has been studied in [13] . 1 
SRQ
For any given (k, n, d,t), we generate 10 corresponding polynomials.
RN(n, d)
For any given (n, d) where n ∈ {5, 10} and 4 ≤ d ≤ 12, we generate 10 corresponding polynomials.
Results
If we only compare the timings of different tools, the comparison is somehow unfair since the implementation languages are different. Since the main idea of this paper is to compute smaller set Q for given polynomial p which make relation SOSS(p, Q) hold, we also report the comparison of the size of Q computed by different tools. It is reasonable to believe that the total time of computing SOS decomposition becomes shorter as the size of Q getting smaller if we use the same SDP solver and the cost of computing smaller Q is not expensive. In all the following examples except B m , the time taken in computing Q by QuickSOS is less than 0.1 seconds.
We explain the notations in the following tables. Each (b, s) for QuickSOS's #(Q) means QuickSOS divides the polynomial into b polynomialsp 1 , . . ., p b and s is the largest number of #(Q i ) corresponding to p i . The "-" denotes that there is no corresponding output.
The results on B m by these tools are listed in Table 1 . The polynomials B 1 and B 2 are SOS, the others are not. All the above tools except SOSOPT give correct 2 outputs on B m . Although B i is not a sparse polynomial, our algorithm can also reduce #(Q).When the size of polynomial is large, SOSOPT takes so much time to solve it. This phenomenon also occurs in the following examples. For convenience, we do not list the results of SOSOPT in the following. Table 3 lists the results on examples SRQ. All the outputs of QuickSOS and YALMIP are correct. Some data corresponding to SOSTOOLS are "wrong", which means that SOSTOOLS's output is wrong or there is an error occurred during its execution. In many examples, QuickSOS can divide the original polynomial into some simpler polynomials. By the complexity analysis in Section 2, this division can greatly improve efficiency. We demonstrate this fact by one polynomial of group SQR (4, 5, 10, 3) .
Example 7 p = (−91w 4 x 2 yz 3 −41k 4 xy 2 z 2 −14kwx 3 y 2 z) 2 +(−40kx 7 yz+16w 4 xy+65w 2 y 4 ) 2 + (11kx 2 y 6 z − 34k 5 x 3 z − 18kyz 5 ) 2 + (−26k 4 w 3 xyz − 35xy 6 z 3 − 57kw 2 x 2 z 3 ) 2 .
Remark 2 As explained before, SQR is constructed in the form of SOS. But the polynomial is expanded before input to the tools.
In Example 7 QuickSOS divides p into four simpler polynomials p 1 , p 2 , p 3 , p 4 . For each simpler polynomial p i , QuickSOS constructs a set Q i whose size is 3 and SOSS(p i , Q i ) holds. YALMIP constructs one Q for p whose size is 97 and SOSTOOLS also constructs one Q for p whose size is 104. If the time consumed by constructing Q is short compared with total time and assume these three tools use the same SDP solver, the ratio of total time of three tools is 4(3 3+c ) : 97 3+c : 104 3+c where 1 ≤ c ≤ 2. In fact, in our experiments, the total time of these three tools on this example is 0.02 seconds, 23.91 seconds and 48.47 seconds, respectively.
In addition to efficiency, correction is also important. Figure 5 is the wrong number of SOSTOOLS under every random group polynomial of SQR. These wrongs are caused by numerical stability. Therefore, the number of "wrong" increases with the increase of the problem's size.
The above experiments are all about polynomials which are SOS. The Figure 6 is about timings for refuting a polynomial to be SOS. For all 180 RN polynomials, QuickSOS takes 1.07 seconds to refute all of them. And there are polynomials in these 180 polynomials on which SOSTOOLS cannot finish execution within 10000 seconds. So we do not list its output. Figure 6 is the mean time of YALMIP for every group of polynomials. 
