Bankruptcy prediction and credit risk analysis is one of the most significant problems in the field of accounting and financial decision making. Developing an effective classification rule induction (CRI) framework for bankruptcy prediction and credit risk analysis in appropriate time is essential to prevent the business communities from being bankrupt. Traditional statistical methods and artificial intelligence techniques play a major role to predict bankruptcy and credit risks. Most of the earlier research works were carried out on quantitative methods, while few studies have proposed on qualitative methods to improvise the performance of bankruptcy prediction models. The discovery of bankruptcy prediction in a qualitative way is an important task because it depends on the subjective knowledge of the experts. In this paper, a unified framework for qualitative and quantitative bankruptcy analysis using Ant Colony Optimization (ACO) based ant-miner algorithm is proposed. Three different natured datasets are used to present a trustworthy result. For this experiment, we have collected qualitative_bankruptcy dataset and benchmarked by UCI repository. The proposed method is successfully applied and the performance analysis prove that ant-miner method is better than existing classifiers namely Logistic Regression (LR), Multilayer Perceptron (MLP), Random Forest (RF) and Radial Basis Function (RBF) in terms of various performance analysis factors. Furthermore, the proposed ant-miner model is found to be a more suitable method for bankruptcy prediction when compared to other traditional statistical and artificial intelligence techniques. Ó 2017 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Introduction
Bankruptcy prediction is a critical issue in corporate, investors/ creditors, borrowing firms and government sectors. Making a wrong decision in financial concerns leads to financial failures or distress for owners, shareholders, managers, suppliers, etc. (Du Jardin, 2015) . Since corporate bankruptcy affects the every part of the country, policy makers are used to monitor the economic growth (Wang et al., 2014) . When the financial failures cannot be relieved, it may leads to bankruptcy (Donato and Nieddu, 2015) . As a result, bankruptcy prediction and credit risk analysis gains more importance in the financial organizations. The credit risk analysis model such as Altman model, Z-score model distinguishes the groups into good credit groups and bad credit groups (Nanni and Lumini, 2009). Traditional statistical methods and Artificial Intelligence (AI) techniques play a major role to predict bankruptcy and credit risks (Lin et al., 2012) . In the recent years, AI techniques are widely employed to determine whether the financial firms undergo bankruptcy or not (Yu et al., 2012) . The rapid development in the area of database and AI techniques leads to the development of data mining techniques in several domains. These data mining techniques are employed to filter the needed information from the financial databases for bankruptcy prediction (du Jardin, 2016) . Data mining methods include traditional methods and evolutionary methods like inductive learning, neural networks and genetic algorithm in bankruptcy prediction (Ravi et al., 2008) . At present, many quantitative methods with non-financial variables are proposed in (Martin et al., 2012) ; but none of the studies incorporates both quantitative and qualitative methods. The lack of unified framework for both qualitative and quantitative approach motivated us to investigate this study.
Large number of researches is carried out to design proper quantitative models by the use of data mining techniques such as discriminant analysis, logit, probit, neural networks, etc. The central part of this technique is to learn classification functions which consist of a collection of weights from financial variables. One more data mining approach is proposed to create qualitative models known as subjective models using the experts' problemsolving knowledge. The knowledge of the experts is very important in the real risk assessment process. The experts do not entirely rely on the results produced by quantitative methods for identifying credit worthiness of specific borrower.
As an alternative, they employ their subjective knowledge structure to make correct findings from the combination of quantitative and qualitative data which is useful to estimate the standard risk of the borrower. For instance, they categorize the several loan applications into approve, pending, and disapprove by the use of subjective knowledge framework. Thus, the risk assessment process is depending upon the subjective judgment of experts. An interactive method like interviews are employed for analyzing experts' knowledge framework integrated to bankruptcy prediction. It is found to be complicated and consumes more time. The qualitative information which is useful for conventional risk estimation process comprises of several risk elements. These elements are divided into six risk factors introduced and utilized by a Korean commercial bank. The six components are Industry Risk (IR), Management Risk (MR), Financial Flexibility (FF), Credibility (CR), Competitiveness (CO), and Operating Risk (OP). Experts assess the qualitative risk factors via the risk estimation process and allocate proper levels like positive, average and negative based on their subjective knowledge. At the end, they classified to several levels include accept, hesitate and reject. It is expected that the qualitative data mining method by the use of experts' knowledge results to the more understandable model for bankruptcy predicion. Data mining techniques in quantitative rule extraction way are useful for discovering decision rules from the qualitative predictions of experts. The rule based classification system is represented as classification rule induction (CRI) (Davalos et al., 2014) .
In this paper, ACO based CRI has been developed and applied in bankruptcy prediction and credit risk analysis. ACO is one of the popular swarm intelligence based optimization algorithm which gives a solution to various real time problem like travelling salesman problem, scheduling problem, vehicle routing problem, industrial problem, land-use suitability assessment problem, etc. (Asadi and Shahrabi, 2016). The main idea behind the working principle of ACO is the foraging nature of real ant colonies (Dorigo and Gambardella, 1997). The outlook of rule based classification also comes from the foraging behaviour of real ants. Ant miner (Liang et al., 2011 ) is the first ACO based algorithm used for rule classification from the available data. (Roselin and Thangavel, 2010) implemented the ant-miner algorithm in medical dataset and its performance can be compared with traditional classification rule induction algorithms like CN2. But, this is the foremost attempt of involving ant-miner in classification rule discovery connected with bankruptcy prediction. CRI is a key factor to build the rule based system which maps the real world problem in an optimized way. The classification rules use an if-then condition; it expresses an antecedent followed by a consequent component.
Contribution of this paper
The contribution of this paper is summarized below:
This paper proposes an Ant-miner based data mining technique to extract classification rules from expert's decision.
A unified framework for qualitative and quantitative bankruptcy analysis using Ant Colony Optimization (ACO) based ant-miner algorithm is proposed. Four data mining techniques include LR, MLP, RF, and RBF are used to compare the performance with ant-miner algorithm. Based on the comparison results, ant-miner algorithm performs well than LR, MLP, RF and RBF in terms of various performance factors. It also provides a better measure of agreement between the classification made by experts and classifiers. The proposed ant-miner framework is an outperforming tool for predicting bankruptcy and credit risk analysis by means of both qualitative and quantitative way.
Organization of the paper
The rest of the paper is as formulated as follows. Existing techniques are explained and the reviewed approaches are compared in Section 2. The existing techniques which are used to compare the ant-miner method are explained in Section 3. Section 4 discussed the ant miner algorithm for CRI to predict bankruptcy. The implementation setup is given in Section 5. In Section 6, the performance of the proposed method is discussed in detail. The paper is ended in Section 7.
Related works
Prediction of bankruptcy by exploiting the history of financial data of an organization is a familiar concept. Several studies has been done in the field of bankruptcy prediction problem (Sartori et al., 2016) . As stated in (Tseng and Hu, 2010) , Discriminant analysis and Logit analysis are the common statistical methods for bankruptcy prediction. Altman Z-score model (Muhammad, 2012 ) is commonly used model in the discriminant analysis. A review of various studies on bankruptcy prediction and credit scoring are tabulated in Table 1 .
Based on the above comparisons some issues are listed below
(1) Most of the existing approaches used only one dataset which reduces the overall reliability while finding an optimized solution. It is essential to apply diverse datasets for proper assessment of the system performance. To overcome the above listed issues, we proposed a bankruptcy prediction model which concentrates on both qualitative and quantitative approach. From Table 1 , it is clear that most of the bankruptcy prediction techniques employed traditional and mathematical models. For effectively predict bankruptcy over traditional models, an ant-miner based CRI method is proposed. Ant-miner is swarm intelligence based prediction model which efficiently classifies and generate rules. Three different dataset (2 quantitative and 1 qualitative dataset) are employed to ensure the reliability of the proposed method. In addition, type I and type II errors are also employed to investigate the average prediction performance of the models. It also provides a better measure of agreement between the classification made by experts and classifiers.
Background information
In this section, the existing techniques which are used for comparison purposes i explained. The proposed method is compared with 4 well known classification models namely LR, MLP, RF and RBF.
