In this paper, we propose a novel multi-code turbo decoder architecture for 4G wireless systems. To support various 4G standards, a configurable multi-mode MAP (maximum a posteriori) decoder is designed for both binary and duo-binary turbo codes with small resource overhead (less than 10%) compared to the single-mode architecture. To achieve high data rates in 4G, we present a parallel turbo decoder architecture with scalable parallelism tailored to the given throughput requirements. High-level parallelism is achieved by employing contention-free interleavers. Multi-banked memory structure and routing network among memories and MAP decoders are designed to operate at full speed with parallel interleavers. We designed a very low-complexity recursive on-line address generator supporting multiple interleaving patterns, which avoids the interleaver address memory. Design trade-offs in terms of area and power efficiency are explored to find the optimal architectures. A 711 Mbps data rate is feasible with 32 Radix-4 MAP decoders running at 200 MHz clock rate.
Introduction
The approaching fourth-generation (4G) wireless systems are projected to provide 100 Mbps to 1 Gbps speeds by 2010, which consequently leads to orders of magnitude increases in the expenditure of the computing resources. The high throughput turbo codes [1] are required in many 4G communication applications. 3GPP Long Term Evolution (LTE) and IEEE 802.16e WiMax are two examples. As some 4G systems use different types of turbo coding schemes (e.g. binary codes in 3GPP LTE and duo-binary codes in WiMax), a general solution to supporting multiple code types is to use programmable processors. For exam-ple, a 2 Mbps turbo decoder implemented on a DSP processor is proposed in [2] . Also, authors in [3] and [4] develop a multi-code turbo decoder based on SIMD processors, where a 5.48 Mbps data rate is achieved in [3] and a 100 Mbps data rate is achieved in [4] at a cost of 16 processors. While these programmable SIMD/VLIW processors offer great flexibilities, they have several disadvantages notably higher power consumption and less throughput than ASIC solutions. A turbo decoder is typically one of the most computationintensive parts in a 4G receiver, therefore it is essential to design an area and power efficient turbo decoder in ASIC. However, to the best of our knowledge, supporting multicode (both simple binary and double binary codes) in ASIC is still lacking in the literature.
In this work, we propose an efficient VLSI architecture for turbo decoding. This architecture can be configured to support both simple and double binary turbo codes up to eight states. We address the memory collision problems by applying new highly-parallel interleavers. The MAP decoder, memory structure and routing network are designed to operate at full speed with the parallel interleaver. The proposed architecture meets the challenge of multi-standard turbo decoding at very high data rates. 
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MAP decoding algorithm
The turbo decoding concept is functionally illustrated in Fig. 1 . The decoding algorithm is called the maximum a posteriori (MAP) algorithm and is usually calculated in the log domain [5] . During the decoding process, each SISO decoder receives the intrinsic log-likelihood ratios (LLRs) from the channel and the extrinsic LLRs from the other constituent SISO decoder through interleaving (Π) or deinterleaving (Π −1 ). Consider a decoding process of simple binary turbo codes, let s k be the trellis state at time k, then the MAP decoder computes the LLR of the a posteriori probability (APP) of each information bit u k by
where α k and β k represent forward and backward state metrics, respectively, and are computed recursively as:
The second term γ k is the branch transition probability and is usually referred to as a branch metric (BM). The max * function, defined as max * e (f (e)) = ln ( e exp(f (e))), is typically implemented as a max followed by a correction term [5] . To extract the extrinsic information,
Unified Radix-4 decoding algorithm
For binary turbo codes, the trellis cycles can be reduced 50% by applying the one-level look-ahead recursion [6] [7] as illustrated in Fig. 2 . Radix-4 α recursion is then given by:
where γ k (s k−2 , s k ) is the new branch metric for the two-bit symbol {u k−1 , u k } connecting state s k−2 and s k :
Similarly, Radix-4 β recursion is computed as:
Since the Radix-4 algorithm is based on the symbol level, we must define a symbol probability (or reliability): where γ ij k is the branch transition probability with u k−1 = i and u k = j, for i, j ∈ (0, 1), then the bit LLRs for u k−1 and u k are computed as:
For duo-binary codes, they differ from binary codes mainly in the trellis terminating scheme and the symbolwise decoding [8] . The duo-binary trellis is closed as a circle with the start state equal to the end state, this is also referred to as a tail-biting scheme, which is shown in Fig. 3 . The decoding algorithm for duo-binary is inherently based on the Radix-4 algorithm [8] , hence the same Radix-4 α, β and L(ϕ) function units (3)(5)(6) can be applied to the duobinary codes in a straightforward manner. The unique parts are the branch metrics γ ij calculations and tail-biting handling. Moreover, three LLRs must be calculated for duobinary codes:
Unified Radix-4 MAP decoder architecture
Based on the justification in section 2.1 that both binary and duo-binary codes can be decoded in an unified way, we propose a configurable Radix-4 Log-MAP decoder architecture to perform both types of decoding operations. To efficiently implement the Log-MAP algorithm, an overlapping sliding window technique [9] is employed. We generalize the two types of decoding operations into one unified flow which is shown in Fig. 4 . This decoding operation is based on three recursion units, two used for the backward recursions (dummy β 0 and effective β 1 ), and one for forward recursion (α). Each recursion unit contains full-parallel ACSA (Add-Compare-Select-Add) operators. To reduce decoding latency, data in a sliding window is fed into the decoder in the reverse order; α unit is working in the natural order; dummy β 0 , effective β 1 and Λ units are working in the reverse order as shown in Fig. 4 . This leads to a decoding latency of 2W for binary codes and 3W for duo-binary codes, where W is the sliding window length. Duo-binary codes have longer latency because the start trellis states are not initialized to 0 but equal to the end states, hence an additional acquisition is needed to obtain the initial states' α metrics (see Fig. 4(b) ). Similarly, an additional acquisition is also required for the end states' β metrics, which however will not cause any additional delays. Fig. 5 shows the proposed Radix-4 Log-MAP decoder architecture. Three scratch RAMs (each has a depth of W ) were used to store the input LLRs (systematic, parity and a priori). Three branch metric calculation (BMC) units are devoted to compute the branch metrics for the α, β 0 and β 1 function units. To support multi-code, the decoder employs configurable BMCs and configurable α and β function units which can support multiple transfer functions by configuring the routing (multiplexors) blocks (top-right Fig. 5 ). Each α and β unit consists of 8 ACSA units so they can support up to 8 state turbo decoding. The Radix-4 ACSA unit is implemented with max * trees. Since we want to support both binary and duo-binary decoding, the extrinsic Λ function unit as depicted in the bottom part of Fig. 5 contains both bit LLR and symbol LLR generation logic. After a latency of 2W or 3W , the Λ unit begins to generate soft In this architecture, many parts of the logic circuits can be shared. For example, the α, β and L(ϕ) units, the scratch and α RAMs can be easily shared between two operations. Table 1 compares the resource usage for a multi-code architecture and a single-code architecture, in which M is the number of states in the trellis, B m , B b , B c and B e are the precisions of state metrics, branch metrics, channel LLRs and extrinsic LLRs, respectively. From table 1, we see the overhead for adding flexibility is very small (about 7%). 
1.0 0.93 † 1 four-input max 4 * is counted as 3 two-input max * 1 eight-input max 8 * is counted as 7 two-input max * The fixed-point word length chosen for this decoder is B c =6, B e =7 and B m/b =10. The sliding window length W is programmable and can be up to 64. Table 2 summarizes the synthesize results on a 65nm technology at 200MHz clock. Compared to the Radix-4 MAP decoder in [6] which contains 410K gates of logic, our architecture achieves better flexibility by supporting multiple code types at low hardware overhead. 
Low complexity interleaver architecture
One of the main obstacles to parallel turbo decoding is the interleaver parallelism due to the memory access collision problems. For example, in [10] memory collisions are solved by having additional write buffers. However, recently, new contention-free interleavers have been adopted by 4G standards, such as QPP interleaver [11] in 3GPP LTE and ARP interleaver [12] in WiMax. The simplest approach to implement an interleaver is to store all the interleaving patterns in ROMs. However, this approach becomes impractical for a turbo decoder supporting multiple block sizes and multiple standards. In this section, we propose an unified on-line address generator with two recursion units supporting both QPP and ARP interleavers. We first look at the QPP interleaver. Given an information block length N , the x-th interleaved output position is given by Π(x) = (f 2 x 2 + f 1 x) mod N, 0 ≤ x, f 1 , f 2 < N . This can be computed recursively as: where Γ(x) = (2f 2 x + f 1 + f 2 ) mod N , and it can also be computed recursively as: Γ(x + 1) = (Γ(x) + g) mod N , where g = 2f 2 . Since Π(x), Γ(x) and g are all smaller than N , the QPP interleaver can be efficiently implemented by cascading two Add-Compare-Choose (ACC) units as shown in Fig. 6(a) , which avoids the expensive multipliers and dividers. For the ARP interleaver, it employs a two-step interleaving. In the first step it switches the alternate couples as
In the second step, it computes Π(x)=(P 0 · x + Q x ) mod N , where Q x is equal to 1, 1+N /2+P 1 , 1+P 2 or 1+N /2+P 3 when x mod 4 = 0, 1, 2 or 3 respectively. P 0 , P 1 , P 2 and P 3 are constants depending on N . Denote λ(x) = P 0 · x, ARP interleaver can be efficiently implemented in a similar manner by reusing the same two ACC units, as shown in Fig. 6(b) .
This architecture only requires a few adders and multiplexors which leads to very low complexity and can support all QPP/ARP turbo interleaving patterns. Compared to the latest work on row-column based interleaver [13] which needs complex state machines and RAMs/ROMs, our QPP/ARP interleaver architecture has lower gate count and more flexibility.
Parallel turbo decoder architecture
To increase the throughput, parallel MAP decoding can be employed by dividing the whole information block into several sub-blocks and then each sub-block is decoded separately by a dedicated MAP decoder [14] [15] [16] [17] . For example, in [15] a 75.6 Mbps data rate is achieved using 7 SISO decoders running at 160 MHz. In this section, we propose a scalable decoder architecture, shown in Fig. 7(a) , based on QPP/ARP contention-free 4G interleavers. The parallelism is achieved by dividing the whole block N into P sub-blocks (SBs) and assigning P MAP decoders working in parallel to reduce the latency down to O(N/P ). The memory structure is designed to support concurrent access of LLRs by multiple (P ) MAP decoders in both linear addressing and interleaved addressing modes. This is achieved by partitioning the memory into Q banks (Q ≥ P ), with each bank being independently accessible. In this paper, we use Q=P . Take the QPP interleaver as an example, P MAP decoders always access data simultaneously at a particular offset x, which guarantees no memory access conflicts due to the contention-free property of Π(x + jM )/M = Π(x + kM )/M , where x is the offset in the sub-block j and k (0 ≤ j < k < P ), and M is the sub-block length N/P . Since any MAP decoder will write to any memory during the decoder process, a full crossbar is designed for routing data among them. Fig. 7 (b) depicts a parallel decoding example for duo-binary codes (general concepts hold for binary codes).
Architecture trade-off analysis
High throughput is achieved at a cost of multiple MAP decoders and multiple memory banks. In this section, we will analyze the impact of parallelism on throughput, area and power consumption. The maximum throughput is estimated as:
whereÑ =N/2 andW =W/2 for Radix-4 decoding, I is the number of iterations (contains two half iterations), 3W is the decoding latency for one MAP decoder and f is the clock frequency. And the area is estimated as:
where A map is one MAP decoder area which increases with f , A mem is the total memory area which increases with N and also P due to the sub-banking overhead, and A route is the routing cost (crossbars plus interleavers) which increases with both P and f . Note that the complexity of the full crossbar actually increases with P 2 . We describe the decoder in Verilog and synthesize it on a 65 nm technology using Synopsys Design Compiler. The area tradeoff analysis is given in Fig. 8(a) which plots the normalized area versus throughput for different parallelism levels and clock rate (80-200MHz, step of 20MHz). The power estimation is obtained from the product of area and frequency (actual power estimation is still in progress). This estimation is based on the dynamic power consumption P = Cf V 2 where V is assumed to be the same for all the cases and C is assumed to be proportional to the silicon area. Fig. 8(b) shows the power tradeoff analysis based on the area × f metric. Table 3 compares the flexibility and performance with existing state-of-the-art turbo decoders. Fig. 8(a) In [16] , a high speed Turbo decoder architecture based on the sub-optimal Constant-LogMAP SISO decoders (Radix-2) is discussed. Though the decoder in [16] achieves high throughput at a low silicon area, it has some limitations, e.g. the interleaver is non-standard compliant and it can not support WiMax duo-binary turbo codes. As can be seen, our architecture exhibits both flexibility and efficiency in supporting multiple turbo codes (simple binary + double binary) and achieving high throughput.
Comparison with related works

Conclusion
A flexible multi-code turbo decoder architecture is presented together with a low-complexity contention-free interleaver. The proposed architecture is capable of decoding simple and double binary turbo codes with a limited complexity overhead. A date rate of 10-711 Mbps is achievable with scalable parallelism. The architecture is capable of supporting multiple proposed 4G wireless standards.
