INTRODUCTION AND LITERATURE REVIEW
variables, alternative metrics that are less reliant on previously violated assumptions, or a 1 combination of both. 2
When working with non-normal data, one alternative is to transform the dependent variable 3 into something with a normal distribution. For dwell, a Box-Cox analysis implies that the natural 4 log transformation improves on the normality assumption of a linear regression. If none of the 5 independent variables are transformed, a log-linear regression may be used. The coefficients of the 6 model are related to percent changes in dwell time rather than an additive value, as in linear 7 regression. 8
Another approach to regression modeling is quantile regression. The typical regression 9 method of least squares estimates the conditional mean of response (dependent) variable given the 10 (independent) input variables. In contrast, quantile regression estimates the conditional quantile of 11 the response variables based on the same inputs (16). Quantile regressions, specifically in their 12 relation to dwell time, remain largely unstudied with similar research examining bus travel times 13 rather than dwell (17). When coefficient values change between quantiles, it indicates that linear 14 regression assumptions may be violated. This study will use a linear and log-linear quantile 15 regression to examine how coefficients change and examine a practical application of the predicted 16 coefficients. 17 18 19
BASELINE LINEAR MODEL 20
This study compares results of log-linear and quantile regressions to a baseline model. The linear, 21 log-linear, and quantile regressions were estimated using R, the statistical coding language. 22
Quantile regressions were estimated using the 'quantreg' library. The contribution to the R-squared 23 of each variable is calculated using the 'relaimpo' package. 24 25
Dependent and Independent Variables 26
The output (dependent) variable is Dwell for linear models. For log-linear models, ln(Dwell), the 27 log-transformation of Dwell, will be used. The input (independent) variables have been the subject 28 of multiple past studies confirming their significance and will be the same for all models. Recent 29 research used a combination of SLD and HRD variables to show that the following variables were 30 significant and contributed to model explanatory power (3). 31 32  Ons -Number of passengers boarding a bus at a specific stop (passengers board only 33 from front door) [ Continuing analysis for the log-linear quantile regression, the inconsistencies of the linear quantile 10 model are mostly mitigated. The variances of linear and log-linear models are not constant as confirmed using the Breusch-43
Pagan test, which tests the null hypothesis that the variances are homoscedastic (equal variances). 44
For the models in this paper, the p-value of these tests was nearly 0, indicating heteroscedasticity, 45 (i.e. unequal variances). Several attempts were made to correct for this. The first method added 1 weights to each observation based on their Ons and Offs
Where could be defined as ⅓, ½, 1, 2, or 3. Approximately 15.36% of the data sets reported no 6 passenger movements (i.e. Ons + Offs = 0) and these values were removed in order to provide a 7 valid weight. By applying a weight to the regression models, some of the skew towards higher 8 dwells could be mitigated. However, the treatment failed to correct for the heteroscedasticity. This 9 result implies that there are factors influencing Dwell that are not included in models, which is 10 further supported by the adjusted R-squared of each model, which suggests that only about 40% 11 of the variance in the data is accounted for by current variables. 12 13 14
APPLICATIONS OF QUANTILE COEFFICIENTS 15
Given the skew towards higher percentiles when predicting the mean, one alternative approach is 16 to apply coefficient to predict the median rather than the mean Dwell or ln(Dwell) for each stop 17 event. When using the median coefficients, the predicted dependent value would estimate the dwell 18 time that half of buses are likely to exceed and half are likely to be less and this is a non-parametric 19 estimation that do not require homoscedasticity assumptions. 20
In addition to applying the median, this research proposes an alternative whereby stops are 21 assigned coefficients from the quantile regression based on the mean Dwell or ln(Dwell) of each 22
given stop. 
FIGURE 2 shows the residuals for predicting Dwell using linear regression, the median 38 from linear quantile regression, and the new application using all quantiles. The first and most 39 notable feature is the lack of symmetry around 0 in all plots, which would be expected for valid 40 regression models. This implies that some of the assumptions of the linear regression models are 41 not being satisfied. All three residual plots are similar; however, the full linear quantile regression 42
shows a tendency to not over-predict values of Dwell, as evidenced by a decrease in negative 43 residuals. Finally, the adjusted R-squared of the quantile regression is lower than the linear 1 regression models for the median and full model.
The residuals using log-linear regression and log-linear quantile regression models 6 (FIGURE 3) have a significantly improved symmetry around 0 based on visual inspection. 7
Unfortunately, the average p-value of the Shapiro Normality test still shows heteroscedasticity 8 problems for both the linear and log-linear models. However, the quantile regression does not 9 require the homoscedasticity assumption. The log-linear median regression compresses the 10 residual graphs over a slightly smaller range than the log-linear mean regression, while the using 11 the full quantile widens the residuals. 12
While the log-linear model shows significant improvement over linear models, the 13 application of the full log-linear quantile regression shows additional benefits. The first benefit is 14 a reduction of extreme outliers at low values of fitted ln(Dwell). This can be confirmed by testing 15 the correlation between the fitted values and observed values of ln(Dwell). 
