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Abstract
Unsteady Euler and Navier-Stokes Computations Around 
Oscillating Delta Wings Including Dynamics
Ahmed Abd-El-Bar Ahmed Salman 
Old Dominion University, 1992
Director: Professor Osama A. Kandil
Unsteady flows around rigid or flexible delta wings with and 
without oscillating leading-edge flaps are considered. These unsteady 
flow problems are categorized under two classes of problems. In the 
first class, the wing motion is prescribed a priori and in the second 
class, the wing motion is obtained as a part of the solution. The 
formulation of the first class includes either the unsteady Euler or 
unsteady Navier-Stokes equations for the fluid dynamics and the 
unsteady linearized Navier-displacement equations for the grid 
deformation. For the formulation of the second class, the rigid-body 
dynamics equations are used, in addition to the fluid dynamics and 
grid-deformation equations, to obtain the wing motion.
Different computational schemes have been used to solve these 
equations. For the fluid-dynamics equations, an implicit, 
approximately-factored, central-differenced finite-volume scheme is 
used. For the rigid-body dynamics equation, an explicit, four-stage 
Runge-Kutta, time-stepping scheme is used. For the grid deformation 
equations, an alternating direction implicit (ADI) scheme is used. A 
modified Joukowski Transformation is used to generate conical and 
three-dimensional grids, and an elliptic grid generator is used to 
generate the two-dimensional grids.
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The problem of unsteady transonic flow past a bicircular-arc 
airfoil undergoing prescribed thickening-thinning oscillation is 
studied using the CFL2D code. This code is used to solve the Navier- 
Stokes equations using an implicit, flux-difference splitting, finite- 
volume scheme. The unsteady linearized Navier-displacement (ND) 
equations are used to compute grid deformation. This application falls 
under the first class of problems described above. It demonstrates the 
validity of applying the developed schemes for flexible airfoils, by 
comparing present results with the available computational results.
For the unsteady supersonic flows around flexible delta wings 
with prescribed oscillating deformation and rigid delta wings with 
leading-edge-flap oscillations, the conservative, unsteady Euler and 
thin-layer Navier-Stokes equations in a moving frame-of-reference, 
along with the linearized ND equations, have been used. These problems 
are solved under the locally-conical flow assumption which 
substantially reduces the computational cost and still provides 
physical understanding of the flow behavior. Two main problems are 
solved to demonstrate the validity of the developed schemes. The first 
problem is that of a flexible delta wing undergoing a prescribed 
bending-mode oscillation. In the second problem, a rigid-delta wing 
with symmetric and anti-symmetric flap oscillations is considered. For 
the second problem, a parametric study of the effects of reduced 
frequency and hinge location is considered. The wing-flap problem also 
has been studied for different angles of attack and Mach numbers where 
shock waves could be either under or above the primary vortex of the 
leading-edge flaps. These applications fall under the first class of 
problems.
For the unsteady flow applications, where the wing motion is not 
prescribed a priori (second class of problems), either the unsteady 
Euler or thin-layer Navier-Stokes equations and the rigid-body 
dynamics equations, in a moving frame of reference, are solved 
sequentially to obtain the flow behavior and the wing motion. The main 
application for this class of unsteady flow phenomena, is the wing- 
rock problem. Using the locally-conical flow assumption, three 
problems are solved. The first is that of a delta wing undergoing a
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damped rolling oscillation. The second is that of a delta wing 
undergoing a limit-cycle, wing-rock motion. In the third problem, 
suppression of the wing-rock motion is demonstrated using a tuned 
anti-symmetric oscillation of the leading-edge flaps. In the third 
problem, the unsteady linearized Navier-displacement equations are 
also used to account for the grid deformation due to the leading-edge 
flap motion.
Next, the locally-conical-flow assumption has been relaxed and 
the unsteady, three-dimensional, subsonic flow around a sharp-edged 
delta wing undergoing a limit-cycle wing-rock motion has been solved. 
For this problem, the unsteady Euler equations are solved sequentially 
along with the rigid-body dynamics equation.
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Chapter 1
Introduction
1.1 Background and motivation
The need for developing the capability to predict and underst­
and complex flows around modern fighter aircraft at high angles of 
incidence under maneuvering conditions has generated considerable 
interest within the fluid dynamics community. These flows are usually 
vortex dominated due to the roll-up of the free-shear layers which 
separate from the leading, side, and trailing edges of highly-swept 
wings of the aircraft. This vortical flow can have beneficial effects 
on the aircraft performance if the vortices are symmetric and stable. 
Their influence could be exploited in order to provide high lift and 
maneuverability for the vehicle at high incidence angles. They also 
might have adverse effects such as structural fatigue due to tail 
buffeting when the leading-edge vortex breaks down over the wing, and 
the tail has to operate in a highly unsteady flow field. Also, if the 
vortices are asymmetric, they produce large side-forces and moments, 
which may be larger than those that can be affect by the vehicle 
control system. These stability and control problems and others such 
as wing rock, wing drop and pitch up can lead to the loss of the 
vehicle.
In addition to the critical importance to the high incidence 
flow regimes, vortical flow has been studied near the region where 
separated and attached flows are coexistent in order to improve the 
cruise performance of aircraft. For example, the implementation of 
leading-edge vortex flaps in order to recover the thrust and the lift 
components from the vortex induced normal forces on the flaps, is one
1
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of these improvements. Therefore, accurate prediction of the steady 
and unsteady vortex-dominated flows around wings and wing-body
configurations undergoing maneuvering motion is of paramount 
importance for the analysis and design of modern fighter aircraft. In 
the steady flow regime, the flow field of a delta wing at moderate to 
high angles of attack may include leading-edge separation with 
secondary separations, attached leading-edge flows with inboard shocks 
and a possible shock-induced separation, or a combination of leading- 
edge separation and inboard shocks with secondary and shock-induced 
separations.
Unsteady flows originate from different sources such as time-
dependent rigid-body motion, aeroelastic deformations, and flow 
instabilities. Examples of the rigid-body motions are translational
motions such as forward acceleration and heaving oscillation,
rotational motions such as rolling, pitching, and yawing oscill­
ations, and combinations of translational and rotational motions. The 
unsteady flows around maneuvering, highly-swept wings, slender bodies, 
and wing-body configurations, are characterized by the existence of 
unsteady large- and small-scale vortices, moving shock waves with 
varying strengths, time-dependent vortex-shock and shock-boundary- 
layer interactions, and unsteady, asymmetric flows with vortex 
shedding and breakdown.
The literature in computational and experimental research work 
shows extensive work in the area of symmetric vortex flows. For steady 
and unsteady asymmetric flows, unsteady vortex breakdown, and methods 
of controlling these flows as well as other problems associated with 
the high-incidence maneuvering of delta wings, a small number of 
computational research studies exists. In the experimental area, some 
studies have produced flow visualization of steady and unsteady 
asymmetric flows on slender bodies. Some of these studies focus on the 
subsonic, wing-rock phenomenon of highly-swept delta wings. 
Experimental studies of steady flows around the leading and trailing 
edge flaps have also receive substantial interest due to their 
beneficial effects on the performance characteristics. However, the
2
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literature does not show experimental studies for these unsteady flows 
or for their effects in alleviating or eliminating asymmetric flows 
and wing rock phenomena.
With the availability of the present and future experimental 
data, serving as bench-marks for the computational results, 
computational schemes must be developed and modified in order to treat 
these flows with accuracy and efficiency. This is the first challenge 
for the computational fluid dynamicists. The second challenge is to 
extend the applicability of these schemes to vehicles at a wide range 
of angles of attack, Mach numbers and Reynolds numbers. This includes 
accurate prediction of vortex-shock interaction, vortex shedding, 
vortex breakdown and turbulent-flow effects. The third and one of the 
most difficult challenges is to predict the effectiveness of methods 
for controlling the adverse effects of these flows. The fourth 
challenge is to address multidisciplinary problems which require the 
simultaneous solution of the fluid-dynamics equations, the rigid-body 
dynamics equations, the aeroelastic equations of motion, and the 
computational-grid-deformation equations. Some of these challenges 
represent the motivation behind the present research work.
1.2 Overview
In the area of computational fluid dynamics, different levels of 
approximations of the mathematical equations describing the actual 
flow have been used to predict flow fields. They range from the small 
disturbance equations, through full-potential equations, Euler 
equations, and ultimately to Navier-Stokes equations.
In potential flow theory, the flow is assumed to be irrotat- 
ional and isentropic. Therefore, when the theory is applied to solve 
vortex-dominated flow problems, the vorticity in the flowfield is 
modeled as a surface of singularity in the potential flow by using 
integral-equation or panel methods. Also, the isentropic-flow 
assumption limits its applicability to incompressible, subsonic and 
supersonic flows, in which there are no shocks. Recently, there has
3
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been some progress in extending the potential-flow theory to 
transonic, vortical flows.
Recently, explicit and implicit computational schemes for the 
unsteady Euler and Navier-Stokes equations have been developed and 
successfully used to predict some types of unsteady vortex-dominated 
flows. The Euler and Navier-Stokes equations admit solutions for 
rotational flows with shock waves. The Euler equations are
computationally less expensive to solve than the Navier-Stokes 
equations. However, when viscous effects are important, such as in the 
cases of separations from smooth surfaces, secondary separations, 
vortex breakdown, etc., the Navier-Stokes equations must be used to 
accurately predict these flows. The unsteady Navier-Stokes equations 
represent the best mathematical model for unsteady flow, since they 
can properly model flow separations, shock development and motion, 
shock-boundary-layer interaction, vortex-breakdown and vorticity
evolution, convection and shedding. Although substantial research 
currently is progressing to improve and extend the computational 
schemes for unsteady flows around maneuvering deforming wings at high 
incidence, there are some research efforts directed at coupling the 
unsteady schemes with structural dynamics in order to solve the 
dynamics and aeroelasticity problems. Most of the available
computational schemes in the area of aeroelasticity for flutter 
analysis are for cruising-flight conditions and are based on time- 
accurate solutions of the transonic, small-disturbance and full- 
potential equations. The shortage of the unsteady, three-dimensional 
applications is attributed to the substantial computational cost 
associated with the time-accurate solution of the flow equations, the 
grid motion and the deformations. Moreover, the techniques for 
controlling the adverse effects of steady and unsteady vortical flows, 
such as flow asymmetry, vortex breakdown, and wing rock phenomena, are 
still in the early stage of research work. Currently, research work is 
progressing in that direction by first dealing with each individual 
issue separately.
4
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1.3 Present Work
In the present research, the unsteady fluid dynamics problems 
are formulated in terms of the unsteady Euler and thin-layer Navier- 
Stokes equations for the relative motion in a moving frame of 
reference. This formulation is not restricted to any particular motion 
since the frame-of-reference motion includes the six degrees of 
freedom; three translational motions and three rotational motions. The 
formulation in terms of the moving frame of reference with rigidly 
moving grids saves some of the computational costs since the 
computation of the grid motion for maneuvering rigid wings is not 
needed. Furthermore, the standard unsteady Navier-Stokes equations for 
the absolute motion in the space-fixed frame of reference can easily 
be obtained from the relative-motion formulation. For deforming wings 
or wings with relative rigid-body motion, the new development of using 
the Navier-displacement equations to deform the grid solved the 
problem of deforming and adapting the grid in the moving frame of 
reference. Then, the complexity of maneuvering motions including 
deformation or relative-rigid body motion can be simulated numerically 
with no extra efforts. For aeroelastic deformations of a wing, which 
are usually small, grid deformation calculations using the ND 
equations are not required at each time step.
Highly swept, round- and sharp-edged wings are common 
aerodynamic components of fighter aircraft. For computing supersonic 
flows around these aerodynamic components, the computational cost can 
be reduced by an order of magnitude if the locally-conical assumptions 
are enforced in the governing equations. Such locally-conical flow 
solutions provide substantial information about the unsteady vortex 
flow physics and its control at low computational costs in comparison 
with the three-dimensional flow solutions. The present research work 
is focused on two classes of unsteady, vortex-dominated flow problems. 
In the first class, the unsteady flow problems around airfoils and 
delta wings which undergo prescribed solid-boundary deformation or
5
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prescribed relative rigid-body motion are treated. In the second 
class, the unsteady flow problems around delta wings which undergo 
wing-rock motions, which are not prescribed a priori, are treated. For 
most of the delta-wing applications the locally-conical flow 
assumption is used with the exception of one application for the
three-dimensional wing-rock motion.
In chapter 2, a literature survey of research work in 
computational fluid dynamics is presented with emphasis on the
research topics of unsteady vortex-dominated flows, along with a 
maneuvering, deforming wings and their flow control. In chapter 3, the 
unsteady, three-dimensional Navier-Stokes equations for absolute 
motion in a space-fixed frame-of-reference are given. Then, the
unsteady, three-dimensional Euler and thin-layer Navier-Stokes 
equations for the flow relative motion in a moving frame-of-reference 
are obtained. Next, the conical and two-dimensional equations are
obtained as special sets of the three-dimensional equations. Also, in 
the same chapter, the Navier-displacement equations for grid 
deformation are developed. Finally, the rigid-body dynamics equations 
for computing the wing motion and its control are also developed. 
Chapter 4 covers computational schemes used or developed for the 
solution of the sets of equations covered in chapter 3. Next, the 
implementation of initial conditions, and solid-boundary and far-field 
boundary conditions are presented.
The computational applications and discussions are presented in 
chapters 5-8. In chapter 5, unsteady transonic flows over a 
bicircular-arc airfoil, undergoing thickening-thinning motion and 
unsteady supersonic flows over a sharp-edged delta wing undergoing 
bending mode oscillation are presented. In chapter 6, unsteady 
supersonic flows, using the Euler and thin-layer Navier-Stokes 
equations, around sharp-edged-delta wings with symmetric and anti­
symmetric flap oscillations are presented. Two types of problems are 
considered; the first is for a vortical flow with a cross-flow shock 
under the primary vortex, and the second is for a vortical flow with
6
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a cross-flow shock above the primary vortex. Moreover, parametric 
studies of the effects of hinge location and reduced frequency of the 
flap motion are presented with emphasis on their effects on the 
vortex-system dynamics and their interaction with the shock waves. In 
chapter 7, the wing rock problem is investigated using the locally 
conical flow assumption for supersonic flows around highly-swept 
sharp-edged delta wings at high incidence. The results include a 
damped oscillation case and a limit-cycle wing-rock oscillation. Next, 
active control of this phenomenon is addressed. Two active control 
methods have been applied. In the first, a constant-amplitude, anti­
symmetric flap oscillation is imposed upon the wing-rock motion. In 
the second, a time-decaying amplitude, anti-symmetric flap oscillation 
is imposed upon the wing-rock motion. In chapter 8, unsteady, three- 
dimensional, subsonic flows over a sharp-edged delta wing are 
considered. Three flow cases are studied. First, the steady solution 
is obtained using the Euler equations. This solution provides the 
initial conditions for the unsteady flow problems. Second, the 
unsteady flow problem for the same delta wing is solved for the wing- 
rock motion. Third, the roll divergence phenomenon for the same delta 
wing is addressed. Conclusions from the present work and 
recommendations for future work are given in chapter 9.
7
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Chapter 2
Literature Survey
In this chapter a literature survey of experimental and 
computational research work on steady and unsteady, vortex-dominated 
flows around wings at high incidence, including dynamics is presented. 
First, the physics of these flows are described. Computational methods 
using different levels of equations approximation (potential, Euler,
and Navier-Stokes equations) and the grid generation and grid 
deformation methods are then discussed. This is followed by analyzing 
the control of aircraft rolling and wing rock phenomena at high
incidence for subsonic and supersonic flows. Emphasis is placed on 
research works which make use of the Euler and Navier-Stokes equations.
For highly maneuverable fighter aircraft, which operate at
moderate to high incidence angles over a wide range of Mach numbers,
several patterns of vortical flows and shock waves frequently develop
on the leeward side of the vehicle wings and its slender body. The
review paper of Newsome and Kandil [1] provides an excellent survey of 
the physical issues, numerical aspects and computational results for
steady and unsteady vortex-dominated flows around wings, bodies and
wing-body configurations.
2.1 Experimental Work and Physical Issues of Vortex- 
Dominated Flows
In this section, a critical review of the existing experimental 
research work is considered. First, a systematic presentation of the 
experimental work for steady and unsteady vortex-dominated flows around 
wings, bodies, and wing-body configurations including asymmetric flows 
and vortex breakdown is covered. Within this presentation, emphases are
8
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made to highlight important physical issues related to the behavior of 
these types of flows. Second, experimental research efforts which 
address passive and active control methods, including their 
effectiveness and drawbacks are reviewed.
The literature includes a substantial number of research papers 
which address steady vortical flows around delta wings and pointed 
slender bodies of revolution. The lee-side flow over highly swept wings 
has been investigated and classified experimentally in Refs. [2] and 
[3]. Miller and Wood [2] classified the lee-side flow over delta wings 
at supersonic speeds into six flow patterns. Figure 2.1 shows the six 
flow patterns, observed experimentally, as functions of Mach number and 
angle of attack normal to the leading edge. The hatched lines represent 
the boundaries between the different flow patterns. The central 
vertical boundary (up to an = 30°) of Fig. 2.1(a) is similar to the 
classical Stanbrook-Squire [3] boundary between separated and attached 
flows. The flow patterns to the left of this boundary starting at the 
bottom of the figure are as follows: separation bubble with no shock, 
classical vortex, and vortex with shock. The flow patterns to the right 
of this boundary, in the same order, are as follows: shock with no
separation, shock-induced separation, and separation bubble with shock. 
Sketches of each pattern are presented in Fig. 2.1(b). For slender 
bodies at different angles of attack with zero side slip, Keener and 
Chapman [4] categorized the vortical flow regimes into four distinct 
flow patterns according to the angle of attack. One of these four 
patterns occurs at the high angle of attack regime in which the 
crossflow effects dominate, and large-scale vortices are formed and may 
lose their stability or symmetry which may lead to asymmetric vortices 
about a symmetric body or vortex breakdown. Investigation results, 
experimentally by Wentz [5] and analytically by Polhamus [6], indicated 
that there are two types of separation-induced discontinuities for the 
slender delta wing as in Fig. 2.2. One is caused by breakdown of the 
leading-edge vortices [5]. The other is caused by asymmetric leading- 
edge vortices [6] which change the wing aerodynamics. This second type
9
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occurs before the onset of vortex breakdown. Vortex asymmetry occurs 
before vortex breakdown only for very slender delta wings, as shown in 
Fig. 2.2.
Next, some of the experimental tests conducted for steady and 
unsteady vortex-dominated flows are addressed as well as methods of 
controlling flow asymmetry.
The leading-edge flap deflections can provide an effective way to 
control the asymmetric vortical flow and might delay or hasten vortex 
breakdown [7] and [8]. Therefore, extensive experimental data, which 
emphasize these effects, have been produced at different Mach numbers 
and Reynolds numbers. Effects of the leading- and trailing-edge flaps 
on a low-Reynolds-number-airfoi1 flow have been studied experimentally 
by Perry and Mueller [9]. They showed that dropping the leading-edge 
flap did not have as large an effect on airfoil performance as 
deflecting the trailing-edge flap. Deflecting only the trailing-edge 
flap caused an increase in the maximum lift coefficient by up to 14.7 
percent and shifted the line of turbulent separation toward the leading 
edge. Deflecting the leading and trailing edges increased the maximum 
lift by about 22.7 percent since they increase the camber and, 
therefore, the maximum lift of an airfoil.
Subsonic wind-tunnel tests were conducted by Marchman [10,11] to 
examine the aerodynamic effectiveness of leading-edge vortex flaps for 
60 and 75 degree swept delta wings. Leading-edge flaps of various sizes 
and shapes were tested at a wide range of flap-deflection angles. His 
results showed that inverted flaps cause a strong vortex lift at low- 
to-moderate angles of attack and produce large increases in the lift 
coefficient. With a properly shaped leading-edge flap, a negative flap 
deflection can produce a substantial increase in the lift coefficient 
with no change in longitudinal stability. He concluded that the actual 
lift probably increases due to the added flap areas. The leading-edge- 
flap effectiveness is stronger as the sweep-back angle is increased. In 
Ref. [12], a wind tunnel investigation involving pressure surveys and
10
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flow visualization was performed to observe the flowfield effects 
produced by vertical apex fences on a highly swept delta wing. Apex 
fences were found to have significant effects on the wing aerodynamics 
due to fence-generated vortices. Asymmetrically developed fences have 
potential for lateral directional control at high angles of attack. 
Also, the geometry and position of the fences have a major influence as 
the avoidance of the merging of the leading-edge vortex with the fence 
vortex that caused bursting of the vortex pair. Ellis and Stollery [13] 
studied the behavior and performance of leading-edge flaps to optimize 
the performance of a 60 degree delta wing. The low-speed wind tunnel 
results indicated that a deflectable leading-edge control surface could 
reduce the drag of the slender wings by recovering some of the leading- 
edge suction normally lost in the separation process. They also 
indicated that as much as a 40 percent increase in lift-to-drag ratio 
occured over a moderate lift coefficient range could be obtained 
without apparent loss in longitudinal stability. The potential of 
planform modification and hinge-line relocation to improve the thrust 
efficiency of vortex flaps has been investigated experimentally by Rao 
[14] on a 60 degree cropped delta wing model in the subsonic flow 
regime. The results showed that spanwise segmentation of the flap, 
together with chord tailoring of the segments, allowed the vortex to be 
maintained on the outboard flap surfaces to higher angles of attack. An 
arrangement simulating the flap hinge location under and aft of the 
wing leading edge generated substantial thrust from the vortex suction, 
acting on the chin region of the leading edge when the frontal area is 
small. Extensive experimental studies to analyze the effect of apex 
flap and trailing-edge flap on the aerodynamic characteristics have 
been reported [15] and [16]. Using et al. [15] experimentally and 
computationally studied (using a discrete vortex method based on 
slender body theory) the effectiveness of apex flap and trailing-edge 
flap on a 74 degree delta wing equipped with a leading-edge vortex 
flap. They found that deflecting the apex flap on a wing with leading- 
edge vortex flap does not cause appreciable change in lift coefficient;
11
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however, the pressure distributions are altered. As the apex flap 
deflects downward, the pressure distribution on the leading-edge-vortex 
flap will yield an increasily suction peak, producing a large thrust 
component, additional drag reduction and an increase in lift-to-drag 
ratio. As the apex flap deflects upward, from negative to positive, the 
pressure peak lowers with a decrease in lift-to-drag ratio. Also, 
fitting the apex flap and the trailing-edge flap on a highly swept 
delta-wing equipped with leading-edge-vortex flaps has the advantage of 
increasing the lift and the lift-drag ratio. A series of experiments 
have been conducted by Karagounis et al. [16] for static and rapidly 
opening and closing flaps to investigate the ability of leading-edge 
flaps to generate and control separated vortices of enhanced strength 
over a 67.5 degree delta wing. The flaps project towards the suction 
side, with inclinations ranging from being folded on the wing upper 
surface to being perpendicular to it. The results indicated that, at 
zero and low angles of attack, the flap generates and controls strong, 
separated vortices that generate significantly more lift than the wing 
alone. At high incidence, the vortex enhancement and control 
capabilities are lost. Asymmetric opening of one flap is effective for 
rolling moment control only at the lowest angles of attack. Rapid 
opening of the flaps can result, temporarily, in much stronger vortices 
and suction peaks. Also, rapidly opening the flaps can drastically 
increase the strength of the vortices over the steady values 
corresponding to the same flap angle. After the flap motion stops, this 
dynamic increase is quickly lost within a fraction of the flow transit 
time. For opening times faster than the transit time, a long period of 
low or strongly oscillating vortex strength follows.
Flow unsteadiness or asymmetry may originate from a time- 
dependent rigid-body translation (e.g. forward acceleration and heaving 
oscillation), rotation (e.g. rolling, pitching and yawing) and/or flow 
instabilities (e.g. instability of the singular saddle point above the 
body, vortex breakdown, wing rocking, transition to turbulence and
12
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asymmetric boundary-layer transition). These types of flow phenomena 
exist in maneuvering conditions of highly swept wings, slender bodies, 
and wing-body configurations in the high-angle-of-attack regime. The 
unsteady and/or asymmetric flows around these configurations are 
characterized by the existence of large- and small-scale vortices, 
moving shock waves with different strengths, vortex-shock interaction, 
shock-boundary-layer interaction, unsteady vortex shedding, as well as 
unsteady vortex formation and breakdown.
Later, in 1992, Walton and Katz [17] used the leading-edge flap 
system to perturb leading-edge vortex position on a free-to-roll 
double-delta wing. Their experimental results indicated that the 
amplitude of the self-induced rolling oscillations can be reduced using 
leading-edge flap oscillation. They suggested, for future work, that 
the relocation of control flaps into a more forward position may 
improve the flap effectiveness. In fact these ideas have been 
numerically investigated by Kandil and Salman since 1990 [81,83].
At high angles of attack, the dynamic phenomenon known as wing 
rock imposes a major maneuver limitation on many modern military 
aircraft. In order to investigate and understand the basic aerodynamic 
mechanisms which cause this phenomenon, many experiments, either wind 
or water tunnel, have been conducted. Ng et al. [18] investigated the 
phenomenon of wing rock using flow visualization in a water tunnel. 
Models with different sweeps and leading-edge roundness were tested in 
a free-to-roll rig and a forced oscillation rig. Wing rock was observed 
to occur in the absence of asymmetric vortex lift-off, vortex 
breakdown, and static hysteresis. It was initiated by flowfield 
asymmetries induced by flow disturbances and vortex interactions near 
the apex region. As a result, one vortex is strengthened while the 
other is weakened, inducing a roll moment. If the roll moment is 
sufficiently strong, the rocking motion can be sustained by time lag 
effects associated with vortex strength and position. To prevent the 
initiation of wing rock, Ng et al. [18] suggested that one may do the
13
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
following: 1) increase vortex spacing by modifying wing/forebody
geometry, 2) decrease vortex strength or size, 3) prevent vortex 
interactions by some physical barriers, and 4) force vortex symmetry by 
fluid injection or suction. Moreover, he suggested that preventing wing 
rock from happening is likely to be easier than eliminating it after it 
has occurred because of the complications which arise from the dynamic 
motion. Nelson and his co-workers [19-21] have conducted a series of 
experimental studies to investigate the mechanisms responsible for wing 
rock on a delta wing with 80 degree leading-edge sweep. Their analysis 
revealed that the primary mechanism for the phenomenon was a time lag 
in the position of the vortices normal to the wing surface. Moreover, 
they concluded, through the analysis of separate contributions of the 
wing upper- and lower-surface pressure distributions, that the upper 
surface pressure provides all of the instability and little damping in 
the roll moment and that the lower surface pressure provides the 
classical roll damping hysteresis. Morris and Ward [22] conducted 
dynamic measurements in a water tunnel and in a wind tunnel on a delta 
wing with a leading-edge sweep of 80 degree. Their results showed that 
the measured hysteresis loops in the water tunnel were opposite in 
direction from those of the wind tunnel. They concluded that the 
hysteresis direction does not play as decisive a role in initiating and 
sustaining wing rock as previously thought. They suggested that 
development of a flow visualization technique that allows simultaneous 
video tracking of vortex cores and model motion during wing rock in the 
wind tunnel is strongly recommended. Kandil and Salman [137] simulated 
the tracking of vortex core computationally as is shown in Chapter 8. 
Erickson [23-24, 27] analyzed experimental data for aircraft
configurations at high angles of attack in an attempt to reveal the 
flow processes which generate wing rock. He concluded that the wing 
rock phenomena for slender wings is caused by asymmetric leading-edge 
vortices and that vortex breakdown provides a limiter to the growth of 
wing-rock amplitude. For wing-body configuration analysis [24], the 
wing rocking motion is caused by the wing-body response to asymmetric
14
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vortices generated on the slender nose cylinder body forward of the 
wing. Experimental investigations [25-27] have shown that the 
phenomenon of slender-delta wing rock with a limit-cycle oscillation is 
triggered by vortex flow asymmetry and vortex breakdown. Nguyen et al. 
[25] tested a flat-plate delta wing with 80° leading-edge sweep for 
forced-oscillation, rotary, and free-to-roll tests. The free-to-roll 
tests showed that the wing exhibited a rocking motion at angles of 
attack greater than 25°, and that motion reached the same limit-cycle 
condition independent of the initial conditions. Moreover, the 
occurrence of wing rock is a function of the effective wing-sweep 
angle, angle of attack and wing dynamics. Ving-roll divergence also has 
been observed in the experiments. Levin and Katz [26] tested two delta 
wings with leading-edge sweeps of 76° and 80°. They found that only the 
wing with the 80° sweep would undergo a rock motion.
The literature shows different techniques to control the 
asymmetric flow. These techniques of control could be either active or 
passive. For example, Fidler [28] showed experimentally that a spinning 
device concept has significant capabilities for controlling the 
asymmetric vortex flow. His active control of asymmetric vortices has 
been conducted on a pointed, slender body at angles of attack between 
30° and 58° and at Mach numbers of 0.25, 0.6 and 0.85. By rotating the 
nose, nose tip, and a band of the body surface just aft of the nose, 
the wake pattern and the associated side forces and moments were 
cyclically altered. The rate of variation was dependent upon the spin 
rate and the number of artificial disturbances fixed to the spinning 
portion. The best results were obtained by treating the nose tip with 
three axial grit strips where the side force was brought to zero. Ng 
[29] showed experimentally that blowing can be envisioned as a means to 
control the effective sweep and span of a delta wing by redistributing 
the vorticity. Mixing between the blowing jet and the vortex has a 
major effect on the effectiveness of controlling the vortex. Different 
positioning of one vortex relative to another can either enhance or
15
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delay the breakdown of these vortices. Magness et al. [30] performed 
experimental tests in a water channel over a 75° sweep-back angle delta 
wing with 1.2x10^ < Reynolds number < 3.6X104 and 5° < angle of
attack < 55° to study the response of vortex breakdown on a pitching 
delta wing for various classes of ramp motion including the following: 
pitch-up, pitch-down, continuous pitch-up and pitch-down, and a 
combination of ramp pitching rates. Also, the effect of local control, 
involving suction or blowing at a defined location with respect to the 
vortex has been investigated. The results showed that, for local 
control in the form of suction or blowing, substantial streamwise 
movement of the vortex breakdown and corresponding restabilization of 
the cross-section of the vortex can be achieved with a time delay 
between one and two convective time scales.
High-performance maneuvering aircraft, in flight at high angles 
of attack and for motions involving large amplitudes and high-angle 
rates, generates severely separated and unsteady flow conditions [31]. 
Hanff et al. [31] conducted wind tunnel tests on a 65° delta and an 
80°/65° double delta wing at 30° incidence. Their experiments revealed 
the presence of severe aerodynamic non-linearities that are not 
amenable to treatment by a locally linearized mathematical model.
For high angles of attack, aircraft maneuvering becomes limited 
when approaching the stall limit. Cunningham and Den Boer [32] 
presented experimental results from low speed wind tunnel tests of an 
oscillating straked wing model. The model was oscillated in pitch in 
symmetric flow and in a yawed plane in asymmetric flow. They showed 
that in the mid-incidence range, lag in vortex bursting on pitch-up or 
the persistence of vortex burst on pitch-down affected the pressure 
distribution. However, in the high-incidence range of a = 22° to 50°, 
burst vortex flows to angles beyond static stall are responsible for 
significant dynamic-lift overshoot and the persistence of stalled flows 
responsible for significant dynamic lift undershoot with pitch-down. An 
experimental study has been conducted by Jarrah [33] on a three
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different aspect ratio, 1, 1.5 and 2, “agile” fighter aircraft in a
low-speed wind tunnel for rapid motions. These motions involved 
sinusoidal or ramp variation of angle of attack from 0° to 90° and with 
reduced frequencies between 0.1 and 0.08. He concluded that pitching 
motion with large angle of attack produced large hysteresis in the 
aerodynamic loads and in the vortex breakdown position relative to the 
wing. Increasing pitch rate tends to magnify the flow field asymmetry. 
The flow visualization showed early breakdown occurrence at the 
trailing-edge location at high pitch rate, with either sinusoidal or 
ramp motion.
Martin and Thompson [34] carried out wind-tunnel and water-tunnel 
tests on a scale model of the F/A-18 to investigate the characteristics 
of tail buffet due to bursting of the wing leading-edge-extension (LEX) 
vortices. Their wind-tunnel cases covered the unsteady surface 
pressures and fin vibrations for cases with and without the LEX fence. 
The measured wing surface pressures below the vortex burst and on the 
fin indicated that the burst pressure field contains energy over a 
moderately narrow frequency band, and the center of the energy is a 
linear function of freestream velocity. Also, fin flap acceleration 
measurements showed that the fin bending mode response is strongly 
coupled with the burst characteristic frequency and hence with the
freestream velocity. Moreover, the unsteady pressures obtained with the 
LEX fences in place were reduced significantly, while the energy 
extended over a wide frequency band and the acceleration of the fin tip 
was reduced. Also, flow visualization obtained in a water tunnel was
confirmed via wind tunnel measurements of vortex-breakdown position. An
experimental investigation of vortex breakdown on a delta wing with 70 
deg sweep back at low Reynolds number has been conducted by Payne and 
Nelson [35]. They concluded that as the sweep angle increased, the
location of breakdown moved aft. This location oscillated at high 
frequency about a mean position and for highly swept wings (sweep of 
80, 85 deg) at low speeds, the mean position migrated forward and aft
17
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on the model. Two types of breakdown were observed on the 85 deg wing, 
a bubble mode and a spiral mode. The two modes were seen to transform 
from one to the other at random with the bubble mode seeming to prefer 
a motion to an upstream location relative to the spiral mode.
The present survey demonstrated that leading-edge flap deflect­
ion, among others, has a substantial effect on controlling the vortex- 
dominated flow and that strong unsteady effects are produced for the 
high angle-of-attack range. Moreover, different aspects of controlling 
unsteady vortical flow have been addressed for low speed flows. For 
these areas of unsteady vortex-dominated flows, the literature still 
lacks the following experimental efforts and data:
1. More experimental data are required to study the effects of leading- 
and/or trailing-edge flap oscillation during maneuvering motions.
2. The effect of leading-edge vortex flaps, their sizes and locations 
on pitching moment and longitudinal stability need further study.
3. In addition to suggested techniques for wing-rock control, the 
implementation of leading-edge flap oscillation to suppress the wing 
rock phenomenon either during the early stage of growing oscillation or 
during the limit cycle oscillation needs to be investigated.
4. Instantaneous unsteady data of aerodynamic reaction in terms of the 
instantaneous motion of the wing are required.
The previous experimental survey highlighted a significant lack 
in the area of unsteady vortex-dominated flows and their control. This 
represents one of the main motivations behind the present research 
work.
2.2 Overview of Mathematical Levels of Formulation and 
Computational Schemes
2.2.1 Mathematical Levels of Formulation
In the computational area, a substantial volume of research work 
has recently been and is still being produced by many investigators,
18
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[1,36,37,38], using different levels of mathematical formulation. Next, 
a review of major mathematical levels of formulation is presented.
The Navier-Stokes equations are capable of producing flow details 
such as shock waves, vortex-dominated flow and transition from laminar 
to turbulent flow. Although the full Navier-Stokes equations model the 
flow physics correctly and provide a uniformly valid description of 
vortical flow about arbitrary geometries throughout the range of flight 
speeds and Reynolds numbers, fine grids must be used so that the 
viscous layers and numerical dissipation terms can be resolved 
adequately. As a result, the computational time required to solve the 
Navier-Stokes equations is much more substantial than that for the 
Euler equations. If there is no large-scale streamwise flow separation, 
then the viscous terms may be neglected in all directions except the 
one normal to solid boundaries. This assumption leads to the thin-layer 
Navier-Stokes equations. In this mathematical model, a fine grid should 
be clustered in the normal direction closer to the body to resolve the 
viscous region correctly. In the case of flows with high Reynolds 
numbers, thin-layer Navier-Stokes equations are used in order to 
decrease the computational requirements. The drawback of the thin-layer 
approximation arises when there is a strong adverse pressure gradient 
in the streamwise direction.
Neglecting the viscous and heat-conduction terms from the Navier- 
Stokes equations leads to the Euler equations. This mathematical level 
of formulation adequately models: the motion of shock waves; entropy
production across shocks; as well as the entropy gradient region and 
convection behind shocks. Moreover, the computational solutions of the 
Euler equations model flow separation from sharp edges without 
explicitly specifying the Kutta condition. The numerical dissipation in 
the difference equations introduces small numerical viscous terms which 
implicitly satisfy the Kutta condition [1,63]. However, for smooth- 
surface separation, round-edge separation, shock-induced separation, 
viscous diffusion and dissipation, vortex breakdown, as well as for
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flow transition and turbulence, the full Navier-Stokes equations must 
be used.
For supersonic flows past pointed bodies, the locally-conical 
flow assumption can be invoked in the Navier-Stokes equations, thin- 
layer Navier-Stokes equations or Euler equations using one of two 
methods, Ref. [39]. In the first method, the governing equations are 
transformed using the conical-coordinate transformation. Introducing 
the conical flow conditions, which require that the flow variables be 
independent of the radial distance (or axial distance, depending on the 
transformation) from the the wing nose or the cone vertex, and equating 
the radial distance (or axial distance) which appears in the 
transformations to a constant, the resulting equations are solved on 
one spherical (or cross-flow) surface. In the second method, the three- 
dimensional flow equations are solved on two spherical (or cross-flow) 
surfaces which are located in the very near proximity to a constant 
radial (or axial) distance. During pseudo-time or time-accurate 
stepping, the flowfield vector is forced to match at the corresponding 
grid centers on the two surfaces. The drawback of this locally-conical 
assumption is that it cannot treat pitching mode oscillations and 
subsonic or transonic flows.
In the next mathematical level of formulation, if there are no 
strong shocks, then the flow may be modeled as potential flow with 
embedded free vortex sheets and vortex cores. This mathematical model 
is obtained from the Euler model by introducing the velocity potential. 
This full-potential equation is nonlinear and allows the occurrence of 
weak (isentropic) shocks but requires that vortical flow regions 
explicitly fitted into the solution. While in the high-level 
mathematical models, shocks are captured implicitly as part of the 
solution, the full-potential equation can be linearized to the Prandtl- 
Glauert equation if the shock waves are absent and the perturbation to 
the free stream due to the presence of the configuration is small. In 
this case, the equation is elliptic for subsonic flow and hyperbolic
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for supersonic flow. For incompressible flow the smal1-perturbation 
equation is no longer needed and both the Prandtl-Glauert and the full- 
potential equations will reduce to Laplace’s equation, [37]. In 
Laplace’s equation, the velocity potential and the position of the 
wakes can be determined by using a boundary integral approach in which 
the velocity field can be expressed in terms of singularity
distributions on the surface of the configuration and the wakes. The 
computational methods based on this formulation are the so-called panel 
methods [37]. In these methods the global and local aerodynamic
characteristics of the most complex aircraft configurations are
computed. These methods are used for the computation of position and 
strength of the roll-up wakes through satisfying the nonlinear boundary 
conditions on the free vortex sheets. They are satisfacory at low
angles of attack. At high angles of attack, one must account accurately 
for the interaction of the wakes with the flow on the nearby surfaces. 
The potential formulation is computationally inexpensive and has been 
widely used for preliminary analysis and design in vortical-flow 
regimes [1]. The isentropic and irrotational-flow assumptions limit the 
application of the potential formulation. Moreover, in order to model 
the vorticity field in a vortical flow using the integral-equation 
methods, the line of separation has to be known a priori in order to 
apply the Kutta condition explicitly. Therefore, most of the 
applications using the integral-equation methods are for sharp-edged 
wings and smooth slender bodies where the line of separation is known a 
priori through either the geometric shape or a separation model, 
respectively. However, the boundary-integral-equation formulations 
cannot treat high-speed, vortex-dominated flows since the 
compressibility and vorticity effects are of the same order of 
magnitude. The integral-equation solution of the full-potential 
equation for steady and unsteady transonic flow problems has been 
developed by Kandil and Yates [40], Kandil and Hu [41-42] and Hu [43].
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2.2.2 Computational Schemes
In this subsection, development of the computational schemes to 
solve the mathematical levels of formulation described in the previous 
subsection is reviewed. The review covers the computational schemes 
used for the solution of the full-potential equation, Euler equations 
and Navier-Stokes equations for steady and unsteady vortex-dominated 
flows.
Kandil et al. [44-45] developed a nonlinear discrete vortex 
method for steady, vortex-dominated flows around sharp-edged wings over 
a wide range of angle of attack. Moreover, Kandil et al. [46] 
formulated the nonlinear-discrete vortex method in a moving frame of 
reference for asymmetric and unsteady vortex flows past wings with 
leading-edge separations. The method was applied to a delta wing 
undergoing steady and unsteady rolling motions at zero mean angle of 
attack and to yawed wings at large angles of attack. Kandil and Yates 
[40] extended the nonlinear discrete-vortex method to solve the steady 
full-potential equation for transonic delta-wing applications in which 
shocks are captured as part of the solution. Kandil et al. [47] have 
also developed the vortex-panel method which was formulated in a moving 
frame of reference for subsonic flows over low-aspect ratio rectangular 
wings at high angles of attack. Fuglsang and Williams [48] modified the 
transonic small disturbance theory (XTEAN2L code) for steady and 
unsteady two-dimensional flows by introducing a streamwise flux 
formulation (to improve the shock jump conditions), modeling the 
effects of increased entropy by calculating the entropy jump through
shocks and convecting it downstream, then correcting the pressure
coefficient to take into account the effects of entropy. The unsteady
potential equation has been modified by Whitlow et al. [49] to account 
for entropy jump across shock waves by using an entropy correction 
method. Gibbons et al. [50] reported that classical transonic small 
disturbance theory does not model the jump in entropy that a fluid
particle experiences as it passes through a shock wave. They also
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showed that calculated shocks can have the wrong strength and the wrong 
location. As a result, they extended the modification developed by 
Fuglsang and Williams [48] to three-dimensional transonic small 
disturbance theory. Holst [51] developed an implicit-approximate 
factorization algorithm (AF) to solve the conservative full-potential 
equation for steady, transonic flows past arbitrary airfoils. For 
unsteady, smal1-disturbance, transonic flows, Ballhaus and Goorjian 
[52] developed a time-accurate, implicit finite-difference code, 
LTRAN2. Gallman et al. [53] used the XTRAN2L code coupled with the 
aeroelastic time-marching response to determine a transonic flutter 
boundaries. They presented a calculated flutter boundaries for an 
airfoil oscillating in pitch and plunge. More details can be found in 
Ref. [54]. Elzebda and his co-workers [55] coupled the nonlinear 
discrete-vortex method with the wing dynamics equation to simulate the 
wing rock phenomenon for slender delta wings.
The unsteady, conservative Euler and Navier-Stokes equations have 
been used in the most recent research work to study vortical flows 
where discontinuities in the flowfield are captured naturally. Next, a 
brief description of the main computational schemes which are developed 
for the steady and unsteady Euler and Navier-Stokes equations are 
presented.
In Ref. [56], MacCormack developed his well-known explicit 
scheme. Later, MacCormack [57] developed a two-stage method for solving 
the compressible form of Navier-Stokes equations at high Reynolds 
number. The first stage uses the explicit predictor-corrector finite- 
difference which is second order accurate in space and time. This stage 
is subject to restrictive explicit stability conditions. The second 
stage removes these stability conditions by transforming numerically 
the equations of the first stage into an implicit form where the 
resulting matrix equation can be solved as either an upper or lower 
block-bidiagonal equation. Jameson and Turkel [58] developed an 
explicit multi-stage Runge-Kutta finite-volume scheme. Also, Jameson et
23
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
al. [59] developed a new combination of a finite-volume discretization 
in conjunction with carefully designed dissipative terms of third order 
and a Runge-Kutta time stepping scheme.
Due to the limitation of small time-steps required for explicit 
schemes, an implicit finite-difference scheme for numerical solution of 
nonlinear hyperbolic systems in conservative form has been developed by 
Beam and Warming [60]. It is second-order time accurate, non-iterative, 
and in a partially factored form with second- or fourth-order central 
and second-order one-sided spatial differencing. The second-order or 
fourth-order central and second-order one-sided spatial differencing 
are accommodated within the solution of a block tridiagonal system of 
equations. This scheme was extended to generalized coordinates for two- 
dimensional flow problems by Steger [61]. Also, a general implicit 
finite-difference program has been developed by Pulliam and Steger [62] 
to solve for unsteady inviscid or thin-layer, viscous, three- 
dimensional flows.
All the above schemes are of central-differencing type in the 
spatial discretization. Such schemes are numerically dispersive but not 
dissipative. Explicit, linear artificial viscosity has been added to 
obtain stable and non-oscillatory solutions. The effect of numerical 
dissipation on the computational solutions of Euler equations has been 
extensively studied by Kandil and Chuang [63,64] and Pulliam [65]. 
However, such numerical dissipations usually do not capture shocks with 
sharp resolution. Another way to capture shocks is to use upwind- 
differencing schemes such as flux-vector splitting and flux-difference 
splitting. The flux-vector splitting has been developed by Steger and 
Warming [66] where the flux vectors are split into forward and backward 
combinations based on an eigenvalue decomposition and subsequent 
differencing. However, the flux vector splitting in this particular 
scheme is not continuous at sonic and stagnation points [67]. Van Leer 
[68] has proposed another way to split the flux vectors into forward- 
flux vectors and backward-flux vectors to preserve the smoothness at
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sonic and stagnation points. Also, the flux-difference splitting 
scheme, first developed by Roe [69], has been widely used.
Other than the explicit schemes which are restricted by the 
Courant-Friedrichs-Lewy (CFL) condition, there are a variety of 
implicit schemes. The approximate factorization scheme of Beam and 
Warming [70] is extensively used in two- and three-dimensional 
applications. Steger et al. [71] and Pulliam and Steger [72] developed 
an implicit approximate factorization method to solve for the 
compressible, unsteady, inviscid or thin-layer viscous three- 
dimensional flows. In Ref. [71], the equations are factored (spatially 
split) in order to reduce the solution process to three one-dimensional 
problems at a given time level. Central-difference operators are 
employed, and the algorithm produces a block tridiagonal systems for 
each space coordinate. Later, Pulliam and Steger [72] diagonalized the 
inviscid-flow Jacobian matrices based on a similarity transformation, 
so that scaler tridiagonal systems of equations are solved instead of 
block-tridiagonal system. This diagonal form has a number of advantages 
over the standard block-tridiagonal algorithm in terms of efficiency 
and convergence characteristics. A new upwind scheme has been developed 
by Frink et al. [73]. This scheme is a tetrahedral cell-centered,
finite-volume, upwind formulation using flux-difference splitting. The 
approach yields highly resolved solutions across shock waves without 
explicitly applying a limiter. This scheme consists of a time-explicit, 
cell-centered, finite-volume formulation using flux-difference 
splitting. Results covered different configurations at transonic speed, 
such as the 0NERA-M6 wing and the space transportation system, using an 
unstructured grid technique. Other implicit methods such as the LU-ADI 
factorization scheme [74] for the Navier-Stokes computations have been 
developed by Obayashi et al., using the diagonally dominant LU 
factorization and relaxation scheme [75]. Also, Fujii and Obayashi [76] 
presented applications for a practical delta wing shape for transonic 
transportation aircraft using the LU-ADI factorization algorithm.
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Chakravarathy and Szema [77] developed the Total Variation Diminishing 
(TVD) scheme based on a planar Gauss-Seidel procedure coupled with 
approximate factorization in the plane with no artificial dissipations. 
Kandil et al. [78] modified the CFL3D code for the solution of the full 
Navier-Stokes equations.
The Euler equations in a moving frame-of-reference were 
formulated by Kandil and Chuang [79-80] for computation of unsteady 
vortex-dominated flow. These equations cover the six-degree-of-freedom 
motion (three translations and three rotations). The same formulation
has been extended to viscous flows in conjunction with the Navier- 
displacement equations, for grid deformation, which have been solved 
using ADI scheme [81-84]. The developed computer code is called ICF3D. 
Lee and Batina [85] modified an unsteady conical Euler code by adding 
the rolling rigid-body equation of motion for its simultaneous time 
integration with the governing flow equations. The flow solver utilized 
in this code included a multi-stage Runge-Kutta time stepping scheme
which used a finite-volume spatial discretization on an unstructured
mesh. Robinson et al. [86] modified the CFL3D code for aeroelastic
analysis. The modification involved a deforming mesh to conform 
continuously to the instantaneous shape of the aeroelastically
deforming wing. Schuster et al. [87] developed a method which is 
capable of analyzing aircraft operating at flight conditions where 
vortices, strong shock waves, separated flow, and even highly unsteady 
flow may be present.
Kandil and Salman [88] modified the ICF3D code for 
interdisciplinary problems which include dynamics and control problems 
using the Euler equation for rigid-body dynamics for a wing and its 
flaps.
Various aspects of vortex control can be achieved. Kandil et al. 
[89-91] investigated the effect of passive control on asymmetric 
vortical flow around cones over a wide range of Mach and Reynolds 
numbers. In addition to the previous examples of vortex control, more
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details about prediction and control of asymmetric vortical flows 
around slender bodies using the Navier-Stokes equations can found in 
Ref. [92]. Gad-El-Hak et al. [93] presented an extensive study of the 
status and outlook of flow-separation control. An alternative approach 
to reduce the computational requirement of the viscous solutions is to 
use the Euler/Navier-Stokes zonal approach [94-95]. In this approach, 
viscous calculations are performed only in regions where the viscous 
effects are important, such as boundary-layer flows and vortex cores.
2.3 Steady Inviscid Applications
Computational inviscid solutions to analyze steady wing-flow 
problems have been presented using the full potential and Euler 
equations. Reddy [96] numerically investigated the effects of flap 
deflection on the spanwise pressure distributions at different angles 
of attack and chordwise locations of a 74 degree planer delta wing at 
M^ciO using a free vortex sheet method. This panel method used
quadratic doublet distributions to represent the wing surface and the 
roll-up vortex sheet and wake. His results showed that the upward 
deflection of the conical flap shifts the negative pressure peak 
inboard on the basic wing and develops significant suction pressure on 
the flap which then produces a thrust component in the direction of the 
flight, thereby reducing the overall drag. Separated and attached flow 
Euler solutions for thin delta wings have been obtained by Wardlaw and 
Davis [97]. They suggested that the basic mechanism leading to the 
separated flow solution is a shock-vortex interaction and that the 
higher Mach numbers lead to weaker crossflow shocks, which produce 
small vortices. Powell et al. [98] applied the locally self-similar
form of the Euler equations to solve for the flow past a flat-plate 
wing. Their results showed strong leading-edge vortices with large 
total pressure losses in the cores. More details could be found in
Refs. [1,99,100]. In Ref. [100], Raj described the recent developments
in computational solutions of the nonlinear Euler equations. Kandil et
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al. [101] solved the standard and non-standard sets (zero-total- 
pressure loss) of Euler equations. They presented results for conical 
and three-dimensional flows around sharp-edged wings. They showed that 
for sharp-edged wings, standard and zero-total-pressure-loss Euler sets 
always produce identical steady separated-flow solutions. For round- 
edged wings with coarse grids, separated and attached flow solutions 
are obtained which depend on the numerical dissipation level, the 
accuracy of enforcing the numerical boundary conditions and the type of 
Euler equations sets. For fine grids, attached flow solutions are 
always obtained irrespective of those details.
2.4 Unsteady Inviscid Applications
Extensive research work for unsteady flows using the full 
potential and Euler equations has been published recently by several 
researchers. Next, a short review of some of this work is presented.
Chen and Sheu [102] used the integral equation method to solve 
the full potential equation for a NACA 0012 airfoil undergoing a 
pitching oscillation motion. Their results included parametric studies 
of the effect of pitch axis location, reduced frequency and amplitude 
of oscillation on the aerodynamic properties such as unsteady pressure, 
lift, pitching moment and shock location. Goorjian [103] used the ADI 
scheme embodied in the LTRAN2 code to solve the conservative full 
potential equation for flows past a thickening-thinning bicircular-arc 
airfoil. Bland and Edwards [104] used a transonic pulse technique to 
obtain harmonic forces from a time-marching solution of the complete, 
unsteady transonic small disturbance equation. They used the LTRAN2 
code to examine the unsteady pressure and forces acting on two airfoil 
models. The flutter calculations at constant angle of attack showed a 
similar flutter behavior for both airfoils, except for a boundary shift 
in Mach number associated with a corresponding Mach number shift in the 
unsteady aerodynamic forces. Kandil and Chuang [105,106] presented 
time-accurate, vortex-dominated, Euler solutions for sharp-edged delta-
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wings undergoing forced-rolling oscillations. They used the locally- 
conical flow assumption for unsteady supersonic flow past oscillating 
wings around either a high mean angle of attack or a zero mean angle of 
attack. The unsteady Euler equations were formulated for the flow 
relative motion in a moving frame of reference, and the equations were 
solved by using an explicit, multi-stage, time-accurate, finite-volume 
scheme. Periodic solutions have been achieved in the third cycle of the 
rolling oscillation. In a later paper, Kandil and Chuang [107] 
presented implicit, time-accurate solutions for unsteady flow around a 
NACA 0012 airfoil undergoing pitching oscillations about its quarter- 
chord. Batina [108] used an Euler solver as a dynamic mesh for the same 
NACA 0012 case. The time-accurate Euler equations solution for a three- 
dimensional sharp-edged delta wing undergoing pitching oscillation 
around the quarter-chord axis about a large mean angle of attack for 
subsonic flows has been presented by Kandil and Chuang [109, 110].
Their unsteady results were obtained using an implicit approximately- 
factored finite-volume scheme and those results were compared with 
those from an implicit upwind finite-volume scheme. Whitfield et al.
[111] used flux-vector splitting for solving the three-dimensional 
unsteady Euler equations in curvilinear coordinates and finite-volume 
dicretization based on an explicit upwind second-order predictor- 
corrector scheme. They compared their results with the experimental 
data for the 0NERA M6 wing at = 0.84 and a = 3.06°. Anderson et al.
[112] have developed a flux-vector splitting scheme to solve the 
unsteady Euler equations on dynamic meshes. Results for a NACA 0012 
airfoil, undergoing pitching oscillation at transonic conditions are 
compared with experimental measurements. Also, steady and unsteady 
results for the F-5 fighter wing are computed and compared with the 
experiments. Rausch et al. [113] modified a three-dimensional, 
implicit, upwind Euler code based on unstructured grids for the 
aeroelastic analysis of complete aircraft configurations. They 
presented flutter results for an isolated 45° sweep-back wing.
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2.5 Steady Viscous Applications
Computational methods to analyze steady wing-flow problems have 
advanced to the level of using the Navier-Stokes equations. In this 
section, a brief review of steady viscous applications is given. 
Ekaterinaris and Schiff [114] computed the flowfield about a 75° swept 
delta wing for a range of angles of incidence. Their results showed 
that at a = 20.5° the solution did not exhibit steady-state vortex 
breakdown, and the results were in reasonable agreement with 
experimental data. Sufficient grid density was required to resolve the 
viscous layers adjacent to the body and to resolve the leeward-side 
vortex structure. They used two kinds of grids; a zonal grid where the 
results were in good agreement with solutions computed using single­
block grid and grid embedding, but the results were not in good 
agreement with those from solutions obtained on a fine, single-block 
grid. Also, their results showed that, at higher angles of attack, the 
computed solutions exhibited vortex breakdown. Bubble type vortex 
breakdown was found for the 75° delta wing and for angles of attack 
between 32° and 40°. Vong et al. [115] solved the steady incompressible 
viscous flow past a 6:l-prolate spheroid at incidence using two sets of 
the Navier-Stokes equations; an incompressible set and a compressible 
set. Their study show that the predicted results of the compressible 
code (CFL3D) are in good agreement with the experimental data while 
those of the incompressible code (V0R3DI) are unacceptable with the 
exception of the surface pressure. Kandil et al. [116] presented
computational applications covering asymmetric flows about a 5° semi- 
apex-angle cone and cone-cylinder configurations to study the effect of 
Reynolds number and the length of the cylindrical afterbody on flow 
asymmetry. Kandil et al. [117] presented a study of supersonic, quasi- 
axisymmetric vortex breakdown in a circular duct using the unsteady, 
full Navier-Stokes equations. They addressed the effect of Reynolds 
number, for laminar flows, on the evolution and persistence of vortex
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breakdown, as well as the boundary conditions at the duct exit. Thomas 
and Newsome [118] also used a combination of the approximate 
factorization and relaxation schemes by taking advantage of the 
diagonal dominance due to upwinding. They presented solutions to the
steady three-dimensional and conical flow equations for the flow over a 
delta wing. Kandil et al. [119] applied the thin-layer, Reynolds 
averaged, Navier-Stokes equations to compute the effect of a vortex
wake of a large-aspect-ratio wing on a small trailing wing. Newsome et 
al. [120] presented the Navier-Stokes and Euler solutions for a series 
of cross-sectional shapes, including rounded and sharp tip wings using 
the locally-conical flow assumption. Shiff et al. [121] used the thin- 
layer Navier-Stokes equations for subsonic, laminar, and turbulent 
flows about an F/A-18 fuselage forebody and compared the results with 
wind-tunnel data. They reported that the turbulence model must account 
for complex vortical structures in the highly separated flow regions, 
that grid spacing must be chosen judiciously, and that numerical 
smoothing must be used continuously. Thomas et al. [122] used the
Navier-Stokes equations for low-speed flow over a low-aspect-ratio 
delta wing from zero to 40 deg angle-of-attack with a multigrid 
algorithm and compared the results with the experimental data. Their 
results show that the predicted maximum lift coefficient of 1.1 at 35 
deg angle of attack agrees closely with the measured maximum lift of
1.06 at 33 deg. At 40 deg angle of attack, a bubble type of vortex 
breakdown is evident in the computations, extending from 0.6 of the
root chord to just downstream of the trailing edge.
2.6 Unsteady Viscous Applications
Edwards and Malone [36] surveyed the current status of 
computational methods for unsteady aerodynamics and aeroelasticity. 
They emphasized that, viscous effects are important in determining 
aeroelastic stability for conditions of incipient flow separation. They 
also summarized some applications for unsteady aerodynamic and
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transonic flutter calculations about airfoils, wings, and complex 
configurations. Kandil and Chuang [123] presented thin-layer Navier- 
Stokes solutions for the rolling oscillation of a round-edged delta 
wing about a large mean angle of attack, using the locally-conical flow 
assumption. The round-edged delta wing flow problem is a typical case 
where the Euler equations fail to produce a unique flow solution. 
Reasonable flow characteristics were presented and described to study 
the behavior of the primary vortex, secondary vortex, shock waves, 
shock strength, and shock location, including their interaction. Rumsey 
and Anderson [124] presented two-dimensional, unsteady calculations of 
flows over airfoils using the thin-layer Navier-Stokes equations. For a 
NACA 0012 airfoil undergoing a sinusoidal pitching oscillation, 
solutions obtained using flux-vector splitting and flux-difference 
splitting are compared. Also, two turbulent models were tested. The 
moment coefficient is underpredicted with the Baldwin-Lomax model, 
while the shock location is incorrectly predicted with the Johnson-King 
model. Three cases of constant-rate pitch of a NACA 0015 airfoil were 
shown, and they are in good agreement with experiments. Kandil and 
Chuang [81] presented consistent and systematic formulations and 
computational schemes to treat unsteady flow problems due to rigid-body 
motion and/or boundary deformation and its relative rigid body motion. 
They coupled the Navier-displacement equations for grid deformation 
with the Navier-Stokes equations to solve the unsteady, supersonic, 
locally conical, vortical flow around a delta wing undergoing 
pulsating-thickness oscillations. Kandil et al. [125] presented 
unsteady, locally-conical flow solutions for flexible wings using the 
unsteady, thin-layer Navier-Stokes equations in a moving frame-of- 
reference for application to supersonic flows about a sharp-edged delta 
wing undergoing a bending-mode oscillation. Also, they presented 
unsteady, two-dimensional solutions using the unsteady thin-layer 
Navier-Stokes equations in a space-fixed frame of reference along with 
a flux-difference splitting scheme for transonic flow about a 
bicircular-arc airfoil undergoing pulsating-thickness oscillations.
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Details of these solutions will be presented in Chapter 5. Kandil and 
his coworkers [89-90, 126] presented the unsteady, thin-layer Navier- 
Stokes solutions to locally conical supersonic, asymmetric vortex flows 
around circular and noncircular cones over wide ranges of angles of 
attack and Mach numbers with locally conical flow assumptions. Gordnier 
and Visbal [127] solved the unsteady Navier-Stokes equations for a low- 
aspect-ratio delta wing for Re = 0.9xl06 and M00= 0.2 and showed that 
the instability of the shear layer emanating from the leading edge of a 
delta wing is characterized by the formation and shedding of small 
scale vortices, which are of a physical nature and not of numerical 
origin. Flores and Chaderjian [95] used a zonal-grid approach for the 
thin-layer, Reynolds-averaged Navier-Stokes equations to simulate 
transonic viscous flow about an F-16A fighter aircraft under side-slip 
coditions. Rizk et al. [128] numerically simulated the steady and 
unsteady flow around the complete F/A-18 aircraft at high angles of 
attack using an overset/patch zonal scheme. The unsteady nature of the 
flow field downstream of the vortex burst point and the resulting 
unsteady loads on the vertical tail have been demonstrated. Kandil and 
Salman [83] solved the unsteady, vortex-dominated flow around delta 
wings with oscillating leading-edge flaps using the unsteady, thin- 
layer Navier-Stokes equations in conjunction with the unsteady, 
linearized, Navier-displacement equations. Symmetric and anti-symmetric 
flap oscillations were presented to study the effect of flap 
oscillation on the leading-edge vortical flow. Details of the results 
will be presented in Chapter 6.
2.7 Coupled Fluid Dynamics and Dynamics Applications
In this section, research work which deals with coupled fluid 
dynamics and rigid-body dynamics problems is reviewed. This includes 
wing applications in existing research work which couples the potential 
flow equation or Euler equations with the rigid-body-dynamics 
equations. The present section is restricted to wing-rock problems.
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For a highly swept delta wings, the wing rock phenomenon, under 
the asymmetric flow condition, could develop and cause serious 
stability problems. Numerical simulation of this phenomenon for low 
speeds has recently been presented by Konstadinopoulos et al. [129]. 
This has been followed by developments of analytical models to 
investigate the parameters affecting this phenomenon. Nayfeh et al. 
[55,130] presented two analytical models which use a vortex-lattice 
method for the fluid flow part of the problem. Mittelman et al. [131] 
developed an unsteady, low-order panel method and coupled it with a 
nonlinear dynamic simulation to study the dynamics and control of low- 
aspect-ratio wings at moderate to high angles of attack. The coupled 
aerodynamic/nonlinear dynamics analysis was used to study direct 
manipulation of the vortical flow field through tangential leading edge 
blowing to control the dynamic motion of delta wings. They simulated 
the wing rock motion of a 0.7 aspect-ratio delta wing and dutch-roll 
motion (involves both roll and yaw) of the HP-115 aircraft using the 
coupled code. They presented closed-loop simulations to control the 
oscillatory motions by applying asymmetric tangential leading-edge 
blowing. Elzebda [132] and Konstadinopoulos [133] used the unsteady 
vortex-lattice method (UVLM) for the three-dimensional flowfield to 
treat arbitrary maneuvers of wings of arbitrary planforms, including 
highly swept delta wings which exhibit leading-edge separation. They 
also simulated the wing rock phenomenon for subsonic flow at different 
angles of attack.
The fluid dynamics model in references [129-133] limits its 
applicability to low-speed flows and to angles of attack below the 
critical values. Some recent work on the wing-rock problem has been 
done by Lee and Batina [85, 134] using the Euler equations for solving 
the locally-conical flow around a sharp-edged delta wing at an angle of 
attack of 35 degrees, with a sweep-back angle of 75 degrees, and a Mach 
number of 1.2. In their applications, the unstructured grid technique 
was used and an anti-symmetric flap oscillation, with 10 degree maximum
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deflection angle, was applied using a linear control law to suppress 
the rock motion. Hsu and Lan [135] presented an analytical model for 
calculating wing-rock development. However, their model cannot predict 
wing-roll divergence. Kandil and Salman [88] coupled the Navier-Stokes 
equations, which were written relative to a moving frame of reference 
(for the flowfield), the unsteady, linearized, Navier-displacement 
equations (for grid deformation) and the rigid-body dynamics equation 
(for the wing motion). They presented a stable wing-response. Kandil 
and Salman [136,137] used the Euler equations, the Navier-displacement 
equations and the rigid-body dynamics equation to study the wing-rock 
problem and its active control using anti-symmetric flap oscillations. 
The details of the formulation and computational schemes will be 
presented in Chapters 3 and 4.
2.8 Coupled Fluid Dynamics and Aeroelasticity Applications
For highly swept wings which exhibit strong unsteady leading-edge 
vortices, several undesirable aeroelastic phenomena occur. Then, the 
problem of accurate prediction of the unsteady vortex-dominated flows 
around maneuvering, deforming wings where fluid dynamics and structural 
dynamics interact becomes a vital subject for research work. There is 
an extensive review paper by Edwards and Thomas [138] for the 
computational methods for unsteady transonic flows with emphasis on 
applications to aeroelastic analysis and flutter prediction. Also, in 
Ref. [139], Edwards discussed the assessment of computational 
prediction of tail buffeting.
Most of the calculations for wings with vortical flows have been 
restricted to steady and unsteady computations of rigid wings. It is 
necessary to account for wing flexibility in order to compute flows 
accurately. The aeroelastic deformation resulting from the flexibility 
of a wing can change the nature of the flow considerably. Some of the 
reasons for the lag in the development of unsteady methods are 1) the 
complexity of physics associated with the movement of flexible
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components, 2) the complexity in modeling the flow because of moving 
grids, and 3) the lack of development of fast, time-accurate methods. 
Batina [140] used an Euler solution algorithm for unsteady aerodynamic 
analysis of complex aircraft configurations. The flow solver involve a 
multi-stage Runge-Kutta time discretization. A moving mesh algorithm 
has been implemented in the solver for problems involving static or 
dynamic deformation. Steady and unsteady results have been presented
for aircraft oscillating harmonically in a complete-vehicle bending 
mode. Effects of angle of attack and reduced frequency on instantaneous 
pressures and force response have been investigated. Guruswamy [141] 
solved for the flow over the B-l wing, including the aeroelastic 
response of the wing. The results have been compared with results from 
wind-tunnel and flight test for low- and high-sweep cases, at 25 and
67.5 degrees, respectively, for selected transonic Mach numbers. The
aerodynamic and aeroelastic computations were compared by using the
transonic unsteady code ATRAN3S. The aeroelastic response results 
showed that the wing was stable at the low sweep angle for calculations 
when the Mach number produced a shock wave. His calculations did not 
show any shock waves in the higher-sweep case. Pitt and Fuglsang [142] 
applied two unsteady TSD codes, XTRAN3S and CAP-TSD, for aeroelastic 
analysis of a realistic fighter geometry. Whitlow et al. [143] used the 
three-dimensional transonic-small-disturbance potential aerodynamic 
method to analyze the aeroelastic stability characteristics of the 
vibrations caused by a National Transonic Facility model. They showed 
that wind tunnel resonance effects appear to be limited to a finite 
Mach number range and disappear as the freestream Mach number 
approaches unity.
One of the major complexities in computing aerodynamic and 
aeroelasticity responses using the Euler equations lies in the area of 
grid generation which involve moving components. The second problem is 
the stability and accuracy of the numerical schemes, as well as the 
method of coupling problems of fluid dynamic and fluids structural
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dynamics. Schuster et al. [87] presented applications of static 
aeroelastic analyses of fighter aircraft operating at high angles of 
attack and high transonic Mach numbers. Ide et al. [144] presented an 
aeroelastic model interacting with the nonlinear aerodynamics. They 
presented results for rigid and flexible configurations at different 
Mach numbers. The dynamic response of a flexible wing below and above 
its flutter point was demonstrated. Guruswamy [145] simultaneously 
solved the Euler flow equations and model structural equations of 
motion for coupled aeroelastic response of wings. The Euler equations 
were solved by a finite-difference scheme (ENSAERO) with dynamic grids. 
The coupled aeroelastic equations of motion were solved using the 
linear-acceleration method. The aeroelastic configuration adaptive 
dynamic grids are generated time accurately using the aeroelastically 
deformed shape of the wing. His results were compared with experimental 
data for a semi-infinite wing oscillating in pitch and with a wall- 
mounted, finite cantilever wing oscillating in the first bending mode. 
In a later paper, Guruswamy [146] applied the time-accurate procedure 
for computing the unsteady flows on a semi-infinite wing with a NACA 
0012 section in a ramp-type pitching motion and the unsteady flows for 
rigid and flexible swept wings when the wings are undergoing ramp-type 
motion from 0 to 20 degrees angle of attack. The results showed that 
the leading-edge vortex moved at a slightly faster rate when using the 
flexible wing than it did on the rigid wings. Also, the vortex core on 
the flexible wing was farther downstream than the vortex core on the 
rigid wing. At a given time, the lift over the flexible wing was higher 
than the lift over the rigid wing. This was due to the increase in the 
angle of attack caused by the wing flexibility. In Ref. [147] Zeiler et 
al. described some details of aeroelastic modeling of the F/A-18 
aircraft. These models dealt with the combination of structural and 
unsteady aerodynamic. The unsteady flow was calculated using a doublet 
lattice code.
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Chapter 3
Formulation
The nature and details of the fluid flow that is predicted by a 
particular flow solver depend on the governing equations that are 
discretized in the solver. The order of the governing flow equations 
can vary from the potential equations level to the full Navier-Stokes 
equations level. Due to the isentropic and irrotational flow 
assumptions in the potential-flow formulation, many fluid problems 
cannot be solved using such a formulation. While the Euler equations 
can model distributed vorticity and shocks, they do not model the 
viscous effects. The Navier-Stokes equations can properly model flow 
separations, shock development and motion, shock-boundary-layer inter­
action, vortex breakdown and vorticity evolution, convection and 
shedding.
Nonlinear unsteady aerodynamics is of great interest in the 
aerospace community. This interest is due to the fact that nonlinear 
unsteady aerodynamic behavior can have a significant effect on the 
deformation, performance and stability of a fighter vehicle. It is 
therefore very important to be able to predict and understand nonlinear 
unsteady aerodynamic behavior.
As the computational fluid dynamics methods improve our ability 
to predict nonlinear unsteady flows, it is a natural and important step 
to investigate methods for controlling these flows in order to improve 
the performance and/or stability of flight vehicles at high-incidence 
conditions. Therefore, for the present research work, the Navier-Stokes 
and Euler equations are chosen for the formulation of the fluid flow 
problems. The equations are developed for relative motion in a moving
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frame of reference. The Navier-displacement equations for grid 
deformation also are developed. These two sets of equations are used 
for the first class of problems where the wing motion is prescribed a 
priori. For the second class of problems where the wing motion is 
obtained as a part of the solution, coupling of the fluid dynamics 
with rigid-body dynamics has been developed.
In this chapter, the three-dimensional Navier-Stokes equations
for absolute motion in a space-fixed frame of reference are presented.
Next, the equations for the relative motion in a moving frame of
reference are developed. Using the locally conical flow assumptions, 
the three-dimensional equations are reduced to a set of two-dimensional 
equations. The unsteady, linearized, Navier-displacement equations for 
grid deformation also are derived. Finally, the rigid-body dynamics 
equations for the wing motion and its control using leading-edge-flap 
oscillations are derived.
3.1 Three-Dimensional Navier-Stokes Equations
3.1.1 Navier-Stokes Equations for Absolute Motions
The nondimensional, conservative, vector-form of the unsteady,
compressible Navier-Stokes equations for the absolute motion of the 
flow in a space-fixed frame-of-reference are given by
continuity equation 
dp
dt + V -(pV) = 0 (3.1)
momentum equation
+ V.(pVV + p! - T) = 0 (3.2)
energy equation
d(pe) —► — — _+ V .(phv - r-V + q) = 0 (3.3)
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The pressure is related to the conserved variables through the equation 
of state
p = (7 - 1) (pe - |V2) (3.4)
and the total enthalpy per unit mass is given by
h = K ^ T )  + ?  <3-5)
The shear-stress tensor, r, and the heat-flux vector, q, are given by
-  =  [ g  _  I  trCD)]  ( 3 . 6 )
where
D = rate of deformation tensor
= J (V V + VV) (3.8)
In the Navier-Stokes equations, the Stokes hypothesis, A + ^ pi = 0, is
used for the bulk viscosity. Also, the ratio of specific heats, 7 , is
taken as 1.4 and the Prandtl number, Pr, is taken as 0.72. The Molecular
viscosity, pi, is given by Sutherland’s law
^ _ T3/2 { i-±-| } , 5 = 0.4317 (3.9)
The Reynolds number and Mach number are defined as
r _ Pqq̂ oô  w _ cq in')5 Moo - a^ (.3.10)
where I is the root-chord length of the wing.
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The dimensionless freestream flow variables are given by
Poo = 1 
Poo = 7  
Too = 1
a oo =  1
1,-----------------------------------------------------(3.11)7(7-1) ;
hOO = /- 1 -IN +
M2oo
( 7 - 1 )  ' 2
=  M t o  c o s  a  
= sin a 
=  0.0
In Eqs. (3.1)-(3.8), p is the density, V the fluid velocity 
vector, p the pressure, e the total energy per unit mass, h the total 
enthalpy per unit mass, T the temperature, the freestream velocity 
speed, I the identity tensor. The characteristic parameters are I, a^, 
Poo’ Tqq, and Hqq for the length, speed, density, temperature, and
viscosity, respectively. The Sutherland constant c is the ratio 
198.6 °R/460 °R.
3.1.2 Navier-Stokes Equations for Relative Motions
To express Eqs. (3.1) — (3.3) in terms of a moving frame of
reference, the following relations, as developed by Kandil and Chuang 
[79], for the substantial and local derivatives of a scaler “a” and a 
vector “A” are used
Bt = (3-12*)
ft = g S - V V a  (3.12b)
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DA _ D'A 
Dt Dt' + fiXA (3.13a)
—  — d;A _ u . y *  _l o Y a
d t ~  d t '  1
(3.13b)
Equations (3.12) and (3.13) express the substantial and local
derivatives in the space-fixed frame of reference in terms of their 
counterparts in the moving frame of reference. In Eqs. (3.12) and 
(3.13), fl is the moving-frame angular velocity, Vt the transformation 
velocity from the absolute to the relative motion, and the prime “ / ”
refers to the derivative with respect to the moving frame. The
transformation velocity, V4, which is the difference between the
absolute, Va, and relative, Vr, velocity of the flow, is a function of 
the moving frame of reference translation and rotation, and is given by
V0 is the translation velocity of the moving frame, and r is the
reference (See Fig. 3.1).
Noting that the divergence operator is an invariant for such a 
coordinate transformation and substituting Eqs. (3.12a)— (3.13b) into 
Eqs. (3.1)— (3.8), the resulting equations of the nondimensional,
conservative, vector-form of the unsteady Navier-Stokes equations for 
the flow relative motion with respect to a moving frame of reference 
are obtained as
Vt = (ut)m im = V0 + 0 X r = Va - Vr ; m = 1,2,3 (3.14)
where Vr = (ur)rair J m m ’
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where
^ r )  +  v  • (/>hrVr - Tr.yr + q)
= - P C Vr-a0 + (n X r)-a0 + V0 -(at - ft X Vr) + Vr-(ft X r)
+ (ft X r) - ( 6 X r)] + V-(Vt-?r) (3.17)
2 2
p = (T — 1) p (er - \  + \ )  (3.18)
- - 70 V 2 V,2‘r = h.-*,-V, =  J j y t - f  (3.19)
= T T  - 5 ! tr(5.» (3-20>
Sr = i (VrV + V V r) (3.21)
_ _ DVa D'Vr _ _ _
&t ~ Dt Dt' ~ a° &r
= a 0 + ^ X r + 2 Q X V r + f l X  (ft X r) (3.22)
Equations (3.15)— (3.17) represent the continuity, momentum and energy 
equations in the moving frame of reference. They were developed by 
Kandil and Chuang and presented in Ref.[79].
The nondimensional, conservative, matrix-form of the unsteady, 
compressible Navier-Stokes equations, Eqs. (3.15) — (3.17), for the flow 
relative motion in terms of Cartesian coordinates (x̂ , X2 , Xg) in the 
moving frame of reference becomes
+  9fc[Er - (Er)„]* = S ; k = 1,2,3 (3.23)
where
qr = flowfield vector of conservative variables
= [P, P(ur)i, p(ur)2, p(ur)3, per]T (3.24)
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(Er)fc = inviscid flux
= [P(«r)fc» K “ r)l(u r)fc + SklP» /J(u r)2(u r)fc + Sk2?>
P O r M M f c  + 5fc3P> P(ur)fchr]t 
[(Er)„]fc = viscous and heat-conduction flux
=  [0, (rP)fcl» (rr)*2> (r r)fc3 > Cu r ) m ( ,'r)fcm “  <U-]T 
S = source term due to rigid-body motion
0, — /?(at)15 — />(a4)2j “ /Ka<)3 > — P C^r'a 0 
+ (S2 X r)-a0 + V0• (at - 0 X Vr) + VP-(fl X r)




( Tr h l  = f *  Ĉ /(ur)fe + dk ( ur ) l  ~  §  h i  dp ( ur ) p1
; k,l, p  = 1,2,3
_  -  p Moo
q* (T - l)Pr Re
V'CV^r,.] = dm {_ (u^)m (rr)mn]
M f
— Rg j^(u<)n C^n(ur)m ^?n(ur)n
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In the equations above, a0 is the translation acceleration of the 
moving frame of reference, at the transformation acceleration from the 
space-fixed to the moving frame of reference, im  is a unit vector in 
the xm  direction, er is the total energy per unit mass relative to the 
moving frame, hr is the total enthalpy per unit mass relative to the 
moving frame, 12 and £2 are the angular velocity and acceleration of the 
moving frame, respectively, and Vaoo is the absolute freestream velocity 
(=|V0| for uniform translation). In the equation above and in 
accordance with the indicial notation, the subscripts k, I, m, n and p are 
either summation or free indices and dk = -£— • If & subscript appears
twice in a term it is a summation index, and if it appears once in a
term it is a free index. Equations (3.24) — (3.31) represent the most
general form for the unsteady, three-dimensional flow around a
maneuvering wing, body or wing-body configuration undergoing six
degrees of freedom motion. The kinematics of general maneuvering motion 
in the moving frame of reference and the details of source-term in Eq. 
(3.23) are given in Appendix A.
The thin-layer approximations of the Navier-Stokes equations 
demand that only the derivatives in the direction normal to the body be 
retained. Since these approximations are easily implemented when the 
equations are written in a body-conforming coordinate system, the thin- 
layer Navier-Stokes equations will be addressed in Chapter 4, where the 
transformation to the body-conforming coordinates are presented.
In the Euler limit, ?r and q vanish, and Eqs. (3.13)— (3.17) along 
with the corresponding vector elements reduce to the conservative, 
vector-form of the unsteady Euler equations in the moving frame of 
reference which are given by
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v w r)
= - P [Vr • a0 + (fi X r).a0 + V0 -(at - S2 X Vr)
+ Vr-(f2 X r) + (n X F)-(n X r)] (3.34)
The nondimensional, conservative, indicial, matrix-form of the unsteady 
Euler equations in Cartesian coordinates (x1? X2 , Xg) are given by
+ dk(Er)k = S ; k = 1,2,3 (3.35)
where the flowfield vector, qr, and the inviscid flux, (Er)fc, are given 
by Eqs. (3.24) and (3.25), respectively. The source term S is the same 
as that of Eq. (3.27) with the exception that the viscous term 
V .(Vt.fr) = 0.
3.2 Navier-Stokes and Euler Equations for Supersonic 
Locally-Conical Flows
For steady supersonic flows, the three-dimensional equations in 
the physical domain (xl, x2, x3), Eqs. (3.23) — (3.31), are transformed into 
the simpler locally-conical flow equations by using the conical 
coordinate transformation defined by
Xj = Zj, X2 = jp X3 = ^  (3.36)
Physically, a conical flow has the property that all flow quantities 
are assumed to be invariant along rays that emanate from the wing 
vertex. The locally-conical flow equations written in absolute form, as 
given by Kandil et al. [39], are
M  + m ~  “ ^ 2)v] + sf- [E3 - (E3>] + 2 [E, - ( EJJ = S (3.37)2 3
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where
q =  [p> P*i, pu2, pu3’ Pe]t (3.38)
E2 = E2 - X2Ex = |>u2 - X2pu1, p u ^  - X^puj2 + p), u22 + p - X2 puju2, 
pu2u3 - X2 pujUg, u2h - X2uah ^  (3.39)
E3 = E3 - X3Ex = [pu3 - X3pux, pi^uj - X3(pu12 + p), pu22 + p - X3 pî uj, 
pu2u3 — X3 + pujU3, u2h — X3Ujh]^ (3.40)
(®2)« =  (^ 2 ) 0  —  ^ 2 ( ^ 1  )u =  [ O ’ r21 -  ̂ 2rll’ r22 —  ^2r12’ r23 —  ^2r 13’
b2 - Xabj]* (3.41)
(®3)u =  (^3 )1; —  ^3(^l)u =  [ O ’ r31 —  ̂ 3rll’ r32 ~  ^3r12’ r33 —  ^3r13’
b3 - X ^ ] *  (3.42)
b*' = UJr‘> + (7 - l)Pr Re ^  5 i,j = 1 , 2 , 3 (3.43)
The viscous terms and viscous- and thermal-dissipation terms are 
obtained by using chain-rule differentiation and enforcing the conical 
flow conditions, i.e., all derivatives in the Xj-direction are zero. For 
example, the shear stress rlx is simplified as
+ + £  + <»■“ >
The resulting equation, Eq. (3.37), has a spatial variation in the
X 2- and X3-directions only. Thus, the resulting equations are two-
dimensional equations with source terms. Hence, they are more 
economical to solve than the three-dimensional equations. However, it
49
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is noticed that the time-derivative term in Eq. (3.37) is multiplied by 
and an axial length scale dependence exists in the viscous terms in 
Eq. (3.44). Therefore, the governing equations do not represent self­
similar equations, and hence they are not globally conical. Only the 
steady inviscid flow equations represent a globally conical flow, since 
the unsteady and viscous terms are zero and hence X] does not appear in 
that conical equation. However, for unsteady viscous flow, if Xj is 
fixed at a certain location, the flow may be thought of as “locally- 
conical” with the Reynolds number determining the location of the 
cross-flow plane at which Eq. (3.37) is solved.
Euler equations are obtained by setting the viscous fluxes equal 
to zero in Eq. (3.37). Thus, the Euler equations for supersonic 
locally-conical flows are given by
The Navier-displacement equations are used to compute the grid
the relative rigid-body motions of the wing and its flaps. These 
equations were developed by Kandil and Chuang [81]. To obtain these 
equations, the momentum equations of a continuous medium referred to 
its undeformed configuration are considered. These equations, in vector 
form, are given by
(3.45)
3.3 Unsteady, Linearized Navier-Displacement Equations
deformations due to the deformations of the solid boundary or due to
(3.46)
where
T° = first Piola-Kirchoff stress tensor
— p_1. T~ p p 1 (3.47)
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In Eqs. (3.46) and (3.47), p0 is the density of undeformed continuum, X,- 
is the Lagrangian coordinate, x,- is the Eulerian coordinate, F-1 is the 
Eulerian deformation gradient tensor, and T is the stress tensor of the 
deformed continuum, a fluid element. The tensors F-1 and T are given by
f'1 = X V x (3.48)
T = - pf + A tr(S) ! + 2 p D (3.49)
where p is the thermodynamic pressure, D is the rate of deformation
tensor, I is the identity tensor, and A and p. are the coefficients of 
viscosity. In Eq. (3.49), the rate of deformation tensor is transformed 
into the Lagrangian finite-strain tensor E in order to express T in 
terms of displacements. It can be shown that D and E are related by
D = (F-^t.^jL.F-1 (3.50)
= i + *’ x) - i + V xt . i ( « V x)] (3.51)
where u is the relative displacement vector.
Substituting Eq.(3.51) into Eq. (3.49) and substituting the resulting 
equation along with Eqs. (3.47) and (3.48) into Eq. (3.46), and using 
x — X = u and ^  = det(I + u V x), the following equation is obtained
V x .|det(! - t V x)(T - § V x)-(- p! + Atr(^(I V xt + J § V X)) !
- A tr{ J^xU-^CVxu) + I A ( u V x)} I + p ^ (  V xu + u V x)
- i ( V xf) + A (t V x) -t V x) } | = p o 0  (3.52)
Since the boundary deformations usually are small, and moreover, they 
are much smaller at each time step than the minimum grid length, high-
order terms of u in Eq. (3.52) are neglected. In addition, the Eulerian
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and Lagrangian coordinates are assumed to be the same at each time 
step. The linearized form of Eq. (3.52), in which the Stokes hypothesis 
is used and V ^ ~  V X = V ,  is given by
- + § WE 't)] + * S > = p ®  (3,53)
The dimensionless form of Eq. (3.53) is
- V  p + ^ 2 0  d_ [-1 V( V-t) + V 2 t] = p 0  (3.54)
em
Integrating Eq. (3.54) over time and keeping A, p. and p constants for 
each grid cell, we get 
t
- ' V  p dt + ^  [J V(V.t) + V 2 t ] = p H  + C0(r) (3.55)
too
In Eq. (3.54), we use R to refer to the mesh point Reynolds numberm
which is different from the flow Reynolds number Re. This has been done 
in order to provide a limiter to the grid displacement to avoid grid 
distortion or overlapping, particularly in regions of high flow 
reversal. Equation (3.55) is the vector form of the linearized Navier- 
displacement equations to be used for computing the grid-point 
displacements, u, subject to displacement boundary and initial 
conditions. The equation is parabolic in time and can be integrated by 
using the alternating direction implicit (ADI) scheme.
3.4 Euler Equation for Rolling Rigid Wing With and W ithout 
Oscillating Leading-Edge Flaps
The following derivation was given by Kandil and Salman in Ref. 
[136]. Figure 3.2 shows a sketch of a wing undergoing rolling 
oscillations and its flaps. The rolling oscillation of the flaps is 
anti-symmetric. The wing is fixed to an axle which rotates via 
bearings. The bearing damping coefficient is A. Torsional springs of 
stiffness k are assumed at the ends of the axle. The xyz axes which are
52
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
fixed to the wing are assumed to coincide with the principal axes of 
inertia of the wing-flaps configuration. At section A-A, the wing half 
span is ly and the flap width is l2. The masses of the wing and each flap 
are m 1 and m2, respectively, and their respective mass-moments of 
inertia around their centers of mass are Icl and Ic2. The generalized 
coordinates of the system are taken as By and 62, which are measured 
from the horizontal position. If the aerodynamic rolling moment of the 
wing and its flaps about the z-axis is Mx and if one uses Lagrangian 
dynamics for obtaining the governing equations of motion, one gets the 
following equation for the By coordinate
If we let 82 =  By + 021, where B21 is the relative flap angle with
For small values of 021, Eq. (3.58) reduces to the linearized form
- m 2 ly l2 622sin(B2 - By) + XBy + kflj = Mx (3.56)
respect to the wing, Ixxl = I and
(3.57)
Equation (3.56) becomes
m 2 k ̂ 2 ̂ 1 2̂1 XBy “f- kBy (3.58)
(■̂ xxl "I" 2 IXx2 5 m 2 ̂ 2 ~ m 2 k k ) ̂'l + ̂  + k (3.59)
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On the other hand, if the flaps are not deflected with respect to the 
wing, and the wing and its flaps roll as one rigid body, Eq. (3.59) 
reduces to
Mar = In  6 1 + A#2 + k#x (3.60)
where Ixx is the mass-moment of inertia of the composite wing-flaps 
configuration without relative motion.
Equation (3.59) governs the linearized control of the wing-rock 
problem and Eq. (3.58) governs the non-linear control of the wing-rock 
problem by using a prescribed motion of the leading-edge flaps. These 
equations are solved using a four-stage Runge-Kutta scheme.
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Figure 3.1
R p — R0 +  r
(Vp )fl =  V0 +  n X T + ( V p)P
Space-Fixed Frame of Reference XYZ and Body Fixed Frame of Reference xyz.
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Figure 3.2 Sketch for the Euler Equation of Rolling Motion for W ing-Flaps Configuration.
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Chapter 4
Computational Schemes
The Navier-Stokes and Euler equations in the Cartesian coordinate 
system are transformed into a body-conforming coordinate system. Then, 
an implicit, approximately-factored, centrally-differenced, finite- 
volume scheme is used to obtain the difference equation. Added second- 
order and fourth-order explicit dissipation terms are used on the right- 
hand side of the difference equation. The Jacobian matrices of the
implicit operator on the left-hand side of the difference equation are 
centrally-differenced in space, and implicit second-order dissipation 
terms are added for stability.
Next, the initial and boundary conditions for the numerical
solutions of locally-conical and three-dimensional flow problems are 
addressed.
For the grid displacements of a deforming body, an Alternating
Direction Implicit (ADI) scheme is used to solve the parabolic Navier- 
displacement equations. For the prediction of the wing-rock phenomenon 
and its control, the dynamic equation is integrated using an explicit, 
multi-stage Runge-Kutta scheme.
4.1. Three-Dimensional Flow Equations in Body-Conforming 
Coordinates
4.1.1 Unsteady, Full Navier-Stokes Equations
Transformation of the governing equations in the moving frame of 
reference, Eqs. (3.24)— (3.32), into the computational domain is
presented here. In many computational applications, the body surface is
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a boundary of the computational domain, and hence the surface boundary 
condition can easily be applied using the body-conformed coordinates. 
The nondimensional, conservative form of the unsteady, compressible 
Navier-Stokes equations in terms of the time-dependent, body-conformed 
coordinate system f1, £2 and £3 in the moving frame-of-reference, dropping 
“ / ” and subscript “r” for convenience, are given by
§  + g f  (E - E„)m = S ; rn = 1,2,3 (4.1)
where
Q = flowfield vector
= j = j [p > pu2, pu3, pe]T (4.2)
= £m (x15 x2, x3, t) (4.3)
Em = inviscid flux
_  1 ro cm p . d£m ~-i-  j IA- « E t +  -jt
= } [P P ui + d ^ m p, p u2 Um + <92£m p,
P u3 U m  +  d3^m P. P i  h -  | -  p]T ; k = 1,2,3 (4.4)
Um = contravariant velocity components
= ~ k  + u* (4 -5)
(E„)m = viscous and heat-conduction flux
= J  [0> h r  rkl, dkC  rk2, a,.r rfc3, dkr  (u„ r,„ - q,)]T;
n = 1 ,2,3 (4.6)
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S = source term due to the rigid-body motion
= | j°> ~ P(at ) “ P(at)2> - P(at)3» - P[V-a0 + (ft X r)-a0 
+ V0-(a{ - fi X V) + V-(f2 X r) + (fi X r) • (U x r)]
+ V-(Vt.f)| (4.7)
In the above equations, J is the Jacobian of the inverse transformation 
which is given by
T _ d(x1; x2, x3)
die, e, e)
=  (*l)£l C(x2)^2-(x3)̂ 3 ~ (x3)̂ 2 * (^2)̂ 3]
+ (^2)^1 C(x3)^2-(^l)^3 ~ (X1)̂ 2 ' (x3)̂ 3]
+ (x3)|l C(xl)̂ 2" (x2)̂ 3 - (x2 > ̂2 ' (X1) ̂3 ] (4-8)
and the metric coefficients are given by 
d£n 1 T_i dx, dxk
dxm ~ 2 e*'i" el*"» 3^7 (4.9a)
where e,--n and eifcm are the permutation symbols. The components of the 
grid speed are given by
£ t = — (xl)t(̂ 1)x1 — (x2)t(̂ 1)x2 — (x3)t(£a)x3 (4.9b)
______£ * = ~~ (xi)'('(2)xi ~ (x2)t(*(2)x2 ~ (x3);(̂ 2)x3-----------------(4,9c)
ft = ~ (xi)t(̂ 3)x1 ~ (x2)t(e3)x2 - (x3)t(£3)x3 (4.9d)
The term represents the mth component of the grid velocity. It is
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set equal to zero when the grid speed is not being updated. The second, 
third and fourth elements on the right hand side of Eq. (4.6) are given 
by
hr(r)ts = ^  [(a4{”as«" - | hre„n + hmte |j§] (4.10)
The fifth term of Eq. (4.6) is given by
h r  [«» - <u] = t t 5 [ ( « * r v  - | h r h o
+ », ^  8 * r ^  ] (4-n)
In Eq. (4.7), the term j V  -(Vt-r) becomes
J V  •(?,•?) = i  (1 %?(.,), ,lp)
= 4" {j T T  C(a‘f”V  - 1 hrhC)(»,)p p
+ 04r 04f"(»,)p :} (4.12)
4.1.2 Unsteady Euler Equations
The nondimensional, conservative form of the unsteady, three-
dimensional Euler equations in a moving frame of reference, in terms of
f1, £2 and £3, are easily obtained from Eq. (4.1) by dropping the viscous
and heat flux terms. They are given by
9Q , ®(E)m __ o 1 r. o r_i n'l
dt d£m — ; m - l>2 jd (4.13)
where
S = j = j {0, — p(at)j, — p(at)2, — p(at)3, — /?[V-a0 4- (fi X r)-a0
X
+ V0• (at - Q X V) + V-(H X r) + (fi X r) • (H X r)]} (4.14)
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The flowfield vector and the inviscid fluxes are the same as those of 
the full Navier-Stokes equations.
4.1.3 Unsteady, Thin-Layer Navier-Stokes Equations
The nondimensional, conservative form of the unsteady, compressi­
ble, thin-layer Navier-Stokes equations in terms of the time-dependent 
coordinate system £2 and f3 in the moving frame of reference are given 
by
5Q 0(E), 0(E„)2 _ - . . _ h „ o M
di + ----- oe~' ~ S ; ' “ lj2’3 (4-15)
In Eq. (4.15), the flow field vector, Q, the inviscid flux, (E),, the 
time-dependent coordinate system, £m , and the contravariant velocity 
components, Um , are the same as those of the full Navier-Stokes 
equations. Keeping the viscous and heat-flux terms only in the normal 
direction to the body surface, f2, in accordance with the thin-layer 
approximations, one finds that
T
(E.)2 = J {°> 0*f2r*l> 0fc€2r*2» dk^rk3’ dkf(nnrkn ~ S*)} (4-16)
where the three momentum elements of Eq. (4.16) are given by
dk^ks = T?f { ^ s£2 + <f> ^f} (4.17)
(4.18)
ib — — 8* - 3 ^  d?  1
* = d^ d ke
and the last element of Eq. (4.16) is given by
dk^(unrkn - q*) = n ^ 22 + 4> [J ^2(Ul2 + U22 + U32)
4- 1 g(a2) nl (A 1cn
( 7 - 1 )  Pr d ? ]J ( 9}
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where
V =  dneun (4 .2 0 )
The last term on the right-hand side of Eq. (4.7) is given by
} v - ( v o  = ^  jj { w t + i * ^2C(u*)i2 + (u*)22
+ (ut)32]j| (4.21)
where
v* = dne(ut)n (4.22)
4.2 Locally-Conical Flow Equations in Body-Conforming 
Coordinates
The nondimensional, locally-conical flow equation, Eq. (3.38), is 
used at the axial station of X = 1.0. Then, it is transformed from the 
physical conical coordinates (X2, X3) to the computational coordinates 
(f2> £3 )• The transformation is given by
£2 = £2(X2, X3) f  = f(X2, x3) (4.23)
The locally-conical flow equations in the body-conforming 
coordinates are given by
§  + ^2 [E2 - (E2)J + ^ _  [E3 - (E3)„] + 2 [E2 - (E3)J = S (4.24)
Q = j = 7  Ip , pua, pu2, pu3, pe]T (4.25)
E2 - (E2)„ = J {(^2)x2E2 + (̂ 2)x3E3 - (e2)x2(E2)„ - ( £2 )X3(E3)y} (4.26)
E3 - (E3)„ = J {(^3)x2E2 + (̂ 3)x3E3 - («3)x2(E2)„ - (-e3)x3(E3)„} (4-27)
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The thin-layer Navier-Stokes equations are obtained by setting 
= 0 in Eq. (4.24) and retaining the derivatives with respect to
£2 only in the viscous and heat flux terms.
The Euler equations are obtained by setting the viscous fluxes
(E2)„ and (E3)u in Eq. (4.24) equal to zero.
4.3 Computational Scheme
4.3.1 Spatial Differencing
To obtain the computational difference equations for the three-
dimensional full Navier-Stokes equations, Eq. (4.1) is integrated over 
f1, £2, and £3 of the computational domain. By applying the divergence 
theorem to the surface integral terms, one obtains
J J J St dV +J|E1d ^ 3 -J | (E1)„d̂ 2d̂ 3 +| J" E2d£3d£1
- J (E2)„de3d^ +| jEgd^dS2 - j | (E3)ud^d^2 =| J | § dV (4.28)
where V is the domain of integration. Using the finite-volume 
discretization, the computational domain is divided into hexahedral 
cells with quadrilateral faces. Each face of a cell is parallel to a 
coordinate surface of the (f1}̂ 2*?3) coordinate system in the 
computational domain. The computational cell has dimensionless sides of 
A£a = A£2 = A ?  -- 1.
Equation (4.28) then is applied at each cell of the computational 
grid by assuming that the values of flow quantities are constant 
throughout the whole cell and that the values of the flow quantities at 
the cell-face centroid are the average of the corresponding values at 
the two adjacent cell centroids. Using q instead of Q for the flowfield 
vector, the resulting ordinary-differential equation in time with 
spatial difference terms is given by
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|(El ^El Elu :̂'-i i,fc
+ (E2 - E2U). j+i_k - (E2 - e2„).
+ <E3 -  - <& - EW,•,**-§ -  <4-29>
where the full-integer subscripts refer to the values at the cell 
centroids, and the half-integer subscripts refer to the values at the
cell-face centroids. Physically, the Jacobian of the transformation of a
"I 1 1 1 1cell, jt» "th® volume of the cell; the metric terms I s J , f j J"
and £** J-  ̂ are the Xj— , y2— , and Zj—components of the area of a cell-
surface parallel to the ^ —coordinate surface, respectively. Also, the
product of the Jacobian of transformation, density, and the £* component
of the contravariant velocity, pJ-4U15 is the mass flux across the
^ —coordinate surface of a cell. The same products with the other two
components of the contravariant velocity are the mass fluxes across the
other two coordinate surfaces of the cell.
The corresponding difference equation for the three-dimensional, 
thin-layer Navier-Stokes equations is given by
+ (E2 - E2t,). j+1_ k - (E2 - E2u).
+  ( H m + I  -  ( 4 -3 ° )
The corresponding equation for the three-dimensional Euler 
equations can easily be obtained by dropping the viscous and heat flux 
term in Eq. (4.30), E2u, and those in the source term S. The semi­
discretized equation, Eq. (4.30), can be integrated numerically in time 
using an implicit differencing method. Explicit and implicit numerical- 
dissipation terms then are added to the resulting difference equation 
because of the type of spatial differencing used and for numerical 
stability.
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4.3.2 Explicit Numerical-Dissipation Terms
Since the truncation error of a central-difference scheme applied 
to a set of first-order, hyperbolic, partial-differential equations 
mainly includes odd-derivative terms, the scheme is dispersive. Hence, 
this type of scheme allows error to grow without bound, especially in 
regions of large gradients (discontinuities in case of Euler equations), 
such as shock and vortical regions in the flowfield. Therefore, even 
derivative terms, which are dissipative in nature, are needed to 
stabilize the scheme. Such terms are numerical-dissipation terms. For 
shock-free flows, fourth-order numerical-dissipation terms will suffice. 
For flows with shocks, second-order numerical-dissipation terms are 
needed to obtain stable solutions without oscillations.
The form of the numerical-dissipation terms, as given in Ref. 
(65), is
De(q) — ^ ( q )  + D^2(q) + D^(q) (4.31)
where D l9 D 2, and D 3 are the dissipation flux operators, and
q = Ip, pulf pu2, pu3, ph]T (4.32)
By using ph instead of pe for the energy equation in the 
dissipation terms, one is able to obtain a steady solution with constant 
total enthalpy. Also, the dissipation operators are given in the flux 
differencing form so that the conservative form of the original 
equations is preserved. A typical operator is given as
D< ■  v « { W r *  - t S }  K * »  A f - * < * < * < )  («•«>
In the above equation, j k is the sum of spectral radii of the inviscid 
flux Jacobian which is given by
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= {lUxI + |U2I + |U3| + a  [ | V el| + |V^| + | V ^ l  ]},.,•*
(4 .3 4 )
where a is the local speed of sound.
In Eq. (4.33), and control the order of magnitude as well as the
addition or deletion of the second- and fourth-order dissipation terms
using sensors, Af- • and \+l,j,k' They are given by
~ e2 Inax('̂ »+l,j,k’ î,j,k) -|
| (4.35)
(^(4)),-,i,fc = max(0,e4At* - v(3),-iiifc)
where e2 and e4 are user-specified explicit damping coefficients. The
sensor used in the present work is a normalized second difference of
pressure defined by
\  ̂P «  +  l | J . f c  ~  ^  P « - l . J. fc I ( A  O f i \
i’j'k I Pi+l.j.fc + 2 Pi,j,k + Pi-l,j.fc I
In a smooth-flow gradients region, A — j. is very small. Hence, v̂ 2\ -)fc 
also is very small. Near a shock, î,j,k and are °T order one, but v^  
becomes zero. Therefore, the fourth-order dissipation is turned off near
regions where large pressure gradients exist.
A conservative estimate of the time step for a unit Courant number
is
At* = ------------------------ i------------------------  (4.37)
IUJ + |U2| + |U3| + a ( | V el| + | V^2| + | V  ̂3 1)
When the dissipation terms are added to the right-hand side of Eq.
(4.30), it can be written as
d (<0 i,j,k^  + T r f -  W(q)iiiifc = 0 (4.38)dt j . .
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where W(q ),• j fc is the spatial-difference vector of the inviscid flux 
vectors, viscous and heat-flux vectors, source vector given in Eq.
(4.30) and explicit-dissipation vector given in Eq. (4.31). For the 
thin-layer Navier-Stokes equations, V(q),- • is given by
V(q,,;,*) =  (Ei),■+!,,•* - (E'h-ljtk + (E2 - E2«\j+l,r (E2 -
+ ~ ^ 3^ « , j , ~  ~ De(qij<k) (4.39)
The corresponding expression for the Euler equations is obtained by
dropping the viscous and heat-flux terms in Eq. (4.39).
4.3.3 Implicit-Time Differencing and Implicit-Dissipation Terms
Using the Euler implicit, time-difference formula, q and ^  at time 
level n+1 are expressed in terms of their values at time level n using 
the Taylor-series expansions
qn+1 = q" + At + 0( A t)2 (4.40)
(«■«)
Substituting Eq. (4.41) into (4.40), one obtains
q"+1= q" + A t { ^  + A t  ^(§£)} + 0(At)2 (4.42)
Substituting Eq. (4.15) into Eq. (4.42), the delta form of the flowfield
vector is obtained as
A „ _  -n+1 _  A fdq" d [ d E \  d E \  5En3 d W 2vA q - q  q - A t | at ^ t  ^  ^
-j"1 S”]} (4.43)
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Using the chain-i
dETl2v ,  n £ and asraat as
d E \  dEn1 
d ?  ~~ d q n
a<fi
e e
a ,«e V  at = ae e
= V




at  ̂d f  } = ad f
=
a e
ae1 ’ ae2 ’ a?






aqn , . a t ' ■ ll v-i| ( j n a t '
12 "at
a ( dETl3 9 q n -) _  a n 9qn >,' '"aS/T "5+r.; - 7̂3 VA3 ~sr)
(4.44a)
(A," d- g - )  (4.44b)
a^2 ^ aq” a t ' ~  e f  K 2 at
a  (4.44c)
v at > ~ vaqn at' - v 3 at
( V  |£) (4.44d)
a_ r^ n2v _a_ raEra2 _  _a_ aEra2t, ag" _  j _  r.x  . „ aq"
at  ̂ ae2 J ~  d i 2 K d t  J ~  d ?  K dg n a t '  ~  e f  e t j
= d? [(A„)2" (4.44e)
as” _ as^ 3qn _ fln aqn
F F  ~ a ^  "aF ~ H "aF (4.44f)
where the inviscid and viscous Jacobians are given by
T n _  9Ekn -  _  d ( E v) 2n asn n
A* - -g=jr, (A„) 2 - ■ 5gn > H - (4-45)
Details of the development of Akn, (A^)^ and H" are given in Appendix B. 
Substituting Eqs. (4.44b)-(4.44f) into the right-hand side of Eq.
(4.43), and using the inviscid and viscous Jacobians, the resulting
equation is
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A q "  =  A t g  - A t  +  de k2n +  0^ A 3n - ^ 2(A„)2” - J-1 H n]
(4 .46)
The above equation is discretized using central differencing for the 
spatial derivatives and forward differencing for the time derivatives. 
The resulting equation is given by
{jit + V 1*” + ~ J_1 “*} Ag" = “ w(r) = 1,2,3 (4,47)
where 5 l9 S^2) and 6̂ 3 are the three-point central difference operators. 
This is the Euler-implicit method in the delta form. The method is
first-order accurate in time and second-order accurate in space.
For stability, implicit numerical-dissipation terms are added to 
the left-hand-side difference operator of Eq. (4.47). The solution of 
this system of equations in the present form is computationally
expensive. Hence, an approximate-factorization method, adapted from the 
Beam and Warming scheme [70], is used to reduce the computational time. 
Thus, only systems of block-tridiagonal-element equations are solved 
instead of a block large-number diagonal-element equation. This is 
achieved by approximately factoring the left-hand-side difference
operator. Adding the implicit dissipation terms (D,-̂ , D,̂ 2 and D,- 3), the 
discretized scheme is given by
{jit + V  *■” “ V )  {jfc + V  v  ~ ■ v )
{jit + “ V }  = ~ J l i w 2 u(,”) (4'48)
where the second-order implicit dissipation operator is given by
v = j¥t*(A v v  ; fc = 1,2,3 (4-49)
where e,- is the implicit damping coefficient. The solution of Eq. (4.48) 
for A q n is accomplished through three sweeps. In each sweep, a block
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tridiagonal system is solved. The first sweep is in the £* direction, the 
second in the f2 direction, and the last in the £3 direction. Once A q 11 
is obtained, the q"+1 are computed from
qft+l = q" + A q" (4.50)
4.3.4 Locally-Conical Difference Equation
For locally-conical flow solutions, the three-dimensional 
difference equation, Eq. (4.48) is applied to three planes in close 
proximity to the chosen axial location (x^ = 1 in the present work.) On 
these three planes, the absolute conservative variables are forced to be 
equal. Thus, the locally-conical flow assumptions are numerically
enforced in the three-dimensional difference equation. Hence, there is 
no need to develop an independent difference equation or a computer
program for the locally-conical flow equations. This process is 
accomplished by satisfying the following three conditions
?2±i = P2 (4*51)
(pV)2 ± i = (,V)2 + p2 «x(r 2 - r2±1) (4.52)
O e)2±i = (pe)2 + [(pV)2 + p2 ftxr2]-[ftx(r2 - r2±1)] (4.53)
where the subscript 1, 2 and 3 refer to the first, second and third
planes, respectively.
4.4 Initial and Boundary Conditions
4.4.1 Initial Conditions
All the numerical solutions of the steady-flow problems are
obtained by using impulsively-started initial conditions; i.e., wings or 
airfoils are impulsively placed at the initial time in the free-stream 
at specified angles of attack.
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For the unsteady-flow problems, the steady-flow solution 
corresponding to the mean angle-of-attack are first obtained in terms of 
the absolute-motion flow quantities. Then, the initial conditions for 
the flow relative motion are obtained by subtracting the terms due to 
the impulsively-started motion of the moving frame of reference from the 
corresponding terms of the flow absolute motion of steady solution. The 
initial conditions for the flow relative motion are given by
pVr = pVa - p(H x r)
I  ( 4 .5 4 )
Per = Pea ~ X r)
For all steady-flow problems, local-time stepping (pseudo-time 
stepping) is used. For unsteady-flow problems, global, minimum-time 
stepping is used for all unsteady-flow applications.
4.4.2 Surface Boundary Conditions
The boundary conditions for the present work are implemented 
explicitly. On the solid boundary, the no-slip and no-penetration 
conditions are enforced for the solution of thin-layer Navier-Stokes 
equations, i.e., ux = u2 = u3 = 0. It should be noted that u15 u2 and u3 
are the flow relative velocity components for unsteady flow problems and 
the flow absolute velocity components for steady flow problems. For the 
temperature, the adiabatic boundary condition is enforced on the solid 
boundary.
For the solution of the Euler equations, the no-slip and 
temperature boundary conditions are dropped. The pressure at the solid 
surface has to be calculated. To obtain an expression for the pressure 
gradient at the solid surface, the normal component of the momentum 
equation is used. Starting from the momentum equation
dV
P -q Jt  +  p ( y T- V )  Vr =  -  V p  -  p a t +  V  - t  ( 4 .5 5 )
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forming the scaler product of Eq. (4.55) with the surface unit normal,
en, and using the no-slip and no-penetration conditions as well as ^
(Vr .en) = 0, the following equation is obtained for the Navier-Stokes
equations.
|f = ~ P en.â  (4.56)
For the Euler equations, the pressure gradient in the normal direction
to the surface is obtained as
|f = P V  + p Vr.(Vr. Ve„) - p en .a* (4.57)
<9©where is the local variation of the surface unit normal which isot
required for deforming boundaries or boundaries with relative rigid-body<9©motions. For rigid wings, =0, and Eq. (4.57) for the Euler
equations reduces to
If = p V ( V r. V e n) - p en .Et (4.58)
For steady-flow problems, the term p era-â  is equal to zero and Vr is
equal to Vfl and Eq. (4.58) reduces to
If = P V ( V  V e n) (4.59)
For steady-flow problems, the Navier-Stokes equations, Eq. (4.56),
reduce to
S  = 0 (4-6°)
If the wing is a flat plate, then V e n is zero and Eq. (4.59) reduces to 
%  = 0 (4-«)
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4.5 ADI Scheme for the Unsteady Linearized 
Navier-Displacement Equations
For the grid displacements of a deforming body, Eq. (3.56) is a 
parabolic equation in time which is solved using the Alternating 
Direction Implicit (ADI) scheme for the displacement vector TTn+1.
Since the displacement of the boundary of a two-dimensional body or a 
cross-section of a body has two components u and v, then
u = u i + v j , (4.62)
and
v '(va) = + + +
v ’s = ( 0  + 0 > ;  + < 0  + 0 ) 5  <4-64)
I  -  S ! +  i  5 < « • « >
Substituting Eqs. (4.62)-(4.65) into Eq. (3.56), one can get two
equations for the x- and y-components. The x-component is given by
t
j*. , P ôo /1 / 5 2 u  , d2v \ , 3 2 u  , a2i
to
and the y-component is given by
_ f dt  + ^ M°° II (<P5L + N _i_ 5^ ^u 1 _ du , c J 9x +  R e 13 <-5x 2 +  d. +  ^ 2  +  ^ 2 / - ^ 5 t  +  C oi (4-66)j- m *
^ ®oo fi ( a2u . a2v\ . a2v . a2v i av . r (A. a^ dt + ~we 13 ̂ â ay + ̂  + + v  j ~ p at + c °2 C**-0')4- m j j
Using the chain-rule of differentiation, one can get ~  j-,
a2v a2v . . .  5x dx dxdy dy— 2 and qx q ~ in terms of the curvilinear coordinates £ and 77.
"Bx ~ tx +  Vx (4.68)
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92
9x2 —  £xx A  + d i + Vxx d_dr) + 2 ZxVx 92didr) +  ^x2 929f2 +  *7X2 9i9?72
92
9y2 = ^yy
A  +  
d i  + 7yy
d_
dr) + 2 £y*fy 92didr) +  *y2 929£2 +  »?y2 9i9?72
dy ~  fy di +  dr) (4.69)
(4.70)
(4.71)"  w7 w ’ VSV7 ’ (/r/
9^iy = x̂y M  + ^7 + ^ x7?y + ŷ7?x̂  + txVy “ 2 + ^ y  0
(4.72)
Substituting from Eqs. (4.68)-(4.72) into Eqs. (4.66) and (4.67), one
can get the x- and y-components of the Navier-displacement equation in
terms of curvilinear coordinates f and 77. The x-component is given by
t
C c dp , _ dp \ j, ^00 (4 re 9u , 9u. 0 d2 u
(^ di Vx dr7' Re 13 (*** 9£ Vxxdrj ^xVx didr)
to
1 2 9̂ u , 2 9̂ fi\ . /ir 5 u , „  9u , d2u , ( 2 d2u
9£2 x a?72 aa d£ ŷydr? + 9£9?? ^  9£2
4- n 2 2^.1 4. 1 rf dv , _ 9y 1 ft „ 4. £ n  ̂ d2v , tf t 92v+ 0^2' + 3 Lsxy + Vxy g  ̂+ (fxVy + Sy7̂ ' 9^  + ix*y 9^2
+ *V>» 0]} = P |  + C01 (4.73)
and the y-component is given by 
t




+  e 2 d^v , 2 9̂ v\ , /c dv +  n dv +  o < „  d2v , t 2 d2v
5y 9£2 Vy 9^  + Uxx 9£ + x̂x 977 fx x̂ 9^77 + 9^2
4. n 2 +  i r p  9u 1 9u.rp-n 4- £ r, 1 92U , e c 9^u9?72 ' 3 g£ + T)xy ^  + (SxT)y + Kylx) ggg^ + ixiy g^2
+ ,?x77a 977^} = P ft + C ° 2 (4-74)
Equations (4.73) and (4.74) can further be reduced to the following form
74
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t
_ f (f -]4- i P ôo f/4 t I e \ i f4 . \ 5u
I d£ ^ x  d r? R„ 1̂ 3 ̂ xx  ^ y y '  d£ ^ xx ^  ' dr)
t mzo
_l o /"4 t r> > d2u _l /-4 c 2 . * 2-v d2u , /4 _ 2 , _ 2\ d2u+ 2 (3 ZXT)X + !/ !/' 5^5^ + (3 £c + Sy ) ^ 2  + (3 Vx + Vy ) ̂ 2
, i t  52 , 1 52 +  1  ff „ +  f „ l  32v 4. 1 f c 5!x +  I  n „ 5?xl+  3 d i 3 Vxy dr) 3 ' <‘XTly -r SyVxl q^  -r 3 ?xcy ̂  2 +  3 ?V/y ^2/
= p f| + C01 (4.75)
t
_ f (t ®2- 4. n 4- ^ 0̂0 Z/-4 c I t  'k , ^4 „ , „ N dvJ  ̂ y d£, ny drj2 R U 3  +  x̂x2 d£, ^3 v̂v + x̂x2 dr) 
to
J- O (4. t r, JL C n '\ ̂ 2V 1 /4 f 2 , f 2n d 2v , /4 „ 2 , _ 2\ d2v+ 2 (3 (,yr)y + £xr)x ) + (3 (j + ?x ) Q£2 + (3 Vy + Vx ) g^2
l i t  52 +  I  n 5u j. i  ft n +  £ n 1 d2u 4. I  e e 5^2 + 1 „ „ d2u\^  3 Zxy di 3 Vx« dr) 3 ̂ ?*"y + SyVxl +  3 ?xSy ̂ 2 -r 3 VxVy ^ 2J
= P f| + C02 (4.76)
Equations (4.75) and (4.76) are rewritten in a simple form using the 
following substitutions
— 4al — 3 Sxx €yy
“2 = |  VxX +  Vyy
“ 3 =  2  (| 17, +  ty Vy)
«4 =  J  e,2 +  £y2
°5 =  J  ^x2 +  ^y2
~  \  x̂y 
^2 = 5  Vxy
^3 = J U x  Vy + Sy 7X)
04 ~  3 £x £y
^5 = J Vx
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71 3 ^yy ^xx
72 = | Vyy + Vxx
73 =  2 (| ZyVy +  (a, 1x)
74 = | ty2 +
7s = J »7v2 + ^
Thus, Eqs. (4.75)-(4.76) reduce to 
x-component
Ti^22 |(ai dt + «2 dr) + «3 52^  + a4 P2g  + «5 a3̂ ) a
+ (£i df + /?2 dv + (3Z d2̂  + /?4 d2̂ 2 + /?5 ^ 2) 
t
= P dt U +| + T)x dv) P dt + C01
t ruo
y-component 
// M,R - 22 l(Pl ^  + P2 dT] + P3 +  Pi d2f2 +  @5 P2S> 5
em I ’ '
+ (71 a^ + 72 + 73 + 74 ^ 2  + 7s 0^ 2) v|
t
= P dt V  +| (£y <9̂ + ijy 0^) P  dt + C02 
*0
With the assumption that A£ = A  77 = 1, and using second-order 
central differening, one obtains
< T q H . i  {<t + ««> +  [- 2 «4 - ( ^ ) i ,j «.•,/**
+  ( -  T  +  a4) a.--i,jB+2 +  ( ^  +  ^ 4) v,+1)i”+2 +  ( -  2 /?4) v£)in+2
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— (P ^°°\ /_ (2l 4- <v 1 u • " — T— 2 a — ( Cfn V • u- •”~  ' Re -)«.J I '2 ^  s' u*,j+i I  2 a s M 'i,j A t -1 «.J
- ( - - #  + «s) ~ T  ("i+i.i+i" _ ~ + G.-i,i-i")
< a \ ~ n / o \ n /" ^2 < a \ ~ n
^  (v;+i,i+in ~ + vi_l j_1n)
t ! 
n+2
+ { { t  (p«'+i,3 ~ Pi-i,i) + T  (p«'-i+i _ dt + Coi,; (4 -79)
to
( i r 22)*-.; +  *4) Oi+i.i’1̂  +  ( -  2 Pa) +  ( -  §  +  / W - i , / + *
em  I
2i J. „  ̂ n+f I- o /Rem n 2Pi,jn ~ "+§+ ( +  74) vi+lfi • =» +[ -  2 T4-  - £ £ ]  Vfj
+ ( - § ■ +  74) Vl,in+' |
= ( R I- ("sT + ^  u»+i./* - 2 ^5) u«',in_ (~ Y' +em I
“  if  'u '+i.j + i" “  “ i+i.j-i" “  fii-i,j+in +  ("T +  r6) a i,i+in
-  < "  2 +  V t  t § >  ( -  T  +  T»)
t ! 
"+2+  J { 2̂  (p‘+i.J + 2 ^P*'.i+1 p«.i-i)} dt + ^02f)j." (4.80)
to
Solving Eqs. (4.79)-(4.80) using an ADI scheme, one obtains two 
equations with two unknowns: the horizontal displacement u and the
vertical displacement v. Knowing un and vn, the total displacement, TT”+1 
is obtained, providing that the grid cells do not overlap. The new 
locations of the grid points, r"'*'1 are found from
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r"+1 =  r" +  tn+1 (4.81)
The constants Cm " and C02 " in the previous equations are computed
hi hi
from the preceding time-range integration. In addition to using the mesh
Reynolds number, R , as a limiter to the grid displacements, them
displacements of the grid point are restricted to be less than 0.4 of 
the minimum distance from the neighboring grid points (See Appendix C 
for details). It should be emphasized here that the computation of grid 
displacements does not have to be performed at each time step, neither 
should it be performed for all grid points. The frequency of the grid- 
deformation computation is dependent upon the order of magnitude of the 
displacements at the boundary as compared to the order of magnitude of 
the smallest grid length at the boundary. The spatial range of the grid- 
deformation computation is dependent on the order of magnitude of the 
displacements at the boundary as compared to the order of magnitude of 
the large grid length in the far-field.
4.6 Explicit Multi-Stage Runge-Kutta Scheme for the Euler 
Equation of Rolling Motion
Solutions of the rigid-body dynamic equation, Eq. (3.61), can be 
obtained using a multi-stage Runge-Kutta time-stepping scheme. Starting 
from known initial conditions, 9°1 and , the equation is explicitly 
integrated in time in sequence with the fluid dynamics equations. 
Equation (3.61) is used to solve for the roll angle 91 roll-angular 
velocity 61, and roll-angular acceleration 9 x. The fluid dynamics 
equations are used to solve for Mx. The previous procedure is applied for 
the wing-rock problem without flap oscillation.
For the control of the wing-rock using flap oscillation, the
motion of the flaps 921, 921, and 9 21 are specified a priori and Eq.
(3.58) (nonlinear equation) or Eq. (3.59) (linear equation) is solved 
for 91, and 9 1 using a multi-stage Runge-Kutta time-stepping scheme,
while the fluid dynamics equations and the grid-deformation equation are
to solved for Mx. Details of the solution of the dynamic equation using 
the Runge-Kutta scheme are presented in Appendix D.
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Chapter 5
Oscillating Flexible Airfoils and Wings
The problems of unsteady flow around a bicircular-arc airfoil 
undergoing pulsating-thickness oscillation in the transonic regime and 
a flexible delta wing undergoing a bending-mode oscillation in a 
supersonic flow are considered in this Chapter. The solution of the 
fluid dynamics problem usually is accompanied by the solution of the 
aeroelastic problem to obtain the structural deflections, stability 
limits and flutter speeds. For these problems where solid-boundary 
deformations exist, the problem of grid deformation must be addressed. 
In the present problems, the aeroelastic problem is not solved for the 
solid-boundary deformation; rather boundary deformations are 
prescribed.
The main objective of this chapter is to validate the formulati­
ons and computational schemes which were developed in Chapters 3 and 4 
for applications where the fluid dynamics equations and the grid- 
deformation equations are used. Moreover, the present applications 
provide substantial flow-physics information on moving shocks with 
varying strength and unsteady vortical flow and its interaction with 
shock waves at the leading edge of a delta wing.
In the first section, the unsteady Navier-Stokes equations in the 
space-fixed frame of reference, along with an upwind finite-volume 
scheme [124], are used to solve the unsteady flow problem about a 
bicircular-arc airfoil undergoing pulsating-thickness oscillation. The 
grid deformations are obtained using the unsteady, linearized, Navier- 
displacement equations along with the ADI scheme. In the second 
section, the unsteady, locally-conical Euler and thin-layer Navier-
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Stokes equations are solved for supersonic flow around a sharp-edged 
delta wing undergoing bending-mode oscillation. These equations are 
solved using the implicit, approximately-factored, central-difference 
like, finite-volume scheme. The computational scheme is coded in the 
well known computer program ICF3D [79]. Again, the ADI scheme is used 
to solve the unsteady, linearized Navier-displacement equations for the 
grid deformations. This work has been published by Kandil, Chuang and 
Salman [125].
5.1 Pulsating-Thickness Oscillation of an Airfoil
The problem of unsteady, two-dimensional, transonic flow around a 
flexible bicircular-arc airfoil undergoing pulsating-thickness 
oscillation is solved using the unsteady thin-layer Navier-Stokes 
equations along with an upwind finite-volume scheme [124]. For the grid 
deformation, the ADI scheme is used to solve the unsteady, linearized, 
Navier-displacement equations. The freestream Mach number is 0.85 and 
the freestream Reynolds number is 0.5x10®. The equations governing the 
pulsating-thickness oscillation [103] are given by
TH = O.ljlO - 15 ( ^ )  + 6 ( ^ ) 2 | ( % V  0 < t < 17.65 (5.1)
and for thinning is given by
TH = O.ljlO - 15 [Mqo(35^3 ~ t)  ̂+ 6 ^00(35^3 - t_)-j2j [NU_35 -3 - t)j3
17.65 < t < 35.30 (5.2)
For a transient airfoil thickening-thinning motion, TH = 0.0 for 
t>35.3 and for periodic airfoil thickening-thinning motion, TH follows 
Eqs. (5.1) and (5.2). In Eqs. (5.1) and (5.2), TH is the midchord 
thickness ratio, t the dimensionless time and the freestream Mach
number. At t = 0.0, Eq. (5.1) shows that the airfoil starts the 
thickening motion from zero thickness and the maximum thickness of 10
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percent is reached at t = 17.65. After t = 17.65, the airfoil thins 
until it returns back to zero thickness when t =  35.3.
An elliptic grid generator is used to generate a C—grid of 197x65 
grid points in the wrap-around and normal directions, respectively. The 
computational domain extends to 20 chordlengths ahead of the leading 
edge and 24 chordlengths behind the trailing edge. The grid is
generated using the elliptic-grid generator for a bicircular-arc 
airfoil with thickness ratio 0.002 (See Appendix E.) The airfoil and 
the grid are then moved using rigid-body motion until the thickness of 
the airfoil is zero. This represents the initial grid at t = 0.0, as 
shown in Fig. 5.1. The reason behind this process for generating the 
grid is to avoid gridding problems at the sharp leading edge of the
bicircular-arc airfoil. As the airfoil thickens and thins during the
solution the Navier-displacement equations are used to compute the grid 
deformations. Figure 5.1 shows the computed grids at t = 0.0, 3.53, 
7.06 and 10.59 during the thickening motion, and Fig. 5.2 shows the
computed grids at t = 17.65, 24.71, 28.24 and 31.77 during the thinning 
motion. The Navier-displacement equations are used to update the grid 
every 50 time steps, and the mesh Reynolds number, R , is 5000. Them
time-accurate stepping is carried out with At = 0.01 using the CFL2D 
code [124]. Hence, for each cycle of periodic oscillation with a period 
of r = 35.3, a total of 3,530 time steps is required. Figure 5.3 shows 
the variation of the thickness ratio versus time during one cycle of 
pulsating-thickness oscillation.
Figure 5.4 shows the surface-pressure coefficient versus time at 
the midchord length during a transient response using the present thin- 
layer Navier-Stokes solution. It also shows a comparison with the 
solutions of the small-disturbance equation [52] and the full-potential 
equation [103]. The results are in good agreement with the exception of 
slight differences after the sharp drop at t = 26.
Figures 5.5 and 5.6 show the surface-pressure coefficient during 
the first and third cycles of periodic oscillation, respectively, at
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steps of 0.1 cycle apart. Very interesting flow phenomena are noticed 
in the solution. During the thickening motion, a shock starts forming 
at t = 0.3 cycle near the trailing edge. At t = 0.4 cycle, the shock 
moves nearer to the trailing edge and its strength grows rapidly. At t 
= 0.5 cycle and t = 0.6 cycle (thinning motion), the shock strength 
grows while it is frozen in position. Afterwards, during the thinning 
motion, the shock moves upstream with decreasing strength and 
propagates off of the airfoil leading edge. In the next cycle of 
oscillation, Fig. 5.6, the shock is still moving upstream into the 
oncoming flow as it is seen at t = 0.1 cycle and 0.2 cycle.
Figures 5.7 and 5.8 show comparison of surface-pressure 
coefficient of the present thin-layer Navier-Stokes solution with those 
of the small-disturbance equation [52] and the full-potential equation 
[103] during a transient thickening motion at t = 10.0, 13.52 and
21.41, and a transient thinning motion at t = 31.61, 34.12 and 37.65, 
respectively. The present viscous solution is in better agreement with 
that of the small-disturbance equation than that of the full-potential 
equation, except for the strong shock at t = 21.41.
5.2 Bending-Mode Oscillation of a Sharp-Edged Delta Wing 
in Supersonic Flow
In the diagrams developed by Miller and Wood [2] and Stanbrook et 
al. [3], Figs. 2.1a and 2.1b, the steady flowfields about sharp-edged 
delta wings are classified into seven regions according to the normal 
angle of attack, a^, and normal Mach number, Mĵ . These two parameters 
are defined in terms of the angle of attack, a, the freestream Mach 
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Next, the three-dimensional solver which uses the implicit, 
approximately factored, centrally-differenced like, finite-volume 
scheme, is used to obtain the locally-conical flow around a sharp-edged 
delta wing with sweep-back angle of 70°, mean angle of attack, am , of 
10° and a freestream Mach number of 2. The locally-conical flow solution 
is obtained at the axial station X^ = 1.0. According to Fig. 2.1b, the 
flow conditions for this case show that there is a leading-edge 
separation with a shock under the primary vortex and a conical shock 
around the wing. Therefore, the computational domain is chosen large 
enough so that the conical shock is formed within the computational 
domain. Hence, the freestream conditions are used for the farfield 
boundary conditions. Thus, the conical shock is captured as a part of 
the solution.
The bending-mode oscillation problem is solved using Euler and 
thin-layer Navier-Stokes equations. The freestream Reynolds number, Re, 
for the viscous flow solution is 0.5xlO6. A body-conforming grid is 
generated by using a modified Joukowski transformation (See Appendix 
F). For the Euler and Navier-Stokes solutions, the grid contains 264x90 
points in the wrap-around and normal directions, respectively. The wing 
is forced to oscillate in a bending mode which is given by the function
y(z,t) = 0.05 b sin(^)sin(^f^) (5-5)
where the wing half span b = tan 20°, and the period of oscillation 
t = 2. The reduced frequency k = 7r. The time-accurate stepping is carried 
out with A t  = 0.0005 using the ICF3D code. Hence, for each cycle of
oscillation with a period of 2, a total of 4000 time steps is required.
Periodic flow response is reached in the fourth cycle of oscillation. 
The Navier-displacement equations are used to update the grid every 50
time steps and the mesh Reynolds number, R , is 5000.
m
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Figures 5.9 and 5.10 show the results of a steady solution for a 
sharp-edged delta wing using the Euler and Navier-Stokes equations, 
respectively. The results show the cross-flow Mach contours, the 
surface-pressure coefficient, the cross-flow velocity vectors and the 
total-pressure-loss contours. The steady Euler solution, Fig. 5.9, 
shows a thinner primary vortex with no secondary separation. The steady 
Navier-Stokes solution, Fig. 5.10, shows distinct primary and secondary 
vortices which are separated by a weak shock under the primary vortex. 
A tertiary vortex also is captured. It should be noticed that the 
surface-pressure shows two peaks corresponding to the primary and 
secondary vortices. The surface-pressure coefficient of the Euler 
solution is of higher level and different shape from those of the 
Navier-Stokes solution.
Starting from the steady solution, serving as initial conditions, 
the unsteady-flow solution is calculated for the bending-mode 
oscillation. Figures 5.11 and 5.12 show snapshots of typically computed 
grids at n = 13,000 and 15,000 at the maximum and minimum amplitude of 
the bending-mode motion, respectively, using the Navier-displacement 
equations. Since the Navier-Stokes equations include the viscous terms, 
these terms work as a damping factor for the grid deformation. Hence, 
the grid deformations for the Euler solution are larger than those for 
the Navier-Stokes solutions. This is clearly seen from the computed 
grids for the Euler and Navier-Stokes solutions.
Figure 5.13 shows a comparison of the Navier-Stokes and Euler 
solutions for the surface-pressure coefficients at n = 12,000, 13,000, 
14,000, 15,000, and 16,000 during the fourth cycle of periodic
response. Figures 5.14, 5.15 and 5.16 show the corresponding cross-flow 
velocities, cross-flow Mach contours and total-pressure-loss contours 
at the left leading edge. It is clearly seen that the Navier-Stokes 
solutions capture the primary and secondary vortices while the Euler 
solutions capture a thinner primary vortex. The differences affect the 
pressure distributions on the upper surface under the vortical regions
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substantially. The surface pressures of the Euler solutions show higher 
levels and different shapes of the suction-pressure peaks than those of 
the Navier-Stokes solutions. During this periodic response, the Navier- 
Stokes solutions show an increase of the vortical region on the left 
leading edge when it goes up and a decrease of the vortical region when 
it is goes down, Figs. 5.14, 5.15 and 5.16. The secondary vortex grows 
when the left side of the wing goes up, while it is squeezed and
decreases in size when the left side goes down. It should be noticed 
that outside the vortical regions, the Navier-Stokes and Euler
solutions are the same, Fig. 5.15.
Figures 5.17 and 5.18 show the lift and bending-moment
coefficient, respectively, of the Navier-Stokes and Euler solutions. 
The lift coefficient of the Navier-Stokes solution shows substantial 
hysteresis response as compared to the Euler solution. The Euler- 
solution lift-coefficient response shows higher levels compared to that 
of the Navier-Stokes response. For the bending-moment coefficient, 
there is a slight difference between the Euler and Navier-Stokes 
solutions.
5.3 Summary
In this chapter, the unsteady flow problems due to solid-boundary 
deformation are solved. The computational applications include the
unsteady transonic flow around a bicircular-arc airfoil undergoing 
pulsating-thickness oscillation and the unsteady supersonic flow around 
a sharp-edged delta wing undergoing bending-mode oscillation. Numerical 
results of the first application are compared with the available 
computational results which use the small-disturbance and full- 
potential equations. The present results are in good agreement with 
those other results. Furthermore, it has been shown that the shock 
location and strength are sensitive to the solid-boundary deformation.
In the second application, the steady solution shows that higher 
levels and different shapes of the surface suction-peak pressure are
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obtained using the Euler equations in comparison with those of the 
Navier-Stokes equations. Also, the Navier-Stokes solutions capture the 
primary and secondary vortices while the Euler solutions capture a 
thinner primary vortex only. The study also shows that vortex size, 
shock location and shock-vortex interaction experience large changes 
during the bending-mode oscillation, which have substantial effects on 
the lift and bending-moment coefficients. It should be noted that 
outside the vortical regions, the Navier-Stokes and Euler solutions 
produce the same results. Hence, an Euler/Navier-Stokes zonal scheme 
would produce as accurate results as those of the Navier-Stokes 
solutions and would be more efficient.
Finally, these two applications provide strong validation cases 
for the developed Navier-displacement formulation and the computati­
onal schemes of the fluid dynamics equations and the grid-deformation 
equations.
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'/ I.ou 1.50.Ê S>^Wc\\SVcl<\VlVVWUllU4-Htf7nT7J/11 I A
t= 7 .0 6  (0.2 cycle) t  =  10.59(0.3 cycle)
-0. SO. 1. 00 ________ i. 3Q( 1.00 -0.50. 1.00
-0.50, -1.00 1»'Q -» »on
■
Figure 5.1 Computed Grids Using the Navier-Displacement Equations for a Thickening 
Bicircular-Arc Airfoil, 197 x 65 Cells.
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Figure 5.2 Com puted Grids Using the Navier-Displacement Equations for a  Thinning Bicircular- 
arc Airfoil, 197 x 65 Cells.
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Figure 5.3 Pulsating-Thickness Oscillation of a  Bicircular-Arc Airfoil.
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Figure 5.4 Comparison of Midchord Surface-Pressure Coefficient with other Com putational 
Results.
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Figure 5.5 Surface-Pressure Coefficient During the First Cycle of Thickening-Thinning Motion of 
a Bicircular-Arc Airfoil.
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Surface-Pressure Coefficient During the Third Periodic Cycle of Thickening-Thinning 
Motion of a  Bicircular-Arc Airfoil.
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Figure 5.7 Comparison of the Surface-Pressure Coefficient with other Computational Results 
During Thickening Motion of the First Transient Cycle for a Bicircuiar-Arc Airfoil.
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Figure 5.3 Comparison of the Surface-Pressure Coefficient with other Computational Results 
During Thinning Motion of the First Transient Cycle for a Bicircular-Arc Airfoil
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Figure 5.9 Steady-Flow Solution Using the Euler Equations; 264 x 90 Cells, Mw =  2.0, a = 10° 
P = 70°.
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Figure 5.10 Steady-Flow Solution Using the Thin-Layer Navier-Stokes Equations; 264 x 90 Cells, 
M ^  =  2.0, a  = 10° , ft =  70° , Re =  0.5 x 106.
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. 0,40re 5.11 Com puted Grids Using the Navier-Displacemenfc Equations for a Sharp-Edged
W ing Undergoing a  Bending-Mode Oscillation, Euler solution, 264 x 90 Cells.
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0.40
Figure 5.12 Com puted Grids Using the Navier-Displacement Equations for a Sharp)-Edged Delta 
Wing Undergoing a  Bending-Mode Oscillation, Navier-Stokes solution, 264 x 90 Cells.
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Figure 5.13 Comparison of the Surface-Pressure Coefficient for the Navier-Stokes and Euler 
Solutions During the Fourth Cycle of Bending-Mode Periodic Response, 264 x 90 
Cells, =  2.0, a  =  10°, /? =  70° , R e =  0.5 x 10s , A t  =  0.0005.
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a) Navier-Stokes Solution b) Euler Solution
Figure 5.13 Continued
99
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.






n =  13000 
( 3 |  cycle)
4
------------- T V A '' ^  ^  ̂  ^  ^ n
— ^  >. ̂  >. ̂  >
- A  V  7: ̂  ^ \ J
—  —  ***** N. N \ > V \ 
 - * ----- ^ '
-.05.1
--■—I.— ——*—- -- ■— - X
4





.. - 05 J•4
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Figure 5.14 Comparison of the Crossflow Velocity Vector Field for the Navier-Stokes and Euler 
Solutions During the Fourth Cycle of Bending-Mode Periodic Response, 264 x 90 
Cells, M00=  2.0, a  =  10° , /? =70° , R e =  0.5 x 10s , A t  =  0.0005.
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a) Navier-Stokes Solution b) Euler Solution
Figure 5.14 Continued
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Figure 5.15 Comparison of the Crossflow-Mach Contours for the Navier-Stokes and Euler.
Solutions During the Fourth Cycle of Bending-Mode Periodic Response, 264 x 90 
Cells, M =  2.0, ot =  10° , p  =  70° , R e =  0.5 x 106, A t =  0.0005.
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Figure 5.16 Comparison of the Total-Pressure-Loss Contours for the Navier-Stokes and  Euler 
Solutions During the Fourth  Cycle of Bending-Mode Periodic Response, 264 x 90 
Cells, M =  2.0, or =  10° , j3 =  70° , R e =  0.5 x 106, A t =  0.0005.
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Figure 5.16 Continued
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b) Euler Solution
Figure 5.17 Comparison of the Lift Coefficient for the Navier-Stokes and Euler Solutions During 
the Fourth Cycle of Bending-Mode Periodic Response, 264 x 90 Cells, Moc=  2.0, 
a  =  10°, '8 =  70°, R e =  0.5 x 10s , A t =  0.0005.
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Figure 5.18 Comparison of the Bending-Moment Coefficient for the Navier-Stokes and Euler 
Solutions During the Fourth  Cycle of Bending-Mode Periodic Response, 264 x 90 
Cells, M0O=  2.0, a  =  10°, 0  =  70° , R e =  0.5 x 10s , A t =  0.0005.
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Chapter 6 
Rigid Delta Wings with Leading-Edge Flap Oscillations
For highly maneuvering fighter aircraft, which operate in the 
moderate to high angle-of-attack ranges, extensive regions of large- 
scale vortices develop on the leeward side of the vehicle wings and on 
the slender body. In these angle-of-attack ranges, the cross-flow 
velocity components and gradients of other flow variables become of the 
same order of magnitude or higher than those of the axial direction. 
Consequently, flow separations occur and vortices emanate from the 
separation lines of the boundary-layer flows on wings, strakes, flaps 
and fuselages of the aircraft. If the vortices are symmetric and 
stable, their influence could be exploited to provide high lift and 
maneuverability for the aircraft. One way to achieve such purposes is 
through the utilization of leading-edge flaps. The controlled motion of 
the flaps can provide certain controls of the flow and hence efficient 
maneuverability of the aircraft.
The main objective of this chapter is to study the unsteady 
flowfield around rigid-delta wings at moderate to large angles of 
attack with oscillating leading-edge flaps. Generally, the wing might 
undergo a time-dependent, rigid-body motion while the leading-edge 
flaps might undergo additional rigid-body motion of their own. In this 
case, relative rigid-body motion exists and one has to account for both 
the grid motion and deformation for both the wing and the flaps. This 
is achieved by formulating the fluid dynamics problem in terms of the 
unsteady Navier-Stokes or Euler equations relative to a moving frame of 
reference which is attached to the wing. Such a formulation eliminates 
the need to compute the grid motion due to the wing rigid-body motion. 
In addition, the grid deformation due to the flaps relative rigid-body
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motion is accounted for by using the unsteady, linearized Navier- 
displacement equations. The sequential, time-accurate solution of those 
two sets of equations provides the flowfield vector and the grid 
deformations.
In this chapter, computational solutions are obtained for 
flowfields around delta wings whose leading-edge flaps are undergoing 
symmetric or antisymmetric forced oscillations. The solutions are 
obtained using the Euler and Navier-Stokes equations. The unsteady flow 
results show the effects of varying the hinge location of the leading- 
edge flaps and the reduced frequency. The hinge-location is varied 
between the 75% and 55% local-half span. The reduced frequency is 
varied between 2z and 7r/2. T w o  supersonic flow conditions have been 
investigated. The first one corresponds to = 1.5 and a = 15°, where 
a strong cross-flow shock exists below the primary vortex, and the 
second one corresponds to = 2.4 and a =  19°, where a strong cross- 
flow shock exists above the primary vortex.
In this chapter, we consider steady and unsteady, locally-conical 
solutions since they are computationally efficient. Moreover, such 
solutions provide most of the physics of unsteady vortex-dominated 
flow. To obtain unsteady locally conical solutions from a model of the 
three-dimensional flow equations, the problem is solved on three cross- 
flow planes in the vicinity of a prescribed axial location at x = 1. 
During either the pseudo-time stepping for a steady flow solution or 
the time-accurate stepping for an unsteady flow solution, the 
components of the absolute flowfield vector are forced to be equal on 
these cross-flow planes.
The majority of the results reported in this chapter were 
published earlier by Kandil and Salman in Ref. [83] and [84].
6.1 Oscillating Leading-Edge Flaps with Shock Under the 
Vortex
A sharp-edged delta wing with leading-edge flaps is considered. 
The sweep-back angle, /?, of the wing and its flaps is 70 degrees. The
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flap hinge is located at local semi-span stations of z/b = 0.75, 0.65, 
and 0.55, where b is one-half the local span. Hence, the local spanwise 
flap lengths are 0.25, 0.35, and 0.45, respectively, of the total half 
span of the wing and its flaps. The problem is solved using both the 
unsteady, thin-layer Navier-Stokes equations for a freestream Reynolds 
number of 0.5x10 and the unsteady Euler equations.
A body conforming grid is generated when the wing and its flaps 
are planar by using a modified Joukowski transformation. The grid is 
stretched exponentially near the boundary in the normal direction. The 
grid size is 264x90 points in the wrap-around and normal directions, 
respectively. The flap is forced to oscillate harmonically at an angle 
f?(t) which is measured in the clockwise direction from the wing plane in 
the cross-flow plane. During the motion of the flap the grid is updated 
every 25 time steps using the Navier-displacement equations with a mesh 
Reynolds number of 5000.
6.1.1 Steady Inviscid and Viscous Solutions
In this section, supersonic, steady, vortical flows around a 
sharp-edged delta wing at an angle of attack of 15 degrees, freestream 
Mach number of 1.5 and freestream Reynolds number of 0.5x10® for the 
viscous solution are considered. The computational scheme is coded in 
the well known computer program ICF3D and used to solve the Navier- 
Stokes and Euler equations under the locally-conical flow assumption. 
Figure 6.1 shows the results using the Euler-equations in the upper 
part and the corresponding results using the Navier-Stokes-equations in 
the lower part. The results include the total-pressure-loss contours, 
cross-flow velocity vectors, cross-flow Mach contours and surface- 
pressure coefficient. The surface pressure on the lower surface for 
both the Euler and Navier-Stokes solutions show identical results. 
Similarly, the total-pressure contours at the lower surface show more 
loss in the Navier-Stokes solution than that in the Euler solution. The 
total-pressure loss in the Navier-stokes solution is due mainly to the
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viscous dissipation. On the upper surface and in the vortical-shock 
flow region, the results show substantial differences. It is clearly 
seen that the Navier-Stokes solutions capture the primary and secondary 
vortices as well as a tertiary vortex, while the Euler solutions 
capture a primary vortex only. This difference is due to the absence of 
viscous terms in the Euler equations. These differences substantially 
affect the pressure distributions on the upper surface under the 
vortical regions. The surface pressures of the Euler solutions show 
higher levels and different shapes from those of the Navier-Stokes 
solutions. The comparison clearly shows that the Navier-Stokes 
equations are required only in the vortical-shock flow region. Outside 
of this region Euler equations produce highly accurate solutions. The 
results of the steady flow cases serve as the initial conditions for 
the unsteady flow cases.
Next, the unsteady, thin-layer Navier-Stokes and Euler equations
are used to solve for the flows around the same sharp-edged delta wing
with prescribed oscillation of the leading-edge flap at different 
reduced frequencies and hinge locations.
6.1.2 Unsteady Solutions
a. Unsteady Flow Around a Delta Wing with Symmetric 
Leading-Edge Flap Oscillation
In this case the flaps on the right and left sides are
oscillating symmetrically through 8(t) which is given by
8(t) = 10° sin kt (6.1)
where k is the reduced frequency equal to 2 tt. The time accurate
stepping is carried out with At  = 0.000125. Hence, for each cycle of 
oscillation a total of 8,000 time steps are required. Periodic flow 
response is reached in the third cycle of oscillation. The problem is
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solved using the Euler equations and the Navier-Stokes equations.The 
Navier-displacement equations are used to update the grid every 25 time
steps with a mesh Reynolds number of 5000.
Figure 6.2 and 6.3 show a comparison of the Navier-Stokes and
Euler solutions for the total-pressure-loss contours and the surface-
pressure coefficients during the third cycle of motion for the left
1 1  *3side of the wing at the instants corresponding to 2, 2 2 and 2 ^
cycles, where the leading-edge flap angles are 0°, + 10°, 0°, and — 10°, 
respectively. In these cases, the hinge is located at 0.25b from the 
leading edge of the wing. One can see that the Euler solutions show a 
normal shock under the primary vortex in contrast with the oblique 
shock given by the Navier-Stokes solution. Moreover, the Euler shock 
location is different from that of the Navier-Stokes solution. The Cp 
curves of the Euler solution show a primary vortex and a strong shock 
with no secondary or tertiary separations. The Cp levels of the Euler 
solution are higher than those of the Navier-Stokes solution. A careful 
study of the Navier-Stokes solution at the given time steps shows the 
motion of the primary vortex, the secondary and tertiary vortices under 
the primary vortex and the oblique shock under the primary vortex and 
just ahead of the secondary vortex. It is seen from the surface- 
pressure coefficient curves that the peak suction pressures decrease
and move in the outboard direction. This decrease continues until 6 
becomes — 10°. As 8 increases, the peak suction pressures increase and 
move in the inboard direction again. This is due to the motions of the 
primary vortex and to the substantial secondary vortex.
Figure 6.4 shows the normal-force coefficient, C^, and the roll- 
moment coefficient, C^, of the Euler and Navier-Stokes solutions. The 
lift coefficient of the Navier-Stokes solution shows substantial
hysteresis response as compared to the Euler solution. The Euler- 
solution response shows higher levels as compared to the Navier-
Stokes response. Since the flaps oscillation is symmetric, one
expects the Cjj response to be zero for both solutions.
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Next, the hinge is located at 0.45b from the wing leading edge. 
Figures 6.5 and 6.6 show the total-pressure-loss contours and the upper 
surface-pressure coefficient of the Euler and Navier-Stokes solutions 
for symmetric leading-edge flap oscillation during the third cycle of 
motion. In Figs. 6.5 and 6.6, the left column shows the numerical 
solution obtained by the Euler equations while the right one shows the 
solution obtained by the Navier-Stokes equations. The structure and 
motion of the vortices and the shock as the flap moves upwards and 
downwards at a reduced frequency of 2 ir are clearly seen. For this 
location of the hinge, the flap motion substantially affects the 
primary vortex and the normal or oblique shock. It is seen that when 
the flaps move upward the primary vortex touches the wing surface, 
expands in the lateral direction and moves outboard. As the flaps move 
downward the primary vortex moves inboard and the oblique shock (for 
the Navier-Stokes solution) or the normal shock (for the Euler 
solution) also moves inboard. In Fig. 6.6, a comparison of the upper 
surface-pressure coefficient of the Euler and Navier-Stokes solutions 
is given. The Euler solution shows higher surface pressures than those 
of the Navier-Stokes solution. In Fig. 6.7, the normal-force 
coefficient and the rolling-moment coefficient of the Euler and Navier- 
Stokes solutions during the third cycle of periodic motion are shown. 
The Euler solution gives higher normal force than that of the Navier- 
Stokes solution in the right side of the loop. The rolling-moment 
coefficient hysteresis of the Navier-Stokes solution is higher than 
that of the Euler solution.
b. Unsteady Flow Around a Delta Wing with Anti-Symmetric 
Leading-Edge Flap Oscillation
In this case, the flow conditions a, and Re are kept the same
as those of the symmetric leading-edge flap oscillation case, case a.
Figures 6.8 to 6.11 show the results of this flow condition for 
anti-symmetric leading-edge flap oscillations where the right and left 
flap motions are given by
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0(t) =  ±  10° sin kt (0.2)
where the “+ ” sign is for the right flap and the sign is for the
left flap and k is the reduced frequency which is 2?r. The time-accurate
stepping for this value of frequency is 0.000125. Hence, for eacli cycle
of oscillation a total of 8,000 time steps is required. The hinge
location is located at 0.45b from the leading edge of the wing. Figures
6.8-6.10 show the total-pressure-loss contours, cross-flow Mach
contours and the surface-pressure coefficient for the Euler and Navier-
Stokes solutions for this case during the third cycle of periodic
1 'I *3motion at the instances corresponding to 2, 2jj-, 2^, 2̂ - and 3 cycles. 
The Euler solutions show a strong shock under the primary vortex as 
compared with the Navier-Stokes solutions. For the install t 
corresponding to 2^ cycle, where the right leading-edge flap is going 
up and the left side is going down, the Navier-Stokes solutions show an 
increase of the vortical region on the right leading edge and a 
decrease of the vortical region on the left leading edge. The motion of 
the vortex system and shock on the right side during the first half of 
the cycle is a mirror image of the motion of the vortex system and the 
shock on the left side during the second half of the cycle. In the 
first half of the cycle, the vortex system and the shock on the right 
moves outboard while the vortex system and shock on the left moves 
inboard. Again, the vortex system and shock of the Euler solutions show 
substantial differences from those of the Navier-Stokes solutions.
Figure 6.11 shows the and responses of the Euler and
Navier-Stokes solutions. The Navier-Stokes response shows
substantial hysteresis response and lower levels than the Euler (1| 
response. The Euler and Navier-Stokes, C^, responses show substantia.! 
hysteresis.
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c. Hinge-Location Effect on the Navier-Stokes Solutions 
for Anti-Symmetric Leading-Edge Flap Oscillation
Figures 6.12 to 6.18 show the effect of the hinge-location for 
anti-symmetric leading-edge flap oscillations using the Navier-Stokes 
equations. For this study, the motion of the right and left flaps is 
given by Eq. (6.2), the hinge locations are 0.25b, 0.35b and 0.45b from
the leading edge of the wing. For each of these three hinge locations,
the reduced frequency is 2?r, w and tt/2. The time-accurate stepping for 
these values of frequency is 0.0002. Hence, for each cycle of
oscillation a total of 5,000 steps are required when k = 2x; 10,000
steps are required when k = ir and 20,000 steps are required when k = 
7r/2. During the motion of the flap, the grid is updated every 25 time 
steps using the Navier-displacement equations with mesh Reynolds number 
of 5000.
For the case with k = 2w, Figures 6.12 to 6.14 show the computed 
results. Figures 6.12 and 6.13 show the total-pressure-loss contours 
and the surface-pressure coefficient during the third cycle of periodic 
response at 6 = 10° and 0 =  — 10°, which correspond to 2 ^ and 2 ^ 
cycles, respectively, for the three hinge locations. Figure 6.12 shows 
that, for the right side, as the the hinge location increases, the
primary vortex decreases and moves downward while the secondary vortex 
moves outboard and decreases in the lateral direction. For the left 
side, as the hinge location increases, the primary vortex moves
downwards with a decrease of the tertiary vortex. The surface-pressure 
coefficient on the upper wing surface for the three hinge locations are 
given in Fig. 6.13. It shows slight changes in the suction peaks
corresponding to the motion of the primary, secondary and tertiary 
vortices. Fig. 6.14 shows comparisons of the normal-force and rolling- 
moment coefficients during the third cycle of motion for varying hinge 
locations. The normal-force-coefficient level decreases as the hinge
location increases. For the rolling-moment coefficient, as the hinge 
location increases the rolling-moment-coefficient hysteresis increases.
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For the case of k = i, Figures 6.15 and 6.16 show the surface- 
pressure coefficient and the normal-force and rolling-moment 
coefficients for anti-symmetric leading edge flap oscillation with 
constant reduced frequency at the three hinge locations. Figure 6.15 
shows the modification in the level and location of the suction peaks 
corresponding to the motion of the primary, secondary and tertiary 
vortices. Figure 6.16 shows the hinge-location effect on the normal- 
force and rolling-moment coefficients. Again, as the hinge location 
increases, the normal-force-coefficient level decreases with the 
exception around 6( t)=0°, and rolling-moment-coefficient hysteresis 
increases.
For the case of k = 7r/2, Figs. 6.17 and 6.18 show the surface- 
pressure coefficient and the normal force and rolling-moment 
coefficients. Figure. 6.18 shows that as the hinge location increases 
the normal-force coefficient decreases and the rolling-moment- 
coefficient hysteresis increases.
It is clearly seen that the peak suction pressure changes as the 
leading-edge flap oscillates, for both the symmetricly and anti- 
symmetricly. This change can provide substantial hysteresis response as 
the hinge location changes. As a result, the normal-force coefficient 
level decreases as the leading-edge-flap length increases which may be 
caused by moving the hinge location away from the action of vortex- 
shock interaction. On the other side, the rolling-moment-coefficient 
hysteresis increases as the hinge location increases.
d. Reduced-Frequency Effect on the Navier-Stokes Solutions 
for Anti-Symmetric Leading-Edge Flap Oscillation
Figures 6.19— 6.24 show the results of the reduced-frequency 
effect for anti-symmetric leading-edge flap oscillations. The reduced 
frequency has been varied as 2t , 7r and tt/2, keeping the hinge location 
constant.
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For the case of hinge location H = 0.25b, Figs. 6.19 and 6.20 show 
the results of the surface-pressure coefficient and the normal-force 
and pitching-moment coefficients for the three values of reduced 
frequency. For the right sides at 0(t) = 10°, Fig. 6.19 shows that as 
the reduced frequency decreases the primary and secondary vortices move 
outboard and their corresponding suction peaks decrease. For the left 
side the primary and secondary vortices move inboard and their 
corresponding suction peaks increase. In Fig. 6.20, the normal-force 
coefficient and the rolling-moment coefficient are shown. The figure 
shows that the level of the normal-force coefficient decreases over 
most of the cycle as the reduced frequency decreases. The rolling- 
moment-coefficient hysteresis increases and rotates clockwise as the 
reduced frequency decreases.
For the case of hinge location H = 0.35b, Figs. 6.21 and 6.22 
show the surface-pressure coefficient and the normal-force and rolling- 
moment coefficients. Figure 6.21 shows that the decrease in the suction 
peaks corresponding to the vortices on the right side is larger than 
those of Fig. 6.19 for the shorter hinge location. It also shows that 
the increase in the suction peaks corresponding to the vortices on the 
left side are larger than those of Fig. 6.19. Figure 6.22 shows that as 
reduced frequency decreases, the level of the normal-force coefficient 
decreases. For the rolling-moment coefficient, the hysteresis response 
increases and the hysteresis loop rotates clockwise as the reduced 
frequency decreases. The rotation of the hysteresis loop of the 
rolling-moment coefficient of this case is larger than that of Fig. 
6.20.
For the case of hinge location, H = 0.45b, Figs. 6.23 and 6.24 
show the surface-pressure coefficient and the normal-force and 
pitching-moment coefficients. Figure 6.23 shows that the suction peak 
corresponding to the vortices on the right side decrease as the reduced 
frequency decrease, and on the left side the suction peak increases as 
the reduced frequency decreases. The suction peak decrease and increase
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on the right and left sides, respectively, are larger than those of 
Fig. 6.21 and 6.19. For the normal-force and rolling-moment 
coefficients, Fig. 6.24, the lift coefficient decreases over most of 
the period as the reduced frequency decreases, and the hysteresis loop 
of the rolling-moment coefficient increases and rotates clockwise as 
the frequency decreases. In comparison with the rolling-moment 
coefficient of the previous cases, the hysteresis loop is larger and
rotates more in the clockwise direction.
6.2 Oscillating Leading-Edge Flaps with Shock 
Above the Vortex
6.2.1 Steady Viscous Solution
In this section, the supersonic, steady vortical flows around the 
sharp-edged delta wing at an angle of attack of 19 degrees, freestream 
Mach number of 2.4 and freestream Reynolds number of 0.5x10® for the
viscous solution are presented. Figure 6.25 shows the total-pressure-
loss contours, cross-flow Mach contours, cross-flow velocity vectors 
and surface-pressure coefficient curves for this case, which serve as 
the initial conditions for the anti-symmetric leading-edge flap 
oscillations study. The surface-pressure-coefficient curve correspon­
ding to the wing suction side shows a flattened shape in the region 
between 0.3b and the leading edge. The reason behind this shape is the 
existence of a shock above the primary vortex as can be seen from the 
cross-flow Mach contours. The total-pressure-loss contours show the 
primary vortex, a large secondary vortex and a large tertiary vortex 
below the primary vortex. Also, the Mach contours show a complex shock 
system where a A-shock exists inboard on the top of the primary vortex.
Next, the unsteady, thin-layer Navier-Stokes equations are used 
to solve for the unsteady flow around this sharp-edged delta wing with 
leading-edge flap oscillation at different reduced frequencies and 
fixed hinge location.
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6.2.2 Unsteady Solution
а. Reduced-Frequency Effect on the Navier-Stokes Solutions 
for Anti-Symmetric Leading-Edge Flap Oscillation
The flap hinge is assumed at the local spanwise station of z/b = 
0.65, where b is one-half the local span. The flaps are forced to 
oscillate harmonically at an angle #(t), which is given by Eq. (6.2). 
During the motion of the flap, the grid is updated every 25 time steps 
using the Navier-displacement equations. For this case, reduced 
frequencies of 2x, x and x/2 are considered, keeping the hinge location 
fixed. The time accurate stepping for these frequencies is 0.0002. 
Hence, for each cycle of oscillation, a total of 5,000, 10,000 and
20,000 time steps are required for k = 2 x, k = x and k = x/2, 
respectively.
Figures 6.26—6.28 show the results of the total-pressure-loss 
contours, cross-flow Mach contours and surface-pressure coefficient. As 
the flap on the right side moves upward, the primary-vortex size 
increases in the lateral direction and decreases in the longitudinal 
direction (not shown). The lateral increase and longitudinal decrease 
in the size of the primary vortex increase as the reduced frequency 
decreases. The secondary vortex moves in the outboard direction and so 
does the shock wave below the primary vortex. The shock below the 
primary vortex keeps on moving toward the leading edge as the reduced 
frequency decreases, while the secondary vortex increases in the 
lateral direction and shrinks in the longitudinal direction. In fact, 
the secondary and tertiary vortex flows are connected with the primary 
vortex flow. As the flap on the left side moves downward, the lateral 
size of the primary vortex decreases and it moves inboard as the 
reduced frequency decreases. The surface-pressure coefficient, Fig.
б.28, shows that the right-side surface pressure decreases as frequency 
decreases while the left-side surface pressure increases as the reduced
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frequency decreases. The motion of the vortex system and shock on the
1 3left and right sides at 2^ cycles is a mirror image of the motion at 2̂ -
cycle.
Figure 6.29 shows comparisons of the normal-force and rolling- 
moment coefficients during the periodic-flow response for varying 
reduced frequency. As the reduced frequency decreases, the level of the 
normal-force coefficient decreases over most of the period. For the 
rolling-moment coefficient, the hysteresis response decreases as the 
reduced frequency decreases. However, the hysteresis loop of the 
rolling-moment coefficient still rotates in the clockwise direction as 
the reduced frequency decreases.
6.3 Summary
In this chapter, unsteady solutions of supersonic locally-conical 
flows over sharp-edged delta wings with symmetric and antisymmetric 
flaps oscillations, using the Euler and Navier-Stokes equations, are 
presented. A parametric study is presented to investigate the effect of 
reduced frequency and hinge location of the leading-edge flaps on the 
flow. This parametric study covered symmetric and antisymmetric forced 
oscillation of the leading-edge flaps. The effects of the freestream
Mach number and the angle of attack are also considered. The problem is
solved using time-accurate integration of the unsteady, thin-layer 
Navier-Stokes and Euler equations in conjunction with Navier- 
displacement equations for grid deformation. The reduced frequency is 
varied between 2ir and tt/2, and the hinge location is varied from 0.25b 
to 0.45b. Two supersonic flow conditions have been investigated; the 
first is for a freestream Mach number of 1.5 and an angle of attack of 
15°, where the shock waves exist under the primary vortex, while the
second case is for a freestream Mach number of 2.4 and an angle of
attack of 19°, where the shock waves exist above the primary vortex.
It is clearly seen that the normal-force coefficient has been 
slightly affected by the location of the leading-edge flaps, while the
120
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rolling-moment-coefficient loop increases in width and rotates 
clockwise as the leading-edge-flap length increases. The same 
conclusion is obtained as the reduced frequency decreases. This means 
that more benefit could be obtained from the leading-edge flap 
oscillation by adjusting the flap-hinge location and the motion of 
these flaps, either symmetrically or anti-symmetrically, and their 
reduced frequency. Also, other conclusions could be obtained from the 
rolling-moment hysteresis loops in which the width of these loops are 
smaller in case of shock above the vortex than the one in case of shock 
under the vortex. Results for both cases show that certain controls for 
the leading-edge vortex flow, and hence efficient maneuverability of 
aircraft, can be achieved.
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Figure 6.1 Steady-Flow Solutions Using the Euler and Navier-Stokes Equations, 264 x 90 Cells,
=  1.5, a  =  15°, R e =  0.5 x 10s , =  70°.
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Euler Solution Navier-Stokes Solution
Figure 6.1 Continued
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"iOBM Ofr
( 2 |  cycle)
Euler Solution. Navier-Stokes Solution
-.4 -.1 ' --4
Figure 6.2 Comparison of the Total-Pressure-Loss Contours for the Euler and Navier-Stokes Solutions
During the T hird  Cycle of Periodic Response for Symmetric Leading-Edge Flap
Oscillation, 264 x 90 Cells, =  1.5, a  =  15°, R e =  0.5 x L06, 0  =  70°, H =  0.25 b.
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Figure 6.3 Comparison of the Surface-Pressure Coefficient for the Euler and Navier-Stokes Solutions
During the Third Cycle of Periodic Response for Symmetric Leading-Edge Flap
Oscillation, 264 x 90 Cells, Mm =  1.5, a  =  15°, R e =  0.5 x 10s , 0  =  70°, H =  0.25 b.
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Figure 6.4 Normal-Force and Roll-Moment Coefficient for the Euler and Navier-Stokes Solutions 
During the T hird  Cycle of Periodic Response for Symmetric Leading-Edge Flap 
Oscillation, 264x90 Cells, =  1.5, a  =  15°, Re =  0.5 x 106, 3  =  70°, H =  0.25 b.
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Euler Solution Navier-Stokes Solution
Figure 6.5 Comparison of the Total-Pressure-Loss Contours for the Euler and Navier-Stokes Solutions 
During the Third Cycle of Periodic Response for Symmetric Leading-Edge Flap 
Oscillation, 264 x 90 Cells, =  1.5, a  =  15°, Re =  0.5 x 106, & =  70°, H =  0.45 b.
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Figure 6.6 Comparison of the Upper Surface-Pressure Coefficient for the Euler and Navier-Stokes
Solutions During the Third Cycle of Periodic Response for Symmetric Leading-Edge Flap
Oscillation, 264 x 90 Cells, =  1.5, a  =  15°, Re =  0.5 x 10s , 0  =  70°, H =  0.45 b.
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Figure 6.7 Normal-Force and Roll-Moment Coefficient for the Euler and Navier-Stokes Solutions
During the Third Cycle of Periodic Response for Symmetric Leading-Edge Flap
Oscillation, 264 x 90 Cells, = 1.5, a = 15°, Re = 0.5 x 10s, ,5 = 70°, H = 0.45 b.
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Euler Solution, (2 cycle)
Navier-Stokes Solution, (2 cycle)
tgMfti. ii an
Euler Solution, (2-1 cycle)
Navier-Stokes Solution, (2^ cycle)
Figure 6.8 Comparison of the Total-Pressure-Loss Contours for the Euler and Navier-Stokes Solutions
During the T hird  Cycle of Periodic Response for Anti-Symmetric Leading-Edge Flap
Oscillation, 264 x 90 Cells, =  1.5, a  =  15°, R e =  0.5 x 106, '3 = 70°, H =  0.45 b.
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Euler Solution, (2^ cycle)
Navier-Stokes Solution, (2^ cycle)
Euler Solution, (2-7 cycle)
Navier-Stokes Solution, {2 j  cycle)
Figure 6.3 Continued
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>x  Euler Solution, (2 cycle)
Navier-Stokes Solution, (2 cycle)
Euler Solution, (2-4 cycle)
Navier-Stokes Solution, (2^ cycle)4
Figure 6.9 Comparison of the Cross-Flow Mach Contours for the Euler and Navier-Stokes Solutions 
During the Third  Cycle of Periodic Response for Anti-Sym m etric Leading-Edge Flap 
Oscillation, 264 x 90 Cells, =  1.5, a — 15°, R e =  0.5 x 106, /? =  70°, H =  0.45 b.
133
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
800-  i£uier Solution, (2-y cycle)
Navier-Stokes Solution, (2^ cycle)
9®0"  Euler Solution, (2^ cycle)
Navier-Stokes Solution, (2-r cycle)
Figure 6.9 Continued
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Figure 6.10 Comparison of the Upper Surface-Pressure Coefficient for the Euler and Navier-Stokes
Solutions During the T hird  Cycle of Periodic Response for Anti-Symmetric Leading-Edge 
Flap Oscillation, 264x90Cells, =  1.5, a  =  15°, Re =  0.5 x 106, j3 =  70°, H =  0.45 b.
135
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
.800
■ x—x Euler Solution 





















-10 -a -8 -4 -2 0 2 4 0 8 10
Flap Angle
Figure 6.11 Normal-Force and. Roll-M oment Coefficients for the Euler and Navier-Stokes Solutions 
During the T h ird  Cycle of Periodic Response for Anti-Sym m etric Leading-Edge Flap 
Oscillation. 264 x 90 Cells, Mm  =  1.5, a  =  15°, R e =  0.5 x 106, j? =  70°, H =  0.45 b.
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(2^ cycle; &(t) =  +10°)
H =  0.25 b
.23
-.03
H =  0.35 b
H =  0.45 b
Figure 6.12 Hinge Location Effect on the Total-Pressure-Loss Contours a t Constant Frequency,
k =  2tt, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells, Mm  =  1.5, 
a  =  15°, Re =  0.5 x 10s , /? =  70°.
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( 2 | cycle; 0(t) =  -  10°)
----  .23 - -----------
I'igure 6.12 Continued
H =  0.45 b
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Figure 6.13 Hinge Location Effect on the Upper Surface-Pressure Coefficient a t Constant Frequency, 
k =  2tt, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells, =  1.5, 
a  =  15°, R„ =  0.5 x 10s , 0  =  70°.
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Figure 6.14 Hinge Location Effect on the Normal-Force and Roll-Moment Coefficients at C onstant 
Frequency, k =  2tt, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells,
=0 p    n ; v l n6Mto =  1.5, a  =  15 , R e =  0.5 x 10°, /? =  70u.° 
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Figure 6.15 Hinge Location Effect on the Upper Surface-Pressure Coefficient at Constant Frequency, 
k  =  t , for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells, Mm =  1.5,
=  15°, R =  0.5 x 10°, 0  =  70u.rnO
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Figure 6.16 Hinge Location Effect on the Normal-Force and Roll-Moment Coefficients at Constant 
Frequency, k =  7r, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells, 
Mm =  1.5, a  =  15°, R e =  0.5 x 10s , 0  = 70°.
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Figure 6.17 Hinge Location Effect on the Upper Surface-Pressure Coefficient at Constant Frequency, 
k =  rr/2, for Anti-Symmetric Leading-Edge Flap Oscillation, 264x90 Cells, =  1.5, 
a  =  15°, R e =  0.5 x 10s , 0  =  70°.
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Figure 6.18 Hinge Location Effect on the Normal-Force and Roll-Moment Coefficients a t Constant 
Frequency, k =  tt/ 2, for Anti-Symmetric Leading-Edge Flap Oscillation, 264x90 Cells, 
Mm  =  1.5, a  =  15°, Re =  0.5 x 106, £  =  70°.
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( 2 |  cycle; Q{t) =  +  10°)
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Figure 6.19 Reduced Frequency Effect on the Surface-Pressure Coefficient a t Fixed Hinge Location,
H =  0.25 b, for Anti-Symmetric Leading-Edge Flap Oscillation, 264x90  C e l l s , =  1.5. 
a  =  15°, R e =  0.5 x 10s , p  =  70°.
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Figure 6.20 Reduced Frequency Effect on the Normal-Force and Roll-Moment Coefficients at Fixed 
Hinge Location, H =  0.25 b, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 
Cells, Mm =  1.5, a  =  15°, R e =  0.5 x 10s, 3 = 70°.
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Figure 6.21 Reduced Frequency Effect on the Surface-Pressure Coefficient at Fixed Hinge Location,
H =  0.35b, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells, =  1.5. 
a  =  15°, Re =  0.5 x 106, 0  = 70°.
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Figure 6.22 Reduced Frequency Effect on the Normal-Force and Roll-Moment Coefficients at Fixed 
Hinge Location, H =  0.35 b, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 
Cells, =  1.5, a  =  15°, R e =  0.5 x 10s , 0  =  70°.
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Figure 6.23 Reduced Frequency Effect on the Surface-Pressure Coefficient at Fixed Hinge Location, 
H =  0.45 b, for Anti-Sym m etric Leading-Edge Flap Oscillation, 264 x 90 Cells,
Mm =  1.5, a  =  15°, R e =  0.5 x 106, j3 =  70°.
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Figure 6.24 Reduced Frequency Effect on the Normal-Force and Roll-Moment Coefficients at Fixed 
Hinge Location, H =  0.45 b, for Anti-Symmetric Leading-Edge Flap Oscillation, 264x90 
Cells, =  1.5, a  =  15°, R e =  0.5 x 106, /? =  70°.
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Figure 6.25 Steady-Flow Solutions Using the Navier-Stokes Equations, 264x 90 Cells, M =  2.4, 
a  =  19°, R e =  0.5 x 106, j3 = 70°.
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Figure 6.26 Reduced Frequency Effect on the Total-Pressure-Loss Contours a t Fixed Hinge Location, 
H =  0.35 b, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells,
Mm  =  2.4, a  =  19°, Re =  0.5 x 10s , (3 =  70°.
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Figure 6.26 Continued
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Figure 6.27 Reduced Frequency Effect on the Cross-Flow Mach Contours at Fixed Hinge Location, 
H =  0.35 b, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells,
=  2.4, a  =  19°, R e =  0.5 x 106, 0  =  70°.
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Figure 6.27 Continued
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Figure 6.28 Reduced Frequency Effect on the Upper Surface-Pressure Coefficient a t Fixed Hinge
Location, H =  0.35 b, for Anti-Symmetric Leading-Edge Flap Oscillation, 264 x 90 Cells, 
Mm =  2.4, a  =  19°, R e =  0.5 x 106, 0  =  70°.
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Figure 6.29 Reduced Frequency Effect on the Normal-Force and Roll-Moment Coefficients at Fixed 
Hinge Location, H =  0.35 b, for Anti-Symmetric Leading-Edge Flap Oscillation. 264 x 90 
Cells, =  2.4, a  =  19°, R e =  0.5 x 106, 0 = 70°.
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Chapter 7 
Wing-Rock Phenomenon and Its Control
The aerodynamics of leading-edge flaps of delta wings has been 
receiving considerable research effort recently because of its 
favorable effects on flow control. The controlled motion of leading- 
edge flaps can be utilized to control the leading-edge vortex flow over 
the flight envelope for efficient maneuverability of aircraft.
In this chapter the interdisciplinary problems of unsteady fluid 
dynamics and rigid-body dynamics and control of delta wings with and 
without leading-edge flap oscillation are studied. For the fluid 
dynamics problem, the unsteady, thin-layer Navier-Stokes equations as 
well as the Euler equations are solved in the moving frame-of-reference 
along with the unsteady, linearized, Navier-displacement equations. The 
Navier-Stokes and Euler equations are solved for the flowfield using 
the implicit, finite-volume scheme of Sec. 4.3.3. The Navier- 
displacement equations are solved for the grid deformation, if the 
leading-edge flaps oscillate, using an Alternating Direction Implicit 
(ADI) scheme of Sec. 4.5. For the dynamics and control problem, the 
Euler equation of rigid-body dynamics for a wing and its flaps, which 
is given in Sec. 3.4, is solved interactively with the fluid equations 
for the wing-rock motion and subsequently for its control. Three 
applications will present including a damped stable motion, a limit 
cycle periodic rolling oscillation exhibiting wing-rock response, and a 
wing-rock control using anti-symmetric oscillation of the leading-edge 
flaps. For the third application, the leading-edge flaps are forced to 
oscillate anti-symmetrically at a prescribed amplitudes, frequencies 
and phase during the growing rocking motion of the wing. The 
controlling effects of leading-edge flap oscillations on the flow and
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the wing motion are presented and discussed. The results which are
reported in this chapter have been published earlier by Kandil and
Salman in References [88] and [136].
7.1 Stable Rolling Oscillation of a Delta Wing
A delta wing with a sweep-back angle of 70 degrees, at an angle 
of attack of 15 degrees and a freestream Mach number of 1.5 is 
considered for this application. The wing has an modified elliptic 
section with sharp edges and its maximum thickness ratio is 0.05. The 
wing dimensionless mass-moment of inertia about its axis of rotation, 
Ixx, is 0.02. The bearing dimensionless damping coefficient, A, is 0.15 
and the torsional spring dimensionless stiffness, k, is 0.20. The
unsteady, thin-layer Navier-Stokes equations are solved for locally- 
conical flow. The computational grid is of 190x90 grid points in the 
wrap-around and normal directions in the cross-flow planes. The grid is 
generated by using a modified Joukowski transformation. The Reynolds 
number is chosen as 0.5xlO6.
The unsteady Navier-Stokes equations are solved using pseudo-time 
stepping to obtain the steady flow solution, Fig. 7.1, which serves as 
the initial conditions for the unsteady fluid flow problem. In Fig. 
7.1, the results show the cross-flow Mach contours, the surface- 
pressure coefficient, the cross-flow velocity vectors and the total-
pressure-loss contours. It should be noticed that the flow is symmetry, 
then, the wing initial roll angle, and roll-angular velocity, ,
are set at 0.0° and — 0.35°, respectively. They are used as initial 
conditions for the rigid-body rolling equation. Next, the unsteady 
Navier-Stokes equations and the Euler equation of rigid-body rolling 
motion are sequentially integrated accurately in time with A t  = 0.001. 
Figure 7.2 shows the time responses of the roll angle, 61, roll-moment 
coefficient, Cy, normal-force coefficient, C^, and phase plane of vz 
91. These curves show that the unsteady responses die away within a time 
range of 12. Moreover, and lead the wing motion during the
transient response. The wing and its flow are conclusively in a stable
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condition. The equilibrium position corresponds to 6-y = 0°. In Fig. 7.3, 
snapshots of the total-pressure-loss contours of the leading-edge
vortex system and the surface-pressure coefficient at t = 1, 2, 3, 5
and 7, are presented. Notice that strong asymmetric vortex flows exist
during the early time transient response. As time passes, the vortex
flow recovers its symmetry and the flow becomes steady.
7.2 Limit Cycle Periodic Rolling Oscillation of a Delta Wing 
(Wing Rock)
For this application, a delta wing with sweep-back angle of 80 
degrees, at an angle of attack of 35 degrees and a Mach number of 1.4 
is considered. The wing elliptic section with modified sharp-leading 
edges is the same as that of the stable rolling oscillation case. The 
wing mass-moment of inertia about its x-axis is 0.02, the bearing 
damping coefficient A is 0.15, and the spring stiffness coefficient k is 
0.74. The unsteady Euler equations are solved for unsteady locally- 
conical flow. The computational grid is 64x64 points in the wrap around 
and normal directions. It is generated by using a modified Joukowski 
transformation. The Euler equations of fluid flow are used instead of 
the Navier-Stokes equations to solve the present problem to reduce the 
computational time required to solve this limit cycle periodic case.
Figure 7.4 shows the steady-flow solution which includes the 
crossflow-Mach contours, surface-pressure coefficient, crossflow- 
velocity vectors, and total-pressure-loss contours. The steady flow is 
slightly asymmetric, and hence Mx ^ 0 at t = 0. Therefore, the initial 
values of 0̂  and 0a are set equal to zero. The Euler equations of fluid
flow and the Euler equation of rigid-body rolling motion are integrated
sequentially in time with A t  = 0.0025. Figures 7.5-7.8 show the
results for this case. The time responses of Fig. 7.5 show the long
time, t~8, that it takes to build up the unstable responses. This also 
can be noticed on the phase plane of and Cjj, Fig. 7.6, by the many 
small loops existing around the point of initial conditions. The time
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responses of Fig. 7.5 show clearly that 015 C^, and increase
continuously in time with increasing frequencies. The limit-cycle 
response is reached at t ~ 20 which is clearly shown in Fig 7.6. Figure
7.7 shows typical time responses of 0X, 0-̂ , 0 j, and during the 
limit-cycle response. Here again, Cjj and lead the motion and a
typical period of oscillation is 0.93 giving a frequency of 6.74. The 
mean amplitude of 6-y is — .5°; its maximum is 40°, and its minimum is 
— 41°. The numbers on Fig. 7.7 show the corresponding values of 015
and during the response. One should notice that at point 3, 01 has an
almost zero value while Cy has a negative value, and has a maximum
value. At point 2, 91 has a maximum value of 40° while has an almost
zero value. Thus it is seen that provides a restoring rolling moment 
opposite to the motion to preserve the limit-cycle response without 
divergence. Figure 7.8 shows snapshots of the surface-pressure 
coefficient and cross-flow velocity at the instants corresponding to 
points 1-5 of Fig. 7.7. The strong asymmetric motion of the primary 
vortices are clearly seen. Also, the surface-pressure-coefficient 
response clearly shows the generation of the restoring rolling moment 
to the wing motion.
7.3 Control of Wing Rock Using Anti-Symmetric Leading- 
Edge-Flap Oscillation
The next application in this chapter is to control the response 
of the limit-cycle motion (wing rock) case. For this purpose, a 
leading-edge flap hinge is assumed to be at the 0.76 location of the 
local half-span length. The flap motion is introduced at different 
instants of time; the first one is during the build-up of the wing rock 
phenomenon at t0 = 13.02 and 6  ̂ = — 4°, and the second one is when the 
limit-cycle response has been reached, i.e. t0 = 23.27 and 01 = — 40°. 
For both cases the Cy is almost equal to zero during the transition 
from the negative to the positive side of the oscillation. The flap 
motion is anti-symmetric and is given by
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02i(t) =  021max sin k/Iop(t - to) (7.1)
With the aid of the previous values of 6X, and k of the wing
(Physically, they can be measured by sensors to feed back the leading-
edge flap motion), the maximum amplitude of the flap defection angle is
chosen as = — 0.5°, and the reduced frequency of the flap is, lmax
chosen as k^ ap =  6.74. Equation (3.60) for the wing-flaps motion is 
sequentially integrated accurately in time, with A t  = 0.0025, along 
with the Euler equations of fluid flow, and the Navier-displacement 
equations are used for the grid deformation. Figure 7.9 shows the time 
responses of 0-̂ , 6 and for the wing. It is clearly seen that
the 0* response is damped within t — t0 = 13 with a mean value of + 5°. 
However, the wing is still oscillating periodically around this mean 
position with a small amplitude of almost 0.5°. Figure 7.10 shows the 
phase planes of and Cjj during the whole history of response,
instability and control.
In order to suppress the wing rock phenomenon completely, the 
flap motion is modified as follows
^21
02 i(t) = r +  (tm-yt0) sin k"°p(t _ to) (7-2)
An algebraic function in time is introduced for the amplitude value so
that the amplitude decays with time. Figure 7.11 shows the stable 
response of the wing after t = 30. The wing assumes an equilibrium 
position of 4- 5° without any oscillation. To check that this is a 
stable equilibrium position, the wing is disturbed at t = 40 with a 
small 01. Figure 7.11 shows the time responses of 9i’ h >  6 1’ CM and 
for the whole history of the motion. Obviously, the equilibrium 
position is a stable one. Figure 7.12 shows the phase planes of the 
whole history of 6j and responses. It should be mentioned here that 
the control problem for this case has also been tested by varying
Bey* and k . Figures, 7.13—7.16 show the corresponding results to
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those of Figs. 7.9-7.12, when the same control is applied at t0 = 23.27 
which is during the limit cycle response. It should be noted here that 
the nonlinear Euler equation for the wing-flaps motion has been used, 
since 9  ̂ is no longer small.
7.4 Summary
The interdisciplinary problems of the unsteady vortex-dominated 
flows and rigid-body dynamics of delta wings with and without leading- 
edge flap oscillations are presented. A stable, damped wing-response 
problem has been solved using the Navier-Stokes equations and the Euler 
equation for rigid-body rolling motion. Next, the wing-rock problem is 
simulated by using the Euler equations for fluid dynamics and rigid- 
body rolling motion. Finally, the active control of the wing-rock 
problem is solved by using the Euler equations for fluid dynamics and 
rigid-body rolling motion along with the Navier-displacement equations. 
It has been shown that the wing rock response can be controlled 
effectively by using tuned anti-symmetric leading-edge flaps 
oscillation, which is introduced at small as well as large 9̂  values. 
The linearized Euler equation for wing-flaps motion, Eq. (3.60), is 
used when 9  ̂ is small. When 9j is large, the nonlinear Euler equation 
for the wing-flap motion, Eq.(3.58), is used.
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b) Surface-Pressure Coefficienta) Crossflow-Mach Contours
riTTTTTTT
c) Crossflow-Velocity Vectors
d) Total-Pressure-Loss Contours 
Figure 7.1 Steady-Flow Solution Using the Thin-Layer Navier-Stokes Equations, 190 x 90 Cells,
MOO
=  1.5, a  =  15°, 0  =  70°, R e =  0 .5 x l0 6.
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Figure 7.2 Roll-Angle, Roll-Moment-Coefficient, Normal-Force-Coefficient and Phase-Plane 
Responses for a  Stable Rolling Motion, 0  =  70°, a  =  15°, Mm =  1.5, lxx =  0.02, 
A =  0.15, k =  0.2, A t =  0.001, 8 °x =  0., 9°1 = -  0.35.
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a) Total-Pressure-Loss Contours b) Surface-Pressure Coefficient •
n=1000 ' z/b
n = 3.000
wo -<ag tan ooa—iw
n=3000
Figure 7.3 Total-Pressure-Loss and Surface-Pressure-Coefficient Responses a t Selected Tim e Steps
for a Stable Rolling Motion, 0  =  70°, a  =  15°, =  1.5, 1 ^  =  0.02, \  =  0.15, it =  0.2,
A t =  0.001, 9°1 = 0., 9°1 =  -  0.35.
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c) Crossflow-Velocity Vectors d) Total-Pressure-Loss Contours
Figure 7.4 Steady-Flow Solution Using the Euler Equations, 64 x 64 Cells, Mm =  1.4, a  =  35°, 
0  =  80°.
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Figure 7.5 Roll-Angle, Roll-Angular Velocity, Roll-Angular Acceleration, Roll-Moment-Coefficient 
and Normal-Force-Coefficient for a  Limit Cycle Rolling Motion (W ing-Rock), (3 =  80°, 
a  =  35°, Mgj, =  1.4, IM =  0.02, k =  0.74, A t =  0.0025, 9°1 =  9°1 =  0.0
169
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3s
oei -i.o





-1.0 ' 1 1 1 I 1 ‘ I I ' I L l t-i- I t ■ ■ 1 t ■ ■ 1 ■ I ■ ■ L_1 > ■ . ■ . I , . . .
































Figure 7.6 Roll-Angle, Roll-Moment Coefficient and Normal-Force-Coefficient Phase Planes for a 
Limit Cycle Rolling Motion (Wing-Rock), 0  =  SO0, a = 35°, M ^  =  1.4, IIa. =  0.02, 
k =  0.74, A t =  0.0025, 0°^ =  9°1 =  0.0
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Figure 7.7 Roll-Angle, Roll-Angular Velocity, Roll-Angular Acceleration, Roll-Moment Coefficient 
and Normal-Force Coefficient During the Limit-Cycle of Wing Rock. 3  =  80°, a  =  35°
Moo =  L4> l xx =  °-02- & =  °-74- A =  °-0025- 9° i  =  9°  1 =  0-0
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n = 10343 s/b
a) Crossflow-Velocity Vectors b) Total-Pressure-Loss Contours c) Surface-Pressure Coefficient
Figure 7.8 Crossflow-Velocity-Vectors, Total-Pressure-Loss and Surface-Pressure-Coefficient 
Responses at Selected Time Steps for a Limit Cycle Rolling Motion of Wing Rock,
/? = 70°, a = 35°, M ^  = 1.4, \xx = 0.02, A = 0.2, k = 0.74, A t = 0.0025,
e°1 =  e°1 =  0.0.
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a) Crossflow-Velocity Vectors b) Total-Pressure-Loss Contours c) Surface-Pressure Coefficient
Figure 7.S Continued
174

























Figure 7.9 Roll-Angle, Roll-Angular Velocity, Roll-Angular Acceleration, Roll-Moment Coefficient 
and Normal-Force-Coefficient for Leading-Edge Flaps Active Control , /? =  80°,a  =  35°, 
=  1.4, 6°21 max =  -  0.5°, ky,ap =  6. 14, 021( t)=  ff2lm ois' n -  to)> to — 13.02
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Figure 7.10 Roll-Angle and Roll-Moment-Coefficient Phase Planes Covering History of Responses; 
Instability and Active Control, j3 =  80°, a  =  35°, Mw =  1.4, 9°2imax = ~  °-5°>
kflap ~  6-74’ ̂ 2l(t) =  ̂ 21 maxsin ̂ //ap(* ~ ko)i t0 = *3.02
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Figure 7.11 Roll-Angle, Roll-Angular Velocity, Roll-Angular Acceleration, Roll-Moment-
Coefficient and Normal-Force-Coefficient for Decaying-Amplitude Active Control 
Followed by Disturbance, ,<? =  80°, a  =  35°, Mw =  1.4, 0°2lmax =  -  0.5°, kflap =
6.74, 021(t) =  l sin k//a p (t -  t0), t0 =  13.02
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Figure 7.12 Roll-Angle and Roll-Moment-Coefficient Phase Planes Covering History of Responses;
Instability, Control and Disturbance, (3 = 80°, a = 35°, M m  = 1.4, 0°2imax = — 0.5°,
kf l ap =  2̂1(t)= ̂  s*n ~ *0 ) 1 ’'O = 13.02.
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Figure 7.13 Roll-Angle, and Roll-Angular Velocity, Roll-Angular Acceleration, Roll-Moment 
Coefficient and Normal-Force Coefficient for Leading-Edge Flaps Active Control, 
0 =  80°, ol =  35°, Mm =  1.4, 9°21max = -  0.5°, k//ap  =  6.74,
2̂l(^ =  ̂ 21 max s*n ̂ f l a p i— =  23.27.
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Figure 7.14 Roll-Angle and Roll-Moment-Coefficient Phase Planes Covering History of Responses; 
Instability  and Active Control, =  80°, a  =  35°, M ^  =  1.4, d°2i max =  -  0.5°, 
kflap =  6-74' 021( t)=  ^21 max s*n — to)’ **0 =  23.27.
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Figure 7.15 Roll-Angle, Roll-Angular Velocity, Roll-Angular Acceleration, Roll-Moment
Coefficient and Normal-Force Coefficient for Decaying-Amplitude Active Control 
Followed by Disturbance, j3 = 80°, a  =  35°, =  1.4, 0°21 max =  — 0.5 , k ^ ap
6.74, 021(t) =  i  +  j Sin ^/Zap^ -  to ’̂ to =
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r.16 Roll-Angle, and Roll-Moment-Coefficient Phase Planes Covering History of Responses; 
Instability  Control, and Disturbance, /? =  80°, a  =  35°, =  1.4, 0°21 max =  -  0.5°,
t„ .P = «.M. M ‘) = r r f S t ) sin " *o)’ to = 2 3 '2 7 '
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Chapter 8 
Three-Dimensional Delta Wing Computations
Three-dimensional effects play an important role in the 
development of the leeward-side flowfield, and their effects become 
even more significant with increasing angle of attack. Severe memory 
and computing time requirements for the time-accurate solution of the 
unsteady Navier-Stokes equations limit the flow resolution in three- 
dimensional-flow simulations. Therefore, three-dimensional numerical 
simulation of the unsteady flow problems considered in this chapter are 
solved using the Euler equations.
In this chapter, computational simulation of three-dimensional 
flows around a delta wing undergoing rock and roll-divergence motions 
is presented. The problem is a multidisciplinary one where the Euler 
equations for fluid flow and the Euler equation of rigid-body dynamics 
are solved sequentially. The rolling oscillation is self excited and it 
is triggered by vortex-flow asymmetry on highly swept delta wings at 
high angles of attack. The results which are reported in this chapter 
have been published by Kandil and Salman [137].
8.1 Steady-Flow Solution (Initial Conditions)
A sharp-edged delta wing with a leading-edge sweep of 80° is 
considered for the computational applications. The angle of attack is 
set at 30°, and the freestream Mach number is chosen as 0.3 for low 
speed simulation. The computational domain consists of 32x32x48 grid 
points in the axial, normal and wraparound directions, respectively. 
The grid is generated in the crossflow planes using a modified 
Joukowski transformation, which is applied at the grid-chord stations 
with exponential clustering at the wing surface. The three-dimensional,
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
unsteady Euler equations are solved using pseudo-time stepping to 
obtain the steady flow solution which serves as the initial conditions 
for the unsteady flow problem.
Figure 8.1 shows the results for the steady-flow solution. The
results include the cross-flow velocity vectors and static-pressure 
contours at three-chord stations of 0.54, 0.79 and 0.91, and the
corresponding surface-pressure coefficient at two chord stations of 
0.54 and 0.79. The results show that although the wing is at zero
sideslip angle, the flow is asymmetric. The primary vortex on the right 
side produces more suction pressure than the one on the left side, and 
hence there is a net counter-clockwise (CCV) rolling moment. Using 
these results for the initial conditions of the wing-rock problem, the 
wing is released from rest at zero roll angle, 9 = 0°, and zero roll 
velocity, 9 = 0°.
8.2 Unsteady Subsonic Flow
8.2.1 Simulation of Wing-Rock Phenomenon
The wing is assumed to be fixed to an axle which rotates on
bearings. The bearing damping coefficient is A = 0.15. Torsional
springs of stiffness k = 0.74, are assumed at the ends of the axle. 
The wing mass-moment of inertia about its axis 1^ = 0.285.
Since the steady flow solution is asymmetric, Mj. in Eq. (3.60) has 
a non-zero value and hence the equation is initially inhomogenous. At t 
= 0, the initial values of 9  ̂ and are set equal to zero and release 
the wing with its initial Mx value as the driving rolling moment. At t 
= At, Eq. (3.60) for the wing dynamics is integrated to obtain 9j and 
hence 9  ̂ and 9 j ( At = 0.005). Then, the Euler equations for the fluid 
flow are integrated to obtain the components of the flowfield vector 
and hence p and Mx. Next, t is increased to 2 A t  and the sequential 
integration of the dynamics equation and the fluid flow equations is 
repeated. The sequential solutions are repeated until the limit-cycle 
amplitude response is reached.
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Figure 8.2 shows the time responses of the roll angle, rolling-
moment coefficient, and normal-force coefficient, and the corresponding
phase plane responses of the roll-angular velocity, rolling-moment
coefficient and normal-force coefficient. Significant transient 
responses develop in the time range of t = 0 to 22, wherein the
amplitudes of the responses increase and decrease. Thereafter, t > 2 2 ,  
the amplitudes of the responses continuously increase until t = 95. At 
t > 95, the amplitudes and frequencies of the responses become
periodic reaching the limit-cycle response, which is typical of the 
wing-rock motion. During the limit-cycle response, the maximum roll 
angle, 9max, is 10°, the minimum roll angle, 9min, is — 11°, and the 
period of oscillation is 3.53, which corresponds to a frequency of 
1.78. With A t  = 0.005, each cycle of oscillation in the limit-cycle 
response requires 706 time steps. The responses shown, up to t = 140, 
required 28,000 time steps. It should be noticed that the frequency of 
the normal-force coefficient is twice that of the roll angle and roll- 
moment coefficient.
Next, one cycle of the limit-cycle response is considered and 
analyze the roll angle, rolling-moment-coefficient and normal-force- 
coefficient responses to gain physical insight into the wing-rock 
phenomenon. For this purpose, Fig. 8.3 shows 9, and versus time in 
the range of t = 135.19 to 138.72 and the corresponding 9, Cjj and 
versus 9 in the range of 9 = — 0° to + 0°. This period of oscillation 
is marked by the numbers 1-5 in Fig. 8.3. In the first quarter of the 
cycle (1 —* 2), the roll angle of the left side of the wing decreases 
from 0° to — 11°, and the wing rolls in the clockwise (CW) direction, 
the rolling-moment coefficient increases and changes sign from — 0.057 
to 0.0 to + 0.023 and the normal-force coefficient decreases and then 
increases from 2.68 to 2.65 to 2.75. It is important to notice that the 
rolling moment changes its sign which means that the rolling moment 
during the first part of this quarter of the cycle is in the CW 
direction (the same direction as the motion) and in the second part of 
this quarter of the cycle in the CCW direction (the opposite
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direction of the motion). Hence, the rolling moment increases the 
negative angle in the first part and then it limits the growth of the 
roll angle in the second part. In the second quarter of the cycle (2 —> 
3) the roll angle increases from — 11° to 0°, and the wing rolls in the 
CCW direction. The rolling-moment coefficient increases and then 
decreases from + 0.023 to 0.045 to 0.040, and the normal-force
coefficient increases and then decreases from 2.75 to 3.00 to 2.84. The 
rolling-moment coefficient is in the CCW direction (the same direction 
as the motion). In the third quarter of the cycle (3 —► 4) the roll 
angle increases from 0° to 1 0°, and the wing keeps its rolling motion in 
the CCW direction. The rolling-moment coefficient decreases and changes 
sign from + 0.040 to 0 to — 0.038, and the normal-force coefficient 
decreases and then increases from 2.84 to 2.78 to 2.86. Again, it is 
noticed that the rolling moment changes its sign from CCW to CW 
directions and limits the roll angle growth.
Figures 8.4— 8 . 6 show snapshots at points 2 and 4 of Fig. 8.3 for 
the cross-flow velocity vectors and the static-pressure contours at the 
chord stations of 0.54, 0.63 and 0.79 and the surface-pressure
coefficient at the chord stations of 0.54 and 0.63. The same type of 
results in the wake region at the chord station of 1.25 are given in 
Fig. 8.7. In Figs. 8 .4-8.6 and for 9  ̂ = — 11°, the primary vortex on
the right side is nearer to the upper wing surface than the one on the 
left side. Moreover, the primary vortex on the right is further away 
from the plane of geometric symmetry in comparison to the one on the 
left. The surface-pressure curves show large peaks on the right side 
and the surface-pressure coefficient on the right side is larger than 
the one on the left side. This results in a CCW rolling moment at this 
maximum negative roll angle of - 1 1°. In Figs. 8 .4-8.6 and for 9y
= + 1 0°, the opposite process occurs; the surface-pressure difference 
on the left side is larger than the one on the right side, and this 
results in a CW rolling moment at this maximum positive roll angle of 
+10°. These results are consistent with those of references [19] and
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[20]. Behind the trailing edge, Fig. 8.7, the vortices move away from 
the extended plane of the wing surface.
Figure 8 . 8 shows the position data of the right and left vortices 
for either positive or negative roll angles at chord stations 0.54 and
0.79. The lower vertical displacement occurs when the wing is rolling 
in a direction away from the vortex and the larger vertical 
displacement occurs when the wing surface is moving towards the vortex. 
Fig. 8.9 shows the variations of the maximum static pressure of the 
vortex cores of the primary vortices on the left and right sides versus 
the roll angle for the chord station of 0.54, and 0.79. The numbers on 
the maximum static-pressure figures correspond to those in Fig. 8.3. 
Since the maximum static pressure of the core is proportional to the 
vortex-core strength, it is seen that the primary vortex on the right 
side has a greater strength at point 2 , as compared to that on the left 
side. The strength differential between the right and left vortices, 
along with the locations of the vortex cores, substantially contribute 
to the net total CCW rolling moment which limits the negative growth of 
the roll angle and reverses the wing motion. Similarly, it is concluded
that the strength differential between the left and right vortices at
point 4 substantially contributes to the net total CW rolling moment
which limits the positive growth of the roll angle and reverses the
wing motion.
In Fig. 8.10, the rolling-moment coefficient splits into 
restoring and damping components similar to Konstadinopoulos et al.
[129]. First, the rolling-moment coefficient Mj. is fitted using the
following expressions in terms of 9 and 0:
M-p — 9 I- a2 9 -{- a3 93 -i- â $̂  9 -f- a 9̂ 92 *4~ a3 93 -f- a^ 93 a3 949
+ a902 93 + alo03 92 + an 0 94 + a12 95 (8.2)
The coefficients aj through a12 are determined using a least-squares fit
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along with Gaussian Elimination. A comparison of the original (x x)
and fitted (o o) rolling-moment coefficients is shown in Fig. 8.10.
Next, we split the fitted rolling-moment coefficient into a restoring 
part, Mr, and a damping part, Mrf, as follows:
Mr — ( ax + a5 9  ̂-t u-jj d̂ ') 9 -f- ( a^ -}- ^  ^  "f ^7^  (^'^)
= ( a2 a4 9̂  -I- ag Ô') 9 ~b ( a^ + ag 9  ̂ ) 9  ̂-1- aj2$̂  (^*^0
Figure 8.10 also shows Mr and 9 versus time, and Md and 9 versus time. 
On these figures, the numbers 1, 2, 3, 4 and 5 are correspond to the 
same numbers in Figs. 8.3 and 8.9. In the first quarter of the cycle (1 
—► 2), the roll angle 9 decreases from 0° to — 11°, the restoring 
rolling moment becomes negative during the first part and positive 
during the second part and the damping rolling moment, which is 
negative at point 1 , increases during the first part and becomes almost 
zero during the second part. It is very interesting to notice that Mr 
and are negative during the first part and hence they are in the same 
direction as the motion. During the second part, Mr becomes positive, 
reaching its maximum at point 2 when 9max = — 11° and hence it limits 
the angle growth. During the same second part, becomes almost zero, 
indicating a loss of damping rolling moment. In the second quarter of 
the cycle (2 —► 3), Mr remains almost constant during the first part and 
drops to zero in the second part when the roll angle becomes 0°. During 
the same second quarter, increases continuously from 0 to a maximum 
positive value when the roll angle becomes 0 degrees. In the third 
quarter of the cycle (3 —* 4), a similar interaction of 9, Mr and as 
that of the first quarter (1 —* 2 ) occurs except with opposite signs. 
These conclusions are exactly similar to those of Ref. [129]. Hence, 
the loss of roll damping is responsible for the wing-rock motion.
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8.2.2 Simulation of Wing Roll Divergence
In Ref. [55], it has been reported that roll divergence has been 
observed for the 80 degree leading-edge sweep delta wing. In fact, roll 
divergence has been shown analytically to exist for certain initial 
conditions using the phase-plane analysis, Ref. [55]. In the present 
work, the same wing described earlier to simulate roll divergence is 
considered. The aerodynamic conditions are kept the same as those for 
the wing-rock problem. For the dynamic conditions, A = 0 and k = 0,
i.e., there is neither bearings damping nor torsional springs. The 
mass-moment of inertia is kept at 1^ = 0.285. Starting with the same 
steady flow solution of the wing-rock problem, as the initial 
conditions, the wing is released at t = 0.
Figures 8.11 to 8.15 show the results of this case. Figure 8.11 
shows the roll angle, rolling-moment coefficient and normal-force 
coefficient versus time. The roll angle increases slowly to 10° at t = 
4.5 (point 1) while the rolling-moment coefficient increases until t = 
4.5. The rolling-moment coefficient is in the CCW direction, which is 
the same direction as the motion. The normal-force coefficient 
increases and then decreases to almost its original value. Figure 8.12 
shows the corresponding snapshots at point 1 of the cross-flow velocity 
vectors and static-pressure contours at the chord stations of 0.54 and 
0.79 and the surface-pressure coefficient. The primary vortex on the 
right side is larger than the one on the left and it is nearer the 
plane of geometric symmetry than the one on the left. The surface- 
pressure coefficient shows that a net CCW rolling-moment exists. In the 
time range t = 4.5 to 6 (point 1 —> 2), Fig. 8.11 shows that the roll 
angle increases at a faster rate than before (d = 35° at point 2), the 
rolling-moment coefficient also increases at a faster rate and the 
normal-force coefficient drops. Figure 8.13 shows the corresponding 
snapshots of results at point 2. The primary vortex on the right 
becomes larger than the one on the left. Moreover, the primary vortex
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on the right expands in the spanwise direction, while the one on the 
left moves outboard of the left leading edge. The surface-pressure 
coefficient shows that the pressure coefficient on the left upper 
surface becomes positive. This explains the fast increase in the 
rolling-moment coefficient and the fast decrease in the normal-force 
coefficient.
In time range t = 6 to 6.75 (points 2 -* 3), Fig. 8.11 shows that 
the roll angle increase at an even faster rate than before (0 — 64° at 
point 3), the rolling-moment coefficient increases to a peak value and 
then decreases. Figure 8.14 shows the corresponding snapshots of 
results at point 3. The primary vortex on the right side becomes very 
large and affects a portion of the left side of the wing. The primary 
vortex on the left is already off the left leading edge. In fact, one 
can see that the left vortex is on the left lower surface of the wing. 
The surface-pressure curves explain the loss of normal force and the 
increase and decrease in the rolling-moment coefficient.
In the time range of t = 6.75 to 8.25 (point 3 —» 4), Fig. 8.11 
shows that the roll angle becomes substantially higher (8 = 138° at 
point 4), the rolling-moment coefficient decreases rapidly and the 
normal-force coefficient increases rapidly. Figure 8.15 shows the 
corresponding snapshots of the results at point 4. The primary vortices 
on the upper surface disappear and start appearing on the lower 
surface. The surface pressure curves show that the pressure coefficient 
on the lower surface is completely negative and on the upper surface is 
partially positive and partially negative. The surface pressure curves 
explain the sudden drop in the rolling-moment coefficient and the 
sudden increase in the normal-force coefficients.
8.3 Summary
In this chapter, and for the first time, the multidisciplinary 
problem has been simulated computationally for the unsteady, three- 
dimensional, subsonic flows around a delta wing undergoing wing-rock
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and roll-divergence motions. The sequential solutions of the three- 
dimensional unsteady Euler equations for the flowfield and the Euler 
equation of rigid-body rolling motion for the wing kinematics have been 
derived and coded in the ICF3D code. Simulation of the wing-rock 
problem is obtained for a delta wing which is mounted on an axle with 
torsional springs and the axle is free to rotate in bearings with 
viscous damping. The wing starts its motion under the effect of an 
initial rolling moment due to the initially asymmetric flow at zero 
roll angle and zero angular velocity. For the simulation of the roll- 
divergence problem, the bearings are assumed frictionless and the 
torsional springs are removed. It has been shown that the hysteresis 
responses of position and strength of the asymmetric right and left 
primary vortices are responsible for the wing rock motion. Moreover, it 
has also been shown that the loss of aerodynamic damping rolling moment 
at the zero angular velocity value is a main reason for the wing rock 
motion. These conclusions are consistent with the previous findings of 
experimental and computational research work.
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Figure 8.1 Three-Dimensional Subsonic Flow, Steady Euler Solutions for Sharp-Edged Delta 
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Figure 8.2 History of the Unsteady Three-Dimensional Wing-Rock Oscillation, 32 x 32 x 48 Cells, 
a = 30°, M m = 0.3, 0 = 80°, Ixx = 0.285, A = 0.15, k = 0.74.
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Figure 8.3 Limit-Cycle Responses for Unsteady Three-Dimensional Wing-Rock Oscillation, 
32 x 32 x 48 Cells, a  =  30°, =  0.3, 0  =  80°, I , ,  =  0.285, A =  0.15, k =  0.74.
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Figure 8.4 Snapshots of Cross-Flow Velocity Vectors, Static-Pressure Contours and Surface- 
Pressure Coefficient During the Limit-Cycle Responses a t Chord S tation, §  =  0.54, 
for M aximum and M inimum Roll Angle.
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Figure 8.5 Snapshots of Cross-Flow Velocity Vectors, Static-Pressure Contours and Surface- 
Pressure Coefficient During the Limit-Cycle Responses a t Chord Station, §  =  0.63, 
for M aximum and M inimum Roll Angle.
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Figure 8.6 Snapshots of Cross-Flow Velocity Vectors and Static-Pressure Contours During the 
Limit-Cycle Responses a t Chord Station, ^  =  0.79, for M aximum and Minimum Roll 
Angle.
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Figure 8.7 Snapshots of Cross-Flow Velocity Vectors and Static-Pressure Contours During the 
Limit-Cycle Responses a t Chord Station, ^  =  1.25, for M aximum and M inimum Roll 
Angle.
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Figure 8.10 Analysis of Aerodynamic Moment of Wing-Rock Oscillation During The Limit-Cycle 
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Figure 8.11 History of the Unsteady Three-Dimensional Roll Divergence, 32 x 32 x 48 Cells, 
a  =  30°, =  0.3, 0  =  80°, Ixx = 0.285, A =  0.0, k =  0.
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Figure 8.13 Snapshots of Cross-Flow Velocity Vectors, Static-Pressure Contours and Surface- 
Pressure Coefficient During the Roll Divergence at Two Chord Stations, ^ — 0.54, 
£ =  0.79, n2 =  1200, T 2 =  6.0, 02 =  35°.
212
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
£= 0.54 £=0.79
I I I»/«
' V»r' ' .mm
Cross-Flow Velocity Vector Field








Figure 8.14 Snapshots of Cross-Flow Velocity Vectors, Static-Pressure Contours and Surface- 
Pressure Coefficient During the Roll Divergence at Two Chord Stations, £  =  0.54, 
£ =  0.79, n3 =  1350, Tg =  6.75, 0g =  64°.
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Figure 8.15 Snapshot of Cross-Flow Velocity Vectors, Static-Pressure Contours and Surface- 
Pressure Coefficient During the Roll Divergence a t Two Chord Stations, §. =  0.54, 
§  =  0.79, n4 =  1650, T 4 =  8.25, &4 =  138°.
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Chapter 9 
Conclusions and Recommendations for Future Work
9.1 Conclusions
The main object of the current research is to introduce and 
explore a multidisciplinary type problem for use with the Euler and 
Navier-Stokes equations. The primary reason for the multidisciplinary 
type problem method is to model the physics and the interaction between 
aerodynamics and dynamics for two- and three-dimensional flow problems. 
Two classes of unsteady flow problems have been solved. In the first 
class, the wing motion is prescribed a priori, and the formulation 
includes the unsteady Euler and Navier-Stokes equations for the fluid 
dynamics and the unsteady, linearized Navier-displacement equations for 
the grid deformation. In the second class, the wing motion is obtained 
as a part of the solution and the formulation includes the rigid-body 
dynamics equations in addition to the fluid dynamics and grid- 
deformation equations. Applications for the first class of problems 
have been obtained in Chaps. 5 and 6, while applications of the second 
class have been obtained in Chaps. 7 and 8.
Modifications to the ICF3D three-dimensional unsteady Euler/ 
Navier-Stokes code for the aerodynamic analysis of airfoils and wings 
used in this dissertation have been presented and reviewed in Chaps 3 
and 4. The modifications involve a grid deformation capability using 
the unsteady, linearized Navier-displacement equations which have been 
derived and implemented in the code. The Navier-displacement equations 
are integrated simultaneously with the governing flow equations to 
solve for grid deformation for pulsating-thickness oscillation of
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a bicircular-arc airfoil and for bending mode oscillation and leading- 
edge flap oscillations of a delta wing. Computational simulations were 
performed using the Euler and Navier-Stokes equations. Also, one of the 
main goals of the present research work was to develop an efficient and 
reliable formulation and computational algorithm to correctly implement 
the Euler equation of rigid-body dynamics for the wing only or for the 
wing and its flaps. In this chapter, a summary of the findings of the 
numerical investigations is presented. At the end of the chapter, some 
recommendations for future research work on the computational unsteady 
vortex-dominated flows are given.
In Chaps. 5 and 6, an algorithm was developed to obtain solutions 
for flows around a two-dimensional airfoil and a sharp-edged delta wing 
using the CFL2D code for the first problem and the ICF3D for the second 
one. In Chap. 5, pulsating oscillation of a bicircular-arc airfoil has 
been computed and compared with the available computational results 
with a good agreement. It is shown that the shock location and strength 
are sensitive to the solid-boundary deformations. Also, in the same 
chapter, the bending mode oscillation problem for a delta wing has been 
presented. The study shows that the vortex size, the shock location and 
shock-vortex interaction experience large changes during the bending­
mode oscillation. These large changes have substantial effects on the 
lift and bending-moment coefficients. These two applications provide a 
strong validation for the developed Navier-displacement formulation 
schemes where the fluid dynamics equations and the grid-deformation 
equations are used.
In Chap. 6, steady and unsteady flow problems, including shock 
waves above and under the primary vortex, have been solved, for the 
first time, using the Euler and Navier-Stokes equations for the flow 
relative motion in a moving frame-of-reference. The results have shown 
the detailed formation and interaction of the primary vortex and shocks 
for symmetric and anti-symmetric leading-edge flap oscillations with 
different frequencies, different hinge locations, as well as for 
different Mach numbers and angles of attack. The advantage of using
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such a formulation is that the equations can be used for bodies with 
any general motions. Furthermore, the relative-motion Euler and Navier- 
Stokes equations are also applicable to problems formulated in space- 
fixed frame of reference. So, this is a very versatile set of equations 
to be solved for general aerodynamic applications.
Next, while the asymmetric steady or unsteady flow gives rise to 
large changes in force and moment characteristics of the vehicles, the 
control of asymmetric vortex flow around slender bodies is of vital 
importance. Computational studies for active control of supersonic 
wing-rock phenomena, using the Euler equations for fluid dynamics and 
rigid-body dynamics along with the Navier-displacement equations for 
grid deformation have been presented in Chap. 7. In this chapter, where 
the wing motion is not prescribed a priori, a stable, damped wing 
response problem has been analyzed using the Navier-Stokes equations 
and the Euler equations of rigid-body rolling motion. Also, the wing- 
rock problem has been simulated and active control of these phenomena 
has been achieved. The results show that anti-symmetric leading-edge 
flap oscillations provided an effective way to control the wing-rock 
phenomenon with a tuned flap reduced frequency that is at least equal 
to the wing-rock frequency.
In Chap. 8, steady, asymmetric, subsonic, three-dimensional flow 
problems have been solved using the Euler equations. Then, two 
unsteady-flow solutions of wing-rock limit-cycle oscillations and roll- 
divergence cases have been presented. The results show that the 
hysteresis responses of the position and strength of the asymmetric 
right and left primary vortices are responsible for the wing rock 
motion. Moreover, the loss of aerodynamic damping rolling moment is a 
main reason for the wing rock motion.
The original results presented in Chaps. 7 and 8 represent the 
first simulation work for the interdisciplinary problem of unsteady 
vortex-dominated flows and rigid-body dynamics of delta wings.
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9.2 Recommendations for Future Work
Vork is underway to verify the wing rock phenomenon with fine 
grids and compare with the available experimental data. In the 
meantime, investigation of the phase plane history is recommended to 
specify exactly the convergence and divergence regions. Moreover, 
allowance should be made for the wing to pitch and roll simultaneously 
and effect of the pitching motion on the wing rock should be examined.
If the computational capability is available, further efforts 
with very fine grid resolution have to be focused on fully resolving 
the highly complex vortical regions. Such efforts will definitely 
minimize the effect of truncation error and artificial dissipation on 
the numerical solutions and allow an unbiased judgment of the flow 
physics.
The next step of this research work is to extend the current 
schemes to predict the deformations of solid surface wings and the 
unsteady flow problem for flutter prediction at large angles of attack. 
Flutter analysis can be performed by coupling the flow equations with 
the aeroelasticity equations.
Computational research work is needed to study the control of the 
three-dimensional wing-rock phenomenon for sharp-edged delta wings at 
low speed, which is of vital importance to flight vehicles. Other 
active-control methods which make use of blowing or suction ports with 
various blowing rates and orientations of the ports on the body surface 
can provide a means of controlling undesirable rolling motions which 
develop at moderate and high angle of attack. So, leading-edge-flap 
control and the other control devices play an important role in 
understanding the vortex-dominated flows for optimum design of aircraft 
in the higher angle of attack range where the conventional control 
surfaces lose their effectiveness.
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Appendix A 
Maneuvering Motion in Moving Frame-of-Reference
The most general form for the unsteady, three-dimensional flow 
around a maneuvering wing, body or wing-body configuration undergoing 
six degree of freedom motion will be presented. Any special maneuvering 
motion can be obtained from the following equations.
The angular velocity vector £1 of the moving frame of reference, 
as well as its component Clj, ^  and fig, is given by
Cl — Cl̂  i CI2 j -F Clg k (A.l)
Clj = — a sin/? + 9 (A.2a)
CI2 = a cos/? sin# + 0 cos9 (A.2b)
Clg = a cos/? cos# — 0 sin# (A.2c)
where the orientation of the wing is described using the Eulerian
angles, a , /? and #, which refer to the angles of attack, yaw and roll,
respectively.
The angular acceleration vector, C l ,  of the moving frame of
reference, as well as its component C2 ,̂ Og an^ CI35 is given by
Cl = C ^  i + CI2 3 f" ^ 3   ̂ (A.3)
where
C2j = — a sin/? — a '(3 cos9 + 9 (A.4a)
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^ 2  = ("<*" cos/3 — a fa sin/3 — fa 6) sin#
+ (a # cos/3 + /3 ) cos# (A.4b)
fig = (a* cos/3 — a fa sin/3 — fa 0) cos#
+ (a # cos/3 + fa ) sin# (A.4c)
The transformation acceleration vector, â , of the moving frame of
reference and its component, (aj)-p (a^)2 and (a^)g, are given by
at = a a - a r 
-~ Dt Dt
= "a 0 + fix"? -f 2 fixVr + fix (fix?)
= i + (a^)2 j + (a^g & (A.5)
where
(a*)l = (ao) 1 + (z ^ 2  - y ^ (wr ^ 2  “ vr % )
+ (y fî  - x fi2) fi2 - (x fig - z fî ) fig (A.6a)
(a <)2 = (ao )2 + (x ^ 3 — z % )  (ur %  ~ wr % )
+ (z fi2 — y fig) fig - (y fî  - x fi2) fij (A.6b)
(a/)3 = (ao)3 + (y ~ x ̂ 2 ) "*■ ^ (vr ̂ 1 — ur ̂ 2^
+ (x fig - z fij)  fij - (z fi2 - y f ig ) fi2  ( A . 6c)
Next, these equations are simplified for rolling oscillation in 
which a, #, #, and # are nonzero, and with (a0)̂  = (a0 )2 = (a0)g = 0 ,
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while a = 'a = /? = (3 = P = 0. Then, the above equations will
reduce to
i = 6 i (A-7)
f! =  flj i =  0 i (A.8)
*4 = (at)l i + (a<)2 J + (a<)3 * (A-9)
( a ^  = 0 (A.10)
• O(a^ 2  = — z — 2 wr — y fij
= — (z + y fi-̂ ) — 2 wr fij (A. 11)
(a^)g = y fij + 2 vr Jij - z
= — (y + z fl-ĵ ) + 2 vr (A. 12)
To calculate the source-term components, given in Eq. (3.27), for
general maneuvering problems, one has to simplify these components as 
follows
V r-a0 = ur (a0)j. + Vj, (aQ)y + wr (aQ)z (A.13)
(fl x"r ) 'a0 = (z - y % )  (ao)i + (x fig - z fi1)(a0)2
+ (y 8 1 - X  fi2) (ao)3 (A.14)
V D -(at - fix\V) = uQ [(aQ)1 - wr ft2 - vr Qg]
+ vo C(ao)2 - ur Q3 ~ wr fy]
■f wo [(ao)3 — vr ̂ 1 — ur 2̂-1 (A. 15)
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f a m
Vr-(Axr) = ur [z Ŝ 2 — y
+ vr [x fig — z A-̂ ] + wr [y A-̂  — x ^2 ] (A. 16)
(A xv) • (A x"r) = [z ^ 2  — y ^3 ] [z ̂ 2  — y
+  [ x  Ag —  Z  Aj] [ x  Ag — Z  Aj]
+ [y A-̂  — x ^2 ] [y %  - x f^] (A.IT)
For rolling oscillation only, one can get
Vr-luo = 0 (A. 18)
(A x"r) -lio = 0 (A. 19)
~V0 -(&t - flx\g = 0 (A.20)
Vr'(!}xr>) = Aj (- vr z + wr y) (A.21)
(fixr>)'(0x'r) = Aj A^ (y2 + z2) (A.22)
For the Navier-Stokes equations, the source-term components due to the 
rigid-body motion will be
(S)! = 0 (A.23)
(S)2 = 0 (A.24)
(®)3 = J (z ^ 1 + y + 2 p wr A-̂ )] (A.25)
(S)4 =  J i p (z Aj2 - y Aj) - 2 p vr A1)] (A.26)
(2 ) 5 = j [z p v r Aj - y p wr Aj - p Aj Aj (y2 + z2)]
_ A  J i  L l o o  ( _  r l  2 , 4  _ 2 , 2^
9t? |J Rg I l3 ^  d?7 +  ^ Vx +  3  ny +  Vz ) drj
2 3 2
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1 d  w n  r 1 9  Ur 1 9  v„
+ 3 i v 11* z + ^  ’* ’* “9T+ i ^ y ^ s f
+(Vx2 + Vy2 + I ̂ 2) ^gi^] y %)j (A.27)
For the Euler equations, the source-term components due to the rigid-
body motion will be
(S)1 = 0 (A.28)
(S)2 = 0 (A.29)
(S)3 = j [p (z ft] + y ft]2) + 2 p wr ft])] (A.30)
(S)4 = 3  [p (z ft]2 - y ft]) - 2 p vr ft])] (A.31)
(S)5 = j [z p vr ft] - y p wr ft] - p ft] ft] (y2 + z2)] (A.32)
For steady applications, the source-term components due to the rigid-
body motion for the Euler and Navier-Stokes equations will be zero.
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Appendix B
Inviscid, Viscous and Source-Term Flux-Jacobians
The inviscid-flux Jacobian, Aj, in the direction is given by




U-^x(7~2K  tyur-Zx(y ~ l)vr ^ ur_ â:(T “ l)wr (x(7~
(zvr-fy(7-l)ur V~(y(7~2)vr fzvr~ty(7 ~ !)wr £y(r_
(xwr-(z(7-l)ur ^ w r-^(7-l)vr - 2)wr (g(y-
€ * ^ -(7 - l ) u rU €yi/>-( 7~l)vrV £z^ - ( 7 - l ) w rU 7U
where
= 7 <W - <j>2
<t>2 =  ^  2 *■ (Ur2 + vr2 + W r 2 )
U    U j .  +  £y V r +  £ z  W j ,








V-»7x(7-2)ur T)y u r -r]x ( y  - l)vr 
V x ^ r - ^ - ^ r  V-Vyh ~ 2)vr 
»7zWr-7?2(7-l)ur r)2 w r -r)z ( y  -  l)vr 
^ - ( 7 - i ) u rv  ’nyi>-{i ~ l)vrV
Vz
7}znr~T)x(7 — l)wr 
V zv r ~ V y ( 7  -  l ) w r  
V-J?z(7 - 2)wr 
Vz^-h ~ 1 )wrV
0
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oThe inviscid-flux Jacobian, Aj, in the f direction is given by
A3~
r° c* Cy c2 o
Cx<t>2--arW  W - C x(y-2)ur C y « r - C * ( r  “  l ) v r  C * V “ C * ( 7  -  l ) w r  C * ( 7 “ l)
C y 0 2 - v r W  C x v r - C j / ( T - l ) u r  W - C y(7 - 2)vr C 2 v r ~ C y ( 7  -  l ) w r  C y ( 7 “ l) ( B - 7 )
C ^ 2- w r W Cxwr - ^ ( T - l ) u r  C2wr -C z( r  -  l )v r  W -C z(7 ~ 2)wr  < * (7 -1 )
L -(V > -^ 2)W  Ca:V,- ( 7 - l ) “ rW  Cyi>—(7 — l )v r W  <2l M 7  ~  l)w r W 7W  -










1° CO = 0
h2,4 = 0
h2,5 = 0
h3,1 = J (z Sj +
h3,2 = 0
h3,3 = 0
h3,4 = 2 0J “ l
h3,5 = 0
h4,1 = J (- y %
h4,2 = 0
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1*5,1 = - J %  (y2 + z2)
d f  1 Moo«i /VI l N
dj — R—  v3 I x V y *  ~ S i x  Vz v)
d(pnr)
drj
+ K v x 2 + §  rty2  +  ’n 2 ) z  -  g  Vy *iz y ]  d ^d'1f )~




+ 2 {ur (J TJX  T)y z - J J/* 7/z y)
+  v r  l(T)x 2  +  ±  T)y 2  +  T } 2 ) z  -  i  77y  77z  y ]
+ wr [J z - C»7 a r 2  +  *?y2 + f »?z2) y] })|
h5 ,2  =  ^ { 3^2 c j  ^  ^ z  -  J  ** *»* y ]  }
*5,3 = J *1 z + |  + J * 2 + V,2)
-  i r j y V z  y ]  g e j
h -  _  I  6  V  -  A  f  1 ^  Moc»l
’4  -  J  drj \ J p 2 Re [ - 5 rty *lz 2
- (vx2 + ny2 + I rj2) y]
h5,5 = 0
The source-term Jacobian, H, for the Euler equations is given by
r 0 0
0 0
zO* + yO*2 0
- yO* +  zO*2 0
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c\
The viscous-flux Jacobian, (Av)2 > in the £ direction (for the steady 
case) is given by
(av)l, 1 — 0




(au)2,l = J Re W




(atf)2,4 = 1J Rg a3(j>)il
(a?;)2,5 - 0
( aD ) 3,1 = J Rg ^"2^
(at>)3,2 = 1J Re a2
(av)3,3 = 1J Re a4:('p')ri
(av)3)4 = 1J Rg “5 (^)7?
(av)3,5 = 0
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( av ) 4 , l  -  j  " r c t a3 ( P^t) +  a5 ( / )» ?  +  a§( p)r)~\
(au)4,2 = T T £  “3( ^ * 7  
(au)4,3 = J T£ "5&T} 
(a«)4)4 = j ^ r  a6^rj
( a u ) 4 , 5 = 0
2 2 2 / N 1 r /ur V Zvr V ,Wr , ^ ,UrV rx(au)5,1 j“ĵ  C“l(— ))j + + aQi~p~)rj + 2 a2̂ ~~p~̂ r}
+ 2 “3 ( ^ ) 9  + 2 - “o (f - - ---+- v/  +Wr2
Cav)5)2 = j ̂ Re C“l(— )?j + a2^~P~\ + a3(~7~^r) + “0
(au)5,3= jl^ l0‘2(-~T~)r) + “4(-̂ -)t7 + ab^~T^i] + a0
(aw)5,4 = JTC t“3('7_)»7 + a5̂ ~P~h + a6(~Jr')r} + a0
(a«)5,5“ “ j V  a0 (J)V
where
ao ~ ivO- ~ 7) ^ ^
«1 = /* (§ Vs2 + Tty2 + T7Z2)
a2 — 3 ^z’ty
a3 = f  VsVz
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a5 ~ 3
a Q — V- O a f  +  Vy' +  |  Vz  )  (B. 12)
n
The viscous-flux Jacobian, (A,,^, in the f direction (for the unsteady
case, rolling oscillations only) is given by
K ) 5)i = EK^ilsieady {(a3 V ~  a 2 z) ^ | ^
+  («5 y - «4 z)a(9̂ r) + (a6 y + a5 Z) ^ H  - 2 [ ur (“3 y
“ “2 z)|f + vr (a5 y ~  a4 z) ^  +  wr(a6 y “ a5 z)ff }
MqoO i
(au)5,2 = K &v)5,21 steady ~ j2 ^  (a3 y “ a2 z) ^
MqqO-I
(av)5,3 = E(at))5)3]s<ead2/ - j2 ^2r ^“5 y _ "4 z) ^
MppQi „\9p
J2 p2Re(au)5,4 = C(aw)5,4]«teady " ~T2\2p ' K  y “ a5 z> ^
M~.fi, P„(7 - 1) 
(av)5,5 = E(av)5?5]sfead2/------- -g— 2"----
J p Itg 0
The rest of the viscous Jacobian components are the same as for the 
steady case.
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Appendix C 
Limiter for Navier-Displacement Equations
In addition to the mesh point Reynolds number Rê  which is 
different from the flow Reynolds number, a new limiter has been 
developed in order to avoid folding or overlapping, particularly in 
regions of high flow reversal. In this limiter, one can control the 
minimum space or grid point motion.
Figure C-l shows a sketch of the grid points in the computational 
domain with the assumption that the distances between the grid point 
under consideration a(i,j) and all the four neighbors points are given 
by
a = i , j 
t>= i+ljj 
c = i,j+l 
d = i-1,j 
e =  i, j-1
The absolute value of the four distances surrounding the grid point 
a(i,j) are given by
I ab I == \|(xi-KL,j - xi,j >2 + (yi+i,j - yi,j )2
ac == \|(Xi, j+1 “ Xi,j )2 + (yi,j+l - yi,j
I ad I =
ae =
(xi-i,j - xi,j ) + (yi_i,j - yi,j Y
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Let dmin be the minimum distance around point a(i,j) which is found by 
comparing Eqs. (C.1)-(C.4). Then, the new location of point a(i,j) at 
time step n+1 could be found as follows
for ^(5;,j)2 + (v.-.j)2 < 0 . 4 d min
(*i,j)n+1 =  (x,.,.)" + u.-,i (C.5)
(yitj)n+1 = (yitj)n +  vitJ- (C.6)
and for >J(ai.j)2 + (*i,;)2 > °-4 d min
0.4 d m .-_ U ;  •K i )"+1 = (*.•„■)" + i,_ : (c-7)
11  0.4 d  •„ V ;  •(yu)n+1 = (y.-,i)n + t -~i2 ;2- <c-8)
In the above Eqs. (C.5)-(C.8), j, v. j are the grid displacements




( " x  , ! x  V V\ -> - - 7 '
/
z "V /
{  d -V Y - j V ' r
X-'-'A/ )
\ 7 ' • 1 ' V  'V  v (.5 i7 ‘ d*  r / C Y  \/  ̂e\; \
/ V
/  \  \  
/  \
Figure C .l Sketch of Grid Points for Navier-Displacement-Equations Limiter
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Appendix D 
Explicit Multi-Stage Runge-Kutta Scheme
Solutions of the rigid-body dynamic equation, Eq. (3.60), can be 
obtained using a four-stage Runge-Kutta time-stepping scheme. In this 
scheme, a transformation of Eq. (3.60) into two first order equations 
has been applied as follows
= P = fi('M1,p) (D.l)
'0 j = p = f2(t,^,p) (D.2)
Then,
f1(t,^1,p) = p (D.3)
A „ kf2(t,01,p) = P = T £- - - p - P - T^-01 (D.4)
X X  X X  X X
Solving Eqs. (D.3) and (D.4) to calculate and as follows
kl = At &ln’ Pre)
h  = A t * 2 ^ ’ Gln’ Pn)
nIM A  t fl (tn + c2dt, eln + Cjjkj, Pn + c21l)
12 ~ At +  c2dt> h n 4- c2k1 , Pn + c2ll)
IICO At fl(tn + c3dt’ 6In + Cgkrj, Pn + C*
i—1CO (D.5)
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13 = A t  f2(tn + c3dt, 6ln + c3k2, pn + c3l2)
k4 = A t  + c4dt, 6ln + c4k3, pn + c4l3)
14 = A t  f2(tn + c4dt, 6ln + c4k3, pn + c4l3)
where
c2 = 5 ’ c3 = 5 ’ c4 = 1 
A t =  minimum time step.
The values of 6-̂ and 6 at time step n+1 are given by
0l"+1 = 0]” + (̂/̂ l ki + @2 k2 + %  k3 + ̂ 4 k4) (D*6)
01n+1 = 6^” +  If/Jj lj + /?2 12 + /?3 13 + /?4 14 ) (D.7)
where the four coefficients of Eqs. (D.6) and (D.7) are
/?! =1.0, /?2 =2.0, /?3 =2.0 and ;34 =1.0
Knowing and one can use second-order central differences to
calculate 0
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Appendix E 
Generating a Bicircular-Arc Airfoil
A Bicircular-arc airfoil of thickness ratio TR and chord length 
C has been generated to solve the two-dimensional pulsating-thickness 
oscillation problem. In order to generate this configuration, one has 
to follow these procedures.
The governing equation of a circle is given by
(x - xc)2 + (y - yc)2 = R2 (E.l)
In the above equation, P(xc, yc) is the circle center, while R is the 
radius, A(x,y) is a point on the circumference of the circle and t is 
the airfoil thickness as in Fig. E.l. In this figure
x = £x c -  2
(E.2)
yc = - (R - |)
Substituting Eq. (E.2) into Eq. (E.l), one can get
(x - §)2 + [y + (R - |)]2 = R2 (E.3)
Simplifying Eq. (E.3) to get
y = - (R - §) + 4 r2 ~ (x (E-4)}2 C\2
244
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The circle radius is given by
R =_  t 2 +  C24t (E.5)
Substituting Eq. (E.5) into Eq. (E.4), the resulting governing 
equation will be




For ^ = thickness ratio = TH, the governing equation of a bicircular- 
arc airfoil will reduce to the following equation
y = c { T -flr1} + ^[c ~ -  l>2 (E-7>
In the above equation, one has to specify the thickness ratio, TH, an 
x-location and the chord length, C, in order to calculate the 
corresponding y.
A(x,y)
Figure E .l Sketch for generating a  bicircular-arc airfoil
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Appendix F
Modified Joukowski Transformation
The modified Joukowski transformation is used in generating 
conical and three-dimensional grids in this dissertation. It is 
efficient, but it can only be applied to simple geometries, such as 
zero-thickness flat plates and elliptical cones.
In generating a three-dimensional grid, the transformation is 
applied at each crossflow plane individually. Therefore, at each 
crossflow plane, the grid is generated exactly the same way as in 
generating a conical grid. Hence, only the generation of a conical grid 
is explained here.
To generate a grid in the conical plane from the complex f-
plane, the following transformation is used.
half the apex angle of the elliptic cone, and f is the radius of the
circle in the complex plane which corresponds to the surface of the
elliptic cone. To generate a grid for a flat-plate wing, one simply
sets 6 to zero. The coordinates of the grid point (j,k) are obtained by
c2c +  17? =  T +  ^ (F.l)
where
c2 = [tan2 — /?) — tan2 5] / 4 (F.2)
| f | = [tan (^ — j3) + tan 6] / 2 (F.3)
In the above equations, /? is the leading-edge sweep-back angle, <5 is
(F.4)
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H k  =  "  j ^ \ }  s i n  h (F.5)
where
Ln jl - (1 - e- )̂
9k  =  i  I 1 -  2  k jL -= 3 T} ( p -7 )v lvm  /■»>r * '
1 ^ 1 =  I 'd  -  l?tl V fot' ln f  -  -  •"*> ( tz f ^ r ) }  <F-6>Jmax
max
| tq ĵ | is the outer boundary position in the complex-plane, and /2 is a 
grid clustering parameter (2.5 is used in generating conical grids for 
Euler equations, 10.0 for Navier-Stokes equations, and the same for the 
three-dimensional grids in this dissertation).
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