Abstract. In this note we prove a trace theorem in fractional spaces with variable exponents. To be more precise, we show that if p : Ω × Ω → (1, ∞) and q : ∂Ω → (1, ∞) are continuous functions such that
Introduction
We begin this article remembering the definition of the variable exponents Lebesgue space, to this end we follow [4] . Let (A, Σ, µ) be a σ−finite complete measure space. dµ(x) < 1 .
In the special case that µ 1 is the n−Lebsgue measure, µ 2 is the (n − 1)−Huassdorff measure, Ω is a smooth bounded domain of R n , Σ 1 is the σ−algebra of µ 1 −measurable set of Ω, Σ 2 is the σ−algebra of µ 2 −measurable set of ∂Ω, p ∈ M(Ω, µ 1 ) and q ∈ M(Ω, µ 2 ) are bounded variable exponents, we note L p(·) (Ω) := L p(·) (Ω, µ 1 ) and L q(·) (∂Ω) := L q(·) (∂Ω, µ 2 ).
From now on let Ω be a fixed smooth bounded domain in R n . Let p be a bounded variable exponent in Ω × Ω,p(x) := p(x, x) and 0 < s < 1. We now introduce the variable exponent Sobolev fractional space as follows: λ p(x,y) |x − y| n+sp(x,y) dxdy < 1 as the variable exponent seminorm. When there is no confusion we omit the set Ω from the notation.
It is easy to see that W s,p(·,·) (Ω) is a Banach space with the norm
To show this fact, one just has to follow the arguments in [5] for the constant exponent case. This space W s,p(·,·) (Ω) was recently introduced in [8] . For general theory of classical Sobolev spaces we refer the reader to [1, 3] and for the variable exponent case to [4] . From an applied point of view we recall that non-local energies with constant exponents (we quote here [9, 10] ) and also local equations with variable exponents (see [2] ) where used in image processing. The space W s,p(·,·) (Ω) defined above combines the two features, it is given by a fractional seminorm with a variable exponent. Now we consider two continuous variable exponents, one defined in Ω × Ω (that was used to define the previous space W s,p(·,·) (Ω)) and the other on ∂Ω (that is used for the usual Lebesgue space L q(·) (∂Ω)). We assume that both p and q are bounded away from 1 and ∞, that is, 1 < p − ≤ p + < +∞ and 1 < q − ≤ q + < +∞.
Our main result in this note is the following compact embedding trace theorem into variable exponent Lebesgue spaces.
That is, the space
Moreover, this embedding is compact. , then p * (x) coincides with the classical Sobolev trace exponent associated with p(x). Remark 1.2. We also want to observe that Theorem 1.1 is still holds if we replace the continuity hypotheses with the assumption that there is ε > 0 such that
As a simple application of our trace theorem we can mention the following: For the local case we have that the Neumann problem
can be solved minimizing the functional
Here ∆ p(x) u = div |∇u| p(x)−2 ∇u is the p(x)−Laplacian and ∂ ∂η is the outer normal derivative.
Here we show the following result that is analogous to the one that holds for the local case. Theorem 1.2. Let r : ∂Ω → (1, ∞) be a continuous function such that 1 < r − ≤ r + < +∞. If p is symmetric (i.e. p(x, y) = p(y, x)) and
, there exists a unique minimizer of the functional
The rest of paper is organized as follows: in the next section, Section 2, we include as preliminaries the statements of known results that will be used in the proof of our main result; while in Section 3 we include the proof of Theorem 1.1; Finally, in Section 4 we prove Theorem 1.2.
Preliminaries
In this section we collect some well known results. We begin by observing that if (A, Σ, µ) is a σ−finite complete space, and p is
Our first result in this section is the well known Holder's inequality for variable exponents, see [4, Lemma 3.2.20].
Theorem 2.1 (Holder's inequality). Let (A, Σ, µ) be a σ−finite complete space, and p, q and r be bounded variable exponent such that 1
Our second result is an embedding result.
Theorem 2.2.
Let Ω ⊂ R n be a smooth bounded domain, s ∈ (0, 1) and p be a bounded variable exponent such that p − > 1. If t ∈ (0, s) and r ∈ (1, p − ) then the space W s,p(·,·) (Ω) is continuously embedded in W t,r (Ω). In addition, there is a
and Ω has finite measure, by Holder's inequality, we have that f ∈ L r (Ω). Then, we only need to show that
Observe that
. Then, by the Holder's inequality we only need to show that G ∈ L q(·,·) (Ω × Ω), where
.
That is, it is enough to show that
To prove this, we set d = sup{|x − y| : (x, y) ∈ Ω × Ω}. Observe that
Then, there is a positive constant
Therefore, since (s − t) rp+ /(p+−r) > 0 and Ω is bounded, we have that (2) holds.
Finally, we recall that in the constant exponent case we have the following fractional Sobolev trace embedding theorem. For the proof we refer to [6] . Theorem 2.3. Let Ω ⊂ R n be an smooth bounded domain, 0 < s < 1 and p ∈ [1, +∞) such that 1 < sp < n. Then there exists a positive constant C = C(n, p, q, s, Ω) such that, for any f ∈ W s,p (Ω), we have
for any q such that
i.e., the space W s,p (Ω) is continuously embedded in L q (∂Ω). Moreover, this embedding is compact for q ∈ [1,
(n−1)p n−sp ). Remark 2.1. Let Ω ⊂ R n be a smooth bounded domain, 0 < s < 1 and p be a bounded variable exponent such that n > sp − > 1. Then there exist t ∈ (0, s) and r ∈ (1, p − ) such that tr ∈ (1, n). Therefore, by Theorems 2.2 and 2.3, we have that
(n−1)r n−tr ]. That is, for any u ∈ W s,p(·,·) (Ω), u| ∂Ω is well defined.
The trace theorem
Let us proceed with the proof of Theorem 1.1.
Proof of Theorem 1.1. Being p and q continuous, and ∂Ω compact, from our assumption (1) we get that there exists a positive constant k such that
for every x ∈ ∂Ω (here p ⋆ is understood as +∞ when n − sp(x, x) ≤ 0).
Since p and q are continuous, using (3) we can find a constant ǫ = ǫ(p, q, k, s) and a finite family of open sets B i ⊂ Ω such that
for every x ∈ ∂Ω ∩ B i and (z, y) ∈ B i × B i (here we set again
n−sp(z,y) as +∞ when n − sp(z, y) ≤ 0). Given δ > 0 small we can select
for each x ∈ B i ∩ ∂Ω. We can choose δ smaller is necessary in order to have
Hence, by Theorem 2.2 and the trace theorem for constant exponents (see Theorem 2.3), we obtain the existence of a constant C = C(n, p i ,
Now we want to show that the following three statements hold.
(A) There exists a constant c 1 such that
(C) There exists a constant c 3 such that
These three inequalities and (4) give
as we wanted to show.
Therefore, we have to show (A), (B) and (C). Let us start with (A). For x ∈ ∂Ω we have
Since we have
we can take a i (x) such that
Using Theorem 2.1 we obtain
Thus, we get (A).
To show (B) we argue in a similar way using that p(x, x) > p i for x ∈ B i . In order to prove (C) let us set
and observe that
, where we have used Theorem 2.1 with
but considering the measure in B i × B i given by dµ(x, y) = dxdy |x − y| n+(t−s)pi .
Now our aim is to show that
If this holds, then we immediately get (C) using that for every i it
Then, using that diam(B i ) < ǫ < 1, we get |x − y| < 1 for every (x, y) ∈ B i × B i and hence
Therefore
which implies the desired inequality. Finally, we recall that the previous embedding is compact since in the constant exponent case we have that for subcritical exponents the embedding is compact. Hence, for a bounded sequence in W s,p(·,·) (Ω), f i , we can mimic the previous proof obtaining that for each B i we can extract a convergent subsequence in L q(·) (B i ∩ ∂Ω).
Remark 3.1. Our result is sharp in the following sense: if
for some x 0 ∈ ∂Ω, then the embedding of W s,p(·,·) (Ω) in L q(·) (∂Ω) cannot hold. In fact, from our continuity conditions on p and q there is a small ball B δ (x 0 ) such that
In this situation, with the same arguments that hold for the constant exponent case, one can find a sequence
In fact, we just consider a smooth, compactly supported function g and take
with a such that ap(y, z)−n+sp(y, z) ≤ 0 and aq(x)−(n−1) > 0 for x ∈ B δ (x 0 )∩∂Ω and y, z ∈ B δ (x 0 ). Finally, we mention that the critical case
with equality for some x 0 ∈ ∂Ω is left open. λ p(x,y) |x − y| n+s(x,y)p(x,y) < 1 and, as before, the norm
In this case, we have that
Remark 3.3. We also have a Sobolev-Sobolev trace embedding. Using that for constant p one has the embedding
(see [6] ) one can show (arguing exactly as before) the following result: let
be continuous functions with
for every x ∈ ∂Ω. Then it holds that
Notice that here we let (as the notation suggests)
[f ] t(·,·),q(·,·) (∂Ω) := inf λ > 0 :
λ q(x,y) |x − y| n+t(x,y)q(x,y) dσdσ < 1 and the norm
In fact, to prove this result, one first observe that the trace theorem in its Sobolev-Lebesgue version gives that
n−s(x)p(x) for x ∈ ∂Ω due to the fact that we assumedp(x)s(x) > 1). Hence we are left with the proof of an inequality of the form
Here one can mimic the same proof as in the Sobolev-Lebesgue trace theorem using that there exist a finite number of sets B i such that ∪ N i B i cover ∂Ω and constant exponents s i , t i , p i , q i such that
and then use the Sobolev-Sobolev trace theorem with constant exponents
add over i and conclude as before.
An application
Now we turn our attention to the proof of Theorem 1.2.
Proof of Theorem 1.2. We just observe that we can apply the direct method of calculus of variations. Note that the functional G is strictly convex (this holds since for any x and y the function t → t p(x,y) is strictly convex) and weakly lower semicontinuous.
From our previous results, and use that this derivative vanishes at t = 0 since u is a minimum of G.
