The "quantum duality principle" states that the quantization of a Lie bialgebra -via a quantum universal enveloping algebra (QUEA)-provides also a quantization of the dual Lie bialgebra (through its associated formal Poisson group) -via a quantum formal series Hopf algebra (QFSHA) -and, conversely, a QFSHA associated to a Lie bialgebra (via its associated formal Poisson group) yields a QUEA for the dual Lie bialgebra as well. Such a result was claimed true by Drinfel'd, and does hold in the framework of topological Hopf algebras, hence it is essentially "local" in nature. We give here a complete detailed proof of Drinfel'd result; in a forthcoming paper, we shall provide also a global formulation of this principle, dealing with standard Hopf algebras and with usual (i.e. non-formal) Poisson groups, which turns out more useful in applications.
For any X in A, we define the dual of X to be X ⋆ := Hom A X, k [[h] ] , which again belongs to A. Furthermore, we set X 0 := X hX = k ⊗ k[[h]] X : this is a k-module (via scalar extension k [[h] ] → k ), which we call the specialization of X at h = 0 ; we shall also use such a notation as X h→0 −−−→ Y to mean that X 0 ∼ = Y (so, for instance, X h→0 −−−→ X 0 ). Finally, we set F X := k((h)) ⊗ k[[h]] X (this is a vector space over k((h)) ).
A tensor structure in A is defined as follows: for X, Y in A, define X ⊗Y to be the projective limit of the k[[h]] h n -modules X h n X ⊗ k [[h] ]/(h n ) Y h n Y as n → ∞ . Notice then that X ⊗Y is the h-adic completion of the algebraic tensor product X⊗ k[[h]] Y .
Given X in A, when saying that X is a coalgebra, resp. a bialgebra, resp. a Hopf algebra, we mean that X has such a structure with respect to the tensor structure in A: in particular, X has a comultiplication which takes values in X ⊗X . Definition 1.3. (cf. [Dr] , § 7, [CP] , § 6) (a) We call quantized universal enveloping algebra (in short, QUEA) any Hopf algebra H (over k [[h]] ) in A such that H 0 := H hH is isomorphic -as a Hopf algebra over k -to a universal enveloping algebra of a Lie algebra.
(b) We call quantized formal series Hopf algebra (in short, QFSHA) any Hopf algebra K (over k [[h]] ) in A such that K 0 := K hK is isomorphic -as a topological Hopf algebra over k -to a Hopf algebra of formal series k[[{ u i | i ∈ J }]] (for some set J ).
1.4 Remarks. (a) If H is a QUEA, then its specialization at h = 0 , that is H 0 , is a co-Poisson Hopf algebra; in particular, this means that, if g is the Lie algebra such that H 0 ∼ = U (g) , then g is actually a Lie bialgebra; in this situation we shall write H = U h (g) . Similarly, if K is a QFSHA, then its specialization at h = 0 is a topological Poisson Hopf algebra; in particular, this means that K 0 is (the algebra of regular functions on) a formal Poisson group F [[G]]: in this situation we shall write K = F h [[G]] (cf. [Dr] , § 7, or [CP] , § 6, for details). Notice also that K is a local ring, whose (unique) maximal ideal is the kernel of the natural projection map [[h] ] = k (ǫ being the counit of K , and ev 0 the k-algebra morphism given by ev 0 (h) := 0 ), for the two maps coincide. By the way, we'd rather prefer such a terminology as "Quantum Formal Group" instead of "Quantum Formal Series Hopf Algebra", but we stick to the latter in order to be consistent with Drinfel'd use (which is nowadays standard).
(b) The formal group F [[G]] can be realized either as the m e -completion of F [G] at the maximal ideal m e of the identity element e ∈ G , or as F [[G]] = U (g) * ; when G is infinite dimensional, the former realization can be impossible, whereas the latter is always meaningful (actually, it does not even need G to exist, for having g is enough). The explicit description of U (g) * (see for instance [Dx] , Ch. 2, §7) shows that it can be realized as follows; consider g * , its tensor powers (g * ) ⊗n (n ∈ N) and their direct product (g * ) ⊗n = S(g * ) ): this has a natural structure of topological associative commutative algebra with 1 (extending the structure of the symmetric algebra S(g * ) ). In addition, this algebra structure can be completed to make ∞ n=0 (g * ) ⊗n into a topological Hopf algebra, isomorphic to U (g) * . If b j j∈J is any basis of g over k, let x j j∈J ∈ g * be such that x i , b ℓ = δ i,ℓ for all i, ℓ ∈ J . If dim(g) < +∞ , then x j j∈J is a basis of g * , hence the monomials of degree n in the x j 's form a basis of (g * ) ⊗n (n ∈ N) and the set of all monomials in the x j 's is
On the other hand, if dim(g) = +∞ , then
x j j∈J is no longer a basis, but it is a pseudobasis of g * , so that any element of g * can be uniquely written as a k-linear combination of the x j 's (cf. for instance [Di, Ch. I]) : but then the monomials of degree n in the x j 's form a pseudobasis of (g * ) ⊗n (n ∈ N) and the set of all monomials in the x j 's is a pseudobasis of
The upset is that U (g) * can still be viewed as an algebra of formal power series, namely k {x j } j∈J , which contains also all series in which infinitely many monomials in the x j 's of the same degree can occur with non-zero coefficient.
Definition 1.5. Let H, K be Hopf algebras (in any category) over a ring R. A pairing , :
for all x, x 1 , x 2 ∈ H, y, y 1 , y 2 ∈ K.
For instance, if H is a Hopf algebra in A, then H ⋆ is a Hopf algebra (in A) as well, and the natural pairing between H and H ⋆ is a perfect Hopf pairing (see [CP] for details).
The following two easy technical results will be needed in the sequel: ]-modules. By construction, for any x ∈ X there existsẋ 0 ∈Ẋ such that x −ẋ 0 ∈ hX , that is x ∈ẋ + hX . Iterating, we findẋ n ∈Ẋ (∀ n ∈ N) such that x = ∞ n=0ẋ n h n ; therefore we can conclude that X =Ẋ , whence the claim follows.
Proof. Let g be the Lie algebra over k such that H 0 ∼ = U (g) , and G any connected algebraic Poisson group over k with g as tangent Lie bialgebra; then H h→0 −−−→ U (g) implies
, whence the claim follows.
1.8 The quantum duality principle. The quantum duality principle has at least two formulations. One claims that quantum function algebras associated to dual Poisson groups can be taken to be dual -in the sense of duality of Hopf algebras -of each other; and similarly for quantum enveloping algebras (cf. [FRT] and [Se] ). The second one, due to Drinfel'd, states that any quantization of F [[G]] "works" also -in a suitable senseas a quantization of U (g * ), and, conversely, any quantization of U (g) can be also "seen" -in a suitable sense -as a quantization of F [[G * ]]: this is the point of view we are going to assume.
The purpose of this paper is to provide an explicit complete proof of Drinfel'd's theorem. Notice that this result is essentially local in nature, as it deals with quantizations over the ring of formal series and ends up only with the infinitesimal data of the Poisson groups under study; a global version of the principle, dealing with quantizations built up over a ring of Laurent polynomials, which give information on the global data of our Poisson groups will be provided in a forthcoming paper (cf. [Ga] ): this global formulation turns out to be especially useful in applications, for instance it allows one to formulate a nice "quantum duality principle for Poisson homogeneous spaces", cf. [CG] .
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(2.1)
By the inclusion-exclusion principle, this relation is equivalent to
We shall also use the notation δ n := δ {1,2,...,n} for all n ∈ N + , δ 0 := δ ∅ . One also has the useful formula (c) ("Quantum Duality Principle") Letting g, G, g * and G * be as in § 1.1, and using notation of §1.4(a), we have
that is to say
The rest of the paper will be devoted to prove this result. A key fact is the following: , :
More precisely, we have
Moreover, the Hopf pairings given by specialization of , :
, hence the claim is meaningful; by symmetry, it is enough to prove only the statement about the pair H ∨ , K ′ .
Let I = I H be the ideal of H considered in §2.1: then H ∨ is the h-adic completion of the space H × := ∞ n=0 h −n I n ; so any ϕ ∈ H × can be uniquely written as a sum ϕ = N n=0 h −n ϕ n (for some N ∈ N ) with ϕ n ∈ I n for all n ∈ N , and any f ∈ H ∨ can be written as a series f = +∞ n=0 s n h n with s n ∈ H × for all n ∈ N . First, the Hopf pairing , : F H × F K −→ k((h)) clearly restricts to a similar pairing , : H × ×K ′ −→ k((h)) : we have to prove that this restriction takes values in the smaller
] , therefore it extends by continuity to a Hopf pairing , :
To begin with, take c 1 , . . . , c n ∈ I ; then
(where we make use of (2.2)) and look at the generic summand in the last term above. Let
Therefore the restriction of the pairing , :
, so the same holds for H ∨ × K ′ , for these parings are k[[h]]-bilinear and H ∨ is just the h-adic completion of H × .
Second, we must prove that
to this end we revert the previous argument.
Let
, for all s ∈ N . In particular, for s = 0 this gives H, ψ ∈ k[[h]] , whence -thanks to the non-degeneracy of the specialized pairing -we get ψ ∈ K . Now let n ∈ N and i 1 , . . . , i n ∈ I ; then
] . In addition, H splits as H = k · 1 H ⊕ Ker(ev 0 • ǫ H ) = k · 1 H ⊕ I , so H ⊗n splits into the direct sum of I ⊗n plus other direct summands which are tensor products on their own in which at least one tensor factor is k · 1 H . Since
Now recall -cf. §2.1 -that δ n (ψ) ∈ J K ⊗n ; this and the previous analysis together give
, whence -because of the non-degeneracy of the specialized pairing -we get δ n (ψ) ∈ h n K ⊗n , q.e.d.
Third, as the pairing , :
] of course is still a Hopf pairing, we only have to prove that it is perfect as well. Now, the pairing , :
]-bilinear and continuous (with respect to the h-adic topology), hence it induces a natural (continuous) morphism of topological Hopf algebras
The non-degeneracy of the pairing is equivalent, by definition, to the triviality of both the right and left kernel of the pairing: the first condition is trivially verified, and the second is equivalent to the injectivity of µ ; hence our task is to prove that Ker(µ) = 0 .
Now
In particular,
where the last equivalence holds because H ∨ is Hausdorff. As a consequence, we have
Therefore, for the injectivity of µ to be proved it is enough for us to show that µ(s + ) = 0 .
Since s + ∈ H ⊆ F H and the latter vector space is in perfect pairing with F K , there exist κ ∈ F K and a vector subspace
, so that κ + := h t κ ∈ H ∨ † . But we have already proved the equality H ∨ † = K ′ , hence κ + ∈ K ′ , and s + , κ + = 0 : therefore µ(s + ) = 0 , q.e.d.
Finally, proving that the specialization of the pairing , :
As for case (b), we can assume η ∈ H × (by truncating the h-adic expansion of the initial η): this allows us to resort to the following Claim:
Assume, for the time being, the Claim to be true: then our hypotheses η ∈ H × ,
We are left with the task of proving the Claim. We already know that
, by hypothesis, and we may assume θ,
Lemma 2.4. (cf. [KT] , Lemma 3.2) Let H be a Hopf algebra in A. Let a, b ∈ H, and let Φ be a finite subset of N . Then
(2.6)
Proof. In order to prove (2.5), notice first that (2.2) gives
this can be rewritten as
(2.7)
We prove (2.5) by induction on the cardinality of Φ (to be denoted with |Φ|).
If Φ = ∅ then δ Φ = j ∅ • ǫ , which is a morphism of algebras, so (2.5) does hold. Now assume (2.5) is valid for all sets of cardinality less than |Φ|, hence also for all proper subsets of Φ: then the right-hand-side of (2.7) equals
Therefore (2.5) follows by subtracting from both sides of (2.7) the summands corresponding to the proper subsets Ψ of Φ.
Finally, from definitions we have that
(2.6) follows at once from this and from (2.5).
Lemma 2.5. Let H be a Hopf algebra in A. Then H ∨ is a Hopf algebra in A as well.
, it will be enough to show that H × is a Hopf subalgebra (over k[[h]] ) of F H, for then the claim will follow by h-adic continuity.
Recall (see §2.1) that I is a Hopf ideal of H : in particular, S(I) = I and ∆(I) ⊆ H ⊗I + I ⊗H , whence also S I n = I n and ∆ I n ⊆ r+s=n I r ⊗I s for all n ∈ N. Therefore S h −n I n = h −n I n for all n ∈ N, so S H × = H × follows at once; similarly 
where K is any other Hopf algebra in A. Now take a ∈ H ′ , and let ϕ, ψ ∈ H * ∨ : then
(2.9) thanks to Proposition 2.3 (recalling that H * ∨ is an algebra, by Lemma 2.5 -applied to the Hopf algebra H * ). Even more, because of the "stronger part" of Proposition 2.13 -applied to the Hopf algebras H ⊗H and H * ⊗H * in the role of H and K, and taking care of (2.8) -(2.9) yields ∆(a) ∈ H ′ ⊗H ′ . Therefore H ′ is also a subcoalgebra (of H ). Third, if S is the antipode of H, then ∆ • S = S ⊗2 • ∆ , so ∆ (n) • S = S ⊗n • ∆ (n) , whence δ n • S = S ⊗n • δ n , for all n ∈ N; therefore, for any a ∈ H ′ one has δ n S(a) = S ⊗n δ n (a) ∈ S ⊗n h n H ⊗n = h n H ⊗n , for all n ∈ N, hence S(a) ∈ H ′ .
Finally 
so we are left to show that c ∈ H ′ . To this end, we have to check that δ Φ (c) is divisible by h |Φ| for any nonempty finite subset Φ of N + : but multiplication by h is injective (for H is topologically free), so it is enough to show that δ Φ (ab − ba) is divisible by h |Φ|+1 .
Let Λ and Y be subsets of Φ such that Λ∪Y = Φ and Λ∩Y = ∅ : then |Λ|+|Y | ≥ |Φ|+1 . Now, δ Λ (a) is divisible by h |Λ| and δ Y (b) is divisible by h |Y | . Then from this and from (2.6) it follows that δ Φ (ab − ba) is divisible by h |Φ|+1 . 
h n J n ⊆ H , so completing H ′ with respect to the J ′ -adic topology does not lead out of H . Thus we only have to show the following:
∈ h n H ⊗n for any n, N ∈ N. Now, h n H ⊗n is (both open and) closed in the h-adic topology of H ⊗n ; moreover, the series j ′ ∞ = ∞ s=0 j ′ s is convergent in the h-adic topology of H as well -for j ′ s ∈ J ′ s ⊆ h s J s for all s ∈ N -and the maps δ n (n ∈ N) are continuous with respect to the h-adic topology: therefore we have
As H ′ is complete in the J ′ -adic topology, H ′ 0 is complete in the J ′ 0 -adic topology, where J ′ 0 := Ker H ′ 0ǭ −→ k ; furthermore, H ′ 0 is a topological Hopf algebra (because H ′ is), which by Lemma 2.7 is commutative: thus it is a formal group, so H ′ is a QFSHA.
Proposition 2.10. Let H be a Hopf algebra in A. Then H ∨ is a QUEA.
Proof. Like in the proof of Lemma 2.8, we consider K := H ⋆ : this algebra is in perfect pairing with H, and by Proposition 2.3 the same holds true for K ′ 0 and H ∨ 0 . As a consequence, H ∨ 0 is a k-Hopf subalgebra of K ′ 0 * , the (full) linear dual of K ′ 0 . 
The like holds for J × H , so that
ev 0 −→ k : these are maximal ideals respectively of K and K ′ , and
For all ℓ, n ∈ N with ℓ > n we have
due to (2.10) and the fact that 1 H ,
hence, since H ∨ 0 is generated, as a k-algebra, by J × H 0 , we can conclude that 
where g is the tangent Lie bialgebra of G, and the last equality is one of the possible characterizations of U (g) (cf. for instance [OV] , Ch. 4, Theorem 2.2). Now H ∨ 0 is a Hopf algebra which, in force of Lemma 2.8, is cocommutative: hence it is automatically a co-Poisson (cocommutative) topological Hopf algebra, and the inclusion in (2.12) is clearly a monomorphism of co-Poisson topological Hopf algebras; since U (g) is a standard -i.e. non-topological -Hopf algebra, the same holds true for H ∨ 0 . Thus H ∨ 0 is a co-Poisson cocommutative (standard) Hopf algebra, hence it is the universal enveloping algebra of some Lie bialgebra j (namely, the set of its primitive elements), i.e. H ∨ 0 = U (j) ; then (2.12) implies that j is a Lie sub-bialgebra of g. But
] , whence we get necessarily H ∨ 0 = U (j) = U (g) and j = g .
Remarks 2.11: (a) To be precise, the last part of the previous proof is not strictly necessary: in fact, for the claim to be proved it is enough to show that H ∨ 0 = U (j) , where j is some Lie bialgebra, even without knowing that j = g = Lie(G) with F [[G]] being the semiclassical limit of K ′ = (H ⋆ ) ′ . (b) When the algebra H in Proposition 2.10 is a QFSHA, say H = F h , we can provide the following alternative proof, which elucidates what's going on.
By Lemma 2.7 we know that the topological Hopf algebra F h
cocommutative; if we prove that it is a "standard" (i.e. "non-topological") Hopf algebra, it will necessarily be a universal enveloping algebra, namely
Since F h is a QFSHA, we have F h 0 ∼ = k {x j } j∈J for some set J ; therefore, letting π: F h −։ F h 0 be the natural projection, if we pick a y j ∈ π −1 (x j ) for any j ∈ J, then (use Lemma 1.6) F h is generated by y j j∈J as a topological k[[h]]-algebra, that is to say
, hence we go and study the latter space.
Let h d y d 1 j 1 y d 2 j 2 · · · y d s j s be any monomial in h and the y j 's of degree ∂ = d + s i=1 d i ; the ideal I ∂ is the set of all the series (in h and the y j 's) whose degree -i.e., the degree of the "lowest" monomials occurring in the series -is at least ∂, that is ϕ is a series of type ϕ = j,d c j,d · h d 0 y d 1 j 1 y d 2 j 2 · · · y d s j s + terms of higher degree (for some c j,d ∈ k , where the sum runs over all j = (j 1 , . . . , j s ) , d = (d 0 , d 1 , . . . , d s ) -for any s ∈ N -such that Proof. For any n ∈ N, we have δ n (H) ⊆ J H ⊗n (see §2.1); this can be read as δ n (H) ⊆
So let x ′ ∈ I ′ : then there exists n ∈ N such that
The next step is again a technical lemma. Hereafter, if g is any Lie algebra andx ∈ U (g) , we denote by ∂ x the degree ofx with respect to the standard filtration of U (g).
the Lie bialgebra such that U h 0 := U h h U h = U (g) . But the latter kernel equals the subspace U (g) n := ȳ ∈ U (g) ∂(ȳ) ≤ n (cf. [KT] , §3.8), whence the claim follows.
Proposition 2.14. Let H be a QFSHA. Then H ∨ ′ = H .
Proof. Let x ′ ∈ H ∨ ′ be given; let n ∈ N, x ∈ H ∨ \h H ∨ be such that x ′ = h n x , and let x 0 ∈ H × be such that x = x 0 + h x 1 for some x 1 ∈ H ∨ , so that x ≡ x 0 mod hH ∨ . Since H is a QFSHA, by Proposition 2.10 H ∨ is a QUEA, with semiclassical limit U (g) for some Lie bialgebra g; then Lemma 2.13 gives ∂(x 0 ) = ∂(x) ≤ n . Fix an ordered basis {b λ } λ∈Λ of g, and a subset {x λ } λ∈Λ of H ∨ such that x λ mod hH ∨ = b λ for all λ ; in particular, since g ⊂ Ker(ǫ U(g) ) we can choose the x λ 's inside J ∨ := h −1 J , where J := Ker ǫ : H −→ k q, q −1 : so x λ = h −1 x ′ λ for some x ′ λ ∈ J, for all λ ∈ Λ. Since ∂(x 0 ) ≤ n , that is x 0 ∈ U (g) n , we can write x 0 as a polynomial P {b λ } λ∈Λ in the b λ 's of degree d ≤ n ; then P {x λ } λ∈Λ ≡ x 0 mod h H ∨ , so we can assume x 0 = P {x λ } λ∈Λ . Now we can write x 0 as x 0 = d s=0 j s h −s , where j s ∈ J s is a homogeneous polynomial in the x ′ λ 's of degree s, and j d = 0 ; but then h n x 0 = d s=0 j s h n−s ∈ H because d ≤ n . Since H ⊆ H ∨ ′ -thanks to Lemma 2.12 -we get also h n+1 x 1 = x ′ − h n x 0 ∈ H ∨ ′ : therefore we have
So now we can repeat the argument for x (1) := h n+1 x 1 in the role of x ′ =: x (0) : this will provide us with an x 1 ∈ H × and an x 2 ∈ H ∨ such that
Iterating, we eventually find a sequence {x ℓ } ℓ∈N ⊂ H × such that h n+ℓ x ℓ ∈ H for all ℓ ∈ N , and x ′ = ∞ ℓ=0 h n+ℓ x ℓ ; to be precise, the series ∞ ℓ=0 h n+ℓ x ℓ does converge to x ′ in H ∨ , hence also in H ∨ ′ , for the topology of the latter space is induced from that of H ∨ : furthermore, the partial sums of the series belong to H, whose topology coincides with the one given by restriction from H ∨ ( ⊃ H) , hence x ′ ∈ H as well. 
Proof. We first recall some standard facts about "classical" objects. Consider the formal group F h hF h = F [[G]] = U (g) * : this is a local ring, with maximal ideal J F := Ker ǫ : F [[G]] = U (g) * −→ k . Let ρ : U (g) * −։ g * be the restriction map. Then -cf. Remark 1.4(b) -we can take a linear map ν : g * ֒−→ U (g) * which is a section of ρ, i.e. ρ • ν = id g * ; moreover, we can choose such a map that has image in J F , so ν : g * ֒−→ J F . In addition, restricting ρ to J F induces an isomorphism J F J F 2 ∼ = ֒−։ g * ; in particular, if ν ′ : g * ֒−→ J F is another section as above, then for any f ∈ g * we have ν − ν ′ (f ) ∈ J F 2 . From now on, we fix a section ν : g * ֒−→ J F of the previous type.
Now consider J
. By Proposition 2.10 we know that F h ∨ is a QUEA, so F h ∨ hF h ∨ is the universal enveloping U (h) of some Lie bialgebra h; our purpose is to prove that h ∼ = g * as Lie bialgebras. Setting J U := Ker ǫ : U (h) −→ k , we remark also that η h −1 J F h ⊆ J U , and J U J U 2 = h ; moreover, what we saw in Remark 2.11(b) shows also that the
we are going to show that this is an isomorphism of Lie bialgebras. We begin by proving that σ is injective. Let σ(φ) = 0 for some φ ∈ g * : then we have
where the last identity follows from the (above mentioned fact) that restricting ρ to J F induces an isomorphism J F J F 2 ∼ = −→ g * (so in particular ρ J F 2 = 0 ). Thus σ is injective. Now we prove that σ is surjective. Let y ∈ h be given. Since ϑ and µ are onto, there exists j ∈ J F h such that ϑ(µ(j)) = y ; then, since γ is a section of π ′ :
As above, since π ′ J F h 2 = J F 2 and γ is a section of π ′ we have γ(j 2 ) = j ′′ + h j 1 for some γ(ν(φ) ))) = ϑ(µ(γ(j + j 2 ))) = ϑ(µ(γ(j))) + ϑ(µ(γ(j 2 ))) = = ϑ µ(j) + ϑ µ hj ′ + ϑ µ j ′′ + ϑ µ(hj 1 ) = = y + ϑ j ′ + ϑ h −1 j ′′ + ϑ(j 1 ) = y for j ′ , j 1 ∈ J F h ⊆ Ker(ϑ) and h −1 j ′′ ∈ h −1 J F h 2 ⊆ Ker(ϑ) . So σ(φ) = y , hence σ is onto. Actually, we can prove also that σ is independent of the choice of ν and γ . Indeed, if γ, γ ′ : J F ֒−→ J F h are two sections of π ′ , and σ, σ ′ are defined correspondingly (with the same ν for both), we have γ
Similarly, if ν, ν ′ : g * ֒−→ J F are two sections of ρ, and σ, σ ′ are defined correspondingly (with some fixed γ for both), we noticed that for any f ∈ g * we have ν(f ) − ν ′ (f ) ∈ J F 2 : therefore the analysis above gives ϑ(µ(γ(ν(f )))) = ϑ µ γ ν
In other words, what we proved is that σ is equal to the composition map
where the mapsν,γ,μ,θ, are the ones canonically induced by ν, γ, µ, ϑ, andν, resp.γ, does not depend on the choice of ν, resp. γ, as it is the inverse of the isomorphism ρ :
We use this remark to show that σ is also an isomorphism of the Lie bialgebra structure.
Take φ 1 , φ 2 ∈ g * , and let f i := ν(φ i ), ϕ i := γ(f i ), for i = 1, 2. First, we havē ν [φ 1 , φ 2 ] = {f 1 , f 2 } (hereafter for any space X with a subspace X + and an x ∈ X , we denote by x ∈ X X + the class x + X + ), because π ′ {f 1 , f 2 } = [φ 1 , φ 2 ] -i.e. π ′ is a Lie algebra morphism between J F , { , } and g * , [ , ] -since x, [φ 1 , φ 2 ] = δ(x), φ 1 ⊗ φ 2 = δ(x), ρ(f 1 ) ⊗ ρ(f 2 ) = δ(x), f 1 ⊗ f 2 ] = x, {f 1 , f 2 } for all x ∈ g . Similarly,γ {f 1 , f 2 } = h −1 [ϕ 1 , ϕ 2 ] because h −1 [ϕ 1 , ϕ 2 ] ∈ J F h and π ′ h −1 [ϕ 1 , ϕ 2 ] = {f 1 , f 2 } . Then we have µ h −1 [ϕ 1 , ϕ 2 ] = h −2 [ϕ 1 , ϕ 2 ] = h −1 ϕ 1 , h −1 ϕ 2 = µ(ϕ 1 ), µ(ϕ 2 ) henceμ h −1 [ϕ 1 , ϕ 2 ] = μ(ϕ 1 ),μ(ϕ 2 ) = µ(ϕ 1 ), µ(ϕ 2 ) , and η [µ(ϕ 1 ), µ(ϕ 2 )] = η(µ(ϕ 1 )), η(µ(ϕ 2 )) because η is the restriction of a morphism of algebras, so that η [μ(ϕ 1 ),μ(ϕ 2 )] =η μ(ϕ 1 ),μ(ϕ 2 ) = η(μ(ϕ 1 )),η(μ(ϕ 2 )) . Finally, the last term is mapped by p onto p η(μ(ϕ 1 )),η(μ(ϕ 2 )) = p(η(μ(ϕ 1 ))), p(η(μ(ϕ 2 ))) . Summing up,
= p η μ γ {f 1 , f 2 } = = p η μ h −1 [ϕ 1 , ϕ 2 ] = p η [µ(ϕ 1 ), µ(ϕ 2 )] = p η μ(ϕ 1 ),μ(ϕ 2 ) = = p η(μ(ϕ 1 )),η(μ(ϕ 2 )) = p(η(μ(ϕ 1 ))), p(η(μ(ϕ 2 ))) = = p(η μ γ f 1 , p η μ γ f 2 = p(η(μ(γ(ν(φ 1 ))))), p(η(μ(γ(ν(φ 2 ))))) = = σ(φ 1 ), σ(φ 2 ) that is σ [φ 1 , φ 2 ] = σ(φ 1 ), σ(φ 2 ) , so that σ is a morphism of Lie algebras. As for the Lie cobracket, it can be dealt with in a similar way; but since it takes values respectively into g * ⊗ g * and h ⊗ h , we use the same arguments than above but applied to such maps asν ⊗2 ,γ ⊗2 , and so on.
Take φ ∈ g * , and let f := ν(φ), ϕ := γ(f ). First, we haveν ⊗2 δ(φ) = ∇(f ) (hereafter we set ∇(x) := ∆ − ∆ op (x) where ∆ op := τ 1,2 • ∆ is the opposite coproduct of ∆, and τ 1,2 is the flip), because π ′ ⊗2 ∇(f ) = δ(f ) since x ⊗ x 2 , δ(φ) = [x 1 , x 2 ], φ = [x 1 , x 2 ], ρ(f ) = [x 1 , x 2 ], f = x 1 ⊗ x 2 , ∇(f ) for all x 1 , x 2 ∈ g . Similarly,γ ⊗2 ∇ f = ∇ γ ⊗2 f = ∇(ϕ) because π ′ ⊗2 ∇(ϕ) = ∇ π ′ (ϕ) for π ′ is the restriction of a morphism of Hopf algebras. Thenμ ⊗2 ∇(ϕ) = h −2 ∇(ϕ) = h −1 ∇ h −1 ϕ = h −1 ∇(μ(ϕ)) , andη ⊗2 h −1 ∇(μ(ϕ)) = δ η μ(ϕ) ; finally, the latter element is mapped by p ⊗2 onto p ⊗2 δ η μ(ϕ) = δ p η μ (ϕ) . Summing up we get
that is σ ⊗2 δ(φ) = δ σ(φ) , so that σ is a morphism of Lie coalgebras too.
Proposition 2.17. Let U h (g) be a QUEA. Then U h (g)
, that is to say
Proof. By Lemma 1.7, F h [[G]] := U h (g) * is a QFSHA, whose semiclassical limit is F [[G]].
Then Proposition 2.10 applies, so F h [[G]] ∨ is a QUEA, whose semiclassical limit, thanks to Proposition 2.16, is U (g * ). On the other hand, U h (g) ′ is a QFSHA, due to Proposition ∨ 0 = U (g * ): this forces g * = Lie(H), that is H = G * .
Proof of Theorem 2.2. We just have to collect together the previous results: part (a) is proved by Proposition 2.9 and Proposition 2.10, part (b) is proved by Proposition 2.14 and Proposition 2.15, and part (c) is proved by Proposition 2.17 and Proposition 2.16.
