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Abstract. For the first time, the accuracy of the approximate analytical Kramers formula for 
the thermal decay rate over a cusp barrier, 𝑅𝐾, is checked numerically for the overdamping 
regime. The numerical quasistationary rate, 𝑅𝐷, which is believed to be exact within the 
statistical errors is evaluated by means of computer modeling of the stochastic Langevin-type 
dynamical equations. The agreement between 𝑅𝐾 and 𝑅𝐷 significantly depends upon the 
friction strength and the height of the barrier in comparison to the thermal energy. The 
difference between 𝑅𝐾 and 𝑅𝐷 decreases with the dimensionless damping parameter 𝜑, 
however, does not become smaller than 10-20%. The unexpected growth of the difference 
between 𝑅𝐾 and 𝑅𝐷 with the governing parameter is observed.  
1.  Introduction 
The problem of the thermal decay of a metastable state (escape of a Brownian particle from a trap due 
to thermal fluctuations) is significant for different branches of natural sciences: in chemistry [1–3], 
biophysics [4,5], astrophysics [6], electronics [7,8], nuclear physics [9,10] etc. The decay rate is the 
principal characteristics of this process. Approximate analytical formulas for the rate accounting for 
dissipation were derived by Kramers in his seminal work [11]. Thus, the problem is often referred to 
as the Kramers problem [12,13]. In [14] it was shown that the decay rate depends mostly upon two 
dimensionless parameters, namely a governing parameter 𝐺 and damping parameter 𝜑. The definitions 
of these parameters read 
𝐺 =
𝑈𝑏
𝜃
,                                                                          (1) 
𝜑 =
𝜂𝜏𝑐
2𝜋𝑚
.                                                                       (2) 
Here 𝑈𝑏 is the height of the potential barrier separating the trap from the domain of infinite motion; 𝜃 
is the average thermal energy corresponding to one vibrational degree of freedom; 𝜏𝑐 is the oscillation 
period of the Brownian particle near the bottom of the potential well; 𝑚 and 𝜂 are the inertia and 
friction parameters. Depending on the value of the damping parameter they mark the energy diffusion 
  
 
 
 
 
regime (𝜑 ≪ 1), the overdamping regime (the spatial diffusion regime, 𝜑 ≫ 1) and the intermediate 
regime (the phase space diffusion regime, 𝜑 ≅ 1). 
Accuracy of the Kramers formulas for the decay rate derived in [11] was studied in several articles 
(see, e.g., [15–17]). Unfortunately, sometimes the Kramers formulas were misinterpreted (see, for 
example, [18–20] and detailed discussion of this problem in [21,22]). Usually, they consider the 
Kramers formulas obtained for the parabolic barrier. Meanwhile, there is an approximate formula 
obtained by Kramers for a cusp-shaped barrier (see Fig. 2 and an equation after this figure in [11]). By 
our knowledge, the accuracy of this formula was not studied so far. This is the goal of the present 
work to fill this lacuna. 
2.  Model 
In [11] Kramers considered the one-dimensional motion of the Brownian particle, therefore we also 
perform the modeling for a single dimensionless coordinate 𝑞 and its conjugate momentum 𝑝. The 
numerical scheme for modeling the Langevin equations read: 
𝑝(𝑛+1) = 𝑝(𝑛)(1 − 𝜂𝑚−1𝜏) + 𝐾(𝑛)𝜏 + 𝑔𝑏(𝑛)√𝜏,                                       (3) 
𝑞(𝑛+1) = 𝑞(𝑛) + (𝑝(𝑛) + 𝑝(𝑛+1))𝜏/(2𝑚).                                            (4) 
Here the superscripts 𝑛 and 𝑛 + 1 correspond to two successive time moments separated by the time 
step of the modeling 𝜏. In (3), 𝐾 = −𝑑𝑈/𝑑𝑞 is the conservative force, the last term represents the 
random force; 𝑏(𝑛) denotes the random number possessing the Gaussian distribution with zero average 
and variance 2. The value 𝑔 = √𝜃𝜂 is the amplitude of the random force. 
The potential profile used in the present work is shown in Fig. 1. The potential 𝑈(𝑞) is composed 
of two parabolas of the same stiffness matched at 𝑞𝑏 = 1.6: 
𝑈(𝑞) = {
 𝐶(𝑞 − 𝑞𝑐)
2/2                    at 𝑞 < 𝑞𝑏;
𝐶(𝑞 − (2𝑞𝑏 − 𝑞𝑐))
2/2    at 𝑞 > 𝑞𝑏 .
                                              (5) 
Here the subscript “𝑐” refers to the bottom of the left well, subscript “𝑏” indicates the barrier top, 𝐶 
denotes the stiffness, defined by the values of 𝑞𝑐, 𝑞𝑏 and by the height of the barrier, 𝑈𝑏 (see Fig. 1). 
The trajectories start at 𝑞𝑐 = 1.0 with zero momentum. The value of 𝑞𝑎 = 2.2 (the bottom of the right 
well) corresponds to the absorbing border. 
 
Figure 1. The dimensionless cusp potential. 
 
We model 𝑁𝑡𝑜𝑡 trajectories, each no longer than 𝑡𝐷. Some trajectories reach the absorbing border at 
𝑡𝑎 < 𝑡𝐷. These trajectories correspond to the decay of the metastable state. Two typical trajectories 
(i.e. the time dependence of the coordinate, momentum, and total energy) are displayed in Fig. 2. 
Since the random term enters the differential equation for the momentum (3), the time evolution of the 
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momentum of the Brownian particle (Fig. 2a,d) is saw-edged whereas the evolution of the coordinate 
is much more smooth. The left column of Fig. 2 represents the trajectory corresponding to the decay of 
the metastable state: at the time moment 𝑡 ≈ 2.1𝜏𝑐, the coordinate achieves the absorbing border. 
Before this, the particle crosses the bottom of the left well several times. Its total energy achieves the 
value equal to the potential barrier height several times before the particle overcomes the barrier. 
 
 
Figure 2. Time evolution of the momentum, coordinate, and collective energy of two 
Brownian particles: the trajectory achieved the absorptive border before the modeling 
time is expired (panels a-c); the decay of a metastable state does not occur during 𝑡𝐷 
(panels d-f). 𝐺 = 1.5, 𝜑 = 0.721, 𝑡𝐷 = 5.8𝜏𝑐 , 𝜏 = 4.15 ∙ 10
−6 𝜏𝑐. 
 
The right column of Fig. 2 demonstrates the fate of a “survived” trajectory which does not 
contribute to the decay rate. Here again one sees that the energy of the particle exceeds the barrier 
height several times, however, the location of the particle in these cases is quite far from the absorbing 
point and even from the barrier top. 
The time-dependent decay rate reads 
𝑅𝑎𝑡(𝑡) =
1
𝑁𝑡𝑜𝑡 − 𝑁𝑎𝑡
 
∆𝑁𝑎𝑡
∆𝑡
.                                                              (6) 
Here 𝑁𝑎𝑡 denotes the number of Brownian particles that reaches 𝑞𝑎 by the time moment 𝑡; ∆𝑁𝑎𝑡 is the 
number of particles reaching 𝑞𝑎 during the time lapse ∆𝑡. Typical dependencies 𝑅𝑎𝑡(𝑡) for different 
potential shapes and/or values of the damping parameter can be found in many papers (see, 
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e.g., [9,16,23–26]). In Fig. 3 we show the 𝑅𝑎𝑡(𝑡) dependence obtained in the present work for the cusp 
potential. This dependence does not seem to be significantly different from that published earlier for 
other potentials. After some relaxation time, the decay rate attains a quasistationary value 𝑅𝐷 which is 
time independent within the statistical fluctuations. For evaluating 𝑅𝐷, we use several bins beginning 
from the tail of the 𝑅𝑎𝑡(𝑡)-array averaging over them. This algorithm is described in detail in [17,27].  
 
 
Figure 3. The time evolution of the dynamical decay rate (oscillating curve with 
symbols) with its quasistationary value (thin dashed line) as well as the Kramers rate 
(thick solid line) for different values of the parameters 𝐺 and 𝜑 indicated in the panels. 
 
We choose the number of modeled trajectories and the time lapse of modeling to obtain the 
quasistationary rate with the relative error not exceeding 2%. The computer code used in the present 
work was verified by the comparison with the results of [16] for the two-parabolas potential. 
This is exactly the quasistationary rate for which the approximate analytical formulas are derived in 
[11]. In our notations, the Kramers rate for the cusp potential in the overdamping regime reads 
𝑅𝐾 =
√𝜋𝐺
𝜑𝜏𝑐
∙ exp(−𝐺).                                                                 (7) 
As in the case of the two parabolas barrier, this rate (measured in units of 𝜏𝑐
−1) depends only upon the 
dimensionless scaling parameters 𝜑 and 𝐺 [14]. 
To make a quantitative comparison between 𝑅𝐷 and 𝑅𝐾, it is convenient to calculate a fractional 
difference 𝜉: 
𝜉 =
𝑅𝐾 − 𝑅𝐷
𝑅𝐷
.                                                                        (8) 
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3.  Results 
In the present work, we consider a general physical problem, therefore all the results are presented in 
the dimensionless form. We believe that such a presentation makes our results useful for a wider 
audience. In Fig. 4 the rates 𝑅𝐷 (circles) and 𝑅𝐾 (squares) (panel a) and the fractional difference 𝜉 
(panel b) are presented as the functions of the damping parameter for two values of 𝐺, 1.50 (closed 
symbols) and 3.00 (open symbols). The decrease of the rates with 𝜑 is in accordance with general 
expectations since the analytical rate (7) includes the damping parameter in the denominator. The 
decrease of 𝜉 with 𝜑 might be easily explained: at smaller values of the damping parameter, the 
motion is not overdamped anymore. Also, the higher rate for a smaller value of the governing 
parameter is usual for 𝐺 > 1. A surprising thing in this figure is that the fractional difference does not 
converge to zero at large values of 𝜑: the fractional difference seems to reach 10-20% asymptotically. 
We are not certain about the reason for that, hopefully, it will be investigated in a future publication. 
In Fig. 5 we present the dependence of the rates 𝑅𝐷 (circles) and 𝑅𝐾 (squares) (panel a) and the 
fractional difference 𝜉 (panel b) upon the governing parameter for two values of 𝜑. Both values of the 
damping parameter (𝜑 =10 and 15) correspond to the overdamping regime, therefore, one expects a 
good agreement between 𝑅𝐷 and 𝑅𝐾. However, Fig. 5 shows that this is not the case: as 𝐺 increases 
the fractional difference either increases too (for 𝜑 = 15) or behaves in a non-monotonic manner (for 
𝜑 = 10). More work is needed to understand this behavior. 
 
Figure 4. The quasistationary (circles) and Kramers (squares) decay rates as the 
functions of the damping parameter for two values of the governing parameter (panel 
a). The fractional difference between these two rates (panel b). 
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Figure 5. The quasistationary (circles) and Kramers (squares) decay rates as the 
functions of the governing parameter for two values of the damping parameter (panel 
a). The fractional difference between these two rates (panel b). 
4.  Conclusions 
In the present work, for the first time, the accuracy of the Kramers decay rate, 𝑅𝐾, for the cusp 
potential has been explored quantitatively. This is achieved by means of the numerical solution of the 
stochastic Langevin type equations. These equations are written for the coordinate and its conjugate 
momentum, i.e. the modeling is performed for the phase space diffusion. The quasistationary decay 
rate obtained from this modeling is believed to be exact within the framework of the statistical errors 
which do not exceed 2% in our study. 
The Kramers formula for 𝑅𝐾 was derived for the overdamping regime, therefore 𝑅𝐾 agrees better 
with the numerical rate 𝑅𝐷 at large values of the damping parameter, this is to be expected. An 
unexpected result is that as the governing parameter 𝐺 increases (i.e. the barrier becomes higher or the 
temperature smaller), the agreement between 𝑅𝐷 and 𝑅𝐾 does not become better. It does become better 
for the case of the well-studied two parabolas barrier. This contradiction is to be understood in the 
future. Another option which has not yet been realized is to model the process using the stochastic 
reduced Langevin equation and/or the corresponding partial differential Smoluchowski equation which 
are designed for the overdamping regime, i.e. for the spatial diffusion regime. Finally, the integral 
Kramers formula which seems to be more exact then Eq. (7) can be confronted with the numerical 
decay rates. 
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