We introduce a certain population contact structure and derive, in three di erent ways, the nal size equation for a quite general superimposed epidemic process. The contact structure is characterized by the following two properties: i) each individual contacts exactly k other individuals; ii) these k acquaintances are a random sample of the (in nite) population.
Introduction
The transmission of an infectious agent is often predicated upon some form of contact between two hosts. A submodel for the host contact process is, therefore, an important constituent of a model for the spread of an infectious disease.
The law of mass action asserts that contact rates are proportional to the densities of the types of individuals involved, where it is allowed that the population is strati ed according to spatial {or social position, the latter capturing a large variety of context dependent distinctions. With nite rates, the expected number of contacts of an individual in a given nite interval of time, is nite. In the deterministic limit the subpopulation sizes are, by assumption, in nite and hence the probability that two particular individuals have contact equals zero. As a consequence, the probability that two individuals have contact twice is zero as well.
Such properties of the contact model contradict our daily experience of (human and animal) social relationships (and therefore motivated ad hoc modi cations , e.g. van Druten 12] ). So it seems relevant to study the e ect of repeated contacts with a (possibly large, either xed or changeable) group of \acquaintances" on the spread of an infectious disease.
The acquaintance relation de nes a network of connections among the members of the population and the modelling now entails a speci cation of this network. In spatial lattice models (Durrett 7] ) one assumes a very regular contact network. In random graph models (Blanchard, 5] , one assumes that contacts are restricted to partners that form an isolated pair for an extended period of time. Yet another class of models strati es the population according to households.
Here we shall consider a class of models that combines features of spatial lattice{ and (the limit of) random graph models. We picture an individual as surrounded by a circle of k acquaintances.
But these acquaintances do not contact each other. In fact we assume that the probability that two acquaintances have other acquaintances in common equals, in the in nite population, zero. Admittedly this again contradicts our daily experience and we think that, ultimately, models should be constructed in which the correlation between acquaintances of acquaintances is neither as rigid as it is in spatial lattices nor as absent as we postulate it here. It is common practice in stochastic epidemic modelling to use \contact" and \infect" as synonymous. This re ects that one does not rst model a contact process and then superimposes transmission, but that one does both things at one go. There is a certain economy in doing so. But we plead for the more laborious road, in order to unravel the in uences of, respectively, contact structure and infectivity.
In the impressive paper 10] J.A. Martin-L of analyses generalised Reed-Frost processes that, on rst sight, should contain the present model as a special case. Indeed, the rules concerning the active part of transmitting the infective agent are very exible. But concerning the passive part of being a potential victim, there are no rules at all. In contrast, in the model presented here an individual can possibly receive the agent from exactly k acquaintances, no more no less. This has an e ect on the nal size equation. Debatable as our assumptions still may be from a modelling point of view, they stand out by the attractive feature that they allow us not only to compute the basic reproduction ratio R 0 , which is straightforward, but also to derive a simple nal size equation. To present this derivation is the main aim of the present paper.
We shall use the expression for R 0 and the equation for the nal size to investigate how the epidemic depends on the size k of the circle of acquaintances. For k = 2 we recover the epidemic on the integer lattice on the line, and for k ! 1 we are back to Kermack & McKendrick 8] .
In a follow-up publication 4] we shall retain a mass action contact process as a second model of transmission, infectious matter being partitionned between the two modes. Thereby we obtain a oneparameter \bridge" (a homotopy) between pure mass action and pure \acquaintance" transmission, which allows for a biological interpretation. Thus we will be able to make comparisons and to quantify the e ect of repeated contacts further.
There may be many ways to construct a probabilistic interaction structure among N individuals such that our assumptions are satis ed in the limit for N tending to in nity (along a subsequence, perhaps, to avoid combinatorial obstructions). We shall ignore this issue.
The Model Ingredients
We shall, as in Metz 11] , allow for variability in infectious output. We distinguish individuals with a variable taking values in a set . The population composition (or, equivalently the probability that an individual draws a certain future infectivity upon becoming infected) is described by a probability measure m on . As a function of time elapsed since becoming infected, the infectious output of an individual of type is given by a( ; ). This infectious output is uniformly distributed among k acquaintances. We normalise \infectious output" such that it equals the probability per unit of time of transmission. Hence the (\survival") probability that a speci c acquaintance is not yet infected by an infectious individual of type at \disease-age" is given by P( ; ) = e The overall probability of transmission Q is now de ned by Q = 1 ? F(1): (2. 3)
The most familiar example is where infectious output is a constant, say , during an exponentially distributed (say with parameter ) period. Then = R + ; a( ; ) = for 0 and zero otherwise, and m(d ) = e ? d . From this speci cation we nd Q = =k + =k (2.4) as one can also deduce directly by thinking in terms of competing events. When we introduce a latent period preceding the infectious period, we have to multiply the expression with the reduction factor accounting for the possibility that the individual never \enters" the infectious period (since, for instance, it dies). Any infected individual necessarily has at least one infectious or immune acquaintance, to wit the one that transmitted the infectious agent to it. In the initial phase of the epidemic this will be the only one. Hence the expected number R 0 of secondary cases per primary case in the initial phase equals R 0 = (k ? 1)Q:
So the threshold condition for an epidemic outbreak (which, as always, reads R 0 > 1) cannot be satis ed for k = 2. This corresponds exactly to the well-known fact that the epidemic on a onedimensional lattice with nearest neighbour transmission necessarily stops (i.e. only minor outbreaks are possible, and the infectious agent cannot propagate to in nity).
At the other extreme, for k ! 1, we nd
is the expected infectious output at disease-age (note that the linearity in the limit k ! 1 allows us to interchange taking the expectation with the other operations). So here we nd back another well-known result, the expression for R 0 for uniform transmission in an in nite population (i.e. for mass action).
In Figure 1 we show R 0 as a function of k for the case of an exponentially distributed infectious period, i.e. for Q given by (2.4), with = 10 and = 2 .
We may also pose the following question: given a limit for k ! 1, which is above threshold, what is the minimal value of k for which R 0 is still above threshold? If we put R 0 = (k ? 1)Q = 1 and Q = =k + =k we nd k = 2 ? .
The probability of a minor outbreak
We can use a branching process approximation to give a slightly more detailed description of the initial phase of an epidemic. Given and given that the infective has k ?1 susceptible acquaintances, the probability that it will infect j acquaintances equals Hence the probability~ that, given such an initial condition, the infective agent goes extinct before a substantial epidemic develops equals The epidemic in a demographically closed population will inevitably come to an end (unless we assume that immunity is only temporary). Let us denote by s 1 the fraction of the population that escapes from ever being infected. Then 1 ? s 1 is the (relative) nal size of the epidemic. In this section we shall employ heuristic probabilistic arguments to derive an equation from which s 1 can be computed.
The deterministic justi cation of our assertions is postponed to the next two sections.
Imagine a large graph in which every vertex is linked to exactly k other vertices, while short cycles and separate components are avoided by randomness. Consider an edge linking A and B. We ask the question: will B become infected by A, should A itself become infected? Without knowledge on A, the probability that the answer is yes simply equals Q.
Imagine a large epidemic outbreak has taken place. We consider an arbitrary individual and ask with what probability it was not a ected. In order to decide whether or not it was infected, we look backwards, i.e. we follow edges with probability Q, to see whether we arrive at an infected individual in this manner. By de nition s 1 equals the probability that we won't.
To let the size of the graph go to in nity has two e ects: -the process of following edges backwards is described by a branching process with
for 0 j k ? 1 and p j = 0 otherwise, except for the rst generation which has
for 0 j k and p j = 0 otherwise (note that by looking backwards we eliminated the dependence that complicated (4.2)) -s 1 equals the extinction property of this branching process (here the argument is that either the branching process goes extinct or it explodes and therefore necessarily connects to the \giant (outbreak) component" (Bollob as 3]), which we assume to be unique). So the claim is that In Figure 2 we depict the nal size as a function of k for Q given by (2.4) with = = 10 and = = 2.
6. The deterministic generation process A remarkable feature of epidemic processes is that, even though they are nonlinear, one can study certain aspects, such as the nal size, at will in the context of a discrete time generation formulation or in continuous time. The nal size will be the same, despite the fact that there will be di erent answers to the question \who is held responsible for infecting whom?". this applies equally to stochastic and deterministic models and was, as far as we know, rst noted by Ludwig 9] .
We shall index the generations by n. In each generation, a susceptible possibly has acquaintances which are susceptible, infected or immune. The number that are infected determines the probability that the susceptible becomes infected, but also the addition to the number of immune acquaintances in case the susceptible is not infected. So we have to divide the population into subpopulations according to the status of the individual concerned and the status of its circle of acquaintances. We adopt the convention that a subpopulation indexed by n refers to the size of that subpopulation immediately before infection takes place in generation n. Moreover 
The following observation is crucial for the model formulation. Consider one speci c individual and focus on one of its k acquaintances. We want to know with what probability this acquaintance belongs to a certain subpopulation. Without further knowledge the \random=uniform" principle tells us that this probability equals the subpopulation size. Suppose, however, that we know about a fraction of the totality of all acquaintances of the subpopulation that the speci c individual we consider is ruled out. Then we have to multiply the subpopulation size by one minus this fraction to nd the probability.
Let S j (n) denote the subpopulation size of susceptibles which had k ? j of their acquaintances infected in the generations up to and including n ? 2. In other words, j of their acquaintances are either susceptible or infected in generation n ? 1 and then infectious in generation n, while k ? j of their acquaintances are \removed". Similarly, let I j (n) denote the subpopulation size of those that are infected in generation n ? 1, and which have k ? j removed acquaintances. Now consider an acquaintance of a susceptible, for which it is known that it was not infected in the generations up to and including n ? 2. Let p(n) denote the probability that this acquaintance belongs to the subpopulation of those infected in generation n ? 1. Without the knowledge that the acquaintance was not infected in earlier generations, this probability would simply be
But the conditional probability that takes our a priori knowledge into account is obtained by multiplying this quantity with the inverse of Consider a member of the S l (n) subpopulation. The probability that l ? j of its acquaintances are infectious equals l l ? j p(n) l?j (1 ? p(n)) j :
Given such a con guration, the probability that the susceptible becomes infected in generation n 
Note that in the last equation necessarily j k ? 1, since an infective needs to have had at least one infected acquaintance. Note also that the future is fully determined by the values of p(n) and S j (n) and that one can consider I j (n) as auxiliary variables.
Together the equations (6.1)-(6.3) describe the deterministic dynamics on a generation basis. The initial condition consists of a value for p(0) and each of S j (0), 0 j k, such that P k j=0 S j (0) 1.
(A slightly more precise, but also more cumbersome, initial condition would specify I j (0) and S j (0) such that P k j=0 (I j (0) + S j (0)) = 1 and then compute p(0) from (6.1) with n = 0.)
The analysis of the di erence equations is greatly facilitated by the introduction of the generating functions G n (z) = Thus we derived (6.6) and (6.7) from (6.1)-(6.3). Conversely, (6.6) and (6.7) constitute a closed system of di erence equations which de ne p(n) and G n (z) once we specify p(0) and G 0 (z). Equation (6.6) guarantees that G n (z) is a polynomial of degree k provided G 0 (z) is such a polynomial. We now use equation (6.4) the other way around, i.e. to de ne S j (n) in terms of G n (z). Subsequently we use (6.3) to de ne I j (n). Finally, to verify (6.1) and (6.2) amounts to reading chains of identities derived above in the other direction, and sorting our according to powers of z. 2 Lemma 6.2. The solution of (6.6) is given by G n (z) = G 0 ((1 ? Q)(1 ? B(n)) + B(n)z) (6.8) where B(0) = 1 and B(n + 1) = (1 ? p(n))B(n): (6.9) Proof. Suppose (6.8) holds for a particular n. Then
or, in words, (6.8) holds for n + 1. Since obviously (6.8) is correct for n = 0, the proof is complete.2
The expression (6.8) allows us to rewrite (6. (1) : (6.12) Proof. We derive two expressions for the product n l=1 (1 ? p(l)), basing ourselves on, respectively, (6.9) and (6.11). By (6.9) this product equals B(n + 1) B(1) = B(n + 1)
and by (6.11) it also equals G 0 0 (1 ? Q + QB(n))
Equating the two expressions we nd (6.12). Since G 0 is a polynomial with nonnegative coe cients, both G 0 0 and G 00 0 are positive. It then follows at once from (6.12) that B(n) is positive and decreasing. by means of (6.8).
2
We now specialise to the case of a negligibly small initial infection. That is, we let both p(0) # 0 and assume that S j (0) = 0 for j < k while S k (0) " 1 (6.19) 7 . The deterministic continuous time formulation So far we could work with the overall probability of transmission Q, but now we will need the full survival function F introduced in (2.2). And we shall employ another survival function. Let, for a susceptible, B(t) denote the probability that an acquaintance is susceptible at time t, given that it was susceptible at time zero (note carefully that the individual whose acquaintance we consider is, by assumption, susceptible in the entire interval from zero to t). Of course B is not known; it is our task to determine it. But for a while we shall pretend that we know B.
Next assume that p is the hazard rate corresponding to B, i.e.
B(t) = e ? R t 0 p( )d :
In a sense (speci ed below) p measures the force of infection in the population (but p does not equal, for a randomly selected susceptible, the probability per unit of time to become infected and hence it is not the force of infection in the traditional sense of the word).
We denote by S j (t; k ; : : : ; j+1 ) the density, at time t, of susceptibles with j susceptible acquaintances and k ? j acquaintances that were infected at, respectively, the times 0 < k < : : : < j+1 t. When the initial population composition includes susceptibles with infective acquaintances, one has to specify the expected future infectivity of these acquaintances. Next one combines this information with the expected changes after t = 0 to derive analogues of formula (7.2). We refrain from an elaboration of such formulas.
As the times at which the acquaintances were infected are not of primary importance to us, we now which in fact allows us to infer (7.5) directly, without going through the intermediate steps (7.2) and (7.4).) Finally, the explicit formula (7.5) has the immediate
jS j (t):
This number decreases for two reasons: i) a susceptible becomes infected itself ii) one of the acquaintances of a susceptible becomes infected. As the di erence is only one of perspective, the rates of i) and ii) are equal at the population level (note that in our way of bookkeeping every link is counted twice; so also a change in the disposition of a link should be counted twice; for the change under consideration, we do that once under i) and once under ii); nally note that in an in nitesimal time interval it cannot happen that both partners in the connection are infected). For every susceptible acquaintance the probability per unit of time of becoming infected is, by de nition, p(t). Therefore dN dt = ?2pN: (7.9) Note that this relation gives a more precise meaning to the interpretation of p as a kind of force of infection. Combining (7.9) and (7.1) we obtain. For good measure we add a few remarks on the initial value problem. The general procedure is as follows. First one derives, as in Lemma 7.1, expressions for the various subpopulation sizes in terms of B(t). Next these are used to express N(t) in terms of past values of B(t). Substitution of the result into (7.10) yields a nonlinear Stieltjes renewal equation for B(t). We then de ne B as the unique solution of this equation, which turns all formulas into explicit expressions and justi es all our inferences.
Concluding remarks
When individuals systematically contact the same individuals, the probability that an infectious individual has contact with an already infected individual is higher than it is otherwise. Thus the e ectivity of the infectious output gets reduced.
This phenomenon manifests itself in spatial contact models, but there it is confounded by the phenomenon that neighbours have, as a rule, several common neighbours. To disentangle the in uences of these two e ects we have introduced a contact structure characterized by two properties:
(i) each individual has contact with precisely k other individuals, (ii) these k so-called acquaintances form a random sample of the (in nite) population.
It is not a straightforward exercise to formulate a model for the spread of an infectious agent in a population with such a presumed contact structure (we openly admit to have made several false attempts before hitting upon the, according to our conviction, correct answer). In Section 7 we presented the continuous time formulation that nally resulted from our deliberations and in Section 6 we presented a, somewhat arti cial, generation formulation.
The most important outcome of our analysis, besides an explicit expression for the basic reproduction ratio R 0 , is a rather simple equation that determines the nal size of the epidemic in a virgin population. A graphical representation of these quantities is presented in Figures 1{3 and from these one can deduce the quantitative aspects of the reduction in e ectivity of infectious output due to repetition of contacts. The present model concerns a homogeneous population: each individual has exactly the same properties. A more complicated structure arises when individuals are allowed to di er in the number of acquaintances. We may consider such a situation in future work.
A question that formed part of our original motivation is the following: if most contacts are with a rather limited number of xed acquaintances, but some are with random members of the total population, how much does the outcome di er from the case where all contacts are with random members. This question is addressed in our companion paper 4]. 
