Abstract Prediction of machine tool failure has been very important in modern metal cutting operations in order to meet the growing demand for product quality and cost reduction. This paper presents the study of building a neural network model for predicting the behavior of a boring process during its full life cycle. This prediction is achieved by the fusion of the predictions of three principal components extracted as features from the joint time-frequency distributions of energy of the spindle loads observed during the boring process. Furthermore, prediction uncertainty is assessed using nonlinear regression in order to quantify the errors associated with the prediction. The results show that the implemented Elman recurrent neural network is a viable method for the prediction of the feature behavior of the boring process, and that the constructed confidence bounds provide information crucial for subsequent maintenance decision making based on the predicted cutting tool degradation.
Introduction
In metal cutting operations, the condition of the cutting tool plays a significant role in achieving consistent quality and controlling the overall cost of the manufacturing process. Considering the damage that tool failure can cause to a machine tool and its peripheral components, it becomes increasingly important in contemporary manufacturing to predict and prevent machine failures, instead of allowing the machine to fail and then react to the failure [1] . The need to achieve near-zero-downtime performance has been driving the shift from the traditional "fail and fix" (FAF) practice to the "predict and prevent" (PAP) paradigm [2] .
Since the paradigm of machine degradation assessment was first introduced by Lee [3, 4] based on a quantitative confidence value (CV) index of machine degradation, research focus has been placed on the ability to predict the future condition of a system by observing available performance-related features extracted from various sensors on the machine. This advanced capability of observing past outcomes of a phenomenon in order to anticipate its future behavior enables a more proactive approach to condition-based maintenance (CBM).
The feature domain prediction approach used in this paper is adopted from Engel et al. [5] , where an implicit assumption is made that signatures indicative of process performance are available. Figure 1 illustrates this approach based on capturing the internal dynamics of performance-related signatures F(t) using the past and present realizations of feature vectors F(0), F(1),..., F(N) in order to predict its future realizations F N (1) (one step ahead of realization), F N (2) (two steps ahead of realization), etc.
In addition, each prediction is associated with an inherent uncertainty of prediction, which is crucial for proper interpretation of feature predictions and the use of those predictions for intelligent and more proactive maintenance decision making [6] . If a region (or probability distribution) of features describing normal process behavior is known, then an overlap between the predicted feature's distribution and the normal behavior region indicates the predicted probability that the underlying process will behave normally (denoted as the "predicted confidence value" in Fig. 1 ). Furthermore, if a region (or probability distribution) of features corresponding to a particular failure mode is known, then a measure of the overlap between that feature region with the predicted distribution of process-related features would signify the predicted probability of occurrence of that particular fault.
Traditionally, the prediction of the future condition of a system is based on statistical methods such as autoregressive moving average (ARMA) models [7] . More recently, neural networks have been applied and found more effective than statistical methods [8, 9] for prediction in the cases of nonstationary problems because of neural networks' freedom from restrictive assumptions, such as linearity, which are often needed to make the traditional mathematical models analytically tractable.
However, in developing neural network techniques for real-world applications such as providing the functionalities for key embedded components in mission-critical systems [10] , it is noted that it is also necessary to assess the uncertainties inherent in the predictions [11] . Therefore, it is desirable to construct prediction intervals over point predictions generated by the neural network predictor. Methods of computing prediction intervals based on bootstrapping have been developed by Efron and Tibshirani [12] , but suffer from a high computational burden. On the other hand, Huang and Ding [13] proved that asymptotically valid prediction intervals for neural networks can be constructed using nonlinear regression.
The objective of this paper is to propose an Elman recurrent neural network for predicting feature signatures describing a manufacturing process, to investigate the forecasting performance of the proposed neural network model on real data from a boring process, and to examine the construction of prediction confidence intervals caused by prediction uncertainty using nonlinear regression.
Neural networks for prediction
Since Lapedes and Farber [14] first applied multi-layer feedforward neural networks for forecasting purpose, extensive research work has been devoted to using neural networks for prediction in a variety of application areas. Most studies have been based on the straightforward multilayer feedforward neural networks. However, recurrent neural networks have been found to be very powerful in forecasting because they are capable of storing the previous states of the system through the recurrent connections [15] [16] [17] [18] . Consequently, several researchers have confirmed the superiority of recurrent neural networks over the feedforward neural networks for nonlinear time series prediction [19] [20] [21] [22] [23] . The Elman recurrent neural network, which is one type of recurrent neural network, has shown promising 
Structure of an Elman recurrent neural network (ERNN) model potential for the prediction of polymer product quality [24] , dissolution profiles in pharmaceutical product development [25] , and chaotic time series [26, 27] . In this paper, an Elman recurrent neural network is implemented for the feature signature prediction of a boring process.
Elman recurrent neural network (ERNN)
An ERNN, proposed by Elman, is one kind of globally feedforward locally recurrent neural network model. The structure of an ERNN is illustrated in Fig. 2 . It consists of four layers: input layer, hidden layer, context layer, and output layer. An ERNN has certain unique dynamic characteristics not displayed by static neural networks, such as back propagation and radial basis function neural networks, because of a set of context nodes storing the previous realization of the internal network states.
For example, an ERNN has a sigmoid activation function in its hidden layer and a linear activation function in its output layer. Then, the internal network states A t at time t are:
where A t−1 is the internal network state at time t−1, P is the time series data from X t−1 to X t−d , LW 1, 1 and IW 1, 1 are network weights, and b 1 is the network bias, tan sig is a sigmoid activation function. Then, the network prediction output X t at time t is:
where LW 2, 1 is a network weight, b 2 is the network bias, and purelin is a linear activation function.
These distinct recurrent connections of A t−1 through context nodes allow the ERNN to both detect and generate time-varying patterns, which is essentially useful in prediction.
Quantifying prediction uncertainties by prediction intervals
As an empirical modeling tool of a physical system, neural networks have been used widely in control and optimization applications. However, a model of a physical system has error associated with its predictions due to the dependence of the physical system's output on unobservable quantities. Therefore, a method to quantify the accuracy of the predictions from neural network models is desired. A 
where x i are the inputs, y i are the outputs, θ* are the true values of the set of parameters θ, and the errors ɛ i are assumed to be independently and identically distributed following a Gaussian distribution N(0, σ 2 ) with mean zero and variance σ 2 . Therefore, standard asymptotic theory from nonlinear regression can be applied to derive prediction intervals for neural network models [13] . Let b be the least squares estimate of θ*, obtained by minimizing the error function:
for a training set (y i , x i ), i=1,..., n. The predicted output of the neural network, for the input x 0 , is b y 0 ¼ f x 0 ; b :
Then, asymptotic linearization by applying the well known Taylor series expansion to the first order can now be used to approximate f x 0 ; b in terms of f (x 0 ; θ*):
where:
Then, an approximate 100*(1−α) percent prediction interval for b y 0 can be described by Seber and Wild [28] as:
where t α/2,n−p is the t distribution with n−p degrees of freedom, and: F is the Jacobian matrix of neural network outputs with respect to its parameters. The matrix F has dimensions n×p, where n is the number of samples used to obtain b ; and p is the number of parameters θ j which composes b : The unbiased estimator of σ 2 is:
4 Building a neural network model for the feature behavior prediction of the boring process
Feature extraction of spindle load signal of the boring process
Due to the non-linearity of the boring process, the spindle load signal during the operation is highly non-stationary. Therefore, non-stationary signal analysis tools are needed for the prediction of signatures extracted from sensor readings obtained during the boring process. In this paper, joint time-frequency signal analysis is used to simultaneously decompose signal energy in the time and frequency directions [29] . Following Djurdjanovic et al. [1] , the principal components of moments of the joint time-frequency signal energy distribution are used as features describing the spindle load readings. Signatures from 351 boring process cycles are obtained from the load signal time-frequency distribution, and their behavior is predicted using an ERNN prediction tool, as shown in Fig. 3 .
Neural network model construction
Despite many sfatisfactory characteristics of neural networks, building a neural network model for a forecasting problem is not a trivial task. Modeling issues that affect the performance of a neural network must be considered carefully. One critical decision is to determine the neural network type and appropriate architecture, such as the number of input nodes (the number of past observations) and the number of hidden neurons. Other network design decisions include the selection of the training algorithm and the training data. Figure 4 shows a flowchart of the implementation for building a neural network model for forecasting. The process starts with the extraction of features associated with system performance. Subsequently, one needs to select data for network training and validation, as well as network parameters. The selection of network parameters is achieved by repeating the training of the neural network with different sets of parameters and keeping the neural network architecture with minimum validation errors. Then, it is possible to accomplish a prediction based on the constructed neural network model, and to construct prediction intervals to address prediction uncertainties. In this research, samples of the first 200 cycles from each of three features of the boring process are used to construct a separate ERNN model for each feature. An early stopping approach for network training is employed in order to prevent network overfitting. By using 180 samples for training and 20 samples for validation, a series of ERNNs for each feature are trained using different training algorithms with a different number of network inputs (the number of past observations) ranging from 1 to 20 and a different number of hidden neurons. Each network configuration is trained 100 times by considering different random initializations of the network. The number of network inputs, the number of hidden neurons, and the type of training algorithm for all the three features are selected based on the mean network validation error, as shown in Fig. 5 . Table 1 shows a summary of the network models found for the three features extracted from the time-frequency distribution of the spindle load signal observed during the boring process.
Results and discussion
For feature 1, we have constructed an ERNN model with 13 input neurons and 7 hidden neurons. The inputs are 13 past observations X t−1 , X t−2 ,..., X t−13 of feature 1. The objective is to predict the next realization X t of feature 1. Figure 6 shows the predicted feature realizations from cycle 260 to cycle 351, based on the constructed neural network model, along with the 95% prediction intervals.
Similar analysis was carried out for features 2 and 3. Figures 7 and 8 show the predicted feature realizations, actual feature realizations, and the 95% prediction intervals for features 2 and 3, respectively.
After the behavior of each of the three features has been predicted separately, they are combined to predict the degradation behavior of the boring process, which is represented by the degradation index (DI), as shown in Fig. 9 . The sum of squares of the predicted features are used to depict the degradation level because the three principal components of the time-frequency moments are asymptotically Gaussian, meaning that the sum of squares of those components will asymptotically follow a Chisquare distribution with 3 degrees of freedom and that the statistical significance of the drift of the DI could easily be assessed. Figure 9 shows the predictions of DI based on the fusion of the three features. The sum of squares of the actual realization of each feature is the solid line, the sum of squares of the predictions from each feature is shown as diamonds, and the corresponding prediction intervals are represented as dashed lines. Figure 9 also shows that the boring process crosses the threshold of unacceptable behavior after 288 cycles. This threshold is set in the fused principal component's domain based on the consultations with the automotive manufacturer who uses this boring process in their powertrain manufacturing. The degradation behavior of the boring process near the limit of unacceptable behavior is modeled and predicted using the ERNN in order to initiate appropriate actions to prevent boring tool failure. In addition, the quantification of the variability associated with predictions by prediction intervals has provided additional information on the confidence in making the decisions for remedial actions. Tables 2 and 3 summarize the numerical prediction results and the 95% confidence bounds.
Conclusions
In this paper, we present a study of using an Elman recurrent neural network (ERNN) in modeling and predicting the behavior of a boring process for better maintenance decision making. The results of this study show that an ERNN is a viable alternative for feature signature prediction. The use of prediction intervals are demonstrated by constructing the intervals via nonlinear regression techniques. This forecasting capability provides additional predictive information crucial for subsequent intelligent maintenance decision making so that the early detection of process degradation is made possible and timely preventive maintenance actions can be initiated.
