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Well-posedness of IBVP for 1D
scalar non-local conservation laws
Paola Goatin1 Elena Rossi1
Abstract
We consider the initial boundary value problem (IBVP) for a non-local scalar conservation
laws in one space dimension. The non-local operator in the flux function is not a mere
convolution product, but it is assumed to be aware of boundaries. Introducing an adapted
Lax-Friedrichs algorithm, we provide various estimates on the approximate solutions that
allow to prove the existence of solutions to the original IBVP. The uniqueness follows
from the Lipschitz continuous dependence on initial and boundary data, which is proved
exploiting results available for the local IBVP.
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1 Introduction
We consider the following Initial Boundary Value Problem (IBVP) on the open bounded










∂tρ+ dx f(t, x, ρ,J ρ) = 0, (t, x)∈R
+×]a, b[,
ρ(0, x) = ρo(x), x∈ ]a, b[,
ρ(t, a) = ρa(t), t∈R
+,
ρ(t, b) = ρb(t), t∈R
+,
(1.1)
where J denotes a non-local operator and we use the notation
dx f
(




































The same problem was studied in [10]. In that case, the choice for J is the classical convolution
product J ρ = ρ ∗ η, η being a smooth convolution kernel. However, in such formulation, the
non-local term may exceed the boundaries of the spatial domain. The authors address this
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issue by extending the solution outside the spatial domain, setting it constantly equal to the
corresponding boundary condition value.
Here, we propose a different approach. We follow the treatment of the boundary conditions
proposed in [9], where a particular multi-dimensional system of conservation laws in bounded
domains with zero boundary conditions is considered. More precisely, a non-local operator










ρ(t, y)ω(y − x) dy , with W (x) =
∫ b
a
ω(y − x) dy , (1.3)
for a suitable convolution kernel ω.
In recent years, the literature on non-local conservation laws has widely increased. These
equations are indeed used to model various physical phenomena: from sedimentation mod-
els [4] to granular flow [1], from vehicular traffic [5] to crowd dynamics [6, 7, 8], from conveyor
belts [11] to supply chains [2].
Although physically those models might be defined in a bounded domain and numerical in-
tegrations require it as well, they have been mostly studied in the whole space R or Rn. The
main difficulty lies indeed in the fact that the non-local operator may need to evaluate the
unknown outside the boundaries of the spatial domain, where it is not defined.
The analysis of the non-local problem (1.1) is carried out exploiting the same strategy used
in both [10] and [14]. As already mentioned, [10] studies the non local IBVP (1.1) where the
non-local operator is the standard convolution product, while [14] considers the local problem
for a balance law, i.e. a one dimensional IBVP where the flux function has the form f(t, x, ρ)
and there is also a source term. We remark that it could be possible to use the results of [14]
to study the non-local problem (1.1): indeed, the link between the two problems is obtained





this way the a priori estimates on the solution would be less precise than those presented in
this work. Namely, a positivity result and an L1-bound on the solution are missing in [14].
Moreover, L∞-estimate recovered here depends on the first derivatives of the flux function,
see Theorem 2.3, while using the results of [14] yields an estimate depending on the mixed
second derivatives of f .
Nevertheless, the result concerning the stability with respect to the flux function proved
in [14], recalled below in Theorem A.4, is of crucial importance in this work, since it con-
tributes significantly in the proof of the Lipschitz continuous dependence of solutions to (1.1)
on initial and boundary data, see Proposition 4.1, and thus in the proof of the uniqueness of
solution to (1.1). At this regard, we remark that the stability proof provided in [10] is wrong,
but could be fixed following the same strategy proposed here.
The paper is organised as follows. Section 2 presents the assumptions needed on prob-
lem (1.1) and the main result of this paper, whose proof is postponed to Section 5. Section 3
is devoted to the introduction of the finite volume approximation of problem (1.1) and its
analysis. The Lipschitz continuous dependence of solutions to (1.1) on initial and boundary
data is proved in Section 4. The final appendix A recalls some results from [14] on the local
IBVP, necessary throughout the paper.
2
2 Main results
We introduce the following notation:
sgn+(s) =
{
1 if s > 0,
0 if s ≤ 0,
sgn−(s) =
{
0 if s ≥ 0,
−1 if s < 0,
s+ = max{s, 0},
s− = max{−s, 0}.
In the rest of the paper, we will denote I(r, s) = [min {r, s} ,max {r, s}], for any r, s ∈ R.
We make the following assumptions on the flux function f and on the convolution kernel ω:
(f) f ∈ C2(R+ × [a, b]× R× R;R) and there exist L,C > 0 such that









































(ω) ω ∈ (C2 ∩W2,1 ∩W2,∞)(R;R) is such that
∫
R
ω(y) dy = 1




ω(y − x) dy ≥ Kω. (2.1)
The requirement (2.1) guarantees that J in (1.3) is well defined for all x ∈ ]a, b[.
We recall below two different definitions of solution to problem (1.1). Recall that the
two definitions are equivalent for functions in (L∞ ∩BV)(R+×]a, b[;R). We refer to [13] for
further details on the link between this two definitions.
The first definition follows from [3].
Definition 2.1. A function ρ ∈ (L∞ ∩ BV)(R+×]a, b[;R) is an entropy weak solution to
problem (1.1) if, for all ϕ ∈ C1c(R









































































t, b, k,R(t, b)
)
]
ϕ(t, b) dt ≥ 0,










ρ(t, y)ω(y − x) dy , (2.3)
and W is as in (1.3).
The second definition was introduced in [12, 15].
Definition 2.2. A function ρ ∈ L∞(R+×]a, b[;R) is an entropy weak solution to prob-
lem (1.1) if, for all ϕ ∈ C1c(R















































































We can now state our main result.
Theorem 2.3. Let (f) and (ω) hold. Let ρo ∈ BV( ]a, b[;R
+) and ρa, ρb ∈ BV(R
+;R+).
Then, for all T > 0, problem (1.1) has a unique entropy weak solution ρ ∈ (L1 ∩ L∞ ∩













TV (ρ(t)) ≤ etT1(t)
(





(et T1(t) − 1),


















































T2(t) = K2(t) +
3
2








with L as in (3.12), K2(t),K3(t) as in (3.27), with C1(t) substituted by R1(t), and Ct(t) is as
in (3.33), with α = L.
4
3 Existence of weak entropy solutions
Fix T > 0. Fix a space step ∆x such that b − a = N∆x, with N ∈ N, and a time step ∆t
subject to a CFL condition, specified later. Introduce the following notation
yk := (k − 1/2)∆x, yk+1/2 := k∆x for k ∈ Z,
xj+1/2 := a+ j∆x = a+ yj+1/2, for j = 0, . . . , N,
xj := a+ (j − 1/2)∆x = a+ yj, for j = 1, . . . , N,
where xj+1/2, j = 0, . . . , N , are the cells interfaces and xj, j = 1, . . . , N , the cells centres.
Moreover, set NT = ⌊T/∆t⌋ and, for n = 0, . . . , NT let t
n = n∆t be the time mesh. Set
λ = ∆t/∆x.



















ρb(t) dt , n = 0, . . . , NT − 1.






b . For n = 0, . . . , NT − 1, set
















ωk−j ρnk for j = 0, . . . , N.
Introduce the following modified Lax-Friedrichs flux adapted to the present setting: for



























where α ≥ 1 is the viscosity coefficient.
We define a piecewise constant approximate solution ρ∆ to (1.1) as




t ∈ [tn, tn+1[ ,
x ∈ [xj−1/2, xj+1/2[ ,
where
n = 0, . . . , NT − 1,
j = 1, . . . , N,
(3.3)


















Remark 3.1. Concerning the first formula in (3.1), observe that a different (more accurate)







which ensures that Wj+1/2 = ∆x
∑N
k=1 ω
k−j = W (xj+1/2). This choice wouldn’t result in any
relevant change in the estimates derived in this paper.
5
3.1 Positivity
In the case of positive initial and boundary data, we prove that under a suitable CFL condition
the scheme (3.4) preserves the positivity.
Lemma 3.2. Let ρo ∈ L
∞( ]a, b[;R+) and ρa, ρb ∈ L
∞(R+;R+). Let (f) and (ω) hold.
Assume that












Then, for all t > 0 and x ∈ ]a, b[, the piecewise constant approximate solution ρ∆ (3.3) is such
that ρ∆(t, x) ≥ 0.
Proof. We closely follow [10, Lemma 1]. Fix j between 1 and N , n between 0 and NT − 1.
















































































if ρnj 6= ρ
n
j−1,



























if ρnj 6= ρ
n
j+1,










































































































≤ C ρnj ∆x+ 2Lρ
n
j .




























































































































which, using the inductive hypothesis, leads to


























Lemma 3.3. Let ρo ∈ L
∞( ]a, b[;R+) and ρa, ρb ∈ L
∞(R+;R+). Let (f), (ω) and (3.5)













Proof. By Lemma 3.3, we know that the scheme (3.4) preserves the positivity. Therefore,






















































































































































. By (f) and the
assumption (3.5) on α, the coefficients of ρnN and ρ
n









An iterative argument yields the thesis. 
3.3 L∞ bound
Lemma 3.4. Let ρo ∈ L
∞( ]a, b[;R+) and ρa, ρb ∈ L
∞(R+;R+). Let (f), (ω) and (3.5)











where C2(t) is given by (3.13).
Proof. Fix n between 0 and NT − 1. For j = 1, . . . N , rearrange (3.4) as in Lemma 3.2, with
the notation (3.6)–(3.7):
































































































































































































































































































































































Inserting the above estimate into (3.11) and exploiting the bounds on βnj and γ
n
j obtained in
the proof of Lemma 3.2, we get

















































































C2(t) = C(1 + LC1(t)), (3.13)
L being as in (3.12). An iterative argument, together with the fact that C2(t
n−1) ≤ C2(t
n) for
all n = 1, . . . , NT , yields the thesis. 
3.4 BV estimates
Proposition 3.5. (BV estimate in space) Let ρo ∈ BV( ]a, b[;R
+), ρa, ρb ∈ BV(R
+;R+).










































































n) are defined in (3.27) and (3.30).
Remark 3.6. Estimate (3.14) is defined also for n = 0, setting
∑0
m=1 am = 0, with some
abuse of notation.
Proof. Consider the inner terms and the boundary ones separately.






































































































































































































































































































if ρnj 6= ρ
n
j−1,


























































































































































































































































j−1/2) + ∆x ∂xf(t

























































































































































































































































































































































































where L is as in (3.12). Moreover, by their very definition, for ϑnj+1, ε
n


































































































































































In order to compute the difference between (3.19) and (3.20), which appears in (3.18), we add







































(ωk−j−1 − ωk−j)ω′(ξℓ−j−1/2) + ω
k−j (ω′(ξℓ−j−1/2)− ω
′(ξℓ−j+1/2))


































































































































































































































































































































































































































































































































































































K2(t) = C C1(t)
(
1 + 2LC1(t) + 2K3(t)
)
, (3.27)








C1(t) is as in (3.9) and L is as in (3.12). Observe that the two norms of f appearing in K1(t)
are bounded due to (f), Lemma 3.3 and Lemma 3.4, since they are evaluated on the compact


















Focus now on the boundary terms. From the definition of the scheme (3.4), with the









































































































































































































































































n)) (|ρna |+ |ρ
n
1 |).





































































= (ρn+1b − ρ
n



























= (ρn+1b − ρ
n
























































































































































































































∣ ≤ |ρn+1b − ρ
n
























































































































































+ |ρn+1b − ρ
n










































































































































n) tn − 1
)
,
concluding the proof. 
Corollary 3.7. (BV estimate in space and time) Let ρo ∈ BV( ]a, b[;R
+) and ρa, ρb ∈





































where Cxt(n∆t) is given by (3.36).















∣ ≤ n∆t Cx(n∆t). (3.32)































































































































































































































































































































































































































































+ n∆t Ct(n∆t). (3.35)
Summing (3.32) and (3.35) we obtain the desired estimate (3.31), with
































concluding the proof. Notice that the last sum in (3.36) is bounded by
∆x
(




3.5 Discrete entropy inequality
We introduce the following notation: for j = 1, . . . , N , n = 0, . . . , NT − 1, k ∈ R,
Hnj (u, v, z) = v − λ
(





Gn,kj+1/2(u, v) = F
n
j+1/2(u ∧ k, v ∧ k)− F
n
j+1/2(k, k),




j+1/2(u ∨ k, v ∨ k),









j+1). Notice moreover that the following equivalences hold true: (s −
k)+ = s ∧ k − k and (s− k)− = k − s ∨ k.
Lemma 3.8. Let (f), (ω) and (3.5) hold. Then the approximate solution ρ∆ in (3.3) satisfies
the following discrete entropy inequalities: for j = 1, . . . , N , n = 0, . . . , NT − 1 and k ∈ R,
(ρn+1j − k)






















































Proof. Consider the map (u, v, z) 7→ Hnj (u, v, z). By the CFL condition (3.5), it holds
∂Hnj
∂u

















































The monotonicity properties obtained above imply that
Hnj (ρ
n
j−1 ∧ k, ρ
n













j (k, k, k) −H
n


























Moreover, we also have
Hnj (ρ
n
j−1 ∧ k, ρ
n




j (k, k, k)





j ∧ k, ρ
n




j−1 ∧ k, ρ
n
j ∧ k)− F
n























































































proving (3.37), while (3.38) is proven in an entirely similar way. 
3.6 Convergence towards an entropy weak solution
The uniform L∞-bound provided by Lemma 3.4 and the total variation estimate of Corol-
lary 3.7 allow to apply Helly’s compactness theorem, ensuring the existence of a subsequence
of ρ∆, still denoted by ρ∆, converging in L
1 to a function ρ ∈ L∞([0, T ]×]a, b[), for all T > 0.
We need to prove that this limit function is indeed an entropy weak solution to (1.1), in the
sense of Definition 2.2.
Lemma 3.9. Let ρo ∈ BV( ]a, b[;R
+) and ρa, ρb ∈ BV(R
+;R+). Let (f), (ω) and (3.5)
hold. Then the piecewise constant approximate solutions ρ∆ in (3.3) resulting from the adapted
Lax–Friedrichs scheme (3.4) converge, as ∆x → 0, towards an entropy weak solution of the
initial boundary value problem (1.1).
Proof. We consider the discrete entropy inequality (3.37), for the positive semi-entropy, and




j ) in (3.37) and rearrange it as
follows
0 ≥ (ρn+1j − k)







































Let ϕ ∈ C1c([0, T [×[a, b];R
+) for some T > 0, multiply the inequality above by ∆xϕ(tn, xj)































































































































f(t, x, k,R(t, x))ϕ(t, x) dx dt ,
by the Dominated Convergence Theorem. Concerning (3.40)–(3.41), we get




















































































































= T int + T b = T,
where we set















































































































j ∧ k, ρ
n
j ∧ k)− F
n
j+1/2(k, k)




























sgn+(ρ(t, x) − k)
(
f(t, x, ρ,R(t, x)) − f(t, x, k,R(t, x))
)










+ ϕ(t, b) dt
)
.












































































































+ ϕ(tn, a) + (ρnb − k)
+ ϕ(tn, b)
)
































































































































































j ∧ k, ρ
n




j ∧ k, ρ
n



































































































≤ α∆xT ‖∂xϕ‖L∞ max
0≤n≤T/∆t
TV (ρ∆(t
n, ·)) = O(∆x), (3.44)
thanks to the uniform BV estimate (3.14). Pass now to the terms T b and Sb:





















































































α (ρnb − k)




















































(L− α) ≤ 0,
meaning that the numerical flux is increasing with respect to the first variable and decreasing
with respect to the second one. Thus,
Gn,kj+1/2(u, v) = F
n





















|v ∧ k − k|
≥ − α (v − k)+
and
Gn,kj+1/2(u, v) = F
n
j+1/2(u ∧ k, v ∧ k)− F
n
j+1/2(k, k)

















|u ∧ k − k|








































































































































N ∧ k, ρ
n











































thanks to the uniform L∞ estimate (3.10). Hence, Sb − T b ≤ O(∆x), so that we finally get
0 ≥ [(3.39) . . . (3.42)]
= [(3.39)] + [(3.42)] + T ± S
≥ [(3.39)] + [(3.42)] + S −O(∆x),
concluding the proof. 
4 Lipschitz continuous dependence on initial and boundary
data
Proposition 4.1. Fix T > 0. Let (f), (ω) and (3.5) hold. Assume moreover ∂2xρf, ∂
2
ρRf ∈
L∞([0, T ] × [a, b] × R2;R). Let ρo, σo ∈ BV( ]a, b[;R
+) and ρa, ρb, σa, σb ∈ BV( ]0, T [;R
+).
Call ρ and σ the corresponding solutions to (1.1). Then the following estimate holds
∥






‖ρo − σo‖L1(]a,b[) + L
(




1 +B(T )T eB(T ) T
)
,
and B(T ) is defined in (4.25).












σ(t, y)ω(y − x) dy , h(t, x, u) = f(t, x, u, S(t, x)).
(4.1)









































































































≤ W R1(t), (4.3)
with L defined exactly as in (3.12) and W defined as in (3.25). Observe that L and W are
finite thanks to (ω). Compute also
∣









∣ρ(t, y)− σ(t, y)
∣
∣ dy , (4.4)
∣






∣ρ(t, y)− σ(t, y)
∣
∣ dy . (4.5)










∂tρ+ ∂xg(t, x, ρ) = 0,
ρ(0, x) = ρo(x),
ρ(t, a) = ρa(t),










∂tσ + ∂xh(t, x, σ) = 0, (t, x)∈ ]0, T [×]a, b[,
σ(0, x) = σo(x), x∈ ]a, b[,
σ(t, a) = σa(t), t∈ ]0, T [,
σ(t, b) = σb(t), t∈ ]0, T [.










∂tπ + ∂xg(t, x, π) = 0, (t, x)∈ ]0, T [×]a, b[,
π(0, x) = σo(x), x∈ ]a, b[,
π(t, a) = σa(t), t∈ ]0, T [,
π(t, b) = σb(t), t∈ ]0, T [.
(4.6)
Thanks to (f) and to the additional assumptions on f , the flux functions g and h defined
in (4.1) satisfy the hypotheses of Theorem A.2, Proposition A.3 and Theorem A.4. Indeed,
focusing on g, compute:
∂2xug(t, x, u) = ∂
2
xρf(t, x, u,R(t, x) + ∂
2
uRf(t, x, u,R(t, x)) ∂xR(t, x).
Thus, thanks also to (4.2), ∂2xug is finite. Therefore, we can use the results of [14], re-
called in Appendix A: by Theorem A.2, problem (4.6) admits a unique solution in (L∞ ∩























































































































































































so that K(t) ≤ K̂(t) where we set
















and we then obtain
TV (π(t)) ≤
(
TV (σo) + TV (σa; [0, t]) + TV (σb; [0, t]) + K̂(t) t
)
eC5(t) t. (4.10)



















The first term on the right hand side of (4.11) evaluates the distance between solutions to
IBVPs of the type considered in the Appendix A with the same flux function, but different






≤ ‖ρo − σo‖L1(]a,b[)
+ ‖∂ug‖L∞([0,t]×[a,b]×R)
(
‖ρa − σa‖L1([0,t]) + ‖ρb − σb‖L1([0,t])
)
.














≤ ‖ρo − σo‖L1(]a,b[) + L
(
‖ρa − σa‖L1([0,t]) + ‖ρb − σb‖L1([0,t])
)
. (4.12)
On the other hand, the second term on the right hand side of (4.11) evaluates the distance
between solutions to IBVPs of the type considered in Appendix A with different flux functions,




































































. Let us now






≤ S∞(t) = e





















Then, by Theorem 2.3,
TV (σ(t)) ≤ etT1(t)
(



























T2(t) = K2(t) +
3
2








K2(t) = C S1(t)
(
1 + 2LS1(t) + 2K3(t)
)
,


















































































































































∣ρ(t, y)− σ(t, y)
∣
∣ dy ,
with Ri(t, x) ∈ I
(
R(t, x), S(t, x)
)
, i = 1, 2. Hence,
∥


























































































Finally, consider the first integral in (4.15): by (f) and (4.4)
∣









































∣ρ(t, y)− σ(t, y)
∣
∣ dy
with R̃(t, a) ∈ I
(















∣ρ(s, y)− σ(s, y)
∣
∣ dy , (4.23)
and similarly for the second integral in (4.15).








































∣ρ(s, y)− σ(s, y)
∣
∣ dy ds . (4.24)
















A(t) = ‖ρo − σo‖L1(]a,b[) + L
(
‖ρa − σa‖L1([0,t]) + ‖ρb − σb‖L1([0,t])
)
,




























with U(t) as in (4.17), L as in (3.12), R1 as in (2.5), T4(t) as in (4.19). An application of























5 Proof of Theorem 2.3
Proof of Theorem 2.3. The existence of solutions to problem (1.1) follows from the results
of Section 3, in particular § 3.6. The uniqueness is ensured by the Lipschitz continuous
dependence of solutions to (1.1) on initial and boundary data, see Section 4.
The estimates on the solution to (1.1) are obtained from the corresponding discrete es-
timates passing to the limit. In particular, the L1 bound follows from (3.8), the L∞ bound
from (3.10), the total variation bound from (3.14) and the Lipschitz continuity in time
from (3.34), since ∆x = ∆tλ and taking λ =
1
3L . 
Appendix A The local 1D IBVP
We recall below some results concerning the classical (local) one dimensional initial boundary
value problem for a scalar conservation laws. Detailed proofs can be found in [14], which
deals with the more general case of a balance law.










∂tu+ dx f(t, x, u) = 0, (t, x)∈ I×]a, b[,
u(0, x) = uo(x), x∈ ]a, b[,
u(t, a) = ua(t), t∈ I,
u(t, b) = ub(t), t∈ I.
(A.1)
Above, the notation for dx f
(
t, x, u(t, x)
)
follows closely that introduced in (1.2), that is:
dx f
(








t, x, u(t, x)
)
∂xu(t, x).
Recall the definition of solution to (A.1). In particular, we focus on the adaptation to the
present one dimensional setting of the definition of solution provided by Bardos, le Roux and
Nédélec [3, p. 1028].
Definition A.1. A function u ∈ (L∞ ∩ BV)(I×]a, b[;R) is an entropy weak solution to
problem (A.1) if for all test function ϕ ∈ C1c( ]−∞, T [×R;R
















t, x, u(t, x)
)





u(t, x) − k
)




















t, a, u(t, a+)
)













t, b, u(t, b−)− f (t, b, k)
)
]
ϕ(t, b) dt ≥ 0.
The well-posedness of problem (A.1), some a priori estimates on its solution and the
stability of its solution with respect to variations in the flux function are proved in [14]. We
report the results below, adapted to the present setting without source term.
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Theorem A.2. [14, Theorem 2.4] Let f ∈ C2([0, T ] × [a, b] × R;R), with ∂uf, ∂
2
xuf ∈
L∞([0, T ]× [a, b]× R;R). Let uo ∈ BV( ]a, b[;R
+), ua, ub ∈ BV(I;R
+).







TV (u(t)) ≤ eC4(t) t
(
TV (uo) + TV (ua; [0, t]) + TV (ub; [0, t]) +K(t) t
)
, (A.3)
















































Proposition A.3. [14, Proposition 3.7] Let f ∈ C2([0, T ] × [a, b] × R;R), with ∂uf, ∂
2
xuf ∈
L∞([0, T ]× [a, b]×R;R). Let uo, vo ∈ BV( ]a, b[;R
+), ua, ub, va, vb ∈ BV(I;R
+). Call u and







≤ ‖uo − vo‖L1(]a,b[)
+ ‖∂uf‖L∞([0,t]×[a,b]×R)
(
‖ua − va‖L1([0,t]) + ‖ub − vb‖L1([0,t])
)
.
Theorem A.4. [14, Theorem 2.6] Let f1, f2 ∈ C
2([0, T ] × [a, b] × R;R), with ∂ufi,∂
2
xufi ∈
L∞([0, T ] × [a, b] × R;R) for i = 1, 2. Let uo ∈ BV( ]a, b[;R
+), ua, ub ∈ BV(I;R
+). Call





























































≤ Ui(s), for i = 1, 2,
and
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