Relying on the universality of quantum mechanics and on recent results known as the "threshold theorems," quantum information scientists deem the question of the feasibility of large-scale, fault-tolerant, and computationally superior quantum computers as purely technological. Reconstructing this question in statistical mechanical terms, this article suggests otherwise by questioning the physical significance of the threshold theorems. The skepticism it advances is neither too strong (hence is consistent with the universality of quantum mechanics) nor too weak (hence is independent of technological contingencies).
Introduction.
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1. For an accessible review, see Aharonov 1998. quest for a large-scale, fault-tolerant, and computationally superior quantum computer is currently taking place. Whether such machines are possible is an exciting open question, yet the debate on their feasibility has been so far rather ideological in character (Wolfram 2001; Levin 2003; Goldreich 2005; Dyakonov 2006 ). Remarkably, philosophers of science have been mostly silent about it: common wisdom has it that philosophy should not intervene in what appears to be (and is also presented as) an engineering problem, and, besides, the mathematics employed in the theory of fault-tolerant quantum error correction (FTQEC) is rather daunting. It turns out, however, that behind this technical veil the central issues at the heart of the debate are worthy of philosophical analysis and, moreover, bear strong similarities to the conceptual problems that have been saturating a field quite familiar to philosophers, namely, the foundations of statistical mechanics (SM). Reconstructing the debate on FTQEC with statistical mechanical analogies, this article aims to introduce it to philosophers and to take preliminary steps toward making it less ideological and more precise.
When quantum algorithms first appeared, it was argued that their physical realization is similar to analog computation and hence unfeasible because of susceptibility to noise (Landauer 1995; Unruh 1995) . Quantum error correction (QEC) was conceived in order to meet this challenge, claiming that quantum computers are neither digital nor analog. Rather, several error-correction codes were developed that demonstrated that quantum computers are accurate continuous devices whose possible input, output, and internal states are dense countable sets (Shor 1995; Steane 1996) . The next obvious worry was the cost of error correction: since this process is itself a form of computation, the expectation was that it would introduce additional noise to the computer. Fault-tolerant quantum computation was meant to address this concern. Several theorems have been proven Zurek 1996, 1998 ) that rely on a set of requirements under which arbitrarily long computation can be fault-tolerantly executed on a quantum network if the error probability (or error rate) is below a certain threshold. Current estimations of the threshold point at an error probability of the order of 10 Ϫ4 per computational step, which is still too low for existing technology. Given these results, the crucial open question is the following: Would improvement in hardware lead to the realization of large-scale, fault-tolerant, and computationally superior quantum computation, or is there still a fundamental obstacle that renders the entire project a wild goose chase?
Optimists within the quantum information community regard the challenge as purely technological, the answer to which is contingent upon the design of quantum gates whose accuracy is below the required error threshold. Yet from a computer science perspective it is quite natural to approach the question with healthy pessimism, according to which, somewhere along the way, in the scaling of the computer from several qubits (the basic information-carrying units of the quantum computer) to a large collection thereof, the computer loses its "quantumness" and with it its putative computational superiority.
2 On this view there are in principle (as opposed to merely technological) reasons why there are no such computers, and no matter what gadgets are used, large-scale quantum computers will never be more efficient than their classical counterparts.
According to an influential view within the quantum information community (Aaronson 2004 ), this pessimism is tantamount to rejecting the universal applicability of quantum mechanics. But is this influential view correct? Must quantum computer skeptics reject the universality of quantum mechanics? Questioning one of the premises quantum computer optimists rely on, namely, the famous threshold theorems, this article argues they need not do so.
The key point is a striking yet rarely mentioned analogy that exists between the current "active" approach to FTQEC and the radical "interventionist" solution to the puzzle of thermodynamic arrow in time in the foundations of SM. In both approaches, external noise is seen as the culprit behind the irreversible behavior of physical systems governed by reversible dynamics. On this view, since all macroscopic systems are practically "open" and susceptible to noise, reversible behavior on macroscopic scales is unobservable unless the external noise is suppressed. In active FTQEC, noise suppression is achieved, among other things, by constantly "cooling" the computer, adding ancillas to the (open) quantum system. Remarkably, both approaches make a similar methodological choice in the way they treat noise in their models. This choice, or so I shall argue, is what makes the famous threshold theorems physically suspect.
The plan is the following. Section 2 presents the basic ingredients of active FTQEC, reconstructing it as an attempt to shield the computer from noise. Section 3 examines recent doubts with respect to the internal consistency of the assumptions behind active FTQEC. Section 4 reconstructs the debate on the feasibility of active FTQEC in a different context, taking its cue from an analogous debate on the thermodynamic arrow in time that exists within the foundations of SM. Based on this analogy and on the results from Section 3, Section 5 suggests that the active attempt 2. Of course, the fact that, so far, there is no agreed upon characterization of the physical resources behind the putative computational superiority of quantum algorithms over their classical counterparts, apart from, maybe, crude features such as 'entanglement', 'interference', or 'Hilbert space structure', to name a few, doesn't add to the clarity of this debate.
to shield the computer from noise is the wrong way to think about FTQEC.
2. Optimism. In 1994, quantum computing, until then a speculative research area, received a dramatic boost. Built on an earlier discovery (Simon 1994 ) and on an ingenious number-theoretic argument, a quantum algorithm was presented (Shor 1994 ) that could factor integers into primes in polynomial number of computational steps-a subexponential speedup with respect to any known classical algorithm to date. 3 The discovery drew significant attention (such an algorithm, if implemented on a largescale computer, could have dramatic consequences on current cryptography protocols) but was initially met with skepticism that portrayed the theoretician's dream as the experimentalist's nightmare (Haroche and Raimond 1996) . Roughly speaking, this skepticism was based on the indisputable fact that large-scale quantum systems are noisy and on the observation that noise, or the accumulation of errors, would impede any attempt to physically realize a (computationally superior) large-scale quantum computer. In particular, Unruh (1995) was among the first to point out that the effects of the inevitable coupling of the putative quantum computer to external degrees of freedom put stringent constraints on the computation time, as the computer would lose its coherence (and also its "quantumness") in time scales that are determined by the strength of the coupling and the state of the environment.
One may wonder why noise was seen as such a threat. After all, there is a highly successful theory of classical error correction dating back to the early days of computer science that demonstrates how to protect computation against classical errors (von Neumann 1956 ).
The rub, of course, is that quantum mechanics is different than classical mechanics. In particular, classical errors are discrete by their nature, boiling down to bit flips or erasures. But a quantum state, represented, say, as a point on the Bloch sphere, is a priori continuous, and hence also the error is continuous. In a similar vein, quantum gates are continuous by their nature, never implemented exactly, but only up to a certain precision. Capitalizing on these differences, Landauer (1995) pointed out that small errors can accumulate over time and add up to large, uncorrectable errors. On this view, a quantum computation is nothing but analog computation, much more prone to noise, and thus actually inferior to digital classical computation.
Moreover, in order to protect against errors, in classical error correction one encodes the information in a redundant way, applying a majority check on the "dressed" bits that drastically reduces the probability of error.
4 But the unitarity of quantum mechanics, manifest in the quantum no-cloning theorem (Dieks 1982; Wootters and Zurek 1982) forbids one from copying an unknown quantum state without altering it and seems to prevent such a redundancy. Finally, classical error correction is based on the fact that one can acquire information on the type of error that had occurred (the "syndrome") without destroying the information encoded, but quantum mechanics seems to prevent one from doing so, since measurements collapse the quantum state and may destroy the information that was previously encoded in it. It thus came out as a complete surprise that shortly after these skeptical attacks there emerged a beautiful mathematical project (Shor 1995; Steane 1996) that demonstrated the possibility of quantum error correction.
The Birth of Quantum Error Correction.
The gist of QEC lies in the quantum generalization of the classical repetition code. Suppose we would like to protect a qubit against a bit flip. 5 The protocol starts by encoding it into a larger space without copying or measuring it, that is, a pair of CNOT gates and a pair of ancilla qubits are used to implement the transformation: 6 aF0S ϩ bF1S r aF000S ϩ bF111S,
4. The simplest classical error-correction code is the repetition code: each bit is replaced by three of its copies ( ; , and a majority check can still protect against 0 r 000 1 r 111) one bit flip. The protocol fails when two or more bits are flipped. However, if the error rate for one bit flip is assumed to be independent on each bit, then after the encoding the probability that we cannot correct a bit flip becomes (there are three 2 3 3 (1 Ϫ ) ϩ possible ways to have two bit flips and one way to have three bit flips), and so for we gain by encoding. See Kempe 2005, 6 , and MacWilliams and Sloane 1977, ! 1/2 18-23.
5. What follows in this subsection relies on an extremely clear exposition of FTQEC by Kempe (2005) . Apart from the original papers from the 1990s, the interested reader can find many introductions to QEC, in varying degrees of accessibility, in, e.g., Nielsen and Chuang 2000, 425-499; Mermin 2007, 99-135; Gaitan 2008. 6 . The CNOT gate is a two-qubit operator where the first qubit is the control and the second qubit is the target. The action of the CNOT gate is defined by the transformations F00S r F00S; F01S r F01S, F10S r F11S; F11S r F10S, where , etc. The first line of the transformation signifies F00S { F0SF0S; F01S { F0SF1S that when the control qubit is in the "0"-state, the target qubit does not change after the action of the CNOT gate. The second line means that if the control qubit is in the "1"-state, the target qubit changes value after the action of the CNOT gate.
(2) If a bit flip happens now, and the superposition in equation (1) becomes, say, , we can still extract information from the state withaF100S ϩ bF011S out destroying it by measuring the parity of all pairs of qubits. For instance, we can measure the parity of the first two qubits with the following circuit (adding another ancilla qubit to the code and employing two additional CNOT gates):
Here each CNOT flips the ancilla qubit if the source qubit is in the state F1S. If the first two qubits are in the state F00S, the ancilla is left in the state F0S. If these qubits are in the state F11S the ancilla is flipped twice and returns to state F0S. Otherwise it is flipped once by one of the CNOTs.
Note that the parity measurement does not destroy the superposition. If the first qubit is flipped, then both F100S and F011S have the same parity (i.e., 1) on the first two qubits. If no qubit is flipped, the code word is still in the state of equation (1). This parity will be 0 for both F000S and F111S.
Of course, a bit flip is but one of a continuum of possible quantum errors that a qubit can suffer. Indeed, in general it will undergo some unitary transformation in the composed system of qubit and environment that would entangle both. But it can be shown that any such unitary transformation that the composed system may undergo can be expressed as a linear combination of four basic errors known as the Pauli group, namely, bit flip, phase flip, a combination thereof, and the identity. In other words, these four error types span the space of unitary matrices that can affect the qubit.
7 By performing a measurement, we collapse the combined state on one of the four 'error subspaces' and hence disentangle the error from the information stored in the qubit without destroying it.
7. If we trace out the environment (average over its degrees of freedom), the resulting operator can be expanded in terms of the Pauli group, and we can attach a probability to each Pauli group element.
This way, even though the quantum error is continuous, it will become discrete in the process of QEC.
8
A more complicated encoding exists for phase-flip errors that uses nine qubits and can also correct a bit-flip error and a combination of both.
9
As in the case of classical error correction, the redundancy allows one to improve on the error probability for a single-qubit , since-with the discretization resulting from the error-recovery measurement-the state will be projected onto a state where no error has occurred with probability , or onto a state with a large error (single qubit, two qubit, etc.). 1 Ϫ 9 Such a code protects against all single qubit errors. Only when two (independent) errors occur (which in this case happens with probability ), the error is irrecoverable. Thus Shor's 9-qubit QEC is advan-2 ≤ 36 tageous whenever (Kempe 2005, 8) . ≤ 1/36 Soon after Shor's code appeared, several alternative QECs were suggested (e.g., Steane 1996; Gottesman 1997) . It turned out that the smallest QEC that corrects a single error has five qubits and that this is optimal .
Before we go on to present the active fault-tolerant version of QEC, an important remark is in order. The crucial assumption employed in the error models that all these codes share is that the error processes affecting different qubits are independent of each other. This independence assumption is also present in the treatment of errors arising from imperfect gates or from state preparation and measurements. Moreover, the first noise models that were used in the proofs of the threshold theorems (see below) introduced another independence assumption, namely, an as-8. In the above example, the parity measurement disentangles the code qubits from the environment and acquires information about the error. The three parities (for each qubit pair of the code word) give complete information about the location of the bitflip error. They constitute what is called the error syndrome measurement. The syndrome measurement does not acquire any information about the encoded superposition, hence does not destroy it. Depending on the outcome of the syndrome measurement, we can correct the error by applying a bit flip to the appropriate qubit.
9. Shor's idea was to encode a qubit using nine qubits in the following way:
With this encoding each of the blocks of three qubits is still encoded with a repetition code, so we can still correct bit-flip errors in a fashion very similar to the above. To detect a phase flip without measuring the information in the state we use Hadamard gates to change bases from the standard basis to the F‫ע‬S basis
and measure the parity of the phases on each pair of two of the three blocks in the new basis (a phase flip in the standard basis becomes a bit flip in the F‫ע‬S basis).
sumption about the Markovian character of the qubit-environment interaction. This means that the environment maintains no memory of the errors, which are thus uncorrelated in time as well as in qubit location. As we shall see, this assumption is at the heart of the debate on the feasibility of active FTQEC.
The Miracle of Active Fault-Tolerant QEC.
Admittedly, error recovery is a type of computation, hence it is not a flawless process; in the course of error correction, the application of the code itself (e.g., the parity measurements above) might suffer from imprecision. Such errors, if present, would propagate with the recovery process, leading to its inevitable corruption. Computation, moreover, requires not only storing information but also manipulating it. One could decode the (error-corrected) qubits, apply quantum gates on them, and reencode them, but this means exposing the qubits to additional noise and decoherence. Consequently, one must perform quantum gates directly on the encoded, or "dressed," qubits.
By following specific guidelines for preventing error propagation in the error-recovery process (i.e., verifying the ancillas, encoding the qubit, detecting the error syndrome, and recovering the error), one can demonstrate that fault-tolerant storage can be achieved (Shor 1996; Preskill 1998) . With all the precautions, recovery will only fail if two independent errors occur in this entire procedure. The probability that this happens is still for some constant c that depends on the code used. 10 Additional work 2 c has shown how to apply the gates directly to the encoded data, without introducing errors uncontrollably, and several variants of fault-tolerant universal quantum computation have been developed for different QEC codes (Gottesman 1997) . Thus, in the few years that followed the introduction of Shor's algorithm, we have seen the emergence of remarkable and beautiful mathematical results that demonstrate how to encode quantum data redundantly, how to perform fault-tolerant data recovery, and how to compute fault-tolerantly on encoded states. This seems too good to be true: quantum codes exist that can correct up to t errors, where t can be as large as we wish, and on which we can compute fault-tolerantly. This means that if our error rate is , then computation will only fail with probability of order for a t of our choice.
tϩ1 From the skeptical point of view that we are interested in here, however, the issue at stake is the actual cost of QEC. If this cost scales too fast in terms of computational resources, then one has achieved nothing by em-10. This constant can be quite large because there are now many more gates and steps involved in maintaining the process reliable.
ploying it, as these resources would offset the putative superiority of the ideal quantum computation (without the noise). Put differently, with large number of errors t per code block, one reaches a point where the errorrecovery procedure takes too much time, that it becomes likely that t ϩ errors occur in a block, and the error correction would fail. Yet a quick 1 calculation shows that to keep this failure probability much smaller than 1, the error rate must decrease with the length of the computation; the longer the computation, the more accuracy it requires.
11
In a remarkable feat of mathematical ingenuity, this obstacle was overcome by using concatenated codes that involve recursively reencoding already encoded bits . 12 More precisely, in a first-level encoding one encodes each qubit with an appropriate code. Then, for each of the code words one encodes each of the qubits again using the same code. This process, which scales only polylogarithmically with the length of the original (ideal) algorithm, 13 reduces the effective error rate at each level, with the final accuracy being dependent on how many levels of the hierarchy are used.
14 Moreover, it was shown that an error threshold exists such that, if each gate in a physical implementation of a quantum network has error less than this threshold, it is possible to perform any quantum computation with arbitrary accuracy.
Shifting the problem to the technological realm (i.e., the design of quantum gates below a certain error threshold, which was estimated to be of the order errors per computational cycle), optimists could
Ϫ4 Ϫ6
10 Ϫ 10 now declare: Therefore, noise, if it is below a certain level, is not an obstacle to unlimited resilient quantum computation. (Knill et al. 1998, 342) 11. The number of steps required for recovery scales as a power of t, t a with exponent . That means that the probability to have errors before a recovery step is a 1 1 t ϩ 1 completed, scales as . This expression is minimized when for some a t ϩ1 Ϫ(1/a) (t ) t p c constant c and its value is at least . This means that our probability
p p exp (Ϫca ) to fail per error correction cycle is at least p. If we have N such cycles, our total failure probability is . For , must scale as . See Kempe 2005, 13. 12. This idea has, again, classical roots, e.g., MacWilliams and Sloane 1977, 307-316. 13 . If the number of gates in the original algorithm is N, the fault-tolerant version thereof has gates. N poly (log N) 14. For example, the two-level concatenation reduces the error probability per gate p from to for some constant c that depends on the code, which improves 2 2 2 34 cp c(cp ) p c p the error rate exponentially as long as . If one uses k levels of concatenation, p ! 1/c the error at the highest level is reduced to , which means the error rate decreases k 2 (cp) /c faster than the size of the circuit grows. See, e.g., Kaye, Laflamme, and Mosca 2007, 237-239. This optimism is still present today in many expositions of FTQEC:
The threshold theorem tells us that, in principle, we will be able to construct devices to perform arbitrarily long quantum computations using a polynomial amount of resources, so long as we can build components such that the per gate error is below a fixed threshold. In other words, noise and imprecision of physical devices should not pose a fundamental obstacle to realizing large-scale quantum computers . . . the theorem has given confidence that they can be built. (Kaye et al. 2007, 240) The [threshold] theorem made it clear that no physical law stands in the way of building a quantum computer. (Gaitan 2008, xvii) Pessimists, however, were not convinced.
Pessimism.
The threshold theorems were an important landmark in the creation of an industry, as they shifted the debate on the feasibility of large-scale, fault-tolerant, and computationally superior quantum computation to the technological domain. 15 But the assumptions that were crucial to the above remarkable results came under scrutiny only several years later. 16 We have already encountered one of these assumptions:
(A) Error correlations decay exponentially in time and space.
This assumption basically means that the environment, whose state is traced over in the computational process, maintains no memory of its states over time and, moreover, that the error model that is assumed in the estimation of the threshold involves spatially uncorrelated errors. Both these features, mind you, are in stark contrast to the correlations that characterize the system whose qubits are supposed to be entangled. Among the additional assumptions that are necessary for the validity of the threshold theorems, two are crucial to the analysis that follows: 17 15. As an aside, it is my opinion that the sociological issues surrounding the rise of this industry would one day be a worthy subject for historians and sociologists of science, e.g., the fact that most of the purely mathematical results of the threshold theorems that were taken for granted, at least at the early stages, and later disseminated as "mantras," were produced by mathematicians and computer scientists, and apart from having little to do with actual physics, were impenetrable to most working physicists. 17. There are other necessary assumptions, e.g., the ability to perform parallel operations, or a constant error rate, that shall not be discussed here. 18 Assumption (C), however, is stated explicitly and represents the ability to continuously dump the entropy produced during the noisy computational process.
The problem, however, is that there appears to be an internal inconsistency between these three assumptions: when one inquires into the derivation of the Markovian master equation that characterizes the dynamical evolution of an open quantum system (which is presumably the case at hand according to assumption [A]), one finds that the two coupling limits between the quantum computer and its environment (the singular limit and the weak limit; see Appendix) impose constraints that are not satisfied by the other two assumptions. In particular,
• (A) and (B) are incompatible with the weak coupling limit and so require the singular coupling limit, which means that the reservoir (the source for the ancillas) must possess a high temperature, which then contradicts (C).
• (A) and (C) are incompatible with the singular coupling limit and so require the weak coupling limit, which means that the gate velocity must be slow, which then contradicts (B).
We shall now look more closely at this inconsistency claim. Active FTQEC, and in particular the threshold theorems proven in 1996-97, started from a phenomenological point of view, assuming a very simple, "well-behaved," error model: "We assume that a gate's error consists of random, independent applications of products of Pauli operators with probabilities determined by the gate" (Knill 2005, 40) . This approach was natural given the difficulty in obtaining thresholds for models that 18. The distinction between the Bohr or the Rabi frequencies depends, respectively, on the application of constant vs. periodic fields in controlling the gate. For our purposes, however, in both cases the crucial insight is that the gate "velocity" is directly related to the energy gap between the ground and the excited states of the Hamiltonian that generates the gate: fast gates require large energy gaps, and vice versa. See also Margolus and Levitin 1998 for a lower bound on the energy required to transform a state FwS to its orthogonal using a constant Hamiltonian, and Gea Banacloche 2002 for a lower bound on the amount of energy needed to carry out an elementary logical operation in a quantum computer.
are not phenomenological but that start instead from a purely microscopic, Hamiltonian description. Such a description, however, cannot be ignored, and, as I shall argue here, may also lead to some interesting philosophical insights.
Assumption (A) arises from the upper bound on the probability of p err a faulty computational path with k errors, required by the threshold theorems , Section 2.10):
err where is the probability of a single error, c is a certain constant independent of , and v is the number of error locations in the circuit. This bound implies that the k-qubit errors should scale as , and this can k ∼ be satisfied only for reservoir correlation functions whose temporal decay is exponential.
19
From a dynamical perspective this situation can be investigated with the derivation of the quantum Markovian master equation (MME; see the appendix). When such an investigation is carried out, the following points emerge:
• There are two types of fully rigorous derivations of quantum MME, known as the singular coupling limit (SCL) and the weak coupling limit (WCL).
• Both derivations must satisfy a thermodynamic constraint, namely, that the reservoir is in a state of thermal equilibrium.
20
• Within the SCL, this condition allows the reservoir's correlation function to be approximated by a delta function (a necessary condition for obtaining the Markovian approximation), which is the case only in the limit of infinite temperature.
• Thus, within the SCL, a Markovian approximation that satisfies the thermodynamic constraint can be justified only in the limit , T r ϱ R where is the reservoir's temperature. T R • Physically, this means that the 'zero-memory' condition that is encapsulated in assumption (A) holds within the SCL only when the reservoir is much hotter than the system on the same energy scale set by the system ϩ ancillas.
The final point, while consistent with assumption (B) (as it allows arbitrary gate velocities), appears to contradict assumption (C): where does one get 'fresh, almost pure' ancillas to dump entropy in if the reservoir's 19. The localization of errors in time translates into localizations of errors in space due to the finite speed of error propagation.
temperature is much higher than the temperature of the system? Inversely, if one requires pure ancillas, then by coupling them to the system one must abandon the Markovian noise model in the environment.
21
Now one may argue that the SCL, while mathematically rigorous, is nevertheless highly unphysical due to the singular character of the interaction and the infinite temperature condition. Yet the more realistic domain of WCL appears to be as unfavorable to FTQEC as the SCL:
• Within the WCL (where the reservoir's temperature is finite), one can achieve the Markovian condition in the reservoir's correlations function only after coarse graining over very long time scales.
22
Expressed in terms of the system's gates frequency, this condition, while consistent with assumption (C), violates assumption (B), as it only allows slow, adiabatic gates.
23
The Markovian approximation within WCL is thus a long time limit (at least compared to the system's gate frequency), and so one cannot expect it to hold in the time scales that are stated in the assumptions behind active FTQEC. If one wants to fault-tolerantly implement gates with a finite speed, one must, again, abandon the simple uncorrelated noise model and consider non-Markovian noise.
24
It is noteworthy that the above considerations are unavoidable if one accepts thermodynamics, as they follow from a derivation of the MME that satisfies the KMS condition (see the appendix), which is basically a restatement of the minus-first law (Brown and Uffink 2001) , namely, that a system driven out of equilibrium relaxes toward a new equilibrium state 21. Recall that the role of fresh ancillas is to remove the entropy that is generated from the system-bath interaction. If the ancillas are already hot, this means they are initially entangled with the system, and this introduces more errors into the computational process than QEC could handle.
22. Davies 1974; this famous derivation of the quantum MME in the WCL is perhaps the only one consistent both mathematically and physically. 23. Further analysis is possible according to the type of the driving Hamiltonian (constant or periodic) and the Bohr or the Rabi frequencies, respectively. This, however, doesn't change the requirement for adiabatic gates.
24. Relaxing the requirement for fast gates without abandoning the Markovian condition will only generate more inconsistency: as we have seen, within the WCL the more adiabatic the evolution, the smaller the probability for correlated noise per gate, but in active FTQEC, this probability is also inversely related to the input size. This means that if we work with adiabatic gates in active FTQEC with a Markovian noise model, we violate one of the thresholds conditions which states that the gate velocity and the input size are independent.
set by the external constraints.
25 Now one can, of course, doubt the validity of thermodynamics (and in particular the applicability of the minus-first law) in certain nongeneric situations and argue that a quantum computer is such a case. Here we note that such a claim was not made within the FTQEC community.
26 Rather, instead of abandoning active FTQEC, a shift was made toward proving threshold theorems for non-Markovian noise (Terhal and Burkard 2005; Aharonov et al. 2006 ). Prior to considering this shift, let us take a short historical detour. 4. Those Who Cannot Remember the Past. In this section I would like to suggest that the original threshold theorems that are based on uncorrelated noise supply yet another example of Santayana's Aphorism on Repetitive Consequences, 28 and could have been deemed of little physical significance much earlier. Support for this claim comes from a historical analogy that exists between active FTQEC and a certain radical interpretation of a controversial school in the foundations of SM. Combined with the above results, this analogy raises doubts whether active FTQEC is the correct way to approach the realization of a large-scale, fault-tolerant, and computationally superior quantum computation.
Two Problems in the Foundations of SM.
That many things are easier to do than to reverse has been known to mankind from time immemorial. In contrast, the fundamental laws of physics are believed to indifferent to the directionality in time, allowing in principle such a reversal. One of the great challenges to mathematical physics in the twentyfirst century is thus to construct a rigorous mathematical derivation of equations that describe irreversible behavior, for example, Fourier's law of heat conductivity, from a classical or quantum model with a Hamiltonian microscopic dynamics (Bonetto, Lebowitz, and Rey-Bellet 2000; Alicki and Fannes 2001) . In this respect the fundamental question that the founding fathers of the kinetic theory struggled with in the second 25. For this reason the common argument, according to which a quantum computerand in fact any computer-is not in an equilibrium state, so equilibrium thermodynamics doesn't apply, is completely beside the point. That this is a nonstarter is evident from the fact that the equilibrium condition is imposed only on the heat bath, and not on the system. Moreover, using many baths with different respective temperatures is of no avail, as this doesn't resolve the inconsistency.
26. I defer the discussion on this line of thought (and on the reason why it is not an option for the FTQEC community) to future work.
27. If taken 10 years earlier, this detour might have saved the quantum information industry some time.
28. "Those who cannot remember the past are condemned to repeat it" (Santayana 1905, 284). half of the nineteenth century remains open: Can a reversible and deterministic dynamics fully explain the behavior of macroscopic matter? The answer is not so obvious, as by now we have many examples where it is possible to derive rigorously the transport laws by adding a non-Hamiltonian component-either stochastic or deterministic-to the microscopic Hamiltonian dynamics (for the former, see, e.g., Davies 1978; for the latter, see, e.g., Gallavotti and Cohen 1996) , while the only Hamiltonian models for which such a rigorous proof exists are highly idealized and involve noninteracting particles (Lebowitz 1978; Lanford 1981) .
Another famous problem in the foundations of SM is to account for the statistical assumptions introduced into the underlying dynamics that presumably govern thermodynamic phenomena 29 and in particular for the assumption of equiprobability (if all states consistent with some global equilibrium constraint are equiprobable-i.e., if the probability distribution in phase space is uniform over the constraint surface-then by averaging over them one reproduces the thermodynamic relations).
30
Roughly there are three main approaches to this problem. One can regard this assumption as a priori true, justifying this belief with the principle of indifference. There are two obvious difficulties in this position: (1) What is the meaning of an average when one deals with an individual system? (2) How can a subjective notion of probability affect objective notions such as entropy? One can follow Gibbs and consider an ensemble of systems, but while this approach is formally consistent (and also widely used), it does not resolve the first difficulty; there is usually only one actual system. Alternatively, one may follow Boltzmann's ergodic hypothesis and try to dynamically justify equiprobability, but ergodicity holds only in infinite time limits, and besides, many (thermodynamic) systems are not ergodic. 31 An important but controversial alternative to these approaches within the foundations of SM is the interventionist school, also known as the open system approach. In its premise lies an undeniable fact: all physical system are "open," in the sense that they interact with their environment. 30. As an anonymous referee remarks, there are further complications here, e.g., a distribution that is uniform with respect to one set of variables need not remain so under reparameterization, and some expalnation, presumably dynamical, is required for favoring a distribution that is uniform under canonical coordinates, rather than some other distribution.
31. Recent results in quantum thermodynamics (e.g., Tasaki 1998; Gemmer, Michel, and Mahler 2004; Goldstein et al. 2006; Popescu, Short, and Winter 2006) suggest to replace the assumption of equiprobability with a simple and natural assumption about quantum entanglement.
But while this fact is acknowledged as trivial and benign by all the competing approaches to the foundations of SM, within the interventionist school it becomes the key to the solution of the two foundational problems mentioned here. 
The Roots of the Open System Approach.
Interventionist ideas appear already in the discussions on the plausibility of the probabilistic assumptions behind Maxwell's derivations of the velocity distribution and in Boltzmann's formulation of ergodicity. For example, Maxwell mentions "interactions with the surroundings" as a possible justification for his equipartition theorem (quoted in Brush 1976, 366-367) , and Boltzmann ([1895] 1964, 60) points out that the special (highly ordered) initial conditions that lead to abnormal thermodynamic behavior, that is, to entropy decrease, "could be destroyed at any time by an arbitrarily small change in the form of the container."
While Maxwell and Boltzmann were ambivalent with respect to the character of these external perturbations, Boltzmann's advocates in the debate on the validity of his H-Theorem that took place on the pages of Nature between 1894 and 1895 explicitly claimed that random external perturbations lead to the desired randomization of molecular motion-a randomization that was at the heart of Boltzmann's derivation of Maxwell's velocity distribution from Hamiltonian dynamics. Here is Burbury, an English barrister who took on himself the task of defending Boltzmann's views: "Any actual material system receives disturbances from without, the effect of which coming at haphazard, is to produce the very distribution of coordinates which is required to make H diminish, so there is a general tendency for H to diminish, although it may conceivably increase in particular cases, just as in matters political change for the better is possible but the tendency is for all change to be from bad to worse" (1895, 320).
Several years later Borel explained why external interventions should be instrumental in the construction of mechanical models of thermodynamic phenomena: "The representation of gaseous matter composed of molecules with position and velocities which are rigorously determined at a given instant is therefore a pure abstract fiction; as soon as one supposes the indeterminacy of the external forces, the effect of collisions will very rapidly disperse the trajectory bundles which are supposed to be infinitely narrow, and the problem of the subsequent movement of the molecules becomes, within few seconds, very indeterminate, in the sense that an enormously large number of different possibilities are a priori equally probable" (Borel 1914 ). According to Borel even the gravitational effects resulting from shifting a small piece of rock with a mass of one gram as distant as Sirius by a few centimeters would completely change the microscopic state of a gas in a vessel here on Earth by a factor of 10 Ϫ100 within a fraction of a second after the retarded field of force has arrived.
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Note that Boltzmann and Borel both limit the effect of the external intervention to the instability of those initial microstates that lead to abnormal thermodynamic behavior. However, it seems unfair to bring external perturbations as deus ex machina to save the foundations of SM and then neglect them in the subsequent dynamics (Earman 1986, 231) . Interventionist models-I shall call these "radical" henceforth-that have appeared in the 1950s have subsequently modified the dynamics of thermodynamic systems to include random external perturbations, 34 arguing that these perturbations are absolutely necessary for the construction of realistic mechanical models for thermalization: "Statistical mechanics is not the mechanics of large, complicated systems; rather it is the mechanics of limited, not completely isolated systems" (Blatt 1959, 749) . 
There Is Always a Little Noise.
Those interventionists who interpret the open system approach "radically" reveal two fundamental features in their models. First, viewing their approach as a solution not only to the problem of equiprobability but also to the problem of irreversibility, they regard external noise as necessary for the validity of thermodynamics and, in particular, for the process of thermalization. If this noise is removed, no such process can take place.
36 Second, within this radical ap-33. Such perturbations have dramatic consequences for a system whose dynamics are unstable. Michael Berry (1978, 95-96) has calculated that an electron in the limits of the observable universe will disturb the motion of two colliding oxygen molecules here on Earth to the extent that predictability of the motion would be lost after 56 collisions. Note that we should not go as far as the end of the universe. Even a medium size billiard player situated 1 meter far from a billiard table would do the same for two elastic billiard balls after nine collisions.
34. Famous milestones after Borel's calculation are the Spin Echo experiments (Hahn 1950) and the subsequent models they initiated (e.g., Lebowitz and Bergmann 1955; Blatt 1959) . A revival of this approach has been recently championed by Earman (1986) , Earman and Redei (1996) , and Ridderboss and Redhead (1998) .
35. In his model Blatt nicely demonstrates how just by taking into account the walls of a container in which a gas approaches equilibrium one can achieve realistic time scales for this process.
36. Radical interventionist models assign the environment an active part; as such they go beyond the usual role the environment plays in thermodynamics. For an analysis, see Uffink 2001. proach there is an unexplained dichotomy between the system and its environment; while the former is treated as deterministic, the latter is allowed to include random elements. Agreed, some interventionists may try to come up with an explanation to this dichotomy, arguing that, for example, compared with the system, the environment is large and complex, and so its influence on the system is effectively random, or that the correlation established between the system and the environment during the interaction play little role in the subsequent evolution; but the crucial point here is that these explanations matter little to the conceptual problems posed in the beginning of this section (namely, the problem of irreversibility and the problem of equiprobability). First, if the underlying dynamics (of the open system and its environment) are time-reversible-invariant, then the perturbations (or noise) can be reversed. Second, by describing these perturbations as random, one presupposes the very randomness one would like to underpin in the first place within one's system (Hagar 2005, 476) .
The open system approach was rediscovered by the decoherence school in quantum theory that lately has become the new orthodoxy. 37 There are direct historical links between interventionist models and the decoherence school, 38 but more important here is the conceptual link. In particular, the two features identified above, namely, the role of noise in thermalization processes and the double standard in the characterizations of the system and the environment, play a crucial part in the theory that was developed to suppress decoherence. This theory, as we recall, is active FTQEC.
What makes active FTQEC special-and what is emphasized in the literature on the threshold theorems-is the remarkable feat of rendering QEC, the process of overcoming the noise (by discretizing it, by disentangling it from the data through its entangling to ancillas, by dumping the ancillas, and by constantly supplying fresh ones; see Section 2), an inexpensive process from a computationally complexity perspective. In other words, whatever cost this process may incur, the threshold theorems guarantee us that below a certain error rate, when "balancing the books," we will not transcend the putative complexity barrier between the quantum and the classical: the cost of QEC will not increase exponentially with the input size, and the quantum computer would maintain its alleged computational superiority. 39 37. The term was coined by Bub (1997) .
38. Joos et al. (1996) cite Borel (1914) in their introduction.
39. Or, put differently, the protocol will be fast enough to overcome the error rate so as to avoid errors accumulation that will bring us back to a classical computational power.
We can now make the analogy more explicit: think of the quantum computer as an open system out of thermodynamic equilibrium, and on the noise as arising from the computer's interaction with a heat bath. Active QEC in this context can be seen as the attempt to "cool down" the open system, thus preventing its thermalization, and the threshold theorems are the promise that given a certain noise level, this "prevention" can be done for an arbitrarily long time with only moderate overhead, that is, without increasing the overall thermodynamic cost. Had the latter increased, we would have returned to (classical) irreversible computation, contrary to the presumably unitary (hence reversible) quantum computation that is taking place.
Now there are at least two reasons to be suspicious of this marvelous result, a result that, among other things, renders the concept of a "oneway" function (a function that is easy to compute but infeasible to reverse) obsolete. 40 The first is the latent double standard with which the system and the environment are treated here: while the interaction between the qubits ϩ ancillas is entangling (and so nonlocal correlations dynamically evolve), in the interaction with the environment (or the noise model) no nonlocal correlations are allowed to evolve. In particular, with every computational step the environment acts as if it has "seen" the system for the first time. Note that classical error correction incorporates no such double standard since the dynamics that governs the bits, as well as the noise are both assumed to be yield no entanglement from the outset. Given this double standard, the original threshold theorems seem now less miraculous: if one is allowed to cheat just once in quantum mechanics, one can indeed do miracles.
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The second reason to be suspicious is that active FTQEC operates under the tacit assumption that external noise is responsible for the thermalization of the quantum computer: "Quantum error-correction may be thought of as a type of a refrigeration process, capable of keeping a quantum system at a constant entropy, despite the influence of noise processes which tend to change the entropy of the system" (Nielsen and 40. "One way" functions form one of the most productive discoveries in computer science. Many results in modern cryptography-especially the celebrated RSA cryptographic protocol (Rivest, Shamir, and Adleman 1978) -depend on the infeasibility of recovering x from . In particular, while any arbitrary variable x contains as f(x) much (Kolmogorov algorithmic) information as the function , proving such an f(x) equivalence requires the ability to perform an exhaustive search; see, e.g., Kolmogorov 1965 and Levin 2003. 41. Paraphrasing Rovelli's (1994 Rovelli's ( , 2790 famous attack on the notion of "protective measurement." Analogously, if one inserts just one ideal (i.e., nonsensitive to thermal fluctuations) element deep in a complicated construction, one can easily use this construction to violate thermodynamics. Chuang 2000, 569) . Again, such a claim is open to the radical interpretation that it is only the noise that is responsible for thermalization, which means that if we eliminate the noise, no such process would take place.
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But surely this cannot be true. If the composed system (i.e., the quantum computer coupled to the heat bath) were left to itself, it would eventually equilibrate regardless of external perturbations, wouldn't it? Well, thermodynamics tells us that all physical systems out of equilibrium do so (thus obeying the minus-first law), and statistical mechanics only changes the "all" to "almost all." External perturbations (like stirring a bowl of hot soup) may accelerate this process, but, apart from radical interventionists, no one sees them as necessary for thermalization.
Note however, that if proponents of active FTQEC accepted this benign version of interventionism, then the motivation for looking at error correction as an active process would be somewhat blunted. In fact, if proponents of active FTQEC agreed to limit the consequence of external noise to that of perturbing the system form a state that exhibits abnormal thermodynamic behavior and putting it back on a state that exhibits normal thermodynamic behavior, then the question one should ask in the context of FTQEC is not how to eliminate the noise, but rather how to create those abnormal states to begin with.
These considerations lead one to rethink the conceptual framework of FTQEC. If the aim is to forestall thermalization of the quantum computer, maybe active FTQEC is the wrong way to go about it. After all, one of the lessons of the foundations of SM is that if one insists on keeping the dynamics time-reversal-invariant, the reason for thermalization cannot reside in the dynamics alone and must involve the system's state space. Thus, rather than trying to actively shield the computer from external noise, perhaps one should try to create those states that resist thermalization. Such states do exist; they are allowed by theory, and (as our experience shows) in rare occasions can even be prepared in the lab. 43 In future work I shall discuss this strategy and the skepticism associated with it. My goal here is just to draw attention to this perspective. 44 Let us now 42. I have found only one place where this contrapositive assumption has been explicitly made in print-not in a refereed publication, but in a blog entry from 2005; see http://dabacon.org/pontiff/?pp959.
43. See, e.g., the Spin Echo experiment of Hahn (1950) .
44. This passive perspective bifurcated early on from active QEC (Barenco et al. 1996; Zanardi and Rasetti 1997) . Whether or not this is how QEC is looked at now (e.g., Knill 2006 ) is an open question. It is noteworthy that the standard formalism for QEC, known as the stabilizer formalism (Gottesman 1997 ) provides a general framework for both active and passive QEC via its group theoretic form. But one should recall here that, (1) in spite of the formal resemblence, the two strategies are physically very return to the current state of affairs in active FTQEC, and to the attempts to prove threshold theorems for non-Markovian noise.
Toward More Realistic Noise Models.
Combined with the attack on the internal consistency of the assumptions behind the original threshold theorems, the historical analogy proposed here suggests that the error model introduced in these theorems was inadequate. Serving its purpose in yielding provable thresholds, it nevertheless failed to characterize correctly the system-environment interaction that active FTQEC purports to describe. It is noteworthy that already in his seminal paper on classical error correction, von Neumann admitted that the statistical independence of the error per bit is "totally unrealistic" (von Neumann 1956, 90) . Indeed, the exponential decay of correlations of errors seems to be an idealization of both real internal fluctuations and real random external disturbances; every real process has some intrinsic built-in delay, which means the presence of memory, or non-Markovianity.
Non-Markovianity means that instead of thinking of noise as local, that is, as acting on the qubits independently of the structure of the evolution of the quantum computer (in which case this evolution only propagates the errors), the environment now "sees" the evolution of the computer and "learns" it. Since this evolution is nonlocal (recall that to protect the information from noise QEC must produce multiqubit entanglement), it will eventually give rise to nonlocal noise (Alicki et al. 2002, 8) . Although the strength of this effect can be mitigated by lowering the velocity of the quantum gates, that is, by increasing the overall computational time (Alicki et al. 2002, 10-11) , 45 its existence is a generic consequence of any interaction and cannot be eliminated-the unavoidable interaction with the vacuum already introduces long-range quantum memory which causes the environment to be rather malevolent by tracing the (necessarily entangled) evolution of the system-the more entangling is the evolution of the quantum computer, the more nonlocal is the noise.
What would be the effect of nonlocal noise on active FTQEC? This question is still open. First and foremost, the claim that "arbitrarily long" quantum computation can be done if the noise is below a certain threshold must be reconsidered. True, vacuum-induced decoherence is rather small in comparison to other sources of noise with which active FTQEC can deal, but the time scale in which the latter can now take place is certainly not "arbitrarily long," and, even more important, any statement about different and (2) the threshold theorems discussed here were proven solely in the context of active FTQEC.
45. An illustrative analogy here is a swimmer immersed in a viscous fluid; the faster her strokes, the stronger is the fluid's resistance.
its length requires a delicate analysis of different time scales (i.e., the time scale in which the memory is exponentially decaying vs. the time scale in which the vacuum memory prevails).
In particular, there are two crucial consequences for the threshold estimations. First, non-Markovian noise would constrain the threshold theorems to deal with amplitudes and not with probabilities in the calculations of the error rates, as the qubits and the environment would remain entangled for longer time scales. Since a probability is a square of an amplitude, this would have damaging effect on the error rate thresholds, as they would now become much lower than the previous (uncorrelated) case, making the entire project of active FTQEC physically unfeasible (Alicki 2004) . One may argue that this estimation is highly pessimistic as it allows the bad fault paths to add together with a common phase and thus to interfere constructively. Most likely, or so the argument goes (Preskill 2007; Khoon and Preskill 2008, 6) , distinct fault paths would have only weakly correlated phases, and if so, then the modulus of a sum of N fault paths should grow like rather than linearly in N, leading to ͱ N better threshold estimations. This more optimistic hypothesis remains to be proven, yet it is hard to see how one can justify such an intricate behavior of the noise phases on an a priori basis, especially when one requires the exact opposite behavior for the qubits (see Section 4.3).
Another problem that arises in threshold theorems for correlated (nonMarkovian) noise (Terhal and Burkard 2005, Section 5 ) is that they explicitly rely on the norm of the interaction Hamiltonian (see Ap-FFHFF I pendix). Now, apart from the fact that this quantity is not directly measurable in experiments, 46 the requirement for low error rate means, physically, that one assumes that the very-high-frequency component of the noise is particularly weak, a requirement that seems not to be physically well motivated, and in some decoherence models even implies that the system and the environment are practically decoupled, which renders the use of QEC obsolete (Alicki 2007; Hines and Stamp 2007; Khoon and Preskill 2008, 7) .
Taking stock, while the jury is still out with respect to the feasibility of active FTQEC in the presence of non-Markovian noise, one thing is certain: the initial optimism that followed the discovery of QEC and active FTQEC seems now a little premature. FTQEC is not only contingent upon technology but also dependent on the actual noise model. For some noise models FTQEC might be impossible, 47 while for other it may still 46. In fact, for otherwise reasonable noise models, the norm of the interaction Hamiltonian could be formally infinite (if, e.g., the qubits couple to unbounded bath operators).
47. For such an adversarial noise model, see Kalai 2005 Kalai , 2006 Kalai , 2008 Kalai , 2009 be within reach for a certain amount of time. The irony is that the attempt to characterize actual quantum noise requires exponential resources (Emerson et al. 2007 ). It seems that we need a quantum computer to tell us whether a large-scale, fault-tolerant, and computationally superior quantum computer is possible.
5. Optimal Skepticism. Quantum information scientists would like to believe that what prevents them from building a large-scale, fault-tolerant, and computationally superior quantum computer is a technological barrier. Their optimism is based on the premise that since quantum correlations are stronger than classical correlations, computationally superior quantum computers are possible in principle, and so it is up to us to surpass the experimental obstacles involved in controlling the noisy evolution of a large-scale collection of entangled qubits. Consequently, quantum information scientists characterize pessimism about the feasibility of large-scale, fault-tolerant, and computationally superior quantum computers as ideological, the claim being that such a pessimism must go hand in hand with skepticism about the universal applicability of quantum theory itself (Aaronson 2004) . Note, however, that if this were true, then the inability to create these fascinating machines would be judged rather harshly by the public.
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Here I have suggested that the puzzle of the feasibility of large-scale, fault-tolerant, and computationally superior quantum computers resembles the puzzle of the thermodynamic arrow in time: in both domains certain states or processes that are allowed by theory remain mostly unobserved, and in both domains there exists a debate on the extent to which external perturbations are responsible for this fact.
Given the above analysis of the threshold theorems and the analogy between active FTQEC and the radical interventionist school in the foundations of SM, it now appears that pessimism with respect to the feasibility of large-scale, fault-tolerant, and computationally superior quantum computers is far from ideological. One need not abandon quantum theory in order to doubt the existence of such machines, and, on the other hand, the obstacles in realizing such machines need not be deemed purely technological. As we have seen, the feasibility of FTQEC is dependent not only on technology, but also on the actual noise, and since the distinction between the system and the noise is completely arbitrary from a fundamental perspective, active FTQEC might be the wrong way to approach 48. A similarly severe constraint on skepticism with respect to the Large Hadron Collider is criticized by Dyson (2009) . Dyson worries that portraying the failure of the LHC as the end of theoretical physics would be damaging to the latter in case the former does fail for some reason, contingent or fundamental. the project. In fact, active error correction seems to be a misnomer: the essence of the project should be passive rather than active; errors should be avoided and not corrected.
The final lesson is this. For the purpose of advancing the debate on the feasibility of large-scale, fault-tolerant, and computationally superior quantum computers, a new type of skepticism is required: one which is not too strong (as it acknowledges the universal applicability of quantum theory), and at the same time is not too weak (as it isn't contingent upon technological capabilities). Such a skepticism would be optimal as a counterexample to the received wisdom in the quantum information community. Here I have only argued that such a skepticism is possible, and have suggested that it should be developed in the context of passive FTQEC. Making this skepticism precise is, I believe, what pessimists about the feasibility of large-scale, fault-tolerant, and computationally superior quantum computers should aim for.
Appendix: The Dynamics of an Open Quantum System
What follows is based on standard introductions to the theory of Quantum Open Systems (Breuer and Petruccione 2003 total system can be written as and the environment, respectively, and a is a coupling constant. The open system is singled out by the fact that all observables A of S interest refer to this system, and are thus of the form A I B , where A acts in . If we describe the state of the total system by some density H S matrix r, then the expectation value of the observable A is determined by AAS p tr {Ar },
S S where r p tr r,
S B is the reduced density matrix (here tr S and tr B denote, respectively, the partial traces over the degrees of freedom of the open system S and of the environment B. As the dynamics of the total system is Hamiltonian, the total density matrix evolves unitarily, hence the time development of the reduced density matrix may be represented in the form † r (t) p tr {U(t, 0)r(0)U (t, 0)},
S B
where the initial state of the total system at time is given by r(0) t p 0 and is the time-evolution operator of the total system over the time U(t, 0) interval from to . The corresponding differential form of the t p 0 t 1 0 evolution is obtained from a partial trace over the environment of the von Neumann equation, d r (t) p Ϫitr [H(t), r(t)].
(A5)
S B dt
Given that the initial state of the total system is of the form r(0) p , the dynamics expressed through (A4) can be viewed as a map r (0) r
S B
of the state space of the reduced system which maps the initial state to the state at time , r (0) r (t) t ≥ 0 S S r (0) r r (t) p V(t)r (0).
S S S
For a fixed t this map is known as a 'dynamical map'. Considered as a function of t it provides a one-parameter family of dynamical maps. If the characteristic time scale over which the reservoir correlations functions decay are much smaller than the characteristic time scale of the system's relaxation, it is justified to neglect memory effects in the reduced system dynamics and to expect a Markovian type behavior, which may be formalized by the semigroup property Here H is the generator of the coherent part of the evolution (which need not be identical to the system's Hamiltonian) and the A i are system's operators with corresponding relaxations times g i . In a number of physical situations a quantum master equation whose generator is exactly of the form (A8), known as the Lindblad form, can be derived from the underlying microscopic theory under certain approximations. Two of the most important cases are the singular coupling limit and the weak coupling limit.
The SCL is suitable when one wishes to describe an open quantum system strongly driven by some external macroscopic device with asymptotic states far from equilibrium. To accelerate the decay of the reservoir's correlation one then rescales H B and H I . In this limit there is no restriction on the time dependence of H S , but the price paid is infinite temperature for the bath. The WCL is much more physical and is obtained for all temperatures, but it requires slower system's dynamics. Both derivations must, of course, be consistent with the constraints of thermodynamics, which in this context are formalized as the KMS condition (see, e.g., Kastler 1978) , namely, that the reservoir is considered as a heat bath, that is, in thermal equilibrium, so that its entropy and temperature could be defined, and that the total system (system ϩ bath) relax to the equilibrium state imposed by these constraints.
