With the widespread adoption of information systems, recommender systems are widely used for better user experience. Collaborative filtering is a popular approach in implementing recommender systems. Yet, collaborative filtering methods are highly dependent on user feedback, which is often highly sparse and hard to obtain. However, such issues could be alleviated if knowledge from a much denser and a related secondary domain could be used to enhance the recommendation accuracy in the sparse target domain. In this publication, we propose a deep learning method for cross-domain recommender systems through the linking of cross-domain user latent representations as a form of knowledge transfer across domains. We assume that crossdomain similarities of user tastes and behaviors are clearly observable in the low dimensional user latent representations. These user similarities are used to link the domains. As a result, we propose a Variational Autoencoder based network model for cross-domain linking with added contextualization to handle sparse data and for better transfer of cross-domain knowledge. We further extend the model to be more suitable in cold start scenarios and to utilize auxiliary user information for additional gains in recommendation accuracy. The effectiveness of the proposed model was empirically evaluated using multiple datasets. The experiments proved that the proposed model outperforms the state of the art techniques.
INTRODUCTION
With the widespread adoption of information systems, recommender systems are widely used in many information systems such as e-commerce sites, social media networks and online news portals to alleviate the problem of information overload to the users and help users to find the most suited products based on their personal taste. Collaborative filtering (CF) methods are widely used in these applications to predict the most suited recommendations to users according to their similarity to other users. However, CF methods are highly dependent on user feedback data which the users are not always willing to provide due to various reasons [11] . In most scenarios, user feedback data is highly sparse and incomplete [9] . As a result, many CF methods suffer from issues of data sparsity and cold start [2] .
Such issues could be alleviated if knowledge from much more denser and related secondary domains could be used to enhance the recommendation accuracy in the intended domain [2] . For example, the knowledge of user's preference in movies (source domain) could be transferred or adapted to books (target domain) to improve the recommendation quality of books. The problem is referred to as cross-domain recommendation and has received increased interest within the research community in recent times [2; 9; 10; 16; 18] . In short, cross-domain recommendation aims at adapting or transferring knowledge from data models that are trained using a source domain to be effectively used in a target domain, where source and target domains are different but related [9; 11; 16] .
Prior researchers have proposed many methods for crossdomain recommendation. Matrix Factorization (MF) is considered as the most popular method until recent times [8] . MF methods project the users and items into a shared latent space represented as a vector. In the case of cross-domain scenarios, a naïve approach would be to combine the data from both the domains to apply MF on the combined dataset. A much better approach is using factorization methods that model domains jointly to bridge links between the domains [14] . However, it is noted that MF methods learn shallow features that minimize a distance metric between the domains [8; 9; 17] . Shallow methods will not be able to model complex inter domain user interaction behaviors especially in sparse environments [9] . Deep learning methods are able to identify latent factors to represent complex user interactions as well as group features hierarchically based on the relevance [17] . As a result, recent applications of deep learning methods in recommendation problems have proven to produce superior accuracies in recommendation [8; 15; 27; 28] and superior transfer capabilities for cross-domain recommendation [9; 10] .
In this paper, we propose a deep learning method for crossdomain recommender systems. We take a user centric approach by linking low dimensional user latent representations across domains to create a bridge between the domains for knowledge transfer. This is due to the emergence and the ability to identify similarities of user tastes and behavioral patterns across domains with low dimensional latent representations [1] . Effective cross-domain knowledge transfer can be achieved by identifying these cross-domain similarities, which can be used as a link between the domains. We use the Variational Autoencoder (VAE) [12] as the building block of the proposed model due to its ability to generate optimal latent representations of the input data, its generative nature and the ability to identify non-linear relationships of the data [29] . However, it is required to model the domains separately to identify the domain specific distributional properties separately. Yet, it is required to model the domains jointly to identify the cross-domain links. As a result, we combine two VAEs at their embedding layer in such a manner that knowledge from source domain could be transferred to the target domain at the embedding layer. However, the model architecture allows each domain to have separate VAEs to learn the domain distributions which will be optimized jointly such that knowledge is transferred from source domain to the target domain to improve recommendation quality. Unlike the prior research which used similar autoencoder models [23; 30] , we do not make the weak assumption of source and target domains being equally balanced [26] . In our model, we remove this assumption and prove that such a design is not suitable for cross-domain knowledge transfer. In addition, we include further contextualization to handle sparse cross-domain recommendation data and for better transfer of cross-domain knowledge. Apart from the generic model, two further extensions are also developed. First, a model specific for the cold start scenario due to the uniqueness of the problem and secondly, a model that incorporates auxiliary information of the user paving the way for further extensions of the model.
RELATED WORK
Recommender systems enable to alleviate the problem of information overload and help users to find the most suited products based on their personal taste. Recommender systems may be collaborative, content based [4; 16] or a hybrid of the two concepts [10; 15; 27; 28] . Unlike content based methods, collaborative filtering operates based on the user-item interactions which may be beneficial in scenarios where content is harder to obtain [9] .
Prior researchers have proposed many methods for crossdomain collaborative recommendation. A recent survey has categorised the domain definitions for cross-domain recommendation at item level, item-attribute level, item-type level and at system level [2] . Until recent times, Matrix Factorization (MF) is considered as the most popular method for recommender systems in general [8] . MF methods project the users and items into a shared latent space represented as a vector. The vector like representation of users and items will be used for estimating a user's interaction with an item. In the case of cross-domain scenarios, a naïve approach would be to combine the data from both the domains to apply MF on the combined dataset [18] . Most of the cross-domain methods proposed are extended from single domain MF models with knowledge from source domains transferred into target matrix using shared factors [11] . For example, factorization that model the source and target domains jointly to bridge links between the domains are proposed [14] . Collective matrix factorization (CMF) is a method that links target domain matrix to source domain matrix to share the user factor matrix across all domains [24] . Cross-domain Triadic Factorization (CDTF) is another similar approach that models the triadic relation of user-item-domain to capture the interactions between domain-specific user factors and item factors [11] . Crossdomain Collaborative Filtering (CDCF) factorization machine based model incorporates auxiliary information from secondary domains [18] . Further methods propose to leverage rating patterns from multiple incomplete source domains to improve the quality of recommender systems [6] . However, it is noted that MF methods learn shallow features that minimize a distance metric between the domains [8; 9] . Shallow methods will not be able to model complex inter domain user interaction behaviors especially in sparse environments [9] .
Deep learning methods are able to identify latent factors to represent complex user interactions as well as group features hierarchically based on the relevance [8] . As a result, recent applications of deep learning methods in recommender systems have proven to produce superior accuracies in recommendation [8; 15; 27; 28] and superior transfer capabilities for cross-domain recommendation [9; 10] . A recent study using multi-layer perceptron (MLP) proved the superior capabilities of deep learning in single domain CF [8] . Research has also been proposed where MF and MLPs are used in cross domain recommendations [19] . In this model, source domain specific user and item latent representations generated through MF are mapped to a target domain estimate using a deep neural network. Further deep learning models based on the autoencoders have shown improved results where content and other item data was combined to single domain CF to propose hybrid methods [15; 27; 28] . In the case of cross-domain recommendation, CONET has extended the MLP model to multiple domains [9] . The model was further extended to incorporate content information in a cross-domain setting to propose a hybrid model [10] . The general trend in deep learning based CF methods has been to move towards hybrid approaches by incorporating text content to improve the performance [10; 14; 17; 23; 28] . In our research, we will base our model on user-item relationship with a user centered model to show that further improvement can be achieved by proper derivation of the research model. In addition, there might be scenarios where hybrid approaches are not feasible due to nonavailability of content information [9] . Yet, we also show how the proposed model could be extended to incorporate auxiliary user information too.
PROBLEM FORMULATION
Prior to introducing the problem formulation and the model in Section 4, we define some of the notations in Table 1 .
In formulating the problem, we closely follow the definitions used in recent related research [9; 10] . The entry ( ) indicates whether the th user has interacted with the th item in source (target) domain with 0 indicating no interaction. The goal of cross-domain recommendation is to rank a set of items in the target domain based on the relevance of the items to a user using the information of user's target domain and source domain interaction histories. Hence, for th user the probability of interacting with an item in the target domain is defined in the proposed model as follows.
̂
(1)
The above equation indicates that the conditional probability of a user interacting with an item in the target domain is dependent on two factors. Firstly, it is based on the individual preferences of the user in the target domain and secondly it is based on the individual preferences in the source domain. As a result, the proposed neural network model can be represented as follows with being the network function. ̂
4 PROPOSED MODEL
Base Framework
Use of shared latent features to link and transfer knowledge across source and target domains is one of the most popular CF techniques [2] . The assumption is that by identifying the latent features, highly sparse data could be represented in much denser low dimensional and low loss representations, which will enable to identify high-level user preferences. Since the source and target domains are different but related, overlapping latent features representing the user preferences across domains could be identified and linked to bridge the domains. For successful linking of the domains, the low dimensional latent representation should be optimum with the ability to encode the input data with least loss of information and it has been further noted that due to heterogeneity of items and users across-domains, it is also necessary for the model to account for domain specific distributional properties separately [11] . However, in order to link the domains effectively, the model should optimize the domains jointly for optimum knowledge transfer. Finally, the model should be able to handle sparse data, which is common to recommender systems. In the following sections, we will elaborate how each of these criteria was met for optimum cross-domain linking.
Variational Autoencoder (VAE) is a recently proposed unsupervised neural network model for data embedding [12] . VAE is an extension of the basic autoencoder. The autoencoder consists of two connected neural networks, the encoder and the decoder networks. The encoding network converts the input data to the latent dimensions which is reconstructed back to match the input using the decoder network. The loss function aims on minimizing the reconstruction error. The intention is to achieve an effective dimensional reduction of the input data, where the low dimensional representation can be used as an input to an external machine learning algorithm. VAE is a recent improvement of the autoencoder that has produced much more superior low dimensional representations [29] . Unlike the autoencoder, VAEs are generative and learn the parameters of probability distributions that model the input data with additional constraints. The learnt probability distributions could be sampled to generate the latent embedding, which is decoded by the decoder to regenerate the input data as closely as possible.
As a result, we used VAEs as the base framework to generate optimal latent representations. The input to the VAEs will be the item interaction matrix or . The VAE provides an added benefit in the input reconstruction by the decoder with respect to missing data. Since the model tries to reconstruct the data as closely as possible to original input, highly relevant missing data in the target domain of the user is expected to be given a higher probability of association based on the collaborative user-item relationships learnt from the other users.
During the encoding phase of VAE, fully connected layers are utilized with nonlinear mapping function as follows (Eq. 3) for a total of layers for both source and target domains (for simplicity, the notations for source and target are omitted). The last layer of the encoder generates the latent representation based on that does the re-parametrization with generated from a Gaussian distribution (Eq. 4).
The decoder for VAE will be a mirror of the encoder with being the input of the first layer. The overall loss function is as follows with representing the entropy based reconstruction error ( ), for KL Divergence and regularization term to avoid overfitting. The heavy use of regularization has been noted in prior recommendation research and it plays a critical role to prevent overfitting [13] . 
Extension for Cross-domain Scenarios
As mentioned previously, for effective cross-domain knowledge transfer, it is required to model the domain specific distributional properties separately [11] . As a result, the proposed model incorporates two VAEs with modelling for each domain as shown in Figure 1 . The two VAEs are linked at their latent layer. The need for cross-domain recommender systems arise with the target domain data being incomplete with missing data most of the times. Because of the incomplete target domain data, the target domain VAE will not have sufficient ability to model and identify the optimal latent representations. A non-optimal target domain latent representation will significantly degrade the ability of the target domain decoder to reconstruct the target domain input data.
Our intuition is that, in such scenarios the related source domain data will be able to contribute and improve the target domain data modelling and reconstruction due to the shared cross-domain similarities. In order to achieve this, the target domain decoder is linked to the latent layer of the source domain to facilitate knowledge transfer from the source domain in addition to the latent layer of the target domain. That is, both source and target domain representations will contribute to the reconstruction process of the target domain decoder. However, no knowledge is transferred from the target domain to the source domain as our goal is knowledge transfer to the target domain. This results in an asymmetric cross-domain transfer model. The decoder of the target domain will be modified as in Eq. 6. However, the encoder of both the domains and the decoder of the source domain will remain as in Eq. (3).
The merge operation simply concatenates the two latent vectors. The loss function for the joint model is updated as follows.
Similar autoencoder designs have been used in prior crossdomain knowledge transfer studies such as linking vision and text domains [23; 30] . However, these models assume that the source and target domains are balanced and equally distributed leading to a medium solution between the source and target domains resulting in sub-optimal solutions [26] . Since the source and target domains differ in information completeness, we assume that the domains are asymmetric and the source domain is only utilized to improve the target domain while the reverse is not done as it may lead to noisier reconstruction of the source domain with incomplete target domain data. As a result, our model is one of the first attempts of applying a shared autoencoder architecture to regenerate target domain data using asymmetric transfer from the source domain in recommender systems. The model will try to identify non-linear patterns of the user-item interaction matrix in the target domain as closely as possible. As a result, while reconstructing the target domain input, any other relevant missing target domain data of the user is expected to be associated with a higher probability based on the collaborative user-item relationships learnt from the other users.
Loss Function Modifications
It is noted by prior researchers that VAEs will not handle sparse data reconstruction accurately [25] . The number of zero elements in the user-item interaction matrices far exceeds nonzero elements. In order to reduce the reconstruction loss, the model tends to give preference to zero elements over the rarer nonzero elements. Since, this is not the intended solution, it is required to impose an additional penalty for the reconstruction error of the nonzero elements [25] . The reconstruction error given in Eq. 5 is modified as in Eq. 8. indicates the Hadamard product with , a parameter to control the penalty. Since ̂ will map all reconstructed values of zero elements to zero, ̂ will purely contribute to the reconstruction of nonzero elements.
‖
We do intend to further modify the optimization criterion in our model to further improve the knowledge transfer from the source domain. In unsupervised knowledge transfer settings, it has shown that the similarity of marginal distributions of the high level representations facilitate knowledge transfer across domains [26] . As a result, further constraining of the model to account for domain distributional differences during training would assist in improved knowledge transfer and the model will be robust to noises as noted by prior researchers. Following the notion, we also constrained marginal distributions of the latent representations to facilitate improved knowledge transfer using Maximum Mean Discrepancy (MMD). 
The final loss function is updated as follows.
We adopted back-propagation to minimize Eq. 10 to fine-tune the parameters. The calculation of the first term is similar to a basic VAE. The second term is derivable in a straightforward manner as adopted in prior research [26] .
EVALUATION AND RESULTS

Experimental Setup
5.1.1. Datasets. Two real-world public cross-domain datasets were used for the evaluations. The descriptive statistics are given in Table 2 . The first dataset is an Amazon review dataset which includes multi-domain reviews [7] . The dataset has been widely used to evaluate the performance of related cross-domain collaborative filtering research [9; 10] . The dataset corresponds to 'item level' cross-domain recommendation [2] . In our experiments, we used two popular categories, with Amazon Movies as the source domain and Amazon Books as the target domain. MovieLens 1M dataset was used as the second dataset [5] . The MovieLens dataset is much smaller and less sparser compared to the Amazon dataset. The dataset is also widely used to evaluate cross-domain collaborative filtering research [8; 22] . The dataset corresponds to 'item-attribute level' cross-domain recommendation [2] . In our experiments, we used two different combinations of movie genres as the source and target domains. Movies with genre Action were selected as the source domain whereas the combinations of Comedy, Drama, Fantasy and Romance genres were selected as the target domain. Any movie that is categorized in both the domains was disregarded in the analysis.
The ratings of data ranges from 1 to 5 stars for both the datasets with 5 stars indicating that the user shows highest positive preference on the item. Similar to prior research, we included only the ratings of 4-5 as positive interaction samples [9; 10] . The dataset was filtered to include users that have shared reviews in both the domains only.
Evaluation metrics.
The leave-one-out evaluation method was adopted as the evaluation method which has been widely used in recommendation research [8-10; 21] . For each user, one interaction was held-out as the test set with the remaining data used for training. Further, we followed the common strategy which randomly samples 99 items that are not interacted by the user and ranking the held-out test item against the negative items [8] [9] [10] . Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG) were used as the evaluation metrics defined as follows [8; 10] .
is the ranking for user with being the indicator function. HR measures whether the test item is present on the top list, with values set at 10 0 0 . NDCG accounts for the position of the ranking list by assigning higher scores to hits at top ranks. (32) and 0 ( 1 ) for Amazon (MovieLens) dataset. Each experiment was conducted for 100 iterations. For baseline methods, we used the code published by their respective authors and set the parameters as recommended by the authors or the best values for each dataset by fine tuning. For BPR we set learning rate at 0.05. For CMF, the weights for rating matrix were set at 75 with auxiliary matrix of 1. In case of MLP and CONET, the hidden layers for the base network were set at [64, 32, 16, 8] with batch size of 128. For EMCDR, feature space dimension was set at 20, BPR was used as the latent factor model and MLP for cross domain mapping function. For methods that are not specifically cross-domain, we merged the cross-domain data to treat the data as a single domain. Table 3 and Table 4 show a comparison of the results for the proposed method and the other baselines. As evident from the tables, the proposed method has comfortably outperformed for both the datasets in terms of HR and NDCG. The improvement is much significant in the case of the sparse Amazon dataset with an approximate increase of nearly 20% for HR at 10 compared to the next best approach, CONET. As a result, we could safely claim that proposed model has been able to utilize cross-domain knowledge to improve the results. Further experiment results are presented in Section 5.3 to validate this claim.
Results
Several observations of further interest could be made from the results in Table 3 and Table 4 . Compared among the baselines, CONET has the highest HR and NDCG for Amazon dataset. The marginal improvement of CONET over MLP is in the same range as reported in their publication. The improvement of CONET over MLP indicates the contribution of modifying the MLP model to cross-domain scenarios. The results for BPR are similar to the results for MLP. EMCDR hasn't shown a significant improvement although the model is proposed for cross domain setting. EMCDR depends of MF for latent representation of users and items. The lower results could be attributed MF being unable to model non-linear user interactions properly [8; 9; 17] . Finally, CMF is lagging behind the other baselines by a considerable margin. This can be noted in the results published by CONET for the Amazon dataset as well. CMF models source domain data as auxiliary information which is given less preference over the target domain. As a result, a wide variety of parameters were tested for CMF to improve the results. In the current context, the source domain plays an important role in contributing for recommendation accuracy. Yet by design, CMF relies more on the target domain data. Hence, the poor performance of CMF can be attributed to the over dependence on information from the target domain.
The improvement for proposed method over CONET and MLP for the MovieLens dataset is significant yet relatively lower than for the Amazon dataset. The lower relative improvement can be attributed to higher data density and the small size of MovieLens dataset. Higher density may be an indication of data completeness. As a result, single domain methods have the ability to model the dataset with a considerable accuracy. An interesting observation that confirms this is that MLP model outperforms CONET in this setting. However, still the proposed method performs better than all the baselines. In addition, the results of EMCDR and CMF were poor compared to other baselines which can be argued as due to the same reasons mentioned previously.
Parameter sensitivity
In this section, we explore the effects of on the performance of the proposed model. controls the penalty of reconstructing nonzero elements incorrectly. With 0 , the model equally reconstructs both non-zero and zero elements whereas > 0 gives higher preference to the reconstruction of non-zero elements. Figure 2 presents the impact of HR and NDCG with varying . As evident from Amazon dataset, at 0 the HR and NDCG values are significantly lower compared with > 0. HR and NDCG values tend to be stable with the increase of . However, the improvement of HR for MovieLens dataset in minor with > 0. This can be attributed to the sparsity of the dataset. The Amazon dataset is highly sparse and as a result higher values will give preference to the reconstruction Since the MovieLens dataset is less sparse, the marginal contribution of is less compared to Amazon dataset. Further, with the increase of , the HR and NDCG tends to decrease for the MovieLens dataset. This can be attributed to the model tending to ignore the reconstruction of zero elements with the increase of . In conclusion, this experiment suggests that we should control the reconstruction of non-zero elements in the model especially for sparser datasets. This observation also validates our design decision to penalize the reconstruction error of the non-zero elements.
In order to further verify our claims of knowledge transfer, several additional experiments were conducted. In these experiments, we evaluated the impact of utilizing VAEs in single domain and merged domain settings. The single domain setting will only include the data from target domain with the VAE having the structure of -512-256-128 (128-256-512-) for encoder (decoder) in case of Amazon dataset and the structure of -256-128 (128-256-) for encoder (decoder) in case of MovieLens dataset. Two variations are tested with (referred as Single0) and > (Single). The intention of the model was to isolate the effect of data from target domain. Secondly, further two models are tested where the data was merged for both source and target domains. The VAEs will also be merged with structure of -1024-512-256 (256-512-1024-) for encoder (decoder) in case of Amazon dataset and the structure of -512-256 (256-512-) for encoder (decoder) in case of MovieLens dataset. Two variations were tested with (Merged0) and > (Merged). The intention of the model was to isolate the effects of modelling the data distributions of the two domains separately. A further final model was also tested with the omitted (MMD0) with > to isolate the effects of using MMD to constrain the marginal distributions of the two domains. For all experiments with > , parameter 0 ( 1 ) was used for Amazon (MovieLens) dataset. The results for the experiments are presented in Figure 3 . A further model for single domain was tested with -1024-512-256 (256-512-1024-) for encoder (decoder) in case of Amazon dataset and -512-256 (256-512-) for encoder (decoder) in case of MovieLens dataset for fair network and latent layer size comparison. The results were in the similar range with the respective Single0 and Single models. Due to space considerations and clarity, the results are not presented.
In comparing results of Single and Merged models with the proposed model, several interesting observations could be made. First, it should be noted that Single0 and Merged0 show lower HR and NDCG values due to same reasons of reconstruction error. In addition, Single and Merged models are reporting much lower HR and NDCG values compared to the proposed model. This observation shows that the proposed model has better capabilities of knowledge transfer than a basic VAE. An interesting observation is that the Single model has better performance than the Merged model. This indicates that when the data from different domains are simply merged, the model is unable to identify the individual domain effects. In addition, since the source domain is much denser with information, the model will be easily biased towards the source domain. The bias will influence negatively when making predictions for the target domain. As a result, we can conclude that the assumption in existing autoencoder architectures that model target and source domains as balanced is not suitable and will lead to sub-optimal solutions [26] requiring asymmetric transfer. Further it strengthens our design decision to identify the distributional properties of each domain separately [11] . Finally, it can be observed that MMD has enabled better knowledge transfer when the proposed model is compared with MMD0. For example, at , the improvement for the Amazon (MovieLens) dataset is 2.76% (3.38%).
In training the proposed model, we set the maximum number of epochs at 100. However, it was noted that the model saturates around 20 epochs for both the datasets. Further, we tested the model with varying latent layer dimensions. It was observed that the performance increased initially with the increase of the layer size with most stable and highest results obtained at size 128. This observation is intuitive as more information could be encoded with the increase of bits in the latent layer. Further increase of latent layer size initially resulted in almost similar or lower results. However, continuous increase resulted in a significantly observable performance drop attributing to the overfitting of data with increased latent layer size.
COLD START MODEL
The cross-domain transfer model given in Figure 1 intends to improve the target domain recommendation with the assistance of source domain data. In other words, the model predictions primarily depend on the target domain data with a significant incremental contribution from the source domain data. This claim is proven when results of Single model and the proposed model are compared in Section 5.3. However, cold start users in the target domain is another important and common scenario which requires cross-domain recommendation. In such situations, the predictions need to be done with the dependence on the source domain observations of the user, as no target domain observations are available. Further experiments were conducted to evaluate the impact of amount of target data available during predictions. In these experiments, a test set of users (10%) were created randomly. The leave-one-out evaluation method was used at the prediction stage as before. However, the amount of target domain available at the prediction stage was randomly controlled. For example, all target domain data at prediction stage (0%) is removed in the case of cold start user scenario. The results are given in Table 5 . MovieLens results are omitted due to space considerations.
As observed in Table 5 , the recommendation accuracy significantly decreases with the decrease of available target domain data at the prediction stage. This is due to the model depending on target domain data for the predictions. As a result, the model needs to be modified to suit scenarios of cold start. The suggested modification is to remove the dependence of target domain data in the prediction model with sole dependence on the source domain data. It is intuitive that such a model will have a negative impact on the overall model accuracy, yet would yield improved performance during cold start. The modified training and prediction models are given in Figure 4 .
In the cold start model, the decoder for the target domain is modified such that it depends on an intermediary layer rather than on the latent layer of the target domain encoder (Eq. [13] [14] [15] . This eliminates the direct dependence of target domain data for the reconstruction of the target domain in the prediction model as shown in Figure 4b . However, the intermediate layer and in the training model are constrained as in Eq. 16 to enforce knowledge transfer from the target domain to the source domain by accounting for a mapping loss. As a result, the final loss function given in Eq. 10 will be modified with added component of
The experiment results are given in Table 6 and Table 7 . For evaluation, the users were randomly split test-trained at 10 -90 Figure 4b was used for target domain predictions. As a result, the model will not utilize any target domain observations as input at the prediction stage. The results for CONET and CMF are omitted due to issues of the methods with cold start users. CONET requires the users to be completely shared across the domains as mentioned by the authors, which is not possible with cold start users. Modifications of this requirement create very low HR and NDCG values. In case of CMF, the source domain information is considered as auxiliary information of the users. It is generally required to be a denser representation and if this requirement is not satisfied the model tends to produce very low results [3] . Due to this reason, we were not able to produce any comparable results for CMF even for a wide variety of parameter testing. As a result, the analysis for cold start users is limited to BPR, MLP and EMCDR.
As evident from Table 6 and Table 7 , the proposed method has comfortably outperformed for both the datasets in terms of HR and NDCG for cold start users in the target domain. The improvement is much significant in the case of the sparse Amazon dataset with an approximate increase of nearly 36% for HR at compared to the next best approach, MLP. Since the proposed model relies only on source domain data at the prediction stage, we could safely claim that proposed model has been able to learn cross-domain transfer model to improve the cold start user results. It should also be noted that the generic model given in Figure 1 still outperforms all the baselines in cold start even without the modification as per Table 5 (0% results) .
The results also indicate that whenever a considerable amount of target domain data is available for the user, it is better to use the generic model to achieve better recommendation accuracy as the target domain data will contribute to a performance gain.
USER AUXILIARY INFORMATION
As mentioned in the introduction, our approach for cross-domain recommendation is centered on user modeling or user latent representation. Apart from the user-item interaction matrix, recommender systems are also available with additional auxiliary information about the users. For example, user profile descriptions or other user generated content such as review text. This auxiliary content may contain vital information that could further improve the user latent representation leading to an improved transfer model. It is important that the model could be extended to incorporate this information. We further extend the model to include these auxiliary content as shown in Figure 5 .
In the model, we treat the user created review text content as user auxiliary information. The text content is first converted to a vector representation using Doc2Vec [20] . Any other auxiliary content can similarly be fed to the model provided the content is converted to a suitable vector format. As shown in Figure 5 , we propose the incorporation of auxiliary information as a separate sub-encoder which is merged with the final layer of the main encoder. A separate sub-encoder is adopted due to the sparsity differences of user-item interaction matrix (usually sparse) and the vector representation of auxiliary information (usually denser). If both the data types are simply merged at the input level, the model will give higher preference to the denser auxiliary information representation creating a bias. As a result, the data is merged at a higher layer of the encoder which has already downsampled the input. In addition, this allows the identification of data type specific properties independently. Further, the decoder will not regenerate the auxiliary information, as our intention is to regenerate the item-interaction matrices as accurately as possible with the contributions from auxiliary information.
The results for the model are given in Table 8 for Amazon dataset. MovieLens results are omitted as the dataset doesn't include any auxiliary user information. The model had same network structure and parameters as with proposed model in Figure 1 with dimensions for Doc2Vec representation were set at 256 and the sub-encoder had two layers of structure 256-128. As evident from the table, the recommendation accuracy has significant increase with the incorporation of user auxiliary information. This is validating our intuition to include user Table 8 auxiliary information in the model. The cold start model can also be extended in a similar manner to incorporate auxiliary user information.
CONCLUSION
In this paper, we have shown that our model can achieve state-ofthe-art cross-domain collaboration recommendation accuracy. We followed a user centric latent modeling approach with deep knowledge transfer to achieve this. To best of our knowledge, this is the first attempt of model knowledge transfer in cross-domain recommendation with an account of asymmetry of the source and target domains in recommender systems. Further, we identified unique conditions associated with recommendation data to further enhance the optimization criterion to improve the results of the proposed method. In addition, we presented further enhancements to the model to suite cold start scenario and to scenarios available with user auxiliary information. In order to empirically validate our claims, we conducted experiments against current state of the art methods using two public benchmark datasets. Further experiments were conducted to prove the superior cross-domain knowledge transfer capabilities. Although the model was tested for two domains, the model could be easily extended to separately model multiple source domains as well. In our experiments, both source and target domain networks followed similar network structure and parameter settings. However, it could be expected to further improve the results if the network structure and parameters were fine-tuned separately for each of the domains. We intend to work in several directions in the future to further improve the model. Much of the recent deep learning based collaborative filtering algorithms have resorted to proposing hybrid approaches by incorporating item information to improve the results [10; 15; 16; 27; 28] . Following this direction, we do intend to extend the model by incorporating the item view point in addition to the current user centered view. This can be achieved using multi view VAE architectures. In addition, the model could be further constrained to incorporate the proximity of users by considering the user overlaps to further improve the results. We leave these extensions for future research.
