The performance of a multi-layered security system, such as those protecting high-value facilities or critical infrastructures, is characterized using several different attributes including detection and interruption probabilities, costs, and false/nuisance alarm rates. The multitude of technology options, alternative locations and configurations for those technologies, threats to the system, and resource considerations that must be weighed make exhaustive evaluation of all possible architectures extremely difficult. This paper presents an optimization model and a computationally efficient solution procedure to identify an estimated frontier of system configuration options which represent the best design choices for the user when there is uncertainty in the response time of the security force, once an intrusion has been detected. A representative example is described.
INTRODUCTION
The analysis of multi-layered security systems, such as those protecting high-value facilities or critical infrastructures, involves the evaluation of many dimensions of the design space. There are many options to be considered during the selection of a design configuration, such as available technology alternatives, locations in the system where that technology could be placed and technology-specific configuration settings, the spectrum of potential threats that need to be protected against, and budget or resource limitations. Exhaustive evaluation of all possible configurations in a large security system is generally impossible, so automated identification of alternatives is extremely useful. This paper extends previous work, described in Brown et al. (2015) , which develops an attacker-defender framework operationalized via a genetic algorithm (GA) by including uncertainty in the response time of the protective force as well as merging the GA with a domain-specific greedy method to seed the initial population.
This research is related to research focused on attack graphs. An attack graph is a network modeling technique used to represent path selection for an intruder. The core idea is to represent each discrete action on the part of an intruder (which yields a change in system state) as an edge in a graph; hence, collections of actions can be identified via path finding analyses. A numeric score can be associated with each edge, where these scores can be the probability of success or some type of benefit to cost computation. Phillips and Swiler (1998) first suggested the concept of an attack graph. Since then there have been many extensions to this modeling paradigm including Chen et al. (2009) , Ou et al. (2006) , and Sheyner et al. (2002) . Generally, the automatic identification of attack graphs has been found to be quite difficult. The method developed in this paper uses the underlying physical network directly so that an attack graph does not need to be explicitly identified. Brown, Jones, Nozick, and Xu This research is also related to the extensive literature on attacker-defender models. Conceptually, our model is similar to models suggested by Romero et al. (2012) and Brown et al. (2013) among others. Our model is similarly focused on investment planning to thwart attacks, however, our model of intruder behavior focuses on the probability of interruption whereas these models focus on satisfying demands for services. This model is also similar to that suggested in Reilly et al. (2012) in that both address how an attacker might assess opportunities. However, Reilly et al. (2012) focuses on repetitive attack processes and therefore what parts of a transportation network should be made inaccessible to shipments of specific types of hazardous materials. We focus on understanding which paths are relatively easier to breach as a mechanism to understand which technologies should be deployed where.
METHODS

Mathematical Formulation
We represent the problem as an attacker-defender model, in which the attacker has perfect knowledge of the security measures in place. The attacker's goal is to reach a specific target that is being protected by a physical security system. In this model, the defender is the designer and operator of the security system. The defender's goals are to minimize investment cost, minimize the nuisance alarm rate and false alarm rate (NARIF AR), and maximize the probability of interruption of the adversary. The probability of interruption is defined as the probability that the travel time of the security response force will be less than the travel time remaining for the attacker once they have been detected, allowing interception before the target has been reached. Increasing the probability of interruption is accomplished by adding detection and delay security measures (such as cameras and fences). Each investment has an associated cost and NARIFAR. These core ideas yield the following optimization model. Suppose there is a single location that is assumed to be the origin for the attacker, as well as a different single location that contains the item of interest (a.k.a. the target). Further, suppose there is a network that connects these two locations, and that network is composed of directed arcs and nodes. At each of those links, technologies can be located that either affect the travel time on the arc or the detection probability or both. The goal of the optimization is then to suggest which technologies to place at which locations, so as to identify an acceptable trade-off between the probability that the intruder is interrupted, investment costs, and NARIF AR. This optimization can be expressed as follows.
Such that L r Zr = I zr E {O,l} Vr
where r is an index for the paths that connect the intruder origin with the target of interest, gr is the probability of interruption for path r, zr is a binary variable that takes on a value of 1 if path r is selected and zero otherwise, y is an index on the combinations of investments that can be added to each link (hence forth referred to as package y),10 is a binary variable that takes on a value of 1 if investment package y is placed on arc (i,j) and 0 otherwise, A� is the NARIF AR for investment package y on link (i,j) and c0 is the cost of investment package y on link (i,j). It is important to notice that we consider packages of technologies on a link so as to properly consider the interaction between different Brown, Jones, Nozick, and Xu technologies. For example, when two technologies are placed on arc, the probability of detection is likely to be substantially lower than the sum of the probabilities. Equation (1) gives the objectives for the system owner. The first term expresses the goal of the defender to select technologies that yield the highest probability of interruption of the intruder when the intruder selects the "weakest" path available. That is, for the intruder, the key decision is the path to select, given the investments in security measures the defender has made. This is what yields the max-min structure for the first goal. The second objective given in Equation (1) for the system defender is to minimize NARIF AR and the third objective is to minimize costs. Taken together, these three terms define a trade-off space for the defender in the selection of security technologies. Equation (2) requires that the intruder select a single path. Equations (3) and (4) give the binary restrictions on the decision variables.
Solution Procedure
We use a genetic algorithm to solve the formulation given in equations (1)- (4). As in all genetic algorithms (Deb, 2012) , there are three key steps that are iteratively employed: the steps of computing the performance of each member of the population, crossover and mutation. We create most of the initial population via Monte Carlo simulation and employ a greedy algorithm to generate the remainder. Using these solutions, an initial estimate of the frontier is created by cleaning and decimating these initial solutions. The cleaning process examines each solution (which gives a complete investment strategy) and attempts to remove as many investments as possible without decreasing the probability of interruption. This process can lead to solutions which are significantly less expensive. The decimation process examines each of the cleaned solutions and randomly removes single investments, each of which are added to the population of solutions (and the efficient frontier, if appropriate) as long as the newly created solution has a non-zero probability of interruption. Each new pair of individuals is created via genetic crossover from two parents that are randomly selected from the solution pool, proportionally to their fitness. For crossover, we use a region-based crossover procedure similar to that described in Cohoon and Pairs (1987) . This is a 2D crossover strategy where all technologies in a contiguous region of the network are swapped. The region swapped is randomized between pairs of parents. This structure better represents the topology in a solution and therefore is more likely to preserve effective pieces of intermediate solutions. The advantages of this type of encoding has been demonstrated on related topology problems including electromagnetic topology optimization and circuit design (e.g. 1m et al. 2003 , Bui and Moon 1995 , and Moon et al. 1998 .
To estimate the fitness of an individual, we use an evolving estimate of the efficient frontier and compute the distance of that individual to this estimate using Manhattan distances, as suggested in Krause (1987) .
For mutation, we use a variable-rate mutation strategy based on the level of homogeneity across the population of solutions. A related variable-rate mutation strategy employed in Brown et al. (2013) is used to counter the tendency for crossover to produce homogenous populations as described in Sait (1999) . Mutations are based on the level of consistency amongst security investment strategies across the population of solutions. The percentages TH and 100-TH are defined to represent thresholds for which each security investment is considered to be used or not "most of the time", respectively, where TH was selected to be 25%. A similarity ratio is used to determine the percent of investments that fall into either one of these categories for the given population and provides a measure of the consistency of security investment strategies across the population. As this ratio increases, the mutation rate increases up to a maximum value of 5%.
The stopping criteria uses an upper bound specified by a fixed number of crossover-mutation iterations. If, however, more than three crossover-mutation iterations occur consecutively where the Pareto frontier does not improve, then it is assumed that a steady-state frontier has been achieved and the solution procedure terminates.
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The remainder of this section gives the computations used to compute the probability of interruption and the greedy algorithm used to seed the initial population.
2.3
Computing the Probability of Interruption
Suppose the response time for the protective force is known with certainty. The computation of g r can be illustrated as follows. Consider the three link path given in Figure 1 . The intruder must proceed from A, to B, to C and fmally to D. Assume the response time for the protective force is six minutes. The intruder could be detected on the first, second, or third link, or not at all. If they are detected on the third link (i.e., from C to D), there is insufficient time for the protective force to respond. But, if they are caught on the first or second links, there is sufficient time to respond. Hence, the coefficient g for this route is 0.13 + (1-0.13)*0.45 which equals 0.5215, which is the probability that they are interrupted given the probabilities of the two possible interruption scenarios: they are detected on link A-B (0.13) or they are detected on link B-C (0.45) and not detected on link A-B (1-0.13). This set of computations can be extended to networks via a label correcting algorithm (as given in Brown et al. 2015) . Let {N, Z} be the directed graph where N is the set of nodes and Z is the set of links.
Let 0;; be the set of links (i, u) E Z, Ti j be the travel time of link (i,j) E Z and Dij be the detection probability on the link. We assume that the detection probabilities are independent. Also, let T be the required time to interrupt the intruder. Let a be the origin and b be the target. We define Ii = (Jill li2) for each i E N, where lil represents the shortest travel time from node i to target b if the travel time is shorter than T, and li2 represents the probability that the intruder is interrupted when they are in node i. The objective for the intruder is to minimize la2. The following algorithm is used to find the path that yields the lowest probability of interruption once detected. 
ii. Go to step 3. e. If lV*l � T, do the following:
ii. Sf-v ** .
iii. Go to step 3.
3. Remove u from S, C = C U {u} and go to step 2.
If we now consider an exponentially distributed force response time, the computation of g r is somewhat more complicated and is illustrated as follows. Again, let =(N,A) be a directed graph with node set N={l, 2, ... n} and arc set A Associated with every arc is a two dimensional vector where the first element in the travel time on the arc and the second is the probability of detection. We assume that these measures are non-negative. Let C(t,POD) be the label associated with a partial path from the origin 0 to the destination d of the partial path that is of length t and has a probabil ity of interruption given detection of POD' For ease of discussion, assume that the nodes in the partial path are ordered sequentially from 0 to d with node 0 having a node number of one and the final node having a node number of one larger than the set of arcs. For simplicity, let's assume that this index is h with a maximum of H. The probability of interruption along a partial path is then as given below where P (II Lij Tij) is the probability of interruption when the accumulated travel time on the partial path is Li} Ti} and Di,j is the probability of detection on the link (i,j). Notice that this formula is equivalent to the following formula that can be applied recursively from the end of the path moving towards the origin, where we assume that we are currently at node j which is somewhere between nodes 0 and d.
where LkD is accumulated probability of interruption given detection from node k, which is the successor node to j, to the end of the path. We now demonstrate how an algorithm like that described above, which relies exclusively on the probability of interruption as the distance metric to conclude dominance in partial path labels, can fail.
Consider the five-node network given in Figure 2 which has two possible paths from A to D: A-B-C-D and A-B-C' -D. Assume the response time for the protective force is exponentially distributed with a mean of six minutes. Hence the probability that the response time will not exceed a given path travel time x, is 1 -exp ( -�).
For path 1 (A-B-C-D), the intruder could be detected on the first, second or third link or not at all. If they are detected on link C-D, the probability they are interrupted is 39.35%, which is the probability that the response time will be no greater than 3 minutes. However there is only a 38% chance that they are detected on that link, which brings the probability of interruption on that link to 0.3935*0.38 which is about 15%. The probability of interruption on link B-C is calculated as (0.45*0.6886)+ (1-0.45)*(0.38)*(0.3935) which equals 0.3921, where the probability that the response time will be no greater than 7 minutes is 0.6886. Hence, the value of g for path 1 is then (0.13*0.8854)+(1-0.13)*[(0.45*0.6886)+ (1-0.45)*(0.38)*(0.3935)] which equals 0.4562. For path 2, the probability of interruption on link B-C' is calculated as (0.2*0.9179)+(1-0.2)*(0.35)*(0.7364) which equals 0.3898. Notice that this value is less than the probability of interruption on link B-C, which would cause the path via node C to be pruned when using a Dijkstra-type algorithm. Hence the value of g for path 2 is then assigned to node A as (0.13*0.9698)+(1-0.13)*[(0.2*0.9179)+(1-0.2)*(0.35)*(0.7364)] which equals 0.4652. Notice that this value is greater than the value (0.4562) achieved by traversing path A-B-C-D, which is incorrect.
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Figure 2: Example of computation gr, with exponentially distributed response force time.
When the response time for the protective force is uncertain, path enumeration is required to identify the optimal path for the intruder. Rather than pursue this computational path, we randomly generate a collection of response times for the protective force from an exponential distribution but truncate the tail at the 95t h percentile to avoid excessively long response times. For each solution (i.e. collection of investments across all arcs) we find the optimal path for the intruder assuming that the intruder has perfect knowledge as to what the response time will be. Notice that this is a conservative assumption because the intruder is assumed to possess this knowledge when they select their path.
2.4
Use of a Greedy Algorithm to Seed the Genetic Algorithm
In order to improve the quality of the initial population, a greedy algorithm is used to produce a single initial solution. That solution is then manipulated into a family of additional solutions which are combined with a population of randomly selected solutions. This initial collection of solutions is also used to normalize the different objectives so that the fitness function, which is the Euclidean distance from the Pareto Frontier to each new solution, is not heavily biased towards any single objective (due to the intrinsic differences in the magnitudes in which each objective is measured). This greedy algorithm adds investments by iteratively identifying the most desirable path to the intruder: the path that minimizes the probability of interruption given detection. It assumes there is a minimum desirable path length (which is a multiple of the response time) and a minimum desirable path detection rate (which is a plausibly high value). The greedy algorithm is described below. First, the path that leads to the smallest probability of interruption given detection is identified. Investments are added to this path in order of largest incremental benefit with respect to path length until the path length goal is achieved. This incremental benefit is computed as the ratio of the change in path length to the investment cost. Once the path length is elongated sufficiently to meet the goal, the investments that focus on improving the probability of detection are added to the path based on their incremental benefit (where the incremental benefit is computed as the ratio of the improvement in the detection probability to the investment cost). Once the goal for the probability of detection is reached, a new path is identified and the process is repeated. This process concludes when there are no paths for which the length is shorter than the minimum desirable path length and there is no path with a detection probability that is less than the minimum desirable path detection rate.
At the conclusion of this algorithm, there are two final steps. First, any investment that does not impact the probability of interruption given detection is removed. This is accomplished by removing each investment in turn and computing the probability of interruption given detection. If this value does not decline, the investment is removed. Second, new solutions are built from this initial solution by randomly removing investments. The solutions that stem from the greedy are only about 0.1 % of the initial population but constitute 100% of the initial Pareto frontier (less the no-investment option).
3
REPRESENTATIVE EXAMPLE
Notional Security Investments
The following example uses notional data to demonstrate the application of the formulation and solution procedure. It assumes that an entirely new system is to be designed, rather than improving upon an existing design. The target is some high value asset that the intruder wants to access. There are two buildings on site, which are treated as barriers that the intruder cannot pass through. For the purposes of this analysis, there is a single intruder, and the force response time is exponentially distributed with a mean of 45 seconds. We randomly generate a collection of 50 response times for the protective force from an exponential distribution and use these values for each security investment strategy evaluation. The security investments under consideration for this example include radar (R), fence (F), buried cable (BC), magnetic (Mag) sensor, microwave (Mic) sensor, and security camera (SC). The fence, buried cable, microwave sensor, and magnetic sensor investments can be applied on a per link basis. If radar is installed, it will cover a four link by four link (200 foot by 200 foot) area. Security cameras cover a two link by two link (100 foot by 100 foot) area directed away from the investment node location, to the north, northeast, east, or southeast of the node. Table 1 lists the attributes of each of the possible investments. It shows the cost, NARIF AR, probability of detection, and delay time expected for each of the investments. Only the fence is considered to be a barrier that can increase delay time on affected links. The other investments are sensors and only impact the probability of detection on the link. For the purpose of this analysis, we allow any combination of investment types to appear at the same location. When multiple detection technologies are added to a single link, it is assumed that the sensors are complementary and the total probability of detection is slightly increased. The composite probability of detection is set to (N-l)*3% higher than the maximum of the detection values, where N is the number of link sensors and the maximum probability of detection cannot exceed 99%. This example demonstrates that by using the greedy algorithm to seed the GA versus strictly random initialization, a better Pareto Frontier (PF) is generated. When the initial population of 10,000 solutions is generated, an initial PF is also created to use for determining solution fitness. As can be seen in Table 2 , the initial PF created via the greedy initialization is more sparse but has much lower cost solutions with lower NARIF AR values. The highlighted solution (with 0.96 probability of interruption) is likely heavily 
CONCLUSION
There are many dimensions in the design space of a security system, including technology options, alternative placement configurations, diverse threats, and budget considerations, making it effectively impossible to evaluate all potential system architectures. We have developed a game-theoretic model to optimize the design of security systems and demonstrated it on a realistic but notional problem instance. The model takes into account different configurations of both sensor technologies for detection and security barriers for delay, while also considering the uncertainty associated with response force times. The model also includes the ability to consider budget limitations and the impact of false alarms on system performance. In contrast to standard genetic algorithms, which typically use a collection of randomly generated solutions for the initial population, we used a greedy algorithm to form an initial Brown, Jones, Nozick, and Xu
Pareto Frontier and augment the collection of random solutions. The example demonstrated that use of the greedy algorithm to seed the GA versus strictly random initialization resulted in generation of an improved Pareto Frontier of solutions. There are at least three extensions to this model that would be useful. First, the capabilities, composition, and motivation of the attack force should have more variability. This model assumes a single attack force on a single path with a specific goal of reaching the target. It is likely useful to include some representation of the capability and composition of the attack force, such that some attackers are able to decrease the effectiveness of the security system via specialized capabilities or by launching coordinated attacks. Attacker motivation would also be useful to represent, since some attackers might want to escape the system after target acquisition, potentially changing their selected path. Second, investment in the defending response force is not considered by this model. The model could be extended to consider investments, such as an increased number of security response personnel, which would decrease force response time or ensure accurate assessment of alarms. Finally, the performance of many security technologies varies based on weather conditions or other environmental considerations. For this reason, some sensors may be complementary rather than substitutes (as they might appear in this analysis). One method to include this in the model would be to create a stochastic program with a collection of scenarios representing different weather and lighting conditions. For this approach, it may be important to maximize the minimum effectiveness of the system, where the effectiveness is evaluated across the different weather and lighting conditions.
