Abstract-We focus on the efficient search for the most similar bit strings to a given query in the Hamming space. The Hamming distance can be lower-bounded by the difference of the "number of ones" in the compared strings, i.e. of their weights. Recently, such property has been successfully used by the Hamming Weight Tree (HWT) indexing structure. We propose modifications of the bit strings that preserve pairwise Hamming distances but improve the tightness of these lower bounds, so the query evaluation with the HWT is several times faster. We also show that the unbalanced bit strings, recently reported to provide similar quality of search as the traditionally used balanced bit strings, can be more efficiently indexed with the HWT. Combined with the distance preserving modifications, the HWT query evaluation can be more than one order of magnitude faster than the HWT baseline.
I. INTRODUCTION
The goal of the similarity search is to find objects that are close to a given query object considering a specific similarity function. Many applications require efficient similarity search and volumes of current data make this task difficult to solve. Recently proposed approaches include those that substitute original data objects with bit strings [1] , [2] , [3] , [4] , [5] , [6] , [7] . The (dis)similarity of a pair of these bit strings is usually expressed by the Hamming distance h [8] , which evaluates the number of different bits.
We consider a query bit string q and dataset X. The goal of the k nearest neighbour query (kNN) is to find the k bit strings in X that are the closest to q. Despite the efficiency of Hamming distance evaluation, sequential evaluation of all distances h(q, o), o ∈ X on big datasets can take even minutes [9] , which is not acceptable for many applications. Therefore, there is a need for well-scaling indexes.
Recently, authors of the Hamming weight tree (HWT) proposed to lower bound the Hamming distance using the number of 1s in the bit strings and to use this lower bound to prune the Hamming search space during evaluation of similarity queries [10] . The efficiency of query evaluations depends on the tightness of the provided lower bounds. The main contribution of this paper is a proposal of bit string modifications that preserve pairwise Hamming distances and tighten these lower bounds that are crucial to HWT efficiency.
The HWT suffers from the phenomenon called the curse of dimensionality [11] , [12] , [13] : the efficiency of query evaluation degrades rapidly with the increasing distance h(q, o k ) between query bit string q and its kth nearest neighbour o k . We show that the HWT is up to an order of magnitude slower than the sequential evaluation of the Hamming distances using our real-life data to illustrate this feature. Beside the bit string modifications that preserve Hamming distances, we propose to further speed up the HWT by combining these modifications with unbalanced bit strings 1 . We conduct experiments with real-life datasets of image visual descriptors, and we show that query evaluations with the HWT are speeded up to 6 times when we apply the distance preserving modifications on balanced bit strings, and up to 30 times with unbalanced bit strings. The notation used throughout this paper is provided by table I.
The rest of the paper is organised as follows. Section II contains a description of the HWT, Section III contains a study of data modifications to make the HWT lower bounds tighter while preserving pairwise Hamming distances between bit strings and investigation of bit strings with unbalanced bits. Section IV provides experiments to show the influence of the proposed data modifications on the tightness of the lower bounds, Section V contains measurements of the HWT efficiency, and Section VI provides conclusions and description of the future work.
A. Related work
Embedding to the Hamming space is often used in similarity search to reduce the volume of processed data and to speed up query processing [14] , [1] , [6] . The speed up is also enabled by the efficiency of Hamming distance evaluation, but the sequential evaluation of all distances h(q, o), o ∈ X is not efficient enough for many applications [9] , [10] . Indexing of the Hamming space is difficult due to the dimensionality curse which says that efficiency of indexes degrades towards sequential scan with increasing data complexity [11] , [12] .
For instance, Norouzi et al. [15] propose to split indexed bit strings to sub-parts of the same length. Then limits for Hamming distances between substrings of q and its nearest neighbours are derived, considering a given query radius h(q, o k ). These limits are utilised to efficiently identify candidate bit strings o for which the precise Hamming distance h(q, o) is evaluated. Then the kNN queries are processed using an incremental search strategy, so the efficiency of this approach decreases with increasing query radius.
Pagh et al. [16] focus on the Jaccard similarity and improve a concept of min-hashing [17] , [18] . They transform the original vectors to short bit strings called the odd sketches. These bit strings are compared by the Hamming distance, and they are proved to approximate the Jaccard similarity of original sets.
Besides direct indexing of bit strings, some authors propose techniques that combine more approaches to boost the efficiency of the similarity search. For instance, Jegou et al. [19] speed up the similarity search based on local descriptors [20] . They provide binary signatures to refine the matching based on the visual words [19] . A similar paper, but focused on a search based on global descriptors exists as well [21] . This paper contains a proposal to combine bit strings with an arbitrary metric index. Seidl and Kriegel [22] have analysed lower bounding, and they have discussed optimality of searching algorithms. The tightness of lower bounds determines their usefulness, that is the key motivation behind this paper.
II. HAMMING WEIGHT TREE
The Hamming Weight Tree (HWT) [10] have been proposed to efficiently evaluate similarity queries in the Hamming space. It utilises the L 1 norm of bit string o, i.e. the number of bits set to 1 in o, to provide a lower bound on the Hamming distance h(o 1 , o 2 ). We denote this L 1 norm of bit string o the weight w(o). The lower bound is defined as:
The HWT built on bit strings of length λ is a tree with a root and up to λ + 1 nodes in level 1 (see Figure 1 2 ). (2, 4) Pearson correlation coefficient of the second and fourth bit (numbered from 0) M, Ξ correlation matrices ratio of 1s in particular bits of o ∈ X (for unbalanced bits) 
Then the lower bound lb l provided by level l of the HWT is defined as [10] :
This lower bound has a potential to be tighter in deep levels of the HWT. For instance, having a query bit string q with weights [32, 32] in its halves, it cannot be in the distance lower than 2 from bit strings in node [31, 33] . However, when the HWT just with level 1 is used, no lower bound on the Hamming distance can be set on these bit strings.
KNN queries with query bit string q are processed using an incremental search strategy. It tries to find the k bit strings within distance 0 to q, and then increments the searching radius rad until the lower bounds lb l ensures that unattended nodes cannot contain more similar bit strings. The algorithm is formally described on-line 3 . Please notice that this approach provides the precise query evaluation.
The efficiency of the HWT is mainly influenced by (1) the tightness of the provided lower bounds, and (2) the query radius, defined as the distance h(q, o k ) to the kth nearest neighbour of q. Query evaluation time increases rapidly with this radius, so we focus on both these features in the following sections to speed up the query evaluation with HWT.
III. DATA MODIFICATIONS FOR TIGHTER LOWER BOUNDS
We consider the Hamming space (S λ , h) with the domain S λ of bit strings of length λ and the Hamming distance h. Having a dataset X ⊆ S λ and a set of indexes F ⊆ {0, .., λ − 1} we introduce a transformation flipD of the dataset X to create another dataset X ⊆ S λ :
Function flipD perform XOR of bits indexed in F on each bit string o ∈ X. Formally, it apply a function flipS:
The key property of function flipD is described by the following Lemma:
Lemma 1 (Preserving of the Hamming distances): Using an arbitrary set F, function flipD(X, F) preserves the pairwise Hamming distances of bit strings. Formally: 
A. Selecting Bits to Flip
Having a dataset X ⊆ S λ , the task is to select the set F to utilize lower bounds lb l at maximum, i.e. to make them as tight as possible.
Intuitively, lower bound defined in Equation 1 
Lemma 2 is used in the following to formalise the problem of the selection of the set F. We transform the challenge to select the set F to another problem defined on a general correlation matrix:
Challenge 1: Having a correlation matrix M : λ × λ (calculated for dataset X) and operation flipD(X, F) which for each i ∈ F changes the sign of all values in ith column and row of the matrix M (thus value M (i, i) is changed twice, i.e. remains equal to +1). The goal is to select the set F to maximize sum C of all values in M :
For now, we postpone a solution of this challenge, as we further enhance it and solve it in the following sections.
B. Selecting Bits to Flip For HWT Levels
Next, we focus on a pruning ability of the HWT in its particular levels. As described above, the maximisation of the sum of correlations over the whole correlation matrix M is motivated by pushing weights w(o) of bit strings o ∈ X to extreme values, i.e. towards 0 and λ. Such an approach leads to an efficient space pruning at level l = 1 of the HWT, in which it compares the weights of the whole bit strings o -see Equation 3 .
However, pruning ability of the HWT at level 1 is rather weak, since the weights w(o), o ∈ X tends to cluster around their mean value and the nodes with most of the bit strings o are usually accessed.
Therefore, we propose to focus on the other levels of the HWT, i.e. we consider bit strings split into π = 2 l−1 parts where l ≥ 2. In this scenario, we want to maximise the sum of correlations in subparts of the correlation matrix M : λ × λ, which corresponds to pairwise bit correlations in particular substrings of o ∈ X. Visualisation of these correlations within matrix M is provided in Figure 2 for λ = 12 and π = 4. Pairwise correlations within 4 blocks of bits are shown in grey colours. When summing them, we focus just on those in dark grey, since each correlation matrix have 1s in the main diagonal, and it is symmetric. Let us formalize the whole problem in the following challenge:
Challenge 2: Having a value π = 2 l−1 , the goal is to employ the flipping of bits as defined by Equation 4 and Challenge 1 to maximize value:
We point out, that for π = 1, i.e. in case of no splitting of bit strings o ∈ X, the Equation 6 degrades to Equation 5, as was defined in Challenge 1. The solution to this challenge is postponed again, as we enhance and solve it in the following section.
C. Flipping and Permuting Bits
The Challenge 2 tries to maximise correlations in subparts of the bit strings by flipping individual bits. There is another way to increase these correlations: we may permute bits of bit strings o ∈ X to put highly correlated bits to the same block. Permuting bits of o ∈ X does not influence the pairwise Hamming distances as well. Let us formulate the third and final challenge to transform dataset X to dataset X in a way that preserves the pairwise Hamming distances and it increases the pruning ability of the HWT:
Challenge 3: Given a dataset X, the goal is to find:
• set F ⊆ {0, .., λ − 1}, and • permutation perm of bits in a way, that flipping bits as defined by Equation 4 and then their permuting according to perm maximize value C for a given value π as defined by Equation 6 . The selection of bits F and permutation perm should be probably solved together, as one task influences the second one and vice versa. It constitutes a complicated problem from the linear algebra, that deserves to be solved independently of this paper. We verify our findings using an efficient greedy algorithm to find the set F and permutation perm (see Algorithm 1). Our approach is proposed to utilise the maximum absolute values of correlations. It flips particular bits to make these correlations positive, and it puts corresponding bits into the same blocks.
Algorithm 1 Selection of bits F and permutation perm
Input: number of parts π into which bit strings o are split Input: correlation matrix M Output: F: set of bits to flip Output: perm: the permutation of bits In particular, this algorithm keeps an array of indexes to process idxToProc, and it processes them per blocks of size β = λ/π. At the beginning of a block processing, it finds indexes i, j such that i, j ∈ idxToProc and the absolute value of correlation |M (i, j)| is the largest. If M (i, j) < 0 then the jth bit is flipped 5 . Then it repeatedly finds index j which maximizes value | i∈currBlock M (i, j)|, and if this is negative, the bit j is flipped. Such indexes j are being added until the current block of bits has the desired size. Then the rest of the blocks is found in the same way.
D. Bit Strings with Unbalanced Bits
The bit strings are often made as sketches of complex data objects utilised to speed up similarity search (see Section I-A for details). The transformation techniques typically produce sketches with balanced bits, i.e. each bit i is set to 1 in half of the bit string sketches o ∈ X. At the same time, sketches o usually have low correlated bits, as low pairwise correlations lead to good compression ratio [4] . However, these two properties cause a poor indexability [5] , as the balanced bit strings have a maximum mean Hamming distance h (o 1 , o 2 ) [12] and if their bits are uncorrelated, they have the smallest variance [4] . Therefore, they have maximum distances to nearest neighbours [5] .
This reasoning resulted in a recent proposal to use sketches with unbalanced bits [5] . In this proposal each bit of o ∈ X contains a fixed ratio = 0.5 of 1s. These bit strings have lower distances to their nearest neighbours thanks to lower mean Hamming distance [5] 6 :
Authors of paper [5] experimentally verify that if the sketches with unbalanced bits have sufficient length λ, they have a similar ability to describe similarity relationships as the sketches with balanced bits. Quite a lot of transformation techniques are tunable to produce bit strings with unbalanced bits. However, according to our best knowledge, there is no paper that experimentally verifies a hypothesis from [5] that such bit strings are easier indexable. Therefore, we conduct experiments with the HWT to compare indexability of balanced and unbalanced bit strings in this paper.
IV. EXPERIMENTS -TIGHTNESS OF THE LOWER BOUNDS
We verify theoretical findings about the permuting and flipping bits. At first, we describe testing data in Section IV-A, then we present results in Section IV-B.
A. Testing data
We use two datasets of visual descriptors extracted from images, and we further transform them into bit strings. The first dataset consists of a combination of five MPEG-7 (a) GHP to set values in one bit (b) Two GHPs to set two bits of bit strings Figure 3 : Generalized hyperplane partitioning to binarize space visual descriptors [23] that were provided by the CoPhIR 7 data collection [24] . Each descriptor is accompanied with a suitable similarity function [23] , and all five descriptor spaces are combined into a single space by a weighted sum of particular distances. In total, this representation can be considered as a 280-dimensional vector. We use the 10-million and 100-million collections of these MPEG7 descriptors.
The second dataset is formed by 20 million DECAF [25] , [26] descriptors from the Profiset collection 8 . These descriptors are 4,096-dimensional vectors of float numbers taken as an output from the last hidden layer of a deep convolutional neural net [27] . These descriptors are compared with the Euclidean distance L 2 .
We binarize these datasets by the technique adopted from paper [4] , which is based on generalized hyperplane partitioning (GHP) (see Figure 3) . A pair of pivoting descriptors (pivots) p i1 , p i2 is selected for each bit i ∈ {0, .., λ − 1}, and value of bit o[i] expresses which of these two pivots is closer to o. Therefore, one instance of GHP determines one bit of all bit strings o ∈ X. The pivot pairs are selected [4] to produce low correlated and balanced bits, i.e. each bit i of bit strings o ∈ X contains a half of ones and a half of zeros. In particular: (1) an initial set of pivots P sup is selected at random, (2) balance of GHP is evaluated using a sample set of descriptors for all pivot pairs (p 1 , p 2 ), p 1 , p 2 ∈ P sup , (3) set P bal is formed by all pivot pairs that divide the sample set into two parts balanced with tolerance 0.05 (at least 45 % to 55 %) and corresponding bit strings o bal with balanced bits are created. (4) The absolute value of the Pearson correlation coefficient is evaluated for all pairs of bits of bit strings o bal to form correlation matrix Ξ, and (5) a heuristic 9 is applied to select rows and columns of Ξ, which form its sub-matrix of size λ × λ with low values. Finally, the pivot pairs which produce the corresponding low correlated bits define bit strings o. We denote the datasets produced by this technique MPEG7 10M, MPEG7 100M and DECAF 20M.
Besides this technique, we employ the technique proposed in [5] , which is similar to the previous one, but the pivots [5] that when sufficient length λ of bit strings is used, these unbalanced bit strings are of similar quality, i.e. they approximate similarity relationships of the original descriptors at the similar level as bit strings with balanced bits. However, these bit strings should be indexable more easily due to their lower intrinsic dimensionality [5] . The mean Hamming distance on these bit strings is 0.32 · λ according to Equation 7 . We denote the datasets produced by this technique MPEG7 10M 80, MPEG7 100M 80 and DECAF 20M 80.
We are using bit strings of lengths 64 and 128 bits. Since the distance between the query bit string q and its nearest neighbour (query radius) strongly influences the efficiency of the HWT, we depict these values for 1,000 query objects in Figure 4 . We use standard box plots to show distribution of measured values in this paper.
B. Correlations & Lower Bounds: Balanced Bit Strings
We conduct experiments on the dataset MPEG7 10M with balanced bit strings of length λ = 128 to show the influence that are key to tighten lower bounds lb l . We consider bit strings split into π ∈ {1, 2, 4, 8, 16} parts 10 , and we depict distribution of these correlations in a box plot in Figure 5 . Correlations in the original dataset X are in dark grey, and correlations in the dataset X which is made from X by the Algorithm 1 are in light grey. This experiment illustrates that Algorithm 1 rise correlations M (i, j) summed in Equation 6 . Let us remind, that positive pairwise bit correlations within the blocks of bit strings split into 2 l−1 parts tighten lower bounds lb l on the Hamming distance h(q, o), o ∈ X as provided by the level l of the HWT. We verify this in the following experiment. Figure 6 depicts
We depict results for the HWT with unmodified bit strings o ∈ X in dark grey. In light grey are shown results for dataset X transformed to X by Algorithm 1 with the π value corresponding to the proper level l. Please notice, that for the final experiments we are going to select just one 11 value π. The median of this difference h (o 1 , o 2 )−lb l (o 1 , o 2 ) is decreased by 21 % (from 58 to 46) at the level 1, and up to 42 % (from 32 to 22) at level 5. The final measurements of efficiency of the HWT are presented in Section V.
C. Correlations & Lower Bounds: Unbalanced Bit Strings
We employ dataset MPEG7 10M 80 in the following experiments, and we show the influence of Algorithm 1 on pairwise bit correlations summed in Equation 6 in Figure 7 . Therefore Figure 7 is analogue to Figure 5 . Beside an increase of summed correlations, we can observe a property of bit strings with bits balanced to ratio 12 : The correlations of the unbalanced bits are strictly lower bounded [5] , in case of = 0.8 by −0.25 (for our data, it is −1/3 because of a tolerance 0.05 on = 0.8). Since the correlations of unbalanced bits are upper bounded by +1, as usual, maximum correlations have usually significantly higher absolute values than negative ones (see dark grey box plots in Figure 7) . As a consequence, average pairwise correlation of unbalanced bits tends to be slightly positive. This is another property of unbalanced bits favourable for the HWT, according to our previous investigation of the lower bounds lb l .
Let us focus on tightness of the lower bounds lb l (o 1 , o 2 ). We conduct a similar experiment as in Section IV-B to show differences between the actual Hamming distance h(o 1 , o 2 ) and lower bounds lb l (o 1 , o 2 ) provided by different levels l of the HWT. Results in Figure 8 confirm that the approach proposed in this paper makes lower bounds lb l tighter. Let us emphasize a 50% decrease of median of difference o 2 ) for level l = 5 (from 20 to 10). Moreover, depicted differences are significantly smaller than in case of balanced bits (compare Figures 8 and 6 ), and therefore these results comply with the hypothesis, that bit strings with unbalanced bits form an easier indexable search space.
V. EXPERIMENTS -EFFICIENCY OF THE HWT
We measure the efficiency of the HWT precise similarity search regarding search time (in seconds). Our implementation is based on the C++ code used in [10] . We evaluate 1,000 1NN queries on each configuration, and we present average values. We split the nodes of the HWT when they contain t = 1000 bit strings, and the max depth of HWT is l = 5.
A. Results on datasets MPEG7 10M and MPEG7 10M 80
Table II contains search times for the datasets MPEG7 10M (balanced bits) and MPEG7 10M 80 (unbalanced bits). We present result using two lengths of bit strings λ ∈ {64, 128} bits. Let us remind, that bit strings with unbalanced bits must be of a sufficient length λ to provide similar quality 13 as bit strings with balanced bits [5] . For this reason, we do not show results for = 0.8, λ = 64: these bit strings represent a too strong simplification of the search space. As a consequence, the search times with the HWT are drastically lower using these bit strings (usually approximately 0.003 s -0.005 s).
The first two lines of Table II contain average times of sequential evaluation of all distances h(q, o), o ∈ X. The next two lines show results on queries with the HWT on the original (not modified) datasets X. Evaluation with the HWT on bit strings λ = 64, = 0.5 is 2.4 times more efficient than the sequential evaluation, but it is about 8 times slower using bit strings λ = 128, = 0.5. For unbalanced bits ( = 0.8), the HWT is about 1.5 times slower than the sequential evaluation using length λ = 128 bits.
The rest of the Table II contains Evaluations on longer and balanced bit strings λ = 128, = 0.5 remain slower than the sequential scan, but evaluations with unbalanced bits λ = 128, = 0.8 are up to 7 times faster then sequential processing (0.214 s vs. 1.503 s). We emphasize, that the HWT is up to 30 times faster using unbalanced bit strings λ = 128, = 0.8 modified by Algorithm 1 than the HWT build on unmodified balanced bit strings λ = 128, = 0.5 (0.214 s vs. 6.463 s), and and it is 4.1 times faster than the HWT on unmodified unbalanced bit strings (0.214 s vs. 0.886 s).
C. Results on datasets DECAF 20M and DECAF 20M 80
Last experiments are conducted on datasets DECAF 20M and DECAF 20M 80, which are hard to index due to big distances to nearest neighbours (see Figure 4) . The times of sequential scan are linear with the size of the datasets and in compliance with the previous measurements. Search on short bit strings λ = 64, = 0.5 is sped up 3.8 times with respect to the sequential evaluation (0.054 s vs 0.204 s). Our The HWT does not outperform the sequential evaluations using longer bit strings λ = 128 with balanced bits. However, searching with the HWT is about 1.3 times faster than the sequential evaluation using unbalanced bit strings λ = 128, = 0.8 (0.229 s vs. 0.301).
VI. CONCLUSIONS
We have focused on indexing in the Hamming space which is based on evaluating the number of ones in the indexed bit strings. In particular, we have employed the recently proposed Hamming Weight Tree (HWT) which uses this type of lower bounding to prune the search space, and we have introduced two distance-preserving bit string modifications which make these lower bounds tighter. Our experiments on several real-life datasets have shown a significant speed-up of the HWT evaluating (even 6-times) induced by the proposed modifications.
Further, we have discussed that the bit strings are often created as sketches of complex objects, e.g. multimedia descriptors, and that they usually have balanced bits. Conversely, bit strings with unbalanced bits have been proposed [5] as a better indexable alternative to balanced bit strings. It has been reported [5] that unbalanced bit strings with sufficient length have a similar ability to describe pairwise similarity of the original data objects as balanced bit strings of the same length.
Since the theoretical properties of the unbalanced bit strings are favourable for the efficiency of the HWT, we have investigated our distance preserving data modifications with these bit strings as well. In this way, we have speeded up the search with the HWT up to 30 times comparing to the HWT on unmodified bit strings with balanced bits.
We have considered bit string optimisations for one selected level of the HWT. Naturally, these modifications could be done for each level of the HWT independently which should further improve the pruning effect. However, our preliminary experiments indicate that this idea imply radical changes of the HWT structure and therefore we postpone it as future work. 
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