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We prove that if a quadratic system satisfies the direct sum conjecture strongly in
the quadratic algorithm model, then it satisfies the direct sum conjecture strongly in the
straight line algorithm model. Therefore, if the strong direct sum conjecture is true for the
quadratic algorithm model then it is also true for the straight line algorithm model. We
use this to classify all the minimal programs that compute the product of two polynomials
modulo a squarefree polynomial. © 1998 Academic Press
1. INTRODUCTION
In 1973 Strassen asked whether the multiplicative complexity of two
quadratic systems that depend on different variables is equal to the sum of
the multiplicative complexities of both problems. Although this has been proven
not true for quadratic systems over rings with zero divisors (see, for example,
[15]) it is still an open question when the underlying ring is a field. This problem
is known as the direct sum conjecture. A stronger version of this problem was
proposed by Feig and Winograd who asked whether any optimal algorithm that
computes two quadratic systems that depend on different variables must compute
each one separately. This is known as the strong direct sum conjecture.
The strong direct sum conjecture has been proven for many quadratic systems
when the algorithms are restricted to be quadratic algorithm [3]. Quadratic
algorithms (also called the quadratic model) are straight line algorithms that
compute only linear and quadratic functions in each of its steps. This paper shows
that all the systems that satisfy the direct sum conjecture in the quadratic model
also satisfy the direct sum conjecture in the straight line model. In particular, if
the strong direct sum conjecture is true for the quadratic model then it is true
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for the straight line model. We use this to classify all the minimal straight line
algorithms that compute the product of two polynomials modulo a squarefree
polynomial.
2. PRELIMINARY AND DEFINITIONS
Let F be a field and let x = (x1, . . . , xn)T be a vector of indeterminates. Let Qx
= {xT A1x, . . . , xT Amx} be a vector of quadratic forms on x1, . . . , xn over F,
where each Ai is a n × n matrix with entries from F. A straight line algorithm of
multiplicative complexity L that computes Qx is a sequence of rational functions
σ1, . . . , σL , where
(1) For every 1 ≤ j ≤ L, we have σ j = w j, 1 ◦ j w j, 2, where ◦ j ∈ {×, ÷} and
w j, 1, w j, 2 ∈
F + n∑
i=1
Fxi +
j−1∑
i=1
Fσi
∖ F,
or ◦ j = ÷, w j, 1 ∈ F , and w j, 2 ∈ (F +∑ni=1 Fxi +∑ j−1i=1 Fσi )\F ,
(2) and we have
Qx ⊆ F +
n∑
i=1
Fxi +
L∑
i=1
Fσi .
We call the operation ◦ in (1) a nonscalar ◦. Therefore, in this model we
count only nonscalar multiplications/divisions.
The minimal L is denoted by L(Qx ) or LF (Qx ) and is called the multiplicative
complexity of Qx.
When we compute Qx by an algorithm σ1, . . . , σµ with σ j = w j, 1 × w j, 2
and w j, 1, w j, 2 ∈∑ni=1 Fxi then we call the algorithm a quadratic algorithm.
The minimal µ is denoted by µ(Qx ) or µF (Qx ) and is called the quadratic
complexity of Qx. In [12], Strassen proved that for infinite fields F,
L(Qx ) = µ(Qx ). (1)
Let (y1, . . . , yn) be a vector of new indeterminates and
Qx1 = {xT A1x, . . . , xT Am1x}, Qy2 = {yT Am1+1y, . . . , yT Am2 y}
be two sets of quadratic forms. It is obvious that
µ(Qx1 ∪ Qy2) ≤ µ(Qx1)+ µ(Qy2). (2)
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Fiduccia and Zalcstein [8], Strassen [12], and Winograd [13] conjecture that for
any two sets of quadratic forms Qx1, Q
y
2 ,
µ(Qx1 ∪ Qy2) = µ(Qx1)+ µ(Qy2), (3)
and that every minimal quadratic algorithm σ1, . . . , σµ for (Qx1 ∪ Qy2) can be
separated into two minimal algorithms
s1 = (σi )i∈I , s2 = (σi )i∈J , (4)
where I ∪ J = {1, . . . , µ}, I ∩ J = ∅, and s1 and s2 are minimal quadratic
algorithms for Qx1 and Q
y
2 , respectively. The set Qx1 ∪ Qy2 is called the direct
sum of Qx1 and Q
y
2 .
When (3) is satisfied for Qx1 and Qy2 then we say that Qx1 and Qy2 satisfy the
direct sum conjecture in the model of quadratic algorithms. We define DSCQA or
DSCQA(F ) to be the set of all pairs (Qx1, Qy2) such that Qx1 and Qy2 satisfy the
direct sum conjecture in the quadratic algorithm model. When (4) is satisfied
for Qx1 and Q
y
2 then we say that Qx1 and Q
y
2 satisfy the direct sum conjecture
strongly in the model of quadratic algorithms. We define DSCSQA or DSCSQA(F )
to be the set of all pairs (Qx1, Qy2) such that Qx1 and Qy2 satisfy the direct sum
conjecture strongly in the quadratic algorithm model.
Similarly, we define the classes DSCSLA and DSCSSLA for the straight line
model. It is obvious that
DSCM ⊆ DSCSM (5)
for every module of computation M. By the results of Strassen in [12] for infi-
nite fields we also have
DSCSLA = DSCQA.
In this paper we prove
THEOREM 1. For infinite fields F we have
DSCSSLA = DSCSQA.
That is, if Qx1 and Qy2 satisfy the direct sum conjecture strongly in the model of
quadratic algorithms then they satisfy the direct sum conjecture strongly in the
straight line module.
For finite fields we prove
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THEOREM 2. Let F be a finite field. Let Qx1 , Qy2 be sets of quadratic forms.
If there exists an infinite extension field E ⊇ F of F such that
(i) µE (Qx1) = µF (Qx1) and µE (Qy2) = µF (Qy2)
(ii) (Qx1, Qy2) ∈ DSCSQA(E),
then (Qx1, Qy2) ∈ DSCSSLA(F).
Using the above theorems we classify all the minimal straight line algorithms
for multiplying two polynomials modulo a squarefree polynomial and for
computing some direct sums of quadratic systems.
3. PRELIMINARY RESULTS
In this section we give the preliminary results needed to prove Theorem 1.
Let x = (x1, . . . , xn), y = (y1, . . . , yn),
Qx1 = {xT A1x, . . . , xT Am1x}, Qy2 = {yT Am1+1y, . . . , yT Am2 y}.
In [3], we proved
LEMMA 1. We have (Qx1, Qy2) ∈ DSCSQA if and only if every minimal
quadratic algorithm σ1, . . . , σµ for Qx1 ∪ Qy2 satisfies σi ∈ F[x] or σi ∈ F[ y]for every 0 ≤ i ≤ µ.
In this section we shall prove the “if” direction of this lemma for straight line
algorithms. The “only if” direction will be proved in Section 3.
LEMMA 2. We have (Qx1, Q
y
2) ∈ DSCSSLA if every minimal straight line al-
gorithm σ1, . . . , σµ for Qx1 ∪ Qy2 satisfies σi ∈ F(x) or σi ∈ F( y) for every
0 ≤ i ≤ µ.
Proof. Let σ1, . . . , σL be a minimal straight line algorithm for Qx1 ∪ Qy2 .
Let
s1 = {σi }i∈I = {σi |σi ∈ F(x)}, s2 = {σi }i∈J = {σi |σi ∈ F( y)}.
Obviously, s1 and s2 are straight line algorithms for Qx1 and Qy2 , respectively, and
therefore |I | ≥ L(Qx1) and |J | ≥ L(Qy2). If s1 is not minimal then |I | > L(Qx1)
and
L(Qx1 ∪ Qy2) = |I | + |J | > L(Qx1)+ L(Qy2),
which contradicts (2) with (1).
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DEFINITION 1. We denote the ring of formal power series in the indetermin-
ates x1, . . . , xn by F[[x]]. Let f ∈ F[[x]] be a power series. Then we can write
f = f (0) + f (1) + · · ·, where
f (l) =
∑
i1+···+in = l
ai1, ... , in x
i1
1 · · · xinn .
We call f (l) the l-homogeneous part of f. For any rational function r = p/q for p,
q ∈ F[x], where q(0) 6= 0, we correspond the power series fr = pq−1 ∈ F[[x]].
We shall write r (0), r (1), . . . for f (0)r , f (1)r , . . . , respectively. It is easy to show
that
r (0) = r(0)
and
r (1) =
n∑
i=1
(
∂r
∂xi
∣∣∣∣
x=0
xi
)
.
We say that the straight line algorithm σ1, . . . , σL , where σi = wi, 1 ◦i wi, 2
is pure if for all i = 1, . . . , L, we have wi, 1(0) and wi, 2(0) are not zero. It is
easy to see that when wi, 2(0) 6= 0, then
σ
(2)
i ∈ F w (1)i, 1w(1)i, 2 + Fw(2)i, 1 + Fw(2)i, 2, (6)
where
w
(1)
i, 1 =
w
(1)
i, 1, ◦i = ×,
w
(0)
i, 2w
(1)
i, 1 − w(0)i, 1w(1)i, 2, ◦i = ÷, i = 1, . . . , L .
(7)
We prove the following lemma for completeness.
LEMMA 3 (Strassen, 1973). Let σ1, . . . , σL be a minimal pure algorithm
that computes Qx where σi = wi, 1 ◦i wi, 2. Then the algorithm
w
(1)
1, 1w
(1)
1, 2, . . . , w
(1)
L , 1w
(1)
L , 2,
where w (1)i, 1 is as defined in (7), is a minimal quadratic algorithm for Qx.
Proof. We shall first prove by induction that
j∑
i=1
Fσ (2)i ⊆
j∑
i=1
(
F w (1)i, 1w
(1)
i, 2
)
(8)
and
54 NADER H. BSHOUTY
{
w
(2)
j, 1w
(2)
j, 2
}
⊆
j−1∑
i=1
(
F w (1)i, 1w
(1)
i, 2
)
. (9)
Since w1, 1, w1, 2 ∈ F +∑ni=1 Fxi we have w(2)i, 1, w(2)1, 2 = 0 and by (6), Fσ (2)1
= F w (1)1, 1w
(1)
1, 2. This implies (8) and (9) for j = 1. By the definition of straight
line algorithm,
w j, 1, w j, 2 ∈ F +
n∑
i=1
Fxi +
j−1∑
i=1
Fσi . (10)
By (10) and (8) for j − 1 we have
w
(2)
j, 1, w
(2)
j, 2 ∈
j−1∑
i=1
Fσ (2)i ⊆
j−1∑
i=1
F w (1)i, 1w
(1)
i, 2, (11)
which implies (9). By (6) we have
σ
(2)
j ∈ F w (1)j, 1w(1)j, 2 + Fw(2)j, 1 + Fw(2)j, 2, (12)
and by (11) and (9) we have
j∑
i=1
Fσ (2)i ⊆
j∑
i=1
F w (1)i, 1w
(1)
i, 2. (13)
This implies (8). This completes the proof of (8) and (9).
Now (11) with (9) for j implies (8) for j. This completes the proof of (8)
and (9).
Now since by (8),
Qx ∈
L∑
i=1
Fσ (2)i ⊆
L∑
i=1
F w (1)i, 1w
(1)
i, 2,
the quadratic algorithm w (1)1, 1w
(1)
1, 2, . . . , w
(1)
L , 1w
(1)
L , 2 computes Qx.
Furthermore, the algorithm is minimal because L(Qx ) ≤ µ(Qx ) and
σ1, . . . , σL is minimal.
We now give some properties of straight line and quadratic algorithms.
LEMMA 4. Let σ1, . . . , σL(Qx ) be a pure minimal algorithm in F(x) that
computes Qx, where σi = wi, 1 ◦i wi, 2. Then w (1)i, 1, w(1)i, 2 6= 0 for i = 1, . . . , L.
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Proof. If w(1)i0, 2 = 0, then w
(1)
i0, 1w
(1)
i0, 2 = 0 so we can delete w
(1)
i0, 1w
(1)
i0, 2
from the quadratic algorithm w (1)1, 1w
(1)
1, 2, . . . , w
(1)
L(Qx ), 1w
(1)
L(Qx ), 2 and obtain
µ(Qx ) ≤ L(Qx )− 1, in contradiction to (1).
LEMMA 5. If σ1, . . . , σL is an algorithm for Qx, then for any ψ the algo-
rithm σ1(x + ψ), . . . , σL(x + ψ) is an algorithm for Qx.
Proof. Since σ1(x + ψ), . . . , σL(x + ψ) computes
(x + ψ)T Ai (x + ψ) = xT Ai x + ψT Ai x + xT Aiψ + ψT Aiψ
∈ xT Ai x +
n∑
i=1
Fxi + F,
the result follows.
The following properties are needed for the proof of the theorems.
LEMMA 6. Let F be an infinite field. Letw1, 1◦1w1, 2, . . . , wL , 1◦LwL , 2 be a
minimal straight line algorithm for Qx1 ∪ Qy2 . Ifwi0, 2 ∈ F(x, y)\(F(x) ∪ F( y))
then there exist ψ1, ψ2 ∈ Fn such that for gi, j (x, y) = wi, j (x + ψ1, y + ψ2)
we have:
(i) The algorithm g1, 1 ◦1 g1, 2, . . . , gL , 1 ◦L gL , 2 is a pure algorithm for
Qx1 ∪ Qy2 .
(ii) g(1)i0, 2 ∈ F[x, y]\(F[x] ∪ F[ y]).
Proof. We have gi, j (0, 0) = wi, j (ψ1, ψ2) and
g(1)i0, 2 =
∂gi0, 2
∂x1
∣∣∣∣x=0
y=0
x1 + · · · + ∂gi0, 2
∂xn
∣∣∣∣x=0
y=0
xn + ∂gi0, 2
∂y1
∣∣∣∣x=0
y=0
y1 + · · ·
+ ∂gi0, 2
∂yn
∣∣∣∣x=0
y=0
yn
= ∂wi0, 2
∂x1
∣∣∣∣x=ψ1
y=ψ2
x1 + · · · + ∂wi0, 2
∂xn
∣∣∣∣x=ψ1
y=ψ2
xn + ∂wi0, 2
∂y1
∣∣∣∣x=ψ1
y=ψ2
y1 + · · ·
+ ∂wi0, 2
∂yn
∣∣∣∣x=ψ1
y=ψ2
yn .
Therefore (i) and (ii) cannot be satisfied if and only if for every (ψ1, ψ2) ∈ F2n
we have
(∀i) ∂wi0, 2(ψ1, ψ2)
∂xi
= 0, or (∀i) ∂wi0, 2(ψ1, ψ2)
∂yi
= 0,
or
w1, 1(ψ1, ψ2) = 0, or · · · or wL , 2(ψ1, ψ2) = 0. (14)
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Let u = (u1, . . . , un) be new indeterminates. Since F is infinite field, (14) holds
if and only if(
n∑
i=1
∂wi0, 2
∂xi
ui
)(
n∑
i=1
∂wi0, 2
∂yi
ui
) ∏
i=0, ... , k; j=1, 2
wi, j
 ≡ 0
and this implies that (1) (∀i)(∂wi0, 2/∂xi ) ≡ 0 which implies that wi0, 2 ∈ F( y)
or (2) (∀i)(∂wi0, 2/∂yi ) ≡ 0 which implies that wi0, 2 ∈ F(x), or (3) one of
w1, 1, . . . , wL , 2 is zero. In all cases we have a contradiction.
LEMMA 7. Let F be an infinite field. Let w1, 1 ◦1 w1, 2, . . . , wL , 1 ◦L wL , 2
be a minimal straight line algorithm for Qx1 ∪ Qy2 . Let wi0, 2 ∈ F(x)\F and
wi0, 1 ∈ (F(x)+ F( y))\F(x). There exist ψ1, ψ2 ∈ Fn such that for gi, j (x, y)
= wi, j (x + ψ1, y + ψ2), we have
(i) The algorithm g1, 1 ◦1 g1, 2, . . . , gL , 1 ◦L gL , 2 is a pure algorithm for
Qx1 ∪ Qy2 .
(ii) g(0)i0, 1g
(1)
i0, 2 − g
(1)
i0, 1g
(0)
i0, 2 ∈ F[x, y]\(F[x] ∪ F[ y]).
Proof. We have gi, j (0, 0) = wi, j (ψ1, ψ2) and
g(0)i0, 1g
(1)
i0, 2 − g
(1)
i0, 1g
(0)
i0, 2 =
n∑
i=1
(
gi0, 1
∂gi0, 2
∂xi
− gi0, 2
∂gi0, 1
∂xi
)∣∣∣∣x=0
y=0
xi
+
n∑
i=1
(
gi0, 1
∂gi0, 2
∂yi
− gi0, 2
∂gi0, 1
∂yi
)∣∣∣∣x=0
y=0
yi
=
n∑
i=1
(
wi0, 2
∂wi0, 1
∂xi
− wi0, 1
∂wi0, 2
∂xi
)∣∣∣∣x=ψ1
y=ψ2
xi
+
n∑
i=1
wi0, 2
∂wi0, 1
∂yi
∣∣∣∣x=ψ1
y=ψ2
yi .
Therefore (i) and (ii) do not hold if and only if
F1F2F3 ≡
(
n∑
i=1
wi0, 2
∂wi0, 1
∂yi
ui
)(
n∑
i=1
(
wi0, 2
∂wi0, 1
∂xi
−wi0, 1
∂wi0, 2
∂xi
)
ui
)
·
∏
i, j
wi, j
 ≡ 0.
Since F3 6≡ 0 we have F1 ≡ 0 or F2 ≡ 0. If F1 ≡ 0 then (∀i)(∂wi0, 1/∂yi ) ≡ 0
which implies that wi0, 1 ∈ F(x). This is a contradiction.
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If F2≡ 0 then (∀i)(∂(wi0, 1/wi0, 2)/∂xi ) ≡ 0 which implies that wi0, 1/wi0, 2 ∈
F( y) and, therefore, wi0, 1 ≡ wi0, 2(x)l( y). Since wi0, 1 ∈ (F(x)+ F( y))\F(x)
we have l( y) ∈ F and, therefore, wi0, 1 ∈ F(x). This is again a
contradiction.
4. PROOF OF THEOREMS 1 AND 2
In this section we prove Theorems 1 and 2.
THEOREM 1. For infinite fields F we have
DSCSSLA = DSCSQA.
I.e., if Qx1 and Qy2 satisfy the direct sum conjecture strongly in the model of
quadratic algorithms then they satisfy the direct sum conjecture strongly in the
straight line module.
Proof. Let (Qx1, Qy2) ∈ DSCSQA, where
Qx1 = {xT A1x, . . . , xT Am1x}, Qy2 = {yT Am1+1y, . . . , yT Am2 y}.
Let σ1, . . . , σL be a minimal straight line algorithm for Qx1 ∪ Qy2 . By Lemma
5, if we substitute x +ψ1 and y+ψ2 for x and y, respectively, we obtain a new
minimal straight line algorithm for Qx1 ∪ Qy2 .
If (Qx1, Q
y
2) 6∈ DSCSSLA, then by Lemma 2 there exists a σi such that
σi ∈ F(x, y)\(F(x) ∪ F( y)). Let σi0 = wi0, 1 ◦ wi0, 2 be the first element in
the algorithm such that σi0 ∈ F(x, y)\(F(x) ∪ F( y)).
Suppose wi0, 2 ∈ F(x, y)\(F(x) ∪ F( y)). Then by Lemma 6, there exist
ψ1, ψ2 ∈ Fn such that wi, j (ψ1, ψ2) 6= 0 for i = 1, . . . , L, j = 1, 2 (the algorithm
is pure) and (wi0, 2(x + ψ1, y + ψ2))(1) ∈ F[x, y]\(F[x] ∪ F[ y]). Then
substituting x+ψ1 and y+ψ2 for x and y in the algorithm we obtain by Lemma 5
a new algorithm σ ′1 = w′1, 1 ◦w′1, 2, . . . , σ ′L = w′L , 1 ◦w′L , 2 for Qx1 ∪ Qy2 . Now
by Lemma 3, since the algorithm is pure, we have w ′(1)1, 1w
′(1)
1, 2, . . . , w
′(1)
L , 1w
′(1)
L , 2
is a minimal quadratic algorithm for Qx1 ∪ Qy2 . And since
w
′(1)
i0, 2 = (wi0, 2(x + ψ1, y + ψ2))(1) ∈ F[x, y]\(F[x] ∪ F[ y]),
and (Qx1, Q
y
2) ∈ DSCSQA, we have a contradiction to Lemma 1. This contra-
diction implies that wi0, 2 ∈ F(x) or wi0, 2 ∈ F( y). Assume (without loss of
generality) that
wi0, 2 ∈ F(x). (15)
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Since σi0 ∈ F(x, y)\(F(x) ∪ F( y)) and wi0, 1 ∈ F+
∑n
i=1 Fxi +
∑n
i=1 Fyi +∑i0−1
i=1 Fσi and since σi ∈ F(x) or σi ∈ F( y) for i < i0, we have
wi0, 1 ∈ (F(x)+ F( y))\F(x). (16)
If ◦i0 = ×, then as before it can be easily shown that there exists a substitution
x + ψ1 and y + ψ2 for x and y, respectively, such that wi, j (ψ1, ψ2) 6= 0 for i
= 1, . . . , L, j = 1, 2, and
(wi0, 1(x + ψ1, y + ψ2))(1) = (wi0, 1(x + ψ1, y + ψ2))(1) ∈ F[x, y]\F[x].
Since wi0, 2(x +ψ1, y+ψ2) ∈ F(x), we have by Lemma 4 (wi0, 2(x +ψ1, y+
ψ2))(1) ∈ F[x]\F , and then
(wi0, 1(x+ψ1, y+ψ2))(1)(wi0, 2(x+ψ1, y+ψ2))(1) ∈ F[x, y]\(F[x] ∪ F[ y]).
As before we have a contradiction to Lemma 1.
If ◦i = ÷ then, by (15), (16), and Lemma 7, there exist ψ1, ψ2 ∈ Fn such
that wi, j (ψ1, ψ2) 6= 0 for i = 1, . . . , L, j = 1, 2, and
(wi0, 2(x + ψ1, y + ψ2))(1)
= (wi0, 1(x + ψ1, y + ψ2))(0)(wi0, 2(x + ψ1, y + ψ2))(1)
− (wi0, 1(x + ψ1, y + ψ2))(1)(wi0, 2(x + ψ1, y + ψ2))(0)
∈ F[x, y]\(F[x] ∪ F[ y]).
Again, we have a contradiction to Lemma 1.
We now complete the second implication of Lemma 2.
LEMMA 8. We have (Qx1, Q
y
2) ∈ DSCSSLA if and only if every mini-
mal straight line algorithm σ1, . . . , σµ for Qx1 ∪ Qy2 satisfies σi ∈ F(x) or
σi ∈ F( y) for every 0 ≤ i ≤ µ.
Proof. The “if” direction was proved in Lemma 2. For the “only if” let
(Qx1, Q
y
2) ∈ DSCSSLA and assume that σ1, . . . , σµ is a minimal straight
line algorithm such that σi0 ∈ F(x, y)\(F(x) ∪ F( y)). Since (Qx1, Qy2) ∈
DSCSSLA, we also have (Qx1, Q
y
2) ∈ DSCSQA. Now we treat the algorithm the
same as in the proof of Theorem 1 and obtain a minimal quadratic algorithm
of σ ′1, . . . , σ ′L with σ ′i0 ∈ F[x, y]\(F[x] ∪ F[ y]) which contradicts Lemma
1.
Let F be a field and E be an extension of F. Let µE (Qx1) denote the quadratic
complexity of Qx1 over the field E, i.e. the minimal length of the quadratic
algorithm over E that computes Qx1 . It is obvious that µE (Qx1) ≤ µF (Qx1). For
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some sets of quadratic forms it is known that this inequality is strict. Similar to
this definition we can define LE, LF, DSCSQA(F), DSCSSLA(E), etc.
For finite fields we prove
THEOREM 2. Let F be a finite field. Let Qx1 and Qy2 be sets of quadratic forms.
If there exists an infinite extension field E ⊇ F such that
(i) µE (Qx1) = µF (Qx1) and µE (Qy1) = µF (Qy1)
(ii) (Qx1, Qy2) ∈ DSCSQA(E),
then (Qx1, Qy2) ∈ DSCSSLA(F).
Proof. If (Qx1, Qy2) 6∈ DSCSSLA(F) then by Lemma 2 there exists a minimal
algorithm σ1, . . . , σL for (Qx1, Q
y
2) such that for some 1 ≤ i0 ≤ i we have
σi0 ∈ F(x, y)\(F(x) ∪ F( y)). (17)
By (2), (5), (i), and (ii)
µE (Qx1)+ µE (Qy2) =µE (Qx1 ∪ Qy2) ≤ µF (Qx1 ∪ Qy2) ≤ µF (Qx1)+ µF (Qy2)
=µE (Qx1)+ µE (Qy2),
so we have
µE (Qx1 ∪ Qy2) = µF (Qx1 ∪ Qy2). (18)
This implies that σ1, . . . , σL is a minimal straight line algorithm for Qx1 ∪ Qy2
over E. Therefore, by (12), Lemma 8, and Theorem 1, we have (Qx1, Qy2) 6∈
DSCSSLA(E) = DSCSQA(E). This contradiction completes the proof.
5. CLASSIFICATION
In this section we classify all the minimal straight line algorithms for
computing some sets of quadratic forms.
In [5], Feig proved that every minimal straight line algorithm for computing
a bilinear form is quadratic. Furthermore, in [3], Bshouty proved that a bilinear
form Qx, y1 = {xT Ay} with any other set of quadratic forms Qz2 satisfies the
direct sum conjecture strongly. These results, together with Theorem 1, implies
COROLLARY 1. Let F be an infinite field. Let Qx, y1 = {xT Ay} be a set of one
bilinear form and Qz2 be any other set of quadratic forms. Then every minimal
straight line algorithm σ1, . . . , σL for Qx, y1 ∪ Qz2 can be separated into two
algorithms s1 = (σi )i∈I and s2 = (σ j ) j∈J , where I ∪ J = {1, . . . , L}, I ∩ J
= ∅, s1 is a minimal quadratic algorithm for xT Ay, and s2 is a minimal straight
line algorithm for Qz2.
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In the case when F is finite field Theorem 2 implies
COROLLARY 2. Let F be a finite field. Let Qx, y1 = {xT Ay} be a set of one bi-
linear form and let Qz2 be any set of quadratic forms. If there exists an infinite
extension E of F such that µE (Qx2) = µF (Qz2) then (Qx, y1 , Qz2) ∈ DSCSSLA.
Proof. It is well known that µG(Qx, y1 ) = rank A for any field G. Now the
proof follows from Theorem 2.
In [3] we defined some classes of bilinear forms that are subsets of DSCSQA
(in [3] they used the notation EDSCS for DSCSQA and DSC for the bilinear
algorithms model). By Theorem 1, we now have that all these classes are in
DSCSSLA.
We shall use our theorems for one more interesting problem.
Let Qx be a set of quadratic forms and σ1, . . . , σL be a minimal straight
line algorithm for Qx. It is well known that if A is nonsingular then
σ1(Ax), . . . , σL(Ax) is a minimal straight line algorithm for QAx. Let Alg(Qx)
be the set of all minimal straight line algorithms for Qx. Then from the above
property we have
Alg(QAx ) = {σ1(Ax), . . . , σL(Ax) | σ1, . . . , σL ∈ Alg(Qx )}. (19)
Let Alg(Qx1) ⊕ Alg(Qy2) denote the set of all the straight line algorithms
σ1, . . . , σL such that there exist two sets I and J, where I ∪ J = {1, . . . , L} and I
∩ J = ∅ and such that (σi )i∈I and (σi )i∈J are minimal straight line algorithms for
Qx1 and Q
y
2 , respectively. From this definition we have (Qx1, Q
y
2) ∈ DSCSSLA
if and only if
Alg(Qx1 ∪ Qy2) = Alg(Qx1)⊕ Alg(Qy2). (20)
Let P be a polynomial of degree n and let Q(x, y)(P) be the bilinear forms
defined by the product of two (n − 1)-degree polynomials modulo P; i.e.,
Q(x, y)(P) = {xT A0y, . . . , xT An−1y}, where
(xT A0y)+ (xT A1y)α + · · · + (xT An−1y)αn−1
= (x1 + x2α + · · · + xnαn−1)( y1 + y2α + · · · + ynαn−1) mod P.
If P = pα11 · · · pαkk then it is known that there exists a nonsingular matrix A such
that
QA(x, y)(P)
= Q(x (1), y(1))(pα11 ) ∪ Q(x
(2), y(2))(pα22 ) ∪ · · · ∪ Q(x
(k), y(k))(pαkk ), (21)
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where
(x (i), y(i)) = (xmi−1, . . . , xmi−1+ deg pi , ymi−1 , . . . , ymi−1 + deg pi )
and
mi−1 =
i−1∑
j=1
deg p j .
In [3] it was shown that for every set of quadratic forms Qz, if |F | ≥
2 max deg pαii − 1 then (Q(x , y)(P), Qz) ∈ DSCSQA. Therefore by Theorem
1 for an infinite field F we have (Q(x, y)(P), Qz) ∈ DSCSSLA. If there exists a
sufficiently large extension field E ⊃ F which does not contain the roots of p1p2
· · · pk then we will have (see [13]) µF (Q(x, y)(P)) = µE (Q(x, y)(P)). Therefore,
for the case of a finite field where |F | ≥ 2 max deg pαii − 1 we have µE (Qz) =
µF (Qz). Thus, by Lemma 2, we obtain (Q(x, y)(P), Qz) ∈ DSCSSLA. This, to-
gether with (19) and (21), implies that there exists a nonsingular matrix A such
that
Alg(QA(x, y)(P), Qz) =Alg(Q(x (1), y(1))(pαi1 ))⊕ Alg(Q(x
(2), y(2))(pα22 ))
⊕ · · · ⊕ Alg(Q(x (k), y(k))(pαkk ))⊕ Alg(Qz). (22)
This says that in order to classify all the minimal straight line algorithms for
Q(x, y)(P) ⊕ Qz , it is enough to classify all minimal straight line algorithms
for Q(x, y)(pα), where p is an irreducible polynomial. When α = 1, Feig in
[4] proved that every minimal straight line algorithm for Q(x , y)(p) is bilinear,
i.e., quadratic algorithms in which their multiplications are of the form l(x)l ′( y),
where l(x) and l ′( y) are linear forms of x and y, respectively. In [14], Winograd
classified all the bilinear algorithms for Q(x, y)(p). This with (22) provides a
classification of all the minimal straight line algorithms for Q(x, y)(p) when p
is squarefree. In particular we have
COROLLARY 3. Let P = p1 · · · pk, where p1, . . . , pk are distinct irreducible
polynomials. Let F be a field such that |F | ≥ 2 max deg pi − 1. Then every min-
imal straight line algorithm for Q(x, y)(P) is quadratic.
6. OPEN PROBLEMS
In this section we present some relevant open problems.
(1) Classify all the minimal straight line algorithms for Qx, y(pα), where p is
an irreducible polynomial and α > 1. This, together with Theorem 1, would give
a classification of all the minimal straight line algorithms for the multiplication of
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two polynomials modulo any polynomial. Classification of all minimal bilinear
algorithms for Q(x, y)(P) is given in [1, 2, 6].
(2) Determine whether the quadratic sets in [3] and any other set of rational
functions satisfy the direct sum conjecture strongly.
(3) Determine whether DSCQA = DSCSQA.
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