Rates of convergence of the distribution of the extreme order statistic to its limit distribution are given in the uniform metric and the total variation metric. A second{order regular variation condition is imposed by supposing a von Mises type condition which allows a uni ed treatment. Rates are constructed from the parameters of the second{order regular variation condition. Some connections with Poisson processes are discussed.
Introduction
Let fX n ; n 1g be independent, identically distributed (iid) random variables with common dis- which means there exist normalizing constants a n > 0; b n 2 R such that as n ! 1 we have weak convergence P M n a n x + b n ] ! G (x):
( A basic fact of extreme{value theory is that the only possible limits in (1.2) are of the form G given in (1.1). See de Haan (1970) , Leadbetter, Lindgren and Rootzen (1983) or Resnick (1987) . The focus of this paper is on rates of convergence in (1.2) and in the future we hope to consider the multivariate generalizations of (1.2).
There have been two common ways to measure the rate of convergence of the distribution of the sample maximum. The rst is to use the uniform metric between the distribution functions F n (a n x + b n ) and G , d n = sup x2R jF n (a n x + b n ) ? G (x)j:
This metric has been considered by many authors including Davis (1982) , Hall and Wellner (1979) , Hall (1979) , Smith (1982) , Resnick (1986 Resnick ( , 1987 , Omey and Rachev (1988) , Balkema and de Haan (1990) and Beirlant and Willekens (1990 ). Smith's paper, in particular, has been seminal. While this metric has some appeal for one dimensional extreme{value theory, it is somewhat arti cial since it is not clear why special attention should be devoted to probabilities of semi{in nite intervals. For higher dimensional extremes, the multivariate distribution function is awkward to deal with and the analogue of the uniform metric d n loses intuitive appeal and seems to be not very useful . This metric has been emphasized by Reiss and coworkers (Drees and Kaufmann, 1993; Kaufmann and Reiss, 1993; Reiss, 1989; Falk and Reiss, 1992) . This is a strong informative metric since it says all events determined by M n have probabilities which are close to the limiting probabilities under G. In case F has a density F 0 we can evaluate this by Sche e's Theorem (Billingsley, 1968 , page 224) as one-half the L 1 distance between the densities 1 2
This metric generalizes without di culty to higher dimensions without losing its appeal and as long as densities exist, turns out to be reasonably tractable. We discuss the uniform metric brie y in Section 3 and then concentrate on the total variation metric. Necessary and su cient conditions for (1.2) are well known and discussed in detail, for example, in de Haan (1970) and Resnick (1987) . These conditions always involve the theory of regular variation and its extensions. To get a rate of convergence to zero for d n or D n one must make assumptions about how fast certain ratios of regularly varying functions derived from the distribution function F converge to their limits. This can be done either by the theory of regularly varying functions with remainder (Smith (1982) , Goldie and Smith (1987) ; Bingham et al (1987) ) or by use of the theory of second{order regular variation (de Haan and Stadtm uller (1993) ). We choose the latter since it gives us an exact rate of convergence to zero rather than just a bound. Smith (1982) considered both approaches and using second{order theory obtained an exact rate.
In discussing the applicability of second{order regular variation to the rates of convergence problem, there are two approaches that could be taken. The rst option would be to proceed in complete generality bringing to bear the abstract formulation of the second{order theory completely developed in de Haan and Stadm uller (1993) . However, this involves the analysis of seven di erent cases and would be rather tedious. The other option is to give up full generality, suppose the existence of derivatives as needed and proceed by means of one single von Mises condition. This is a much simpler and more elegant approach and gives a uni ed treatment. Furthermore, rate functions can be explicitly expressed in terms of F and its derivatives. So we have chosen to follow this second option.
Section 2 discusses the von Mises condition and its second{order counterpart which is necessary for the later work. Section 3 discusses the rate of convergence to zero of the uniform metric d n .
The rate at which the total variation metric D n converges to 0 is explained in Section 4. Section 5 discusses point processes. Point processes have proven a very useful tool in the study of extreme values but it appears that attempting to study the rate of convergence of extremal distributions to their limits by discussing how fast an associated point process converges to a limiting Poisson process (see Resnick, 1987 for background) is a problematic procedure. In particular, the upper bound for D n obtained from a point process argument, for example in Drees and Kaufmann (1993) , Falk and Reiss (1992) and Reiss (1989) , has an extra O( Proof. Proof. Observe rst that S(f(t)) = log t and therefore
Therefore, if we di erentiate again we obtain tf 00 (t) f 0 (t) = ?S 00 (f(t)) (S 0 (f(t))) Replacing s by f(t) we get
This is a family of monotone functions converging to a continuous function. Thus the sequence of inverse functions of the left hand side converges to the inverse function of the right hand side. This yields lim
In (2.14) replace s by b n = f(n). Setting a n = 1 S 0 (b n ) = nf 0 (n)
we obtain h(b n + a n x) h(b n ) = 1 ?n log F(b n + a n x) ! (1 + x) 1= for those x for which 1 + x > 0. This is equivalent to F 2 D(G ):
If (2.9) and (2.10) hold, we have also (2.14) and hence
Since A We begin by reviewing the Potter bounds. Suppose g is an ultimately positive function de ned on a neighborhood of +1 which is regularly varying with index 2 R I . Then given , there exists t 0 = t 0 ( ) such that for all t t 0 ; tx t 0 we have (1 ? )x e ? j log xj g(tx)
g(t) (1 + )x e j log xj :
The proof is standard and readily accomplished using the Karamata representation of a regularly varying function.
Before stating our bounds we remind the reader of the de nition of K : for x > 0 Note that A is of constant sign, positive or negative, H 0 changes sign at x = 0 and H is of constant sign (positive for > 0 and negative for < 0).
Remarks. (i)
The reason for using a di erent normalization for < 0 will become clear in the proof of Theorem 3.1 below.
(ii) A result in the spirit of Theorem 2.3 is the following: For > 0, set A 1 (t) := tf 0 (t) f(t) ? : Under the conditions of the theorem (for A 1 instead of A) one has for su ciently large t and x (n) + log n) ? b n a n )))j:
From the rst part of the proof, the second term goes to zero. The rst term goes to zero because G 0 (u) = expf?e ?u g: The proof for u < ? log(? log A 2 (n)) is similar. 2 4 Rate of convergence in the total variation metric As in section 3, fX n ; n 1g are iid with common distribution F(x). Set f = (1=(? log F)) and v := (? log ? log F) and A(e t ) = v 00 (t) v 0 (t) Proof. For brevity, we write Q n (u) = v(u + log n) ? b n a n ; so that Q n (u) = p n (u) + e v ? 1 : We rst write D n in a more convenient way. Take x = Q n (u) so that a n x + b n = v(u + log n); ? log(? log F n (a n x + b n )) = u:
Then we have We will give the proof for 6 = 0 and A(n) > 0. The other cases are similar. Note that by (3.6) Q 0 n (u) = e u (1 + A(n)e ? u H 0 (u)(1 + (2) (u))); (4.1) and by (3.6) for some = (n; u) 2 0; 1] The second part goes to zero by Theorem 3.1. The rst part can be seen to go to zero by using the form of the function G 0 . The part of the integral near ?1 is handled similarly. 2 Remark. It is easy to see that our choice of norming constants is optimal within the present set-up. If one changes the norming constants b n and a n intob n andã n and if The second{order modi cation of (1.2) can be expressed as a variant of (2.5): there exist a n > 0; b n 2 R I such that as n ! 1 for x > 0 f(nx) ? b n a n ? x ? 1 =A(n) ! H( I , where Q = ? log F. In many applications we would like to replace Q by 1 ? F =: F. However F can replace Q in (5.8) without cost i nA(n) ! 1 (which is implied by ?1 < < 0 since A 2 RV ). To check this, note that since F(a n y + b n ) ! 0 we have n A(n) Q(a n y + b n ) ? F(a n y + b n )] = n A(n) ? log(1 ? F(a n y + b n )) ? F(a n y + b n )]: If nA(n) ! 1 then the above is n A(n) 1 X j=2 F(a n y + b n ) j j = n F(a n y + b n ) A(n) 1 X j=2 F(a n y + b n ) j?1 j n F(a n y + b n ) nA(n) nQ(a n y + b n ) ( (1 If we may replace Q by F in (5.8), then we can de ne the measures n ; by n = nF(a n +b n ); (y; r ] = (1 + y) ?1= ;` < y < r ; Remark. Again, the point is that the second{order condition is not equivalent to convergence in the total variation metric in (5.10).
Proof. The analogue of Corollary 5.2 with N n replacing N n can now be written down.
