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Abstract
The thesis presents a Probability Density Function (PDF)-derived Eulerian/Eulerian
model for the prediction of dispersed two-phase (solid/gas) flows. Continuum equations
for the dispersed phase are formulated from the Kinetic Model (KM) PDF transport
equations. The Kinetic stresses of the dispersed phase are determined from an algebraic
stress model (ASM) together with a KM-based transport equation for the fluctuating
kinetic energy. The continuum equations for the continuous phase are assumed to be the
same as those in the Eulerian two-fluid model except for the interfacial momentum and
energy transfer terms. Closures for these terms are derived from the PDF KM and mirror
their counterparts in the dispersed phase equations. Also, the carrier phase turbulence
is modelled by the standard k-ε model. These transport equations are solved using the
numerical framework of an existing two-fluid approach. Furthermore, the current two-fluid
model practice of applying wall functions to impose boundary conditions is adapted for
application to the particulate phase. Such wall functions are calculated from the PDF KM
itself. In this approach, the PDF equations are pre-integrated using the fully developed
flow assumption along the wall to relate wall fluxes to values of the relevant variables in
the interior of the flow. Such integration is utilised to create a wall functions database for
a range of mean flow conditions.
The model is validated against a range of both unbounded and bounded flow cases.
Comparisons are made with experimental data as well as the results of other computational
methods. It was found that the proposed model performs very well in capturing particulate
behaviour and improves, in certain aspects, on the performance of traditional two-fluid
models while retaining the practicality of the latter model for industrial applications. In
particular, a reasonable capture of the particulate dispersion was observed within jet flows.
Improvements were also seen in the prediction of mass flux distribution in shear layers and
an accurate capture of near-wall mass distributions in bounded flows.
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Chapter 1
Review of models
1.1 Preamble
In this section a literature review of several two-fluid and PDF models is presented
to assess their suitability for the proposed hybrid scheme. Two-fluid models developed
at Imperial College (IC), Electricite´ de France (EDF) and the Rensselaer Polytechnique
Institute (RPI) are reviewed. Details of the overall model, continuum equations and their
closures are expounded, including underlying assumptions made in the model formulation.
From the PDF category, there are two major approaches to modelling particulate flows:
the Kinetic Model (KM) and the General Langevin Model (GLM). As with the two-
fluid method, these are reviewed in detail including PDF transport equation formulation,
continuum equations, their closures and assumptions.
By reviewing all of the aforementioned models, this literature review intends to iden-
tify the following:
• Suitability of PDF-derived continuum equations for solution by a two-fluid algorithm.
• Suitability of a two-fluid model for incorporation of a PDF-based particulate model.
• Most appropriate PDF and two-fluid model to incorporate in the new hybrid scheme.
The first and second bullets highlight the need to identify requirements which must
be satisfied by both PDF and two-fluid models in order for a successful hybrid scheme
to be formulated. Following this, the most appropriate schemes will be chosen (bullet 3)
for model formulation and implementation which will be explained in the next chapter.
It should be noted that as the PDF continuum equations reduce to the same form as the
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Navier-Stokes based equations in the two-fluid model, the only real difference between the
two model equations are the closures used. Hence, much of the suitability pivots around
the ease of implementation of the PDF closures into the two-fluid model.
We begin evaluating the above aims by first addressing the requirements of the PDF
method: the PDF-derived continuum equations consist of the same terms as the existing
Navier-Stokes based equations for the particulate phase. However, in order for these
equations to be solved within the two-fluid numerical framework, the definition of these
terms must be consistent with those in the two-fluid model. This conformity requires that
the averaging used in the PDF-derived equations reduces to the same definition as that
used in the two-fluid model.
Secondly, closures must exist for the PDF model that can be solved or approximated
using steady state Eulerian properties available from the two-fluid model. This is of
particular concern for closures which are based on Lagrangian statistics of particle or fluid
motion.
Thirdly, both the two-fluid and PDF equations will have terms which represent transfer
of momentum between the continuous and dispersed phases. These terms will need to
balance each other exactly and hence be equal and opposite on either phases’ transport
equations. To satisfy this, the PDF-based drag closures must be transferable to the carrier
phase momentum equations.
A fourth requirement for the kinetic stresses closure is needed such that the closures of
the fluctuating velocity correlation must be amenable to incorporation into the two-fluid
scheme without an excessive drain on computational cost.
In the two-fluid model, as will be clear from the review, the underlying equations
and averaging procedures used for all methods is common - initially presented by Bankoff
(1960), Zuber and Findlay (1965) and Wallis (1969) for one-dimensional and quasi one-
dimensional flows and later in Ishii (1975) for a multidimensional flow. Therefore variations
in performance between different models are a direct result of the closure approximations
used for the interfacial momentum transfer and turbulence effects. Hence, any require-
ments for the two-fluid model must focus on these closures and their efficacy. As mentioned
above, the interfacial terms from both methods will need to be equal and opposite in the
final hybrid model. Hence the closures for these terms will need to be easily and appro-
priately replaceable with PDF terms in the carrier phase equations. Further, this must be
practicable without needing to implement significant changes to the underlying numerical
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algorithm.
Finally, as the two-fluid method has been developed over several decades and extended
to consider a wide range of flow regimes, some current models are highly complex and
capable of simulating flow physics beyond the scope of the current work (defined in chapter
1). Hence to simplify the formulation of the hybrid method, current two-fluid models
should ideally lie within the bounds of the proposed models’ limitations, discussed in the
previous chapter.
A range of models are reviewed in section 2.2 for the PDF method and section 2.3 for
the two-fluid method. In the remainder of the work v denotes particulate or dispersed
phase velocity and u represents the fluidic or carrier phase velocity. Scalar properties of
the two phases are distinguished by a subscript c for the continuous phase and d for the
dispersed phase. Properties enclosed in angle brackets 〈...〉 are ensemble averaged values.
1.2 PDF method
1.2.1 Kinetic Model
The Kinetic Model was initially introduced by Buyevich (1972a,b) and has since been
developed in numerous works including Reeks (1992), Reeks (1993), Swailes and Darbyshire
(1997), Swailes et al. (1998), Hyland et al. (1999) and Swailes and Darbyshire (1999). The
KM is based upon the kinetic equation of motion for a single inertial particle within a
turbulent flow field. Therefore, considering only the effect of Stokes’ drag and gravity, the
particle equation of motion is written as:
dvpi
dt
= βij
(
ufj − vpj
)
+ gi, (1.2.1)
dxpi
dt
= vpi , (1.2.2)
where xp(t) and vp(t) are the position and velocity of the particle at time t, β(x(t), t) is the
dissipative tensor, the definition of which is given later in the review. The time derivative,
d
dt is the Lagrangian derivative along a particle trajectory. The notation of superscript
f and p define Lagrangian properties of the fluid and particulate phase, respectively. gi
represents gravitational acceleration. As the model focuses on heavy inertial particles in a
light carrier phase, added mass, Basset history and lift forces may be neglected. Further,
a one-way coupling assumption is employed hence the fluid velocities are not solved for by
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the KM but are assumed to be given a priori.
The fluid velocity uf is decomposed into a mean – 〈u〉 – and a zero mean fluctuating
(u′) component, to segregate the effects of the mean (F ) and fluctuating (f) drag force ,
respectively:
Fi = βij · 〈uj〉 , (1.2.3)
fi = βij · u′j . (1.2.4)
Therefore, the equations of motion can be written as:
dvpi
dt
= −βijvpj + Fi + fi, (1.2.5)
dxpi
dt
= vpi . (1.2.6)
Following the property of u′, the fluctuating drag force f is also considered to be a
randomly fluctuating quantity with zero mean. As u′ is also a specified property (the
value of which is independent of the solution of the KM) for each realisation of f , a
corresponding value of particle position xp(t) and velocity vp(t) will result. Hence the
variables xp(t) and vp(t) may be considered as the particle position and velocity fields
corresponding to the provided field of fluctuating drag values f . For a given value of the
drag force at time t, deterministic values of particulate position and velocity are written
as x and v, respectively. A phase space density function, W (x,v, t) can then be used
to describe the particulate distribution within the position and velocity fields xp(t) and
vp(t). This is achieved using the Kronecker delta (δ) by:
W (x,v, t) = δ (xp(t)− x) δ (vp(t)− v) . (1.2.7)
By ensemble averaging W (x,v, t) over all realisable states of f , a probability density
function P (x,v, t) is defined;
P (x,v, t) = 〈W (x,v, t)〉 = 〈δ (xp(t)− x) δ (vp(t)− v)〉 . (1.2.8)
For the purposes of this literature review the derivation of the PDF transport equation
is summarised here, however the reader is referred to Hyland et al. (1999) for a comprehen-
sive account of its derivation. On differentiating both sides of equation 2.2.7 with respect
to time t, terms involving ∂v
p
∂t and
∂xp
∂t are achieved on the RHS. The particle transport
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equations (2.2.5 and 2.2.6) are then substituted for these terms, following which, a W -
weighted ensemble average of the equation results in the KM transport equation for the
PDF:
∂P
∂t
= − ∂
∂xi
viP − ∂
∂vi
F iP +
∂
∂vi
βijvjP − ∂
∂vi
〈fiW 〉 − ∂
∂vi
giP. (1.2.9)
In the above, the overline notation represents a density function weighted average quantity
so for an arbitrary quantity φ: φ = 〈φW 〉 / 〈W 〉. The dissipative tensor, βij , represents
the response of particle velocity in the i direction to a change in velocity in the j direction.
Typically (Hyland et al. (1999); Reeks (1991)) β is considered as a Stokes’ drag quantity
and approximated in the usual Eulerian manner so that:
β =
ρcACD(Rep)
2mp
|u− v| . (1.2.10)
In the above, A is the cross-sectional area of a particle with mass mp. ρ is the material
density and CD(Rep) is the drag coefficient based on the Reynolds number – Rep =
(dd |u− v|) /νc. Under the assumption of Stokes’ flow, where the Reynolds number << 1,
CD = 24/Rep and with the further assumption of sufficiently high inertia particles, βij =
βδij , so that:
β = 18ρcνc
ρdd
2
d
=
1
τp
, (1.2.11)
where ν is the molecular kinematic viscosity and τp is the particle relaxation time. The
definition of β has thus far been synonymous with the mean and fluctuating drag forces
in the KM. This is sufficient for the simulation of heavy inertial particles within a light
carrier phase, however, a more general approximation which considers the lift force may
be formulated (Reeks, 1992; Swailes et al., 1995).
The only unknown in equation 2.2.9 is the random fluctuating drag force – 〈fiW 〉.
Closure is required for this term to allow its evaluation using carrier flow properties that
are available from other models. This closure has been proposed using two alternative
methods: Kraichnan’s Lagrangian History Direct Interaction (LHDI) by Reeks (1992)
and the Furutsu-Novikov method by Swailes and Darbyshire (1997). Closure by both
methods, however leads to the same result; the fluctuating drag force is sequestered into
three distinct effects of the fluctuating fluid velocity:
〈fi(x, t)W (x,v, t)〉 = −
[
∂
∂xj
λji +
∂
∂vj
µji − κi
]
P (x,v, t). (1.2.12)
The closure is exact for a realisation in which displacements in particle position (∆x)
and velocity (∆v) form a Gaussian process at time t = 0. The exact form of the phase
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space diffusion tensors λ and µ are given in the quoted publications. κ represents the
effect of inhomogeneities in the carrier flow turbulence, while λ and µ represent particle
dispersion as a result of the displacement in particle position and velocity, respectively
(The approximation of λ,µ and κ are discussed later in the section). Therefore the PDF
transport equation for the KM is written as:
∂P
∂t
= − ∂
∂xi
(viP )− ∂
∂vi
β (ui − vi)P
+
∂
∂vi
[
∂
∂xj
λji +
∂
∂vj
µji − κi
]
P − ∂
∂vi
giP. (1.2.13)
Continuum equations similar to those of the two-fluid model can be derived from the
PDF equations. As presented in Swailes et al. (1998), the derivation of the continuity,
momentum and kinetic stress transport equations is achieved by multiplying the PDF,
P (x,v, t) by a suitable property φ prior to integration over all realisations:
For the conservation of mass, take φ = m:
〈ρvd〉 = m
∫
P dv, (1.2.14)
for the conservation of momentum, take φ = mv:
〈ρvd〉 v˜i = m
∫
Pvi dv, (1.2.15)
for the kinetic stress transport equation, take φ = mv′v′:
〈ρvd〉 v˜′iv′j = m
∫
Pv′iv
′
j dv. (1.2.16)
Note that in the above, the dispersed phase density ρvd should not be confused with the
material density ρd used elsewhere in this work. The former represents the apparent
density of the particulate phase within a control volume and accounts for the volume
occupied by the particulate phase relative to the control volume whereas the latter is
the material density of the particulate phase and is constant. The tilde (˜ ) represents
a dispersed phase density weighted average of a property, this is defined for an arbitrary
property φ and phase k as:
φ˜k =
〈ρvkφk〉〈
ρvk
〉 . (1.2.17)
Application of equations 2.2.14-2.2.16 to equation 2.2.13 gives:
conservation of mass:
∂ 〈ρvd〉
∂t
+
∂ 〈ρvd〉 v˜i
∂xi
= 0, (1.2.18)
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conservation of momentum:
〈ρvd〉
(
∂v˜i
∂t
+ v˜j
∂v˜i
∂xj
)
= − ∂
∂xj
[
〈ρvd〉
(
v˜′iv
′
j + λ˜ji
)]
+ 〈ρvd〉β (u˜i − v˜i)
+ 〈ρvd〉 (κ˜i + gi) , (1.2.19)
kinetic stress transport:
〈ρvd〉
(
∂v˜′iv
′
j
∂t
+ v˜k
∂v˜′iv
′
j
∂xk
)
= − ∂
∂xk
(
〈ρvd〉 v˜′iv′jv′k
)
−〈ρvd〉
(
v˜′iv
′
k + λ˜ki
) ∂v˜j
∂xk
− 〈ρvd〉
(
v˜′jv
′
k + λ˜kj
) ∂v˜i
∂xk
−2 〈ρvd〉βv˜′iv′j + 2 〈ρvd〉 µ˜ji. (1.2.20)
What remains to be defined are the forms of the dispersion tensors λ˜, µ˜ and κ˜. The
exact form of these are derived and presented in a number of publications; to see the
similarities between the LHDI and Furutsu-Novikov method, refer to Reeks (1992) and
Swailes and Darbyshire (1997). These are further reviewed and presented in subsequent
papers including Hyland et al. (1998, 1999) and Reeks (2005). For simplicity, the carrier
phase turbulent inhomogeneities are typically not considered in the closure, hence κ˜ is
ignored. With an Eulerian reference frame, in the continuum form, the terms λ˜, & µ˜
require approximations. These are derived in Swailes and Darbyshire (1999) and are based
upon the assumption that the fluid phase turbulence is a stationary, weakly homogeneous
fluctuating field:
λ˜ji =
β2τ2Lu˜
′
iu
′
j
βτL + 1
& µ˜ji =
β2τLu˜′iu
′
j
βτL + 1
, (1.2.21)
where τL is the Lagrangian integral timescale. Further work has been conducted on the
form of λ˜ and µ˜ for shear layers and approximations for such a case are available in
Swailes and Darbyshire (1999).
1.2.2 General Langevin Model
The GLM approach was first presented by Haworth and Pope (1986) and Pope (1994)
for single phase flows and later applied to inertial particles in two-phase flows by Simonin et al.
(1993). The method is based upon the same governing equations as for the KM (2.2.1 and
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2.2.2), hence the motion of a particle within a turbulent flow is governed by:
dvpi
dt
= βij
(
ufj − vpj
)
+ gi, (1.2.22)
dxpi
dt
= vpi . (1.2.23)
A phase space density function similar to that of the KM method given by equation 2.2.7
is defined. However the GLM considers the density function to also be dependent upon
the carrier phase velocity (u), hence:
WG
(
x,v,u, t
)
= δ
(
xp(t)− x
)
δ
(
vp(t)− v
)
δ
(
uf (t)− u
)
. (1.2.24)
In order to derive the GLM PDF transport equation, both sides of equation 2.2.24 are
differentiated with respect to time t along the trajectory of a particle, this follows the same
procedure applied to equation 2.2.7 in the KM approach. The dependency of WG on u
f
produces the term du
f
dt from the differentiation process. To close this term an additional
equation of motion is required. This approach bypasses the need to decompose the fluid
velocity into mean and fluctuating parts and hence it dispenses with the necessity of a
closure approximation for the fluctuating part. The required transport equation for the
fluid velocity takes the form:
dufi
dt
= FGi (v,u,x, t) . (1.2.25)
For the GLM review, the adoption of additional notation is necessary to differentiate
between a total time derivative along a particle trajectory and a fluid trajectory. This is
accomplished by a subscript f where the derivative is along a fluid trajectory. For the
transport of the Lagrangian property uf , Simonin et al. (1993) extended the single-phase
Langevin equation proposed by Pope (1985):
dfu
f
i
dt
= gi − 1
ρc
∂pc
∂xi
+
∂
∂xj
(
νc
∂ui
∂xj
)
−
(
ufj − vpj
) ∂ui
∂xj
+G12ij
(
ufj − uj
)
+ Cwi. (1.2.26)
In the above, w is an isotropic Wiener process (a random fluctuating function with a
Gaussian distribution) and C is a positive model constant. G12ij is a second order response
tensor to fluid anisotropies which has the form:
G12ij = −
δij
τL
+ C0
∂ 〈ui〉
∂xj
, (1.2.27)
where C0 is a constant. Following the same derivation procedure as for the KM, both
sides of equation 2.2.24 are differentiated by time t, following which the RHS’ of equations
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2.2.22, 2.2.23 and 2.2.26 are substituted for
dvpi
dt ,
dxpi
dt and
dfu
f
i
dt respectively. The transport
equation for the GLM PDF is then given by:
∂PG
∂t
= − ∂
∂xi
(viPG)− ∂
∂vi
βij (uj − vj)PG − ∂
∂vi
(giPG)
− ∂
∂ui
[(
gi − 1
ρc
∂pc
∂xi
+
∂
∂xj
(
νc
∂ui
∂xj
)
−
(
ufj − vpj
) ∂ui
∂xj
)
PG
]
− ∂
∂ui
[(
G12ij
(
ufj − uj
)
− 1
2
∂
∂ui
Cwi
)
PG
]
. (1.2.28)
In order to derive continuum equations from the GLM transport equations, a similar
procedure to that used for the KM (equations 2.2.14 - 2.2.16) is employed wherein the
PDF, PG(x,v,u, t) is multiplied by a suitable property φ prior to integration over all
realisations of the particle velocity v. However, as WG is also dependent upon the fluid
velocity, a further integration over all realisations of u is required as follows:
conservation of mass, take φ = m:
〈ρvd〉 = m
∫ ∫
PG dvdu, (1.2.29)
hence:
∂ 〈ρvd〉
∂t
+
∂ 〈ρvd〉 v˜i
∂xi
= 0. (1.2.30)
conservation of momentum, take φ = mv:
〈ρvd〉 v˜i = m
∫ ∫
PGvi dvdu, (1.2.31)
hence:
〈ρvd〉
(
∂v˜i
∂t
+ v˜j
∂v˜i
∂xi
)
= − ∂
∂xj
(
〈ρvd〉 v˜′iv′j
)
+ 〈ρvd〉β (u˜iv˜i)
+ 〈ρvd〉 gi + 〈ρvd〉 βu˜′
d
i . (1.2.32)
kinetic stress transport equation, take φ = mv′v′:
〈ρvd〉 v˜′iv′j = m
∫ ∫
PGv
′
iv
′
j dvdu, (1.2.33)
hence:
〈ρvd〉
(
∂v˜′iv
′
j
∂t
+ v˜k
∂v˜′iv
′
j
∂xk
)
= − ∂
∂xk
(
〈ρvd〉 v˜′iv′jv′k
)
− 〈ρvd〉 v˜′iv′k
∂v˜j
∂xk
− 〈ρvd〉 v˜′jv′k
∂v˜i
∂xk
−β 〈ρvd〉
(
2v˜′iv
′
j − u˜′iv′j − v˜′iu′j
)
. (1.2.34)
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In the above, u˜′
d
represents the density-weighted average fluctuating fluid velocity relative
to u˜d, along a particle trajectory generally referred to as the fluid-particle turbulent drift
velocity (the fluid fluctuating velocity along a particle trajectory). u˜′v′ is the fluid-paticle
velocity correlation. Both of these properties require closure and this is achieved through
the derivation of further transport equations for these properties using the same procedure
as for the dispersed phase continuum equations:
fluid-particle drift velocity, take φ = mu′:
〈ρvd〉 u˜′
d
i = m
∫∫
PGu
′
i dvdu (1.2.35)
giving: 〈ρvd〉
(
∂u˜′
d
i
∂t
+ v˜j
∂u˜′
d
i
∂xj
)
= − ∂
∂xj
(
〈ρvd〉 v˜′ju′i
d
)
+ 〈ρvd〉
∂
∂xj
u˜′ju
′
i
d
−〈ρvd〉 u˜′
d
j
∂u˜di
∂xj
+ 〈ρvd〉 u˜′
d
jG
12
ij . (1.2.36)
fluid-particle velocity correlation, take φ = mu′v′ :
〈ρvd〉 u˜′iv′j
d
= m
∫ ∫
PGu
′
iv
′
j dvdu (1.2.37)
giving: 〈ρvd〉
∂u˜′iv′jd
∂t
+ v˜k
∂u˜′iv
′
j
d
∂xk
 = − ∂
∂xk
(
〈ρvd〉 u˜′iv′jv′k
d
)
− 〈ρvd〉 v˜′kv′j
∂u˜′
d
i
∂xk
−〈ρvd〉
(
u˜′iv
′
k
d ∂v˜j
∂xk
+ u˜′kv
′
j
d ∂u˜i
∂xk
)
−〈ρvd〉β
(
u˜′iv
′
j
d − u˜′iu′j
d
)
+ 〈ρvd〉 u˜′kv′j
d
G12ik . (1.2.38)
As in the KM, the triple velocity correlation (v˜′v′v′) requires a closure approximation. For
the GLM however, an additional closure approximation is necessary for the u˜′v′v′ term.
However, due to the significant difference between the continuum equations of the KM
and GLM, a review of the closures is not necessary to achieve the objectives outlined in
section 2.1. Hence the review is discontinued here, leaving the evaluation of the suitability
of the KM & GLM for section 2.4.
1.3 Two-fluid method
The approaches reviewed in this section all relate to the form of the two-fluid model
equations presented by Ishii (1975). Hence they are all Eulerian/Eulerian approaches
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where both phases are treated as inter-penetrating continua using the same basic (un-
closed) transport equations. As a result of the strong similarities of the models, the
numerical algorithms used in their solutions are also very similar. The major two-fluid
model assumptions and model structure are presented for the IC model in section 2.3.1.
The subsequent model reviews focus and elaborate on the differences in closures used.
1.3.1 Imperial College model
Initially presented by Politis (1989), the IC model was later developed by Oliveira
(1992); Gosman et al. (1992); Issa and Oliveira (1993, 1994) and Oliveira et al. (1997),
amongst others. In his book, Ishii (1975) presented a rigorous derivation of the two-fluid
model using conditional averaging in which by use of an averaging process, the relative
volume occupied by the dispersed and continuous phases could be transported indepen-
dently. By applying this averaging technique to the Navier-Stokes equations (which were
originally derived for a single phase flow), separate transport equations for the dispersed
and continuous phases could be derived. Ishii (1975) multiplied the Navier-Stokes equa-
tions by a phase indicator function χ(x, t), where χd = 1 if the position x is occupied
by the dispersed phase at time t and χd = 0 if it is occupied by the carrier phase. The
opposite is true for χc, the carrier phase indicator function. With this approach, separate
transport equations for both phases were derived. Averaging the equations over the cell
volume then allows all flow properties to be defined as phase indicator weighted average
properties where for an arbitrary property φ:
φ =
φχ
χ
. (1.3.1)
This is similar to the phase space density function weighted averaging in section 2.2.1. The
volume fraction α may now be introduced for a phase k, where k = d for the dispersed
phase and k = c for the continuous phase:
αk ≡ χk. (1.3.2)
Physically this may be interpreted as the number of realisations required for finding a
specific phase. An ensemble average is then applied to the equations, weighting each term
by the phase fraction so that:
φ˜k =
〈
αkφk
〉
〈αk〉 . (1.3.3)
26
The continuity and momentum equations for the continuous phase are then written as:
ρc
∂ 〈αc〉
∂t
+ ρc
∂
∂xi
(〈αc〉 u˜i) = 0, (1.3.4)
ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
(〈αc〉 u˜iu˜j) + ρc ∂
∂xj
(
〈αc〉 u˜′iu′j
)
= −〈αc〉 ∂
∂xi
p˜+ 〈αc〉 ∂
∂xj
τ˜ij + ρc 〈αc〉 gi +Mi, (1.3.5)
and for the dispersed phase as;
ρd
∂ 〈αd〉
∂t
+ ρd
∂
∂xi
(〈αd〉 v˜i) = 0, (1.3.6)
ρd
∂
∂t
〈αd〉 v˜i + ρd ∂
∂xj
(〈αd〉 v˜iv˜j) + ρd ∂
∂xj
(
〈αd〉 v˜′iv′j
)
= −〈αd〉 ∂
∂xi
p˜+ 〈αd〉 ∂
∂xj
τ˜ij + ρd 〈αd〉 gi −Mi, (1.3.7)
where p˜ is the pressure. Note that the interfacial momentum transfer termM appears with
opposite sign in 2.3.5 and 2.3.7 to represent a balance in momentum exchange between
phases. Both phases were treated as continuous, and the turbulent stresses of each phase
are modelled by the Boussinesq approximation. This is provided below for the carrier
phase Reynolds stresses:
− (u˜′iu′j) = νtc(
∂
∂xj
u˜i +
∂
∂xi
u˜j)− 2
3
(νtc
∂
∂xk
u˜k + kc)δij , (1.3.8)
where νtc is the carrier phase turbulent viscosity defined by ν
t
c = Cµk
2
c/εc. The carrier
flow turbulent kinetic energy (kc) is obtained from a k − ε model given below. As the
application of this model was focused on liquid/liquid, solid/liquid and bubbly flows, the
relatively low inertia of the dispersed phase leads to the assumption that the transfer of
energy between the continuous and dispersed phases is instantaneous. This is one of the
main modelling assumptions of this method and allows the dispersed phase kinetic stresses
to be written in terms of the continuous phase Reynolds stresses as:
v˜′iv
′
j = C
2
t u˜
′
iu
′
j , (1.3.9)
hence negating the need to separately solve for the dispersed phase turbulence. For bubbly
flows C2t typically = 3. However to allow the application of the model to particulate
flows, a relevant expression is required to consider particle inertia. Following the initial
proposal based on a Lagrangian analysis and comparisons of several models for Ct in
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Issa and Oliveira (1993), the response function Ct is defined for a particulate phase by
Oliveira and Issa (2003):
Ct =
v′
u′
=
3 + γ
1 + γ + 2ρd/ρc
, (1.3.10)
where γ =
τε
τp
(
1 + 2
ρd
ρc
)
. (1.3.11)
τε is the large eddy time scale. The underlying premise for the response function as ex-
plained by Politis (1989) and Gosman et al. (1992) is that the carrier phase eddy length
scales must be much larger than the particle diameter. Using C2t , the Boussinesq approx-
imation for the dispersed phase is written as:
− (v˜′iv′j) = νtd(
∂
∂xj
v˜i +
∂
∂xi
v˜j)− 2
3
(νtd
∂
∂xk
v˜k + C
2
t kc)δij . (1.3.12)
The dispersed phase turbulent viscosity νtd is related to its’ continuous phase counterpart
by the response function Cν so that:
Cν =
νtd
νtc
. (1.3.13)
For bubbly flows, the low inertia dispersed phase allows the coefficient Cν to be set
to 1 expressing the instantaneous transfer between phases of the turbulent energy (see
Issa and Oliveira, 1996; Oliveira, 1999 and Oliveira and Issa, 2003). However as the Stokes
number (St =
τp
τε
) for particulate flows is much higher, this approximation is inappropriate
and Cν = C
2
t is used (Issa and Oliveira, 1993; Oliveira and Issa, 1998).
The interfacial momentum transfer term M in equations 2.3.5 and 2.3.7 represents
an integral over the interface of the dispersive component of the fluctuating pressure and
shear stresses. These effects are represented in the usual way by forces derived from the
Lagrangian analysis of the motion of a single sphere in a turbulent flow field. The forces;
drag (Fd), lift (Fl) and virtual mass (Fvm) are significant for bubbly flows hence the
momentum transfer term is composed of the summation of these forces only:
M = Fd + Fl + Fvm. (1.3.14)
For particulate flows, the virtual mass contribution is negligible. The typical form of these
terms is given below;
Fd = Cd
3
4
ρc
dd
|v˜ − u˜| 〈αdvr〉 , (1.3.15)
Fl = 〈αd〉Clρc (v˜ − u˜)× (∇× u˜) , (1.3.16)
Fvm = 〈αd〉Cvmρc
(
Df
Dt
u˜− Dp
Dt
v˜
)
. (1.3.17)
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The coefficient of lift Cl and virtual mass Cvm are constants and take the standard values
of 0.25 and 0.5, respectively. The coefficient of drag Cd takes on the usual algebraic
expression based on the Reynolds number Rep defined in section 2.2.1:
Cd =
24
Rep
(
1 + 0.15Re0.687p
)
. (1.3.18)
vr in equation 2.3.15 is the averaged relative velocity (v − u). To represent this in terms
of the α weighted averages used in the model, the following decomposition is required,
given here for an arbitrary property φ:
φ = φ˜+ φ˜′, (1.3.19)
so that following the study by Ishii (1984), Politis (1989) and Oliveira (1992) the term is
closed in the following manner:
〈αdvr〉 = 〈αd(v − u)〉 , (1.3.20)
=
〈
αd
[(
v˜ − v˜′
)
−
(
u˜− u˜′
)]〉
, (1.3.21)
= 〈αd〉 (v˜ − u˜) +
〈
αd
(
v˜′ − u˜′
)〉
. (1.3.22)
Using the property
〈
αdv˜′
〉
= 0 this can then be written as;
〈αdvr〉 = 〈αd〉 (v˜ − u˜)−
〈
αdu˜′
〉
. (1.3.23)
In order to close the fluctuating velocity u˜′, the second main assumption (gradient-diffusion
for the transport of αd) of the two-fluid model is introduced;〈
αdu˜′
〉
= −ηc∇ 〈αd〉 . (1.3.24)
In the above, ηc represents the diffusivity of αc, defined by ηc = ν
t
c/σα where the Prandtl
number σα = 1. Thus the assumption is that the turbulent transport of the conserved
scalar αd is down the gradient of the mean scalar, in the direction −∇ 〈αd〉. Then by the
derivation given in Oliveira (1992), the interfacial forces can be written as:
Fd = 〈αd〉Cd 3
4
ρc
dd
|v˜ − u˜| (v˜ − u˜) + Cd 3
4
ρc
dd
|v˜ − u˜| ηc∇ 〈αd〉 , (1.3.25)
Fl = 〈αd〉Clρc (v˜ − u˜)× (∇× u˜) , (1.3.26)
Fvm = 〈αd〉Cvmρc
(
Df
Dt
u˜− Dp
Dt
v˜
)
. (1.3.27)
To complete the IC model, the carrier phase turbulence is closed using the k − ε
model presented initially for a single-phase in Jones and Launder (1972) and extended to
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two-phase flows in Gosman et al. (1992):
ρc
[
∂
∂t
〈αc〉 kc + ∂
∂xj
(u˜jkc)
]
=
∂
∂xj
[
〈αc〉 µ
t
c
σk
∂
∂xj
kc
]
+ 〈αc〉 (Gc − ρcεc) + Sk, (1.3.28)
ρc
[
∂
∂t
〈αc〉 εc + ∂
∂xj
(u˜jεc)
]
=
∂
∂xj
[
〈αc〉 µ
t
c
σε
∂
∂xj
εc
]
+ 〈αc〉 εc
kc
(Cε1Gc − Cε2ρcεc) + Sε.
(1.3.29)
The generation term Gc is defined by:
Gc = µ
t
c
∂u˜i
∂xj
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(1.3.30)
The constants in equations 2.3.28 and 2.3.29 are assigned their standard values (Gosman et al.,
1992): σk = 1; σε = 1.3; Cε1 = 1.44; Cε2 = 1.92. The main difference to note between the
single-phase k−ε and two-phase models are the additions of source terms Sk and Sε which
represent the transfer of energy between the two phases and phase-augmented dissipation:
Sk = 2kc 〈αd〉 〈αc〉Cd 3
4
ρc
dd
|v˜ − u˜| (Ct − 1)− Cd 3
4
ρc
dd
|v˜ − u˜| ν
t
c
σα
∇ 〈αd〉 (v˜ − u˜)
(1.3.31)
Sε = 2Cε3 〈αd〉Cd 3
4
ρc
d
|v˜ − u˜| (Ct − 1) (1.3.32)
The additional sources in equation 2.3.31 are derived by applying the same procedure to
equation 2.3.15 as is used to derive the k-equation from the momentum equation 2.3.5.
A range of papers were published on the validation of the IC model for a variety of
flows. For validation of the dispersion prediction ability of the model, comparisons against
the experimental data of a non-shearing free mixing layer presented by Huq and Britter
(1995) are discussed in Issa and Oliveira (1996). Further validations of more complex flow
physics are made against experimental results of shear layers and jet flows presented in
Issa and Oliveira (1993, 1994) and Oliveira and Issa (1998). Further developments in later
years by Behzadi et al. (2001) and Behzadi et al. (2004) extended the model to consider
higher volume fraction flows.
1.3.2 Electricite´ de France model
The model proposed by Simonin et al. (1993) and Viollet and Simonin (1994) stems
from the same publications as the IC model described in 2.3.1. The continuum equations
are averaged in the same way as described in Ishii (1975) and are akin to those of the IC
model. The governing transport equations for mass and momentum are given below:
ρc
∂ 〈αc〉
∂t
+ ρc
∂
∂xi
(〈αc〉 u˜i) = 0, (1.3.33)
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ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
(〈αc〉 u˜iu˜j) + ρc ∂
∂xj
(
〈αc〉 u˜′iu′j
)
= −〈αc〉 ∂
∂xi
p˜+ 〈αc〉 ∂
∂xj
τ˜ij + ρc 〈αc〉 gi +Mi, (1.3.34)
ρd
∂ 〈αd〉
∂t
+ ρd
∂
∂xi
(〈αd〉 v˜i) = 0, (1.3.35)
ρd
∂
∂t
〈αd〉 v˜i + ρd ∂
∂xj
(〈αd〉 v˜iv˜j) + ρd ∂
∂xj
(
〈αd〉 v˜′iv′j
)
= −〈αd〉 ∂
∂xi
p˜+ 〈αd〉 ∂
∂xj
τ˜ij + ρd 〈αd〉 gi −Mi. (1.3.36)
In the above, all notation is as described in section 2.3.1.
For the interfacial momentum transfer terms M in equations 2.3.34 and 2.3.36,
Viollet and Simonin (1994) base the drag force formulation on the equation of motion of
a single particle in a turbulent flow as done in the IC model. The unclosed form of the
force is given below:
Fd = 〈αd〉 ρc3
4
Cd
dd
|v˜ − u˜| v˜r. (1.3.37)
The averaged relative velocity, v˜r is decomposed into the difference between the mean
velocities and an additional drift term (v˜dr):
v˜r = (v˜ − u˜)− v˜dr, (1.3.38)
where; v˜dr = u˜
d − v˜ = u˜′d. (1.3.39)
In the above, u˜d represents the fluid phase velocity averaged over the dispersed phase.
Equation 2.3.39 is equivalent to equation 2.3.23 of the IC model highlighting the similarities
in drag treatment by both models. The model to close the drift velocity term proposed
by Viollet and Simonin (1994) is a correlation between the instantaneous distribution of
particles and the turbulent fluid motion:
v˜dr = −1
3
τ tcdu˜
′v′
(∇〈αd〉
〈αd〉 −
∇ 〈αc〉
〈αc〉
)
. (1.3.40)
The closure of the fluctuating fluid-particle velocity correlation u˜′v′ is provided in the
following turbulence modelling review. The timescale τ tcd represents the characteristic
fluid-particle interaction time, following Csanady (1963):
τ tcd = τε
(
1 + Cβ
|v˜ − u˜|√
2/3kc
)−1/2
, (1.3.41)
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where Cβ is an empirical constant ≈ 1. On comparison of the drag closure used here
to that of the IC model, the physical interpretation of both closures may be considered
equivalent: both models are a correlation between the instantaneous particle distribution
∇ 〈αd〉 and the fluid turbulence; this is achieved by the EDF model with u˜′v′ and by the
IC model with ηc = ν
t
c/σα.
The EDF model also uses the eddy viscosity concept to close the continuous phase
Reynolds stresses in equation 2.3.34 :
− (u˜′iu′j) = νtc(
∂
∂xj
u˜i +
∂
∂xi
u˜j)− 2
3
(νtc
∂
∂xk
u˜k + kc)δij , (1.3.42)
where the turbulent viscosity of the continuous phase is approximated in the standard
manner as given in section 2.3.1. Viollet and Simonin (1994) also employ the two equa-
tion turbulence model of Jones and Launder (1972) with additional source terms from
Elghobashi and Abou-Arab (1983) to account for interfacial energy transfer. Similar to
the IC model, these are derived from the drag terms of the momentum equations (eq.
2.3.34 & 2.3.36);
Sk = 〈αd〉 3
4
ρc
dd
|v˜ − u˜| (kd − kc + v˜dv˜r) , (1.3.43)
Sε = Cε3
εc
kc
Sk. (1.3.44)
Closures for the dispersed phase kinetic stresses in equation 2.3.36 vary greatly depend-
ing upon whether the dispersed phase is particulate (and so inertial) or bubbly. Where
as the IC model closure requires a change only in the form of the C2t expression (for
either a particulate or bubble phase), Viollet and Simonin (1994) offer two very distinct
approaches.
For a particulate phase, a response function closure similar to that used in the IC model
is derived, which is also based on the stokes number of the flow. Where as for bubbly
flow, to account for the effect of added mass and fluid-pressure forces Viollet and Simonin
(1994) suggest a more extensive model for the dispersed phase turbulence closure. This
extended model involves the solution of a Reynolds Stress transport equation and a model
for the fluid particle covariance. For the purposes of this work, a review of the particulate
phase model is required hence the extended model is not considered here.
The dispersed phase turbulence closure uses the eddy viscosity approximation also;
− (v˜′iv′j) = νtd(
∂
∂xj
v˜i +
∂
∂xi
v˜j)− 2
3
(νtd
∂
∂xk
v˜k + kd)δij . (1.3.45)
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Response functions akin to those in the IC model are used to relate the dispersed phase
turbulent properties to the corresponding carrier phase properties:
kd = kc
(
τ tcd
τp + τ tcd
)
, (1.3.46)
u˜′iv
′
i = 2kc
(
τ tcd
τp + τ tcd
)
. (1.3.47)
However for the dispersed phase turbulent viscosity, an approximation is derived from the
kinetic stress transport equation mentioned above:
νtd =
1
3
τ tcdu˜
′
iv
′
i +
1
3
τpkd. (1.3.48)
The EDF model has been successfully validated by comparison to experiments similar
to those used for the IC model (Simonin et al., 1993; Simonin, 1991). Application of
the model to a bubbly flow, incorporating the changes mentioned above was presented
in F’dhila and Simonin (1992). The turbulent closures used in this model have also been
compared to LES simulations in Deutsch and Simonin (1991). Beyond the validations,
little work has been conducted in developing the EDF two-fluid model however, as focus
was placed on the use of PDF and LES methods by the primary investigators.
1.3.3 Rensselaer Polytechnic Institute model
The Rensselaer Polytechnic Institute (RPI) model was first presented in Drew and Lahey Jr.
(1979). Subsequent papers, Lopez de Bertodano et al. (1994a), Arnold (1990), Alajbegovic
(1999), focused on validating and developing it further. The model is derived specifically
for bubbly flows and as with the EDF approach, the continuum equations given below are
the same as those presented in sections 2.3.1:
ρc
∂ 〈αc〉
∂t
+ ρc
∂
∂xi
(〈αc〉 u˜i) = 0, (1.3.49)
ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
(〈αc〉 u˜iu˜j) + ρc ∂
∂xj
(
〈αc〉 u˜′iu′j
)
= −〈αc〉 ∂
∂xi
p˜+ 〈αc〉 ∂
∂xj
τ˜ij + ρc 〈αc〉 gi +Mi, (1.3.50)
ρd
∂ 〈αd〉
∂t
+ ρd
∂
∂xi
(〈αd〉 v˜i) = 0, (1.3.51)
ρd
∂
∂t
〈αd〉 v˜i + ρd ∂
∂xj
(〈αd〉 v˜iv˜j) + ρd ∂
∂xj
(
〈αd〉 v˜′iv′j
)
= −〈αd〉 ∂
∂xi
p˜+ 〈αd〉 ∂
∂xj
τ˜ij + ρd 〈αd〉 gi −Mi. (1.3.52)
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As with the IC model, the interfacial momentum transfer term, M , is decomposed to
represent the effects of drag, lift and virtual mass forces;
M = Fd + Fl + Fvm. (1.3.53)
The unclosed drag term, lift and virtual mass forces are the same as equations 2.3.15,
2.3.16 and 2.3.17;
Fd = Cd
3
4
ρc
dd
|v˜ − u˜| 〈αdvr〉 , (1.3.54)
Fl = 〈αd〉Clρc (v˜ − u˜)× (∇× u˜) , (1.3.55)
Fvm = 〈αd〉Cvmρc
(
Df
Dt
u˜− Dp
Dt
v˜
)
. (1.3.56)
The fluctuating drag force closure, referred to as the turbulent dispersion term in the
model publications is formulated in Lopez de Bertodano (1991) and further presented in
Lopez de Bertodano et al. (1994a) and Drew and Passman (1999). The closure is based
upon the same principles as those of the IC model and relates the fluctuating drag effect
(represented by Ĉtdkc) to the gradient of 〈αd〉. Hence the closed form of the drag force is
written as:
Fd = 〈αd〉Cd 3
4
ρc
dd
|v˜ − u˜| (v˜ − u˜) + 〈αd〉CdĈtd 3
4
ρc
dd
|v˜ − u˜| kc∇ 〈αd〉 . (1.3.57)
The value of the coefficient of turbulent dispersion Ĉtd varies depending on size from 0.1 for
large particles - Alajbegovic (1999) - to 1 for small particles - Drew and Passman (1999).
Throughout the evolution of the RPI model, several studies were conducted on the ef-
fectiveness and application of the single-phase k−εmodel as presented by Jones and Launder
(1972) and the subsequent closures employed for its application to two-phase flows.
Lopez de Bertodano et al. (1994a), Lopez de Bertodano et al. (1994b) and Alajbegovic
(1999) provide alternative reviews, closures and validations. The closure developed for
the RPI model is given in Lahey and Drew (2001). For the carrier phase, the standard
k − ε model is employed as in the IC model (equation 2.3.28 and 2.3.29). However, the
interfacial k and ε transfer terms, equation 2.3.31 and 2.3.32 respectively, are different.
These are based not upon the mean drag force but upon the ratio between k and ε,
whilst the closure for Sε accounts for the effects of velocity fluctuations and carrier phase
displacement due to bubble presence through the relative velocity term:
Sk =
kc
Cε2εc
, (1.3.58)
Sε = Cp 〈αd〉 |v˜ − u˜|
3
dd
, (1.3.59)
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where the coefficient Cp is given to be = 0.25. To close the dispersed phase kinetic
stresses, Alajbegovic (1999) derived a general transport equation for kd which is solved
together with an Algebraic Stress Model (ASM) extended from the single phase ASM
presented in Demuren and Rodi (1984). This is later replaced (Drew and Passman, 1999
and Lahey Jr., 2005) in the RPI model by a response function based upon the same
principles as that used in the IC model:
v˜′iv
′
j = u˜
′
iu
′
jΩ
(
ρd + Cvmρc
ρc
+
3
20
)
− 2
3
ρckcΩδij , (1.3.60)
where the turbulence correlation parameter Ω is defined as:
Ω =
[
1− exp
(
kc
εc
18µc
(ρd+Cvmρc)d
2
d
)]2
1− exp
(
2kcεc
18µc
(ρd+Cvmρc)d
2
d
) . (1.3.61)
The model has been validated and further developed in a range of publications
(Lopez de Bertodano et al., 1994a; Arnold, 1990; Alajbegovic, 1999; Drew and Passman,
1999 and Lahey Jr., 2005), focusing upon the simulation of a wide range of flow regimes for
a vertical pipe flow without the need of a flow regime map. Hence the present version of the
model, presented in Lahey Jr. (2005), is capable of simulating a wide range of two-fluid
flow regimes and transitioning between the different regimes, taking into consideration
interfacial mass transfer.
1.4 Summary
In this chapter a literature review was presented on a range of current PDF and two-
fluid models. The main objective was to identify the key elements of commonality of both
methods to produce a hybrid PDF-two-fluid model.
In section 2.2, the Kinetic PDF and the General Langevin PDF Models were reviewed.
It was shown that the KM & GLM differed fundamentally in their treatment of the carrier
phase velocity. Whereas the GLM considers u in its phase space density function, the KM
does not. The difference results in the GLM requiring two additional transport equations
to sufficiently describe the carrier phase flow. The KM, however, uses drag closures similar
in concept to those used in the two-fluid approach. Of the three two-fluid approaches
reviewed, it was found that the underlying transport equations of all methods were the
same and based upon the model presented by Ishii (1975). The significant differences
between the models were their closure approximations and the subsequent development
work carried out on the models.
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On the basis of the models in this chapter, it is evident that of the PDF methods, the
KM is the most suitable due to its simplicity. With the two-fluid methods, as they are all
essentially the same model with different closures (which will be replaced in the hybrid
scheme by the PDF closures) any of the reviewed models would be suitable for this work.
Therefore, due to the convenience of its availability, in this case, the IC model will be used
for the hybrid model.
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Chapter 2
Introduction
2.1 Dispersed two-phase flows
Two-phase flows can generally be described as the flow of two immiscible phases, where
a phase is defined by its state of matter, i.e. solid, liquid or gas. For example, the following
phase combinations are all defined as two-phase: dense solid particles within a gas; gaseous
bubbles dispersed within a liquid; separated layers of gas and liquid.
The behaviour of the flow and in particular the interaction between the two phases
is heavily dependent upon several factors including the velocity and material property of
each phase as well as the geometry of the flow boundaries. For example, even with a
rather simple geometry such as a pipe, depending on the relative velocity between the
two phases, one may observe a number of clearly distinguishable flow patterns. Some of
these flow patterns are illustrated in Figure 1.1 and highlight the challenges of modelling
two-phase flows. Shaded regions in the diagram represent a dense phase relative to the
empty regions of the diagram which represent a comparatively lighter phase.
The flow patterns may be characterised according to phase velocity as shown in Figure
1.2, which defines various regimes of gas-liquid flows presented by Mandhane et al. (1974)
and Taitel and Dukler (1976). These regimes and their boundaries in the map are not
universal but change according to the factors mentioned above. Despite the progress
of two-phase Computational Fluid Dynamics (CFD), it is currently infeasible to model
the entire flow regime map to an acceptable level of accuracy. Hence research generally
focuses on simulating a specific regime accurately for a range of phase properties and flow
geometries.
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Dispersed homogeneous flow
Moving bed or fluidised flow
Slug flow
Bubbly flow
Annular dispersed flow
Stratified flow
Fluid-solid flow regimes Gas-liquid flow regimes
Figure 2.1: Examples of flow configurations for two-phase flows.
The work detailed in this thesis focuses on modelling the behaviour of the dispersed
flow regime of fluid-particle flows: the discrete, particulate phase is distributed within a
relatively light carrier phase such as air. The study of this particular category of two-phase
flows has a wide range of industrial applications including the transport and separation
of pollutants from the exhaust fumes of fossil fuel based industrial reactors. An accu-
rate prediction of flow properties within chimneys and exhaust pipes can help to reduce
pollutant discharge. In this category is the production and capture of PM10s, which are
Ultrafine Particles (UPs) in the range of 10 µm diameter and byproducts of burning and
combusting processes. Although their concentrations from petrol powered industrial and
automotive engines is insignificant, their atmospheric levels have risen sharply in recent
years – European Environment Agency (2009). This sharp rise of PM10 levels can be
attributed to the current popularity of diesel engines, which exhaust a significant concen-
tration of UPs. PM10s are known to be able to penetrate human cell tissue and certain
classes are able to penetrate the blood brain barrier, posing serious health implications
if their production is not controlled. They have also been known to cause asthma and
arrhythmia and the World Health Organisation (2005) press release attributes the loss of
one year per life in Europe and the loss of e161 billion per year to health costs due to
current PM10 levels. An accurate prediction of such particulates within exhaust fumes
can significantly help to develop more effective methods of capturing and storing them, so
reducing their production rates.
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Figure 2.2: Flow regime map for gas-liquid two-phase flows,
plotting the superficial gas velocity (UGS) against the superficial liquid velocity (ULS).
Another application is the transport of radioactive isotopes within nuclear plants and
laboratories. At these facilities, High Efficiency Particulate Air (HEPA) filters are used
extensively to capture radiation bearing particles so preventing their release into the envi-
ronment. HEPA filters are necessary to achieve the standard of containment required by
such facilities, especially when the particulate matter in use may be Plutonium or other
α-radiation particulates. Filtration theory upon which HEPA filters are based, requires
a complete understanding and accurate modelling of inertial particle behaviour within
confined geometries and around filter fibres.
Other applications of particulate dispersed two-phase flows include slurry flows, where
particles of mud, rock and coal are transported during processing after being mined and
crushed. Pulverised-coal-fired furnaces and solid propellent rockets are two examples of
application from the energy and propulsion sectors. Both require an accurate prediction of
particle transport toward combustion chambers to achieve an efficient combustion process.
2.2 Modelling considerations
Prediction of two-phase flows requires accurate modelling of both phases as well as any
interactions between them. The prediction of a turbulent carrier flow is a significantly
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difficult task to accomplish, even with the absence of a dispersed phase. The carrier
flow turbulent field is time-dependent, random and depending on the flow conditions,
may produce turbulent structures which span the whole geometry, affecting the mean
flow properties. For most two-phase flows, the carrier phase model must also take into
account how the presence of a dispersed phase will affect this turbulent field. The relative
motion between the two phases deforms the local carrier fluid surrounding each particle of
the dispersed phase so producing localised gradients of fluid velocity and pressure. This
deformation is caused not only by the displacement of the carrier flow by the presence
of the dispersed phase, but also by the wakes created from the motion of each particle
relative to the local carrier flow.
Two-phase flow models must also accurately predict the effect of these local velocity
gradients on the particulate phase. The stresses produced on each particle by these gra-
dients are typically represented by a number of interfacial forces which define the specific
moments of particle-fluid interactions. The forces are for example, drag, Saffman lift,
Magnus lift and added mass. The drag force represents the effect of the shear stresses at
the particle boundaries as well as ‘form’ drag due to wake formation behind particles. The
Saffman lift force embodies the effect of a carrier flow velocity gradient over the face of a
particle whereas the Magnus lift force is produced by the rotation of a particle. The added
mass force represents the momentum required by each particle to overcome the inertia of
the carrier fluid it displaces whilst accelerating relative to the local flow. Flow behaviour
associated with some of these forces and the effect of the particle wake are illustrated in
Figure 1.3. For the category of particle size, shape and density of interest in this work,
many of these forces are negligible, hence for the majority of cases discussed here, it is
sufficient to consider the drag force as the sole interfacial momentum transfer mechanism.
Particles may also influence each others motion, either by collision or by entrainment
into their wakes. Particle collisions are typically modelled in one of two ways; a soft
sphere (also known as the Discrete Element Method – DEM) model or a hard sphere
model. The former model assumes that particles deform on collision; although the actual
deformation is not considered, the effective loss of kinetic energy and friction produced by
the relative sliding is modelled as a combination of several mechanical systems – spring,
dash-pot and friction slider. The spring simulates the effect of deformation and the dash-
pot the damping effect. The coefficients of each mechanical system are then calculated
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velocity field
Figure 2.3: Diagrammatic representation of interfacial forces.
from the particulate material properties to approximate the loss of kinetic energy resulting
from collision. In comparison the latter model – the hard sphere model – is based upon
impulsive forces and so particle deformation is ignored. The loss of energy is represented
through the friction on sliding particles which is considered to obey Coulomb’s friction law.
Further variations of these models and hybrid approaches of the two have been considered.
A thorough review of the various methodologies is provided in Crowe (2005).
The degree to which the effects described above influence the overall flow behaviour
depends mainly upon the dispersed phase volume (or mass) fraction. This is illustrated by
Figure 1.4, taken from Crowe (2005). The dense flow category at the bottom of the diagram
illustrates flows where the overall behaviour of both phases is driven by particle-particle
interactions. Whilst the dispersed classification at the top of the diagram is applied to
flows in which the carrier phase pressure and turbulence field determines the overall flow
behaviour. For very low particle volume fraction flows, a one-way coupling assumption
may be used in which particulate motion is not considered to have an effect on the global
carrier flow. As the dispersed phase volume fraction increases, the motion of each phase
is expected to have an effect on the other, leading to a two-way coupling assumption. The
one-way and two-way coupling approximations are classified as dilute flows since although
inter-particulate interactions may occur, they do not have a significant effect on the overall
behaviour of either phase. With increasing mass fraction, particle-particle interactions do
begin to affect the overall motion of the dispersed phase so a three-way or four-way coupling
assumption is used. However, within these two sub-categories, fluid-particle interactions
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remain the same as in the two-way coupling approximation. The applications discussed
in section 1.1 typically fall under the two-way assumption, therefore this approximation
is employed for the present work.
Figure 2.4: Dispersed and carrier phase coupling for increasing mass fraction, from
Crowe (2005).
A wide range of approaches exist to model two-phase flows with the assumptions
discussed above, each has its own key advantages and disadvantages. These methods
fall within one of the following two general categories: deterministic models, which tend
to be derived from the Navier-Stokes equations, and stochastic models, which are based
upon the equation of motion for a single particle through a fluidic phase. The effective
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difference between the two categories is that whereas a deterministic approach will provide
a single mean velocity for a given position and time, a stochastic approach would provide
a probability distribution of the velocity; from which the mean and standard deviation
etc. can be obtained.
2.3 Navier-Stokes based deterministic models
Within this category of two-phase CFD, three distinct methods have been developed:
Direct Numerical Simulation (DNS), Reynolds Averaged Navier-Stokes (RANS) and Large
Eddy Simulations (LES). These methods are discussed here to highlight the range of
deterministic modelling approaches available to solve multiphase flows.
DNS attempts to solve the Navier-Stokes equations directly for the turbulent carrier
flow field. The equations are discretised and solved in an Eulerian reference frame on
a fine mesh describing the geometry of the flow, whilst for the particulate phase the
equation of motion for a particle in a turbulent flow is solved in a Lagrangian reference
frame. This is commonly referred to as particle tracking and traditionally requires each
particle to be solved for individually. Direct Numerical Simulation with particle tracking
offers high accuracy and time accurate realisations of a given flow scenario. However both
DNS and the Lagrangian particle tracking procedure are computationally expensive, hence
application of this approach to an industrial problem is infeasible. Furthermore, because
of the computational cost, simulations are usually restricted to low Reynolds number flows
and simple geometries with low particle loading. Improvements in simulation speed are
only achievable with advancements in computing technology and computational processing
power (including Multiple Processing), hence the solution of industrial two-phase flows
using DNS is currently infeasible.
The RANS method differs from DNS in that the Navier-Stokes equations are Reynolds-
averaged prior to being discretised on a mesh and solved. The averaging involves decom-
posing flow properties into mean and fluctuating components. The averaged equations
are then used to transport properties of both the continuous and dispersed phases – so
treating both phases as interpenetrating continua. Implicit in this method is the assump-
tion that by discretising the equations over sufficiently large cell volumes, the dispersed
phase may be treated as a fluid. Hence this method is more commonly referred to as the
two-fluid approach. Although the averaging procedure used in this approach smoothes
the final solution considerably, the result is sufficiently detailed for industrial applications.
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More importantly this method is applicable to complex geometries and is considerably
less computationally expensive than DNS. Of all the approaches described in this section,
the two-fluid approach is currently the most widely used and successfully applied method
to modelling industrial scale two-phase flows. However it relies significantly upon closures
derived from empirical relations and would benefit from a more rigorous treatment of some
of its terms.
The LES approach attempts to maintain some of the detail achievable by DNS but
reduce the computational time: the largest turbulent eddies are solved for directly as in
DNS, but the smaller turbulent scales and flow properties are averaged over the mesh cell
volumes. Hence a high level of accuracy is retained for the length scales which define
the overall flow behaviour but the cost of simulating the smaller, less significant scales is
reduced. However, the dispersed phase is solved using particle tracking, hence although
LES offers a reduction in computational cost for the carrier phase, its dispersed phase
model is still highly expensive. Therefore LES with particle tracking is infeasible for large
scale industrial simulations.
In addition to these three methods, a fourth model, which is a variant of the particle
tracking procedure should be considered. The model uses an Euler/Lagrange approach
in which the carrier phase is solved for using RANS or LES and the particulate phase is
solved for using Lagrangian particle tracking. However, for this approach the tracking is
not done for a single particle but for a parcel of identical particles, hence a high particle
concentration flow may be predicted at a reduced computational cost from alternative
tracking approaches. Despite this, the time required to achieve a solution is still orders of
magnitude greater than that for the two-fluid approach. Therefore the two-fluid model is
still the most feasible approach to simulate industrial two-phase flows.
2.4 Stochastic models
Stochastic models are a relatively new category of modelling approaches in comparison
to the deterministic Navier-Stokes based models described in section 1.3. Whereas the
deterministic methods aim to provide a unique solution to the problem, the stochastic
method aims to describe the statistical nature of the flow at a given time and position.
The stochastic approach uses a Probability Density Function (PDF) to describe the
statistics of the mean velocity and velocity covariance. This approach was initially devel-
oped for single phase flows and the prevalent model was proposed in Pope (1985). The
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transport equation for the PDF in this model is derived from the Langevin equation for
a particle undergoing Brownian motion and is referred to as the Generalized Langevin
Model (GLM). Two-phase stochastic models apply this Langevin equation to describe the
motion of an inertial particle through a turbulent flow. Two distinct definitions of the
PDF have been defined and lead to two distinct stochastic methods for particulate flows:
the Kinetic Model (KM) and a modified GLM.
The KM defines a PDF of particulate velocity which is dependent upon time and
particle position only. This definition which is independent of the carrier flow velocity
results in a model that corresponds to the one-way coupling assumption. Hence the carrier
flow field may be solved for a priori and supplied to the KM. The interfacial force term
closures in the model are derived using statistical analysis of the carrier flow turbulence
and so are free of empirical parameters. However, PDF approaches require solution in
phase space hence a solution mesh requires a dimension for each spatial and velocity
component. Therefore, solution of the KM is complex and computationally expensive, so
currently it can not be applied directly to industrial flows.
The two-phase GLM defines its PDF as dependent not only upon time and particle po-
sition, but also on the carrier flow velocity. This dependency on the fluidic phase velocity,
produces derivatives of the fluid velocity in the PDF transport equation. These are closed
using a modified version of the single phase GLM equation of Pope (1985). Although
this results in a model which can account for two-way coupling, the computational cost of
solution is greater than that for the KM. Further details and analysis of these two models
is provided in section 2.2.
2.5 Research objectives
Although the two-fluid model is the most feasible modelling approach for industrial
applications, certain aspects of it can be improved to provide greater rigour in modelling
two-phase flow physics. One such area of improvement is the treatment of the particulate
phase at a wall boundary.
The way in which a particle behaves near a wall is dependent upon several factors:
particle density, particle size, fluid free stream velocity, boundary layer thickness and wall
surface roughness. Depending on these properties, the particle-wall interaction may be
characterised as deposition, inelastic collision, collision with loss of energy or collision with
a random reflection angle. These characteristics are illustrated in Figure 1.5.
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Figure 2.5: Examples of particle-wall interactions.
However, the two-fluid method is unable to capture the physics of such interactions
and instead extends the log-law based single phase boundary conditions to the particulate
phase, thus implying that the dispersed phase behaves akin to a fluid tracer in the near-
wall region. Another area of concern is the definition of the averaging process used and
the method by which the fluctuating drag force terms are formulated from the averaging.
In contrast, PDF based approaches have shown promising results when applied to
particle-wall interactions, and are able to model complex interactions as depicted in Fig-
ure 1.5 more appropriately. Within this near-wall region a one-dimensional flow may be
considered a suitable approximation so making the cost of solving a PDF model insignifi-
cant. The KM and GLM can also be used to derive continuum equations very similar in
form to those used in the two-fluid model and with closures derived rigorously, using the
carrier flow statistics. Therefore, replacing the particulate wall boundary conditions and
closures of the two-fluid method with those from a PDF model would ideally produce a
rigorously derived industrially feasible model, with improved simulation abilities.
The goal of this research is to produce such a hybrid two-fluid-PDF model to simulate
confined dispersed two-phase flows. Closures for the interfacial transfer terms in a two-
fluid model will be replaced by expressions derived from a PDF model. The kinetic
stress closure of the dispersed phase is also replaced by a PDF-derived version. The wall
boundary conditions for the dispersed phase will use wall functions calculated by the
PDF model. This modified dispersed phase model will be solved using an existing two-
fluid numerical scheme and so improve the efficacy of two-phase RANS modelling without
compromising on computational speed.
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2.6 Present Contribution
The work presented in this thesis has been carried out in collaboration with the multi-
phase flow group at Newcastle University and contributes to the field of multiphase flow
CFD, specifically in its application to inertial particulate flows within confined geometries.
In particular the interfacial force closures of an existing Imperial College two-fluid
model are replaced by those derived from the Kinetic PDF model. The IC model closure
of the particulate kinetic stresses is also replaced, by an Algebraic Stress Model (ASM)
and kinetic energy transport equation, derived from the KM. For the particulate boundary
conditions, a database of wall fluxes is produced (and supplied by the Newcastle University
group) from the direct solution of the KM for a range of possible near-wall flow condi-
tions. This hybrid two-fluid-PDF method is then validated in two stages by simulating
experimental test cases. The first stage of tests validate the bulk flow model against ex-
perimental data for free flows where particle-wall interactions are negligible. The second
set of tests validate the entire hybrid model and compare against experimental results
where the particulate flow is bounded by walls with which particles interact. Descriptions
of each individual contribution are outlined below:
1. A critical literature review is presented of both two-fluid and PDF models to establish
the most suitable models to use for the proposed hybrid approach.
(a) Two-fluid models developed at Imperial College (IC), Electricite´ de France
(EDF) and the Rensselaer Polytechnique Institute (RPI) are reviewed. The
methodologies and underlying closures of each are presented.
(b) PDF approaches formulated for dispersed phases: the General Langevin Model
(GLM) and the Kinetic Model (KM) are reviewed. Their derivations, transport
equations and applicability to the hybrid model are discussed.
2. Governing equations of the hybrid model dispersed phase are derived.
(a) The averaging procedure used in both the IC model and the KM is compared.
Equivalence of the two averaging methods is examined to show the compatibility
of the two working variables in both methods.
(b) Continuum equations for the particulate phase are derived from the KM PDF
transport equation in a form equivalent to that in the IC model.
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(c) An Algebraic Stress Model (ASM) unique to this model is derived and presented
to close the kinetic stresses in the dispersed phase momentum equation.
3. Governing equations of the carrier phase are modified so that the interfacial momen-
tum and energy transfer terms mirror those of the dispersed phase.
4. Boundary condition study, review, formulation and implementation.
(a) The boundary conditions used for inlets, outlets and symmetric planes by the
IC model are assessed and applied to both the carrier and dispersed phase
transport equations. Boundary conditions for the ASM are also presented.
(b) Wall flux terms for the dispersed phase are identified from the KM-derived
continuum equations. The requirements of the wall-boundary-conditions have
been specified to our project collaborators, according to which they have created
a wall function database using the direct solution of the KM. The wall fluxes
are then extracted from the database by an interpolation procedure, this is
presented as well as the method by which the fluxes are implemented into the
continuum model.
5. The bulk flow model is validated through simulations of experimental studies of free
flows.
(a) Solutions of simplistic flow scenarios such as a uniform flow are presented to
validate the performance of the hybrid model for such extreme cases.
(b) The hybrid model is applied to several experimental studies of free flows such
as scalar mixing layers, shear layers and jet flows. Thus, the bulk flow model,
including the presented ASM is validated.
6. The entire model including modified boundary conditions is validated by simulating
experimental studies of confined flows.
2.7 Outline of rest of thesis
Chapter 2 presents a review of two PDF methods for multiphase flows: the KM and
GLM are discussed, attention is paid to their formulation, drag force closures and contin-
uum equation derivations. This is completed with a view to identify the most appropriate
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model for use in the proposed hybrid approach. The review of the IC, EDF and RPI two-
fluid models focuses specifically upon the form of closures used for the turbulent stresses
and drag force.
Chapter 3 begins with an analysis which shows equivalence between the averaging
procedures in both the two-fluid and PDF approaches. Continuum equations for the
dispersed phase are then derived from the KM in a form which is consistent with the
IC model. Closures for the carrier phase drag terms are also derived from the KM, this
provides consistency between the interfacial transfer terms of both models. Comparisons
are made between the continuous phase and dispersed phase models. The IC numerical
procedure is then applied to these modified transport equations by first re-expressing
them in general co-ordinates, then discretising and linearising them. The final section to
the chapter studies the boundary conditions used in the IC model, in particular the wall
conditions for the dispersed phase are discussed. New wall conditions are calculated by our
project collaborators using the direct solution of the KM in the near-wall region. These
have been used to construct a wall function database for a range of possible near-wall
flow conditions. The extraction process of the necessary fluxes from this database are
discussed, their implementation and changes to the numerical algorithm are presented.
Chapter 4 seeks to validate the hybrid model against a wide range of experimental
studies. The chapter begins with a theoretical simulation of a free uniform flow where the
dispersed phase is a fluid tracer for the first test and an inertial particulate phase for the
second test. Results are presented and discussed. Attention is then placed in the following
sections on validating the bulk flow model used in the presented work, experiments of free
shear layers and jet flows are used and numerical results are compared against experimental
data. A discussion is presented on the performance of the model and any improvements
are highlighted. In the final sections of the chapter, validation test cases are presented
for the full hybrid model, where confined particulate flows are simulated and compared
against experimental results. Once again, the results are discussed and the improvements
in modelling are highlighted.
The thesis is summarised in chapter 5, the main conclusions are outlined and possible
future work is discussed.
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Chapter 3
Proposed model
3.1 Preamble
In this chapter the proposed hybrid two-fluid-PDF model will be derived and pre-
sented. In section 3.2, the averaging process of both the KM and IC models will be
compared. This will serve to highlight differences in averaging between the chosen PDF
and two-fluid models which require consideration when formulating the hybrid model.
Based upon this comparison, the dispersed phase continuum equations and their closures
will be derived from the PDF KM in section 3.3. In section 3.4, the carrier phase transport
equations and their closures are discussed with a view to identify any necessary changes
required for the hybrid model. To that end, interfacial momentum and energy transfer
term closures that mirror their counterparts in the dispersed phase equations are derived
from the KM. To emphasise the similarities between the models for the carrier and dis-
persed phase, a comparison is presented in section 3.5. This also serves to summarise the
complete, fully closed, hybrid continuum-PDF model.
In section 3.6, the numerical procedure to be used in this work is considered. As men-
tioned previously, that of the IC model is employed here to solve the governing equations.
Hence in this section, the IC algorithm is applied to the model presented in section 3.5.
Starting with the transformation of the governing equations into a general co-ordinate
form (section 3.6.2), the equations are then discretised on a non-orthogonal mesh (sec-
tion 3.6.3) before they are linearised for solution in section 3.6.4. As is well known for
the two-fluid model, the drag terms in the momentum equations require special attention
numerically, so does the interpolation of face fluxes, hence these are discussed in section
3.6.5. Section 3.6 then finishes with the presentation of the full algorithm and solution
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flow chart.
The final section of the chapter (3.7) discusses the boundary condition formulation for
inlet, outlet and symmetric plane modelling methods in sections 3.7.1 to 3.7.3 respectively.
Section 3.7.4 reviews the log-law based wall conditions used for the carrier phase in this
proposed model. The KM formulated boundary conditions for the dispersed phase are then
presented in section 3.7.5 with an explanation of their formulation and implementation
into the current numerical algorithm.
3.2 Averaging
In order to develop the hybrid model and identify any similarities and differences be-
tween the two chosen models, the averaging processes used in both are first compared. The
derivation of the continuum KM equations requires the integration of stochastic property
P over the phase space of particle velocity vp(t). In comparison, the IC model follows a
more intuitive process, involving the averaging of the particle velocity v over an ensemble
of possible realisations. The equivalence of the two averaging processes needs to be evalu-
ated, and due to its more intuitive nature, we begin by first detailing the averaging of the
IC model.
As implied above, the properties in the IC model may be considered as ensemble
averaged properties: these were defined in equations 2.3.1 and 2.3.3 but may be more
accurately defined in terms of integrals over the number of realisations N :
φ˜k =
〈αkφk〉
〈αk〉 =
1
N
∫
χkφ dN
1
N
∫
χk dN
. (3.2.1)
In the above, χk performs a statistical function such that αk may be interpreted as the
probability of phase k being present within the cell volume V . Hence the averaging
employed in Oliveira (1992) may be more rigorously defined as an ensemble average of
flow properties over a series of realisations of the given flow regime.
The derivation and averaging processes described for the KM in section 2.2.1 may be
shown to be equivalent to the definitions given above. The initial averaging step carried
out for the KM, is the phase space density function – W (x,v, t) – weighted ensemble
average over all realisations of the fluid fluctuating velocity u′, defined by Hyland et al.
(1998) as:
φ =
〈φW 〉
〈W 〉 , (3.2.2)
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where the PDF is defined as:
P = 〈W 〉 =
∫
W (x,v, t)Pf [u
′]duf
′
, (3.2.3)
and Pf [u
′] is the probability density function of the fluctuating carrier flow velocity. Al-
though 3.2.2 is referred to as an ensemble average, as explained in Reeks (1991), for a
random, stationary, dispersed phase, there is no distinction between density weighted av-
erages, global ensemble averages and spatial averages over a sufficiently large volume of
the flow field. Clearly, from the definition given above for the IC model, equation 3.2.2 is
akin to φ˜ of equation 3.2.1, as both χ and W behave as phase indicators consisting of the
property δ (xp(t)− x). The only difference between the two is the presence of δ (vp(t)− v)
which defines the stochastic nature of the KM, quantifying the probability for a particle at
time t and position xp(t) to have a velocity vp(t). This statistical nature is averaged over
by integration during the derivation of the continuum equations (2.2.14 - 2.2.16). Hence
equation 3.2.3 may be considered as the KM equivalent of 〈αk〉 in equation 3.2.1, differing
only by the use of Pf . Pf associates the ensemble of prescribed fluid flow realisations of
u′ to the PDF distribution of resulting particle velocities – P , which is the solution of the
KM. Therefore the integration in equation 3.2.3 may be interpreted as an average over an
ensemble of flow realisations, and is similar to the procedure defined by the denominator
in equation 3.2.1 for the IC model. Hence, it is appropriate to state that the averaging
process carried out for the derivation of the KM continuum equations is equivalent to the
averaging process carried out in the IC two-fluid model.
The final relation which needs to be established between the KM and IC model av-
eraging is the relation between the apparent density 〈ρvd〉 used in section 2.2.1 and the
material density ρd in section 2.3.1. 〈ρvd〉 is defined as:
〈ρvd〉 =
〈
Ndmd
V
〉
, (3.2.4)
where Nd is the number of particles within the control volume V . Hence in the definition
of density, it considers the particulate concentration within a cell. This is equivalent to
ρd 〈αd〉, used in the IC model:
〈ρvd〉 =
〈
Ndmd
V
〉
=
〈
Ndmd
Vd
Vd
V
〉
= ρd 〈αd〉 , (3.2.5)
where Vd is the total volume occupied by the dispersed phase in the control volume.
Having completed a comparison between the averaging processes and the definitions
of density used by both the KM and IC model, the averaging from both models have been
shown to be equivalent.
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3.3 Dispersed phase
In this section, the dispersed phase continuum model is derived from the KM PDF
transport equation. The final continuum equations differ slightly from those presented
in section 2.2.1, in that their particulate density has been reformulated in terms of the
material density using equation 3.2.5 to match that in the IC model. The derivation of
the continuum equations is then followed by the kinetic stress closure derivation in section
3.3.2.
3.3.1 Continuum equations
Using the result of equation 3.2.5, the KM particulate continuum equations (eqns.
2.2.18 - 2.2.20) may be re-interpreted to use the same notation as the IC two-fluid model.
The original expressions in equations 2.2.14 to 2.2.16 are first re-written here:
〈ρvd〉 = m
∫
P dv, (3.3.1)
〈ρvd〉 v˜i = m
∫
Pvi dv, (3.3.2)
〈ρvd〉 v˜′iv′j = m
∫
Pv′iv
′
j dv. (3.3.3)
Following equation 3.2.5, the above transformations may be re-written as:
ρd 〈αd〉 = m
∫
P dv, (3.3.4)
ρd 〈αd〉 v˜i = m
∫
Pvi dv, (3.3.5)
ρd 〈αd〉 v˜′iv′j = m
∫
Pv′iv
′
j dv. (3.3.6)
This implies that the KM-PDF continuum equations 2.2.18 - 2.2.20 may simply be re-
expressed in the form of the IC model. However in order to provide a rigorous and
complete account of the proposed model, these have been re-derived in Appendices A.1
to A.3 with the aid of equations 3.3.4 - 3.3.6, respectively. The resulting equations are
presented below:
ρd
∂
∂t
〈αd〉+ ρd ∂
∂xi
〈αd〉 v˜i = 0 , (3.3.7)
ρd
∂
∂t
〈αd〉 v˜i + ρd ∂
∂xj
〈αd〉 v˜iv˜j = −ρd ∂
∂xj
〈αd〉 v˜′iv′j − 〈αd〉
∂
∂xi
p˜+ 〈αd〉 ∂
∂xj
τ˜ij
+ρd 〈αd〉β (u˜i − v˜i)− ρd ∂
∂xj
〈αd〉 λ˜ji
+ρd 〈αd〉 g˜i , (3.3.8)
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ρd
∂
∂t
〈αd〉 v˜′iv′j + ρd
∂
∂xk
v˜k 〈αd〉 v˜′iv′j
+ρd
∂
∂xk
〈αd〉 v˜′iv′jv′k = −ρd 〈αd〉 v˜′jv′k
∂v˜i
∂xk
− ρd 〈αd〉 v˜′kv′i
∂v˜j
∂xk
−ρd 〈αd〉
(
λ˜ki
∂v˜j
∂xk
+ λ˜kj
∂v˜i
∂xk
)
−2ρd 〈αd〉 βv˜′jv′i + 2ρd 〈αd〉 µ˜ij . (3.3.9)
For a non-shearing flow, approximations of the fluctuating drag force closure λ˜ and
µ˜ are based upon the derivation presented in Swailes and Darbyshire (1999) and were
defined in equation 2.2.21. These are re-written here for convenience as:
λ˜ji =
β2τ2Lu˜
′
iu
′
j
βτL + 1
& µ˜ji =
β2τLu˜′iu
′
j
βτL + 1
. (3.3.10)
These approximations, which are for a homogeneous particulate kinetic stress flow field
are also based upon the assumption of a homogeneous carrier fluid turbulence field.
Hence within shear flows, this assumption is not valid and these approximations need
to be modified to account for the presence of large carrier phase velocity gradients and
the associated turbulent inhomogeneities. Such approximations are also presented in
Swailes and Darbyshire (1999) and written here for a shear layer developing along the
1 direction (with 2 being normal to the shear layer):
λ˜11 =
β2τ2Lu˜
′
1u
′
1
βτL + 1
+
∂u˜1
∂x2
β3τ4Lu˜
′
1u
′
1
(βτL + 1)2
, (3.3.11)
and
λ˜12 =
β2τ2Lu˜
′
1u
′
2
βτL + 1
+
∂u˜1
∂x2
β3τ4Lu˜
′
2u
′
2
(βτL + 1)2
. (3.3.12)
The remaining terms of the λ˜ matrix follow the homogeneous turbulence approximation
(3.3.10) as they are not considered to be affected by the carrier fluid shearing. Approxi-
mations of µ˜ follow the trend of the homogeneous approximations in that:
µ˜ij =
λ˜ij
τL
. (3.3.13)
The Lagrangian integral timescale τL is the time over which the fluctuating fluid ve-
locity remains correlated. In order to evaluate the quantity in an Eulerian reference
frame, several different approximations may be used (a summary of which is presented
by Oesterle´ and Zaichik, 2004). For the work carried out here, the version presented in
Burry and Bergeles (1993) is found (from the validation work presented in Chapter 4) to
be the most suitable:
τL = CL
u˜′
2
i + u˜
′
2
j
2ε
, (3.3.14)
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where CL is constant and typically = 0.2 although various other values have been suggested
in a range of publications (Oesterle´ and Zaichik, 2004).
As defined in the previous chapter, the drag coefficient β is given by equation 2.2.10:
β =
ρcACD(Rep)
2mp
|u− v| . (3.3.15)
Where for Stokes’ flow – Rep << 1, the analytical approximation CD =
24
Rep
leads to the
definition:
β = 18ρcνc
ρdd
2
d
=
1
τp
, (3.3.16)
defined in equation 2.2.11. However, a more general approximation based upon the above
was presented by Wallis (1969) and is used here:
CD =
24
Rep
(
1 + 0.15Re0.687p
)
, (3.3.17)
hence β is defined by:
β =
18ρcνc
ρdd
2
d
(
1 + 0.15Re0.687p
)
. (3.3.18)
3.3.2 Turbulence modelling
Closure of the particulate kinetic stresses in the proposed hybrid scheme may be
accomplished by one of several methods: the direct solution of the kinetic stress trans-
port equations; an Algebraic Stress Model (ASM) or a turbulent viscosity model. Of
the three methods, the direct solution of the kinetic stress equations provides the most
accurate capture of turbulent flow physics, however it is computationally expensive re-
quiring the solution of a further 5 transport equations. In contrast, eddy viscosity models
are computationally inexpensive with the kinetic stress being approximated by the strain
of the mean flow field, which assumes that the particulate kinetic stresses are locally
isotropic. The ASM compromises between the high computational cost of directly solv-
ing the kinetic stress equations and the sweeping approximations used in the gradient
diffusion model. Hence the ASM is used in this work to close the kinetic stresses in
the dispersed phase momentum equation. This approach was first introduced by Rodi
(1972) for deterministic continuum models and successfully applied to the Langevin based
single phase continuum model by Haworth and Pope (1986). Recently, following the ap-
plication of the Langevin model to two-phase flows by Simonin et al. (1993) (the GLM, re-
viewed in section 2.2.2), Fe´vrier and Simonin (1998) extended the Langevin based ASM of
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Haworth and Pope (1986) to the continuum equations of the GLM. However the Langevin
based ASM cannot easily be applied to the proposed particulate model, hence the method-
ology presented in this work is based upon that of Rodi (1972).
For certain cases (the log-law region of a fully developed, high Reynolds-number chan-
nel flow for example), the transport terms in equation 3.3.9 (the entire LHS) may be
neglected, hence the kinetic stresses may be considered to be in equilibrium with the
mean velocity gradients of the phase and the fluctuating drag force. However, remov-
ing the transport terms also implies that the ratio between kinetic stress generation and
dissipation is unity, which is only true for specific cases and so the applicability of the equi-
librium assumption is restricted. Rodi (1972) introduced a more general weak-equilibrium
assumption whereby the kinetic stress may be considered as:
v˜′iv
′
j = kd
v˜′iv
′
j
kd
. (3.3.19)
By ignoring the spatial and temporal variations of the property
v˜′iv
′
j
kd
but retaining those
of kd and v˜′v′, the total time derivative of the above is written as:
D
Dt
v˜′iv
′
j =
v˜′iv
′
j
kd
Dkd
Dt
. (3.3.20)
Given the restrictive equilibrium assumption described above, equation 3.3.20 implies that
instead of neglecting the transport terms of the kinetic stress equation, they should be
considered to be proportional to the transport of kd, where the proportionality factor is
v˜′iv
′
j
kd
. Hence in this approach, the transport of the normal and shear kinetic stresses are
proportional to the transport of kd. The source terms of both transport equations may also
be considered proportional to each other and substituted for the transport terms in 3.3.20.
Numerically, this results in a set of algebraic equations that provide an instantaneous
steady-state solution for a series of mean flow properties of the dispersed phase. The
derivation of these equations in provided below, but first a transport equation for kd is
required to construct the ASM. This is achieved by first taking the trace of equation 3.3.9
and multiplying by 12 :
1
2
ρd
∂
∂t
〈αd〉 v˜′iv′i +
1
2
ρd
∂
∂xj
v˜j 〈αd〉 v˜′iv′i
+
1
2
ρd
∂
∂xj
〈αd〉 v˜′iv′iv′j = −ρd 〈αd〉 v˜′iv′j
∂v˜i
∂xj
− ρd 〈αd〉 λ˜ji ∂v˜i
∂xj
−ρd 〈αd〉βv˜′iv′i + ρd 〈αd〉 µ˜ii. (3.3.21)
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Hence by defining kd =
1
2 v˜
′ · v′:
ρd
∂
∂t
〈αd〉 kd + ρd ∂
∂xj
v˜j 〈αd〉 kd
+ρd
∂
∂xj
〈αd〉 k˜dv′j = −ρd 〈αd〉 v˜′iv′j
∂v˜i
∂xj
− ρd 〈αd〉 λ˜ji ∂v˜i
∂xj
−2ρd 〈αd〉 βkd + ρd 〈αd〉 µ˜ii. (3.3.22)
The continuity equation is then used to rearrange the LHS of the kinetic stress and kd
transport equations, so that equations 3.3.9 and 3.3.22 become:
ρd 〈αd〉
[
∂
∂t
v˜′iv
′
j + v˜k
∂
∂xk
v˜′iv
′
j
]
+ρd
∂
∂xk
〈αd〉 v˜′iv′jv′k = −ρd 〈αd〉 v˜′jv′k
∂v˜i
∂xk
− ρd 〈αd〉 v˜′kv′i
∂v˜j
∂xk
−ρd 〈αd〉
(
λ˜ki
∂v˜j
∂xk
+ λ˜kj
∂v˜i
∂xk
)
−2ρd 〈αd〉 βv˜′jv′i
+2ρd 〈αd〉 µ˜ij, (3.3.23)
and
ρd 〈αd〉
[
∂
∂t
kd + v˜j
∂
∂xj
kd
]
+ ρd
∂
∂xj
〈αd〉 k˜dv′j = −ρd 〈αd〉 v˜′iv′j
∂v˜i
∂xj
− ρd 〈αd〉 λ˜ji ∂v˜i
∂xj
−2ρd 〈αd〉βkd + ρd 〈αd〉 µ˜ii, (3.3.24)
respectively. The ASM can then be derived by applying the approximation in equation
3.3.20 to the entire LHS of equations 3.3.23 and 3.3.24:
ρd
(
〈αd〉 D
Dt
v˜′iv
′
j +
∂
∂xk
〈αd〉 v˜′iv′jv′k
)
=
v˜′iv
′
j
kd
ρd
(
〈αd〉 Dkd
Dt
+
∂
∂xj
〈αd〉 k˜dv′j
)
. (3.3.25)
Then by substitution of the RHS of both equations 3.3.23 and 3.3.24 into the above:
−ρd 〈αd〉 v˜′jv′k
∂v˜i
∂xk
− ρd 〈αd〉 v˜′kv′i
∂v˜j
∂xk
− 2ρd 〈αd〉 βv˜′jv′i
−ρd 〈αd〉
(
λ˜ki
∂v˜j
∂xk
+ λ˜kj
∂v˜i
∂xk
)
+ 2ρd 〈αd〉 µ˜ij
=
v˜′iv
′
j
k
[
−ρd 〈αd〉 k ∂v˜k
∂xk
− ρd 〈αd〉 v˜′iv′k
∂v˜i
∂xk
− 2ρd 〈αd〉βkd
−ρd 〈αd〉 λ˜ki ∂v˜i
∂xk
+ ρd 〈αd〉 µ˜ii
]
, (3.3.26)
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v˜′iv
′
j
[
−∂v˜k
∂xk
+
∂v˜k
∂xk
− 2β + 2β + v˜
′
iv
′
k
kd
∂v˜i
∂xk
+
λ˜ki
kd
∂v˜i
∂xk
− µ˜ii
kd
]
=
v˜′jv
′
k
∂v˜i
∂xk
+ v˜′kv
′
i
∂v˜j
∂xk
+ λ˜ki
∂v˜j
∂xk
+ λ˜kj
∂v˜i
∂xk
− 2µ˜ij . (3.3.27)
So that on rearranging:
v˜′iv
′
j =
1
ψ
[
v˜′jv
′
k
∂v˜i
∂xk
+ v˜′kv
′
i
∂v˜j
∂xk
+ λ˜ki
∂v˜j
∂xk
+ λ˜kj
∂v˜i
∂xk
− 2µ˜ij
]
, (3.3.28)
where,
ψ =
[
v˜′iv
′
k
kd
∂v˜i
∂xk
+
λ˜ki
kd
∂v˜i
∂xk
− µ˜ii
kd
]
. (3.3.29)
The set of 5 algebraic equations can then be solved together with the kd transport equation
(3.3.22) to close the kinetic stress term in the momentum equation for the dispersed phase.
However, the triple velocity correlation tensor k˜dv′ requires closure; this is achieved in
this work by the Chapman-Enskog closure presented in Swailes et al. (1998). The closure
approximation is derived by applying the Chapman-Enskog approach to the KM PDF
transport equation and requires the turbulence of both phases to be locally isotropic and
the particle size to be sufficiently large so that βij = βδij . The derived closure is:
βv˜′iv
′
jv
′
k ≃ −
(
v˜′lv
′
i + λ˜li
) ∂
∂xl
v˜′jv
′
k, (3.3.30)
which on taking the trace reduces to:
v˜′iv
′
iv
′
k ≃ −
1
β
(
v˜′lv
′
i + λ˜li
) ∂
∂xl
v˜′iv
′
k. (3.3.31)
Substituting the closure into equation 3.3.22 provides the final, closed kd transport equa-
tion:
ρd
∂
∂t
〈αd〉 kd + ρd ∂
∂xj
v˜j 〈αd〉 kd = ρd ∂
∂xj
[〈αd〉
β
(
v˜′kv
′
i + λ˜ki
) ∂
∂xk
v˜′iv
′
j
]
−ρd 〈αd〉 v˜′iv′j
∂v˜i
∂xj
− ρd 〈αd〉 λ˜ji ∂v˜i
∂xj
−2ρd 〈αd〉 βkd + ρd 〈αd〉 µ˜ii. (3.3.32)
3.4 Continuous phase
In this section, the fluid phase continuum equations are presented. The transport
equations are the same as those of the two-fluid model however, closures from the KM
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are derived to mirror the drag closures of the dispersed phase. This is done to reflect the
requirement that the momentum and energy transfer terms must be equal and opposite
to those in the dispersed phase equations.
3.4.1 Continuum equations
As the continuity equation has no interfacial transfer term, no modifications are made
and the carrier phase continuity equation is re-written from the IC two-fluid model below:
ρc
∂ 〈αc〉
∂t
+ ρc
∂
∂xi
〈αc〉 u˜i = 0. (3.4.1)
With regard to the momentum equation, the drag force closure is to be replaced by a KM
derived term. To achieve this we first consider the unclosed form of the equation, taken
from Oliveira (1999) as:
ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
〈αc〉 u˜iu˜j
+ρc
∂
∂xj
〈αc〉 u˜′iu′j = −〈αc〉
∂
∂xi
p˜+ 〈αc〉 ∂
∂xj
τ˜ij + ρc 〈αc〉 g˜i
+ρdβ
(
〈αd〉 (v˜i − u˜i)−
〈
αdu˜′i
〉)
.
(3.4.2)
To close the fluctuating drag force, consider the KM closure of equation 2.2.12:
〈fiW 〉 = β
〈
u′iW
〉
= −
[
∂
∂xj
λji +
∂
∂vj
µji − κi
]
P, (3.4.3)
where the LHS may be re-written as:
β
〈
u′iW
〉
=
β 〈u′iW 〉
〈W 〉 〈W 〉 = βu
′
iP. (3.4.4)
Hence the full fluctuating drag force term in the PDF KM would be:
− ∂
∂vi
〈fiW 〉 = − ∂
∂vi
βu′iP, (3.4.5)
so that on applying the closure, the following results:
− ∂
∂vj
βu′jP =
∂
∂vi
[
∂
∂xj
λji +
∂
∂vj
µji − κi
]
P. (3.4.6)
This is integrated as in equation 3.3.5 to give:
−m
∫
vi
∂
∂vj
βu′jP dv
p = −ρd ∂
∂xj
〈αd〉 λ˜ji. (3.4.7)
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Evaluating the LHS:
−m
∫
vi
∂
∂vj
βu′jP dv
p = −m
∫
∂
∂vj
βu′jviP dv
p −m
∫
βu′jP
∂
∂vj
vi dv
p
= ρd 〈αd〉 βu˜′i. (3.4.8)
Hence:
ρd 〈αd〉βu˜′i = −ρd ∂
∂xj
〈αd〉 λ˜ji. (3.4.9)
The LHS of the above is equivalent to the fluctuating drag force term in equation 3.4.2,
so on substitution, the carrier phase momentum equation in the proposed hybrid model
becomes:
ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
〈αc〉 u˜iu˜j
+ρc
∂
∂xj
〈αc〉 u˜′iu′j = −〈αc〉
∂
∂xi
p˜+ 〈αc〉 ∂
∂xj
τ˜ij + ρc 〈αc〉 g˜i
−ρdβ 〈αd〉 (u˜i − v˜i) + ρd ∂
∂xj
〈αd〉 λ˜ji.
(3.4.10)
3.4.2 Turbulence modelling
A carrier phase turbulent model similar to that of the IC model is proposed. However,
the interfacial energy transfer terms in the k − ε equations will need to be replaced by λ˜
and µ˜ counterparts which represent the equivalent effects in the kd transport equation.
The IC k − ε model is derived and closed in Politis (1989) in order to replace the
interfacial closures with those from the KM, an unclosed version of the k − ε model is
required. Although these are available from Politis (1989), in order to provide a complete
and rigorous model presentation showing the emergence of the interfacial terms and their
inherent nature, the k − ε model is rederived and closed with the KM in Appendices A.4
and A.5. The final results of the derivation, including the modified interfacial terms are
given below:
ρc
∂
∂t
〈αc〉 kc + ρc ∂
∂xj
〈αc〉 u˜jkc = ρc ∂
∂xj
[
〈αc〉 ν
t
c
σk
∂
∂xj
kc
]
− ρc 〈αc〉 εc + 〈αc〉G
−2ρdβ 〈αd〉 kc + ρd 〈αd〉
(
λ˜ji
∂v˜i
∂xj
− µ˜ii
)
, (3.4.11)
ρc
∂
∂t
〈αc〉 εc + ρc ∂
∂xj
〈αc〉 u˜jεc = ∂
∂xj
[
〈αc〉 µ
t
c
σε
∂εc
∂xj
]
+ 〈αc〉 (Cε1G− Cε2εc) εc
kc
−2ρd 〈αd〉 βεc
−ρd 〈αd〉
(
λ˜ji
∂v˜i
∂xj
− µ˜ii
)
εc
kc
. (3.4.12)
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For the above two transport equations, the following definitions are re-written here for
convenience. The generation term denoted by G is:
G = µtc
[
∂u˜j
∂xi
+
∂u˜i
∂xj
]
∂u˜i
∂xj
, (3.4.13)
and as already stated εc represents the turbulent kinetic energy dissipation rate for the
carrier phase so that:
εc =
νc
〈
αc
∂u′i
∂xj
+
∂u′i
∂xj
〉
〈αc〉 . (3.4.14)
The remainder of the carrier phase turbulence closure i.e. the Boussinesq approximation,
remains unchanged. Typically it is substituted for the Reynolds stresses in the momentum
equation and combined with the viscous stresses, hence equation 3.4.10 becomes:
ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
〈αc〉 u˜iu˜j = ∂
∂xj
〈αc〉
[
µefc
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
(µefc
∂u˜j
∂xj
+ kc)δij
]
−〈αc〉 ∂
∂xi
p˜− τ˜ij ∂
∂xj
〈αc〉+ ρc 〈αc〉 g˜i
−ρdβ 〈αd〉 (u˜i − v˜i) + ρd ∂
∂xj
〈αd〉 λ˜ji , (3.4.15)
where the turbulent viscosity is defined by:
µtc = ρcCµk
2
c/εc , (3.4.16)
and the effective viscosity is the sum of the turbulent and molecular viscosities: µef =
µt + µ.
3.5 Model comparison
In this section, the transport equations and turbulence models for both phases are
presented side-by-side to show the similarities between the governing equations and high-
light the equal and opposite nature of the interfacial terms. The section also summarises
the overall model, and emphasises that due to the similarity in equations, the IC numerical
algorithm may be applied directly to the proposed hybrid dispersed phase model.
It is clear from Table 3.1 that the dispersed phase governing equations (derived from
the PDF KM) are equivalent to those of the Navier-Stokes based carrier phase. The
only difference between the proposed dispersed phase model and the original IC version is
effectively the way in which the interfacial and turbulence terms are closed. As a result the
numerical algorithm of the IC model may be applied directly to the equations presented
in Table 3.1 without requiring any significant modifications.
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Carrier phase model – based on IC two-fluid model Dispersed phase model – derived from KM
Continuity equation: Continuity equation:
ρc
∂ 〈αc〉
∂t
+ ρc
∂
∂xi
〈αc〉 u˜i = 0 ρd∂ 〈αd〉
∂t
+ ρd
∂
∂xi
〈αd〉 v˜i = 0
Momentum equation: Momentum equation:
ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
〈αc〉 u˜iu˜j
= −ρc ∂
∂xj
〈αc〉 u˜′iu′j − 〈αc〉
∂
∂xi
p˜+ 〈αc〉 ∂
∂xj
τ˜ij
−ρdβ 〈αd〉 (u˜i − v˜i) + ρd ∂
∂xj
〈αd〉 λ˜ji + ρc 〈αc〉 g˜i
ρd
∂
∂t
〈αd〉 v˜i + ρd ∂
∂xj
〈αd〉 v˜iv˜j
= −ρd ∂
∂xj
〈αd〉 v˜′iv′j − 〈αd〉
∂
∂xi
p˜+ 〈αd〉 ∂
∂xj
τ˜ij
+ρd 〈αd〉 β (u˜i − v˜i)− ρd ∂
∂xj
〈αd〉 λ˜ji + ρd 〈αd〉 g˜i
Turbulent stress term closure: Kinetic stress term closure:
−(u˜′iu′j) = νtc(
∂
∂xj
u˜i +
∂
∂xi
u˜j)− 2
3
(νtc
∂
∂xk
u˜k + kc)δij v˜
′
iv
′
j =
1
ψ
[
v˜′jv
′
k
∂v˜i
∂xk
+ v˜′kv
′
i
∂v˜j
∂xk
+ λ˜ki
∂v˜j
∂xk
+ λ˜kj
∂v˜i
∂xk
− 2µ˜ij
]
ψ =
[
v˜′iv
′
k
kd
∂v˜i
∂xk
+
λ˜ki
kd
∂v˜i
∂xk
− µ˜ii
kd
]
T
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ρc
∂
∂t
〈αc〉 kc + ρc ∂
∂xj
〈αc〉 u˜jkc
= ρc
∂
∂xj
[
〈αc〉 ν
t
c
σk
∂
∂xj
kc
]
− ρc 〈αc〉 εc + 〈αc〉G
−2ρdβ 〈αd〉 kc + ρd 〈αd〉
(
λ˜ji
∂v˜i
∂xj
− µ˜ii
)
ρc
∂
∂t
〈αc〉 εc + ρc ∂
∂xj
〈αc〉 u˜jεc
=
∂
∂xj
[
〈αc〉 µ
t
c
σε
∂εc
∂xj
]
+ 〈αc〉
(
Cε1G− Cε2εc
) εc
kc
−2ρd 〈αd〉 βεc
−ρd 〈αd〉
(
λ˜ji
∂v˜i
∂xj
− µ˜ii
)
εc
kc
ρd
∂
∂t
〈αd〉 kd + ρd ∂
∂xj
v˜j 〈αd〉 kd
= ρd
∂
∂xj
[〈αd〉
β
(
v˜′kv
′
i + λ˜ki
) ∂
∂xk
v˜′iv
′
j
]
−ρd 〈αd〉 v˜′iv′j
∂v˜i
∂xj
− ρd 〈αd〉 λ˜ji ∂v˜i
∂xj
−2ρd 〈αd〉βkd + ρd 〈αd〉 µ˜ii
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3.6 Numerical approach
In this section, the numerical methodology used to solve the hybrid model is presented.
As explained previously, the modifications proposed in the previous section, effectively only
modify the various drag and turbulence closures used in the IC model. Hence the overall
numerical methodology will follow that of the original IC model as presented in Oliveira
(1992).
3.6.1 An alternative form of the equations
In the current form of the governing equations, as αd → 0 the dispersed phase trans-
port equations become singular, resulting in erroneous velocity fluctuations and numerical
instability. This issue was studied for the IC model in Oliveira and Issa (2003) and solved
by expressing the equations in an alternative form. It was found that by rearranging the
temporal and convective terms into a non-conservative form then dividing by α, these
numerical errors can be avoided. To demonstrate this, consider an arbitrary property φ,
the temporal and convection terms in φ’s transport equation may be written as:
∂
∂t
〈α〉φ+ ∂
∂xj
〈α〉 u˜jφ. (3.6.1)
By using the product rule and the continuity equation, this can be re-expressed as:
〈α〉 ∂
∂t
φ+ 〈α〉 u˜j ∂
∂xj
φ. (3.6.2)
The transport equation for φ is then divided by the volume fraction. This procedure is
applied to the momentum and turbulence model equations of both phases.
Carrier phase momentum equation:
ρc
∂
∂t
u˜i + ρcu˜j
∂
∂xj
u˜i = − ∂
∂xj
[
µef
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
µef
(
∂u˜j
∂xj
+ kc
)
δij
]
− ∂
∂xi
p˜+
τ˜ tij
〈αc〉
∂ 〈αc〉
∂xj
+ ρcg˜i
−ρdβ 〈αd〉〈αc〉 (u˜i − v˜i) +
ρd
〈αc〉
∂
∂xj
〈αd〉 λ˜ji . (3.6.3)
In the above, the turbulent stress term τ˜ tij
∂〈αc〉
∂xj
is an interfacial stress and so is absorbed
into the drag force closure, as in Oliveira (1999). Following the same procedure, the carrier
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phase turbulence model becomes:
ρc
∂
∂t
kc + ρcu˜j
∂
∂xj
kc = ρc
∂
∂xj
[
νtc
σk
∂
∂xj
kc
]
− ρcεc +G
−2ρd 〈αd〉〈αc〉βkc + ρd
〈αd〉
〈αc〉
(
λ˜ji
∂v˜i
∂xj
− µ˜ii
)
, (3.6.4)
ρc
∂
∂t
εc + ρcu˜j
∂
∂xj
εc =
∂
∂xj
[
µtc
σε
∂εc
∂xj
]
+
(
Cε1G− Cε2εc
) εc
kc
−2ρd 〈αd〉〈αc〉βεc − ρd
〈αd〉
〈αc〉
(
λ˜ji
∂v˜i
∂xj
− µ˜ii
)
εc
kc
. (3.6.5)
For the dispersed phase model, the above rearrangement is also applied to each trans-
port equation:
ρd
∂
∂t
v˜i + ρdv˜j
∂
∂xj
v˜i = − ρd〈αd〉
∂
∂xj
v˜′iv
′
j −
∂
∂xi
p˜+
∂
∂xj
τ˜ij
+ρdβ (u˜i − v˜i)− ρd〈αd〉
∂
∂xj
〈αd〉 λ˜ji + ρdg˜i , (3.6.6)
ρd
∂
∂t
kd + ρdv˜j
∂
∂xj
kd =
ρd
〈αd〉
∂
∂xj
[〈αd〉
β
(
v˜′kv
′
i + λ˜ki
) ∂
∂xk
v˜′iv
′
j
]
−ρdv˜′iv′j
∂v˜i
∂xj
− ρdλ˜ji ∂v˜i
∂xj
− 2ρdβkd + ρdµ˜ii . (3.6.7)
The continuity equations and the algebraic stress model remain unaltered, since the former
solves for the volume fraction itself and the latter does not suffer from numerical errors
as αd → 0. This set of equations is now discretised and linearised for solution, as shown
in the following sections.
3.6.2 General co-ordinates
The governing equations derived thus far were formulated within an orthogonal, Carte-
sian reference frame. However, as a Cartesian mesh can not be applied easily to complex
flow geometries, a more general component form is required. In order to achieve this, we
first define the Cartesian reference frame as xi where for i = 1, 2, 3, xi = x, y, z respec-
tively. The general co-ordinates are defined in the same way using ξl where for l = 1, 2, 3,
ξl = ξ, η, ζ. Hence the indices i, j, k are used to denote the Cartesian components of
variables, where as ξ, η, ζ are used to denote vector directions within a general reference
frame. This is illustrated in Figure 3.1. As done previously, tensor notation is used with
the Einstein convention for repetition of indices.
65
i,j
i+1,j+1
i+1,j
ξ,η+1 ξ+1,η+1
ξ+1,ηξ,η
i,j+1
Figure 3.1: Transformation from Cartesian to general co-ordinates.
A set of transformation rules are applied to achieve this conversion of co-ordinates,
which are given as (Oliveira,1992):
∂
∂t
→ 1
J
∂
∂τ
J, (3.6.8)
∂
∂xi
→ 1
J
∂
∂ξl
γli, (3.6.9)
ui → ui − uˆi, (3.6.10)
where γli is the i component of the vector γl =
∂x
∂ξl+1
× ∂x∂ξl+2 and J is the transformation
Jacobian. τ is the transformed time, ui is the Cartesian component of the velocity and uˆi
is the Cartesian component of the velocity in the general frame relative to the Cartesian
one. In this work, as with the IC model τ = t and uˆi = 0. Hence applying the trans-
formations to the hybrid model equations, the carrier phase transport equations may be
written as:
continuity,
ρc
1
J
∂
∂t
J 〈αc〉+ ρc 1
J
∂
∂ξl
γli 〈αc〉 u˜i = 0 ; (3.6.11)
transport of momentum,
ρc
1
J
∂
∂t
Ju˜i + ρcu˜j
1
J
∂
∂ξl
γlj u˜i = −ρc 1
J
∂
∂ξl
γlj
[
µefc
(
1
J
∂
∂ξm
γmj u˜i +
1
J
∂
∂ξn
γniu˜j
)
−2
3
(
µefc
1
J
∂
∂ξn
γnju˜j + kc
)
δij
]
− 1
J
∂
∂ξl
γlip˜+ ρcg˜i
−ρd 〈αd〉〈αc〉β (u˜i − v˜i) +
ρd
〈αc〉
1
J
∂
∂ξl
γlj 〈αd〉 λ˜ji ; (3.6.12)
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turbulence model,
ρc
1
J
∂
∂t
Jkc + ρcu˜j
1
J
∂
∂ξl
γljkc = ρc
1
J
∂
∂ξl
γlj
[
νtc
σk
1
J
∂
∂ξm
γmjkc
]
− ρcεc +G− 2ρd 〈αd〉〈αc〉βkc
+ρd
〈αd〉
〈αc〉 λ˜ji
1
J
∂
∂ξl
γlj v˜i − ρd 〈αd〉 µ˜ii , (3.6.13)
ρc
1
J
∂
∂t
Jεc + ρcu˜j
1
J
∂
∂ξl
γljεc = ρc
1
J
∂
∂ξl
γlj
[
νtc
σε
1
J
∂
∂ξm
γmjεc
]
+ (Cε1G− Cε2εc) εc
kc
−2ρd 〈αd〉〈αc〉βεc + ρd
〈αd〉
〈αc〉 λ˜ji
1
J
∂
∂ξl
γlj v˜i
εc
kc
+ ρd
〈αd〉
〈αc〉 µ˜ii
εc
kc
.
(3.6.14)
The dispersed phase transport equations may be written as:
continuity,
ρd
1
J
∂
∂t
J 〈αd〉+ ρd 1
J
∂
∂ξl
γli 〈αd〉 v˜i = 0 ; (3.6.15)
transport of momentum,
ρd
1
J
∂
∂t
Jv˜i + ρdv˜j
1
J
∂
∂ξl
γlj v˜i = − ρd〈αd〉
1
J
∂
∂ξl
γlj v˜
′
iv
′
j −
1
J
∂
∂ξl
γlip˜+
1
J
∂
∂ξl
γlj τ˜ij + ρdg˜i
+ρdβ (u˜i − v˜i)− ρd〈αd〉
1
J
∂
∂ξl
γlj 〈αd〉 λ˜ji ; (3.6.16)
kinetic stress model,
v˜′iv
′
j =
1
ψ
[
v˜′jv
′
k
1
J
∂
∂ξl
γlkv˜i + v˜
′
kv
′
i
1
J
∂
∂ξl
γlkv˜j + λ˜ki
1
J
∂
∂ξl
γlkv˜j + λ˜kj
1
J
∂
∂ξl
γlkv˜i − 2µ˜ij
]
,
ψ =
[
v˜′iv
′
k
kd
1
J
∂
∂ξl
γlkv˜i +
λ˜ki
kd
1
J
∂
∂ξl
γlkv˜i − µ˜ii
kd
]
, (3.6.17)
ρd
J
∂
∂t
Jkd + ρdv˜j
1
J
∂
∂ξl
γljkd =
ρd
〈αd〉
1
J
∂
∂ξl
γlj
[〈αd〉
β
(
v˜′kv
′
i + λ˜ki
) 1
J
∂
∂ξm
γmkv˜
′
iv
′
j
]
−ρd
J
v˜′iv
′
j
∂
∂ξl
γlj v˜i − ρdλ˜ji 1
J
∂
∂ξl
γlj v˜i − 2ρdβkd + ρdµ˜ii .
(3.6.18)
3.6.3 Discretisation
Having transformed the governing equations into a general reference frame, their
discretisation and linearisation is now dealt with to enable their numerical solution. The
discretisation used in this work follows strictly that of the IC model, hence it is merely
summarised here since they are described in Oliveira (1992). The governing equations
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Figure 3.2: Control volume (P ) and neighbouring cell (F ).
are first integrated over a 6-sided grid cell (referred to as P for this explanation), shown
in Figure 3.2. The derivatives of an arbitrary property φ become a simple difference of
neighbour values along the l direction:
[∆φ]Pl=η = φ
P η
+
− φP η
−
, (3.6.19)
[∆φ]f=F
η−
l=η = φ
F − φP . (3.6.20)
In the above, the superscripts denote the value of φ at a specific location, so for example
[∆φ]Pl=η is interpreted as the difference in φ at location P along the η axis. In general,
for the remainder of this chapter, all variables and derivatives with a superscript P or F
refer to the value of that property at the current or neighbouring cell centres, respectively.
Furthermore, properties with a superscript f are values at a cell face. Using the above
transformations and by multiplying the governing equations by the cell volume V , we may
now discretise each transport equation:
continuity:
ρcV
δt
(
〈αc〉
∣∣∣P − 〈αc〉 ∣∣∣Pn)+ 6∑
f
(−1)f 〈αc〉f F fc = 0. (3.6.21)
In equation 3.6.21, the superscript n represents a quantity at the previous iteration
step. With the following equations, all values are taken to be at the new iteration step
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Figure 3.3: Control volume (P ) with compass directions.
n + 1 unless otherwise indicated by a superscript n. In what follows, the i-component
of the cell face area along the l direction is denoted Γli and V is the cell volume. F
f
c
represents the convective flux of the continuous phase, at cell face f which increments
from 1 to 6 representing the west, east, south, north, bottom and top faces respectively.
The flux is defined as:
F fc = ρcΓ
f
lju˜
f
j , (3.6.22)
and used in the discretisation of all the transport equations. In equation 3.6.22, the
subscript l denotes the direction implied by the face flux f . For example: l = ξ for
f = 1, 2; l = η for f = 3, 4; l = ζ for f = 5, 6 – this notation as well as that of the compass
directions used above is illustrated in Figure 3.3. Using the notation introduced above,
the directional carrier phase momentum equation can be written as:
ρcV
δt
[
u˜i
∣∣∣P − u˜ni ∣∣∣P]+ 6∑
f=1
F fupwind [∆u˜i]
f
l
=
6∑
f=1
(−1)f
(
µefc
V
)f [
ΓfljΓ
f
mj [∆u˜i]
f
m + Γ
f
ljΓ
f
ni [∆u˜j]
f
n −
2
3
ΓPni [∆F ]
f
n δij
]
−2
3
ΓPmj [∆kc]
P
m δij − ΓPmi [∆p˜]Pm + [V ρcg˜i]P
−
[
V ρdβ
〈αd〉
〈αc〉 (u˜i − v˜i)
]P
+
ρd
〈αc〉Γ
P
mj
[
∆ 〈αd〉 λ˜ji
]P
m
. (3.6.23)
In the above, the Einstein summation convention is applied to all subscripts. Referring
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to subsection 3.6.1, the differential terms in the transport equations were previously re-
arranged into a non-conservative form in order to allow division by the relevant volume
fraction. This prevented the transport equations from becoming singular in the limit
α → 0. However, for the purposes of numerical discretisation, the convective term in
equation 3.6.12 is re-written in a conservative form – in terms of the momentum flux.
This is demonstrated below for an arbitrary property φ:
u˜ ·∇φ = ∇ · u˜φ− φ∇ · u˜ , (3.6.24)
as the final term = 0 from continuity, both conservative and non-conservative forms of
discretisation are equivalent. The upwinding procedure applied to the convective flux is
defined as:
F fupwind =
Max(F f , 0) for f = f−
Min(F f , 0) for f = f+
. (3.6.25)
For properties which are stored at cell centres but required at cell faces in the discretisation,
a simple arithmetic average is used, where for an arbitrary quantity φ:
φf ≡
(
φP + φF
)
2
. (3.6.26)
The same discretisation procedure and notation is now applied to the carrier phase tur-
bulence model transport equation:
ρcV
δt
[kc − knc ]P +
6∑
f=1
F fupwind [∆kc]
f
l
=
6∑
f=1
{
(−1)f
(
µtc
V σk
)f [
ΓfljΓ
f
mj [∆kc]
f
m
]}
− [V ρcεc]P + [V G]P
−
[
V 2ρdβ
〈αd〉
〈αc〉kc
]P
+ ρd
〈αd〉
〈αc〉 λ˜jiΓ
P
mj [∆v˜i]
P
m −
[
V ρd
〈αd〉
〈αc〉 µ˜ii
]P
, (3.6.27)
ρcV
δt
[εc − εnc ]P +
6∑
f=1
F fupwind [∆εc]
f
l
=
6∑
f=1
{
(−1)f
(
µtc
V σk
)f [
ΓfljΓ
f
mj [∆εc]
f
m
]}
+
[
V (Cε1G− Cε2εc) εc
kc
]P
−
[
V 2ρd
〈αd〉
〈αc〉βεc
]P
+ ρd
〈αd〉
〈αc〉 λ˜ji
εc
kc
ΓPmj [∆v˜i]
P
m −
[
V ρd
〈αd〉
〈αc〉 µ˜ii
εc
kc
]P
.
(3.6.28)
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The dispersed phase transport equations are discretised by the same method and notation:
continuity,
ρdV
δt
(
〈αd〉
∣∣∣P − 〈αd〉 ∣∣∣Pn)+ 6∑
f
(−1)f F fd = 0 ; (3.6.29)
momentum,
ρd
V
δt
[
v˜i
∣∣∣P − v˜i∣∣∣Pn]+ 6∑
f=1
F fupwind [∆v˜i]
f
l
=
6∑
f=1
{
(−1)f
(µd
V
)f [
ΓfljΓ
f
mj [∆v˜i]
f
m + Γ
f
ljΓ
f
ni [∆v˜j ]
f
n
]}
− ρd〈αd〉Γmj
[
∆ 〈αd〉 v˜′iv′j
]P
m
− 〈αd〉ΓPmi [∆p˜]Pm + [V ρdg˜i]P
+ [V ρdβ (u˜i − v˜i)]P − ρd〈αd〉Γ
P
mj
[
∆ 〈αd〉 λ˜ji
]P
m
; (3.6.30)
kinetic stress model,
v˜′iv
′
j =
1
ψ
[
v˜′jv
′
k
n
ΓPmk [∆v˜i]
P
m + v˜
′
kv
′
i
n
ΓPmk [∆v˜j]
P
m
+λ˜kiΓ
P
lk [∆v˜j]
P
m + λ˜kjΓ
P
lk [∆v˜i]
P
m − [2V µ˜ij]P
]
, (3.6.31)
ψ =
[
v˜′iv
′
k
n
k
ΓPmk [∆v˜i]
P
m +
λ˜ki
k
ΓPmk [∆v˜i]
P
m −
[
V
µ˜ii
k
]P]
, (3.6.32)
ρdV
δt
[kd − knd ]P +
6∑
f=1
F fupwind [∆kd]
f
l
=
1
〈αd〉
6∑
f=1
{
(−1)f
(
ρd 〈αd〉
2βV
)[(
v˜′kv
′
i + λ˜ki
)
ΓfljΓ
f
mk
[
∆v˜′iv
′
j
]f
m
]}
−ρdv˜′iv′jΓPmj [∆v˜i]Pm − [2V ρdβkd]P − ρdλ˜jiΓPmj [∆v˜i]Pm + [V ρdµ˜ii]P .
(3.6.33)
3.6.4 Linearisation
These equations are now cast into the linearised form:
APφP =
6∑
f=1
Afφf + Sφ. (3.6.34)
71
In the above, S represents the source terms and the As are coefficients defined by:
Af = Df + F fupwind =
Df +Max(F f , 0) for f = f−
Df −Min(F f , 0) for f = f+
. (3.6.35)
The contributions of surrounding cells will be written as H (φ) ≡ Aoφf from here on,
where Ao =
∑6
f=1A
f . The diffusion term Df is given for both momentum equations, and
the kc and εc transport equations as:
Dfc =
(
µk
V
)f
ΓfljΓ
f
lj, (3.6.36)
where the superscript k is replaced by the effective or turbulent viscosity, as required.
Hence only the fluxes normal to the cell face f are treated implicitly. The remainder of
the diffusion terms are stored in the source term S. As an example, the explicitly treated
part of the diffusion flux for the carrier phase momentum equation is:
Sui =
6∑
f=1
(−1)f
(
µefc
V
) 3∑
j
2∑
m6=l
ΓfljΓ
f
mj [∆u˜i]
f
m +
3∑
j
3∑
n
ΓfljΓ
f
ni [∆u˜j]
f
n
 .
(3.6.37)
Following these definitions the transport equations of the hybrid model are linearised,
all quantities in the linearised equations are located at cell centre P unless otherwise
indicated:
continuous phase continuity,
ρcV
δt
(
〈αc〉 − 〈αc〉n
)
+
6∑
f
(−1)f F fc = 0 ; (3.6.38)
continuous phase momentum,[
Auo +
ρcV
δt
]
u˜i = H
n (u˜i)− ΓPmi [∆p˜]Pm −
[
V ρdβ
〈αd〉
〈αc〉 (u˜i − v˜i)
]P
+ Sui +
ρcV
δt
u˜ni ,
(3.6.39)
where, in the above, the source term Sui contains the gravitational acceleration term
as well as the fluctuating drag force closure and the cross derivative components of the
diffusion term presented in equation 3.6.37. The linearised k − ε model is written as:[
Akco +
ρcV
δt
]
kc = H
n (kc)− V ρcεc + V G+ Skc + ρcV
δt
knc (3.6.40)
and [
Aεco +
ρcV
δt
]
εc = H
n (εc) + V
(
Cε1G−Cε2εc
)εc
kc
+ Sεc +
ρcV
δt
εnc . (3.6.41)
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The linearised dispersed phase transport equations may be written as:
continuity,
ρdV
δt
(
〈αd〉 − 〈αd〉n
)
+
6∑
f
(−1)f F fd = 0 ; (3.6.42)
momentum, [
Avo +
ρcV
δt
]
v˜i = H
n (v˜i)− Γmi [∆p˜]Pm + V ρdβ (u˜i − v˜i)P
+Svi +
ρcV
δt
v˜ni ; (3.6.43)
kinetic stress model,[
Akdo +
ρcV
δt
]
kd = H
n (kd)− ρdv˜′iv′jΓmj [∆v˜i]Pm − 2V ρdβkd
+Skd +
ρcV
δt
knd . (3.6.44)
In the above kd transport equation, the Chapman-Enskog closure is contained within the
source term. The Algebraic Stress Model is not subject to linearisation and is solved
explicitly.
3.6.5 Numerical treatment of the drag term and face velocities
Oliveira (1992) conducted an analysis on the numerical treatment of the mean drag
force term in the momentum equations and its effect on convergence in relation to the IC
model. The well established issue regarding numerical stability and the drag force was
presented in Stewart and Wendroff (1984) and is explained here briefly. The drag force
for both the carrier and dispersed phases is defined using equation 3.3.18 as:
|FDi | = 〈αd〉 ρd
18µc
ρdd
2
d
(
1 + 0.15Re0.687p
)
(u˜i − v˜i) . (3.6.45)
Purely for illustrative purposes, the above may be rewritten using a time scale for the
drag interaction (defined by Oliveira, 1992) and the particle relaxation time as:
τl =
ρcd
2
d
18µc
& τp =
ρdd
2
d
18µc
, (3.6.46)
respectively. Hence the drag force for the carrier and dispersed phases may be written as:
FDci = −〈αd〉
ρc
τl
(
1 + 0.15Re0.687p
)
(u˜i − v˜i) (3.6.47)
and
FDdi = 〈αd〉
ρd
τp
(
1 + 0.15Re0.687p
)
(u˜i − v˜i) , (3.6.48)
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respectively. To demonstrate the issue regarding numerical stability, we consider a flow
consisting of air for the carrier phase and water for the dispersed phase, hence τp and τl have
values of the order of 10−2 and 10−5 respectively. Therefore, the drag coefficients for both
phases are large quantities which are then both multiplied by the relative velocity. For the
flow conditions considered in this work, the relative velocity is small (≈ 0.1ms−1), which is
why the Stokes’ flow approximation may be used in equation 3.3.16. Therefore, any minor
fluctuations in the relative velocity would be amplified by the large drag coefficient. This
has the effect of producing numerical instability when the drag forces are included in the
source terms of either equation. For the IC model, Oliveira (1992) completed an analysis
whereby the convergence rate and stability of several different drag force treatments were
tested. The treatment chosen for the IC model as a result of this review is also employed
here, to show this the momentum equations of both phases are first rearranged for clarity.
Using the notation Cf = ρd
〈αd〉
〈αk〉
β (where k is c for the carrier phase and d for the dispersed)
the linearised forms of the carrier, and dispersed phase momentum equations are simplified
below, respectively:
Auu = −Cf (u− v) +Bu, (3.6.49)
Avv = Cf (u− v) +Bv, (3.6.50)
where B represents the source terms of the momentum equations. The momentum equa-
tions of both phases are rearranged into the form:
(Au + Cf )u = Cfv
n +Bu, (3.6.51)
(Av + Cf ) v = Cfu
n +Bv, (3.6.52)
so that the drag terms in both equations are treated implicitly.
Within the discretised equations derived in section 3.6.3, the face fluxes F f used in
the convection and diffusion terms need to be evaluated. The cell face flux definition for
the carrier phase, as an example, is re-written here from equation 3.6.22:
Fl = ρ
3∑
i
Γfliu
f
i . (3.6.53)
The discretisation technique employed uses a co-located mesh arrangement whereby all
variables are stored at the cell centre P. Here a simple arithmetic average of values between
the two neighbouring cells may be used to calculate 〈αc〉 at cell faces(
〈αc〉f =
(
〈αc〉P + 〈αc〉F
)
/2
)
. The velocities are interpolated using the Rhie and Chow
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(1983) interpolation scheme which uses the pressure gradients calculated at the cell centres
to suppress the classic pressure-velocity decoupling problem.
The derivation of the flux interpolation equation begins with the linearised momen-
tum equation (notation of averaging is here removed and equations are presented for an
arbitrary phase to simplify the derivation):[
Auo +
ρV
δt
]
ui = H
n (ui) Γ
P
mi [∆p]
P
m − [V Cf (ui − uˆi)]P + Sui +
ρV
δt
uni , (3.6.54)
which uses φˆ to denote a property for the counterpart phase. On applying the fully implicit
treatment of the drag term to the above, it is re-written as:[
Auo +
ρV
δt
+ V Cf
]
ui = H
n (ui)− ΓPmi [∆p]Pm + V Cf uˆi + Sui +
ρV
δt
uni . (3.6.55)
The drag term on the RHS is then absorbed into the source term and AP is defined as
AP = Ao +
ρV
δt + V Cf :
APui = H
n (ui)− ΓPmi [∆p]Pl + Sui +
ρV
δt
uni . (3.6.56)
An arithmetic average represented by ( ¯ ) is then applied to equation 3.6.56 using the cell
centre P and neighbouring cell centre F :
APui
f
= Hn (ui)
f − ΓPmi [∆p]m
f
+ Sui
f
+
ρV
δt
uni
f
. (3.6.57)
This is compared against a definition of the cell face velocity, which is given below:
AP
f
ufi ≡ H (ui)
f −
2∑
m6=l
ΓPmi [∆p]
P
m
f
− [ΓPm=l i [∆p]m=l]f
+Sui
f
+
ρV
δt
f
un
f
i , (3.6.58)
where, as defined in equation 3.6.22, the subscript l denotes the direction normal to the
face flux f . The face velocity equation can then be derived by subtracting equation 3.6.57
from 3.6.58:
ufi =
(
APui
f − ΓPm=l i [∆p]Pm=l
f
− [Γm=l i [∆p]m=l]f
+
ρV
δt
f
un
f
i −
ρV
δt
uni
f
)/
AP
f
. (3.6.59)
This is then used in the cell face flux definition presented above, hence the flux, with the
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interpolation given above is written as:
F fl =
1
AP
f
[
V
δt
f
Fnl
+αfρΓfli
(
APui − ΓPm=l i [∆p]Pm=l −
ρV
δt
uni
f
− Γfm=l i [∆p]m=l
)]
.
(3.6.60)
3.6.6 The algorithm
The current work follows the SIMPLE algorithm described in Oliveira (1992) for the
IC model, which is based on that introduced by Patankar and Spalding (1972) for single
phase flow. The algorithm is not modified by the present work except for the addition
of the ASM and kd transport equations. Notation follows that introduced by Issa (1986)
whereby the values of the next iteration step are defined as:
P = P ∗ + P ′, (3.6.61)
u = u∗ + u′, (3.6.62)
v = v∗ + v′, (3.6.63)
where ∗ denotes an intermediate value and ′ is a correction which relates the value of the
next iteration step (P , u and v) to the intermediate values (P ∗, u∗ and v∗ respectively).
The full algorithm flow chart is presented on the following page and consists of 5 stages.
The first 2 stages involve the solution of intermediate values u∗ and v∗ in that order. Note
that the drag is treated implicitly in both of these steps following the discussion presented
in section 3.6.5. Step 3 solves the pressure correction equations, which are derived below.
This step also involves flux correction and so calculates phase velocities for the current
iteration step. Step 4 involves the solution of scalar equations which for this model are
solely the turbulence transport equations for both phases. The final step - 5 - solves the
continuity equations to provide values of 〈αd〉 and 〈αc〉, that are then adjusted to obey
the bounds 0 ≤ 〈α〉 ≤ 1.
The pressure correction equations and their derivation also follow Oliveira (1992).
However, in order to show that changes to the model do not affect the pressure correction
equations, these are briefly re-derived here using the form of governing equations presented
in sections 3.6.4 and 3.6.5. The derivation begins with the computation of the face fluxes
for both phases using 3.6.60 and the intermediate values computed from steps 1 and 2 of
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the algorithm:
F f∗lc =
1
APu
f
[
V
δt
f
Fnlc
+αfc ρcΓ
f
li
(
APu∗i − ΓPl=mi [∆pn]l=m −
ρcV
δt
uni
f
− Γfm=l i [∆pn]f
)]
,
(3.6.64)
F f∗ld =
1
APv
f
[
V
δt
f
Fnld
+αfdρdΓ
f
li
(
AP v∗i − ΓPl=mi [∆pn]l=m −
ρdV
δt
vni
f
− Γfm=l i [∆pn]f
)]
.
(3.6.65)
After computing the face fluxes at the intermediate step, the momentum equation for
the carrier phase is split as given below:[
ρcV
δt
+ V Cf
]
u˜n+1i = H
n (u˜∗i )−Auo u˜∗i − ΓPmi
[
∆p˜n+1
]P
m
+V Cf v˜
∗
i + S
ui +
ρcV
δt
u˜ni , (3.6.66)
and the intermediate momentum equation of step 1 from the algorithm is subtracted from
it to give: [
ρcV
δt
+ V Cf
] (
u˜n+1i − u˜∗i
)
= −ΓPmi
[
∆
(
p˜n+1 − p˜n)]P
m
. (3.6.67)
The same process is applied to the dispersed phase whereby the split momentum equation
is given by: [
ρcV
δt
+ V Cf
]
v˜n+1i = H
n (v˜∗i )−Avo v˜∗i − ΓPmi
[
∆p˜n+1
]P
m
+V Cf u˜
∗
i + S
vi +
ρcV
δt
v˜ni , (3.6.68)
hence on subtraction of the dispersed phase intermediate equations one obtains:[
ρcV
δt
+ V Cf
] (
v˜n+1i − v˜∗i
)
= −ΓPmi
[
∆
(
p˜n+1 − p˜n)]P
m
. (3.6.69)
The same procedure is also applied to the carrier and dispersed phase fluxes. The split
equations for the carrier phase flux and the dispersed phase flux are given below, respec-
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Figure 3.4: Algorithm flow chart showing IC solution procedure, applied to the proposed
model.
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tively:
Fn+1lc =
1
APuc
f
[
V
δt
f
Fnlc
+αfc ρcΓ
f
li
(
APu∗i − ΓPmi [∆pn]m −
ρcV
δt
uni
f
− Γfm=l i
[
∆pn+1
]f
m=l
)]
,
(3.6.70)
Fn+1ld =
1
APv
f
[
V
δt
f
Fnld
+αfdρdΓ
f
li
(
AP v∗i − ΓPmi [∆pn]m −
ρdV
δt
vni
f
− Γfm=l i
[
∆pn+1
]f
m=l
)]
.
(3.6.71)
Hence on subtracting the carrier and dispersed phase intermediate fluxes (equations 3.6.64
and 3.6.65 respectively) the flux correction equations may be written as:
Fn+1lc − F ∗lc = −
αfc ρc
APuc
f
ΓfliΓm=l i
[
∆
(
pn+1 − pn)]f
m=l
, (3.6.72)
and
Fn+1ld − F
∗
ld
= −α
f
dρd
APv
f
ΓfliΓ
f
m=l i
[
∆
(
pn+1 − pn)]f
m=l
. (3.6.73)
Defining the area of cell face f as Γ2l =
(∑
i Γ
f
li · Γfli
)
and the pressure correction as
P ′ = Pn+1 − Pn, the above two equations may be written as:
Fn+1lc = F
∗
lc −
αfc ρc
APu
f
Γ2l
[
∆p′
]f
l
, (3.6.74)
and
Fn+1ld = F
∗
ld
− α
f
dρd
APv
f
Γ2l
[
∆p′
]f
l
. (3.6.75)
The continuity equations of both phases (equations 3.6.38 and 3.6.42) are then summed
to give:
V
δt
(
〈αc〉+ 〈αd〉 − 〈αd〉n − 〈αc〉n
)
+
6∑
f
(−1)f
(
F fc
ρc
+
F fd
ρd
)
= 0, (3.6.76)
Where the summation of the volume fractions 〈αc〉 + 〈αd〉 = 1. The same thing may be
said of the phase fractions at iteration step n so achieving:
6∑
f
(−1)f
(
F fc
ρc
+
F fd
ρd
)
= 0 . (3.6.77)
79
Substituting equations 3.6.74 and 3.6.75 into the above gives:
6∑
f
(−1)f
(
F ∗c /ρc −
αfc
APu
f
Γ2l
[
∆p′
]f
l
+ F ∗ld/ρd −
αfd
APv
f
Γ2l
[
∆p′
]f
l
)
= 0 , (3.6.78)
which on rearranging becomes:
αfc
APuc
f
Γ2l
[
∆p′
]f
l
+
αfd
APvd
f
Γ2l
[
∆p′
]f
l
=
6∑
f
(−1)f (F ∗lc/ρc + F ∗ld/ρd) , (3.6.79)
so that by splitting ∆p′, we obtain:
APP p
′P =
∑
f
AfP p
′f + Sp, (3.6.80)
where:
APP =
∑
f
AfP , (3.6.81)
AfP =
[
αfc
APu
f
+
αfd
APv
f
]
Γ2l ≡ AfPc +A
f
Pd
, (3.6.82)
SP =
6∑
f
(−1)f (F ∗lc/ρc + F ∗ld/ρd) . (3.6.83)
The solution of the pressure correction equations (as implied by the algorithm flowchart)
begins with the solution of equation 3.6.80, which provides the pressure correction value p′.
This is used to update the velocities of the carrier and dispersed phases using equations
3.6.67 and 3.6.69 respectively. Following which the pressure is updated using pn+1 =
pn+p′. Finally the fluxes for the carrier and dispersed phases are updated using equations
3.6.74 and 3.6.75 respectively, for use in the solution of the scalar equations.
3.7 Boundary Conditions
In this section the boundary conditions used for the hybrid model are discussed and
their implementation is presented. Four types of boundaries are used in the model: inlet;
outlet; symmetry plane and wall. The application of boundary conditions for the inlet and
outlet follows the standard practice presented by Ellul (1989). For symmetry planes the
reflection law as presented by Oliveira (1992) is used and for wall boundary conditions, the
carrier phase follows the log-law approach as presented in Launder and Spalding (1974)
whilst the dispersed phase uses wall functions calculated directly from the KM. Boundary
conditions for the ASM are also presented.
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3.7.1 Inlet
An example mesh at an inlet boundary is presented in Figure 3.5. The shaded nodal
points represent the inlet boundary nodes and the unshaded cells are bulk flow nodes.
Inlet boundary values are set by the user for the mean flow properties: u˜; v˜; kc; εc; kd; P
and the volume fraction of both phases.
W E
T
B
Figure 3.5: Inlet boundary mesh example.
With regards to the ASM, as there are no gradients of the kinetic stresses in the alge-
braic equations themselves, values of v˜′v′ are not necessary for their solution. However,
∇ · v˜′v′ terms are present in the kd and momentum transport equations. As a result, it
is still necessary to provide boundary conditions for the kinetic stresses. In this respect, a
zero-gradient approximation is employed for this model. The effect of the incoming flux
of kinetic stress is represented in the ASM through the values of kd and v˜ calculated at
the first column of cells near the inlet.
3.7.2 Outlet
For the outlet, zero-gradients normal to the boundary are enforced for all transported
variables. Hence the outlet must be sufficiently far downstream of the evolving flow so
that a fully developed state is achieved towards the outlet. For the example shown in
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Figure 3.6: Outlet boundary mesh example.
Figure 3.6, the zero-gradient condition means that variable values at the shaded nodes
are all set equal to their respective values at the corresponding cells in column Pj . The
zero-gradient is also applied to the ASM, following the discussion in the previous section.
3.7.3 Symmetric plane
Within an orthogonal simulation domain the imposition of a symmetric plane bound-
ary condition is simple, however for a non-orthoganol mesh the issue is more complex.
This will be of particular importance to the round jet validation case presented in subsec-
tion 4.6 where a 2D plane of cells (with non-orthogonal symmetric plane boundaries) are
used to solve an axisymmetric flow problem. The method used here follows that presented
and tested for the IC model in Oliveira (1992) and originally proposed in Harlow (1965)
for Cartesian meshes.
Consider Figure 3.7, where the mesh cell with cell centre P has a face along a symmetric
plane, represented by the diagonal dashed line. The boundary node on the symmetric
plane is labelled B. To derive the numerical conditions required for this boundary, a ghost
(or reflected) cell is considered with cell centre P ′. The boundary conditions which are
to be applied to all variables will be derived using the relation between P and P ′. The
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Figure 3.7: Symmetric plane boundary example.
vectors n and τ represent the perpendicular and parallel directions to the symmetry plane,
respectively. Using the fluid velocity as an example, the vector relationship between P ′
and P in the normal and tangential direction is given below:
uP
′
n = −uPn . (3.7.1)
and
uP
′
τ = u
P
τ , (3.7.2)
In equation 3.7.1 and 3.7.2, the velocity vector −→u has been decomposed into a tangential
and normal component such that:
−→u = un−→n + uτ−→τ , (3.7.3)
−→n and −→τ are unit vectors in the normal and tangential directions, respectively. Using the
above relations, the velocity at ghost cell centre P ′ may be written as:
−→u P ′ = uP ′n −→n + uP
′
τ
−→τ (3.7.4)
= −uPn−→n + uPτ −→τ (3.7.5)
= −−→uPn +−→u Pτ (3.7.6)
= −2uPn−→n +−→u P . (3.7.7)
The velocity at the boundary node B can then be calculated using a simple interpolation
between cell P and its reflected counterpart P ′ using the relation:
−→uB = 1
2
(−→u P ′ +−→u P) (3.7.8)
= −uPn−→n +−→u P , (3.7.9)
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which is applied for vectors at a symmetry plane boundary. For a scalar variable, a
zero-gradient condition is used so that for an arbitrary scalar quantity φ:
φB = φP . (3.7.10)
In addition to the conditions given above, one also needs to consider boundary condi-
tions for the kinetic stresses of the dispersed phase, which are calculated explicitly. For
the shear stresses, the boundary nodal values are set = 0, whereas for the normal stresses
a zero-gradient condition is employed (this follows from the zero-gradient boundary con-
dition applied to kd).
3.7.4 Carrier phase wall conditions
The wall conditions for the carrier phase are presented in this section, and unlike the
IC model, these conditions and their assumptions are applied to the carrier phase only.
The wall-function method was presented in Launder and Spalding (1974) for single phase
flows and uses a Couette flow assumption, hence the only gradients at the wall are in the
direction normal to the wall. Furthermore, a constraint is introduced, such that the cell
centre of a wall-adjacent cell P is sufficiently far from the wall-boundary cell B, so that
the viscous effects caused by the presence of a wall are entirely negligible relative to the
bulk flow turbulent effects at P . This is illustrated in Figure 3.8: In the figure, τ and n
P
Bτ
n
δ
y
Figure 3.8: Grid cell at a wall boundary.
represent unit vectors parallel and perpendicular to the boundary as before and δ is the
thickness of the boundary layer, defined in terms of the friction velocity uτ by:
δ =
uτ
ν
, (3.7.11)
where the friction velocity uτ is given by:
uτ =
√
τw
ρ
. (3.7.12)
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The definition of the constraint on cell size is that δ < y so that y+ ≡ yuτν ≥ 30. The
relative size of the boundary layer to cell centre height is illustrated in Figure 3.9, where
the cell centre is denoted P and the wall-opposing cell face: f . uP represents the axial
bulk flow velocity of the cell and δ is the boundary layer thickness. The diagonal dashed
line represents the gradient of velocity between the cell faces, where at the wall u˜axial = 0
and at the opposing cell face u˜axial = uP . Clearly the cell is too large for the effects of
the boundary layer to be resolved intrinsically by viscous stress terms in the transport
equations. Hence an approximation is required to account for the loss of momentum
caused by the presence of the boundary layer. This flux loss is related to the wall shear
stress in equation 3.7.13 and entered into the source term of the momentum equations.
y
P
u
uP
δ
f
Figure 3.9: Height of cell centre relative to boundary layer thickness.
Therefore,
Sui = −Γw × τw, (3.7.13)
where in the above Γw is the wall-wetted cell face area. For a cell centre y
+
p > 11.63, the
definition of τw is derived directly from the log-law:
u+ =
1
κv
ln
(
Ey+p
)
, (3.7.14)
where κv is the Von Karman constant = 0.4187 in this work and the constant E = 9.793.
u+, the dimensionless carrier phase velocity is defined as:
u+ =
u˜
uτ
, (3.7.15)
respectively. Using these definitions, the log-law can then be re-expressed in terms of the
wall shear stress:
√
τw =
ρ1/2u˜κv
ln
(
Ey+p
) , (3.7.16)
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so that
τw =
ρ1/2τ
1/2
w κvu˜
ln(Ey+p )
. (3.7.17)
In the turbulent boundary layer, production is equal to dissipation, which leads to the
approximation τw/ρ = C
1/2
µ kc (see Launder and Spalding, 1974). Substituting this into
equation 3.7.17 gives:
τw =
ρcC
1/4
µ k
1/2
c κvu˜
ln(Ey+p )
. (3.7.18)
This is then substituted in 3.7.13 for the momentum wall conditions.
The log-law wall function approach is also applied to the wall conditions for the kc and
εc transport equations. As presented in Politis (1989), the expressions to be multiplied by
Aw and added to the sources are:
ρcC
3/4
µ k
3/2
c ln(Ey+)
κvyp
, (3.7.19)
and,
C
3/4
µ
κv
k
3/2
c
yp
, (3.7.20)
for kc and εc respectively.
Having reviewed the carrier phase wall conditions, a note is given here on the dispersed
phase wall conditions used in the IC model to highlight the motivation for replacing them.
In the IC model, an equation like 3.7.18 is formulated for the dispersed phase. The
implication is that the dispersed phase behaves as a fluid tracer in the near wall region
and so the log-law may be applied to it. This is obviously incorrect and so the complex
physics behind the particle-wall interactions discussed in section 1.5 are not captured by
the model. Furthermore as the IC model uses a response function to calculate kd, it is
merely predicted to be proportional to kc, which is a gross approximation.
3.7.5 Dispersed phase wall conditions
The wall boundary conditions for the dispersed phase are numerically implemented
in the same fashion as the wall functions for the carrier phase: they are applied as a
source term and added to the linearised transport equations. The difference however is
in the method by which the wall fluxes are calculated, for whereas the carrier phase flux
is calculated from a boundary layer assumption, the particulate wall fluxes are computed
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from pre-integration of the steady-state version of the PDF KM (equation 2.2.13) using
the Discontinuous Galerkin method:
0 = − ∂
∂xi
(viP )− ∂
∂vi
β (ui − vi)P
+
∂
∂vi
[
∂
∂xj
λji +
∂
∂vj
µji − κi
]
P − ∂
∂vi
giP. (3.7.21)
The KM is solved in state space considering two velocity dimensions: v1 and v2 and like
in the Couette flow approximation of the carrier phase, only a single spatial dimension
(normal to the wall) corresponding to a fully developed boundary layer. The spatial
dimension spans from a value of y+ at P to y+ at one particle radius from the wall, the
PDF bulk flow boundary (PDF boundary from hereon) is defined parallel to the wall at
the former position. A Gaussian PDF is prescribed at the PDF boundary, for variables v1
and v2, which represents the statistical distribution of these properties in the bulk flow.
This is illustrated in Figure 3.10 in which panel (a) shows the finite volume mesh of the
continuum model presented in this chapter and illustrates the region within which the PDF
model is applied. Panel (b) shows the mesh of this PDF domain for the spatial dimension
y and one velocity dimension – v2. PDF boundary conditions for v2 are prescribed only for
the region v2 < 0 (towards the wall) as the probability distribution for v2 > 0 is unknown
– van Dijk and Swailes (2007). As mentioned in the cited paper, the KM is solved by
assuming that the fluid timescale τε decreases closer to the wall and hence St >> 1 in this
region. This assumption allows the λ˜ term of equation 2.2.13 to be neglected. Hence the
PDF transport equation used to calculate the particle wall functions is written as:
0 = − ∂
∂xi
(viP )− ∂
∂vi
β (ui − vi)P + ∂
∂vj
µjiP −
∂
∂vi
giP. (3.7.22)
Furthermore, it should be noted that the boundary condition used in the pre-integration
of the KM is that of a perfectly elastic wall collision. This incorporates the neglect of
two mechanisms which would otherwise have a significant effect on the particle velocity.
Firstly, wall roughness is not taken into consideration and hence the reflection angle after
collision is assumed to be the same as the impact angle. This assumption leads to an
under-prediction in the rotation of the particle velocity vector as has been studied in
Sommerfeld (1992). Secondly, the loss of energy produced by the collision and sliding of
particles against the wall is wholly neglected. This leads to a significant over-prediction
in the post-collision particle velocity. One further assumption in the current model is
the neglect of particle rotation (Magnus force) which was considered insignificant for the
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continuum model during the discussion in Chapter 1. As shown by Sommerfeld (1992),
particle-wall collisions significantly effect particle rotation in the near wall region giving rise
to high particulate fluctuating velocity in this region. Hence any discrepancies observed in
Chapter 4 which follow such a behaviour may be associated directly to these assumptions.
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Figure 3.10: Meshes at a wall boundary: (a) shows the finite volume mesh approach of
the hybrid bulk flow model in relation to the PDF domain; (b) shows the corresponding
PDF KM mesh from cell center P to particle radius r, with a gaussian PDF profile for
the inlet conditions.
Before continuing the presentation of the PDF solution and discussing the coupling
between the bulk flow and PDF models, the properties required at the wall by the bulk
flow model need to be identified. In order to define these, we consider the discretised
dispersed phase equations of section 3.6.2 for a typical wall-adjacent mesh cell as shown in
Figure 3.8. The fluxes required for cell B are those crossing the cell boundary at the wall.
This procedure is presented for the particulate continuity, momentum and kd equation in
appendices A.6 to A.8 respectively and the results are summarised here using Awj as the
cell face area in the j direction:
continuity,
Awj 〈αd〉 v˜j |B ; (3.7.23)
momentum,
ρdAwj 〈αd〉 v˜iv˜j
∣∣∣
B
+ ρdAwj 〈αd〉 v˜′iv′j
∣∣∣
B
; (3.7.24)
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kd,
1
2
Awjρd 〈αd〉 vivivj
∣∣∣
B
. (3.7.25)
Having identified the fluxes required by the bulk flow model for the wall conditions, the
flow properties at the PDF boundary that are necessary to solve the PDF KM must be
determined. These can be segregated into two separate types: material properties of both
phases and flow properties in the bulk flow region. In regard to the material properties,
these are wholly represented in the KM through the particulate relaxation time τp
(
= 1β
)
,
which is determined from the material properties of a given flow regime. In terms of the
flow properties, mean flow velocities v˜i, u˜i and interfacial transfer term µ are all required
to solve the PDF transport equation (2.2.13). The mean flow values can be extracted from
the continuum KM whilst the interfacial transfer term can be easily calculated from these
bulk flow properties.
As mentioned previously, the fluxes presented above are all evaluated by the direct
solution of the KM; however the KM results will vary depending on the bulk flow values
prescribed at the PDF boundary. Therefore, for each wall-cell, at each iteration of the
solution procedure, the flow properties at the PDF boundary would change, and hence the
wall fluxes supplied by the PDF KM would change accordingly. The simplest approach
to coupling these methods would be to solve the KM at each iteration for each wall-cell
individually (between steps 2 and 3 of the algorithm in Figure 3.4). However this would
be very computationally expensive and detract from one of the key advantages of using
the continuum approach. Hence an alternative coupling method is used here. Having
identified the properties required by the hybrid model from the KM, and visa versa, the
KM can be pre-integrated to produce a database of wall fluxes for a range of possible bulk
flow inlet conditions. Thus at each iteration and for each cell, the flow properties at cell
centre P calculated by the continuum model would be used to interpolate the wall fluxes
within this database to determine the desired boundary flux required for the continuum
model. This would save on the computational cost significantly, to within bounds that
can be controlled by the size and range of the database.
For the current work, the wall flux database constructed by the project collaborators
at the Multiphase flow group, Newcastle University, has a τ+p range from 50 to 1000 and
a y+ range from r to 100. The database was constructed using fluid statistics from DNS
simulations Moser et al. (1999) (this provides carrier phase velocity and turbulent stress
89
distributions in the boundary layer at a resolution useable on the PDF mesh). The carrier
phase velocity distribution is also used to calculate the maximum and minimum values of
v at the PDF boundary (σ+v and σ
−
v , respectively). These limits are defined as:
σ±vi =
σ±ui√
1 + Sty+=boundary
. (3.7.26)
A schematic of the extraction process is given below in Figure 3.11 showing the step-
by-step interpolation procedure carried out on the database and how this is conducted in
relation to the original algorithm presented in Figure 3.4. The wall condition database
is read in at step 1 ready for interpolation when required. Steps 2 and 3 are as in the
previous algorithm however, in addition to step 3, the non-dimensional variables (τ+p , y
+
p ,
v+1 and v
+
2 ) at cell centres P are calculated. As explained above, these properties were
varied to calculate a range of wall fluxes, hence each non-dimensional variable represents
a dimension of the database. However, they are all independent of each other so that a 1D
interpolation procedure can be used for each property. For this interpolation procedure,
the polynomial interpolation and extrapolation subroutine presented in Press et al. (1992),
and based on Neville’s algorithm (Neville, 1933) is used.
As stated in the flowchart, the flux extraction routine (diagrammatically separated
from the original algorithm) is visited for every cell adjacent to a wall boundary. Once the
non-dimensional flux values are extracted from the database, they are used to calculate
the wall fluxes given earlier in the section and added to the respective source terms. The
volume fraction at the wall is required in the fluxes given by equations 3.7.23 to 3.7.25,
this is provided in the wall flux database as a scaling factor ρsc where:
ρsc =
〈αd〉P
〈αd〉B
. (3.7.27)
For the ASM, the values of the kinetic stresses at cell node B are set according to the wall
flux database. The wall flux for kd is not explicitly given in the database, however, using
the definition kd =
1
2 v˜ivi it may be calculated from the kinetic stresses at cell node B for
use in equation 3.7.25.
3.8 Summary
In this chapter the complete two-fluid-PDF hybrid model is derived and presented.
Beginning with a discussion on the averaging techniques used by both the IC model and the
KM, it is shown that the averaging processes employed to derive the continuum equations
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of both models is equivalent. Therefore it is concluded that the flow variables solved for
by both sets of continuum equations are also equivalent.
Following this, the KM-based continuum equations are derived in section 3.3. The
section also introduces the drag closure approximations and the kinetic stress model, which
are derived directly from the KM and are used in the hybrid approach. The dispersed
phase kinetic stress model consists of an Algebraic Stress Model, based on the work of
Rodi (1972) and is accompanied by a transport equation for kd, similar in form to that of
kc in the IC model.
The only modifications that had to be made to the IC carrier phase model in order
to arrive at the present hybrid model, are effectively the drag closures in the momentum
equation and the interfacial energy transfer closures in the kc and εc transport equations.
These are replaced by expressions derived from the KM and mirror the corresponding
terms in the proposed dispersed phase model.
The complete set of governing equations were then summarised. Direct comparisons
are made between the Navier-Stokes based transport equations of the fluid phase and
their KM based counterparts. The comparisons show that only the closures differ between
the two models. It is noted that the structural similarities between the proposed KM-
formulated dispersed phase model and its predecessor allow for the numerical practice of
the IC model to be applied directly to the proposed set of equations with only minor
modifications.
Adaptation of the IC numerical method to the new set of transport equations is then
presented. The equations are first re-expressed so that the temporal and convection terms
are written in a non-conservative form allowing for the equations to be divided by their
respective phase’s volume fraction. This avoids the problem of singularity as α → 0.
Finally they are re-cast into a linearised form for solution using the SIMPLE algorithm.
The entire discretisation procedure and derivation of the pressure correction equations is
presented to provide a rigorous and complete account of the model solution. The solvers
to be used for the transport equations which were analysed in Oliveira (1992) are then
summarised.
In the final section of this chapter, 3.7, the boundary conditions used by the proposed
model are examined. The boundary conditions employed by the IC model for an inlet,
outlet and symmetric plane are applied in the current work for all transport equations.
The IC wall boundary conditions are also applied to the carrier phase equations. How-
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ever for the dispersed phase, the direct solution of the PDF KM in the near wall region
is used to calculate the wall fluxes required by the continuum model. These wall fluxes
are identified from the particulate continuum model before a suitable coupling method is
discussed. The coupling proposed is achieved by way of a wall function database created
using the KM by our project collaborators for a range of bulk flow conditions. A 1D
interpolation procedure is then applied to the database in order to extract the required
wall fluxes for each cell at every iteration. The extraction procedure is presented and a
modified algorithm, considering the wall flux interpolation and implementation, is pro-
vided. The boundary conditions for the ASM are also discussed and presented for each
type of boundary used in this model.
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Figure 3.11: Modified algorithm showing steps required for implementing dispersed
phase boundary conditions.
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Chapter 4
Validation
4.1 Preamble
In this chapter, the model and numerical procedure presented in Chapter 3 are applied
to several test cases. Comparisons are made between the results of the hybrid model and
those of other two-phase CFD models as well as experimental data. The main objective
here is to validate the results of the hybrid model and its numerical solution. The follow-
ing paragraphs describe in detail each test case that has been employed to achieve this
objective.
The validation procedure begins with the application of the model to idealised flow
configurations. This is done in order to test the model’s ability to capture fundamental
flow properties such as mass conservation. Such cases are presented in sections 4.2 and
4.3 where the results of an unbounded two-phase free uniform stream are discussed. With
the exception of the material properties of each phase, the inlet conditions of both tests
are identical. For section 4.2, the dispersed phase is modelled as a passive fluid tracer
in a liquid so that the results of the dispersed phase should match those of the carrier
phase. In section 4.3, the dispersed phase is modelled as inertial glass particles in air, with
ρd >> ρc.
Section 4.4 presents a test case to validate the dispersive properties of the model.
Here, the model is applied to a shear-free scalar-mixing layer where the dispersed phase
is a fluid tracer whose concentration is prescribed as a step function at inlet. All other
flow properties at inlet are uniform across the simulation domain. Hence a mixing layer
develops downstream of the inlet in which the step profile diffuses across the channel.
Furthermore, the kinetic energy of both phases diffuse in the axial direction, which allows
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for the diffusive terms in the proposed ASM-kd model to be validated. Comparisons of
the numerical results are made with the experimental and analytic results presented in
Huq and Britter (1995).
Section 4.5 considers a more complicated flow in which inertial particles are dropped
into the middle of a shear layer flowing vertically downwards. Therefore, the focus of this
section is to validate the performance of the model in the bulk flow. Results of other
two-phase CFD models are also available for this test case to compare the performance of
the proposed hybrid model to alternative two-phase models.
Section 4.6 provides another test case in which the bulk flow predictions of the proposed
model can be compared against the experimental data and CFD results of a free shearing
flow. However, whereas the shear layer in section 4.5 develops within a channel geometry,
in this case a radial jet within a circular pipe is considered. This allows for the code to be
validated for an axis-symmetric flow. For this case, two sets of conditions are available,
the first consists of solid glass particles within a jet flow so that ρd/ρc ≈ 2600, the second
involves hollow glass particles for the dispersed phase so that ρd/ρc ≈ 280. However, the
inlet conditions of both are very similar so the flow regimes produced in both cases are
similar. Two streams of air issue into the test section from inner and outer pipes, the
inner stream travels at a higher velocity than the outer stream and is evenly dispersed
with particles. As with the shear layer, in this test the particles do not interact with
the walls of the domain and so the case does not test the proposed PDF wall boundary
conditions.
The test cases previewed above are aimed at validating the performance of the hybrid
model in the bulk of the flow and are suitable for this as particle-wall interactions are
insignificant. In the remainder of the chapter, attention is turned to the performance
of the model in bounded flows where particle-wall interactions play a significant role in
the overall flow behaviour. These cases serve to verify the PDF-formulated boundary
conditions database and its use with the continuum model.
Section 4.7 compares the near wall flow predictions of the hybrid continuum KM and
PDF wall model to the wall fluxes in the model itself, which have been calculated inde-
pendently of the continuum model. For this case, only the near-wall region of a uniform
channel flow is considered where inertial particles are evenly dispersed through out the
domain at inlet. This comparison allows for any discrepancies between the two models to
be analysed as well as the continuum KM’s level of adherence to the PDF wall conditions.
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Section 4.8 then presents a full validation case in which the modelling of both the bulk
flow and the particle-wall interactions may be tested. To this end a planar jet flow case
is presented in which the shear layer as well as the particles interact with the domain
walls for a significant length of the simulation domain. Two sets of inlet conditions are
examined and comparisons are made with experimental data as well as results from other
CFD models. Both variations employ an identical set-up in which three streams of air
issue into a channel. The central stream is particle-laden, whilst the outer streams have
identical inlet conditions. For the first set of flow conditions, the inner stream travels at
approximately the same mean velocity as the outer jets, whereas for the second set of
inlet conditions, the inner jet mean velocity is roughly double that of the outer jets. The
particle size and density also differ between cases and allow for two complex but varying
flow regimes to be tested with the proposed KM model.
Conclusions will be made on the performance of the KM for each test case individually
in each corresponding section: a discussion will then be made on the overall performance
in section 4.9.
4.2 Single phase spatially decaying turbulence
In this section the proposed model is applied to an unbounded uniform single phase
stream. The dispersed phase model simulates a fluid tracer in this case and so is expected
to follow the carrier phase flow pattern. This test is done for two main reasons: the first
is to demonstrate the ability of the model to simulate such a limiting flow regime as it
should, the second is that it serves as an appropriate starting point from which to validate
the model. The remaining cases presented in this work will build on the results of this
section and validate the model within increasingly complex shearing scenarios.
4.2.1 Geometry and numerical parameters
A diagram of the channel flow geometry is provided in Figure 4.1 where the simulation
domain is represented by the dotted rectangle. The material properties used for both
phases are those of water and all flow variables are set to be uniform along the channel
width at the inlet. The carrier and dispersed phase turbulent intensity is arbitrarily
prescribed as 5% at the inlet. The volume fraction of the fluid tracer is also set arbitrarily
to 0.001. For such a simple test case all terms of the model but the turbulent dissipation
of both phases should be negligible. Hence any fundamental defects in the modelling will
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Figure 4.1: Flow schematic of the single phase spatially decaying turbulence case.
be easily identifiable.
4.2.2 Results
Figures 4.2 and 4.3 show the axial mean flow velocities of both phases and the dispersed
phase volume fraction, respectively. Both plots show that the properties do not vary along
the channel and that mass is conserved in the simulation. Figure 4.4 shows the turbulent
kinetic energy of both phases and εc in the axial direction. The plot shows the turbulent
energy prescribed to both phases at inlet, dissipating quickly in the axial direction. In
this case, as the dispersed phase is a fluid tracer the dissipation of kd is seen to match
that predicted for kc.
This test case allowed the proposed model to be tested for a simple uniform flow in
which the dispersed phase is a fluid tracer and there are no gradients of any mean property
of the flow save the turbulent energies and εc. The test shows no anomalous predictions
of the flow behaviour in this simple scenario. In particular, the ASM-kd model results
matched those of the k-ε model used for the carrier phase.
97
 0.9
 0.95
 1
 1.05
 1.1
 0  0.2  0.4  0.6  0.8  1
u˜
/u˜
0
,
v˜
/v˜
0
u˜/u˜0
v˜/v˜0
x/L
〉
Figure 4.2: Distribution of normalised axial velocities for the carrier phase – u˜axial – and
the dispersed phase – v˜axial – along the domain centreline.
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Figure 4.3: Distribution of total mass flux for the dispersed phase along the domain
centreline.
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Figure 4.4: Distribution of kinetic energy for both phases and dissipation rate for the
carrier phase turbulent energy along the domain centreline.
4.3 Two-phase spatially decaying turbulence
In this section we look to add some complexity to the flow discussed in the previous
case. Here, the unbounded uniform flow of section 4.2 is modified to model inertial glass
particles within air. The axial velocities of both phases are equal and uniform across
the inlet hence u˜r = 0; therefore no variations in the velocity field should be evident
throughout the domain. However, due to the increased inertia of the dispersed phase
relative to the carrier phase, kd is expected to dissipate at a lower rate than that of kc.
4.3.1 Geometry and numerical parameters
Here, the material property of the carrier phase is modified to that of air (ρc =
1.225 kgm−3, µc = 1.8 × 10−5 kgm−1s−1) and the dispersed phase properties are modi-
fied to those of glass particles with a density of 2800 kg/m3 and diameter 135µm. The
inlet conditions (velocity, turbulent energy, volume fraction) as well as the flow geometry
and mesh properties are kept the same as the previous test case. An illustration of the
simulation domain is provided in Figure 4.5.
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Figure 4.5: Flow schematic of the two-phase spatially decaying turbulence case.
4.3.2 Results
The mean flow properties are plotted in the same fashion as the previous section
in Figures 4.6 to 4.8. As with the previous set of results, the mass flux of both phases
(presented in Figure 4.7) shows no axial variation as expected. Axial plots of the turbulent
energy which are presented in Figure 4.8 show a similar result to the previous test case
in that shortly after entry into the test section, the turbulent energy dissipates and the
dissipation rate of kc drops accordingly. A result which is worthy of note is that the
dissipation rate of kd is lower than that for kc. This is due to the inertial property of the
particles that lose their kinetic energy at a lower rate than the lighter carrier phase. To
accompany this difference in the rate of energy loss between the two phases, a difference
in velocities between the two phases should be expected to develop in Figure 4.6. However
due to the non-dimensionalisation used in the plot, this is not evident in the figure.
In this section the proposed model has been applied to a uniform carrier phase stream
transporting a uniformly distributed dispersed particulate phase. The flow properties used
are that of air for the carrier phase and glass for the particulate phase. The results show
that the model is able to predict the flow of such a mixture without any mass loss and
that the dissipation of the kinetic energies of both phases dissipate shortly downstream of
the inlet. The rate of dissipation of the dispersed phase is lower than that of the carrier
phase and this is thought to be a result of the heavier, more inertial particulate phase
properties.
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Figure 4.6: Distribution of axial velocity for both phases along the centreline.
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Figure 4.7: Distribution of mass flux for the dispersed phase along the centreline.
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Figure 4.8: Distribution of turbulent energy for both phases and dissipation rate for the
carrier phase turbulent energy along the centreline.
4.4 Shear-free scalar mixing
The objective of this test case is to test the dispersion capturing abilities of the
proposed model. The test case returns to the single phase flow scenario of section 4.2,
which is extended in this section to include a gradient in the tracer concentration at the
inlet. Unlike the previous test cases, this case provides a direct comparison to experimental
results – presented in Huq and Britter (1995) – and so serves to validate certain features
of the model. A schematic of the experimental set-up is provided in Figure 4.9.
4.4.1 Geometry and numerical parameters
The flow to be simulated by the model is an unbounded, shear-free mixing layer which
develops downstream of a turbulence generating grid. The overall schematic of the flow
regime is presented in Figure 4.9. The simulation domain extends from just downstream
of the grid, where the inlet disturbances are negligible, to 0.6m downstream of this point.
The channel is 0.15m wide by 0.2m deep, as used in the experimental case. The domain
dimensions are such that the scalar mixing layer does not interact with the boundaries of
the domain. The material properties of the carrier and dispersed phases are set to those
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for water (ρc,d = 1000 kgm
−3, µc.d = 8.94 × 10−4 kgm−1s−1), hence the dispersed phase
represents a fluid tracer dispersed within the carrier phase. A gradient step of tracer
concentration is applied as a step in volume fraction – αd – at the centre of the inlet
boundary. This effectively halves the carrier stream with one side transporting a higher
volume fraction of fluid tracer (〈αd〉 = 0.1) and the other side transporting a lower volume
fraction of tracer (〈αd〉 = 0.01). All other flow properties of the dispersed phase are set
to match those of the carrier phase, hence the term λ˜ji
∂〈αd〉
∂xj
in the momentum equation
is the sole cause of dispersion in this case. The inlet values of the carrier phase are taken
from the experimental publication – Huq and Britter (1995), hence u˜c,d = 0.077ms
−1 and
kc,d = 5× 10−4m2s−2. The axial velocity corresponds to a Reynolds number of ≈ 14, 000.
The half-width of the scalar
(
〈αd〉
)
mixing layer is defined in the flow schematic as:
h ≡ 1
/
2
(
∂ 〈αd〉
∂y
)
y=0
. (4.4.1)
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Figure 4.9: Flow schematic of the shear-free scalar mixing case.
The numerical results for this test case have been calculated on a non-uniformly spaced
mesh spanning 50 cells long and 60 cells wide. The cells are concentrated near the inlet and
at the centre of the channel in order to capture the mixing layer growth and turbulence
dissipation accurately. The cell lengths along the axial direction range from a minimum
value of δxmin = 2.87mm to a maximum value of δxmax = 31.30mm, whereas in the
transverse direction the cell sizes range from δymin = 0.42mm to δymax = 7.47mm.
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4.4.2 Results
Plots are presented here comparing the predicted mean flow properties to the exper-
imental results given in Huq and Britter (1995); analytical results of this flow are also
provided in the cited publication and are plotted here to compare this model’s results to
theory. Figure 4.10 compares the transverse distribution of scalar concentration to ex-
perimental and analytical results at a range of stations downstream of the inlet. Figure
4.11 plots the axial growth of the mixing layer. Finally, in Figure 4.12 an axial plot of kd
is presented. This is compared to the analytical and experimental results for kc, which
should exactly match since the dispersed phase is merely a fluid tracer.
In Figure 4.10, the y co-ordinate – perpendicular to the stream – is normalised by the
mixing layer half-width, h, hence all the profiles plotted at various downstream locations
collapse onto a single curve. The analytical solution of the scalar profile is also plotted in
the figure, the solution suggested in Issa and Oliveira (1996) is used here:
αd(x, y) ≡ 〈αd〉 − 〈α1〉〈α2〉 − 〈α1〉 =
1
2
erfc
(
y
√
π
2h
)
. (4.4.2)
On examining the plot, it is evident that the numerical results of the proposed model are
able to consistently capture the scalar profiles at all the plotted stations. This suggests that
the ∂〈αd〉∂x term in the fluctuating drag force closure (which is the sole driver of dispersion
in this case) is able to capture the dispersion of the tracer accurately.
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Figure 4.10: Scalar mixing case - tracer volume fraction against transverse distance
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Figure 4.11 plots h along the axial direction for comparison against a line of gradient
1
2 (which is the analytic solution implied by equation 4.4.1). The figure shows that the h
values calculated by the KM at several stations along the axial direction, match the analyt-
ical solution very well. Therefore it may be concluded from evaluation of Figures 4.10 and
4.11 that the dispersion terms in the proposed model are able to capture gradient-driven
tracer dispersion profile and mixing layer growth in such simple flow regimes very well. As
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Figure 4.11: Scalar mixing case - axial growth of mixing layer half width.
mentioned previously, due to the absence of any turbulent production, the kinetic energy
of both phases quickly dissipates downstream of the inlet. This allows for the dissipation
terms in the proposed ASM and kd equations to be validated against experimental data.
Comparisons are presented in Figure 4.12 between the KM predicted kd, kc and the ex-
perimental data. As with the previous plots, an analytical solution is also available for the
turbulent energy – provided by Huq and Britter (1995) for u′ and v′ – and is also plotted
in Figure 4.12. From inspection of the figure, it may be restated that the models used for
kc and kd in this work predict the same turbulent energy profile and dissipation rate for
fluid tracer flows. The plot also shows a perfect matching between the predictions of kc,
kd and the analytical results presented in Huq and Britter (1995) suggesting a physically
accurate capture of the turbulent energy dissipation rate by closures used in the model.
The experimental data points show some variations to the analytical result, however the
greatest discrepancy is evidently near the inlet and has correspondingly been explained by
the cited reference as a result of inlet effects. Therefore, it may be stated that the dissipa-
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tion terms of the carrier and dispersed phase models have been validated for unbounded
uniform flows where turbulence generation is negligible.
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Figure 4.12: Scalar mixing case: axial distribution of turbulent kinetic energy.
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4.5 Free shear layer
Thus far the proposed model has been tested against simple unbounded flows in which
there are no mean velocity gradients, hence no turbulence generation or interfacial momen-
tum transfer. Therefore, this test case and that of Section 4.6 will discuss the performance
of the proposed KM in the bulk flow region of more complex flow regimes – where none of
the terms in the momentum equation or its closures will be negligible. Building upon the
scalar mixing layer of the previous section, a velocity gradient is prescribed at the inlet of
this case and heavy inertial particles are released from a point source at the centre of this
gradient (a schematic of the flow regime is provided in Figure 4.13). Hence a shear layer
develops within the channel, which entrains the particles and influences their dispersion
within the domain. The shear layer also gives rise to strong anisotropies in the flow, which
should be captured by the kinetic stress and drag closures of the dispersed phase. To that
end, the fluctuating drag force terms containing λ˜ and µ˜, which were previously closed
using the homogeneous approximations (equation 3.3.10), will now be closed using the
shear flow approximations (equations 3.3.11 and 3.3.12). This shear layer case is again an
unbounded flow case as the domain walls are sufficiently far from the channel centre so
that particle-wall interactions do not occur.
4.5.1 Geometry and numerical parameters
The shear layer consists of two planar streams of air, separated by two splitter plates of
3mm thickness that form a wedge shape upstream of the inlet. The domain itself is 0.45m
long and has a rectangular cross-sectional shape 0.15m by 0.1m in dimension. The two
layers of air are issued into the domain at different but uniform axial velocities (u˜1 =
13.1ms−1 and u˜2 = 4.0ms
−1). Glass particles of density 2590 kgm−3 and diameter dd =
42µm are dropped from a 0.57mm gap between the two splitter plates at approximately
1ms−1. It should be noted that the experimental study was conducted using a mean
particle diameter of 42µm with a standard deviation from the mean value of σ = 5.4µm.
A schematic of the flow is presented in Figure 4.13. The full experimental set-up and
study is presented in Hishida et al. (1992) and Maeda et al. (1992).
The inlet values for this test case have been interpolated from the experimental data
points provided in Maeda et al. (1992), however it should be noted that the width-depth
orientation of the channel dimensions along the x-axis is ambiguous. Based on the eval-
uation of the experimental results and by considering the findings of other CFD models
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Figure 4.13: Shear layer test case schematic
(EDF – Maeda et al., 1992 and IC – Oliveira and Issa, 1998), the width of the domain
was taken to be 0.15m. Also, the transverse velocity readings of the experiment have
been highlighted as erroneous in Maeda et al. (1992). For the purposes of this test, the
inlet values of the transverse velocity have been set equal to zero. A discussion of these
uncertainties and justification for the above decisions are presented in section 4.5.2.
The numerical results of this shear layer test case have been calculated on a uniform
mesh spanning 100 cells along the axial direction by 100 cells along the transverse direction.
As will be shown in section 4.5.2, a grid independence study showed this mesh density to
be sufficiently refined. This corresponds to cell dimensions δx = 4.5mm and δy = 1.5mm.
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4.5.2 Results
Prior to comparing the results of the simulation against data, a grid independence analysis
is presented in Figure 4.14 where solutions of the axial carrier phase velocity have been
plotted at 4 locations downstream of the inlet: x/H = 0.6; x/H = 1.0; x/H = 1.3 and
x/H = 1.6. The numerical results have been obtained using three different mesh densities:
50× 50 cells; 100× 100 cells and 200× 200 cells. The purpose of the plot is to show that
as the grid is refined, the solution yielded by the model converges to a single solution –
this can be seen in the plots.
Having verified grid independence, attention is now turned to validating the results.
Figures 4.15 to 4.19 present plots of the mean flow properties at the same 4 stations
mentioned above. Comparisons are made in these plots between the experimental data of
Maeda et al. (1992), the continuum KM and results of the EDF model. The experimental
and EDF results were published in Maeda et al. (1992).
Figure 4.15, presents transverse plots of the mean axial carrier phase velocity; the
difference in axial velocity between both sides of the channel is clearly visible. At the
centre of the channel, a shear layer develops, this is represented by the gradient joining
the two plateaus of differing axial velocity. As the flow progresses downstream, the gradient
reduces and spreads across the channel. This indicates the spreading of the shear layer.
Of importance in this comparison is the ability of the KM to capture this spreading
accurately – which appears to be the case on initial observation of the plot. The qualitative
trend is satisfactory, as is the quantitative capture of the shear layer spread on the low
velocity side of the channel. However on the high velocity side of the channel, the shear
layer spread is under-predicted by the KM from the first station and continues to be
so at all the other downstream locations. On assessing the IC results, it is clear that
this is a characteristic of the original IC carrier phase model, which is also used in the
hybrid approach. In comparison, the EDF approach is able to capture this experimental
trend on the high speed side: this discrepancy between these numerical results requires
further investigation and will be discussed in more detail, later on in this section. Another
discrepancy between the numerical results is the range of the plots: the KM and IC
models stretch to 2y/H = ±1.0 (corresponding to a 0.15m wide channel), whereas the
EDF results reach only 2y/H = ±0.67 (corresponding to a 0.1m wide channel). To justify
the decision of using a 0.15m wide channel, we consider the experimental results, which
have a range of 2y/H = ±0.67 in all the plots. However, as is seen in all the numerical
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results, the presence of a boundary layer at the wall results in a reduction of u˜axial, which
is not evident in the experimental data at 2y/H = ±0.67 – unlike the EDF results which
show a significant decrease in axial velocity in this region. Hence it may be argued that
the experimental channel had a width of 0.15m and that if it were 0.1m wide, a drop in
axial velocity – characteristic of the development of a boundary layer – would have been
clearly identifiable at 2y/H = ±0.67.
Figure 4.16 presents transverse plots of the particle mean axial velocity. Note that in
this plot and with the subsequent plots of particulate properties in this chapter, the profile
is truncated to only exhibit values in the regions where αd 6= 0. The figure shows a narrow
concentration of particle velocity readings near the inlet, which then disperses across the
channel as the flow progresses downstream. This is accompanied by the development of
the shear layer which follows the profile seen in Figure 4.15. Furthermore, the particles are
dropped into the fluid stream at a significantly different axial velocity to the issuing fluid.
Hence the profiles in Figure 4.16 are seen to increase in magnitude as the dispersed phase
is transported downstream. Overall the qualitative predictions of the KM are good as
the profiles at all the stations agree with the experimental data. However, quantitatively
there exists a large discrepancy between the KM and the experimental data on the high
velocity side of the channel: the particle velocity is over-predicted in this region and this
is most noticeable at the first station but diminishes downstream. On the lower velocity
side of the channel, the KM under-predicts the axial velocity at x/H = 1.0, but recovers
in the final stations and conforms very well with the experimental results. In comparison
to the KM results on the low velocity side, the IC results are very good and remain within
the bounds of the experimental points at all stations, whereas the EDF results initially
show good agreement but then over-predict v˜axial at the final stations. However on the
high speed side there is an over-prediction in axial velocity by all the numerical models in
comparison to the experimental data. These discrepancies may be caused by the range of
particle sizes used in the experimental results and the single particulate diameter which
can be specified in the numerical models. Maeda et al. (1992) state that although the
particles used in the experiment had a mean diameter of 42µm, the standard deviation
of particle size was 5.4µm. This helps to explain why all the numerical methods are able
to capture particular aspects of the experimental distribution at certain stations very well
but are unable to accurately predict the entire distribution at all of the stations.
Figure 4.17 presents plots of the carrier phase axial fluctuating velocities. For the
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KM, this is calculated from kc as u˜′axial =
√
2kc/3, whilst for the other data sets, it
is taken directly from Maeda et al. (1992). In these plots the experimental results show
a sharp concentrated peak of the axial fluctuating velocity at x/H = 0.6. This then
dissipates slightly at x/H = 1.0 and remains fairly constant in magnitude at the other
downstream locations. The peak is also seen to broaden in the downstream direction with
the shear layer growth. Respectively, the results of the KM show a narrower peak, smaller
in magnitude which remains fairly constant in height at all four stations. This results in a
significant under prediction of the turbulent velocity on the high speed side of the channel
– in line with the lower rate of shear layer growth seen in Figure 4.15. The EDF model,
shows a slightly taller peak than the KM, but this also stays at the same height at all
stations. However, the EDF captures the transverse peak growth more accurately than
the KM. This compliments the shear layer growth predictions discussed earlier. Previous
analysis on the IC model for a similar test case have been presented in Oliveira and Issa
(1998). The analysis showed that the under prediction of the shear layer growth in the IC
model is a direct consequence of the narrow peak of the turbulent velocity, which in-turn
is due to the k-ε model and its inability to capture anisotropies in the turbulent flow field.
However, the EDF approach also employs the k-ε model, hence other factors may also
contribute to this discrepancy such as the apparent difference in channel width.
Figure 4.18 presents plots of the dispersed phase axial fluctuating velocity (calculated
as v˜′axial =
√
v˜′v′axial) at the same 4 stations mentioned previously. Unlike the carrier
phase fluctuating velocity, the particle fluctuating velocity is seen to increase in magnitude
as the flow progresses downstream and the inertial particles slowly conform to the fluid
turbulent motion. In the figure, the KM results appear to capture the profile of the
experimental results quite well. However, quantitatively there is a large under-prediction
on the low speed side of the channel which is in line with the discrepancy seen in Figure
4.16 in this region. Hence this may also be a result of the discrepancy between the range
of particle diameters used in the experiments and the single diameter used in the KM. In
comparison, the EDF results show an under-prediction of v˜′axial at all the stations and are
unable to pick up on the profile. This however contradicts the v˜axial profile seen previously
and suggests an accurate capture of v˜′axial in the EDF may give rise to a much wider v˜axial
profile.
The final series of plots in this test case – Figure 4.19 present the particulate volume
fraction. Here, the particles are concentrated at the centre of the channel near the inlet
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and slowly disperse across the test section as they travel downstream. It may be observed
that the volume fraction peak shifts toward the lower velocity side of the channel as
the particles are transported downstream. This is explained by Hishida et al. (1992) as
the effect of particles conforming to the vortical structures produced in the shear layer.
Essentially, the large vortices in a shear layer entrain carrier fluid from the high velocity
stream into the low velocity stream. In this case, particles are introduced directly in the
centre of these structures. At first they travel axially due to their inertia and, with a
high probability, interact with these large vortices. Hence the dispersed phase is strongly
affected by this entrainment caused by the vortical structures and so the distribution of
αd is skewed to the low speed side. The KM results in this figure show a good matching
with the experimental peak heights at all locations plotted. Most importantly, the peak is
seen to skew slightly toward the low speed side of the channel suggesting the KM is able
to pick up on some of the effects of turbulent anisotropies. The EDF results also show a
fairly good capture of the peak magnitude although the αd profile does appear to diffuse
at a greater rate than the experimental data at the final two stations. Also the EDF peak
is unable to capture the skewing effect. Although particle dispersion is clearly greater on
the low speed side, the peak remains at the channel centre.
A series of conclusions may be drawn from the discussion of the plots given above.
Primarily, it may be stated that the overall results of the KM show a good qualitative
agreement with the experimental data. Quantitatively there is a satisfactory matching by
the KM to the experimental data, with the most significant discrepancy being the under-
prediction of shear layer development – on the high speed side for the carrier phase and
on the both sides for the dispersed phase.
The most significant result for the KM, is seen in Figure 4.19 in which the particulate
volume fraction plots compared well not only to the magnitude of the experimental peak
but also showed consideration of the skewing effect caused by large vortices in the shear
layer. This result may be attributed to the inhomogeneous λ˜ and µ˜ closures used in this
test which enforce the inhomogeneous nature of the flow through the velocity derivative
∂u˜axial
∂xtransverse
. In comparison, the EDF was unable to capture this skewing effect. A better
capture of this skewing effect may be achieved by modifying the drag force closures λ˜ and
µ˜. Two possible avenues of improvement are the inherent assumptions employed in the
derivations of the closure relations and the approximation of τL (which features in both
λ˜ and µ˜). With regards to the former point, Swailes and Darbyshire (1999) points out
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Figure 4.14: Study of grid independence using the mean axial carrier phase velocity.
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Figure 4.15: Transverse distributions of the mean axial velocity of the carrier phase at 4
stations downstream of the inlet.
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Figure 4.16: Transverse distributions of the mean axial velocity of the particulate phase
at 4 stations downstream of the inlet.
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Figure 4.17: Transverse distributions of the fluctuating axial velocity of the carrier phase
at 4 stations downstream of the inlet.
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Figure 4.18: Transverse distributions of the fluctuating axial velocity of the particulate
phase at 4 stations downstream of the inlet.
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Figure 4.19: Transverse distributions of the particulate phase volume fraction at 4
stations downstream of the inlet.
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that the closure relations are derived using the assumption of a linearly varying mean flow
so that u˜ = a · x, where a is some rate matrix. This assumption may be valid for ideal
flows, however in the context of such a flow regime as described in this section, its validity
may be questionable. The latter point refers to the value of the coefficient CL which is
used in the approximation for τL; as mentioned in section 3.3, the value of this coefficient
is subject to the flow regime to which the model is being applied. Therefore suggested
values of this coefficient and the approximation of τL as a whole have been found to vary
across various publications. Clarification of the value of this coefficient or a more suitable
approximation of τL may benefit the efficacy of the KM.
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4.6 Free jet flow
In this section, the proposed KM approach is tested against a particle-laden round
jet configuration. As with the shear layer, the domain walls are sufficiently far from the
particle loaded region of the flow so that particle-wall interactions do not occur. Hence
this test case also focuses on the bulk flow modelling abilities of the KM. Furthermore, in
this section, only a slice of the round jet is simulated so producing a wedge-shaped flow
domain which is meshed using a non-orthogonal grid. The experimental data and set-up
are available from Hishida and Maeda (1991) who also state that the particulate presence
in this case plays a significant role on the overall behaviour of the fluid phase. Schematics
of the flow regime and numerical domain are provided in Figure 4.20.
Two variations of this test case are provided in Hishida and Maeda (1991), which differ
only by the material properties used for the particulate phase. However the subsequent
flow regimes of the variants differ significantly, giving rise to two unique flow conditions
within the test section and hence yield two sets of results for validation. The first variant
uses a particle/fluid density ratio of ρd/ρc ≈ 2600 whereas the second variant uses hollow
particles with ρd/ρc ≈ 280. Hence the particle inertia differs between the two cases and
the performance of the proposed model may be characterised for varying particle inertias.
Results of the KM are compared against the experimental data and, where available, the
numerical results of the EDF and IC models.
4.6.1 Geometry and numerical parameters
The jet flow consists of two concentric inlet pipes which issue inner and outer streams
of air at approximate mean axial velocities of u˜i = 26.0ms
−1 and u˜o = 15.5ms
−1 respec-
tively, into the circular test section. The outer pipe of length L = 0.6m has a diameter of
Do = 60mm which encircles the inner pipe of diameter Di = 13mm. Glass particles are
introduced into the inner stream of air, upstream of the inlet. A schematic of the flow con-
figuration is provided in Figure 4.20 with an illustration of the wedge-shaped cross-section
used to achieve the results presented in this section.
With this configuration, experiments using two different particle relaxation times were
reported and are summarised in Table 4.1. The heavier glass particles case will be referred
to as the first variant of this test case where as the lighter particle case is referred to as
variant 2.
The numerical results for this test case were obtained using a uniform mesh spanning
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Figure 4.20: Schematic of the jet flow test case.
ρd(kgm
−3) dd(µm) τp(s) v˜axial(ms
−1) 〈αd〉
Variant 1 2590.0 64.4 0.0328 23.14 1.51× 10−4
Variant 2 280.0 80.1 0.0055 25.94 1.51× 10−4
Table 4.1: Summary of jet flow test case variations.
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50 cells in the axial direction by 48 cells in the transverse direction corresponding to a
δx = 0.012m and a δy = 1.25 × 10−3m. The mesh geometry is that of a 5◦ wedge
hence the cells are non-orthogonal. It should be noted that this mesh is identical to that
used to obtain the results of the IC model (presented in section 4.6.2). These numerical
parameters are employed for both variations of this case. Also for both variants of this
test case, comparisons of the KM results are made with experimental data and other CFD
codes at three stations downstream of the inlet: x/Do = 5, 10 and 15.
4.6.2 Results – variant 1
Figure 4.21 shows the mean axial carrier phase velocity distributions of the experi-
mental data, the KM, IC and EDF models. At the first station, the experimental results
show a peak produced by the relatively faster moving inner stream. Here, little mixing
has occurred between the two streams so the peak is concentrated at the centre of the pipe
and is approximately the same size as the inner pipe. At the stations further downstream,
the inner stream diffuses across the domain and hence the peak seen at x/D0 = 20 is
significantly wider and flatter. Qualitatively, the numerical results follow the same profile
as the experimental results and there appears to be no significant discrepancies between
any of the profiles. Quantitatively however there is a distinct difference between the areas
enclosed by the numerical results and the area enclosed by the experimental data – par-
ticularly at x/D0 = 20. This suggests that the mass flow rate m˙ =
∫
ρcu˜axial 〈αc〉 dr is
not constant, which implies that the measurements must contain a large margin of error
since they do not conserve mass. In fact, Hishida and Maeda (1991) do state that the
mass flux of the experimental results may not be conserved. As a result of this, a rigorous
comparison of the numerical and experimental data can not be made for u˜axis. However,
what may be stated is that the EDF model shows a greater rate of spreading compared
with the KM and IC model. There also appears to be a difference in peak heights between
the IC model and the other two numerical results. However this is most likely to be due to
a difference in inlet conditions used, particularly as the discrepancy is largest at x/D0 = 5
and reduces in the downstream direction.
Figure 4.22 presents particulate axial velocity profiles at the same downstream loca-
tions as in Figure 4.21. The velocity distributions follow a similar trend to those of the
carrier phase in that a concentrated peak of particulate velocity is seen at x/D0 = 5 which
widens as the particles are transported downstream. However, in this series of plots, the
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peak is seen to first increase in magnitude (reaching v˜axial/∆u˜axial = 1.95 at x/D0 = 10)
before reducing to v˜axial/∆u˜axial = 1.75 at the final downstream location. For the par-
ticulate phase also, Hishida and Maeda (1991) states that mass has not been conserved
in the experimental data set. Hence the source of this rise in particle velocity (which is
not evident in any of the numerical results) can not be ascertained through a quantita-
tive comparison between the numerical and experimental results. Qualitatively however,
both sets of data show a fairly good agreement in profiles: a peak at the channel centre
which diffuses in the downstream direction. The numerical results show a broader, flatter
profile than the experimental data, suggesting a faster rate of dispersion. Furthermore, at
x/D0 = 20, the experimental velocity increases at the edges of the central peak: unfor-
tunately this characteristic is not evident in the numerical results and is not explained in
Hishida and Maeda (1991).
Figure 4.23 presents the radial carrier phase velocity distributions at x/D0 = 5, 10
and 20. The distributions show positive values at the centre of the channel surrounded by
regions of negative velocities. The experimental profile seen here is a subject of discussion
in Hishida and Maeda (1991) and is considered to be erroneous. The data points suggest
that the gaseous phase is travelling away from channel centre near the pipe axis and toward
the channel centre where u˜r is negative. The existence of this negative region has been
attributed by the experimental publication to the wedge-like lip of the outer section used
upstream of the inlet. Due to the unreliability of the results, meaningful comparisons
cannot be made here between the experimental and numerical results. All that can be
stated is that the KM and EDF profiles show close agreement.
The particulate mean radial velocities are plotted in Figure 4.24. At station x/D0 = 5,
the experimental results show a U-shaped positive velocity profile, implying the particles
are travelling away from the channel centre at a transverse velocity increasing with radial
distance. This profile diffuses in the downstream direction, suggesting the rate of particle
dispersion decreases as the particles are transported downstream. Quantitatively the KM
heavily under-predicts the experimental dataset at the first station and also at x/D0 = 10.
Furthermore, at these locations the KM profile flattens at its extremities and remains so
at the last station. This change in profile suggests the predicted rate of dispersion of the
particles decreases away from the channel centre. Between the second and last stations,
there is little variation in the KM profile, whereas the experimental results reduce sharply
from v˜radial/(u˜axiali − u˜axialo) = 0.09 at x/D0 = 5 to 0.04 at x/D0 = 10. The EDF
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profile also reduces in magnitude although to a lesser extent. However, it should be noted
that the anomalous u˜radial profile will have certainly had some influence on v˜radial and
furthermore, the magnitude of the profiles are considerably small. Hence it is questionable
how accurately such low velocities can be measured. The effect of these issues can not
be quantified, hence the only observations that can be made here are the relative trends
between the KM and experimental data.
Figures 4.25 and 4.26 plot the fluctuating velocity profiles of the carrier and dispersed
phase respectively. Both plots show a double-peak profile, where the peaks are represen-
tative of the turbulent mixing regions at the edges of the inner jet. This profile flattens
and broadens in the downstream direction as the flow mixes and the turbulent energy
dissipates. For the carrier phase, the numerical results show good capture of the profile
with the smallest discrepancies in profile magnitude produced by the EDF. The IC model
has the largest discrepancies of this kind and the KM shows an improvement on these
results. With the only difference in the k-ε model between the IC and KM being the drag
force closures, this improvement may be attributed to the λ˜ and µ˜ models used in this
work. For the particulate phase, the capture of the experimental profile and magnitude
by the KM is noteworthy. The final station suggests an over-prediction of shear layer
development, although this is in line with the broader v˜axial profile in Figure 4.22 and the
over-prediction of v˜radial in Figure 4.24. Comparatively, the EDF profile does not pick
up the dual-peak profile and shows a very smoothed result with an under-prediction of
the v˜′axial magnitude. However, the KM result is a vast improvement on the IC model
profile which remains ≈ 0.01 across the channel at all stations. This poor prediction of
particulate kinetic stress by the IC model may be attributed to its reliance on a response
function to approximate the particulate kinetic energy.
The final plot shows the distribution of particulate mass flux at the same three stations.
Experimental data points were not available for the first station and hence a comparison
can only be made between the three numerical models. The experimental results at the
final two stations show the particulate distribution to form a peak at the channel centre
which diffuses as the flow progresses downstream. The general trend of the numerical
results shows that the EDF model predicts a faster rate of dispersion than that of the
KM which in-turn predicts a faster dispersion rate than the IC model. The difference in
dispersion rate between the EDF and KM can be mainly attributed to the v˜radial profiles
of Figure 4.24. As mentioned previously, Hishida and Maeda (1991) state that mass has
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not been conserved in their data. This may be verified be integrating the experimental
profiles at each station and comparing the total mass. By conducting such an analysis the
discrepancy in total m˙ at the final two stations is found to be ≈ 30%, suggesting that the
experimental values should be greater in magnitude than that seen here and closer to the
KM profile.
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Figure 4.21: Jet flow results - variant 1 - mean axial carrier phase velocity.
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Figure 4.22: Jet flow results - variant 1 - mean axial dispersed phase velocity.
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Figure 4.23: Jet flow results - variant 1 - mean radial carrier phase velocity.
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Figure 4.24: Jet flow results - variant 1 - mean radial dispersed phase velocity.
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Figure 4.25: Jet flow results - variant 1 - fluctuating axial carrier phase velocity.
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Figure 4.26: Jet flow results - variant 1 - fluctuating axial dispersed phase velocity.
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Figure 4.27: Jet flow results - variant 1 - dispersed phase mass flux.
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4.6.3 Results – variant 2
Results of the low inertia variant of this test case are presented in this section. The
same flow properties compared and discussed in Section 4.6.2 are also evaluated here.
Figure 4.28 presents the transverse profiles of the mean axial carrier phase velocity. As
with the first variant, the velocity profile is that of a peak which diffuses in the downstream
direction. It should be noted that, Hishida and Maeda (1991) state that mass has not
been conserved in the experimental results of this variant also. Hence although a thorough
quantitative analysis may not be carried out on these results, a discussion on the qualitative
performance of the KM is presented here. Overall, the profiles of the KM at all stations
match well with the experimental and EDF results. There are only slight discrepancies in
the width of the peaks between the three profiles. This is particularly evident at the final
station, where the KM predicts a wider peak to the experimental results but narrower than
the EDF results. At x/D0 = 20, discrepancies are also evident between the three results
for the peak height relative to the mean outer jet velocity. At this station, the relative
peak height is slightly under-predicted by the KM and more so by the EDF, relative to the
experimental results. These observations suggest that the KM slightly under-predicts the
shear-layer spread of the jet flow but is slightly better than that predicted by the EDF.
The mean axial particulate velocities are plotted in Figure 4.29. As before, the ex-
perimental results for v˜axial adhere to the velocity profiles of u˜axial. Experimental data is
not available for the first station but at the final two stations, shows a peak of particulate
velocity that diffuses in the downstream direction. Again, it should be noted that mass
has not been conserved in the experimental results and hence only a qualitative discussion
on the results of the KM is presented here. The numerical results of the KM and the
EDF are very similar at all three stations. There are slight discrepancies at the first and
second stations, whereby the KM shows a wider and flatter peak. This relative difference
between the two profiles is contradictory to that seen for u˜axial in Figure 4.28. In regards
to the experimental results, there is good agreement with the KM profiles. However, at
x/D0 = 10, the KM shows a slightly higher diffusion rate of the particle velocity distribu-
tion, which is in line with the carrier phase results and may be considered to be a direct
cause of the over-prediction of u˜axial’s velocity peak.
The mean radial velocities of the carrier and dispersed phases are provided in Figures
4.30 and 4.31 respectively. The carrier phase velocities suffer from the same discrepancies
of the first variant of this test case in that large regions of negative radial velocity are
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seen in the experimental data series. In comparison, the numerical results of both the KM
and EDF models are comparable, positive and much smaller in magnitude. Little more
information regarding the performance of the KM may be extracted from this figure. For
the plot of v˜radial, the experimental data points show a similar profile to that seen in the
first variant of this test case, although here the velocity profile is smaller in magnitude.
At x/D0 = 20, two points in the experimental profile are plotted which are much larger in
magnitude than the overall distribution. Although they appear to be erroneous readings,
they are not discussed in Hishida and Maeda (1991). The KM results at x/D0 = 10
show a large over-prediction of the experimental profile and a fall-off region of v˜radial. At
x/D0 = 20, a similar statement may be made if the two mis-fitting experimental points are
neglected. These plots and those of the first variant suggest that the KM does not appear
to perform well in predicting v˜radial for this case. In comparison the EDF model shows
a better match with the radial velocity, the fluctuatory regions appear to be numerical
errors where 〈αd〉 is ≈ 0. The EDF profile has captured the experimental profile and
magnitude well at the final stations. Considering the first variant, it was discussed that
the KM profile appeared to have an ambiguous ‘drop-off’ region at the extremities of its
distribution. This appears to be the case here also, but more well defined. However, it
may be noted that this characteristic is also evident in the EDF profile, which provides
some consistency between the numerical results and supports their presence in the v˜radial
results of both variants. Unfortunately, due to the erroneous u˜radial profile, it is unclear
how reliable these results are. Furthermore, the magnitude of the radial velocity profiles
are very small, hence the accuracy with which such small velocities can be measured is
questionable. Therefore, the observations made for these radial velocities should not be
strongly considered in the evaluation of the overall performance of the KM.
The following two figures – 4.32 and 4.33 – present the radial distributions of the axial
fluctuating velocity of the carrier and dispersed phases. The experimental and numerical
carrier phase plots shown for this variant of the jet flow case are very similar to those of
the first variant. For both phases, the experimental results take the form of two peaks
which correspond to the mixing regions of the domain and spread in the radial direction
as the flow progresses downstream. For u˜′axial, the results of the KM show that the
profile is captured well at the final two stations, although it appears slightly smoothed. In
comparison, the EDF model captures the magnitude of the experimental profile slightly
better at the two stations. For v˜′axial, the KM follows the experimental profile remarkably
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well, capturing the distribution and magnitude accurately. The slightly wider KM profile
in this plot is in line with the higher v˜radial plot of Figure 4.31. In comparison, the EDF
model predicts a smoothed version of the two peaks where the magnitude of its results
under-predicts that of the experimental profile by almost 50%.
The final figure of this section (4.34) presents the mass flux distribution. Again, the
experimental results are similar to those discussed for the corresponding figure in variant
1. Here the KM results are seen to qualitatively match the experimental data points very
well. At the final station a difference between the EDF and KM profiles is observed,
whereby the KM predicts a faster rate of dispersion. This is in line with the larger v˜radial
and v˜′radial profiles predicted by the KM. However, as with variant 1, these results are not
reliable due to the loss of mass flux in the experimental profiles. A similar analysis to that
carried out for variant 1 showed that by integrating the area enclosed by the experimental
results the mass discrepancy between the distributions at x/Do = 10 and x/Do = 20 is
≈ 30%.
4.6.4 Discussion
The findings of the comparisons made in this section for both variants are now
summarised. However, it should first be reiterated that the experimental results of
Hishida and Maeda (1991) suffered from two major issues. The first of which is the lack of
mass conservation for both phases and the second is the anomalous distributions of u˜radial
– which may have affected the results of v˜radial. The consequence of these is an inability to
conduct a quantitative comparison on u˜axial, v˜axial, u˜radial, v˜radial and m˙ for both cases.
However, numerical results of the EDF model were available for both and of the IC model
for the first so the consistency of predictions between separate models could be assessed.
Overall, the results discussed in this case for the KM were promising. An improvement
was seen in the capture of particulate kinetic stress over the IC and EDF results. This was
a direct consequence of the proposed particulate kinetic stress closure. The KM was also
thought to show an improvement in the modelling of mass flux distribution on the other
models. Although the experimental mass flux distributions were unreliable, an analysis on
the discrepancy in total mass flux at all stations suggested the experimental data should
be closer to the KM profile. However, this can only be speculated at present and requires
further investigation. Finally for the mean flow velocities in the axial and radial direction
for both phases, the KM results showed consistency with those of the IC and EDF models
134
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
-1 -0.5  0  0.5  1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
Experimental
KM
EDF
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
˜˜
(u˜axial − u˜axialo)/(u˜axiali − u˜axialo)
x
/D
o
=
5
x
/D
o
=
10
x
/D
o
=
20
2y/Do
Figure 4.28: Jet flow results - variant 2 - mean axial carrier phase velocity.
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Figure 4.29: Jet flow results - variant 2 - mean axial dispersed phase velocity.
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Figure 4.30: Jet flow results - variant 2 - mean radial carrier phase velocity.
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Figure 4.31: Jet flow results - variant 2 - mean radial dispersed phase velocity.
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Figure 4.32: Jet flow results - variant 2 - fluctuating axial carrier phase velocity.
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Figure 4.33: Jet flow results - variant 2 - fluctuating axial dispersed phase velocity.
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Figure 4.34: Jet flow results - variant 2 - dispersed phase mass flux.
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in both variants.
Together with the conclusions drawn from the previous section, the bulk flow modelling
by the KM appears to be consistent and an improvement on the IC model for some
properties. Attention may now be turned to the proposed wall flux database and its
verification.
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4.7 Confined two-phase turbulence
Having completed several bulk flow validations on the proposed hybrid model, we now
turn our attention toward validating the PDF boundary conditions and their coupling to
the continuum KM. It should be noted that validation of the PDF KM and the accuracy
of the wall functions database has been entirely conducted by our project collaborators
– see van Dijk and Swailes (2007). In this section, focus is placed on assessing the PDF
KM wall functions over an extended region, beyond the wall-layer (over which it is applied
in this work). The values provided by it in this region should match those calculated by
the continuum KM. The objective of this section is to identify any discrepancies between
the two models. Disagreements that are identified here for this simple flow regime may
help to identify discrepancies in more complex test cases between the proposed model and
experimental data.
4.7.1 Geometry and numerical parameters
The flow regime used in this test case follows that of the uniform flow presented in
section 4.3. However, in this section, the simulation domain is bounded by walls hence
a non-uniform velocity distribution develops in the transverse direction of the flow. The
ρd/ρc density ratio is kept at ≈ 2800 and the carrier phase material properties are those
of air at room temperature. The analysis conducted in this section is restricted to the
near-wall region of a zero-gradient, fully developed section of the domain. The domain
considered here ranges from a y+ corresponding to one particle radius (r) from the wall
to the upper limit of the PDF database at y+ = 100. This y+ range is spanned by two
cells of the continuum model mesh with cell centres at y+ ≈ 35 and y+ ≈ 105. The y+
of the first cell is set at this value so that it may lie within the limiting bounds of the
carrier phase wall conditions. Therefore, the results of this test case will plot the mean
flow properties of the PDF wall functions database against those of the continuum KM
at three nodes: the boundary node and the centres of the two cells that lie within this y+
range.
Details of the PDF KM solution methodology are given in van Dijk and Swailes (2007)
and have also been outlined in section 3.7.5. It should also be reiterated that for the
creation of the database, λ˜ in the PDF KM has been neglected. This assumption was
made on the basis that in the near-wall region, the Stokes’ number → ∞ and hence
λ→ 0.
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4.7.2 Results
Figure 4.35 plots the ratio of volume fraction 〈αd〉y
+
/ 〈αd〉wall against the normalised
wall unit y+. The continuum model node value at the wall is set equal to the PDF value.
Flow properties at the node y+ ≈ 30 (referred to in this section as cell centre P ) are used
to extract the wall fluxes and so it also follows the wall functions value exactly. The node
at y+ ≈ 100 (referred to in this section as cell centre P + 1) is the centre of the second
cell from the wall and is the one where the values yielded by the two models are to be
compared. A slight discrepancy is observed here, which should be expected as the node
is well within the bulk flow region; hence it is influenced by three dimensional flow effects
which violate the Couette flow assumption upon which the PDF KM is solved.
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Figure 4.36 plots the normalised, mean axial particulate velocity calculated by both
models. The figure shows a good overall matching with a maximum discrepancy between
the two results of ≈ 16% at cell centre P . Such discrepancies between the results may be
caused by a few factors: interpolation error; three-dimensional effects or the neglect of λ
in the PDF KM. Interpolation errors are unlikely to produce such a large effect and would
also have been evident in Figure 4.35. Three-dimensional effects may have produced such
a discrepancy however one would expect the error to increase at the P + 1 node – but it
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does not. This leaves the hypothesis that the neglect of the fluctuating drag force closure
λ is the cause, suggesting that this assumption is poor and that account must be taken of
the fluctuating drag force closure in the solution of the PDF KM.
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Figure 4.36: Continuum-PDF comparison - v˜+1 .
Figure 4.37 presents the plot of the mean wall-normal velocity in the same format as
the previous plots of this section. The figure shows a significant discrepancy between the
continuum KM and the PDF KM solutions at both P and P +1. At cell node P , a similar
discrepancy is observed to that of v˜1, which may also be attributed to the neglect of λ
from the PDF model. The larger discrepancy at P+1 may be caused by three-dimensional
effects in the flow which invalidate the Couette flow assumption upon which the PDF wall
functions are based.
In conclusion, the results of this test case compare the adherence of the combined
continuum-PDF KM to the wall functions calculated solely by the PDF KM. The com-
parisons of this test case aim to show that numerically the PDF wall fluxes have been
accurately interpolated from the database and that the continuum KM mean flow prop-
erties adhere to their PDF KM counterparts. Furthermore, the test section allows any
discrepancies between the results of the two models to be identified and so provides an av-
enue by which discrepancies in more complex flow characteristics (to be considered in the
following section) may be evaluated. The results presented here show that in the region
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Figure 4.37: Continuum-PDF comparison - v˜+2 .
between the wall and the centre of the adjacent cell there is a good agreement between the
two models for 〈αd〉 and v˜1. Some slight disagreements in the latter were considered to
be due to the neglect of λ in the PDF KM. For v˜2, the discrepancies were slightly larger
but were thought to be caused by three-dimensional effects which violate the Couette flow
assumption.
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4.8 Confined planar jet flow
In this section, the full KM hybrid model with the PDF-calculated wall-conditions is
validated against the experimental data of a bounded planar jet. Having successfully com-
pleted several validations for the bulk flow model, the comparisons here serve to identify
the performance of the model within flow regimes where particle-wall interactions play
a significant role in governing the overall flow behaviour. As with the round jet case of
section 4.6, results are presented for two variations of the same experimental set-up. The
significant difference between the two variants is the relative velocities between the outer
and inner jets: in one case, the relative velocity is negligible whereas for the other it is
considerable – and hence produces a shear layer. Publications Milojevic et al. (1986) and
Sommerfeld (1990) present the experimental set-up and its results as well as numerical
results using particle tracking models. It should be noted that the latter publication builds
on the findings and work reported in the former, hence in this section, references will be
made to statements in either of the publications when discussing experimental results.
Schematics of the flow configuration of both cases are provided in Figures 4.38 and 4.39.
4.8.1 Geometry and numerical parameters
For this case, the experimental set-up consists of a channel test-section 3.20m long
and 0.025m wide by 0.25m high. The inlet of the test-section consists of an inner and
outer passage. The outer passage (or channel width) is here denoted by Ho and the inner
channel – denoted Hi – is 0.0035m wide and is uniformly split across the centre-line of
the test section. The inner stream of air is separated from the outer stream by way of
splitter plates prior to entry into the test section. Glass beads 2870 kgm−3 in density
are introduced to the inner channel, upstream of the inlet. The flow is considered to be
two-dimensional and so should not vary along the breadth of the channel.
For the first variant of this test case, the inner and outer streams issue at approximately
the same velocity, hence the mean velocity of both passages is equal. However a non-
uniform distribution of axial velocity forms at the inlet on account of the boundary layers
which develop on the faces of the jet splitter plates. For the second variant of this test
case, the inner jet is issued at a velocity roughly double that of the outer jet. As done
previously in this chapter, the cases are referred to as variant 1 for the former regime and
variant 2 for the latter. The full flow details and statistics are provided in table 4.2.
To illustrate the flow set-up and the difference between the two variants of the test
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ρd dd v˜axial 〈αd〉 u˜axiali u˜axialo
(kgm−3) (µm) (ms−1) (ms−1) (ms−1)
Variant 1 2870.0 45.0 8.61 7.25 × 10−4 8.61 8.61
Variant 2 2780.0 110.0 9.00 7.25 × 10−4 9.65 5.00
Table 4.2: Planar jet test case variations.
case, schematics of the regimes are provided in Figure 4.38 and 4.39 for variants 1 and 2
respectively and their corresponding results are presented in sections 4.8.2 and 4.8.3.
The domain used to simulate this variant of the planar jet case has a length of 1.5m
and as the flow is symmetric, it covers only half of the channel. The mesh is uniform in
the x-direction consisting of 500 cells corresponding to δx of 3 × 10−3m. The mesh is
non-uniform in the y-direction with increasing cell size towards the wall, the maximum
cell width being δymax = 1.645 × 10−3m and the minimum δymin = 8.75 × 10−4m. This
configuration is used to capture the flow detail in the mixing regions of the channel whilst
maintaining a y+ > 30 near the wall for the carrier phase wall functions.
The validation work presented in this chapter has been completed on a workstation
fitted with 2 Intel Xeon quad-core E5530 CPUs and 12GB of RAM. Kubuntu-8.10 has
been employed as the operating system. As an indication of the time to convergence, the
shear layer version of this test takes 255 minutes of CPU processing time to reach a global
residual of less than 1× 10−3. With the current processing power, this corresponds to an
effective time to convergence of ≈ 64 minutes. It should be noted however that significant
improvements may be made on this time as little consideration was made during the
creation of the code to using the most effective multi-processing strategy. Furthermore,
the interpolation of the wall functions database and the calculation of wall fluxes (which
is the most computationally expensive task of the proposed model) is completed within
an explicit loop with each cell wall being processed independently of its neighbours. As
a result, the effective time to evaluate the wall fluxes may be significantly improved by
increasing the number of CPUs in use.
Comparisons are made with experimental data and the numerical predictions of the
Lagrangian particle tracking models presented in Sommerfeld (1990) and Milojevic et al.
(1986) for the first and second variant, respectively. For the former numerical model,
Sommerfeld (1990) employs a polydisperse particle size distribution which is equivalent
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Figure 4.38: Planar jet test case - variation 1 schematic
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Figure 4.39: Planar jet test case - variation 2 schematic
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to that which actually existed in the experiment. Whereas for the latter model, results
were achieved by employing a monodisperse particle approximation, which had the same
size used to achieve the KM results. Flow properties are plotted for both variants at four
stations downstream of the inlet: x/Ho = 0.8; x/Ho = 4.0; x/Ho = 22.0 and x/Ho = 42.0.
4.8.2 Results – variant 1
Figure 4.40 presents the transverse distributions of the mean axial fluid velocity. At
x/Ho = 0.8, the experimental points show a non-uniform profile where the troughs of the
profile represent the boundary layers on the outer walls and those shed from the splitter
plates. This profile smoothes out in the downstream direction as the peaks and troughs
of u˜axial diffuse. At the final two stations, there is little change between the profiles and
the boundary layers on the outer walls have grown to encapsulate the entire geometry;
here the flow is fully developed. For this property, the KM results compare well with
the experimental data: qualitatively all the significant flow characteristics observed in the
experimental results are also evident in the KM profile. However, quantitatively the KM
profile appears to predict a damped image of the experimental profile at the first station
as neither peaks nor troughs capture the full u˜axial magnitude accurately. Also, at the
final two stations the KM appears to wholly under-predict the u˜axial distribution – most
notably at the channel centre by between 6 to 9%. The former disagreement may be due
to the k-ε model, which is known to under-predict shear layer development, the latter
characteristic is also evident in the numerical results of Sommerfeld (1990) and has been
attributed in the cited publication to the effect of 3D flow structures in the experiments:
"This may be due to the three-dimensional effects in the experiments,
where two additional wall boundary layers are influencing the flow,
which causes the flow velocity near the channel centre to be higher
than in the case of a pure two-dimensional flow.
Figure 4.41 presents the transverse distributions of the mean particle velocity at the
same four stations. The experimental results show the particles to enter as a wide peak,
which diffuses as the particles are convected downstream. At the final two stations, the
particles have conformed to the carrier flow and hence possess a v˜axial profile similar to
that of u˜axial. In comparison to the experimental data set, the KM shows a good fit
overall, with distributions qualitatively agreeing at all stations. A result worthy of note
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Figure 4.40: Planar jet test case - variation 1 - mean axial carrier phase velocity
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in Figure 4.41 is that there is little variation between the results of the KM and those of
the particle tracking model, particularly in the near-wall regions. The rate of diffusion
of the initial peak is also comparable between the three data sets. This is promising,
particularly as the particle tracking model of Sommerfeld (1990) and the experimental
results use a distribution of particle diameters unlike the present KM, which employs a
single fixed value. However, at x/H0 = 22 and 42 the KM shows an under-prediction of
v˜axial (as do the results of the particle tracking model). A similar observation was made
for the carrier phase velocity at these stations and was attributed to three-dimensional
effects in the experimental results. It follows that in the developed region of the flow,
the particles have fully reached an equilibrium state with the carrier phase and so are
influenced by these three-dimensional effects, which produce an over representation of
v˜axial in the experimental results. Moreover, to ensure that mass is being conserved,
the axial variation of the KM dispersed phase mass flux is plotted in Figure 4.42. The
plot clearly shows, that mass is being conserved by the KM and supports the suggestion
that the differences in the v˜axial distributions of Figure 4.41 may be indeed due to the
three-dimensional effects of the mean carrier phase flow.
The final plot of this variation (Figure 4.43) shows the transverse profiles of the par-
ticulate mass flux. Here the experimental results show a concentrated peak of particles
at the first station which diffuses as the particles are transported downstream. Overall,
there is good general qualitative agreement between the numerical and experimental data.
However, there are two specific regions of slight disagreement, the first of which is a dual
peak formation in the numerical results at the first two stations (x/H0 = 4 for the KM and
x/H0 = 0.8 for the particle tracking). The second region is the near-wall area of the final
two stations; here the particulate phase has dispersed across the entire channel to reach
the wall. The experimental data points show a decline in m˙ near the wall where as both
numerical results show an increase. As the first discrepancy is present in both numerical
results, this suggests that the ‘dual peak’ feature may also be present in the experimental
results but that it develops and dissipates much faster and so is not evident in the profiles.
It should also be noted that this feature dissipates slower in the KM than in the particle
tracking results. For the second discrepancy, Milojevic et al. (1986) points out that whilst
obtaining the experimental results using laser Doppler anemometry (LDA):
"The largest differences are observed close to the walls and this
may be due to the larger error in counting particles crossing
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Figure 4.41: Planar jet test case - variation 1 - mean axial dispersed phase velocity
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Figure 4.42: Planar jet test case - variation 1 - KM particle mass flux axial variation
the measuring volume where a certain fraction of the scattered
light is reflected out of the forward direction."
Having considered the qualitative disagreements with the KM results, it may be stated
that the experimental points do match well. Importantly, comparisons with the polydis-
perse particle tracking procedure of Sommerfeld (1990) show a good agreement in the near
wall region and in the bulk flow.
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Figure 4.43: Planar jet test case - variation 1 - mass flux
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4.8.3 Results – variant 2
Figure 4.44 presents the axial carrier phase velocity at the same four stations discussed
for the first variant. The plot at the first station – x/H0 = 0.8 – shows a distribution
consisting of three separate peaks, the central peak is of a greater magnitude than the
other two neighbouring ones. This shows a clear distinction between the inner and outer
streams of the planar jet. These peaks then diffuse as the flow mixes downstream until
it becomes fully developed (at the final two stations). For this variant, particle tracking
results are available at the x/H0 = 4 and 42 stations only. Both sets of numerical results
show a good comparison overall with the experimental data, however a skewness in the
experimental distribution is clearly distinguishable at x/H0 = 0.8. This skewness reduces
downstream and is not seen in either the KM or the particle tracking results. To explain
this discrepancy, Milojevic et al. (1986) does state that the skewing is:
"probably due to the sharp edges of the separation plates
between the three channels, producing some transverse fluid
velocity in the direction to the symmetry plane, which was not
taken into account as an inlet condition for the predictions."
This effect is also attributed to the lower rate of diffusion of the experimental fluid
velocity seen at the second station. However, at the final station the flow is fully developed
and the numerical results of the KM and of Milojevic et al. (1986) match well with the
experimental data. The KM results at the first station do appear to significantly under-
predict the troughs in the velocity profile. This is due to the cell sizes used in the near-wall
region, which also produce the coarse u˜axial profile in this region. Although a more refined
mesh would be ideal for capturing this profile more accurately, due to restrictions on the
carrier phase wall functions (y+ > 30 at the wall-neighbouring cell centre) this was not
possible.
Figure 4.45 presents the transverse profiles of the mean axial particle velocity, the ex-
perimental results show a broad velocity peak which diffuses in the downstream direction.
For this property, the KM matches the experimental profile well at x/H = 0.8, but over-
predicts the axial velocity at the second station (as do the particle tracking results). This
discrepancy is explained in Milojevic et al. (1986):
"a unique particle size of 110 µm was used for the predictions,
thus neglecting some smaller size particles accommodating faster
157
 0.2
 0.4
 0.6
 0.8
 1
 1.2
-1 -0.5  0  0.5  1
 0.2
 0.4
 0.6
 0.8
 1
 1.2
KM
Experimental
Lagrangian
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0.2
 0.4
 0.6
 0.8
 1
 1.2
˜
u˜axial/u˜axial0 av
2y/H
x
/H
0
=
0.
8
x
/H
0
=
4
x
/H
0
=
22
x
/H
0
=
42
Figure 4.44: Planar jet test case - variation 2 - mean axial carrier phase velocity
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to local fluid velocity".
At x/H0 = 22 the KM and experimental data points show a very good agreement,
however at the subsequent station the difference between the two data sets is significant.
Here, at x/H0 = 42 both the particle tracking and experimental results agree very well,
although a consistent over-prediction by the KM of v˜axial across the entire channel is
observed. The magnitude of the KM results is similar to that at x/H0 = 22, suggesting
that the experimental and particle tracking profiles have reduced in magnitude at a greater
rate than that of the KM. This is a known result of the effect of particle-wall interactions
– which play a dominating role in this test case (Sommerfeld,1992). Lagrangian particle
tracking studies in the said publication showed that the reduction in the mean particle
transport velocity were primarily the effect of a high Stokes number. For the high inertia
particles as in this case, Sommerfeld (1992) showed that they travel in relatively straight
unperturbed trajectories until they impact a wall; for a non-smooth wall (as is the case
for the experimental data) the collision alters their trajectory toward the opposite wall.
The effect of this is to rotate the particulate velocity vector and so reduce the mean axial
particle velocity. In comparison, lower inertia particles would be more susceptible to the
turbulent scales in the bulk of the flow and would be directed in the mean direction of the
carrier phase with a higher probability. This explains the presence of such a discrepancy
in this variant of the test case only and why it was not observed in the previous variant.
In order to consider such an effect in the proposed continuum-PDF model, the wall fluxes
database would need to be solved for a rough wall.
Figures 4.46 and 4.47 present the axial fluctuating velocities of the carrier and par-
ticulate phases respectively. Figure 4.46 shows two peaks of u˜′axial enter the domain at
the first station and quickly dissipate across the channel resulting in a concave profile.
The KM is unable capture the peaks and troughs at the first station and overly over-
predicts the experimental results at the second station. At the final two stations, a good
match is evident between the KM and experimental results qualitatively, although the k-ε
does under-predict the u˜′axial profile at the walls. Through out the series of plots, the La-
grangian particle tracking results, which employs a continuum model for the carrier phase,
compares well to the KM results. In Figure 4.47, the experimental results show a typically
flat distribution of v˜′axial enter the domain at the first station; this profile disperses across
the domain and takes a concave distribution at x/H0 = 22, which persists until the final
station. In comparison the KM results show a good capture at the first station although
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the peaks are over-predicted. At x/H0 = 4, the KM profile remains at approximately the
same magnitude as in the first station whereas the experimental and Lagrangian Parti-
cle tracking results reduce in magnitude. A similar observation was made for the u˜′axial
profile at this station and it follows that the source of this under-prediction in dissipation
may be due to the carrier phase predictions. At x/H0 = 22 and x/H0 = 42, the KM is
able to predict a concave v˜′axial profile similar to that seen in the experimental results.
However, there is a severe under-prediction in v˜′axial at the wall-neighbouring cells where
the PDF wall boundary conditions are applied. It is clear that whereas the experimental
and particle tracking results show the v˜′axial distribution to continue increasing in this
near wall region, the proposed hybrid PDF-continuum model predicts v˜′axial to decrease
in this region. The cause of the increase in v˜′axial is explained in Kussin and Sommerfeld
(2002), where a strong connection between particle roughness and v˜′axial is observed. For
the work conducted here, the PDF wall fluxes adhere to a perfectly reflecting wall model
and so an increase in v˜′axial near the wall due to wall roughness would not be evident.
However this does not account for the sharp drop in the near wall region, which reduces
the axial fluctuating velocity to ≈ 0. As has been observed in section 4.7, comparisons
between the continuum and PDF KM of the volume fraction and both parallel and wall
normal mean velocities showed a satisfactory matching between the two models. A further
study was conducted for this case between v˜′1v
′
1axial of the two models and showed a large
discrepancy between the two models near the wall in which the PDF wall fluxes signif-
icantly over-predict the continuum KM v˜′1v
′
1axial values. This results in a larger source
term being applied near the wall which may subsequently produce the large drop in v˜′axial
seen in Figure 4.47. The v˜′1v
′
1axial predictions are heavily influenced by λ˜ in both model
and so its neglect in the pre-integration of the PDF KM is one possible source of this
discrepancy – however further work is required to verify and improve this issue.
Figure 4.49 presents the particulate volume fraction at the same four locations; the ex-
perimental results show a concentrated peak of particles which disperse in the downstream
direction. In comparison, the KM results are very promising and match the experimental
data well. However, there are two main issues which should be addressed. Firstly, there is
a disagreement in 〈αd〉 between the KM and experimental data near the wall at the final
station. The second issue is an under-prediction in volume fraction at x/H0 = 42 between
the KM and both the experimental and particle tracking profiles. The first issue has been
discussed when the first variant of this case was presented and the same argument made
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Figure 4.45: Planar jet test case - variation 2 - mean axial dispersed phase velocity
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Figure 4.46: Planar jet test case - variation 2 - fluctuating axial carrier phase velocity
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Figure 4.47: Planar jet test case - variation 2 - fluctuating axial dispersed phase velocity
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Figure 4.48: Planar jet test case - variation 2 - particle mass flux axial variation
previously regarding the error in LDA measurements may also be applied here. The sec-
ond issue is related to the discrepancy seen at the same station for v˜axial, whereby in order
to conserve mass, prediction of a greater axial velocity corresponds to an underestimate
of volume fraction. Overall, the KM has been able to match all aspects of the particu-
late behaviour in such a flow (with the exception of the decrease in velocity at the final
station). Particularly noteworthy is the capture of the near-wall peaks which agree very
closely with the particle tracking results. The capture of the rate of dispersion from the
inlet to x/H0 = 22 is also promising and highlights the performance of the fluctuating
drag force closures and the ASM-kd model.
4.8.4 Discussion
In this section, the complete continuum KM with PDF wall conditions was verified
against the experimental results of a confined planar jet case and the numerical results
of Lagrangian particle tracking models. Two variations of this case were presented but
both employed the same basic flow geometry: an inner planar jet encapsulated within an
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Figure 4.49: Planar jet test case - variation 2 - volume fraction
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outer channel. The significant difference between the variations was that the first variant
had a mean axial velocity which was approximately equivalent for both the inner and
outer streams, whereas the second variant’s inner jet was issued at approximately twice
the speed of the outer jet.
The experimental results suffered from one major issue: an inaccurate qualitative and
quantitative representation of the near wall particle volume fraction. As a result, the
particle tracking results were used for validation in this region. Overall the KM u˜axial
results fitted very well with experimental data, for both variations and showed promise.
The same statement may also be made of v˜axial although the second variant showed an
over-prediction of axial velocity at the final station. This was considered to be a result of
the smooth wall approximation used in the construction of the PDF wall flux database –
further work is required to verify and characterise the effect of various wall conditions on
the bulk flow. Plots of u˜′axial and v˜′axial were presented for the second variant of this test
case only. For the carrier phase, a good qualitative match was observed between the KM
and experimental results, although quantitatively the KM under-predicts u˜′axial near the
wall. For v˜′axial, although a good matching was observed in the bulk flow between the KM
and experimental results, the near wall results deviated significantly from the experimental
profile. The KM results were seen to drop sharply; this was thought to be a result of the
neglect of λ˜ in the PDF KM which may have lead to an over-prediction of the v˜′axial wall
flux in the PDF database and so reduced the hybrid solution near the wall. However,
further work is required to verify this. The volume fraction results were also promising
for both variants, an accurate capture of the particulate dispersion was observed, through
out most of the stations in both variants. An under-prediction of volume fraction was
observed at the final station of the second variant, however this discrepancy was thought
to correspond to the over-prediction of v˜axial seen at the same station. Another significant
result which is worthy of note, is the ability of the model to capture the volume fraction
peaks near the wall. The KM profile in this near wall region matched the particle tracking
results very well for both variants and thus showed that the proposed KM wall-functions
database can accurately capture particle-wall interactions for such a flow.
4.9 Summary
In this chapter, the hybrid KM and its numerical algorithm – presented in Chapter 3
– were validated against a series of test cases: unbounded uniform single phase flow, un-
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bounded uniform gas-particle flow, unbounded shear-free scalar mixing layer, unbounded
shear layer, unbounded round jet, bounded uniform gas-particle flow and a bounded pla-
nar jet case. Results of the KM were verified in these cases by comparison to experimental
data as well as the results of other multiphase flow models.
Initially the model was tested against a very basic single phase flow where the dispersed
phase of the KM was set to simulate the behaviour of a fluid tracer in water. This test
was performed primarily to verify that that implementation of the KM maintained mass
conservation. The results showed that there was no loss of mass along the simulation
domain and that the turbulent kinetic energy of both the carrier and dispersed phases
dissipated at an equivalent rate.
A second, similar test, was conducted with inertial particles evenly dispersed within
a uniform stream of air. The turbulent energy of the carrier phase was seen to dissipate
at a greater rate than that of the dispersed phase – which confirms expectations that
heavier, more inertial entities dissipate energy at a lower rate. In association with this a
slip velocity develops between the mean axial velocities of both phases, however this was
not apparent in the normalised velocities plotted for this case. As no experimental results
are available for these simple cases the discussion on the performance of the KM focused
upon the correct limiting behaviour of the solutions.
Attention was turned in section 4.4 to validating the model against simple experimental
test cases beginning with a shear-free scalar mixing layer. In this case, an unbounded
single phase flow was again simulated in which the dispersed phase was modelled as a
fluid tracer in water. However, for this case the volume fraction of the tracer at the inlet
was not uniform across the channel but formed a step function. This profile produced a
mixing layer downstream of the inlet, which was devoid of any mean velocity gradients
and hence shearing. Therefore, the most significant flow mechanism was the dispersion
of particles across the channel due to a gradient in concentration, which is represented
in the proposed model by the ∇ 〈αd〉 terms of the drag force closures. The results found
the KM to predict the mixing layer development rate perfectly as well as the transverse
distribution of the tracer concentration. This test case also allowed the dissipation rates
of kc and kd to be compared against experimental data. The original carrier phase k − ε
model had already been tested in Issa and Oliveira (1996) but the modified energy transfer
terms (λ˜ and µ˜) had not. Furthermore, as the dispersed phase simulates a fluid tracer
in this case, the ASM-kd turbulence model should match both the experimental data and
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the results of the k − ε model. The axial profiles of the turbulent energies were plotted
and showed the dissipation of kc and kd predicted by the proposed model to be equivalent
to the experimental turbulent energy profile. This result suggested that the ASM-kd and
the interfacial energy transfer terms introduced to the k− ε model work well for such flow
regimes.
The next test case considered a more complex flow regime in which mean axial veloc-
ities, volume fraction and all turbulent variables were non-uniform at the inlet. In this
flow regime, two streams of air were issued into the test section at different uniform ve-
locities and glass particles were dropped into the centre of the ensuing shear layer. The
section presented comparisons of the KM results against experimental data and the EDF
two-fluid code. The overall results of this test case found the carrier phase turbulent
model to under predict the axial fluctuating velocity of the fluid on the high velocity side
of the channel, hence the shear layer development on this side of the channel was also
under-predicted. There were also discrepancies with the particulate axial velocity on both
sides of the channel – this was considered to be an effect of differences between particle
diameter tolerances used in the experimental and numerical tests which assumed single
size particles. However, having taken into consideration these issues the dispersed phase
model showed promising results, in particular for the particulate axial fluctuating velocity
and particulate mass flux. Moreover, the KM-derived turbulent drag force closures were
able to pick up on a skewing effect seen in the mass distribution of particles. This effect
is caused by anisotropies in the carrier flow turbulence which was not captured in the
predictions of the EDF two-fluid model and its traditional closures.
The shear layer case was then followed by the presentation of a jet flow test case
within a round pipe geometry. This flow regime allowed for the bulk flow model to be
evaluated when applied to a non-orthogonal mesh. Experimental results were available
for two variants of this jet flow case, where for the first variant heavy glass particles
were used so that ρd/ρc ≈ 2600 whilst for the second variant, hollow glass particles were
used so that ρd/ρc ≈ 280. Hence the jet flow case also allowed the performance of the
KM to be evaluated for different particle inertias. The experimental results of this case
suffered from discrepancies in total mass flux between the various stations considered in
the comparison. Considering this, a good match was seen between the various properties
predicted by the KM and the experimental data points. The experimental results also
showed an anomalous profile for the transverse mean velocity of the carrier phase, this
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was attributed by Hishida and Maeda (1991) to be the effect of a wedge shaped outer
wall, in the flow chamber upstream of the inlet. Consequently, the numerical predictions
of the KM as well as the EDF model were not able to capture this u˜radial profile. Large
discrepancies were also observed between the v˜radial profiles of the KM and experiments,
however because it is unclear how the erroneous u˜radial profiles would affect v˜radial; a
thorough analysis on the source of these errors could not be completed. Despite this issue,
the KM showed promising results for the particulate axial fluctuating velocity by capturing
the magnitude and profile of v˜′axial very well at all stations. Very similar conclusions were
drawn for the second variant of this case which verified consistency in the prediction of the
KM. Unfortunately the uncertainties of the experimental results meant that conclusions
could not be drawn on the effect of ρd/ρc on the performance of the KM.
The effects of particle-wall interactions were considered next. Prior to validating the
proposed boundary conditions against experimental data, predictions of the full hybrid KM
(using the PDF wall database) were first compared to the near-wall values of the PDF wall
database itself. The comparison provided an idea as to how well the complete continuum
model corresponded to the results of the finer meshed PDF predictions. Profiles of the
volume fraction, mean axial velocity and mean wall-normal velocity from both models
were compared. The volume-fraction plot showed a perfect match between the continuum
and PDF solutions at both the wall and at the cell centre of the wall-neighbouring cell.
The volume fraction at a cell centre two cells away from the wall was also plotted and
showed good agreement with the trend of the PDF results. With the mean axial velocity,
the values at the further cell from both models matched well but discrepancies were larger
at the near wall cell. This suggested an increasing disagreement between the two models
towards the wall, which was considered to be the effect of neglecting the λ term in the
PDF KM. For the wall normal velocity, discrepancies between both models were seen at
both cells. This was considered to be the effect of three-dimensional effects in the bulk
flow, which would be more prominent further from the wall. Overall the continuum KM
was found to match the numerical results of the PDF KM satisfactorily. However, it was
suggested that matching between the two models may be improved by inclusion of a λ
term in the PDF KM.
The final test case presented in this chapter was that of a planar jet, which is bounded
so that the shear layer and the bulk particulate flow interact with the walls of the domain.
For this case, as with the jet flow, datasets were available for two variants of this exper-
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iment. For the first variant, u˜axial was the same for both the inner and outer channels,
and particles of 45µm were dispersed within the inner jet up-stream of the test section
inlet. For the second variant, the inner jet was issued at a velocity almost twice that of the
outer jet; larger particles were also used – dd = 110µm. Comparisons were made against
experimental data and particle tracking results for both variants. Here, the first variant
showed very promising results: the axial carrier and dispersed phase velocities matched
the particle tracking results very well as did the mass flux results. Particularly of impor-
tance was the accurate capture of the near-wall mass flux profile and of the particulate
dispersion rate (mainly because the present KM can specify only a monodisperse particle
diameter in comparison to the polydisperse sizes of the experimental and particle tracking
results). For the second variant of this case the axial fluid velocity results and most of the
axial particulate velocity results were also very promising and complimented the observa-
tions made previously in this chapter. However at the final station, the KM was unable
to capture a deceleration effect in axial particle velocity which led to an over-prediction
of v˜axial. In order to preserve mass flux, this subsequently lead to an under-prediction
of 〈αd〉 at the same station. The difference in the rate of deceleration was considered to
be due to a smooth wall boundary condition used in the pre-integration of the PDF KM.
However further validation with a rough wall boundary condition is required to verify this.
Overall this test case showed very promising results, particularly in the near-wall region
and suggests that a good representation of the physics of particle-wall interactions has
been implemented.
Therefore, in conclusion, the KM results evaluated in this chapter showed many promis-
ing results. In the bulk flow region, improvements were observed in the capture of mass
flux distributions – specifically in the shear layer case – as well as in the modelling of axial
fluctuating velocities of the particulate phase. The PDF wall database also showed very
promising results and compared well against particle-tracking predictions. The large range
of test cases discussed in this chapter emphasise the consistency in the modelling abilities
of the proposed two-fluid-PDF model. However, it was also concluded that improvements
were necessary in the carrier phase turbulence model as well as in the formulation of the
λ˜ closure relations.
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Chapter 5
Conclusions and future work
In Chapter 1 the difficulties of simulating two-phase flows were discussed and high-
lighted. Various numerical methods that are currently available for simulating such flows
were summarised, and it was proposed that the advantages and disadvantages of the two-
fluid and PDF approach are complimentary. Specifically, the two-fluid method provides a
relatively low computational cost approach to simulating three-dimensional, industrially
relevant flows. However, the efficacy of the wall boundary conditions it uses for the partic-
ulate phase is questionable. In comparison, the PDF approach has been known to provide
a good capture of the physics behind particle-wall interactions but it is very computation-
ally expensive and so cannot be applied to industrial flows. Hence the objective of the work
was: to create a hybrid two-fluid-PDF model whereby the advantageous aspects of both
the bulk flow two-fluid model and the near-wall PDF approach would be combined. This
could be achieved by employing the continuum two-fluid approach to model the bulk flow
region of a given regime and the PDF model to solve the near-wall regions of the regime
for the dispersed phase only. It was stated that such a model would require the interfacial
momentum and energy transfer terms in the continuum model to reflect the corresponding
terms in the PDF model. Furthermore, the averaging used in both models would need to
be equivalent in order to allow a seamless transfer of information between the two models.
In regards to the numerical solution of such a model, it was discussed that the coupling
of the two approaches should be completed in such a way so as to allow solution of the
governing equations by the pre-existing two-fluid model numerical algorithm.
A literature review was conducted in Chapter 2 to assess the suitability of various
versions of two-fluid and PDF models for the purposes of creating a hybrid model. The
review focused on comparing the model formation and closures to identify the most suited
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models for this work. For the two-fluid category, the RPI, EDF and IC models were all
reviewed. It was found that the general structure and averaging procedure used by all of
these models was equivalent and that the only difference between these models is the form
of closures used for the interfacial transfer and turbulence terms. For the case of the PDF
method, currently only two variations of this approach may be considered for employment
in this model – the General Langevin Model and the Kinetic Model. The distinct difference
between these two models is in the definition of the PDF: the GLM defines the PDF to
be a function of time, particle position, particle velocity and local carrier flow velocity,
whereas the KM omits the carrier flow velocity in its definition. The consequence is that
whereas the GLM requires its own fluid phase transport equation, complete with closures
to solve the carrier phase, the PDF KM may be solved independently of the carrier phase
a posteriori. Considering the requirements of the proposed hybrid model it was found that
the KM would be the most suitable PDF model to use whilst for the two-fluid models (as
there is little difference between the reviewed options) the IC technique is chosen for its
availability.
In Chapter 3, the hybrid model was derived and its numerical procedure was presented.
The chapter began with the comparison of the averaging processes used by both the IC
model and the KM. The averaging of both models were shown to be equivalent, and in
particular, the ease with which continuum equations for the particulate phase – akin to
those in the two-fluid model – can be derived from the stochastic KM was highlighted.
These continuum equations were then derived and closures for the interfacial and turbu-
lence terms were discussed. For the kinetic stresses, an Algebraic Stress Model (ASM)
and kd transport equation was derived, whilst the approximations for the fluctuating drag
force closures provided by our project collaborators were presented.
The subsequent section then considered the carrier phase model. The argument was
made that all the interfacial terms formulated for the dispersed phase in the previous
section must mirror those in the carrier phase model – hence representing a numerically
exact transfer of momentum and energy between phases. These terms were then derived
for the carrier phase momentum and k − ǫ equations using the same principles as those
used in the dispersed phase model. No other modifications were made to the original
two-fluid carrier phase equations.
Having completed the derivations, the governing equations for both phases and their
closures were summarised. The similarities between the two sets of equations was high-
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lighted and in particular, the resemblance of the proposed dispersed phase momentum
equation to that of the IC model was outlined – suggesting that the IC numerical algo-
rithm may be applied to this proposed model without any significant modifications.
The following section went on to present the methodology by which the transport
equations were to be placed into a general co-ordinate form and linearised for numerical
solution. This was a precursor to the presentation of the SIMPLE algorithm.
The final section of the chapter considered the boundary conditions methodology to
be implemented for the hybrid model. For the inlet, outlet and symmetric plane condi-
tions the same methodology as in the IC model has been implemented. For the ASM-kd
kinetic stress closure, a zero-gradient boundary condition is applied to kd and hence the
particulate kinetic stresses (kd =
1
2 v˜ · v). Following this the wall boundary-conditions
were discussed. For the carrier phase, wall conditions based upon the log-law as presented
in Jones and Launder (1972) have been employed – as in the IC model. The applicability
of these wall functions to a particulate phase was then discussed. The argument was made
that although the boundary conditions of Jones and Launder (1972) work well for a fluid
phase and have been verified widely, they are not suited to model the various particle-wall
interactions. This further highlighted the motivation behind introducing the PDF-based
wall fluxes. Hence application of wall conditions calculated from the direct solution of
the PDF KM was discussed. It was proposed that an approximate solution of the PDF
transport equation should be used for the near-wall domain stretching from a y+ value
of 100 to one particle radius from the wall and that by application of bulk flow proper-
ties (calculated by the continuum model) at y+ = 100, the PDF model would be able
to supply the necessary wall fluxes required by continuum KM. The coupling approach
used was discussed and it was explained that the most appropriate method is to use the
PDF transport equation to construct a wall flux database for a range of possible bulk
flow values at y+ = 100, hence wall conditions may be extracted from the database by
interpolation. This coupling procedure was presented in the final section and the specific
wall fluxes required by the continuum model were derived.
Chapter 4 examined validating the full hybrid KM presented in the previous chapter.
A series of test cases were discussed and presented – beginning with simple, ideal flow
scenarios – to systematically test for any numerical errors and characterise the performance
of the model. The test cases may be segregated into two main categories: unbounded and
bounded flows. Initially, the KM is applied to a series of unbounded flow regimes in which
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particle-wall interactions do not occur; this allows the bulk flow modelling capabilities to
be assessed. The second part of the chapter then applied the model to bounded regimes
in which particle-wall interactions play a significant role in the overall flow behaviour.
This bounded category focused not only on the performance of the proposed particulate
boundary conditions, but also on the results of the model as a whole – including the bulk
flow.
The first test case applies the model to simulate a limiting case of a free, uniform, single-
phase flow whereby the dispersed phase is used to model a fluid tracer. The results of the
test case demonstrated that the implementation of the model was correct. The turbulent
kinetic energies of both phases are seen to decay at an equal rate, which is as expected for
a fluid tracer and suggests that the ASM-kd closure conforms to the dissipation rate of kc.
The second test case considered a slightly more complex flow regime of predicting
inertial particles within a similar unbounded, uniform flow regime. Here also, the proposed
model showed a correct implementation. The turbulent kinetic energies of both phases
are seen to dissipate at a different rate, where due to the inertia of the particulate phase,
the dissipation of kd occurs at a lower rate than that of kc.
The aim of the third test case was to compare the predictions of the KM to experi-
mental data for a simple scenario. For this a shear-free scalar mixing case was presented.
Here, a single-phase flow was predicted much like the first test case, however the tracer
concentration is prescribed with a step-function distribution across the inlet. Hence a
mixing layer forms downstream of the inlet. However, as there is no variation in mean
velocity in the test section, there is no shearing across the domain. The results of this test
case showed that the KM is able to accurately predict the growth of this mixing layer and
the distribution of tracer concentration across the channel. Furthermore, the experimental
turbulent kinetic energy was compared against the numerical predictions of the ASM-kd
closure. As the dispersed phase was employed to represent the behaviour of a tracer, the
turbulent kinetic energy distribution should have matched that of the experimental results
for a fluid and the numerical profile for kc – which it did, hence validating the ASM-kd for
such simple flows.
The fourth test case then considered the more complex flow regime of a shear layer:
heavy inertial particles are dropped between two streams of air which are issued into a
channel test section at two different velocities. Comparisons were made against experi-
mental data for a series of properties: mean axial and fluctuating axial velocities of both
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phases as well as the particulate mass flux. The overall results of the test case were promis-
ing, particularly those of the mass flux, where a skewing of the peak – caused by large
turbulent anisotropies – was observed. This was attributed to the new fluctuating drag
force closures and was seen to be an improvement on the EDF two-fluid model results.
A vast improvement was also noted in the prediction of the axial fluctuating velocities of
the dispersed phase: it was found that the ASM-kd closure was able to accurately capture
the magnitude and distribution of the experimental results very well. For the mean axial
velocities there was a good agreement overall, however two specific issues were identified
in the results of the KM. Firstly, the carrier phase mean axial velocity under-predicts the
development of the shear layer on the high velocity side – this is known to be a feature of
the k-ε model, which is unable to capture fluid turbulent anisotropies. The second issue
was a discrepancy in particulate velocities on both sides of the shear layer and this was
considered to be due to the effect of the range of particle diameters used in the experimen-
tal tests as compared to the monodisperse diameter used in the numerical runs. Hence,
it was concluded that the results showed promise for the bulk flow region but that the
performance of the k − ε model required improvement.
The fifth test case was that of a round jet, the KM bulk flow model was applied to
a non-orthogonal, wedge-shaped mesh. For this test case, two-variants of the flow regime
were available for comparison: the first variant used a heavy inertial particle with a density
ratio of ρd/ρc ≈ 2600 whereas the second variant used hollow glass particles with a density
ratio of ρd/ρc ≈ 280. Hence the model was tested against two variations of the same flow
regime but with differing particle inertia. For this case the overall results also found the
KM results to be promising. Despite uncertainties in the experimental results concerning
the mean transverse velocity of the carrier phase and mass conservation, the particulate
mass flux as well as the mean and fluctuating axial velocities of both phases were promising.
Once again, the mass flux distribution followed the experimental data very well as did the
v˜′axial results of the ASM-kd closure, which showed a vast improvement on the results
of the IC model. However, significant discrepancies were observed between the KM and
experiments for v˜radial, although as u˜radial has a significant effect on this property, it
was unclear to what extent the highly erroneous distribution of u˜radial affected the v˜radial
profile.
The first case of the validation study for bounded flows compared the mean properties
of the continuum KM (which uses the database fluxes for its wall boundary conditions)
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to those of the PDF KM database. Comparisons were made for a confined uniform flow
with an even distribution of inertial particles. The comparisons showed the continuum
model to follow the trend of the PDF for the volume fraction very well. Even for a cell
well within the bulk flow region at a y+ > 100, the continuum model value was inline with
the PDF trend. For the mean axial velocity however, a significant discrepancy was seen
at the first internal cell, which decreased with increasing distance from the wall. This was
considered to be the effect of neglecting the λ˜ term in the KM PDF during the formulation
of the database. For the wall-normal mean velocity, a similar discrepancy was observed
to that seen in the wall-parallel velocity plot at the first internal cell. This discrepancy
increased with distance from the wall and was considered to be the effect of a combination
of both neglecting λ˜ in the PDF KM solution and three-dimensional effects in the bulk
region of the flow. Overall, the closeness of the hybrid model to the PDF database values
was considered sufficient and was used as a basis upon which the entire hybrid model
could be validated. It was concluded here that future work should consider improving
the database formulation to include the effects of λ˜ before considering a more complex
multi-dimensional solution of the PDF KM.
The final test case was that of a planar jet in which two streams of air (an inner
stream and an outer stream) are issued into a channel test section. Inertial particles are
introduced to the inner jet upstream of the inlet. Two variations of this test case were
available: the first of which used the same mean velocity for both the inner and outer
streams whilst the second used a mean velocity for the inner stream which was twice that
of the outer hence producing shear layers downstream of the inlet. Numerical results of a
Lagrangian particle tracking model were also available for validation. It should be noted
that the experimental results of this case suffered from one main issue for both variants:
an inaccurate capture of the increased particle mass flux near the walls. Hence where
necessary, the particle tracking results are relied upon to validate the KM. The results
of the KM were very good in this case, in particular the peaks in the m˙ profile near
the wall matched the particle tracking results very well. For the mean axial velocities of
both phases, a good agreement was seen between the KM and experimental results for
both variants. However, at the final station of the second variant, the experimental and
particle tracking results of v˜axial were seen to decelerate whilst the KM results did not
exhibit the same trend. This was suggested to be a result of the smooth wall (perfectly
reflecting wall collision) approximations made during the pre-integration of the PDF KM
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wall functions database. However, further work is required to confirm this. For the second
variant in this case u˜′axial and v˜′axial were also available for comparison. They showed
some promising results although a large discrepancy was observed near the wall for v˜′axial.
This was suggested to be a result of the neglect of λ˜ in the PDF KM solution and should
be studied further. In this case, the particle-wall interactions were known to have had
a significant effect on the overall flow behaviour and hence the accurate capture of the
particulate dispersion rate and the near-wall mass flux profile was very promising. This
test case concluded the validation of the entire hybrid two-fluid-PDF model. Overall the
results have been very promising and have clearly shown an improvement on the original
two-fluid model in certain aspects. Where discrepancies in the results were observed, a
clear direction has been discussed for future work. The chapter has demonstrated the
utility of a hybrid two-fluid approach to solving multi-dimensional two-phase flows.
In conclusion, this body of work has achieved all of the objectives outlined in Chapter
1. Future work must focus upon improving certain modelling aspects pertaining to some
of the issues discussed in this work. To this end, four main areas of work were identified
and are listed below.
• k − ε turbulence closure of the carrier phase.
The k − ε closure is known to under-predict the turbulent energy of the carrier
phase, which was particularly evident in the shear layer test case. This is considered
to be a result of its sweeping assumption of turbulent isotropy. A more suitable
closure should be used here which improves on the modelling of turbulent energy
without significantly adding computational expense. One such possibility is an Al-
gebraic Stress Model, akin to that derived for the particulate phase which could be
solved together with a kc transport equation.
• Smooth wall approximation used in the creation of the wall flux database.
The wall flux database used in this work was pre-integrated with a perfectly
reflecting boundary condition assumption. This lead to an under-prediction of the
rotation of the particulate velocity vector on impact and hence an over-prediction
of v˜axial. To confirm this and improve on the modelling of particle wall interactions,
future work must look to characterising the effect of various wall boundary conditions
on the wall flux database and the hybrid model’s efficacy in predicting confined flows.
• Neglect of λ˜ in the solution of the PDF KM.
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The current approach to modelling the PDF KM makes the broad assumption
that near the wall the Stokes number of the particles increases sufficiently so that
λ˜ may be neglected in the PDF KM solution. However, this is now considered to
cause discrepancies between the continuum and PDF KM results in the near wall
region. Future work should consider a numerical approach of the PDF KM in which
the λ˜ term is not neglected. An alternative solution would be to employ the PDF
GLM to calculate the wall functions.
• Inability to consider carrier flow properties as variables in the interpolation of the
PDF wall functions database.
The PDF KM wall functions calculated for this work employed a carrier phase
velocity profile near the wall from Moser et al. (1999); hence the particulate wall
functions are calculated based upon this profile. However the fluid statistics within
a boundary layer will vary depending on a wide range of factors including wall
roughness, near-wall pressure gradients and bulk flow interactions with the wall.
Hence further dimensions are required in the wall functions database by which the
appropriate fluid statistics can be interpolated for, as they will inherently have an
effect on particle-wall interactions.
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Appendix A
PDF continuum equations
derivation
A.1 Continuity equation
To derive the continuity equation from the KM, we apply equation 3.3.4 to the PDF
transport equation (2.2.13). To simplify the derivation the notation used for the phase
space density W weighted averaging (¯) is implied within the relevant quantities, so that:
m
∫
∂P
∂t
dv = −m
∫
∂
∂xi
(viP ) dv −m
∫
∂
∂vi
(βuiP ) dv +m
∫
∂
∂vi
(βviP ) dv
+m
∫
∂
∂vi
[
∂
∂xj
λji +
∂
∂vj
µji + κi
]
P dv −m
∫
∂
∂vi
(giP ) dv.
(A.1.1)
Evaluating each term individually;
m
∫
∂P
∂t
dv = m
∂
∂t
∫
P dv =
∂
∂t
ρd 〈αd〉 , (A.1.2)
−m
∫
∂
∂xi
(viP ) dv = −m ∂
∂xi
∫
(viP ) dv = − ∂
∂xi
ρd 〈αd〉 v˜i. (A.1.3)
In the above, integration occurs over the statistical velocity field, representative of the
range of particle velocities possible with the prescribed ensemble of carrier flow realisations.
Therefore the bounds of the particle velocity field are independent of ∂∂t and
∂
∂x , so the
derivatives can be moved outside of the integral. For the remaining terms, use is made of
the following expression, demonstrated with an arbitrary property φ:∫
∂
∂vi
φP dv =
∂
∂vi
φP
∣∣∣∣vi=+∞
vi=−∞
= 0, (A.1.4)
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which implies that as |v| → ∞, the PDF P tends to 0 at a sufficient rate such that the
above identity is true. Applying this to the remaining terms of the PDF equation gives:
m
∫
∂
∂vi
(βviP ) dv = 0, (A.1.5)
−m
∫
∂
∂vi
(βuiP ) dv = 0, (A.1.6)
m
∫
∂
∂vi
[...]P dv = 0. (A.1.7)
Hence the continuity equation is given by;
ρd
∂
∂t
〈αd〉+ ρd ∂
∂xi
〈αd〉 v˜i = 0. (A.1.8)
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A.2 Momentum equation
In the same manner as for the continuity equation (section A.1), the integration
process 3.3.5 is applied to the KM:
m
∫
vi
∂P
∂t
dv +m
∫
vi
∂
∂xj
(vjP ) dv = m
∫
vi
∂
∂vj
(βvjP ) dv −m
∫
vi
∂
∂vj
(βujP ) dv
+m
∫
vi
∂
∂vj
∂
∂xk
λkjP dv
+m
∫
vi
∂
∂vj
∂
∂vk
µkjP dv
+m
∫
vi
∂
∂vj
κjP dv
−m
∫
vi
∂
∂vj
gj dv . (A.2.1)
Note that in the above, the PDF has been multiplied by the state space of velocity v
prior to applying the integration. As v is independent of both position and time it may
be moved into the derivatives of t and v. With this property, we begin the term-by-term
evaluation:
m
∫
vi
∂P
∂t
dv = m
∂
∂t
∫
Pvi dv = ρd
∂
∂t
〈αd〉 v˜i, (A.2.2)
m
∫
vi
∂
∂xj
(vjP ) dv = m
∂
∂xj
∫
vivjP dv = ρd
∂
∂xj
〈αd〉 v˜ivj . (A.2.3)
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To evaluate the remaining terms of the PDF equation, we consider the general case of an
arbitrary property φ:
m
∫
vi
∂
∂vj
(φjP ) dv = m
∫
∂
∂vj
(viφjP ) dv −m
∫
(φjP )
∂
∂vj
vi dv,
= −m
∫
φjPδij dv,
= −ρd 〈αd〉 φ˜i. (A.2.4)
therefore:
m
∫
vi
∂
∂vj
(βvjP ) dv = −ρd 〈αd〉βv˜i, (A.2.5)
−m
∫
vi
∂
∂vj
(βujP ) dv = ρd 〈αd〉 βu˜i, (A.2.6)
m
∫
vi
∂
∂vj
[
∂
∂xk
λkjP
]
dv = −ρd ∂
∂xk
〈αd〉 λ˜ki, (A.2.7)
m
∫
vi
∂
∂vj
[
∂
∂vk
µkjP
]
dv = −m
∫ [
∂
∂vk
µkjP
]
δijdv = 0, (A.2.8)
m
∫
vi
∂
∂vj
κjP dv = −ρd 〈αd〉 κ˜i, (A.2.9)
−m
∫
vi
∂
∂vj
gjP dv = ρd 〈αd〉 g˜i. (A.2.10)
Hence the momentum equation is given by;
ρd
∂
∂t
〈α〉 v˜i + ρd ∂
∂xj
〈α〉 v˜ivj = ρd 〈αd〉 β (u˜i − v˜i)− ρd ∂
∂xj
〈αd〉 λ˜ji
−ρd 〈αd〉 κ˜i + ρd 〈αd〉 g˜i (A.2.11)
The double velocity correlation tenser can then be decomposed, so that;
v˜ivj =
〈
αd(v˜i + v
′
i)(v˜j + v
′
j)
〉
〈αd〉 =
〈αdv˜iv˜j〉
〈αd〉 +
〈
αdv
′
iv
′
j
〉
〈αd〉
v˜ivj = v˜iv˜j + v˜′iv
′
j (A.2.12)
Hence the momentum equation can be written as;
ρd
∂
∂t
〈αd〉 v˜i + ρd ∂
∂xj
〈αd〉 v˜iv˜j = −ρd ∂
∂xj
〈αd〉 v˜′iv′j + ρd 〈αd〉 β (u˜i − v˜i)
−ρd ∂
∂xj
〈αd〉 λ˜ji − ρd 〈αd〉 κ˜i
+ρd 〈αd〉 g˜i. (A.2.13)
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κ, a component of the KM fluctuating drag force closure models the effect of the carrier
phase turbulent inhomogeneities. However as these are not modelled in this work, we
ignore this term. Also, as the KM is specifically for heavy inertial particles in a light
carrier phase, pressure and viscous stress do not feature within the momentum equation
(a one way coupling assumption is generally considered sufficient). However, they are an
important feature within the IC model, playing a vital numerical role. Hence in order
to achieve numerical compatibility between the derived transport equation and the IC
numerical algorithm, these terms are introduced onto the RHS:
ρd
∂
∂t
〈αd〉 v˜i + ρd ∂
∂xj
〈αd〉 v˜iv˜j = −ρd ∂
∂xj
〈αd〉 v˜′iv′j − 〈αd〉
∂
∂xi
p˜+ 〈αd〉 ∂
∂xj
τ˜ij
+ρd 〈αd〉β (u˜i − v˜i)− ρd ∂
∂xj
〈αd〉 λ˜ji
+ρd 〈αd〉 g˜i . (A.2.14)
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A.3 Kinetic stress equations
In order to derive the kinetic stress transport equation, transformation 3.3.6 is applied
to the KM PDF transport equations (2.2.20). However for this derivation, applying the
following transformation prior to integration simplifies the process:
x = x′ (A.3.1)
v = v′ + v˜ (A.3.2)
t = t′ (A.3.3)
Hence the derivatives of the above variables are also transformed to become:
∂
∂t
=
∂
∂t′
− ∂v˜
∂t
· ∂
∂v′
, (A.3.4)
∂
∂x
=
∂
∂x′
− ∂v˜
∂x
· ∂
∂v′
, (A.3.5)
∂
∂v
=
∂
∂v′
. (A.3.6)
These transformed derivatives are then substituted into the PDF equation giving:(
∂
∂t′
− ∂v˜l
∂t
∂
∂v′l
)
P = −
(
∂
∂x′i
− ∂v˜l
∂xi
∂
∂v′l
)(
v˜i + v
′
i
)
P +
∂
∂v′i
β
(
v˜i + v
′
i
)
P
− ∂
∂v′i
(βuiP ) +
∂
∂v′i
[(
∂
∂x′j
− ∂v˜l
∂xj
∂
∂v′l
)
λjiP
]
+
∂
∂v′i
∂
∂v′j
µjiP +
∂
∂v′i
κiP − ∂
∂v′i
giP, (A.3.7)
which on rearranging, becomes:(
∂
∂t′
+
∂v˜i
∂x′i
)
P =
∂v˜l
∂t
∂
∂v′l
P +
∂v˜l
∂xi
∂
∂v′l
(
v˜i + v
′
i
)
P − ∂v
′
i
∂x′i
P +
∂
∂v′i
β
(
v˜i + v
′
i
)
P
− ∂
∂v′i
(βuiP ) +
∂
∂v′i
[(
∂
∂x′j
− ∂v˜l
∂xj
∂
∂v′l
)
λjiP
]
+
∂
∂v′i
∂
∂v′j
µjiP +
∂
∂v′i
κiP − ∂
∂v′i
giP. (A.3.8)
191
To which the application of equation 3.3.6 gives;
m
∫
v′iv
′
j
∂
∂t
P dv′ = −m
∫
v′iv
′
j
∂v˜k
∂xk
P dv′ +m
∫
v′iv
′
j
∂v˜m
∂t
∂
∂v′m
P dv′
+m
∫
v′iv
′
j
∂v˜m
∂xk
∂
∂v′m
(
v˜k + v
′
k
)
P dv′ −m
∫
v′iv
′
j
∂v′k
∂xk
P dv′
+m
∫
v′iv
′
j
∂
∂v′k
β
(
v˜k + v
′
k
)
P dv′ −m
∫
v′iv
′
j
∂
∂v′k
(βukP ) dv
′
+m
∫
v′iv
′
j
∂
∂v′k
[
∂
∂xl
λlkP
]
dv′ −m
∫
v′iv
′
j
∂
∂v′k
[
∂v˜m
∂xl
∂
∂v′m
λlkP
]
dv′
+m
∫
v′iv
′
j
∂
∂v′k
∂
∂v′l
µlkP dv
′ +m
∫
v′iv
′
j
∂
∂v′k
κkP dv
′
−m
∫
v′iv
′
j
∂
∂v′k
gkP dv
′. (A.3.9)
Term-by-term evaluation:
m
∫
v′iv
′
j
∂
∂t
P dv′ = m
∂
∂t
∫
v′iv
′
jP dv
′ = ρd
∂
∂t
〈αd〉 v˜′iv′j, (A.3.10)
−m
∫
v′iv
′
j
∂
∂xk
(vkP ) dv
′ = −m ∂
∂xk
∫
v′iv
′
j(v˜k + v
′
k)P dv
′
= −m ∂
∂xk
v˜k
∫
v′iv
′
jP dv
′ −m ∂
∂xk
∫
v′iv
′
jv
′
kP dv
′
= −ρd ∂
∂xk
v˜k 〈αd〉 v˜′iv′j − ρd
∂
∂xk
〈αd〉 v˜′iv′jv′k, (A.3.11)
m
∫
v′iv
′
j
∂v˜m
∂t
∂
∂v′m
P dv′ = m
∂v˜m
∂t
∫
∂
∂v′m
v′iv
′
jP dv
′ −m∂v˜m
∂t
∫
Pv′i
∂
∂v′m
v′j dv
′
−m∂v˜m
∂t
∫
Pv′j
∂
∂v′m
v′i dv
′
= 0−m∂v˜m
∂t
[∫
Pv′iδmjdv
′ +
∫
Pv′jδim dv
′
]
= 0,
(A.3.12)
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m∫
v′iv
′
j
∂v˜m
∂xk
∂
∂v′m
(
v˜k + v
′
k
)
P dv′ = m
∂v˜m
∂xk
∫
∂
∂v′m
(
v˜k + v
′
k
)
v′iv
′
jP dv
′
−m∂v˜m
∂xk
∫ (
v˜k + v
′
k
)
P
∂
∂v′m
v′iv
′
j dv
′
= 0−m∂v˜m
∂xk
∫ (
v˜k + v
′
k
)
Pv′iδmj dv
′
−m∂v˜m
∂xk
∫ (
v˜k + v
′
k
)
Pv′jδmi dv
′
= −ρd ∂v˜j
∂xk
〈αd〉 v˜kv′i − ρd
∂v˜i
∂xk
〈αd〉 v˜kv′j
}
= 0
−ρd ∂v˜j
∂xk
〈αd〉 v′kv′i − ρd
∂v˜i
∂xk
〈αd〉 v′kv′j , (A.3.13)
−m
∫
v′iv
′
j
∂v′k
∂xk
P dv′ = −m ∂
∂xk
∫
v′iv
′
jv
′
kP dv
′
= −ρd ∂
∂xk
〈αd〉 v˜′iv′jv′k. (A.3.14)
The remaining terms follow a general structure which is evaluated here for an arbitrary
property φ:
m
∫
v′iv
′
j
∂
∂v′k
φkP dv
′ = m
∫
∂
∂v′k
φkv
′
iv
′
jP dv
′ −m
∫
φkPv
′
i
∂
∂v′k
v′j dv
′
−m
∫
φkPv
′
j
∂
∂v′k
v′i dv
′
= −m
∫
φkPv
′
iδkj dv
′ −m
∫
φkPv
′
jδki dv
′
= −ρd 〈αd〉 φ˜jv′i − ρd 〈αd〉 φ˜iv′j , (A.3.15)
hence;
m
∫
v′iv
′
j
∂
∂v′k
β
(
v˜k + v
′
k
)
P dv′ = −ρd 〈αd〉βv˜′jv′i − ρd 〈αd〉βv˜′iv′j , (A.3.16)
−m
∫
v′iv
′
j
∂
∂v′k
(βukP ) dv
′ = ρd 〈αd〉 βu˜jv′i + ρd 〈αd〉 βu˜iv′j , (A.3.17)
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m∫
v′iv
′
j
∂
∂v′k
[
∂
∂xl
λlkP
]
dv′ = −m
∫
∂
∂xl
(λlkP ) v
′
iδjk dv
′
−m
∫
∂
∂xl
(λlkP ) v
′
jδik dv
′
= −ρd ∂
∂xl
〈αd〉 λ˜ljv′i − ρd
∂
∂xl
〈αd〉 λ˜liv′j, (A.3.18)
−m
∫
v′iv
′
j
∂
∂v′k
[
∂v˜m
∂xl
∂
∂v′m
λlkP
]
dv′ = −m
∫
∂
∂v′k
[
v′iv
′
j
∂v˜m
∂xl
∂
∂v′m
λlkP
]
dv′
+m
∂v˜m
∂xl
∫ [
∂
∂v′m
λlkP
] [
∂
∂v′k
v′iv
′
j
]
dv′,
= m
∂v˜m
∂xl
∫
v′iδjk
∂
∂v′m
(λlkP ) dv
′
+m
∂v˜m
∂xl
∫
v′jδik
∂
∂v′m
(λlkP ) dv
′,
so using the above general working:
= −m∂v˜m
∂xl
∫
λljPδim dv
′ −m∂v˜m
∂xl
∫
λliPδjm dv
′
= −ρd 〈αd〉 λ˜lj ∂v˜i
∂xl
− ρd 〈αd〉 λ˜li∂v˜j
∂xl
, (A.3.19)
m
∫
v′iv
′
j
∂
∂v′k
∂
∂v′l
µlkP dv
′ = m
∫
∂
∂v′k
[
v′iv
′
j
∂
∂v′l
µlkP
]
dv′
−m
∫
∂
∂v′l
(µlkP )
∂
∂v′k
(
v′iv
′
j
)
dv′
= −m
∫
∂
∂v′l
(µlkP ) v
′
iδkj dv
′ −m
∫
∂
∂v′l
(µlkP ) v
′
jδki dv
′
= m
∫
µljPδil dv
′ +m
∫
µliPδjl dv
′
= 2ρd 〈αd〉 µ˜ij, (A.3.20)
m
∫
v′iv
′
j
∂
∂v′k
κkP dv
′ = −ρd 〈αd〉 κ˜jv′i − ρd 〈αd〉 κ˜iv′j , (A.3.21)
−m
∫
v′iv
′
j
∂
∂v′k
gkP dv
′ = ρd 〈αd〉 g˜jv′i + ρd 〈αd〉 g˜iv′j . (A.3.22)
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So that on assembling these terms, the kinetic stress transport equation is written as:
ρd
∂
∂t
〈αd〉 v˜′iv′j + ρd
∂
∂xk
〈αd〉 v˜′iv′jv′k
+ρd
∂
∂xk
v˜k 〈αd〉 v˜′iv′j = −ρd 〈αd〉 v˜′jv′k
∂v˜i
∂xk
− ρd 〈αd〉 v˜′kv′i
∂v˜j
∂xk
+2ρd 〈αd〉 µ˜ij +
(
S + ST
)
, (A.3.23)
where,
S = −ρd 〈αd〉 βv˜′jv′i + ρd 〈αd〉βu˜jv′i − ρd
∂
∂xl
〈αd〉 λ˜ljv′i − ρd
∂v˜j
∂xl
〈αd〉 λ˜li
−ρd 〈αd〉 κ˜jv′i + ρd 〈αd〉 g˜jv′i, (A.3.24)
and
ST = −ρd 〈αd〉 βv˜′iv′j + ρd 〈αd〉 βu˜iv′j − ρd
∂
∂xl
〈αd〉 λ˜liv′j − ρd
∂v˜i
∂xl
〈αd〉 λ˜lj
−ρd 〈αd〉 κ˜iv′j + ρd 〈αd〉 g˜iv′j . (A.3.25)
The terms u˜v′, λ˜v′, κ˜v′ and g˜v′ are negligible, hence the equation is simplified to:
ρd
∂
∂t
〈αd〉 v˜′iv′j + ρd
∂
∂xk
v˜k 〈αd〉 v˜′iv′j
+ρd
∂
∂xk
〈αd〉 v˜′iv′jv′k = −ρd 〈αd〉 v˜′jv′k
∂v˜i
∂xk
− ρd 〈αd〉 v˜′kv′i
∂v˜j
∂xk
−ρd 〈αd〉
(
λ˜ki
∂v˜j
∂xk
+ λ˜kj
∂v˜i
∂xk
)
−2ρd 〈αd〉 βv˜′jv′i + 2ρd 〈αd〉 µ˜ij . (A.3.26)
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A.4 Carrier phase turbulent kinetic energy
In order to derive the transport equation for kc, we begin with the closed momentum
equation for the carrier phase:
ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
〈αc〉 u˜iu˜j
+ρc
∂
∂xj
〈αc〉 u˜′iu′j = −〈αc〉
∂
∂xi
p˜+ 〈αc〉 ∂
∂xj
τ˜ij + ρc 〈αc〉 g˜i
+ρdβ 〈αd〉 (v˜i − u˜i) + ρd ∂
∂xj
〈αd〉 λ˜ji.
(A.4.1)
Prior to ensemble averaging and closing, the momentum equation may be expressed as:
ρc
∂
∂t
αcui + ρc
∂
∂xj
(αcuiuj) = −αc ∂
∂xi
p+ αc
∂
∂xj
τij + ρcαcgi
+ρdβαd (vi − ui) , (A.4.2)
for the j direction, the same equation is written as:
ρc
∂
∂t
αcuj + ρc
∂
∂xi
(αcujui) = −αc ∂
∂xj
p+ αc
∂
∂xi
τji + ρcαcgj
+ρdβαd (vj − uj) . (A.4.3)
Multiplying equations A.4.2 and A.4.3 by u′j and u
′
i respectively, we achieve:
ρcu
′
j
∂
∂t
αcui + ρcu
′
j
∂
∂xk
(αcukui) = −αcu′j
∂
∂xi
p+ αcu
′
j
∂
∂xk
τik + ρcαcu
′
jgi
+ρdαdβu
′
j (vi − ui) , (A.4.4)
ρcu
′
i
∂
∂t
αcuj + ρcu
′
i
∂
∂xk
(αcukuj) = −αcu′i
∂
∂xj
p+ αcu
′
i
∂
∂xk
τjk + ρcαcu
′
igj
+ρdαdβu
′
i (vj − uj) . (A.4.5)
Summing the above two equations gives:
ρcu
′
j
∂
∂t
αcui + ρcu
′
i
∂
∂t
αcuj + ρcu
′
j
∂
∂xk
(αcukui) + ρcu
′
i
∂
∂xk
(αcukuj)
= −αcu′j
∂
∂xi
p− αcu′i
∂
∂xj
p+ αcu
′
j
∂
∂xk
τik + αcu
′
i
∂
∂xk
τjk
+ρdαdβu
′
j (vi − ui) + ρdαdβu′i (vj − uj)
+ρcαcu
′
jgi + ρcαcu
′
igj , (A.4.6)
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using continuity, the LHS becomes:
ρcαcu
′
j
∂ui
∂t
+ ρcαcu
′
i
∂uj
∂t
+ ρcαcu
′
juk
∂ui
∂xk
+ ρcαcu
′
iuk
∂uj
∂xk
= −αcu′j
∂
∂xi
p− αcu′i
∂
∂xj
p+ αcu
′
j
∂
∂xk
τik + αcu
′
i
∂
∂xk
τjk
+ρdαdβu
′
j (vi − ui) + ρdαdβu′i (vj − uj)
+ρcαcu
′
jgi + ρcαcu
′
igj . (A.4.7)
The above equation is then α-weighted ensemble averaged, giving:〈
ρcαcu
′
j
∂ui
∂t
〉
+
〈
ρcαcu
′
i
∂uj
∂t
〉
+
〈
ρcαcu
′
juk
∂ui
∂xk
〉
+
〈
ρcαcu
′
iuk
∂uj
∂xk
〉
= −
〈
αcu
′
j
∂
∂xi
p
〉
−
〈
αcu
′
i
∂
∂xj
p
〉
+
〈
αcu
′
j
∂
∂xk
τik
〉
+
〈
αcu
′
i
∂
∂xk
τjk
〉
+
〈
ρdαdβu
′
j (vi − ui)
〉
+
〈
ρdαdβu
′
i (vj − uj)
〉
+
〈
ρcαcu
′
jgi
〉
+
〈
ρcαcu
′
igj
〉
. (A.4.8)
The velocities, pressure and viscous stress terms are then decomposed into a mean value
and a corresponding zero-mean fluctuatory part denoted by ˜ and a ′ , respectively:〈
ρcαcu
′
j
∂u˜i
∂t
〉
+
〈
ρcαcu
′
i
∂u˜j
∂t
〉
+
〈
ρcαcu
′
ju˜k
∂u˜i
∂xk
〉
+
〈
ρcαcu
′
iu˜k
∂u˜j
∂xk
〉
+
〈
ρcαcu
′
j
∂u′i
∂t
〉
+
〈
ρcαcu
′
i
∂u′j
∂t
〉
+
〈
ρcαcu
′
ju
′
k
∂u′i
∂xk
〉
+
〈
ρcαcu
′
iu
′
k
∂u′j
∂xk
〉
+
〈
ρcαcu
′
ju
′
k
∂u˜i
∂xk
〉
+
〈
ρcαcu
′
iu
′
k
∂u˜j
∂xk
〉
+
〈
ρcαcu
′
j u˜k
∂u′i
∂xk
〉
+
〈
ρcαcu
′
iu˜k
∂u′j
∂xk
〉
= −
〈
αcu
′
j
∂
∂xi
p˜
〉
−
〈
αcu
′
i
∂
∂xj
p˜
〉
+
〈
αcu
′
j
∂
∂xk
τ˜ik
〉
+
〈
αcu
′
i
∂
∂xk
τ˜jk
〉
−
〈
αcu
′
j
∂
∂xi
p′
〉
−
〈
αcu
′
i
∂
∂xj
p′
〉
+
〈
αcu
′
j
∂
∂xk
τ ′ik
〉
+
〈
αcu
′
i
∂
∂xk
τ ′jk
〉
+
〈
ρdαdβu
′
j (v˜i − u˜i)
〉
+
〈
ρdαdβu
′
i (v˜j − u˜j)
〉
+
〈
ρdαdβu
′
j
(
v′i − u′i
)〉
+
〈
ρdαdβu
′
i
(
v′j − u′j
)〉
+
〈
ρcαcu
′
jgi
〉
+
〈
ρcαcu
′
igj
〉
. (A.4.9)
With only one fluctuatory component in each term, the top line is negligible as well as
the mean pressure, mean viscous stress, gravity and mean drag terms. Some terms in the
second and third line are transposes of each other and may be combined using the product
197
rule so that:〈
ρcαc
∂u′iu
′
j
∂t
〉
+
〈
ρcαcu
′
k
∂u′iu
′
j
∂xk
〉
+
〈
ρcαcu˜k
∂u′iu
′
j
∂xk
〉
+
〈
ρcαcu
′
ju
′
k
∂u˜i
∂xk
〉
+
〈
ρcαcu
′
iu
′
k
∂u˜j
∂xk
〉
= −
〈
αcu
′
j
∂
∂xi
p′
〉
−
〈
αcu
′
i
∂
∂xj
p′
〉
+
〈
αcu
′
j
∂
∂xk
τ ′ik
〉
+
〈
αcu
′
i
∂
∂xk
τ ′jk
〉
+
〈
ρdαdβu
′
j
(
v′i − u′i
)〉
+
〈
ρdαdβu
′
i
(
v′j − u′j
)〉
. (A.4.10)
By applying the conservation of continuity, the LHS may be re-written as:〈
ρc
∂
∂t
αcu
′
iu
′
j
〉
+
〈
ρc
∂
∂xk
αcu
′
ku
′
iu
′
j
〉
+
〈
ρc
∂
∂xk
αcu˜ku
′
iu
′
j
〉
+
〈
ρcαcu
′
ju
′
k
∂u˜i
∂xk
〉
+
〈
ρcαcu
′
iu
′
k
∂u˜j
∂xk
〉
= −
〈
αcu
′
j
∂
∂xi
p′
〉
−
〈
αcu
′
i
∂
∂xj
p′
〉
+
〈
αcu
′
j
∂
∂xk
τ ′ik
〉
+
〈
αcu
′
i
∂
∂xk
τ ′jk
〉
+
〈
ρdαdβu
′
j
(
v′i − u′i
)〉
+
〈
ρdαdβu
′
i
(
v′j − u′j
)〉
. (A.4.11)
On evaluating the averages and rearranging the terms:
ρc
∂
∂t
〈αc〉 u˜′iu′j + ρc
∂
∂xk
〈αc〉 u˜ku˜′iu′j + ρc
∂
∂xk
〈αc〉 u˜′ku′iu′j
= −ρc 〈αc〉 u˜′ju′k
∂u˜i
∂xk
− ρc 〈αc〉 u˜′iu′k
∂u˜j
∂xk
−
〈
αcu
′
j
∂
∂xi
p′
〉
−
〈
αcu
′
i
∂
∂xj
p′
〉
+
〈
αcu
′
j
∂
∂xk
τ ′ik
〉
+
〈
αcu
′
i
∂
∂xk
τ ′jk
〉
−2ρd 〈αd〉βu˜′ju′i + ρd 〈αd〉 βu˜′jv′i + ρd 〈αd〉 βu˜′iv′j . (A.4.12)
The triple velocity correlation terms is closed and u˜′iu
′
k terms are approximated using the
gradient diffusion model, and the Boussinesq approximation respectively:
u˜′iu
′
ju
′
k = −
νtc
σk
∂
∂xk
u˜′iu
′
j , (A.4.13)
−u˜′iu′k = νtc
[
∂u˜k
∂xi
+
∂u˜i
∂xk
]
− 2
3
kcδki. (A.4.14)
σk is the turbulent Prandtl number associated with k and equal to unity as in the single-
phase k − ε model. The pressure terms are absorbed into the gradient-diffusion closure
for the triple velocity correlation tensor (A.4.13) so that the transport equation for the
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Reynolds stresses now looks like:
ρc
∂
∂t
〈αc〉 u˜′iu′j + ρc
∂
∂xk
〈αc〉 u˜ku˜′iu′j = ρc
∂
∂xk
[
〈αc〉 ν
t
c
σk
∂
∂xk
u˜′iu
′
j
]
+ρc 〈αc〉 νtc
[
∂u˜k
∂xj
+
∂u˜j
∂xk
]
∂u˜i
∂xk
− 2
3
kcδkj
∂u˜i
∂xk
+ρc 〈αc〉 νtc
[
∂u˜k
∂xi
+
∂u˜i
∂xk
]
∂u˜j
∂xk
− 2
3
kcδki
∂u˜j
∂xk
+ 〈αc〉 ∂
∂xk
u˜′jτ
′
ik −
〈
αcτ
′
ik
∂
∂xk
u′j
〉
+ 〈αc〉 ∂
∂xk
u˜′iτ
′
jk −
〈
αcτ
′
jk
∂
∂xk
u′i
〉
−2ρd 〈αd〉βu˜′ju′i + ρd 〈αd〉βu˜′jv′i + ρd 〈αd〉 βu˜′iv′j .
(A.4.15)
In the above, the terms ∂∂xk u˜
′
jτ
′
ik and
∂
∂xk
u˜′iτ
′
jk are considered negligible in comparison to
their counterparts and the viscous stress is defined as τ ′ik = µc
∂u′i
∂xk
. Considering this and
taking the trace of A.4.15:
ρc
∂
∂t
〈αc〉 u˜′iu′i + ρc
∂
∂xj
〈αc〉 u˜ju˜′iu′i = ρc
∂
∂xj
[
〈αc〉 ν
t
c
σk
∂
∂xj
u˜′iu
′
i
]
− 2µc
〈
αc
∂u˜′i
∂xj
∂u˜′i
∂xj
〉
+2ρc 〈αc〉 νtc
[
∂u˜j
∂xi
+
∂u˜i
∂xj
]
∂u˜i
∂xj
− 4
3
kc
∂u˜i
∂xi
−2ρdβ 〈αd〉 u˜′iu′i + 2ρdβ 〈αd〉 u˜′iv′i. (A.4.16)
Multiplying A.4.16 by 12 , defining kc =
1
2 u˜
′
iu
′
i and using continuity the kc transport equa-
tion is achieved:
ρc
∂
∂t
〈αc〉 kc + ρc ∂
∂xj
〈αc〉 u˜jkc = ρc ∂
∂xj
[
〈αc〉 ν
t
c
σk
∂
∂xj
kc
]
− µc
〈
αc
∂u˜′i
∂xj
∂u˜′i
∂xj
〉
+ρc 〈αc〉 νtc
[
∂u˜j
∂xi
+
∂u˜i
∂xj
]
∂u˜i
∂xj
−2ρd 〈αd〉βkc + ρd 〈αd〉 βu˜′iv′i. (A.4.17)
This can be simplified by defining:
G = µtc
[
∂u˜j
∂xi
+
∂u˜i
∂xj
]
∂u˜i
∂xj
(A.4.18)
and ε =
νc
〈αc〉
〈
αc
∂u˜′i
∂xk
∂u˜′i
∂xk
〉
, (A.4.19)
so that:
ρc
∂
∂t
〈αc〉 kc + ρc ∂
∂xk
〈αc〉 u˜kkc = ρc ∂
∂xk
[
〈αc〉 ν
t
c
σk
∂
∂xk
kc
]
− ρc 〈αc〉 εc + 〈αc〉G
−2ρd 〈αd〉 βkc + ρd 〈αd〉 βu˜′iv′i. (A.4.20)
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What remains to be defined, is a KM-derived closure for the fluid-particle velocity corre-
lation term. To achieve this, we consider the Furutsu-Novikov approximation for the KM
PDF transport equation:
〈fi(x, t)W (x,v, t)〉 = −
[
∂
∂xj
λji +
∂
∂vj
µji − κi
]
P (x,v, t). (A.4.21)
By using the definition fi = βu
′
i from equation 2.2.4 and writing the full term as it appears
in the PDF transport equation:
∂
∂vi
βu′iP = −
∂
∂vi
[
∂
∂xj
λji +
∂
∂vj
µji − κi
]
P. (A.4.22)
In order to derive a closure expression for β 〈αd〉 u˜′iv′i, we follow the same derivation pro-
cedure for the kd transport equation:
ρd 〈αd〉 v˜′iv′j = m
∫
Pv′iv
′
j dv
′, (A.4.23)
So, for the LHS:
m
∫
v′jv
′
k
∂
∂v′i
βu′iP dv
′ = m
∫
∂
∂v′i
βu′iv
′
jv
′
kP dv
′ −m
∫
βu′iP
∂
∂v′i
v′jv
′
k dv
′,
= −m
∫
βu′iv
′
kδijP dv
′ −m
∫
βu′iv
′
jδikP dv
′,
= −ρd 〈αd〉 βu˜′jv′k − ρd 〈αd〉βu˜′kv′j . (A.4.24)
Taking the trace of A.4.24 and multiplying by 12 , gives the result:
− ρd 〈αd〉βu˜′iv′i = −
1
2
trace
(
m
∫
v′kv
′
l
∂
∂v′i
[
∂
∂xj
λji +
∂
∂v′j
µji − κi
]
P dv′
)
.
(A.4.25)
The RHS of the above is evaluated in section A.3, the result of which is given below:
− ρ 〈αd〉 βu˜′iv′i = −ρd 〈αd〉
(
λ˜ji
∂v˜i
∂xj
− µ˜ii
)
. (A.4.26)
This is substituted directly into the kc transport equation A.4.17 to give the fully closed
kc transport equation as:
ρc
∂
∂t
〈αc〉 kc + ρc ∂
∂xk
〈αc〉 u˜kkc = ρc ∂
∂xk
[
〈αc〉 ν
t
c
σk
∂
∂xk
kc
]
− ρc 〈αc〉 εc + 〈αc〉G
−2ρdβ 〈αd〉 kc + ρd 〈αd〉
(
λ˜ji
∂v˜i
∂xj
− µ˜ii
)
.(A.4.27)
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A.5 Carrier phase turbulent kinetic energy dissipation rate
To derive the εc transport equation we begin with the pre-averaged carrier phase momen-
tum equation A.4.2:
ρc
∂
∂t
αcui + ρc
∂
∂xj
(αcuiuj) = −αc ∂
∂xi
p+ ρcαc
∂
∂xj
τij
+ρdαdβ (vi − ui) + ρcαcgi, (A.5.1)
all variables are then decomposed (without averaging) into an α-weighted average and a
corresponding zero-mean fluctuatory part represented by ˜ and ′ respectively:
ρc
∂
∂t
α′cu
′
i + ρc
∂
∂t
α′cu˜i + ρc
∂
∂t
〈αc〉u′i + ρc
∂
∂t
〈αc〉 u˜i
+ρc
∂
∂xj
α′cu
′
iu
′
j + ρc
∂
∂xj
α′cu
′
iu˜j + ρc
∂
∂xj
α′cu˜iu
′
j + ρc
∂
∂xj
α′cu˜iu˜j
+ρc
∂
∂xj
〈αc〉 u′iu′j + ρc
∂
∂xj
〈αc〉 u′iu˜j + ρc
∂
∂xj
〈αc〉 u˜iu′j + ρc
∂
∂xj
〈αc〉 u˜iu˜j
=
−α′c
∂
∂xi
p′ − α′c
∂
∂xi
p˜− 〈αc〉 ∂
∂xi
p′ − 〈αc〉 ∂
∂xi
p˜
+α′c
∂
∂xj
τ ′ij + α
′
c
∂
∂xj
τ˜ij + 〈αc〉 ∂
∂xj
τ ′ij + 〈αc〉
∂
∂xj
τ˜ij
+ρdβα
′
d
(
v′i − u′i
)
+ ρdβα
′
d (v˜i − u˜i) + ρdβαd
(
v′i − u′i
)
+ ρdβαd (v˜i − u˜i)
+ρcα
′
cgi + ρc 〈αc〉 gi. (A.5.2)
Applying an α-weighted averaging to equation A.5.1, terms with a single fluctuatory vari-
able may be neglected to give:
ρc
∂
∂t
〈αc〉 u˜i + ρc ∂
∂xj
〈αc〉 u˜iu˜j + ρc ∂
∂xj
〈αc〉 u˜′iu′j
= −
〈
α′c
∂
∂xi
p′
〉
− 〈αc〉 ∂
∂xi
p˜+
〈
αc
∂
∂xj
τ ′ij
〉
+ 〈αc〉 ∂
∂xj
τ˜ij
+ρdβ 〈αd〉 (v˜i − u˜i)− ρdβ
〈
αdu
′
i
〉
+ ρc 〈αc〉 gi. (A.5.3)
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Subtracting A.5.3 from equation A.5.2:
ρc
∂
∂t
α′cu
′
i + ρc
∂
∂t
α′cu˜i + ρc
∂
∂t
〈αc〉 u′i
+ρc
∂
∂xj
α′cu
′
iu
′
j + ρc
∂
∂xj
α′cu
′
iu˜j + ρc
∂
∂xj
α′cu˜iu
′
j + ρc
∂
∂xj
α′cu˜iu˜j
+ρc
∂
∂xj
〈αc〉u′iu′j + ρc
∂
∂xj
〈αc〉u′iu˜j + ρc
∂
∂xj
〈αc〉 u˜iu′j
=
ρc
∂
∂xj
〈αc〉 u˜′iu′j
−α′c
∂
∂xi
p′ − α′c
∂
∂xi
p˜− 〈αc〉 ∂
∂xi
p′ +
〈
α′c
∂
∂xi
p′
〉
+ρcα
′
c
∂
∂xj
τ ′ij + ρcα
′
c
∂
∂xj
τ˜ij + ρc 〈αc〉 ∂
∂xj
τ ′ij −
〈
αc
∂
∂xj
τ ′ij
〉
+ρdβα
′
d
(
v′i − u′i
)
+ ρdβα
′
d (v˜i − u˜i) + ρdβ 〈αd〉
(
v′i − u′i
)
+ ρdβ
〈
αdu
′
i
〉
+ρcα
′
cgi. (A.5.4)
The product rule is then applied to the LHS of equation A.5.4 so that using the continuity
of the carrier phase:
ρc
∂
∂t
α′cu
′
i + ρc
∂
∂t
α′cu˜i + ρc
∂
∂t
〈αc〉u′i
+ρc
∂
∂xj
α′cu
′
iu
′
j + ρc
∂
∂xj
α′cu
′
iu˜j + ρc
∂
∂xj
α′cu˜iu
′
j + ρc
∂
∂xj
α′cu˜iu˜j
+ρc
∂
∂xj
〈αc〉 u′iu′j + ρc
∂
∂xj
〈αc〉 u′iu˜j + ρc
∂
∂xj
〈αc〉 u˜iu′j
=
ρcα
′
c
∂
∂t
u′i + ρcα
′
c
∂
∂t
u˜i + ρc 〈αc〉 ∂
∂t
u′i
+ρcα
′
cu
′
j
∂
∂xj
u′i + ρcα
′
cu˜j
∂
∂xj
u′i + ρcα
′
cu
′
j
∂
∂xj
u˜i + ρcα
′
cu˜j
∂
∂xj
u˜i
+ρc 〈αc〉 u′j
∂
∂xj
u′i + ρc 〈αc〉u′j
∂
∂xj
u˜i + ρc 〈αc〉 u˜j ∂
∂xj
u′i. (A.5.5)
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Hence the overall equation may be written as:
ρcα
′
c
∂
∂t
u′i + ρcα
′
c
∂
∂t
u˜i + ρc 〈αc〉 ∂
∂t
u′i
+ρcα
′
cu
′
j
∂
∂xj
u′i + ρcα
′
cu˜j
∂
∂xj
u′i + ρcα
′
cu
′
j
∂
∂xj
u˜i + ρcα
′
cu˜j
∂
∂xj
u˜i
+ρc 〈αc〉u′j
∂
∂xj
u′i + ρc 〈αc〉 u′j
∂
∂xj
u˜i + ρc 〈αc〉 u˜j ∂
∂xj
u′i
=
ρc
∂
∂xj
〈αc〉 u˜′iu′j
−α′c
∂
∂xi
p′ − α′c
∂
∂xi
p˜− 〈αc〉 ∂
∂xi
p′ +
〈
α′c
∂
∂xi
p′
〉
+α′c
∂
∂xj
τ ′ij + α
′
c
∂
∂xj
τ˜ij + 〈αc〉 ∂
∂xj
τ ′ij −
〈
αc
∂
∂xj
τ ′ij
〉
+ρdβα
′
d
(
v′i − u′i
)
+ ρdβα
′
d (v˜i − u˜i) + ρdβ 〈αd〉
(
v′i − u′i
)
+ ρdβ
〈
αdu
′
i
〉
+ρcα
′
cgi. (A.5.6)
Differentiating equation A.5.6 with respect to xk gives:
ρc
∂α′c
∂xk
∂u′i
∂t
+ ρcα
′
c
∂2u′i
∂xk∂t
+ ρc
∂α′c
∂xk
∂u˜i
∂t
+ ρcα
′
c
∂2u˜i
∂xk∂t
+ ρc
∂ 〈αc〉
∂xk
∂u′i
∂t
+ ρc 〈αc〉 ∂
2u′i
∂xk∂t
+ρc
∂α′cu
′
j
∂xk
∂u′i
∂xj
+ ρc
∂α′cu˜j
∂xk
∂u′i
∂xj
+ ρc
∂α′cu
′
j
∂xk
∂u˜i
∂xj
+ ρc
∂α′cu˜j
∂xk
∂u˜i
∂xj
+ρcα
′
cu
′
j
∂2u′i
∂xk∂xj
+ ρcα
′
cu˜j
∂2u′i
∂xk∂xj
+ ρcα
′
cu
′
j
∂2u˜i
∂xk∂xj
+ ρcα
′
cu˜j
∂2u˜i
∂xk∂xj
+ρc
∂ 〈αc〉u′j
∂xk
∂u′i
∂xj
+ ρc
∂ 〈αc〉 u′j
∂xk
∂u˜i
∂xj
+ ρc
∂ 〈αc〉 u˜j
∂xk
∂u′i
∂xj
+ρc 〈αc〉u′j
∂2u′i
∂xk∂xj
+ ρc 〈αc〉u′j
∂2u˜i
∂xk∂xj
+ ρc 〈αc〉 u˜j ∂
2u′i
∂xk∂xj
=
ρc
∂2
∂xk∂xj
〈αc〉 u˜′iu′j −
∂α′c
∂xk
∂p′
∂xi
− ∂α
′
c
∂xk
∂p˜
∂xi
− ∂ 〈αc〉
∂xk
∂p′
∂xi
+
∂
∂xk
〈
α′c
∂
∂xi
p′
〉
−α′c
∂2p′
∂xk∂xi
− α′c
∂2p˜
∂xk∂xi
− 〈αc〉 ∂
2p′
∂xk∂xi
+
∂α′c
∂xk
∂τ ′ij
∂xj
+
∂α′c
∂xk
∂τ˜ij
∂xj
+
∂ 〈αc〉
∂xk
∂τ ′ij
∂xj
+
∂
∂xk
〈
αc
∂τ ′ij
∂xj
〉
+
(〈αc〉+ α′c) ∂2τ ′ij∂xk∂xj + α′c ∂
2τ˜ij
∂xk∂xj
+ρdβ
∂
∂xk
[(
α′d + 〈αd〉
) (
v′i − u′i
)
+ α′d (v˜i − u˜i) +
〈
αdu
′
i
〉]
+ ρc
∂
∂xk
α′cgi. (A.5.7)
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Multiplying the above by
∂u′i
∂xk
and ensemble averaging gives:
ρc
〈
∂u′i
∂xk
∂α′c
∂xk
∂u′i
∂t
〉
+ ρc
〈
α′c
∂u′i
∂xk
∂2u′i
∂xk∂t
〉
︸ ︷︷ ︸
1
+ρc
〈
∂u′i
∂xk
∂α′c
∂xk
〉
∂u˜i
∂t
+ ρcα
′
c
〈
∂u′i
∂xk
〉
∂2u˜i
∂xk∂t
+ρc
∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂u′i
∂t
〉
+ ρc 〈αc〉
〈
∂u′i
∂xk
∂2u′i
∂xk∂t
〉
︸ ︷︷ ︸
2
+ρc
〈
∂u′i
∂xk
∂α′cu
′
j
∂xk
∂u′i
∂xj
〉
+ ρc
〈
∂u′i
∂xk
∂α′cu˜j
∂xk
∂u′i
∂xj
〉
+ρc
〈
∂u′i
∂xk
∂α′cu
′
j
∂xk
〉
∂u˜i
∂xj
+ ρc
〈
∂u′i
∂xk
∂α′cu˜j
∂xk
∂u˜i
∂xj
〉
+ ρc
〈
α′cu
′
j
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
︸ ︷︷ ︸
6
+ ρc
〈
α′cu˜j
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
︸ ︷︷ ︸
4
+ρc
〈
α′cu
′
j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
+ ρc
〈
α′cu˜j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
+ρc
〈
∂u′i
∂xk
∂ 〈αc〉u′j
∂xk
∂u′i
∂xj
〉
+ ρc
〈
∂u′i
∂xk
∂ 〈αc〉 u′j
∂xk
〉
∂u˜i
∂xj
+ ρc
∂ 〈αc〉 u˜j
∂xk
〈
∂u′i
∂xk
∂u′i
∂xj
〉
+ ρc 〈αc〉
〈
u′j
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
︸ ︷︷ ︸
5
+ρc 〈αc〉
〈
u′j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
+ ρc 〈αc〉 u˜j
〈
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
︸ ︷︷ ︸
3
=
ρc
〈
∂u′i
∂xk
〉
∂2
∂xk∂xj
〈αc〉 u˜′iu′j
−
〈
∂u′i
∂xk
∂α′c
∂xk
∂p′
∂xi
〉
−
〈
∂u′i
∂xk
∂α′c
∂xk
〉
∂p˜
∂xi
− ∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂p′
∂xi
〉
+
〈
∂u′i
∂xk
〉
∂
∂xk
〈
α′c
∂
∂xi
p′
〉
−
〈
α′c
∂u′i
∂xk
∂2p′
∂xk∂xi
〉
−
〈
α′c
∂u′i
∂xk
〉
∂2p˜
∂xk∂xi
− 〈αc〉
〈
∂u′i
∂xk
∂2p′
∂xk∂xi
〉
+
〈
∂α′c
∂xk
∂u′i
∂xk
∂τ ′ij
∂xj
〉
+
〈
∂α′c
∂xk
∂u′i
∂xk
〉
∂τ˜ij
∂xj
+
∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂τ ′ij
∂xj
〉
+
〈
∂u′i
∂xk
〉
∂
∂xk
〈
αc
∂τ ′ij
∂xj
〉
+
〈(〈αc〉+ α′c) ∂u′i∂xk ∂
2τ ′ij
∂xk∂xj
〉
+
∂2τ ′ij
∂xk∂xj
〈
α′c
∂u′i
∂xk
〉
+ρdβ
〈
∂u′i
∂xk
∂
∂xk
[(
α′d + 〈αd〉
) (
v′i − u′i
)
+ α′d (v˜i − u˜i) +
〈
αdu
′
i
〉]〉
+ρc
〈
∂u′i
∂xk
∂
∂xk
α′cgi
〉
. (A.5.8)
To simplify the transport equation, the following definitions are used:
εc =
νc
〈αc〉
〈
αc
∂u′i
∂xj
∂u′i
∂xj
〉
and τij = µc
∂ui
∂xj
. (A.5.9)
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Some of the terms in equation A.5.8 can be expressed differently using the product rule.
So taking terms 1 and 2 from the above equation:
ρc
〈
α′c
∂u′i
∂xk
∂2u′i
∂xk∂t
〉
+ ρc 〈αc〉
〈
∂u′i
∂xk
∂2u′i
∂xk∂t
〉
= ρc
〈
αc
∂u′i
∂xk
∂
∂t
(
∂u′i
∂xk
)〉
(A.5.10)
=
ρc
2
〈
αc
∂u′i
∂xk
∂
∂t
(
∂u′i
∂xk
)〉
+
ρc
2
〈
αc
∂u′i
∂xk
∂
∂t
(
∂u′i
∂xk
)〉
(A.5.11)
=
ρc
2
〈
αc
∂
∂t
(
∂u′i
∂xk
∂u′i
∂xk
)〉
(A.5.12)
=
ρc
2
∂
∂t
〈αc〉
νc
εc − ρc
2
〈(
∂u′i
∂xk
∂u′i
∂xk
)
∂αc
∂t
〉
. (A.5.13)
Applying the same procedure to terms 3 and 4 of equation A.5.8:
ρc 〈αc〉 u˜j
〈
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
+ ρc
〈
α′cu˜j
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
= ρcu˜j
〈
αc
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
(A.5.14)
=
ρc
2
u˜j
〈
αc
∂
∂xj
(
∂u′i
∂xk
∂u′i
∂xk
)〉
(A.5.15)
=
ρc
2
∂
∂xj
u˜j
〈αc〉
νc
εc − ρc
2
〈
∂αcu˜j
∂xj
(
∂u′i
∂xk
∂u′i
∂xk
)〉
, (A.5.16)
and finally the same for terms 5 and 6 of equation A.5.8:
ρc 〈αc〉
〈
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
+ ρc
〈
α′cu
′
j
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
= ρc
〈
αc
∂u′i
∂xk
∂2u′i
∂xk∂xj
〉
(A.5.17)
=
ρc
2
〈
αcu
′
j
∂
∂xj
(
∂u′i
∂xk
∂u′i
∂xk
)〉
(A.5.18)
=
ρc
2
∂
∂xj
〈αc〉
νc
εcu˜
′
j −
ρc
2
〈
∂αcu
′
j
∂xj
(
∂u′i
∂xk
∂u′i
∂xk
)〉
. (A.5.19)
Hence summation of terms 1 through to 6 gives the result:
ρc
2
∂
∂t
〈αc〉
νc
εc +
ρc
2
∂
∂xj
[
u˜j
〈αc〉
νc
εc
]
+
ρc
2
∂
∂xj
[〈αc〉
νc
εcu˜′j
]
−ρc
2
〈(
∂u′i
∂xk
∂u′i
∂xk
)(
∂αc
∂t
+
∂αcu˜j
∂xj
+
∂αcu
′
j
∂xj
)
︸ ︷︷ ︸
=0 from continuity
〉
. (A.5.20)
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Multiplying equation A.5.8 by 2νc and applying the result A.5.20, the transport equation
for εc may now be written as:
ρc
∂
∂t
〈αc〉 εc + ρc ∂
∂xj
[u˜j 〈αc〉 εc] + ρc ∂
∂xj
[
〈αc〉 εcu˜′j
]
=
−2µc
〈
∂u′i
∂xk
∂α′c
∂xk
∂u′i
∂t
〉
− 2µc
〈
∂u′i
∂xk
∂α′c
∂xk
〉
∂u˜i
∂t
− 2µcα′c
〈
∂u′i
∂xk
〉
∂2u˜i
∂xk∂t
−2µc∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂u′i
∂t
〉
− 2µc
〈
∂u′i
∂xk
∂α′cu
′
j
∂xk
∂u′i
∂xj
〉
− 2µc
〈
∂u′i
∂xk
∂α′cu˜j
∂xk
∂u′i
∂xj
〉
−2µc
〈
∂u′i
∂xk
∂α′cu
′
j
∂xk
〉
∂u˜i
∂xj
− 2µc
〈
∂u′i
∂xk
∂α′cu˜j
∂xk
∂u˜i
∂xj
〉
−2µc
〈
α′cu
′
j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
− 2µc
〈
α′cu˜j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
− 2µc
〈
∂u′i
∂xk
∂ 〈αc〉u′j
∂xk
∂u′i
∂xj
〉
−2µc
〈
∂u′i
∂xk
∂ 〈αc〉 u′j
∂xk
〉
∂u˜i
∂xj
− 2µc∂ 〈αc〉 u˜j
∂xk
〈
∂u′i
∂xk
∂u′i
∂xj
〉
− 2µc 〈αc〉
〈
u′j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
+2µc
〈
∂u′i
∂xk
〉
∂2
∂xk∂xj
〈αc〉 u˜′iu′j
−2νc
〈
∂u′i
∂xk
∂α′c
∂xk
∂p′
∂xi
〉
− 2νc
〈
∂u′i
∂xk
∂α′c
∂xk
〉
∂p˜
∂xi
−2νc∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂p′
∂xi
〉
+ 2νc
〈
∂u′i
∂xk
〉
∂
∂xk
〈
α′c
∂
∂xi
p′
〉
−2νc
〈
α′c
∂u′i
∂xk
∂2p′
∂xk∂xi
〉
− 2νc
〈
α′c
∂u′i
∂xk
〉
∂2p˜
∂xk∂xi
− 2νc 〈αc〉
〈
∂u′i
∂xk
∂2p′
∂xk∂xi
〉
+2νc
〈
∂α′c
∂xk
∂u′i
∂xk
∂τ ′ij
∂xj
〉
+ 2νc
〈
∂α′c
∂xk
∂u′i
∂xk
〉
∂τ˜ij
∂xj
+ 2νc
∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂τ ′ij
∂xj
〉
−2νc
〈
∂u′i
∂xk
〉
∂
∂xk
〈
αc
∂
∂xj
τ ′ij
〉
+ 2νc
〈
αc
∂u′i
∂xk
∂2τ ′ij
∂xk∂xj
〉
+ 2νc
∂2τ˜ij
∂xk∂xj
〈
α′c
∂u′i
∂xk
〉
+2νcρdβ
〈
∂u′i
∂xk
∂
∂xk
[(
α′d + 〈αd〉
) (
v′i − u′i
)
+ α′d (v˜i − u˜i) +
〈
αdu
′
i
〉]〉
+2νcρc
〈
∂u′i
∂xk
∂
∂xk
α′cgi
〉
. (A.5.21)
As it stands the transport equation for εc contains a large number of terms that are im-
measurable by current experimental techniques. Hence, any modelling approximations
which could be used for a large majority of these terms are unverifiable. So, instead the
equation is reduced to a more manageable form by a set of assumptions listed below. The
process follows that presented in Politis (1989) and the same method is used for the single
phase εc equation, the terms to be neglected as listed by Launder et al. (1973) are:
• transient terms on the RHS of equation A.5.21
• terms containing the gradient ∂u′i∂xk
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• terms containing the product α′c ∂u
′
i
∂xk
• terms containing the product ∂α′c∂xk
∂u′i
∂xk
.
Hence all of the underlined terms below are neglected:
ρc
∂
∂t
〈αc〉 εc + ρc ∂
∂xj
[u˜j 〈αc〉 εc] + ρc ∂
∂xj
[
〈αc〉 εcu˜′j
]
=
−2µc
〈
∂u′i
∂xk
∂α′c
∂xk
∂u′i
∂t
〉
− 2µc
〈
∂u′i
∂xk
∂α′c
∂xk
〉
∂u˜i
∂t
− 2µcα′c
〈
∂u′i
∂xk
〉
∂2u˜i
∂xk∂t
−2µc∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂u′i
∂t
〉
− 2µc
〈
∂u′i
∂xk
∂α′cu
′
j
∂xk
∂u′i
∂xj
〉
− 2µc
〈
∂u′i
∂xk
∂α′cu˜j
∂xk
∂u′i
∂xj
〉
−2µc
〈
∂u′i
∂xk
∂α′cu
′
j
∂xk
〉
∂u˜i
∂xj
− 2µc
〈
∂u′i
∂xk
∂α′cu˜j
∂xk
∂u˜i
∂xj
〉
−2µc
〈
α′cu
′
j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
− 2µc
〈
α′cu˜j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
− 2µc
〈
∂u′i
∂xk
∂ 〈αc〉u′j
∂xk
∂u′i
∂xj
〉
−2µc
〈
∂u′i
∂xk
∂ 〈αc〉 u′j
∂xk
〉
∂u˜i
∂xj
− 2µc∂ 〈αc〉 u˜j
∂xk
〈
∂u′i
∂xk
∂u′i
∂xj
〉
− 2µc 〈αc〉
〈
u′j
∂u′i
∂xk
〉
∂2u˜i
∂xk∂xj
+2µc
〈
∂u′i
∂xk
〉
∂2
∂xk∂xj
〈αc〉 u˜′iu′j
−2νc
〈
∂u′i
∂xk
∂α′c
∂xk
∂p′
∂xi
〉
− 2νc
〈
∂u′i
∂xk
∂α′c
∂xk
〉
∂p˜
∂xi
−2νc∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂p′
∂xi
〉
+ 2νc
〈
∂u′i
∂xk
〉
∂
∂xk
〈
α′c
∂
∂xi
p′
〉
−2νc
〈
α′c
∂u′i
∂xk
∂2p′
∂xk∂xi
〉
− 2νc
〈
α′c
∂u′i
∂xk
〉
∂2p˜
∂xk∂xi
− 2νc 〈αc〉
〈
∂u′i
∂xk
∂2p′
∂xk∂xi
〉
+2νc
〈
∂u′i
∂xk
∂α′c
∂xk
∂τ ′ij
∂xj
〉
+ 2νc
〈
∂u′i
∂xk
∂α′c
∂xk
〉
∂τ˜ij
∂xj
+ 2νc
∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂τ ′ij
∂xj
〉
−2νc
〈
∂u′i
∂xk
〉
∂
∂xk
〈
αc
∂
∂xi
τ ′ij
〉
+ 2νc
〈
αc
∂u′i
∂xk
∂2τ ′ij
∂xk∂xj
〉
+ 2νc
〈
α′c
∂u′i
∂xk
〉
∂2τ˜ij
∂xk∂xj
+2µcρdβ
〈
∂u′i
∂xk
∂
∂xk
[(
α′d + 〈αd〉
) (
v′i − u′i
)
+ α′d (v˜i − u˜i) +
〈
αdu
′
i
〉]〉
+2νcρc
〈
∂u′i
∂xk
∂
∂xk
α′cgi
〉
. (A.5.22)
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Hence the equation is simplified to:
ρc
∂
∂t
〈αc〉 εc + ρc ∂
∂xj
[u˜j 〈αc〉 εc]
=
− ρc ∂
∂xj
[〈αc〉 εcu′j]︸ ︷︷ ︸
1
− 2µc
〈
∂u′i
∂xk
∂ 〈αc〉 u′j
∂xk
∂u′i
∂xj
〉
︸ ︷︷ ︸
2
− 2µc∂ 〈αc〉 u˜j
∂xk
〈
∂u′i
∂xk
∂u′i
∂xj
〉
︸ ︷︷ ︸
3
− 2νc∂ 〈αc〉
∂xk
〈
∂u′i
∂xk
∂p′
∂xi
〉
︸ ︷︷ ︸
4
− 2νc 〈αc〉
〈
∂u′i
∂xk
∂2p′
∂xk∂xi
〉
︸ ︷︷ ︸
5
+2νc
〈
αc
∂u′i
∂xk
∂2τ ′ij
∂xk∂xj
〉
︸ ︷︷ ︸
6
+2νc
〈
α′c
∂u′i
∂xk
〉
∂2τ˜ij
∂xk∂xj︸ ︷︷ ︸
7
+2νcρdβ
〈
∂u′i
∂xk
∂
∂xk
[(
α′d + 〈αd〉
) (
v′i − u′i
)]〉
︸ ︷︷ ︸
8
. (A.5.23)
In the above, terms 1, 4 and 5 are diffusive terms and their collective effects are modelled
as:
∂
∂xj
[
〈αc〉 µ
t
c
σε
∂εc
∂xj
]
, (A.5.24)
where σε is the turbulent Prandtl number for εc and is typically = 1.3. Terms 2 and
3 represent the generation of turbulent kinetic energy due to vortex stretching whilst
term 6 represents turbulent dissipation due to viscosity. Individually these forms vary in
proportion to the square root of the turbulent Reynolds number and so tend to infinity
with Re. However as shown in Rodi (1972), their combined effect is finite. Launder et al.
(1975) modelled these terms as:
〈αc〉 (Cε1G− Cε2εc) εc
kc
, (A.5.25)
where typically Cε1 = 1.44, Cε2 = 1.90 and G is the turbulent generation, defined in
section A.4. For further information regarding this approximation or for an alternative
approximation, see Lumley and Khajeh-Nouri (1974). Term 7 is considered negligible in
comparison to the other viscous stress term. What remains to be closed are the drag
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terms, these can be split like so:
2νcρdβ
〈
∂u′i
∂xk
∂
∂xk
[(
α′d + 〈αd〉
) (
v′i − u′i
)]〉
= 2νcρdβ
〈
∂u′i
∂xk
∂αdv
′
i
∂xk
〉
− 2νcρdβ
〈
∂u′i
∂xk
∂αdu
′
i
∂xk
〉
= 2νcρdβ
〈
αd
∂u′i
∂xk
∂v′i
∂xk
〉
− 2νcρdβ
〈
αd
∂u′i
∂xk
∂u′i
∂xk
〉
+2νcρdβ
〈
v′i
∂u′i
∂xk
∂αd
∂xk
〉
− 2νcρdβ
〈
u′i
∂u′i
∂xk
∂αd
∂xk
〉
.
Following the assumptions made previously, the final two terms are negligible, leaving:
2νcρdβ
〈
αd
∂u′i
∂xk
∂v′i
∂xk
〉
− 2νcρdβ
〈
αd
∂u′i
∂xk
∂u′i
∂xk
〉
, (A.5.26)
using the definition 1 = αd + αc, the second term may be re-written as:
− 2νcρdβ
〈
∂u′i
∂xk
∂u′i
∂xk
〉
+ 2νcρdβ
〈
αc
∂u′i
∂xk
∂u′i
∂xk
〉
, (A.5.27)
for a dilute suspension of particles, fluctuations in the volume fraction may be considered
negligible hence the approximation:
ε ≈ νc
〈
∂u′i
∂xj
∂u′i
∂xj
〉
, (A.5.28)
may be used. Therefore the second term in A.5.26 becomes:
− 2ρdβεc + 2ρdβ 〈αc〉 εc = −2ρdβ 〈αd〉 εc. (A.5.29)
We now consider closing the first term in A.5.26. For this, the product rule is applied to
the fluid-particle fluctuating velocities:
∂
∂xk
u′iv
′
i = u
′
i
∂
∂xk
v′i + v
′
i
∂
∂xk
u′i, (A.5.30)
hence:
∂v′i
∂xk
=
1
u′i
∂
∂xk
u′iv
′
i −
v′i
u′i
∂u′i
∂xk
. (A.5.31)
Substituting this result into the first term of equation A.5.26 leads to:
2νcρdβ
〈
αd
∂u′i
∂xk
1
u′i
∂
∂xk
u′iv
′
i
〉
− 2νcρdβ
〈
v′i
u′i
αd
∂u′i
∂xk
∂u′i
∂xk
〉
. (A.5.32)
Using the assumptions made previously, the first term may be neglected, where as the
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second term may be interpreted using approximation A.5.28 of ε as:
− 2νcρdβ
〈
v′i
u′i
αd
∂u′i
∂xk
∂u′i
∂xk
〉
= −2νcρdβ 〈αd〉
〈
αd
v′i
u′i
∂u′i
∂xk
∂u′i
∂xk
〉
〈αd〉
= −2νcρdβ 〈αd〉
〈
v′i
u′i
∂u′i
∂xk
∂u′i
∂xk
〉
〈αd〉
= −2νcρdβ 〈αd〉
〈
u′iv
′
i
u′iu
′
i
∂u′i
∂xk
∂u′i
∂xk
〉
〈αd〉
= −2νcρdβ 〈αd〉 ˜u′iv′i
εc
2kc
. (A.5.33)
Using the approximation from section A.4 for the term u′iv
′
i we achieve:
2νcρdβ
〈
αd
∂u′i
∂xk
∂v′i
∂xk
〉
− 2νcρdβ
〈
αd
∂u′i
∂xk
∂u′i
∂xk
〉
= −ρd 〈αd〉 λ˜ki ∂v˜i
∂xk
εc
kc
+ ρd 〈αd〉 µ˜ii εc
kc
− 2ρdβ 〈αc〉 εc.(A.5.34)
Hence the closed transport equation for εc is given by:
ρc
∂
∂t
〈αc〉 εc + ρc ∂
∂xj
[u˜j 〈αc〉 εc] = ∂
∂xj
[
〈αc〉 µ
t
c
σε
∂εc
∂xj
]
+ 〈αc〉 (Cε1G− Cε2εc) εc
kc
−2ρd 〈αd〉βεc
−ρd 〈αd〉 λ˜ji ∂v˜i
∂xj
εc
kc
+ ρd 〈αd〉 µ˜ii εc
kc
. (A.5.35)
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A.6 Wall flux identification for the continuity equation
The required fluxes at the wall can be identified by first considering the transport equation
in the general-co-ordinate form:
ρd
1
J
∂
∂t
J 〈αd〉+ ρd 1
J
∂
∂ξl
γli 〈αd〉 v˜i = 0, (A.6.1)
For a steady-state solution, by integrating over the control volume the above becomes:
ρd
1
V
Γli 〈αd〉 v˜i
∣∣∣∣P
l−
= 0. (A.6.2)
Which for a couette flow approximation, where all variables vary only in the direction
perpendicular to the wall boundary so all other gradients = 0 the above is written as:
ρd
1
V
Γli 〈αd〉 v˜i
∣∣∣∣P
B
= 0. (A.6.3)
Hence the fluxes required for the continuity equation at a wall boundary are:
Γ⊥i 〈αd〉 v˜i|B , (A.6.4)
where the subscript ⊥ represents the direction normal to the wall boundary.
A.7 Wall flux identification for the momentum equation
For the momentum equation, we begin with the conservative form, presented in section
3.5:
ρd
∂
∂t
〈αd〉 v˜i + ρd ∂
∂xj
〈αd〉 v˜iv˜j = −ρd ∂
∂xj
〈αd〉 v˜′iv′j − 〈αd〉
∂
∂xi
p˜+ 〈αd〉 ∂
∂xj
τ˜ij + ρd 〈αd〉 g˜i
+ρd 〈αd〉β (u˜i − v˜i)− ρd ∂
∂xj
〈αd〉 λ˜ji. (A.7.1)
The pressure and viscous stress do not feature in the KM hence they are ignored. Con-
sidering a steady-state solution, the momentum equation is then transformed into general
co-ordinates as in section 3.6.2, to give:
ρd
1
J
∂
∂ξl
γlj 〈αd〉 v˜iv˜j = −ρd 1
J
∂
∂ξl
γlj 〈αd〉 v˜′iv′j + ρd 〈αd〉β (u˜i − v˜i)
−ρd 1
J
∂
∂ξl
γlj 〈αd〉 λ˜ji + ρdg˜i . (A.7.2)
Consider a steady-state solution and integrate the above equation over a cell volume for
a couette flow approximation:
ρd Γ⊥j 〈αd〉 v˜iv˜j |PB = − ρdΓ⊥j 〈αd〉 v˜′iv′j
∣∣∣P
B
+ V ρd 〈αd〉β (u˜i − v˜i)
− ρdΓ⊥j 〈αd〉 λ˜ji
∣∣∣P
B
+ V ρd 〈αd〉 g˜i, (A.7.3)
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so that the fluxes required at the wall boundary are:
ρdΓ⊥j 〈αd〉 v˜iv˜j
∣∣∣
B
+ ρdΓ⊥j 〈αd〉 v˜′iv′j
∣∣∣
B
+ ρdΓ⊥j 〈αd〉 λ˜ji
∣∣∣
B
. (A.7.4)
With regards to the λ flux, the Stokes number→ 0 as a particle approaches the wall, under
this condition it is appropriate to ignore the λ term. The physical interpretation is that as
inertial particles approach a wall, the carrier phase turbulent length scales attenuate and
hence the effects of the fluctuating drag force on a particle may be considered negligible in
this region. This approximation is applied here and for the kd wall condition. Therefore
the wall fluxes required in this work are:
ρdΓ⊥j 〈αd〉 v˜iv˜j
∣∣∣
B
+ ρdΓ⊥j 〈αd〉 v˜′iv′j
∣∣∣
B
. (A.7.5)
A.8 Wall flux identification for the kd equation
For the kd transport equation, we begin with equation 3.3.22
ρd
∂
∂t
〈αd〉 kd + ρd ∂
∂xj
v˜j 〈αd〉 kd + ρd ∂
∂xj
〈αd〉 k˜dv′j = −ρd 〈αd〉 v˜′iv′j
∂v˜i
∂xj
− ρd 〈αd〉 λ˜ji ∂v˜i
∂xj
−2ρd 〈αd〉 βkd + ρd 〈αd〉 µ˜ii.
(A.8.1)
Before this is transformed into general co-ordinates, the differential terms on the RHS
must also be in a conservative form. Hence applying the product rule to these terms:
− ρd 〈αd〉
(
v˜′iv
′
j + λ˜ji
) ∂v˜i
∂xj
= −ρd ∂
∂xj
[
〈αd〉 v˜i
(
v˜′iv
′
j + λ˜ji
)]
+ρdv˜i
∂
∂xj
[
〈αd〉
(
v˜′iv
′
j + λ˜ji
)]
. (A.8.2)
To address the final term, we consider the steady-state momentum equation:
ρd
∂
∂xj
〈αd〉 v˜iv˜j = −ρd ∂
∂xj
〈αd〉 v˜′iv′j + ρd 〈αd〉 g˜i
+ρd 〈αd〉β (u˜i − v˜i)− ρd ∂
∂xj
〈αd〉 λ˜ji, (A.8.3)
so that on rearranging and multiplying by v˜i:
ρdv˜i
∂
∂xj
[
〈αd〉
(
v˜′iv
′
j + λ˜ji
)]
= −ρdv˜i ∂
∂xj
〈αd〉 v˜iv˜j + ρd 〈αd〉 βv˜i (u˜i − v˜i) + ρd 〈αd〉 v˜ig˜i
= −ρd ∂
∂xj
〈αd〉 v˜i2v˜j + ρd 〈αd〉 βv˜i (u˜i − v˜i) + ρd 〈αd〉 v˜ig˜i
+ρd 〈αd〉 v˜iv˜j ∂
∂xj
v˜i. (A.8.4)
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For the final term in this equation, we use the steady-state continuity equation:
v˜i
2
(
∂
∂xj
〈αd〉 v˜j
)
= 0,
∂
∂xj
〈αd〉 v˜2i v˜j − 〈αd〉 v˜j
∂
∂xj
v˜2i = 0,
∂
∂xj
〈αd〉 v˜2i v˜j − 2 〈αd〉 v˜iv˜j
∂
∂xj
v˜i = 0,
〈αd〉 v˜iv˜j ∂
∂xj
v˜i =
1
2
∂
∂xj
〈αd〉 v˜2i v˜j . (A.8.5)
Then, using A.8.2, A.8.4 and A.8.5, the steady-state kd transport equation becomes:
ρd
∂
∂xj
v˜j 〈αd〉 kd
+ρd
∂
∂xj
〈αd〉 k˜dv′j = −ρd
∂
∂xj
[
〈αd〉 v˜i
(
v˜′iv
′
j + λ˜ji
)]
−ρd ∂
∂xj
〈αd〉 v˜i2v˜j + ρd 〈αd〉 βv˜i (u˜i − v˜i) + ρd 〈αd〉 v˜ig˜i
+ρd
1
2
∂
∂xj
〈αd〉 v˜2i v˜j − 2ρd 〈αd〉 βkd + ρd 〈αd〉 µ˜ii. (A.8.6)
Combining all the differential terms and using the definition of kd:
ρd
∂
∂xj
[
1
2
〈αd〉
(
v˜2i v˜j + v˜j v˜
′
iv
′
i + 2v˜iv˜
′
iv
′
j + v˜
′
iv
′
iv
′
j
)]
= −ρd ∂
∂xj
〈αd〉 v˜iλ˜ji + Sk,
(A.8.7)
where all other source terms have been placed in Sk. Then using the notation φ = φ˜+ φ′
we achieve:
ρd
∂
∂xj
[
1
2
〈αd〉 vivivj
]
= −ρd ∂
∂xj
〈αd〉 v˜iλ˜ji + Sk, (A.8.8)
so that on transforming into general co-ordinates and integrating, the wall fluxes for the
kd equation are:
1
2
Γ⊥jρd 〈αd〉 vivivj
∣∣∣
B
+ ρdΓ⊥j 〈αd〉 λ˜ji
∣∣∣
B
. (A.8.9)
As with the derivation of the momentum wall fluxes, the λ term in the above is neglected.
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