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INTRODUCTION 
The main purpose of this paper is to develop a new approach to the exterior 
boundary value problem of perfect reflection for stationary electromagnetic 
wave fields in homogeneous media. This boundary value problem, which 
concerns the time-independent Maxwell equations 
V x E - cwpH = 0, V x H + ~weE = 0 (I = CT) 
for constant w, E, and TV ,l has attracted much attention during the last decade. 
It is well known that uniqueness and existence theorems can be obtained if 
the class of admissible solutions (E, H) is restricted by appropriate conditions 
at infinity. Proofs of existence theorems have been given by C. Miiller [1, 21, 
H. Weyl [3], W. K. Saunders [4], and A. P. Calderdn [5]. 
The methods employed by these authors, though different in detail, share 
the following characteristic feature: For nondissipative media (G, p real), 
the boundary value problem is reduced to a system of Fredholm integral 
equations which is solvable for all positive frequencies W, but not uniquely 
solvable if w belongs to the countable set of eigenvalues w, of a related 
interior boundary value problem. In this latter case the second part of Fred- 
holm’s alternative has to be applied. In contrast to this, the methods presented 
* Sponsored by the Unlted States .4rmy under Contract No. DA-I I-022-ORD-2059, 
Mathematics Research Center, United States Xrmy, Rladison, Wisconsin. A prepu- 
blication has appeared as Technical Summary Report #286 of this institute. 
1 Throughout this paper we denote vectors by Roman and scalars by Greek letters. 
The usual notation of vector analysis in three dimensional space, including the surface 
gradient Vo’p and the surface divergence V,, . a, is used. For definitions and elementary 
properties see [lo]. A representation of the physical foundations is given in [17J 
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here use the first part of Fredholm’s alternative in all physically important 
cases. 
This unified approach has several advantages. First of all, our procedure 
leads immediately to a constructive method for the numerical computation 
of the solutions. Furthermore, several dependence properties can be derived 
which were not established within the previous framework. For example, 
it can be proved that, for positive w and I”, the solution (E, H) depends 
continuously (and even analytically) on E if E varies in the quarter plane 
Re E > 0, Im E > 0. This result encompasses, by letting Im E -+ 0, the 
principle of limiting absorption. This in turn is equivalent to the usually 
required radiation conditions. Similar results concerning the exterior bound- 
ary value problems for the reduced wave equation have been obtained in a 
previous paper [6]. 
A part of this paper is devoted to the investigation of the behavior of 
the stationary electromagnetic field for w + 0. Final results in this direction 
are only obtained under the additional assumption that all reflecting bodies 
are simply connected. Under this restriction we shall prove, as a main result, 
that the electric field E tends, as o 4 0, analytically to a corresponding 
electrostatic field. This leads to a mathematical justification of some assump- 
tions which are often used in the theory of low frequency approximations 
(see, for example, ref. 7). 
To facilitate reading an introductory section containing the formulation 
of the main results and a short exposition and motivation of the methods 
to be employed is included. In addition, the relation of our results to those 
of the authors cited above is discussed. The remaining sections are devoted 
to detailed proofs of the statements. 
In a subsequent paper the methods will be extended to the case of non- 
homogeneous media. 
I. METHODS AND RESULTS 
We consider n bounded domains Dil, .‘., D,, in three-dimensional Euclidean 
space with the boundaries S,, .“, S,. We make the following assumptions: 
(a) The complement of Di, (K = 1, “‘, n) is connected. 
(/3) For any K # 1, D,, + S, and Di, + S, have no common points. 
(y) S,, ..., S,, are three times continuously differentiable closed surfaces.2 
We set S, + .. . + S, = S and Di, + .. . + D,, = D,. The exterior of S 
is denoted by D. 
* .4n exact description of the surface concept used here can be found in [6, 921. 
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The determination of the stationary electromagnetic field (E, H) which 
is produced by the reflection of a given incoming stationary field (E,, Ho) 
at n perfect electrical conductors with the surfaces S,, ..., S, leads to the 
following exterior boundary value problem: 
(A) Find two oector fields, E(x) and H(x), such that 
(a) E and H are continuously dryerentiable in the open domain D and 
continuous in the closure D + S; 
(b) E and H satisfy in D the Maxwell equations in the time-independent 
f orm 
V x E - 1wpH = 0, V x H + LWCE = 0 (I = d-1); (1.1) 
(c) E satisjes on S the boundary condition 
nxE=c, (1.2) 
where n(x) is the exterior normal unit vector on S in x and C(X) represents a
given tangential field on S. 
Here E and H denote, respectively, the reflected electric and the reflected 
magnetic fields, w is the frequency of the wave process, and z and p are 
given by 
(1.3) 
(es = dielectric constant, u = electric conductivity, CL,, = permeability, 
u’ = magnetic conductivity). We require that w, E,,, ,u,,, u, and u’ be constant 
and satisfy the inequalities 
w > 0, Eg > 0, /Lo > 0, u 2 0, u’ > 0, (1.4) 
in agreement with the physical meaning of these quantities. Note that the 
magnetic conductivity U' vanishes in most physical applications. The tan- 
gential field c is related to the incoming field E,, by the formula 
n x E,, = -c. (1.5) 
This formula, in connection with (1.2) expresses the fact that the tangential 
component of the resulting field E + E, vanishes on S. We assume that c 
is continuously differentiable and that the surface divergence V, . c satisfies 
a uniform Holder condition on S. 
It follows from (1.1) that each component of both E and H satisfies the 
Helmholtz equation 
A# + K’$b = 0 (1.6) 
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where 
K2 = CAp, 0 < arg K < 7r. (1.7) 
On the other hand, if 
AE + K~J!I? = 0 (1.8) 
and if, in addition, V . E = 0, then E and H = (~/wJP) V x E are solutions 
of (1.1). 
It is well known that uniqueness properties for the solutions of (A) can 
only be stated if E and H are required to satisfy, in addition to (a)-(c), 
certain conditions at infinity. In physical interpretations, this requirement 
results from the fact that the equations (1.1) describe not only the physically 
important radiative wave processes, but also the mathematically equivalent 
opposite processes which are connected with an energy production at infinity 
and which cannot be realized by physical means. If Im K > 0, uniqueness 
and existence theorems for solutions of (A) are guaranteed by the additional 
requirement that E and H satisfy, as ( x 1 = p + 03, the asymptotic relations 
ECo~co) = oWP), H(Po) = 41/P) w 
uniformly for all directions x0. 
The main difficulties arise in the case when K is real, that is to say, when 
the conductivities IJ and u’ are both zero. In this case all solutions of (1.1) 
behave like 0( l/p) as p = 1 x 1 -00. Therefore, it cannot be expected that 
the physically relevant radiative solutions can be characterized asymptotically 
by vanishing-conditions of the same structure as (1.9). To establish uniqueness 
and existence theorems for real K, Miiller introduced the radiation condition 
-Wo) = WP), wpxo X H(pq,) + K&X,) = o( l/p) (p - 03). (1 .lO) 
For solutions E, H of (1.1), the condition (1.10) is equivalent to the assump- 
tion that each component of the fields E and H satisfies the scalar radiation 
condition 
; V%‘Xo) - +%‘Xo) = o (+) (P * =“h (1.11) 
Both estimates (1.10) and (1.11) are required to hold uniformly for all directions 
x0. The condition (1.1 I ) was formulated by A. Sommerfeld [8], in connection 
with exterior problems for scalar wave processes which are described by the 
equation (1.6). By imposing the radiation condition (1.10) as an additional 
requirement, C. Miiller proved uniqueness and existence theorems for 
problem (A). Other proofs are due to the authors cited above, that of Cal- 
derbn’s [5] holding under relaxed conditions. 
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In order to explain the motivation of the methods employed in this paper, 
we include a short discussion of the previous approaches. Following the 
argument of .1Iuller [2], we tri- to represent the desired solution in the form 
E,(A) = I‘ Vr x [@(.r, y) a(y)] dS,, H, = L& I; x 4 (1.12) 
‘S 
where a(~) is a continuous tangential field defined on S and where 0 is given 
bY 
(1.13) 
Since V. E, = 0, the field (1.12) satisfies the Maxwell equations (l.l), 
if x’ $ S, and also the radiation condition (1.10). The jump relations for 
surface potentials imply that the boundary condition (1.2) is equivalent to 
the equation 
a + K,a = c (1.14) 
where Kr is an integral operator defined by 
I@(x) = j n&) X [v, @@, y) X u(~>] dS,, x E S. 
s 
It can be shown that the corresponding homogeneous equation 
a + K,a = 0 (1.16) 
has nontrivial solutions U(X) if and only if the interior boundary value problem 
V x E - mpH = 0, V x H + MAKE = 0 in D,, 
nxH=OonS 
(1.17) 
(Dl = interior of S) has nontrivial solutions (E, H). From this it can be 
deduced that, for Im E > 0 or Im p > 0, the integral equation (1.16) has 
only the solution a = 0. Therefore, the first part of Fredholm’s alternative 
implies that the equation (1.14) h as exactly one solution a, and, moreover, 
the fields (1.12) yield the required solution of problem (A) provided that 
ImE>O or Imp>>. 
On the other hand, it is well known [9] that, for any positive E and p and 
any surface S, the boundary value problem (1.17) has a countable number 
of positive eigenvalues w,. Therefore, the method sketched above, which 
ensures the existence of a solution in the case of a dissipative electrical 
medium, cannot be applied if E and p are real and w belongs to the eigen- 
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values w,. To prove the existence in these exceptional cases also, we try to 
represent the desired solution in the form (E, + Ei’, Hr + Hi’) where 
(E,, Hi) is the field given by (1.12) and (EL’, H,‘) is a suitable correction 
field. The integral equation (1.14) has to be replaced by 
a + K,a = c - n x E,‘. (1.14’) 
According to the second case of Fredholm’s alternative, this equation is 
solvable if E,’ is chosen in such a way that c - n x E,’ is orthogonal to 
all solutions of the homogeneous adjoint equation 
a + K:a = 0. (1.18) 
Different fields (El, Hi) with this property were constructed by Miiller [2] 
and later, in an interesting functionalanalytic approach, by Calder6n [5]. 
Miiller used as correcting field (E’, H’) a suitable continuous distribution of 
magnetic dipoles on S with tangential moments, according to the represen- 
tation formula of Stratton-Chu, whereas A. P. Calderon used correcting 
fields produced either by a finite number of suitable magnetic dipoles at 
different points of D, or by a finite number of suitable magnetic multipoles 
at one point in each Dzj(j = 1, ..., n). Calderon’s paper contains, in addition, 
an important multipole expansion theorem which seems to be very valuable 
for the practical computation of the solutions. A third existence argument 
is contained in the paper of Miiller [1] and Saunders [4]. C. Mtiller showed 
that c will be orthogonal to all solutions of (1.18) whenever c can be 
represented as the tangential component n x E, of a field (E,, Ha) which 
satisfies the Maxwell equations (1.1) in the neighborhood of S. This remark 
enabled Saunders to construct certain Green tensors for the boundary value 
problem (A) and to derive a formal expression for the solution in the case 
of arbitrary c. Weyl extended Miiller’s method to a broad class of correspond- 
ing exterior boundary value problems in spaces of higher dimension [3]. 
As already mentioned in the introduction, all these methods require, for 
w = w,, the second part of Fredholm’s alternative. In the following we 
develop a new approach to the existence theory based entirely on the first 
part of Fredholm’s alternative. To outline our method, we start with the 
remark that the previous approaches made essential use of the fact that the 
field (1.12) satisfies the Maxwell equations (1.1) not only in the exterior 
domain D, but also in the interior D, of S. 
This property is relevant to the discussion of the homogeneous integral 
equation (1.16) which, with the help of the jump relations for surface poten- 
tials, can be shown to be equivalent to the interior boundary value problem 
(1.17). The main difficulties arise from the fact that this boundary value 
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problem may have eigenvalues if E and p are real, so that the expression 
(1.12) fails to represent the desired solution. Hence it seems to be advisable 
to alter the expression (1.12) in such a way that, instead of the Maxwell 
equations (l.l), certain other differential equations hold in D, for which the 
corresponding interior boundary value problem has no eigenvalues even if 
E and p are real. An appropriate equation to be satisfied in D, is given by 
AE + (K” + LTV) E = 0. (1.19) 
Here p(w)is a HGlder-continuous function which is positive in Di and vanishes 
on S, and T = T(K) denotes a sign factor defined by T(K) = + I if Re (K) > 0 
and T(K) = - 1 if Re K < 0. As we shall show, the equation (1.19) can be 
satisfied in Di if we add to (1.12) a domain potential of the form 
E264 =- ; j b(Y) @Y&Y) dV,, 4 = & V x E, (1.20) 
4 
with a suitable continuous field b. 
On the other hand, E, and H, do not satisfy the Maxwell equations in D 
since in general V ’ E, does not vanish in D. We must therefore add a 
second correcting term (Es, H3) to ensure that the resulting field 
(Et H) = 6% + -% + 4, HI + H, + HJ (1.21) 
is a solution of (1.1) in D. For this, we choose a surface potential 
Ed4 = - j A(Y) 4~) @3(x, Y) ds,, H3 = &V x E3 (1.22) 
s 
where X is a suitable continuous function defined on S. We shall determine 
h in such a way that V . E vanishes on S if we approach S from the outside. 
From this it follows (since # = V E satisfies the Helmholtz equation 
(1.6) in D and the Sommerfeld radiation condition (1.11) as 1 x 1 + 00) that 
V . E vanishes in the whole exterior domain D. This, together with 
AE + tc2E = 0, implies that the field (E, H) satisfies the Maxwell equations 
in D. 
To sum up, we try to represent the required solution (E, H) of the boundary 
value problem (A) in the form (1.21) where (El, HI), (E,, H,), and (E3, H3) 
are given by (1.12), (1.20), and (1.22). Our task is to determine a, 6, and X 
such that the following conditions are satisfied: 
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(0 [n x Ele = c on S3 
(ii) (d + K2 + up) E = 0 in Di, 
(iii) [V * I&, = 0 on S. 
It will be shown, as a main result of this paper, that these conditions lead 
to a system of linear integral equations for a, b, and X which is uniquely 
solvable if w, E, and p are subject to the restrictions (1.3) and (1.4). From 
this result, using methods similar to those of [6], we can derive the dependence 
theorems mentioned in the introduction. In particular, we obtain, for 
Im E 4 0, the principle of limiting absorption. This principle leads to an 
independent characterization of those solutions of (A) which satisfy the 
radiation condition (1.9) when E and p are real. Since, in a physical interpreta- 
tion, the principle of limiting absorption seems to be more natural than the 
radiation conditions (1.10) and (1.1 l), our main results are formulated without 
their use. 
Before stating our main theorem, it is convenient to reformulate problem 
(A) as a boundary value problem for the vector Helmholtz equation (1.8). 
We consider the following slightly more general problem: 
(B) Let C(X) be a continuously differentiable tangentialfield 011 S and assume 
that V0 . c(x), as well as y(x) satisfies a H6lde-r condition unryormly on S. 
Find a vector field E(x) such that 
(a’) E is three times continuously differentiable in D, and E, V x E and 
V . E are continuous in D + S; 
(b’) E satisfies in D the equation AE + KZE = 0; 
(c’) E satisfies on S the boundary conditions 
nxE=c,V.E=y. (1.23) 
The main results of the first part of this paper can now be stated as follows: 
a Let x be a point of S, n(x) the unit normal vector in x pointing into the exterior of 
S and B(x) a vector field defined in a neighborhood of S. Then we set, for the sake of 
abbreviation, 
fB(Jc)l, = B,(x) = $nlOB(x + X7+)), [B(x)], = B,(x) = j\itOB(Jc - hn(x)), 
[n(x) X B(x)]. = jiyO:o(x) X B(x + An(x)) etc. + 
#e , #, , ~~~/an, and &4/&z, are similarly defined when $ is a scalar function detined in 
the neighborhood of S. 
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THEOREM 1. I. For any K with Tm K > 0, there exists one and only one 
solution E, of Problem (B) that satisfies, as p + 03, the asymptotic relations 
EK(P%) = 0 ($), ;+(p.\.,) = o (f)’ (I = I, 2, 3) (1.24) I 
uniformly for all directions x0. 
II. There exists a simply connected, open subdomain B, of the complex plane 
such that (a) B, contains the closed upper half plane Im K > 0 with the exception 
of the point K = 0; (8) for any x E D + S, the vector field E%(x) defined by (I) 
can, as a function of K, be continued onto B, in such a way that E,(x) depends 
analytically on K for all K E B,. Furthermore, E+,(x) is a solution of problem (B) 
if K belongs to B,. In particular, for any real K + 0 and for any sequence {Kn} 
with Im K, > 0 and lim,,, K, = K, the sequence E,Jx) (x E D + S) converges, 
as n -+ ~0, to a limit field EJx) which d oes not depend on the particular choice 
of the sequence {K,,} and represents a solution of problem (B) (Principle of limiting 
absorption). 
III. For any K # 0 with Im K > 0, the jield EK(x) defined by I and II can 
be obtained by solving a system of Fredholm integral equations (of the second 
Kind) for which the jrst case of the Fredholm alternative is valid. 
IV. If y = 0 and K2 = w2q (Im K 3 0) where w, E, and TV are restricted 
by (1.3) and (1.4), then the$eld (E, H) defined by E = E,, H = (I/co+) P x E,, 
is a solution of problem (A). 
V. For any K # 0 with Im K > 0, E, satisjies, as p + *, the asymptotic 
relations 
EKoOxo,) = 0 cfj, $ a!&(pX,) - LK&(&) = 0 [+) (1.25) 
and 
x0 X (r X &) - x,r * E, + IKE, = 0(1/p) (1.26) 
uniformly for all directions x0. If y = 0 and K2 = wz +, then (1.26), together 
with the first relation of (1.25), is identical with the electromagnetic radiation 
condition (1.10). If Im K > 0, the relations (1.25) can be sharpened to 
E&x,,) = 0 (b e-prmK)l & E&x0) = 0 (i e+ImK). (1.27) 
The main existence and dependence properties are contained in I and II. 
III shows that the practical computation of the required solutions can be 
’ By WEwe denote the first order derivative with respect to the Cartesian coordinate 
gr of the point p.zO = (I, > ta * 63). 
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based on any numerical method for solving Fredholm integral equations. 
By IV, problem (A) is reduced to the more general problem (B). Finally, 
V shows that for real K, E,(X) defined by II is identical with that solution of 
(A) or (B) which satisfies the radiation condition. Thus V gives the connection 
with the previous theories. Further dependence results and some supple- 
mentary information are stated in Section IV. 
The results contained in Theorem I do not give any information about the 
behavior of the solutions E, for K -+ 0. Complete results concerning this case 
seem to be rather difficult to obtain since for K = 0 the conditions (a’)-(~‘), 
together with some appropriate infinity conditions, are not sufficient to cha- 
racterize the field E uniquely. As an example, consider the uniquely deter- 
mined solution # of the following classical boundary value problem of 
potential theory: 
A# = 0 in D, 
* = /I* on Sj (j = 1, . . . . n, pl, . . . . /$ constant), (1.28) 
~=o(l)asp=~x~+~. 
The field 
E = VI) (1.29) 
satisfies the equations 
V-E=O, VxE=O in D (1.30) 
and the boundary condition 
nxE=O on S. (1.31) 
Furthermore, E satisfies the asymptotic relations (1.24) uniformly for all 
directions. The equations (1.30) imply that AE = 0 in D. Thus we find 
that E is a solution of (B) f or K = 0, c = 0 and y = 0. This shows, since the 
constants /II, ..., j51n in (1.28) can be chosen arbitrarily, that for K = 0 an 
infinite set of solutions of problem (B) can be constructed which all satisfy 
the infinity condition (1.24). It will be proved in Section V that E is uniquely 
determined by (1.24), (1.30) and (1.31) if, in addition, the values of the in- 
tegrals 
ai = 
I 
n-EdS 0’ = 1, . . . . n) (1.32) 
S, 
are prescribed (Lemma 14). This corresponds physically to the fact that in 
an electrostatic process each conductor can carry a prescribed electrical 
charge. 
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The splitting of problem (B) into an infinite set of equivalent boundary 
value problems for K = 0 causes considerable difficulties in the discussion of 
the limit process K ---f 0. On the other hand, physical intuition indicates that, 
at least for the physically relevant problem (A), a well defined limit field 
should exist. This suggests restricting our considerations to the electro- 
magnetic problem (A). In this case, indeed, a complete discussion is possible 
under the auxiliary assumption that the reflecting bodies Dil, ..., D,, are 
simply connected. In particular, it turns out that a limit field E exists, as 
w --+ 0, and that the charge integrals (1.32) vanish for the limit field. The 
results are collected in the following theorem: 
THEOREM 2. Assume that the domains Dllr .*., Di, are simply connected. 
Furthermore, let (ELU, Ho) denote, for jxed E, TV, and c(x), that solution of 
problem (A) w zc is characterized by Theorem 1 (I, II and IV). Then the h ’ h 
following statements are valid: 
I. For any x E D + S, thefield E,(x) definedfor positive w can be continued 
analytically onto a domain of the complex o-plane which contains the point 
w = 0. 
II. The limit field E,,(x) (f or w - 0) is uniquely determined by the following 
properties: 
(a) E,, is twice continuously d$j%rentiable in D, and E,,, as well as V x E,, 
is continuous in D + S; 
(/3) E, satisfies in D the equations 
V x (V x E,,) = 0 
and 
V . E,, = 0; 
(y) E,, satisfies on S the boundary condition (1.2); 
(6) E,, satisfies the integral conditions 
(1.33) 
(1.34) 
s E,, . n dS = 0 (j = 1, . . . . n); S, (1.35) 
(6) E, satisjes the asymptotic relations (1.24) uniformy for all directions x,. 
III. E0 satisjes, in addition, the equation 
if and only if 
VxE,=O in D (1.36) 
v. . c = 0 on S. (1.37) 
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The proof of Theorem 2 is contained in Section V. Furthermore, we shall 
discuss there a special physical situation which illustrates that the limit 
approached is electrostatics. 
Now we turn to detailed proofs of our statements. 
II, REDUCTION TO A SYSTEM OF INTEGRAL EQUATIONS 
We start with the proof of the uniqueness statement in I. We choose p 
in such a way that the given surface S is contained in the interior of the 
sphere j x 1 = p, and denote the domain between S and the sphere ) x 1 = p 
by Dp. Let us assume that E, and E, are solutions of problem (B). Then 
E = E, - E, satisfies the equation LIE + GE = 0 in D and the boundary 
conditions n x E = 0 and I7 . E = 0 on S. Because of (a’), Green’s formula 
can be applied. Hence, it follows that 
J ,2=p?l . [(V x E) x E - -i-m * El ds 
1 
, = Dp V * [(V x E) x Ef - EV . E] dV 
’ - 
J 
[(V x E) . (n x E) + (n . a!?) V . E] dS 
s 
(2.1) . 
= 
1 
{h[V x (V x E)]- 1 V x E12- 1 V*E12-&V(V*E)}dV 
DP 
zz s [--E~dE-~VxE~2-~V~E~2]dV 
DP 
=I 
[K’ 1 E I2 - 1 V x E I2 - 1 VE I”] dV. DP 
If E, and E,, and hence E, satisfy the asymptotic relations (1.24) uniformly 
for all directions x,,, then the integral over the sphere 1 x 1 = p tends to zero 
as p + 00, and we obtain 
;@J j-Dp(K2 1 ~3’ I2- 1 VxE12-lV.Ej2)dV=0. 
(24 
By taking the imaginary and the real part of (2.2), we conclude that E vanishes 
in the whole exterior domain D if either Im (K”) # 0 or Re (K”) < 0. This 
means that E, = E, if Im K > 0. Thus the uniqueness statement in I is 
proved. 
3 
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TO construct the required solution E of problem (II), we try, according 
to Section I, to represent E in the term 
where @ is given by (1.13). H ere a(s) denotes a continuous tangential field 
defined on S, b(x) a continuous vector field defined in D, + S, and A(X) 
a continuous function defined on S. If we use the notations (1.12), (1.20) 
and (1.22), then (2.3) can be written in the form 
E = E, + E, f Es. 
We want to determine a, b, and h such that 
(2.4) 
(9 [n x Ele = c on S, 
(ii) AE + (2 + q) E = 0 in D,, 
(iii) P - Ele = Y on S. 
These conditions lead to a system of integral equations which will now be 
derived. As noted in Section I, T(X) is a Holder-continuous function which is 
positive in Di and vanishes on S. A function q~ with these properties can 
easily be constructed by considering surfaces parallel to S. An explicit 
expression for v is given in [6, 5 41. The sign factor T is defined by 7 = + 1 
if Re K > 0 and by 7 = - 1 if Re K < 0. 
First of all, vve discuss the behavior of n x E in the neighborhood of the 
surface S. Consider a point x on S and set z = x + An(x) where n(x) is 
the exterior normal unit vector at Y. Then 
n(x) x E,(x) = J’ n(x) x [vz @(z, Y) x WI 4 s 
(2.5) 
= J ‘s (n(x) -a(y)) I’$+, Y> ds, - & j, 4~) @(z, Y) ds,. 
Since n(x) . a(y) = [n(x) - n(y)] . a(y) = 0( 1 x - y I) as y ---f X, the inte- 
grand of the first term behaves, as y + X, like 0( 1 z - y 1-l). Hence the first 
term is continuous if z crosses the surface S. The behavior of the second term 
is described by the usual jump relation for the normal derivatives of surface 
potentials. Thus we obtain, for x E S, 
b(x) X Q41s = 4-4 + W-4, M-4 x &(x)1, = -44 + R(x) (2.6) 
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with 
w = j 44 x [Vz%Y) x 4Y)ldSv 
s 
(2.7) 
= j, NW - 4~11 .4yN ~.@W, Y) d% - j, a(y) $ Q-TX, Y> ds,. 
2 
E, and E, are continuous in the whole space. Therefore, the condition (i), 
together with (2.6), implies that 
4) + j, n(x) X [v$% Y> X ~Y)I ds, - i j n(x) X b(y) @by Y> dh 
D, 
- s h(y) 44 x n(r) @(Jc, Y> ds, = 44, 
x E s. (2.8) 
S 
If we suppose that b is Holder-continuous in D,, Poisson’s formula for the 
second derivatives of domain potentials (6, Lemma 9) shows that the con- 
dition (ii) is equivalent to the integral equation 
b(x) + ~44 j VAT Y) x 4~) ds, - ; v,(x) j WY) @lx, Y) dvv s D, 
-TJ(~ j h(y) 4~) W,Y> 4, = 0, XE Di. (2.9) 
s 
Finally, we obtain V . El = 0 and, for x # S, 
V - E&) = - j h(y) n(y) * VAX, Y> ds, = 
s 
j 
s 
h(y) T& @lx, Y) d&n 
Y 
(2.10) 
whereas in the volume term V . E, the order of integration and differentiation 
can be interchanged. Therefore, (2.10) and the jump relation for double 
potentials imply that the condition (iii) is equivalent to the integral equation 
h(x) - ; j KY) * V&b Y) dvt, + 
Dt 
j 
S 
X(Y) & @(x, Y) 6, = Y(X)> x E 8. 
Y 
(2.11) 
Equations (2.Q (2.9), and (2.11) are the desired system of integral equations 
for a, b, and h. 
As a corollary, it follows that 
a = %b x El8 - [n x Eli) on S, (2.12) 
b = (A + IC”) E in Di, (2.13) 
A= +([V*E),-[VG’ji) on S. (2.14) 
362 WERNER 
Now it must be shown that the vector field E defined by (2.3) is a solution 
of problem (B) if a, b, and A form a continuous solution of the system (2.8), 
(2.9), (2.1 I). For this purpose tn-o lemmas which are concerned Gth proper- 
ties of the field R defined on S by (2.7) are required: 
LEMMA 1. If the tangential$eld a(s) is continuous on S, then R(x) satisjies 
a Hiilder condition umyormly on S. 
LEMMA 2. If a(x) satisfies a Hiilder conditiotl un;formly on S, then the 
tangential derivatives of R(x) exist and satisfy a Hiilder condition uniformly on S. 
To prove Lemma 1 note that, by (2.7), the integrand 
45~) = 44 x [~&%,Y) x a(y)] (2.15) 
satisfies the estimate 
I G, Y) I G Cl/l x -Y I (2.16) 
with a suitable constant Ct. Furthermore, the mean value theorem implies 
that positive numbers T,, and C, can be found such that, for any T < T,, 
and for all x1, xa, y E S with 1 .rl - xa ( < T and ( y - x1 1 2 27, the estimate 
holds. The same argument used to prove Lemma 16 in [6] leads to the 
inequalities 
I W4 I d C II a IL I R(.d - R&J I < C II a II1 . I x1 - x2 11/* (2.18) 
where C is a suitable constant and / 1 a 1 I1 denotes the maximum of 1 a(x) 1 on S. 
The second inequality says that R satisfies a Holder condition uniformly on S. 
Lemma 2 has been proved by Miller [l] under the assumption that the 
surface S is analytic.5 In an appendix to this paper we shall give an alternate 
proof for Lemma 2 which is valid for all three times differentiable surfaces S. 
In the following we use the classical properties of surface and domain 
potentials as stated in [6, Lemma 2-91. In addition, we require 
LEMMA 3. Let p satisfy a Hiilder condition uniformly on S. Then the surface 
potential 
W4 = J’ P(Y) @(x, Y) G, (2.19) 
S 
5 See also [lo, pp. 205-210, 306-3111. 
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is continuously differentiable in D + S and in D, + S, and VII satis$es, for 
x E S, the jump relation 
[OH(x)], - [VH(x)li = -24x) n(x). (2.20) 
17(x) has, for x E S, continuous tangential derivatives which satisfy a Hiilder 
condition uniformly on S. 
A proof can be found in [l I]. 
Now consider a continuous solution (a, b, h) of the system (2.8), (2.9), 
and (2.11). Obviously, the field E(x) defined by (2.3) is three times continu- 
ously differentiable in D and satisfies, for x ED, the equation AE + K*E = 0. 
Furthermore, the integral equations (2.8) and (2.11), together with (2.6), 
(2.7), and (2.10), imply that E satisfies the boundary conditions [n x Ele = c 
and [V Ele = y. To complete the proof that E is a solution of problem (B), 
it is, therefore, sufficient to show that E, V x E, and V . E are continuous 
in D + S. 
As noted above, it is assumed that c has continuous tangential derivatives 
on S and that 0, . c, as well as y, satisfies a Holder condition uniformly on S. 
By [6, Lemmas 5 and 81, E, and E, satisfy a Holder condition uniformly on S. 
From this, Lemma 1, and (2.8) it follows that a(x) also satisfies a Holder 
condition uniformly on S. This implies, by Lemma 3, that E,, and hence E, 
is continuous in D + S and in D, + S. 
A similar argument, applied to the integral equation (2.11), yields that X 
satisfies a Holder condition uniformly on S. From this it follows, by Lemma 3, 
that E,, and hence n x E,, have tangential derivatives on S which satisfy a 
Holder condition uniformly on S. The same is true for E,, by [6, Lemma 81. 
Furthermore, since a(x) satisfies a Holder condition uniformly on S, Lemma 2 
implies that R also has tangential derivatives on S which satisfy a Holder 
condition uniformly on S. Thus, by (2.8) and the assumptions about c, 
it may be concluded that the tangential derivatives of a(x) exist and that 
vll ’ a satisfies a Holder condition uniformly on S. 
From (1.12) it follows that 
v x E,(.~) = J‘, vr x iv’, x [@(.~,Y) 4r)lJ ds, 
= V, [ 0, . [@(x3 Y) a(y)1 4, + K* 1 
(2.21) 
@,(x9 Y) a(y) d&. s S 
Since a(x) is a tangential field with continuous tangential derivatives, Green’s 
formula for a closed surface implies that 
1 Vx . [@(x9 Y) WI 6, = - s a(y) . V,@(x9 Y> 4, 
S s (2.22) 
= - j 
s 
4~) . Voou% Y) dS, = I, PO . a(r)) @(x9 Y) G,. 
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Since V0 a satisfies a Holder condition uniformly on S the last surface 
integral is continuously differentiable in D + S and in I), + S, by Lemma 3. 
This, together with (2.21) and (2.22) shows that V x E, is continuous in 
D + S and in D, + S. The same is true for r * E,, by [6, Lemma 81, and 
for p’ x E,, by Lemma 3, because A satisfies a Holder condition uniformly 
on S. Thus l7 x E is continuous in D + S and in Di + S. 
It follows from (2.3) that, for x $ S, 
v . E(x) = - i P . 1 6(y) G(&~) dVu + 1 A(y) -& @(& r) dS,. (2.23) 
- D, S u 
This representation, combined with [6, Lemmas 4 and 81, shows that V . E 
is continuous in D + S and in Di + S. This completes the proof that E is 
a solution of problem (B). 
In order to deduce some further properties of the field E defined by (2.3), 
note that the integral equation (2.9), together with [6, Lemma 81, implies 
that b is Holder continuous in D,. Therefore, Poisson’s formula ([6, Lemma 91) 
implies the existence of the second order derivatives of E in Di, and con- 
sequently it follows that E satisfies (1.19) in D,. 
Further discussions require the jump relations for E and B x E which 
will be derived now. Since U(X) satisfies a Hijlder condition uniformly on S, 
Lemma 3 implies that 
E,(x) =s, ~9% Y) x 4~) 4, (2.24) 
satisfies the jump relation 
El, - Eli = -%I x a on S. (2.25) 
On the other hand, E, and E, are continuous in the whole space. Therefore, 
E, - Ef = -2n x a. (2.26) 
From (2.21) and (2.22) it follows that 
V x E,(x) = I’ 1 (I’,, - U(Y)) @(T Y) ds, f K* 1 @(% Y) a(Y) d% (2.27) 
S S 
The second term is continuous in the whole space. Therefore, Lemma 3 
implies, since Va . a satisfies a Hiilder condition uniformly on S, that 
F’ x 41, - [V x E& = -2( l7o . a) n. (2.28) 
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F x E, is continuous in the whole space, by [6, Lemma 81. Since 
V x -W9 = 1 4~) 4~) x Vz@(.r, Y) d&u 
Js 
(2.29) 
and since h satisfies a Holder condition uniformly on S, Lemma 3 shows that 
[v X EJe - [V X E& = -2kz X n = 0. (2.30) 
Thus it follows that 
P’ x Elc - [V x El1 = -2 (VO * a) n. (2.31) 
The above results are collected in the following: 
LEMMA 4. Let (a, b, A) be a continuous solution of the integral equations 
(2.8), (2.9), and (2.11). Then the vectw$eZd E defined by (2.3) has the following 
properties: 
(CX) E is a soktion of problem (B) ; 
(j?) E, V x E, and V * E are continuous in Di + S; 
(y) E is twice continuously d$j%rentiabZe in D,. and satisfies in Di the equation 
(1.19); 
(6) E satisfies on S the relations 
and 
n*E,=n*E, (2.32) 
n x [V x hJi = n X [V x El,. (2.33) 
The relations (2.32) and (2.33) follow by forming the scalar product of 
(2.26) with n and the vector product of (2.31) with n. 
Note that the proof of Lemma 4 essentially used the fact that c has con- 
tinuous tangential derivatives and that V,, . c and y satisfy a Holder condition 
uniformly on S. If arbitrary continuous tangential fields c or functions y 
are admitted, it can be shown by counterexamples that E, V * E, and V x E 
are, in general, not continuous in D + S. However, the boundary conditions 
(i) and (iii) are satisfied for all continuous c and y if the boundary is approached 
in the direction of the normal. 
III. DISCUSSION OF THE INTEGRAL EQUATIONS 
In this section it will be shown that the system (2.8), (2.9), (2.11) has a 
uniquely determined continuous solution (a, b, A) for continuous c, y and 
for all K # 0 with Im K > 0. The method will be that of completely continuous 
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linear operators in Banach spaces. For this purpose the following Banach 
spaces will be used: 
(1) the space B, of all continuous tangential fields a(.~) defined on S lvith 
the norm 
I I ~2 I l1 = n;:: I 4.4 I; (3.1) 
(2) the space B, of all continuous vector fields 6(x) defined in D, which 
can be continuously extended onto the closed domain Di + S, with the norm 
II b Ih = $,b I44 I; (3.2) 1 
(3) the space B, of all continuous functions h(x) defined on S with the 
norm 
II A II3 = ?$x I w 1; (3.3) 
(4) the product space B = B, x B, x B, of all triples (a, 6, A) (a E B,, 
b E B,, X E Bs) with the norm 
II (a, 4 4 II = II a II1 + II b II2 + II x 113. (3.4) 
If b, denotes the continuous extension of 6 onto Ds + S, then the norm 
(3.2) can be rewritten as 
The completeness of the spaces B,(j = 1,2,3) and B follows from the remark 
that every sequence of continuous functions which converges uniformly on S 
or in Di + S has a continuous limit. The integral equations (2.8), (2.9), 
and (2.11) for a, b, and h can be interpreted as the single operator equation 
(a, h 4 + % h 4 = Cc, 0, Y) (3.6) 
in the Banach space B, The operator T is composed of the nine integral 
operators which appear in the equations (2.8), (2.9), and (2.11). To describe 
the operator T, we arrange the equations (2.8), (2.9), and (2.11) in a matrix 
form and denote thejth integral operator in the ith row by Tij(i, j = 1, 2, 3). 
For example, 
Tlla(x) = j)(x) x [O,@(.lc, Y) x 4r)l ds,, XES (3.7) 
TW4 = - ; j-,, 44 x b(y) @(x, y) dV,, XES (3.8) 
a 
T%(x) = k&c) j- Vz@(x, y) x a(y) dS,, x E Di. (3.9) 
S 
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Clearly, T’j forms a linear operator of the Banach space Bj into the Banach 
space Bi. The operator T of B into itself can now be described by 
T(a, b, A) = (Pa + 2-b + TW, 
T21a + Tz2b + T23A , 
T%z + T32b + T%). 
(3.10) 
It is now possible to establish: 
LEMMA 5. The linear operator T of B into itself, dejined by (3.10), is 
bounded and completely continuous. 
The proof of Lemma 5 is based on standard arguments which were already 
employed in the proof of [6, Lemma 161. Because of (3.10) and (3.4), it 
is sufficient to prove that each component Tij of T is a bounded, completely 
continuous linear operator of Bj into Bi. We outline the proof for T”. Since 
Tlla(x) is equal to the field R(x) defined by (2.7), the inequalities (2.18) 
imply that, for all xi, .rp E S and for all a E B,, 
II Tlla Ill < C II a 111, 1 T%(x,) - Tlla(x,) I < C II a III * I x1 - x2 11i4. 
(3.11) 
The first inequality shows that T1l is bounded. To prove that Tll is completely 
continuous, consider a sequence {a,} of continuous tangential fields on S 
which is bounded in the sense of the norm (3.1). Therefore, there exists a 
constant M such that for all n 
(3.12) 
It follows from (3.11) and (3.12) that the sequence { Tll a,(x)> is uniformly 
bounded and equicontinuous on S. This implies, by the classical theorem 
of Arzela, that the sequence { Tlla,} has a subsequence { Tlla,,} which con- 
verges uniformly on S. Since uniform convergence on S is equivalent to 
convergence in the norm (3.1), it follows that T1l is a completely continuous 
operator from B, into itself. By methods similar to those employed 
in the proof of [6, Lemma 161, it can be shown that inequalities of the same 
type as (3.11) hold for the remaining operators T”j. Therefore, a repetition 
of the above argument implies that T ii, and hence T, are bounded completely 
continuous linear operatorsa. 
Lemma 5 enables us to base the discussion of the operator equation (3.6) 
1 Note that, in the discussion of T*‘, the same argument has to be employed as in the 
first part of the appendix (“Zusatz bei der Korrektur”) in [6]. 
368 $VERNER 
on Fredholm’s alternative for completely continuous linear operators in 
Banach spaces [12]. First the corresponding homogeneous equation 
(a, 6. A) + T(a, b, A) = 0 (3.13) 
will be considered and the following proved: 
LEMMA 6. Let T be the linear operator of B into itself, de$ned by (3.10). 
Then for any K # 0 with Im K > 0, the equation (3.13) has only the sohtion 
a = 0, b = 0, X = 0. 
To prove Lemma 6, consider a solution (a, b, h) of the homogeneous 
operator equation (3.13) and form the vector field E defined by (2.3). Since 
(a, b, h) is a continuous solution of the integral equations (2.8), (2.9), and 
(2.11) with c = 0 and y = 0, it follows from Lemma 4 that E is a solution 
of problem (B) with c = 0 and y = 0. In particular, E satisfies the homogene- 
ous boundary conditions 
[n x E]@ = 0 and [V * Ele = 0 on S. (3.14) 
Therefore, the calculation (2.1) can be repeated, with the result that 
I 
[nx(VxE)-nV*E]*l?dS 
IxI=/J 
= 
s 
[K” 1 E I2 - 1 V x E I2 - 1 V * E 12] dV. (3.15) 
=P 
If hK > 0, (2.3) and (1.13) h s ow that E satisfies the asymptotic relations 
(1.24) uniformly for all directions x0. Hence, the argument employed in the 
beginning of Section II implies that E vanishes in D if Im K > 0. 
Now consider the case of real K. Let ur, u2, us be three orthogonal unit 
vectors in right hand orientation and let x0 be the direction x/l x ] of the 
point x and set E = f,ui and x0 = Eoiui.’ Then as proved in [13, 531, the 
function @(CC, y) defined by (1.13) satisfies, as 1 x ] --f m, the asymptotic 
relation 
V+@(x, y) - i~-VJky) = OWI x I WI x I) (3.16) 
uniformly for all directions x0 and all y E Di + S. 
A similar estimate holds for the first order derivatives of @, as shown in [13]. 
This, together with (2.3), implies that each component 4 of E satisfies, as 
1 x 1 = p + 00, the asymptotic relation 
(3.17) 
’ Here and in the following calculations xi,=, LX&* is abbreviated by q9r , etc. 
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uniformly for all directions x0. Equation (3.17) now implies that 
or that 
x,, X (v X E) - x,V * E + itcE = 0(1/p). (3.18) 
This estimate, as well as the estimate E = 0(1/p), holds uniformly for all 
directions x,,. Therefore, integration over the sphere 1 x 1 = p implies that 
s 
[n x (V x E)-nV*E]*EdS= -iKI I E I2 dS + o(l) 
Ixl=p ixl=p (3.19) 
as p + 00. From (3.15) it follows that, for real K, the imaginary part of the 
first integral in (3.19) vanishes. This implies, since K # 0, that 
s 
) E I2 dS = o(l), (3.20) 
12l=p 
as p + 00. Since every component cj of E satisfies the Helmholtz equation 
(1.6), it follows from the asymptotic relation (3.20) and the well-known 
theorem of F. Rellich [14] that E vanishes in D if K is real. 
Thus it has been proved that E vanishes in D for all K with K # 0 and 
Im K > 0. In particular, 71 . E, and rz x [V x Ele vanish on S. Hence, by 
Lemma 4 (a), 
n.E,=O and 71 X [V X Eli = 0 
on S. This, together with Green’s formula, implies that 
(3.21) 
0= S,{(n x [V x E]f)G?i-(~)V.Ei)dS 
= s sn*[(V x E) x i?--i?V*E]dS 
= 
s 
V’[(V x E) x E-iY?V.E]dV (3.22) 
Di 
= 
s 
[E - V x (V x E) - 1 V x E I2 - 1 V . E I2 - a!? *V(V . E)] dV 
Di 
= 
s 
[--E4E-~VxE~2-~V~E~2]dV. 
Di 
370 \VERNER 
By Lemma 4 (p), E satisfies (1.19) in Di. Hence, 
J [(,? + ;T~) / E I2 -~ 1 V x E /? - 1 P . E I’] dIJ’ = 0 (3.23) D, 
or, by taking the imaginary part, 
f [Im(K2) f TF] 1 E If dl- = 0. (3.24) 
- Dz 
As noted in Section II, v is positive in D,, whereas T is defined by 7 = + 1 
if Re K > 0 and T = - 1 if Re K < 0. From this it follows that, for every 
x E Di and for all K with Im K 3 0, 
Im (K’) + TV # 0. (3.25) 
Indeed, 0 < arg K < 7rj2 implies that Im (K’) 3 0 and 7 = 1, while 
7r/2 < arg K < r implies that Im (K’) < 0 and T = - 1. Hence, the relation 
(3.25) follows from the fact that v is positive in D,. (3.24) and (3.25) show 
that E vanishes in D,. 
Summarizing, it has been shown that E vanishes in D, as well as in D,. 
Therefore, the relations (2.12), (2.13), and (2.14) show that a, 6, and h 
vanish on S or in D,. This completes the proof of Lemma 6. 
Lemma 5 and Lemma 6 imply, by the first case of Fredholm’s alternative 
for completely continuous linear operators, that the operator equation (3.6) 
has, for continuous y and c, a uniquely determined continuous solution 
(a, b, h). This, in connection with Lemma 4, yields: 
LEMMA 7. For any K with K # 0 and Im K > 0, the integral equations 
(24, (2.9), and (2.11) have a uniquely determined solution (a, b, A). Furthermore, 
thejeld E defined by (2.3), is a solution of problem (B). 
The representation (2.3) shows that E satisfies, as p --+ 03, the asymptotic 
relations (1.24) uniformly for all directions x,,, provided that Im K > 0. 
For Im K > 0, therefore, E is equal to the solution E, which was required in 
part I of the theorem in Section I. To complete the proof of the other parts 
of this theorem, it must be shown that the field E, constructed by Lemma 7, 
depends, for all K with K + 0 and Im K > 0, analytically on K. This 
dependence property will be proved in the next section. 
This section concludes with the proof of the following statement of 
the connection between problem (B) and problem (A): 
LEMMA 8. If y = 0 and K2 = w2 E pcL, then the solution E of problem (B) 
which is characterized by Lemma 7, forms, together with H = (1 /LW~) V x E, 
a solution of problem (A). 
BOUNDARY VALUE PROBLEM 371 
To prove Lemma 8, let E denote the solution of problem (B) which has 
been constructed by Lemma 7. Since 
d(V . E) = V . [V(V . E)] = V . [V x (V x E) + AE] 
= V . (AE) = -47. E, (3.26) 
the function # = l7 . E satisfies the Helmholtz equation (1.6) in D. Further- 
more, 4 is continuous in D + S and vanishes on S because y = 0. Finally, 
from the representation (2.3) it follows that # = [7 E satisfies the radiation 
condition (1.11) uniformly for all directions x,,, as p += 03. These properties 
imply, by [6, Satz 21, that # = I7 . E vanishes in D. Therefore, 
V x N + wzE = (I/u+) [V X (V x E) - K%] 
= --(l/~wp) (d + K”) E = 0. 
(3.27) 
Hence, the fields E and H = (I/UP) V x E satisfy Maxwell’s equations 
(1.1) in D. This completes the proof of Lemma 8. 
IV. DEPENDENCE PROPERTIES OF THE SOLUTIONS 
In this section the proof of Theorem 1 will be completed by showing 
that the field E which we constructed in Sections II and III depends analyt- 
ically on K. To emphasize the dependence on K subscripts will be used. In 
particular, denote the function defined in (1.13) by @,(x, y), the operators 
introduced in (3.7)<3.10) by T:j and T,, the solution of the operator equation 
(3.6) by (am L kc), and the field defined in (2.3), with (a, b, h) = (uK, 6,, h,), 
by E,. Furthermore, denote the region Im K 2 0, K # 0 of the complex 
plane by R,, the region 0 < arg K < 7~12, K # 0 by R,, and the region 
3~12 < arg K < TT, K # 0 by R,. Note that R, and R, both include the positive 
imaginary axis. It will be shown that, for any .Y E D + S, EK(x) depends 
analytically on K if K E R,. 
A minor formal complication results from the fact that the sign factor 
T(K) is not continuous on the imaginary axis. This suggests introducing, 
in addition to T,, two other operators, pK and pK, depending upon whether 
the sign factor T(K) is replaced by +l or -1 respectively in the definition of 
T,. In the same way define the component operators p: and p:. Note that 
pz = Tz if i # 2 since 7 does not appear in the definitions of TF and T,3’. 
T, and TX are identical if Re K 3 0. Therefore, by Lemma 7, (1 + p&l 
exists if K E R,. In a similar way (1 + F,J-l exists if Re K < 0 and Im K > 0. 
It will now be shown that (1 + F&l exists also if Re K = 0 and Im K > 0. 
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For this purpose consider a solution (a, 6, /\) of the homogeneous operator 
equation 
(a, 6, A) T ~&z, 6. A) = 0 (4.1) 
and form the field E defined 11~ (2.3). The same argument employed in the 
proof of Lemma 6 shows that E vanishes in D. Furthermore, since E satisfies 
the equation dE + (K’ - zip) .!!’ = 0 in D,, it follows, in the same way as 
(3.24) that the formula 
j, [Im (K’)-rj9] IJ!~‘~T~= 0 (4.2) 
holds. Since Re K = 0, Im (K’) = 0. This, together with p > 0, implies that 
E vanishes in D,. Therefore, (a, b, A) = 0. This shows, by the first case of 
Fredholm’s alternative, that (I + FK)-t exists if Re K = 0 and Im K > 0. 
Thus the following has been proved: 
LEMMA 9. The operator I + pK is invertible if K E R,. The operator 
I + F’, is invertible if K E R,. 
The next step consists in verifying: 
LEMMA 10. The operators FK and FK each depend analytically on K IY K 
varies in the whole complex plane. 
Here the analyticity has to be interpreted with respect to the operator norm 
as pointed out in [6, section 21. To prove Lemma 10 note that the kernels 
which appear in the definition of the integral operators p2j (see (3.7)-(3.9) 
with r replaced by 1) possess, as functions of K, power series representations 
which converge in the whole complex plane, uniformly for all x and y of 
the appropriate domain of definition, S or D, + 5’. The uniform convergence 
with respect to y implies that the series representations of the integrands 
in (3.7)-(3.9) can be integrated term by term over S or D, + S. As an 
example, fK1l = TK1l h as a representation of the form 
p2’a(-v) = go(tC - Ko)nCn%(x) (X E s) (4.4) 
where C,rl = pKO1l and C,ll (n > 0) denotes an integral operator with 
continuous kernel carrying B, into B,. Since (4.4) converges uniformly on 
S, the norm definition (3.1) implies that in B, the expansion 
FK1la = 3 (M - f#C,lla 
n=o 
(4.5) 
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holds. Furthermore, since the power series for the kernel in (3.7) converges 
uniformly with respect to x and y, it follows for fixed K, by integration over 
S, that for every E > 0 a number N(r) exists such that, for any N > N(c), 
m >0 and XEES, 
From this and the norm definition (3.1) it follows that 
This estimate states that the series 
m 
Z( 
K - Ko)nCnll 
?Z=O 
converges with respect to the operator norm 
(4.7) 
(4.8) 
for operators T from B, into B,. This, together with (4.5), implies that 
p;1l = 2 (K - Ko)nCnll 
9l=O 
(4.9) 
with respect to the norm (4.8). I n a similar way power series representations 
for the other operators pKij can be derived. The results are relations of the 
form 
T>j = 3 (K - Ko)nCnij (4.10) 
n=il 
where C,ij(n > 0) is a bounded linear operator from Bj into Bi. The limit 
in (4.10) has to be interpreted with respect to the operator norm 
11 Tllij = I$!# 
x , 
(i,j= 1,2,3) 
for operators T from B, into Bi. Now, for fixed K,,, let 
C,(u, b, A) = (C,% + C,l2b + C,l9, 
Cnzla + Cn22b + C-,=X, 
C,,31u + Cn32b + CnasA). 
(4.11) 
(4.12) 
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Then C,, represents a linear operator from B into itself. From (4. LO) it follows 
that for every E > 0 a number -V’(c) can be found such that, for any N > iv’:‘(<) 
and any (a, 6, A) E B, the following inequalities hold: 
(4.13) 
i/z: 
N (K - Ko)nCn23h - F;“h 
?I=0 
11 
z 
+ii3 (i= 1,2,3). 
Formulas (3.10), (4.12), and (4.13), together with the norm definition (3.4) 
and 
il 
the triangle inequality, imply that 
[&K - Ko)nCn - TV] b, b, h) 11 
3 
=zll [z i=l 
,1,(K - Ko)nCn% - f;h] + [E (K - Ko)nCniab 
?I=0 
+ [E (K - Ko)nCni3A - p;3x] Iii 
?I=0 
< 41 a III + II b II2 + II x 113) = E II (4 h 4 II* 
This states that the expansion 
TK = 2 (K - Ko)nCn 
n=o 
- f o’2b K 1 
(4.14) 
(4.15) 
holds with respect to the operator norm (4.3). The series (4.15) converges 
for every Kg in the whole K-plane. In the same way a power series representa- 
tion for fK can be obtained, This completes the proof of Lemma 10. 
From Lemma 9 using the same argument as that of the proof of [6, Lemma 
191, it follows that: 
LEMMA 11. The inverse operator (I + p,J-l (resp. (I+ T&l) depends 
analytically on K if K varies in R, (resp. R,). 
Indeed, (1 + pJ1 exists if K E R,, by Lemma 9. Furthermore, (1 + p,J-’ 
is bounded for any K E R, since pK is completely continuous, by Lemma 5. 
Hence, for every Kg E R, a positive number p(Ko) exists such that (1 + p,$l 
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exists if 1 K - q, 1 < p(q,) and moreover it can be expanded into a local 
Neumann series 
(I+ Q-l = 5 (- 1)” [(I + Ro>-l(R - qJ1" (If COY (4.16) 
n=O 
which converges uniformly for j K - ~~ / ,< P(K~) (See [6, Lemma 121). By 
Lemma 10, every term of the series in (4.16) depends analytically on K. 
Therefore, the uniform convergence of (4.16) implies that (1 + rf,)-l 
depends analytically on K if 1 K - Kg 1 < p(~~) (see [6, Lemma lo]). The same 
argument, together with Lemma 9, shows that (I+ F,J-l depends analytically 
on K if K E R,. This concludes the proof of Lemma 11. 
Now consider the elements 
and 
(&, SK, 1,) = (If Q-Yc, 0, Y) (K E R,) (4.17) 
(k k, JK) = (1 -k R)-% 0, Y) (K E R,) (4.18) 
of B, and form the field E,(x), by setting (a, b, A) = (&, b,, >,J in (2.3), and 
the field EK(x), by setting (a, B, A) = (ci,, 8,, &J in (2.3). Clearly, & = E, 
if KE& and &=E* if ReK <0 and ImK>o. 
From Lemma 11 it follows that (&, &, ix) depends analytically on K 
with respect to the norm (3.4) if K E R,. This, together with the norm defini- 
tions (3.1)-(3.4), implies that &(y), &K(y) and 5(y), as functions of K, possess 
power series representations in R, which converge uniformly in y for y E S 
or y E D, + S, as appropriate. Therefore, the integrands of (2.3) (with 
a = C;,, 6 = 6,, X = 2,, @ = @J possess power series representations in RI 
which converge uniformly for all x of any bounded subregion of D + S 
and for ally withy E S or y E D, + S. The uniform convergence with respect 
to y shows that the power series expansions can be integrated term by term 
over S or D,, as appropriate. Hence, &(x) depends analytically on K if K E RI, 
and the power series expansions of B,(X) converge uniformly in any bounded 
subregion of the closed exterior D + S. 
The same argument shows that ,&(x) depends analytically on K if K E R,. 
From (4.18) it follows that li,, 6, and x, satisfy the integral equations (2.8) 
and (2.11). This, together with the representation (2.3), implies that i?, is 
a solution of problem (B) if K E I?,. Furthermore, EM satisfies the asymptotic 
relations (1.24) if Im K > 0 uniformly for all directions. These properties 
determine i!$ uniquely, by the uniqueness argument in the beginning of 
Section II. Hence, & = E, in R,, including the imaginary axis of the 
K-plane. Summarizing, the following statements have been demonstrated: 
(1) E, depends analytically on K in R, and coincides there with E,. 
(2) i$ depends analytically on K in R, and coincides there with E, . 
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From these statements it follows, by the principle of analytic continuation 
for holomorphic functions, that E,(s) depends analytically on K if K E R,. 
Thus it has been proved that: 
LEnllLia 12. The solution E,(s) of problem (B) zchich has been constructed 
in Sections II and III depends analyticah”, on K if Im K 3 0 and K # 0. Further- 
more, the corresponding poujer series expansions coneerge umyormly in any 
bounded subregion of D + S. 
Lemma 12 enables the proof of Theorem 1 to be completed. The proof of 
part I is contained in Sections II and III. The representation (2.3) for E, 
shows that E, satisfies, as p ---f m, the asymptotic relations (1.24) uniformly 
for all directions if Im K > 0. The uniqueness of E, follows from the consider- 
ations at the beginning of Section II. By Lemma 12, the field E, constructed 
in Sections II and III is, as a function of K, analytic in the closed upper 
half-plane Im K > 0 with the possible exception of the point K = 0. In 
particular, the argument in the proofs of Lemma 1 I and Lemma 12 shows 
that for any real Kg # 0 a positive number p(Ko) can be found such that 
&(x) possesses for every x a power series representation which converges 
for 1 K - Kg 1 < p(K& This implies that EK(x) can be continued analytically 
onto a simply connected open subdomain B, of the complex plane which 
contains all points of the half-plane Im K > 0 with the exception of the 
point K = 0. The principle of analytic continuation for holomorphic func- 
tions shows that E, is a solution of problem (B) if K E B,. This proves part II 
of Theorem 1. As a consequence, the principle of limiting absorption as 
stated at the end of II is obtained. Part III of Theorem 1 is an immediate 
consequence of Lemma 7. Part IV follows from Lemma 8. The representa- 
tion (2.3) for &(x) and th e estimate (3.16) imply that E, satisfies, as p + 00, 
the asymptotic relations (1.25) uniformly for all directions .r,. If Im K > 0, 
(1.25) can be sharpened to (1.27). The same argument as employed in the 
verification of (3.18) establishes the asymptotic relation (1.26). For y = 0 
and KE = w2 E CL, the proof of Lemma 8 shows that r . E, = 0. Therefore, 
(1.26) is equivalent to the second relation in (1.10). This concludes the proof 
of V. Thus Theorem 1 is completely proved. 
By way of supplementary remarks, it should be noted that the methods 
described in this section can be easily applied to derive further dependence 
properties. As an example, assume that the boundary data c and y depend 
analytically on the parameter K and that the corresponding power series 
expansions for cK(x) and yK(x) converge uniformly for Y E S. In this case 
(c,, 0, yK) depends analytically on K with respect to the norm (3.4). This, 
together with Lemma 11 and [6, Lemma Ill, implies that 
(4, L XJ = (I+ CHCK, 0, YK) (4.19) 
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and 
depend analytically on K in R, and R, respectively. From this it follows by 
the same argument as employed in the proof of Lemma 12 that the solution 
E, of problem (B) (with the boundary data c, and Y,J depends analytically on 
K. In the same way it can be shown that E, depends continuously on K 
if the boundary data c, and yK depend continously on K. Furthermore, 
all dependence properties stated in [6, Section VI] can be extended to 
the boundary value problem considered here. The formulation and the 
proofs are essentially the same so that a more detailed description is 
omitted. 
Finally, note that the existence and dependence theory developed here 
can be extended to the case for which K is a Helder-continuous space function 
which has a constant value K* for / Y 1 > R and satisfies the inequalities 
and 
0 f arg K(X) < n/2 (4.21) 
0 < arg K* < n/2, K* #o (4.22) 
The principal change in the proof is that the domain of integration Di for the 
volume integrals must be replaced by Di + D, where D, is the bounded 
domain where K(x) is nonconstant. The existence proof follows closely the 
patterns of [6, Section VI). The proof of the corresponding uniqueness 
statement is based on the unique continuation theorem as established by 
Miiller [IO,151 for the Maxwell equations with variable E and p. Note that 
the boundary value problem (B) for variable K does not include the boundary 
value problem (A) for variable E and p (nonhomogeneous media) as a special 
case. The investigation of nonhomogeneous media demands some further 
extensions which will be discussed in a subsequent paper. 
V. THE LIMIT APPROACH TO ELECTROSTATICS 
This section investigates the behavior of the solutions of the boundary 
value problem (A) for small frequencies. In particular, it will be assumed 
that tc2 = ~2 E p and y = 0. The properties of the medium, E and p, are 
considered to be fixed. To emphasize the dependence on w, denote the 
solution of (A) characterized by Theorem 1 (I, II, and IV) by (E,, H,). 
In most of the following it will also be assumed that the domains Dil, . . . . Di, 
are simply connected in the sense that every closed curve in Dzj(j = 1, . . . . n) 
can be continuously contracted within Dif to a point. This implies that the 
exterior D of S is also simply connected. 
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In order to give the proof of Theorem 2 formulated at the end of Section I, 
represent E,,, for small W, in the form 
-K&j = j r,, x [@w(~ y)~(~91 4,
S 
where @, is given by (1.13) (with K’ = w’I E p, 0 < arg K < n). The boundary 
condition n x E,, = c leads, by (2.5-7), to the integral equation 
a,(x) -1 I’ 44 x [Fx!Jj,(.2’, y) x am(y)] dS, = c(x), XES (5.2) 
- s 
which may be written in the symbolical form 
a, + K&, = c. (5.3) 
Here K,” is a completely continuous integral operator from B, into itself 
which depends analytically on w for all complex W, as shown in the proofs of 
Lemma 5 and Lemma 10. The main step in the proof of Theorem 2, part I, 
consists in showing that the integral equation (5.2) is uniquely solvable for 
w = 0. After this is established, the same argument as used in the proofs of 
Lemma 11 and Lemma 12 implies that (I + K,,,)-l, and hence E,(x), depends 
analytically on w in a neighborhood of the point w = 0. This, together with 
Theorem 1, II, implies the statements in Theorem 2, I. To prove that (5.2) 
has a uniquely determined solution for w = 0 it is sufficient to show (because 
of the first case of Fredholm’s alternative) that: 
LEMMA 13. l’he only continuous solution of the integral equation 
44 + & J’, 44 x [ vz , x : y , x a(~)] ds, = 0, x E s (5.4) 
is a = 0. 
To prove Lemma 13 consider a continuous solution a(x) of (5.4) and 
form the field 
EC4 = $0, x I, a(r) ,& dsy- (5.5) 
As a solution of (5.4), a(x) possesses tangential derivatives on S which 
satisfy a Holder condition uniformly on S, by Lemma 1 and Lemma 2. 
Therefore, the argument used in the proof of Lemma 4 (cf. formulas (2.21), 
(2.22), (2.29, and (2.28)) shows that V x E is continuous in D + S and in 
D, + S, and that on S the relations 
[n - E], = [n - Ele (5.6) 
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and 
[n x (V x E)]i = [n x (V x E)le (5.7) 
hold. From (5.5) it follows that, in D as well as in Di, V . E = 0 and AE = 0, 
and hence V x (V x E) = 0. Furthermore, (5.4) implies that [n x Ele = 0 
on S. Therefore, it follows by Green’s formula, if DP denotes the domain 
between / x 1 = p and S, that 
I n * [l? x (V x E)] dS IxI=p 
= I, V * [i? x (V x E)] dV + 1, [n x &, . (V x E) dS (54 
. 
Ez 
1 1 V x E I2 dV = o(1) 
DP 
as p ---f m, and hence 
VxE=O in D. V-9) 
Since D is simply connected, a (single-valued) function p such that 
E= Vy, (5.10) 
may be constructed, by (5.9). The potential 9 is given by 
y(x) = ‘jz E * t ds + a,, 
50 
(5.11) 
where x,, is an arbitrary point in D, C an arbitrary curve connecting x0 
and x within D, t the tangential vector of C, ds the arc element of C, 
and cys an arbitrary constant. Equation (5.5) shows that E = O(l/p2), as 
p = 1 x 1 + ~0, uniformly for all directions. Hence, the constant CI,, in (5.11) 
can be chosen in such a way that v = 0(1/p) uniformly for all directions. In 
particular, it follows that 
s - aP ,z,=pv z dS = 4’) (5.12) 
as p-00. Since V . E = 0, dg, = 0 in D. Therefore, (5.12) implies, 
by Green’s formula; that 
s, I VP I2 a’+ j,q $S = 41) (5.13) 
as p-03. Since [n x VT], = [n x Ele = 0 and yO!,p, = V(p - n l.$/hz = 
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(?l x VP;) x n on S, it follows that V,,y = 0 on S. This means that gj has a 
constant value & on each surface S, (j = I, ..‘, n). Hence, 
(5.14) 
Since V . E = 0 in Di, (5.6) shows that 
s 3dS=J’ S, an [n.E],dS=J‘ [n3],dS= 1 V.EdV=O. s, s, ’ 4, 
(5.15) 
By (5.14) and (5.15), it follows that 
(5.16) 
Therefore, (5.13) implies that 
E=Vq=O in D. 
In particular, it follows from (5.6) and (5.7) that 
[n . Eli = 0 
and 
(5.17) 
(5.18) 
[n x (V x E)], = 0 on S. (5.19) 
(5.19), together with V x (V x E) = 0 and Green’s formula, yields 
[ [nx(VxE)],*E,dS=//z*[(VxE)x&dS 
- s, j 
(5.20) 
= 
I 
~t,i’.[(VxE)x8]dB=-j- IVXE~~~F’=O(~=~ ,..., n), 
D*1 
and hence V x E = 0 in Dij. Since Dij is simply connected a (single-valued) 
function 4 such that 
E = V# in Di (5.21) 
exists. Equations (5.18) and (5.21) imply that (a/an) 4 = 0 on S. Therefore 
since A# = V . E = 0 in Di, it follows that 
s,cgdS= 1 1 Va/%l*dV=O. 
Di 
(5.22) 
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Hence E = VI/I vanishes in Di. From this, (5.5), and (2.25) it follows that 
a = $ [(n x E)e - (n x E),] = 0. (5.23) 
This completes the proof of Lemma 13, and hence of Theorem 2, part I. 
Turning to the proof of II, observe that the limit field E, (for w -+ 0) 
is given by 
444 = & vz x j, uo(y) l Ix-y1 ds@ 
where a,, is the uniquely determined solution of the integral equation 
%b) + & j,'+) x [Kt , 3c ! y , x q,(y)] dS, = c(x), x E S. (5.25) 
In agreement with the assumptions made in Section I, c(x) has tangential 
derivatives which satisfy a Holder condition uniformly on S. By (5.25), 
Lemma 1, and Lemma 2, the same is true for u,,(x). This, together with 
Lemma 3 and (2.21-22), implies that E,, and V x E,, are continuous in 
D + S and in Di + S. In particular, E, satisfies property (a) stated in II. 
Properties (/3) and (c) are immediate consequences of the representation 
(5.24) whereas (y) follows from (5.25). To verify (6) note that, by (2.25), 
E,, satisfies (5.6) on S. Hence, Green’s formula yields, for j = 1, . . . . n, 
j V - E,, dS = 0. (5.26) 
s3 
[n . E& dS = j 
SI 
[n * E,,li dS = j 
Dtj 
Thus the limit field E,, satisfies all properties stated in II. It remains to be 
shown that E,, is uniquely determined by these properties. For this purpose 
consider a field E,,’ which satisfies (a)-(~). Then E = E,, - E,’ satisfies 
the equation V x (V x E) = 0 in D, the boundary condition n x E = 0 
on S, and the asymptotic relation (1.24). Hence, the calculation (5.8) can be 
repeated and it follows that V x E = 0 in D. This implies that a single- 
valued function 9) exists such that E = Vp Since V . E = 0, it again follows 
that we have Ap, = 0. As in the argument above, choose ~CJ in such a way 
that 9 = 0(1/p), as p + 03, uniformly for all directions, making (5.13) valid. 
Furthermore, since n x E = 0 on S and js, n . E dS = 0 (because of (y) 
and (6)), it follows that 
I r”~dS=~iB,jy~dS=~B’j,n.EdS=O (5.27) 
I=1 j=l I 
(pi = value of v on Si). This, together with (5.13), implies that E = V~I = 0 
in D, and hence E,,’ = E,,. This concludes the proof of Theorem 2, part II. 
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Next the conditions under which the limit field Es satisfies the equation 
V x E, = 0 usually required m electrostatics will be investigated. Since 
D is simply connected, every regular closed curve C on S can be continuously 
contracted within D into an arbitrary point of D. Therefore, the condition 
V x E, = 0 implies, by the integral theorem of Stokes, that 
! E, . t ds = 0 (5.28) c 
for any regular closed curve on S. Set 
n,=txn (5.29) 
and note that - Es . t = E, . (a,, x n) = (n x E,,) . n, = c - n, on S. Hence, 
(5.28) can be written in the form 
s 
c - no ds = 0. 
C 
(5.30) 
On the other hand, the integral theorem of Gauss on surfaces states that 
J c.n,ds = I T,*cdS C S(C) (5.31) 
where S(C) denotes that part of S which lies in the interior of the (oriented) 
curve C.’ Since C can be chosen in an arbitrary way, it follows from (5.30) 
and (5.31) that 0, . c = 0 on S. 
Conversely, the condition 0, . c = 0 implies that V x E, vanishes in D. 
In order to prove this consider on each surface Sj a fixed point xj and set 
T(X) = fJi c . n, ds, XESj,j= l,..., ?Z. 
- 7j 
(5.32) 
Because of (5.31) and V0 * c = 0, the integral (5.32) does not depend on the 
surface curve connecting x, and X. The first step is to verify that 
n x VoT = - c. (5.33) 
For this purpose choose a (local) parameter representation x = x(o1i, a”) for 
each surface element of Sj and set 
ax 
x,i = - ) 
ax2 yik- = .qz . q,, YZ”YSK = @x 
(i, K = I, 2). (5.34) 
’ Note that all components S, of S have the topological genus 0 since the domains D,, 
are simply connected. Hence, any closed regular curve on S can be continuously 
contracted within S into a point of S. 
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Next express the V-operator by the curvilinear coordinates o;l, c?, or3 defined 
bY 
y = x(d, a”) + 013 n(x(c2, a”)). (5.35) 
A simple calculation (cf. [lo, pp. 180-1821) yields 
r 
V = yiKxif & + n & 
K 
(5.36) 
where the usual summation convention is employed with i, K ranging over 
1 and 2. Since V = V,, + n(a/&z), (5.36) shows that 
Now set 
(5.37) 
n x c = 7jfxlf (5.38) 
and choose a fixed parameter pair (/3l, f12). Furthermore, denote the para- 
meter pair corresponding to x by (al, a”), Then, using (5.29), (5.32), and 
(5.38), it follows that: 
T(X) = s ’ (n x c) * t ds ” j 
Differentiation with respect to 01~ (I = 1, 2) yields 
aT - = ?fyp ad (5.40) 
This, together with (5.37) and (5.38), implies that 
vg = yiKx,iq=yDK = syxli = TfXli = 72 x c, (5.41) 
and hence II x 0s T = n x (n x c) = - c. Thus (5.33) is established. 
As the next step of the proof, a function v with the following properties is 
constructed: 
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(i) v is twice continuous& differentiable in D and continuous in D + S; 
(ii) dp, = 0 in 1); 
(iii) p = 7 on S where T is the function defned by (5.32); 
(iv) v=O(l/p), 09, =o(l:p),asp = (so --fm, uniformly for all directions. 
It is well known that this boundary value problem of classical potential 
theory has exactly one solution 9. * Since 7 has tangential derivatives on S 
which satisfy a Holder condition uniformly on S, it follows, by [6, Lemma 151, 
that p is continuously differentiable in D + S. In particular, by (iii) and 
(5.33), it follows that 
II x VO, = 71 x Vop = n x Vo7 = -c on S. (5.42) 
Now form the field 
E = E, + Vp. (5.43) 
Of the properties stated in Theorem 2, II, E satisfies (oL), (/3) and (c). From 
(y) and (5.42) it follows that 
nxE=O on S (5.44) 
and that 
I E . n dS = aj (j = 1, . . . . n) (5.45) Sj 
where aj is given by 
01) = 
J 
- %dS, 
Sj an 
(5.46) 
according to (5.43) and 6). 
To prove that V x E, or I7 x E vanishes in D it has to be shown that E 
can be represented in the form 
E = V,. (5.47) 
The properties of E stated above ((a), (/I), (E), (5.44), (5.45)) imply that # 
has to satisfy the following conditions. 
* As shown in [6, Section 41, the exterior Dirichlet problem of potential theory 
can be reduced to a uniquely solvable system of two Fredholm integral equations. 
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(oL,,) # is twice continuously dz&atiable in D and continuously differentiable 
in D+S; 
(IA,) A* = 0 in D; 
(Yo) n x w = 0 on S; 
(6,) I, g dS = aj (j = 1, . . . . n); 
(EJ I,A = 0( l/p), V1(, = o( l/p), as p = ( x 1 + 03, uniformly for all direc- 
tions. 
The condition (yO) states that 4 has to be constant on each surface S,. 
It will now be shown that: 
LEMMA 14. There exists, for any complex q, ‘.., a,, exactly one function $ 
which satis$es the conditions (cx&-(q,). 
To prove the uniqueness, consider a solution # of the corresponding 
homogeneous problem (CY, = 0). The condition (y,,) implies that Q/J is constant 
on each surface Sj. Denote the value of $ on S, by pj so that 
(5.48) 
Furthermore, (a,,), &) and (E,,) show that # satisfies the asymptotic estimates 
(5.12) and (5.13). Therefore, V# = 0, and hence, by (co), # = 0 in D. 
To construct a function # with the properties (%) through (E,,), consider 
the solutions ~j of the exterior Dirichlet boundary value problem of 
potential theory with the boundary values 
P)~=~O~S~,~)~=OO~S,,K#~ (5.49) 
and assume tentatively that the desired function # can be represented in 
the form 
(5.50) 
where pj(j = 1, . . . . n) are suitable constants. The function (5.50) satisfies 
properties (aa), (/3a), (‘yO), and (c,,) for arbitrary constants Bj. Property (6,) 
is equivalent to the system of linear equations 
3=i 
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where the coefficients v,~ are given by 
It has to be shown that (5.51) has a uniquely determined solution (pi, ..., j?J. 
For this purpose let (&, ..., /3,J be a solution of the corresponding homogene- 
ous system (with ak = 0). Then the function $ defined by (5.50) satisfies 
all properties (01~) through (E,,) with ak = 0 (K = 1, ***, n). Hence, the unique- 
ness argument above implies that 4 vanishes in D + S. On the other hand, 
#J = /3, on S,, by(5.49). Therefore, /3t = ... = pn = 0. Thus the homogene- 
ous system (5.51) (n, = 0) has no nontrivial solutions. Hence, (5.51) is uni- 
quely solvable for any given mi, ., OL,. This completes the proof of Lemma 14. 
Now set, according to (5.47), E = O# where IJ is the function characterized 
by Lemma 14. Then E - VP, satisfies the properties (a) through (e) stated in 
Theorem 2, II. Therefore, the uniqueness statement in Theorem 2, II implies 
that 
E, = I.? - VP, = V(# - v). (5.53) 
This representation shows that V x E, = 0 in D. Thus it has been shown 
that the conditions (1.36) and (1.37) are equivalent. This concludes the proof 
of Theorem 2. 
If 4 is the function characterized by Lemma 14, then E = V# represents 
the electrostatic field which is produced by a finite number of conductors 
S,, ..., S, carrying electrical charges ~yr, ..., OLD. Note that the proof of Lemma 
14 does not depend on the fact that the domains Dil, ..., Din are simply 
connected. E satisfies properties (oL), (/I), (E), (5.9) (5.44), and (5.45).These 
properties characterize E uniquely, even in the case that Dil, ..., D,, are not 
simply connected. To verify this statement note that for any regular closed 
curve C in D 
J E.tdS=O. C (5.54) 
This follows from the fact that the integral over C is equal, since V x E = 0, 
to a finite number of integrals over closed curves C,, ..., C, on the boundaries 
S,, ..., S,. But these integrals vanish because of (5.44). From (5.54) it follows 
that a function z+G with the properties (c+,) through (Q) can be found such that 
E = VI/J. Hence, the uniqueness of I/J as stated in Lemma 14 implies the 
uniqueness of E. Thus the following theorem which describes a typical 
situation of electrostatics has been proved. 
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LEMMA 15. For any surfaces S,, ..‘, S, satisfying the conditions stated 
at the beginning of Section I and any real numbers (Ye, . , OLD, there exists exactly 
one field E with the properties (cx), (j?), (e) (stated in Theorem 2, II), (5.9), 
(5.44), and (5.45). 
It seems to be rather difficult to prove Theorem 2 without the restriction 
that the domams Dil, . . ., Di, are simply connected. The main difficulties arise 
in the proof of Lemma 13. If a(x) is a solution of (5.4) and E(x) is the field 
defined by (5.5), then it can be shown, by a simple additional argument, that 
E vanishes in D even when Di1, ..., Di, are not simply connected. Indeed, 
the condition [n x Elp = 0 implies, by the same argument as employed in the 
proof of Lemma 15, that a single-valued potential q can be found such that 
E = 09 in D. Therefore, the conclusions in the proof of Lemma 13 can be 
repeated. In particular, (5.18) and (5.19) are valid. Furthermore, it turns out 
that V x E = 0 in Dj. But this is not sufficient to justify the existence of 
a single-valued potential $ in Dj since it is not known if [n x E], vanishes 
on S. A single-valued function # with E = VI,!J in D, exists if and only if 
I 
E,*tdS=O 
C 
(5.55) 
for all regular closed curves on S. Since V x E = 0 in Di, (5.55) is true for 
all curves which can be continuously contracted within Di into one point 
(or, in the usual terminology, which “bound in the interior”). This property 
is satisfied by all curves on S only if the domains Dzl, ..‘, Di, are simply 
connected. Since n x Ei = - 2a it follows by (5.29) that (5.55) is equivalent 
to 
! 
a - n, ds = 0. 
C 
(5.56) 
Apparently, this condition is not an immediate consequence of (5.4). There- 
fore, the argument used in the proof of Lemma 13 seems to be inappropriate 
for deciding whether or not the integral equation (5.2) is uniquely solvable 
when Dllr ..‘, Di, are not simply connected. It would be very desirable to 
find an answer to this question and to extend the results of this section to 
domains which are not simply connected. 
This section concludes with the discussion of a frequently occurring 
physical situation. As in Theorem 2, it is assumed that the domains Dil, “., 
Di, are simply connected. Consider the electromagnetic field which is pro- 
duced by the perfect reflection of a given incoming field at the conductor 
surfaces S,, .. ., S,, and suppose that the incoming field is generated by a 
volume distribution of electric currents. Now charge distributionp and current 
distribution J are connected by the relation 
V - J = up (5.57) 
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which represents the time-independent formulation of the continuity pro- 
perty. Indeed, setting J*(s, t) = Re[J(.v) c’“‘~] and p*(x, t) = Re[p(s) c”*J~] 
yields the usual continuity equation (i.,‘?i)p* + I’. /* = 0. It is assumed 
that the volume charges are contained in a bounded domain D, which has 
no common points with D,. lLlore precisely, consider a regular bounded 
domain D, with the boundary S, such that D + S and D, + S, have no 
common points. Furthermore, consider a set of vector fields $(x) (W > 0) 
with the following properties: 
(i) /Jx) has Hiilder-continuous derivatives in the whole space; 
(ii) L(x) = 0 if x $ D,; 
(iii) J”>(x) and the first derivatives of J@(x) depend continuously on w; 
(iv) Jo(x) is uniformly bounded, as w -+ 0; and 
POJW = (lb) v * I&) (5.58) 
converges, as w -+ 0, to a Hiilder-continuous limit function p,,(x) uniformly in x. 
The electromagnetic field which is generated by the current distribution 
Jo is denoted by (Ek, H:) and the field which is produced by perfect 
reflection of (E:, Hk) at the surfaces S,, by (E,, H,). Property (iv) says 
that the charge distribution p. related to the current distribution Jcu tends to 
a limit distribution pO, as w - 0. This suggests considering the electrostatic 
field Eb which is generated by the charge distribution pO, and the field Es 
which is produced by perfect reflection of Ei at the conductor surfaces Si. 
The aim of the following considerations is to show that E: tends to Ei 
and E, tends to E, as w -+ 0. 
For this purpose evaluate, first of all, the incoming field E:. If w > 0, 
(E:, HA) has to satisfy the equations 
V x H: + LWCE;, = J,, V x E:-Lw~H;=O (5.59) 
in the whole space and the radiation condition (1.10) as p = ( x ( -+ 03. These 
properties determine (EL, H:) uniquely. Now form the field 
&lx) = ; j lo(r) @cx, Y) 6, 
DO 
where @ is defined by (1.7) and (1.13), and set 
(5.60) 
E: = & [la, - v x (V x &)I, H: = V x A,. (5.61) 
BOUNDARY VALUE PROBLEM 389 
The first equation in (5.59) is automatically satisfied by (5.61). The second 
equation follows from 
V x E: - 1WpH: = 
= & r x [A& + K2&, + Jo] = 0 (5.62) 
where the well known differentiation property of volume potentials [6, 
Lemma 91 is used. The radiation condition can be verified as in Section III 
E(3.16) till (3.18)]. An integral representation for EL, will now be derived. 
(5.60) and (5.61) imply that 
Since Jw vanishes on S,,, 
(5.64) 
Thus 
&Xx) = - & I’s (I’ - Lo(r)> @by> dvw + y $ L(Y) @(x,Y) dKv 
DO 4 
(5.65) 
In this expression the limiting process as w + 0 can be performed because 
of (iv), and results in: 
fi EL(x) = - & F / 
1 
PO(Y) , x _-y , dK. (5.66) 
Do 
On the other hand, the function 
544 = - $1 Do P*W 1 Ix-y1 dvw (5.67) 
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which satisfies Poisson’s equation, 
4 = P&k (5.68) 
represents the potential of the electrostatic field EA produced by the charge 
distribution p,,. Thus 
lii EL(x) = E&Y). (5.69) 
Clearly, the limit relation (5.69) holds uniformly on S. 
The determination of the reflected field E,, leads to the boundary value 
problem (A) with the boundary data c given by 
c,(x) = --n(x) x E:(x) (x E As). (5.70) 
In the following use is made of the operator K, introduced in (5.2) and 
(5.3). By Lemma 13, (I + K&l exists in a sufficiently small neighborhood 
of w = 0. In this neighborhood E,,, can be represented by (5.1) where a, is 
given by 
uar = (I + K,)--lc,. (5.71) 
As noted above, c,~(x) converges to c,,(x) uniformly on S as w + 0. Hence, 
c, is continuous with respect to the norm (3.1). The same is true for a, because 
of (5.71) and since (I + K&l d e en p d s analytically on w in a neighborhood 
of w = 0. Therefore, the representation (5.1) shows that E,(x) converges to 
E,(X). The limit field E,,(X) satisfies all of the conditions stated in 
Theorem 2, II. Since El, = VT, V x E’, = 0 in the whole space. Hence, 
by Stokes theorem, 
c E; . t ds = 0 (5.72) .C 
for every regular closed curve C. Since c,, = - n x E’, and n, = t x it 
on S, (5.72) specializes, for curves C on S, to 
s 
c,, - n, ds = 0. 
C 
(5.73) 
This implies, by the integral theorem of Gauss for surfaces [cf. (5.31)], that 
0, . c0 = 0 on S. Therefore, Theorem 2, III shows that the limit field E, 
satisfies 
P x E, = 0. (5.74) 
Thus E, satisfies the equations V . E,, = 0 and V x E, = 0 in D, the 
boundary condition n x (E, + E’,) = 0 on S, the integral condition (1.35) 
and the asymptotic relations (1.24). H ence, E,, + E’, represents the electro- 
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static field generated by the charge distribution p,, under the presence of 
uncharged conductors S,, ..., S,. This proves the limit relations E’, -+ E’, 
and E,,, --f E, claimed above. 
If, in addition, it is assumed that pW(x) tends analytically to pO(x) and that 
the power series representations for pa(x) converge uniformly on S, then it 
follows from (5.65) and (5.70-71) that E’,(x) and E,(x) converge analytically 
to E’,(x) and E,(s) respectively. 
APPENDIX: PROOF OF A LEMMA ON SURFACE POTENTIALS 
This appendix contains an alternate proof of Lemma 2, originally proved 
by Mtiller [I] for analytic surfaces. 
For this purpose the following standard theorem on surface integrals is 
required: 
LEMMA 16. Consider a kernel K(x, y) defused on S, continuous for x # y, 
and possessing a continuous surface gradient if x # y. Suppose that a positive 
number d exists such that, for x # y, 
I ax, Y) I < c I x -Y I-l, I ~I$% Y) I < c I x -Y Y. W) 
Furthermore, consider a function p(y) satisfying a Holder condition un$ormly 
on S. Then 
vo j- P(Y) f+, Y) dsv 
s 
exists if 
0, J-, Jqx, Y) dS* 
exists. Furthermore, both surface gradients are related by 
17, j- cl(r) K(x, Y) 6, = j- MY) - ~C41 ~oozK(x~ Y) df% s s 
+ P(X) 00 1 m Y> d&P 
s 
If, in addition, 
&Lw,Y)~~Cl~-Yl-? 
(A.3 
(A.31 
(a/afm derivatives in tangential direction), then the first term on the right hand 
side in (A.2) satis$es a Holder condition uniformly on S. 
The proof is similar to the argument, given by C. Miiller in a similar 
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situation [lo, pp. 308-3111. A proof of Lemma 16 in a more general setting 
is contained in [16, Section I]. 
The kernels appearing in (2.7) satisfy the estimates (A.l) and (A.3) with 
suitable constants d and C. Lemma 16, together with the assumption that 
a(y) satisfies a Holder condition uniformly on S, enables the discussion 
to be restricted to the surface integral 
and to a similar integral related to the first term in the second line of (2.7). 
It must be shown that these integrals possess surface gradients which satisfy 
a Holder condition uniformly on S. It should be remarked that C. Mtiller 
uses, essentially, the same reduction. However, his discussion of the reduced 
integrals, as (A.4), is based on a theorem [IO, Satz 471 valid only for analytic 
surfaces. 
Consider (A.4) and employ the formula 
j VoydS= 1’ yn,ds-2js,mndS 64.5) 
s C 
where S’ denotes a regular open surface with the contour C, y is a function 
defined on S’ + C with continuous tangential derivatives, and 7 is the mean 
curvature on S. The unit vector n, is defined by (5.29), t being the tangential 
vector of the (suitably oriented) curve C. A verification of (A.5) is given in 
[lo, p. 1841. For a fixed X, denote the set of points y E S which satisfy the 
inequality 1 y - x 1 > E, by S, and the contour of S, by C,. Using 
V = n(a/&z) + V,, and (A.5) yields 
s 
-?- @@, Y) dS, = - ?+) . 
s, an, 
J’ V$Q, y> dS, 
SC 
= -+) - j n(y) $ @@, Y) dS, + 2+) - j n(Y) dY) @b Y) d& 
SC Y SC 
- i- (44 - G(Y)) @(x, Y) 6. 
The last term converges to zero, as E + 0, since 
I 44 - %(r> I = I b(x) - NY)1 .%(Y) I G I 44 - 4Y) I = WI x - Y 1) 
as y --+ X. Thus 
J ‘s $ @(x, Y) dsv = 244 * j 4~) TW @(x, Y) dsv e s 
-n(x) j, n(y) $ @ (~9 Y) d%. (A-7) 
Y 
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Since S is assumed to be three times continuously differentiable it follows 
that n(y)?(y) satisfies a Holder condition uniformly on S. Therefore, Lemma 3 
implies that the first term on the right hand side of (A.7) possesses tangential 
derivatives on S which satisfy a Holder condition uniformly on S. To discuss 
the second term in (A.7), apply Lemma 16. By Green’s formula, it follows, 
for x E S, that 
s 
2 @+, y) dS, = -K’ J’ 
s an, 
@@, Y) db - *% 
D, 
Hence, by Lemma 16, 
a - j n(y) 2 @(x, Y) 4, = af, s Y j s MY) - +>I & j& @CT Y) dSti Y 
-K"+) $ j @(x, Y>dvy W) 
cl 4 
where a/&$, denotes an arbitrary derivative in tangential direction with 
respect to x. Note that the elementary estimate 
& & @(x, y) = O(l x - y I-“) (asx+A (A. IO) 
a Y 
which holds for any tangential derivative a/@,, has been used. The represen- 
tation (A.9), together with the last statement of Lemma 16, shows that the 
second term in (A.7) also has tangential derivatives which satisfy a Holder 
condition uniformly on S. Hence, the same is true for the integral (A.4). 
Now a second application of Lemma 16 shows that 
ht.4 = j dy) & +, y) ds, (x E 9 
S 2 
possesses tangential derivatives which satisfy a Holder condition uniformly on 
S. Here the estimate (A.lO) and the assumption on a(y) in Lemma 2 have 
been used. 
In a similar way the integral 
R,(x) = j (Pw - n(r)1 * a(r)> ~laX,Y) a (A. 12) 
s 
can be discussed. Consider a regular surface element S* of S with the para- 
meter representation z = z(fr, t2) and assume that x is an interior point of 
S*. Set z,,, = (a/a&,) z and a(z) = &z,,, where the usual summation con- 
vention is employed with y ranging over 1 and 2. In the following the para- 
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meter representation is kept fixed. Thus ,&’ and zlY may be considered as 
functions of the surface point J = --(El, t2). In agreement with this, write 
JIY(Y) and x,~(J) if y E S *. The assumptions on S imply that tiy satisfies a 
Hijlder condition uniformly on S* whereas zil, has continuous second order 
tangential derivatives on S*. 
Now split R, into an integral over S* and an integral over S - S*. 
Obviously, the integral over S - S* has, in the interior of S*, tangential 
derivatives which satisfy a HBlder condition uniformly on each closed part 
of the interior of S*. Therefore, it is sufficient to discuss the integral over S*. 
Thus, 
* 
J s* (44 %(Y)) ~c@P(“T Y) dS, 
- -- j,* (44 . dYN [n(y) & + hlr] @Cv9 Y) dSu 
=- J s* (44 * %(YN n(Y) g- @(x2 Y) dS!/ Y 
+ j,. @by y)G~W . z~y(y)) dS, 
(A.13) 
- 
i s* ~lMM4 . q y(Y)) @,(x9 HI d% 
The same argument which was used above to study the second term in 
(A.7), shows that 
has tangential derivatives which satisfy a Hijlder condition uniformly on S. 
Hence, the first term on the right hand side of (A. 13) has tangential derivatives 
in the interior of S* which satisfy a HGlder condition uniformly on every 
closed part of the interior of S*. The same statement is true for the second 
term, by Lemma 3. Therefore, it is necessary to discuss only the last term 
in (A.13). Let x be a fixed point of the interior of S*. Define S, and C, as 
above, set ST = S, A S*, and denote the contour of S* by C*. Then 
(AS) shows that for sufficiently small E 
= s c*+c, no(r)(44 .+(Y)) @‘(a Y) ds, (A.15) 
- 2 j,: ‘7(Y) n(r)w4 * G(Y)) @(x9 Y) d%. 
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The integral over C, converges to zero as E -+ 0 since 1 n(x)z,,,(y) 1 = 
1 [n(x) - ~(y)l~I,(y) ) = O(l .I’ - y I) as y - x. Hence, 
. 
z-z 
J 
c* %(Y)W * TY(YN @h Y> d% 
- 2 js*9cr) 4Y)W) . %iYN @(x* Y) dSt!- 
(A.16) 
This representation shows, by Lemma 3, that the last term in (A.13), and 
hence the whole expression (A.13) has tangential derivatives in the interior 
of S* which satisfy a Holder condition uniformly on every closed part of 
the interior of S*. Lemma 16 (applied with respect to S*) shows that the 
same is true for R~(x). More precisely, 
$ j,. W) - n(Y)1 4YN ~dj(x, Y) dSll 
= 
s s’ P’(Y) - 441& k44 . T,(Y)) ~z@(x,~)l ds, 
(A.17) 
The assumptions of Lemma 16 are satisfied since 
g-@ [@(x) . Q(Y)) Pa!@P(& Y)l = [& (44 * %cr))] v2% Y) 
+ @(-4 - 4Y)l . qy(y)) & ~z@C%Y) = O(l 32 - Y F2h (A.18) 
as y-+x. This, together with the remarks after (A.12), shows that R,(x) 
has tangential derivatives in the interior of S* which satisfy a Holder condi- 
tion uniformly on every closed part of the interior of S*. Since S, as a regular 
closed surface, can be divided into a finite number of regular surface elements 
S*, it follows that R, has tangential derivatives on the whole surface S which 
satisfy a Holder condition uniformly on S. Since R = R, - R,, the same is 
true for the surface field R defined by (2.7). This concludes the proof of 
Lemma 2. 
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