RNG.
Some aspects of these two approaches have been discussed r. In particular, we point out here that in e-RNG, a small parameter e is introduced through the forcing correlation function.
Yakhot & Orszag s have extrapolated e << 1 to e --+ 4 in order to reproduce the Kolmogorov energy spectrum. Furthermore, it is also necessary to take tile distant interaction limit 9, k --+ 0. Thus, it is difficult to compare the transport coefficients generated by Kraichnan a and Chollet 4, with that determined from e-RNG.
In this paper, we continue our application of recursive RNG l°-ll to turbulence. The basic differences between the two RNG procedures are that in recursive RNG:
(i) The e-expansion is not applied. In Sec. 4 we proceed to the differential limit of these recursion relations, paying careful attention to the k _ 0 limit. We show that the higher order RNG-induced nonlinearities do not contribute to the k ---* 0 limit of the RNC recursion relations, but play a significant role for k ---* kc, where kc is the wavenumber that separates tile resolvable scale from the subgrid scale. In the Appendix, we contrast our ordinary differential equations for tile RNG eddy viscosity and diffusivity with that generated by Yakhot-Orszag s by their ¢-RNG, a theory that is valid only in the distant interaction limit k ---* 0. In contrast, in the recursive RNG approach, the differential equations for the eddy transport coefficients are valid over the whole resolvable scales and not just at k _ 0, and no e expansion is needed.
The turbulent transport coefficients for the second moments (i.e., for the time evolution of We consider a passive scalar T(k, t) being advected by incompressible turbulence
with the turbulent velocity field u(k, t) being determined from the Navier-Stokes equation
Summation over repeated subscripts is understood, and
Here #0 is the molecular diffusivity, v0 the molecular viscosity and f_ a random forcing term.
The forcing correlation is given by
where Do denotes the intensity of the forcing, and y is an appropriately chosen exponent so as to recover the Kohnogorov energy scaling in the inertial range (y = 3).
2.1
An outline of the recursive RNG procedure
Since the details of the recursive RNG procedure for Navier-Stokes turbulence have been presented before 6'1°-11, we just briefly outline the steps here:
where kc is the wavenumber separating the resolvable from the subgrid scales and kd It should be emphasized that there are two singular limitsV: f _ 1 and k --* 0. A careflll analysis must be done regarding these two limits and the associated averaging operations.
We will address this issue here in the present paper.
2.2
An asymmetry in the renormalized passive scalar equation
The details of the implementation of the recursive RNG procedure to the advection of a passive scalar is a straightforward generalization of that for Navier-Stokes turbulence (see e.g. Hossain 13) and so will not be presented here.
Here we comment on a symmetrization procedurethat is standard when dealing with Navier-Stokesturbulence,but which can not be applied to the passivescalarproblem.
Considerthe removalof the first subgrid shell and usethe usual notation and >(k,t) ifki <k<k0
We find for/c < kl, the resolvable scale passive scalar and Navier-Stokes equation can be written as
The factor 2 in the Navler-Stokes Eq.
(9) arises from the symmetry in the j _ k-j interchange.
We assume isotropy for both the velocity field and passive scalar, so that the subgrid velocity passive scalar correlations are zero (Lesieur14): 
2.3
The renormalized Navier-Stokes and passive scalar equations
After removing the n th subgrid shell, the renormalized passive scalar equation takes the form
where the last term on the RHS differs from that of Hossain la.
The restriction on the wavenumbers are the following:
The other wavenumber constraints are as indicated by the superscript on the fields u and T.
The renormalized Navier-Stokes equation has the following formll:
where j is restricted to the subgrid shell in the second integral. Again, all other wavenumber constraints are as indicated by the superscript. 
Recursion
since the ensemble average will generate a delta function _(k -j) while k-j is in the subgrid range. This is impossible, and so this second term can not contribute to the eddy diffusivity.
After the removal of the (n + 1)°_ subgrid shell, the spectral eddy viscosity in the renormalized momentum equation is determined by the recursion relation 11 In a similar fashion, the spectral eddy diffusivity in the renormalized passive scalar equation can be shown to be given after the removal of the (n + 1) th subgrid shell, by where (17)
The renormalized eddy viscosity and diffusivity are defined as the fixed point of these recursion relations.
Rescaling of the recursion relation and momentum equations
From the self-similarity properties of the forcing and energy spectrum in the subgrid range, we expect that the viscosity u,_+l to be simply related to u_ for large n, while the diffusivity #,_+1 is simply related to #,_. A rescaling can be performed on the recursion relation. In particular, consider
and define
Unless mentioned otherwise, we drop the tilde notation on tile wavenumber, and note that 0 < k _< 1. The recursion relation for the eddy viscosity becomes
and the summation term arises from the triple nonlinearity induced by the recursive RNG procedure.
The recursion relation for the eddy diffusivity is
where again the second term on RHS of Eq. (24) arises from the induced triple nonlinearities.
We have introduced the parameter m = 5/3. These equations are valid for any k in the resolvable scales: 0 < k _< k,. In the limit k --+ 0, the triple term contribution --+ 0, as will be shown in Sec. 4.1.
The final renormalized passive scalar equation is
while the final renormalized Navier-Stokes equation is 
Galilean invariance in Navier-Stokes equation:
The Galilean transformation is
A review 
It is important to note that j is in the subgrid.
Under a Galilean transformation, Eq. (32) becomes
Since j* is in the subgrid scale, while j'* and k: are in the supergrid, <_(k* -j*) and _(j* -j'*) can never be simultaneously satisfied.
As a result,
[@(j'*, t) -Uo,,8(j'*)]u._(k* -j*, 1)
Now only one term in Eq. _(j--j") can never be satisfied simultaneously.
The second triple nonlinear term has the following structure after the Galilean transfor-
where the last two steps follow from the wavenumber constraints, k,j,j' are in the resolv- Differential equations for the renormalized eddy viscosity and diffusivity
The differential limit, f _ 1, is singular and has been discussed recentlJ.
In particular, it is related to the assumption of local versus non-local interactions in k. In this section we will calculate the eddy viscosity and diffusivity under the differential equation limit for recursive RNG.
For recursive RNG we will find that the differential equations hold throughout the resolvable wavenumber range 0 < k _< kc. This should be contrasted with c -RNG eddy viscosity differential equation which is valid only in the k _ 0 limit s.
4.1
The distance interaction approximation, k --, 0
Consider the resolvable scale Navier-Stokes equation, Eq. (9),
The first and third terms on the RHS of (9) are symmetric in j and Ik -Jl in terms of their respective wavenumber constraints in wavenumbers. As a result, the distant interaction limit k _ 0 has no effect on the existence of these terms which will give rise to the standard quadratic nonlinearity and eddy viscosity, respectively. However, the second term on the RHS of (9) has the following constraint: j is in the subgrid while Ik -Jl is in the resolvable scales. Specifically, the consistency condition requires that, for small k, j satisfies j > kc and j < kc + kz. approximation.
In Fig. 1, we 
As noted earlier 7, the partial average of Rose 6 must be employed in order to insure the existence of the differential limit. The partial average is introduced since tile distinction between the resolvable and subgrid scales become fuzzy in the limit of a differential subgrid partitioning, f _ 
and
Here one has set the coefficient D_ = 27rD0 = 1 (Zhou et a1.11).
As a result, the fixed point renormalized eddy viscosity u(k) is determined from the o.d.c.
Here, z is evaluated at j = 1 and q = 1, respectively in the L(k,j,q) expression. a partial contribution to the total transport coefficients. Indeed from our numerical measurementin Fig. 1 , we expect that the triple nonlinear terms will contribute to the energy transfer when k is near kc.
We consider the contribution of the triple nonlinear term in the renormalized eddy viscosity to the eddy viscosity first (Zhou and Vahala16). The second moment for the velocity field is defined as
The time evolution of Uc_o(k, t) is
In this equation, T_(k, t) is the standard energy transfer from the quadratic nonlinearity.
In contrast, T_0(k, t) = -2ur(k)k 2 E(k) is the energy transfer arising from the ttN(3 induced triple nonlinearity. It is readily shown that TM The solution of txm(/c) is very similar to that of #T(k) as k ---+ kc. They are the major contribution to the strong cusp in the eddy viscosity found from the Test Field model 3 and EDQNM 4. Furthermore, V'm(k) also contains the backscatter of the energy from the subgrid to the resolvable scale. This is a major difference between tzy(k) and uT(k). arising from the triple nonlinearities in the difi`erential subgrid shell limit in recursive RNG. r = kc/l(_ is a parameter in tile productiontype energy spectrum, so that E(k) --4 k 4 as k _ 0. l(p is a parameter that controls the location of the peak in E(k).
As 7" increases, this peak in E(k) moves to smaller k. arising from tile triple nonlinearities in the differential subgrid shell limit of the scalar variance RNG evolution equation. The parameter r is as in Fig. 3 . Notice that there is now no backscatter of scalar variance, since [aT(k) is non-negative for all k. There is a strong cusp as k --* kc. 
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