Abstract. A sharp bound on the number of invariant components of an interval exchange transformation is provided. More precisely, it is proved that the number of periodic components nper and the number of minimal components nmin of an interval exchange transformation of n intervals satisfy nper + 2 nmin ≤ n. Besides, it is shown that almost all interval exchange transformations are typical, that is, have all the periodic components stable and all the minimal components robust (i.e. persistent under almost all small perturbations). Finally, we find all the possible values for the integer vector (nper, nmin) for all typical interval exchange transformation of n intervals.
Introduction
In this article we study interval exchange transformations (IETs) with flip(s). An IET is an injective piecewise isometry of an interval having finitely many jump discontinuities. An IET has flip(s) if it reverses the orientation of a subinterval of its domain, otherwise the IET is said to be oriented. These maps are important objects in ergodic theory, they have been intensively studied since the 1960s. They occur naturally in the study of polygonal billiards, measured foliations and flat surfaces [10, 11] . In the context of polygonal billiards, IETs were already studied, albeit in a different language, in 1905 [8] . All the possible non-trivial recurrence of flows on closed surfaces can be explained by them [2, 5, 9] .
The starting point of our investigation is the result of Nogueira [14] which states that almost every IET with flip(s) has (at least) one stable periodic trajectory. We want to know whether we can say more about the invariant components of these maps.
It is well known that IETs decompose into minimal and periodic components. This decomposition was first studied in the orientable (no flip(s)) case by Mayer in 1943 [12] whereas in the case of IETs with flip(s), various partial or non-optimal versions have been demonstrated by other authors ( [1, 6, 14] ). We begin by giving in Theorem A a sharp estimate on the number of such components. This result is obtained by means of a careful analysis of the saddle-connections. In Theorem B, we show that for almost every IET with flip(s) all periodic components are stable and all minimal components are robust. Here a minimal component is called robust if it persists under almost all small perturbations. The proof of this theorem is based on Rauzy induction, it yields an almost sure "algorithm" for finding the decomposition into robust minimal components and stable periodic components. By using this algorithm, in Theorem C we give a complete classification of which decompositions can occur, this result turns out to be a converse of Theorems A and B.
Statement of the results
An injective map T : (0, c) → (0, c) is an interval exchange transformation of n intervals (n-IET) if there exist n + 1 real numbers 0 = x 0 < x 1 < . . . < x n = c such that T | (x i−1 ,x i ) is an isometry for all i ∈ {1, . . . , n}. The domain of T is the set Dom (T ) = n i=1 (x i−1 , x i ). Notice that the derivative T ′ of T is a locally constant function, moreover |T ′ (x)| = 1 for all x ∈ Dom (T ). We say that T is an oriented IET if T ′ (x) = 1 for all x ∈ Dom (T ), otherwise T is called an IET with flip(s). The interval (
The vector λ = (λ 1 , . . . , λ n ) defined by λ i = x i − x i−1 is called the length vector. We let θ = (θ 1 , . . . , θ n ) denote the flip(s) vector defined by θ i = T ′ (m i ), and π be the permutation of {1, 2, . . . , n} satisfying T (m π −1 (1) ) < T (m π −1 (2) ) < . . . < T (m π −1 (n) ). In other words, π(i) gives the position of the interval T ((x i−1 , x i )) in the domain of T −1 . We may represent π as an n-tuple by setting π = (π 1 , . . . , π n ) = (π(1), . . . , π(n)). Finally, let p = (p 1 , . . . , p n ) be the signed permutation defined by p i = θ i π i . A signed permutation p has flip(s) if p i /|p i | = −1 for some i. Throughout the article we denote the permutation |p| = (|p 1 |, . . . , |p n |) by the symbol π and its flip(s) vector by θ = (θ 1 , . . . , θ n ).
A signed permutation p is called irreducible if π({1, 2, . . . , k}) = {1, 2, . . . , k} implies k = n, otherwise we say that p is reducible. We denote by Λ n ⊂ R n the set of length vectors endowed with the Lebesgue measure (of the cone of positive vectors) and we let P n (respectively P irred n , P red n ) be the set of signed permutations (respectively irreducible signed permutations, reducible signed permutations) endowed with the counting measure. The cartesian product Λ n × P n is endowed with the product measure. In this way, to each (λ, p) ∈ Λ n × P n there corresponds an
An open interval J ⊂ Dom (T ) is rigid if all positive iterates T k of T are defined (and so are continuous) on J. A rigid interval J is a maximal rigid interval if any other rigid interval K ⊂ Dom (T ) is either disjoint of J or contained in J. If J is a rigid interval then there exists m ∈ N such that T m (J) = J. We call the orbit m−1 k=0 T k (J) a periodic component of T . Given two subsets X, Y ⊂ R and a point y ∈ Y , set d(y, X) = inf{|y − x| : x ∈ X}. We also define ρ(X, Y ) = sup {d(y, X) : y ∈ Y }. We say that a periodic component
Given an IET T : (0, c) → (0, c), let I = I + ∩ I − , where
T 0 is the identity map and T k is the k-th iterate of T . The orbit of x ∈ (0, c) is the set [14] proved that the number of flipped periodic components belongs to the interval [1, n] . Here a periodic compo- We conclude the article with the following existence result.
Theorem C. Let n ≥ 1 and k, ℓ ≥ 0 be integers. There exists an irreducible n-IET with flip(s) having k stable periodic components and ℓ robust minimal components if and only if either of the following conditions are satisfied: (k ≥ 1, 1 ≤ ℓ < n/2 and k + 2 ℓ ≤ n) or (k = n and ℓ = 0).
Counting invariant components
In this section we will prove Theorem A. Let T : (0, c) → (0, c) be an n-IET and let 0 = x 0 < x 1 < x 2 < . . . < x n−1 < x n = c be the set of points where T is not defined. We call {x 1 , . . . , x n−1 } the set of singular points of T and we refer to {0, c} = ∂[0, c] as the set of endpoints of T . We may assume that the singular points of T are the discontinuities of T , otherwise T could be considered as an IET of less intervals. We let w
T (x) be the one-sided limits of T at its endpoints. Similarly, for all j ∈ {1, . . . , n − 1}, set w
By the above, we may define the orbit of 0 and of each singular point by continuity from the right. Similarly we define the orbit of c and of each singular point by continuity from the left. If one of these orbit continuations hits an endpoint or a singular point we call it a saddleconnection. In this way, γ is a saddle-connection if there exist j, r ∈ {0, 1, . . . , n} and an integer
We always assume k ≥ 0 to be the smallest possible so that γ ∩ {x i } n i=0 = {x j , x r }. In this case, we say that γ starts at x j and ends at x r . It may happen that x j = x r and γ = {x j }, in which case k = 0 and j = r.
Accordingly with this definition, every IET has at least two saddle-connections, each of which ends at an endpoint x ∈ {0, c} of T . These saddle-connections are called the trivial saddleconnections of T .
We say that a non-empty open set O ⊂ (0, c) is a transitive component of T if there exists 
is an open map, we have that T (O i ) is open and so int (T (O i )) = T (O i ). It follows from (KH3) and from the continuity of
Finally, by (KH1) and by (3.1), there exist finitely many disjoint open intervals I 1 , . . . , I M and a permutation α ∈ P M such that
is the identity map. In particular, O i is a periodic component, which contradicts the hypothesis. Therefore, O i contains a singular point.
Proof. It follows from (KH3) and from the continuity of
By (KH4), each point in the boundary of an invariant component belongs to a saddle-connection. Hence, if x ∈ O i ∩ O j , by the above there exists k ∈ N such that T k (x) is a singular point or an endpoint of T . By the above, T k (x) ∈ ∂O i ∩ ∂O j . It is easy to see that T k (x) cannot be an endpoint, so it has to be a singular point.
Proof of Theorem
. . , O N be the invariant components of T . We denote by n per the number of periodic components and by n min the number of minimal components. In this way, n per + n min = N . For each 1 ≤ i ≤ N , let y i := inf O i . By (KH1), the numbers y 1 , . . . , y N are pairwise distinct, thus we can relabel the O i 's so that 0 = y 1 < y 2 < . . . < y N < c. We claim that there exists an injective map β : {1, 2, . . . , N } → {0, 1, . . . , n − 1} that associates to each invariant component O i , i ≥ 2, a singular point x β(i) ∈ ∂O i and satisfies β(1) = 0. By the definition of
, for all i ∈ {2, . . . , N } there exists 1 ≤ j < i such that y i ∈ ∂O i ∩ ∂O j . By Lemma 3.4, ∂O i ∩ ∂O j contains a singular point x β(i) . It remains to prove that β is injective. Suppose that
that is to say, n per + 2 n min ≤ n. In case (ii), we need one singular point for each periodic component, two singular points for each minimal component different from O 1 and one singular point for O 1 . Thus 2(n min − 1) + 1 + n per ≤ n − 1, that is, n per + 2 n min ≤ n.
Rauzy induction
We shall denote by Λ n the subset of R n formed by the length vectors
We say that λ ∈ Λ n is irrational if the numbers λ 1 , . . . , λ n are rationally independent. We denote by Λ * n the subset of Λ n formed by the irrational length vectors. We say that an n-IET is irrational if its length vector is irrational.
We will denote by P * n the following class of signed permutations on n symbols
We remark that P * n contains the irreducible signed permutations. Thus we have the following inclusions
In what follows, given p ∈ P n we let π = |p| = (|p 1 |, . . . , |p n |) and θ = (p 1 /|p 1 |, . . . , p n /|p n |).
Rauzy induction.
The Rauzy induction is the operator R on the space of n-IETs that associates to T = T (λ,p) with p ∈ P * n the IET T (λ ′ ,p ′ ) = R(T (λ,p) ) which is the first return map induced by T on the subinterval I(λ, p) = [0, ξ], where
in the data space, which we will denote by R. The domains of the maps R : Λ n × P * n → Λ n × P n and R are, respectively, the open full measure sets
The map R may be written in the form
where the matrices M a (p), M b (p) and the Rauzy maps a, b : P * n → P n are described below. For i, j = 1, . . . , n, denote by E ij the n × n matrix of which the (i, j)th entry is equal to 1, and all other entries are 0. Let I be the n × n identity matrix. The matrices M a and M b are defined by
We now define the Rauzy maps. When θ n = +1 the Rauzy map a : P * n → P n is defined by
and when θ n = −1, we have
The Rauzy map b : P * n → P n when θ π −1 (n) = +1 is defined by
and when θ π −1 (n) = −1 by
Stability of invariant components
Given (λ, p) ∈ Λ n × P * n , we associate to the n-IET T = T (λ,p) the sequence T (0) , T (1) , T (2) , . . . of n-IETs defined recursively by T (0) = T and
) for all integers k ≥ 1 such that T (k−1) ∈ Dom (R). We say that T has finite expansion if there exists ℓ = ℓ(T ) ≥ 0 such that T ∈ Dom (R ℓ ) and T (ℓ) is a reducible n-IET. The number ℓ(T ) is the least positive integer m ≥ 0 such that p (m) ∈ P red n .
Lemma 5.1. Let (λ, p) ∈ Λ * n × P n be such that θ i = p i /|p i | = −1 and λ i > λ /2 for some i ∈ {1, . . . , n}. Then p is a reducible permutation.
Proof. Suppose that (λ, p) satisfies the hypotheses of the lemma. Let T = T (λ,p) and let Dom (T ) = n j=1 (x j−1 , x j ). It is easy to see that the interval (x i−1 , x i ) contains a flipped fixed point x * of T . Let
Without loss of generality we assume that λ ′′ ∈ Λ * n . Notice that T reflects the interval (x i−1 , x i ) around the fixed point x * . Hence, there exist s ∈ {1, . . . , n} and s integers j 1 , . . . , j s , all of them distinct from i, such that λ 1 + . . . + λ i−1 = λ j 1 + . . . + λ js + λ ′′ i . This means that λ ′′ is rational, which is a contradiction. Given (λ, p) ∈ Λ n × P * n and k ≥ 1, let ν k : Λ n × P * n → Λ n and r k : Λ n × P * n → P n be the maps defined by 
Proposition 5.3. The domain of the maps ν k and r k is an open subset
Properties (a) and (b) follow from the induction hypothesis and the ν k (λ, p) gives the length vector of T (k) , stable periodic components (respectively robust minimal components) of T correspond to stable periodic components (respectively robust minimal components) of T (k) .
We say that q = (q 1 , . . . , q n ) ∈ P red n is reducible into s ∈ {2, . . . , n} irreducible signed permutations if there exist s positive integers n 1 , n 2 ,. . . , n s with s j=1 n j = n such that {|q(d j + 1)|, . . . , |q(d j + n j )|} = {d j + 1, . . . , d j + n j } for all j ∈ {1, . . . , s}, where n 0 = 0 and d j = j−1 k=0 n k . In this case, q induces s irreducible permutations v 1 ∈ P irred n 1 ,. . . , v s ∈ P irred ns defined by
We will write
to mean that q is reducible into the irreducible permutations v 1 ,. . . , v s . This decomposition is clearly unique. Thus if q is reducible, then for any length vector λ, the domain of the n-IET T (λ,p) decomposes into s invariant sets where s is given by Equation (5.2). The restriction of T (λ,p) to the jth-invariant set is an irreducbile n j -IET with permutation vector v j and length vector (λ h j , . . . , λ h j +n j −1 ) where h j = 1 + k<j n k for j ≥ 1.
In the proof that follows below, we will use the following notation: given U ⊂ Λ n × P n we let
Proof of Theorem B. Keane has shown that Theorem B holds for oriented IETs [7] . In fact, almost every oriented IET has one robust minimal component and no periodic component. Now we consider the case of IETs with flip(s). By decomposing the IET into irreducible interval exchanges we may assume that the initial IET is irreducible. The proof proceeds by induction on the number of intervals. Of course, every IET with flip of 1 interval has only 1 stable periodic component and no minimal component. Suppose as the induction hypothesis that Theorem B holds for all IETs of k ≤ n − 1 intervals. More precisely, suppose that for 1 ≤ k ≤ n − 1, there is a set of full measure C k ⊂ Λ k such that for any k-IET in T (C k × P k ) every periodic component is stable and every minimal component is robust. By Theorem 5.2, there exists a full measure set B n ⊂ Λ * n such that all n-IET in T (B n × P n ) with flip(s) have finite expansion. Let T = T (λ,p) ∈ T (B n × P irred n ) be an n-IET with flip(s). Then there exists m = ℓ(λ, p) ∈ N such that T ∈ Dom (R m ) and T (m) = R m (T ) is a reducible n-IET.
Let T (µ,q) := T (m) . By definition, q ∈ P red n and since λ ∈ Λ * n , we have µ ∈ Λ * n . Let
be the decomposition of q into irreducible signed permutations and let µ = (µ 1 , . . . , µ s ) ∈ Λ * n 1 × · · · × Λ * ns be the associated decomposition of µ. By Proposition 5.3, there exists a full measure set C n ⊂ B n such that if (λ, p) ∈ C n × P irred n then (µ j , v j ) ∈ C n j × P irred n j for all 1 ≤ j ≤ s. Hence, by the induction hypothesis, each T (µ j ,v j ) has only stable periodic components and robust minimal components. By Corollary 5.4, for each IET in T (C n × P n ) every periodic component is stable and every minimal component is robust.
Existence result
The aim of this section is proving Theorem C. Firstly we will introduce some notation and preparatory lemmas.
Let a, b : P * n → P n be the Rauzy maps and let F : P n → 2 Pn be the set-valued function defined by F (p) = {a(p), b(p)} if p ∈ P * n and F (p) = ∅ if p ∈ P n \ P * n . We let F : 2 Pn → 2 Pn be the induced map defined by F (S) = p∈S F (p) for S ⊂ P n . The forward set of p ∈ P * n is the set of permutations defined by F (p) = k≥0 F k ({p}). Notice that the forward set of a permutation p is the set of all permutations that can be obtained from p through applications of the Rauzy maps finitely many times.
Lemma 6.1. Let p ∈ P * n and q ∈ F (p). There exist a positive measure set B n ⊂ Λ n , a positive integer K ∈ N and a linear isomorphism L :
Proof. Since q ∈ F (p), there exists a sequence {(c k ,
and let B n = M Λ n . Then every T = T (λ,p) ∈ T (B n × P * n ) has the property that T ∈ Dom (R K ) and
Now we introduce a concrete example of an interval exchange transformations of 7 intervals having 2 robust minimal components and 3 stable periodic components. This example will be generalized later to prove Theorem C.
Let p = (−7, 6, 5, −3, −4, −1, −2) ∈ P irred
7
. We claim that q = (2, 1, 4, 3, −5, −6, −7) ∈ F (p). In fact, we have that q = b 6 (p). By Lemma 6.1, there exist irrational length vectors λ, µ ∈ Λ * 7 such that if T (λ,p) then T ∈ Dom (R 6 ) and T (µ,q) = T (6) = R 6 (T (λ,p) ). It is clear that T (6) can be decomposed into two irrational rotations and three interval exchanges of 1 interval with 1 flip. Therefore, by Corollary 5.4, T has two robust minimal components and three stable periodic components (see Figure 1) .
In Figure 1 , the orbit of five sample points have been plotted on the x-axis, one in each invariant component of T . It is easy to see that the blue and the red orbits belong to minimal components whereas the black, green and orange orbits belong to periodic components. Notice that, as prescribed by Lemmas 3.3 and 3.4, each invariant component has at least one singular point at the boundary, whereas the minimal components have additionally singular points in the interior of the component. Moreover, it is possible to identify the period of the periodic components, there are two periodic components of period 4 and 1 periodic component of period 2.
Proof of Theorem C. Firstly let k = n and ℓ = 0 and consider the permutation
has n stable periodic components and no minimal component, we have by Corollary 5.4 that T (λ,q) has n stable periodic components and no minimal component. Now let us consider the case in which k ≥ 2, 1 ≤ ℓ < n/2 and k + 2ℓ ≤ n. Let p ∈ P irred n be the following permutation
where r = n − k − 2(ℓ − 1) = n − (k + 2ℓ) + 2. The number r is the number of intervals necessary to form the ℓ-th minimal component. We will construct an irreducible n-IET with flip(s) which has a Rauzy induced with k flipped periodic components, ℓ − 1 robust minimal components of rotation type each, and one last minimal component consisting of an oriented r-IET. We have that:
, r + 2, r + 1
, . . . , −(n − 1)
per.
, −n per.
).
Thus q ∈ F (p). By Lemma 6.1 there exist length vectors λ, µ ∈ Λ * n such that (µ, q) = R n−1 (λ, p). Let T = T (λ,p) . It is easy to see that T (n−1) = T (µ,q) has k stable (flipped) periodic components and ℓ robust minimal components. By Corollary 5.4, T (λ,p) has k stable periodic components and ℓ robust minimal components. Finally, in the case k = 1, 1 ≤ ℓ < n/2 and k + 2ℓ ≤ n, let p ∈ P irred n be the following permutation: , r + 2, r + 1 min.
, . . . , n − 1, n − 2 min.
Thus q ∈ F (p) and we may apply the same reasoning as above. This proves the (⇐) part of Theorem C. Now let us prove the (⇒) part. Let P f n be the subset of P irred n formed by the irreducible permutations having flip(s). A combination of Theorem A, Theorem B, Theorem 5.2 and Nogueira's result [14] implies that there exists a subset B n ⊂ Λ * n of full measure such that if T ∈ T (B n ×P f n ) then T has n per (stable) periodic components, n min (robust) minimal components and T has finite expansion. Moreover, n per ≥ 1, 0 ≤ n min < n/2 and n per + 2 n min ≤ n. We claim that for almost all T ∈ T (B n × P f n ), n min = 0 implies n per = n. We will prove this by induction on n. Suppose that for all 1 ≤ k ≤ n − 1, there exists a full measure set C k ⊂ Λ k such that all k-IET in T (C k × P f k ) without minimal components have k stable periodic components. By the definition of B n , for all T ∈ T (B n × P f n ), there exists m = m(T ) ∈ N such that T ∈ Dom (R m ) and T (m) = R m (T ) ∈ T (Λ n × P red n ). Given (λ, p) ∈ B n × P f n , let T = T (λ,p) and T (µ,q) = T (m) . By definition, q ∈ P red n and since λ ∈ Λ * n , we have µ ∈ Λ * n . Let q = (v 1 , . . . , v n ) ∈ P irred n 1 × · · · × P irred ns be the decomposition of q into irreducible signed permutations and let µ = (µ 1 , . . . , µ s ) ∈ Λ * n 1 × · · · × Λ * ns be the associated decomposition of µ. Notice that n 1 + . . . + n j = n. By Proposition 5.3, there exists a full measure set C n ⊂ B n such that if (λ, p) ∈ C n × P irred n then (µ j , v j ) ∈ C n j × P n j for all 1 ≤ j ≤ s. Now let (λ, p) ∈ C n . By Corollary 5.4, since T = T (λ,p) has no minimal component we have that T (µ,q) have no minimal component. Consequently, T (µ j ,q j ) have no minimal component for all 1 ≤ j ≤ s. Then by Keane [7] , each T (µ j ,q j ) is either an oriented periodic 1-IET or an n j -IET with flips. In the second case, the induction hypothesis implies that T (µ j ,q j ) has n j stable periodic components. By Corollary 5.4 and by the above, each IET in T (C n × P irred n ) with flips without minimal components has n 1 + . . . + n j = n stable periodic components. 
