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Abstract
Nowadays, detailed kinetics is necessary for a proper es-
timation of both flame structure and pollutant formation
in compression ignition engines. However, large mecha-
nisms and the need to include turbulence/chemistry inter-
action introduce significant computational overheads. For
this reason, tabulated kinetics is employed as a possible so-
lution to reduce the CPU time even if table discretization
is generally limited by memory occupation. In this work
the authors applied tabulated homogeneous reactors (HR)
in combination with different turbulent-chemistry interac-
tion approaches to model non-premixed turbulent combus-
tion. The proposed methodologies represent good compro-
mises between accuracy, required memory and computa-
tional time. The experimental validation was carried out by
considering both constant-volume vessel and Diesel engine
experiments. First, the ECN Spray A configuration was
simulated at different operating conditions and results from
different flame structures are compared with experimental
data of ignition delay, flame lift-off, heat release rates, radi-
cals and soot distributions. Afterwards, engine simulations
were carried out and computed data are validated by cylin-
der pressure and heat release rate profiles.
Introduction
High power-to-weight ratio and thermal efficiencies
close to 45% have made compression-ignition engines
among the most widely used prime movers for many
industrial and road transportation applications. However,
recent changes in emission legislations and the need to
continuously reduce the fuel consumption require further
improvements to the combustion system. In particular,
an optimal combination of combustion chamber design,
compression ratio and injection strategy has the potential
to increase thermal efficiency and, at the same time, ensure
acceptable levels of pollutant emissions [1, 2].
To speed-up the engine development process and identify
the most promising configurations in the shortest amount of
time, multi-dimensional numerical models are widely em-
ployed to predict Diesel combustion, although such topic
represents a very challenging task for computational fluid
dynamics due to the need to accurately describe the evo-
lution of a turbulent, compressible, reacting and multi-
phase flow [3, 4]. Since not only engine performances but
emissions as well need to be estimated with a good level
of accuracy must be estimated with a good level of ac-
curacy, combustion models have to incorporate detailed
chemistry and also the effects of its interaction with tur-
bulence [5, 6, 7, 8]. Different combustion approaches are
available handling chemical kinetics in two different ways:
direct integration and tabulation. In the first case, reaction-
diffusion equations are solved on-line during the simula-
tion for any species included in the chemical mechanism.
Computation of reaction rates requires the use of ODE stiff
solvers since chemical time-scales are smaller than the flow
ones, with a consequent increase of the required computa-
tional time. Despite the use of parallell computing and the
enhancemens of processor performances, the use of very
detailed schemes is still prohibitive and maximum num-
ber of species which can be employed for practical sim-
ulations is generally less than 100. This aspect represents
an important limitation related to the capability to predict
the main soot precursor species or ignition delays under
advanced combustion modes where high levels of charge
dilution are generally used [9, 10]. To reduce the computa-
tional time, different techniques were developed in the past:
among them we can mention on-line tabulation or cell clus-
tering: when applied in combination with the well-mixed
model they offer acceptable speed-up factors in case rela-
tively small mechanisms (up to 50 species) are employed
[11, 12, 13, 14]. Inclusion of turbulence-chemistry interac-
tion adds significant overheads related to the need to con-
sider the effects of sub-grid mixing either by integrating a
presumed PDF or solving additional equations for the dif-
ferent expected flow realizations [5, 15]. This explains the
reason why the most widely used approaches are the well-
mixed and the Representative Interactive Flamelet (RIF)
ones. The first one accounts for local flow conditions but
cannot include turbulence-chemistry interaction, the sec-
ond one solves reaction-diffusion equations in the mixture
fraction (Z) space having a limited number of nodes and
then computes the chemical composition in each cell by
presuming a β-PDF distribution for the chemical species
which is function of Z and its variance Z˜ ′′2. When a single
flamelet is used, flame stabilization cannot be predicted and
extesion to multiple flamelets is computationally demand-
ing. More sophisticated approaches exist, like Conditional
Moment Closure or Transported PDF, but their application
so far is still limited to advanced research studies.
The need to account properly for turbulence-chemistry
interaction and to achieve results within an acceptable
amount of time suggests the use of tabulated kinetics:
chemical species reaction rates are stored in a table accord-
ing to a specified mechanism and flame structure; then they
are retrieved as function of the state of the system. Different
approaches were presented in the past: the first ones used
a rigorous mathematical time-scale analysis to identify the
relevant species in the mechanism and use them as inde-
pendent variables for the tabulation [16]. Afterwards, the
attention was mainly focused on the capability to reproduce
both auto-ignition and diffusive flame structure and for this
reason tabulations based on auto-igniting homogeneous re-
actors [17, 18] or diffusive flamelets [19, 20, 21] were pre-
sented and successfully applied to model Diesel combus-
tion. Approximated diffusion flamelets (ADF) represents
an interesting compromise between these approaches since
they tabulate diffusion flamelets computed with source
terms taken from tables generated using homogeneous re-
actor calculations [22, 23]. To be used in engine simu-
lations, tabulated kinetics must fulfill the following pre-
requisites:
1. Acceptable table size to avoid excessive memory
occupation during the simulation;
2. Consistency of the results with the ones performed
using direct integration and the same flame structure
assumption;
3. Minimum number of transport equations to be solved
in the CFD domain.
Objective of this work is the development of combustion
models based on tabulated homogeneous reactors (HR).
Different flame structures are considered: well-mixed, pre-
sumed PDF and diffusive flamelets. For all of them, related
transport equations are solved on-line with reaction rates
retrieved from the table. This makes possible to minimize
the size of the table and to account in different ways for
turbulence-chemistry interaction. Tabulated quantities are
stored as function of state variables of the system (tem-
perature, mixture fraction, pressure) and the combustion
progress variable. The table includes data of progress vari-
able reaction rate and chemical composition which is repre-
sented by a virtual set of seven species preserving the most
important thermodynamic properties of the full set used in
the mechanism. It is also possible to store mass fractions of
additional species which can be employed in sub-models
for the computation of pollutant emissions (soot and NOx).
The proposed approach for combustion modeling based on
tabulated kinetics was implemented in the Lib-ICE code
which is based on the OpenFOAM R©technology [24, 25].
Experiments carried out in the context of the Engine
Combustion Network (ECN) using n-dodecane as fuel at
constant-volume conditions were used for a complete as-
sessment of the proposed combustion models. Computed
results are compared with experimental data but also with
the ones available from the same models employing direct-
integration. The comparison was performed in terms of
vessel pressure, heat release rate, ignition delay time, flame
lift-off and soot distribution. Afterwards, preliminary re-
sults of combustion simulations in a medium-duty Diesel
engine are reported.
Computational Model
This section describes the way tabulated kinetics is han-
dled and how it is incorporated in three different combus-
tion models: well-mixed, presumed PDF and representative
interactive flamelets. The following acronyms will be used
to easily identify them:
• TWM : tabulated well-mixed model;
• TPPDF : tabulated presumed PDF model;
• TRIF : tabulated representative interactive flamelet.
Results of approaches based on direct integration will be
also presented in this paper for model assessment and they
will be named as:
• DIWM : well mixed model;
• DIRIF : representative interactive flamelet model.
Chemistry table
Figure 1 summarizes the way chemistry is tabulated in the
proposed approach. The user specifies a chemical mech-
anism and a range of initial conditions for homogeneous
constant pressure reactor calculations in terms of:
• Mixture fraction Z;
• Ambient pressure p;
• Initial reactor temperature Tu;
• Residual gas fraction EGR;
On the basis of such quantities, initial chemical composi-
tion is computed and reactor calculation is started. Tu can
be initialized in two ways:
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1. Temperature is independent from Z;
2. Reactor temperature varies from values specified at Z
= 0 and Z = 1 including, eventually, fuel evaporation:
h(Z) = (1−Z)·h(TZ=0)+Z ·h(TZ=1)−Z ·hl(TZ=1)
(1)
Tu(Z) = T (h(Z)); (2)
where hl is the fuel heat of vapourization.
Both approaches are equivalent and provides the same re-
sults, since in both cases all possible expected thermo-
chemical states of the system are covered. Option 2 is prob-
ably more suitable for table discretization in diffusion com-
bustion problems because the user provides well known
values of expected oxidizer temperatures (TZ=0), fuel tem-
perature and its heat of evaporation.
Figure 1: Generation of the chemistry table based on the homoge-
neous reactor assumption.




= ω˙i (T, p, Y1, ..., Yn) (3)
with reactor temperature T computed directly from the ini-
tial enthalpy value. After every time step two different op-
erations are performed: evaluation of the progress variable
C and computation of the chemical composition by means
of the virtual species approach. Definition of the combus-
tion progress variable is not straightforward and it was
widely discussed in past works [19, 26, 20]. This aspect
is even more complex in case of large hydrocarbon fuel
auto-ignition since it might take place either in one or two
stages. In this work, the definition proposed by Lehtiniemi
et al. [20] was adopted, with C being equal to the heat re-
leased by combustion, computed as the difference between
the current and the initial value of the reactor formation en-




h298,i · Yi (t)−
Ns∑
i=1
h298,i · Yi (0) (4)
where Ns is the total number of chemical species used
by the specified mechanism. The adopted definition for C
uniquely characterizes each point in the thermochemical
state space and is appropriate for a transport equation. At
the end of each reactor calculation, progress variable reac-
tion rates and chemical composition are stored as function
of the discrete values of the normalized progress variable





where Cmin and Cmax are minimum and maximum values
of the progress variable which are found at initial and af-
ter auto-ignition conditions. Cmin and Cmax are stored in
the table as function of Z,Tu,p. From the values of times
at which the specified ci values were found, the progress
variable reaction rate is computed with the forward differ-





c˙ is then multiplied by the term Cmax − Cmin in order
to have the proper source term C˙ in the progress variable
transport equation. For any tabulated value of the progress
variable c, the chemical composition is also stored. How-
ever, to avoid the storage of the entire set of species and
keep an acceptable size of the table, only seven ones named
virtual species are tabulated and their mass fractions are
computed in order to preserve the main thermochemical
properties of the full set used in the detailed mechanism.
Virtual species used in this work are N2, O2, fuel, CO2,
CO, H2O, H2 and their composition is computed for any




NH,i · xi =
Nv∑
k=1




NC,i · xi =
Nv∑
k=1




NO,i · xi =
Nv∑
k=1




NN,i · xi =
Nv∑
k=1




Yi · hi (T ) =
Nv∑
k=1





Yi · cp,i (T ) =
Nv∑
k=1
Yi,v · cp,k (T ) (12)
Nv∑
k=1
Yi,v = 1.0 (13)
In Eqns. 7-12, σ is the total number of elements (C, H, O
and N) in the reactor;Ns is the total number of species used
by the chemical mechanism; Nv is the total number of vir-
tual species;N is the total number of elements (C, H, O and
N) in each chemical species; x refers to mole fractions; Y
refers to mass fractions; h is the mass specific enthalpy; cp
is the mass specific heat. The virtual species approach was
presented and validated by the authors in a previous work
[24]. Constant-volume and constant pressure reactor calcu-
lations performed in a wide range of conditions made pos-
sible to verify that cumulative heat release, reactor temper-
ature and pressure evolutions are consistent with the cases
where the full set of species is used. No unphysical results
with negative species were found.
The table also includes the mass fractions of chemical
species which are of interest for the user (Yo in Fig. 1),
either for post-processing reason or because they are rele-
vant for the formation of the main pollutants and have to be
used by the related sub-models.
Tabulated well mixed model (TWM)
The operation of the tabulated well-mixed model is re-
ported in Fig. 2. In the CFD domain, transport equations
for mixture fraction, enthalpy, unburned gas temperature
and progress variable are solved and then the table is ac-
cessed with the local cell values. Interpolation of table val-
ues at cell conditions is performed by means of an inverse,




+∇(ρUZ)−∇ (µt∇Z) = S˙Z (14)
The progress variable source term used in the C transport










C˙ = (Cmax − Cmin) · c˙ (16)
To consistently access the table data, it is necessary to solve
an additional equation for the unburned gas enthalpy which
is then used to estimate the unburned gas temperature Tu
which is one of the independent variables of the table:
∂ρhu
∂t







where αt is the turbulent thermal diffusivity and ρu is the
density of unburned gases which is computed from cell
pressure, chemical composition at C = 0 and Tu. Q˙s is
the term related to spray evaporation which assumes differ-
ent values in case the mixing line is assumed or not in the
table generation process.
It is expected that both in case of direct-integration and
tabulated kinetics the well mixed model produces similar
results. However, it must be pointed out that tabulation in-
troduces significant simplifications since a Ns + 2 dimen-
sional problem is then reduced only to four dimensions.
This aspect mainly affects the ignition process when C is
diffused to rich mixtures (φ > 3) which are characterized
by a long ignition delay and a single stage very fast igni-
tion. As a consequence, rich regions will be ignited almost
instantaneously and high values of C will be diffused back
to lean or stoichiometric mixtures leading to a very antici-
pated auto-ignition. To avoid this, reaction rates are set to
zero in regions where dual-stage ignition does not happen,
corresponding approximately to φ = 3. This aspect might
have some effects on prediction of soot emissions since in-
ception and surface grow phases take place where the mix-
ture is very rich. In terms of ignition delay, increasing the
maximum equivalence ratio value at which reaction rates
are computed from 3 to 4 will reduce the ignition delay by
a factor of 25%, leading to a significant underestimation of
experimental data.
Figure 2: Operation of the tabulated well-mixed combustion
model (TWM).
Tabulated presumed PDF combustion model
(TPPDF)
This approach was applied in [17, 27] to simulation of
compression-ignition engines: turbulence chemistry inter-
action is incorporated in the computation of the progress
variable source term, assuming a probability density func-


















since this work is mainly focused on diffusion combustion,
a δ-PDF distribution was assumed for the progress vari-
able while a β-PDF function was used for the mixture frac-
tion. This requires to additionally solve the mixture fraction















The sink term appearing in Eq. 19 is the average scalar dis-
sipation rate, which is function of the turbulent time scale





To conveniently apply this model to engine simulations
without introducing significant computational overheads,
the table based on homogeneous reactor is processed to
include the effects of turbulence chemistry interation as
shown in Fig. 3. In particular, the user specifies ranges of
mixture fraction and progress variable segregation factors
(SZ and Sc, respectively), defined as the ratio between vari-









for any value of Z, SZ , c and Sc it is possible to com-
pute variances and the coefficients for the probability den-
sity function distributions. On the basis of them, integra-
tion is performed for all the tabulated quantities fHR and
a new table including the effects of mixture fraction and

















Compared to other widely used combustion models for
non-premixed combustion, the TPPDFmodel does not con-
sider any sub-grid diffusion in the mixture fraction space,
while other approaches does either through a suitable mix-
ing model [28] or by means of the scalar dissipation rate
term. Turbulence/chemistry interaction with the presumed
PDF combustion model is expected to reduce the maxi-
mum flame temperatures and to increase the thickness of
the flame compared to the well-mixed model.
Tabulated representative interactive flamelet
model (TRIF)
This model is based on the laminar flamelet concept, as-
suming that the smallest turbulent time and length scales
are much larger than the chemical ones and there exists a
Figure 3: Generation of the chemistry table used for the presumed
PDF combustion model (TPPDF).
locally undisturbed sheet where reactions occur [7]. This
sheet can be treated as an ensemble of stretched counter-
flow diffusion flames, called flamelets. The advantage of
such treatment is that all reacting scalars only depend on
the mixture fraction variable, Z, which is related to the lo-
cal fuel-to-air ratio for non-premixed combustion. Hence,
local chemical composition can be estimated from the Z
field in the CFD domain, assuming that its sub-grid distri-
bution can be represented by a β-pdf. In order to properly
account for local flow and turbulence effects on the flame
structure and predict flame stabilization, a multiple num-
ber of flamelets can be used. Each one is representative of
a certain portion of the injected fuel mass, and chemical
composition in each cell is computed from mixture frac-































where the source term S˙Mj corresponds to S˙Z only for a
specified interval of the injection duration, while it is zero






The local flame structure is defined by the flamelet equa-
tions that are solved for the progress variable C and en-























The chemical composition in the mixture fraction space is
retrieved from the chemistry table in the same way as done
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for the TWM model in the CFD domain. Effects of mix-
ing related to turbulence and flow-field are grouped into
the scalar dissipation rate term χz which is function of
the scalar dissipation rate at stoichiometric mixture frac-
tion conditions χ̂st,j which is computed for each flamelet.
The Fig. 4 summarizes the operation of the TRIF combus-
tion model, illustrating the mutual interactions between the
CFD, flamelets domains and chemistry table. At each time-
step, average stoichiometric scalar dissipation rate values
are passed to each flamelet, that solves Eqn. 27-28 ac-
cordingly. Source term for progress variable equation is
computed from the chemistry table and is function of C
and local thermodynamic conditions in the mixture frac-
tion space. To avoid too early ignition due to progress vari-
able diffusion from the rich to the lean mixture, also here
progress variable reaction rate is set to zero for mixture
fraction values corresponding to equivalence ratio higher
than 3. The chemical composition in the CFD domain is
computed from the mixture fraction, its variance and the
flamelet marker distribution. Temperature is updated from
new chemical composition and total enthalpy, whose vari-
ation is only due to flow and spray evaporation. The ap-
proach used in this work was applied by [22] to model
diffusion flames. Compared to the tabulation of unsteady
flamelets, TRIF employs a table of smaller sizes since nei-
ther scalar dissipation rate and mixture fraction segregation
have to be tabulated. However, it will have higher compu-
tational costs due to the need to perform on-line the inte-
gration of Eq. 24 in any computational cell for any flamelet
[5].
Figure 4: Operation of the tabulated representative interactive
flamelet combustion model (TRIF).
Pollutant emissions
Suitable sub-models to estimate the main pollutant emis-
sions formed during the combustion process were also in-
corporated. In particular, the possibility to predict NOx and
soot was included.
NOx emissions are considered to be only NO and such
species is assumed to be formed with the Extended Zel-
dovich mechanism as follows:
N +NO ↔ N2 +O (29)
N +O2 ↔ NO +O (30)
N +OH ↔ NO +H (31)
Reaction rate constants are taken from [29] after verify-
ing that suggested values from recent works produce very
similar results. A transport equation for NO mass fraction
YNO is solved in the CFD domain with a source term com-
puted in any cell accounting for the average temperature
and species concentrations except NO for which the local
concentration taken from YNO is used.
Soot emissions were estimated by means of the semi-
empirical model proposed by Lindstedt and co-workers
[30]: two transport equations for soot particle number den-
sity Np and volume fraction fv are solved, with source
terms related to nucleation, coagulation, surface growth
and oxidation processes as follows:
ω˙Np = ω˙inc − ω˙coag (32)
ω˙fv = ω˙inc + ω˙grow − ω˙oxi,O2 − ω˙oxi,OH (33)
Inception and surface growth source terms (ω˙inc and
ω˙grow, respectively) depend linearly on the soot precursor
concentration which is considered to be acetylene, consis-
tently with other papers in which the same model was suc-
cessfully applied to Diesel combustion [31]. As it has been
experimentally observed, the reactivity of the soot parti-
cles decreases in time; in this work, to be consistent with
the original study from Lindstedt [30], this aspect was ac-
counted for by assuming the soot surface growth rate pro-
portional to the square root of the specific surface area,
Ssoot. Coagulation of soot particles, ω˙coag , is modeled us-
ing the normal square dependence [30]. Soot oxidation de-
pends on O2 and OH concentrations, following [30]. It is
well known that the formation of soot is rather a slow pro-
cess compared to the other species involved in the combus-
tion chemistry, thus the fast chemistry assumption, solving
fv and Np equations in the mixture fraction space might
be questionable when it is necessary to predict the effects
of mixture distribution, injection pressure and combustion
chamber geometry [32]. For this reason transport equations
for the soot model are solved in the CFD domain and source
terms are computed on the basis of the local species con-
centrations and thermodynamic conditions.
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Experimental validation
Experiments carried out in a constant-volume vessel (Spray
A) and a Medium Duty (MD) engine were used to assess
and validate the proposed combustion models based on tab-
ulated kinetics. Simulations were carried out using the stan-
dard k-epsilon turbulence model with the round jet correc-
tion (C1 = 1.5) and the Lagrangian approach was used to
describe the spray evolution. The KHRT model was em-
ployed to predict primary and secondary breakup [33] and
the proposed setups for spray model was validated by the
authors in [5] under non-reacting, evaporating conditions.
Diesel fuel was assumed to be n-dodecane and in this work
its oxidation was modeled using the mechanism proposed
by Frassoldati et al. [34]. It has 96 species and 993 re-
actions and it was extensively validated with experimen-
tal data in a wide range of conditions including flow and
stirred reactor experiments, autoignition delay times, lami-
nar flame speeds, and autoignition of isolated fuel droplets
in microgravity conditions. Due to its acceptable size, this
mechanism can be also employed for simulations using di-
rect chemistry integration whose results will be also shown
in this work to verify the consitency of the proposed ap-
proaches.
Spray-A
The Spray-A experiment from Engine Combustion Net-
work was used for model assessment and preliminary val-
idation [35]. N-dodecane fuel is delivered through a single
hole nozzle (d = 90 µm) in a constant-volume vessel where
ambient conditions are similar to those found at start of in-
jection (SOI) time in Diesel engines. Different measure-
ment techniques make possible to fully characterize the
combustion process in terms of heat release rate, lift-off
length and distribution of soot [36, 37, 38].
Simulated operating conditions are reported in Tab. 1, they
include variation of ambient temperature and oxygen con-
centration with a 22.8 kg/m3 ambient density. Fuel is in-
jected at a 1500 bar pressure for a 5 ms duration. A 2D,
axy-symmetric grid was used with the same vessel height
(108 mm) while the mesh radius was adjusted to properly
match the measured vessel volume.
O2 [%] T [K] ρ [kg/m3]
Baseline 15 900 22.8
Low-T 15 800 22.8
High-T 15 1100 22.8
O2-13 13 900 22.8
O2-21 21 900 22.8
Table 1: Simulated operating points for the ECN spray-A experi-
ment.
Three chemistry tables were generated, one for each tested
amount of oxygen concentration. The oxidizer composition
is the same as the one reported experimentally. All the ta-
bles consider a 750-1100 K temperature range, 25 points
in the mixture fraction space and two pressure levels corre-
sponding to the minimum and maximum ones encountered
in the considered conditions. Details about table discretiza-
tion are reported in Tab. 2. Initial temperature conditions
for homogeneous reactor calculations include fuel evapo-
ration effects, according to Eq. 1.
Temperature [K] 750, 800, 850, 900
950, 1000, 1050, 1100
Equivalence ratio 0.4, 0.5, 0.6, 0.7, 0.85
0.9, 0.95, 1.00, 1.05, 1.1
1.15, 1.2, 1.25, 1.35, 1.45
1.55, 1.65, 1.75, 1.9, 2
2.10, 2.30, 2.5, 2.7, 3
Pressure [bar] 50-80
Table 2: Chemistry table discretization used for the simulation of
the spray-A experiment.
First, the baseline condition was analyzed and the perfor-
mance of the TWM and TRIF models were compared with
the corresponding approaches where direct-integration is
used: DIWM and DIRIF, respectively. Temperature evo-
lution inside the domain in terms of Z − T diagrams for
DIWM and TWM models are shown in Figs. 5-6. For the
sake of clarification, both figures report also the stoichio-
metric mixture fraction Zst and Fig. 6 also the maximum
mixture fraction value Zmax which is used to compute the
progress variable source term.


















t = 0.7 ms
t = 0.5 ms
t = 0.3 ms 
t = 0.2 ms
t = 0.1 ms
Figure 5: Ignition process for the Spray-A baseline condition re-
ported for Direct Integration Well Mixed Model
For both models, during the ignition phase, heat starts to
be released in the lean side, peak temperatures are located
in the rich mixture region (Z > Zst) during the 0.2-0.3
ms time interval and ignition is almost completed after 0.5
ms. Tabulated kinetics has a higher reactivity compared
to direct-integration and this is due to the progress vari-
able diffusion where the mixture is rich, while the opposite
seems to happen when using direct integration where the
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main effect seems to be the slowdown of chemical reac-
tions due to the diffusion of the unburned fuel.




















t = 0.7 ms
t = 0.5 ms
t = 0.3 ms 
t = 0.2 ms
t = 0.1 ms
Figure 6: Ignition process for the Spray-A baseline condition re-
ported for Tabulated Chemistry Well Mixed Model (TWM).






















Figure 7: Spray-A baseline condition: temperature distribution af-
ter 1.5 ms for DIWM and TWM models.






















Figure 8: Spray-A baseline condition: acetylene (C2H2) distribu-
tion after 1.5 ms for DIWM and TWM models.
When diffusion flame structure is fully established at 1.5
ms, Fig. 7 illustrates that both models produce very similar
Z − T scatters with maximum temperature located where
the mixture is stoichiometric. Diffusion of progress vari-
able affects the temperature distribution in the rich region,
and also the homogeneous reactor assumption produces a
slight difference in the acetylene distribution (see Fig. 8)
which is used as soot precursor in this work. In particular,
maximumC2H2 mass fraction is atZ = 0.1 for the DIWM
model while for TWM it is found at Z = 0.11 with a lower
value and this difference might be responsible for different
amout of soot mass produced when using these two differ-
ent combustion models.
Fig. 9 illustrates computed vessel pressure rises and heat
release rates (HRR) for DIWM and TWM models. Consis-
tently with Figs. 5-6, both approaches produce similar HRR
profiles during ignition with a larger cool flame peak from
TWM model. During the mixing controlled combustion
phase, predicted HRR values are very similar. The corre-
sponding vessel pressure are also in very good agreement,
showing that the proposed virtual species approach prop-
erly reproduces the main thermodynamic properties of the
full set of species employed in the detailed kinetic mecha-
nism.
































Figure 9: Vessel heat release rate and pressure increment as func-
tion of DIWM and TWM combustion models.
Finally, Fig. 10 reports a comparison between computed
temperature distributions from TWM and DIWM models.
The same figure reports also iso-contours of stoichiometric
mixture fraction with the greeen line and a dashed white
line located where experimental lift-off length was found.
As already discussed in past works [5, 15], the well-mixed
model with direct chemistry integration overestimates the
lift-off since it does not consider turbulence-chemistry in-
teraction and, because of this assumption, there is a larger
region where the scalar dissipation rate is higher than the
value at which diffusion flame extinguishes. In the TWM
model, the flame has a shorter lift-off length because of the
higher mixture reactivity where the mixture is rich, as al-
ready discussed in Figs. 5-6. Diffusion of progress variable
from rich to stoichiometric mixture reduces the length at
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which the flame stabilized. This aspect requires to be im-
proved, and will be matter of investigation in a future work.
Figure 10: Computed temperature distribution for the DIWM and
TWM models. Temperature range: 900 (black) - 2300 (yellow).
In terms of computational costs, the TWM model approx-
imately requires 20 times less than what is needed by di-
rect chemistry integration in combination with multi-zone
chemistry [13]. Considering also the very similar results
produced by both models in terms of flame structure, igni-
tion delay, vessel pressure and heat release rate, it is possi-
ble to conclude that the TWMmodel can represent an accu-
rate and computationally efficient solution for combustion
simulations.






















Figure 11: Spray-A baseline condition: temperature distribution
after 1.5 ms for DIWM and TWM models.
To overcome the limitation of the TWM model which is
represented by the neglection of turbulence-chemistry in-
teraction, the TPPDF model computes the average progress
variable reaction rate by integrating the corresponding ho-
mogeneous reactor values with a probability density func-
tion in each CFD cell. It is not possible to implement the
same approach with direct integration, hence results of the
TPPDF model will be compared with the ones from TWM
model. Fig. 11 reports the computed temperature distribu-
tion as function of the mixture fraction for the TWM and
TPPDF models. As expected, most of the changes are lo-
cated close to the stoichiometric region where averaged
cell composition also includes both lean and rich combus-
tion products with a consequent reduction of the maximum
temperatures. Concerning heat release rate and vessel pres-
sure profiles, Fig. 12 shows that inclusion of turbulence-
chemistry interaction reduces both the heat release rate and
ignition delay. While the first is related to the new vessel
temperature distribution, the second is the consequence of
an enhanced reactivity due to the way the averaged progress
variable source term is computed, including contributions
from the whole mixture fraction space also for very lean
and rich mixtures. Computed flame structures from TWM
and TPPDF models are finally reported in Fig. 13. Shorter
ignition delay and higher reactivity are responsable for
shorter lift-off length values when turbulence-chemistry in-
teraction is included in tabulated kinetics using the pre-
sumed PDF approach.






























Figure 12: Vessel heat release rate and pressure increment as func-
tion of TWM and TPPDF combustion models.
Figure 13: Computed temperature distribution for the TWM and
TPPDF models. Temperature range: 900 (black) - 2300 (yellow).
Effects of ambient temperature and oxygen concentration
on ignition delay (ID) and flame lift-off length (LOL) are
presented in Figs. 14-15 for the models based on tabulated
kinetics and for the DIWM one which is used as reference.
TWM and DIWM models have an acceptable agreement
with experimental data of ignition delay either as function
of ambient oxygen concentration and ambient temperature.
Concerning LOL, shorter values computed with tabulated
kinetics seem to be related to the diffusion of progress vari-
able leading to a faster stabilization compared to what hap-
pens with direct-integration. However, experimental trends
are correctly captured. Results from the TWM model are
the closest to measured data, but at this point it is not pos-
sible to conclude that it is the best approach. Turbulence-
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chemistry interaction effects seem to be important for the
13% and 15% oxygen concentration cases, where the LOL
value computed by TPPDF is lower than experimental data
and the one estimated by the TWMmodel. This is probably
due to the way the β − PDF is integrated assuming con-
stant progress variable in the mixture fraction space which
does not completely consider the ignition history of the dif-
ferent reactors. The possibility to introduce the progress
variable variance to see if results can be improved will be a
matter of a future work.











































Figure 14: Comparison between experimental data and computed
ones from TWM, DIWM and TPPDF models as function of am-
bient temperature: (a) Ignition delay; (b) Flame-lift off.











































Figure 15: Comparison between experimental data and computed
ones from TWM, DIWM and TPPDF models as function of am-
bient oxygen concentration: (a) Ignition delay; (b) Flame-lift off.
The use of the homogeneous reactor assumption to esti-
mate reaction rates in the representative interactive flamelet
model is illustrated in Figs. 16(a)-(b) where temperature
profiles in the mixture fraction space are illustrated for the
baseline condition at different instant after start of injec-
tor for the DIRIF and TRIF model. In both cases, simula-
tions were carried out with a single flamelet. Even with a
changed flame structure assumption, diffusion of progress
variable from rich to stoichiometric mixture fraction is still
responsible for the differences between computed TRIF
and DIRIF temperature distributions in the mixture fraction
space. In both the cases the ignition process is completed
after 0.5 ms, and limitation of reaction rate to values lower
than φ = 3 makes the high temperature region narrower
for the TRIF model compared to DIRIF. In terms of com-
putational efficiency, TRIF is five times faster than DIRIF.
The reduced speed-up factor with respect to the well-mixed
model cases is due to the fact that, in the DIRIF, chemistry
is integrated in a limited number of points in the mixture
fraction space and also because both approaches perform
on-line integration of the β-PDF to compute the average
cell composition.
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Figure 16: Temperature mixture fraction profiles during the igni-
tion process: (a) DIRIF model; (b) TRIF model.
Fig. 17 illustrates the behavior of the TRIF model in terms
of heat release rate and vessel pressure during auto-ignition
and mixing-controlled combustion model compared to the
case where direct-integration is used. Ignition takes place
at a similar instants and then the TRIF behavior during the
mixing controlled combustion is aligned with DIRIF.

































Figure 17: Vessel heat release rate and pressure increment from
DIRIF and TRIF combustion models.
Finally, Fig. 18 reports a comparison between computed
10
and experimental values of ignition delay for the TRIF and
DIRIF models in the different tested operating conditions.
Since only one flamelet was used, flame is stabilized di-
rectly at the nozzle exit after ignition. Tabulated kinetics is
in good agreement with experimental data, except for the
13% O2 case, probably because of the neglected contribu-
tion to ignition process from rich mixtures where there is a
high level of dilution. This aspect will be matter of investi-
gations in a future work.






































Figure 18: Ignition delay comparison between experimental data
and computed ones from TRIF and DIRIF models as function: (a)
Ambient oxygen concentration; (b) Ambient temperature.

























900 K, 15% O2 , ρ = 22.8 kg/m
3
Figure 19: Comparison between experimental and computed pres-
sure rise rate (dp/dt) using the TWM, TPPDF and TRIF models
at 900 K, 15% O2
In engine simulations, prediction of pressure trace is of
great importance in order to properly predict performance
and efficiency. For this reason, Figs. 19-23 report a compar-
ison between experimental and computed values of pres-
sure rise rate dp/dt as function of ambient temperature
and oxygen concentration, respectively. In all the simu-
lated conditions, it is possible to see that when combustion
is mainly mixing-controlled (in the 2-5 ms time interval),
all the three models based on tabulated kinetics predict the
same dp/dt. Concerning turbulence-chemistry interaction,
its main role seems to be in the transition from auto-ignition
(identified with the dp/dt peak) to mixing-controlled com-
bustion. Finally, the behavior of the TPPDF model is sim-
ilar to TRIF, despite there is no assumed flame structure
behind. This aspect can be clearly seen for all the operating
conditions, except the 800 K one, where the TPPDF ignites
much later than the other two approaches.

























800 K, 15% O2 , ρ = 22.8 kg/m
3
Figure 20: Comparison between experimental and computed pres-
sure rise rate (dp/dt) using the TWM, TPPDF and TRIF models
at 800 K, 15% O2

























1100 K, 15% O2 , ρ = 22.8 kg/m
3
Figure 21: Comparison between experimental and computed pres-
sure rise rate (dp/dt) using the TWM, TPPDF and TRIF models
at 1100 K, 15% O2
Recently, diffused, back-illumination, extinction imaging
(DBIEI) was used to acquire time-resolved images of soot
optical thickness (KL) in n-dodecane spray combustion ex-
periments [36]. DBIEI maps of KL are processed to obtain
the dimensional extinction coefficient K, which can then
be related to the radial distribution of the soot volume frac-
tion fv . Assuming an axi-symmetric jet, the evolution of
the total amount of soot can be estimated directly from fv .
In particular, experimental data were available for four over
the five tested operating conditions making possible to un-
derstand the capability of the proposed models to predict
soot emissions at different ambient oxygen concentrations

























900 K, 13% O2 , ρ = 22.8 kg/m
3
Figure 22: Comparison between experimental and computed pres-
sure rise rate (dp/dt) using the TWM, TPPDF and TRIF models
at 900 K, 13% O2

























900 K, 21% O2 , ρ = 22.8 kg/m
3
Figure 23: Comparison between experimental and computed pres-
sure rise rate (dp/dt) using the TWM, TPPDF and TRIF models
at 900 K, 21% O2
and temperatures. First, but not reported here, it was veri-
fied that all the tested approaches are able to follow the ex-
pected trends in terms of total amount of soot mass inside
the domain. Soot grows when reducing the ambient oxy-
gen concentration and increasing the ambient temperature.
Maps of soot were acquired in a visible region of interest
(ROI) with a 6.6 x 67.2 mm extensions in the radial and ax-
ial direction, respectively. To predict the correct amount of
soot mass in the ROI, the flame structure has to be properly
described in terms of temperature, oxidizer and soot pre-
cursor distribution. Figs. 24(a)-(c) report a comparison be-
tween computed and experimental data of soot mass in the
ROI for three different amount of ambient oxygen concen-
trations. The same soot tuning parameters were used for all
the tested combustion models, showing a correct estimation
of the soot formation onset in the ROI but an overpredic-
tion of the reached steady-state value which is significantly
affected by the assumed flame structure. In particular the
TRIF model seems to be the only one which is able to re-
produce the experimental trend. In a future work, the sen-
sitivity of the tested combustion approaches to soot model
coefficients will be assessed together with a more detailed
validation with optical data.































































Figure 24: Comparison between experimental and computed data
of soot mass: (a) TWMmodel; (b) TPPDFmodel; (c) TRIF model
So far, tabulated kinetics has shown a very good perfor-
mance in terms of computational time and produces re-
sults which are consistent with the ones obtained with di-
rect integration. All three tested models are able to repro-
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duce with a good level of accuracy ignition delay and lift-
off trends. Concerning soot emissions, TRIF results show
a good agreement with experimental data, while more in-
vestigations are required for the TWM and TPPDF mod-
els. Assessment and validation of combustion models with
a detailed set of well-documented experiments at constant-
volume conditions is a fundamental pre-requisite for suc-
cessful engine simulations which will be discussed in the
next session.
Medium Duty Diesel Engine
A Medium Duty Diesel (MDD) engine was simulated un-
der three different operating conditions to validate the pro-
posed combustion models. Details of the piston bowl ge-
ometry are provided in Fig. 25(b) together with the main







Number of injector holes 8
Nozzle hole diameter 140 µm
Table 3: Main geometry data of the MDD engine simulated in this
work.
The spray-oriented grid was automatically generated us-
ing the algorithms presented in [25] and mesh details are
provided in Fig. 25. Simulations start at IVC imposing a
wheel-flow velocity profile whose intensity is proportional
to the swirl number which was measured at the flow bench
under steady-state flow conditions. The mesh has 80000
cells at IVC which are reduced to 15000 at TDC because
during mesh motion the dynamic layering technique was
employed [25]. The mesh resolution in the radial direction
considers only 13 cells and is relatively coarse.
Three different operating points, representative of relevant
speed and loads, were considered and their main details are
reported in Tab. 4. It is possible to see that the selected con-
ditions include variation of engine speed, load and EGR.
When the engine runs at partial load, three injections are
used (pre, pilot and main), while fuel is delivered only in a
single injection at 100% load. Initial thermodynamic con-
ditions at IVCwere taken from 1D simulations of the whole
engine system.
Simulations were run with three different chemistry tables,
each one considering the corresponding level of oxygen
which was found at IVC for the selected operating con-
ditions. Residual gases were considered to be only N2. The
tables were generated considering the same equivalence ra-
tio values used for constant-volume combustion simula-
Figure 25: Computational mesh of theMDD engine: (a) Top view;
(b) side view.
A25 A75 C100
Speed [rpm] 2000 2000 3500
bmep [bar] 4.5 13.5 14.5
No. of injections 3 3 1
EGR [%] 22 13 0
Relative air/fuel ratio λ 1.8 1.1 1.4
Table 4: Simulated operating conditions for the MDD Engine.
tions and including fuel evaporation effects on the initial
reactor gas temperature. Large ranges of temperature and
pressures were considered and the corresponding intervals
are reported in Tab. 5. Towards the end of the expansion
stroke it might happen that cylinder pressures and unburned
temperatures Tu become slightly lower than the lowest tab-
ulated ones which are used to estimate the cylinder compo-
sition. Surely this introduces small errors and can affect the
estimated CO emissions. However, predictions can be im-
proved with a better pressure discretization, also including
low pressure values.
Temperature [K] 700, 725, 750, 775
800, 825, 850, 875
900, 925, 950, 975
1000, 1050, 1100,
1200 1300
Pressure [bar] 20, 40, 60, 80
100, 120, 140, 160
180, 200, 220, 250
Table 5: Chemistry table discretization used for the simulation of
the Medium Duty Diesel Engine
Figs. 26(a)-(c) report a comparison between computed and
experimental data of in-cylinder pressure and heat release
rate profiles for the three proposed combustion models. At
13
least on this coarse grid, the performance of the three tested
models is very similar, showing in general an overestima-
tion of in-cylinder pressure. TRIF model has the best agree-
ment with experimental data in the A25 case.








































































































Figure 26: Comparison between experimental and computed data
of in-cylinder pressure and heat release rate profiles using TWM,
TPPDF and TRIF combustion models: (a) Operating A25; (b) Op-
erating point A75; (c) Operating point C100.
In Figs. 27(a)-(b), computed and experimental data of NO
emissions are shown. All the tested models correctly de-
scribe the dependency of NOx emissions as function of
maximum cylinder pressure and EGR rate. In terms of pre-
dictive capability, Fig. 27(b) shows that the best agreement
is achieved when using the TWM model. However, it is
necessary to carry out a mesh sensitivity analysis to better
understand which is the best model: formation of NOx is
strongly related to the distribution of mixture fraction and
the use of a relatively coarse grid in the radial direction
might affect the computed results.
Figure 27: (a) Comparison between experimental and computed
normalized NOx emissions for the three selected operating points;
(b) Computed relative error in NOx estimation from TWM, TP-
PDF and TRIF models.
Conclusions
This work was focused on the development of combus-
tion models based on tabulated kinetics for the simulation
of Diesel engines. The chemistry table is based on ho-
mogeneous constant pressure reactor calculations and tab-
ulated reaction rate values were used as source terms in
progress variable transport equation by the proposed ap-
proaches which are based on three different flame struc-
tures: well-mixed, presumed PDF and representative inter-
active flamelets. To minimize the table size, local chemical
composition is computed by means of the virtual species
approach, with seven chemical species representing the full
set of the detailed mechanism and preserving their main
thermodynamic properties. Constant-volume combustion
experiments were first used for the assessment and valida-
tion of the different combustion models. This made possi-
ble to verify their computational efficiency, showing speed-
up factors in the 5-20 range compared to the corresponding
approaches where direct-integration was used. Consistency
between tabulated kinetics and direct-integration was ver-
ified in terms of computed values of ignition delay, flame
lift-off length, and heat release rate. The agreement with
experimental data can be considered satisfactory, despite
the fact that further validations are necessary for what con-
cerns the prediction of soot emissions. Best results can
be achieved either with TRIF or TPPDF models with the
last one also able to predict the stabilization of the flame.
Preliminary engine simulation results further confirm what
was found for the spray-A case. In particular, turbulence-
chemistry interaction is necessary to correctly estimate in-
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cylinder pressure. Concerning NOx emissions, the trends
are correctly captured but there is probably more work to
do not only in the improvement of the mesh resolution,
but also in the definition of a sub-model model which is
more consistent with the flame structure assumptions made
by TPPDF and TRIF. Tabulation of NOx formation rates,
including also prompt mechanism into TWM and TPPDF
models can probably improve the results presented in this
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