Algorithmes de calcul de la réduction de Hermite d'une matrice à coefficients polynomiaux  by Labhalla, Salah et al.
Theoretical 
EISEVIER Theoretical Computer Science 161 (1996) 69-92 
Computer Science 
Algorithmes de calcul de la rkduction de Hermite d’une 
matrice i coefficients polynomiaux 
Salah Labhalla”, Henri Lombardibp *, Roger Marlin” 
a Universitt! de Marrakech, Dipartment de Mathematiques. Boulevard de Saj, BP S 15, Marrakech, Morocco 
b Universitt de Franche-Comtt, UFR des Sciences et Techniques, Laboratoire de Mathdmatiques, 
F-25030 BesanCon Cedex, France 
’ UniversitC de Nice Sophia-Antipolis, URA CNRS 168, Laboratoire de MathPmatiques, B.P. 145, F-06903 
Sophia Antipolis Cedex. France 
Received January 1994; revised May 1995 
Communicated by M. Nivat 
R&sum& 
Nous ttudions dans cet article des algorithmes de calcul de la rtduction de Hermite dune 
matrice a coefficients polynomiaux, qui Cvitent l’explosion de la taille des objets intermediaires 
et ont une bonne complexite sequentielle. Le deuxieme t le troisieme algorithmes ginkalisent 
la mtthode des sous-resultants pour le calcul du pgcd de deux polynomes. Le dernier de ces 
algorithmes emble optimal en ce sens qu’il calcule une reduction de Hermite avec une matrice 
de passage de degre minimal, en utilisant une methode progressive et tconomique. Nous 
ramenons le calcul de la reduite de Hermite a un probleme de triangulation progressive des 
matrices dont les tailles sont bien controlees et dont les entrees sont des coefficients de 
polynomes donnts en entree. L’algorithme est done faisable des qu’on dispose dune methode 
de triangulation en temps polynomial pour les matrices dans le corps des coefficients. 11 revient 
au m&me de dire que le calcul des determinants est en temps polynomial dans le corps en 
question (pour le codage choisi). Les rtsultats theorqiues sont meilleurs que pour les algo- 
rithmes connus prectdemment, et les rtsultats partiques sont encourageants. 
Abstract 
In this paper, we study some algorithms for computing an Hermite reduction of a matrix with 
polynomial entries which avoid the swell-up of the size of intermediary objects and have a good 
sequential complexity. The second and the third algorithms generalize the sub-resultant 
method for computing the gcd of two polynomials. The last one is optimal in the sense that it 
computes an Hermite reduction with a minimal degree change of basis matrix. The Hermite 
reduction with polynomials entries amounts to a linear algebra problem over the coefficient 
field with a good control of the dimensions. Our problem of linear algebra is a progressive 
triangulation of matrices. So it is feasible exactly when there exists a polynomial time algorithm 
computing determinants of matrices with entries in the coefficient field of the polynomials given 
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as input. Theoretical results are better than for previously known algorithms, and practical 
results are interesting. 
1. Introduction 
Nous considCrons un anneau de polynomes A = K[X] oti K est un corps dans 
lequel cd’algbbre lineaire est aide)), C.-a-d. dans lequel les calculs de determinants ont 
ccaisew (par exemple le corps est code de man&e que ces calculs aient lieu en temps 
polynomial). Les calculs de determinants dans A sont alors eux-memes aids. 
Nous appelons F le corps de fractions de A. Le fait de savoir calculer ((aistment)) les 
determinants dans A permet de resoudre ctaisement)) les problbmes d’algebre lintaire 
en dimension finie sur F, uniquement avec des calculs dans A. Par contre les 
problemes d’algebre lineaire dans A sont a priori plus difficiles. 
Les problemes d’algebre lintaire en dimension finie sur A se ram&rent en fait a des 
calculs de reductions de Hermite ou de Smith et a des calculs de produits de matrices 
a coefficients dans A (par reduction dune matrice, nous entendons: calcul de la rtduite 
et calcul de la ou des matrices unimodulaires de changement de base). En particulier la 
solution des systemes d’equations lintaires a coefficients et inconnues dans A est 
entierement Claire a partir de la reduction de Hermite des matrices. 
Les methodes ((brutalew (qui recopient les preuves explicites d’existence de la 
reduction de Hermite ou de celle de Smith) conduisent en pratique a une explosion de 
la taille des objets de l’anneau A manipults par l’algorithme. 
Dans cet article, nous donnons pour ce type de problemes des algorithmes tquen- 
tiels qui tvitent l’explosion de la taille des objets intermediaries. 
Nous remarquons comme Kaltofen et al. dans [16] que le calcul de la reduction de 
Hermite dune matrice a coefficients dans A se ram&e a un problbme d’algebre 
lineaire sur K avec un bon controle de la dimension. Nous formulons tout d’abord un 
probleme d’algebre linbaire sur K, equivalent au calcul de la reduction normale de 
Hermite de la matrice, dans le m&me esprit que [16]. 
Nous proposons ensuite deux algorithmes nettement plus simples qui r&solvent la 
probleme pose par simple triangultion dune matrice a coefficients dans K, dont la 
taille est majorte de man&e precise. Nous ne calculons plus la reduite normale, mais 
celle-ci ne prtsente pas une utilitt sptcifique bien grande. En outre, elle est facilement 
calculee a partir dune reduite arbitraire. Par contre la reduite, non necessairement 
normale, que nous calculons est obtenue beaucoup plus facilement. Le deuxieme t le 
troiseme algorithmes generalisent la methode des sous-resultants pour le calcul du 
pgcd de deux polynomes. 
Le premier de ces algorithmes est une pure triangulation de matrice a coefficients 
dans K, particlierement simple a implanter. La matrice a trianguler est fix&e a priori. 
Apres la triangulation de cette matrice, il suffit d’inspecter le resultat pour en 
deduire une reduite de Hermite de la matrice de depart (a coefficients dans K [Xl). 
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Dans le deuxibme algorithme, que nous appelons HERMIPOL, now proposons 
une triangulation progressive, le nombre de lignes et de colonnes n&ant pas fix6 
a priori. Ceci permet de majorer la taille de la matrice qui est finalement riangulee 
non seulement en fonction de la taille des entrees mais aussi en fonction de la taille des 
sorties. Plus precidment, s’il est possible d’obtenir une reduite de Hermite avec une 
matrice de passage de faible degre, l’algorithme trouvera le resultat plus rapidement. 
Non seulement le temps de calcul sera meilleur, mais la taille des coefficients dans la 
rtduite calculee sera mieux majoree a priori. 
Ces deux algorithmes ont nettement plus simples, et bien meilleurs en complexitt 
sequentielle que celui propose dans [16]. En outre, l’algorithme HERMIPOL semble 
a priori optimal. 
Nous obtenons precisement le theoreme suivant: 
Thizorbme 7. Soil K un corps et M une matrice a s lignes et I colonnes d coej‘icients dans 
K[X]. Notons 6, = deg(M) le degrb maximum d’un polynBme entree de M, et 6’ = 
inf(s,(r - 1))6,. Supposons qu’une reduction minimale de Hermite de M soit obtenue 
avec une matrice de passage de degre d (rappelons que nbcessairement d 6 6’). Lorsqu’on 
applique l’algorithme HERMIPOL d la matrice M le calcul execute est la triangulation 
sans tchange de colonnes dune matrice d entrees dans K dont les caractkistiques sont les 
suivantes: 
- les entrtes sont toutes nulles ou &gales d des coeficients des polynbmes entrees de M, 
- le nombre de lignes est d s (1 + 6i + d), 
- le nombe de colonnes est < r(l + d). 
De man&e g&n&ale, nous n’avons pas cherche a presenter les resultats de com- 
plexite sous une forme plus detaillee que la description precise du problime d’algbbre 
lineaire sur K auquel nous nous ramenons dans les algorithmes. La man&e dont le 
problbme d’algebre lineaire doit Ctre trait&, et la complexite pratique qui en resulte, 
dependent au plus haut point de la nature du corps K et de la facon dont il est code. 
On sait que les problemes d’algbbre lineaire sont resolubles en temps polynomial dans 
tout corps “de presentation finie” sur un corps premier, C.-a-d. dans les corps de 
fonctions de varietes irreductibles definies sur le corps premier. Dans le dernier 
algorithme il s’agit de savoir trianguler une matrice. On sait que ce probleme se r&out 
en temps polynomial si et seulement si les determinants e calculent en temps 
polynomial sur le corps K (avec le codage choisi). Dans le cas oti le corps apparait 
comme le corps des fractions dun anneau indgre C dans laquel les divisions exactes 
sont “faciles” la methode la plus pratique de triangulation dune matrice est la 
methode de Bareiss (cf. Cl]). Le calcul dune triangulation est alors en temps poly- 
nomial si et seulement si, dune part les operations d’addition, multiplication et 
division exacte sont en temps polynomial (pour le codage choisi de C) et d’autre part 
la taille des determinants est polynomialement majoree. 
Le travail present& ici a deja Cte expose au colloque MEGA 92, mais la traduction 
en anglais de l’article n’a pas et& faite a temps pour paraitre dans les comptes-rendus. 
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Notons pour terminer cette introduction que le calcul dune reduction de Smith 
avec une bonne complexitt, est donnee dans [21], [22] et [23], qui se base sur les 
algorithmes don& ici pour la reduite de Hermite. 
2. Ghtralites 
La theorie de la reduction de Hermite dune matrice a coefficients dans un anneau 
de Bezout est bien connue. Nous conseillons le chapitre 11 du livre de Schrijver [20] 
pour un expose de cette theorie dans le cas de l’anneau des entiers avec une etude de 
complexite. 
2.1. Dejnitions, notations, rhultats hltmentaires 
Nous disons qu’un algorithme est de classe 9 lorsqu’il a une complexite en temps 
polynomiale. Une fonction est dite B-calculable lorsqu’elle peut etre calculte par un 
algorithme de classe 8. 
Nous utiliserons le mot (tentree)) a la place du mot ctcoefficient)) lorsqu’il s’agit dune 
matrice. Ceci dans le but de rtserver le mot cccoefficient)) aux polynomes. 
Nous considerons done un anneau A = K [X] et une matrice A4 de type s x I 
(s lignes et I colonnes) a entrees dans A. Nous appelons F le corps de fractions de A. 
Nous notons: 
_Y le module libre A”, 
el, . . . , e, la base canonique de 9, 
pour k = 1, . . . . s; Fk est le sous-A-module de 9 engendrt par ek, . .., e,, 
II, : 9 + A la k-eme forme coordonnee, 
V 1, . . . . V, les vecteurs colonnes de M (consider& comme des elements de 9), 
8 le sous-A-module de 58 engendre par VI, . . . , V,, 
8k = (8 n %), 
6’; = Z7,(8,) qui est un ideal de A 
Nous disons qu’une matrice carree est unimodulaire si son determinant est un 
Clement non nul de K C.-a-d. inversible dans l’anneau A (il revient au m&me de dire que 
la matrice est inversible dans l’anneau des matrices carrees M,(A)). 
Une rhduite de Hermite de la matrice M est par definition une maltrice M’ de memes 
dimensions que M, dont les vecteurs colonnes engendrent le mCme sous-A-module 
d et qui de plus est ctsous-triangulaire, au sens que les colonnes de M’ successives 
contiennent de plus en plus de zeros au dessus de la premiere entree non nulle (voir 
Fig. 1). 
Les Croix reprtsentent des entrees non nulles, les pivots de la matrice M’, et la partie 
grisee reprbente des zeros: le nombre de zeros au dessus de la premiere entree non 
nulle est strictement croissant tant que la colonne nest pas entierement nulle. 
Une rbduction de Hermite de la matrice M est donnte par une reduite de Hermite M’ 
de M et une matrice unimodulaire P de type r x r verifiant: MP = M’. Une reduction 
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m&ice M &.duite de Hermite M’ 
Fig. 1. Fig. 2. 
de Hermite de M peut etre calculke en multipliant M $ droite par des ((matrices 
de Bezout)) (une partie 2 x 2 du type Bezout, et le restant Cgal & la matrice 
identitk voir Fig. 2, avec ud + UC = 1) de man&-e i rendre nulles les entrkes 
convenables les unes aprks les autres. Par exemple la matrice de la Fig. 2, par 
multiplication d droite, produit une manipulation des colonnes 1 et 3, qui permet de 
remplacer, sur une ligne don&e, des coefficients a et b par g et 0. Dans l’exemple 
dessine au dessus, on peut obtenir M’ partir de M en la multipliant par 9 matrices de 
Bezout successives. 
Le probleme qui nous prtoccupe ici est que ce calcul est en general trop cofiteux, 
parce que chacune des matrices de Bezout successives depend des prtctdentes et qu’en 
consequence sa taille est ma1 controlte. 
Le fait de savoir calculer ccaisement)) les determinants dans A permet de rtsoudre 
ccaisement>) les problemes d’algebre lineaire en dimension finie sur F, uniquement avec 
des calculs dans A. Les problemes d’algebre lineaire dans A sont a priori plus difficiles. 
11 est cependant facile de constater que la solution des systemes d’equations lineaires 
a coefficients et inconnues dans A est entierement Claire a partir de la reduction de 
Hermite des matrices. 
Dans la suite nous parlons de ((triangulation dans F dune matrice M)) lorsque 
nous calculons des matrices M’ et P avec: 
M’ = MP, P inversible dans F mais pas nkcessairement dans A, et M’ sous forme 
triangulaire de Hermite comme expliqut au paragraphe precedent. 
En pratique, cette triangulation dans F peut se faire par la methode de Bareiss ou 
celle de Berkovitz-Samuelson (cf. [2] et [19]), methodes qui impliquent uniquement 
des calculs dans l’anneau des entrees de M. Toutes les entrees non nulles de M’ sont 
alors Cgales d des determinants extraits de M. 
En resume: une triangulation dans F ne signifie pas que les calculs ont lieu dans 
F (ils ont lieu dans A) mais que la matrice inversible P est a priori seulement inversible 
dans F. 
Les propositions qui suivent sont bien connues. 
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Proposition 1. On reprend des notations ci-dessus concernant la matrice M. Soient 
W 1, . . . , W, avec K E gki, Wi = IIki (Wi). On suppose que les conditions suivantes sont 
v&$&es: 
-lasuiteki(i=l,..., t) est strictement croissante, 
_ Wi(i=l,..., t) est non nul de degrd minimum dans Ski, 
- 8; = (0) pour tout k distinct des ki . 
Alors la matrice M’ dont les t premiers vecteurs colonnes sont les I$$ et dont les 
derniers vecteurs colonnes sont nuls est une riduite de Hermite de M. 
Proposition 2. Etant don&es deux rhduites de Hermite M’ et M” d’une m&me matrice 
M de type s x r, il existe une matrice Q de type r x r, sowtrtiangulaire et avec des 
inversibles sur la diagonale telle que M’Q = M”. En particulier toute rhduite de Hermite 
de M provient d’une r6duction de Hermite de M (c.-&d. est de la forme MP avec 
P unimodulaire). 
Remarque sur les coefficients pivots d’une rCduite de Hermite. Le produit a droite par 
une matrice unimodulaire ne change pas le pgcd des mineurs d’ordre m extraits sur 
m lignes fix&es d’une matrice. En consequence, nous avons: 
w1 = pgcd des coefficients de la ligne numero kI de M (A un inversible pres), 
wi w2 = pgcd des mineurs d’ordre 2 extraits sur les lignes numero kI et k2 de M 
w1 w2 wg = pgcd des mineurs d’ordre 3 . ..etc. , . . 
Rbduite normale. On definit une forme normale pour la reduite de Hermite en 
imposant les conditions suppltmentaires uivantes: 
- les Wi sont des polynomes unitaires, 
- toute entree a gauche dun Wi est un polynome de degrt < deg(Wi). 
11 est clair que la reduite de Hermite sous forme normale est unique. 
On peut calculer une rtduite de Hermite sous forme normale a partir dune reduite 
de Hermite ordinaire comme suit: 
- multiplier chaque Wi par l’inverse du coefficient dominant de Wi, 
- pour i de t i 2: remplacer chaque Wj (pour j < i) par Wj - qi,jw, oti qi,j est le 
quotient dans la division euclidienne de l’entree numero ki de Wj par Wi. 
On remarquera que du point de vue de la taille des objets intermediaires, ce 
processus est acceptable parce que les qi,j peuvent &tre tous calcules directement sur la 
matrice a normaliser. 
Le resultat suivant se dtduit immediatement de Proposition 1. 
Proposition 3 (Toujours les memes notations). On considkre un entier t < r et une 
matrice M’ dont les t premihes colonnes sont non nulles et les r - t dernikres nulles. On 
note WI, . . . . W, les t premiers vecteurs colonnes de M’, ki (i = 1, . . . , t) le numtro de la 
premitre entrte non nulle de w, wi = ZIlki( WJ. 
(i) Si M’ est une rdduite normale de Hermite de M, les conditions suivantes sont 
v6rifi6es: 
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- la suite ki (i = 1, . . . . t) est strictement croissante, 
_ Wi (i = 1, . . . . t) est unitaire et de degrt minimum duns &ii, 
_ toute entree a gauche dun Wi est un polynBme de degrb < deg(wi), 
- 8; = (0) pour tout k distinct des ki. 
(ii) Rbciproquement, si les Wi sont duns d et si les conditionsci-dessus sont vdrijides, la 
matrice M’ est la rtduite normale de Hermite de M. 
2.1.1. De la reduire de Hermite gtntrale a la reduction de Hermite 
Certains algorithmes de calcul de reduites de Hermite fonctionnent uniquement 
pour les matrices carrees non singulieres, d’autres sans restriction aucune sur la 
matrice. Voyons comment le fait de savoir calculer rapidement une reduite de Hermite 
pour une matrice M arbitraire pemet de calculer rapidement une reduction de 
Hermite. 
Considirons en effet la matrice N obtenue a partir de M en cccollanb) en dessous 
une matrice identite de type r x r et calculons une rtduite de Hermite N’ de N. Elle est 
constituee dune matrice M’ de type s x r et dune matrice de type r x r colke en 
dessous. Comme les colonnes de N et celles de N’ engendrent le mCme sous-A-module 
de AS+’ il existe deux matrices U et V de type r x r a entrees dans A telles que: 
NU = N’ et N’ V = N. D’oti on tire facilement que UV = I,. Done MU = M’, avec 
U unimodulaire, Cgale a la matrice collte en dessous de M’ dans N’. Par aileurs, la 
matrice M’ est bien en forme triangulaire de Hermite (voir Fig. 3). 
2.2. Algorithmes e&aces: mtthodes et resultats connus 
2.2.1. Cas ces matrices a coeficients entires 
Les methodes modulaires sont etudiees dans [6-9, 11-13, 201. Des methodes plus 
directes sont don&es dans [3, 151. 
Ce genre d’algorithme, applique au cas des anneaux de polynomes, permet de 
majorer convenablement les degres, mais non les coefficients, des polynomes entrees 
des matrices intermediaires. 
2.2.2. Cas des matrices a coeficients polynomiaux 
Dans le cas de matrices ayant pour entrees des polynbmes a coefficients rationnels, 
Kannan [ 141 utilise un algorithme recursif du meme genre que dans [ 1.51, mais s’arrange 
pour remplacer les polynbmes pivots dont la taille des coefficients menace d’exploser 
Fig. 3. 
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par les polynEimes primitifs proportionnels, qui sont de taille convenable. Le fait que 
de tels polyn8mes proportionnels de taille convenable existent, risulte d’arguments 
qui ne semblent par s’ktendre A tout corps od les dkterminants ont calculables en 
temps polynomial. 
Kaltofen et al. [ 161 proposent une mkthode qui commence par calculer en parallile 
les degrks des tltments diagonaux de la rkduite normale dans K[X], ce qui est 
l&time du point de vue de la complexitC parallkle, mais t&s lourd du point de vue de 
la complexit& stquentielle. L’idCe essentielle st que la rkduction de Hermite dans 
K[X] se ramine $ un probl$me d’algkbre liniaire sur K. 
3. Calcul d’une rkduction de Hermite pour une matrice polynomiale par des mbthodes 
de sous-rbsultants gikeralisbs 
Un calcul de rkduite de Hermite peut &tre compris comme un ((grow calcul de pgcd. 
On sait que l’algorithme d’Euclide appliqd brutalement dans un anneau de 
polyn6mes est a priori ma1 contralk du point de vue de la taille des coefficients. Par 
exemple, il y a de fortes prksomptions qu’un calcul de pgcd par l’algorithme d’Euclide 
dans Q [X] puisse conduire $ une taille du rksultat exponentielle n la taille des 
don&es (cf. [ 171). 
Aussi le calcul du pgcd de deux polyn6mes P et Q par divisions successives est 
classiquement remplack par un calcul de ((sous-rksultantw qui sont des polynames 
proportionnels aux restes successfis de l’algorithme d’Euclide, et dont les coefficients 
sont des mineurs extraits de la matrice de Sylvester (cf. [lo, 181). Quant au fond 
on a remplact un algorithme rkcursif dans K[X] par un calcul d’alg$bre linkaire 
sur K. 
Nous proposons ici trois mkthodes relevant purement de l’alghbre linkaire en 
dimension finie (bien contr81Ce) sur le corps des coefficients. La premiere est g peu prbs 
celle don&e dans [16]. Les deux autres peuvent &re qualifiies de mbthodes de 
sous-rksultants gineralists. 
3.1. Une p-em&e tithode: par rbsolution d’un grand systkme linbaire 
3.1.1. L’unicitk est un atout 
Dans beaucoup de problkmes mathtmatiques et en particulier dans les problimes 
de complexit& le fait qu’un problkme a Ctt mis sous une forme oti la solution est 
unique est souvent un grand advantage.’ 
1 Par exemple, le fait d’avoir mis une matrice sous forme de Hermite permet de particulariser une solution 
du systZme lindaire avec second membre, solution unique dans le corps des fractions (si elle existe) dont 
l’existence (dans l’anneau) controle la compatibilitk due systkrne. Avec la matrice initiale par contre, le fait 
qu’une solution particulit?re soit dans le corps des fractions sans &tre dans l’anneau ne permettait pas de 
conclure $ l’incompatibilitb du systkme (dans l’anneau) sauf evidemment si la solution ttait unique. 
S. Labhalla et al. 1 Theoretical Computer Science I61 (1996) 69-92 II 
Pour ce qui est des problemes de complexite, lorsque la solution est unique, sa taille 
permet souvent de controler a priori la taille des calculs intermediaires. Dans le cas 
dune infinite de solutions au contraire, if y a des solutions de taille arbitrairement 
grandes, et une strategic specifique st souvent necessaire pour obtenir des solutions 
de taille raisonnable. 
Dans le cas de la forme normale pour la rtduite de Hermite, nous allons voir: 
- dune part qu’elle est de taille raisonnable (si les determinants ont de taille 
raisonnable dans le corps K), 
- d’autre part qu’elle peut Ctre trouvte par des methodes gtntrales d’algebre lineaire 
sur K, ce qui conduit a une solution dans la classe 9 lorsque les determinants dans 
K sont calculables dans la classe 8. 
3.1.2. Le systt?me lintaire ci rhoudre 
Nous supposons que s 2 r et que la matrice M est de rang r. Ceci nest pas 
restrictif, et constitue meme la situation standard, oti on cherche a calculer 
non seulement une reduite de Hermite mais une reduction de Her-mite. (cf. Section 
2.1.1). 
Ensuite, nous rappelons que la forme des reduites de Hermite de M (au sens 
de: la forme de la partie griste dans M’, C.-a-d. encore: la suite des ki darts 
Proposition 1) est donnee par une triangulation de M dans le corps des fractions de 
K [Xl. 
Notation. Si A est une matrice polynomiale, nous notons deg(A) pour le plus grand 
des degres des entrees de A: 
Nous considtrons alors la matrice Q obtenue en ne gardant dans M que les lignes 
k 1, . . . . k,. Nous notons: Jr = deg(Q). 
Nous connaissons det(Q): la triangulation de M dans le corps K(X) en vue de 
determiner la matrice extraite Q a donne ce resultat comme sous produit. 
Posons: 6 = (deg(det(Q)) (on a 6 < rdl). 
Soit Q’ la rtduite de Hermite normale de Q. 
On doit avoir QP = Q’ avec P inversible dans M,(K [Xl). D’oti: 
det(P)det(Q) = det(Q’) = wl... w, (les wi sont les elements diagonaux de Q’) 
avec det(P) un element non nul de K. 
Appelons di le degre de Wi, on a done: 
6 = deg(det(Q)) = deg(det(Q’)) = dl + d2 + ... + d,. 
Nous notons Q* la matrice adjointe de Q. 
Le degrt de la matrice Q* est major.6 par: (r - 1) 6r. 
L’egalite QP = Q* donne alors: 
(1) det(Q)P = Q*Q. 
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Done 
deg(P) d deg(Q*) + deg(Q’) - deg(det(Q)) < &g(Q*) (2) 
Ainsi on a: 
Proposition 4. Soit M une matrice polynomiale de type s x r dont les vecteurs colonnes 
sont not& Vi. Notons aI = deg(M) le degrk maximum d’un poEynBme entrke de M. 
(a) Si le rang de M est bgal h r (son nombre de colonnes), les vecteurs Xj Vi avec 
j < (r - 1) 6r engendrent un K-espace vectoriel qui contient les vecteurs colonnes de la 
rhduite de Hermite normale de la matrice M. 
(b) Dans le cas gbnkral, l’afirmation prbcbdente reste vraie en remplapnt (r - 1) 6r 
par 6’ = inf(s,(r - 1))6,. 
Preuve. La premiere affirmation resulte clairement de l’inegalite (2). Pour la derniere 
affirmation, considtrer la matrice obtenue en collant dessous M une matrice identite 
de type r x r et applique2 le raisonnement precedent a cette matrice. 0 
Supposons connaitre les degrbs di des polyndmes pivots Wi. Nous allons voir comment 
alors calculer la reduite normale de Hemite Q’ de Q en resolvant un grand systbme 
lineaire L coefficients et inconnues dans K. 
Dans la rtduite de Hermite normale, toutes les entrees ont un degrt major6 par: 
sup (4). 
i= l,...,r 
En utilisant l’intgalite (2) ci dessus, nous pouvons majorer les degres des polynomes 
entrees de la matrice P par (r - 1) 6,) et m&me par: 
62 = (r - 1)6r + SUP (di) - 6. 
1= l,...,r 
Nous considerons alors la matrice Q’ et la matrice P comme donnees par les 
coefficients (dans K) des polynomes entrees de Q’ et de P. 
Pour les entrees de P les degrts sont majaorts par &. 
Dans Q’ les entrees a droite de la diagonale sont nulles, les degres sont Cgaux 
a dI, dp, . . . . d, sur la diagonale, et strictement major&s par dz, . .., d, sur les lignes 
2 9 ..-, r 1 gauche de la diagonale. 
Cela fait done en tout (sans compter les coefficients dominants Cgaux a 1 pour les 
polynomes sur la diagonale de Q’): 
dl + 2dz + 3d3 + ... + rd, coefficients dans K pour la matrice Q’, 
rz [l + S,] coefficients dans K pour la matrice P. 
Nous considerons tous ces coefficients comme les inconnues pour le systeme 
lineaire a coefficients et inconnues dans K qui signifie: QP = Q’. 
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Ce systeme lineaire contient une equation pour chaque element de K obtenu comme 
coefficient dun polynbme calcule lorsqu’on explicite toutes les entrees du produit de 
matrices QP en fonction des entrees de P et Q. 
La plupart de ces coefficients doivent Ctre nuls (partie droite de la matrice Q’, 
ou coefficients de degres trop eleves dans la partie gauche de Q’), r d’entre eux 
doivent etre a 1, et dr + 2d2 + 3d3 + ... + rd, d’entre eux doivent &tre tgaux aux 
ccinconnuew choisies pour decrire Q’. On voit en particulier que ces den&-es equations 
peuvent etre omises du calcul principal, qui est celui de la matrice P: aprbs le calcul de 
P on peut passer directement a celui de M” = MP, qui contient Q’ comme matrice 
extraite. 
Notez que la Proposition 3 garantit l’existence t l’unicite de la matrice Q’ en tant 
que matrice triangulaire de la forme QP avec des polynomes unitaires ayant les bons 
degres sur la diagonale et avec les bonnes majorations degrts sous la diagonale (ceci 
sans avoir a supposer P inversible). La est la clt de la question: cela garantit l’unicite 
de P et son inversibilite dans M,(K[X]), alors que nous n’avons pas exprime 
directement cette condition d’inversibilite (elle conduirait a des equations et une 
inequation non lineaires). 
3.1.3. Estimation de la complexit du calcul lorsqu’on connait les degrbs des pivots 
Resumons nos resultats dans une proposition (la lecture de cette proposition fait 
reference aux notations introduites precedemment) 
Proposition 5. Soit M une matrice polynomiale de type s x r dont les vecteurs colonnes 
sont not& 6. Notons 6, = deg(M) le degrt maximum d’un polynbme entrke de M. 
Lorsqu’on a dherminh les indices ki donnant les lignes des pivots et qu’on a extrait de 
M la matrice Q correspondant h ces lignes, si on connait les degrbs di des polynbmes 
pivots wi, le calcul de la matrice de passage P qui permet d’obtenir la rbduite normale de 
Hermite pour M demande la solution d’un systGme lintaire b coeficients et inconnues 
dans K dont les carachistiques sont les suivantes: 
- coefficients: ce sont des coeficients des polynSmes entries de Q, 
- nombre d’inconnues: r2 [l + S,] < r2 [l + (r - l)S,], 
_ nombre d’iquations: < r2 [l + 6r + S,] - [d, + 2d2 + 3d, + ... + rd,] 6 
r2 (1 + rhI). 
Ceci garantit la taille raisonnable des entrees la matrice P et par suite la taille 
raisonnable du calcul de P puis de M’ = M.P. 
3.1.4. Comment calculer les degrts di? 
Dans l‘article [16], la methode suivante est proposte, qui est legitime du point de 
vue de la complexite parallele, mais lourde du point de vue de la complexite siquen- 
tielle. 
Pourchacundesindicesi=1,...,retpourchaquedegr~d=O,l,...,(r-l)61on 
teste la compatibilite du systeme lineaire qui traduit le fait suivant: 
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il existe un vecteur colonne W de degre < (I - 1) ~5~ tel que M W ait ses coordonnees 
1 3 .*a, i - 1 Cgales a 0 et sa coordonnte i Cgale a un polynome unitaire de degre d. 
3.2. Une deuxibme mkthode, par triangulation d’une grande matrice 
Dans ce paragraphe, nous allons voir comment on peut se passer de la connaissance 
des degres di, et ne pas rtsoudre en entier le systeme lineaire precedent. 
En effet, reprenons les notations de la Proposition 1 (avec de nouveau M et non Q). 
Nous disposons avec la Proposition 4 de majorations sur les degres des polynomes 
intervenant comme coefficients des combianisons lineaires des vj bgales aux w. Nous 
sommes done raments a un probleme en dimension finie bien controlee sur K. Voyons 
ceci plus en detail. 
3.2.1. Quelques notations supplkmentaires 
Nous completons les notations don&es au debut de la section (2). Nous notons: 
9k,d le K-espace forme par les elements de S$ dont toutes les coordonnees (sur la 
base ek, . . . . e,) sont de degre < d, 
y&i = 9I,d, 
$I,, la base _Y,, form&e des X”.ek ordonnte comme suit: 
Xde 1, . . . . Xel, el, Xde2, . . . . Xe2, e2, . . . . Xdes, . . . . Xe,, e,. 
6r = deg(M) = degre maximum d’une entree de la matrice M, 
6’ = inf(s, (r - 1))6,, 
v = la liste des vj (vecteurs colonnes de M) ordonnee par indices croissants, 
Ycd) = la liste des X” VI avec n < d, ordonnee selon la definition recurrente: 
~(0, = “or, v(d+r) = X $/-(d) .+ f ( * reprtsente la concatenation des listes), 
MCd) = la matrice a entrees dans K ayant pour liste de vecteurs colonnes la liste YCd) 
exprimee sur la base @d+d,, 
~9~~) le K-espace engendre par YCd). 
on a. &(d+l) = X&d’ + ,$O) = Xd+‘,$W + . . . + X&W + &‘C’J) = X&d’ + g(d) 
(attention! CT(~) est contenu dans 6 n gd+&, mais I’inclusion est en general 
stricte, m&me du tote des bas degres). 
8’:’ = nk (gCd) n 4th) qui eSt un sous K-espace de K [X] (notez igalement que SF) 
n’engendre pas necessairement l’ideal 8; = nk(6 n 9,‘)). 
NB: nous parlons ccen parallele)) de la base el , . . . , e, du A-module _Y (les coordon- 
nees d’un vecteur W sur cette base sont les polynomes IIi( w), et de la base gd du 
K-espace vectoriel yd, base formee de vecteurs X”ek. Nous esptrons que le contexte 
permet a chaque fois de faire la difference. L’expression woordonnee numero k)) fait 
reference a la premiere base. 
Par la Proposition 1, on sait qu’un @ convient comme vecteur colonne d’une 
rtduite de Hermite de M db qu’il est dans l’espace vectoriel (de dimension infinie) 
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gki et que: 
deg(n,(( w)) = degrt minimum d’un polynome non nul dans Ski. 
La Proposition 4 nous dit alors exactement que de tels II$ peuvent &tre calcules par 
triangulation dune matrice representant le K-espace (de dimension finie) &‘@‘). 
Considtrons done la matrice M (“) et faisons lui subir une triangulation dans K par 
manipulations de colonnes sans &change de lignes. Des K convenables ont auto- 
matiquement calcules par cette triangulation: 
L’indice kI est simplement le plus petit k pour lequel une des coordonnees flk (vi) est 
non nulle. 
Le vecteur Wi est le dernier vecteur colonne de la triangulle appartenant 
a Fki,s’ + 6, mais n’appartenant pas a .Fi + k,,6’ + s,. 
L’indice ki+ 1 est le plus petit indice k pour lequel e vecteur immediatement apres K 
(dans la matrice triangulte) a une coordonnee numtro k non nulle. 
On notera que cette methode ne calcule pas directement la reduite normale, mais la 
reduite normale ne presente pas une utilite specifique bien grande. En outre, elle est 
facilement calculee a partir dune reduite arbitraire. 
Par contre il y a trois avantages immediats en comparaison de la premiere methode: 
(1) il n’est pas necessaire de calculer prealablement la suite des indices ki, 
(2) il n’est pas necessaire non plus de calculer prtalablement les degrts di, 
(3) la triangulation proposte est de toute man&e plus courte que la resolution du 
grand systeme lineaire de la premiere methode (cf. estimation de complexitt ci-aprb). 
Rappelons que la reduction de Hermite est calculle en m&me temps que la reduite si 
on a pris soin de placer la matrice I, en dessous de la matrice dont on cherche une 
rtduite, et de faire tourner l’algorithme de triangulation sur la matrice a entrees dans 
K correspondant a cette plus grande matrice. 
3.2.2. Estimation de la complex&t du calcul 
Nous resumons les resultats obtenus 
Proposition 6. Soit M une matrice polynomiale de type s x r. Notons d1 = deg(M) le 
degre maximum dun polynome entree de M, et 6’ = inf(s, (r - 1)) 6i. Le calcul dune 
rlduite de Hermite de M peut &tre obtenu par une triangulation sans tchange de lignes 
d’une matrice a coefficients dans K dont les caractbristiques sont les suivantes: 
- les entrees sont tomes nulles ou &gales d des coe#icients des polynomes entrees de M, 
- le nombre de lignes est < s (1 + 6i + 6’) < s (1 + rdI), 
- le nombre de colonnes est d r(1 + 8’) 6 r [l + (r - l)S,]. 
On constate en fin de compte que le detour par la reduite normale a surtout eu un 
role pedagogique, pour les auteurs tout au moins. 
Cette deuxilme methode, moins cofiteuse que la premiere, est cependant un peu 
trop gourmande. 11 y a moyen de trianguler progressivement, des matrices de plus en 
plus grandes, en faisant augmenter les degrts n dans les X” Vj, jusqu’au moment oti on 
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est assure que des I+$ convenables ont et& trouves. C’est l’objet du paragraphe suivant 
d’expliquer comment on peut contrbler un tel processus. 
3.3. Une triangulation mieux contrdlte: l’algorithme HERMIPOL 
Une methode analogue a celle que nous prtsentons maintenant est exposte dans 
[ 171 pour le cas dune matrice a une seule ligne de polynomes. La reduite de Hermite 
est alors tout simplement le pgcd de la liste des polynomes. Rappelons brievement ce 
qui se passe dans ce cas. On demarre avec un espace vectoriel de dimension finie (2) 
# c K [X& (l’espace vectoriel des polynomes de degre < d). 
On d&nit %,, par Z, = X”% + X”-‘2 + ... + XY? + Y? c K[X],+.. 
On a necessairement dim(x”+ r ) > 1 + dim(Z”), parce que ;rEp,+ 1 contient &” et 
un polynbme de degre strictement suptrieur a tous ceux de z?.. Si 
dim(%,+ I) = 1 + dim(s,), alors la m&me situation se reproduit pour tous les n’ > n 
de sorte que le degri minimum dun polynome est le m&me dans &‘,,, et dans &‘,, ce 
qui montre qu’un polynome de %,, est de degre minimum dans l’ideal % K [Xl. Par 
ailleurs, tant que dim (A!,+ i ) > 2 + dim (s,), la difference dim(K [Xl,+.) - 
dim(%,) dtcroit strictement a chaque &ape, et ceci fait que le nombre des &apes est 
major+ par 1 + d - dim(s). Pour trouver un polynome de degre minimum dans 
2” il suffit de trianguler une matrice a entrees dans K dont les colonnes representent 
des generateurs de s, exprimts sur la base des Xi avec i decroissant de n + d B 0. 
Enfin, si on veut proceder de proche en proche en profitant a chaque ttape des 
calculs faits a l’etape prectdente, il faut faire une triangulation sans Cchange de 
colonnes. 
La description de notre troisieme algorithme, que nous appelons HERMIPOL, et 
la preuve de sa correction seront plus claires si nous voyons tout d’abord sur un 
exemple le comportement de la triangulation envisagee maintenant. 11 s’agit dune 
triangulation dans K sans &change de colonnes. 11 faudra done des Cchanges de lignes 
pour obtenir une forme triangulaire. Ces Cchanges eront en fait seulement simules et 
non affiches, d’od l’aspect pas tout a fait triangulaire des matrices obtenues. Un petit 
dessin permettra de mieux voir la difference et la similitude des rtsultats entre 
triangulation sans Cchange de ligne et triangulation sans &change de colonnes (les 
&changes de lignes n’etant pas affichis) (voir Fig. 4). 
Exemple Nous considerons une matrice 3 x 3 formee de polynomes de degres 2 ou 3: 
i 
x2 + 4x + 4 x2 + 2x x2 + 3x + 2 
x3 + 3x2 + 5x + 6 x3 + 2x2 + 3x + 3 x3 + 2x2 + 4x + 3 . 
2x3 + 3x2 + 6x + 9 2x3 + 2x2 + 4x + 5 2x3 + 2x2 + 5x + 5 
Les premiers pivots dans la reduite de Hermite sont de degrts ccexceptionnellement 
grands)), a savoir 1 et 2 au lieu de 0 et 0 (pour une matrice ccprise au hasard)), tous les 
pivots, sauf le dernier, dans la reduite de Hermite sont des constantes). 
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12543876 
triangulke sans 
Cchange de lignes 
triangulte sans 
&change d colonnes 
Fig. 4. 
la m&me avec 
permutation de 
colonnes pour km-her 
Comme le degrt maximum des entrkes est 3 et que la matrice est de rang 3, 
l’application aveugle de l’algorithme de la deuxiime mkthode conduirait A trianguler 
la matrice M@). En fait, now sommes fixts sur la rtduction de Herrnite db la 
triangulation de la matrice M (l) Nous b&Scions ici d’une situation exceptionnelle, . 
car il existe une riduction de Hermite avec matrice de passage de degrk 1, au lieu 
du degrC 6 attendu (c’est $ mettre en relation avec les grands degrbs des premiers 
pivots). 
Nouv voudrions cependant insister sur le fait qu’une situation qui peut paraitre 
ccexeptionnelle)> au regard d’une mesure de probabilitk apparemment raisonnable 
peut trks bien &tre une situation ctcourante)) lorsqu’on ne r&out pas des problkmes 
qui tombent du ciel, mais des problkmes issus de situations ccgComCtriquew 
concrktes. 
Nous donnons ci-dessous les trois matrices A coefficients entiers M(O), M(l), MC') 
qui correspondent A la matrice de polynames don&e, en dessous de laquelle on 
a rajouti une matrice identitk (voir Fig. 5). 
Montrons maintenant ce que donne sur la matrice M(*) la triangulation sans 
tchange de colonnes. Cela donne des numkros de lignes des pivots successifs un peu 
erratiques (pour ccvoirk) une forme sous-triangulaire, on pourrait terminer par une 
permutation de colonnes). 
L’avantage dtcisif est que, comme il n’y a jamais aucun ichange de colonnes, la 
triangulation de la matrice M(O) est une partie inchangke de la triangulation de la 
matrice M(l), qui est elle-m&me une partie inchangte de la triangulation de la matrice 
M”) (et ainsi de suite.. .). En conskquence, une triangulation ccprogressive)), jusqu’au 
moment oti la solution est atteinte, est facile & programer. Et aucun cccalcul inutile)) n’a 
eu lieu (voir Fig. 6). 
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matrice M"' matrice M"' matrice M"' 
111 111 ill...... 
4 2 3 zone 1 423;;; 423111.. 
4 0 2 4 0 2 4 2 3 40242311; zone 1 
-_--__--- . . . 4 0 2 . . . 4 0 2 4 2 3 
111 ___--_-___-__----_ . . . . . . 4 0 2 
3 2 2 zone 2 111 __-_------_-------~---~~~-- 
5 3 4 322;;; ill...... 
6 3 3 534322 322111.. 
_-_---_-- 6 3 3 5 3 4 53432211; zone 2 
2 2 2 . . . 6 3 3 6 3 3 5 3 4 3 2 2 
3 1 2 zone 3 ------------------ . . . 6 3 3 5 3 4 
6 4 5 2 2 2 . . . . . . 6 3 3 
9 5 5 3 12 2 z z -____--_-___----~-_-------- 
--_------ 645312 222 . 
1 0 0 zone 4 955645 312222::: 
-___----- . . . 9 5 5 6 4 5 3 12 2 2 2 zone 3 
0 1 0 zone 5 -___-_--__--_----- 9 5 5 6 4 5 312 
10 0 . . . . . 955645 
0 0 1 zone 6 . . . 100 . . . . . . 9 5 5 
______--_____-____ -_--_-------------------~~~ 
0 10 
. . . 0 ; 0 
10 0. . . . 
. . . 1 0. 10 0 0 zcxle 4 
______--_-___--___ . . . . . . 
OOl... -_-_--------------------~~~ 
. . . 0 01 010. ; 0 : : : . . . 0 zone 5 
. . . . . . 010 
_____-_______-------_------ 
0 01 
. . . 00;::: zone 6 
. . . . . . 0 01 
Fig. 5. 
Commentaires de la Fig. 6: Nous avons mis des points legers ((. H pour les 0 
correspondant a des calculs qui n’ont jamais a &tre faits, et des points plus 
gros (( l B pour les 0 qui apparaissent du fait du traitement des pivots (ce serait la partie 
au dessus des pivots si on avait fait les tchanges de lignes). Les pivots de la 
triangulation sont mis en relief. Les colonnes correspondant ala solution calculee sont 
mises en gras. 
Nous pouvons Ctre sClrs que les colonnes 2,3 et 6 dans cette triangulation sans 
Cchange de colonnes fournissent la reduction de Hermite de la matrice initiale, ceci d&s 
qu’est apparue la colonne 6, c.-a-d. db la fin de la triangulation de la matrice M(r). En 
effet, lorsqu’on passe de I@‘) a I’@, un nouveau pivot apparaitra necessairement 
dans chacune des zones 1,2,3 puisqu’un vecteur ayant comme premiere entree non 
nulle un polynbme du degre minimum precedemment trouve se trouve de nouveau 
dans l’espace vectoriel engendrt par les colonnes. Les trois colonnes introduites sont 
done entierement absorb&es par la necessite de reproduire dans la triangulation ces 
degres minimums preddemment rouvts, et done les degres minimums fourni par la 
triangulation de la matrice M(‘) ne sont pas meilleurs que les precedents. Comme le 
m&me raisonnement est valable pour les degres suivants, on est stir d’avoir atteint la 
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>eqr6 2 D&part matrice M"' fin (triangulation sans &change de colonnes) 
423;;;::: 111 n . . . . . . . . 
4-d....... 
402423111 4-4.g..... zone 1 
. . . 402423 . . 4..a.. . 
. . . . . . 4 0 2 . . . ...4 . . 
____________________________ _____________________----________ 
111. . . 
5343221;; 3221;;. 
10 .o ..o . . 
3 -1% . . . . . . 
5-202%..-. 
633534322 6-332 0 *28. zone 2 
. . 633534 . . . 6 6 .2 0. 
. . . . . . 6 3 3 . . . ...6 6. 
2 2 2 
312222::: 
20000.00. 
3-2012% . . . 
645312222 6-202 00128 
9 5 5 6 4 5 312 9-44 2002 0 0 zone 3 
. . . 955645 . . . 910 1 2 0 0 
. . . . . . 9 5 5 . . . . . . 9 10 1 
10 0 
. . . ioo::: 
1 -1 1 -1 -2 -1 0 0 0 
. . 1 0 -1 -1 -2 -1 zone 4 
. . I . . . 10 0 . . . . ..lO-1 
------_____________________ _________________________________ 
010 . . . 
. . 0 ; 0 0;; 
0110 0 0 0 0 0 
0 2 0 0 0 0 zcme 5 
. . . . , :::...ozo 
--------___________________ _______________________--________ 
001. . . . . 
. . . 0 0 1 0 0 
oo-11210 0 0 
. . . . . . ; 
. ..003121 zone 6 
. . . . ..o 0 2 
Fig. 6. 
rkduite de Hermite. 
Hermite: 
-2x-4 
-x2-2x- 
Dans le cas traitk en exemple, on a done obtenu la rtduite de 
0 0 
3 x2+3 0 
\ -2x2 - 2x - 4 4 x3 + 11 
avec la matrice de passage: 
! -1 0 1 -2 1 -x-l +2 0 1 . 
Nous terminons l’article par des prkcisions sur l’algorithme, une preuve plus 
complkte de sa correction et une estimation de complexitt. 
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3.3.1. L’algorithme HERMIPOL 
L’algorithme que nous proposons est done le suivant: 
En&e de Z’algorithme: ce sont les vecteurs V,, . . . . V, dont les entrees sont des 
polynomes. On ne suppose pas que le systeme st de rang r. Neanmoins, si on desire 
obtenir, non seulement la reduite de Hermite mais aussi la matrice de passage, on colle 
en dessous de la matrice des Vi (present& en colonne) la matrice I,, auquel cas les 
nouveaux vecteurs colonnes forment un systbme de rang Y. 
Nous continuons a appeler 6 les vecteurs colonnes (meme si on a rajoutb la matrice 
1,). 
L’algorithme est divise en &tapes. L’etape numtro d + 1 calcule la matrice MA ayant 
pour colonnes les colonnes non nulles de la triangulee sans tchange de colonnes d’une 
matrice Mcd)* extraite de la matrice Mcd’ (on ne garde que les colonnes riellement 
utiles). Les matrices Mcd)* et leurs triangulees sont consider&es comme divistes en 
zones horizontales, chaque zone correspondant aux vecteurs de base X”ek pour une 
valeur fixee de l’indice k. 
A chaque &ape certains vecteurs Vj sont eventuellement cctutw, c-a-d. reduits au 
vecteur nul par le processus de triangulation (ceci n’arrive que si le K[X]-module 
d engendrt par les q est de rang inferieur a r). 
A chaque &tape Cgalement sont Cventuellement rep&b des nouveaux vecteurs 
((candidats pour la reduite de Hermite)). 
Hypothtse implicite: 11 n’y a pas de vecteur nul dans la liste de depart (sinon on la 
raccourcit). 
Etape 1: On a d = 0. On pose M (O)* = M(O). On triangule sans tchange de colonnes 
la matrice M . (O)* On obtient une matrice Mb. 
Transition de l’htape d + 1 ci l’bape d + 2: La matrice M& vient d’etre calculee 
par triangulation de la matrice MCd)’ sans Cchange de colonnes. On supprime 
les colonnes eventuellement nulles dans M; ainsi que les colonnes corres- 
pondantes dans MCd)‘. Les vecteurs vj correspondants ont rajoutes a la liste des 
vecteurs morts. 
Etape d + 2: Construire Mtd+ ‘I* $ partir de MCd” en rajoutant une ligne de 0 en bas 
de chacune des zones, puis en rajoutant a gauche les vecteurs F$ qui sont encore 
vivants. 
La matrice MA, A condition de rajouter une ligne de 0 en bas de chaque zone, 
represente l  debut du calcul de la triangulee M& + 1 de Mldfl)* : il ne reste a traiter que 
les colonnes nouvellement ajouttes. 
Parmi les nouveaux vecteurs colonnes qui apparaissent, certains donnent lieu a des 
vecteurs candidats pour la reduite de Hermite. Plus precisement, il y a deux cas. 
Premier cas: si le premier coefficient non nul d’un nouveau vecteur colonne de la 
triangulte se trouve dans une zone qui n’avait pas encore CtC atteinte (une zone est 
diclarte atteinte lorsqu’un vecteur de la triangulee a une coordonnte non nulle dans 
cette zone et ses coordonnees dans les zones suptrieures toutes nulles, notez que les 
zones atteintes ne le sont pas necessairement dans l’ordre croissant), et si le degre 
correspondant est minimum parmi les vecteurs dans la meme situation, le vecteur, 
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transform6 en un vecteur de polyn6mes, est dtclart candidat. Deuxikme cas: si le 
premier coefficient non nul d’un vecteur colonne de la triangulke se trouve dans une 
zone qui avait dkjh CtC atteinte, mais si le degre correspondant est inferieur a celui du 
candidat precedemment retenu, et si le degre correspondant est minimum parmi les 
vecteurs dans la mCme situation, le vecteur en question, transform& en un vecteur de 
polynomes, remplace l’ancien candidat (moins meritant). 
Fin de l’algorithme: L’algorithme s’arrete lorsque, a la fin dune &ape, on constate 
que le nombre de vecteurs restant en vie est &gal au nombre de vecteurs candidats 
pour la rtduite de Hermite. 
Les candidats ont alors recus a l’examen avec les felicitations du jury (C.-a-d. que la 
matrice formee de ces vecteurs, en ordre convenable, completee par le nombre 
convenable de colonnes nulles, est bien une rtduite de Hermite de la matrice M). 
3.3.2. Preuve de la correction de l’algorithme 
Reprenons les notations introduites au debut de la deuxieme methode. La matrice 
Mcd) a pour vecteurs colonnes ceux de la liste Ycd) exprimte sur la base gd+&. Notons 
alors V(d)* la liste extraite de Vcd) en supprimant les vecteurs qui dependent lineaire- 
ment (sur K) des vecteurs qui les precedent dans la liste. Comme V(‘+ ‘) = XV(d’ * 9’” 
et que la multiplication par X ne change pas la dependance lineaire sur K, on 
a necessairement 
q-(d+lP = xy’d”* y-d+l avec vd_tl c v 
on a de @US vd+ 1 c lyb parce qUe (( vj $ _vb>) signifie 
FE(Vl,..., r/;_ 1) + xred-” 
ce qui implique 
vjE(Vl,..., y-1) + X($‘d’. 
11 est alors clair, par recurrence sur d > 1, que la matrice Mcd) l construite au debut 
de l’ttape d + 1 correspond a la liste XV(d” * vd et qu’elle est remplacee, lors de la 
transition a l’etape d + 2 par la matrice correspondant a la liste 
++I)’ = XV(d).* “y;z+i. 
Done chaque matrice ML est (aux colonnes nulles p&s) la triangulee sans Cchange 
de colonnes de la matrice Mcd). 
Nous allons en deduire que l’instruction d’arret est correcte. 
Comme &cd+ r) = X f9(dJ + gcd), on a &id+ ‘) 1 X Sp) + BP’. Les espaces &id) non 
nuls correspondent aux zones atteintes lors des &tapes 1, . . . , d + 1 Si &id) est non nul, 
l’inclusion &id’ ‘) 1 X8$’ + Sp) implique dim, (b$+ “) 2 1 + dimK(J~d’). 
Par ailleurs dim,(d’d’) = card (Y(d)*) = C,dim, (b{d’). 
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Dow, si a la fin de l’etape d + 1 il reste en vie un nombre de vecteurs &gal au 
nombre de zones atteintes, on a necessairement: 
- dim (8, (d+ ‘)) = 1 + dim(bp’) pour les indices k des zones atteintes, 
- v&r = vd, et 
- &cd+‘) est la somme directe de XICd’ et des droites K Wki (les candidats retenus). 
Si on continuait l’algorithme avec des valeurs d’ superieures, on ne changerait done 
ni les zones atteintes, ni les vecteurs vivants, ni les polynomes non nuls de degre 
minimum dans chacun des &id’) non nuls. 
Nous allons montrer maintenant que l’instruction d’arret se produit aprbs un 
nombre d’ttapes en un certain sens minimal. Plus prtcisement, nous posons la 
definition suivante. 
Definition: Nous disons qu’une rkduction de Hermite d’une matrice polynomiale 
M est minimale lorsque la matrice de passage correspondante st de degrt minimum. 
Nous affirmons que l’algorithme s’arrete dis que la reduite de Hermite minimale est 
calculee, done forcement pour d < 6’ = (I - 1) al. 
Tout d’abord lorsque la matrice M est de rang r, aucun vecteur ne peut &tre tue en 
tours de route parce que I zones doivent Ctre en fin de compte atteintes. Par ailleurs, 
db que l’espace gCd) contient les r vecteurs colonnes dune reduite de Her-mite de M, la 
triangulation de MCd) calcule de tels vecteurs, et done l’algorithme s’arrete puisque le 
nombre de zones atteintes est alors egal au nombre de vecteurs en vie. 
Notez que si on sait a priori etre dans le cas du rang Cgal a r ( par exemple dans le 
cas od on a colle sous la matrice a traiter la matrice identitt, pour obtenir simultant- 
ment la matrice de passage), l’ecriture de l’algorithme peut etre simplifiee parce qu’il 
n’y a pas a gerer la question des vecteurs morts, et l’algorithme termine db que r zones 
ont ett atteintes. 
Le raisonnement est a peine plus subtil si le rang de la matrice est strictement plus 
petit que r. On considere la matrice N de rang r obtenue en collant la matrice I, en 
dessous de M. On remarque qu’une reduction de Hermite minimale pour N en fournit 
une pour M et vice versa. On remarque aussi que l’algorithme avec l’entree M produit 
comme calculs une partie des calculs executes avec l’entree N. Soit t le rang de M et 
d le degre minimal dune matrice de passage de N a une reduite de Hermite N’. Lors de 
l’ttape d + 1, et avec l’entree N, l’algorithme calcule une triangulee de NCd). Toutes les 
zones correspondant a des lignes des pivots de N’ sont atteintes, et parmi elles r - t 
zones sont en dossous de M . (d) Done la triangulation de MCd) tue necessairement les 
r - t vecteurs correspondants. Ainsi, lorsque l’algorithme traite l’entree M, l’instruc- 
tion d’arret fonctionne au plus tard a l’etape d + 1. 
11 semble par contre difficile de preciser exactement l’ttape ou il s’arrete. Tous les 
vecteurs dune reduite de Hermite de M peuvent en effet apparaitre pour la premiere 
fois dans un espace &d’) avec d’ < d. Et il semble que selon les cas de figure, 
l’algorithme puisse s’arreter des l’etape d’ + 1 ou poursuivre plus loin, par exemple 
jusqu’a l’etape d + 1. 
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3.3.3. Estimation de la complexite de l’algorithme HERMIPOL 
Nous resumons l’ttude precedente dans un theoreme: 
Thtorkme 7. Soit K un corps et M une matrice a s lignes et r colonnes a coejficients dans 
K[X]. Notons 61 = deg(M) le degrd maximum dun polynbme entree de M, et 
6’ = inf(s, (r - 1)) 6,. Supposons qu’une reduction minimale de Hermite de M soit 
obtenue avec une matrice de passage de degre d (rappelons que necessairement d < 8). 
Lorsqu’on applique l’algorithme HERMIPOL a la matrice M le calcul execute est la 
triangulation salts &change de colonnes dune matrice a entrees dans K dont les carac- 
teristiques sont les suivantes: 
- les entrees sont toutes nulles ou egales a des coefJicients des polynbmes entrees de M, 
- le nombre de lignes est d s (1 + 6r + d), 
- le nombre de colonnes est < r (1 + d). 
Remarques compkmentaires. (1) La mtthode retenue pour la triangulation doit etre 
choisie en fonction des circonstances. Si les coefficients des polynomes sont dans un 
corps fini on utilisera le pivot de Gauss classique. S’ils sont dans un anneau integre 
avec division efficace (lorsqu’elle st exacte) on utilisera la methode de Bareiss, ou dans 
certains cas favorables une mtthode modulaire. Sinon on utilisera la mtthode de 
Berkovitz-Samuelson: l’avantage de celle-ci est aussi de pouvoir s’appliquer au cas 
d’un anneau canon encore entibrement precise)) quotient integre dun anneau par un 
ideal premier non encore precise (par exemple si on travaille dans une extension de 
corps cadrte a la D5 (cf. [4] et [S])). 
(2) On obtient une reduite de Hermite ccpresque normale)) (les degres a gauche dun 
pivot sont inferieurs ou Cgaux au degre du pivot, au lieu d’etre strictement inferieurs) si 
on poursuit l’algorithme une &tape de plus et si on retient comme candidats les 
derniers vecteurs calcules. I1 est alors facile de calculer la rtduite normale. 
(3) Les matrices que l’on traite contiennent relativement beaucoup de zeros, et peu 
de coefficients distincts. Sans doute serait-il utile d’explorer les possibilites de simplifi- 
cation que cela introduit dans les divers algorithmes de triangulation. Rappelons que 
l’algorithme des sous-resultants gagne un ordre de grandeur en nombre d’operations 
arithmetiques dans le cas le plus simple, qui correspond B une matrice avec une ligne 
et deux colonnes de polynomes. 
(4) La complexite de l’algorithme depend de la taille de l’entree mais est amelioree 
si la qualitt de la sortie est “bonne”: matrice de passage de degre relativement petit (on 
peut voir que ce sera le cas notamment si les degres des pivots sont relativement 
grands). En ce sens, c’est un bon algorithme, car il permet d’avoir des calculs 
relativement courts dans les cas qu’on peut estimer les plus inttressants. 
(5) Le fait de garder les vecteurs candidats lors de leur premiere apparition (en tant 
que wecteur de polynomes ayant sa coordonnee pertinente de degrt minimum parmi 
les vecteurs analoguew) permet de minimiser a priori le taille des coefficients des 
entrees de la reduite de Hermite, puisque cela revient a minimiser la taille des 
determinants auxquels ces coefficients ont egaux. En particulier, on aura en general 
90 S. L.abhalla et al. / Theoretical Computer Science 161 (1996) 69-92 
des coefficients plus petits en taille que ceux des polynomes de la reduite normale, qui 
nest pas necessairement une reduite minimale. 
4. RBsultats exptrimentaux 
L’algorithme Hermipol a Ctb, en particulier, implemente par Gilles Villard (IMAG, 
Universite de Grenoble) en Maple V.3. Gilles Villard a ensuite effect& une com- 
paraison en utilisant alternativement dans des programmes Maple cet algorithme 
dune part, l’algorithme de triangulation standard de Maple d’autre part. La com- 
paraison a CtC effectuee sur un Sun5, en relanGant une session Maple pour chaque essai. 
Nous remercions Gilles Villard de nous avoir communique ces resultats experi- 
mentaux. 
Premiere serie d’essais: 
- les coefficients des matrices sont des polynomes de degre 3, a coefficients en valeur 
absolue inferieurs ou Cgaux a 9, gCnCrCs altatoirement, les dimensions des matrices 
varient de 4 a 9, les temps sont exprimb en secondes: 
Comparaison des temps d’exkution exprimks en secondes 
Dimension Standard Hermipol Rapport 
4 13 3 4,3 
5 172 12 14, 3 
6 1795 40 44,8 
7 12 770 113 109 
8 70 882 321 221 
9 ???? 753 
Concernant la mtmoire, Maple donne deux quantites, la m&moire totale utilisee au 
tours de l’extcution (cumul), et la memoire utiliste a un instant t donne, ici la fin de 
l’execution (allocation effective a ’ l’instant t) l’unite est le MCgaMot: 
Comparaison des espaces m&moire utilists 
Standard Hermipol 
Total dim 8 594,0 26, 0 
t = fin dim 8 27, 3 3,7 
Deuxieme sbrie d’essais: 
- les coefficients des matrices sont des polynomes de degre 8, les matrices sont de 
dimension 3, les coefficients ont gtneres altatoirement dans des bornes de plus en 
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plus grandes, les temps sont exprimCs en secondes: 
Comparaison des temps d execution exprimbs en secondes 
91 
[Coeffl < Standard Hermipol Rapport 
9 16,55 36,42 2,6 
99 86, 3 15,15 527 
999 195 26,35 7,4 
9999 331 44,36 736 
99 999 518 60 8, 53 
999 999 818 89 9,2 
allocation en MCgaMots: 
Comparaison des espaces memoire utilisbs 
Standard Hemipol 
Total 999 999 18,5 5,3 
r=fin999999 2,8 1, 5 
Conclusion. Ces comparaisons montrent une incontestable supCriorit6 d’Hermipo1 
sur l’alkgorithme standard de triangulation de Maple. Cette sup&o&t est d’abord 
due A une forte tconomie en espace mCmoire. 
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