INTRODUCTION
This article is devoted to the study of the behaviour of elements of order p in irreducible representations of the classical algebraic groups in characteristic p whose highest weights are large enough with respect to p. Let K be an algebraically closed field of characteristic p ) 0 and let G be a simply connected classical algebraic group of rank r over K. Denote by Irr Ž . the set of all irreducible rational representations of G and let be the highest weight of a representation g Irr. The aim of this paper is to prove that for each type of classical group there exists a linear function f Ž . such that the image in of any element of order p of G has at least f r Ž . Jordan blocks of size p provided is large enough with respect to p. We need some notation to give exact statements of our results. In what follows ␤ is the maximal root of G, I ; Irr is the set of p-restricted 
Ž .
Naturally, the value l can be defined for an arbitrary simple algew x braic group in the same manner. Earlier the author 21 found the minimal polynomials of elements of order p in irreducible representations of semisimple algebraic groups in characteristic p. It is clear that the degree of the minimal polynomial of a unipotent matrix is equal to the maximal size of its Jordan blocks. For any irreducible representation of a simple w x w x algebraic group S over K results 21, Theorem 1.1 and 15, Theorem 1 Ž . imply that the image of a long root element whose order, of course, is p Ž . in has no Jordan blocks of size p if l -p y 1 and that the images of Ž . all elements of order p have such blocks if l G p y 1, except the case Ž . Ž . w x w x In 22 and 23 the author has announced that for p ) 2 the degree of the minimal polynomial of any unipotent element in a p-restricted p-large representation of the special linear or the symplectic group is equal to its order. There for all odd p and all s ) 1 examples of p-restricted represen-Ž . tations with l s p y 1 where for a regular unipotent element of order p s this degree is less than p s are given. This yields another reason for the choice of the definition above.
The following theorem shows that for groups of types A, B, and D one cannot take a quadratic function or even a linear function with a larger Ž . first coefficient for f in Theorem 1.1 .
Ž . Our experience hints that, perhaps, it would be useful to distinguish some classes of representations when investigating the behaviour of unipotent elements in irreducible representations. p-large representations yield a class where some properties of unipotent elements depend upon the orders of these elements rather than the highest weights of representa-Ž . tions. Moreover, we have seen that the condition l s p is threshold for certain properties of this kind. The study of this class permits discovery of some important regularities which are specific for prime characteristics, but do not depend upon p. They can find applications in recognizing Ž . representations and linear groups in the spirit of Corollary 1.2 . The results of the paper remain valid for finite classical quasisimple groups of Ž Ž . . Lie type see comments in and before 2.21 . w Ž . Ž .. One can deduce from 21, comments in 2.1 and Proposition 2.12 that a regular unipotent element of an algebraic group in characteristic 0 has one Jordan block of maximal dimension in any irreducible representation.
One easily observes that for a fixed p and r ª ϱ the quotient of the number of p-restricted p-large representations by that of all p-restricted representations tends to 1. Hence results on p-large representations may be regarded as an analysis of a typical situation where ''small'' cases are excluded. They yield the basis for obtaining asymptotic estimates specific for positive characteristics. Such results can also be considered as a w x representation theoretic version of those of Liebeck and Saxl 14 on permutation groups containing elements of order p with a small number of p-cycles.
Certainly, similar questions can be stated for exceptional groups as well. Of course, one cannot speak about asymptotic results here, but some more or less exact estimates of the number of blocks of size p could be useful for recognizing representations.
Ž . 
Notation
Throughout the article ‫ޚ‬ is the set of integers, ‫ޚ‬ q is the set of
< < the unipotent Jordan block of size l, A is the cardinality of a set A or the Ž . order of an element A; ᑦ S is the Lie algebra of a semisimple algebraic Ž . Ž . Ž . group S; W S is the Weyl group of S; ᑲ S and R S are the weight and root systems, respectively, associated with some fixed maximal torus T ; S; Ž . Ž . q Ž . q Ž . y Ž . ⌬ S is a basis in R S ; ᑲ S , R S , and R S are the systems of Ž . dominant weights, positive and negative roots with respect to ⌬ S ; C is the Zariski closure of a unipotent conjugacy class C ; S; Irr S is the set of Ž . rational irreducible representations of S, I S ; Irr S is the set of p-rep Ž . stricted representations. We keep the notation for the highest weight of a representation g Irr S and for the fundamental weights. For 
H is the restriction of a representation to H; U is the representation dual to ; V is the weight component of an Ž . Ž Ž .. S-module V associated with a weight ; ᑲ ᑲ V is the weight system Ž . Ž . of a representation a module V , ¨is the weight of a weight vector g V. We deal only with subgroups H ; S such that T l H is a maximal torus in H. If¨is a weight vector with respect to T l H, we denote its Ž . T l H-weight by ¨. Only finite-dimensional representations are con-
It is clear that d is equal to the minimal number of Jordan M blocks of size p in the image in of an element of order p of S. For S s G we often omit the indication of a group in the notation above and write ᑲ, R, ᑦ, etc. Let ␣ , . . . , ␣ be the simple roots of G and let 1 r w , . . . , w be the reflections in W associated with them. Set X X s X X , 
in¨ariant with respect to X .
Ž .
ii For the operators X the following equalities hold:
ii The first equality is item 2 of 2, Lemma 5.14 ; the second w x one follows immediately from item 1 of 2, Lemma 5.14 and the commutator relations in ᑦ.
Ž . Ž . ² : iii The first claim follows easily from ii . Let ⌫ s X X and let U be blocks of size 1. Then x m y has 2 n n q nn q Jordan blocks of 
w mиии m x y 1 w with a g 0, 1 and a q иии qa G 1.
Using induction on t, we deduce that
where the sum is taken over all ordered sequences t , . . . , t with t q Ž . Now i implies that dim G 16.
Ž . Ž w x iii The first claim is well known see, for instance, 11, Sect. 5.4 . The w x Ž . second one is proved in 12, Theorem 1.1 . It is clear that r 2 r q 1 G 6 r q 3 for r ) 2. To complete the proof, one has to observe that 2 r G 6 r q 2 for r s 5 or 6.
Ž . weight¨ector and dim V s a q 1.
Ž .
ii Let a -p, x g ⌫ be a nonidentity positi¨e root element and let m g M be a nonzero highest weight¨ector. Then dim M s a q 1 and with t in the interval with the ends i and j form a chain on the Dynkin
Here on each step we take maximal d which does not yield a zero
article. 
Hence it suffices to show that m s 0. One easily observes that
and m s 0. For j -i the arguments are quite similar. Here we distin-1 guish the cases l -j or l ) i and j F l -i. The first case is obvious. To ŽŽ . settle the second one, it suffices to prove that m s X¨l 
is quite similar. Observe that in this case a / 0 since M is restricted and
s e. Applying 2.1 several times, we get
with g g K and deduce that the right part of 2 is nonzero. This forces X m/0 as required.
For i ) j we apply quite similar arguments. First consider the case Ž .Ž . where a / 0 and show that X X m / 0 using Lemma 2.1 iii .
Then assume that a s иии s a s 0, k F i q 1, and a / 0. Apply-
Here we obtain an equality similar to 2 . This completes the proof. 
Ž
. one can deduce that X us py1 !X¨. This yields our lemma.
␣ y␣ Ž . Ž . LEMMA 2.12 . Let ⌫ and ␣ be as in 2.11 . Let V be an indecomposable Ž . ⌫-module generated by a highest weight¨ector¨and let ¨s p . Assume 
Ž . highest weight for j s 1, 2. Lemma 2.6 yields that V s M . Ž . N N ; M . Observe that X and X commute as ␣ " ␤ f R.
Hence H commutes with G . This forces V ; M .
and G commute, this implies V ; M . As the roots ␤ form a basis
: p y 1 for all¨g V and u , ␣ s p y 2 for any u g V which 1 2 forces V l V s 0 and completes the proof. 
nontrivial indecomposable H-module with highest weight generated by j a highest weight vector. Hence V has a composition factor M M which j j Ž . yields our formula for dim M . Now apply 2.14 to complete the proof.
As ␤ is the maximal root, we have ␣ , ␤ F 0 for all ␣ g ⌬ since otherwise there would be a root ␤ q k␣ with k ) 0 in R. s m Fr ( where s ) 1, g I , / 0, and all c are distinct.
We also consider the vectors u s u t, ␦ or u t, ␥, ␦ constructed as ² : follows. Let ␦ g ⌬ and ␦ , ␤ s 1. Assume that roots ␦ s ␥ , . . . , ␦ s ␦ 
In the framework of the notation of 2.18 , assume Ž .
u generate indecomposable ⌫-modules with highest weights q l and
with b g ‫,ޚ‬ then b is a multiple of q since ␤ is a linear combination of j the simple roots with at least one coefficient equal to one. Now one can Ž . observe that¨and u generate the irreducible ⌫-modules M q l and
ii . There exist bases of Z 1 and Z containing highest weight vectors such that the matrix of y in the 2 second base is obtained from that in the first one by raising all the 
Let g I . We fix a long root ␣ g ⌬ and find roots ␤ , . . . , ␤ g R and 
In the major- x Sect. 12, the corollary of Lemma 68 . However, in some situations we encounter trivial modules for some components and need more complicated arguments involving more refined estimates of dim V , j s 1, 2. Ž . that has at least f r blocks of size p. Therefore one can assume that Ž . there is no such J. Then we find a desired estimate for d using 2.19 . In Ž . the majority of cases dim N or dim Q t, ␥, ␦ for suitable t, ␥ , and ␦ is large enough, so it suffices to handle only one of these modules. For small r computations are more complicated. Obviously, dim M s dim M X . This j j fact is used many times without special comments. Ž . If p s 2, r ) 2, and G s C K , we apply the arguments similar to r those described above to long root elements and some specific arguments to short ones.
Ž . The case G s A K also requires a special analysis. Ž . LEMMA 3.3 . Let r ) 2 and s a q a with a q a s p. Then
Proof. Since g I , the coefficients a , a / 0. Set¨s X¨,¨s 
Proof. Without loss of generality one may assume that
is also nontrivial. By 2.19 and 2. often use without additional comments a well-known fact that the dimen-Ž . sion of the H-module M is equal to the product of those of the Ž . Ž . ⌫-module M and the H -module M which follows, for instance, 
and m generates an indecomposable H-module with highest weight
Ž . cult to see that z , ␣ s yf. As w z g M, the weight z q f␣ Ž . is invariant with respect to w , we conclude that Z ; Ý M 1 . Put Ž . One can deduce that y s for r ) 3 and 2 for r s 3, 1 F j F 3. a sa s0.
3
Proof. 
Since p ) 2, b -a , and ⌺ -p y 1, we have 1 
Ž .
and w w w¨s cX X X¨with c g K U . Hence we have to show
Ž . l ) 0. Since W preserves ᑲ , this forces that X z s 0 and X X fixes z . ² Ž . : serves that t and t are fixed by the group X X and t , ␤ s p y 1. 
it suffices to know dim U for s y ␣ and y ␣ y ␣ . In the first 2 2 3 case dim U s 1 as X¨/ 0 and dim M s 1. It follows from the proof y2 w x of 16, 6.11 that dim U s dim M s 2 for s y ␣ y ␣ . This yields 2 3 dim U s 12, d G 14.
Then a is odd, m , ␣ s p y 2, and a q 2 a ) p.
Let p s 5. Then a s 2, b s 1, a s 1 which yields a contradiction. 2 3 This
Ž . Ž . and X X fix m and 2.9 implies that X X fixes m . Now it follows from 4.2 
Since ⌺ s p y 1 and is p-large, we Let J s p. In this case we need some special arguments. We claim that
generates an irreducible G -module M X with highest weight a q
a . It is clear that m g M X and is not a lowest weight vector in M X .
3 2 1 X w x Since M is p-restricted, it follows from 2, Lemma 6.2 and Theorem 6.4 q Ž . that X m /0 for some ␣ g R G . As p ) 2, the commutator rela-
Acting by the element w g W, we con- Ž . Ž . Ž . the Weyl module V . Now Lemmas 2.6 and 2.7 imply that dim V s 12 12 Since p is odd and J s p, the coefficients a , a ) 0. If a / 0, we have
Let 
Proof. First consider the case where Since a , a / 0, ⌺ -p y 1, and ⌺ G p, we get p / 3. One can deduce 2 3 12 Ž . Ž . p ) 3. Let p s 3. As ⌺ -p y 1, we get ⌺ F 1, ⌺ F 3 s p and come 12 12 to a contradiction. Let J s 2. Since ⌺ G p, one has ⌺ ) 0. Hence ⌺ s 1, a s Now consider the case where ⌺ s p y 1. Then a ) 0. Put Ž . Ž . Ž . ⌺ -py1 and applying 2.6 and 2.7 , we show that dim V G 2 p q 1 12 1 and
yields that
For p s 3 we obtain a more refined estimate for dim V . We shall show 2 1 Ž . Ž . that V ( V p . By 2.12 , it suffices to check that z s X m /0. We 
Ž . 1FJ F4py4-p , J q2-3pFp . Lemma 2.6 yields that d G 9 and M p y 3 . Hence it suffices to prove that 
If J s p q 1, we have ⌺ s p, a s b q 1, a s 0 since ⌺ ) p y 1. Now consider the case where s a q a , j ) 1. As is p-large,
Ž . a / 0. We have l s a q 2 a for j -r and a q a for j s r. Let ¨, s , s s 1, 2, c s a q a y 1, c s a q a In all the situations considered above we have constructed the modules Ž . Z and Z satisfying condition A , so our proposition holds. The case 1 2 Ž . l s a q 2a s p requires a special approach. It is clear that a -p y 1
: ² Ž . : One easily observes that u , ␣ s a q 1, u , ␣ s 1, and
. is the tensor product of the A K -module M a q 1 and the
. Ž .Ž . associated with the short root ; dim U s a q 2 2r y 3 . Here standard 1 properties of semisimple groups and the irreducibility of the relevant Weyl modules are used. As / and a q 2 a s p, the coefficient F, ⌫, y, l ,¨, , , a , a , 
Since is restricted and is not p-large, a -p y 2 if a / 0. Now Let s s 2 and s a . As is p-large and p is odd, we have 2 2 Ž . l ql s2a qa Gpq1. Hence l q l y 2 G p y 1. It has been Ž . is not, using the formula for l , one can deduce that l s p y 1. 
