Zero Order Estimates for Analytic Functions by Zorin, Evgeniy
ar
X
iv
:1
10
3.
11
74
v1
  [
ma
th.
NT
]  
6 M
ar 
20
11
ZERO ORDER ESTIMATES FOR ANALYTIC FUNCTIONS
EVGENIY ZORIN∗†
Abstract
The primary goal of this paper is to provide a general multiplicity estimate. Our
main theorem allows to reduce a proof of multiplicity lemma to the study of ideals stable
under some appropriate transformation of a polynomial ring. In particular, this result
leads to a new link between the theory of polarized algebraic dynamical systems and
transcendental number theory. On the other hand, it allows to establish an improvement
of Nesterenko’s conditional result on solutions of systems of differential equations. We
also deduce, under some condition on stable varieties, the optimal multiplicity estimate
in the case of generalized Mahler’s functional equations, previously studied by Mahler,
Nishioka, To¨pfer and others. Further, analyzing stable ideals we prove the unconditional
optimal result in the case of linear functional systems of generalized Mahler’s type. The
latter result generalizes a famous theorem of Nishioka (1986) previously conjectured by
Mahler (1969), and simultaneously it gives a counterpart in the case of functional systems
for an important unconditional result of Nesterenko (1977) concerning linear differential
systems.
In summary, we provide a new universal tool for transcendental number theory, ap-
plicable with fields of any characteristic. It opens the way to new results on algebraic
independence, as shown in Zorin (2010).
Mathematics Subject Classification 2000: 11J81, 11J82, 11J61
1 Introduction
1.1 General Background
Classical methods of transcendental number theory estimate the transcendence degree of
a field extension k(f1(α), ..., fn(α))/k, where k denotes a base field (e.g. a number field),
f1, ..., fn ∈ k[[z]] are analytic functions and α ∈ k is algebraic over k (or more generally, some-
times the same problem is studied for α ∈ L, where L is a field containing k). These methods
also provide measures of algebraic independence, i.e. lower bounds for |P (f1(α), ..., fn(α))|
(where P ∈ k[X1, . . . ,Xn] denotes a non-zero polynomial) in terms of degree and height of
P . In general, these methods need a zero order estimate (or multiplicity estimates, multi-
plicity lemmas) for auxiliary function, which is usually of the form P (f1(z), ..., fn(z)) (where
P denotes again a polynomial in n variables). We say that one has a multiplicity lemma
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for functions f1(z), . . . , fn(z) if the following estimate holds for any non-zero polynomial
P ∈ k[X1, . . . ,Xn]:
ordz=0P (f1(z), ..., fn(z)) ≤ f(degP ), (1)
where f : N→ R+ denotes a function depending on degree of P . One often introduces a more
sophisticated control: for example function f in the r.h.s. of (1) may depend on a height of
polynomial P as well; or one may separate variables X1, . . . ,Xn in two or more groups and
introduce in the r.h.s. of (1) a function depending on the corresponding partial degrees.
There even exists a general method that uses this type of estimates in order to establish
transcendence or algebraic independence results (cf. [36] and [37]).
Within this paper we prove a new multiplicity lemma applicable in a pretty general situ-
ation (Theorem 5.1; a slightly simplified version is given in Theorem 1.1). In particular, our
multiplicity lemma answers the question raised in [37] (see discussion at the end of §3 loc.cit.)
and complements in many interesting situations the method presented in this reference. Fur-
thermore, this theorem allows to deal with all the classical cases mentioned below.
Our general theorem reduces the proof of multiplicity estimates to the study of ideals stable
under some appropriate transformation of a polynomial ring. It generalizes a famous result
of Yu.Nesterenko on differential systems satisfying a so called D-property, see Chapter 10 in
[29]. At the same time our theorem creates a new link between polarized algebraic dynamical
systems and the theory of transcendental numbers (see Remark 1.2).
To begin with, we give a brief account of known results postponing a more detailed
presentation of our results to the second part of the introduction (see subsection 1.2).
Zero order estimates started to play an important role in works of C.L.Siegel [42, 43],
A.O. Gelfond and Th.Schneider [39]. These authors were especially interested in zero order
estimates for exponential polynomials. This work was completed by R.Tijdeman [44], whose
well known theorem on the number of zeros of exponential polynomials generalizes the results
of Gelfond.
In 1954 A.B.Schidlovskii proved the first general estimate for the number of zeros of linear
forms in solutions of a linear differential system. Then Yu.V.Nesterenko generalized his result
from linear forms to polynomials introducing algebraic methods [23, 24, 25, 26] in this context.
In particular, he introduced the crucial notion of a stable ideal linking it to a differential ideal
in Kolchin’s theory.
In 1980 W.D.Brownawell and D.W.Masser [8, 9, 10] gave the estimate
ordz=0P (f1(z), ..., fn(z)) ≤ C (degP + 1)2
n
(2)
for analytic (at z = 0) functions f1, . . . , fn satisfying a system of polynomial differential
equations
f ′i = Fi(f1, . . . , fn), i = 1, . . . , n, (3)
where Fi ∈ C[X1, . . . ,Xn]. The estimate (2) was improved to ≤ C (degP + 1)n by
Nesterenko [27]. These results are based on the study of ideals in polynomial rings.
Yu.Nesterenko [28] also proved the estimate
ordz=0P (z, f1(z), ..., fn(z)) ≤ C (degz P + 1)
(
degf P + 1
)n
(4)
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(optimal up to a multiplicative constant) for solutions f of differential system
∂fi
∂z
=
Ai(z, f1(z), ..., fn(z))
z,A0(f1(z), ..., fn(z))
, (5)
i = 1, ..., n, where A0, ..., An denote polynomials, under the condition that some differen-
tial operator D associated to (5) has no stable ideals with a big order of annulation along
f in z = 0 (see [29], chapter 10 or Theorem 6.1 in subsection 6.1 hereafter). This re-
sult allowed him to establish the following theorem: for all q ∈ C, 0 < |q| < 1 one has
tr.deg.QQ(q,R(q), Q(q)R(q)) ≥ 3, where P , Q et R denote Ramanujan functions (cf. [28];
one can also find the deduction of this result with a general method in [37], this time ad-
mitting a multiplicity lemma). In particular, substituting q = e−2pi one obtains the algebraic
independence over Q of numbers e, epi and Γ(14) (see the beginning of Chapter 3, [29]).
If A0(0, f1(0), ..., fn(0)) 6= 0 in (5), one readily verifies the necessary condition on D-stable
ideals deducing an unconditional multiplicity estimate (see Example 1 in Chapter 10 [29]).
Also Nesterenko established this condition in the case when all the polynomials Ai in (5) are
linear in f [25]. For these purposes he used Galois theory of Picard-Vessiot extensions [18, 19],
a result from the domain of differential algebra.
On the other hand, in the framework of Mahler’s method K.Nishioka proved [30] the
estimate (4) for f ∈ k[[z]]n (where k denotes a field of characteristic 0) satisfying a system of
linear functional equations
fi(z
d) =
n∑
j=1
aijfj(z) (6)
(i = 1, ..., n), where aij ∈ k(z), d ≥ 2 an integer. This result was previously conjectured by
K.Mahler [20].
More generally, within the framework of Mahler’s method one considers the following
system of functional equations
fi(p(z)) =
Ai(z, f1(z), ..., fn(z))
A0(z, f1(z), ..., fn(z))
, (7)
i = 1, . . . , n, where A0, ..., An denote polynomials with degz Ai ≤ s, degX Ai ≤ t and p(z)
denotes a rational fraction, δ = ordz=0p(z) ≥ 2 and d = deg p(z).
K.Nishioka proved [31], for p(z) = zd (where d ≥ 2 is supposed to be an integer) and tn <
d, that the following estimate holds for all non-zero polynomials Q(z,X1, ...,Xn) satisfying
degz Q ≤M , degX Q ≤ N (where M ≥ N ≥ 1):
ordz=0Q(z, f1(z), ..., fn(z)) ≤ c0MNn log d/(log d−n log t). (8)
For a general rational substitution p(z) Th.To¨pfer in 1998 proved [46] the estimate
ordz=0Q(z, f1(z), ..., fn(z)) ≤ c0MNn log d/(log δ−n log t), (9)
where d
def
= deg p and δ
def
= ordz=0p (this time assuming t
n < δ). Note that for d = δ (in
particular, if p(z) = zd) estimate (9) coincides with (8).
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The results of Nishioka and To¨pfer are not the best possible, except for the case d = δ
and t = 1 (e.g. this is the case of relations (6)). In the other cases these estimates have the
exponent strictly larger than n, so one can hope to ameliorate it.
All these results are obtained in characteristic 0. In a similar vein other authors study
the results of the same types in the case of a strictly positive characteristic: P.-G.Becker [4],
V.Bosser and F.Pellarin [6, 7], F.Pellarin [34, 35].
Weakening the assumption ordz=0p(z) ≥ 2 in (7) to ordz=0p(z) ≥ 1 we obtain another
important case. Choosing p(z) = qz (where q ∈ k\{0}) and polynomials Ai with degX Ai = 1,
we reduce (7) to a system of equations in q-differences. This type of relations is also largely
studied [2, 1, 5].
Recently P.Philippon proved a transference lemma [38], i.e. a statement that allows to
construct an algebraic curve having a large contact number with analytic germ
z → (z, f1(z), . . . , fn(z)) ,
provided that there is a polynomial Q with ordz=0Q(z, f1(z), . . . , fn(z)) big enough. We show
how a statement of this type allows one to establish multiplicity lemmas in many situations,
encompassing all the classical cases mentioned above. However, we shall face a subtle problem
concerning varieties (or ideals) stable under the action of some associated transformation.
1.2 Presentation of results
Our main result is a general multiplicity lemma (Theorem 5.1; a simplified version is given
in Theorem 1.1). It deals with transformations φ : A → A (where A denotes a polynomial
ring k[X ′0,X
′
1,X0, . . . ,Xn] and k is a field) of a pretty general type. We introduce a no-
tion of transformations correct with respect to some ideal I. This notion is introduced in
Definition 2.11, at this point just note that this class includes all differential operators (for
all the ideals I; see Corollary 2.13) as well as algebraic morphisms (the latter under some
mild restriction, see Corollary 2.14). For example, condition (10) in Theorem 1.1 below is
automatically satisfied if φ is a differential operator. We impose a natural hypothesis on a
transformation φ: it should not too rapidly increase the degree of polynomials (cf. (18)) and
it should not too rapidly decrease an order of annulation at f = (1, z, 1, f1, . . . , fn) ∈ k[[z]]n+3
of bi-homogeneous polynomials from A (cf. (19)).
A key notion of our formal multiplicity lemma is a φ-stable ideal. We say that an ideal I ⊂
A is φ-stable if φ(I) ⊂ I (cf. Definition 2.9). In the same way, let P denotes a multiprojective
space (for example, P = Pn or P = P1 × Pn) and T : P → P be a rational application.
We say that a variety V ⊂ P is T -stable, if Zariski closure of T (V ) coincides with V (see
Remark 6.7 and Definition 6.8). Relations between the notion of φ-stable ideal and that of
T -stable variety are discussed in Remark 6.9.
We shall systematically use the quantity ordfQ, whereQ denotes a bihomogeneous ideal of
A and f = (1, z, 1, f1(z), . . . , fn(z)) ∈ k[[z]]n+3; note that f can be considered as a system of
projective coordinates of a point at P1k[[z]]×Pnk[[z]]. This quantity is introduced in Definition 2.17
(see also [48], chapter 1, § 3 for more details). Here we just mention that
ordfQ ≤ min
P∈Q
ordz=0P (f).
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In particular, this means thatD-property (see Chapter 3 of [29] for definition; D is supposed to
be a differential operator) implies for any D-stable ideal ordfQ ≤ K for some constant K (in
fact for the one provided by the D-property). Hence, D-property implies (12) in Theorem 1.1
below.
Here is a simplified statement of our main result (note that this version still allows one to
deduce, for example, our improvement of Nesterenko’s result, Theorem 6.3). The full version
with additional parameters of control is given in Theorem 5.1. We explain how to obtain
Theorem 1.1 from Theorem 5.1 in Remark 5.2.
Theorem 1.1 (Formal multiplicity lemma, simplified version). Let k be a field and f =
(1, z, 1, f1, . . . , fn) ∈ k[[z]]n+3. Let φ : A → A be a (set-theoretical) transformation of a
polynomial ring A = k[X ′0,X ′1][X0, . . . ,Xn]. Assume that φ satisfies (18) and (19).
We shall consider the polynomial ring A as bi-graduated with respect to (degX ′ ,degX).
Let C0 ∈ R+ be a constant such that for all bi-homogeneous prime ideal Q ⊂ A of rank n one
has
ordfQ ≥ C0 ⇒ the transformation φ is correct with respect to Q. (10)
Suppose that there exists a constant K0 ∈ R+ (depending on φ and f only) with the follow-
ing property: for all equidimensional bi-homogeneous φ-stable ideal I ⊂ A such that all its
associated prime ideals satisfy
ordfQ ≥ C0, (11)
there exists a prime factor Q ∈ Ass(A/I) that satisfies
ordf (Q) < K0
(
deg(0,n−rkQ+1)(Q) + deg(1,n−rkQ)(Q)
)
. (12)
Then there exists a constant K > 0 such that for all P ∈ A \ {0} one has
ordz=0(P (f)) ≤ K
(
degX ′ P + 1) + ǫ degX P
)× (degX P + 1)n, (13)
where ǫ may denote either 0 or 1 in function of the properties satisfied by the transformation
φ. In particular, (13) with ǫ = 1 is true in any case, and in the case when φ is a differential
operator we have a stronger estimate: (13) with ǫ = 0.
In Remark 5.2 we explain how to obtain Theorem 1.1 from Theorem 5.1.
We also provide specialized versions of Theorem 5.1 (one can substitute Theorem 1.1
for the sake of simplicity) in the cases when φ is a differential operator (Theorem 6.3) or
algebraic morphism (Theorem 6.12). In both cases we achieve to restrict the assumption (12)
(or equivalently (95) for the same property in Theorem 5.1) to prime ideals only (or irreducible
varieties in Theorem 6.12), whereas in general theorem (Theorem 5.1 or Theorem 1.1) one a
priori has to assure (12) for all φ-stable ideals.
Remark 1.2. In case when φ = D is a differential operator, the notion of D-stable ideal
coincides with the one of differential ideal in the sense of differential algebra (for example,
see [16, 17, 18] for introduction). Nowadays this is an extensive and highly developed area of
algebra [12, 21, 22] (for sure, even giving a panorama of this area demands at least a separate
article). This theory plays an essential role in the proof by Nesterenko of his multiplicity
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lemma for solutions of linear differential equations [25] (more precisely, he used Galois theory
for Picard-Vessiot extensions [18, 19]).
In the case when φ is an algebraic morphism we arrive (with Theorem 6.12) to the study
of varieties stable under certain morphism. As this varieties are emerged in a (bi-)projective
space they are polarized in a sense explicated in [47]. Thus we have in this case a polarized
algebraic dynamical system. The opposite is also true as shown in [14]: all such dynamical
systems can be emerged in a projective space of a sufficiently big dimension. Study and
classification of polarized algebraic dynamical systems is a vast and extensively developed area
(see [47] for an overview and further references of the subject).
Finally, in section 6.3 we study T -stable varieties, for T : P1 × Pn → P1 × Pn defined by
(X ′0 : X
′
1,X0 : ... : Xn)→
(
A′0(X
′
0,X
′
1) : A
′
1(X
′
0,X
′
1),
n∑
j=0
a0j(X
′)Xj : ... :
n∑
j=0
anj(X
′)Xj
)
, (14)
where A′i, aij(X
′) ∈ k[X ′0,X ′1], i = 0, 1 and akj(X ′) ∈ k[X ′0,X ′1], k, j = 0, . . . , n denote
homogeneous polynomials of degrees in X ′ respectively r and s. We assume that A′0(X
′
0,X
′
1)
and
∑n
j=0 a0j(X
′)Xj both are non-zero polynomials.
The transformation T defined in (14) is in a sense associated to the following system of
functional equations (7) considered within a framework of Mahler’s method:
 n∑
j=0
a0j(X
′)fj(z)

 fi(p(z)) = n∑
j=0
aij(X
′)fj(z), i = 1, ..., n, (15)
where p(z) =
A′
1
(1,z)
A′
0
(1,z) (see Remark 6.4 and Definition 6.5 for a general definition).
Our study of T -stable varieties allows to verify condition (154) of Theorem 6.12 (a counter-
part of condition (12) of Theorem 1.1) in this case. So we establish the following unconditional
multiplicity lemma:
Theorem 1.3. Let k be a field of an arbitrary characteristic and T : P1k × Pnk → P1k ×
Pnk a transformation defined by (14). Suppose that there is a solution (1, f1(z), ..., fn(z)) in
algebraically independent power series of the system of functional equations (15), which is
associated to T . Assume also that
λ := ordz=0p(z) ≥ 2. (16)
Then there exists a constant K1 such that for any non-zero polynomial P ∈ A one has
ordz=0(P (f)) ≤ K1(degX′ P + degX P + 1)(degX P + 1)n. (17)
Theorem 1.3 was previously proved by Nishioka in the particular case p(z) = zd, (d ≥
2) [31]. To¨pfer considered more general systems but his estimates for ordfP have the exponent
strictly bigger than n (and so they are not optimal) [46]. All these theorems were established
in characteristic 0 only, contrarily to our Theorem 1.3.
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Multiplicity estimates proved here allow to obtain new results on algebraic independence
and improve the measures of algebraic independence. In particular, they are useful in the
framework of Mahler’s method [35] where they allow [48] to construct new large family of
n-tuples that are normal in the sense introduced by G.Chudnovsky [11]. We plan to return
to this issue in a subsequent publication.
2 Framework, definitions and first properties
2.1 General framework
Within this subsection we fix formally the general framework imposed in this article.
Let k be a (commutative) algebraically closed field and A be a ring of polynomials with
coefficients in k: A = k[X ′0,X ′1][X0, ...,Xn]. We have marked here two groups of variables,
X ′ and X, because it is convenient for us to consider the ring A as bigraduated with respect
to degX′ and degX . Note that k may have a positive characteristic as well as characteristic 0.
Remark 2.1. The assumption that field k is algebraically closed is not too restrictive. In-
deed, having some field k, not necessary algebraically closed, we can apply our theorems with
the algebraic closure k := k to obtain the conclusion of multiplicity lemma, say (17). This
conclusion implies immediately the same statement for k, because k ⊂ k.
So our unconditional result, Theorem 1.3, is valid for any base field, whether it is alge-
braically closed or not. As for our conditional results, such as Theorem 1.1, Theorem 5.1, The-
orem 6.3 or Theorem 6.12, the only thing that one has to add to apply them to arbitrary field
k is that the imposed conditions on stable ideals (e.g. (12) for Theorem 1.1) have to be verified
for all the stable ideals in the ring k[X ′0,X
′
1][X0, ...,Xn], and not just in k[X
′
0,X
′
1][X0, ...,Xn].
We fix a transformation φ : A → A such that for all Q ∈ A one has
degX φ(Q) ≤ µ degX Q,
degX′ φ(Q) ≤ ν0 degX′ Q+ ν1 degX Q
(18)
with some constants µ, ν0 et ν1.
Remark 2.2. We would like to emphasize that the word transformation means in this article
simply a set-theoretical application, so φ is defined everywhere on the set A and gets values
in the same set A, but we do not suppose a priori that φ respects any additional structure
defined on A, for example that one of the polynomial ring. All the properties imposed a priori
on φ are (18) and (19) below.
Our principal result, Theorem 5.1, is proved for transformations satisfying these (quite
mild) restrictions, as well as one additional condition described in Definition 2.11.
Remark 2.3. We denote by φN the N -th iteration of the transformation φ.
We fix a point f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P1k[[z]] × Pnk[[z]] and assume that there
exist two constants λ > 0 and Kλ ≥ 0 such that
ordz=0φ(Q)(f) ≥ λ ordz=0(Q(f)). (19)
7
for all polynomials Q ∈ A satisfying ordz=0(Q(f)) ≥ Kλ.
Two typical examples of such transformation φ are differential operators and algebraic
morphisms.
Using recurrence on the condition (18) we readily prove the following lemma:
Lemma 2.4. Let N be a positive integer and Q ∈ A. Then
degX φ
N (Q) ≤ µN degX Q, (20)
degX′ φ
N (Q) ≤ νN0 degX′ Q+ ν1
(
N−1∑
i=0
νN−i−10 µ
i
)
degX Q. (21)
The proof of Lemma 2.4 is easy and left to the reader, but see Lemma 2.1 in [48] for a
hint.
Remark 2.5. We can consider φ as acting on k[z][X0 : ... : Xn] by setting
φ(Q) = φ
(
X
′ degz Q
0 Q(X
′
1/X
′
0)(X0 : ... : Xn)
) ∣∣∣∣∣
(X′
0
:X′
1
)=(1,z)
(22)
for all Q ∈ k[z][X0 : ... : Xn].
This application φ satisfies
degX φ(Q) ≤ µ degX Q,
h(φ(Q)) = degz φ(Q) ≤ ν0 degz Q+ ν1 degX Q
≤ ν0h(Q) + ν1 degQ.
(23)
2.2 Definitions and properties related to commutative algebra
Definition 2.6. Let I ⊂ A be a bi-homogeneous ideal. We denote by V(I) the sub-scheme
of P1 × Pn defined by I. Conversely, for any sub-scheme V of P1 × Pn we denote I(V ) the
bi-homogeneous saturated ideal in A that defines V .
Definition 2.7. Let V be a k-linear subspase of A and P ⊂ A a prime ideal. We define
I(V,P) def= (VAP) ∩ A,
where AP denotes the localization of A by P and VAP denotes the ideal generated by AP by
the elements of V .
Remark 2.8. Let IV denotes the ideal generated in A by V . Then ideal I(V,P) is the
intersection of the primary components of IV contained in P.
Definition 2.9. We say that an ideal I ⊂ A is φ-stable if φ(I) ⊂ I.
Definition 2.10. Let I be an ideal and
I = Q1 ∩ · · · ∩ Qr ∩ Qr+1 ∩ ... ∩ Qs (24)
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be its primary decomposition, where Q1,...,Qr are the primary ideals associated to the ideals
of minimal rank (i.e. of rank rk(I)) and Qr+1,...,Qs correspond to the components of rank
strictly bigger than rk(I).
We denote by
eq(I)
def
= Q1 ∩ · · · ∩ Qr (25)
the equidimensional part of minimal rank of I.
As it was mentioned above, principally our results deals with transformations satisfying
one more special condition:
Definition 2.11. We say that an application φ : A → A is correct with respect to the ideal
P ⊂ A if for every ideal I, such that all its associated primes are contained in P, the inclusion
φ(I) ⊂ eq(I) (26)
implies
φ(eq(I)) ⊂ eq(I) (27)
(recall that eq(I) is introduced in Definition 2.10).
The restriction to correct transformations (with respect to some ideal P) is not too tough:
as examples of correct transformations we can mention at least differential operators and
(dominant) algebraic morphisms. In order to prove this we need the following technical
lemma.
Lemma 2.12. Let P ⊂ A be an ideal and φ : A → A any transformation. Assume that for
any equidimensional ideal J such that all its associated primes are contained in P one of two
following hypothesis is satisfied for all x ∈ P:
xφ(J) ⊂ φ(xJ) + J, (28)
or
φ(x)φ(J) ⊂ φ(xJ) + J (29)
and rkφ−1(Q) = rkQ for all Q ∈ Ass(A/J). (30)
Then, the transformation φ is correct with respect to P.
Proof. Let I ⊂ A be an ideal such that all its associated primes are contained in P and such
that one has (26). In order to prove the lemma we have to verify (27).
Assume at first that φ satisfies (28). In this case we choose
x ∈ I :A eq(I) (31)
such that
x is a non-zerodivisor in A/eq(I) (32)
(a choice of one such x is possible because the primes associated to I :A eq(I) are of rank
strictly bigger than that of primes associated to eq(I)).
9
In view of the hypothesis (28) (applied with J = eq(I))
xφ(eq(I)) ⊂ φ(x eq(I)) + eq(I)
and with (31), then (26), we deduce
xφ(eq(I)) ⊂ φ(I) + eq(I) ⊂ eq(I) + eq(I) ⊂ eq(I). (33)
As we have chosen x satisfying (32), we deduce from (33)
φ(eq(I)) ⊂ eq(I),
establishing (27) in this case (i.e. under the hypothesis (28)).
Let’s consider now the second possibility from the statement: assume that we have hy-
pothesis (29). In this case we choose an x ∈ I :A eq(I) such that
φ(x) is a non-zerodivisor in A/eq(I) (34)
(the latter condition is equivalent to the fact x 6∈ φ−1(Q) for all Q ∈ Ass(eq(I))). A choice of
one such x is possible because the primes associated to I :A eq(I) are of rank strictly bigger
than that of primes associated to eq(I) and the hypothesis (30) assures us that rk
(
φ−1(Q)) =
rkQ for all ideal Q ⊂ P.
With our choice of x we have x eq(I) ⊂ I, hence we deduce the hypothesis (29) (applied
with J = eq(I))
φ(x)φ(eq(I)) ⊂ φ(x eq(I)) + eq(I) ⊂ φ(I) + eq(I) ⊂ eq(I) + eq(I) ⊂ eq(I).
We conclude φ(eq(I)) ⊂ eq(I), because in view of (34) we have that φ(x) is not a zero divisor
in A/eq(I).
Thus we have established (27) using the hypothesis (29) and this completes the proof of
Lemma 2.12.
In two following corollaries we deduce with Lemma 2.12 the statements that differential
operators and algebraic transformations associated to rational applications (in the latter case
under a mild restriction, see Corollary 2.14) are correct transformations.
Corollary 2.13. Let D : A → A be a differential operator. Then for any ideal P ⊂ A, the
application φ = D is correct with respect to P.
Proof. Let J ⊂ A be an ideal and x ∈ A. Using Newton-Leibnitz equality, one has for all
a ∈ J
φ(x · a) = x · φ(a) + φ(x) · a.
As J is an ideal, we obtain φ(x) · a ∈ J , and so
x · φ(a) = φ(x · a)− φ(x) · a ∈ φ(xJ) + J.
Thus we have verified the condition (28) of Lemma 2.12 and with this lemma we conclude
that φ = D is correct with respect to any ideal P ⊂ A.
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Corollary 2.14. Let T : P1 × Pn → P1 × Pn be a rational application, such that for a point
α ∈ P1 × Pn one has the following property: each irreducible variety V passing by α satisfies
dim T (V ) = dimV. (35)
We denote by P the ideal of A defining the point α. Then, the transformation φ = T ∗ is
correct with respect to P.
Proof. As T ∗ is an endomorphism of ring A, we immediately obtain (for any ideal J ⊂ A)
φ(x)φ(J) = φ(xJ),
so the hypothesis (29) of Lemma 2.12 is satisfied. For prime ideals we have V(T ∗−1(Q)) =
T (V(Q)) and so the hypothesis (35) implies the hypothesis (30) of Lemma 2.12. By this
lemma we obtain that the transformation φ = T ∗ is correct with respect to the ideal P from
the statement.
Definition 2.15. 1. Let P be a prime ideal of the ring A, V a k-vectorial subspace of A
and φ a transformation of the ring A to itself. Then
eφ(V,P) def= max(e rk ((V + φ(V ) + ...+ φe(V ))AP ) = rk (VAP)). (36)
2. Let R be a ring and M be an R-module. We denote by lR(M) the length of M (see
p. 72 of [13] for the definition). In fact we shall use this definition only in the case
R = AP and M = (A/I)P , where I denotes an ideal of A.
3. Let I be a proper ideal of the ring A,
m(I) = m(eq(I))
def
=
∑
P∈Spec(A) rk(P)=rk(I)
lAP ((A/I)P ) ∈ N∗. (37)
The quantity m(I) is the number of primary components of I counted with their length
as a multiplicity.
Lemma 2.16. Let P ⊂ A be a prime bi-homogeneous ideal such that V(P) ⊂ P1 × Pn is
projected onto P1. We recall the notations ν, Vi = Vi(P) and ρi introduced in Definition 2.24
and I(Vi,P) = (ViAP) ∩ A introduced in Definition 2.7. One has the following upper bound
for m(I(Vi,P)):
m(I(Vi,P)) ≤ ν(n+ 1)!ρn+1i . (38)
The proof of this lemma needs quite many calculations. For technical reasons we have to
distinguish two cases according to the value of ν1 in the condition (18). More precisely, it is
important in our proof to treat separately the cases where the constant ν1 is zero or non-zero.
We give a proof of Lemma 2.16 for the case ν1 = 0 in Section 3. This case is important
in the treatment of differential operators (in particular for our improvement of Nesterenko’s
result). The proof in the case ν1 6= 0 is similar, it can be found in [48], subsection 2.2.2.
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2.3 Definitions and properties related to multiprojective diophantine ge-
ometry
We shall operate in the further text with such notions as (bi-)degree and height of a variety.
Reader is invited to consult these notions in chapters 5 and 7 of [29] or chapter 1 of [48]. We
cite here just several properties that we shall use later.
1. In case of hypersurface, i.e. if variery V ⊂ P1k×Pnk is just a zero locus of a bi-homogeneous
polynomial P ∈ A, bi-degree of V is a couple of integers (degX′ P,degX P ). In
this case it is common to denote also deg1,n−1 V := degX P and deg0,n V :=
degX′ P . In general, bi-degree of variety V is a couple of integers denoted often as(
deg0,dim(V ) V,deg1,dim(V )−1 V
)
. This notation is explained in Chapter 5 of [29].
2. If V = V1 ∪ · · · ∪ Vr is a decomposition of V in a union of irreducible components, we
have
dimi,n−i V =
r∑
j=1
dimi,n−i Vj, i = 0, 1.
3. For any irreducible variety V ⊂ P1×Pn and any hypersurface Z ⊂ P1×Pn of bi-degree
(a, b), such that zero locus of V is not a subset of Z (i.e. V and Z intersect properly),
there exists a variety W such that its zero locus coincides with intersection of zero loci
of V and Z (hence dimW = dimV − 1), and W satisfies
deg(1,dim(V )−2)(W ) = b · deg(1,dim(V )−1)(V ),
deg(0,dim(V )−1)(W ) = a · deg(1,dim(V )−1)(V ) + b · deg(0,dim(V ))(V ).
We shall denote such a variety W as V ∩ Z.
4. Let W ⊂ Pnk(z) be a subvariety. We can replace (1 : z) by (X ′0 : X ′1) transforming
W into a subvariety W˜ ⊂ P1k × Pnk . In this case height of W can be expressed as
h(W ) = deg(0,dim(W˜ ))(W˜ ) and degree of W is deg(W ) = deg(1,dim(W˜ )−1)(W˜ ).
5. To any bi-homogeneous ideal I ⊂ A (resp. any homogeneous ideal J ⊂ k[z][X0, . . . ,Xn])
we can associate a bi-projective (resp. projective) variety V(I), thus defining
degi,n+1−rk(I)−i I, i = 0, 1 (resp. deg(I) and h(I)).
We shall regularly use the valuation ordz=0 on the ring k[[z]] of formal power series. This
valuation induces the notions Ord(x, V ) and ord(x, V ), both measuring how far a point x
in a (multi-)projective space is from a variety V emerged to the same space. Sometimes it
is more convenient to use the quantities Dist(x, V ) := exp(−Ord(x, V )) and dist(x, V ) :=
exp(−ord(x, V )). Precise definitions could be found in [29], chapter 7, § 4 and [48], chapter 1,
§ 3.
In order to make this article more self-containing we introduce briefly these notions (how-
ever for Ord we are forced to give just a short illustration, because technical details are quite
complicated in this case).
Definition 2.17. 1. If x = (x0, . . . , xn) ∈ k((z))n+1, we define ordz=0x =
mini=0,...,n ordz=0xi.
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2. Let x, y ∈ Pnk((z)) be two points and x and y be systems of projective coordinates re-
spectively for x and y. We define x ∧ y to be a vector with n(n − 1)/2 coordinates
(xiyj − xjyi)1≤i<j≤n (the order of coordinates xiyj−xjyi of this vector is not important
for our purposes). Finally, we define
ordz=0(x, y) := ordz=0(x ∧ y)− ordz=0x− ordz=0y. (39)
One readily verifies that the r.h.s. in (39) does not depend on the choice of systems of
projective coordinates for x and y.
3. Let x, y ∈ P1k((z))×Pnk((z)) and π1 (resp. πn) be a canonical projection of P1k((z))×Pnk((z))
to P1k((z)) (resp. P
n
k((z))). We define
ordz=0(x, y) := min
i=1,n
ordz=0 (πi(x), πi(y)) . (40)
4. Let V ⊂ P1 × Pn (or V ⊂ Pn) be a variety. We define
ordz=0(x, V ) := max
y∈V
ordz=0 (x, y) . (41)
5. Sometimes we shall write simply ord(x, y), ord(x, V ) and so on instead of ordz=0(x, y),
ordz=0(x, V )... This will not create any ambiguity because we shall be interested in only
one valuation ordz=0, so all the derived constructions, such as ord(x, y) and ord(x, V ),
will refer always to this valuation.
We proceed to introducing Ord(x, V ). In this case however we give not a rigorous definition
but rather an intuitive illustration (it concerns point (2) below). We refer the reader to [29],
chapter 7, § 4 and [48], chapter 1, § 3 for a rigorous (and strictly algebraic) definition of
Ord(x, V ).
1. First of all, if V is 0-dimensional over k((z)), it can be represented as a union of r
points y1, . . . , yr (in fact, r = deg(V )) and we define Ord(x, V ) :=
∑r
i=1Ord(x, yi). In
particular, if V contains just one point over k((z)), we have Ord(x, y) = ord(x, y).
2. Let V be a variety of dimension d ≥ 0. We consider an intersection of V with d
hyperplanes U1, . . . , Ud in general position, it is a 0-dimensional variety V ∩U1∩· · ·∩Ud.
In particular, the quantity Ord(x, V ∩ U1 ∩ · · · ∩ Ud) is well-defined as a function of
(U1, . . . , Ud). We denote Ord(x, V ) the supremum of this function for all the sets of
hyperplanes U1, . . . , Ud in general position.
3. More generally, we can replace in point (2) a set of d hyperplanes in general position by
a set of d hypersurfaces, of degrees (δ1, . . . , δd) ∈ Nn, in general position. In this case
we obtain a notion usually denoted as Ord(δ1,...,δd)(x, V ).
We mention here two special properties that we shall use later. Proofs are easy and can
be found in [48], Chapter 1.
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Lemma 2.18. Let x, y ∈ Pn
k((z))
be two points in the projective space.
a) Let x be a system of projective coordinates of x and y be a system of projective coordi-
nates of y satisfying
ordz=0x = ordz=0y.
Then
Ordz=0(x, y) ≥ ordz=0(x− y)− ordz=0x. (42)
b) Suppose Ordz=0(x, y) > 0, if we fix for y a system system of projective coordinates y in
k((z))
n+1
, then there is a system of projective coordinates x ∈ k((z))n+1 of x satisfying
α) ordz=0x = ordz=0y,
β) ordz=0(x− y)− ordz=0(y) = Ordz=0(x, y)
(43)
Proof. See Lemma 1.22 of [48].
Lemma 2.19 (Liouville’s inequality). Let Q ∈ k(z) and Z be a cycle of dimension 0 defined
over k(z). Then
deg(Q)h(Z) + h(Q) deg(Z) ≥
∣∣∣∣∣∣
∑
β∈Z
ordv0
(
Q(β)
)∣∣∣∣∣∣ , (44)
Proof. See inequality (1.20) at the end of section 1.2.2 of [48].
In the following definition we associate to each bi-projective ideal I a couple of integers,
(δ0(I), δ1(I)). This quantity plays an important role in our article (though it seems to be a
little bit too complicated at first glance), so we make a short intuitive comment in Remark 2.21
just after the definition.
Definition 2.20. a) Let I ⊂ A be a bi-homogeneous ideal, we choose a bi-homogeneous
polynomial P ∈ I \ {0} that minimizes the quantity
µdeg(0,n−rkI+1)I degX P + ν0deg(1,n−rkI)I degX ′ P + ν1deg(1,n−rkI)I degX P. (45)
If there exists more than one bi-homogeneous polynomial minimising (45) we choose a poly-
nomial with degX′ P minimal. We introduce notation δ0(I)
def
= degX′ P and δ1(I)
def
= degX P .
b) For all cycle Z (defined over k) in P1 × Pn we define δi(Z) def= δi(I(Z)), i = 0, 1.
Remark 2.21. To each (homogeneous, say) ideal I in the ring of polynomials we can associate
an integer δ, the minimum of degree of polynomials belonging to I:
δ := min
P∈I
deg(P ).
In bi-homogeneous case degree is replaced by couple of integers (δ0(I), δ1(I)). For some reasons
(basically, the use of Bezout’s theorem, e.g. Theorem 4.11 of chapter 3 of [29]) the use of a
simple expression such as
min
P∈I
(degX′ P + degX P ) (46)
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does not lead to good results. The correct generalization in our case needs introducing weights
for degX′ and degX depending on the ideal I as well as constants µ, ν0, ν1 characterizing
the transformation φ (see the property (18)). This ”weighted” version of (46) is realized
in (45). Although the obtained notion seems to be quite sophisticated, it allows to perform
proofs presented in this article.
Here is the first property of the quantity (δ0(I), δ1(I)).
Lemma 2.22. Fix a point
f = (1 : z, 1 : f1(z) : ... : fn(z)) ∈ P1k[[z]] × Pnk[[z]]
and consider a sequence of cycles Zi ⊂ P1 × Pn defined over k and such that f 6∈ Zi for
i = 1, 2, 3, . . . . If ord(f, Zi) tends to +∞ (as i → ∞), then max(δ0(Zi, f), δ1(Zi, f)) also
tends to the infinity (as i→∞).
The proof of Lemma 2.22 is easy and can be found in [48] (Lemme 1.23). We shall need
only its weak corollary:
Corollary 2.23. There exist a constant Csg which depends only on f = (1 : z, 1 : f1(z) : ... :
fn(z)) ∈ P1k[[z]] × Pnk[[z]] such that if a cycle Z ⊂ P1 × Pn (defined over k) does not contain f
and satisfies ordfZ ≥ Csg, then either δ0(Z, f) ≥ 2n! + 1 or δ1(Z, f) ≥ 4n.
We introduce now a key notion of forthcoming proofs. As before, we discuss the notions
introduced here in Remark 2.25 just after the definition
Definition 2.24. We define
ν
def
=


1 if ν1 = 0,
2n+2max
(
1, 4ν0ν1
)n+1
if ν1 6= 0.
(47)
The sequence of numbers ρi is defined recursively. We put ρ0 = 0, ρ1 = 1 and ρi+1 =
ν(n + 1)!ρn+2i max (µ, ν0)
ν(n+1)!ρn+1
i for i = 1, ..., n + 1. The constants µ, ν0 et ν1 in this
definition are the same as in (18).
Let Z be an algebraic cycle (defined over k) in the space P1 × Pn. We denote by Vi,
or more precisely by Vi(Z), the vectorial space (over k) generated by the polynomials (in
k[X ′0 : X
′
1,X0 : ... : Xn]) vanishing over the cycle Z and of the degree in X
′ at most
ρi
(
δ0(Z) +
ν1
max(µ,ν0)
δ1(Z)
)
and of the degree in X at most ρiδ1(Z) (recall that δ0(Z) and
δ1(Z) are introduced in Definition 2.20).
If I is a proper bi-homogeneous ideal of A we also use the notation
Vi(I) = Vi(V(I)),
where V(I) is the cycle of P1 × Pn defined by I.
Remark 2.25. Basically, Vi represents a set of polynomials of bi-degree only a constant
(ρi) times bigger than a ”minimal” bi-degree (in terms explained in Definition 2.20 and Re-
mark 2.21). Note that constants ρi are absolute (they depend only on initial data: number of
functions n and constants µ, ν0 and ν1 controlling the growth of degree of polynomial under
the action of φ).
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Definition 2.26. We associate to every variety W a number i0(W ). We define it to be the
biggest positive integer such that rk (I0 (Vi(W ),I(W ))) ≥ i for all 1 ≤ i ≤ i0(W ).
Remark 2.27. Definitions 2.20 and 2.24 been given, one verifies the inequality
rk (I0 (V1(W ),I(W ))) ≥ 1.
So, the index i0(W ) ≥ 1 is well defined for all varieties W . On the other hand the rank of
any homogeneous ideal in A can not exceed n+ 1, thus i0(W ) ≤ n+ 1 for all variety W .
3 Proof of Lemma 2.16
In this section we prove Lemma 2.16 for the case ν1 = 0. We shall deduce it as a corollary of
the following technical lemma (Lemma 3.1). The proof in the case ν1 6= 0 is similar and can
be found in [48], subsection 2.2.2.
Lemma 3.1. Let I be a bi-homogeneous ideal of A, I 6= A and δ0 = δ0(I), δ1 = δ1(I) are the
quantities introduced in Definition 2.20.
Let W ( P1 × Pn be an irreducible variety projected onto P1 and such that
δ1deg(0,dimW )W + δ0 dimWdeg(1,dimW−1)W <
δ0δ
codim(W )
1
n!
. (48)
Then there is a polynomial Q ∈ I(W ) \ I satisfying two inequalities:
degX′ Q ≤ δ0 − 1,
degX Q ≤ δ1 − 1.
(49)
Proof. Note that in the case δ0 = 0 or δ1 = 0 the condition (48) can not be satisfied: the
r.h.s. is zero and can not exceed strictly the l.h.s. So it is enough to consider the case δ0 ≥ 1
and δ1 ≥ 1. Since W is projected onto P1, we have
deg(1,dimW−1)W ≥ 1, (50)
so the l.h.s. of (48) is at least dimW ≥ 1. Hence we can suppose
δ0δ
codim(W )
1 ≥ n!
If a polynomial Q0 of bi-degree (δ0−1, δ1−1) vanishes onW , it satisfies all the announced
properties of Lemma 3.1, there is nothing more to prove in this case. Indeed, Q0 does not
belong to I because
µ(δ1 − 1)deg(0,dim I)I + ν0(δ0 − 1)deg(1,dim I−1)I + ν1(δ1 − 1)deg(1,dim I−1)I
< µδ1deg(0,dim I)I + ν0δ0deg(1,dim I−1)I + ν1δ1deg(1,dim I−1)I (51)
and the r.h.s. of (51) minimizes the expression
µ degX(Q)deg(0,dim I)I + ν0 degX′(Q)deg(1,dim I−1)I + ν1 degX(Q)deg(1,dim I−1)I
16
for all the bi-homogeneous polynomials Q from I \ {0} (see Definition 2.20).
It remains to eliminate the case when no polynomial of bi-degree (δ0 − 1, δ1 − 1) vanishes
on W . Under this hypothesis, we have the estimation
Hg(W, δ0 − 1, δ1 − 1) ≥ δ0
(
δ1 + n− 1
n
)
≥ δ0 δ
n
1
n!
. (52)
In the same time, by Corollary 9 of [38] we have
Hg(W, δ0 − 1, δ1 − 1) ≤ (δ1 − 1)dimWdeg(0,dimW )W
+ (δ0 − 1)(δ1 − 1)dimW−1 dimWdeg(1,dimW−1)W + dimW.
(53)
Since we have (50), we can weaken (53) to
Hg(W, δ0 − 1, δ1 − 1) ≤δdimW1 deg(0,dimW )W
+ δ0δ
dimW−1
1 dimWdeg(1,dimW−1)W.
(54)
Inequalities (52) and (54) put together contradict assumption (48).
Corollary 3.2. In the situation of lemma 3.1 if I is a radical ideal and if an irreducible
variety W is projected onto P1 and contains V(I), then
δ1deg(0,dimW )W + δ0 dimWdeg(1,dimW−1)W ≥
δ0δ
codim(W )
1
n!
, (55)
Proof. The proof is straightforward using Lemma 3.1.
Proof of Lemma 2.16. We let r denote rkI0(Vi,P). The ideal I0(Vi,P) ⊂ P is extended-
contracted by localization at P of an ideal generated by polynomials of bi-degree
(ρiδ0(P), ρiδ1(P)) (see Definition 2.26). Hence it satisfies, according to Be´zout’s theorem,
(n− r + 1)(ρiδ0(P))(ρiδ1(P))n−rdeg(1,n−r) (I0(Vi,P))
+ (ρiδ1(P))n−r+1deg(0,n−r+1) (I0(Vi,P))
≤ (n+ 1)ρn+1i δ0(P)(δ1(P))n. (56)
By simplifying out the factor ρn−r+1i δ1(P)n−r from the both sides of the latter inequality we
obtain
(n− r + 1)δ0(P)deg(1,n−r) (I0(Vi,P)) + δ1(P)deg(0,n−r+1) (I0(Vi,P))
≤ (n+ 1)δ0(P)(ρiδ1(P))r . (57)
Let W = V(Q), where Q is a prime ideal (not necessarily the minimal one) associated to
V(I0(Vi,P)). By construction of I0(Vi,P) all its associated primes are contained in P, thus
V(P) ⊂ W . Moreover, since V(P) is projected onto P1, we deduce that W also is projected
onto P1. Applying Corollary 3.2 we obtain that W satisfies (55); in other words, every prime
Q associated to I0(Vi,P) satisfies
δ1(P)deg(0,n+1−rkQ)Q+ (n+ 1− rkQ)δ0(P)deg(1,n−rkQ)Q ≥
δ0(P)δ1(P)rkQ
n!
. (58)
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But
deg(1,n−r)(I0(Vi,P)) =
∑
Q∈SpecA,
rk(Q)=r
deg(1,n−r)(Q)lAQ((A/I0(Vi,P))Q),
(59)
and
deg(0,n−r+1)(I0(Vi,P)) =
∑
Q∈SpecA,
rk(Q)=r
deg(0,n−r+1)(Q)lAQ((A/I0(Vi,P))Q),
(60)
Summing up (59) with coefficient (n− r+1)δ0(P) and (60) with coefficient δ1(P), we obtain
(n− r + 1)δ0(P)deg(1,n−r)(I0(Vi,P)) + δ1(P)deg(0,n−r+1)(I0(Vi,P))
=
∑
Q∈SpecA,
rk(Q)=r
(
(n− r + 1)δ0(P)deg(1,n−r)Q+ δ1(P)deg(0,n−r+1)Q
)
× lAQ((A/I0(Vi,P))Q).
(61)
Applying (57) to the l.h.s. of (61) and (58) to the r.h.s. of (61) we obtain
(n+ 1)δ0(P)(ρiδ1(P))r ≥ δ0(P)δ1(P)
r
n!
m(I0(Vi,P)) (62)
Finally, we deduce (38) from (62) with simplification and using the remark r ≤ n+ 1.
4 Transference lemma of P.Philippon
In this section we present (a particular case of) the transference lemma elaborated in [38].
In the sequel we shall use the constant cn defined by
cn = 2
n+1(n+ 2)(n+1)(n+3). (63)
Note that in terms of [38] one has cn = cP1×Pn .
Theorem 4.1 (Transference (1, n)-Projective Lemma). Let f ∈ Pnk[[z]] and C be a real number
satisfying
C ≥ (min(ν0, µ)n)−1 . (64)
If a non-zero form P ∈ k[z][X0,X1, ...,Xn] satisfies
ordz=0(P (f))− degP · ordz=0(f)− h(P )
> C · n · ((µ+ ν0) (h(P ) + 1) + ν1 degP )µn−1 (degP + 1)n , (65)
then there is an irreducible cycle Z ∈ Pn
(
k(z)
)
defined over k(z), of dimension 0, contained
in the zero locus of P , satisfying
ν0 degZ · h(P ) + ν1 degZ · degP + µ · h(Z) · degP
≤ cnC(n+ 1)µn (ν0 (h(P ) + 1) + ν1 degP ) (degP + 1)n , (66)
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and ∑
α∈Z
Ordf (α) >c
−1
n
[
(cnC)
1
n (ν0(h(P ) + 1) + ν1 degP )
]
deg(Z)
+ c−1n
[
(cnC)
1
nµ(degP + 1)
]
h(Z).
(67)
In particular, (64) and (67) imply
∑
α∈Z
Ordf (α) > C
1
n c
−n−1
n
n
(
ν0 deg(Z)h(P ) + ν1 deg(Z) degP
+ µ · h(Z) deg P
)
.
(68)
Proof. We apply Corollary 11 of [38] to X˜0 = V(P ) and Φ˜ = f with
η =
[
(cnC)
1
n (ν0(h(P ) + 1) + ν1 degP )
]
,
δ =
[
(cnC)
1
nµ(degP + 1)
]
.
Inequality (64) implies
h(P ) ≤ η
degP ≤ δ, (69)
thus X˜0 id defined by a form of multidegree ≤ (η, δ) with
(η, δ) ≥ (c1/nn , c1/nn ).
In our case cn = cP1×Pn and
deg
(
X˜0; (η, δ)
)
= h(P ) · δn + n · degP · ηδn−1. (70)
The condition
OrdfX˜0 ≥ c−1n deg
(
X˜0; (η, δ)
)
is assured by (65), because
OrdfX˜0 = OrdfP = ordz=0(P (f))− degX ·Pordz=0(f)− h(P )
> C · n · ((µ+ ν0) (h(P ) + 1) + ν1 degX P )µn−1 (degX P + 1)n
> c−1n · n · (cnC)
((
ν0(h(P ) + 1) + ν1 degX P
)
µn−1
(
degX P + 1
)n
+ (h(P ) + 1)µn
(
degX P + 1
)n)
> c−1n
(
n · ηδn−1 degX P + δnh(P )
)
> c−1n deg
(
X˜0; (η, δ)
)
.
19
The conclusion of Corollary 11 of [29] gives us exactly the conclusion of the theorem. Indeed,
this corollary provides us a cycle Z ⊂ X˜0(k(z)) defined over k(z) and of dimension 0 such
that
δ · h(Z) + η degZ ≤ deg
(
X˜0, (η, δ)
)
, (71)∑
α∈Z
Ordf (α) > c
−1
n (η degZ + δ · h(Z)) . (72)
Inequality (71) (together with (69) and (70)) gives us inequality (66), and (72) provides
us (67).
Definition 4.2. Let C be a real number satisfying (64). We associate to each homogeneous
polynomial P ∈ k[z][X1, ...,Xn] and a real constant C > 0 satisfying (65) an irreducible 0-
dimensional cycle ZC(P ) defined over k(z), contained in the zero locus of P and satisfying
inequalities (66) and (67). In view of the transference lemma there exists at least one cycle
satisfying all these conditions (provided polynomial P and constant C satisfy (65)). If there
exists more than one such cycle, we choose one of them and fix this choice.
Remark 4.3. Considering (1 : z) as coordinates of a point in P1
k(z)
we can consider the cycle
Z as a 1-dimensional cycle in P1k × Pnk (defined over k). In this case we denote this cycle by
ZC(P ).
We associate to a bi-homogeneous polynomial P (X ′0,X
′
1,X0,X1, ...,Xn) ∈ A satisfying
ordz=0(P (1, z, f )− (degX P )ordz=0(f)− degX′ P
n((ν0 + µ)(degX′ P + 1) + ν1 degX P )µ
n−1(degX P + 1)
n
> C, (73)
the homogeneous polynomial
P (X0,X1, ...,Xn) = P (1, z,X0,X1, ...,Xn)
(satisfying in this case (65)). We have already defined the cycles ZC(P ) et ZC(P ) for the
latter polynomial. By this procedure we associate equally the cycles ZC(P ) and ZC(P ) to
every bi-homogeneous polynomial P ∈ A satisfying (73).
Remark 4.4. Note that combining (73) (for C large enough) with the transference lemma
(Theorem 4.1, (67)) one shows that the cycle ZC(P ) is not an isotrivial one (and thus ZC(P )
is not defined over k). Indeed, it is easy to find a lower bound for C in order to assure that
ZC(P ) is not isotrivial. Each point defined over k contributes at most Ordz=0
(
f ∧ f(0)) to
OrdfZC(P ), so for an isotrivial cycle Z one has
OrdfZ ≤ Ordz=0
(
f(z) ∧ f(0)) degZ.
Thus
C > Ciso :=
(
cnOrdz=0
(
f ∧ f(0)) + 1
min(ν0, µ)
)n
implies that ZC(P ) is not isotrivial.
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The following theorem plays an important role in the proof of our principal result, The-
orem 5.1. More precisely, without Theorem 4.5 we could prove (with essentially the same
arguments) Theorem 5.1 with the assumption (95) replaced by a stronger hypothesis:
ordf (Q) < K0.
Note that corresponding corollary for differential operators in the case of characteristic 0
coincides with Nesterenko’s conditional multiplicity lemma (see Theorem 1.1 of Chapter 10
[29], or Theorem 6.1 below).
Theorem 4.5. Let f = (1 : f1 : ... : fn) ∈ Pnk[[z]] be a point with all the coordinates f1, f2,...,fn
algebraically independent over k(z). Let P ∈ k[z][X0, ...,Xn] be a non-zero homogeneous
polynomial satisfying (65) with
C ≥ max
(
(3/min(ν0, µ))
n (n!)ncn−1n ,
(
cnCsg + 1
min(ν0, µ)
)n
, Ciso
)
(74)
(where Csg is the constant from Corollary 2.23). Let Z = ZC(P ) and let P0 ∈ k[z][X0, ...,Xn]
be a homogeneous non-zero polynomial in X, vanishing on Z and realizing the minimum of
the quantity
ν0 · h(Z)h(Q) + ν1 · degZ · h(Q) + µ · h(Z) degX Q (75)
over all the homogeneous polynomials Q ∈ k[z][X0, ...,Xn] different from 0 and vanishing on
Z.
We introduce the notation δ0 = h(P0) and δ1 = degX P0.
Then there exists a point α ∈ Z satisfying
Ord(f , α) > C˜(δ0 + 1)(δ1 + 1)
n, (76)
where C˜ = C
1
n min(ν0, µ)
(
3 · n! · c
n−1
n
n
)−1
.
Proof. We claim that there exists a point α1 ∈ ZC(P ) satisfying
Ord(α1, f) ≥ Csg. (77)
Indeed, the lower bound (67) implies that there exists a point α1 ∈ ZC(P ) satisfying
Ord(α1, f) ≥ c−1n
[
(cnC)
1
n ν0
]
and we deduce (77) from (74).
In view of Corollary 2.23 we can thus suppose
δ0 ≥ 2 · n! + 1 or δ1 ≥ 4n. (78)
Let (a, b) ∈ N2. By linear algebra one can construct a bi-homogeneous polynomial Q(a,b) =
Q(a,b)(X
′
0,X
′
1,X0,X1, ...,Xn) ∈ A \ {0} of bi-degree (a, b) and of vanishing order at f =
(1, z, f ) satisfying
ordz=0Q(a,b)(f) ≥ ⌊
1
n!
(a+ 1)(b+ 1)n⌋. (79)
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Let
(a, b) =
{
(δ0 − 1, δ1), if δ0 ≥ 2 · n! + 1,
(δ0, δ1 − 1), otherwise, i.e. δ1 ≥ 4n in view of (78) .
(80)
We claim that for this choice of (a, b) the following inequality holds
ordz=0Q(a,b)(f) >
1
2 · n! (δ0 + 1)(δ1 + 1)
n. (81)
In view of (80), it suffices to consider two cases:
a) δ0 ≥ 2 · n! + 1,
b) δ1 ≥ 4n.
By (79) we have
ordz=0Q(a,b)(f) ≥ ⌊
1
n!
(a+ 1)(b+ 1)n⌋ > 1
n!
(a+ 1)(b+ 1)n − 1. (82)
In the case a) one deduces
ordz=0Q(a,b)(f) ≥
1
n!
(δ0(δ1 + 1)
n − n!) (83)
and in order to show (81) it is sufficient to verify
2δ0(δ1 + 1)
n − 2 · n! ≥ (δ0 + 1)(δ1 + 1)n. (84)
The latter inequality is obvious for δ0 ≥ 2 · n! + 1 (and δ1 ≥ 0).
In the case b) the same procedure brings us to the point where it is sufficient to verify
(instead of (84))
2(δ0 + 1)δ
n
1 − 2 · n! ≥ (δ0 + 1)(δ1 + 1)n. (85)
We can rewrite this inequality as(
2
(
δ1
δ1 + 1
)n
− 1
)
(δ0 + 1) ≥ 2 · n!
(δ1 + 1)n
. (86)
The l.h.s. of (86) is an increasing function of δ0 and δ1, and the r.h.s. of (86) is a decreasing
function of δ1. So it is sufficient to verify this inequality for δ0 = 0 and δ1 = 4n. We can
directly calculate
2
(
4n
4n+ 1
)n
(0 + 1) > 1/2 >
2 · n!
(4n + 1)n
, (87)
hence (85) is true for all the values δ0 ≥ 0, δ1 ≥ 2n. This completes the proof of (81).
We define
Q(X0, ...,Xn) = Q(a,b)(1, z,X0, ...,Xn)
q,
where q = ⌈2 · n!C˜⌉; therefore we have ordz=0Q(a,b)(1, z, 1, f1, ..., fn)q ≥ C˜(δ0 + 1)(δ1 + 1)n.
As the coordinates of f are algebraically independent over k(z), we have Q(f) 6= 0.
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It is easy to verify
h(Q) ≤ degX′ Q(a,b) = a,
degX Q = degX Q(a,b) = b.
In the same time one obviously has
degZ ≥ 1
and, as Z is not defined over k (see Remark 4.4), one has
h(Z) ≥ 1.
In view of (80) we obtain that the polynomial Q makes the quantity (75) strictly smaller than
the minimum realized by P0. So it can not vanish on Z (by the definition of P0); in other
words: Q does not belong to I(Z).
We apply Theorem 4.11 of chapter 3 of [29] to polynomial Q(X0, ...,Xn) and to the ideal
I(Z) 0-dimensional over k(z).
Let α ∈ Z realize the maximum of distance from points of Z to f ; in other words: let
Ord(f, α) = maxβ∈Z Ord(f, β).
We define
θ =
{
Ordz=0Q(f), if Ord(f , α) > Ordz=0Q(f)
OrdfI(Z), if Ord(f , α) ≤ Ordz=0Q(f)
(88)
By Theorem 4.11 of chapter 3 of [29] one has
θ ≤ h(Q) deg(I(Z)) + h(I(Z)) deg(Q) (89)
(in our case the base field is k(z) and all its valuations are non-archimedean ones, so ν = 0
and the term νm2 deg(I(Z)) deg(Q) is equal to zero in the theorem in the reference).
We shall prove that the inequality
Ord(f, α) ≤ Ordz=0Q(f) (90)
is in fact impossible.
Indeed, in this case θ = OrdfI(Z), so (89) implies
OrdfI(Z) ≤ qδ0 deg(Z) + qδ1h(Z),
and we can weaken this inequality
OrdfI(Z) ≤ q
min(ν0, µ)
(ν0δ0 deg(Z) + ν1δ1 deg(Z) + µδ1h(Z)) .
Using the definition of δ0 and δ1 we deduce
OrdfI(Z) ≤ q
min(ν0, µ)
(
ν0h(P0) deg(Z)
+ ν1 degP0 deg(Z) + µ degP0h(Z)
)
≤ q
min(ν0, µ)
(
ν0h(P ) deg(Z)
+ ν1 degP deg(Z) + µ degPh(Z)
)
.
(91)
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Indeed, as P vanishes on Z one has
ν0h(P0) deg(Z) + ν1 degP0 deg(Z) + µ degP0h(Z)
≤ ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z)
by the minimality defining P0. Then, applying (68) (recall our notation Z = ZC(P )), one has
OrdfI(Z) > C
1
n c
−n−1
n
n (ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z))
and gluing this inequality with (91) we obtain
C
1
n c
−n−1
n
n (ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z))
<
q
min(ν0, µ)
(ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z)) .
Simplifying ν0h(P ) deg(Z) + ν1 degP deg(Z) + µ degPh(Z) we deduce inequality
3 · n!C˜ = C 1n min(ν0, µ)c−
n−1
n
n < q = ⌈2 · n!C˜⌉
which contradicts the definition of q and C˜ ≥ 1 (recall that C˜ is defined at the end of the
statement of this theorem and C˜ ≥ 1 in view of (74)). So the inequality (90) is impossible.
Unavoidably one has
Ord(f, α) > ordz=0Q(f).
By construction of Q one has ordz=0Q(f) > C˜(δ0 + 1)(δ1 + 1)
n, so we deduce
Ord(f , α) > C˜(δ0 + 1)(δ1 + 1)
n. (92)
5 Principal result
In this section we introduce the main result of this paper in its full generality (a simplified
version is given in Theorem 1.1) and prove it.
Recall that general framework imposed for this article is set up in subsection 2.1. So,
we have an algebraically closed field k, a polynomial ring A = k[X ′0,X ′1,X0, . . . ,Xn], bi-
graduated with respect to
(
degX′ ,degX
)
, and a (set-theoretical) transformation φ : A → A
satisfying properties (18) and (19). In the statement below as well as forthcoming proofs we
use various notions defined in subsections 2.2 and 2.3. In particular, m(I) (as well as Vi and
eφ) is defined in Definition 2.15, i0 in Definition 2.26 and ordf in Definition 2.17.
Theorem 5.1 (Formal multiplicity lemma). Let C0 ∈ R+ be a constant such that for all
bi-homogeneous prime ideal Q ⊂ A of rank n one has
ordfQ ≥ C0 ⇒ the transformation φ is correct with respect to Q. (93)
Let n1 ∈ {1, . . . , n} and C1 ∈ R+ and suppose that there exists a constant K0 ∈ R+ (depending
only on φ and f) with the following property: for all equidimensional bi-homogeneous φ-stable
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ideal I ⊂ A of rank ≥ n1 and such that m(I) ≤ (n+ 1)!ρn+1n+1, and moreover all its associated
prime ideals satisfy
ordfQ ≥ C0, (94)
there exists a prime factor Q ∈ Ass(A/I) that satisfies
ordf (Q) < K0
(
deg(0,n−rkQ+1)(Q) + deg(1,n−rkQ)(Q)
)
. (95)
Under these conditions, there exists a constant K > 0 such that for all P ∈ A \ {0}
satisfying for all C ≥ C1
i0(ZC(P )) ≥ n1 (96)
(recall that the cycle ZC(P ) is introduced in Remark 4.3) satisfy also
ordz=0(P (f)) ≤ K
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
× µn−1(degX P + 1)n. (97)
Remark 5.2. Condition (96) is always satisfied with n1 = 1 and C1 = 0 (in view of the
definition of i0(Z(P )), see Definition 2.26 and Remark 2.27). Using this choice of n1 and C0
and forgetting also some restrictions on the φ-stable ideals for which one has to provide (94)
we obtain the statement of Theorem 1.1.
Remark 5.3. Parameters n1 and C1 are introduced because in certain situations it is possible
to provide direct lower estimate of i0(Z(P )) better than 1 (see Remark 2.27), so excluding the
necessity of analysis of φ-stable ideals of a small codimension. It could appear a decisive step,
e.g. see proof of Proposition 4.11 in [48].
We shall deduce Theorem 5.1 at the end of this section as a consequence of Proposition 5.4
and Lemma 5.5 below.
Proposition 5.4. Let P ∈ A and C ∈ R satisfy:
C <
ordz=0(P ◦ f)− (degX P )ordz=0(f)− degX ′ P
n
(
(ν0 + µ)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)
n
(98)
C ≥ (min(ν0, µ))−n . (99)
Let P be the ideal defined as P = I(ZC(P )), where ZC(P ) is the cycle introduced in Re-
mark 4.3. Suppose that for i = i0(ZC(P )) one has
eφ(Vi(P),P) ≤ m(I0(Vi(P),P)); (100)
then
C ≤ (2ρn+1)
ncn−1n
min(1;λ)nmin(1;µ)n
. (101)
Moreover, for all polynomials P ∈ A, one has
ordz=0P (f(z)) ≤ max
(
n
(min(ν0, µ))
n ,
(2ρn+1)
ncn−1n
min(1;λ)nmin(1;µ)n
)
× ((µ + ν0)(degX′ P + 1) + ν1 degX P )µn−1(degX P + 1)n
+ (ordz=0f)(degX P ) + degX ′ P.
(102)
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Proof. Note that for degX P = 0 the conclusion of the proposition is automatically satisfied.
Thus we need only to treat the case degX P ≥ 1.
Ad absurdum assume
C >
(2ρn+1)
ncn−1n
min(1;λ)nmin(1;µ)n
. (103)
Recall that i0(ZC(P )) ≥ 1 is the largest index i ∈ {1, ..., n} such that rk(ViAP) ≥ i (see
Definition 2.26). We put e0 the largest integer ≤ eφ(Vi0 ,P) such that Vi0 + ...+ φe0(Vi0) ⊂ P
(we use the notation Vi0 as a shorthand for Vi0(P)). Note that the assumption (100) implies
that eφ(Vi0 ,P) is finite, so e0 is a well-defined integer.
Let Q be a generator of φe0(Vi0); by Lemma 2.4 one has
degX Q ≤ µe0ρi0δ1(P),
degX ′ Q ≤ (ν0δ0(P) + e0ν1δ1(P))max(ν0, µ)e0−1ρi0 .
(104)
With the substitution (X ′0 : X
′
1) = (1 : z) we can consider Q as a polynomial Q of
k[z][X0 : ... : Xn]. We define Z = ZC(P ).
Let α ∈ Z. By Lemma 2.18, b), there is a system of projective coordinates α satisfying
ordz=0α = ordz=0f,
ordz=0(α− f)− ordz=0(f) = Ordz=0(α, f).
In view of ordz=0f = 0, we deduce immediately
ordz=0α = 0, (105)
ordz=0(α− f) = ordz=0(α ∧ f). (106)
We fix a choice of projective coordinate systems satisfying (105) and (106) for all α ∈ Z.
We claim that
ordz=0(φ(Q)(α)) ≥ min(ordz=0(φ(Q)(f)), ordz=0(α ∧ f)). (107)
Indeed,
ordz=0 (φ(Q)(α)) = ordz=0
((
φ(Q)(α)− φ(Q)(f ))+ φ(Q)(f))
≥ min (ordz=0 (φ(Q)(α)− φ(Q)(f)) , ordz=0 (φ(Q)(f)))
≥ min (ordz=0 (α− f) , ordz=0 (φ(Q)(f )))
≥ min (ordz=0 (α ∧ f) , ordz=0 (φ(Q)(f))) .
Then, by (19) and in view of Q(α) = 0 (according to the choice of e0),
ordz=0
(
φ(Q)(f)
) ≥ λordz=0Q(f)
≥ λordz=0
(
Q(f)−Q(α))
≥ λordz=0
(
α ∧ f) .
(108)
We deduce from (107) and (108)
ordz=0(φ(Q)(α)) ≥ min(1, λ)ordz=0(α ∧ f) (109)
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for all α ∈ Z.
By (109) one has
1
min(1, λ)
∑
α∈ZC(P )
(ordz=0 (φ(Q)(α)))
≥
∑
α∈ZC(P )
(
ordz=0(α ∧ f)
)
=:M
(110)
(note that M is equal the l.h.s. of (68)). By definition of ZC(P ) (see Definition 4.2 and
Remark 4.3) and with (103) we estimate
M > C
1
n c
−n−1
n
n
(
ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P
)
≥ 2ρn+1
min(1, λ)min(1, µ)
(
ν0 deg(Z) degz P
+ ν1 deg(Z) degX P + µh(Z) degX P
)
. (111)
We deduce from (110), (111) and taking into account (103)
∑
β∈ZC(P )
ordz=0
(
φ(Q)(β)
)
>
2ρn+1
min(1, µ)
× (ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P ) . (112)
Also Liouville’s inequality (44) implies (if φ(Q) does not vanish on ZC(P ))∑
β∈ZC(P )
ordz=0
(
φ(Q)(β)
) ≤ deg(Z)h(φ(Q)) + h(Z) deg φ(Q)
≤ max(µ, ν0)e0ρi0 (ν0 deg(Z)δ0 + ν1(e0 + 1) deg(Z)δ1 + µh(Z)δ1)
≤ max(µ, ν0)e0(e0 + 1)ρi0 (ν0 deg(Z)δ0 + ν1 deg(Z)δ1 + µh(Z)δ1)
(113)
(the second inequality here comes from (104)).
According to the definition of e0, the hypothesis (100) and Lemma 2.16 we have
e0 ≤ eφ(Vi0 ,P) ≤ m(I0(Vi0 ,P)) ≤ ν(n+ 1)!ρn+1i0 , (114)
and so max(µ, ν0)
e0(e0 + 1)ρi0 ≤ ρi0+1 ≤ ρn+1 by definition of ρn+1. Thus (112) and (113)
lead to:
2ρn+1
min(1, µ)
(
ν0 deg(Z) degz P + ν1 deg(Z) degX P + µh(Z) degX P
)
< ρn+1 (ν0 deg(Z)δ0 + ν1 deg(Z)δ1 + µh(Z)δ1) .
This inequality contradicts Definition 2.20, thus φ(Q)(α) = 0.
So we have
φe0+1(Vi0) ⊂ P, (115)
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and this inclusion contradicts the definition of e0 if e0 < eφ(Vi0 ,P). We conclude e0 =
eφ(Vi0 ,P).
Moreover, (115) implies
rk
(
(Vi0 + ...+ φ
e0+1(Vi0))AP
) ≤ rk (PAP) = n. (116)
As e0 + 1 > eφ(Vi0 ,P) and by definition of eφ(Vi0 ,P) we have
rk
(
(Vi0 + ...+ φ
e0+1(Vi0))AP
)
> rk(Vi0AP) ≥ i0, (117)
we obtain
rk(Vi0+1AP) ≥ rk
(
(Vi0 + ...+ φ
e0+1(Vi0))AP
) ≥ i0 + 1.
If i0 < n this inequality contradicts the definition of i0, and if i0 = n inequality (117) implies
rk
(
(Vi0 + ...+ φ
e0+1(Vi0))AP
)
> n,
in contradiction with (116).
So, we have verified that the hypothesis (103) can not being satisfied, establishing there-
fore (101).
It remains to verify (102). We fix an arbitrary polynomial P ∈ A and consider the
set M(P ) of reals C satisfying (98) and (99) (for our chosen and fixed polynomial P ). If
M(P ) = ∅, we have
(min(ν0, µ))
−n ≥ ordz=0(P ◦ f)− (degX P )ordz=0(f)− degX′ P
n
(
(µ+ ν0)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)
n
obtaining immediately (102).
In the opposite case, if M(P ) 6= ∅, we let Cs denote the upper bound of M(P ), which is
a real finite number: the inequality (98) shows
Cs =
ordz=0(P ◦ f)− (degX P )ordz=0(f)− degX′ P
n
(
(µ + ν0)(degX′ P + 1) + ν1 degX P
)
µn−1(degX P + 1)
n
.
In the first part of the proof we have established the inequality (101) for all the elements of
M(P ), therefore Cs also satisfies this inequality, hence (102).
Lemma 5.5. Let P be a prime ideal of A such that the transformation φ is correct with respect
to this ideal and let V ⊂ A, V 6= {0}, be a k-linear subspace of A. If eφ(V,P) > m(I0(V,P)),
then there exists an equidimensional φ-stable ideal J such that
a) I0(V,P) ⊂ J ⊂ P,
b) rk(J) = rk(I0(V,P)),
c) all the primes associated to J are contained in P.
In particular,
m(J) ≤ m(I0(V,P)),
deg(1,n−rkJ)J ≤ deg(1,n−rkI0(V,P))(I0(V,P)),
deg(0,n−rkJ+1)J ≤ deg(0,n−rkI0(V,P)+1)(I0(V,P)).
(118)
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Proof. We shall use the shorthand m for m(I0(V,P)), and for each e = 0, 1, 2, ... we use the
notation J˜e := Ie(V,P), Je := eq(J˜e). In view of these definitions we have
J˜e ⊂ J˜e+1 ⊂ Je+1 e = 0, 1, 2, .... (119)
and
rkJe = rk J˜e ≤ rk J˜e+1 = rkJe+1. (120)
Note that if rk(J˜e+1) = rk(J˜e), that is to say if rk(Je+1) = rk(Je), then
Je+1 ⊃ Je (121)
(because obviously we always have the inclusion J˜e+1 ⊃ J˜e).
If
φe+1(V ) * Je, (122)
then either:
rk(Je+1) > rk(Je) (123)
or
rk(Je+1) = rk(Je) and m(Je+1) < m(Je). (124)
Indeed, (122)) implies that there is an element x ∈ Je+1\Je (because Je+1 ⊃ J˜e+1 ⊃ φe+1(V )).
A fortiori either this x is not a zero divisor in A/Je (and as a consequence rk(Je+1) > rk(Je),
i.e. we have (123)), or, if we assume that x is a zero divisor in A/Je, then x does not belong
to at least one primary component of the equidimensional ideal Je. In the latter case we can
also suppose rk(Je+1) = rk(Je) (otherwise we have (123) and the claim is established), so we
also have Je ⊂ Je+1 (see (121)) and each primary component of Je+1 contains at least one
primary component of Je (because otherwise by localization we couldn’t obtain Je ⊂ Je+1).
So for all Q ⊂ Spec(A) we have lAQ((A/Je+1)Q) ≤ lAQ((A/Je)Q) and in view of (37) we
conclude m(Je+1) ≤ m(Je). But there exists an element x ∈ Je+1 that does not belong to at
least one primary component Q of Je, we denote the radical of this primary component Q by
P. So we obtain lAP ((A/Je+1)P ) < lAP ((A/Je)P ), and thus m(Je+1) < m(Je).
By the definition of eφ(V,P) (see Definition 2.15) we have
rk (Je) = rk (J0) pour tout e = 0, ..., eφ(V,P). (125)
As eφ(V,P) ≥ m, if φe+1(V ) * Je for e = 0, ...,m − 1, we have
1 ≤ m(Jm) < m(Jm−1) < · · · < m(J0) = m, (126)
thus we havem+1 pairwise distinct integersm(J0), . . . ,m(Jm) between 1 andm, this situation
been impossible we conclude that there exists 0 ≤ e0 ≤ m− 1 such that
φe0+1(V ) ⊂ Je0 . (127)
Thus we have (in view of the definition of the ideal J˜e0)
φ(J˜e0) ⊂
(
J˜e0 + φ
e0+1(V )
)
AP ∩ A ⊂ Je0 + Je0 ⊂ Je0 , (128)
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because J˜e0 ⊂ Je0 by definition of Je0 .
As φ is correct with respect to P (and by construction of Je0 all its associated primes are
contained in P), (128) implies
φ(Je0) ⊂ Je0 ,
so the equidimensional ideal Je0 is φ-stable.
We are going to show that the choice J = Je0 satisfies all the conditions of the lemma.
The construction of Je0 shows that all its associated primes are contained in P, it gives us
the point c). Further, we deduce the point a) with the evident remark I0(V,P) = J˜0 ⊂ Je0 .
The point b) is implied by (125).
Finally, (118) is a consequence of a), b) and c). So the ideal J = Je0 satisfies all the
properties from the statement of the proposition.
Proof of Theorem 5.1. We define
C = 1 +max
(
cn−1n C
n
0 , (min(ν0, µ))
−n , Ciso,
(
n!cn
(
1 +
ν1
max(µ, ν0)
)
ρnnK0
)n
, C1
)
(129)
(recall that cn is defined in (63), C0, C1, K0 come from the statement of Theorem 5.1 (as-
sumptions (94), (96)), Ciso is provided by the remark 4.4). Let P ∈ A \ {0} be a polynomial
that does not satisfy (97) for
K = max
(
2nC,
(
2ρn+1cn
max(1, λ)max(1, µ)
)n)
. (130)
Then it satisfies (73). In particular, C and P satisfy conditions (98) and (99) of Proposi-
tion (5.4).
In the sequel we use the notation P = I(ZC(P )), where ZC(P ) is the cycle introduced
in the remark 4.3. In view of (68) and (129), we have ordfP > C0 and thus, using the
assumption (93), φ is correct with respect to P. Moreover, ZC(P ) is projected onto P1 (cf.
the remark 4.4).
Recall that Vi = Vi(ZC(P )) is introduced in the definition (2.24) and eφ, m are introduced
in Definition 2.15: (36) and (37) respectively If for i = i0(ZC(P )) we have
eφ(Vi,P) ≤ m(I0(Vi,P)), (131)
we verify (100) and we can apply Proposition 5.4, it gives us (97) in view of our choice of K.
This contradicts our hypothesis that P does not satisfy (97). On the other hand, if (131) is
not satisfied, we apply Lemma 5.5 to the ideal P and the vectorial space V = Vi(P) (we recall
the notation i = i0(ZC(P ))).
We denote by J the equidimensional φ-stable ideal provided by Lemma 5.5. In view of
the property b) of this proposition we have rkJ = rk (Vi) ≥ i ≥ n1.
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We verify (In view of (118))
m(J) ≤ m(I0(V,P)),
deg(0,n−rkJ+1)(J) ≤ deg(0,n−rkJ+1)(I0(Vi,P)).
(132)
As V(P) = ZC(P ) is projected onto P1 we have by Lemma 2.16
m(I0(V,P)) ≤ ν(n+ 1)!ρn+1i
and also δ1(P) ≥ 1.
Recall that I0(Vi,P) ⊂ P and thus
rkI0(Vi,P) ≤ rkP = n.
As the ideal I0(Vi,P) ⊂ P is extended-contracted of an ideal generated by polynomials of
bi-degree ≤
(
ρi
(
δ0(P) + ν1max(µ,ν0)δ1(P)
)
, ρiδ1(P)
)
, we have
deg(0,n−rkI0(Vi,P)+1)(I0(Vi,P)) ≤
(
δ0(P) + ν1
max(µ, ν0)
δ1(P)
)
× δ1(P)rkI0(Vi,P)−1ρrkI0(Vi,P)i
≤
(
1 +
ν1
max(µ, ν0)
)
ρnn
× (δ0(P) + 1) (δ1(P) + 1)rkI0(Vi,P) ,
(133)
and finally
deg(0,n−rkJ+1)J ≤
(
1 +
ν1
max(µ, ν0)
)
ρnn (δ0(P) + 1) (δ1(P) + 1)rkJ . (134)
As J is an equidimensional ideal, we obtain for all Q ∈ Ass(A/J)
deg(0,n−rkQ+1)Q ≤ deg(0,n−rkJ+1)J
≤
(
1 +
ν1
max(µ, ν0)
)
ρnn (δ0(P) + 1) (δ1(P) + 1)rkQ .
(135)
The same calculation for deg(1,n−rkQ)Q gives us
deg(1,n−rkQ)Q ≤ ρnn (δ1(P) + 1)rkQ . (136)
As P and C satisfy (73), by Lemma 4.5 there exists a point α ∈ ZC(P ) satisfying (76)
with C˜ = C
1
n min(ν0,µ)
3n!cn
≥
(
1 + ν1max(µ,ν0)
)
ρnnK0 (the last inequality is implied by the defini-
tion (129)), and thus one has for all Q ∈ Ass(A/J) (in view of Lemma 5.5, point c))
ordfQ ≥ ord(f, α) >
(
1 +
ν1
max(µ, ν0)
)
ρnnK0(δ0(P) + 1)(δ1(P) + 1)n. (137)
The estimates (135), (136) and (137) put together (and been verified for all Q ∈ Ass(A/J))
contradict (95). So, the assumption (73) with C given by (129) is untenable and we de-
duce (97) with our choice of K. It contradicts again our assumption that P does not sat-
isfy (97).
Finally, we conclude that polynomial P does not satisfying (97) can not exist, and this
completes the proof.
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6 Applications
6.1 Multiplicity estimates for solutions of algebraic differential equations
In this subsection we consider an n-tuple f = (f1(z), . . . , fn(z)) of analytic functions (or,
more generally, power series) satisfying the system of differential equations
f ′i(z) =
Ai(z, f)
A0(z, f)
, i = 1, . . . , n, (138)
where Ai(z,X1, . . . ,Xn) ∈ k[z,X1, . . . ,Xn] for i = 0, ..., n (we suppose that A0 is a non-zero
polynomial).
We associate to the system (138) the following differential operator
D = A0(z,X1, . . . ,Xn)
∂
∂z
+
n∑
i=1
Ai(z,X1, . . . ,Xn)
∂
∂Xi
. (139)
This operator is an application D : k[z,X1, . . . ,Xn] → k[z,X1, . . . ,Xn]. We also consider D
as acting on A = k[X ′0,X ′1][X1, . . . ,Xn] defining
D = hA0(X
′
0,X
′
1,X1, . . . ,Xn)
∂
∂X ′1
+
n∑
i=1
hAi(X
′
0,X
′
1,X1, . . . ,Xn)
∂
∂Xi
, (140)
where hP denotes the bi-homogenization of the polynomial P ∈ k[z,X1, . . . ,Xn]:
hP (X ′0,X
′
1,X1, . . . ,Xn) := X
′ degz P
0 ·X
degX P
0 · P
(
X ′1
X ′0
,
X1
X0
, . . . ,
Xn
X0
)
.
One readily verifies D(hP ) = h(D(P )), so the application D : A → A is exactly the ”bi-
homogenization” of D : k[z,X1, . . . ,Xn]→ k[z,X1, . . . ,Xn].
The application D is a correct application with respect to any ideal P ⊂ A, according to
Corollary 2.13.
We are going to deduce from Theorem 5.1 an improvement of the following Nesterenko’s
famous theorem (proved in [28]):
Theorem 6.1 (Nesterenko, see Theorem 1.1 of Chapter 10, [29]). Suppose that functions
f = (f1(z), . . . , fn(z)) ∈ C[[z]]n
are analytic at the point z = 0 and form a solution of the system (138) with k = C. If there
exists a constant K0 such that every D-stable prime ideal P ⊂ C[X ′1,X1, . . . ,Xn], P 6= (0),
satisfies
min
P∈P
ordz=0P (z, f) ≤ K0, (141)
then there exists a constant K1 > 0 such that for any polynomial P ∈ C[X ′1,X1, . . . ,Xn],
P 6= 0, the following inequality holds
ordz=0(P (z, f)) ≤ K1(degX′ P + 1)(degX P + 1)n. (142)
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Remark 6.2. Assuming A0(0, f(0)) 6= 0 in the system (138), it is easy to verify the condi-
tion (141), cf. [29], chapitre 10, example 1 (p. 150). Also, the condition (141) is established
in the case when the polynomials Ai, i = 0, . . . , n are of degree 1 in X1, . . . ,Xn, cf. [25]. In
the latter case the proof is based on the differential Galois theory.
Using Theorem 5.1 we can replace (141) in Theorem 6.1 by a weaker assumption (see (143)
below and (95)). In the same time our result is valid with the base field of an arbitrary
characteristic.
Theorem 6.3. Let
f = (f1(z), . . . , fn(z)) ∈ k[[z]]n
be a set of formal power series forming a solution of the system (138) and let n1 ∈ {1, . . . , n},
C1 ∈ R+ be two numbers. We suppose that there is a constant K0 such that all bi-homogeneous
primary D-stable ideals P ⊂ A of rank ≥ n1 satisfy
ordfP ≤ K0
(
deg(0,n−rkP+1)P + deg(1,n−rkP)P
)
, (143)
or, if char k = 0, we suppose that inequality (143) holds only for bi-homogeneous prime D-
stables ideals P ⊂ A of rank ≥ n1. Under these conditions there is a constant K1 > 0 such
that all P ∈ A \ {0} satisfying for all C ≥ C1
i0(ZC(P )) ≥ n1 (144)
satisfies also
ordz=0(P (z, f)) ≤ K1(degX′ P + 1)(degX P + 1)n. (145)
Proof. We are going to apply Theorem 5.1. The condition (93) is satisfied because the appli-
cation φ = D is correct with respect to all the ideals (see Corollary 2.13).
The functions f1(z), . . . , fn(z) are algebraically independent over k(z) because otherwise
the ideal Pf 6= (0) been D-stable can not satisfy (143).
Consider a bi-homogeneous equidimensional and D-stable ideal J ⊂ A, J 6= (0). Let Q
be a primary factor of J . As J is an equidimensional ideal, we can present J as J = Q ∩ I,
where I 6⊂ √Q. Then we fix an element x ∈ I \ √Q.
Suppose a ∈ Q, then xa ∈ J and as J is D-stable we have
D(xa) ∈ J ⊂ Q. (146)
Since D is a derivation,
D(xa) = D(x)a+ xD(a). (147)
We have D(x)a ∈ Q (because a ∈ Q), and also (given (146) and (147)) xD(a) ∈ Q. By our
choice of x this implies D(a) ∈ Q, thus Q is D-stable.
If char k = 0, we claim that
√Q is D-stable. Indeed, for all a ∈ √Q we have an ∈ Q, and
so
D(an) ∈ Q.
But D(an) = nD(an−1), thus in the case char k = 0 we deduce D(an−1)Q. By repeating this
procedure we arrive to the conclusion D(a) ∈ Q ⊂ √Q, thus √Q is D-stable.
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Now the hypothesis (143) assures immediately (95). Indeed,
deg(0,n−rkP+1)
√Q ≤ deg(0,n−rkP+1)Q ≤ deg(0,n−rkP+1) deg J,
deg(1,n−rkP)
√Q ≤ deg(1,n−rkP)Q ≤ deg(1,n−rkP) deg J
and for at least one of the primary factors of J we have
ordf
√Q = ordfQ = ordfJ.
So we can apply Theorem 5.1 (with the constant C0 = 0, for example) and this theorem gives
us the desired conclusion.
6.2 Zero order estimates for functions satisfying functional equations of
generalized Mahler’s type
Let T be a rational transformation from P1 × Pn to itself defined by
(X ′0 : X
′
1,X0 : ... : Xn)→
(
A′0(X
′
0,X
′
1) : A
′
1(X
′
0,X
′
1),
A0(X
′
0,X
′
1,X0, ...,Xn) : ... : An(X
′
0,X
′
1,X0, ...,Xn)
)
, (148)
where A′i ∈ k[X ′0,X ′1], i = 0, 1, are homogeneous polynomials of degree r in X ′ and Aj ∈ A,
j = 0, ..., n, are bi-homogeneous polynomials of bi-degree (s, t) in X ′ and X.
Remark 6.4. We associate to every rational transformation T defined by (148) and such
that A0, A
′
0 are non-zero polynomials, a system of functional equations (7) by defining p(z) =
A′
1
(1,z)
A′
0
(1,z) :
A0(f(z))fi(p(z)) = Ai(f(z)), i = 1, ..., n (149)
(where f denotes (1, z, 1, f1(z), ..., fn(z))).
The other way around, starting from the system (7) (where p(z) ∈ k(z) and we do not make
the hypothesis that ordz=0p ≥ 2) the formulas (148) define a morphism T : P1×Pn → P1×Pn.
Definition 6.5. We say that the morphism defined by (148) and the system (149) are mu-
tually associated.
Definition 6.6. The morphism T been defined by (148), we denote by irrT a union
of zero locus of polynomial bi-homogeneous systems A′i(X
′
0,X
′
1,X0, ...,Xn), i = 0, 1, and
Aj(X
′
0,X
′
1,X0, ...,Xn), j = 0, ..., n. One has irr T ⊂ P1k × Pnk and this is a set of points
where bi-projective application T is not defined (if irrT = ∅ the transformation T is a regular
bi-projective transformation).
Remark 6.7. To simplify the notation we write T (W ) instead of T (W \ irr T ).
Definition 6.8. We say that a sub-variety W ⊂ P1 × Pn is T -stable, if
T (W ) =W.
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Remark 6.9. If a variety W is T -stable then the ideal I(W ) is T ∗-stable, but the reciprocal
statement is not true. The condition T ∗(I(W )) ⊂ I(W ) geometrically means only that W
is a sub-scheme of T −1(W ). However, if we impose that the variety W is irreducible and
dim T (W ) = dimW , then
a variety W is T -stable⇔ the ideal I(W ) is T ∗-stable. (150)
We fix a point f = (1 : f ′1, 1 : f1 : ... : fn) ∈ P1k((z)) × P
n
k((z))
such that f ′1,f1,...,fn are
algebraically independent over k.
Lemma 6.10. Let T : P1 × Pn → P1 × Pn be a rational dominant transformation. There is
a constant Creg depending on T and f only, such that all irreducible variety V ⊂ P1 × Pn
satisfying
ordfV > Creg, (151)
satisfies also
dim T (V ) = dimV.
Proof. We shall use the fact that the point f does not belong to any strict sub-variety of
P1k × Pnk defined over k (as f ′1,f1,...,fn are algebraically independent over k by assumption).
Note that the morphism T is a regular one if restricted to some Zariski-open set of P1k×Pnk
defined over k, i.e. it is a regular morphism apart from some Zariski-closed set Fr (different
from P1k × Pnk) defined over k.
Then, apart from a closed set Fe different from the whole space, T is an e´tale morphism
(proposition 4.5, expose´ I [15]), hence it preserves the dimension of varieties.
We define F = Fr∪Fe. The variety F is defined over k and is different from the whole space
(because Fr and Fe are Zariski-closed strict subsets), we have f 6∈ F , thus dist(f, F ) = d1 > 0,
or, alternatively, ord(f , F ) = o1 < +∞.
Let V be an irreducible variety satisfying (151) for Creg = o1. By definition it signifies
that at least one point α ∈ V satisfies ord(f , α) > o1 and thus V is not contained in F . So, in
view of irreducibility of V , U = V \F is dense in V , hence dimV = dimU . As T is e´tale over
U , we obtain dimT U = dimU and thus dim T V ≥ dim T U = dimU = dimV . Inequality
dim T V ≤ dimV being true in any case, we conclude dim T V = dimV .
So we arrive to the conclusion of the lemma with Creg = o1.
Using (68) or else Theorem 4.5, we can assure that the cycle Zb(P ) contains at least one
point α at a distance b
1
n c
−n−1
n
n from f , i.e. sufficiently close to f . The next Lemma uses this
remark in order to establish the alternative: either the polynomial P satisfies a multiplicity
lemma with some absolute constant C, or we can suppose certain particular properties of
action of T on any irreducible variety containing ZC(P ).
Lemma 6.11. There is a constant CT depending on T and f only, such that if a polynomial
P satisfies (65) with C ≥ CT , then T preserves the dimension of all irreducible varieties
containing ZC(P ) (and so the transformation T ∗ : A → A is correct within the meaning of
Definition 2.11).
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Proof. This is a corollary of Lemma 6.10. The latter lemma gives us a constant Creg (de-
pending on T ).
Let P be a polynomial satisfying (65) with C ≥ cn−1n Cnreg. Using (68) we find out that at
least one point α of ZC(P ) satisfies ord(f , α) > Creg. So every irreducible variety W defined
over k(z) and passing by α satisfies ordfW > Creg and so, by Lemma 6.10, T preserves the
dimension of W .
Defining CT = c
n−1
n C
n
reg we conclude.
Theorem 6.12. Let k be a field of an arbitrary characteristic and T : P1k × Pnk → P1k × Pnk
a rational dominant transformation defined as in (148), by the homogeneous polynomials A′i,
i = 0, 1 in X ′ of degree r, and polynomials Ai, i = 0, . . . , n bi-homogeneous in X
′ and X, of
bi-degree (s, t).
Let f1(z),...,fn(z) ∈ k[[z]] be power series algebraically independent over k(z) and n1 ∈
{1, . . . , n}, C1 ∈ R+. Wa also denote f = (1, z, 1, f1(z), ..., fn(z)).
Suppose moreover that there exists λ ∈ R>0, such that for all Q ∈ A
Ordz=0Q(T (f)) ≥ λOrdz=0Q(f), (152)
and that exists a constant K0 ∈ R+ (dependent on T and f only) such that for all positive
integer
N ≤ ν(n+ 1)!ρn+1n+1 (153)
(where ν equals 2n+2max
(
1, 4rs
)n+1
if s 6= 0 and 1 otherwise) all irreducible T N -stable variety
W  P1×Pn (defined over the field k) of dimension dimW ≤ n−n1+1 satisfies necessarily
ordf˜ (W ) < K0
(
deg(0,dimW )W + deg(1,dimW−1)W
)
. (154)
Then there exists a constant K1 > 0 such that for all P ∈ A \ {0} satisfying for all C ≥ C1
i0(ZC(P )) ≥ n1, (155)
satisfies also
ordz=0(P (f)) ≤ K1(degX′ P + degX P + 1)(degX P + 1)n. (156)
Proof. We are going to apply Theorem 5.1 to the transformation φ = T ∗. One readily
verify properties (18) (with µ = t, ν0 = r and ν1 = s) and (19) (the latter is provided by
hypothesis (152)). In this case ν (introduced in Definition 47) is equal to 2n+2max
(
1, 4rs
)n+1
if s 6= 0 and 1 otherwise. Define C0 = Creg. Then the condition (93) is assured by Lemma 6.10
and Corollary 2.14.
In order to verify (95) for equidimensional T ∗-stable ideals J satisfying m(J) ≤ ν(n +
1)ρn+1n+1 and (94), we note that the condition of T ∗-stability implies
V(J) ⊂ T −1(V(J)) (157)
whence by application of T to the both sides
T (V(J) \ irr T ) ⊂ V(J) (158)
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(we recall that irrT is introduced in Definition 6.6). As we have defined C0 = Creg (and in
view of (94) and Lemma 6.10) each component W of variety V(J) satisfies W 6⊂ irrT
dimW = dimT (W \ irrT ).
We recall that J is an equidimensional ideal, hence for all its irreducible components one
hasdimW = dimV(J), thus T (W \ irrT ) is an irreducible component of V(J).
So T induces an application from the set of irreducible components of V(J) to itself.
But the cardinality of the set of irreducible components of V(J) is estimated from above by
m(J) ≤ ν(n+ 1)!ρn+1n+1 by hypothesis on J . Thus there is a subset of this set where T acts as
a permutation, and this subset contains at most ν(n + 1)!ρn+1n+1 elements. Orbits of T in this
subset can not have more than ν(n+1)!ρn+1n+1 elements, so we deduce that some iteration T N ,
N ≤ ν(n+ 1)!ρn+1n+1, fixes an irreducible component W of V(J).
Now the hypothesis (154) is assured by hypothesis (95), and also all the conditions of
Theorem 5.1 are verified. Applying this theorem we obtain conclusion (156) (this conclusion
coincides with conclusion (97) of Theorem 5.1 if K1 = Kµ
n−1max(µ + ν0, ν1)).
6.3 Linear case
In this subsection we let T : P1 × Pn → P1 × Pn denote a transformation defined by (148)
with polynomials Ai linear in X (and so t = 1):
Ai =
n∑
j=0
aij(X
′)Xj , i = 0, ..., n, (159)
where aij(X
′) denote homogeneous polynomials from k[X ′0,X
′
1] of degree s. Suppose that
system (148) in this situation admits a solution in algebraically independent power series,
we denote this solution by (1, f1(z), ..., fn(z)). One readily verifies that in this situation
the matrix (aij)i,j=1,...,n is non-degenerated, therefore the transformation T is dominant and
irr T = ∅ (the proof of a more general statement can be found in the beginning of chapter 3
of [48], see Lemma 3.3 Op. cit.).
In this situation we can deduce from Theorem 6.12 an unconditional optimal multiplicity
lemma, Theorem 1.3. Its proof is the matter of this section. Our unconditional theorem can
be considered as a counterpart of the similar result for systems of linear differential equations
due to Yu.Nesterenko [25].
From now on and up to the end of this section we denote by W a variety defined over k
and T -stable.
Let γ(z) ∈ k((z)). We define
Wγ(z)
def
= W ∩ V(X ′0γ(z)−X ′1) (160)
and Tγ(z) the transformation from Pnk((z)) to P
n
k((z))
defined by
(X0 : ... : Xn)→
(
A0(1, γ(z),X0, ...,Xn) : ... : An(1, γ(z),X0, ...,Xn)
)
.
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Lemma 6.13. Let γ(z) ∈ k((z)) et φ˜ ∈Wγ(z). We suppose
p(γ(z)) = p(z). (161)
Then there is a φ˜′ ∈Wz such that T (φ˜′) = T (φ˜).
Proof. Applications Tγ(z) : π1(Wγ(z)) → π1(Wp(z)) and Tz : π1(Wz) → π1(Wp(z)) both are
linear and non-degenerated (because z and γ(z) both are transcendental over k, while T
is defined over k and dominant. So these two applications induce isomorphisms between
π1(Wγ(z)), π1(Wp(z)) and π1(Wz). Now we readily verify that if we define φ
′ := T −1z ◦
Tγ(z)(π1(φ˜)), the point φ˜′ := (1 : z, φ′) belongs to Wz and we have T (φ˜′) = T (φ˜).
Lemma 6.14. Let β˜ = (1 : z, β(z)) ∈W . Then W ∩ T −1(1 : p(z), β(p(z))) 6= ∅.
Proof. As W is defined over k and β˜(z) ∈ W , we have β˜(p(z)) ∈ W . As W is T -stable,
W ∩ T −1(β˜(p(z))) 6= ∅.
Corollary 6.15. Let β˜ = (1 : z, β(z)) ∈Wz. Then Wz ∩ T −1(1 : p(z), β(p(z))) 6= ∅.
Proof. The point β˜ being given, we find with Lemma 6.14 a point α˜ in W ∩ T −1(β˜(p(z))).
As T (α˜) = β˜(p(z)) ∈ Wp(z), we necessarily have α˜ = (1 : γ(z), α(z)), where γ(z) satisfies
p(γ(z)) = p(z) (and thus by definition α˜ ∈ Wγ(z)). Hence we can apply Lemma 6.13, which
provides a point α˜′ ∈Wz satisfying T (α˜′) = T (α˜) = β˜(p(z)) and this completes the proof.
Lemma 6.16.
sup
α∈pi1(Wz)
Ordz=0(Tz(f),Tz(α)) ≥ λ sup
β∈pi1(Wz)
Ordz=0(f, β). (162)
Proof. We note that
λ sup
β∈pi1(Wz)
Ordz=0(f, β) = sup
β∈pi1(Wz)
Ordz=0(f(p(z)), β(p(z))). (163)
For f we have the property f(p(z)) = Tz(f). Then for all β ∈ π1(Wz) there is a point
β˜ ∈ Wz satisfying π1(β˜) = β and then Corollary 6.15 gives us a point α˜′ ∈ Wz satisfying
T (α˜′) = β˜(p(z)), hence
Tz(π1(α˜′)) = β(p(z)). (164)
So for every point β ∈ π1(Wz) we have determined a point α = π1(α˜′) ∈ π1 (Wz) satisfy-
ing (164).
This construction, coupled with (163), readily gives us (162).
We are ready to prove the principal result of this section.
Proof of Theorem 1.3. Note that T is defined by (148) with all the polynomials Ai linear in
X. Thus the transformation T N is also of this type. Further, as N has an upper bound that
depends on T only, the corresponding degrees s, λ etc. of the transformation T N also have
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upper bounds that depend on T only. So we bring the analysis of ideals stable under the
transformation T N to the analysis of T -stables ideals.
Note that the application Tz is a linear non-degenerated application defined over k(z). We
introduce one more notation: C3
def
= ordz=0 det T −1z .
Let W ⊂ P1 × Pn be a T -stable variety defined over k. We claim that
sup
α∈pi1(Wz)
Ordz=0(f, α) ≤ C3
λ− 1 . (165)
Indeed, by Lemma 6.16 we have (162). Further, as Tz is a linear non-degenerated application,
one has Ordz=0(Tz(f),Tz(α)) ≤ C3 +Ordz=0(f, α) and thus
sup
α∈pi1(Wz)
Ordz=0(Tz(f),Tz(α)) ≤ C3 + sup
α∈pi1(Wz)
Ordz=0(f, α). (166)
Comparing (162) and (166) we find (165).
We claim that inequality (165) implies
ordfW = sup
α˜∈W
Ordz=0(f˜ , α˜) ≤ max
(
2,
C3
λ− 1
)
. (167)
Indeed, if for an α˜ ∈W one has
Ordz=0(f˜ , α˜) > max
(
2,
C3
λ− 1
)
, (168)
then there is a system of projective coordinates α = (1, γ(z), α(z)) with γ(z) ∈ k((z)) and
α(z) ∈ π1(W ) such that ordz=0(z − γ(z)) > max(2, C3λ−1 ) and
Ordz=0(α(z), f) > max(2,
C3
λ− 1). (169)
As ordz=0(z − γ(z)) > max(2, C3λ−1), there exists a series v(z) ∈ k((z)) satisfying γ(v(z)) = z
and
ordz=0(z − v(z)) > max
(
2,
C3
λ− 1
)
. (170)
Substituting v(z) to α(z) in place of z we find α(v(z)) = (1, z, α(v(z))). Variety W being
defined over k, one has α(v(z)) ∈ W . Moreover, as v(z) coincides with the series z at least
to the order max(2, C3λ−1), inequality (169) implies
Ordz=0(α(v(z)), f) > max
(
2,
C3
λ− 1
)
.
As α ∈Wz, we deduce the lower bound
sup
α∈pi1(Wz)
Ordz=0(f, α) > max
(
2,
C3
λ− 1
)
,
that contradicts (165). This contradiction shows that assumption (168) is untenable and
therefore assures (167).
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Now we remark that the transformation T N , N ∈ N, is also defined by formulas of
type (148), so any T N -stable variety satisfies (167) (with C3 replaced by CN3 ). The latter
inequality shows that hypothesis (154) of Theorem 6.12 is satisfied (even in a stronger form).
It is sufficient now to apply Theorem 6.12 to obtain the desired result.
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