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Abstract
The present thesis focuses on the physics of various solid-state systems sharing the
common feature of involving 3d electrons with a low-dimensional aspect for transport,
and studied using Density Functional Theory. Exploiting an original hybrid functional
approach for the exchange-correlation energy, with improved accuracy compared to
local/semi-local functionals, we present the seminal two-dimensional electron system
(2DES) at the (001) interface of band insulators SrTiO3 and LaAlO3, and review two
of the most popular hypotheses about its origin, namely the electric-field driven Zener
breakdown model and polarity-induced surface oxygen vacancies model. This analysis
is extended to the interface between SrTiO3 and the (Sr1−xLax)(Ti1−xAlx)O3 alloy. We
also study, based on experiments and theoretical modelling, how the composition of the
alloy overlayer affects the charge density of the 2DES. We then address the effect of
structural confinement on the 2DES when the host layer thickness is reduced toward
the very-thin limit, and how such effects are witnessed in angle-resolved photo-emission
spectroscopy experiments. We study the effects of capping the SrTiO3/LaAlO3 het-
erostructures with SrTiO3, highlighting how experiments may be interpreted from the
aforementioned electric-field driven models. This work also focuses on the thermoelec-
tric properties of layered oxides, specifically Ca3Co4O9 and SrTiO3-based superlattices,
discussing the relevance of their layered structure for improving the thermoelectric prop-
erties. Importing the concepts of low-dimensional transport found in SrTiO3-based sys-
tems to the iron-based Heusler Fe2Y Z family, we explore the effect of electron doping,
highlighting magnetic instabilities related to their Fe 3d orbitals, which impact signif-
icantly the thermoelectric properties. Finally, shifting our attention on Fe2TiSn, we
rationalize experimental results provided by collaborators from first-principles, address-
ing the role of native defects and their relevance for tailoring transport.
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Re´sume´
Les travaux de recherche pre´sente´s dans cette the`se concernent la physique de diffe´rents
compose´s solides qui partagent comme point commun des e´tats e´lectroniques 3d avec un
caracte`re basse dimensionnalite´, e´tudie´e via la the´orie de la fonctionnelle de la densite´.
Ce travail trouve son originalite´ dans l’exploitation d’une fonctionnelle hybride pour la
mode´lisation de l’e´nergie d’e´change-corre´lation, qui ame´liore sensiblement la pre´cision
de nos calculs. Nous pre´sentons d’abord le syste`me e´lectronique bi-dimensionnel a`
l’interface (001) des isolants SrTiO3 et LaAlO3, et examinons en de´tail deux des hy-
pothe`ses les plus populaires concernant son origine, a` savoir un claquage Zener ou la
stabilisation de lacunes d’oxyge`ne a` la surface du LaAlO3, les deux e´tant provoque´s par le
champs e´lectrostatique de la couche LaAlO3. Cette e´tude est e´tendue a` l’interface entre
SrTiO3 et l’alliage (Sr1−xLax)(Ti1−xAlx)O3. Nous e´tudions e´galement, en combinant
expe´riences et mode`les nume´riques, comment la composition de cet alliage influence
la densite´ du syste`me e´lectronique bi-dimensionnel. De plus, nous e´tudions l’effet du
confinement structurel et son impact sur les proprie´te´s de ce syste`me e´lectronique et
comparons nos re´sultats a` des expe´riences de spectroscopie photoe´lectronique re´solue en
angle. Enfin, nous e´tudions e´galement des he´te´rostructures SrTiO3/LaAlO3 couvertes
par une fine couche de SrTiO3, et relativisons les re´sultats expe´rimentaux au regard des
hypothe`ses susmentionne´es concernant les me´canismes a` l’origine du syste`me d’e´lectron
bi-dimensionnel. Ce travail contient e´galement des re´sultats de recherche portant sur les
proprie´te´s thermoe´lectriques d’oxydes a` structure stratifie´e, spe´cifiquement Ca3Co4O9
ainsi que des super-re´seaux a` base de SrTiO3. Nous explorons de la pertinence de leur
nature stratifie´e pour l’ame´lioration des proprie´te´s thermoe´lectriques. Important les
concepts de transport basse dimensionnalite´ des compose´s a` base de SrTiO3 a` la famille
des Heusler Fe2Y Z, nous e´tudions l’effet du dopage en e´lectrons, mettant en e´vidence
des instabilite´s e´lectroniques et magne´tiques lie´es aux orbitales 3d des atomes de fer,
avec un effet significatif sur les proprie´te´s thermoe´lectriques. Enfin, nous focalisons
notre attention sur Fe2TiSn, nous rationalisons des re´sultats expe´rimentaux fournis par
nos collaborateurs a` partir sur base de simulations nume´riques, en abordant le roˆle des
de´fauts natifs dans les e´chantillons, et de leurs effets sur le transport e´lectronique.
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It is usual for a thesis work to focus on a specific theme. However, the present manuscript
covers different topics in the field of material science; specifically, it is about the 2-
dimensional electron gas system appearing at the interface between band insulators
oxides (namely LaAlO3 and SrTiO3), as well as thermoelectricity in oxides and iron-
based Heusler systems. A priori, these two topics are seemingly unrelated. This is not
necessarily the case: on one hand, even if the underlying materials discussed in the
following Chapters have different compositions, they share some features in the form of
low-dimensional transport that are related to the nature atomic orbitals at the origin
of their transport properties. On another hand, all the compounds of interest in this
work are studied by the means of first-principles calculations, which are the state-of-the-
art methods for modelling materials at the nanoscopic scale. We aim to show how the
versatility of first-principles methods can help to build bridges between these thematics.
1.1 Material science and modelling
Controlling matter has always been a prerequisite to the development of technology.
From an historical point of view, materials science has mostly progressed empirically,
based of experiments with the aim to address the emerging macroscopic properties from
a phenomenological point of view, without necessarily understanding the underlying
natural laws behind.
In this regards, the advent of the theory of quantum mechanics in the early 20th cen-
tury, elaborated to provide a consistent explanation to various physical phenomena
(black body radiation, photoelectric effect, quantized energy transfer between light and
matter...), shed light to a fundamental issue regarding as to why the nuclei and electrons
forming matter actually “stick” together, forming molecules, liquid or solid and ordered
matter, based on new laws of physics occurring at their scale. In a methodological re-
ductionist fashion, quantum mechanics and the laws of electromagnetism lay what we
call the first principles ruling the material world, and based on these first principles, it is
therefore possible to understand why some material conduct electricity while some not,
why some crystals undergo structural phase transitions with pressure or temperature,
and so on.
1
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Figure 1.1: A small and non-exhaustive representation of numerical methods in the
field of material sciences, placed on logarithmic scales in size and time.
Concomitantly with these conceptual advances, tremendous progress in technologies led
to the development of calculators with the abilities to solve mathematical problems
beyond a human brain capacity, opening new methodologies for scientific enquiries: nu-
merical simulations. Simulations are often performed to study the behaviour of complex
systems based on the knowledge of the properties underlying sub-systems. Materials
science as a whole profited from this new way of performing research, half-way between
virtual experimental methods and pure theoretical developments. Depending on the
scale of the problem (in size and in time), several methods have been developed rely-
ing on theory adapted to the scale, some examples being given in Figure 1.1: from the
macroscopic scale where the macroscopic properties of materials are modelled to see
how they interact with each other, down to the nanoscopic scale where atoms and elec-
trons interactions are purposely modelled. Of course, between these two limits, there
is a handful of other scales, and usually, the corresponding methods are not exclusive,
often bridged together in order to get an understanding of the properties’ interplay
between the different scales. Often, the multi-scale modelling is done through a bottom-
up approach, by exploiting the properties determined at the lower scale, as in “second
principles” approaches.
In this work, the theoretical framework is based on Density Functional Theory (DFT),
whose principles are described in Chapter 2. The practical implementation of this theory
has been formalized by Lu Jeu Sham and Walter Kohn [1] in 1965, who obtained the 1998
Nobel Prize in Chemistry (conjointly with John Pople) for this work. At the time, due to
the low computational power available, the theory was mainly used for small systems. As
the computational power increased, larger and more complex systems became accessible
to DFT, and the method grew in popularity, as can be seen by the increasing number
of citations per years of the original article [1], shown in Figure 1.2. One of the main
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Figure 1.2: Number of citations per year of the original DFT paper by Kohn and
Sham [1]. The data has been extracted from the Scopus database.
advantages of DFT is the transferability of the method, and it can be used to study all
kind of materials, independently of the composition or the dimensionality.
1.2 Low-dimensional systems
In the vast field of material science, a particular sub-field concerns low-dimensional
systems. Low-dimensional is a generic terminology to designate systems where the
motion of the particles is limited in a given direction of space compared to their mean-
free-path. An example is given in Figure 1.3.(a) and (b): if we consider a hallway, a bee
in that hallway is free to move in all directions of space, and it can be considered as a
3-dimensional system. However, if a hippopotamus were to move in the same hallway, its
motion would be restricted in a single direction, and therefore it can be considered as a
1-dimensional system. In these very specific examples, the dimensionality of the system
is determined by the relative size between the bee or the hippopotamus and the hallway.
The low dimensionality in the hippopotamus case is a consequence of confinement, yet,
this is not the only strategy to achieve a low dimensional system. Another example
would be the motion of pedestrians on a flat surface: in this case, the combined effects
of the gravitational and the normal reaction forces compel the pedestrians to move along
the plane of the surface, and such a system would be a 2-dimensional system, as shown in
Figure 1.3.(c). In this case however, the low-dimensional aspect is not just determined by
confinement, but is also a consequence of the forces applied to the pedestrians. These
examples show that the relationship between confinement and dimensionality is not
always straightforward.
This is especially true in solid state physics, where the particles are usually electrons,
and there exists several strategies to achieve low-dimensional electron systems, by re-
ducing the thickness of a given compound to the atomic limit (graphene, silicene) for
example. However, it is not the only way to achieve a low-dimensional electron system.




Figure 1.3: (a) a bee in a hallway; (b) a hippopotamus in the same hallway and (c),
a pedestrian walking on a flat surface.
Indeed, it is possible to find low-dimensional systems in structures with a bulk-like char-
acter. For example, the topical 2-dimensional electron gas near the interface between
SrTiO3 and LaAlO3 is located in the SrTiO3 side of the junction, but remains confined
within only a few nanometres of the interface whereas the electrons are highly mobile
in the plane of the interface. Another example can be found in the topical iron-based
full Heusler compounds, where the electronic carriers have highly anisotropic effective
masses, constraining their motions under an applied electric field. The underlying mech-
anisms behind the confinement effects in these examples are related to the symmetry
of the quantum states holding the carriers: the states in the vicinity of the conduction
band arises from transition metal (Ti or Fe in these examples) 3d orbitals, which have a
highly directional character due to their symmetry (shown in Figure 1.4). It is therefore
possible to exploit these 3d orbitals to achieve low-dimensional electron systems.
















Figure 1.4: Representation of the wavefunction isosurfaces for 3d orbitals within the
hydrogen-like atomic model, with the nodal planes where the wave function is null.
Figure adapted from Reference [2]
1.3 Purpose of the present work
The present manuscript focuses on the physics of various systems sharing the com-
mon feature of involving 3d electrons for transport with a low-dimensional aspect, and
studied from first-principles. It is organized as follows: in Chapter 2, we present the
methodology upon which the studies are performed, introducing the basics of DFT, its
practical implementation and the Boltzmann transport theory used to calculate trans-
port coefficients. The manuscript is then split in two parts: Chapters 3, 4 and 5 are
about the peculiar conducting interface between band insulators LaAlO3 and SrTiO3,
and we will discuss its possible origins and its properties based on first-principles calcu-
lations. Then, in Chapter 6, we present a small introduction to thermoelectricity, and
how low-dimensional systems can potentially increases the performance of thermoelec-
tric materials. We present insights on the thermoelectric properties of layered oxides
in Chapter 7, specifically calcium cobaltite Ca3Co4O9 and SrTiO3-based layered com-
pounds. Finally, going beyond oxides, we investigate how low-dimensional transport
can be achieved in iron-based bulk Heusler compounds in Chapter 8, how they may





The objective of the present Chapter is to review the different aspects of the ab initio
techniques used in this work. We will present the purpose of first-principles methods, the
basic theoretical principles of DFT, its practical implementation within the CRYSTAL
simulation package, as well as the semi-classical Boltzmann transport theory and its
implementation in the BoltzTraP code to obtain the thermoelectric properties of the
compounds, based on their electronic and structural properties as determined from first-
principles. The following Sections are inspired by several References [3–5] that the
interested reader may look at to get a more complete understanding of the methods
from which the results of this manuscript are calculated.
2.1 Introduction to first-principles methods
A crucial element of any scientific inquiry is a robust methodology to highlight the
different properties of a given system. This can be quite complicated in material sci-
ences, specifically in the fields related to the atomic scale physics, which target the
understanding of the microscopic mechanisms behind emergent phenomena observed at
human scale.
Tremendous progress has been done during the past decades in both experimental and
theoretical methodologies which can often be used concomitantly: indeed, experiments
often provides a specific information of a system, which need to be interpreted within
a given model. For example, one can perform X-Ray diffraction spectroscopy (XRD),
and the obtained data can interpreted in terms of Bragg’s law, to assess the structure,
symmetry and the constituents of a given crystalline compound. However XRD cannot
provide an explanation as to why the atoms are arranged as they are; theoretical methods
can provide such an information.
Historically, theoretical studies in physics are associated with the finding of the analyt-
ical solution to the equation associated with a given problem (for example, two bodies
in interaction). However, equations can quickly become impossible to solve as the com-
plexity of a problem increases (three, four, ... bodies in interaction), which is typically
the case in material sciences. One is then left with two possibilities: either to simplify
the problem, by modelling the system as simpler entities in interaction, or to solve the
equations numerically. Sometime, both are necessary.
7
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In this regard, the development of numerical methods, concomitant with the develop-
ment of computer technologies, has been quickly adopted in the field of material sciences.
Atomistic simulations can for instance be performed by modelling the interactions be-
tween the atoms, usually by Lennard-Jones potentials adjusted to experiments.
Ab initio or first-principles methods are characterized by the fact that they treat ex-
plicitly the interactions between electrons and nuclei, using the basic laws of quantum
mechanics and electromagnetism. In a sense, because they do not require any exper-
imental input, they are predictive. One of the most successful ab initio technique is
Density Functional Theory (DFT). The majority of the developments and results in this
manuscript are based on DFT.
2.2 Ground state properties
2.2.1 The many-body problem
A crystal consists in a primitive unit cell containing atoms and repeated periodically in
all spatial directions, forming the Bravais lattice. The Bravais lattice, containing the
interacting nuclei and electrons, constitutes the problem to solve from the equations of
quantum mechanics.
Let us consider a quantum system which contains N0 nuclei, and N electrons in inter-
actions. Such a system can be characterized by a wave function which can be obtained
by solving the static Schro¨dinger equation:
H(r,R) |Ψ(r,R)〉 = E |Ψ(r,R)〉 (2.1)
where |Ψ(r,R)〉 is the eigenfunction and H is the hamiltonian operator, which is the sum
of distinct operators related to the kinetic and interaction energies between electrons and
nuclei:
H(r,R) = Tcore(R) + Ucore−core(R) + Te(r) + Uee(r) + Ucore−e(r,R) (2.2)
The mathematical expressions in this Chapter will make use of the following notations:
• N0 is the total number of nuclei in the system,
• N is the total number of electrons in the system,
• the indices κ and κ′ refer to the nuclei,
• the indices i and j refer to the electrons,
• ri is the position of the electron i,
• Rκ is the position of the nucleus κ,
• Zκ is the charge of the nucleus κ.
If we work in atomic units1, we have:
1
4pi0
= 1 ~ = 1 e = 1
me− = 1 c = 137.036
1From this point and onward, we will make use of atomic units, unless specified.
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These terms are identified as follows:
• (2.3) is the operator related to the kinetic energy of the nuclei,
• (2.4) is the operator related to the interaction energy between the nuclei,
• (2.5) is the operator related to the kinetic energy of the electrons,
• (2.6) is the operator related to the interaction energy between electrons,
• (2.7) is the operator related to the interaction energy between the nuclei and the
electrons.
In practice, such a Schro¨dinger equation is impossible to solve analytically. Moreover,
it is computationally difficult to obtain a numerical solution. It is therefore necessary
to make use of a few approximations in order to simplify the problem.
We notice that the nuclei have masses that are large compared to the mass of the
electrons (Mκ ≈ 103 me). So, the Tcore(R) term is very small compared to Te, and we
can consider it as a small perturbation. It means that the electrons are more mobile
than the cores and follow adiabatically the ionic motions. In other words, the inertia
of the electrons is considered negligible compared to that of the ions. This is the Born-
Oppenheimer approximation [6], which constitute the first hypothesis to simplify the
problem.
The unperturbed Hamiltonian is the Born-Oppenheimer Hamiltonian:
HBO(r,R) = Ucore−core(R) + Te(r) + Uee(r) + Ucore−e(r,R) (2.8)
and the Born-Oppenheimer energy can be obtained by solving the Born-Oppenheimer
Schro¨dinger equation:
HBO(r,R) |ψ(r,R)〉 = EBO(R) |ψ(r,R)〉 (2.9)
Since the Born-Oppenheimer hamiltonian does not have any differential operator on R,
R can be considered as a simple parameter of the hamiltonian. By fixing R, Ucore−core(R)
becomes a global shift of the electronic energy, thus that we can further write:
HBO(r,R) = Hel(r,R) + Ucore−core(R) (2.10)
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with
Hel(r,R) = Te(r) + Uee(r) + Ucore−e(r,R) (2.11)
In practice, the Born-Oppenheimer approximation permits to treat the electrons and
the nuclei problems separately :
1. the electronic ground state can be found for any given geometrical configuration
of the nuclei by solving
Hel(r,R) |Ψ(r,R)〉 = Eel(R) |Ψ(r,R)〉 (2.12)
or by using the variational principle:
Eel(R) = minΨ 〈Ψ|Hel |Ψ〉 (2.13)
2. then the ground state configuration of the nuclei R0 and the related energy are
found as the minimum of the Born-Oppenheimer energy
EBO(R) = Eel(R) + Ecore−core(R) (2.14)
−→ EBO(R0) = minR [Eel(R) + Ecore−core(R)] (2.15)
The central problem therefore consists in solving Equation 2.12 to get the eigenvalue
Eel(R) and the associated wave function |Ψ(r,R)〉. This is the so-called electronic
many-body problem, which is impossible to solve; this can be easily understood from
the following example: the water molecule H2O contains N = 10 electrons. In three-
dimensional space, this means that the spatial part of the many-body wave function
|Ψ(r1, r2, . . . , rN)〉 is defined in a Euclidean space of dimension 3N = 30. The water
molecule is roughly ∼ 2 A large. If we take a cubic box 4 A wide, with a M = 20 ×
20× 20 = 8000 mesh to interpolate the wave function, the determination of any matrix
elements requires M3N = 800030 ≈ 10117 operations. However, this should be repeated
several times if one desires the ground-state wave function from the variational principle
(Eqn. 2.13). If one desires to get just a single matrix element with a computer performing
1017 calculations per second, it would requires roughly 10100 seconds, or ∼ 3×1092 years.
For comparison, the observable universe is only 13.8× 109 years old. If the many-body
problem cannot be solved for a molecule as simple as H2O, one can easily give up to
study more complex quantum systems. The main issue is that the complexity of the
problem increases exponentially with the number of electrons. If the problem cannot be
solved, it remains possible to change the problem to one that is solvable. This is the
basis of DFT, which will be presented in the next Section.
2.2.2 Density Functional Theory
In the previous discussion, the impossibility to solve the many-body Schro¨dinger equa-
tion stems from the fact that we explicitly considered the many-body wave function
|Ψ(r,R)〉 as the “variable” of the problem. The basis of density functional theory is to
consider that the fundamental variable is no longer the many-body wave function, but
the electronic density instead, and that the associated ground state properties, such as
the energy, can be derived from the knowledge of the density, instead of the knowledge
of the wave function.
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If the wave function |Ψ〉 associated to the ground state of the N-electron system depends





n(r) = 〈Ψ(r1, r2, ..., rN )| d(r) |Ψ(r1, r2, ..., rN )〉 (2.17)
As the density only depends on spatial coordinates, the problem of 3N variables is
reformulated as a 3 variables problem, expected to be simpler to solve and requiring less
computational resources. Hohenberg and Kohn demonstrated that it is indeed possible
to reformulate the many-body problem. We will explain in the following Section the
Hohenberg-Kohn theorems, as well as how the theory is put in practice through the
Kohn-Sham ansatz.
2.2.2.1 The first Hohenberg-Kohn theorem
We will now see how the many-body problem can be recast into a problem which only
make use of the electronic density.
The first Hohenberg-Kohn theorem [3] stipulates:
“The electronic density of the ground state n0(r) of the many-body electronic system is
entirely and uniquely determined by the external potential Uext(r) modulo a constant”





beyond a simple shift through a constant term, and we assume that both are associated
to the same ground state electronic density n0(r). Because these two potentials are dif-





H(1) and H(2), also associated their ground state wave functions |Ψ(1)〉 and |Ψ(2)〉 re-
spectively. As |Ψ(2)〉 is not the ground state of the system associated to the Hamiltonian
H(1), we can write successively:
E(1) = 〈Ψ(1)|H(1)|Ψ(1)〉
< 〈Ψ(2)|H(1)|Ψ(2)〉







ext − U (2)ext
]
n0(r)






ext − U (2)ext
]
n0(r) (2.18)
2The proof reported here is only valid for a non-degenerated system. The extension of this proof to
degenerate case can be found in the literature [7].
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In the same fashion, as
∣∣Ψ(1)〉 is not the ground state of the system associated with the
Hamiltonian H(2), we can write an analog development:
E(2) = 〈Ψ(2)|H(2)|Ψ(2)〉
< 〈Ψ(1)|H(2)|Ψ(1)〉







ext − U (1)ext
]
n0(r)






ext − U (1)ext
]
n0(r) (2.19)
Summing 2.18 and 2.19 yields the strict inequality E(1) +E(2) < E(2) +E(1), which is not






Hence, the electronic density is only determined by the external potential (modulo a
constant).
2.2.2.2 The second Hohenberg-Kohn theorem
The second theorem can be summarized as [3]:
“A universal functional E[n], which gives the energy in regards to the electronic density
n(r), exists for any external potential Uext(r). For each Uext(r), the ground state energy
is the energy which minimizes this functional, and the associated density n(r) is the
exact ground state density n0(r)”
Proof : As any properties of a given system are determined the electronic density n(r),
they can be expressed as density functionals. Particularly, the total energy can be
written as a functional of the density:
E[n] = T [n] + U [n] +
∫
Uext(r) n(r)dr (2.20)
= F [n] +
∫
Uext(r) n(r)dr (2.21)
In Expression 2.21, F [n] is a partial contribution of the electronic system (kinetic and
electrons-electrons energies) to the total energy, and is also a density functional, which
does not depend on the external potential, and is the same for any electronic system.
Hence, F [n] is a “universal functional” of the density.
Now, we consider a system which has a ground state density n(1) associated to the
external potential U
(1)
ext(r). In this case, the Hohenberg-Kohn functional is equal to the
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If we consider another density n(2) associated to another wave function
∣∣Ψ(2)〉 (different
from
∣∣Ψ(1)〉, therefore not associated to the ground state), we can see that the energy




∣∣∣H(1)∣∣∣Ψ(1)〉 < 〈Ψ(2) ∣∣∣H(1)∣∣∣Ψ(2)〉
< E(2) (2.23)
The direct consequence is that the aforementioned energy functional E[n], expectation
value obtained for the ground state density n0(r), must necessarily be inferior to the value
obtained through any other density n. From the knowledge of the universal functional
F [n], minimizing E[n] by tuning the electronic density n (and under particle conservation
constraints) leads to both the ground state density and total energy. Unfortunately, the
exact analytic form of F [n] is not known.
2.2.3 DFT in practice and the Kohn-Sham ansatz
The theorems enunciated in the previous Section demonstrates the possibility to shift
from the many-body wave function as a variable to the electron density. However, there
is no practical way to implement it, as the universal functional F [n] is unknown. An
alternative approach was proposed by Kohn and Sham, and consists in mapping the
unsolvable problem to one that is easily solvable, yielding the same solution in term of
electronic density. This is the Kohn-Sham ansatz : a fictional system of non-interacting
particles is considered, which are moving in an external potential vs, yet produce the
same ground state density n0(r) as the real, many-body system. Such a system would






|φi(r)〉 = i |φi(r)〉 (2.24)
where |φi(r)〉 are the one-body wave functions and i the one-body eigenenergies.
To map the non-interacting Kohn-Sham system to the many-body one, we need to










′ + Exc[n] (2.25)
Basically, we just rewrote the unknown universal functional F [n] as a sum of three
density functionals: Te[n] is the kinetic energy of the electrons, the third term is the
Coulomb interaction between electrons rewritten as a functional of the density (named
Hartree energy EH [n]), and the last term is the exchange-correlation energy. The Kohn-
Sham ansatz consists in rewritting F [n] as follows:
F [n] = Te[n] + EH [n] + Exc[n] (2.26)
=⇒ F [n] = TKS[n] + EH [n] + EKSxc [n] (2.27)
with EKSxc [n] = Exc + Te[n]− TKS[n] (2.28)
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Basically, a term of kinetic energy TKS[n] has been introduced, which corresponds to
the kinetic energy of the non-interacting particles. The exchange-correlation energy has
been rewritten to include the difference of kinetic energy from the many-body system
Te[n] to the non-interacting one (which are not identical). Hence, technically, F [n] has
not changed, and it has been reformulated as the sum of three terms, the first two
(TKS[n] and EH [n]) with known analytical forms.
The ground state density n0(r) can be found by minimizing E[n] with respect to n(r)
in Equation 2.25 by the means of Lagrange multipliers accounting for the conservation












where µ is the Lagrange multiplier and has a relevant physical meaning: it is the chemical
potential of the electron system, defined as the derivative of the energy with respect to














If we consider the Kohn-Sham hypothesis, there exists a system of non-interacting par-
ticle moving in a potential vs(r) yielding the same ground state density n0(r) as the






+ vs(r) = µ (2.32)
Equations (2.31)and (2.32) have the same mathematical form and coincide whenever:








Therefore, with this reformulation of F [n], then the many-body problem can be recast
as a one-body problem yielding the same electronic density, if the external potential
vs(r) takes the form as given in Equation 2.33. Moreover, as we know that the ground
state density of a non-interacting particles system can be calculated from the one-body










′ + Uxc(r, [n])
)






which is the form taken by Equation (2.24) with the constraint (2.33), the orthonor-
malization of the wave functions 〈φi(r)|φj(r)〉 = δij and where we wrote Uxc(r, [n]) =
δEKSxc [n]/δn(r).
Note that the Kohn-Sham equations can be rewritten with variational formulation. Con-
sidering Equation (2.37) rewritten as functional of one-body wave functions |φi(r)〉 and






∇2 |φi(r)〉, then the minimization under orthonormalization






















where UH = δEH/δn. Setting the gauge ξij = δiji leads Equation 2.36 back to its
standard Kohn-Sham formulation.
At this stage, we notice that the third term in Equation (2.33), the Kohn-Sham exchange-
correlation potential Uxc(r, [n]), remains unknown. In principle, it should encompass dif-
ferent terms accounting for physical effects which are not explicitly considered in the non-
interacting picture: the indiscernibility of the electrons (and the related Pauli exclusion
principle), the spatial correlations between electrons (quantum fluctuations), and the
error (self-interaction) originating from the Hartree formulation of the electron-electron
Coulomb interactions. Also, it should contain the difference of kinetic energy between
the real system (interacting particles) and the Kohn-Sham system (non-interacting par-
ticles), as explicitly written in Equation 2.28. Finally, as EKSxc [n] does not depend on the
external potential but only on the electronic density, it is a universal density functional,
and should have the same form for all systems.
The total energy E[n] of the interacting particle system is not the sum of eigenvalues i






Uxc(r)n(r)dr− EH [n] + Exc[n] (2.37)
and can therefore be retrieved from the Kohn-Sham eigenvalues and eigenfunctions.
We have shown that it is possible to determine the electronic density of the many-body
system from the Kohn-Sham ansatz. Even though the equations are simpler, there
remains the issue related to the Exc[n] term, as we do not know its exact analytical
expression. Fortunately, it is still possible to approximate it, which will be the topic of
the next Section.
2.2.4 Approximate exchange-correlation energy functional
In principle, the Exc[n] is a universal functional of the density n and should have the
same analytical form independently of the system. Yet, its analytical form is not known.
Moreover, the kinetic energy of the real system is not guaranteed to be equal to the
kinetic energy of the fictitious Kohn-Sham system. The Exc[n] is therefore expected to
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contains the difference between these two kinetic energies. There are many different
possibilities to approximate the Exc[n] terms, which will be briefly reviewed in the
following sections.
2.2.4.1 LDA - Local Density Approximation
The first approximation of Exc[n] is the local density approximation (LDA), and built
from the homogeneous electron gas model. Indeed, for such a simple system, it is
straightforward to obtain an analytical expression for the exchange part of Exc[n].
All physical properties of the homogeneous electron gas depends on a single parame-
ters, the density n(r), which is by definition the same for any r: n(r) = n0. There-
fore, the exchange-correlation energy of the gas also depends on the density Exc =
Exc[n(r)] = Exc[n0]. From the knowledge of the total energy, one can extract the
exchange-correlation term. If we assume that the exchange-correlation energy density
at a given point r, (r), only depends on the density at this point and that it is equal to
the exchange-correlation energy per particle of a homogeneous electron gas of density n0,
we can use xc locally for any system where n(r) is not uniform (as it is the case in most






where homxc is the exchange-correlation energy density of the homogeneous electron gas at
a given uniform density. The exchange-correlation energy of the homogeneous electron
gas can be written as the sum of two contributions, the exchange part Ehomx and the
correlation part Ehomc :
Ehomxc [n] = E
hom
x [n] + E
hom
c [n] (2.40)
The exchange term has an analytical form, derived from Hartree-Fock methods [3]:










The correlation term Ehomc [n] is not calculated analytically. Instead, it is approximated
by fitting an analytical function on curves obtained using Quantum Monte-Carlo sim-
ulations of a homogeneous electron gas, and by subtracting the known exchange and
kinetic part of the total energy.
The most popular formulations are those of Vosko, Wilkes and Nussair [8] (VWN) and
Perdew and Zunger [9] (PZ).
Being the first Exc[n] approximation, the LDA is widely used even today, and indeed, this
simple approximation managed to be quite efficient at predicting properties of crystalline
systems, with good accuracy compared to experiments. Nevertheless, the approximation
also has shortcomings: indeed, structures relaxed within the LDA tend to have their
lattice parameters underestimated. Moreover, strong electronic correlations cannot be
treated efficiently within the LDA, and this may strongly impact the accuracy of the
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predicted electronic properties (band gaps of semiconductors or insulators tend to be
underestimated, for example).
The exchange-correlation energy expressed above is valid for spin-degenerate systems.
The generalization of the LDA to magnetic system by accounting for the spin state of
the electrons, assuming that the magnetic properties originates solely from the intrinsic
magnetic moment of the electrons. The principle is to treat two different electron den-
sities: the spin-up electronic density n↑(r) and the spin-down electronic density n↓(r).
This usually means that magnetic systems have twice more equations to solve.
The exchange-correlation energy must be rewritten to be spin-dependant, Exc[n] =
Exc[n










The generalized approximation is the local spin density approximation (LSDA) and the
exchange part is expressed as:
ELSDAx [n













2.2.4.2 GGA - Generalized Gradient Approximation
The shortcomings of the LDA motivated the use of more elaborated functionals: indeed,
there is no reason that the electronic density n(r) does not depend on the electron density
in its vicinity n(r+δr). The generalized gradients approximations (GGA) are semi-local
approximations of Exc[n] which locally account for the variations of the electron density
by expressing the exchange-correlation energy as a functional of the density and as a




Amongst the most used formulations reported in the litterature, there are the one of
Perdew, Burke and Ernzerhof (PBE) [10] and Perdew and Wang (PW91) [11].
2.2.4.3 Beyond LDA and GGA: DFT+U and hybrid functionals
As local and semi-local approaches, the LDA and GGA are known to illy treat strong
exchange-correlation effects (for example, low band gap semiconductors are predicted
metallic). A popular solution at minimal computational cost is the DFT+U formal-
ism, which consists in adding a Hubbard correction U in the Hamiltonian to increases
Coulombian repulsions in d and f orbitals: as these populations are very localized,
Coulombian repulsion is underestimated with semi-local approaches. The introduction
of extra-Coulombian repulsion in d or f orbitals usually open the electronic band gap
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where U is the screened Coulomb parameter and ni is the occupation number of orbital
i. The U parameter can either be chosen so that the calculated gap corresponds to the
experimental one, as an empirical parameter. Another possibility is to calculate the
value of U from DFT in a self-consistent approach (as proposed in Reference [12] for
example).
Another solution to overcome the shortcomings of LDA and GGA are hybrid functionals
of Exc. They have been introduced in the early nineties and were mainly used in quantum
chemistry calculations for atoms and molecules. Later, their use has been extended to
periodic systems. The principle behind hybrid functionals is rather simple, and consists
in mixing the typical semi-local functional (LDA and GGA) with a fraction of Hartree-
Fock exchange. Non-local effects of the exchange energy are therefore explicitly treated.
The relevance of this approach is justified by the so-called adiabatic connection for-
mula [13]. In principle, the exchange-correlation energy of the Kohn-Sham system is
not equal to the echange-correlation energy of the many-electron interacting system:
this difference arises from the transfer of part of the many-body kinetic energy Txc to
the exchange-correlation term of the Kohn-Sham system. However, it has been shown
that there exists an exact (yet unknown) relation connecting Txc and Exc [13]. Let us
consider the following family of Hamiltonians Hel(λ) with different electron-electron in-
teraction characterized by a single parameter λ varying from 0 (non-interacting limit)
to 1 (fully interacting limit):
Hel(λ) = Te + λ Uee + uλ (2.45)
This function is decomposed into different terms: Te is the kinetic energy operator, Uee
the electron-electron potential energy operator and uλ is defined in such a way that
all Hel(λ) produce the same ground-state density n. For λ = 1, we have the fully
interacting many-body system and uλ corresponds to the external potential (uλ=1 =
Uext). For λ = 0, then we have the non-interacting Kohn-Sham system (uλ=0 = vs
which is the Kohn-Sham potential associated to density n). It can be shown that the
Kohn-Sham exchange-correlation energy corresponds to the average of the exchange-






where Exc,λ is the potential energy of exchange-correlation at intermediate λ, written
as:
Exc,λ = 〈Ψλ|Uee|Ψλ〉 − EH (2.47)
where EH is the classical Hartree energy and Ψλ the ground-state wave functions at
given coupling strength λ. Equation (2.46) is the adiabatic connection formula [13, 14],
and its behaviour is illustrated in Figure 2.1: for λ = 0, then Exc,λ=0 = Ex where
Ex = 〈Ψ0|Uee|Ψ0〉 − EH is the exchange energy of the system as exactly defined within






Figure 2.1: Schematic representation of the adiabatic connection. The Kohn-Sham
exchange-correlation energy Exc (light blue area) is obtained as the potential energy of
exchange-correlation of the many-body interacting system Exc,λ=1 corrected with the
transfered kinetic energy Txc (light red area) along the path of integration of coupling
constant λ between 0 and 1.
the Hartree-Fock method on the basis of the Kohn-Sham wave functions Ψ0. For λ = 1,
then Exc,λ=1 is the potential energy of exchange-correlation of the many-body system.
The quantity Exc as defined in Equation (2.46) corresponds to the light blue area of
Figure 2.1 and differs from the many-body exchange-correlation energy of the fully
interacting system by Txc (light red area), corresponding to the transfer of many-body
kinetic energy along the integration path over λ from 0 to 1.
Hence, it should be possible in principle to obtain Exc by mixing the exchange energy as
defined in Hartree-Fock methods (Ex) and the many-body exchange-correlation potential
energy (Exc,λ=1). However, the exact value of this mixing is unknown and depends on
the shape of the λ dependence of Exc,λ. If the dependence is strictly linear between




(Ex + Exc,λ=1) (2.48)
An hybrid functional based on Equation (2.48) is then built by substituting Exc,λ=1 by







In order to better capture the non-linear λ dependence, more sophisticated mixing
schemes have been proposed. In their generic analytical formulation, hybrid functionals
are expressed as a combination of various LDA and GGA functionals with Hartree-Fock
exchange:
Ehybxc [n] = ELDAxc + a0(E
HF
x − ELDAx ) + ax(EGGAx − ELDAx ) + ac(EGGAc − ELDAc )
The different terms are:
• ELDAxc : exchange-correlation functional as defined in the LDA.
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• EHFx : Hartree-Fock exchange obtained for the non-interacting particles system.
• ELDAx : LDA exchange functional.
• EGGAx : GGA exchange functional.
• ELDAc : LDA correlation functional.
• EGGAc : GGA correlation functional.
The coefficient a0, ax and ac are optimized with different LDA and GGA exchange-
correlation functionals and weight the semi-local approximations in Ehybxc [n].
A nomenclature has been adopted for hybrid functionals, related to the different terms:
the first letter correspond to the GGA functional used for the exchange energy, followed
by the number of coefficients a0, ax and ac to be optimized, followed by the letters
corresponding to the GGA functional used for the energy: for example the popular B3-
LYP functional uses the Becke GGA functional for the exchange energy [16], and the





The B1-WC functional has been optimized by D. I. Bilc et al [18] at the Universite´ de
Lie`ge and uses the Perdew-Burke-Ernzerhof GGA functional for the correlation energy,
and the Wu-Cohen [19] GGA functional for the exchange energy. Only a0 is optimized.
A value of a0 = 0.16 has been obtained. The other coefficients are fixed at: ax = 1− a0
and ac = 1.
The B1-WC was designed to predict properties of oxides with a better agreement to ex-
periments as compared to the semi-local approaches, specifically perovskite BaTiO3 and
PbTiO3. The performance of hybrid functionals has been reviewed in References [20, 21],
concluding that it is an ideal formalism to get past the typical shortcomings of semi-
local functionals. Numerous manuscripts have been published, based on the B1-WC
functional in several fields of material physics, such has ferroelectrics [18, 22], ferromag-
nets [23] or thermoelectrics [24, 25]. Additionally, it has proven to properly characterize
the 2-dimensional electron gas at the SrTiO3/LaAlO3 interface [26–29]
The calculations involved in the present work have been mostly performed using the
B1-WC functional.
2.2.5 Solving the Kohn-Sham equations
The Kohn-Sham ansatz allows one to calculate the exact density and energy of the
ground-state of a many-body electron system by solving independent-particles equations.
The approximation of the exchange-correlation energy Exc chosen, there remains to
effectively solve the equations. In practice, the external Kohn-Sham potential vs(r)
depends implicitly on the electronic density n(r). Hence, both electronic density and
external potential must be determined self-consistently. The routine for finding both is
illustrated in Figure 2.2.
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Initial guess
Calculate eﬀective potential
Solve the Kohn-Sham equation
Calculate the electronic density
Self consistency 





Figure 2.2: Schematic representation of the self-consistent loop for solution of Kohn-
Sham equations.
First, an initial guess of the density n(r) (which can be, for example, the sum of contribu-
tions calculated for the individual atoms) generates a Kohn-Sham potential vs(r). Then,
the Kohn-Sham equations are solved with this external potential: the calculated single
particle wave-functions |Ψi(r)〉 determines a new electronic density (different from the
initial one), which is then used to generate a new external potential vs(r). This proce-
dure iteratively generates n and vs and should converges to a self-consistent Kohn-Sham
solution. The convergence criteria are usually based on the difference of energy, density
or potential between two successive steps, which should decreases as the procedure goes
on.
The procedure can only converges with a judicious choice of the new potential and
density calculated at the last iteration. However, converging toward a self-consistent
solution is not always straightforward. Often, strong oscillations can lead to large com-
putational times, if not a complete divergence of the solution. A simple solution to
reduce oscillations is the approach of linear mixing : instead of using the new calculated
density n(r) to generate vs(r), the electronic density input at step i+ 1 is estimated as
a fixed linear combination of ninputi and n
output
i at step i, as given by:
ninputi+1 = αn
output
i + (1− α)ninputi = ninputi + α(noutputi − ninputi ) (2.50)
where α is the mixing parameter. In the absence of any other information during the
calculation, linear mixing forces the procedure to evolve in an approximate steepest
descent direction for minimizing the energy.
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X
Y
Figure 2.3: A 2-dimensional crystal lattice composed of two atoms X and Y , with a
periodic pattern all over space. The crystallographic unit cell is defined by the dashed
line.
2.2.6 Boundary conditions and summation in reciprocal space
Crystalline materials are characterized by a highly ordered microscopic structure, form-
ing a crystal lattice. The bulk properties of a crystal can be conveniently modelled by
accounting for a single unit cell, usually the small unit that can be used to reproduce
the pattern of the lattice, repeated infinitely in all directions as illustrated in Figure 2.3.
With these considerations, we can use periodic boundary conditions when modelling
such systems, to account for the translational invariance.
Moreover, periodic boundary conditions allows one to use the Bloch theorem to model
the electronic wave functions within the unit cell. This theorem imply that, within a
periodic potential, the electronic wave function ψn,k(r) can be written as the product




where k is a reciprocal space vector and n the band index. The function un,k(r) has to
be expanded on a well defined basis set, usually plane-waves or local functions (atomic
orbitals). In the reciprocal space is defined the reciprocal lattice associated to the
lattice in real space, and according to the symmetries of the system several vectors
k correspond to the same solution ψn,k(r). As these k vectors are redundant in the
description of the physics, the reciprocal space is restricted to a small region containing
all the non-equivalent k vectors. This region is called the irreducible Brillouin Zone
(IBZ), and correspond to a Wigner-Seitz cell of the reciprocal lattice.
In the limit of an infinite periodic system, the sum over a fixed amount of k-points in the
IBZ can be substituted by an integral over all the k-points within the IBZ. In practice
however, the value of the sum converge quickly with a finite number of k-points, in a
uniform mesh within the cell. The sampling of the Brillouin zone must be carefully
tested to have a satisfying level of precision.
Periodic boundary conditions are very useful to describe bulk materials, but are not
appropriate when studying systems where the long-range microscopic order is no longer
valid, like at surfaces, for isolated thin films, molecular systems, or systems with defects,
which are not expected to be ordered in real solids.




Figure 2.4: The unit cell of a 2-dimensional periodic system containing two atoms X
and Y is expanded as a 2× 2 supercell contains 4 X atoms and 4 Y atoms, which can
contains one defect. Here, a Y atom is substituted by a defect D, leading to a defect
density of 1/4. A larger 3 × 3 supercell can be used to model a defective system with





Figure 2.5: (a) An heterostructure of two stacked materials, alternating between four
monolayers of atomic planes X and three monolayers of atomic planes Y . (b) Surfaces
can be modelled by including a vacuum inside the unit cell. In this simple schematic
representation, there is two types of surface, of both X and Y terminations.
In the particular case of point defects (vacancies, antisite defects, substituted atoms,...),
a convenient way to model them is the supercell approach. In this approach, the periodic
conditions remain in application, and so does the Bloch theorem, but the crystallographic
cell no longer corresponds to the unit cell of the pristine lattice: it is larger, and it is
possible to include the point defects in such a cell (as illustrated in Figure 2.4). Of course,
given the periodic conditions, the distribution of defects also follows the new periodicity.
If one is interested into the properties of the isolated defect, one must consider using a
rather large supercell, and check if the interactions between the defect and its periodic
images are negligible.
The supercell approach can also be used to study heterostructures made of different
materials stacked on top of each other (where the “building blocks” are the unit cells
of the parent compounds), as seen in Figure 2.5.(a) and thin films with a vacuum.
When modelling a surface, a vacuum area is explicitly included in the cell, as shown in
Figure 2.5.(b). If this vacuum area is large enough, the interactions between the surface
and the periodic image become negligible, and we can consider the surface as isolated.
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2.2.7 Pseudopotentials
In quite a lot of situations, the interesting properties of a material is due to the outer
shells electrons of the different atomic species constituting the material, as they are
the electrons involved in the bonding between neighbouring atoms. The principle of
pseudopotentials is to replace the strong Coulombian potential of the atomic nucleus
and the effect of the inner shell electrons (tightly bound to the nucleus) by an effective
potential acting on the outer shell electrons, accounting for both Coulombian interactions
from nucleus and inner shell electrons. The pseudopotentials can be calculated from the
individual atoms, and be transferred to study more complex systems. Finally, using
pseudopotentials have the advantage of reducing the complexity of a given problem and
to be less computationally intensive, as only the outer shell electrons a treated explicitly
in the Kohn-Sham calculations. This is necessary when using a plane-wave basis set, yet
less important when using a local basis set. An introduction to pseudopotentials can be
found in Reference [3].
2.2.8 Simulation programs implementing DFT
There exists a large variety of computer programs that implement DFT. Some of them
are open-source, such as ABINIT or SIESTA, whereas some are proprietary, such as
VASP or CRYSTAL. The different DFT codes differ by how they implement DFT,
as well as by different optimization algorithms, the functionals for exchange-correlation
(semi-local functionals, hybrid functionals), the boundary conditions (periodic or finite),
and so on.
The choice of a given DFT package can also be motivated by the basis set used to expand
the electronic wave functions: in many cases, wave functions are usually built either
from plane-wave basis sets (ABINIT, VASP,...) or with localized basis sets (SIESTA,
CRYSTAL,...). The later offers the advantage to be less computationally demanding
and more appropriate when modelling finite systems (films, molecules). Indeed, at the
surface of a film, or outside of a molecule, the charge density decreases drastically, and
it is more straightforward to reproduce this behaviour from localized function than with
spatially extended plane waves.
Almost all the calculations involved in the present work has been performed using the
CRYSTAL package (unless specified otherwise) which is briefly presented in the following
section.
2.2.8.1 The CRYSTAL package, general features
The CRYSTAL [30, 31] package can perform ab initio calculations of the ground state
energy, energy gradients, electronic wave function, density and various properties of solid
state systems.
With CRYSTAL, the single particle wave functions ψi(r; k), solutions of the Kohn-Sham
equations, are expanded as a linear combination of Bloch functions, defined in term
of functions un,k(r) (Equation (2.51)), which are built as linear combinations of local
functions (atomic orbitals). These local functions are linear combinations of Gaussian
type functions χ(r), whose exponents and coefficients are defined beforehand and shall
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be optimized depending on the desired accuracy. Different functions of symmetry s, p,
d, f and even sp can be used to build the basis functions.
As mentioned previously, localized basis sets are more appropriate to study finite sys-
tems, motivating their use in the present work. They also present other advantages:
• the exchange energies are easier to calculate, however this is not the case for kinetic
energies;
• the interactions between electrons localized in 3d orbitals around the Fermi level
are better reproduced with local functions than plane waves, as these orbitals are
much more localized in real space.
Each atomic orbital is a combination of Gaussian functions χ:






with αj being the exponents and Cj the coefficients of the radial parts of the atomic
orbitals whereas Ylm(θ, φ) are spherical harmonics. The choice of the basis set is a fun-
damental and crucial step in defining the level of calculation and its accuracy, especially
when dealing with periodic systems where many chemical bonds can be found.
With CRYSTAL and its post-processing tool properties, we are able to compute the
following properties (amongst several others):
• the electronic structure of periodic and non-periodic systems: wave functions,
electronic density, eigenenergies and related band structure and density of states,
the total energy;
• forces and stresses to relax the atomic structure and find the configuration of
minimal energy;
• magnetic properties within the collinear-spin approximation.
• . . .
2.3 Boltzmann transport theory
Part of this work focuses on the thermoelectric properties of novel materials exploiting
low-dimensional electron systems to increase their performance. These materials are
often characterized by a dimensionless factor ZT , related to their efficiency in converting





In the above relation, S is the Seebeck coefficient, σ the electrical conductivity, T the
temperature and κe and κl the electronic and lattice contributions to the thermal con-
ductivity. This factor is known as the thermoelectric Figure of Merit, and more infor-
mations and discussions on the involved quantities are given in Chapter 6. In order to
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study thermoelectric compounds from first-principles, one should be able to compute
these properties for any given compound, and we will describe in this Section how to
proceed to do so from the Boltzmann transport equation. In the following discussion,
we will mostly focus in the electronic properties, hence we will avoid further discussion
on κl. All the others coefficients S, σ and κe are properties that can be derived from
the electronic structure.
The Boltzmann transport equation can be written3 as:
df(r,k, t)
dt









This equation describes the statistical behaviour of a fluid not being in the thermo-
dynamic equilibrium. In the present case, we only consider a fluid of electrons4. The
different quantities involved in this equation are:
• f(r,k, t), which is the statistical distribution of the electrons (Fermi-Dirac) and
can be both space and time dependent (the r and k values are altered by external
fields and collisions);
• k is the energy of the electrons with a momentum k;







is the variation in distribution due to scattering;
• vk is the group velocity of electrons with a momentum k.
The group velocity of electrons vk is calculated from the derivatives of the eigenenergies





Let us consider that the electrons are submitted to a temperature gradient and an
electric field. Under such constraints, their statistical distribution changes and reach a
steady state. For the steady state case with small temperature gradient and/or electric
field, we can assume that the time variation of the distribution is much smaller than the













where (−e) is the charge of electron, T is the temperature and E is the electric field.
An additional approximation can be made to further simplify the equation, known as
the relaxation time approximation. It consists in considering a linear evolution from the
equilibrium distribution f0k to the steady state distribution fk under the temperature
3For clarity, these equations will be written in SI units in this Section.
4The Boltzmann transport equation is more general and can be used in different context, like phonon
transport.











Figure 2.6: The Fermi-Dirac distribution, at 0 K and at finite temperature.










where τk is the relaxation time.






where f0k is the electronic distribution at the equilibrium and µ is the chemical poten-
tial. This distribution has a step-like shape at 0 K, and gets smoother as temperature
increases (as shown in Figure 2.6). Let us now take a look to the different transport
quantities, the electric current J and the thermal current Q. These currents originates
from the applied electric field and thermal gradients, and the relation between the causes
and the effects can be written with the following expressions:
J = LEEE + LET∇T (2.59)
Q = LTEE + LTT∇T (2.60)
The electrical conductivity is defined under an electric field only (∇T = 0):
J = σE =⇒ σ = LEE (2.61)
The thermal conductivity is defined when there is no current (J = 0):
Q = −κe∇T =⇒ κe = −
(




The Seebeck coefficient S is also defined when J = 0, and using Equations (2.59)
and (2.60) it follows that:
E = S∇T =⇒ S = −LET
LEE
(2.63)
Now that these quantities and coefficients are well defined, we can go back to the sim-






∇T − τkvk (−e) fk
∂k
E (2.64)
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If we make the reasonable hypothesis that the steady state distribution fk is a small
deviation from the equilibrium distribution f0k, hence we have f
0
k ≈ fk and, based on
the knowledge of the analytical formulation of f0k given in Equation (2.58), the following


































The thermal current Q and the electric current J can now be expressed in term of the














































where Ω is the volume of the unit cell the crystal. Expressions (2.68) and (2.69) show
that the coefficients LEE , LET , LTE and LTT in Equations (2.59) and (2.60) can be
calculated from the derivatives of the energies k and the derivatives of the equilibrium
distribution. As the function ∂f0k/∂k only takes significant values around the chemical
potential µ, the electrons who contributes to the conductivity are those with energies
around µ, in agreement with band theory.
While the Seebeck coefficient S, the electrical conductivity σ and the thermal conduc-
tivity κ are usually referred to as as coefficients, they may actually be anisotropic and
shall actually be referred to as second-order tensors. Similarly to the density of state,
the conductivity distribution tensor is a distribution over the energies and accounts for






In Equation (2.70), the group velocities are summed and expressed with respect to their
individual components.
If we assume that, for any k, the relaxation time is constant and equal to τk = τ , then
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Once the conductivity distribution is calculated, the different transport properties can
be calculated by integrating over the energies [32]:









































Again, the factor −∂f/∂ appears in the integrands in Equation (2.73), (2.74) and (2.74),
hence only the electronic states of energy close to µ will be involved in these different
properties.
2.3.1 Computing the thermoelectric tensors with the BoltzTraP soft-
ware
BoltzTraP [32] is a computational tool which can be used to compute S, σ and κe,
amongst other electronic structure related properties, and is based on the Boltzmann
transport theory within the constant relaxation time approximation (CRTA). The differ-
ent eigenenergies k, Fermi level, symmetries in real and reciprocal space and additional
structural information (volume) are typically output from DFT calculations, and can be
used as input for BoltzTraP to compute the aforementioned properties. As Boltzmann
transport theory involves derivatives of the energies, the electronic band structure must
be well-resolved to be properly interpolated by analytical functions. The BoltzTraP code
includes a routine for the expansion of the band structure, based on smooth Fourier in-
terpolation. As the fitted functions are analytical, it is straightforward to compute the
group velocities and the tensors Sαβ, σαβ and κ
e
αβ, from the formula (2.71), (2.73), (2.74)
and (2.74).
The Boltzmann transport equation in the constant relaxation time approximation does
not provide a value of the relaxation time τ . This is not a problem for the Seebeck
tensor, as a constant τ disappears in the expression (2.74) of S. However, it does not
disappears from κe and σ. Therefore, BoltzTraP can only provide the values of σ/τ
and κe/τ , and τ has to be determined by other means. A simple solution is to fit the
relaxation time to conductivity measurements at known carriers densities.
In general, the Fermi level µ and the temperature T are parameters which control the
behaviour of the properties in a given energy landscape. The Fermi level is well defined
for a metal (with a defined Fermi surface), and falls within the electronic band gap in
case of a semiconductor. In the semi-classical picture, the position of µ with respect to
the band edges also depends on the majority carrier density (holes or electrons), which
can be controlled via doping (chemical substitution...). These considerations highlight
another implicit hypothesis when calculating the transport coefficients: the rigid band
approximation. In a lot of cases, we can purposely consider the band structure of the
host material as rigid and ignore the effect of impurities and carrier concentration. This
hypothesis greatly reduces the complexity of the problem, as it is computationally inten-
sive to compute the properties of defective system, and usually requires large supercells
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to probe realistic densities of dopant. In the later part of the manuscript, we will come
back on theses approximations and their shortcomings in specific cases.
2.4 In summary
In this Chapter, we presented the general framework behind DFT, the practical im-
plementation of the theory through the Kohn-Sham ansatz to solve complex electronic
problems, the different aspects of the approximate exchange-correlation functionals, the
principle and advantages brought by pseudopotentials and a brief presentation of the
CRYSTAL package and its main features. As a general theory, DFT can be used to
study a large amount of solid state electronic systems. In this work, we will present
different systems: bulk crystallines phases, superlattices, heterostructures with surfaces
and defectives systems. The technicalities for each study will be detailed in their spe-
cific Chapter. Of course, we purposefully ignored to detail every intricacies of DFT,
deemed irrelevant for the present work, and we encourage the curious reader who desire
a deeper understanding of the theory to read the work of Richard Martin [3] or Sholl
and Steckel [33].
In addition to the general aspect of ab initio calculations, we introduced Boltzmann’s
transport theory, how to calculate the transport tensors involved in thermoelectricity,
and the BoltzTraP code implementing this theory based on the ab initio band structure.
Chapter 3
Reviewing the origin of the 2D
electron system at the
SrTiO3/LaAlO3 interface
In this Chapter, we review the origin of the two-dimensional electron system (2DES) at
the interface of polar/non-polar oxides. Specifically, we will focus on the seminal inter-
face between SrTiO3 (STO) and LaAlO3 (LAO), which hosts a two-dimensional electron
gas without relying on chemical doping. We will review the different propositions, avail-
able in the literature, aiming to explain the origin of the 2DES, and we will present in
detail the specificities of an electric field driven mechanism, commonly referred to as
“polar catastrophe”.
3.1 Interfaces and two-dimensional electron systems
A 2DES consists in an electron gas where the electrons are free to move in a two dimen-
sional plane, but are tightly confined in the transversal direction to that plane. This
confinement ensures quantized energy levels for motion in this transversal direction. The
realization of such a 2DES can be realized within quantum wells, which can be engi-
neered at interfaces between different insulating materials. Such materials with a well
defined interface are called heterostructures.
In a perfect and infinite crystal, the atoms are perfectly arranged in a Bravais lattice.
However, this picture is not exact in reality, as crystals present defects and interfaces
with other materials/phases, and the properties of the electrons and atoms near the
interface are not the same as those of the bulk phase. These new emerging effects can
be exploited for specific applications.
The most common 2DES are found within metal-oxide-semiconductor field-effect tran-
sistors (MOSFETs). MOSFETs are made of different compounds, namely a metal, an
insulating oxide, and a doped semiconductor (usually, silicon): with a good combination
of band alignment, band bending at the interface, and with the application of a gate
voltage, a thin sheet of electrons can be formed in the semiconductor close to its interface
with the oxide, highly mobile in the plane of the interface. These MOSFETs are the
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most common transistors in digital circuits and provide the basic switching functions
(between an insulating and a conducting phase) required for the implementation of logic
gates.
In the precedent example, the 2DES is not a steady state of the interface, and must be
activated by gating. It is however possible to achieve a 2DES at the interface between
polar and non-polar oxides, where the interface is at the origin of a quantum well, while
the polar oxide provides the electron carriers, bringing them within the quantum well.
While the density of carrier within the well can still be controlled by a gate voltage, the
2DES already exists without the application of a gate voltage.
The realization of such an interface is performed through the deposition of a film on
the surface of a substrate material. When the deposited film bonds with the substrate,
the growth is called epitaxy, and the nature of the substrate surface determines the
orientation of the deposited film. For an efficient bonding, the atomic structure of
the deposited film and the substrate must be similar, but the two materials do not
necessarily need to have the same crystal class or symmetry. If the film is thin, then
its crystal structure will adapt to the substrate to fit its geometry. Hence, the in-plane
lattice parameters are either increased or decreased depending on the substrate lattice
parameters compared to their bulk values, and the relative difference in in-plane lattice
parameters defines the epitaxial strain. In addition to the in-plane strain, an out-of-plane
strain also occurs through the Poisson effect: if the film is expanded in-plane, then the it
is contracted in the out-of-plane direction, and vice-versa. Hence, for the same overlayer
termination, the choice of a specific substrate can be used to tune the properties near
the interface, such as the ferroelectric, magnetic, orbitals ordering, orbital degeneracy
and splitting.
The technique of growth of oxides heterostructures with satisfying quality is rather
recent compared to the growth of semiconductor-based heterostructures, for different
reasons: on one hand, the apparent lack of direct applications did not motivate their
development, and experimental limitations made these systems less studied despite the
large array of physical properties. Nowadays, the techniques have improved, and it is
possible to synthesize good substrates with a well defined surface (for example, for STO,
the novel chemical treatments make it possible to obtain a perfect SrO or TiO2 layer for
a (001) surface [34–36]).
Once the substrate obtained, the deposition of the film on top of the substrate can be
done by several methods, the most popular ones being pulsed laser deposition (PLD)
and molecular beam epitaxy (MBE). PLD is based on the principle of vapour deposition:
in a chamber, high power laser pulses strikes a target material which will constitute the
film to be deposited on the substrate. The target is vaporized from the impact and
transformed as a plasma, the ions in the plasma have high velocities and are redirected
toward a heated substrate, where they condense and form the film. The process can
be done either in an ultra high vacuum or in the presence of a background gas: this is
the case for oxide heterostructures, which are grown in presence of gaseous oxygen to
properly oxygenate the deposited film. The growth conditions (in terms of laser fluence,
temperature and oxygen partial pressure) are important parameters which control the
quality of the heterostructures and their overall properties (for example, low oxygen
partial pressure leads to large concentration of oxygen vacancies). MBE is processed in
an ultra high vacuum chamber, where the target material to be deposited is heated until
sublimation, then migrated toward the substrate where it is adsorbed at the surface
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to form the film. The main advantage of MBE is that the species have lower kinetic
energy as they approach the substrate, limiting the formation of defects during growth.
The growth process can be monitored with reflection high-energy electron diffraction
(RHEED). The pattern of the electron diffracted at the surface yields information on
the roughness of the surface, and can be used to control with precision the number of
deposited layers.
3.2 General technicalities
Before going further, we specify the general technicalities of our first-principles calcu-
lations, for which the results are presented and discussed in this Chapter, as well as
Chapter 4 and 5. We use the CRYSTAL code [37] to compute from DFT the structural
and electronic of bulk LaAlO3 and SrTiO3 systems, as well as heterostructures based on
these compounds.
3.2.1 Structural models
As our methodology limits the size of the systems we aim to study, we need to use
appropriate structural models in the same spirit as described in Section 2.2.6. The key
quantity to model is the interface between LAO and STO, as shown in Figure 3.1.(a).
Such a system has to be reduced in a thin film geometry, usually a few nanome-
tres thick. Examples of possible STO/LAO heterostructures along the (001) direc-
tion are shown in Figures 3.1.(b-g): (b) displays the unit cell (black dashed line) of
a vacuum/(STO)4/(LAO)2/vacuum slab with a TiO2/LaO interface where periodic
boundary conditions are applied in all directions. The large vacuum region1 ensures
that the LAO surface does not interact with the STO surface. The STO sublattice
has to be thick enough to mimic a STO substrate. This type of heterostructures has
the disadvantage to present a STO surface which pollutes the computed results (with
the presence of surface electronic states, surface distortions, . . .); to circumvent this, a
symmetry plane (or center) can be imposed to the system, resulting in a symmetric slab
with two identical surfaces as shown in (c) and ensures that the two surfaces are treated
equivalently in the calculations while suppressing the STO surface (in the illustration,
the system consists in vacuum/(LAO)2/(STO)7.5/(LAO)2/vacuum).
Beyond the heterostructures with surfaces explicitly included in the unit cell, it is possi-
ble to build periodic superlattices with no vacuum region. An example is shown in (d) as
a stoichiometric (STO)5/(LAO)5 superlattice. If the superlattice is stoichiometric, then
the cell must include necessarily a TiO2/LaO interface and a AlO2/SrO interface. As
discussed in the next Section, the LAO sublattice is polar with a built-in electric field,
and therefore, the closed circuit electrical boundary conditions imposed by the periodic
boundary conditions lead to an (opposite) electric field in the STO sublattice so that
the average electrostatic potential over the whole cell is zero. Another possibility are
symmetric off-stoichiometric superlattices, shown in (e) and (f) with respectively two
TiO2/LaO and two AlO2/SrO interface. The off-stoichiometry of the LAO sublattice
leads to a doped system, with no electric-field in the LAO layer. These superlattices are
1The thickness of the vacuum region depends on the system: in the slab geometry, CRYSTAL fixes
the size of the simulation box to 500 A, ensuring that the vacuum region has a similar thickness, usually
between 450 and 500 A.
















Figure 3.1: (a) Schematic representation of a STO(001)/LAO heterostructure with a
visible surface. The key system to model at the atomic scale is the interface shown in the
zoom on the right. Several structural models can be used while keeping the periodic
boundary conditions: (b) a (STO)4/(LAO)2/vacuum heterostructure; (c) a symmet-
ric vacuum/(LAO)2/(STO)7.5/(LAO)2/vacuum heterostructure; (d) a stoichiometric
(STO)5/(LAO)5 superlattice, without any vacuum region; (e) an off-stoichiometric and
symmetric (STO)8.5/(LAO)4.5 superlattice with two n-type (TiO2/LaO) interfaces; (f)
an off-stoichiometric and symmetric (STO)8.5/(LAO)2.5 superlattice with two p-type
(AlO2/SrO) interfaces; (g) the film featured in (c) expanded as a 2 × 2 supercell in-
cluding one oxygen vacancy (VO) at the surface. The unit cell is displayed as dashed
black lines. The green vertical dashed lines show the symmetry planes in the symmetric
superlattices.
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particularly useful to study the doped interfaces, as it fixes the carrier density to 0.5
electrons (e−) (0.5 holes ( h+)) per unit cell ().
To mimic the strain induced by the STO substrate to the LAO layer, the in-plane cell
parameter is fixed to the relaxed value of bulk cubic STO.
Finally, it is possible to incorporate defects by the means of supercells. An example
is given in (g), where a symmetric slab with a surface region in expanded as a 2 × 2
supercell incorporating one oxygen vacancy at the AlO2 surface in LAO. The periodic
boundary conditions leads to an area density of oxygen vacancies of 1/4.
In the present Chapter as well as Chapters 4 and 5, calculations are performed either
on the bulk compounds, off-stoichiometric superlattices (Figure 3.1.(e-f)), pristine sym-
metric films including a vacuum region (Figure 3.1.(c)) and defective symmetric films
including a vacuum region (Figure 3.1.(g)). The thicknesses of the films will be specified
for each type of calculations.
The symmetric heterostructures in the slabs geometry shall be referred to as STO(001)/LAOm
for different LAO thicknesses m, independently of the thickness of the STO layer acting
as the STO substrate.
3.2.2 Methodological details for the DFT calculations
Regarding the Gaussian basis set, all the electrons have been included for Ti [38], O [39]
and Al [40], while we use a Hartree-Fock pseudopotential [39] for Sr and the Stuttgart
energy-consistent pseudopotential [41] for La. The basis sets of Sr and O have been
optimized for STO. In the basis set of La, the Gaussian exponents smaller than 0.1
were disregarded and the remaining outermost polarization exponents for the 10s, 11s
shells (0.5672, 0.2488), 9p, 10p shells (0.5279, 0.1967), and 5d, 6d, 7d shells (2.0107,
0.9641, 0.3223), together with Al 4sp (0.1752) exponent from the 8-31G Al basis set,
were optimized for LAO.
The exchange-correlation energy is modelled with the B1-WC hybrid functional [42]. A
Monkhorst-Pack mesh [43] of 6× 6× 6 special k-points is used for cubic bulk LAO and
STO, ensuring a proper convergence of the total energy and forces below 1 meV. The
sampling is then refined into a 12×12×12 mesh of special k-points for the computation
of properties such as the electronic density of state or the vibration modes at the Γ point
in the IBZ.
For the heterostructures, the Brillouin Zone sampling is adapted to a 6 × 6 × 1 mesh.
It is then refined to 12 × 12 × 2 to compute the electronic band structure and related
density of state. A smearing of the Fermi surface has been set to kBT = 0.001 Ha.
The self-consistent DFT cycles are considered to be converged when the energy change
between cycles are smaller than 10−8 Ha. The optimization of the atomic positions
are performed with convergence criteria of 1.5× 10−4 Ha/Bohr in the root-mean square
values of the energy gradients, and 1.2×10−3 Bohr in the root-mean square values of the
atomic displacements. The evaluation of the Coulomb and exchange series is determined
by five parameters, fixed to their default [44] values: 7, 7, 7, 7 and 14.
The technical details for the calculations of the systems with oxygen vacancies are similar
to the ones used for the pristine slabs in term of basis sets, convergence threshold and
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investigated geometrical configurations for the heterostructures. Oxygen vacancies (VO)
have been modelled by removing explicitly an oxygen atom from its site (core and
electrons), while leaving “ghost” oxygen basis functions on the site to properly model
the electron density within the vacancy. Different sizes of supercell have been used in
the study (mainly 2×2 and 2×3 supercells), with adapted Brillouin zone sampling with











where EV and E0 are the calculated total energy of the systems with and without VO,
nv the number of VO in the supercell, and EO2 the calculated total energy of the single
O2 molecule in the triplet state.
Equation 3.1 only consider the enthalpic contribution at 0 K to the formation energies,
within a vacuum environment. To account for the atmosphere during growth, considering
the environment as a reservoir, one has to consider the chemical potential of oxygen
µO(p, T ) relative to the gaseous phase at finite oxygen partial pressure p and temperature












f,µ=0 + µO(p, T ) (3.3)
In the relation above, µO(p, T ) is calculated from the thermodynamic model [45, 46]: the
details of the calculation can be found in Appendix A. µO(p, T ) is usually considered as
a parameter depending on the environment; for the purpose of this study, we set µO =
−2 eV according to the growth conditions of standard STO(001)/LAO heterostructures
and is identical to the value used in Reference [47].
3.3 SrTiO3 and LaAlO3 in their bulk form
LAO and STO are two compounds of the ABO3 perovskite family, which forms a class of
oxide compounds that attracted a significant amount of interest in the field of material
science. This is due to the large panel of properties they offer and the many potential
applications related to these properties. The first perovskite compound discovered was
CaTiO3 in 1839 by Gustav Rose, who simply named the crystal perovskite in honour of
Russian mineralogist Lev Perovski (1792-1856). The name nowadays refers to the ABX3
structure, where A and B are cations and X is an anion, oxygen in the case of oxides,
or fluorine for fluoride, or chlorine for chlorides. F, O and Cl are elements with large
electronegativity, hence these perovskites are known for their strong ionic character.
Within the 5-atoms unit cell of oxide perovskites, the B cation is located at the center of
an octahedron formed by the 6 neighbouring O atoms, while the A atoms are positioned
at the corner of the cubic cell, as shown in Figure 3.2.(a). The B cation is usually a
transition metal bonding with the neighbouring oxygens forming the octahedron, thanks
to O 2p− B d bonding.
The formal valence of oxygen in ABO3 perovskites is most of the time O
2−, which
constraints the valence configurations for the cations: either A1+B3+, A2+B4+ and
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A3+B3+ generally (A4+B2+ has been witnessed in PbTiO3). The valence of the cations
has a great importance when considering perovskites deposited as films on a substrate,
as the individual layers may hold different charges per unit cell. For example, in the
(001) direction, we can have respectively (AO0, AB02) neutral planes for A
1+B3+; or
charged planes (AO+, AB−2 ) or (AO
−, AB+2 ) for A
2+B4+ and A3+B3+ respectively. As
a consequence, even though a perovskite is centrosymmetric in bulk form, it can display
a polarity in film form depending on the deposition process. We will come back to this
point when addressing the STO(001)/LAO interface.
The perovskite family is generally not strictly cubic: most of the time, the crystal
structure stabilizes in a symmetry subgroup involving rotations and distortions of the
BO6 octahedra. The different structures of oxide perovskites have been described by
Goldschmidt [48], who proposed a tolerance factor α to classify the possible distortions





where rA, rB and rO are respectively the ionic radii of the A, B and O species. Equa-
tion (3.4) may be rewritten as α = dAO/
√
2dBO where dAO and dBO are the bond lengths
between A and O and B and O respectively. Depending on the value of α, the structure
will adapt:
• For α = 1, the adopted structure is the cubic one, as represented in Figure 3.2.(a).
This is the case, for instance, for BaZrO3. If this criterion is not satisfied, then
distortions occur and the symmetry is reduced. For α ≈ 1, some distortions may
appear, like in SrTiO3 (α = 1.001).
• For α < 1, in this case the radius of A is too small and does not fill the available
space in the cube. To maximize the AO bond properties, the BO6 octahedra
rotates. The motions associated with this instability, with respect to the cubic
structure, are named antiferrodistortive motions: the O atoms no longer occupy
the center of the faces of the cube, as shown in Figure 3.2.(b); in addition to
this motion, the A cation can also moves through polar or anti-polar distortions.
Anti-polar motions appear in the Pnma phase due to the coupling with oxygen
rotation modes [49], which is stable for many perovskites with 0.8 < α < 1.0 (this
is the case for CaTiO3).
• For α > 1, the radius of B is too small compared to A, and the cubic structure is
unstable. The motion associated with this instability is the off-centering of the B
cations (shown in Figure 3.2.(c)), where B move away from its centrosymmetric
position. Such a distortion leads to the appearance of a polarization if all the B
cations moves in the same direction. Other distortions may also appears, but this
will not be a topic of discussion.
The variety of possible distortions for perovskites, in addition to other properties such as
magnetism (with spin ordering), charge ordering, orbital ordering, and superconductiv-
ity, makes this family an ideal system to study and for engineering possible applications.
In the present Section, we will review the basic properties of the bulk phases of LAO and
STO perovskites, in terms of experimental data and computational results, to highlight
the performance of the hybrid functional formalism (with the B1-WC functional) which
will be used in the rest of this manuscript to study the STO(001)/LAO interface.




Figure 3.2: (a) 5-atoms cubic cell of the ideal, symmetric perovskite structure ABO3;
(b) the same cell with a rotated BO6 octahedron. Note that the translational symmetry
associated with the cubic primitive cell is lost; (c) the same cell, with an off-centring
motion of the B cation. The arrows highlight the displacements of the atoms. The
structures are drawn with the VESTA code [50].
We will also address the electronic properties of reduced SrTiO3−δ from first-principles.
3.3.1 Structural properties
In terms of structure, both STO and LAO are members of the oxide perovskite family. At
room temperature, STO exists in its cubic form with a lattice parameter of a = 3.905 A.
However, at 110 K, STO undergoes a structural phase transition to a tetragonal phase
(I4/mcm), involving antiferrodistortive motions of the octahedra according to a a0a0c−
pattern the Glazer notation [51], with a subsequent increase of the c/a ratio. The
optimized lattice parameters of cubic STO (Pm3m) and tetragonal STO (I4/mcm)
are given in Table 3.1, as calculated with the B1-WC and the GGA-PBE functionals.
Notably the a value of the cubic phase as calculated with the B1-WC functional (a =
3.880 A) shows a good agreement with the experimental value.
LAO adopts a rhombohedral structure (R3c), which can be approximated by a pseudo-
cubic structure with a lattice parameter a = 3.811 A. The octahedral tilting in LAO
is characterized by a−a−a− distortions with respect to the cubic phase2. Upon growth
on a STO substrate, the in-plane lattice parameter of LAO will be strained to adopt
the value of the lattice parameter of STO. Such a distortion will reduce to out-of-plane
lattice parameter of LAO through the Poisson effect. To estimate this distortion, we also
relaxed a tetragonal phase of LAO (P4/mmm) where a is set to the value of the relaxed
STO value, while c is allowed to relax. The values of the lattice parameters are given in
Table 3.1, we also show the results obtained from GGA-PBE and values measured from
experiments. There is an overall improvement in accuracy of the predicted parameters
using the B1-WC, the relative error is about −0.52%, compared to 1.02% for the GGA-
PBE value.
3.3.2 Electronic properties
Both LAO and STO are band insulators, with electronic band gap of 5.60 eV and
3.25 eV respectively [54, 55]. Both have a strong ionic characters, with nominal valence
2In the following Sections, when addressing the STO(001)/LAO interface, we neglect the role of the
rotations in most cases.
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SrTiO3 LaAlO3
Cubic Tetragonal Cubic Rhombohedral Tetragonal
Pm3m I4/mcm Pm3m R3c P4/mmm
a a c a a c a c c/a
B1-WC 3.880 5.482 7.772 3.791 5.382 13.115 3.880 3.739 0.96
PBE 3.940 5.565 7.894 3.850 5.470 13.305 3.940 3.750 0.95
Expt. 3.905a 3.811b 3.905 3.750 0.96
Table 3.1: Relaxed lattice parameters of LAO and STO, for different Exc functionals,
in the cubic phase, the ground state phase (I4/mcm for STO, R3c for LAO) and in a
constrained, tetragonal phase (P4/mmm) where a = b is fixed to the value for relaxed
cubic STO. The parameters corresponds to the crystallographic cell for the I4/mcm









Figure 3.3: The unit cells of STO and LAO in the cubic phase, with excess charge in
(001) planes as calculated from the oxidation numbers of the species: (Sr2+O2−)0 and
(Ti4+O2−2 )
0 for STO, (La3+O2−)+ and (Al3+O2−2 )
− for LAO.
Sr2+Ti4+O2−3 and La
3+Al3+O2−3 . In the (001) direction, the alternating AO and BO2
planes are neutral, in the case of STO, and charged in the case of LAO, as shown in
Figure 3.3.
The electronic band structure, calculated within B1-WC, for cubic STO, LAO and rhom-
bohedral LAO is displayed in Figure 3.4, with the associated indirect and direct (mea-
sured at the Γ point) band gaps given in Table 3.4, calculated in the GGA (PBE flavor),
variational pseudo-self interaction correction functional [56] (VPSIC) and B1-WC, and
compared to the experimental values. Note that as the room temperature phase of LAO
is the rhombohedral one, the experimental value of the band-gap can be directly com-
pared to the calculated ones. The gaps for cubic STO and rhombohedral LAO calculated
from PBE are underestimated by about ∼1 eV compared to the experimental values.
This relates to the well known band gap issue of standard (semi-) local DFT. The large
magnitude of the error on the electronic band gaps motivates the use of beyond stan-
dard DFT exchange-correlation functionals, such as VPSIC or the B1-WC, which both
reduces the absolute errors to 0.2− 0.3 eV.
In addition to the gaps calculated for the room-temperature phases of LAO and STO, we
calculated those of constrained cubic LAO (in the Pm3m space group) and tetragonal
LAO (in the P4/mmm space group). For these phases, the direct and indirect gaps are
slightly altered compared to that of the R3c phase. The gaps calculated from B1-WC
remains above 5 eV in all cases. The correct description of the bands gaps of LAO and
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Figure 3.4: Electronic band structures of (a) cubic STO, (b) cubic LAO, (c) rhom-
bohedral LAO, calculated with the B1-WC functional.
Symmetry Gap PBE VPSIC B1-WC Expt.
SrTiO3 Pm3m Eg,i 2.24 2.94 3.56 3.25
a
Eg,d 2.60 3.30 3.91 3.75
a
LaAlOC3 Pm3m Eg,i 3.86 5.23 5.19
Eg,d 4.22 5.51 5.53
LaAlOT3 P4/mmm Eg,i 4.81 4.84 5.23
Eg,d 5.23 5.21 5.62
LaAlOR3 R3c Eg,i 4.59 5.78 5.60
b
Eg,d 4.68 5.82 5.60
b
Table 3.2: Indirect (Eg,i) and direct band gap (Eg,d , at the Γ point) of cubic STO,
cubic LAO (C), tetragonal LAO (T) and rhombohedral LAO (R). The VPSIC values
are taken from Reference [57]. The experimental values are taken from: a [54],b [55]
STO at the bulk level is important in order to validate the methodology and address
the properties of heterostructures based on these compounds.
3.3.3 Dielectric properties of SrTiO3 and LaAlO3
The dielectric properties of LAO and STO constitute key physical parameters deter-
mining the behaviour of the 2DES at the STO/LAO interface, as well as its origin in
terms of the polarity induced mechanisms. It is therefore important that the ab initio
calculations reproduce the experimental values of bulk LAO and STO, to ensure its
predictive power when treating explicitly the interface. The relative dielectric constants
of STO and LAO, calculated with the B1-WC functional, are listed in Table 3.3. For
LAO, we calculated the value of the component of the relative dielectric tensor for the
cubic phase, the tetragonal phase (where the lattice parameter a = b is constrained
to match the STO lattice parameter), and the rhombohedral phase, to compare with
the experimental value. The calculated dielectric properties are in satisfying agreement
with the experimental data. The ab initio approach allows to probe the effect of the
strain on the out-of-plane dielectric component of strained LAO, which is decreased by
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Symmetry εxx εzz Expt.
SrTiO3 Pm3m 250 250 300
a
LaAlOC3 Pm3m 27 27
LaAlOT3 P4/mmm 36 23
LaAlOR3 R3c 21 21 21-24
b
Table 3.3: Components of the relative static dielectric tensor of cubic STO, cubic
LAO (C), tetragonal LAO (T) and rhombohedral LAO (R), calculated with the B1-WC
functional. The experimental values are taken from: a [58],b [59]
about ∼15% of its bulk value. Moreover, the AlO6 octrahedra tilting also decreases the
dielectric constant, which is related to the competition between the oxygen rotations
and the polar modes in perovskites. This result highlights the sensitivity of the LAO
dielectric constant to structural distortions. At this stage, we note that, although these
DFT calculations do not take into account the temperature as a parameter, the B1-WC
results (i.e. at 0 K) are in agreement with the room-temperature properties of LAO and
STO, as calculated for their room-temperature phases.
3.3.4 Electronic structure of reduced SrTiO3−δ
An hypothesis for the origin of the 2DES at the STO/LAO interface is that the carrier
originates from oxygen vacancies (VO) in the STO substrate. Indeed, it is known that
reduced SrTiO3−δ behave like a metal in a large temperature range [60], despite STO
having a large band gap (and therefore is not usually referred to as a semiconductor).
The effect of vacancies is even visible to the eye, as the clear insulating STO turns into a
metallic dull crystal upon reduction, as shown in Figure 3.5. It is also superconducting
at low temperature, and the density of mobile carrier remains weakly dependent on tem-
perature from 1.3 to 50 K [61], as expected of a doped semiconductor in the saturation
regime. However, these observations are inconsistent with reports of deep donor states
for the VO in STO as calculated from state-of-the-art first-principles methods
3, either
based on hybrid functionals [62, 64, 65] or DFT+U [66], which predicts a single state
with a double occupancy about ∼0.7 eV below the conduction band of STO. This defect
state arises from the two dangling electrons of the VO, which remain tightly bound in the
vacancy and at the Ti sites in its direct vicinity, with a a strong Ti d3z2−r2 character. In
this situation, the thermal excitation of carriers from the defect state to the conduction
band is in contradiction with the increase of resistivity observed with increasing tem-
perature [67]. Moreover, the carrier density of SrTiO3−δ is also lower in magnitude than
the density of VO, suggesting that not all the electrons provided by vacancies actually
contribute to transport.
It has been shown since then from GGA+U calculations [69] (U = 4.36 eV) that a single
VO with two dangling electrons prefers the ionized state V
1+
O than the neutral V
0
O, with a
single bound electron and a defect state 0.4 eV below the conduction band, whereas the
other electron is promoted to the conduction band and is completely delocalized. In order
to verify if the B1-WC functional can reproduce this result, we performed a calculation
3As for the LDA/GGA functionals, the systematic underestimation of the band gap results in the
donor state lying in the conduction band, providing two electrons fully delocalized in the Ti t2g state [62,
63].
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SrTiO3 SrTiO3-δ
Figure 3.5: Micrographs of a STO crystal showing the effect of removing oxygen atoms
through a thermal treatment, leaving oxygen vacancies in the lattice: the clear oxidized
insulator turns into a dull blue conductive crystal. Adapted from Reference [68].
on a 4 × 4 × 4 supercell of cubic STO containing 1 neutral VO (with two dangling
electrons), corresponding to a density of vacancy of ∼ 2.7× 1020 cm−3 (δ ≈ 0.016), and
accounting for the spin-polarization of the defect state. The corresponding density of
state (DOS) is displayed in Figure 3.6.(a): in this DOS, a defect state with a single
electron (and therefore fully spin-polarized) is located ∼1 eV below the minimum of the
conduction band (CBM), and is well localized within the vacancy and in the Ti nearest-
neighbours with a Ti d3z2−r2 character, as shown in Figure 3.6.(b). The other electron
is transferred to the conduction band and is fully delocalized, as shown in Figure 3.6.(c).
These results explains the properties of reduced SrTiO3−δ: a VO act as a single-donor,
with the apparition of occupied and localized in-gap states ∼1 eV below the conduction
band, which have been observed in angle-resolved photo-emission spectroscopy (ARPES)
experiments ∼1 − 1.3 eV below the conduction band minimum [70, 71] and which are
occupied by a single electron per state, whereas the other electron provided by the va-
cancy is promoted to the conduction band and is fully delocalized. In that regard, the
B1-WC result is quantitatively closer to the experiments than the GGA+U calculations
from Reference [69]. These results challenge the conventional picture of VO in STO,
which predicts the neutral VO (with a double occupancy) to be the most stable if the
Fermi level lies close the CBM [65]. The origin of this discrepancy lies in the Coulombian
repulsion between electrons in the localized level: inclusion of on-site Coulombian inter-
actions prevents the stabilization of neutral vacancies [72], and favours the charged V1+O
state4. This also implies that VO acts as magnetic impurities. It should also be noted
that the strong Coulombian repulsion is related to the highly spatially localized nature
of the defect state, which is different than what is witness in doped semiconductors
where the effective Bohr radius is usually one order of magnitude larger than the lattice
parameter, leading to highly delocalized carriers with weaker Coulomb interactions.
These results show that the B1-WC functional can properly reproduce the effect of
screened Coulombian interactions, often modelled through mean-field static correla-
tion with the U term. In the following Section, we will address the properties of the
STO/LAO interface, and the different possible mechanisms at the origin of the 2DES;
as VO provide free carriers which may be confined at the interface, and the in-gap states
4the energy difference between the two phases is −274 meV as calculated for the whole 4 × 4 × 4
supercell.
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Figure 3.6: (a) Electronic DOS of the 4× 4× 4 supercell of cubic STO, containing 1
VO. In green, the donor state occupied with a single electron, fully-spin polarized. In
red, the delocalized remaining electron occupying the bottom of the conduction band.
The vertical dashed line is the Fermi level; the positive (negative) values account for
majority (minority) spin states. (b) Isosurfaces of electron density for the localized
defect state (5 × 10−4 Bohr−3); (c) Isosurfaces of electron density for the delocalized
electron in the conduction band (5×10−3 Bohr−3). In (b) and (c), the oxygen vacancy
is located at the center of the supercell.
associated with VO appears in ARPES experiments on the STO/LAO interface [71], it
is a reasonable hypothesis and we will consider this scenario, which shall be addressed
in the present Chapter. We will also stress how theoretical methods with a quantitative
predictive power is important to avoid a spurious description of the system.
3.4 The band alignment between SrTiO3 and LaAlO3
For a LAO thin film deposited on top a STO substrate with a (001) surface, two possible
interfaces are identified: if the STO substrate is terminated by a TiO2 plane, then the
first LAO atomic layer will be a LaO plane. This is usually referred to as the n-type
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interface in the literature, which is the interface which has been observed to host a 2DES.
If the STO substrate is terminated by a SrO plane, then the first atomic layer of LAO
will be a AlO2 plane. This one is referred to as the p-type interface, and has mostly
been reported as insulating, contrasting with the n-type interface, and attracting less
attention from the research community.
A crucial aspect of interfaces that need to be addressed is the relative alignment of
the valence and conduction bands of the two compounds across the interface. An issue
occurs when dealing with interfaces between insulating phases such as LAO and STO.
A single DFT calculation on a bulk structure provides the electronic band structure of
the compound where the occupancy of the bands is based on the number of electrons
in the system: hence, it is easy to identify the valence band and the conduction band
in an insulator from DFT with a well defined band gap. However, the corresponding
energies are given with respect to a reference which is defined by the code (the average
electrostatic potential for example) and which is system dependent. Therefore, the
references as calculated for bulk LAO and bulk STO are different, and it is not trivial
to determine how the valence and conduction bands of both systems align. In order
to obtain a single reference energy, it is usual to perform a DFT calculation on an
heterostructure, usually a superlattice as shown in Figure 3.1.(d), with an interface
explicitly present in the cell and to project the density of states along the different
layers to identify the band offset.
Regarding this superlattice method, another problem appears in the case of heterostruc-
tures including a polar layer: depending on the modelled interfaces, a built-in field ap-
pears in the polar layer, and the band profile evolves with the electrostatic potential
along the heterostructure. For a STO/LAO (001) superlattice, this occurs in the case of
a stoichiometric superlattice, as shown in Figure 3.1.(d): there is two different interfaces
in the supercell, one n-type and one p-type. As discussed in the next Sections, this
leads to a built-in electric field in the LAO layer, and an opposite electric field in the
STO layer so that the average electrostatic potential remains zero (due to the periodic
boundary conditions as discussed in Section 3.2.1). It is not trivial to calculate the band
offset in this situation. A flat potential can be achieved in the LAO overlayer with a
charge transfer from the p-type interface to the n-type interface: full compensation is
reached if 0.5 e−/ are transferred to the n-type interface.
Following this, stoichiometric superlattices are not appropriate to study the band offsets.
To cancel the field in the STO and LAO subsystems, it is possible to build a cell con-
taining additional layers, leading to off-stoichiometry and two identical interfaces. For
example, adding one (LaO)+ layer and one (TiO2)
0 layer results in two n-type interfaces,
as shown in Figure 3.1.(e). The additional LaO layer provides an extra charge, in this
case a single electron, which will be shared by the two n-type interfaces, 0.5 e−/, cor-
responding exactly to the amount required to fully cancel the field in LAO. This method
is similar to semiconductor heterostructures with flat energy levels and an local dipole
across an interface, where the relative alignment of the bands are independent of the
thickness of the subsystems. For two p-type interfaces, additional (SrO)0 and (AlO2)
−
layers will results in an extra hole ejected to the STO subsystems, shared by the two
p-type interfaces. We expect the band alignment far from the interface to be unaffected
by the metallic character of this heterostructure (this is not guaranteed, as doping in-
duces band bending). With this method, based on a symmetric and off-stoichiometric
(STO)12.5/(LAO)12.5 superlattices, we calculated the band offsets for the two types of
interface, by plotting the layer-resolved electronic density of state (projected onto each
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STO and LAO sublayer, as well as the additional atomic planes). The results are dis-
played in Figure 3.7.(a) for the n-type interface and (b) for the p-type interface. To
evaluate the band offsets, we proceed as follow: the valence band offset is calculated
from the misalignment of the O 2p states near the top of the valence band. With the
same approach, the conduction band offset is calculated from the misalignment of the
Ti 3d and La 4d states. For the n-type interface, the LAO valence band lies slightly
lower than the STO valence band, with a valence band offset of −0.36 eV, close to the
experimental value of −0.35 eV [73] and a conduction band offset of 1.47 eV. For the
p-type interface, we evaluate a valence band offset of −0.13 eV and a conduction band
offset of 1.34 eV. Hence, we obtain an average value of −0.25 eV for the valence band
offset and 1.41 eV for the conduction band offset. The sum of the offsets (1.66 eV)
is in satisfying agreement with the difference of band gaps between both subsystems
(1.63 eV), validating this approach. The valence band of both subsystems are almost
completely aligned, which is why we will ignore the valence band offset in some of the
following schematic representations of the band structure of the STO/LAO interface.
3.5 The polar discontinuity at the SrTiO3(001)/LaAlO3 in-
terface
We have described the bulk properties of LAO and STO as well as addressed their band
profile if no electric field is present in either subsystems. We can therefore focus on the
mechanisms at the origin of the 2DES at the STO/LAO interface. Both STO and LAO
are centrosymmetric in their bulk form, but display a formal polarization depending on
the direction. When a surface or an interface is formed, the formal polarization leads
to the appearance of a built-in field. A way to determine whether or not an interface
is polar has been proposed by Tasker [74] and consists in using the formal ionic charge
of each atoms as a point charge, without any geometric or electronic relaxation. The
surface is then polar if the bulk unit cell contains a dipole moment; a few examples are
given in Figure 3.8. The underlying hypotheses behind this naive approach appears to
be satisfied in the case of centrosymmetric structures as discussed by Bristowe et al. [75]
and Stengel et al. [76], who applied the concepts of the modern theory of polarization
in the case of polar surfaces. Their main conclusion is as follows: a surface is polar if
the bulk polarization perpendicular to the interface of two materials are not equal as
described by the interface theorem in Reference [77]: if the system appears to be polar
by Tasker’s criterion, then it is equivalent to consider the net surface charge σ = P · nˆ at
each side of the interface. In the case of an interface between two-semi-infinite systems,
such charges at the interface and the surface produce a diverging electrostatic potential,
which makes the system highly unstable. This issue is known as a “polar catastrophe”.
Generally, the existence of a built-in field is accompanied by some charge screening,
and reconstruction (atomic and/or electronic) is expected for unstable surfaces. In the
case of a thin film however, the evolution of the electrostatic potential is finite and
may be stabilized without any reconstruction, depending on the energy costs of the
reconstruction mechanisms. Amongst the possible compensation mechanisms, there is a
distinction between extrinsic and intrinsic mechanisms. The first kind involves external
sources, for example, molecular adsorption can help the compensation of some polar
surfaces if the process involves doping of the surface, where the carriers can screen
the built-in field. Of course, this implies the presence of the dopant species in the
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Figure 3.7: Electronic DOS projected on the different sublayer of off-stoichiometric
STO12.5/LAO12.5 symmetric superlattices, with (a) two n-type interfaces and (b) two
p-type interfaces, calculated with the B1-WC functional. As the superlattices are sym-
metric, only half of the superlattice data is displayed. The band offsets are written on
the right, calculated from the central layers in each superlattice, the farthest from the
interface. Blue (red) corresponds to the STO (LAO) contribution. The orange back-
ground is the total DOS. The horizontal dashed line is the Fermi level: note that for
the n-type superlattice, the electron remains confined within the STO. For the p-type
superlattice, the hole spreads over the whole heterostructure.
atmosphere. On the other hand, intrinsic mechanisms do not involve external sources
of dopant, but a redistribution of the charges in the system.
The STO(001)/LAO interface is the most representative example of non-polar/polar
oxide interface and has been first studied by Ohtomo and Hwang [78]. They synthesized
this interface by epitaxial growth of LAO on the (001) surface of STO, alternating
charged planes of LaO1+ and AlO2
1−. This is in line with the description of a charged
surface by Tasker, for the example given in Figure 3.8.(c). A built-in potential is thus
raised as LAO is grown on STO(001), as shown in Figure 3.9. This Figures summarizes
the polar discontinuity at the LAO/STO interface: a built-in field in the LAO overlayer
diverges as its thickness increases, and may be compensated if a charge is transferred
from the surface to the interface: in the case of the n-type interface, 1/2 electron per
unit cell area (0.5 e−/) is transferred to the TiO2 layer at the interface; in the case
of the p-type interface, 1/2 hole per unit cell area (0.5 h+/) is transferred to the SrO
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Surface Surface Surface
Dipole = 0 Dipole = 0 Dipole ≠ 0
Figure 3.8: Examples of surface classification by Tasker [74] based on the planar
formal ionic charges: (a) for the same charge between cations and anions in the same
plane, leading to a neutral plane; (b) for uneven charged planes, but with no dipole;
(c) alternating charged planes, with a net dipole moment.
layer at the interface. In the case of the n-type interface, such a transfer is favoured by
the possibility of transition metal Ti to acquire a mixed valence state: hence, the Ti4+
at the interface can become Ti3.5+ by hosting the 1/2 electron in its Ti t2g conductions
states.
3.5.1 A critical thickness of LaAlO3 as a threshold for conductivity
With such considerations, it has been postulated that the 2DES appearing at the n-
type interface is related to the polar discontinuity, the strongest argument in favour of
this hypothesis being that a critical thickness dc of about ∼4 monolayers of LAO is
required to observe an insulator-to-metal phase transition (MIT) at the interface: the
sheet resistivity decreases by several orders of magnitude above this thickness, even for
samples grown at high oxygen partial pressure (pO2 ≈ 10−4 mbar), where the oxygen
vacancies are expected to be reduced and not contribute to conductivity. The origin of
this transition has been attributed to the presence of a thin sheet of electrons in the STO
subsystem, confined near the interface [79]. The reader may notice that at this stage,
we still not have addressed the exact origin of the carriers. The existence of a critical
thickness however suggests that the electrostatic potential raised in the film is involved
and must reach a critical value to trigger a compensation mechanism. Consequently,
the existence of a threshold thickness is a strong argument in favour a polar catastrophe
scenario.
A few important aspects of the critical thickness must be addressed. While Hall ex-
periments suggests that no mobile carriers are present below dc, there has been several
reports of signature of Ti3.5+ below the onset for conductivity [80–84], even as early as
2 u.c. thick LAO [85, 86], based either on hard x-ray photoelectron spectroscopy (HAX-
PES) or resonant inelastic x-ray scattering (RIXS), at odds with the Hall experiments.
A few of these results are given in Figure 3.10. Notably, a strong evolution of the signal
is witnessed with growing LAO thickness below 6 monolayers. The common hypothesis
for these results is the presence of immobile carriers at the interface, which cannot be
measured from Hall experiments. These results suggest that different critical thicknesses
(for different physical properties) may be at the origin of this discrepancy, or that the
onset for conductivity requires a large density of carriers, beyond a given threshold.
















































































































































































































































































































































































































































































Chapter 3. Reviewing the origin of the 2DES at the STO/LAO interface 49
Figure 3.10: Sheet carrier densities at the n-type LAO/STO interface measured via
Hall experiments [87], HAXPES experiments [85] and RIXS experiments [86]. Figure
adapted from Reference [86].
Another property of the threshold thickness for conductivity is its tunability, by replac-
ing the LAO layer with an alloy made of LAO and STO, as observed by Reinle-Schmitt
et al. [26], referred to as LASTO:x (x being the ratio between the two compounds),
as shown in Figure 3.11. The authors rationalize these observations by proposing that
alloying tunes the polarity of the overlayer without significantly changing the dielectric
properties of the film in comparison to LAO, thus only tuning the polar discontinuity at
the interface. The behaviour of the threshold thickness for the alloy-based heterostruc-




For a composition x = 0.5, the threshold thickness becomes twice the value expected for
the bare LAO case.
Finally, it has been shown from experiments [88, 89] that the threshold thickness can
be reduced by adding a STO capping layer on top of the LAO film: a finite sheet
carrier density measured by Hall effect experiments have been observed in samples with
a LAO interlayer thickness of 1 or 2 u.c., much below what is observed for the uncapped
heterostructures.
The last two paragraphs highlight specific aspects of the link between the critical thick-
ness and the polar catastrophe: on one hand, this property can be tuned by tuning the
polarity of the overlayer film, which is a strong argument in favour of the polar catas-
trophe scenario. On the other hand, the addition of a simple, insulating and non-polar
STO capping layer has been shown to decrease dc, at odds with the polar catastrophe.
Clarifying these experimental observations are amongst the primary objectives of this
work.
3.5.2 A two-dimensional electron gas at the n-type interface
We will now briefly describe the properties of the 2DES at the STO(001)/LAO inter-
face. This Section does not aim to cover all the specificities of this system; for the




























































































Figure 3.11: Conductance of LASTO:x films measured at room temperature for
compositions (a) x = 0.50, (b) x = 0.75, and (c) x = 1. The dashed vertical lines for
x = 1.0 and 0.75 indicate the determined threshold thicknesses dc. For x = 0.5, is
represented by a grey band for the more gradual transition. The blue triangles and red
points belong to different sets of samples. Figure adapted from Reference [26].
interested reader, a review of the most important aspects of 2DES at polar/non-polar
oxide interface can be found in Reference [90].
One of the key properties of the 2DES at the STO(001)/LAO interface is that the spa-
tial extension of the electron is quite limited in the transverse direction of the interface.
Depending on the oxygen partial pressure and the annealing process after the synthesis
of the samples, the extension of the gas vary drastically: for samples grown at low pO2
(∼10−6 mbar) and without annealing process, the gas spreads from 10 to 100 µm. In this
case, the electrons are not localized near the interface and has a 3-dimensional charac-
ter [91, 92]. It has been postulated that in such a case, the electrons may originate from
oxygen vacancies present in the STO substrate [91], and which are not a characteristic








































Figure 3.12: Spatial mapping of resistance near the STO(001)/LAO interface for
(a) a non-annealed sample; (b) an annealed sample, (c) zoom on the data shown in
(c); (d) resistance profile across the interface in the annealed case, highlighting the
localization of the 2DES within a few nanometers of the interface. Figure adapted from
Reference [93].
of the STO/LAO interface. The effect of annealing for samples grown at low pO2 reduces
the extension of the electrons to only a few nanometers from the interface [93], similarly
to samples grown at high pO2 (∼10−4 mbar). In the later case, the electron system has a
2-dimensional character, and can be considered as a 2DES which appears from intrinsic
mechanisms: Figure 3.12 shows the effect of annealing on the sheet resistance profile
across the interface. The extension of the 2DES has been estimated to be between 4
and 10 nm, the majority of the carriers lying in the first unit cell of STO [85, 94, 95].
The intrinsic 2DES has been shown to be composed of two types of carriers, one confined
close to the interface (∼2 nm), and one which spreads away from the interface, deeper
in the substrate (∼11 nm) [96]. This relates to the nature of the first available empty
states of STO hosting the carriers. In the bulk cubic phase of STO, the first (empty)
conduction states are of Ti t2g character, which arises from the splitting of the 3d states
of Ti under the octahedral crystal field into t2g (dxy, dxz and dyz) and eg (d3z2−r2 and
dx2−y2), the later being further away from the conduction band bottom and remaining
empty. When a (001) surface is created on STO, the t2g energy levels are splitted, as an
effect of the surface symmetry breaking [97]. For the STO/LAO interface, as soon as the
interface is doped, the injected carriers will partially fill the t2g states, split between the
dxy and dxz/dyz (degenerate) states, corresponding to delocalized and localized states
near the interfaces.
First-principles calculation based on DFT [98–101] have been performed for the STO/LAO
interface, showing that the occupied orbital with the lowest energy is mainly of dxy
character. The dxy population has a strong 2-dimensional character, which is related to
their high band velocity in the xy plane, parallel to the interface; on the other hand,
the dxz/dyz spreads further in the substrate, with a more pronounced 3-dimensional
character and lower mobility in the xy plane [101]. The DFT calculations in Refer-
ences [99, 101] and [28] shows that the carrier density at the interface change the overall
splitting between the filled bands, in agreement with spectroscopy experiments [28],
as shown in Figure 3.13. Note that there is a strong discrepancy between the density
extracted from Hall experiments and spectroscopy experiments, which can already be
seen from Figure 3.10: the carrier densities extracted from Hall measurement is around
one order of magnitude lower than the densities extracted from HAXPES and RIXS.
Popovic et al. [101] argued that due to their 2-dimensional character, the electrons are
likely to be subject of Anderson localization [102]. In addition to this discrepancy, the
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Figure 3.13: Band energies of the STO/LAO interface calculated from DFT-VPSIC
calculations, for different amount of electrons transferred at the interface (a) Q =
0.04 e−/ and (b) Q = 0.1 e−/. The corresponding Fermi surfaces are shown in (c)
and (d). Figure adapted from Reference [28].
experimental carrier densities of annealed samples are always lower than the limit of
0.5 e−/ (3.3× 1014 cm−2) expected from the polar catastrophe.
The mechanism behind the localization of the carriers near the interface is not trivial.
Typically, confinement occurring at junctions in metal-oxide-semiconductor interface is
attributed to the band bending near the interface. However, it has been argued that the
band bending at the STO(001)/LAO interface is not sufficient to explain the low thick-
ness of the 2DES [103]. Chen et al. [98] proposed that the orbital coupling between the Ti
and La atoms lower the Ti t2g states close to the interface, which favours their occupancy
with respect to the deeper Ti sites. Stengel [104], by the mean of model Hamiltonians
based on first-principles calculations, also stresses that moving electrons away from the
interface has an energy cost which is inversely proportional to the dielectric constant of
STO εSTO, and that the dielectric properties of STO are important to determine the
spread of the 2DES. The importance of the dielectric properties of the STO substrate
will be discussed in Chapter 4, specifically in regards to its impressive temperature
dependence. Finally, it has been shown from first-principles calculations [27] that the
localization process is spontaneous at low density, only populating the dxy bands below a
threshold density nc ∼ 1014 cm−3. Above this value, the electrons “spill” to the dxz/dyz
states extending farther from the interface. The authors provide a link between the
carrier density and the binding energy (and therefore the spatial spread of the 2DES).
This aspect will also be a topic of discussion in Chapter 4.
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Figure 3.14: a- and c- axis lattice parameters of the LAO overlayer grown of top of
STO(001), as a function of film thickness. The solid lines are a guide to the eyes, the
dashed horizontal lines indicates the pseudo-cubic LAO lattice parameter. The inset
shows the detail of the expansion of c for the lower thicknesses. Figure adapted from
Reference [29].
Along with these basic features, the 2DES at the STO(001)/LAO interface also present
a large array of interesting properties, which do not exist in the parent compounds or
present unexpected behaviour. Amongst these properties, we should mention supercon-
ductivity [105, 106], which can be tuned by an electric field effect [107]. In addition,
there has been signatures of ferromagnetism [108], with the presence of a hysteresis loop
and transport properties associated with a large magnetoresistance [109–111]. Ferro-
magnetism and superconductivity are usually exclusive properties, but for the case of
the STO(001)/LAO interface, they have been shown to either coexist [112, 113] or being
phase separated [114].
The STO(001)/LAO interface also displays some interesting structural properties. As
discussed earlier in this Chapter, there is a constraint on the in-plane LAO lattice pa-
rameter a (= 3.81 A) expected from an epitaxial strain, to fit the STO lattice parameter
(= 3.91 A), and in principle should be accompanied with a contraction of the out-of-
plane c parameter according to Poisson’s law. However, experimentally, what is observed
is that the out-of-plane lattice parameter c is expanded of about ∼2% [115]. This ex-
pansion has been rationalized as an electrostrictive effect [29], and disappears for a LAO
thickness between 6 and 20 u.c., recovering the expected Poisson’s contraction, and a
signature of complete screening of the built-in field in LAO (shown in Figure 3.14). In
addition, x-ray diffraction experiments [116] have provided evidence of atomic displace-
ments in LaAlO3, in agreement with the presence of an electric field in the film, since
off-centring of the cations is measured with respect to the perovskite cubic structure.
These structural properties, evidence of a built-in field in LAO, are a strong argument
in favour of the polar catastrophe scenario.
3.6 A controversy for the origin of the carriers
The STO(001)/LAO n-type interface is characterized by a metal-insulator phase tran-
sition (MIT) depending on the thickness of the LAO overlayer as-grown on the STO
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substrate. Above a LAO thickness of 3 − 4 u.c., the interface is metallic, and this be-
haviour is attributed to the presence of a 2DES confined near the interface. The critical
thickness is a feature that is well reproduced in experiments. Moreover, the properties
discussed in the previous Sections have been observed by different groups with different
methods. This suggests a universal mechanism behind the appearance of the 2DES.
Despite the reproducibility of these experiments and a consensus on the existence of
the 2DES, there remains a controversy on its exact origin. The debate stems from the
many possibilities available to explain the origin of the carriers, and the difficulty to
discriminate amongst them based on the observed properties. Amongst the proposed
mechanisms, it is usual to differentiate those which are intrinsic or extrinsic, depending
on the exact origin of carriers. For example, the presence of dopant species may be con-
sidered as extrinsic. Similarly, defects acting as donors such as oxygen vacancies may
appear by the growth process. On the other hand, intrinsic mechanisms do not rely on
external factors. However, the distinction between intrinsic or extrinsic mechanisms may
be a source of confusion. For example, oxygen vacancies at the surface of the LAO layer
have been argued to be stabilized by the existence of an electrostatic field in the LAO
layer, as evidenced from first-principles calculations [47, 117]. In a sense, this “atomic
reconstruction” can also be called a polar catastrophe, similarly to the Zener breakdown
scenario, since the oxygen vacancies at the LAO surface prevent the divergence of the
electrostatic potential in the LAO film and provide carriers. The semantics are confus-
ing and therefore not appropriate. Instead, it has been proposed [57] that it would be
more appropriate to differentiate the mechanisms between those which are electric-field
driven and those which are not.
3.7 Electric-field driven mechanisms from first-principles
We will now provide a description of the two most popular known hypotheses at the
origin of the 2DES at STO(001)/LAO interface, the Zener breakdown and the surface
oxygen vacancies. The mechanisms can be explained in the framework of a polar catas-
trophe, where the diverging electrostatic potential in the LAO film is the driving force
behind the instability leading to the appearance of the 2DES. The main argument in
favour of these mechanisms is the existence of threshold LAO thicknesses to witness
different phenomena, such as signatures of Ti+3.5 valence at the interface from spec-
troscopy, or the change in sheet resistance. Indeed, as will be argued in the following
discussion, the intricacies of the different mechanisms result in differences in properties.
3.7.1 Electric-field driven Zener breakdown
Oxide typically includes transition metal atoms, such as Ti, which are much more in-
clined to change their bulk valence state than non-transition metals. Hence, for the
STO(001)/LAO interface, it is possible for the electrons to rearrange themselves to
avoid a polar catastrophe, as the electrostatic potential diverges with increasing LAO
thickness. This is the so-called Zener breakdown scenario, and does not involve any
atomic reconstruction, since only the electronic population changes. In this Section, we
will focus on the Zener breakdown hypothesis and its description from first-principles
calculations based on the hybrid functional formalism.
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The Zener breakdown stems from the electrostatic behavior of the STO(001)/LAO in-
terface and can be formulated in terms of the conservation of the normal component of
the displacement field D across the interface [76]. In the (001) direction, the LAO layers
can be considered as a serie of capacitors with (LaO)1+ and (AlO2)
1−, corresponding to
surface charge σLAO0 = 0.5 e/, where e is the electron charge and  is the in-plane unit
cell area (= a2). Hence, considering the polarity of each LAO monolayer, the LAO film
has a formal polarization of PLAO0 = −e/2. As the STO atomic planes are neutral,
there is no formal polarization in the STO substrate. The formal polarizations of STO
and LAO are therefore:
P STO0 = 0 (3.6)
PLAO0 = −e/2 (3.7)












Dvac = 0 (3.10)
In the absence of free charges, which is the case for band insulators, the normal compo-
nent of the displacement field has to be preserved [77]. Hence, the vacuum fixes D = 0














Since LaAlO3 is an insulator, the material will polarize under the effect of an electric
field, leading to a depolarizing field and surface induced charges σLAOind . The polarization
induced in LAO PLAO0 is therefore screened by the depolarizing field E
LAO
ind and its value
depends on the dielectric constant (εLAOr ∼ 24, see Table 3.3). The resulting electric
field ELAO and surface charge are given by:




2 = 0.25 V/
A (3.13)
σLAO = ELAOε0 = 0.02 e/ (3.14)
σLAOind = σ
LAO
0 − σLAO = 0.48 e/ (3.15)
Within this model, the built-in electric field is estimated to be equal to 0.25 V/A.
Consequently, the electrostatic potential increases linearly with LAO thickness, about
c× ELAO ≈ 0.9 eV per monolayer (c being the out-of-plane lattice parameter of LAO).
This effect can also be viewed in a band diagram, where the valence states of LAO are
raised at higher energy with the electrostatic potential, as shown in Figure 3.15.(a) for
the n-type interface. For a LAO thickness d above a threshold value dc, the valence
O 2p states at the surface of LAO are raised above the STO conduction band minimum,
and a charge transfer occurs from the O 2p to the Ti t2g states of STO: a 2DES appears
at the interface, as shown in Figure 3.15.(b); as a by-product of the charge transfer, a






















d < dc d > dc
Figure 3.15: Band diagram representation of the Zener breakdown scenario (a) for a
LAO thickness d below the critical thickness dc, (b) for a LAO thickness d above the
critical thickness dc.
2-dimensional hole system (2DHS) is expected to exist at the surface of LAO according
to the Zener breakdown picture.
First-principles calculations performed on STO(001)/LAOm heterostructures
5 agrees
with this picture. Figure 3.16.(a) shows the evolution of the heterostructure electronic
band gap with respect to the number of LAO monolayers, and in Figure 3.16.(b) the pro-
file of the macroscopic average of the electrostatic potential across the heterostructures.
From these results, we make the following observations: i) the electrostatic potential in
the STO is flat, as expected from our earlier considerations; ii) the electrostatic potential
varies linearly with increasing LAO thickness, the slope is estimated to be −0.25 V/A
for 1 ≤ m ≤ 4, and this translates in the linear decrease of the band gap with increasing
LAO thickness, with a slope of −0.9 eV/u.c., in agreement with the precedent estima-
tion for εLAOr = 24; iii) the field in LAO is expected to raise the valence states in the
LAO system, which is shown in the layer-resolved density of state for the different het-
erostructures (Figure 3.17); and iv) for m ≥ 5 u.c., the system is metallic, and for the
metallic phases, the slope of the electrostatic potential decreases. The MIT is expected
to occur at m = 4.2 u.c. based on the linear projection of the evolution of the band gap
below the onset for charge transfer. This is the critical thickness of LAO at which an
electronic reconstruction, also referred to as a Zener breakdown, occurs. It is also the
onset above which the LAO O 2p valence state overlap the Ti t2g conduction states of
the STO substrate in the density of state:
dZBc = 4.2 u.c. (3.16)
The Zener breakdown occurs when the drop of electrostatic potential ∆ across the LAO
film is equal to the sum of the band gap of STO ESTOg and the valence band offset
VBO, as shown in Figure 3.15.(a). Hence, it is possible to calculate dZBc from the Zener
breakdown model, by estimating the thickness needed to reach a potential drop equal










5The system actually consists in vacuum/LAOm/STO13.5/LAOm/vacuum symmetric films, with two
equivalent n-type interfaces, similar to the structure shown in Figure 3.1.(c). The vacuum area is roughly
450 A thick.
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f(z) = -0.25 z + 27.6
Figure 3.16: (a) Electronic band gap for STO(001)/LAOm/vacuum heterostructures,
for different LAO thicknesses m (u.c.), calculated as the difference between the bottom
Ti t2g band and the top of the LAO O 2p band, the negative values corresponds to metal-
lic phases; (b) Macroscopic average of electrostatic potential in a STO(001)/LAOm for
varying LAO overlayer thicknesses m. The slope of electrostatic potential in the LAO
layer is estimated to be −0.25 V/A below the onset for Zener breakdown. Above this
threshold (m > 4 u.c.), the slope decreases with increasing LAO thickness, at as the
interface progressively get doped.
which predicts the same value as in Equation 3.16 by taking the following values c =
3.79 A, ESTOg = 3.57 eV and εLAOr = 24. The critical thickness dZBc depends on different
physical parameters: the electronic band gap of STO, the valence band offset, the di-
electric constant of LAO and the LAO formal charges, which are all intrinsic parameters
to the system. Our first-principles calculations predicts dZBc between 4 and 5 monolayers
of LAO. This is an overestimation if we compare to the experiments, for which the onset
for conductivity is between 3 and 4 u.c. (Figure 3.10).
This overestimation may be attributed to the overestimation of the band gap: all things
being equal, correcting the value of the band gap by the experimental one (3.25 eV [54]),
the critical thickness becomes dZBc = 3.8 u.c., in better agreement with the experiments
6.
Above the critical thickness, each additional LAO layer have their valence electrons at
higher energies than the bottom of the conduction band of STO. These electrons are
therefore transferred from the surface to the interface. The density profile extends over
the whole STO film in our simulation, as shown in Figure 3.18: close to the interface,
the electrons have a dominant Ti dxy character, whereas away from the interface, the
electrons have a dominant mixed Ti dxz/dyz character. This transfer pins the valence
band edge of the LAO system to the conduction band minimum of STO, which implies





Assuming that ∆ is constant, the field in LAO decreases as 1/dLAO as the LAO thickness
increases. Additionally, the electron transfer leads to the appearance of a 2DES system
in the STO subsystem as shown in Figure 3.15, with a sheet charge density σs [99] as
6We must stress that the predicted critical thickness is actually quite sensitive to the exchange-
correlation energy functional Exc, and may change from 3 u.c. to 6 u.c. depending on the method [47,
118, 119]. This relates to the sensitivity of Kohn-Sham band gaps to Exc, but as well on the other
parameters determining the Zener breakdown, such as εLAOr . Hence, the improved accuracy of the
B1-WC functional in determining these parameters leads to a better agreement with experiments.
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Ti0Ti1Ti2Ti3Ti4Ti5Ti6
Vacuum
Figure 3.18: Isosurfaces of electron charge density calculated for a
STO(001)/LAO6/vacuum heterostructure (10
−3 Bohr−3) with a n-type inter-
face. Close to the interface, the population have a dominant dxy character. Far from























Figure 3.19: Comparison between the Zener breakdown model (the parameters set
as in the main text) and the DFT results, for the electric field in the LAO overlayer
and the charge density within the STO substrate.







⇔ σs = σLAO0 + PLAO0
dLAOc
dLAO










The sheet carrier density depends on the dielectric constant of LAO, the thickness of
the LAO overlayer and the band gap of STO. In the limit of an infinitely thick LAO
overlayer, σ converges to σLAO0 = 0.5 e/. The evolution of the built-in field ELAO and
the sheet carrier density σ with respect to LAO thickness are given in Figure 3.19, as
computed from first-principles and with the model based on the parameters c, ESTOg
and εLAOr . The overall agreement between the model and the DFT results is satisfying.
The main features of the Zener breakdown model can be summarized as follows:
• Below a LAO critical thickness dZBc , the interface is insulating, with the presence
of a built-in field in LAO. The electrostatic potential drop across the LAO layer
linearly evolves with the thickness of LAO.
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• At a critical thickness dZBc , the surface O 2p valence states reach the energy of the
unoccupied Ti t2g states of the STO substrate, raised by the electrostatic potential:
a Zener breakdown occurs, and the charges are transferred from the surface to the
interface.
• Above the critical thickness dZBc , the valence band edge of LAO is pinned to the
bottom of the conduction band of STO by the charge transfer, and the band gap
remains closed. This leads to the presence of a 2DES in the STO, confined close
to the interface, and the presence of holes at the -AlO2 surface of LAO.
The predictions of the model are in good agreement with first-principles results. More-
over, there is a large array of experimental results supporting the Zener breakdown
hypothesis. Notably, the critical thickness has been consistently determined to be 4 u.c.
by several groups and methods, for films grown either from PLD [87] or MBE [73] at high
pO2 , with the contribution of VO to the conductivity removed by annealing. Addition-
ally, the sheet carrier density (ns ∼ 4− 9× 1013 cm−2 measured at low LAO thicknesses
< 8 u.c.) is in good agreement with the densities estimated from HAXPES [85] and
RIXS [86] experiments at the same thicknesses (Figure 3.10). However, at higher LAO
thicknesses, the measured carrier densities do not increase, in contrast with the predic-
tions of the Zener breakdown model. There are other experimental evidences against this
scenario. There has been mention of sizeable density of Ti 3d-like states measured below
the critical thickness (as early as 2 u.c. of LAO), with core-level spectroscopic measure-
ments suggesting that the breakdown occurs almost immediately [82, 85, 86]; however,
as these charges remains trapped and do not contribute to interface conductivity, they
may not originate from a polar catastrophe, and it is possible that they originate from
oxygen vacancies buried in the STO substrate. In addition to the presence of sub-critical
Ti 3d carriers, no mobile holes have been found at the LAO surface, and no hole states
have been detected near the Fermi level [120, 121]. There has however been reports of
the existence of a hole-sheet if the LAO is capped with STO, even at sub-critical LAO
thicknesses [89, 122, 123]. In References [89] and [122] however, the holes are attributed
to the O 2p states of the surface TiO2 layer, whereas in Reference [123], the LAO inter-
layer thickness is larger than the threshold thickness value and the authors attribute the
2DHS to stem from the O 2p states of the AlO2 layer at the p-type interface with the
capping layer. Finally, there has been reports of suppressed conductivity at any LAO
thicknesses for samples grown at very high pO2(∼ 10−3 − 10−2 mbar) [91, 124].
From a theoretical point of view, a polar catastrophe should also occur for the p-type
interface, with transfer of hole-like carriers to the p-type interface, in the O 2p states of
the AlO2 layer (shown in Figure 3.20). The polar catastrophe scenario for the p-type
interface is also supported by first-principles calculations, which predict a charge transfer
above a critical thickness of LAO around 6.2 u.c. [57], related to the larger gap in LAO.
A striking difference between the electron doping and the hole doping is that the holes
do not remain confined near the interface, but spreads over the whole heterostructure.
This may be related to the nature of the host sites O, which are not keen to change from
their octet state. In contrast to the n-type interface, no MIT has been witnessed for the
p-type interface, suggesting that other compensation mechanisms are at play here, and
do not involve any charge transfer.
The Zener breakdown scenario, and its simulation from first-principles is a consequence
of considering pristine systems, without any defects which may alter the electric field
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Vacuum
Figure 3.20: Isosurfaces of hole charge density calculated for a
STO(001)/LAO8/vacuum heterostructure (10
−3 Bohr−3) with a p-type inter-
face. For this interface, the holes are localized in the BO2 and AO planes in the STO
and LAO layer.
in the LAO overlayer, its dielectric properties, etc. However, other compensation mech-
anisms may occur earlier than the Zener breakdown, which might explain some of the
discrepancies between this simple, naive picture and the experiments.
3.7.2 Electric-field driven surface redox mechanism
Until now, we have discussed how the STO(001)/LAO heterostructure behave if no
atomic reconstruction/defects occurs during growth, assuming a pristine heterostructure.
Similarly to semiconductors, STO is sensitive to doping, and donor impurities have been
suspected to be at the origin of the 2DES at its interface. In fact, it is well known that
La impurities [125] and oxygen vacancies [67] act as n-type donors. The present Section
focuses on the role of oxygen vacancies in such heterostructures.
Even if the STO substrate is insulating before the growth of the LAO epitaxy, it can be
expected that the growth process induces oxygen vacancies. In the original paper [78],
it was already reported that the 2DES properties are affected by the growth conditions,
in terms of mobility, sheet resistance, electron densities. Since then, there has been
several studies focusing on the role of the oxygen partial pressure pO2 during growth, as
well as the effect of annealing on the 2DES properties [91, 93, 126, 127]. Three regimes
have been identified: low pO2 (∼10−6 mbar), high pO2 (∼10−4 mbar) and very high pO2
(∼10−2 mbar). For samples grown at low pO2 as in Reference [78], the sheet carrier
densities are estimated within the range 1014 − 1017 cm2, with Hall mobilies around
104 cm2 V−1 s−1 and sheet resistance around 10−2 Ω. For high pO2 , the carrier density
is reduced significantly to values around 1013 − 1014 cm−2, in better agreement with
the expectations of the polar catastrophe (at least, for low LAO thicknesses), and with
the resistance increasing by a few orders of magnitude. Samples grown at low pO2 have
carrier densities around 1013 − 1014 cm−2 if annealed after growth, suggesting that the
carriers found in the unannealed low pO2 samples originates from vacancies. Finally,
samples grown or annealed at high pO2 remains insulating. The different regimes and
the associated transport properties are shown in Figure 3.21, for samples with LAO
thickness ∼20 nm.
These results question the validity of the Zener breakdown scenario, which cannot ex-
plain by itself the pO2 dependence of the transport properties. Theoretical studies based
on DFT [47, 117, 128] have considered the possibility of intrinsic doping from polar-
ity induced oxygen vacancies at the LAO surface. However, the first studies [117, 128]
were performed in the GGA, which is known to underestimate band gaps and to pre-
dict spuriously the properties of defects [129]. The last study [47] are based on a partial
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Figure 3.21: (a) Temperature dependence of the resistance of STO/LAO samples
(with LAO thicknesses ∼20 nm) grown at different pO2 ; (b) carrier mobilities at 4 K
for samples grown at different deposition pO2 . Adapted from Reference [91]. The grey
data in (a) is the resistance of the STO substrate after removing the LAO overlayer by
mechanical polishing.
implementation of Hartree-Fock exchange (at fixed geometry, after relaxation using semi-
local functionals), and goes beyond oxygen vacancies, considering other intrinsic defects.
However, the study is limited to a single defects planar density. This warranted to study
the STO(001)/LAO heterostructures including oxygen vacancies using the hybrid func-
tional B1-WC, motivated by its performance to model the properties of the parent bulk
compounds (notably, of reduced SrTiO3−δ) and its performance to predict the results
expected of the Zener breakdown scenario.
We first investigated the effect of oxygen vacancies considering a uniform distribution of
oxygen vacancies at different positions in an otherwise pristine STO(001)/LAOm/vacuum
heterostructure with a n-type interface, modelled through a symmetric slab as shown
in Figure 3.1.(c) and (g)7. For a 2 × 2 supercell containing one VO, the area density
η is equal to 1/4. We first analyze the electronic structure of the defective system
STO(001)/LAO4/vacuum with oxygen vacancies (η = 1/4). Without any vacancies,
this heterostructure is still predicted insulating within our formalism, just below the on-
set for Zener breakdown. It is therefore the ideal system to study different cases, based
on the position of the vacancies. The layer-resolved density of state of such defective
systems are given in Figures 3.22.(a-d), for vacancies located (a) in the TiO2 layer at the
interface; (b) in the middle of the LAO overlayer; (c) in the AlO2 layer at the surface;
(d) in the TiO2 layer at the interface and in the AlO2 layer at the surface.
It follows, based on these results:
• Oxygen vacancies in the TiO2 layer at the interface are characterized by in-gap
states slightly below the conduction band (up to ∼1 eV), with a main Ti 3d3z2−r2
character, which does not compensate the field in LAO as the donor electrons
remain within the STO system.
• If the oxygen vacancies are within the LAO layer, the defect in-gap states (shown
with black arrows in Figure 3.22) are always empty: they are always above the
STO conduction band (∼1 eV), hence the electrons will always be transferred to
the interface.
7The heterostructures consist in a vacuum/LAOm/STO7.5/LAOm/vacuum symmetric film, expanded
as 2× 2 and 2× 3 supercells
Chapter 3. Reviewing the origin of the 2DES at the STO/LAO interface 63
























































(a) (b) (c) (d)
Figure 3.22: Layer-resolved density of state of STO(001)/LAO4/vacuum heterostruc-
tures with VO (η = 1/4) at different positions: (a) in the TiO2 layer at the interface;
(b) in the middle of the LAO overlayer; (c) in the AlO2 layer at the surface; (d) in the
TiO2 layer at the interface and in the AlO2 layer at the surface. The arrows indicate
the positions of the VO in the schematic representation of the heterostructures (top),
and show the localized in-gap defect states in the densities of state.




















































Figure 3.23: Layer-resolved density of state of STO(001)/LAOm/vacuum heterostruc-
tures with VO (η = 1/4) located in the AlO2 layer at the surface.
• If the vacancies are at the LAO surface, the field is compensated over the whole
LAO film. For vacancies buried within the LAO, the field will only be compensated
between the interface the LAO plane containing the vacancy.
• The defect states being always empty if the vacancies are in the LAO layer, the VO
act as double donor. For η = 1/4, the vacancies at the LAO surface completely
compensate the field in LAO, the electrostatic potential is completely flat.
The case where the vacancies are at the LAO surface is the most interesting case, since
the carriers are transferred to the interface and they contribute the most to the screen-
ing of the built-in field. Figures 3.23.(a-c) show the layer-resolved density of state for
STO(001)/LAOm heterostructures with oxygen vacancies at the surface. For m = 1,
the donor state is occupied, and below the conduction band of STO (hence, no charge
transfer occur), for m ≥ 1, the donor state are always above the conduction band, and
charge transfer occurs. Hence, even in the absence of built-in field, it is always more
favourable for the donor electrons to transfer to the interface rather then staying at
the surface. More importantly, in contrast to the Zener breakdown scenario, oxygen
vacancies at the LAO surface leaves no mobile holes.



































Figure 3.24: Schematic band diagram of the STO(001)/LAO interface along the
transverse direction z: (a) the system below the critical thickness; (b) the creation of
a double donor state through the formation of VO at the surface. The donor electrons
are transferred to the interface; (c) the charge transfer compensates the built-in field
in LAO, depending on the charge density at the interface.
If we consider that each VO at the LAO surface provide 2 electrons to the n-type
interface, it is then interesting to know if the formation of these defects can be stabilized
by the built-in electric field, and for which LAO thickness this stabilization occurs (it
could occurs either before or after the threshold thickness for the Zener breakdown).
The question has been addressed by Bristowe et al. [117, 130], who build a generic
model to understand the role of surface VO and how they may explain the experimental
data where the Zener breakdown hypothesis fails. We therefore aim to exploit this
model, where the parameters are set by our predictions from first-principles, and to
compare the results with the polar catastrophe expectations. The model is shown as a
schematic representation in Figure 3.24, and is valid as long as the defect state is above
the conduction band of STO (for m > 1).
The model is set as follow: we consider the formation energy of a single VO at the surface
of the film, Ef (η), in the presence of an area density η of surface VO:
Ef (η) = C + Eε(η) + αη (3.20)
where C is the energy cost of creating 1 VO at the surface of LAO (in the absence of
electric field), Eε(η) is the energy associated with the electric field in the polar layer,
and the last term is a mean-field VO-VO interaction (beyond electrostatics). From
Equation (3.20), we consider the surface excess energy Ω, accounting for the built-in






⇐⇒ Ω(η) = Cη + Ωε,LAO(η) + 1
2
αη2 (3.21)
where the term Ωε,LAO(η) accounts for the gain of electrostatic energy subsequent to the
charge transfer. The C term is a chemistry related term and depends on the energy cost
of breaking bonds and on the overall chemical process, we also include within that term
the electronic energy gain of the electron transfer from the defect state to the Ti t2g
states of STO, and depends on the defect state binding energy ECD and the conduction
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band offset W :
C = E0f,µ − Z(W − ECD) (3.22)
where E0f,µ is the formation energy of one single VO at the AlO2 surface of LAO and






(σc − ηZe)2 − σ2c
]
(3.23)
This term is basically the energy gain of discharging a capacitor, and depends explicitly
on the amount of transferred donor electrons Z per VO. The electron charge is designated
by e. σc is the nominal charge, and corresponds to the charge density at the interface
required to cancel the built-in field: σc = 1/2 e/. The equilibrium density of VO ηeq






⇐⇒ ηeq = d




(Ze)2 εLAO + α εLAO
(3.24)







Above this critical thickness dSRc , and for large values of d
LAO, ηeq converges toward
σc/Ze, toward a complete screening of the LAO electric field. In contrast to the Zener
breakdown scenario, the critical thickness does not depend explicitly on the value of the
band gap (Equation (3.16)). The model can be compared to first-principles results by


















which is the energy difference between the system with a given density η of surface VO
and the pristine system (η = 0), per surface VO, and is basically the quantity calculated
from Equation (3.1). The parameters of the model are set in the following way: the
chemical potential µO is set to −2 eV (see Appendix A for details), similar to the value
used in Reference [47, 117]; for the VO-VO mean-field interaction, we do not find a
significant difference in formation energy between oxygen vacancies at the surface of
STO(001)/LAO1 heterostructures at different densities η, hence we set α = 0 eV A
2
.
Given that the donor state is always above the conduction band minimum, we have Z =
2. Once these parameters set, the C and εLAOr are calculated through a fitting procedure
of the model on DFT formation energies, yielding C = 5.3 eV and εLAOr = 22 (slightly
inferior to the value estimated from the Zener breakdown model). The comparison
between the model and the DFT formation energies estimated from Equation 3.2 are
given in Figure 3.25.(a), showing that the model is in satisfying agreement with our














η = 1/9□η ≈ 0 
2 x 2 Ef
0 (DFT)






































Figure 3.25: (a) Formation energies of VO at the LAO surface versus LAO thickness
dLAO for different vacancy densities η = 1/4, 1/6, 1/9 and the limit toward η = 0,
with parameters µO = −2 eV (see Appendix A for the details), εLAOr = 22, C = 5.3 eV
and α = 0 eVA
2
, the dots are the values calculated from DFT using a 2× 2 (blue) and
2 × 3 (black) supercells in the slab geometry with two identical surfaces and one VO
per cell on each surface (Figure 3.1.(g)); (b) equilibrium density of VO with respect to
LAO thicknesses for different values of the chemical potential. On the right axis, the
corresponding carrier density at the interface if all the transferred charges contribute
to transport (σ = Zη), and the predicted carrier density calculated within the Zener
breakdown model. The arrows show the threshold thicknesses predicted by the surface
redox (dSRc ) or the Zener breakdown (d
ZB
c ) models.
calculations, despite the high density of VO in the simulation cell, as the defective
heterostructures are modelled through 2 × 2 and 2 × 3 supercells (ηDFT = 1/4 and
1/6).
In the limit of low density, we predict that E¯f = Ω(η)/η becomes negative as early
as dLAO = 2.5 u.c., which corresponds to the onset for stabilization of surface VO as
shown in Figure 3.25.(b). The equilibrium density of surface VO, ηeq, with respect to
LAO thickness is given in Figure 3.25.(b): we also consider a range of 1 eV across
µO to account for variations between the different growth conditions available in the
literature, but this does not significantly alter the predicted threshold thickness. The
effect of post-growth annealing is to shift µO toward 0 eV, hence we also consider this
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case in Figure 3.25.(b): in this case, we only consider the enthalpic contribution to C at
0 K; the threshold thickness is shifted to 3.5 u.c.. In all cases, the model predicts the




This means that the redox process is energetically more favourable than the creation
of an electron-hole pairs across the LAO films in absence of a field: this occurs when
C < Ze ∆. Similarly to the Zener breakdown model, and for α ≈ 0, the surface redox
model predicts a 1/dLAO thickness dependence for the carrier density at the interface
above the threshold thickness, if all the transferred charges released by surface VO
contribute to transport.
3.7.3 Discussion
In the thick layer limit (dLAO →∞), the Zener breakdown and the surface redox model
predicts the same properties in term of charge density at the n-type interface. In the
surface redox model, the potential drop is given by:




As we have α ≈ 0, and substituting ηeq to η above the threshold thickness, the potential
drop across the LAO film is roughly equal to C/Ze, essentially independent of LAO
thickness, similarly to the Zener breakdown scenario. The potential drop is pinned as
early as the VO are stabilized at the surface. The reduction in rumpling (cation-anion
displacements) as measured by surface x-ray diffraction [116] and the sudden drop of
the c-axis expansion above the threshold thickness [29] (reaching the elastic limit as
early as m = 6 u.c., as shown in Figure 3.14), is achieved quicker than predicted by
the Zener breakdown alone, suggesting an earlier onset for charge transfer, in agreement
with the surface redox scenario. Additionally, no holes have ever been found at the LAO
surface. The surface redox model is in better agreement with this observation, given that
the donor state are ∼1 eV away from the Fermi level (pinned near the bottom of the
STO conduction band) in absence of field, as in the fully compensated regime shown in
Figures 3.23(b-c). The pO2 dependence of the sheet resistance also find an explanation.
There remains open questions about the 2DES at the interface: if the origin of the carrier
are VO, which arises for LAO thickness < 4 u.c., why are the samples with smaller LAO
thickness insulating ? It has been suggested that charge localization occurs through the
Anderson mechanism [102]. In-gap states with a Ti 3d character have also been observed,
at higher binding energies [83, 120, 131, 132], around −1 eV below the Fermi level. This
description also fit the binding energy of the electron stuck in a VO inside the STO sub-
strate. Another possibility is that the growth process induces acceptor defects, such as
in cation intermixing, already observed in experiments [79, 116, 133–138] and predicted
to induces acceptor-like in-gap states [47]. It has also been suggested [117] that such
trapping states may be induced by the same donor VO at the LAO surface: for low LAO
thickness, surface VO generate trapping potential with a deep character, which become
more shallow and numerous with increasing LAO thickness, releasing the carriers which
may contribute to transport. In all case, these hypotheses imply that the onset for con-
ductivity is different then the onset for surface VO stabilization and subsequent charge
transfer, and occurs at larger LAO thickness then dSRc . It is worth mentioning that our
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calculations involving VO are still very close to pristine STO(001)/LAOm heterostruc-
tures, with a perfect interface, and no defects within the STO and LAO subsystems.
Accounting for possible intrinsic defects change the results expected from a pristine in-
terface, as studied in the present chapter. The interfacial defects may be characterized
as either deviations respecting the stoichiometry (inter-diffusion of atoms across the in-
terface, such as Sr ↔ La or Ti ↔ Al ), and off-stoichiometric defects. The former is
known to alter slightly quantitatively the expectations of the electric-field driven mech-
anisms, by inducing a potential shift at the interface, but do not dope the interface [57],
nor change the overall dielectric properties of the subsystems. The later however may
impact significantly the properties of the interface. A more detailed discussion can be
found in Reference [130]. Finally, for heterostructures grown with a metallic capping
layer characterized by a high work function φM , x-ray photo-emission spectroscopy spec-
tra [139] display signatures of metal oxidation, implying a chemical reaction between the
LAO layer and the metallic capping layer. The degree of oxidation is also found to be
correlated to the sheet carrier density. These results cannot be explained by the Zener
breakdown alone, and are consistent with a redox process of the LAO surface: in this
case, the oxygen atoms originating from the LAO remain trapped by the metallic layer,
and the chemistry process and energetics will be different than that of the bare LAO
surface process.
3.7.4 Tuning the polar discontinuity at oxide interfaces
As discussed earlier, it has been shown that the threshold thickness can be tuned by
replacing the LAO overlayer by an alloy made of STO and LAO, Sr1−xLaxTi1−xAlxO3,
referred to as LASTO:x in Reference [26] where x is the compositional ratio. This
observation can be rationalized within the electric field driven mechanisms. The ratio-
nale is that the formal polarization of the LASTO:x overlayer P 0LASTO:x can be changed
continuously as:
PLASTO:x0 = x P
LAO
0 (3.29)
if we assume a perfectively random alloying of both the A (Sr and La) and the B (Ti
and Al) cations through the film so that x (1 − x) is the probability to find the La/Al
(Sr/Ti) cations at a given A/B site, in a virtual crystal approximation approach. Hence,
for a composition x = 0.5, then the formal polarization of the alloy is half the formal
polarization of the pristine LAO overlayer.
If the band gap of the alloy remains larger than the band gap of STO, the band alignment
remains similar to that of the STO(001)/LAO interface, and the dielectric properties






Therefore, for a composition x = 0.5, the threshold thickness is expected to be twice
the threshold thickness expected for the STO(001)/LAO heterostructure. A schematic
illustration of this situation is given in Figure 3.26, showing the electrostatic potential
build-up with respect to composition.


























Figure 3.26: Electrical potential built-up at the interface between STO and
LASTO:0.5: (a) the schematic band diagram of the standard STO(001)/LAO interface
showing the band bending in the LAO layer, showing the potential build-up required for
a Zener breakdown, (b) schematic STO(001)/LAO structure with (c) the LAO planar
charge distribution. The schematic potential build-up as a function of the thickness is
shown in (d) for LAO and the alloy LASTO:0.5, assuming the LAO and alloy have the





c are given for LAO and LASTO:0.5 respectively. (e) the planar charge dis-
tribution for the LASTO:0.5 overlayer and (f) the schematic STO/LASTO:0.5 atomic
structure. Figure adapted from [26].
SrTiO3 LASTO:0.5
Vacuum
Figure 3.27: Geometry of the investigated system: the
STO(001)/LASTO:0.5/vacuum system is modelled in a symmetric slab geome-
try, with a central off-stoichiometric STO layer and two LASTO:0.5 overlayers at
each side of the slab, treated equivalently from the symmetry. The overlayer solid
solution is modelled in a “checkerboard” configuration, alternating the cations along
the transverse direction. Here the polar overlayer thickness is 6 u.c.
To investigate the specific case of LASTO:0.5, we performed calculations on heterostruc-
tures where the LAO overlayer is replaced by LASTO:0.5, with thicknesses m = 1 to
7 u.c.; the alloy is modelled as a homogeneous solid solution in a “chequerboard” con-
figuration, as shown in Figure 3.27.
The layer-resolved density of state for overlayer thicknesses up to 7 u.c. is given in
Figure 3.28.(a-g): in all cases, the interface remains insulating, and we observe a linear
decrease of the band gap, in agreement within the Zener breakdown scenario.
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Figure 3.29: Electronic band gap for STO(001)/(LASTO:0.5)m/vacuum heterostruc-
tures, for different thicknesses m (u.c.), calculated as the difference between the bottom
Ti t2g band and the top of the LAO O 2p band. The yellow area designate the thickness
above which the interface is expected to be metallic as a result of a Zener breakdown.
Without performing an in-depth analysis as we did for the LAO case, by extrapolating
the linear decrease of Eg (Figure 3.29), we estimate a critical thickness
dZB,LASTO:xc = 9.3 u.c. (3.31)
which is in agreement with the Zener breakdown model for εLASTO:0.5r = 27 (this value
is confirmed by our hybrid functional ab initio calculation of the bulk solid solution
dielectric constant in the same atomic configuration). This corresponds to a built-in
field of 0.11 V/A before the breakdown.
The tunability of the critical thickness rationalized with the Zener breakdown scenario
is in good agreement with the DFT calculations. Nevertheless, looking at the actual
experimental [26, 140] threshold thickness for x = 0.5 (Figure 3.11.(a)), the MIT occurs
between 5− 6 u.c., thus the Zener breakdown model overestimates the critical thickness
(in our DFT calculations, the structure with m = 7 u.c. is insulating, with a band gap
of 0.86 eV), even when adjusting the potential drop to correct the overestimation of the
STO band gap within the hybrid functional approach (dZBc = 8.5 u.c.) as we did for the
x = 1.00 case. It is therefore warranted to see to which extent the surface redox model
predicts a threshold thickness in better agreement with the experimental value.
Let us first consider the x = 0.50 composition case. If we assume that the chemical term
C remains close to the value calculated for the LAO surface, the equilibrium density of
surface VO ηeq can be estimated for the alloy case by setting ε
LASTO:0.5
r = 27 and
σc = xe/2 = 0.25 e/. For simplicity, we keep α = 0 as for the x = 1.00 composition.
The results are displayed in Figure 3.30: we predict a threshold thickness between 6 and
7 u.c. of LASTO:0.5, closer to the experimental result. In addition, we can see that the
predicted surface density of VO is lower than for the bare LAO case: only a transfer of
0.25 e−/ is required to completely screen the built-in field in the polar layer in this
case. This value is however only reached in the infinitely thick limit.
For x = 0.75, we predict a threshold thickness between 4 and 5 u.c., also in better agree-
ment with the experimental value compared to the Zener breakdown scenario (6.1 u.c.).
The threshold thicknesses for each composition are shown in Figure 3.31, with respect
to µO. Of course, all of these predictions are based on the hypothesis that C is the same

































µO = 0 eVµO = -1.5 eVµO = -2.0 eVµO = -2.5 eVσZB
STO(001)/LASTO:x
(x = 0.5)
Figure 3.30: Equilibrium density of VO at the surface of the LASTO:0.5 overlayer
ηeq calculated within the surface redox model with parameters C = 7.3 eV + µO,
εLASTO:0.5r = 27, σc = 0.25 e/, α = 0. On the right axis, the corresponding electron
density at the interface, with the prediction from the Zener breakdown model σZB .
in all cases, which remains to be proven; as the term is related to the chemistry of the
surface, it is reasonable to expect some change.






















Figure 3.31: Polar layer threshold thickness of STO(001)/LASTO:x heterostructures
as a function of oxygen chemical potential µO as predicted by the surface redox model
dSRc = Cε
LASTO:x/Zeσc, estimated by fixing C to its value calculated for the x = 1.00
composition (pure LAO overlayer). The grey band indicates how µO scatter based on
experimental setup for standard STO(001)/LAO growth (see Figure A.1, Appendix A).
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3.8 Conclusions
In this Chapter, we have reviewed the properties of bulk LaAlO3 and SrTiO3 from
hybrid functional based DFT, showing how the introduction of Hartree-Fock exchange
through the B1-WC functional significantly improves the quantitative accuracy of DFT
with respect to experimental results. We also introduced briefly the properties of the
interface between these two oxides, as well the features of the emerging 2-dimensional
electron system localized near the interface.
We have presented the two most popular hypotheses for the origin of the carriers at the
interface, namely the Zener breakdown and the polarity-induced surface redox mecha-
nisms. The key physical parameters of these two models are notably well described with
the B1-WC, which motivates the review of these models from first-principles with this
novel approach. We show and discuss how the predictions of these models and ab initio
calculations compare with the experimental results. Our results point toward surface re-
dox as the origin of the carriers near the interface: indeed, oxygen vacancies at the LAO
surface are stabilized at a lower LAO film thickness than the onset for Zener breakdown;
this is related to the lower energy cost to form oxygen vacancies at the LAO surface
compared to the creation of an electron-hole pairs across the LAO film. This justifies
how some properties expected from the electron reconstruction, such as a metallic LAO
surface, are not witnessed in experiments. Of course, the models and the first-principles
calculations only involve a pristine interface. This may explain the failed predictions of
the models with respect to some features of the 2DES witnessed in experiments, such
as the sheet carrier density, typically overestimated within the models (for large LAO
film thickness). The introduction of acceptor trapping states in these models is therefore
worth investigating.
Furthermore, we also discussed how the electric-field driven mechanisms may explain
the experiments performed on STO(001)/LASTO:x heterostructures, and highlight how
the surface redox model may be more appropriate to explain the measured threshold
thicknesses with respect to the composition of the polar layer.
The relevance of the electric-field driven mechanisms is put to test by different exper-
iments. Notably, on one hand, for the STO(001)/LASTO:x heterostructures, if all the
carriers are provided by these mechanisms, then the doping of the interface is also deter-
mined by the composition x, and difference in properties may be expected. Chapter 4
will present the interplay between the carrier density at the interface and the confine-
ment effect, by probing the superconducting phase of the 2DES. On the other hand,
experiments performed on STO(001)/LAOm/STOn heterostructures, where the LAO
film is covered by a STO capping layer, also present some interesting features, such as a
decreased threshold thickness for conductivity, which is not expected from the electric-




Structure at Polar Oxide
Interfaces
In this Chapter, we explore the effect of confinement of the 2DES at polar oxide interfaces
at the high carrier density limit. We will discuss how the carrier density at the interface
may be tuned by changing the polarity of the polar overlayer, and how the associated
effects on carrier confinement and superconducting phase properties evolves with respect
to carrier density. The results presented have been published in Reference [141]. The
author of this thesis provided the DFT results, whereas the co-authors of Reference [141]
provided the experimental results and the Poisson-Schro¨dinger model.
We then study the effect of structural confinement on the 2DES system, by reducing
the thickness of the STO substrate holding the carriers. This study is another col-
laboration with experimentalists [142], who performed spectroscopy measurements on
bi-layered STO(001)/LAO12/STOm/LAO4 heterostructures, for different STO interlayer
thicknesses m. We rationalize the experimental results with first-principles calculations,
assessing the effect of confinement on the properties of the 2DES in the STO interlayer
in terms of orbital occupancy.
4.1 Probing Confinement and Electronic Structure at Po-
lar Oxide Interfaces
One of the most elusive aspect of the 2DES at the STO(001)/LAO interface is that,
in spite of numerous evidences toward an electric-field driven mechanism at the origin
of the interfacial carriers, the probed sheet carrier density is always below the upper
bound of sheet carrier density predicted from either the electronic reconstruction or the
surface redox process (ns = 3.3 × 1014 cm−2). We have seen in the last part of the
precedent Chapter that it is possible to tune the polarity of the overlayer by alloying
the LAO film with STO: this is also expected to change the charge density at the inter-
face. In this Section, combining state-of-the-art experimental and theoretical methods
(namely, DFT and Poisson-Schro¨dinger modelling), we show how this change in inter-
facial density change the confinement effects at the STO/LAO interface. By probing
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the superconducting phase thickness at low temperature of the 2DES at the STO/LAO
and STO/LASTO:0.5 interfaces, we observe a change in confinement which can only
be rationalized if the total charge expected from the electric-field driven mechanisms
is transferred. In addition, we explore how to tune the carriers profile by reducing the
thickness of the STO film hosting the 2DES.
4.1.1 Experiments
The investigated samples have been prepared as follows: before the deposition of the
polar layer, Hall-bar patterns with crystalline TiO2-terminated surface of (001) single-
crystal STO substrate were defined using photo-lithography, followed by a subsequent
amorphous STO deposition used as hard mask and lift-off process. The polar layers were
then grown by PLD using standard growth conditions [143]: a KrF laser (248 nm) with
a pulse energy of 40 mJ (≈ 0.8 J cm−2), repetition rate of 1 Hz; growth temperature
of 800 ◦C, at oxygen partial pressure pO2 = 10−4 mbar. The samples were cooled after
growth to 540 ◦C at pO2 = 200 mbar and maintained at this temperature and pressure
for one hour before being cooled down to room temperature at the same atmosphere.
The growth rate was ∼55 laser pulses per monolayer. The deposition was fully monitored
by RHEED and specular spot intensity oscillations indicated a layer-by-layer growth.
Rutherford backscattering spectroscopy (RBS) analysis revealed a film stoichiometry in
agreement, within experimental uncertainties (1.5%) with the nominal concentration of
x = 0.5 for a 40 nm thick film.
The experiments on the samples were performed in the following way: aluminium wires
were ultrasonically bonded to the sample. Gold pad was deposited by sputtering on the
backside of the sample as back-gate electrode. A direct current bias was applied across
the STO substrate between back gate and the conducting interface. Superconductivity
measurements were performed in a 3He/4He dilution refrigerator (Leiden Cryogenics)
with a base temperature of 50 mK and a superconducting magnet allowing field up to
15 T to be reached. Samples were attached to a rotator head for anisotropic magnetic
field measurements. Precise parallel and perpendicular orientations with respect to
the magnetic field were determined using both longitudinal resistance Rxx and Hall
resistance Rxy. In the parallel direction, an off-axis angle is estimated to be smaller
than 0.02◦ from the Rxy signal. Current was applied to the conducting channel from
a Keithley 6220 high precision current source. Voltages were recorded using Keithley
2182 nanovolt meters.
Figure 4.1.(a) shows a schematic of the atomic structure of the interface between STO
and LASTO:0.5: in the thick LASTO:0.5 limit, a charge density of 0.25 e− (≈1.7
×1014 cm2) is expected to be present at the interface to avoid a polar catastrophe (see
Chapter 3). The oscillations of the RHEED intensity provide a measure of the thick-
ness of the layer during the PLD growth, as shown in Figure 4.1.(c) for a 10 u.c. thick
overlayer. Topographic scan using atomic forces microscopy (AFM) shows a sharp step-
and-terrace structure on the film surface with a single unit-step heigh in the inset of
Figure 4.1.(c). Both the RHEED and AFM data indicate a high growth quality of the
overlayer. In order to analyse the quality of the interface, by probing the intermixing
strength and the sharpness of the STO/LASTO:0.5 interface, a detailed scanning trans-
mission electron microscopy (STEM) study is required. Hall bars were defined using
a pre-patterning technique for transport measurements [144] (Figure 4.1.(b)); a gate
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(a) (b)
(c)
Figure 4.1: (a) Illustration of the interfacial structure with atomic arrangement and
charges per atomic plane. Electrons with a surface density of 0.25 e−/ are expected to
be transferred to the interface according to polarity-driven mechanisms. (b) A sketch
of the STO/LASTO:0.5 field-effect device (5 × 5 mm2) with the back-gate electrode
used to apply the gate bias (Vg) facing the 500 µm wide Hall bar. (c) Oscillation of in
situ RHEED intensity during the growth of a 10 u.c. thick LASTO:0.5 overlayer and
(inset) its surface topography acquired by atomic force microscopy (AFM), revealing
the step-and-terrace morphology.
electrode deposited at the backside of the substrate is used to tune the properties of the
2DES.
4.1.2 Theoretical study
The technical details for the DFT calculations have been given in Chapter 3. The
geometry of the investigated systems consists in off-stoichiometric (STO)m/(LAO)2.5
and (STO)m/(LASTO:0.5)2.5 superlattices. Two examples are given in Figure 4.2 for
m = 12.5: the off-stoichiometry ensures a charge transfer of 0.5 e−/ and 0.25 e−/
respectively to the n-type interface. The inversion symmetry forces an equal treatment
of the two interfaces at the DFT level, hence in the present Chapter, we will only show
the results for half a superlattice. Moreover, to simplify the notations, we will neglect
the additional layers in the name of the superlattice, so that m = 12.5 → 12 u.c., for
example1. To better investigate the confinement effect of the 2DES in STO, we set
m = 30 u.c., corresponding to a large unit cell with 330 atoms. The thickness of the
STO sublattice is about 12 nm thick, with the superlattice approach, we therefore probe
about 6 nm. As we will show in the following, the 2DES in term of 3-dimensional electron
density actually extends up to tens nanometres. The DFT approach present a significant
limitation in terms of size. The effective masses associated to the different Ti t2g bands
have been calculated from the band structure. Each t2g band has two light effective
masses associated to light carriers and one heavy effective mass associated to the heavy










H . The rest can be deduced from
1This convention is the same as the one used in the original manuscripts [141, 142].
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Figure 4.2: Structure of (a) a (STO)12/(LAO)2 and (b)(STO)12/(LASTO:0.5)2 off-
stoichiometric superlattices, with the additional TiO2 and LaO planes. The symmetry
plane is shown by the green dashed line. The off-stoichiometry of the LAO (LASTO:0.5)
interlayer ensures that 0.5 (0.25) electrons is transferred to each adjacent TiO2 plane,
mimicking a fully-compensated n-type interface.
the symmetry. For both superlattices, we have m∗L = 0.4 me and m
∗
H = 5.9 me (very
close to the calculated value for cubic STO: m∗L = 0.4 me and m
∗
H = 6.1 me).
The limit in size in the DFT approach warrants a theoretical modelling without the
aforementioned restriction. Poisson-Schro¨dinger modelling is a popular approach in
the field of semiconductor heterostructures, and consists in solving self-consistently the
Poisson equation and the Schro¨dinger equation for free-like carrier in specific dielectric
environment [145]. Using parameters calculated from DFT, the Poisson-Schro¨dinger cal-
culations provides the confinement, energy levels and charges distribution for both kind
of interfaces. The model [143] is built in the following way: the band mass and envelope
function approximations are used. A triangular potential well V (z), corresponding to a
constant electric field in the STO system, is taken as a starting point. The energy levels






















Equation (4.1) is the Schro¨dinger equation. In the above Equations, m∗,αi are the band
mass for the band α along the i direction, ξαn are the amplitude of the envelope function,
αn are the solution of the Schro¨dinger equation (4.1), E
α
0 is the energy minimum of the
band α, and Eαn are the energy level of different sub-bands. The Fermi energy EF can
be determined by the following Equation, setting the total sheet carrier density equal to









m∗,αx m∗,αy (EF − αn) (4.3)
2n2D = 0.5 e
−/ for STO/LAO and n2D = 0.25 e−/ for LASTO:0.5, assuming a complete screening
of the built-in field in the polar layer in the thick limit
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m∗,αx m∗,αy (EF − αn) ξαn (z)2 (4.4)
and is then used in the Poisson equation to compute a new potential well corresponding









The resulting potential well V (z) is then re-injected in Equation (4.1). These operations
are iterated multiple times until a defined convergence criterion δcV is satisfied, based
on the relative change in potential between two iterations (more details can be found
in Reference [146]). Note that in Equation (4.5), the relative dielectric constant εr(E)
is electric-field dependent, based on its observed behaviour with respect of an electric
field. The electric-field dependence of the dielectric constant of STO is also temperature
dependent: we therefore identify two regimes, a high temperature regime and a low
temperature regime, which are both displayed in Figure 4.3. The general form εSTOr (E)
in both regimes is:







where B = 250, E0 = 10
7 V m−1 for the room temperature regime, and B = 25 462,
E0 = 82 213 V m
−1 for the low temperature regime respectively. The room temperature
regime is set so that at low field, εSTOr (E) takes the value calculated in DFT. This
will allow us to compare the two methods, and to see if the simple Poisson-Schro¨dinger
model can reproduce the DFT results. On the other hand, the dielectric constant being
a parameter in the Poisson-Schro¨dinger model, we can probe the effect of its divergence
at low field and low temperature on the confinement of the 2DES, which should be
representative of the superconducting phase (and impossible to do in DFT).
4.1.3 Results
We shall first present the experimental results. Transport measurement performed at
low temperature shows the appearance of a superconducting ground state below a crit-
ical temperature Tc ≈ 200 mK, generally lower than that of the standard STO/LAO
interface [107]. In Figure 4.4.(b), the critical magnetic field H∗(T ) for perpendicular
and parallel orientation of a STO/LASTO:0.5 interface in its virgin state are shown
with respect to temperature. The critical temperature for each magnetic field was de-
fined as the temperature at which the sheet resistance Rs reaches half the normal state
value (∼500 mK). The in-plane coherence length ξ‖(T ) is calculated from the Ginzburg-






Chapter 4. Confinement and Electronic Structure at Polar Oxide Interfaces 80
Figure 4.3: Field dependence of the relative dielectric constant of STO, εSTOr (E),
which is used in the Poisson-Schro¨dinger calculation. Grey line: the calculation by
Stengel [104]; red dot-dashed line: calculated data following the behaviour calculated
in Reference [104], but with a fixed low field εSTOr (E = 0) = 250, which is obtained
by the DFT calculation with the B1-WC functional; blue open circles: experimental
data measured at 4 K; purple dashed line: fitting to low temperature experimental data
using Equation (4.6).
Using the measured perpendicular field H∗⊥(T ) and extrapolating for T = 0 K, a value
of ∼55 nm is estimated, similar to the one observed for standard STO/LAO inter-
face [147]. For the parallel critical field H∗‖ (T ), its temperature dependence follows the
2-dimensional behaviour of a superconducting thin film [148]:










piξ‖(T )µ0H∗‖ (T )
(4.9)
For the STO/LASTO:0.5 interface, we obtain dSC ≈ 24 nm, independent of the temper-
ature, and a value which is about twice larger than the one obtained for the standard
STO/LAO interface [94, 96, 147]. It should be said that the thickness obtained from this
analysis is a characteristic thickness which agrees well with the out-of-plane spread of
the 2DES in the standard STO/LAO interface, determined from other methods [94, 96].
Exploiting the field effect, the carrier density at the interface can be tuned with the
gate voltage, changing the superconducting properties of the interface. Figure 4.4.(a)
shows the modulation of the superconducting transitions with respect to the applied
gate voltage Vg (from −400 V to +325 V). Tc is found to be effectively tuned; how-
ever for the largest negative voltage (with the strongest depletion regime), the system
remain metallic and superconducting, in contrast to what is observed for the standard
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Figure 4.4: (a) Field-effect modulation of sheet resistance Rs as a function of temper-
ature on a semi-logarithmic scale of the STO/LAO interface (top) and STO/LASTO:0.5
interface (bottom). For STO/LASTO:0.5, the gate voltage varies from -400 to +325 V
in steps of 25 V. (b) Perpendicular (dots) and parallel (squares) critical fields (H∗⊥,H
∗
‖ )
as a function of temperature T for the as-grown state (left panel) ans for a state with
Vg = 300 V (right panel) for STO/LASTO:0.5. The solid line for H
∗
‖ is a fit to the data
using the Ginzburg-Landau formula for a 2-dimensional film (Equation (4.7)), the line
for H∗⊥ is a guide to the eye. (c) Configurations for the measurements of superconduct-
ing critical fields applied perpendicular and parallel to the interface plane. (d) Phase
diagram of the STO/LASTO:0.5 interface, showing in blue the superconducting state,
plotted as a function of the normal-state sheet conductance. The superconducting
layer thickness dSC (left axis, black open square) is compared to that of the standard
STO/LAO interface [149] (left axis, black solid squares). The black dotted line is a
guide to the eye.
STO/LAO interface (top panel of Figure 4.4.(a)). As we will see in the following, the
presence of superconductivity and high conduction at the highest depletion regime can
be attributed to the occupancy of the dxz/yz-symmetry states at the STO/LASTO:0.5 in-
terface. The evolution of Tc versus σ2D (sheet-conductance in the normal state) is shown
in Figure 4.4.(d), and displays a dome-like shape, reaching a maximum of 206 mK. For
different values of Vg, the parallel and perpendicular critical magnetic fields were mea-
sured; data for Vg = 300 V is shown in the right panel of Figure 4.4.(b), and with these
measurements, it is possible to estimate the superconducting layer thickness dSC across
the phase diagram. The results are displayed in Figure 4.4.(d), where we compare the dSC
values for the STO/LASTO:0.5 and STO/LAO samples. We observe that the supercon-
ducting thicknesses for the STO/LASTO:0.5 samples are larger than the ones measured
for the STO/LAO samples over the whole phase diagram: for the alloyed samples, dSC
falls in the range of 20-30 nm for a wide interval of σ2D, while it remains in the range
of 10-15 nm for the STO/LAO interface. Assuming that this superconducting thickness
mirrors an effective width of the confining potential, we attribute this enhancement to
the difference in transferred charge through a modified polar discontinuity.
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To support this idea, we model the quantum confinement at these oxide interfaces us-
ing first-principles calculations and Poisson-Schro¨dinger model. Previous DFT studies
on STO/LAO interfaces [27, 28, 118, 150–153] have investigated the fully-compensated
interface through symmetric superlattices, with two n-type interfaces (n2D = 3.3 ×
1014 cm−3). Lower carrier densities have been reached by artificially removing some
charges at the interface and compensating with a positive charged background [27, 28].
In our study, the interfacial charge is directly modified by explicitly tuning the polar
discontinuity, by switching LAO to LASTO:0.5 solid solution. The results of our the-
oretical calculations are given in Figure 4.5. The STO/LASTO:0.5 interface system is
sketched in Figure 4.5.(a). The 3-dimensional charge profile n3D as computed from DFT
are shown in Figure 4.5.(b). The vertical dashed-dotted line indicates the extension of
the supercell. Performing calculations for lower STO thicknesses, we have noticed that
the charge profile extends further into the substrate as the supercell width is increased,
but this occurs on a logarithmic charge density scale. Looking at the plot, we see that
most carriers are located in the first unit cells in both cases; but moving away from
the interface, a crossing between the two profile occurs (at z ≈ 3.5 nm). For the lower
carrier density regime, the charge is more spread into the STO substrate away from the
interface, whereas for the higher density case, it is more localized close to the interface.
Note that in the case of DFT calculations, the charge profile are determined from the
self-consistent DFT dielectric constant, calculated as εSTOr = 250 in zero field, which
reflects the room-temperature value.
To access the low temperature case which is experimentally measured, we need to over-
come the limitations of the DFT approach: i) the STO size limit and ii) the low tem-
perature diverging value of the dielectric constant εSTOr , not captured in the DFT sim-
ulations. To bypass these limitations, a self-consistent Poisson-Schro¨dinger model is
employed, where the main parameters are obtained from DFT. The field-dependence of
the dielectric constant is adjusted according to measurement in two temperature regimes,
as discussed in Section 4.1.2. The resulting profiles for the room-temperature configu-
ration (εSTOr (E = 0) = 250) is first compared with the DFT data in Figure 4.5.(b): the
two approaches provide similar charge density profile, specifically close to the interface,
therefore validating Poisson-Schro¨dinger approach with respect to the DFT calculations;
it further highlights that while the supercell in the DFT calculation is rather large, it
remains too small to properly describe the tail of the carrier density profile, better acces-
sible from the Poisson-Schro¨dinger approach. From the latter approach, we determine
that for both surface carrier densities, the spatial extension at the 3-dimensional density
threshold for the occurrence of superconductivity (n3D,th ≈ 4× 1018 cm−3 [154], shown
as a horizontal dotted line in Figures 4.5.(a) and (b)) is roughly 10 nm. In the litera-
ture, the thicknesses of the 2DES estimated by different techniques differ a lot, from a
few unit cells to 10 nm [85, 93, 94, 140]; it may be due to the large decaying nature of
the carrier density, decreasing by a factor of 10 in 5 nm. Particularly, the tail of this
distribution may fall below the sensitivity of some of the techniques used to probe the
2DES thickness.
At low temperature, STO behave as a quantum paraelectric and its dielectric constant
increases by several orders of magnitude at zero-field. The field-dependent dielectric
constant in the low-temperature regime is modelled through Equation 4.6. Using this
low-temperature εSTOr (E), we compute the charge density profiles from the Poisson-
Schro¨dinger approach for the two interfaces, shown in Figure 4.5.(c). The main effect
of the large εSTOr is to open the confining potential for the STO/LASTO:0.5 interface,




Figure 4.5: (a) Schematic of atomic structure of the LASTO:0.5/STO interface. (b)
Results from the DFT calculations (solid lines) and the Poisson-Schro¨dinger model (dot-
ted/dashed lines) for a room-temperature field dependent STO dielectric constant. (c)
Charge profile estimated with the Poisson-Schro¨dinger model using the low-temperature
STO dielectric constant. The black dashed line indicates the interface. The dash-dotted
line corresponds to the size limit of the DFT supercell. Dotted lines and the red tri-
angles indicate the 3-dimensional density threshold (n3D,th ≈ 4 × 1018 cm−3) for the
occurrence of superconductivity in STO.
leading to a spread of the charge density in the STO substrate, further from the inter-
face. At the n3D,th (shown as the vertical dotted line in Figure 4.5.(c), the extension
of the 2DES is roughly 10 nm for the standard STO/LAO interface, in agreement with
the estimation of the superconducting thickness extracted from the critical field mea-
surements discussed previously. The extension of the 2DES for the STO/LASTO:0.5
interface extends up to 32 nm, in agreement with the increase in superconducting thick-
ness measured for this case. We argue that this change in superconducting thickness and
confinement scale actually stems from a modified polar discontinuity. The modelling also
highlights the effect of the dielectric of the substrate and the total 2-dimensional car-
rier density on the confinement of the charge, in agreement with a recent tight-binding
study [155], and consistent with the argument of Stengel who argue that the energetic
cost of moving the electrons away from the interface scale inversely with the dielectric
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Figure 4.6: On the top, band structures of (a) the (STO)30/(LAO)2 and (b)
(STO)30/(LASTO:0.5)2 superlattices, calculated from DFT. The Ti t2g bands are
labelled according to their symmetry (dxy, dxz,yz). On the bottom, schematics of
the atomic arrangements, built-in electric potential (red lines), quantum confinement
potential (black lines) and dxy-dxz,yz band splittings of (c) the STO/LAO and (d)
STO/LASTO:0.5 interfaces. For a larger extension of the 2DES, the band splitting is
reduced.
constant of the STO substrate [104]. In addition, we can see that, in the low temperature
regime, the Poisson-Schro¨dinger modelling gives a lower integrated charge density for
n3D(z) > n3D,th (blue area in Figure 4.5.(c) as compared to the one in Figure 4.5.(b)):
this is also related to the remarkable behaviour of εSTOr with respect to temperature and
electric field: a sizeable portion of the charge spreads further into the substrate, away
from the interface, but with a density below n3D,th.
The effect of the surface carrier density and the quantum confinement on the electronic
band structures calculated from DFT for the two superlattices (STO)30/(LAO)2 and
(STO)30/(LASTO:0.5)2 is displayed in Figure 4.6. The Fermi level lies at 0 eV and the
symmetries of the bands are shown by the red and blue arrows. The effect of the total
charge density is witnessed through the changes in the splittings between sub-bands as
well as bands with different symmetry: for a larger extension of the 2DES, as shown in
panel (b), and which occurs for the STO/LASTO:0.5 interface, the sub-band spacing
is reduced and the dxz/yz bands are occupied at lower densities. The occupancy of the
dxz/yz bands is dependent on the supercell size, and this effect may actually be witnessed
in experiments. We shall discuss this aspect in Section 4.2.
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4.1.4 Discussion
The agreement between the experimental estimation of the superconducting layer thick-
nesses of the 2DES at the STO/LAO and STO/LASTO:0.5 interface and the Poisson-
Schro¨dinger modelling provides a strong argument in favour of an electric-field driven
mechanism as the origin of the 2DES. Despite the similar mobile carrier densities ex-
tracted from Hall experiments [26] for the two interfaces, the calculations and the su-
perconducting critical field measurements show that the change of the superconducting
thickness is a direct result of the reduced total transferred charge (from 0.5 to 0.25 e−/),
as a modification of the polar discontinuity. Although a large fraction of these charges do
not contribute to electric transport, the total transferred charge still defines the strength
of the electric field in the STO and consequently its effective dielectric constant in the
vicinity of the interface, which sets the spatial spread of the 2DES in the out-of-plane
direction. If we set the total charge density corresponding to the density expected from
the Hall effect measurements (∼0.05 e−/), then the strength of the electric field is de-
pleted, resulting in a deconfinement of the 2DES, with a spatial extension over ∼60 nm
at the critical density n3D,th. This shows that all charges with nominal charge den-
sity predicted by the polar catastrophe are transferred to the interface. These results
contrasts with the work of Ueno et al. [156], who reports no significant change in the
superconducting thickness with charge density (tuned through a gate voltage) and at
odds with their theoretical calculations based on a triangular quantum well model which
predicts a reduction of the thickness with increasing gate voltage (and carrier density).
As a consequence of the larger charge profile at the STO/LASTO:0.5 interface, the band
structure shows a larger occupancy of the dxz/dyz bands to the density of state, as shown
in Figure 4.6.(a) and (b). This electronic configuration is at the origin of the modified
phase diagram shown in Figure 4.4: indeed, the overall reduced Tc observed for the
STO/LASTO:0.5 system, as compared to the standard interface, can be attributed to a
more shallow confining potential, yielding a reduced n3D as the extension increases [143,
157]. In addition, the field effect is not efficient enough to deplete the 2DES in order
to suppress the superconductivity, nor to reach a highly resistive state (Figure 4.4.(a),
bottom panel). This is clearly different from the standard STO/LAO case. Hence, from
the presence of superconductivity and the low resistance state in the depletion regime,
we argue that the dxz/yz-symmetry states are occupied even at low doping due to the
reduced energy splittings between bands, further emphasizing the relevance of theses
orbitals on superconductivity and the high-electron mobility of the 2DES.
4.2 Finite size effects
Controlling the properties of the 2DES at oxide interfaces through finite size effects
offers new perspectives yet to be explored. The idea has been scrutinized experimentally
by collaborators [142] by synthesizing STO/LAO heterostructures where the STO film
thickness can be tuned below the natural extension of the 2DES in standard interfaces.
This is done by growing a serie of LAO/STO/LAO thin film heterostructures on STO
substrates to control the extension of the quantum well through the thickness of the
STO interlayer.
These heterostructures are sketched in Figure 4.7.(a): on a (001)-oriented TiO2-terminated
STO substrate, a first LAO layer with a thickness of 12 u.c. is grown by PLD. On top of
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Figure 4.7: (a) Schematic representation of the samples, and AFM image
showing the topography of the topmost layer; (b) XRD data of an example
STO(001)/LAO10/STO35/LAO5 sample, showing the (002) reflection of the substrate
together with the fringes originated from the ultra-thin films. The data are compared to
a simulated pattern using the following out-of-plane axis values: cLAO(5 u.c.) = 3.773 A,
cLAO(35 u.c.) = 3.91 A, cLAO(10 u.c.) = 3.766 A.
this LAO layer, a STO layer is then deposited, and hosts the 2DES of interest induced
by grown another 4 u.c. thick LAO overlayer. In the nomenclature used in this work, we
describe such systems such as STO(001)/LAO12/STOn/LAO4. These heterostructures
contain two 2DES localized in two regions, one at the top interface between the LAO
overlayer and STO interlayer, and one at the interface between the substrate and the
12 u.c. thick LAO interlayer (acting as a spacing layer). As will be detailed below,
ARPES mostly probes the top 2DES whose out-of-plane extension is limited by the
STO interlayer thickness. The thickness of the STO layer is varied from n = 20 u.c.
corresponding to the self-confinement of the electron system that is observed in standard
STO/LAO interfaces (∼8 nm), down to n = 5 u.c. (∼2 nm). The layers thicknesses are
determined by XRD, an example is shown in Figure 4.7.(b).
4.2.1 ARPES experiments
The electronic structure of the topmost 2DES is investigated using (resonant) Soft X-ray
Angle-Resolved Photoemission Spectroscopy (SX-ARPES) at the ADRESS beamline at
the Swiss Light Source (Paul Scherrer Institute) in Switzerland [158]. The advantage
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of soft x-rays compared to the commonly used Vacuum Ultraviolet (VUV) ones is that
they overcome the extreme surface sensitivity of the ARPES technique. Moreover, this
technique has a probing depth ∼4 times higher than VUV-ARPES [159].
The probing depth of SX-ARPES in these experiments accentuates the signal from the
topmost STO/LAO interface, with the signal coming from the deeper second interface
being less than 10% of the total for the ultimate limit of the n = 5 u.c. samples. All
the data presented here (unless stated otherwise) has been acquired using a photon
energy of 466 eV corresponding to the L2 absorption edge of Ti, providing a clearer
photoemission yield for the dyz band compared to the dxy one [71]. Additionnally, using
s-polarized x-rays silence the signal coming from the dxz band due to the symmetry of
the experimental setup [158].
The experimental SX-ARPES intensity images representing the evolution of the elec-
tronic structure of the 2DES in the STO interlayer of samples with different thicknesses
n are shown in Figure 4.8.(b-d). The data was acquired in the same conditions along the
ΓX direction of the Brillouin zone at a temperature of 13 K. Figure 4.8.(b) (n = 20 u.c.)
reveals an electronic structure similar to the one of a standard n-type STO(001)/LAO
interface [28, 160] (schematically represented in Figure 4.8.(a)). At the Fermi level, the
band structure is dominated by a weakly-dispersing band originating from the Ti dyz
orbitals, as predicted by our DFT calculations.
Superimposed to this heavy band, two bright spots appears at k‖ = ±0.09 A−1: these
corresponds to the points where the band originating from the Ti dyz/xz orbitals hy-
bridizes with the Ti dxy orbitals. Large out-of-plane localization of these bands makes
its SX-ARPES yield (and visibility) lower with respect to the deeper penetrating dyz-
derived bands [161]. Due to matrix element effects, the intensity is different across
between the two Brillouin zones (Γ00 and Γ01) and not symmetric around the Γ00 point.
Comparing these data with the measurements performed for the lower STO thicknesses
(n = 10 and 5 u.c.), a clear enhancement of the ARPES yield of the dyz band can be
witnessed, along an energy broadening of the spectral structures, particularly for the
n = 5 u.c. samples. We will focus on this sample in the following discussion.
The detail of the spectral broadening for the n = 5 u.c. sample is enlarged in Figure 4.9
(left panel), along with an energy distribution curve (EDC) taken at k‖ = −0.2 A−1
(right panel). This distribution (blue dots) clearly shows a double-peak structure in the
range from 0 to −0.2 eV of binding energy. The double peak structure indicates the
presence of a replica band. The origin of this band may be possibly attributed to two
phenomena: the formation of a polaronic sideband due to enhanced electron-phonon
coupling, or the quantization effect on the dyz band generating sub-band levels.
STO and STO-based interfaces are known to host polaronic charge carriers recognizable
by a hump in the spectral function located at around 90-120 meV higher binding energies
with respect to the quasiparticle (QP) peak [160, 162, 163], originating from electron
coupling with the LO3 vibrational mode of the O cage [160]. Hence, the double peak
of the EDC could fit this picture, with two peaks identifying the QP and its polaronic
hump. Using a single peak-dip-hump spectral function, it is not possible to fit the double
peak structure. In contrast, using two peak-dip-hump functions yields a remarkable fit
with the experimental data as shown in the right panel of Figure 4.9 (blue line). The
best fit is obtained for an energy separation of 95 ± 4 meV between the two peaks.
Performing the fitting procedure for several EDC across the ARPES data yields an
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Figure 4.8: (a) Schematic representation of the electronic structure along the ΓX
direction of the 2DES of a “standard” bulk STO/LAO interface; b-d) show the experi-
mental electronic structures for the n = 20, 10 and 5 u.c. samples.
average energy separation of 99 ± 4 meV between the two bands. Hence this analysis
suggests the presence of another dyz sub-band at the origin of the second peak. We
attribute the appearance of this band due to a modification of the quantum well hosting
the 2DES.
4.2.2 Theoretical results
Can theoretical calculations support these calculations ? By performing DFT calcula-
tions on a vacuum/LAO4/STO9.5/LAO4/vacuum symmetric slab using the variational
pseudo self-interaction correction (VPSIC) [56] and the B1-WC hybrid functional, we
calculate an energy separation of the first two dyz bands of 116 meV (VPSIC) and
131 meV (B1-WC). These results are in satisfying agreement with the experimental
data shown in Figure 4.9. Note that with both functionals, the STO subsystem remains
insulating (below the onset for Zener breakdown, as discussed in Chapter 3). Assigning
the Fermi level position by comparing the calculations to the SX-ARPES bandwidth, the
first quantum well state resides completely below the Fermi level in both calculations,
while the second is cut by the Fermi level. This occurrence has already been observed
by Wang et al. in anatase TiO2 [164], making this scenario a possibility.
Another possible option to assess the effect of finite size effect on the 2DES is to perform
DFT calculations on symmetric and off-stoichiometric (STO)m/(LAO)2 superlattices as
done in the preceding Section, albeit with smaller STO thicknesses. As these structures






















Figure 4.9: Detail of the electronic structure (left panel) of the n = 5 u.c. sample
along the ΓX direction. The blue dashed lines represent the integration window of the
energy distribution curve (right panel) plotted together with the fitting results. The
horizontal dashed lines highlight the double-peak structure discussed in the main text.
are metallic, the band filling (0.5 e−/) sets the Fermi level self-consistently. The
B1-WC calculations confirm the shift of the dyz band to lower binding energy for ultra-
thin STO layers. Figure 4.10 shows the Mulliken charges on each TiO2 layer for STO
subsystems of different thicknesses, comparing the behaviour of the dxy (left panel, a) and
the dyz/xz (right panel, b) orbital states. When the STO thickness is reduced, one can see
in all case a progressive shift of the charge toward the interface. More interestingly, one
can notice a charge transfer from the dxy to the dyz/xz states along with the decrease of
the STO thickness, and in the ultra-thin limit, the amount of charge accumulated in the
two bands becomes nearly equal. This finding supports the idea that in the narrow limit
a consistent amount of charge can populate the second quantum well state with the dyz/xz
orbital character. We attribute this behaviour to two concomitant effects: i) reducing
the STO thickness (and thus the quantum well width) increases the splitting between
sub-bands of same symmetry, and ii) as the charge accumulates closer to the interface,
the occupancy of the dyz/xz states localized farther away from the interface, is favoured
because their energies are lowered due to static correlation effects [165, 166]. These
effects, usually modelled through a Hubbard-like repulsion term (U), are reproduced in
a similar fashion in our DFT calculation by the inclusion of Hartree-Fock exchange in
the exchange-correlation term. These results suggest that a combination of quantum
confinement and electron correlations, controlled by the thickness of the embedded STO
interlayer can shift the quantum well states across the Fermi level of the 2DES and thus
give control of the charge carriers density.
The increase of energy band splitting as a consequence of reduced quantum well width
can be observed in the electronic band structure of the superlattices shown in Figure 4.11.
The observation of such trends in experiments3 is difficult, as the energy resolution is
low for the thicker STO layer where the quantum well states are close in energy, whereas
3SX-ARPES has also been performed on a n = 3 u.c. samples, with an even larger yield and bandwidth
for the dyz band, in agreement with the trend observed in DFT. However, the spectroscopy data is too
blurry to perform any quantitative analysis. More information can be found in the Supplementary
Information of Reference [142].

















Ti label Ti label
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Ti dxz + dyz











Figure 4.10: Mulliken decomposition of the 2DES in (STO)m/(LAO)2 superlattices,
projected onto (a) the Ti dxy orbitals and (b) the Ti dxz/yz orbitals. On top, schematic
view of the (STO)30/(LAO)2 superlattice, with the first TiO2 plane from the interface
shown by arrows. The data is interpolated by the means of cubic splines, as a guide
to the eyes. The label of the Ti site at the interface is set to 0. The 3-dimensional
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Figure 4.11: Computed electronic band structure of (STO)m/(LAO)2 superlattices
(m = 2, 4, 8, 12 and 22 u.c.).
growing disorder and interfacial intermixing smears the spectral structures for samples
with ultra-thin STO interlayer.
4.3 Conclusions
In this Chapter, we have shown that by alloying the LAO overlayer with STO to form
a solid solution with a 50% composition, we are able to tune the polar discontinuity
at the interface with STO, leading to a change of 2-dimensional electron density by
a factor of 2. The total transferred charge density modulates the interfacial confining
potential, leading to a change in confinement of the 3-dimensional charge density. This
change in confining potential explains the change of the characteristic superconducting
thickness, from 10-15 nm (LAO) to 20-30 nm (LASTO:0.5) as estimated from the out-
of-plane critical field measurements. The evolution of the confinement with the change
in polarization is captured by large-scale DFT calculations and self-consistent Poisson-
Schro¨dinger modelling, which reproduces the experimental results by assuming that
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a full transfer of charges take place at the polar/non-polar interface, with a density
predicted by electric-field driven mechanisms. The results shows that the deconfinement
of the charge leads to a stronger dxz/yz occupancy far from the interface (with a stronger
contribution to the density of states) and explains the persistence of the superconducting
state in the depletion regime.
In addition, we show from first-principles the effect of structural confinement on the
2DES system: by reducing the thickness of the STO layer holding the 2DES, the occu-
pancy of the Ti dxz/dyz bands increases and may become comparable to the occupancy of
the Ti dxy state in the ultra-thin limit. These calculations also support spectroscopy ex-
periments performed on STO(001)/LAO12/STOn/LAO4 heterostructures, as they shows
increased occupancy of the dyz/xz states upon decreases of the STO interlayer thickness.
This study support the possibility to tune the energy and population of different quan-
tum well states through finite size effects. In a wider perspective, this work sets forth
further manipulation of low-dimensional electron systems at oxides interfaces.

Chapter 5
First-principles study of capped
SrTiO3(001)/(LaAlO3)m/(SrTiO3)n
structures
It has been shown that the properties of the 2DES at the STO/LAO interface can be
altered through modification of the LAO surface. For example, adsorbed molecules can
either increase or decrease the sheet resistivity of the interface [167–169]. Moreover, it
is possible to passivate the LAO surface by growing metallic capping layer (such as Al
or Co), reducing the critical thickness to only 1 u.c. [139, 170]. More puzzlingly, there
has been reports claiming that capping the LAO overlayer with insulators, such as STO,
also alters considerably the properties of the interface. In the present Chapter, we aim
to exploit the improved accuracy of hybrid functional DFT to properly describe these
layered systems and to bring further insights on the specificities of these heterostructures,
compared to the standard STO(001)/LAO system.
5.1 Introduction
While the number of study of STO(001)/LAOm heterostructures are countless, much
less focus has been given to capped STO(001)/LAOm/STOn systems, despite interesting
features which are important in the overall understanding of the interfaces. The most
important of all is the possibility to suppress the threshold thickness of LAO up to
1 u.c. by capping the LAO layer with a thick STO overlayer, as reported by Huijben
et al. [88]. The room temperature sheet resistance of such systems, with a TiO2/LaO
(n-type) interface between the STO substrate and LAO interlayer, and a AlO2/SrO
(p-type) interface between the LAO interlayer and the STO capping layer, is given in
Figure 5.1.(a), for STO(001)/LAOm/STO10 systems. The samples have been prepared
by PLD, at oxygen partial pressure pO2 = 3× 10−5 mbar, and temperature T = 850 ◦C.
The room temperature carriers density estimated from the Hall resistance are given
in Figure 5.1.(b). The sheet resistance is of the order of 104 Ω/, the same order of
magnitude as for the conducting standard STO/LAO interface, at any LAO thickness
above 1 u.c.: the threshold thickness is therefore suppressed. The sheet carrier density
start at ∼5 ×1013 cm−2 at dLAO = 1 u.c., and saturates to ∼1.5 ×1014 cm−2. This
contrasts with the sheet carrier density for the standard STO/LAO interface, where the
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Figure 5.1: Electronic properties of STO/LAO heterotructures at 300 K
for different separation distances between the n-type and p-type interfaces for
STO(001)/LAOm/STO10: (a) dependence of the sheet resistance Rs on the separa-
tion distance dLAO; (b) dependence of −1/RHe on the separation distance dLAO (RH
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Figure 5.2: (a) Temperature dependence of the sheet resistance Rs(T ) for differ-
ent thicknesses of the LAO interlayer in STO(001)/LAOm/STO10 heterostructures. A
measurement of a single TiO2/LaO interface (SI) is also shown. (b) Temperature depen-
dence of −1/RHe of STO(001)/LAOm/STO10 heterostructures with LAO thicknesses
of 2 u.c. (squares) and 5 u.c. (circles). Adapted from Reference [88].
carrier density derived from Hall measurement effects saturates around ∼2 ×1013 cm−2
(Figure 3.10). It is however in better agreement with the charge density derived from
RIXS measurements. For the standard STO/LAO system, the discrepancy between
the Hall measurements and RIXS may stem from the mobility of the carrier at the
interface: in this case, it is possible that capping layer have an effect on the mobility of
the carriers. Above all, the most striking feature in these systems is the suppression of
the critical thickness dLAOc . Indeed, as discussed in Chapter 3, the threshold thickness
arises from the competition between the electric field in the LAO overlayer and the
cost of interface doping and charge transfer. This question the validity of the electric-
field driven mechanisms. Another difference with the standard STO/LAO system is the
temperature dependence of the resistivity: for all samples, the resistivity increases with
temperature over a large temperature range, even below 50 K as shown in Figures 5.2.(a).
The associated mobile carrier sheet density as derived by Hall measurements decreases
up to 2× 1013 cm−2.
Another study about such STO(001)/LAOm/STOn heterostructures focused on the
properties of these systems in the low thickness limit (m = 1, 2 u.c. and n = 1, 2, 10 u.c.)
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by Pentcheva et al. [89, 122]. Complementing the experimental results, DFT-GGA cal-
culations have been performed. The main results are shown in Figure 5.3 in term of
temperature dependence of the sheet resistance (a), as well dependence of the sheet re-
sistance with dLAO (at different pO2 during growth). The temperature dependence of RS
at fixed dLAO = 2 u.c. is similar to that of Figure 5.2.(a) for varying LAO thicknesses.
The room temperature sheet resistance is reduced by a factor of ∼2 when changing the
thickness of the capping layer from 1 u.c. to 2 u.c., but then no longer evolves much
for thicker capping layer. Interestingly, the dependence of the room temperature sheet
resistance on the oxygen partial pressure during growth (pO2) is large for d
LAO < 4 u.c.
in STO(001)/LAOm/STO10 samples, but is relatively small for thicker LAO interlayer.
Reference [89] also reports an insulating phase for STO(001)/LAO1/STOm samples with
capping layer thickness inferior to m = 10 u.c.: there is not a single threshold thickness
for the occurrence of conductivity, suggesting that the conductivity may originates from
extrinsic sources. However, the DFT calculations of Reference [89] shows the possibility
of electronic reconstruction as early as dLAO = 2 u.c. (if capped with a 2 u.c. thick
STO), which is due to the surface dipole states of the STO capping layer, triggering a
Zener breakdown at a lower dLAO than required for the uncapped STO/LAO system.
As these calculations were performed using the GGA, they also present the well-known
band gap underestimation problem of local/semi-local DFT: in their case, the STO band
gap is roughly equal to ∼2 eV, based on the layer-resolved density of state, close to the
computed PBE value reported in Table 3.2. We can therefore question the possibility
of electronic reconstruction in the STO(001)/LAO2/STOm samples. Nevertheless, the
electronic reconstruction scenario implies the presence of a 2-dimensional hole system
(2DHS) in the STO capping layer, and led the authors to propose a two-bands model in-
terpretation for their Hall effect measurements, with opposed effective masses m∗e for the
electrons and m∗h for the holes (and |m∗h| ≈ 0.1|m∗e| based from the extracted mobilities),
and argue that the two-bands model could not be fit without this constraint.
The possibility of existence of a 2DHS in STO triggered further studies focusing in these
capped heterostructure [123], this time with a rather large LAO interlayer thickness
dLAO = 40 u.c. to probe the properties of the individual n-type and p-type interfaces.
Figure 5.4 shows data extracted from Reference [123]: (a) the Hall resistance, (b) the
carrier mobility, (c) the sheet resistance and (d) the sheet carrier density, for the bottom
(n-type) and top (p-type) interface. The most striking differences with the reports of
Pentcheva et al. [89] is that hole carriers at the p-type interface and the electron at the
n-type interface are strikingly similar in features, in mobilities and in carrier density as
well. If all the charges originate from a Zener breakdown as claimed by the authors, then
it is expected that there is as much holes as electrons for the two interfaces. However, the
mobilities for both carrier are expected to be different: notably, the holes are expected to
have a larger effective mass. However, the authors claim that the electrons actually have
a larger effective mass than their band mass due to polaronic effects [160]. An interesting
reported property is that the p-type interface of an oxygen deficient heterostructures
(with no post-growth annealing process) is insulating, suggesting compensation between
the 2DHS and the electrons released from oxygen vacancies.
The authors of References [123] and [171] argue that the 2DHS lies close to the p-type
interface in the STO capping layer due to the charge transfer from the last AlO2 layer
before the capping layer, whereas Pentcheva et al. [89] claim that the holes are localized
at the TiO2 surface of the capping layer. It should be mentioned that these two pictures
are not necessarily in contradiction with each other, as the main results of Pentcheva et
al. [89] concerns heterostructures with dLAO = 2 u.c., below the onset for charge transfer
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Figure 5.3: (a) Temperature dependence of the sheet resistance Rs(T ) for
STO(001)/LAO2/STO1 (red circles, 2/1), STO(001)/LAO2/STO2 (blue triangles, 2/2)
and STO(001)/LAO2/STO10 (black squares, 2/10). All the samples are grown at pO2 =
2× 10−3 mbar. Inset: dR/dT as a function of temperature with different linear fits be-
low and above 100 K. (b) Evolution of the sheet resistance of STO(001)/LAOm/STO10
samples for varying LAO thickness and a fixed number of 10 u.c. of STO capping.
The red squares/blue circles correspond respectively to pO2 = 2 × 10−3 mbar and
pO2 = 3× 10−5 mbar during growth. Adapted from Reference [89].
from the O 2p states of the last AlO2 layer to the n-type interface. These experiments
highlight the difficulty to characterize properly these STO(001)/LAOm/STOn systems.
Aside from the data available in the literature, collaborators from the Triscone research
group of the University of Geneva provided us with additional experimental data on such
STO(001)/LAOm/STOn structures. The sheet conductance measured on their samples
is shown in Figure 5.5. Depending on the thicknesses of the LAO and STO overlayers,
the samples are either insulating (m+n < 4) or metallic (m+n ≥ 4). These results are
also different than that of Reference [89]. The apparent contradictions, either between
these experiments or with the most popular hypotheses about the origin of the 2DES
(polar catastrophe), kickstarted our theoretical study. Our objective is to study these
systems from first-principles to identify the possible origin(s) of the charge carriers for
low LAO thicknesses and to clarify the properties observed in experiments.
5.2 Technical details
The technical details for the calculations involved in the present Chapter are the same
as given in Section 3.2. In this Chapter, we will only discuss a specific type of capped
STO(001)/LAOm/STOn heterostructures, with an n-type interface (TiO2/LaO) be-
tween the substrate and the LAO interlayer, and a p-type (AlO2/SrO) interface between
the LAO interlayer and the STO capping layer. The surface of the STO capping layer
has therefore a TiO2 termination. The structural models used in the DFT calculations
consists in symmetric slabs including a vacuum region as described in Section 3.2.1. The
geometry of two vacuum/(STO)n/(LAO)m/(STO)13.5/(LAO)m/(STO)n/vacuum slabs








































































Figure 5.4: Transport properties of a STO(001)/LAO40/STO10 sample: (a) Hall
resistance Rxy versus magnetic field µ0H(T ) at T = 4 K for the top and bottom
interfaces. The signs of the slopes for the top is an indication of opposite charges of
the carrier for the two interface. (b) Temperature dependence of the mobility µH(T )
for the two interfaces, with an inset with a linear scale. (c) Temperature dependence of
the sheet resistance Rxx(T ) for the top and the bottom interfaces, with an inset with a
linear scale. (d) Temperature dependence of the sheet carrier density nsheet(T ) for the
two interfaces. Adapted from Reference [123].
is shown in Figure 5.6. We also perform calculations for geometries with oxygen vacan-
cies. The calculations for the defective systems involve a slab with a thinner central STO
layer as the substrate (7.5 u.c. instead of 13.5 u.c.), as done for the calculations presented
in Section 3.7.2. For the rest of this Chapter, we shall refers to STO(001)/LAOm/STOn
heterostructures with respect to the overlayer thicknesses (m,n): for example, the het-
erostructures in Figure 5.6 are referred to as (5,0) and (4,1).
5.3 Pristine heterostructures
We are mainly interested in the electronic properties of STO(001)/LAOm/STOn het-
erostructures. For this purpose, we first take a look at the value of the band gaps of
these systems for different (m,n). The associated values are given in Figure 5.7, where
the gap is calculated as the energy difference between the minimum of the conduction
band (CBM) and the maximum of the valence band (VBM). In the colour scale, blue
means a positive band gap, and therefore an insulating phase, whereas red corresponds
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Figure 5.5: Sheet conductance σS measured on STO(001)/LAOm/STOn samples for
m = 1, 2, 3 and 4 u.c. for varying thicknesses of the capping layer. A transition to a
metallic phase is witnessed for the samples as long as m+n = 4 u.c., and σS increases by
several orders of magnitude. Data provided by the Triscone Group (DQMP, University
of Geneva).
Figure 5.6: Structures in the slab geometry used in the DFT calculations: they
are symmetric (symmetry plane shown as a green dashed line), with a central STO
layer mimicking the substrate, and a bare LAO overlayer (top) or a LAO interlayer,
capped with STO (bottom). The capped structures display the two possible interfaces
along the (001) direction, and is always BO2-terminated. On top, a STO(001)/LAO5
heterostructure; on bottom, a STO(001)/LAO4/STO1 heterostructure.
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Figure 5.7: Coloured map of the band gap with respect to LAO and STO thickness
in term of number of monolayers. In the coloured scale, the maximum value (blue)
is the electronic band gap of cubic STO calculated within the B1-WC functional, the
minimum value (red) is the energy difference between the Fermi level and the bottom
Ti dxy band in the fully-compensated STO/LAO system. Additionnally, the variation
of the band gap is given (in eV) between the different tiles of the map. The black part
of the map has not been calculated.
to an overlap between the CBM and the VBM: Zener breakdown occurs, and the inter-
face becomes metallic. Figure 5.7 also contains the data for uncapped structures (m,0),
to be compared with the capped system.
For a bare STO film with a TiO2 surface (m = 0), the band gap is 2.6 eV, about
1 eV smaller than the bulk value 3.6 eV. This is attributed to a O 2p valence band,
extending 1 eV above the bulk valence band, as shown in Figure 5.9.(a) (blue line). The
surface state originates from a distortion at the TiO2 surface of STO, where a small
dipole appears at the surface, as the O and Ti ions move away from each other due to
the surface relaxation (shown in Figure 5.8.(a), for slab (0,0): the rumpling is the most
prominent in layer 6, at the surface). These are well known features of the STO TiO2
surface, and are better known as Tamm states [172, 173]. The band gap at the surface is
reduced by a factor of about ∼ √2 compared to that of the bulk, which is well supported
by experiments [174], and we shall discuss its role in the following discussion.
Looking at (m, 0) structures (bare LAO surface, no capping layer), the surface states
disappears with m = 1, but are partially compensated by LAO states raised by the
built-in field (and accounting the band offset). The gap slightly increases for (m = 1,0),
as m increases, the band gap decreases linearly until m = 5. Above this value, a Zener
breakdown occurs, and electrons are transferred from the O 2p states at the AlO2 surface
to the Ti t2g states at the n-type interface. As a signature of the built-in electric field in
LAO, a sizeable rumpling appears in the LAO layer as shown in Figure 5.8.(a-f). The
amplitude of the rumpling depends on the amount of charge transferred to the interface.
If we look at the capped heterostructures for slabs (1, n > 0), we can see that the gap
decreases as soon as n = 1 is deposited on top of the LAO monolayer: this is related to
the presence of in-gap states near the valence band, identified as the O 2p states from
the capping layer TiO2 surface (as in the bare STO film), closing the gap of ∼1 eV, as
shown in Figure 5.9.(a); it should be mentioned that no in-gap states appears for the































































































































Figure 5.8: Rumpling in STO(001)/LAOm/STOn heterostructures, defined as the
relative distance of the B cations and the O anions to the median plane of the BO2
layers. For the different plots, the rumpling for slab (m,n) is shown with m = 1 (a),
2 (b), 3 (c), 4 (d), 5 (e) and 6 (f). The light blue overlay shows the STO substrate,
the light red overlayer shows the LAO layer, and the white background concerns the
capping layer. The TiO2 plane at n-type interface is labelled 6. Rumpling appears in
the STO films i) at the surface if there is no overlayer as for slab (0,0) or ii) at the
interface if metallic. For a fully compensated interface (n2D = 0.5 e
−/), the rumpling
in STO is a larger and extends further away from the interface, shown in (f).
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~ 1 eV
Figure 5.9: Density of state of STO and LAO systems, (a) for bulk cubic STO, as
well as a 14 u.c. thick STO film, and the DOS projected on the last STO layer of slab
(2,5). The in-gap states near the STO valence band are clearly identified; (b) for bulk
cubic LAO, and the DOS projected onto the last LAO layer of slab (4,0): no in-gap
states are identified in this case.
bare LAO film, as shown in Figure 5.9.(b). The rumpling in the capping layer near the
surface is similar to that of the bare STO films, as shown in Figures 5.8.(a) and (b).
The evolution of the band gap quickly saturates with increasing n: an insulator-to-metal
transition (MIT) occurs as early as m = 3 u.c. of LAO, but cannot occurs below this
threshold (n = 0, 1, 2) as the band gap remains too large for any charge transfer to
occur: for slab (2,1), the calculated band gap is 1.02 eV, as shown in Figure 5.11.(a),
remarkably close to the value estimated from scanning tunneling spectroscopy at room
temperature (∼1 eV) [122].
The stabilization of the band gap with n is related to the absence of electric field in
the STO capping layer as illustrated in Figure 5.10 (aside from the small dipole at the
surface), as would be expected from an electrostatic point of view. In this picture, the low
sheet resistance measurements from Reference [89] for samples with only 2 monolayers
of LAO, cannot be explained through a Zener breakdown as argued by the authors, with
a coexistence of spatially separated n-type and p-type carriers sheets. The STO band
gap as calculated from GGA is severely underestimated, which is the reason behind the
apparent small band overlap for the (2,2) capped structures in Figure 1 of Reference [89].
In our case, the STO band gap is slightly overestimated of ∼0.4 eV. Even after applying
a scissor-like correction term to the calculated band gap, no metallic phase occurs for
(2,n) as the DFT bang gap remains above 0.6 eV. However, for slabs with m = 3, the
band gap is nearly closed as early as n = 1. For n > 1, the gap is completely closed,
and a charge transfer occurs between the O 2p states at the TiO2 surface of the capping
layer and the Ti t2g states at the TiO2 interface, below the onset for Zener breakdown
for the bare LAO surface. For a clearer look, we show the layer-resolved density of state
of slabs (2,n) and (3,n) in Figures 5.11.(a-g): the origin of the charge transfer can be
attributed to three electronic effects: 1) the upward shift of the capping layer states due
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Figure 5.10: Macroscopic electrostatic potential in capped heterostructures, calcu-
lated on slabs (2,n) with n = 0, 1, 2, 3, 4 and 5. Aside from the small dipole at the
surface, the macroscopic potential is flat in the capping layer.
to the built-in potential of LAO, 2) the band offset at the interface between the LAO
and the capping layer, and finally 3) the dipole surface state originating from the O 2p
surfaces states extending ∼1 eV above the bulk STO valence band maximum. For a
sufficiently thick LAO interlayer, the surface states may overlap the STO conduction
band.
The theoretical results demonstrate the possibility of electronic reconstruction below the
onset of Zener breakdown for the standard STO(001)/LAO system, with the existence of
a 2-dimensional hole gas at the surface of the capping layer. However, they also shows
that electronic reconstruction cannot occurs for the lowest thicknesses (m < 3 u.c.),
questioning the interpretation given in Reference [89]. Another concern is that the sheet
conductivity in Reference [89] depends on the oxygen partial pressure during growth for
dLAO < 4 u.c., which cannot be explained from a Zener breakdown alone. Finally, there is
no report of post-growth annealing treatment for the samples of References [88, 89, 122],
suggesting the possibility of oxygen vacancies as possible dopants. We have shown in
Chapter 3 that surface redox processes occurring at the LAO surface is a more plausible
origin for the occurrence of conductivity at the interface based on energy argument.
However, in the heterostructures discussed in this Chapter, the LAO surface no longer
exists. Hence we need to reconsider the role of oxygen vacancies in the case of the
capped heterostructures. For this purpose, we perform DFT calculations on capped
heterostructures explicitly including oxygen vacancies.
5.4 Revisiting the surface redox model for capped struc-
tures
The surface redox model of Bristowe et al. [117, 130] presented in Section 3.7.2 Chap-
ter 3 can be adjusted to include the capping layer of STO. The model is built in the
following way: from the evolution of the macroscopic electrostatic potential as shown
in Figure 5.10 for pristine system, we deduce that the capping layer do not change the
overall evolution of electrostatic potential in the LAO layer. Moreover, the electrostatic
potential in the STO capping layer is almost completely flat, even with the surface dipole
identified earlier (as it is mainly localized in the last TiO2 layer). Therefore, as confirmed
by first-principles calculations, we consider that there is no electric field in the capping
layer, and that the potential is flat and at a level raised by the LAO built-in field. This
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Figure 5.11: Layer-resolved density of state of STO(001)/LAOm/STOn heterostruc-
tures, for m = 2 and 3 u.c.. The yellow area is the total density of state. The surface
of the last STO layer contributes the most to the density of states in the vicinity of the
band gap. For m = 3 u.c., a small overlap occurs between the surface states and the
substrate STO conduction states.
situation is sketched in Figure 5.12.(a), omitting the valence band offset. If an oxygen
vacancy (VO) is created at the surface of the capping layer, two electrons are released
and transferred to the lowest conduction states in the system, i.e. the Ti t2g states of
the STO substrate near the interface, as shown in Figure 5.12.(b). As a consequence of
the charge transfer, a 2DES appears at the n-type interface, screening the built-in field
in LAO, yet at the origin of an electric field in the STO capping layer, expected to be
small from the large STO dielectric constant.
With these considerations, the surface redox model can be rewritten for the capped
heterostructures as the surface excess energy Ω accounting for the built-in electric field
in the LAO layer, the presence of an area density η of VO at the STO surface, and the
appearance of a field in the STO capping layer:
Ω(η) = Cη +
1
2
αη2 + Ωε,LAO(η) + Ωε,STO(η) (5.1)
where the first term is the chemical cost of creating an array of VO with an area density
η at the surface of the capping layer, the second term is a defect-defect interaction term,
Ωε,LAO(η) is the energy gain, released by the electric field in the LAO layer, whereas
Ωε,STO(η) is a penalty related to the field raised in the capping layer by the charge
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Figure 5.12: Schematic band diagram of the STO(001)/(LAO)m/(STO)n system
along the transverse direction z: (a) the pristine system, without oxygen vacancies;
(b) the creation of a double donor state through the formation of VO at the surface.
The donor electrons are transferred to the interface, as they are raised above the STO
conduction band by the LAO built-in field; (c) the charge transfer compensates the
built-in field in LAO, depending on the charge density at the interface. For clarity, we
omitted the valence band offsets (known to be small).
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transfer. In details, the chemical term is formulated as:
C = E0f,µ + ZECD (5.2)
where E0f,µ is the formation energy of one single VO at the TiO2 surface of the capping
layer and ZECD the energy cost of transferring Z electrons at the n-type interface in













Ωε,LAO(η) takes the same form as for the bare LAO case, where σc = 0.5 e/ is the
nominal charge, dLAO and dSTO the LAO and capping layer thicknesses, εLAO and εSTO
the dielectric constant of the LAO and capping layer dielectric constant. Both terms
depends on the density of VO, η, as well as the amount of electrons transferred (Z = 2
in the case of double donors, as expected from defect states raised above the substrate
STO CBM). The equilibrium density of VO ηeq at any STO and LAO thicknesses is
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and does not depend on the capping layer thickness.
We aim to fit the model to the ab initio formation energies of VO at the surface, in
the same fashion as we did for the bare LAO case in Chapter 3. For this purpose,
we perform DFT calculations on STO(001)/LAOm/STOn including VO at the TiO2
surface of the capping layer, with an area density η = 1/4. Before detailing the
fitting process, we show in Figures 5.13.(a-j) the layer-resolved densities of state of these
defectives structures. We identify a first difference compared to the bare LAO case
(shown in Figure 3.23): electrons are indeed transferred to the substrate, but a sizeable
amount remains trapped within the STO capping layer. We attribute this as an effect
of the LAO depolarization: as the built-in field is compensated, the conduction states
of the capping layer are lowered at the same level as those of the STO substrate. This
incomplete transfer hinders a simple fit of the model to the first-principles formation
energies as performed in Section 3.7.2 for the bare LAO case, and we need to calculate
the amount of charge transferred in STO to fix specific values of Z in the model (with
Z < 2). Another difference is that in this case, it is not possible to identify the defect
state, likely lying in the conducting band of the capping layer. Finally, as can be
identified in Figures 5.13.(a-j), the in-gap valence states identified at the -TiO2 surface
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Figure 5.13: Layer-resolved density of state of STO(001)/LAOm/STOn/vacuum het-
erostructures with oxygen vacancies at the TiO2 surface of the capping layer, with area
density η = 1/4, for (a) slab (1,1), (b) slab (1,2), (c) slab (1,3), (d) slab (1,4), (e)
slab (2,1), (f) slab (2,2), (g) slab (2,3), (h) slab (3,1), (i) slab (3,2) and (j) slab (4,1).
The yellow region shown in the substrate part is the total density of state of the whole
structure.
in the pristine slabs are no longer present in the defective structures, and we retrieve
the band gap of bulk STO in the outermost STO layer (∼3.6 eV).
For the calculation of the parameters for the model, we proceed as follows: the Z
term accounting for the amount of electron transferred is calculated by the Mulliken
scheme [175]. The dielectric constants are set as εLAOr = 22 and ε
STO
r = 250: the former
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Model: Ef(η) = E
0
f,µ=0 + 1/2 α η
E0f,µ=0 = 4.8 eV
α = 188 eV Ang.2
2x23x23x3
4x4
Figure 5.14: Formation energies of oxygen vacancies (µO = 0 eV) at the TiO2 surface
of a bare STO film calculated from DFT within supercells of different size to probe
different area densities η. The evolution of the formation energies with η is fitted
through a linear model, the projection to η = 0 yields E0f,µ=0 = 4.8 eV.
is a result of the fit performed in the study for the bare LAO case as done in Chapter 3,
whereas the other is simply the bulk value1. Then, we need to calculate the first two
terms of Equation 5.1. For this purpose, we calculate Ef,µ=0 for VO at the surface
of a bare STO film2 at different area density η: the results are shown in Figure 5.14.
We witness a strong dependence of the calculated formation energy with respect to the
supercell size: to account for this dependence, we fit a linear model to account for this
apparent VO-VO interaction, in a mean-field fashion. The projection to η = 0 yields
E0f,µ=0 ≈ 4.8 eV, with an effective interaction term α = 188 eV A
2
. A previous similar
study in the literature also reported such a strong dependence on the density [176]. The
chemical potential of oxygen µO takes the same value as in Chapter 3: µO = −2 eV, as
the growth conditions of the capped samples are similar to that of standard STO/LAO
samples (details in Appendix A), leading to E0f,µ ≈ 2.8 eV. From the analysis of the
density of state, we estimate ECD = 0.36 eV. Finally, based on the analysis of the
formation energies calculated from DFT on the STO(001)/LAOm/STOn structures, we
modify E0f,µ as a capping layer thickness dependent quantity with a slight saturating
decay:
E0f,µ(d
STO) = 2.7 + 2.2 exp (−dSTO/0.37aSTO) (5.8)
expressed in eV, yielding a slight decay from 2.9 eV to 2.7 eV with increasing STO
thickness. This will be justified in the following section.
1It may be surprising that the dielectric constant of the thin STO film εSTOr would remain as large
as it is in its bulk. This is justified by the low dependence on STO thickness of the formation energies
of VO as calculated from DFT compared to the dependence on the LAO thickness, implying that the
charge transfer does not raise a large field in the STO capping layer. Hence, even if εSTOr depends on
the STO thickness, it remains much larger than that of LAO and this approximation is justified.
2A vacuum/STO7.5/vacuum symmetric slab with two VO at both surfaces, within a 2×2, 3×2, 3×3
and 4× 4 supercells.
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m (u.c.) n (u.c.) Z Ωε,LAO(η)/η Ωε,STO(η)/η Ω(η)/η E
DFT
f,µ
4 1 1.61 -3.98 0.06 1.07 1.12
3 2 1.39 -2.82 0.09 2.04 2.00
3 1 1.40 -2.82 0.05 2.13 2.04
2 3 1.28 -1.80 0.11 3.03 3.06
2 2 1.32 -1.83 0.08 3.00 2.98
2 1 1.46 -1.92 0.05 3.06 3.11
1 4 0.80 -0.66 0.06 3.95 3.94
1 3 0.97 -0.76 0.07 3.92 3.91
1 2 0.97 -0.76 0.04 3.90 3.90
1 1 1.08 -0.81 0.03 4.01 4.02
Table 5.1: Comparison between the surface redox model and the DFT formation
energies calculated from capped STO(001)/LAOm/STOn heterostructures with surface
oxygen vacancies at area density η = 1/4. For all defective systems, we specify the
thickness of the LAO and STO capping layer m and n, the amount of transferred
electrons Z, as well as the two terms Ωε,LAO(η)/η and Ωε,STO(η)/η. The last two
columns on the right are the prediction of the model Ω(η)/η, with the parameters set
as described in the main text, and the DFT formation energies EDFTf,µ as calculated
from Equation (3.2).
5.5 Results and discussion
The results of the model is given in Table 5.1, compared directly to the DFT formation
energies calculated at density η = 1/4. Again, the right quantity to compare with the
DFT results is E¯f = Ω(η)/η, corresponding to the energy difference between the system















The model Ω(η)/η is in satisfying agreement with the DFT formation energies EDFTf,µ
as shown in the two columns on the right side of Table 5.1, with absolute errors below
0.1 eV. The slight decay of EDFTf,µ calculated for slabs (1,n = 1, 2, 3 u.c.) with Z ≈ 1
motivated to model a formation energy with a slight dependence on the capping layer
thickness dSTO. We attribute this evolution with the change in rumpling at the TiO2
surface (and associated bond length) of the capping layer, as shown in Figure 5.8.(a),
which also saturates quickly with dSTO. Looking at the DFT formation energies, they
are mainly dependent on the Ωε,LAO(η)/η term. The Ωε,STO(η)/η term is one order of
magnitude smaller, as the dielectric constant STO is one order of magnitude larger than
that of LAO.
As the model and the DFT formation are in satisfying agreement, we can estimate the
equilibrium density of oxygen vacancy ηeq as calculated from Equation 5.6. For this
purpose, we consider that, at low η, the built-in field in LAO is sufficiently large to
avoid any trapping from the STO capping layer, so that the conduction states of the
capping layer remains above the Fermi level, and we fix Z = 2. The equilibrium density
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ηeq is shown in Figure 5.15 with respect to the number of LAO and STO layers. The
predicted critical thickness of LAO for the capped structures is dSR,LAOc = 1.6 u.c.. This
threshold thickness is below the onset for conductivity calculated for pristine structures
(∼2.5 u.c.): the energy cost of creating VO at the TiO2 surface of the capping layer is
smaller than the energy cost associated with creating such vacancy at the LAO surface,
resulting in a smaller critical thickness compared to that of standard STO/LAO.
This result is in good agreement with observed conductivity for STO(001)/LAO2/STOn
samples of Reference [89]. The predicted sheet carrier density at this LAO thickness
is ∼5 ×1013 cm−2; this value is in agreement with the carrier density extracted from
Hall measurements of Reference [88].(b) for a (2,10) sample as shown in Figure 5.2 from
50 K to 300 K, roughly 4 − 6 ×1013 cm−2. The insulating phase observed for the
STO(001)/LAO1/STOn samples with n < 10 u.c. can also be understood within this
model: for n ≥ 10 u.c., we can only speculate that the STO film is thick enough to
contain enough oxygen vacancies to significantly dope the interface. For thicker LAO
interlayer, ηeq converges toward the saturating value η = 1/4 in the infinitely thick
limit.
For thick enough LAO, we expect a situation similar to the one computed from DFT,
as shown in Figure 5.13, with a fraction of the electrons trapped within the capping
layer. This situation corresponds to two spatially separated 2DES sheets, one confined
near the n-type interface within the substrate, the other kept within the STO capping
layer and decaying from the TiO2 surface, as shown in Figure 5.16. Such a situation
would explain why the properties of the two probed interfaces in the study of Lee et
al. [123] are so eerily similar in term of mobilities and sheet carrier density, even though
the slope of the Hall resistance is reportedly negative for the interface with the capping
layer. We also notice that if 50% of the charge is trapped in the capping layer, then
the expected carrier density at the n-type interface is expected to saturate to 0.25 e−/
or 1.65 × 1014 cm−2, remarkably close to the saturating values reported by Huijben
et al. [88] for thick LAO interlayer as shown in Figure 5.1.(b). It is also reported in
Reference [88] that the sheet resistance of the p-type interface is roughly ∼107 Ω/,
versus ∼104 Ω/ for the n-type interface and ∼109 Ω/ for the insulating interface.
Hence, even though the p-type interface is about 1000 times less conducting than the
n-type interface, it is 100 times more conducting than the insulating interface. This is
another argument in favour of a doped STO capping layer, likely from surface VO as
predicted by our model and DFT calculations.
At this stage, we also remark several reports of bare STO films with conducting interface
when annealed in ultra-high vacuum [177–179], with similar downward band bending
as for the n-type interface of STO/LAO, the origin of the carriers attributed to the
presence of VO near the surface. In the case of the capped STO(001)/LAOm/STOn
heterostructures, the formation of VO at the surface of the capping layer remains driven
by the electric field in the LAO interlayer and is stabilized at higher oxygen partial
pressure.
Bristowe et al. [117] proposed that the empty donors at the surface of the film and
the associated potential generated from their effective charge may trap carriers at the
interface between the STO substrate and LAO. In the case of oxygen vacancies, such a
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Figure 5.15: Equilibrium density of surface oxygen vacancies ηeq for
STO(001)/LAOm/STOn as determined by the surface redox model, calculated from
Equation (5.6). For n = 0, the parameters of the model are set as calculated in Chap-
ter 3, to highlight the change with respect to the uncapped case.









x2 + y2 is the radial variable in the plan of the interface. Such a potential
generates trapping states in the band gap (up to ∼ −200 meV below the Fermi level, esti-
mated as the ground state energy of a quadratic fit of the well for m = 1). The density of
trap increases with LAO thickness, but as the film thickness increases, the trapping po-
tentials also get shallower, releasing the carriers. In the case of STO(001)/LAOm/STOn,





ρ2 + (dSTO + dLAO)2
(5.11)
where εx = εLAO(εLAO + εSTO)/2εLAO ≈ 136. In this picture, the potential wells are
roughly 6 times shallower in contrast to the uncapped heterostructures for the same
LAO thickness. Hence, the additional role of the capping layer is to screen the trapping
well potentials, allowing 2D conduction as early as the donor electrons are transferred to
the substrate, in agreement with the conductivity observed on STO(001)/LAO2/STO1
samples [89]. This simple picture assumes that films as thin as 1 u.c. retains dielectric
properties close to their thick/bulk phases. The dielectric constant of the STO capping
layer could also be influenced by intermixing.
5.6 Conclusions
In this Chapter, we discussed the electronic properties of STO(001)/LAOm/STOn het-
erostructures, which present the peculiar property of being metallic at smaller LAO
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Figure 5.16: Charge distribution of STO(001)/LAOm/STOn heterostructures with
VO at the surface layer at density η = 1/4, for structures (a) (4,0), (b) (1,3), (c) (2,2)
and (d) (3,1). The BO2 planes are labelled with integers, 0 corresponds to the TiO2
plane at the n-type interface. The profile of charge density in the substrate and in the
STO capping layer are similar, despite the small thicknesses in the simulation cell.
thicknesses than that of standard STO(001)/LAOm interface (m ≥ 4 u.c.). The ob-
served conductivity cannot be explained within the Zener breakdown scenario: both
experiments [122] and our theoretical results predicts a sizeable electronic band gap for
LAO thickness at dLAO = 2 u.c. between the O 2p valence states of the capping layer
and the Ti t2g conduction states of the STO substrate. On the other hand, the surface
redox model of Bristowe et al. [117, 130] adapted to the case of capped heterostructures
predicts a threshold thickness in good agreement with the observed conductivity in the
samples of Pentcheva et al. [89]. Nevertheless, some discrepancies with experiments
remain. Most of the groups [89, 122, 123, 171] who studied these capped heterostruc-
tures argue that the STO capping layer hosts a 2-dimensional hole gas. However, we
predict that the surface redox processes are energetically more stable than the creation
of electron-hole pair across the LAO film, and that at large LAO thickness, both the
substrate and the capping layer may hold a 2DES. In addition, we were unable to find an
explanation for the trend observed in the data of our collaborators from the University
of Geneva (Figure 5.5). Clearly, these capped structures propose interesting features not
present in standard STO/LAO, and a better understanding of their observed transport




A modest introduction to
thermoelectrics
In this chapter, we present the basics of thermoelectricity, starting from the phenomenol-
ogy. We then briefly review some of the proposed strategies to improve the TE efficiency.
6.1 Introduction
Energy harvesting and energy conversion are the most fundamental aspects of any kind of
technological application: using the motrice force of the wind (or water) to run the mills,
using the power of combustion of coal or oil to drive a train or a car, etc. The involved
processes obey the laws of thermodynamics: energy is furnished (Q) to a system, which
transforms it into useful work (W). In a lot of situations, the conversion process can be
quite efficient. For example, in Li-ion batteries, the energy is stocked in chemical form,
and is then transformed into electrical energy with an efficiency η = W/Q of nearly
100% [180]. Similarly, an electric engine can transform up to 98% of its input load into
mechanical work [181].
Since energy is a conserved quantity, the eventual losses designate the part of the energy
which is not transformed as useful work. In the last two examples, they are negligible,
but this should not be taken as a general statement. In particular, it is impossible to
fully convert energy in the form of heat into useful work. An upper limit of efficiency is
set by the Carnot heat engine, which involves a theoretical thermodynamic cycle only
involving reversible processes. This is related to the second law of thermodynamic,
which stipulates that the entropy of an isolated system can never decrease over time:
indeed, in a material under a temperature gradient, heat flows irreversibly from the hot
side to the cold side, unless external work is provided. Without any external work, this
irreversibility is formulated as an increase of entropy in the system. Consequently, the
efficiency η of a real engine with a cold source at temperature Tc and a hot source at
temperature Th will always be inferior to the efficiency of a Carnot engine ηCarnot:




Chapter 6. A modest introduction to thermoelectrics 114
so that ultimately, only a fraction of the provided energy is turned into useful work
W. A common example is internal combustion engines based on gasoline, as used in
automobiles: their thermal efficiency is usually between 25% and 50%, which means
that between 50% and 75% of the total heat released by the combustion of the fuel is
lost [182] and is evacuated in the environment.
The issue of energy losses has always accompanied the conversion process. The growing
environmental concerns stress sizeable efforts to optimize the current energy conversion
processes to limit the waste, and consequently stimulate the motivation to find alter-
native, cleaner energy sources. In the current days, most of the energy resources are
consumed in the form of heat provided by the combustion of fossil fuels (mainly oil,
coal and natural gas, as shown in Figure 6.1). Broadly speaking, up to 70 % of the
heat produced by their combustion is wasted, and mainly rejected in the environment.
These wastes are usually completely lost, and serve no purpose despite humanity’s ever-
growing energy consumption (Figure 6.1). Moreover, concerning waste recycling, there
are technical issues related to the traditional conversions processes as the wastes are usu-
ally in temperature ranges below 700 K, and present strong variations of power density.
Finally, they are stocked in various environment, which hardens the task of harvesting
such wastes.
These are the reasons why there is a growing interest in developing efficient thermo-
electric (TE) modules, which have the peculiar property to convert heat into electrical
power, and vice-versa. These TE devices are quite interesting, as electric energy can be
stored and be used for later purposes. TE conversion also has numerous advantages: no
dependence on the heat source, the easy setup, the longevity of the technology as there
are no moving parts involved in the conversion process. TE generators are composed of
several submodules, which are thermocouples composed of n-type and p-type semicon-
ductors, as displayed in Figure 6.2. The heat gradient is accompanied concomitantly
by the diffusion of majority carriers in both n-type and p-type elements, in the same
direction, producing an overall voltage which can be used for electrical power generation.
The lack of exploitation of current TE generators for generic purposes is due to their
weak efficiency. As a consequence, as of today, they have been used in rather niche
applications. For example, TE modules are used to provide a constant source of energy
for the elements of space probes (such as the Voyager probes, displayed in Figure 6.3)
requiring to be active over a large period of time. Indeed, photovoltaic power sources
become quickly useless when moving far away from the Sun, as the received solar power
decreases with a 1/r2 law. Hence, the use of TEs is a better option, as long as one can
provide a durable heat source. Radioisotope TE generators were designed in this spirit,
using the heat generated by decaying radioisotopes. The Voyager probes, more than 40
years after launch, are in the current days roughly 21 billion kilometres away from the
Sun, still recording data. The curious reader can check the status of the mission on the
NASA website1.
TE generators are also used inside exhaust pipes of automobiles to convert the wasted
heat into electricity. Following this spirit, there is good hope to use them in power plants
or industries to convert waste heat, recovering a fraction of the lost energy, bringing
additional electrical power.
In addition to power generation, TEs can also be used for cooling applications. These
TE devices are known as Peltier coolers, and are mainly used to cool down electronic
1https://voyager.jpl.nasa.gov/mission/status/.
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Figure 6.1: Global primary energy consumption per year, from 1917 to 2017. “Other
renewables” are renewable sources not including solar, wind, hydropower and traditional








Figure 6.2: Schematic representation of a Seebeck power module which generates
electrical power from a temperature gradient. Such a module is made of several ther-
mocouples (composed of a n-type and p-type semiconductors).
component subject of the Joule effect. They are also used for more generic purpose, as
camping/car coolers or temperatures regulators. Finally, as TE modules can serve as
both cooler/electrical power generators, they have been proposed to be used in combina-
tion with photovoltaic modules. Indeed, the efficiency of photovoltaic devices decreases
as they are heated up. Combined with a photovoltaic module, the TE modules can simul-
taneously reduce the decrease of performance of the photovoltaic part, while providing
additional electrical power output [185].
Even without ever reaching the efficiency of other traditional methods for converting
heat into electricity, the use of TEs to harvest waste energy is a sufficient motivation:
no matter the amount, any gain is good. Moreover, as the traditional energy sources
may become scarcer in the future, TEs use may become mainstream.
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Figure 6.3: One of the two Voyager probes. They both use a radioisotope thermo-
electric generator (the tube on the left side) to provide an electrical output to their
machinery. Adapted from Reference [186].
However, there are several issues which need to be resolved. Nowadays, the best TEs
devices are made of compounds composed of Si, Te, Pb or Se, such as Bi2Te3 or SnSe,
and are not adapted for large scale applications for several reasons:
1. the production costs are high, as some of the aforementioned elements are rare
and/or requires to be refined for applications;
2. some of these compounds are also toxic;
3. the stability at high temperature is not guaranteed.
In addition to improving the performance of known good TEs, current research also
focus on alternative materials which do not present the aforementioned inconveniences,
even if their TE properties are not as good as Bi2Te3- or SnSe-based compounds. The
search for novel, cheap, non-toxic and robust TE materials for a broader number of
applications may yield a profitable market for industries.
6.2 Phenomenological approach to thermoelectrics
In this section, we present a small historical introduction to thermoelectricity, from the
discovery of TE effects to the characterization of the performance of TE compounds.
The developments in the current Section are inspired from Reference [187].
6.2.1 The Seebeck effect
Thomas Johann Seebeck (1770 - 1831) discovered the first TE effect in 1821. His exper-
imental setup was made of two different conductors a and b, connected together with
junctions at their extremities, and a metallic compass in between the two conductors.
He observed that the needle of the compass would be deflected by applying a temper-
ature gradient across the setup, as illustrated in Figure 6.4. His first assumption was
that the needle was deflected by a magnetic field. However, it was discovered later that
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Figure 6.4: The experimental setup used by Seebeck to discover the first thermo-
electric effect. When a temperature gradient is applied across the setup (here, with a
finite difference ∆T between the left and right side), a difference of electrical potential
appears at the junction. The needle of the compass can be deflected from this effect.
a difference of electrical potential appeared at the junction of the two materials if they
are subject to a temperature gradient. This is the so-called Seebeck effect.
The Seebeck coefficient of a material, or thermopower, is the measure of the magnitude
of an induced difference of electric potential ∆V in response to the temperature gradient
∆T across that material. In the case of the setup of Seebeck, with conductors a and b,
it is expressed as:
∆V = Sab ∆T (6.2)
The Seebeck effect can be exploited for different applications. On one hand, providing a
load with a voltage can induce an electric current, which can be used to power electronic
devices. On the other hand, the linear response of the Seebeck effect can be used to
measure temperatures: this is the operational principle of a thermocouple. The higher
the Seebeck coefficient, the higher the electric field.
6.2.2 Peltier and Thomson Effects
Jean-Charles Peltier (1785 - 1845) observed a second TE effect in 1834: if a voltage
is applied to two different materials a and b connected in a junction, a temperature
gradient appears at this junction. This means that when a current is flowing across
the junction, one material generates heat whereas the other absorbs heat. This is the
so-called Peltier effect.
The linear response with respect to a current can be written in the following way: the
produced/absorbed heat Q is proportional to the current I through the Peltier coefficient
Πab, which is a characteristic of the couple a and b:
Q = ΠabI (6.3)
Following the discovery of Peltier, Lord Kelvin predicted and observed that both the
Seebeck and Peltiers effects are related: a particular material under a temperature
gradient, and traversed by an electric current, exchanges heat with its environment.
The reverse is also true: an electric current is generated when the material experiences a
temperature gradient, with heat flowing through it. This phenomenon is called Thomson
effect ; the main difference between the Peltier and Seebeck effects is that it does not
involve junctions, only a single material.
The Seebeck, Peltier and Thomson effects offer many perspectives for TE applications.
On one hand, materials with large TE response could be used for refrigeration or for





Figure 6.5: A basic thermoelectric circuit, made of two materials a and b. For the
purpose of describing the relations involved in thermoelectricity, the junctions and
extremities are explicitly named.
precise temperature regulation. On the other hand, transforming heat into electricity
represent a clean energy source, as there is no by-product in the conversion process,
which is of particular interest given the current environmental concerns.
6.3 Basic principles and thermoelectric coefficients
In the phenomenological description of TE, we considered coefficients adapted to a given
thermocouple. We need to address their relations to the individual TE coefficients of
each materials composing a thermocouple. We consider a basic circuit, composed of two
materials a and b, linked together by two junctions X and W , as illustrated in Figure 6.5.
In the case of the Seebeck effect, a difference of temperature dT is applied between the
junctions X and W , which results in a voltage dV between extremities Y and Z.





The sign of Sab is such that if the temperature at junction W is higher than the tem-
perature at junction X, and if the resulting voltage is such as VY > VZ , then Sab > 0.
For the Peltier effect, a current I flowing through the circuit induces an absorption of
heat at one junction, and a production of heat in the other, with a heat pump rate Q.






Finally, let us consider the Thomson effect, where both an electric current and a tem-
perature gradient are applied. Heat is generated or absorbed in each part of the ther-








where z is a spatial coordinate along the temperature gradient and τ is the Thomson
coefficient of the material (either a or b, with respective τa and τb). The interdependence
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of their related coefficients are given by the Kelvin relations:
Πab = SabT (6.7)
τa − τb = T dSab
dT
(6.8)
In practice, TE applications require at least two materials in association to form junc-
tions. The Seebeck and Peltier coefficient have been defined for a given couple a and b.
Yet, for the sake of optimization of each part individually, it is important to know the
absolute coefficients related to each material (Sa, Sb, Πa and Πb), which are given by
the following relations:
Sab = Sa − Sb (6.9)
Πab = Πa −Πb (6.10)
In practice, the thermopower of a thermocouple contains the contributions coming from
both parts a and b. It is possible to measure the response of a single material by using su-
perconductors, as their electrons do not carry entropy. Therefore, since superconductors
have zero thermopower, and they can be exploited to measure the absolute coefficients
of a given material. Finally, these coefficients also follow the relations of Kelvin:





Now that the phenomenology between current and heat pump rate has been described,
we can focus more precisely on how TE efficiency is determined, which is the topic of
the next Section.
6.4 Transport equations and Figure of Merit
Let us consider a thermocouple made of two doped semiconductors: one is p-type doped,
with Sp > 0 and the other is n-type doped with Sn < 0. These semiconductors are
connected by a conductor and we assumes that its thermopower is equal to zero (in
general, metals have low thermopower).
In the following description, we also assume that thermal conduction through convection
and/or irradiation is negligible, and that the electrical and thermal conductivities do not
depend on temperature. These considerations simplify the following developments. The
key aspect of a TE module is that all the thermocouples are connected together in serie
for electrical transport, and in parallel for heat transport.
To further simplify the description without loss of generality, we only consider a single
thermocouple, with one n-type and p-type material and the same section. This ther-
mocouple is connected to a difference of potential ∆V , and works as a TE cooler, as
illustrated in Figure 6.6. The n-type branch has a negative S, whereas the p-type branch
has a positive S. They are both connected by a metallic interconnect. The objective is
to determine the efficiency of such a thermocouple from thermodynamics. The current
in the thermocouple is such that the majority carriers in both semiconductors goes from
the cold side to the hot side. Therefore, both electrons and holes carry entropy from the
























Figure 6.6: A diagram of a single-couple refrigerator. Both holes and electrons goes
from the cold side to the hot side.
cold side to the hot side, and the thermal flux induced by the current is opposed to the
thermal conduction (from hot side to the cold side).
The total heat pump rate can be written, for each branch, as:
Qp = SpIT − κpApdT
dz
(6.13)
Qn = −SnIT − κnAndT
dz
(6.14)
κp and κn are the thermal conductivities of the p-type and n-type branches, Ap and An
are their respective sections. Heat is removed from the cooled side with a total rate Qc:
Qc = (Qn +Qp)|z=0 (6.15)
Simultaneously, a Joule effect occurs in the circuit due to the electric current I. The
generated heat by this effect is equal to I
2ρ
A , where ρ is the resistivity. The energy
conservation can be written for both branches of the couple by considering that the















Since S is assumed temperature independent, the Thomson coefficient is zero (from
Equation (6.12)) and the TE current does not supply or extract heat within the branches.
We need to consider the following boundary conditions. If Ln and Lp are the lengthes
of each n-type and p-type branch: at the cold source (z = 0), the temperature is equal
to the temperature of the cold source. At the hot source (z = Lp or z = Ln), the
temperature is equal to the temperature of the hot source. The boundary conditions
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are then expressed as:
T = Tc at z = 0 (6.18)
T = Th at z = Ln or z = Lp (6.19)



























Substituting these results in Equations (6.13) and (6.14) and using (6.15), the net heat
pumping rate Qc becomes:
Qc = (Sp − Sn)ITc −K∆T − 1
2
I2R (6.22)
where ∆T = Th− Tc, K is the thermal conductance and R is the electrical resistance of















Both Joule and Seebeck effects contribute to the dissipated power W:
W = I [(Sp − Sn) ∆T + IR] (6.25)
The coefficient of performance COP of the TE cooler is the ratio between the extracted





(Sp − Sn) ITc −K∆T − 12I2R
I [(Sp − Sn) ∆T + IR] (6.26)
It can be observed that, at a given fixed temperature difference ∆T , the efficiency de-
pends on the applied current I. It is then possible to determine which current maximize
the efficiency.
An analogous development can be made to determine the efficiency ηe of a thermocouple
designed for electricity production. The efficiency is defined as the ratio between the






I [(Sp − Sn) ∆T + IR]
(Sp − Sn)ITc −K∆T − 12I2(R+ rL)
(6.27)
This expression can be used to find the current maximizing the efficiency. If the COP
and ηe are optimized, it can be shown that the associated extremal values only depend
on the temperatures Tc and Th, as well as the so-called Figure of Merit ZpnTA of the
thermocouple with TA = (Tc + Th)/2, the average temperature.
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Zpn is expressed as a function of the intrinsic absolute coefficients related to the p-type





This quantity is not fixed and depends on the relative dimensions of the thermocouple.

















Similarly, the individual n-type and p-type components can also be characterized by











Here, σ = ρ−1 is the electrical conductivity. The thermal conductivity κ have been
decomposed into two contributions, the lattice κl and the electronic κe parts.








In a similar fashion, the maximum efficiency for a thermocouple generating electricity
is given by:
ηe,max =







where ηCarnot = 1− Tc/Th is the Carnot efficiency, which binds the efficiency as ZpnTA
goes to infinity. The maximum efficiency for a thermoelectric generator working at room
temperature is given in Figure 6.7 for different values of ZT .
For a given compound, one usually aim to maximize its own Figure of Merit ZT . This
can be done, for example, by controlling the carriers density via doping, as we will see
in the following Chapters. In principle, it is not guaranteed that the optimization of a
thermocouple can be performed by simply optimizing the ZT factor of the individual
branches. Generally, however, at the high temperatures usually used to generate elec-
tricity, Znp is not far from the average of the individual factors Zn and Zp, and therefore
optimizing the materials individually is not unreasonable [187]. This is why, in general,
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Figure 6.7: Maximum efficiency of a thermoelectric generator under a temperature
gradient ∆T , as derived from Equation (6.34), for Tc = 300 K, and different ZT values.
when looking at the literature, a large number of reports focuses on the transport prop-
erties of a given compound of interest (or family of compounds), such as the Seebeck
coefficient S, the resistivity ρ or conductivity σ, as well as the thermal conductivity κ,
in order to maximize the factor S2σ/κ.
From Equation (6.31), one can see that, in order to maximize Z, the considered com-
pound must have a high Seebeck coefficient, to ensure that the produced voltage by a
small temperature gradient is the largest possible, and a large electrical conductivity, to
have a large current flowing through the thermocouple with as little dissipation as pos-
sible. Moreover, it is also necessary that the compound has a low thermal conductivity
in order to maintain the temperature gradient across the material.
Now that we clarified the relation between the transport coefficients and the TE effi-
ciencies through ZTA, we can describe the different strategies to optimize this quantity.
6.5 Optimizing the thermoelectric properties of materials
In regards to the previous considerations, improving the TE performance of a given com-
pound is achieved by increasing its Z factor or equivalently its adimensional ZTA. The
numerator in Equation (6.31), S2σ, is also called the power factor (PF) and should be as
large as possible. The denominator is the sum of the lattice and electronic contribution
to the thermal conductivity κ, and should be minimized to maximize ZT .
Often, the electrical and thermal conductivities are related. In the case of metals, the
ratio between electronic thermal conductivity κe and electrical conductivity σ follows






T = LT (6.35)
Chapter 6. A modest introduction to thermoelectrics 124
In the above expression, e is the electron charge, kB is the Boltzmann constant, L is
the Lorenz constant , and T is the temperature. The consequence of the Wiedemann-
Franz law is that, at a given temperature, the ratio κe/σ is constant, and increasing σ
is concomitantly followed by an increase in κe. This behaviour can be extrapolated for
doped semiconductors, resulting in the difficulty to optimize these two coefficient in an
opposite fashion. Most of the time, the lattice contribution κl to the thermal conductiv-
ity dominates: several strategies have been proposed to reduce κl, usually by increasing
phonon scattering through nanostructures (defects, “rattling” atoms, interfaces, etc.).
There has been a tremendous amount of progress in increasing the Figure of Merit in the
past years, with many conceptual strategies and ideas proposed by theoretical works.
One of the most popular strategies has been proposed by Hicks and Dresslhaus [189]:
it consists in confining electrons in quantum wells, such as atomic planes, or even in
1-dimensional crystals such as nanowires [190]: the effect of confinement is to increase
the Figure of Merit, beyond what has been obtained from the best bulk TEs. However,
such an increase is difficult to achieve in experiments. Recently, with the development
of layered nanostructures, two-dimensional electron systems (2DES) have been created
and confined between insulating layers in STO-based heterostructures [191], enhancing
significantly the thermopower.
In spite of intensive research, there is a lack of good TE compounds with ZT > 1,
and the best ones are not necessarily featuring the low dimensional aspect advised by
Hicks and Dresselhaus. Amongst the best ones, Bi2Te3 still remains one of the most
powerful TEs since its discovery [192] with a Figure of Merit as high as 1 ( and S2σ ≈
40−50 µWcm−1K−2 at room temperature). Recent developments led to the discovery of
new compounds with even better ZT , such as Bi2Te3/Sb2Te3 superlattices (ZT = 2.4,
as reported in Reference [193]) and, more recently, SnSe, with ZT = 2.6, the highest
value ever reported in the litterature [194, 195]. More examples of recently discovered
high ZT compounds are given in Figure 6.8. These achievements are mainly related
to the low thermal conductivity of these structures. Indeed, record low values of κl ≈
0.22− 0.5 W m−1K−1 have been reported [193, 196].
In order for thermoelectricity to become competitive against other, current energy
sources, the Figure of Merit should at least reach a value of 3, so that the maximum
efficiency goes up to at least 30% (Figure 6.7). However, as shown in Figure 6.8, ZT > 3
has yet to be achieved. Alongside the efforts to find compounds with low κl, a lot of
efforts also focus on the electronic transport aspect of thermoelectricity.
Indeed, a large part of research focuses on improving the PF. A large PF implies a large
voltage generation during the conversion process. If one desires to recover wasted heat,
then the PF is the key quantity to optimize. However, even the optimization of the
power is a tricky task, since S and σ requires conflicting dynamics of the charge carriers,
which can be easily observed from the expressions of S and σ in a simple free-carriers-like
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Figure 6.8: Figures of merit ZT of the best thermoelectric compounds, sorted with
respect to their p-type or n-type performance at a given temperature, and by year of
discovery. Adapted from Reference [197].
where m∗ is the effective mass of the majority carriers, n is the carrier density, µ is
the mobility and τ the relaxation time. For anisotropic structures, the effective mass is
anisotropic and should be ascribed as a tensor, related to the curvature in the reciprocal









In this simple picture, on one hand, S decreases with increasing n, whereas σ increases
with increasing n. On the other hand, S increases with increasing effective mass m∗ of
the carriers, whereas σ decreases with increasing m∗, with reduced mobility. This means
that, for a given electronic structure, there is always an optimal density of majority
carriers yielding the highest PF at a given temperature. The conflicting dynamics of the
carriers also imply that it is difficult to optimize the band structure to concomitantly
increase both S and σ.
One proposed strategy to increase the PF is to increase the number of band extrema
near the band edges [197], as well as improving the band degeneracy by exploiting sym-
metry properties. This is typically achieved by alloying: with a good ratio between the
parents compounds, the energy difference between the band edges of the individual com-
ponents can be reduced, increasing the energy degeneracy and raising the PF above the
values of the individual compounds. This is the so-called “band convergence” strategy,
and constitutes a first effort in engineering directly the band structure to improve the
PF [198].
Mahan and Sofo [199] proposed that the best energy distribution to improve the TE
properties is a Dirac delta function δ. However, this is not achievable in a real ma-
terial, but can be approached with a high and narrow peak in the electronic density
of state. Moreover, the carriers should have high velocities in the direction of applied
field. On the contrary, the contribution from a broader energy distribution background
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is detrimental to the TE properties. Mahan and Sofo proposed that electrons from f
orbitals could satisfy this criterion, as achieved in YbAl3, yielding high PF at low tem-
perature, notwithstanding this PF would decreases drastically at higher temperature.
Other families of compounds, such as PbTe, PbSe, PbS, and SnTe [200] or the iron-
based full-Heusler Fe2Y Z [25, 201] have also been proposed to have low-dimensional
Fermi surfaces, with a pipe-like character, yielding high PFs.
Another strategy to modulate m∗ is through the introduction of resonant states within
the valence/conduction band, originating from the coupling between electrons/holes of
a dilute impurity with those of the conduction/valence band of the host materials, and
resulting in the apparition of a peak in the density of state. Such peaks are usually
associated with localized states, with weak dispersion in the reciprocal space [202], and
can improve the Seebeck coefficient if the Fermi level is in the vicinity of the peak
itself [203]. This strategy however also reaches its limit at higher temperatures, where
the relaxation time of acoustic phonon scattering is shorter than the relaxation time of
resonant impurity scattering.
The shortcomings of the aforementioned strategies highlight the difficulty to balance
properly the electronic structure to optimize the PF. The association of seemingly con-
flicting characteristics associated with high S and σ can however be found in some
compounds, by exploiting the highly anisotropic character of certain orbitals, such as
3d orbitals, which can be found in transition-metal based semiconductors [25, 200]. Of
course, this list of proposed strategies is not exhaustive. The curious readers are encour-
aged to read interesting introductory reviews highlighting the challenges in the field in
the following References [196, 197, 204, 205].
In the following Chapters, we will focus on different, specific cases of 3d orbitals en-
gineered thermoelectricity: first, we will study the TE properties of calcium cobaltite
Ca3Co3O9, which is one of the most studied and promising oxide compounds for TE
applications, and how theoretical considerations can be used to further assess its TE
properties. We will also discuss the inherent issues related to oxides superlattices. Then
we will focus on the topic of iron-based full-Heusler compounds Fe2Y Z, which have been
predicted to yield good TE properties, with PFs amongst the highest ever reported. We
will show how these high PFs are related to their peculiar electronic band structure, and
how they can be reached via doping and the challenges of achieving experimentally these
predicted performances. All of these compounds are first and foremost semiconductors





The present Chapter focuses on the thermoelectric properties of layered-oxides. Specif-
ically, we will discuss how first-principles calculations can provide insights on how to
improve the thermoelectric properties in these compounds.
First, we will present the different reasons for the growing interest in oxides for thermo-
electric applications. Then the discussion will focus on misfit-layered calcium cobaltite
Ca3Co4O9 (which we shall refer as CCO in the following). Specifically, we use the
theoretical predictions to highlight the highly anisotropic character of its single-crystal
transport properties, originating from its layered structure, and which is difficult to
grasp from experiments. We will discuss how this anisotropy may impact the ther-
moelectric performance. Finally, we will discuss about other attempts at engineering
low-dimensional transport in other layered-oxides based on SrTiO3, and present the dif-
ferent challenge facing the optimization of the power factor in these materials. Some of
the results presented in this Chapter have been published in two articles, one specifically
on calcium cobaltite [206] and one on SrTiO3-based heterostructures [207].
7.1 Layered-oxides as thermoelectrics, why such interest ?
In general, most oxides have their transition metal atoms in their common oxidation
degrees, remaining stable at high temperatures. Moreover, their strong ionic character,
with narrow conduction band width arising from weak orbital overlaps, lead to localized
electrons with low mobilities and therefore bad conductivity. Nevertheless, as discussed
in Chapter 6, low mobilities are also associated with high effective mass, and high
thermopower. Hence, oxides cannot be expected to be inherently bad thermoelectric
compounds.
Interest started to gather around oxides when it was discovered that the layered oxide
NaxCoO2 (x = 0.5), consisting of alternating layers of CdI2-type CoO2 layers and Na
layers stacked on top of each other, with a Seebeck coefficient of S ≈ 100 µVK−1 at
300 K and ZT ≈ 0.75 at 1000 K [208]. These unexpected good thermoelectric properties
motivated the search for other oxides, with similar or better properties. Following this
discovery, a lot of focus was put on cobalt-based layered oxides, such as misfit-layered
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calcium cobaltite Ca3Co4O9 or Bi2Sr3Co2Oy [208, 209]. Research also started to focus
on perovskite-based superlattices, such as as SrTiO3/SrRuO3 superlattices, which are
predicted to have good thermoelectric properties if doped with holes [210].
The aforementioned compounds are p-type thermoelectrics. However, thermoelectric
devices also requires n-type compounds to realize the thermocouples. Amongst the
different n-type oxides, SrTiO3 is known to have good room temperature thermoelectric
properties if heavily doped with donors. Let us also cite Al-doped ZnO (Al0.02Zn0.98O)
having satisfying thermoelectric performances (ZT = 0.3 at 1000 K) [211].
We remark that all the aforementioned p-type oxides thermoelectrics have layered struc-
tures. The main advantage of these materials is that they present substructures with
different individual transport properties: it is indeed quite difficult to engineer and con-
trol the electronic and lattice properties simultaneously with a simple crystal, and these
complex crystals are therefore considered as better options for controlling separately
the electronic and thermal transport. Moreover, such structures are expected to real-
ize the phonon-glass electron-crystal (PGEC) strategy proposed by Slack [187, 212], by
decoupling the thermal and electrical conductivities between different sublattices, and
favouring phonon scattering through the boundaries between them, as well as engineer-
ing low-dimensional transport system as proposed by Hicks and Dresselhaus [189, 190].
Finally, beyond thermoelectricity, oxides have a panel of interesting properties for appli-
cation, such as their stability in oxidizing and corrosive environment at high temperature,
their resistance to oxidation in the air, the availability of their constituent as well as
their lack of toxicity compared to the more conventional thermoelectrics. With these
considerations, CCO appears as a promising candidate.
7.2 Misfit-layered calcium cobaltite
CCO is a misfit-layered compound consisting of two subsystems, Ca2CoO3 and CoO2,
alternating along the ~c crystallographic axis (Figure 7.1). The subsystems are different
in composition, structure, magnetic, electronic and transport properties. The CoO2
subsystem has a CdI2-type structure whereas the Ca2CoO3 subsystem has a rocksalt-
like (RS) structure. Both subsystems present CoO6 irregular octahedra, as shown in
Figure 7.1. CCO is a misfit and incommensurate compound. This structural property
is related to the fact that the two subsystems have different b parameters. Their ratio







= ϕ = 1.61803398... (7.1)
This characteristic incommensurability make the structure aperiodic along ~b, while it is
periodic along ~a and ~c. The compound displays several magnetic phases with respect to
temperature [209, 213, 214], with the presence of an incommensurate spin density wave
at low temperature in the CoO2 subsystem coexisting with a ferrimagnetic phase. The
electronic population around the Fermi energy EF originates mainly from the Co t2g
orbitals in the CoO2 layers.
Experiments have shown that the compound has an in-plane Seebeck coefficient reach-
ing 125 µVK−1 at room temperature [209, 215, 216], which is promising for a high
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Figure 7.1: Calcium cobaltite Ca3Co4O9. The RS subsystem is incommensurate with
the CoO2 subsystem. CoO6 octahedra are highlighted in both subsystems.
room-temperature PF. In addition to its promising thermopower, CCO is stable at high
temperatures, above 1000 K [209, 213, 214, 217–219]. The single-crystal transport prop-
erties are highly anisotropic, as expected from the layered structure. Experiments mostly
focused on the transport properties in terms of in-plane and out-of-plane coefficients.
The details of the single-crystal transport tensor component have not been yet discussed
to our knowledge.
In contrast to experimental studies, theoretical studies [220–223] are less numerous. It
has been reported that standard DFT calculations within the LDA fail to reproduce the
experimental electronic structure of CCO around the Fermi energy [217, 218, 221]. This
issue is circumvented with DFT+U , which better describes the strong correlation effects
in oxides [221].
The objective of the present Section is to discuss the structural, magnetic, electronic and
thermoelectric properties of CCO with an alternative approach to DFT+U , the hybrid
functional formalism. We aim to address the anisotropic character of the thermoelectric
properties, and detail how such properties evolve with temperature and as a function of
carrier density. The theoretical results will be compared with the available experimental
data, and we will also address the diversity in the experimental data with respect to the
single-crystal properties and how these properties average for polycrystalline samples.
7.2.1 Technical details
DFT calculations were performed with the CRYSTAL code [37]. We selected the avail-
able basis sets from References [224, 225]. A pseudopotential is used for the Ca atoms,
described in the Appendix of [224]. We worked with the B1 Wu-Cohen [42] (B1-WC)
hybrid functional (some calculations were also performed with the usual simple local
density approximation [226](LDA) for comparison). Magnetic properties are evaluated
in the collinear approximation.
A 6 × 3 × 3 Monkhorst-Pack [43] mesh of special k-points is used for the relaxation
of the structure. The energy convergence criterion for the self-consistent resolution of
the Kohn-Sham problem is fixed to 10−7 Ha. For the structural relaxation, we fixed a
threshold of 3× 10−4 Ha/Bohr on the root-mean square values of energy gradients and
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Figure 7.2: Two supercells are used to model the misfit character of CCO. Two
rational approximants were used: 3/2 (left) and 5/3 (right), respectively with 42 atoms
and 66 atoms.
of 1.2 × 10−3 Bohr on the root-mean square values of atomic displacements. The level
of accuracy in evaluating the Coulomb and exchange series is defined with five threshold
parameters [44], which were fixed to 7, 7, 7, 7 and 14.
The structure is relaxed with different magnetic orderings (Table 7.1), and in contrast to
the previous DFT+U study by Re´bola et al., we relax the structure from antiferromag-
netic configurations as well. After finding the ground-state, the electronic structure is
refined at the fixed optimized geometry, with a 12× 6× 6 k-mesh. The energy criterion
is kept unchanged.
The transport and thermoelectric properties are calculated from the ground-state elec-
tronic band structure within the Boltzmann transport theory, using the constant re-
laxation time approximation. The electronic band structure is computed with a dense
uniform mesh of 6492 k-points in the irreducible Brillouin zone. With the resulting
first-principles eigenenergies ik, we can feed the BoltzTraP code [32] to estimate the
Seebeck and the electrical conductivity tensors.
Within the CRTA, the Seebeck coefficient S does not depend on the relaxation time τ ;
however, the electrical conductivity σ does. Our approach to estimate τ will be detailed
in Section 7.2.5.
In order to model this compound and study its bulk properties using periodic boundary
conditions, a supercell approximation is required. The golden ratio is identified as the
limit of the rational fraction between consecutive Fibonacci numbers; Re´bola et al.
therefore proposed that these numbers can be used to build supercells with b1/b2 close
to the exact ratio [221]:




= 1.61803398 . . . (7.2)
The first values in this sequence are 3/2 , 5/3, 8/5 . . . → ϕ. Following this idea, we
consider in this work the first two rational approximants : a 3/2 (= 1.5) approximant
corresponding to 2 unit cells of rocksalt and 3 unit cells of CoO2 (Figure 7.2, left), and
a 5/3 (= 1.667) approximant, corresponding to 3 unit cells of rocksalt and 5 unit cells
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Start Final
Label CoO2 RS Label CoO2 RS
FM1 ↑↑ - FEM ∼ ↑↑
FM2 - ↑↑ FEM ∼ ↑↑
FM3 ↑↑ ↑↑ FEM ∼ ↑↑
AFM1 - ↑↓ FIM ∼ ↑↓
AFM2 ↑↓ - FIM ∼ ↑↓
AFM3 ↓↓ ↑↑ FEM ∼ ↑↑
Table 7.1: Initial magnetic configurations (start) in each subsystem between first-
neighbours Co, before relaxation. ↑↑ refers to a ferromagnetic state; ↑↓ refers to an
antiferromagnetic state. After structural relaxation (final), the magnetic moments in
the CoO2 subsystem are very small (“∼”), and in the rocksalt layer (RS), a quasiferro-
magnetic or quasiferrimagnetic ordering (ground-state) appears.
of CoO2 (Figure 7.2, right). The identified space group of the built supercells is Pm.
These supercells will be referred to using the corresponding rational approximant.
In the following Section, we detail the results of our first-principles calculations, for both
3/2 and 5/3 supercells and for both functionals. We label the different cases as LDA -
3/2, B1-WC - 3/2 and B1-WC - 5/3 according to the supercells and functionals. Then
different metastable phases are identified depending of the initial spin configurations.
The initial configurations FM1, FM2, FM3 and AFM3, as described in Table 7.1, all
relax to the same magnetic phase, where the Co in the CoO2 layer hold very small
magnetic moments, and where the Co in the Ca2CoO3 layers have a quasi-ferromagnetic
ordering (i.e. the same orientation of spin, but slightly different magnetic moments).
We label it FEM. One the other hand, the configurations AFM1 and AFM2 relax to a
lower energy phase, which we accordingly refer to as the ground state, where the Co in
the CoO2 layer hold very small magnetic moments and the Co in the Ca2CoO3 layers
have a ferrimagnetic ordering (i.e. alternating orientation of spins with slightly different
magnetic moments). We label it FIM.
In all cases the FIM phase is more stable, with a gain of energy ∆E (per atoms in the
whole cell) with respect to the FEM phase (∆E = EFIM − EFEM) of −1.60 meV/at.
for LDA - 3/2, −1.50 meV/at. for B1-WC - 5/3 and −4.15 meV/at. for B1-WC - 5/3.
We see that the 5/3 approximant further stabilizes the FIM phase versus the FEM
phase. In the following Section, we report and compare the results with the available
data in the literature. We discuss the structural, magnetic, electronic properties and
the thermoelectric properties of the FIM ground state. In specific cases, we also report
results of the FEM magnetic phase.
7.2.2 Structural parameters
Several groups [209, 227, 228] confirmed that CCO is a misfit-layered oxide combining
two monoclinic subsystems into a unique crystal structure with lattice parameters a (4.83
A), c (10.84 A), and β (98.13◦), and two different b parameters for each subsystem: the
first subsystem with b1 = 4.56 A consists of a triple rocksalt-type layer Ca2CoO3, and
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the second subsystem consists of a CdI2-type CoO2 layer with b2 = 2.82 A. The relaxed
lattice parameters are summarized in Table 7.2 and compared with experimental data.
First, we focus on the FIM phase and discuss the structure of the 3/2 supercell, within
LDA and B1-WC. As usual, LDA slightly underestimates lattice parameters, respec-
tively, by −1.4% and −0.5%. The β parameter is also underestimated by −0.3%. The
relative error on b1 is by far the largest, being around −5.4% for each calculation. The
relative error on b2 is around +2.0%. The B1-WC calculation yields for the β parameter
a result very close to the experimental value (error of −0.2%). The a parameter is un-
derestimated by −0.1% while the c parameter is overestimated by +0.7%. On the other
hand, the relaxed b2 and b1 parameters show larger deviations from the experimental
values, respectfully overestimated by +1.5% and underestimated by −6%.
The errors on b1 and b2 are expected to originate from the misfit character of CCO and
most likely appear for the 3/2 approximant which is far from the value of the golden
ratio, thus forcing the two layers to fit within the same unit cell: this puts the rocksalt
layer under compression and the CoO2 planes under tension. The similarity between
the LDA and B1-WC results further confirms that the bad estimation of b1 and b2 is not
a problem coming from the functional, but rather is inherent to the 3/2 approximant.
However, the errors on the a and c parameters are reduced with the hybrid approach.
Then, we report the B1-WC results with the 5/3 supercell. One can see that the opti-
mized values are overall closer to the experimental values. We have errors of −0.01% on
β, −0.18% on a, −2.27% on b2, +0.72% on b1 and +0.33% on c. The biggest errors are
still on the b parameters. In contrast to the 3/2 approximant, the 5/3 approximant put
the CoO2 planes under compression and the rocksalt planes under tension. However,
these results are much closer to the experimental data than our previous calculations
with the 3/2 approximant. In terms of volume, the LDA systemically underestimates
the volume of the unit cell, which is consistent with the usual trend of the LDA. The
B1-WC functional lowers the relative error on the volume to −0.649% for the FIM. This
suggests that the 5/3 approximant, studied within the B1-WC functional, is a good
option to study CCO.
The averaged atomic positions in fractional coordinates are listed in Tables 7.3 (LDA)
and 7.4 (B1-WC) in comparison with the experimental results of Miyazaki et al. [227].
Our results are generally in good agreement with the experimental fractional coordinates.
However, the fractional coordinates of O2 in the rocksalt subsystem along the ~a axis are
far from the experimental value for the 3/2 approximant. Again these errors may likely
originate from the rational approximant model. The 5/3 approximant greatly reduces
the errors on the fractional coordinates. In Table 7.3 and 7.4, the quantity ∆, defined as
the sum over the squares of the relatives errors of the fractional coordinates with respect
to experiments, allows a quantitative appreciation of theses errors. It can be observed
that ∆[x/a] for our LDA - 3/2 or B1-WC - 3/2 slightly increases compared to LDA+U
results of Reference [221]. However ∆[z/c] is comparable to these previous results. The
∆[z/c] values for B1-WC - 5/3 are the same as the LDA+U value; ∆[x/a] is reduced by
a fraction of two.
Results for the FEM phase are also displayed in Tables 7.2, 7.3 and 7.4. The differences
on the volume are a bit larger in the FEM than in the FIM phase, however the ∆ values
for the FEM phase are slightly inferior to the FIM values. The similarity between the
FIM and FEM results suggests that the magnetic ordering in the RS subsystem does
not play a major role in the structural properties of CCO.
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Exc & approx. a(A) b2(A) b1(A) c(A) β(◦) ∆V (%)
LDA - 3/2 (FIM) 4.762 2.876 4.314 10.789 97.837 −3.611
LDA - 3/2 (FEM) 4.746 2.876 4.314 10.795 97.777 −3.868
B1-WC - 3/2 (FIM) 4.827 2.863 4.295 10.919 97.933 −1.582
B1-WC - 3/2 (FEM) 4.820 2.863 4.295 10.921 97.918 −1.703
B1-WC - 5/3 (FIM) 4.821 2.756 4.593 10.876 98.118 −0.649
B1-WC - 5/3 (FEM) 4.819 2.743 4.572 10.881 98.125 −1.107
LDA+U - 3/2 [221] 4.75 2.83 4.24 10.65 98.20 −6.749
PBE+U - 3/2 [221] 4.81 2.89 4.34 10.86 98.11 −1.531
LDA+U - 5/3 [221] 4.75 2.75 4.58 10.54 98.34 −5.426
PBE+U - 5/3 [229] 4.88 2.82 4.71 10.86 98.22 2.838
PBE+U - 5/3 [223] 4.91 2.82 4.71 10.73 98.3 2.211
Exp. [227] (300 K) 4.83 2.82 4.56 10.84 98.13 -
Table 7.2: Experimental [227] and optimized lattice parameters for the FIM and
FEM phases. The estimation of relative errors with respect to the experimental unit
cell volume, in the rational approximant model, is also displayed, for the ground state
and the FEM phase. DFT+U results from References [221, 223, 229] were included for
comparison.
In summary, we reviewed the structural parameters of CCO within the rational approx-
imant model, comparing results obtained with LDA+U and B1-WC approaches. Errors
in the lattice parameters or atomic positions likely arise from the 3/2 rational approx-
imant, independently of the functional. The errors for the 5/3 rational approximant
within B1-WC are comparable or eventually slightly improved compared to LDA+U .
At this stage, the hybrid functional formalism appears as a reasonable alternative to the
DFT+U method for CCO.
7.2.3 Magnetic structure
It has been found that, below 19 K, a long-range incommensurate spin-density wave
in the CoO2 layers coexists with a ferrimagnetic phase. Several magnetic transitions
have been identified, which have been associated with significant changes in the Seebeck
coefficient and the electrical resistivity [209, 213, 214].
The effective magnetic moments for each cobalt atom in both subsystems are given in
Table 7.5, after performing full relaxation.
In the same way as in the previous Section, we discuss first the magnetic properties
observed in the 3/2 supercell, within LDA and B1-WC, for the FIM phase. It can be
observed that, the magnetic moments within LDA are mainly localized in the rocksalt
subsystem. The average magnetic moment per Co µavetot is estimated around 0.749 µB/Co,
which is relatively far from experimental measurements [209] (1.3 µB/Co). It can be
argued that, as the rocksalt subsystem hold a non-zero effective magnetic moment
(−0.047 µB), our calculation tends to reproduce the ferrimagnetic state proposed for
calcium cobaltite below 19 K [213, 215]. In comparison, the B1-WC functional yields
effective magnetic moments for Co atoms belonging to the CoO2 subsystem close to
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zero and an average magnetic moment of 2.65 µB/Co in the RS subsystem. The average
magnetic moment (1.05 µB/Co) in the whole system is now closer to the experimental
value 1.3 µB/Co, confirming better agreement of the B1-WC functional. We can argue
that the ferrimagnetic ordering and the resulting magnetic moment in the rocksalt sub-
system due to Co atoms (−0.135 µB) is in line with the ferrimagnetic phase observed
below 19 K [213, 215]. The increase of magnetic moment going from LDA to B1-WC
can be attributed to the better treatment of the exchange energy expected within the
hybrid functional formalism. It must be noticed that as we performed our spin-polarized
calculations within the collinear approximation and within periodic systems, it is im-
possible to obtain, at our level of approximation, the incommensurate spin-density wave
in the CoO2 subsystem as observed in experiments [213, 215] .
The B1-WC - 5/3 calculation yields similar results, with µavetot = 1.013 µB/Co, which
is marginally lower than the B1-WC - 3/2 result, and still close to the value measured
by Masset et al. (1.3 µB/Co) [209]. Once again, all the magnetic moments are located
within the rocksalt subsystem, which holds a ferrimagnetic coupling between the Co
atoms, with a non-zero total effective magnetic moment (0.658 µB) slightly larger than
the value obtained with the B1-WC - 3/2 calculation, and thus tends to reproduce
the ferrimagnetic state observed in the Ca2CoO3 below 19 K [213, 215]. In the 5/3
approximant, some Co in the CoO2 subsystem also have a weak effective magnetic
moment. One can notice that a single cobalt (Co5-2) possesses a high magnetic moment
of 0.789 µB. This specific atom is located in the CoO2 layers (z/c = 0.5) and its oxygen
cage is more distorted than those around the other cobalt atoms in the CoO2 subsystem:
for the other Co atoms, the average oxygen-cobalt distance dCo−O is 1.888 A, whereas
for this specific atom, dCo−O = 1.856 A. This distortion, which appears to the 5/3
approximant which compresses the CoO2 layers as reported in the previous section, could
explain the mixed valences Co3+ and Co4+ in the CoO2 subsystem, and the change of
occupancy in the t2g resulting from different distortions between the different octahedra,
which results in a net magnetic moment for this atom. These results are therefore in good
agreement with the mixture of Co3+ and Co4+ proposed by experiments [209, 213, 214]
and confirmed by Yang et al. [230].
The magnetic properties within the FEM phase are similar to those of the FIM phase:
while we do not discuss the properties in detail, the atomic magnetic moments are close
in magnitude to those in the ground state. LDA tends to underestimate the modulus of
the atomic magnetic moments of the Co atoms in the rocksalt subsystem in comparison
to what is obtained with the B1-WC functional. In contrast, the individual magnetic
moments of the Co atoms in the CoO2 subsystem are overestimated within LDA in
comparison to the B1-WC results. Similarly to the FIM ground state and for the same
reason, the Co5-2 atom in the CoO2 layer holds a higher spin than the other cobalt
atoms in this sublattice.
For comparison, in the DFT+U studies of Re´bola et al. [221], the structure was relaxed
only in ferromagnetic configurations. Baran et al. [223] computed several magnetic
configurations for CCO in PBE+U (with a 5/3 supercell), but did not report details of
the magnetic structure.
In a nutshell, from the relative energy between the FIM and the FEM phase, their
structural properties and their magnetic properties, and the low temperature magnetic
configuration described in References. [213, 214], it can be argued that the FIM appears
consistently in all respects as the best match to the experimental data. Taking this into
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consideration, the use of the hybrid functional scheme seems justified as it predicts this
phase to be more stable.
7.2.4 Electronic properties
High-resolution photo-emission spectroscopy experiments performed by Takeuchi et al. [217,
218] showed that the electronic population near the Fermi energy comes from the 3d or-
bitals of the cobalt atoms in the CoO2 layers, which means that the transport properties
actually come from the CoO2 layers, such as in the usual CoO2-layered thermoelectric
oxides, and that the charge carriers are holes. This was confirmed by other research
groups [215, 230].
The first DFT calculations were performed by Asahi et al. [220] within the LDA. How-
ever, their results were in contradiction to the aforementioned experiments since the
electronic contributions around the Fermi energy EF were mainly coming from the
rocksalt subsystem. The failure of this study was recently pointed out to come from
the strong electronic correlations that are neglected in this framework. It was shown
that a LDA+U method is sufficient to recover the experimental observations around the
Fermi energy [221]. This LDA+U study highlighted the splitting of the Co 3d orbitals
in the CoO2 subsystem, with the t2g orbitals being occupied, whereas the eg orbitals are
not.
Densities of state for the FIM phase are plotted around the Fermi energy in Figure 7.3,
for each functional and approximant. Results from the FEM phase are also displayed.
As one can see, our LDA calculation suggests that calcium cobaltite is a metal, as
determined by Asahi et al. [220] with the same functional. Nevertheless, as explained
previously, the LDA is known to fail in predicting the density of state around the Fermi
energy. The B1-WC results yield semiconductor behaviour, with sizeable differences
between the 3/2 and the 5/3 approximants. For the 3/2 structure, one spin channel
presents a gap of 1.3 eV, whereas the other spin channel displays a much smaller gap of
0.1 eV and a very small DOS for the first conduction band. The 5/3 structure presents a
gap of 0.5 eV for the spin-up channel, and a gap of a 0.83 eV for the spin-down channel.
The density of state for the FEM phase are also displayed in Figure 7.3: the overall shape
of the DOS does not change much with the magnetic phase, and the LDA - 3/2 (FEM)
result is metallic whereas the B1-WC - 3/2 (FEM) DOS shows more or less the same
gap as the ground state. However, the B1-WC - 5/3 (FEM) result is quite different: the
band gap of the spin-up channel is about 0.25 eV, while the band gap of the spin-down
channel is about 1.06 eV. The gap is thus halved in comparison to the ground state. It
is important to note that, with the B1-WC functional, for both the FIM and the FEM
phases, CCO is found to be a semiconductor. This contrasts with the DFT+U results
of Re´bola et al. which present a small but finite density of state at the Fermi energy.
The photo-emission experiments of Takeuchi et al. revealed the opening of a band gap
at low temperature [217, 218], and our results are more consistent with this observation.
To get insight into the electronic structure, and to compare with to the photo-emission
results of Takeuchi et al. regarding the role of the 3d orbitals of Co atoms in the
conduction properties, we plot the ground state partial density of state projected into
3d orbitals of Co for both the CoO2 and rocksalt subsystems (Figure 7.4), resolved in
the local axis oriented along the octahedra in the two different subsystems.
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LDA - 3/2 (FIM)
CoO2 µs(µB) RS µs(µB)
Co1-1 −0.04 Co1-1 1.89
Co1-2 −0.02 Co1-2 1.73
Co2-1 −0.02 Co2-1 −1.84






LDA - 3/2 (FEM)
CoO2 µs(µB) RS µs(µB)
Co1-1 −0.04 Co1-1 2.07
Co1-2 −0.04 Co1-2 1.77
Co2-1 −0.04 Co2-1 1.90






B1-WC - 3/2 (FIM)
CoO2 µs(µB) RS µs(µB)
Co1-1 0.00 Co1-1 2.87
Co1-2 0.00 Co1-2 2.33
Co2-1 0.00 Co2-1 −2.67






B1-WC - 3/2 (FEM)
CoO2 µs(µB) RS µs(µB)
Co1-1 0.00 Co1-1 2.87
Co1-2 0.00 Co1-2 2.30
Co2-1 0.00 Co2-1 2.65






B1-WC - 5/3 (FIM)
CoO2 µs(µB) RS µs(µB)
Co1-1 0.00 Co1-1 2.33
Co1-2 0.00 Co1-2 2.83
Co2-1 0.00 Co2-1 2.83
Co2-2 0.02 Co2-1 −2.29
Co3-1 0.02 Co3-1 −2.29








B1-WC - 5/3 (FEM)
CoO2 µs(µB) RS µs(µB)
Co1-1 0.00 Co1-1 2.87
Co1-2 0.00 Co1-2 2.64
Co2-1 0.00 Co2-1 2.64
Co2-2 −0.05 Co2-1 2.25
Co3-1 −0.05 Co3-1 2.25








Table 7.5: Atomic magnetic moments of Co atoms belonging to the CoO2 and rocksalt
subsystem (computed within LDA and B1-WC functionals and with the 3/2 and the
5/3 rational approximants) with the sum, the mean and the average over the modulus
〈M〉 in each subsystem. Results of the FEM phase are included.












































Figure 7.3: Electronic densities of state of Ca3Co4O9 for each approximant and
functional, for both magnetic phases. The Fermi energy EF is shown with the vertical
dashed lines
Within the LDA - 3/2 approximation (Figure 7.4, top), the contribution around the
Fermi energy comes from the 3d orbitals from both subsystems. However, the main
contribution around EF comes from the rocksalt subsystem, which is in good agreement
with the LDA calculations of Asahi et al. and Re´bola et al. [221], but in contradiction
to the experimental results of Takeuchi et al. [217, 218]. Still, the splitting [222] of the
Co 3d orbitals in the CoO2 into t2g (blue plots in Figure 7.4) and eg orbitals (around
1.2 eV) is well reproduced : the dxy, dyz and dxz orbitals are mainly occupied. The
dz2 and dx2−y2 are mainly unoccupied. An asymmetry between the t2g states can be
observed, in agreement with the experiments of Klie et al. [231] and the quantum chem-
istry calculations of with Soret and Lepetit [222], with the dxy states presenting a small
unoccupied DOS.
The failure of the LDA motivated the investigation within the hybrid functional for-
malism. In our B1-WC - 3/2 results (Figure 7.4, middle), it turns out that the main
energetic contributions near the Fermi energy are from the 3d orbitals of Co atoms in
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the CoO2 subsystem and no contribution of the 3d orbitals of Co atoms in the rocksalt
subsystem is found, contrary to what is obtained in the LDA and in agreement with the
experiments of Takeuchi et al. [217, 218]. However, in contrast to the results of Re´bola’s
et al. [221], we find a near-zero contribution of the Co 3d orbitals in the CoO2 subsystem
at the exact Fermi energy. As one can see, the density of state below the Fermi energy
mainly originates from the t2g bands, while the eg orbitals lies about 3.3 eV above the
Fermi energy, and are mainly unoccupied as predicted by the crystal field theory. The
t2g orbitals are close to EF of about 0.5 eV and therefore should contribute to the trans-
port properties. As in the LDA result, the splitting [222] of the 3d orbitals of Co in the
CoO2 into t2g and eg orbitals is once again obtained (around 3.5 eV): the dxy and dxz
orbitals are almost fully occupied, the dyz is not fully occupied, and the dz2 and dx2−y2
are mainly unoccupied.
Finally, we focus on the B1-WC results with the 5/3 approximant. The density of
state for the majority spin channel has a gap of about 0.5 eV above the last occupied
band, which makes CCO a semiconductor. If we look at the partial density of state
projected into Co 3d orbitals for both subsystems (Figure 7.4, bottom), one can see that
the results are similar to the B1-WC - 3/2 calculation, except that this time, there is
an even stronger contribution of the Co 3d orbitals from the CoO2 subsystem which
contributes to the Fermi energy, whereas there is no contribution from the Co in the RS
subsystem. Similar splitting between the Co 3d orbitals as in the previous results can
be observed. In all of our calculations, the Co 3d from the CoO2 layers display a band-
width that is compatible with the aforementioned photo-emission experiments [217, 218]
and with the previous DFT+U calculations [221].
We are not presenting the projected DOS for the FEM phase. However, it was checked
that they globally follow the same trends with respect to the rational approximant and
the exchange-correlation functional as the FIM ground state.
We suggest that CCO modelled with the 5/3 rational approximant and the B1-WC
hybrid functional appears as a good option to compute the thermoelectric properties.
The choice of the 5/3 supercell size is also motivated by the fact that the DFT+U
studies [221] did not underline significant changes with a better approximant for a given
functional. Therefore, we present the thermoelectric properties computed from the band
structure obtained within B1-WC with the 5/3 approximant.
7.2.5 Thermoelectric properties
The Seebeck (S) and electrical conductivity tensors (σ) are computed from Boltzmann
transport theory, within the constant relaxation time approximation. These properties
are involved in the overall thermoelectric power factor, PF = S2σ, which should be as
large as possible in order to increase the figure of merit ZT = S2σ/κ, where κ is the
thermal conductivity.
Due to the anisotropic structure of CCO, it is expected that the thermoelectric properties
are anisotropic as well, which has been confirmed by experiments, several of them mainly
focusing on the in-plane and out-of-plane properties [209, 232–235]. For simplicity, the
following discussion will focus on the diagonal components of S, σ and PF, specifically
the ones responsible for the in-plane properties, which are expressed in a Cartesian basis
where ~x // ~a, ~y // ~b, and ~z = ~x× ~y.














































































































































































































Figure 7.4: Spin-up (positive values) and spin-down (negative values) partial density
of state projected into 3d orbitals of Co atoms in the CoO2 subsystem and in the RS
subsystem, for the FIM ground state. The blue lines are for the t2g orbitals; the black
ones are for the eg orbitals.





































































Figure 7.5: Diagonal components of the Seebeck tensor and electrical conductivity
tensor (over the relaxation time) with respect to the chemical potential, at 300 K. The
density of state is also plotted for direct comparison. The Fermi energy is plotted as a
dashed line.
In Figure 7.5, the diagonal components of the Seebeck tensor S, the electrical conductiv-
ity σ/τ and the power factor S2σ/τ are plotted with respect to the chemical potential µ,
at a fixed temperature of 300 K. The total density of state is also displayed. The Seebeck
components are slightly anisotropic at 300 K. Moreover, our calculations of the intrinsic
Seebeck coefficients are positive, indicating that the majority charge carriers are holes,
as observed experimentally [232, 236]. The electrical conductivity is highly anisotropic,
qualitatively consistent with experiments [209, 233–235, 237] and the layered structure
of CCO. The power factor in the ~a (xx ) direction in the p-type region shows a very
large peak, implying a very directional behaviour of the thermoelectric properties. The
maximum of this peak is close to µ = 0.
In the following, we mainly discuss the transport properties within the (001) plane,
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Figure 7.6: Maps of calculated in-plane Seebeck coefficient S// with respect to carrier
density and temperature.
as most studies focused on the thermoelectric properties along the layers of the struc-
ture. We perform the arithmetic average between the xx and yy components from
our calculation, providing a rough estimation of the effective in-plane thermoelectric




2(Sxx + Syy) (cf. Appendix B for the definition of S
†). In Fig-
ures 7.6, 7.7 and 7.7, the in-plane Seebeck coefficient S//, electrical conductivity σ///τ
(σ// =
1
2 [σxx + σyy]) and power factor PF// are mapped with respect to the temperature
and with respect to carrier density nh (for p-type) and ne for (n-type). S// increases
with the temperature, but at higher hole densities, it saturates at high temperatures.
This is qualitatively consistent with measurements [234] performed with several types
of CCO samples (single crystals, ceramics, thin films) and with the decrease of S as nh
increases. Experimentally, the in-plane Seebeck coefficients range from 0 to 170 µV/K
as the temperature increases from 0 K to 600 K. Analysis of the p-type map show that
this occurs mainly for fixed hole density ranging from 1.0 × 1021 to 1.8 × 1021 cm−3.
Further comparison with experiments will follow.
We now focus on the electrical conductivity (Figure 7.7). In the same fashion as we
did for the Seebeck coefficient, we estimate the in-plane conductivity from the individ-
ual xx and yy components of the tensors. In the case of a p-type doping, a change
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Figure 7.7: Maps of calculated in-plane electrical conductivity σ///τ , with respect to
carrier density and temperature.
from semiconductor-like (σ// increases with T ) to metallic-like (σ// decreases with T )
behaviour of the conductivity can be observed in the range of hole density defined pre-
viously, with σ// reaching a maximum slightly above 100 K. As the carrier density
increases, this change of behaviour eventually disappears, leaving either a metallic-like
behaviour or, for hole densities close to 5.0×1021 cm−3, a semiconductor-like behaviour.
For n-type doping, the in-plane conductivity is much lower, which can be explained by
the very low value of σyy in the n-type region, as shown in Figure 7.5.
Finally, in terms of the power factor (Figure 7.8), we show that for p-type doping values
between 4.7 × 1020 cm−3 and 2.0 × 1021 cm−3, the power factor is maximized at high
temperatures (above 0.06 mW/mK2 at 600 K). On the other hand, n-type doping is not
as effective, with a very narrow carrier density range from 7.8× 1020 to 1.1× 1021 cm−3
raising the power factor to 0.025 mW/m K2 at the high temperatures (above 400 K).
In order to compare the temperature dependence of the thermoelectric properties with
experimental results, it is necessary to know the carrier density associated with these
properties. These can be estimated from Hall measurements (taken from Reference [232])
Chapter 7. Thermoelectric properties of layered-oxides 145
Figure 7.8: Maps of calculated in-plane power factor PF// (τ = 8.0× 10−16 s), with
respect to carrier density and temperature.





where RH is the Hall coefficient, n is the charge carrier concentration and q is the
charge. We estimate hole densities ranging from 2.56×1021 cm−3 to 8.15×1020 cm−3 as
temperature increases. This range is slightly larger than the one previously mentioned
for which the thermopower has the same order of magnitude as the experimental values.
It should be kept in mind, however, that, in the best case, the carrier density and
measurements of the thermoelectric properties from experiments should come from the
same sample; unfortunately, the carrier density was not reported in any of the cited
References.
It is found in Figure 7.9 that, for a fixed hole density around 1.4×1021 cm−3, which is in
the range of densities extracted from Reference [232], the behaviour of S// is qualitatively
consistent with experimental measurements [209] (performed on single-crystal samples),
suggesting that the number of charge carriers does not change much with respect to
























Figure 7.9: Calculated in-plane Seebeck coefficient S//, up to 600 K, for
nh = 1.4×1021 cm−3; the experimental values from References [209] (A), [216]
(B), [237] (C), and [238] (D) are included for comparison. S∗// and S
†
// are calcu-
lated with two different schemes as explained in Appendix B.
temperature, in contrast to the Hall measurements. If the carriers mainly originates
from impurities, the temperature does not have a strong effect on the number of carriers,
unless they are excited across the band gap. S// reaches 168 µVK
−1 at 600 K, which
is also in good agreement with the aforementioned measurements. The apparent flat
region observed experimentally for the in-plane Seebeck coefficient can be explained by
the anisotropy of the Seebeck tensor. Most experiments report the in-plane Seebeck
coefficient, but not the individual components of the tensors. If we look at the evolution
of Sxx and Syy with temperature (Figure 7.9), it can be observed that, along ~b , the
Seebeck coefficient (Syy) varies in a non-monotonous way, reaching a maximum around
125 K. Depending on the sample, and the distribution of orientation of its grains (single
crystal for References [209, 237], polycrystal for References [216, 238]), one can therefore
expect different results.
To facilitate the comparison of the resistivity with experiments, we plot in Figure 7.10
the temperature dependence of ρ//, at nh = 1.4× 1021 cm−3 as we did for the Seebeck
coefficient. τ is estimated by fitting our relaxation-time-dependent result ρ × τ to the
experimental results from Reference [216]. We obtain τ = 8.0 × 10−16 s. ρ// shows
different behaviours: ρ// decreases with temperature below 100 K like an insulator,
reaches a minimum around 125 K, then increases with the temperature, like a metal.
We confirm therefore the transition observed in Figure 7.7. If we compare those results
with the available experimental data, it can be argued that ρ// is qualitatively consistent,
as ρ// displays an insulator-to-metal change of behaviour, with the transition occurring
slightly below 100 K [209, 233]. The experimental data and their diversity suggest an
important size effect for the resistivity, which makes the comparison with our results
further difficult.






















Figure 7.10: Calculated ρ// with τ = 8.0 × 10−16 s, up to 600 K, for
nh = 1.4×1021 cm−3, and experimental results from References [216] (A), [232]
(B), [233] (C), and [237] (D), for comparison.
It is worth noticing that as we are working in the CRTA, scattering mechanisms at
low temperature due to impurities or vacancies are not taken into account, which may
explain why the transition is not as sharp as observed in experiments. Similarly to
the Seebeck coefficient, the in-plane electrical resistivity seems to be dependent on the
structure of the sample; indeed, a wide range of ρ// values has been reported according
to the type of sample, and comparisons with experiment are then rather complicated. It
has been reported that a sudden change of behaviour of thermoelectric properties occurs
around 400 K, which is expected to come from a phase transition [216]. This is also
not taken into account in our calculations. As highlighted in Figure 7.5, the electrical
conductivity displays a much larger anisotropy than the Seebeck tensor.
It can be expected that this anisotropy of the single-crystal conductivity affects the
overall thermoelectric properties, depending on the sample and the growth technique.
Indeed, in the case of polycrystals or ceramics, the measurement of the in-plane transport
properties is conditioned by the orientation of the individual crystallites. In Appendix B,
we address this issue, deriving two models for averaging the Seebeck coefficient corre-
sponding to different extreme orderings of the crystallites. The way we defined S// = S
†
//
corresponds to an extreme case where the transport across the grains of different orien-
tations is in series. We also define a new quantity, S∗// which corresponds to an average
S for the case where transport across the grains of different orientations is in parallel.
Figure 7.9 shows the quantity S∗//, at fixed nh = 1.4×1021 cm−3. This model does not fit
the experimental data as well as the simple arithmetic average of the component (S†//).
Depending on the homogeneity of the samples, one model might be more adequate than
the other, and an actual polycrystal can be expected to fall between the two models.
It is worth noticing that such models make strong hypotheses, and do not take into
account the anisotropy of the thermal conductivity which affect locally the temperature
gradient responsible for the thermoelectric properties.
























Figure 7.11: Calculated Sxx and Syy from the ground state band structure and the
FEM phase, up to 600 K, for nh = 1.4×1021 cm−3.
In order to check the role of the ground state band structure in contrast to the FEM
band structure, we plot in Figure 7.11 the xx and yy components of the Seebeck tensor
for the FEM phase, at fixed hole density nh = 1.4×1021 cm−3. The behaviours of
the curves for the FEM phase are different from those derived from the ground state,
particularly in the case of Syy, which decreases from 100 to 250 K after a steep increase,
while Syy grows monotonously until 200 K and then remains flat. The properties follow
similar trends above 250 K, but the Seebeck coefficients derived from the FIM ground
state remains closer to the experimental data.
At our level of approximation, the global behaviour of ρ// and S// with temperature
is qualitatively reproduced within the FIM configuration, although not including any
magnetic transitions. This observation, associated with the similar properties computed
from the FEM phase at temperature above 250 K, indicates that magnetism does not
seem to play a major role in the evolution of the thermoelectric properties at high
temperature. However, the descriptions of Sxx and Syy at lower temperature does not
match between the FIM ground state and the FEM phase. In other words, we suggest
that the electronic band structure and excitation of carriers through thermal smearing
are the main factors responsible for the evolution of ρ// and S// with temperature.
7.2.6 Summary
From first-principles calculations, we computed the structural, magnetic and electronic
properties of Ca3Co4O9 within two rational approximant models. We performed DFT
calculation within LDA and the hybrid B1-WC functional for the exchange-correlation
term in the Kohn-Sham Hamiltonian in order to properly model the electronic popu-
lation of the Co 3d orbitals in the CoO2 and the Ca2CoO3 (rocksalt) sublattices. Our
results suggest that the best match to the available experimental data in terms of these
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properties is obtained within the B1WC hybrid functional and the 5/3 rational approx-
imant.
The ground state is found to be insulating and have very small magnetic moments in the
CoO2 subsystem, whereas the rocksalt subsystem display a ferrimagnetic behaviour, with
unequal antiferromagnetically aligned moments, which is consistent with the magnetic
structure observed below 19 K [213, 214]. The main electronic contribution to the density
of state around the Fermi energy comes from the Co 3d orbitals in the CoO2 subsystem,
in agreement with photo-emission experiments [217, 218]. The broken symmetry of
the t2g orbitals is responsible for unoccupied states from the dxy orbitals, which is
qualitatively consistent with chemical quantum calculations [222].
From the electronic band structure, we computed the Seebeck and electrical resistivity
tensors within the Boltzmann transport theory and the constant relaxation time ap-
proximation. The behaviour of the in-plane properties are qualitatively consistent with
experiments as reported in the litterature: the Seebeck coefficient rises up to 125 µVK−1
at 300 K, and the linear behaviour versus temperature above 300 K is well reproduced,
reaching 168 µVK−1. ρ// presents a transition from an insulating-like behaviour to a
metallic-like behaviour around 125 K, which is also observed experimentally, albeit at
lower temperature. These results have been obtained with a model which does not in-
clude the magnetic transitions usually associated with the changes in S and ρ. This
suggests a minor role of the magnetic properties, further confirmed by the results on
the FEM phase who follows similar trends at temperatures above 250 K. Therefore, we
suggest that the transition from semiconductor to metallic behaviour at low temperature
may not be driven by a magnetic transition, but is driven by the specific features of the
ground state electronic band structure.
7.3 SrTiO3-based layered oxides
At the beginning of this Chapter, SrTiO3 has been presented as one of the best candidate
for thermoelectric applications. Indeed, if doped with donors, STO can reach ZT ≈ 0.4,
either in film form (SrTi0.8Nb0.2O3 at 1000 K) or in bulk form (Sr1−3x/2LaxTiO3 at
973 K) [125, 239]. In term of power factor, the measured value reaches ∼ 3 mW/m K2
at room temperature, amongst the highest reported values for conventional thermo-
electrics. In contrast, the in-plane PF of hole-doped CCO is two order of magnitude
lower. Moreover, the realization of a 2-dimensional electron gas in STO-based het-
erostructures, which is expected to improve the thermoelectric properties as argued by
Hicks and Dresselhaus [189, 190], motivates further the study of STO-based heterostruc-
tures. In the present Section, we review from first-principles the impact of nanostruc-
turing on the thermoelectric properties, after summarizing briefly why SrTiO3 is a good
prototypical thermoelectric in bulk form. A more detailed description of these systems
is provided in Reference [207].
7.3.1 Thermoelectric properties of bulk SrTiO3
Let us first discuss about the single-crystal thermoelectric properties of bulk STO. Fig-
ure 7.12 displays the room temperature thermoelectric and transport coefficients of cubic
STO with respect to the chemical potential, as well as the band structure, calculated
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with the B1-WC hybrid functional. The relaxation time was fitted to experimental
value of the conductivity in n-type doped STO (n ∼ 1021 cm−3) [125]: τ = 4.3 fs.
Within the Boltzmann transport theory and the CRTA, the maximum value of PF
predicted for n-type STO is PFn,max = 1 mW/m K
2, with associated carrier density
ne = 6.9 × 1020 cm−3, which can be achieved either by La-doping (Sr1−xLaxTiO3,
as reported in Reference [125]) or Nb-doped (SrTi1−xNbxO3, as reported in Refer-
ences [240, 241]). In addition, we calculated the power factor of reduced SrTiO3−δ using
a 3×3×3 supercell containing one oxygen vacancy (similarly as reported in Chapter 3).
According to experiments [67], oxygens vacancies act as donor in STO, with transport
properties comparable to La-doped STO. With the density of carriers provided by the
vacancy in our simulation, we expect a density of ne = 1/(3a)
3 ≈ 6.3 × 1021 e−/cm−3,
which is close to the density required for optimal power factor as calculated from the
pristine band structure. As shown in Figure 7.12.(d), the chemical potential is right at
the maximum of power factor, with a value (PFn,max = 0.75 mW/mK
2, close to the peak
of power factor calculated for Sr1−xLaxTiO3 at the same level of approximation [207])
slightly reduced compared to the one estimated from the rigid band approximation1.
This suggests that tailoring the density of VO in STO may be yet another strategy to
improve its thermoelectric properties.
The peak of power factor found in heavily-doped n-type cubic STO is related to the
nature of the bottom of the conduction band, which is formed of three degenerate bands
with a Ti t2g orbital character. Each t2g band is associated with an effective mass tensor











H = 6.1 me as calculated from DFT. The
masses for the dxz and dyz bands can be trivially deduced from the cubic symmetry. It
can be seen from Figure 7.12 that the peak of power factor coincides with a chemical
potential falling in the middle of the flat part of the Ti t2g bands along Γ → X. This
highlights that a good combination of carriers with large, anisotropic effective mass can
indeed lead to a large power factor, and that low and high carriers mobilities can be
found within a single d band. The cubic symmetry imposes a band multiplicity of 3 for
the t2g bands, yielding isotropic transport from the contribution of 3 anisotropic bands.
For n-type doped SrTiO3, the Fermi surface in the IBZ associated with these Ti t2g
bands can be seen as a combination of three orthogonal intersecting ellipsoids, when
the Fermi level is close to the minimum; or as three orthogonal tubes when the Fermi
level is deeper in the conduction band. These surfaces are displayed in Figure 7.13:
one corresponding to the doping for which the PF is maximum, the other to ne =
1.7 × 1021 cm−3, highlighting the tubular shape for chemical potentials deeper in the
conduction band. The Ti t2g bands therefore realize the shape of Fermi surface predicted
to yield high power in bulk thermoelectrics [200]. Each tube/ellipsoid contributes to a
two-dimensional transport channel with high mobility carriers in the transverse plane.
The large surface of the tube/ellipsoid guarantees that a large amount of carriers are
involved in the transport processes.
In addition to the tubular surface, there are closed, quasi-spheric surfaces inside the
tubes, related to the dispersive states of the Ti t2g bands around Γ. These enclosed
surfaces also contribute to transport, albeit in an isotropic way.
1In principle, as the conductivity is measured in doped samples, it would be more rigorous to fit the
conductivity calculated from a doped structure. In such a case, the relaxation time τ would be slightly
higher.
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Figure 7.12: Thermoelectric properties of cubic STO calculated with the B1-WC
functional, at 300 K. From top to bottom: (a) Carrier densities corresponding to the
position of the Fermi level; (b) Seebeck coefficient; (c) Electrical conductivity; (d) power
factor and (e) the corresponding band structure resolved along the pathM → Γ→ X →
R. In addition, (d) includes the chemical dependence of reduced SrTiO3−δ, calculated
with a 3× 3× 3 supercell containing 1 VO. The vertical dashed line is the Fermi level
of this phase. For specific values of the chemical potential, represented in colour: the
magenta line corresponds to the Fermi level yielding the maximum n-type power factor
(ne = 6.9×1020 cm−3), whereas the green line corresponds to the position of the Fermi
level for an arbitrary n-type doping (ne = 1.7 × 1021 cm−3), slightly deeper in the
conduction band. The blue line corresponds to the Fermi level yielding the maximum
p-type power factor (nh = 1.2 × 1021 cm−3), whereas the red line corresponds to the
position of the Fermi level for an arbitrary p-type doping (ne = 2.2× 1021 cm−3). The
used relaxation time is τ = 4.3 fs.
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Figure 7.13: Fermi surfaces of n-type STO plotted in the IBZ centred around Γ, with
electron densities ne = 6.9× 1020 cm−3 (left) and ne = 1.7× 1021 cm−3 (right).
The calculated value of the power factor is slightly underestimated compared to the
aforementioned experimental result. DFT calculations [207] on Sr1−xLaxTiO3 show that
the perturbation (arising from doping) on the band structure is not significant enough
to reduce the power factor, ruling out the non-validity of the rigid band approximation
in this case.
The underestimation of the calculated power factor compared to the experimental value
can be attributed to the strong electron-phonon coupling interaction in STO: from opti-
cal conductivity measurements, a factor of 3 larger of the measured inertial effective mass



















As the DFT calculations purposely ignore such interactions, which relate to the polaronic
nature of electronic transport in STO [160], this translates into a smaller value of the
relaxation time.
In terms of p-type thermoelectric properties of STO, which can be tailored with acceptor
doping to shift the chemical potential toward the O 2p bands, there is a similar peak of
PF on the left side of the energy spectrum, PFp,max ∼ 1.4 mW/m K2, slightly higher
than the peak for n-type doping. However, to reach the peak value, it requires a hole
density nh = 1.2×1021 cm−3, twice higher than the density required to reach the n-type
peak. The Fermi surface associated with this hole density is plotted in Figure 7.14, on
the left side. Note that in this Figure, and in contrast to Figure 7.13, the IBZ is centred
around the R point. It can be seen that, around the R point, the overall look of the
surface is similar to the Fermi surface for the peak for the n-type peak, albeit with a
larger surface. For a chemical potential deeper in the valence band, it can be seen that
the Fermi surface also has a tubular shape, which arises from the weak dispersion along
M → R, which is not explicitly shown in Figure 7.12 (e) but nevertheless can be deduced
by the proximity in energy for O 2p bands (∆E ∼ 0.1 eV) at the M and R points.
Given the promising values of power factor for bulk STO, which are close to the value
found in Bi2Te3 (∼ 2 − 4 mW/m K2 at 300 K [243–245]), it is an ideal candidate to
assess if these properties can be improved through nanostructuring, by engineering the
band structure and improving the low-dimensional aspect of the electronic transport.
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Figure 7.14: Fermi surfaces of p-type STO plotted in the IBZ centred around R, with
hole densities nh = 1.2× 1021 cm−3 (left) and nh = 2.2× 1021 cm−3 (right).
Indeed, by incorporating STO within other compounds in a layered fashion, interface
between the STO and other compounds are expected to increase the confinement of the
carriers, resulting into a higher anisotropy of the bands and a therefore a higher power
factor compared to the bulk phase.
7.3.2 Thermoelectric properties of SrTiO3-based heterostructures
The thermoelectric properties of a few-selected STO-based superlattices have been stud-
ied in the context of a collaboration with researchers from NITIM, Cluj-Napoca, pub-
lished in Reference [207] and compared to the thermoelectric properties of bulk STO,
within DFT and with the hybrid functional B1-WC, and at the same level of approxi-
mation as the study in the previous Section. Hence, between the different calculations,
the relaxation time τ is supposed to remain the same in the heterostructures as in bulk
STO. The different investigated STO-based superlattices (shown in Figure 7.15) are:
• (SrTiO3)m/(KNbO3)1 (m = 1, 5, Fig. 7.15.(a) and (b)) and (SrTiO3)m/(LaVO3)1
(m = 1, 5, Fig. 7.15.(c) and (d)) superlattices.
• Sr2TiO4 (Fig. 7.15.(e)) and Sr3Ti2O7 (Fig. 7.15.(f)) compounds, with the
AO [ABO3]m Ruddlesden-Popper structure.
In addition to these STO-based nanostructures, the Ruddlesden-Popper Sr2CoO3F is
also studied within different magnetic orderings (Figure 7.15.(g), (h), (i) and (j)) and
compared to bulk STO.
The general observation is that, for all these heterostructures, the power factor is not
improved over that of bulk STO, as can be observed in Figure 7.16, which shows the
thermoelectric power factor components either in the plane of the interfaces (xx) as well
as the out-of-plane components (zz), at 300 K. These are important results which may
highlight other requirements for high power factor, which are missed in the nanostruc-
tures.
Indeed, all the heterostructures present highly anisotropic bands at their CBM, with a
large anisotropy in their effective masses. Despite this feature, the power factor is not









Figure 7.15: (a and b) (SrTiO3)m/(KNbO3)1 (m = 1, 5) nanostructures; (c and d)
(SrTiO3)m/(LaVO3)1 (m = 1, 5) nanostructures (with in-plane antiferromagnetic spin
order, shown by arrows); (e) Sr2TiO4 structure; (f) Sr3Ti2O7 structure; (g, h, i and
j) Sr2CoO3F structure with different spin ordering: (g) antiferromagnetic order on Co
and one F atom in apical position, (h) ferromagnetic order on Co and one F atom in
apical position, (i) antiferromagnetic order on Co and two F atoms in apical position,
and (j) ferromagnetic order on Co and two F atoms in apical position. The spin is
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Figure 7.16: Power factor (estimated at 300 K within B1-WC, τ = 4.3 fs) depen-
dence on chemical potential of (a) (SrTiO3)m/(KNbO3)1; (b) (SrTiO3)m/(LaVO3)1
superlattices (m = 1, 5); (c) Sr2TiO4 and Sr3Ti2O7; and (d) Sr2CoO3F. Adapted from
Reference [207].
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Figure 7.17: Densities of state, calculated with the B1-WC functional, of (a)
(SrTiO3)m/(KNbO3)1; (b) (SrTiO3)m/(LaVO3)1 superlattices (m = 1, 5); (c) Sr2TiO4
and Sr3Ti2O7; and (d) Sr2CoO3F. Adapted from Reference [207].
improved over the value found for bulk STO. It is found, for the STO-based nanostruc-
tures and the Ruddlesden-Popper structures, that the states in the vicinity of the CBM
associated with the peaks of power have smaller spectral weights (proportional to the
DOS) than in bulk STO, as shown in Figure 7.17. This leads to smaller carrier pocket
volumes in the IBZ, and therefore a lower amount of carriers involved in transport, and
ultimately a decreased power factor. The low weight of the band edge carrier is typical
of interfaces, where band bending occurs and on-site as well as inter-site band splitting
occurs close to the interfaces, with reduced spectral weight compared to their value in
the bulk parent compound.
For the Sr2CoO3F structure, the power factor is also lower than in bulk STO, albeit for
different reasons: the Co t2g states involved in the n-type transport have large weights,
but smaller anisotropy ratio m∗H/m
∗





Hence, for the largest power factor in 3d-orbitals based thermoelectrics, the electronic
structure should combine a large anisotropy ratio m∗H/m
∗
L, as well large spectral weights.
7.3.3 The specific case of the SrTiO3/LaAlO3 interface
The specific nanostructures addressed in the previous section, like the parent compounds,
are band insulators. Therefore, the power factor for their pristine phase is zero, and
in principle, to achieve the highest power factor, they should be doped, generally via
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chemical substitution. Yet, we have seen that it is possible to achieve electron doping of
STO without chemical substitution while achieving a low-dimensional electron system
in the SrTiO3/LaAlO3 (STO/LAO) system with the TiO2/LaO n-type interface. We
shall therefore address briefly this case.
First, we should mention that thermopower measurements combined with the application
of a gate voltage is an extremely useful technique to probe the electronic structure of
the STO/LAO interface at low temperature [246]. It has also be evidenced that at low
temperature, below 50 K, there is a large enhancement of the thermopower, attributed
to phonon-drag effects enhanced by confinement near the interface [247].
In term of performances for applications, the thermoelectric properties of STO/LAO
heterostructures have also been studied at higher temperatures, with the hope of finding
increased thermoelectric properties compared to bulk STO [240, 241]. However, no
significant improvement of the thermopower was reported compared n-type STO.
Filippetti et al., from first-principles calculations and using a tunable band model (Fig-
ure 7.18), provide a general framework to understand the lack of improvement of the
thermoelectric properties [241]. They argue that any improvement of the thermopower
due to confinement is counteracted by the splittings of the different t2g states: on-site
band splitting dxy − (dxz, dyz) as well as inter-site band splitting between band of same
nature. Such splittings are also expected to occur in chemically doped STO layered-
systems [191, 248], albeit to a much smaller extent, which is why the rigid band picture
(and accounting mass renormalization due to the electron-phonon coupling) yields a
satisfying estimation. In a strong doping regime, as in the fully-compensated scenario,
the splittings are the largest, and result in a reduction of the thermopower. For the
lowest densities however, the splittings will be smaller, but sufficient to counteract any
gain of thermopower from the low dimensionality. While the study of Filippetti et al.
focused on the LAO/STO interface, their conclusions can be reasonably extended to
other oxides nanostructures with similar Ti t2g-based 2DES. The t2g splittings related
to metallic band occupancy also further enhance the loss of spectral weight already ob-
served in the insulating nanostructures discussed in the previous Section, and highlight
further challenges in optimizing the thermoelectric properties of layered oxides.
7.4 Conclusions
In this Chapter, we have studied and discussed the thermoelectric properties of vari-
ous layered oxide compounds. We first focused on the different properties of calcium
cobaltite Ca3Co4O9, which has an incommensurate layered structure and whose proper-
ties are not properly reproduced by ab initio calculations based on semi-local functionals
for the exchange-correlation, and we showed how the hybrid functional formalism over-
comes these shortcomings and properly model the electronic population of the Co 3d
orbitals in the CoO2 and the Ca2CoO3 (rocksalt) sublattices. We then discussed the
anisotropy of the single-crystal transports tensors, related to the layered structure, and
we propose to analyse the averaged in-plane thermoelectric properties dependence with
respect to the temperature as well as doping. Finally, we rationalized the evolution
of the measured properties with temperature, highlighting the overall good agreement
between our calculated results and the experiments.
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Figure 7.18: Total and band-by-band t2g σxx (left panels) and Sxx (right panels) as
a function of the total charge at the LAO/STO interface, calculated using a multiband
model [241], according to different band splitting scenarii: from top to bottom, (a) the
3D case; (b) the 2D t2g-degenerate case; (c) the 2D case plus a dxy − (dxz, dyz) band
splitting of 0.1 eV; (d) the 2D case with intersite dxy bands split according to ab initio
calculations for Q = 1/2. Adapted from Reference [241].
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Then, we addressed the thermoelectric properties of layered-STO compounds. In its bulk
form, STO has good thermoelectric properties if doped with donors, providing electrons
to partially occupy the Ti t2g states at the bottom of the conduction band. We also
showed that reduced SrTiO3−δ have similar thermoelectric features as chemically doped
STO (either through La- or Nb- doping). According to popular expectations, incorporat-
ing STO as nanostructures in other oxides insulators should improve the thermoelectric
performance. However, it is found that the layered nanostructures present new DOS
features in the vicinity of the conduction band, with lower weights, which counteract on
the increase of anisotropy expected to improve the thermopower [200]. All the investi-
gated nanostructures have their power factor peaks in the vicinity of the CBM lowered
in comparison to bulk STO. These results suggest that in addition to high anisotropy
in effective masses, large weight are also necessary to increase the thermoelectric power
factor.
Finally, in the light of the analysis of the LaAlO3/SrTiO3 interface done in the previ-
ous Chapters, we also address the thermoelectric properties of the 2DES close to the
TiO2/LaO n-type interface. Indeed, the achievement of the 2DES in the STO system is
achieved without chemical doping, and moreover the electron system self-localizes close
the interface, forming a thin metallic layer. Hence, the LAO/STO interface realizes si-
multaneously a low dimensional system and confinement with large anisotropic effective
masses, which according to solid theoretical considerations should improve the thermo-
electric properties [189, 190, 199, 200]. However, these expectations were not met, as no
improvement was found when comparing the thermoelectric properties of the conducting
LAO/STO interface compared to n-type STO.
We summarize the work of Reference [241], establishing the relation between the loss
of thermopower due to band splitting counteracting the increase expected from confine-
ment. The band profile at the LAO/STO depends on the carrier density, as discussed
in Chapter 4. Therefore, the usual analysis done in the rigid band approximation, in
which the thermoelectric properties at a given temperature is analysed with respect to
the position of the chemical potential assuming that the electronic band structure is not
perturbed by doping, cannot be done for LAO/STO.
This remarkable failure of the rigid band approximation also questions the predictions
calculated from the pristine band structure. The thermoelectric properties calculated
from the band structure of SrTiO3−δ are nonetheless close to the rigid band estimation,
and similar as the case where the properties are calculated from the band structure of
Sr1−xLaxTiO3 [207], in agreement with experiments [67]. This work demonstrates that
first-principles calculations combined with the Boltzmann transport theory can be used
to predict the thermoelectric properties of materials, as well as to provide arguments
to rationalize the different observations in experiments. Furthermore, first-principles




transport in Fe-based Heusler
compounds
In the preceding Chapter, we have seen that the large thermoelectric power factor of
oxides find their origin from their transition metal 3d states in the vicinity of the band
gap, and can be exploited by shifting the chemical potential toward these states. In
the specific case of STO, the carriers in the Ti t2g band yielding large power factor is
characterized by anisotropic effective masses, with a flat energy dispersion along the
Γ → X direction in the IBZ. This specific feature of the band structure translates
into a elongated Fermi surface along that direction. In the present Chapter, we focus
on a specific family of transition metal ternary compounds, the iron-based full-Heusler
compounds Fe2Y Z, which presents similar energy features as the oxides discussed in
the preceding Chapters, and have been proposed as potential good thermoelectrics.
We address the effect of electron doping via chemical substitution from first-principles.
Finally, the findings of a collaboration with experimentalists from the University of
Genoa focusing on Fe2TiSn1−xSbx phases are reported and discussed.
8.1 A brief introduction to Heusler compounds
The Heusler class of compounds is known to display a large variety of properties and
physical phenomena. Their large panel of properties make them promising for applica-
tions such as photovoltaics, spintronics, magnetocalorics, and thermoelectrics [249, 250].
These ternary compounds exists in two subcategories, the half-Heusler family (with
denomination XY Z) and the full-Heusler family (with denomination X2Y Z). In the
following, the discussion will be about the iron-based Fe2Y Z compounds. These com-
pounds crystallize in the L21 structure, consisting of four face-centred cubic sublattices
stacked in the (111) direction, as shown in Figure 8.1; in the 16-atoms conventional cell,

















2). The identified space group is Fm3m.
One of the most studied compounds within this family is Fe2VAl, which notably gath-
ered interest for thermoelectric applications. Fe2VAl is a narrow-gap semiconductor,
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Figure 8.1: L21 crystal structure: red (black) line highlights the primitive (conven-
tional) fcc cell.
with a lattice parameter of 5.761 A [251], and with values for the electronic gap ex-
tracted from experiments varying between 100 and 300 meV, depending on the type of
experiments [252–254]. These observations are in agreement with the observed decrease
of the resistivity with increasing temperature, as illustrated on Figure 8.2.(a). Yet, in
spite of such characteristics, photoemission spectroscopy experiments [255–257] detected
the presence of a small, finite density of state at the Fermi level. This small density of
state has led some groups to describe Fe2VAl as a semi-metal, motivated by the small
overlap between Fe t2g and V eg states across an indirect band gap as predicted by DFT
calculations done within the LDA and GGA [258]. These discrepancies between experi-
ments and the presence of the small DOS at the Fermi level have later been characterized
not as intrinsic features of pristine Fe2VAl, but from defects in the sample in the form
of off-stoichiometry [259, 260], antisite defects [261] or weak localization [257]. These
results are also supported by first-principles calculations [24], which report the opening
of the band gap between the Fe t2g and V eg states by better treating the exchange-
correlation effects typically badly described by the usual semi-local functionals (LDA,
GGA).
In terms of magnetic properties, pristine Fe2VAl is non-magnetic, according to the Slater-
Pauling [249, 250, 262, 263] function:
M = (N − 24) µB (8.1)
where M is the unit cell magnetization and N the number of valence electrons within
the unit cell. For pristine Fe2VAl, N is equal: 2 × (8) + 5 + 3 = 24, so that M =
0 µB. Any deviation from stoichiometry induces spontaneous magnetic moments [264,
265], which are also reproduced by first-principles calculations based on supercell setups
incorporating defects, such as excess Fe or V [266], as well as antisite defects [24].
The presence of defects in real samples, associated with in-gap states, may also ex-
plains the scattering between the different reported thermopowers in the literature,
as shown in Figure 8.2.(b). The strong sample dependence, with both positive and
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(a) (b)
Figure 8.2: (a) Temperature dependence of the electrical resistivity of Fe2VAl as
measured from experiments [256, 268–271]. (b) Temperature dependence of the Seebeck
coefficient of Fe2VAl as measured from experiments [268–272]. Adapted from [273].
negative Seebeck coefficients, highlight the strong sensitivity of Fe2VAl on carrier dop-
ing. The thermopower measurements also provide information on the nature of pris-
tine Fe2VAl: using the semimetal band structure calculated from semi-local function-
als, Do et al. reports that no thermopower above ±50 µVK−1 can be predicted from
first-principles for stoichiometric Fe2VAl [258], in contradiction with experiments, as
shown in Figure 8.2. With n-type doping, there is a reported measured power fac-
tor PF = 5.4 mW/m K2 for Fe2VAl1−xSix (x = 0.1) in the 300 − 400 K temper-
ature range [267] and PF = 6.8 mW/m K2 for for off-stoichiometric Fe2V1+xAl1−x
(x = 0.05) [255]. With p-type doping, and within the same temperature range, a
value PF = 4.2 mW/m K2 for Fe2V1+xAl1−x (x = −0.03) has also been reported [255].
These values of power factor are within the same order of magnitude as Bi2Te3-based
thermoelectrics in the same temperature range. However, in terms of thermal conduc-
tivity, it is in one order of magnitude larger than Bi2Te3-based compounds for stoichio-
metric Fe2VAl, leading to thermoelectric Figure of Merit ZT ≈ 0.14, as measured for
Fe2VAl0.9Si0.07Sb0.03 [268]. Nevertheless, the large power factor, characterizing a large
voltage generation during the conversion process, is promising enough for waste heat
recovery application.
The large power factors found in Fe2VAl, as well as the benefits in term of lack of toxicity
and high stability make the compound an ideal candidate for larger scale applications,
similarly to the oxides discussed in the previous Chapter.
Another iron-based full-Heusler compound that is gathering growing interest is Fe2TiSn.
This compound specifically shares a lot of properties with Fe2VAl. It crystallizes in the
stable L21 structure, and is non-magnetic as well, in agreement with the Slater-Pauling
picture. It is a semiconductor with a band gap arising from large Fe d−d hybridization,
with Fe t2g states constituting the valence band maximum and Fe eg states constituting
the conduction band minimum [201, 274, 275]. In the same fashion as Fe2VAl, it has
been suggested that magnetism in Fe2TiSn arises from disorder [276, 277], which is also
expected to induce in-gap states. In addition to these properties, it is expected, from
the predictions of first-principles calculations [201], that n-type doped Fe2TiSn displays
an even larger power factor than Fe2VAl. Despite this promising aspect of Fe2TiSn, and
in contrast to Fe2VAl, there is yet no report of n-type conductivity: the literature only
contains reports of p-type conductivity, even when doped with donors. This peculiar
aspect of Fe2TiSn will be a topic of discussion, in the later part of this manuscript.
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Figure 8.3: Electronic band structures and thermoelectric power factors with respect
to chemical potential, estimated from first-principles at 300 K, for Fe2VAl, Fe2NbGa,
Fe2TaIn, Fe2TiSn, Fe2ZrGe and Fe2HfSi. The bold line indicates the band of Fe eg char-
acter, while the dashed line indicates the band of Y eg character. On the power factor
plots, the arrows show the maximum of power factor peak for Fe2VAl and Fe2TiSn.
Adapted from Reference [25].
Why is there a growing interest in these full-Heusler compounds for thermoelectric appli-
cations, aside the promising power factor found in Fe2VAl ? Interest basically sparkled
from a theoretical study [25] focusing on the electronic properties Fe2Y Z compounds,
expected to be non-magnetic based on the Slater-Pauling argument, with the same spirit
as a high-throughput study: a large panel of configurations, yielding zero net magnetic
moments and presenting an electronic band gap, was screened from first-principles. The
result of this study can be summarized as follows: the large power factors calculated
for these compounds in the vicinity of the band gap is due to the Fe eg states which
present a highly anisotropic band dispersion, nearly flat in the Γ → X direction in the
IBZ, but highly dispersive in the other directions, as shown in Figure 8.3; this feature
is quite reminescent of dispersion the Ti t2g bands in bulk STO. At first glance, it is
also much flatter in the Γ→ X direction than the Ti t2g bands in bulk STO, simply by
looking at the difference of energy between Γ and X points: 62 meV for Fe2TiSn, for
example, while 170 meV for STO. The relaxation time, estimated by fitting the calcu-
lated electrical resistivity ρτ to the experimental value of 0.65 mΩ cm for Fe2VAl1−xMx
(M = Si, Ge) at doping x = 0.03 at 300 K [278, 279], has a value of 3.4 × 10−14 s,
which is basically one order of magnitude higher than the relaxation time usually found
in oxides (∼ 1 fs), which is also expected to increase the mobility of the carriers, as
expected from a free-electron-like picture (Equation (6.38)).
As shown in Figure 8.3, the flat Fe eg band is not necessarily at the bottom of the
conduction band. In the specific case of Fe2VAl, the V eg band constitutes the CBM,
while the Fe eg is 0.6 eV above the CBM. Hence, shifting the chemical potential toward
the Fe eg via chemical substitution is not possible. Moreover, the dispersive V eg is
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Fe2VAl Fe2TiSn Fe2NbGa
Figure 8.4: Fermi surfaces associated with optimal n-type doping, corresponding to
the chemical potentials maximizing the power factor at 300 K as displayed in Figure 8.3
for Fe2VAl, Fe2TiSn and Fe2NbGa. Recomputed by the author from the inputs of
Reference [25].
detrimental to the power factor, and should be moved above the flat band to yield large
power factor. Looking at the other Heusler candidates in Figure 8.3, one can see that all
the other candidates, with a Fe eg CBM, present a large peak of power factor reaching
up to 14−20 mK/mK2 at room temperature, which is 4 to 5 times larger than the power
factor found in Bi2Te3-based compounds. These peaks of power factor can be reached
with proper n-type doping, with electron densities around ∼ 1021 cm−3. These peaks
of power factor are associated with Fermi surface featuring the tubular (or pipe-like)
shapes, as shown in Figure 8.4 for the specific cases of Fe2VAl, Fe2TiSn and Fe2NbGa.
The n-type doped Fe2Y Z compounds therefore realize the requirements described by
Mahan and Sofo [199, 200] for large power factor. It is also remarkable that the lobes
around the X points for the Fe2NbGa Fermi surfaces (arising from the Nb eg band),
do not have an ellipsoidal shape, but also present a small directional character, with
foldings increasing the overall surface, and leading to a large effective density of carriers
involved in the transport properties.
8.2 Doping-induced magnetic instabilities in full-Heusler
compounds and impact on the thermoelectric proper-
ties
In the previous Chapter, the discussion focused on layered-oxides, and the special case
of STO-based nanostructures whose thermoelectric properties are not improved over
bulk STO, despite featuring the same band feature with enhanced anisotropy. In the
specific case of LAO/STO heterostructure, the failure of the rigid band approximation
(with explicit dependence of the band profile with respect to carrier density) makes
its use questionable when addressing the thermoelectric properties of materials from
a theoretical point of view. Given the observed physical phenomena emerging from
defects for Fe2VAl and Fe2TiSn, and in particular, in the light of the Slater-Pauling rule
(Equation (8.1)), any deviation from stoichiometry is expected to gives rise to magnetism
and to alter the band structure significantly, further questioning the validity of the rigid
band approximation.
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It is consequently legitimate to further study these compounds. In this Chapter, we
study a few selected Fe2Y Z compounds, by incorporating the donor species in a supercell
setup, as done in the previous Chapters to model defects in LAO/STO systems, and to
evaluate the effect of chemical substitution on the band structure, and how the overall
thermoelectric properties are affected by these changes.
8.2.1 Computational details
DFT calculations were performed using the B1 Wu-Cohen [42] (B1-WC) hybrid func-
tional, as implemented in the CRYSTAL code [37, 44], and the generalized gradi-
ent approximation (GGA) with the Perdew-Burke-Ernzerhof flavour for the exchange-
correlation functional [10] including a Hubbard-like U correction.
Within the hybrid functional framework, we explored the effects of chemical substitution
in Fe2Y Z1−xAx compounds, which shall be referred to as Fe2Y ZA in the following, with
A = Si,P,Ge, Sb at densities x = 0, 1/48, 1/32, 1/16. The geometry of the supercells
used for these compositions is shown in Figure 8.6. These compounds have been chosen
for two reasons: first, they are all predicted to be thermodynamically stable, as shown in
Figure 8.5. On the other hand, the profile of the CBM in Fe2TiSi, Fe2TaGa and Fe2NbGa
are intermediate between Fe2TiSn and Fe2VAl in term of the relative positions between
the Fe eg and Y eg bands.
The basis set used in the following study are the same as in Reference [25] and are taken
from Reference [280] for Fe, [281] for Ti, [40] for Sn (976-3111(631d) with the outermost
Gaussian exponent sp = 0.1053), Sb, Nb (976-31(631d)) , Al (88-31 with the optimized
outermost Gaussian exponent sp = 0.1) and Ta, [282] for V and Ge, [283] for Ga, and
[284] for Si. The outermost two sp and one d gaussian exponents of Fe, and V, and
the outermost sp exponent of Al were optimized in Fe2VAl. Their respective values are:
1.155, 0.2817, 0.2439, 0.8335, 0.1151, 0.338, and 0.1. An effective core pseudopotential
has been considered for the specific case of Ta, whereas all the other elements are treated
at the all-electron level.
Spin-polarization is considered: an initial magnetic moment of 1 µB/u.c. is imposed to
the unit cell during the first 3 steps of the self-consistent cycle. Different Monkhorst-
Pack [43] meshes of special k-points have been used: i) a 9×9×9 mesh for the structural
relaxation of the undoped unit cells; ii) a 5 × 5 × 5 mesh for the structural relaxation
of the doped supercells; iii) a 10 × 10 × 10 mesh for the computation of the electronic
properties; and iv) a 32 × 32 × 32 mesh for the computation of the thermoelectric
properties. The energy convergence criterion is set to 10−9 Ha. For relaxation, we fix
a threshold of 3 × 10−4 Ha/Bohr on the root-mean square values of energy gradients
and of 1.2 × 10−3 Bohr on the root-mean square values of atomic displacements. A
temperature smearing of the Fermi surface is set to 3.2 × 10−4 Ha. We report the
relaxed lattice parameters in Table 8.1. Within B1-WC, the lattice parameters are
slightly underestimated (∼ −3%). Fixing the lattice parameter to the experimental
values does not significantly alter the band gaps. For the rest of the discussion, we will
only consider the fully-relaxed systems.
Within the DFT+U formalism, we explored, at the same time, the effect of extra carriers
injected in the pristine phases, bypassing the insertion of atomic impurities, to disentan-
gle the electronic from the ionic and bonding contributions. This effect is also studied
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Figure 8.5: Map of the thermodynamic stability of Fe2Y Z compounds (as measured
by the energy with respect to hull) computed at 0 K as a function of the Y and Z atomic
radii. A negative number (inverse energy above hull, green colour) corresponds to a
stable phase and a positive number (energy above hull, red colour) to an unstable one.
Circles (respectively squares) correspond to compounds (respectively not) previously







Figure 8.6: Supercells for the Fe2Y Z1−xAx compounds, for (a) x = 0, (b) x = 1/48,
(c) x = 1/32 and x = 1/48.
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g aU (A˚) aHy (A˚) aEXP (A˚) Ref.
Fe2TiSn 5.09 2.62 1.29 1.04 6.069 5.912 6.074 [290]
Fe2TiSi 5.02 2.47 1.41 1.51 5.714 5.562 5.720 [291]
Fe2VAl 5.02 4.86 1.09 0.94 5.733 5.579 5.761 [251]
Fe2TaGa 5.02 1.28 1.35 0.70 5.929 5.723 - -
Fe2NbGa 5.03 1.55 1.02 1.01 5.934 5.720 - -




g aU (A˚) aHy (A˚) aEXP (A˚) Ref.
Ru2ZrSn 2.90 1.09 0.17 - 6.479 - - -
+ SOC 2.88 1.03 0.15 - 6.479 - - -
Os2HfSn 2.67 0.99 0.59 - 6.484 - - -
+ SOC 2.82 0.25 0.14 - 6.483 - - -
Table 8.1: Self-consistently determined U (in eV) for the transition metal atoms (Fe
and Y sites) in the studied X2Y Z compounds; obtained energy gap (Eg, in eV) and
relative optimized lattice parameters for the DFT+U (U ) and B1-WC (Hy) calculations
and experimentally available lattice parameters.
in similar compounds to Fe2Y Z, based this time on 4d and 5d electrons, Ru2ZrSn and
Of2HfSn. The DFT+U simulations using the ABINIT code [285] were performed within
the PBE [286] flavour of the generalized gradient approximation (GGA). We make use
of the U correction in order to treat the electronic correlations on the transition metal
atoms d orbitals [287] and we self-consistently determined the Hubbard-like U correc-
tion using the linear response formalism [12], with 5.0× 10−2 eV degree of convergence
on the U values, corresponding to a lattice parameter optimization tolerance of the or-
der of 10−3 A˚. We used projected augmented-wave (PAW) pseudopotentials [288] taken
from the JTH table [289] and in order to achieve a satisfactory degree of convergence
(∼ 0.01 meV energy differences), the plane wave expansion has been truncated at a
cutoff energy of 653 eV and the integrations over the Brillouin Zone were performed
considering 203 uniform Monkhorst-Pack grid [43]. In this framework, we obtain (see
results shown in Tab. 8.1): 1) lattice parameters in perfect agreement with available
experiments (∆a < 0.5 %); 2) similar static and dynamic charges on each atomic site
with respect to B1-WC calculations (not shown) and 3) band structures comparable to
B1-WC [25]. However, for Fe2TiSi and Fe2TiSn the relative position between the Fe
and Ti eg bands is inverted with respect to B1-WC as a consequence of the two different
methods. For this reason, we decided to set UTi = 5.6 eV to obtain a band arrange-
ment similar to B1-WC. In addition, the effect of the spin-orbit coupling (SOC) has
been checked on the 4d and 5d transition metals computing again the self-consistent U
values, the equilibrium lattice parameters and the electronic properties. These results
are also reported on Table 8.1.
The transport properties have been computed in the constant relaxation time approx-
imation within the semi-classical Boltzman approach using BoltzTraP [32] using the
eigenvalues extracted from the DFT calculations. The constant relaxation time τ =
3.4× 10−14 s is taken from Reference [25], estimated by fitting the calculated resistivity
to experiments [278, 279] as described in the precedent Section.
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8.2.2 Donor density effects
With the objective to explore and analyse the effect of chemical substitution on the
electronic properties, we first focus our study on Fe2TiSnSb. Figure 8.7 displays the
total and atom-projected DOS for Fe2TiSnSb at different dopant concentrations as well
as for the undoped case. First and foremost, we analyse the DOS for the non-magnetic
(NM) phase for x = 1/32 (Figure 8.7.(b)). In this phase, the donor electron density is
6 × 1020 cm−3. The donor electrons are favoured to occupy the Fe states at the CBM,
due to their weak bonding with their belonging nuclei. Hence, the Sb atoms act as
shallow donors [292, 293], with the donor state resonant inside the conduction band,
above the minimum. From Effective Mass Theory [294–296], a small energy shift of the
CBM is expected, so that only a slight change in the DOS occurs with respect to the
pristine phase. The binding energy of the donor level EbD with respect to the CBM and











where m (m∗) is the mass (effective mass) of the additional electron, εr is the crystal
dielectric constant (= 36, calculated within the B1-WC), R∞ is the Rydberg constant
with hc R∞ = 13.61 eV and aB = 0.53 A˚, the Bohr radius. For Fe2TiSn, the inertial
effective mass m∗I = 0.45 me (calculated from Equation (7.4) based on the components





I) ≈ 5 meV and aD(m∗I) ≈ 42 A˚ ; (8.4)
These results are in agreement with the predictions seen in Figure 8.7.(b): the shallow
donor mechanism induce a defect level practically incorporated in the conduction band,
causing a shift of the Fermi level toward the CBM, as reproduced by a rigid-band-like
picture.
However, when we allow for spin-polarization, this picture is strongly modified: a ferro-
magnetic (FM) half-metallic phase is energetically favoured, inducing in-gap states (see
Figure 8.7.(c)). At x = 1/48, those states are mostly isolated and of Fe eg character (Fig-
ure 8.7.(c)). The exchange-splitting is 0.46 eV, with magnetic moments µFe = 0.28 µB
on the Fe atoms surrounding the impurity (schematically shown in Figure 8.8). The
moment on the next-nearest neighbours (Ti) is one order of magnitude smaller, and
anti-aligned with Fe; on even further atoms (Sn) negligible moments are observed, sig-
nature of a strong localization of the magnetization density. At larger Sb concentration
of 1/32 and 1/16 (Figure 8.7.(d) and (e), respectively) the in-gap states start overlap-
ping with the CBM and the exchange-splitting decreases to 0.27 eV (µFe = 0.22 µB) and
0.31 eV (µFe = 0.23 µB), respectively. For the whole range of doping, the integrated
magnetization density sums to 1 µB per each Sb atom, corresponding to the integrated
DOS of the additional occupied state up to EF . The FM transition drives the doped
compound to a half-metallic ground state, and highlights a behaviour completely missed
in rigid band approximation. Similar results have been obtained in Fe2TiSnAs (not
shown), attesting that this behaviour is independent of the dopant specie.
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Figure 8.7: Density of state of Fe2TiSnSb compounds (x = 0, 1/48, 1/32, 1/16), with
the atomic contributions (the Sb contributions are 20 times magnified), normalized
to the x = 1/16 supercell. The positive (negative) values are for majority (minority)
spin states. The Fermi level is given in dashed lines. The small arrow indicates the
near-isolated in-gap level for x = 1/48, also illustrated in the inset.
8.2.3 Chemical effects
The rigid band approximation is violated when accounting for explicit doping in Fe2TiSnSb
given the large exchange-splitting.
It might be questioned if this behaviour is generic to the whole series of Fe2Y Z com-
pounds. From the different band structures shown in Figure 8.9 (x = 1/32 and x =
1/16), we observe that a magnetic instability is present in Fe2TiSnSb, Fe2TiSiP and
Fe2TaGaGe (with magnetization energies ∆E = ENM −EFM between 1 and 5 meV/f.u.
stabilizing the FM phase) but absent in Fe2NbGaGe and Fe2VAlSi. As illustrated in
Figure 8.9 (x = 0), the distinct behaviours can in fact be linked to the electronic band
structure of the host matrix, and in particular to the relative positions of the Fe and Y
eg bands at the CBM. For Fe2TiSn and Fe2TiSi the eg bands of Ti lie well above those of
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Figure 8.8: Schematic arrangement of the doped Fe2TiSnSb magnetic moments sur-
rounding the Sb impurity.
Fe. Under doping, the extra electrons populate the flat band associated to Fe eg states
showing half-metallic exchange-splitting. At the opposite, in Fe2NbGa and Fe2VAl the
eg bands of Nb and V lie well below those of Fe. The extra electrons populate therefore
the highly dispersive Y eg band and no magnetic transition is observed. Fe2NbGa is
in an intermediate situation with Fe and Ta eg states closer in energy so that at the
investigated doping concentrations both are occupied. The system exhibits a magnetic
instability but the difference of energy between FM and NM phases is smaller than for
Fe2TiSn and Fe2TiSi.
In this band structure analysis, the role of the occupancy of the Fe eg states, at the
origin of the magnetic instability observed in Fe2TiSnSb, is highlighted. For the case of
doped Fe2VAl, we show that the rigid band approximation remains valid, therefore the
relaxation time estimated from experiments [278, 279] is likely to be a good estimation
in regards to conductivity.
8.2.4 Origin of the magnetic instability
From the above, it appears that a magnetic instability takes place when doping electrons
start populating the localized Fe eg states. In order to validate this explanation and ex-
plore further the origin of the magnetic instability, we performed a simple computer ex-
periment. Considering Fe2TiSn as an arbitrary reference compound, we artificially tuned
the amplitude of the UTi parameter (from 0.0 to 5.6 eV) in order to modify the relative
position of Fe and Y (Ti) eg levels and properly mimic the distinct band structures of the
whole set of Fe2Y Z compounds reported in Figure 8.9, but without explicitly changing
the cations. The different eg band arrangements are illustrated in Figure 8.10(a-d) (top
row) and then used as hosts for electron doping (adding electrons compensated by a
positive background). The spin-projected DOS at EF and the total cell magnetization
as a function of the carrier concentration are reported in Figure 8.10(a-d) (bottom row).
In order to determine the doping windows where itinerant electron magnetism (typical of
intermetallic alloys [249, 297]) is eventually expected to dominate [298–300], the Stoner
criterion [300, 301] is also evaluated : a FM state is favoured when the product between


























































































































x = 0 x = 1/32 x = 1/16
Figure 8.9: Spin-resolved Fe2Y ZA B1-WC band structures in the associated irre-
ducible Brillouin Zone (Fm3m, Im3m and Pm3m, respectively, for x = 0, 1/32 and
1/16). The black (red) curves are for the majority (minority) spin states. Blue dashed
line: EF ; the zero energy is set to the bottom of the Fe eg band at Γ. Red dashed lines:
minority spin channel.
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the non-magnetic DOS at EF and the energy needed to flip a spin (∆Eex) is larger than
one:
St = DOS(EF)×∆Eex > 1 (8.5)
The band structures in Figure 8.10(a-d) properly reproduce the different regimes identi-
fied in Fig.8.9. When the Y eg states lie below the Fe eg states (panels a-b), the system
is NM at small carrier concentrations (i.e. when doping electrons occupy exclusively Y
eg states) and then becomes FM when the Fermi energy touch the Fe eg states. This
also coincides with St > 1 so that the appearance of magnetism might be compatible
with a Stoner instability. However, when the Fe eg states lie below the Y eg states (pan-
els d), doping electrons occupy directly Fe eg states and the system is always magnetic,
independently of the Stoner criterion. When the Y eg states minimum is below but close
to the eg states, the system is initially NM and becomes FM as soon as these states are
occupied. This points out that, although different regimes might exist depending on the
value of St, appearance of magnetism is not necessarily the result of a Stoner instability
but rather intrinsic to the Fe 3d (eg) states which are strongly localized and experience
robust magnetic exchange interactions.
This means that in compounds like Fe2TiSi or Fe2TiSn, a magnetic ground state cannot
be avoided, even at small carrier concentrations such that St < 1. It suggests also
that substituting the strongly localized 3d orbitals of Fe by the more delocalized 4d
or 5d orbitals of Zr or Hf might delay the appearance of magnetism. To proof this,
we considered Ru2ZrSn and Os2HfSn. As illustrated in Figure 8.10(e-f), in these cases
magnetism is no more intrinsic to the occupancy of the d-states: it results from a Stoner
instability and appears only when St > 1, leaving a wide set of carrier concentrations
for which the system remains non magnetic.
For heavy cations, one could expect that the spin-orbit coupling (SOC) (neglected for
Fe above) might play an important role, and we further include it in the Ru and Os
calculations. As can be seen in Figure 8.10(e), it has no significant effect in the case of
Ru2ZrSn. For Os2HfSn however, it changes the band structure more substantially, and
suppresses the magnetic instability in the whole range of carrier concentrations explored
in Fig. 8.10.(f)
8.2.5 Thermoelectric properties
Having demonstrated the appearance of a magnetic instability under doping, it is now
important to clarify its consequences on transport and TE properties. To this end,
we compare the evolution of the PF as a function of the chemical potential, µ. Our
calculations rely on Boltzmann transport theory and the rigid band approximation using
either the electronic band structure of the pristine phase or that of the doped system
in the NM and eventually FM configurations. For the purpose of comparison, in the
latter cases, the zero of µ was defined in order to align deep energy levels on those of the
pristine phase. Ideally, calculations at each µ should rely on the band structure at the
related carrier concentration. Still, comparing here full curves obtained from the rigid
band structure at different carrier concentrations allows us to probe the quality of the
rigid band approximation.
The results for two representative cases, Fe2TiSnSb and Fe2NbGaGe (x = 1/16 at 300 K),
are shown in Figure 8.11.(a) and (b) respectively. A vertical line locates the position EF
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when considering the band structure of a doped system. For Fe2NbGaGe, which remains
NM at x = 1/16, the shape of the PF remains almost unchanged when using the band
structure of the pristine or explicitly doped phase, with just a slight reduction of the
main peak by a factor 1.3. This confirms that, as already shown in Figure 2, doping does
not significantly affect the band structure so that the rigid band approximation provides
a realistic estimate of PF in that case. This remains true for Fe2TiSnSb when considering
the NM phase. However, when considering the band structure of the FM ground state
at x = 1/16, the PF changes drastically and the main peak shifts and drops by a factor
of 4.3. This highlights that the exchange-splitting is strongly detrimental to the PF.
This can be related to the sensitivity of S to the modifications of band structure and
chemical potential: although the number of additional carriers is fixed in both case (one
electron per site), fewer states in a range of kBT around EF contribute to transport,
causing the decrease of S. Such an effect cannot be anticipated when considering the
pristine phase and the rigid band approximation.
In Figure 8.11.(c), we report the temperature dependence of the PF for various doped
Fe2Y ZA systems at dopant concentration x = 1/16, using the band structure under
explicit doping and for the magnetic ground state. Although the values are reduced
compared to those previously reported [25], relatively large PF can still be observed.
The largest values are for Fe2NbGaGe (which remains NM) and Fe2TaGaGe (which is
at the limit of FM). But, even the PF of Fe2TiSiP, although significantly reduced by
the FM instability, remains sizeable and larger than that of Fe2VAlSi, confirming the
interest of Fe2Y Z compounds for TE applications.
As previously discussed, substituting Fe by Ru or Os is a way to delay, or even suppress,
the emergence of the detrimental magnetic instability, enlarging the doping region in
which the system remains NM. In Figure 8.11.(d), we report the PF of hypothetical
Ru2ZrSn and Os2HfSn at 300 K. For Ru2ZrSn, relying on the band structure of the
pristine phase we predict a large PF of 16.1 ×10−3 W/m K2. This result is confirmed
from calculations with the band structure at a carrier concentration of 2.5 ×1020 cm3
and remains valid in the NM regime. At larger carrier concentrations around n =
10.0 ×1020 cm3, the PF is significantly reduced when reaching the FM regime. For
Os2HfSn, SOC can no longer be neglected and suppresses the magnetic instability in
the whole range of studied carrier concentrations. In that case, although the band
structure is significantly modified by SOC, the PF can still reach extremely large values
of 22.3× 10−3 W/m K2 (up to 45.5× 10−3 W/m K2 when neglecting SOC - not shown).
Although Zr and Hf are expensive and likely not a scalable solution for TE applications,
this confirms that larger PF can be achieved using 4d and 5d elements [302].
8.2.6 Summary
With B1-WC and DFT+U first-principles approaches, we demonstrate that it is some-
times necessary to go beyond the rigid band approximation to properly assess the prop-
erties of a doped system. From one hand, our findings confirm the results obtained
by Bilc et al. [25] regarding potential candidates for TE applications and, on the other
hand, we unveil that such materials, owning “flat-and-dispersive” 3d bands, are prone to
undergo electronic-driven magnetic phase transitions, which invalidates the rigid-band
approximation. We discover that the consequent loss of carriers contributing to trans-
port, in certain cases is not dramatic, since it still maintains power factors larger than
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Figure 8.11: On the top, spectral PF with respect to µ, at 300 K, in the rigid
band approximation, and for explicitly doped (a) Fe2TiSnSb and (b) Fe2NbGaGe with
x = 1/16. On the bottom: (c) panel, PF of Fe2Y ZA compounds for x = 1/16 with
respect to temperature (note that for the high temperatures, near 600 K, the constant
relaxation time overestimates the PF [25]) and (d) PF of artificially doped Ru2ZrSn
and Os2HfSn (n values are expressed in 10
20 cm−3). The vertical dashed lines are the
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Figure 8.12: Os2HfSn orbital-weighted band structures calculated from DFT+U (a)
without SOC interaction and (b) with SOC interaction.
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other prototypical TE systems (PF ∼ 3− 7 mW/m K2 at 300 K in Fe2VAl [278, 279] or
∼ 4− 5 mW/m K2 in PbTe [303]).
8.3 Thermoelectric properties of chemically substituted
Fe2TiSn1−xSbx compounds
At this stage, there remains a lack of experimental investigations on the thermoelectric
properties of doped Fe2Y Z (Fe2VAl aside). Amongst the most stable Heusler phases,
Fe2TiSn has been considered as the most promising candidate. A collaboration with
experimentalists from the University of Genova opened the opportunity the present the
first experimental study of the thermoelectric properties Fe2TiSn1−xSbx. Contrasting
results compared to n-type doped Fe2VAl will be presented and rationalized with first-
principles calculations. The following results have been published as an article [304];
the experimental results presented in this Section are realized by the co-authors of the
manuscript.
8.3.1 Experiments
Polycrystalline samples of Fe2TiSn, Fe2TiSn0.9Sb0.1, Fe2TiSn0.8Sb0.2 are prepared start-
ing from pure elements (99.9 wt% purity for Fe and Sn, 99.99 wt% purity Ti, and 9.999
wt% Sb) weighted in stoichiometric quantities. The metals, in small pieces, are first
pressed together to form a pellet and then arc melted in a high-purity argon atmo-
sphere, after the fusion of a Ti-Zr alloy as a getter. The buttons are remelted several
times after turning them upside-down, in order to ensure a good homogenization. After
melting, the samples are wrapped in Ta foils, closed in silica ampoules under vacuum,
and annealed. The annealing conditions are chosen after some preliminary tests on the
undoped compound, treated at temperatures between 600 ◦C and 800 ◦C for a time
varying between 7 and 30 days. A thermal treatment at 700 ◦C for 8 days is then
applied to all samples as a compromise between results in terms of phase purity and
homogeneity and an overly long annealing time.
Both as-cast and annealed samples are characterized by x-ray powder diffraction and
microscopic techniques. X-ray diffraction analysis is carried out by means of a powder
diffractometer in reflection mode (Bragg-Brentano geometry, Ni-filtered Cu Kα or Fe-
filtered Co Kα radiations, silicon as an internal standard, a = 5.4308 A). Intensity data
for Rietveld refinements are collected in 10 − 110◦ 2ϑ range, with 0.02◦ in ϑ steps and
counting times of 15 − 20 s/step. The structural fits are done by means of the FULL-
PROF program [305]. The homogeneity of the samples is checked by a scanning electron
microscope–energy dispersive system (EDS) (Leica Cambridge S360, Oxford X-Max20
spectrometer, with software Aztec). After standard micrographic preparation, the spec-
imens are graphitized and analysed at a working distance of 25 mm, with acceleration
voltage 20 kV.
Magnetic susceptibility χ(T ) is measured in a commercial superconducting quantum
interference device (SQUID) magnetometer by Quantum Design from 1.8 to 300 K in
magnetic fields 50−100 Oe. Electrical resistivity (ρ), magnetoresistivity, and Hall resis-
tance (RH) measurements by four-probe technique are performed in a physical properties
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measurement system (PPMS) by Quantum Design at temperatures from room temper-
atures down to 10 K and in magnetic fields up to 90 000 Oe. The Seebeck (S) effect
and thermal conductivity (κ) are measured with the PPMS thermal transport option in
continuous scanning mode with a 0.4 K/min cooling rate.
8.3.2 Computational details
The hybrid functional calculations are performed with the same technical details as
in the previous Section (convergence threshold criteria, smearing of the Fermi surface
and basis sets). This time, we compute the properties of pristine Fe2TiSn by using a
Monkhorst-Pack [43] of special k points of 9×9×9, ensuring a total energy convergence
of ∼ 0.01 meV to perform the relaxation of the structure. A refined 18 × 18 × 18
mesh is used to refine the electronic structure after relaxation. For the thermoelectric
properties, we use the BoltzTraP code to compute the Seebeck coefficient S and Hall
coefficient RH from the Boltzmann Transport Theory within the constant relaxation
time (τ) approximation. Within this approximation, scattering mechanisms are ignored
and both S and RH are independent of τ .
Possible native point defects are also studied in a 2× 2× 2 cubic supercell (128 atoms)
containing one defect (with density of about 6×1020 cm−3). Ti and Sn neutral vacancies
(referred to as VSn and VTi in the text) are modelled by the means of ghost atoms, i.e.,
the associated cores and electrons are removed from the cell, but the basis set associated
to the original atom remains on the site to properly model the electron density within
the vacancy [44]. Regarding the antisite defects, we build two systems by switching the
position of nearest-neighbours Ti-Fe (TiFe)and Sn-Fe SnFe. The electronic structure of
the supercells is estimated at the fixed pristine geometry (a) using a 5 × 5 × 5 k grid,
since the geometrical relaxation of the atoms surrounding the defect is not expected to
change the donor/acceptor nature of these defects.
8.3.3 Results for undoped Fe2TiSn samples annealed at different tem-
peratures
The results of both x-ray diffraction (XRD) and microscopy evidence that the Fe2TiSn
phase with the Heusler L21 structure already forms in the as-cast sample, in agreement
with known data on ternary Fe-Ti-Sn phases in the literature [306] as well as the ther-
modynamic stability predicted by theory (Figure 8.5). The x-ray powder diffraction
pattern of the as-cast samples is displayed in Figure 8.13. The compositional variability
analysed from EDS shows a compositional variability within ∼1 wt % in the undoped
samples, with an slight excess of Fe and a slight defect of Ti with respect to the ideal
stoichiometry 2 : 1 : 1. In addition to the formation of the Fe2TiSn phase, extra phases
are present in small percentages (< 5 wt %), typically Sn and/or Ti finely dispersed in
the matrix, but also binary or ternary phases: in particular, the as-cast sample contains
traces of Sn and Ti. The analysis of the annealed samples show traces of FeSn and Sn
(annealed at 600 ◦C) or other ternary phases (Fe,Ti)Sn2 and Fe2(Ti, Sn) (annealed at
800 ◦C) in addition to small traces of Sn and Ti. Amongst all samples, the one annealed
at 700 ◦C only contains traces of Sn as an extra phase, and is therefore the most homo-
geneous. Consequently, the temperature of 700 ◦C is chosen for the thermal treatment
of the Sb-doped samples. A more detailed analysis of the samples discussed here are
available [307].
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Figure 8.13: Rietveld refinement plot of the as-cast Fe2TiSn sample. Red, black,
and blue lines correspond to experimental, calculated, and difference (observed minus
calculated) curves, respectively. Vertical bars represent Bragg positions of reflection
peaks. The sample contains elemental Sn as secondary phase (4 wt %). RB = 2.31
(main phase Fe2TiSn), Rwp = 2.03, χ
2 = 1.53.
The temperature dependences of the resistivity, carrier density and mobility measured
in the undoped samples (with the different thermal treatments) are given in Figure 8.14.
In all cases, two or three pieces of the prepared lump are measured and compare, as
a test of homogeneity. The absolute values are affected by a significant uncertainty of
about 20%, related to the estimation of the geometrical factors due to the irregular
shape of the different pieces. Yet, the dependence of the measured properties as a func-
tion of temperature highlight the mechanisms involved in transport. In Figure 8.14, the
resistivity exhibits either a gapless bad metallic behaviour, with a positive temperature
derivative dρ/dT above 100 K (in the as-cast sample) or a small gap semiconducting
behaviour with a negative temperature derivative dρ/dT above 100 K (in the annealed
samples). The temperature dependence is quite weak, in contrast with the larger nega-
tive temperature derivative dρ/dT expected from a semiconductor with a ∼1 eV band
gap, as predicted from first-principles. In Reference [308], the small gap semiconducting
behaviour is ascribed to Fe-Ti antisite disorder. The overall shape of the curves are con-
sistent with the literature data on Fe-deficient samples [309] or sample with excess Fe
and deficient Ti stoichiometry [310, 311]. The comparison with the available literature
suggests that achieving an exact determination of stoichiometry in Fe2TiSn is rather
difficult. Nevertheless, the energy dispersive x-ray (EDX) analyses indicate ∼1 at % Fe
excess and ∼1 at % Ti deficiency, in good agreement with the report of Reference [308].
The carrier density extracted from Hall effect measurements (using a single-band model)
are plotted as a function of temperature in Figure 8.14.(b). The evolution with tem-
perature is weak, unlike that of an undoped semiconductor. Below 50 K, the carrier
density increase of one order of magnitude with decreasing temperature, more visibly
for the as-cast and 600 ◦C samples. In the temperature regime above 50 K, the den-
sity values remain around 1021 cm−3. Moreover, increasing the annealing temperature
slightly decreases the carrier density in the studied temperature range. The positive sign
of the Hall signal points to hole-type carriers. Finally, the carrier mobilities displayed in
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Figure 8.14.(c), extracted from the inverse product of the resistivity and carrier density,
have values ranging from a few to tens of cm2 V−1 s−1, as well as a trend of increasing
mobility with increasing annealing temperature. This suggests a possible healing effect
of annealing on microstructural or substitutional disorder.
Following the analysis of Reference [312], the degree of atomic disorder can be estimated
from the relative height of XRD peaks: the ration of (111) to (220) peak intensities is
used as a measure of Ti-Sn antisite disorder, and Ti or Sn vacancies; the ratio of the
(200) to (220) peak intensities is used as a measure of disorder in the Fe site. It is found
that both ratios I111/I220 and I200/I220 increase monotonically and almost double with
increasing annealing temperature up to 800 ◦C. Hence, the XRD analysis confirms our
expectations from the analysis of carrier mobilities with annealing temperature, and its
healing effect on disorder.
The magnetoresistivity (ρ(H)− ρ(H = 0))/ρ(H = 0) curves, measured at selected tem-
peratures for the as-cast sample and the sample annealed at 700 ◦C, the latter being
representative of the trends observed in all the annealed samples, are shown in Fig-
ure 8.15. For the as-cast sample, an almost vanishing magnetoresistivity lower than
0.6% at 90 000 Oe is observed, while in the annealed samples a sizeable negative con-
tribution is observed at low temperature. Below 50 K, the magnetoresistivity curves
have a cusplike shape, suggestive of a weak localization mechanism, while at intermedi-
ate temperatures of 100− 150 K the negative few percent magnetoresistivity may be of
magnetic origin.
We now address the thermoelectric properties of the Fe2TiSn samples. The temperature
dependence of the Seebeck coefficient S, thermal conductivity κ, thermoelectric figure
of merit ZT , and power factor PF = S2σ are plotted in Figure 8.16. The sign of
the Seebeck coefficient is positive for all samples, in the studied temperature range, as
expected from the hole nature of the carriers determined from Hall effect measurements.
The Seebeck curve of the as-cast sample (Figure 8.16.(a)) increases monotonically, almost
linearly, with increasing temperature, as expected from a metal with constant carrier
density, while the curves of the annealed samples exhibit a broad maximum in the range
200− 250 K, which tends to shift to higher temperatures as the annealing temperature
increases. These shapes are reminiscent of typical semiconducting samples. From our
analysis of the Seebeck curves, we deduce that the hole carrier involved in transport have
a degenerate or metallic character in the case of the as-cast sample, while they have a
thermally activated character in the annealed samples, consistent with the resistivity
curves shown in Figure 8.14.(a). The thermal conductivity curves shown in Figure 8.16
are characterized by a maximum slightly below 100 K, which mark the crossover between
the low-temperature regime (with increasing κ as the temperature increases by excitation
of phonon modes), and the high-temperature regime where phonon-phonon scattering
counter-balances the further activation of phonon modes. The sharpness of the peak
is a strong argument in favour of the good structural quality of the samples, as such a
peak would be easily smoothed by any type of disorder limiting the phonon mean-free-
path. The room temperature values of the thermal conductivity are in the range of a
few W K−1m−1. The thermoelectric figure of merit ZT curves shown in Figure 8.16.(c):
values in the range of 10−3 − 10−2 are reached at room temperature. As a result of the
behaviour of S with temperature, the ZT curve of the as-cast sample is smaller in the
temperature range below 200 K, but monotonically increases with temperature up to
room temperature; in the annealed samples however display a maximum below 300 K.
The behaviour of S curves also affects the power factor, shown in Figure 8.16.(d): for the
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Figure 8.14: Temperature dependence of (a) the resistivity of Fe2TiSn samples with
different heat treatments. (b) carrier densities of the extracted from Hall effect mea-
surements. (c) mobilities of the same samples.


































TiSn annealed at 700°C
Figure 8.15: Field dependence of magnetoresistivity of Fe2TiSn as-cast (upper panel)
and annealed (lower panel) samples.
as-cast sample, there is a monotonic growth of the power factor over the whole studied
temperature range, whereas in the annealed samples a maximum is present below 300 K.
Noteworthy, the sample annealed at 800 ◦C displays the largest power factor of about
∼ 10−4 W/mK2, in the range 200−250 K. This value remains smaller than the reported
∼ 1.5×10−4 W/m K2 at 300 K recently measured in undoped Fe2TiSn samples sintered
by spark plasma sintering under a pressure of 50 MPa at 800 ◦C for 5 minutes [313].
Finally, we report in Figure 8.17 the temperature dependence of the magnetic suscep-
tibility χ(T ) for all the samples in the low-field regime (50 − 100 Oe). The magnetic
signal is ten times smaller from the as-cast sample compared to the annealed samples,
hence the curves are rescaled for clarity and plotted on the right-hand axis. The small
magnitude of the as-cast magnetic signal is consistent with the absence of any magnetic
contribution in the magnetoresistivity, as seen in Figure 8.15, top. A ferromagnetic or-
dering appears below 260 K, well visible in the as-cast sample, and still present in the
annealed samples (even though it is not visible in the scale of Figure 8.17. The shape
of χ(T ) of the as-cast sample is in good agreement with previous reports [290, 314].
A further ferromagnetic ordering appears in the annealed samples, below 50 K, and
could possibly be associated with the regime crossover observed in the resistivity and
carrier density curves at the same temperature, as shown in Figure 8.18. The presence of
these magnetic contribution in both magnetotransport and susceptibility measurements
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Figure 8.16: Temperature dependence of (a) Seebeck coefficients, (b) thermal con-
ductivities, (c) thermoelectric figures of merit, and (d) power factors of the different
samples.
suggests that it may be a characteristic of the main phase rather than the secondary
phases.
After consideration of uncertainty regarding geometrical factor, we can summarize the
following regarding the effect of increased annealing temperature:
1. the carrier density slightly decreases;
2. the mobility of the carriers increases;
3. the Seebeck coefficient is larger in the low-temperature regime (below 100−200 K);
4. a magnetic contribution appears at low temperature;
5. the power factor and thermoelectric figure of merit ZT increase in the low tem-
perature regime, below 200 K.
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Figure 8.17: Zero-field-cooled and field-cooled magnetic susceptibility χ(T ) curves of
Fe2TiSn samples prepared with different heat treatments. For the as cast sample, the
magnetic signal is 10 times magnified and plotted separately on the right-hand axis.
We further remark that, due to the linear increase of its S(T ) curve, the as-cast sample
has a room-temperature figure of merit comparable with the values measured for the
annealed samples.
Clearly, the properties unveiled from these experiments for undoped Fe2TiSn contrast
at first glance with the predictions of the first-principles calculations. The analysis of
the Sb-doped samples may clarify these observations.
8.3.4 Results for Sb-doped Fe2TiSn samples
In view of preparing Fe2TiSn1−xSbx samples, we need to consider the growth conditions
of the undoped samples whose properties are as close as possible to the predictions
from theory. The ideal undoped Fe2TiSn compound to start from should have a carrier
density as low as possible, and exhibit no atomic site disorder and magnetic ordering.
However, all the undoped samples exhibit high carrier densities of ∼ 1021 cm−3, and
a magnetic behaviour below 50 K is clearly visible, even in the annealed samples. In
addition, the weak temperature dependence of the resistivity and the p-type character of
all undoped samples disagree with the electronic structure predicted from theory, with
a well defined band gap. Before clarifying the origin of such anomalous properties by
simulating atomic defects in ab initio calculations, we explore the effect of Sb doping.
We consider the following points:
1. the annealed samples have low carrier densities. In order to emphasize the effect
of donor doping, low carrier density in undoped Fe2TiSn samples is a primary
requirement;
2. the annealed samples all display the largest S, power factors and figures of merit
ZT ;

































































Figure 8.18: Temperature dependence of (a) resistivities, (b) carrier densities ex-
tracted from Hall effect measurements, and (c) carrier mobilities of Fe2TiSn1−xSbx
(x = 0, 0.1 and 0.2) samples annealed at 700 ◦C.
3. it can be expected that with doping, the semiconducting-like shape of the S(T )
curve of annealed samples (with a maximum in the 200−250 K temperature range)
is turned into a metalliclike, monotonically increasing S(T ) curve, thus improving
the thermoelectric properties at room temperature and above, which is the ideal
range of temperature for applications;
4. as mentioned in the previous Section, a higher phase purity is detected in the
SEM-EDS analyses for the sample annealed at 700 ◦C as compared to the others.
After these considerations, Sb-doped samples (with Sb concentration x = 0.1 and 0.2)
have been prepared following the temperature annealing protocol at 700 ◦C for 8 days.
We can now analyse the electronic transport properties of Sb-doped Fe2TiSn and com-
pare them with the properties of the undoped samples, all annealed at 700 ◦C. The



















































Figure 8.19: Temperature dependence of (a) Seebeck coefficients, and (b) power
factors of Fe2TiSn1−xSbx (x = 0, 0.1 and 0.2) samples annealed at 700 ◦C.
temperature dependence of the resistivity, carrier density and mobility are plotted in
Figure 8.18.(a), (b) and (c) respectively. For the resistivity ρ(T ) curves, it is observed
that with respect to the bad-metal behaviour of the undoped sample exhibit weak tem-
perature dependence, 10% Sb-doping decreases the resistivity and induces a mild metallic
behaviour, while 20% Sb-doping increases the resistivity by a factor of ∼50 and induces
a semiconducting behaviour in the whole temperature range, with ρ(T ) decreasing as
the temperature increases.
Consistently, as shown in Figure 8.18.(b), the hole carrier density increases by almost an
order of magnitude from undoped to 10% Sb-doped samples, while for the 20% doped
sample the carrier density is decreased back below the value of the undoped sample.
As Sb dopants are monovalent donors in Fe2TiSn, Sb-doping is expected to introduce
electron-type charge carriers; hence the increase in hole carriers measured in the 10%
doped sample is unexpected in a rigid band approximation approach.
It should be mentioned that the effect of Sb-substitution in Fe2TiSn on the resistivity has
previously been studied (up to 6 5%) in the temperature range 300− 850 K, but a neg-
ligible effect was found [308]. Fully substituted Fe2TiSb is predicted to be a half-metal,
with 100% spin polarization [315]. The mobility of carriers, shown in Figure 8.18.(c),
decreases monotonically with doping.
The magnetoresistance of 10% and 20% doped samples (not shown) display negative
contributions of a few percent in magnitude, with the same shape as those found in the
annealed undoped samples in Figure 8.15.
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To get insights on the effect of Sb-doping on the thermoelectric properties, the tem-
perature dependence of the Seebeck coefficient and the power factor of undoped and
doped samples are given in Figure 8.19.(a) and (b), respectively. In the top panel, we
can compare the evolution of the Seebeck coefficient with respect to temperature for
x = 0, 0.1 and 0.2. The maximum of S present for the undoped sample disappears with
10% doping, the curve instead exhibits a more monotonic increase with temperature,
expected from metals with nearly constant carrier density. At room temperature, the
value of the thermopower in the 10% doped sample exceeds that of the undoped sample.
In contrast, the 20% doped sample has an S(T ) curve shape similar to the undoped
sample, in agreement with the semiconducting behaviour of the resistivity curve ρ(T )
(Figure 8.18.(a)). In terms of power factor, the 10% doped sample exhibits a behaviour
of increasing curve with increased temperature above 60 K, yielding a crossover of the
two curves for the undoped and 10% doped samples at room temperature. Slightly above
room temperature, the power factor of the 10% doped sample is more than twice the
value of the undoped sample. For the 20% doped sample, the power factor is severely
decreased, by two orders of magnitude.
It must be mentioned that a lower density of Sb impurity results in minor effect on the
high-temperature thermoelectric properties (5%, from Reference [308]).
8.3.5 Theoretical results
As discussed beforehand, Fe2TiSn is found to be a nonmagnetic semiconductor with a
band gap of 1.04 eV, as shown in Figure 8.7. This is in agreement with the Slater-Pauling
rule [262, 263], but contrasts with the measured high hole density and the low Seebeck
coefficient of the undoped samples, as shown in Figures 8.14.(b) and 8.16.(a). It must
be noted that similar discrepancies have already been found and explored in Fe2VAl, as
mentioned at the beginning of this Chapter, and which have been attributed to antisite
defects and disorder rather than being an intrinsic property of the pristine phase [24].
In order to investigate and clarify the differences between experiments and simulations
occurring in Fe2TiSn, we estimate the influence on the electronic properties of such
natives defects as antisites and vacancies, whose presence is evidenced even in the un-
doped samples by the structural analyses. The simulated electronic DOS, calculated for
a 2 × 2 × 2 cubic supercell with on (a) TiFe, (b) SnFe, (c) VTi, and (d) VSn defect, are
shown in Figure 8.20, on the panels on the left. From here, we observe the following:
1. All the defects act as acceptor dopant, shifting the Fermi level toward the valence
band;
2. in-gap states appear with respect to the pristine phase;
3. the spin degeneracy is removed.
These results suggest that the as-cast undoped Fe2TiSn samples are actually p-type
doped due to the formation of defects, and they consistently justify the bad-metal be-
haviour of the resistivity, as evidenced in Figure 8.14.(a), as well a the possible magnetic
ordering appearing at low temperature (Figures 8.15 and 8.17), and the hole-like trans-
port (Figures 8.14 and 8.16). To further develop our point, we show in Figure 8.20.(e)
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and (f) the room-temperature Seebeck coefficient and the carrier density as a function
of chemical potential (µ) computed from the eigenenergies of pristine Fe2TiSn.
Following the rigid-band approach, i.e., due to the presence of acceptor defects, µ rigidly
shifts toward the valence band, we recognize that the experimental hole density measured
by the Hall effect at 300 K, n300 K ≈ 1021 cm−3, identifies µ inside the valence band (as
displayed in Figure 8.20.(f), for which the corresponding calculated S is 12 µVK−1, in
agreement with the measurements shown in Figure 8.16).
Upon Sb substitution on Sn sites, providing additional electrons to the system, µ shifts to
higher energies and, at the extreme value of x = 0.2, the experimental density of carriers
decreases by about 1 ordor of magnitude (n300 K ≈ 2× 1020 cm−3), consistent with the
approach of µ to the band gap and the appearance of an experimental semiconducting-
like regime, evidenced by the decrease of the resistivity with the temperature observed
from the 20% doped sample (Figure 8.18.(a)) coming from the compensated hole carriers.
In the same rigid-band picture, we would expect µ at intermediate doping (such a
x = 0.1) to fall in-between the region defined by x = 0 and x = 0.2 [light blue area
in Figures 8.20.(e)−8.20.(g)]; however, this expectation contrasts with the experimental
evidences of large carrier density (n300 K ≈ 4 × 1021 cm−3), lower (larger) resistivity,
and slightly larger (slightly lower) carrier mobilities with respect to the x = 0 (x = 0.2)
case.
This discrepancy might point out limitation of the rigid-band approximation, which does
not account for possible difference in the density of state arising from the formation
of defects, as instead evidenced from our simulations. In this way, in the following
discussion, a possible defect-induced DOS feature is proposed to be responsible for the
experimental observations.
8.3.6 Discussion
We need to consider first the effect of annealing. We observe that annealing increases the
carrier mobility, while slightly decreasing hole carrier concentration. Additionally, the
relative heights of XRD peaks I111/I220 and I200/I220 increase with annealing tempera-
ture, suggesting increasing atomic order. From theoretical calculations, we attribute the
large hole carrier density to atomic disorder. The carrier mobility is certainly limited by
atomic disorder as well. Therefore, all these effects point to a healing effect of annealing
on atomic disorder, and contribute to the improvement of homogeneity and phase purity
in the samples.
We can now address the effect of Sb doping. The comparison of the experimental results
and the ab initio calculations suggests a twofold effect of Sb-doping: on one hand, it
fills bands with electron-type charge carriers, and on the other hand it is responsible
for increased atomic disorder, which introduces hole-type charge carriers. The increased
atomic disorder associated with doping is consistent with the progressive suppression
of carrier mobility with increased doping, even if the relative heights of XRD peaks
I111/I220 and I200/I220 do not show any trend with increased doping.
In the 10%-doped sample, hole doping prevails, resulting in lower and metallic resistivity,
the monotonically increasing S(T ) curve with increasing temperature, and the enhance-
ment of the thermoelectric power factor at room temperature. In the 20%-doped sample
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Figure 8.20: Theoretical results from DFT and Boltzmann transport theory calcu-
lations on Fe2TiSn. On the left column, the electronic DOS is shown, computed for a
2× 2× 2 cubic supercell of Fe2TiSn containing one (a) TiFe , (b) SnFe , (c) VTi , and
(d) VSn defect. The orange background refers to the pristine DOS, and the vertical
dashed lines indicate the Fermi level associated with each DOS, with arrows highlight-
ing their shift caused by the impurity. On the right column, we show the (e) chemical
potential dependence of the Seebeck coefficient at 300 K, (f) the associated carrier den-
sity estimated by the inverse Hall coefficient (with the hole density identified from Hall
measurements for x = 0, 0.1, and 0.2, highlighted within horizontal lines), and (g) the
computed pristine atomic-projected DOS. The experimental carrier densities at 300 K
for x = 0 and x = 0.2 are used to define a chemical potential interval (light blue region)
falling inside the valence band.
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however, the level of disorder is such that it yields much larger resistivity (with a semi-
conducting behaviour with increased temperature), decreased carrier density and a S(T )
curve shape with a broad maximum in the range 200 − 250 K, and severe suppression
of the thermoelectric power factor.
These properties may possibly be explained in terms of disorder-induced Anderson local-
ization [102]. As an alternative mechanism involving the transport and thermoelectric
data measured in the Sb-doped samples, we also suggest that increasing the concentra-
tion of Sb impurities compensates part of the hole carriers whose presence is induced
by native defects, antisites [312] and/or vacancies [316] already present in the undoped
Fe2TiSn phase, which act as p-type dopants as shown in Figure 8.20 (panels on the left).
Moreover, the competition between the donor electrons and the defect-induced holes
makes the system deviate from the monotonic behaviour (expected in a rigid-band pic-
ture as a function of the doping level x) if we assume that the doping process shifts
the chemical potential through a DOS peak, otherwise absent in the pristine structure,
which lies close to the maximum of the valence band at intermediate Sb concentrations.
Hence, for x = 0.1, the carrier density increases by 1 order of magnitude with re-
spect to the undoped samples (Figure 8.18.(b)), although, due to the strongly localized
nature of those defect states, the carrier mobility decreases (Figure 8.18.(c)) and con-
sequently the sample resistivity decreases only slightly, with a weak temperature de-
pendence in the studied range of temperature. This scenario consistently explains the
experimental behaviour of all studied transport properties (resistivity, carrier density,
mobility, and Seebeck coefficient) and explain the recovery at higher Sb concentration
of a semiconducting-like character as predicted for pristine Fe2TiSn.
This concludes our analysis of Sb-doped Fe2TiSn. Despite similar features in term of
electronic properties between Fe2TiSn and Fe2VAl, it is worth comparing these com-
pounds in terms of the role of doping in improving thermoelectric performances. The
large power factor predicted on Fe2TiSn is for strong n-type doping (ne ≈ 1021 cm−3).
Similarly to Fe2VAl [271], Fe2TiSn forms as p-type doped and the atomic disorder affects
significantly the electronic states near the band-gap edges. These states have significant
orbital character from Fe and V(Ti) atoms. From our knowledge, Fe2TiSn has not been
yet experimentally made as an n-type doped material, unlike Fe2VAl [255, 279, 317]. It is
therefore reasonable to expect that atomic site disorder plays a stronger role in Fe2TiSn
than in Fe2VAl. Furthermore, Chaudhuri et al. [312] report that the hole concentra-
tion increases with Sb doping and, concomitantly, the concentration of antisite defects
decreases with Sb doping. This may be explained if the samples contain significant va-
cancy defects which also act as p-type dopants and whose concentration increases with
Sb doping. Regarding the vacancy defects in Fe2TiSn, their presence at a concentration
significantly larger with respect to Fe2VAl and the associated Fermi-level pinning by
atomic defects (both vacancies and antisite) may be the important difference between
Fe2TiSn and Fe2VAl. Indeed, by comparing the data for the undoped samples, undoped
Fe2VAl has a dominant p-type transport character, with a high hole concentration of
about 4.8 × 1020 cm−3 [318], while from our data, undoped Fe2TiSn forms as p-type
doped with a high hole concentration of about 2 × 1021 cm−3 at 300 K; the difference
with Fe2VAl is thus about one order of magnitude, and explains why hole compensation
in donor-doped Fe2VAl can be reached with donor density x = 0.03 [278, 279], an order
of magnitude below the donor density required to compensate the holes in our Sb-doped
Fe2TiSn samples. We can expect that a large fraction of these holes originates from
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vacancies, whose concentration has been estimated up ∼ 1020 cm−3 in Fe2TiSn samples
grown by the optical floating zone technique [316]. In summary:
1. In Fe2TiSn, the resonant and in-gap electronic states generated by vacancy and
antisite defects (which are usually magnetic defects) can pin the Fermi level near
the top of the valence band, making n-type doping inefficient.
2. Anderson localization and hopping-type conduction, as well a magnetic (ferromag-
netic) order may be stronger in Fe2TiSn than Fe2VAl.
8.4 Conclusions
In this Chapter, we studied from first-principles the effect of n-type doping on the elec-
tronic and thermoelectric properties properties of Fe2Y Z full-Heusler compounds. Our
study suggests that these compounds may experience robust magnetic interactions when
doped with electrons, undergoing a magnetic phase transition that is detrimental to the
thermoelectric power factor, which is decreased with respect to estimations obtained
from the rigid band approximation. We propose different strategies to avoid such mag-
netic instabilities, by either tuning the hybridization between the Y eg band and the
Fe eg bands, or by switching to 4d and 5d-based compounds, where the larger state
overlaps and weaker localization decreases the strength of the exchange mechanisms.
Nevertheless, this questions the use of the rigid band approximation in high-throughput
approaches predictions [319, 320] and motivates to always go beyond the simple picture
provided by the pristine phases to properly evaluate the thermoelectric properties of
doped materials. The increase of computational power, as well as the development
of theoretical methods, provide bright perspectives for the theoretical study of more
realistic structure.
Beyond this theoretical work on the broad Fe2Y Z family, we also had the opportunity
to study the electronic and thermoelectric properties of Sb-doped Fe2TiSn samples from
experiments: polycrystalline Fe2TiSn, Fe2TiSn0.9Sb0.1 and Fe2TiSn0.8Sb0.2 samples pre-
pared by arc melting are investigated to explore the possibility of exploiting transport
properties the “flat-and-dispersive” eg conduction band, predicted to be at the origin
thermoelectric of a large power factor from first-principles [25]. The different samples
present a sizeable amount of atomic disorder, which results in p-type transport and
depressed thermoelectric properties.
By comparing the experimental transport properties and ab initio calculations account-
ing for the existence of different antisite defects and vacancies, we sustain and show the
origin of the measured p-type character of the transport in undoped Fe2TiSn, as well as
the origin of its magnetic ordering at low-temperature and, on the other hand, we also
provide an explanation for the change witnessed in Sb n-type doped Fe2TiSn samples,
resulting in a compensated semiconductor.
Specifically, in the Sb-substituted samples annealed at 700 ◦C, it is observed that 10%
substitution increases the hole carrier density, inducing a weakly metallic behaviour,
whereas 20% substitution lowers the carrier density and increase the resistivity by a
factor of ∼50, restoring a semiconducting behaviour as in the undoped sample. This
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behaviour is interpreted in terms of competition between electron doping by band filling,
and hole doping associated to atomic disorder.
Particularly, we propose that the non-monotonic effect of Sb doping on transport can be
explained by considering that the doping process acts in an already p-type doped (and
not rigorously pristine) crystalline environment, and is affected by the DOS of the host
material encountering its feature induced by the presence of defects states near the top
of the valence band.
We conjecture alternatively that in the 10% doped sample, the effect of defect-induced
hole doping prevails over electron doping, while in the 20% doped sample, Anderson
localization yielded by disorder eventually prevails on both electron and hole doping.
In terms of thermoelectric properties, the measured Seebeck coefficient exhibits a maxi-
mum at around 200− 250 K for the undoped and 20%-doped samples, while it increases
monotonically with increasing temperature for the metallic 10%-doped sample. For the
same sample, the room temperature power factor has a value about 0.13 mW/m K2,
about 2 order of magnitude lower than the optimal power factor estimated from the
rigid band approximation, 25 times lower than the optimal power factor predicted by
accounting the magnetic instability highlighted in the previous Section, yet still improve
by more than a factor of two the value of the power factor measured in the undoped
sample at the same temperature.
This work, as joint effort combining experiments and theory, shows that it is possible
to improve the power factor by chemical doping in Fe2TiSn. Yet, the nature of real
samples must be taken into account when designing possible substitution. Currently,
the detrimental effect of atomic site disorder on electronic and thermoelectric properties





This work has been devoted to study from first principles complex structures presenting
transition metal with 3d orbitals featuring a low-dimensional aspect in term of electronic
transport. The originality of our study is that we model the exchange-correlation energy
through the B1-WC hybrid functional in our DFT calculations, overcoming the spurious
description of the properties associated with highly localized orbitals such as the 3d ones
typically associated with local and semi-local functionals.
The first half of this manuscript is devoted to the interface between LaAlO3 and SrTiO3,
hosting a two-dimensional electron gas at the origin of the conductivity of the interface
between these two band insulators. After demonstrating that the B1-WC hybrid func-
tional reproduce quantitatively the properties of the parent bulk compounds, we focus
on two of the most popular hypotheses about the origin of the charge at the interface,
the polar catastrophe scenario, written in terms of a Zener breakdown (with no atomic
reconstruction) or in terms of a polarity-driven surface redox reaction where oxygen
vacancies are stabilized at the LAO surface and provide carriers to the interface. Even
today, there remains some confusion in the community about these two mechanisms and
their validity, despite the large amount of studies available in the literature. Our study
aim at clarifying in a quantitative way the relevance of these mechanisms, as we model
them at the same level of approximation using beyond standard DFT calculations. We
determine that oxygen vacancies at the LAO surface are stabilized for a LAO thickness
below the critical thickness required for Zener breakdown, providing a theoretical ar-
gument against the possibility of pure Zener breakdown in experiments. In addition to
clarifying some aspects witnessed in real samples such as the oxygen partial pressure
dependence of the sheet resistance, the surface redox model is also in better agreement
with the insulator-to-metal phase transition witnessed at the interface between STO and
the La1−xSrxAl1−xTixO3 alloy, predicting the threshold thicknesses with respect to the
composition x at a better quantitative level in contrast to pure Zener breakdown. Of
course, all our results are tributary of the approximations inherent to our methodology,
but the overall better agreement with experiment constitutes an argument against the
Zener breakdown hypothesis, beyond the lack of experimental evidence of mobile holes
at the LAO surface for example.
In addition, we studied the effect of quantum confinement of within the STO substrate,
highlighting its dependence on carrier density and size effects by reducing the host
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STO thickness. Finally, the electronic properties of STO/LAO structures capped with
STO have been investigated to understand the role of the capping layer in reducing
the LAO critical thickness, against expectations from polarity-driven mechanisms: the
origin of the 2DES remains attributed to electric-field driven surface redox reactions,
but facilitated through the chemistry of the STO surface. In this picture, we also expect
the coexistence of two spatially separated 2DES in the thick LAO limit.
For the second half of the manuscript, we investigated the thermoelectric properties of
layered oxides, namely calcium cobaltite and STO-based superlattices, and make a case
against the possibility of improving them through nanostructures and improved carrier
mass anisotropy. Despite the improved anisotropic character of the 3d states near the
band gap, interfacial effects lead to smaller spectral weight of these states with an overall
negative impact on the thermoelectric power factor.
Finally, exporting the low-dimensional transport concept from STO-based systems, we
investigate the effect of electron doping on iron-based Fe2Y Z Heusler compounds, go-
ing beyond the rigid band approximation of prototypical ab initio studies. We identify
two obstacles to improve the thermoelectric properties: on one hand, the Fe eg states
expected to yield high power factors experience robust magnetic transitions when pop-
ulated with electrons, related to its low-dimensional Fermi surface, and losing the large
thermoelectric power factor expected from the rigid band approximation. On the other
hand, experiments performed on doped samples of Fe2TiSn1−xSbx highlight the domi-
nant effect of native defects, such as vacancies and disorder, limiting the possibility to
achieve n-type transport in Fe2TiSn.
In conclusions, we have presented a theoretical study based on density functional theory
of different structures featuring transport based on 3d orbitals, exploiting their intrinsic
anisotropy to achieve low dimensional electron systems. In the present work, we made
a point to always remain critical of the theoretical results and to always keep in mind
the available experimental data to address the limit of our models. For the STO/LAO
systems, we are ultimately limited in the way that we model defects, as it involves a
large number of atoms and electrons in the simulation cells. However, with the ever-
increasing computational power of supercalculators, combined with the developments of
second principles numerical tools, we can expect the shortcomings of the first-principles
to be avoided, including the effects of multiple defects for example. For STO/LAO
systems, some discrepancies remain to be clarified, such as the discrepancy between the
densities estimated from spectroscopy or Hall effect measurements, or the exact nature
of the transport in capped STO(001)/LAOm/STOn systems: so far, the existence of hole
in the capping layer has only be reported by a handful of groups. As for the Heusler
compounds, beyond thermoelectricity, the possibility of tunable magnetism make them
good candidates for spin-caloritronics applications. For the particular case of Fe2TiSn,
the difficulty to achieve n-type transport needs to be clarified: the role of native p-
type defects is expected to dominate the transport in these compounds, yet a clear
understanding of the stability of these defects remains elusive. Our findings only provide
a fraction of answers to these issues, while laying further prospects in these research
domains.
Appendix A
Chemical potential of oxygen
We calculate the chemical potential of oxygen at finite temperature and pressure from the
thermodynamic model, inspired by the developments of References [45, 46]. Considering
the environment as a gas reservoir of N particles at pressure p and temperature T , the

























dp = −S dT + V dp (A.2)
From the ideal gas equation of state (pV = NkBT ), the partial derivative of G(p, T )









In turn, a finite change of pressure from p0 to p results in:












Combining the first Equation and the last one, we have:





µO(p, T ) =
1
2







From the knowledge of temperature-dependant µO(p0, T ) at fixed pressure p0 and Equa-
tion A.6, one can calculate the chemical potential µO at given p and T using tabulated
values for the O2 standard enthalpy H0 and entropy S0 (at T0 = 298 K and P0 = 1 atm)
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through:
µO(p0, T ) =
1
2
([H0 + ∆H(T )]− T [S0 + ∆S(T )]) (A.7)
where ∆H(T ) = Cp(T − T0) and ∆S(T ) = Cp ln T
T0
. For typical growth conditions for
the STO/LAO heterostructures, we use p = 3.0 × 10−8 atm (oxygen partial pressure
pO2) and temperature T = 1123 K [88]. As for the standard values H0, S0 and heat
capacity Cp, we use values from the NIST-JANAF thermochemical Tables [321]:
H0 = 0 kJ mol
−1
S0 = 205 J mol
−1K−1
Cp = 29.39 J mol
−1K−1
With these data, we find:
H(T = 1123 K) = 24.24 kJ mol−1
S(T = 1123 K) = 38.99 J mol−1K−1
This leads to µO(p0, T = 1123 K) = −1.29 eV. Finally, at pressure p = 3.0× 10−8 atm:






= −2.13 eV (A.8)
In the manuscript, we mainly use a rounded value of µO = −2.0 eV, which is the
same value used in Reference [47] and close to the value used by Bristowe et. al. [117]
(−1.9 eV). The chemical potential of oxygen with respect to p and T is given in Fig-
ure A.1, where are also displayed several growth conditions (p,T ) extracted from the
literature, allowing us to determine the scattering of µO across the average value for the
different experiments, determined to lie between −2.2 eV and −1.7 eV. The effect of
post-growth annealing is to shift the chemical potential toward zero; depending on the
annealing conditions, we expect the upper bound of chemical potential to be roughly
−1.0 eV.
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Figure A.1: Chemical potential of oxygen µO(p, T ), the black dots correspond to
growth conditions extracted from the literature [82–84, 140, 141, 240, 322–324]. The
two blue lozenges correspond to the growth conditions from Reference [89], for p =
3×10−5 mbar and p = 2×10−3 mbar at T = 1153 K. The green triangles correspond to
annealing conditions reported in References [141, 171], while the red lozenges correspond







Comparing the thermoelectric properties of non-textured polycrystalline samples of a
material with the properties of single crystals is not a trivial task when the single crystal
properties are anisotropic. Indeed, it is expected that, as the transport properties vary
locally in such a disordered system, the thermal and electric gradient responsible for
the thermoelectric effect also varies locally, which makes the comparison of theoretical
results derived from ideal, highly ordered systems much more difficult.
This issue has been addressed from time to time in the literature; however there is
no standardized procedure, and the problem becomes quite relevant as the theoretical
tools evolve. It is usual to perform an arithmetic average the properties on the single-
crystal case along each spatial direction to get a rough estimation of the properties
of a macroscopic sample where the crystallites are organized in a completely random
direction, as performed in References [325] and [326], for example. A different method
has been described in Reference [327], where the authors used a simple circuit model
to derive a proper way to estimate the thermoelectric properties of a polycrystal from
the single-crystal coefficients. However, as explained in the following, these models are
not antagonistic; rather, they complement each other and can be used to assess different
types of orderings.
In the model from Reference [327], a thermomodule composed of a single grain (Fig-
ure B.2, left), with its Seebeck coefficient S and the conductivity σ, is replaced with the
corresponding electromotive force E and resistivity r. Thus the effective thermopower
is the voltage on the module, divided by the temperature difference across the module,















The polycrystal model considers that the thermomodule is composed of several grains
of three types (Figure B.2, right), with each type having different Seebeck coefficients
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Figure B.1: Polycrystal model composed of several grains (1) and possible configu-
rations [(2) and (3)] with two types of grains having different Sk and σk. If a current
i goes through the thermomodule, the configurations are not equivalent and affect the
overall properties of the whole polycrystal. This is illustrated by the equivalent circuits
(bottom).
Sk and electrical conductivities σk corresponding to the properties of a single crystal
in each direction of space. Such a system is modelled as a multi-channels circuit, with
the channels connected in parallel [Figure B.1, configuration (2)] and having the cor-









This model takes into account the fact that each grain, having a different conductivity
σk, moderates the electrical potential across the grains. However, the model makes a
rather strong assumption that the polycrystal can be represented by a multi-channel
parallel circuit, where each channel S and σ matches the components of the correspond-
ing tensor for a single crystal in the three directions, which is not necessarily the case
for a random polycrystal [Figure B.1, configuration (3)]. Therefore, we propose another
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Figure B.2: Circuit model for lumped single-crystal thermoelectric material and for
a polycrystalline material.
Figure B.3: Circuit model with composed of several different grains in series.
model, which consists of a single channel with the different grains in series, with a ran-
dom distribution of the grains with different Sk and σk (Figure B.3). The random
distribution of the grains translates in the model to equivalent geometry for each single
grain. Additionally, we consider that
−→∇T is constant across the material, i.e. each
individual ∆Tk across each grain is equivalent, such as
n∑
k=1
∆Tk = n∆T1 = n∆T2 = ... = n∆Tn = ∆T (B.3)
This would not be true if the thermal transport properties (lattice + electron) are
anisotropic as well. However, for the sake of simplicity of the model, we make this
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⇐⇒ S† = 〈S〉
In this case, the Seebeck coefficient is the arithmetic average of individual Sk over the
whole branch. This model can be generalized, for a complete homogeneous polycrystal,
to a circuit with multiple channels, all contributing equally to the thermoelectric prop-
erties. As said previously, these two models are not antagonistic. S† and S∗ are the
effective Seebeck coefficients for two extreme orderings of the crystallites, which border
an infinite range of possible configurations, and therefore, for a given sample, one can
expect the measurements to fall between the two extrema.
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