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1 Introduction
Robnst Nash eqieilibrtUm, which attracts much attention recently, is a new concept
of equilibrium for games with uncertain data. Hayashi, Yamashita and Fukushima [5],
and Aghassi and Bertsimas $[$ 1 $]^{*1}$ have proposed the model in which each player makes
a decision according to the idea of robust optimization. Aghassi et al. [1] considered
the robust Nash equilibrium for N-person games in which each player solves a lin-
ear programming (LP) problem. Moreover, they proposed a method for solving the
robust Nash equilibrium problem with convex polyhedral uncertainty sets. Hayashi
et al. [5] defined the concept of robust Nash equilibria for bimatrix games. Under
the assumption that uncertainty sets are expressed by means of the Euclidean or the
Frobenius norm, they showed that each player’s problem reduces to an SOCP and the
robust Nash equilibrium problem can be reformulated as a second-order cone com-
plementarity problem (SOCCP) [3, 4]. In addition, Hayashi et al. [5] studied robust
Nash equilibrium problems in which the rmcertainty is contained in both opponents’
strategies and each player’s cost parameters, whereas Aghassi et al. [1] studied only
the latter case. More recently, Nishimura, Hayashi and Fukushima [6] extended the
$*1$ In [1] a robust Nash equilibrium is called a robust-optimization equilibrium.
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definition of robust Nash equilibria in [1] and [5] to the N-person non-cooperative
games with nonlinear cost functionf. In particular, they $\backslash _{\backslash }$ laowcd existence of $1^{\cdot}0\mathfrak{t}$ ) $|1\backslash t$
Nash equilibria under the inilder assumptions and gave soinc sufficient conditions
for uniqueness of the robust Nash equilibrium. In addition. they reforinulated cer-
tain clas,ges of robust Nash equilibrium problems to SOCCPs. However, Haya: hi et
al. [5] and Nishimmra et al. [6] have only dealt with the case where the uncertainty
is contained in either opponents’ strategies or each player’s cost parameters, in refor-
mulating the robust Nash equilibrium problem as an SOCCP.
In this paper, we first focus on a special class of linear programs (LPs) with
uncertain data. To such a problem, we reformulate its robust counterpart as an
SDP. Especially, when the uncertainty sets are spherical, we show that those two
problems are equivalent. We then show that the robust Nash equilibrium problem in
which uncertainty is contained in both opponents’ strategies and each player’s cost
parameters can be reduced to a semidefinite complementarity problem (SDCP) [2, 8].
Throughout the paper, we use the following notations. For a set $X,$ $\mathcal{P}(X)$ denotes
the set consisting of all subsets of X. $\mathbb{R}_{+}^{n}$ denotes the nonnegative orthant in $\mathbb{R}^{n}$ ,
that is, $\mathbb{R}_{+}^{?l}$ $:=\{x\in \mathbb{R}^{rz}|.\mathfrak{r}_{j}\geq 0 (i=1, \ldots , n)\}$ . $S^{7l}$ denotes the set of $n\cross\eta$. real
sylllmetl$\cdot$ic matrices. $S_{+}^{?l}$ denotes the cone of positive semidefinite matrices in $S^{n}$ .
For a vector $x\in \mathbb{R}^{n},$ $\Vert.\mathfrak{r}\Vert$ denotes the Euclidean norm defined by $\Vert x\Vert$ $:=\sqrt{li^{T}\backslash \Gamma}$ .
For a matrix $\Lambda I=(\Lambda I_{ij})\in \mathbb{R}^{nz\cross?1},$ $\Vert\Lambda I\Vert_{F}$ is the Frobenius norm defined by $\Vert\Lambda I\Vert_{F}$ $:=$
$( \sum_{i--1}^{?n}\sum_{j=1}^{?1}(\Lambda I_{ij})^{2})^{1/2},$ $\Vert\Lambda I\Vert_{2}$ is the $\ell_{2}$ -norm defined by $\Vert\Lambda I\Vert_{2}$ $:=1nax_{x\neq 0}\Vert kIx\Vert/\Vert x\Vert$ ,
and $ker\Lambda I$ denotes the kernel of matrix $\Lambda I$ , i.e., $kel$. Al $:=\{x\in \mathbb{R}^{n}|\Lambda Ix=0\}$ .
$B(X_{\eta};\cdot)$ denotes the closed sphere with center $7j$ and $i\cdot adi\iota s^{l}’\cdot$ , i.e., $B(X, 7^{\cdot})$ $:=\{y\in$
$\mathbb{R}^{7l}|\Vert y-x\Vert\leq\cdot t\cdot\}$ . For a problem (P), val(P) denotes the optimal value.
2 Preliminary: SDP reformulation technique
In this section, we review the SDP reformulation technique for a class of robust LPs
discussed in [7]. Consider the following uncertain LP:
minilnizex $(\wedge^{\wedge 0}’)^{T}(\hat{A}^{0}x+\hat{b}^{0})$
subject to $(\hat{\gamma}^{j})^{T}(\hat{A}^{j}x+\hat{b}^{j})\leq 0$ $(i=1, \ldots, K)$ (21)
$x\in\Omega$ ,
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where S) ig a given closcd convex set with no uncertainty. Let $\mathcal{U}_{j}$ and $\mathcal{V}_{i}$ be the uncer-
tainty sets for $\hat{\gamma}^{i}\in \mathbb{R}$ } $??_{i}$ and $(\hat{A}^{j},\hat{b}^{j})\in \mathbb{R}^{7\}?_{i}\cross(\prime\iota\{- 1)}$ satisfving the following a,gsuinption.
Assumption 1. $F_{07}\cdot i=0,1,$ $\ldots$ , K. $th,etl7l(:\epsilon)7^{\cdot}t(\dot{\iota}^{j}nt\uparrow/6(Jts\mathcal{U}_{j}(t7\iota d\mathcal{V}_{j}$ are $27,1J7^{}e.ssc^{j}d(\iota s$
$\mathcal{U};:=\{(\hat{A}^{i}, b)|(\hat{A}^{j}, b)=(A_{t}^{i0}b^{i0})+\sum_{=\dot{j}1}^{s_{i}}n_{j}^{j}(A^{ij}, b^{ij}),$ $(n^{j})^{T}\tau\iota^{i}\leq 1\}$ ,
$\mathcal{V}_{j}:=\{\hat{\wedge}f|\wedge^{\wedge}(\dagger,$ $(\iota^{iTi}\uparrow)\iota’\leq 1\}$
respectiwely, where $A^{ij}\in \mathbb{R}^{\prime\prime z_{i}}$ ”, $b^{ij}\in \mathbb{R}^{m_{i}}$ $(j=0_{\dot{\sigma}}1, \ldots , si)$ and $\gamma^{ij}\in \mathbb{R}^{\iota_{i}}(j=$
$1,$
$\ldots$ , $t_{j})$ are giwen matri ces and $(|ectors$ .
Then, the robust counterpart (RC) for (2.1) can be written as
miniinizex $\sup$ $(\wedge^{\wedge 0}()^{T}(\hat{A}^{0}x+\hat{b}^{0})$
$(\hat{4}^{0},\hat{b}^{0})\in \mathcal{U}_{(1},\hat{\eta}^{0}\in \mathcal{V}_{\Gamma J}$
subject to $(\wedge^{\wedge i}[)^{T}(\hat{A}^{i}x+\hat{b}^{i})\leq 0$ $\forall(\hat{A}^{i},\hat{b}^{i})\in \mathcal{U};,$ $\forall\wedge^{\wedge i}(\in \mathcal{V}_{i}$ $(i=1, \ldots, K)$ (2.2)
$x\in\Omega$ .
According to the reformulation technique in [7], we introduce the following SDP
related to RC (2.2):
$ini_{11}imizex\alpha\beta,0$
$-\lambda_{0}$
subject to $\{\begin{array}{lll}P_{0}^{0}(.\mathfrak{r}) c1^{0}(.\mathfrak{r}) q^{0}(x)^{T} r^{0}(x)- \lambda_{0}\end{array}\}\succeq\alpha_{0}\{\begin{array}{ll}P_{1}^{0} 00 1\end{array}\}+l;_{0}\{\begin{array}{ll}P_{\underline{9}}^{0} 00 1\end{array}\}$ ,
$\{\begin{array}{ll}F_{0}^{i}(x) (1:^{i}(.\mathfrak{r})q^{i}(x)^{T} r^{i}(\backslash \mathfrak{r})\end{array}\}\succeq\alpha_{j}\{\begin{array}{ll}P_{1}^{i} 00 1\end{array}\}+\beta_{i}\{\begin{array}{ll}P_{\underline{9}}^{i} 00 1\end{array}\}(i=1, \ldots, K)$ ,
(2.3)
$\alpha=(\alpha_{0},$ $(\gamma_{1}, \ldots, \alpha_{K})\in \mathbb{R}_{+}^{K+1},$ $\beta=(\beta_{0}, \beta_{1}, \ldots, \beta_{K})\in \mathbb{R}_{+}^{IC+1}$ ,
$\lambda_{0}\in \mathbb{R}$ , $x\in\Omega$ ,
where $P_{0}^{i}(x),$ $q^{i}(x)$ and $7^{j}(x)$ are defined by
$P_{0}^{j}(x)=-\underline{\frac{1}{9}}\{\begin{array}{ll}0 (\Gamma_{i}^{T}\Phi_{i}(x))^{T}\Gamma_{i}^{T}\Phi_{i}(x) 0\end{array}\}$ $q^{j}(x)=-\underline{\frac{1}{9}}\{\begin{array}{l}(\mathfrak{D}_{j}(\backslash \mathfrak{r})^{T}\gamma^{i}\Gamma_{i}^{T}(A^{i0}x+b^{i0})\end{array}\}$
$r^{1};(x)=-(\gamma^{i})^{T}(A^{i0}x+b^{i0})$ , $P_{1}^{j}=\{\begin{array}{ll}-I_{s_{i}} 00 0\end{array}\}$ $P_{2}^{j}=\{\begin{array}{ll}0 00 -I_{t_{i}}\end{array}\}$
(24)
$\Gamma_{\dot{2}}=[\gamma^{i1}$ . . . $\gamma^{it}]$ , $\Phi_{j}(x)=[A^{i1}x+b^{i1}$ . . . $A^{is_{i}}x+b^{is_{i}}]$ .
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Then, we can show that RC (2.2) and SDP (2.3) are equivalent under the following
assuinption:
Assumption 2. $Let\approx^{*};=(x^{*}.\alpha^{*}, \beta^{*}, \lambda_{0}^{*})$ be an optimum of $SDP(2.3)$ . Then. there
exi.sts $\mathfrak{l}_{\vee}^{\wedge}->0ss\iota ch$ that
diin $(ke1^{\cdot}(P_{0}^{i}(x)-\alpha_{i}P_{1}^{i}-\beta_{i}P_{2}^{i}))\neq 1(i=0,1, \ldots, K)$
for all $(x, \alpha, \beta, \lambda_{0}^{*})\in B(\approx^{*}, c)$ .
Theorem 2.1. Suppose th at $Assc\iota$mption 1 $h$, olds, and $(x^{*}, \alpha^{*}, \beta^{*}, \lambda_{0}^{*})$ be $the$ opti-
mum of $SDP(2.3)$ , then $x^{*}$ is feasible in $RC(2.2)$ and val (2.3) is an upper bound of
val (2.2). Moreover, $x^{*}$ solc es $RC(2.2)$ if $Assnmpti_{l}on2$ further holds.
When the uncertainty sets $\mathcal{U}_{j}$ and $\mathcal{V}_{i}$ are spherical, Assumption 2 also holds auto-
matically.
Assumption 3. $Sc\iota ppose$ that Assumption 1 holds. $hIoreo\tau er$, for each $i$ $=$
$0,1,$
$\ldots,$
$K$ , matrices $(A^{ij}, b^{ij})$ $(j = 1, \ldots, \cdot\prime\prime 1_{i}(n+1))$ and vectors $\gamma^{ij}$ $(j$ $=$
$1,$
$\ldots$ , $t_{i})(t;\geq 2)$ satisfy the following.
$\bullet$ For $(k, l)\in\{1_{:}\ldots, m_{i}\}\cross\{1, \ldots, n+1\}_{:}$
$(A^{ij}, b^{ij})=\rho;e_{k}^{(?n_{i})}(e_{l}^{(n+1)})^{T}$ $\uparrow 1\prime ithj$ $:=m_{i}l+k$ ,
where $\rho_{j}$ is ($\iota$ given nonnegative constant, $(mde_{r}^{(p)}$ is a unit $i|ector$ unth 1 at
r-th. $ele7nent$ and $0else\uparrow i$)$fi/ere$ .
$\bullet$ For $\iota y(k, l)\in\{1, \ldots, t_{i}\}\cross\{1, \ldots, t_{i}\}$ ,
$(\gamma^{ik})^{T}\gamma^{il}=\sigma_{j}^{2}\delta_{kl}$ ,
rvhere $\sigma_{j}$ is a given $\gamma\iota onneg\iota ticeC07\iota stant_{i}$ and $\delta_{k}$ , denotes Kronecker’s delta,
i. e., $\delta_{k},$ $=0$ for $k\neq l$ and $\delta_{k},$ $=1$ for $k=l$ .
Theorem 2.2. $Si\iota ppose$ Assumption 3 holds. Then. $\mathfrak{r}^{*}sol\uparrow esRC(2.2)$ if and only if
there $er\uparrow.sts(\alpha^{*}, \beta^{*}, \lambda_{0}^{*})ss\iota ch$ that $(x^{*}.\alpha^{*}.\beta^{*}, \lambda_{0}^{*})$ is an optimal solution of $SDP(2.3)$ .
Note that Assumption 3 claims that $\mathcal{U}_{i}$ is an $7n_{j}(n+1)$-dimensional sphere with
radius $\rho_{i}$ in the $|n_{j}(n+1)$ -dimensional space and $\mathcal{V}_{j}$ is a $t_{j}$ -dimensional sphere with
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radius $\sigma_{i}$ in the $7\gamma 1$ ;-dimensional space, i.e.,
$\mathcal{U};=\{(\hat{A}^{i},\hat{b}^{i})|(\hat{A}^{i},\hat{b}^{i})=(A^{i0}, b^{i0})+(\delta A^{i}, \delta b^{i}), \Vert(\delta A^{i}, \delta b^{i})\Vert_{F}\leq p_{i}\}\subset \mathbb{R}^{m_{i}(l+1)}$ ,
$\mathcal{V}_{i}=\{\wedge^{\wedge}/^{i}|f^{j}+\delta\gamma^{j},$ $\Vert\delta\gamma^{i}\Vert\leq\sigma_{i},$ $\delta\gamma^{i}\in$ span $\{\gamma^{ij}\}_{j=1}^{t_{i}}\}\subset \mathbb{R}^{7\uparrow z_{i}}$ .
3 SDCP reformulation of robust Nash equilibrium
problems
In this section, we apply the idea in the previous section to the robust Nash equi-
librium problem, and show that it can be reduced to a semidefinite complementarity
problem (SDCP) under some assumptions.
Consider an N-person non-cooperative game in which each player tries to minimize
his own cost. Let $x^{j}\in \mathbb{R}^{?\}z_{i}}$ , $Si\subseteq \mathbb{R}^{m_{i}}$ , and $f_{\dot{2}}$ : $\mathbb{R}^{77?1}\cross\cdots\cross \mathbb{R}^{m_{N}}arrow \mathbb{R}$ be player $i$ ’s
strategy, strategy set, and cost function, respectivel;. Moreover, denote
$\mathcal{I}:=\{1, \ldots, N\}$





$x:=(x^{j})_{j\in \mathcal{I}}\in \mathbb{R}^{m}$ , $x^{-i}:=(x^{j})_{j\in \mathcal{I}_{-i}}\in \mathbb{R}^{?n-i}$ ,
$S:= \prod_{j\in \mathcal{I}}S_{j}\subseteq \mathbb{R}^{m}$
,
$S_{-i}:= \prod_{j\in \mathcal{I}_{-i}}S_{j}\subseteq \mathbb{R}^{7n-i}$
.
When the complete information is assumed, each player $i$ decides his own strategy by




subject to $x^{i}\in S_{j}$ .
A tuple $(\overline{X}^{1}, t^{2}, \ldots , \overline{\prime c}^{N})$ satisfying $\overline{x}^{i}\in$ argmin$x^{i}\in S_{i}f_{i}(xi,\overline{x}i)$ for each player $i=$
$1,$
$\ldots$ , $N$ is called a Nash equilibrium. In other words, if each player $i$ chooses the
strategy $\overline{x}^{i}$ , then no player has an incentive to change his own strategy. The Nash equi-
librium is well-defined only when each player can estimate his opponents’ strategies
and can evaluate his own cost exactly. In the real situation, however, any information
may contain uncertainty such as observation errors or estimation errors. Thus, we
focus on games with uncertainty.
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To deal with such uncertainty, we introduce uncertainty sets $U_{j}$ and $X_{j}(.\mathfrak{r}^{-i})$ , and
$ass\iota i\iota ic^{Y}$ thc following stateinents for each player $i\in \mathcal{I}$ :
(A) Player $i$ ’s cost function involves a parameter $\hat{l}\iota^{j}\in \mathbb{R}^{s_{i}}$ , i.e., it can be expressed
as $f_{j}^{i_{l}^{\iota}}$ : $\mathbb{R}^{?n_{i}}\cross \mathbb{R}^{7?l}-iarrow \mathbb{R}$. Although player $i$ does not know the exact value of
$\hat{\iota}\iota^{j}$ itself, he can estimate that it belongs to a given nonempty set $U_{i}\subseteq \mathbb{R}^{s_{i}}$ .
(B) Although player $i$ knows his opponents’ strategies $x^{-i}$ , his actual cost is evaluated
with $x^{-i}$ replaced by $\hat{\mathfrak{r}}^{-i}=x^{-i}+\delta x^{-i}$ , where $\delta x^{-i}$ is a certain error or noise.
Player $i$ cannot know the exact value of $\hat{7j}^{-j}$ . However, he can estimate that $\hat{x}^{-i}$
belongs to a certain nonempty set $X_{i}(x^{-i})$ .
Under these assumptions, each player encounters the difficulty of addressing the
following family of problems involving uncertain parameters $\hat{u}^{i}$ and $\hat{x}^{-i}$ :
$minix$ ize $f_{i}^{\hat{u}}(x^{i},$ $.\hat{\mathfrak{r}}^{-i})$
(3.2)
subject to $x^{i}\in S_{i}$ ,
where $\hat{\iota}\iota^{i}\in U$; and $\hat{x}^{-i}\in X_{i}(x^{-i})$ . To overcome such a difficulty, we further assume
that each player chooses his strategy according to the following criterion of rationality:
(C) Player $i$ tries to minimize his worst cost under assumptions (A) and (B).
From assumption (C), each player considers the worst cost function $\tilde{f}_{i}$ : $\mathbb{R}^{m_{i}}\cross \mathbb{R}^{m-i}arrow$
$(-\infty, +\infty]$ defined by
$\tilde{f}_{i}(x^{j}, x^{-i})$ $:= \sup\{f_{i}^{\hat{tl}}\mathfrak{i}(x^{j},\hat{x}^{-i})|\hat{\iota}\iota;\in U_{j},:\hat{Ti}^{-1}\in X_{j}(x^{-i})\}$ , (3.3)




subject to $x^{i}\in S_{i}$ .
Note that, for fixed $x^{-i},$ $(3.4)$ is nothing other than the robust counterpart of the
uncertain cost minimization problem (3.2). Also, (3.4) can be regarded as a complete
information game with cost functions $\tilde{f}_{i}$ . Based on the above discussions, we define
the robust Nash equilibrium.
Definition 3.1. Let $\tilde{f}_{i}$ be defined by (3.3) for $i=1,$ $\ldots,$ $N$ . A tuple $(\overline{x}^{j})_{i\in \mathcal{I}}$ is called
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a robu,st Nash equilibriuin of gaine (3.2), if $\overline{\tau}^{i}\in a1^{\cdot}g111i_{11_{J^{j}\in S_{j}’}}k\tilde{f}_{j}(.\mathfrak{r}^{i}, \overline{.r,}^{-i})$ for all ;, i.e.,
a Nash equilibrium of game (3.4). Thc problcin of finding a robust Nash equilibrium
is called a ro}$)1lstNash$ equilibriuin problein.
Now, we focus on the games in which each player takes inixed strategy and min-
imizes a convex quadratic cost function with respect to his own strategy. For such
games, we will show that each player’s optimization problem can be reformulated as
an SDP, and the robust Nash equilibrium problem reduces to an SDCP.
Originally, SDCP [2, 8] is a problem of finding, for a given mapping $F:S^{n}\cross S^{n}\cross$
$\mathbb{R}\}narrow S^{?l}\cross \mathbb{R}^{?n}$ , a triple $(X, 1”, \approx)\in S^{?t}\cross S^{n}\cross \mathbb{R}^{??l}$ such that
$s_{+}^{n}$ $\ni X\perp Y\in s_{+}^{?l}$ , $F$ $(X,$ $Y$, $)$ $=0$ ,
where $X\perp Y$ means tr$(XY)=0$ . SDCP can be solved by some modern algorithms
such as a non-interior continuation method [2].
In the remainder of this section, the cost functions and the strategy sets satisfy
the followings.
(i) Player $i$ ’s cost function $f_{i}^{\dot{u}}$
’
is defined by $*2$
$f_{j}(x^{1}, x^{-i})= \frac{1}{2}(x^{i})^{T}\hat{A}_{ii}x^{i}+\sum_{j\in \mathcal{I}_{-i}}(x^{i})^{T}\hat{A}_{ij}\hat{x}^{j}$ , (3.5)
where $\hat{A}_{ij}\in \mathbb{R}^{?tl_{i}\cross 7n_{j}}(j\in \mathcal{I}_{-i})$ are given constaiits involving umcertainties.
(ii) Player $i$ takes mixed strategy, i.e.,
$Si=\{x^{j}\in \mathbb{R}^{7lZ_{i}}|x^{j}\geq 0,1_{7ll_{i}}^{T}x^{j}=1\}$ (3.6)
$whei\cdot e1_{r\}\iota_{i}}$ denotes $($ 1, 1, $\ldots$ , 1 $)^{T}\in \mathbb{R}^{m_{i}}$ .
(iii) $m_{i}\geq 3$ for all $i\in \mathcal{I}$ .
We call $\hat{A}_{ij}$ a cost matrix. Note that these constants correspond to the cost function
parameter $\hat{\iota}\iota^{i}$ , i.e.,
$\hat{\iota}\iota^{i}=$ vec $[\hat{A}_{i1}$ . . . , A $N]\in \mathbb{R}^{m_{i}m}$
where vec denotes the vectorization operator that creates an $nrn$-dimensional vector
$*2$ Although we can consider the additional term $c^{T}x$ , for simplicity, we omit the term.
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$[(J^{J_{1}^{C}})^{T}\cdots(p_{l\}l}^{c})^{T}]^{T}$ from a mtatrix $P\in\Re^{\prime\iota\cross?\prime l}$ with column vectors $p_{1}^{c},$ $\ldots$ , $p_{7’ l}^{c}\in \mathbb{R}^{\prime\iota}$ .
For the robust Nash equilibrium problem with the above cost functions and strat-
egy sets, Hayashi et al. [5] and $\backslash _{\wedge}^{\tau}ishi111t11^{\cdot}a$ et al. [6] showed that it can be reformulated
as an SOCCP. Since the SOCCP can be solved by some existing algorithms, we can
calculate the robust Nash equilibria efficiently. However, they have only dealt with
the case where the uncertainty is contained in either opponents’ strategies or each
player’s cost matrices and vectors.
In this subsection, we consider the case where each player cannot exactly estimate
both the cost matrices and the opponents strategies. For such a case, we first show
the existence of a robust Nash equilibrium, and then, prove that the robust Nash
equilibrium problem can be reformulated as an SDCP. To this end, we make the
following assumption.
Assumption 4. For each $i\in \mathcal{I}$ , the imcertainty sets $X_{i}(\cdot)$ and $U_{i}$ are $gii$ en as
follows.
(a) $X_{i}(x^{-i})= \prod_{j\in \mathcal{I}_{-i}}X_{ij}(x^{j}),$ $ri)hereX_{ij}(x^{j})=\{x^{j}+\delta x^{ij}|\Vert\delta x^{ij}\Vert\leq\sigma_{ij},$ $1_{m_{j}}^{T}\delta x^{j}=$
$0(.\prime j\in \mathcal{I}_{-i})\}$ for some nonnegatir $e$ scalar $\sigma_{ij}$ .
(b) $U_{j}= \prod_{j\in \mathcal{I}_{-i}}D_{ij},$ $wh_{l}ereD_{ij}:=\{A_{ij}+\delta A_{ij}\in \mathbb{R}^{?1t_{i\cross??l_{j}}}|\Vert\delta A_{ij}\Vert_{F}\leq p_{ij}\}$ for
some nonnegative scalar $p_{ij}$ . $Moreor’ er_{i}A_{ii}+p_{jj}I$ is symmetric and positive
semidefinite.
Assumption 4 claims that $X_{ij}(x^{j})$ is the closed sphere with center $x^{j}$ and radius
$\sigma_{ij}$ in the subspace $\{x\in \mathbb{R}^{?n_{j}}|1_{7\gamma\iota_{j}}^{T}.x=0\}$ , and $D_{ij}$ is also the closed sphere with
center $A_{ij}$ and radius $p_{ij}$ . Note that Assumption 4 is milder than the assumptions
made by Hayashi et al. [5] and Nishimura et al. [6]. Indeed, Assumption 4 with either
$p_{ij}=0$ or $\sigma_{ij}=0$ for all $(l,j)\in \mathcal{I}\cross \mathcal{I}$ corresponds to their assumptions.
Under Assumption 4, we rewrite each player $i$ ’s optimization problem (3.4). Note
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that the worst cost function $\tilde{f_{i}}$ can be written as
$\tilde{f_{j}}(x^{i}, x^{-i})$
$= \iota nax\{\underline{\frac{1}{9}}(x^{i})^{T}\hat{A}_{ii}x^{i}+\sum_{j\in \mathcal{I}_{-i}}(x^{i})^{T}\hat{A}_{ij}:\hat{\mathfrak{r}}^{j}|\hat{A}_{jj}\in D_{?j}\hat{A}_{ii}\in D_{i.i},,\hat{x}^{j}\in X_{ij}(x^{j})(j\in \mathcal{I}_{-i})$ $\}$
$= \iota nax\{\frac{1}{2}(x^{i})^{T}\hat{A}_{ii}x^{i}\hat{A}_{ii}\in D_{ii}\}+\sum_{j\in \mathcal{I}_{-i}}\max\{(x^{i})^{T}\hat{A}_{ij}\hat{x}^{j}|\hat{A}_{ij}\in D_{ij},\hat{x}^{j}\in X_{ij}(x^{j})\}$
$= \frac{1}{2}(x^{i})^{T}(A_{ii}+p_{ii}I)x^{i}+\sum_{j\in \mathcal{I}_{-i}}\max\{(\hat{x}^{j})^{T}\hat{A}_{ij}^{T}x^{i}|\hat{A}_{ij}\in D_{ij},$
$\Gamma\hat{c}^{j}\in X_{ij}(x^{j})\}$ ,
(3.7)
where the last equality holds since
$\max\{\frac{1}{2}(x^{i})^{T}\hat{A}_{ii}x^{i}|\hat{A}_{ii}\in D_{ii}\}=\frac{1}{2}(x^{i})^{T}$ A.. $x^{i}+ \max\{\frac{1}{2}(x^{i})^{T}\delta A_{ii}x^{i}|\Vert\delta A_{ii}\Vert\leq p_{ii}\}$
$= \frac{1}{2}$ $(x^{i})^{T}$Aiix’ $+ \max\{\frac{1}{2}(x^{i}\otimes x^{i})$ vec $(\delta A_{ii})\Vert\delta A_{ii}\Vert\leq\rho_{ii}\}$
$= \frac{1}{2}(x^{i})^{T}A_{ii}x^{i}+\frac{1}{2}\rho_{ii}\Vert x^{i}\Vert^{2}$
$= \frac{1}{2}(x^{i})^{T}(A_{ii}+p_{ii}I)x^{i}$ .
Hence, each player $i$ ’s optimization problem (3.4) can be rewritten as follows:
$miniinizex$ $\underline{\frac{1}{9}}(x^{i})^{T}(A_{ii}+p_{ii}I)x^{i}+\sum_{j\in \mathcal{I}_{-}i}\max\{(\text{ ^{}j})^{T}\hat{A}_{ij}^{T}x^{i}|\hat{A}_{ij}\in D_{ij}$, $j\in X_{ij}(x^{j})\}$
subject to $1_{7\gamma}^{T}x^{i}l_{i}=1$ , $x^{j}\geq 0$ .
(3.8)
Now we show the existence of a robust Nash equilibrium umder Assumption 4.
Theorem 3.2. $Si_{l\int J}pose$ that the cost functions and the strategy sets are given by (3.5)
and (3.6), respectiwely. Suppose further that Assumption 4 holds. Then, there exists
at least one $robc\iota st$ Nashl $eqi\iota ilibritl7n$ .
Next we show that problem (3.8) can be rewritten as an SDP. We note that
problem (3.8) has a structure analogous to problem (2.2), and $X_{ij}(x^{j})$ and $D_{\dot{\tau}j}$ satisfy
Assumption 3. Indeed, $X_{ij}(x^{j})$ can be constructed by the vectors $\gamma^{ijk}(k=1,$ $\ldots,$ $7n_{j}-$
1 $)$ which from orthogonal bases of the subspace $\{x|1_{7n,}^{T}.x=0\}$ with $\Vert\gamma^{ijk}\Vert=\sigma_{ij}$ for
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all $k$ . $Th\iota is$ , by Thcorcm 2.2. problcm (3.8) can be rcwritten as the following SDP:
$x^{i}.0.,3\lambda 1Ilini_{1}ni.zc_{-i}^{\backslash }$ $\frac{1}{9,arrow}(x^{j})^{T}(A;;+p_{jj}I).r^{j}-\sum_{j\in \mathcal{I}_{-i}}\lambda_{ij}$
snbject to $[_{q^{ij}(\prime\epsilon^{i},.\mathfrak{r}^{j})^{T}}P_{0}^{ij}(\mathfrak{r}^{i})$ $r^{i}r(\prime c^{i}, .\mathfrak{r}^{j})-\lambda_{ij}C]^{ij}(\mathfrak{r}^{j}\mathfrak{r}^{j})]\succeq\alpha_{ij}\{\begin{array}{ll}P_{1}^{jj} 00 1\end{array}\}+\beta_{ij}\{\begin{array}{ll}P_{9,\sim}^{ij} 00 1\end{array}\},$ $(j\in \mathcal{I}_{-i})$
$\alpha^{-i}=(\alpha_{ij})_{j\in \mathcal{I}_{-i}}\in \mathbb{R}_{+}^{N-1}$ , $\beta^{-i}=(\{\prime 3_{ij})_{j\in \mathcal{I}_{-i}}\in \mathbb{R}_{+}^{N-1}$ ,
$\lambda^{-i}=(\lambda_{ij})_{j\in \mathcal{I}_{-i}}\in \mathbb{R}^{N-1}$ ,








$P_{1}^{ij}=\{\begin{array}{ll}-I_{7n_{i}n\iota_{j}} 00 0\end{array}\}$ $P_{2}^{ij}=\{\begin{array}{ll}0 00 -I_{7)\prime_{j}}.-1\end{array}\}$
$\Xi_{ij}=[\xi^{ij1}$ . . . $\xi^{ij(7?\iota_{j}-1)}]$ .
Finally, we show that the robust Nash equilibrium problem reduces to an SDCP.
Since the semidefinite constraints in (3.9) are linear with respect to $x^{j},$ $\alpha^{-i},$ $\beta^{-i}$ and
$\lambda^{-j}$ , we can rewrite the constraints as
$\sum_{k\cdot-1}x_{k}^{i}.\Lambda I_{k}^{i.j}(x^{j})+\lambda_{ij}\Lambda I_{\lambda}^{ij}\succeq\alpha_{ij}\Lambda I_{\alpha}^{ij}+\beta_{ij}JI^{ij},^{3}$, $(.j\in \mathcal{I}_{-i})$ ,
with $\mathbb{J}I_{k}^{i,j}\in S^{??z_{j}(tz_{i}+1)}$ $(k=1, \ldots , \uparrow n_{i}),$ $\Lambda I_{\lambda}^{ij}$ , il $I_{(\}}^{ij},$ $AI_{3}^{ij}\in S^{\gamma\gamma\iota_{j}(?n_{i}-\vdash 1)}$ defined by
$\Lambda I_{k}^{i.j}(x^{j}):=[_{q^{ij}(e_{\kappa^{7}’\backslash }^{(\iota_{i})}x^{j})^{T}}P_{0}^{jj}.(e_{k}^{(?n_{i})})$ $cj_{ij}^{ij}(e_{\kappa_{7}^{7\prime l_{i}}}^{(.)},.\mathfrak{r}^{j})t\cdot(e_{k^{\wedge}}’\cdot \mathfrak{r}^{j})(\iota_{i})’.]$
$\Lambda I_{\lambda}^{ij}$ $.=-e_{\gamma n_{7}(7n_{i}+1)+1}^{(??.l_{j(?n_{i}+1)+1)}}(e_{7?l.i(1n_{i}+1)+1}^{(?\}\iota_{j}(7\prime l_{i}+1)+1)})^{T}$ , $\lambda I_{\alpha}^{ij}:=\{\begin{array}{ll}P_{1}^{jj} 00 1\end{array}\}$ $I^{jj},^{3}$ $\cdot=\{\begin{array}{ll}P_{9,\sim}^{ij} 00 1\end{array}\}$
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respectively. Then, the Karu,$\backslash -\cdot 11$-Kuhn-Tucker (KKT) conditions for (3.9) arc given by
$((A_{ii}+p_{ii}I).r^{j},)_{k}- \sum_{j\in \mathcal{I}_{-i}}t_{1}\cdot(Z^{ij}j\backslash I_{k}^{jj}(x^{j}))-(/\iota_{x}^{j})_{\lambda}$
. $+\iota/^{j}=0$ , $(k=1, \ldots, tt7_{j})$ ,
$tr(Z^{ij}\Lambda I_{\zeta\}}^{ij})-(/\iota_{\mathfrak{a}}^{j})_{j}=0$ , $(.j\in \mathcal{I}_{-j})$ ,
$tr(Z^{ij}j\vee I_{/3}^{ij})-(/3,$ $(j\in \mathcal{I}_{-i})$ ,
tr $(Z_{ij}\Lambda I_{\lambda}^{ij})+1=0$ , $(.j\in \mathcal{I}_{-i})$ ,
tr $(Z^{ij}( \sum_{k^{\backslash =}1}^{7?\iota_{1}}x_{k}^{i}\Lambda I_{k}^{ij}(x^{j})+\lambda_{ij}\mathbb{J}I_{\lambda}^{ij}-\alpha_{ij}\Lambda I_{\alpha}^{ij}-\beta_{ij}\Lambda I_{3}^{ij}))=0$ ,
$(l^{\iota_{\alpha}^{i})^{T}\alpha^{-i}=0}$ , $(l^{\iota_{3}^{i})^{T}\beta^{-i}=0}’,$ $(\{\iota_{x}^{i})^{T}x^{i}=0$ ,
$\sum_{k=1}^{7n_{i}}x_{k}^{i}.hI_{k}^{ij}(x^{j})+\lambda_{ij}\Lambda I_{\lambda}^{ij}\succeq\alpha_{ij}\Lambda I_{\alpha}^{ij}+\beta_{ij}\Lambda I^{ij},^{3}$ , $(j\in \mathcal{I}_{-i})$ ,
$1_{n2_{i}}^{T}x^{i}=1$ , $x^{i}\geq 0$ , $\alpha^{-i}\geq 0$ , $\beta^{-i}\geq 0$ ,
$Z^{ij}\succeq 0$ , $l^{\iota_{x}^{i}}\geq 0$ , $l^{\iota_{\alpha}^{i}}\geq 0$ , $l^{\iota^{i},3}\geq 0-$ ,
where $Z^{ij}\in S^{m.;(?\prime\nu_{i}+1)},$ $/\iota_{x}^{i}\in \mathbb{R}^{7?l_{i}}$
$,$
$/\iota_{\alpha}^{i},$ } $\iota^{i},\in \mathbb{R}^{N-1}$ and $\iota/^{i}\in \mathbb{R}$ are Lagrange multipli-
ers. Eliminating $l^{\iota_{x}^{i}},$ $l^{l_{\alpha}^{i}}$ and $l^{\iota_{3}^{i}},$ , we obtain the following conditions for each $i\in \mathcal{I}$:
$S_{+}^{??\iota_{i}(rn_{j}+1)} \ni Z^{ij}\perp\sum_{k\cdot=1}^{7ll_{i}}x_{\lambda}^{i}.\Lambda I_{k}^{j.j}(x^{j})+\lambda_{ij}\Lambda^{\phi}I_{\lambda}^{ij}-\alpha_{\ddagger j}\Lambda I_{c\nu}^{ij}-\beta_{ij}j\iota I_{/3}^{ij}\in S_{+}^{m_{i}(m_{j}+1)}$ , $(j\in \mathcal{I}_{-i})$ ,
$\mathbb{R}_{+}^{?l\prime_{i}}.\ni x^{j}\perp(((A;;+p_{ii}I)x^{j})_{k}$ .
$- \sum_{j\in \mathcal{I}_{-i}}tr(Z^{ij}\Lambda I_{k}^{i.j}(x^{j}))+\nu^{i})_{k=1\ldots.,m_{i}}\in \mathbb{R}^{7ll_{i}}$ ,
$\mathbb{R}_{+}^{N-1}\ni\alpha^{-i}\perp tr(Z^{i}hI_{\mathfrak{a}}^{ij})_{j\in \mathcal{I}_{-i}}\in \mathbb{R}_{+}^{N-1}$ , $\mathbb{R}_{+}^{N-1}\ni\beta^{-i}\perp tr(Z^{ij}hI_{/3}^{ij})_{j\in \mathcal{I}_{-i}}\in \mathbb{R}_{+}^{N-1}$ ,
$tr(Z^{ij}\Lambda I_{\lambda}^{ij})=-1,$ $(j\in \mathcal{I}_{-i})$ , $1_{nz_{j}}^{T}x^{j}=1$ .
(3.11)
Noticing that the above KKT conditions hold for all players simultaneously, the
robust Nash equilibrium problem can be reformulated as the problem of finding
$(x^{j}, \alpha^{-i}, \beta^{-j}, \lambda^{-i}, (Z^{ij})_{j\in \mathcal{I}_{arrow}}, \nu^{i})_{i\in \mathcal{I}}$ such that (3.11) for all $i\in \mathcal{I}$ . Thus, we obtain
the following theorem.
Theorem 3.3. Suppose that the cost functions and the strategy sets are $gii$ ) $en$ by
(3.5) and (3.6), $7’ es\tau’ ectir|ely$ . Suppose further that Assumption 4 holds. Then, $x^{*}$
is a $7’ ob\tau\iota st$ Nash equilibrium if and only if $(x^{i}, \alpha^{-i}, \beta^{-i}, \lambda^{-i}, (Z^{ij})_{j\in \mathcal{I}_{-i}}, \nu^{i})_{i\in \mathcal{I}}$ is a
solution of SDCP (3.11).
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