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Abstract 
Gimbel, J. and E.M. Palmer, Matchings and cycle covers in random digraphs, Discrete Applied 
Mathematics 34 (1991) 121-128. 
Consider a random bipartite graph in which each of n white vertices is adjacent to exactly r of 
the n black vertices. We study the degree distribution of the black vertices and we find that if 
r= log(nw,) where w, + 00, then almost all of these graphs have no isolated black vertices, are 
connected and have a perfect matching. A consequence of this result is that a random digraph 
that is regular of outdegree r almost surely has a cycle cover. 
1. Introduction 
Consider a digraph D constructed in a random fashion by letting each of its n ver- 
tices extend r arcs toward the other vertices. Variations of this idea have been 
studied extensively, see especially [4,2,3], with a view to determining the minimum 
values of r sufficient to assure connectedness the existence of a l-factor, and 
Hamiltonicity for almost all graphs. In this paper we address the same problems for 
random bipartite graphs G =B(D) obtained in a natural way from a random 
digraph D. 
Let D be a digraph of order n with vertex set 
V={u,,...,u,} 
in which multiple loops and edges are permitted. The associated bipartite graph 
G = B(D) is formed as follows. Let 
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U={u,,...,u,} 
be a set of white vertices of B(D) while 
w= {IV,, . . . . w,} 
is a set of black vertices. For every arc of D, say from ui to uj, B(D) has the cor- 
responding edge from ui to wj. Hence in B(D) 
deg U; = outdeg ui 
and 
deg Wj = indeg Vj . 
We shall be concerned only with the case in which each vertex u of D has outdeg u = r, 
where r is a function of n. 
2. Probability models 
For each positive integer r we have three probability models. 
Model C,: The set of digraphs D of outdegree r is allowed to have multiple arcs 
and multiple loops. Hence each white vertex in B(D) is adjacent to r, not necessarily 





bipartite graphs and the probability that ui is adjacent to Wj (with at least one edge) 
is r/(n+r- 1). 
Model Cr : Here the digraphs have no multiple arcs but single loops are permit- 
ted. Therefore each white vertex is adjacent to r distinct vertices chosen uniformly 
at random from V. Hence the sample space consists of 
n n 
0 r 
bipartite graphs and the probability that ui is adjacent to Wj is just r/n. 
Model C,: Suppose that no loops or multiple arcs are allowed in D. Then each 
white vertex ui of B(D) is adjacent to r distinct black vertices chosen uniformly at 
random from I/-- wi. Thus ui is not permitted to be adjacent to Wi and the sample 
space has 
n-l * 
( > r 
elements. The probability that ui is adjacent to Wj is 0 if i= j and is r/(n - 1) 
otherwise. 
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3. The degree distribution of the black vertices 
Let X,(G) be the number of black vertices of degree d in G =B(C j. The expecta- 
tions of X, for the three models are provided next. 
Model C,: Starting with d=O we find 
( 
n-l+r-1 n 







where the last equality holds if r2/(n + r- 1) + 0. 
For dz 1, 
(1 -r/(n+r- l))“-kZ* 
(3.1) 
(3.2) 
where the starred .Z is given by 
z*= E(n-l)$ O%, 
j=l (n+r-l)i,+, 
and the new sum is over all (:I:) solutions of the equation 
r,+.“+i,=d 
with $#O for all j= 1 to k. 
In general, the top term (k=d) in Z* dominates and we have for fixed d: 
E(X,) = (1 +o(l))nec’f’/d!, (3.3) 
provided r2/n ---t 0. 
Model C,: For each d>O we have 
E(X,) = n 1 (r/nf(l - (r/n))“-d 
0 
and for fixed d formula (3.3) again holds if r2/n --t 0. 
Model C,: In this case we have 
(3.4) 
(3.5) 
and once again formula (3.3) applies. 
These results are summarized in the next theorem. 
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Theorem 3.1. In all three probability models the expected number of black vertices 
of degree d is 
E(&) = (1 + o( l))ne-‘rd/d! 
where r and d are functions of n such that 
r2/n+0 and 
n 
0 d = (1 +o(l))&/d!. 
If we take the degree of the white vertices to be 
r=logn+dloglogn+x+o(l), 
where x is a fixed real number, then in all three models we find 
IT(&) = (1 + o( l))ePx/d! 
and X, satisfies Poisson’s law; that is for each k = 0, 1,2, . . . 
P(X, = k) + eO’uk/k! 




It follows from the theorem that if r = log(no,) where w, -+ 00 arbitrarily slowly, 
then E(&) --r 0 and so almost all G have no isolated vertices. The second moment 
method can be used to show that if r=log(n/o,), then almost all G have isolated 
vertices. 
In [9] we studied the threshold for connectedness in a random m-graph or 
uniform hypergraph of rank m + 1. Our bipartite graphs correspond to m-graphs 
with m = r - 1 by viewing the neighborhoods of the white vertices as r-subsets of the 
set of n black vertices. Although the results of [9] are expressed in a slightly different 
probability model and with m fixed, they imply that if r= log(no,), then almost all 
m-graphs with about n r-subsets are connected. Hence our bipartite graphs also 
achieve connectedness when the isolated vertices evaporate. That is if r=log(no,) 
with w, --t 03, then almost all bipartite graphs B(D) are connected. This result can 
be sharpened just as in [9] as follows. 
Theorem 3.2. If r = log n +x+ o(l), the probability that a random bipartite graph 
B(D) is connected approaches exp{ -exp -x} as n + 03. 
The degree distribution of the black vertices continues to behave like that of or- 
dinary random graphs with edge probability p = r/n. For example, compare the 
following result with [8, Theorem 5.1.41, an early result of Erdos and Renyi. 
Theorem 3.3. Let .e>O be chosen and suppose o, --t 03 arbitrarily slowly. If the 
degree of each white vertex of D is r = co,, log n, then the degree of each black 
vertex w satisfies the inequality 
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(I -a)r<deg w<(l +a)~ (3.9) 
for almost all G = B(D). 
The proof is virtually identical to the proof of [8, Theorem 5.1.41. No doubt there 
are many other similarities between these bipartite models and the standard Er- 
dos-Renyi model for random graphs. 
4. Matchings 
Observe that even if r is only 3, the expected number of l-factors is n!(3/n)” 
which goes to infinity. However, it follows from Theorem 3.1 that if r= 3, almost 
all bipartite graphs have isolated vertices and hence cannot have a l-factor. On the 
other hand, if r= log n + CO, and w, + 03, then 
but 
E(Xc) - exp(-a,) --t 0, (4.1) 
E(X,) - exp(log log n - w,) --f 03. (4.2) 
So the minimum degree of the black vertices is 1. As it turns out, this value of r 
is sufficient to insure the existence of a l-factor in almost all of these random bipar- 
tite graphs. 
Theorem 4.1. Let o,, + 03 as n -+ CO. If r-2 log(nw,), then almost ail bipartite 
graphs B(D) have a l-factor, while if rSlog(n/u,), then almost all B(D) have 
isolated vertices and, hence, no l-factor. 
Proof. Our approach is to use the first moment method and Hall’s theorem [6]. The 
theorem holds for all three probability models but we shall only sketch the proof 
for Model Cr. 
For each graph G = B(D) in our sample space, we define the random variable 
X,=X,(G) to be the number of k-sets of white vertices that are adjacent to at most 
a (k- 1)-set of black vertices. Thus X, counts bad k-sets of white vertices, i.e., 
those which violate the hypothesis of Hall’s theorem. To prove the theorem it is suf- 
ficient to show that E(X,) -+ 0 for all k from r+ 1 to n. It is necessary to split this 
interval in several pieces to be treated separately. 
First we use the following expression 
(4.3) 
in which the first binomial coefficient is the number of ways to choose the k bad 
white vertices, the second is the number of ways to select k- 1 black vertices and 
the third factor is the probability that each of these k white vertices is adjacent only 
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to the k- 1 selected black vertices. 
In step 1 we show that 
c EW,) -+ 0, 
where the sum is over the following range of k: 
r+l<klsn, where E = I- (2 + 6)/r, 
and 6> 0 is fixed. 
(4.4) 
(4.5) 
This can be accomplished by a straightforward calculation using the bound on the 
binomial coefficients: 
In step 2 with i = n - k, it follows as in step 1 that (4.4) holds for the following range 
of i: 
n”2+8si5(2+d)n/r 
where p > 0 is fixed. 
(4.7) 
In step 3 we look at the case k = n or i = 0 and easily show that E(X,) -+ 0. Unfor- 
tunately the same is not true for E(X, _ ,) and so some extra work is called for to 
complete this step. Suppose i+ k = n and the bad k-set of white vertices consists of 
the vertices ui+r, . . . . u, and the k- 1 black vertices to which these are adjacent are 
contained in the set Wi+2, .. . , w,. The value of r in our hypothesis insures that 
almost all of our graphs have no isolated black vertices. Hence each of the first i+ 1 
black vertices, namely wr, . . . , Wi+ 1 must be adjacent from some vertex from the set 
u,, . . . ,ui in almost all graphs. For each j= 1 to i+ 1, let d’ be the event that Wj is 
adjacent from some u, with 1 I 11 i. A straightforward argument based on the 
method of inclusion and exclusion shows that 
Now a bit of analysis gives the following estimate of this probability: 
i+1 
P ( > jpl ~j = (1 + o(l)>(ir/n)‘+‘, 
which is good for i<n2’3-a, for fixed a>O. 





for i in the range 
1 I is (log n - a,)/log r, where a, -+ 03. 
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We are left in step 4 to show that the same fact (4.10) holds for i in the range 
(logn-a,)/logr~i~n”*+B. (4.12) 
This final stroke can be delivered by observing that the sum in (4.10) has the form 
(l/q) C (e2si)‘, (4.13) 
where 
si = (r/o n )(r/n)“‘/i. (4.14) 
Then it can be shown that si peaks at i= log n/r and in fact s;-+ 0 for that value 
of i. 0 
No doubt this result can also be sharpened with a bit more work so that for 
r=log n+x+o(l), the probability that B(D) has a l-factor approaches exp{ -exp -x}. 
Erdos and RCnyi first proved this type of result for random bipartite graphs in 
which each white vertex was adjacent to a black vertex with the same probability 
[l]. Their proof was rather more straightforward than ours because of the symmetry 
of their probability model. A related result of Walkup [lo] shows that Y= 2 is suffi- 
cient if both the white vertices and the blacks have degree r. 
It should be emphasized that we have only demonstrated the existence of a 
matching. See the book [5] by Gibbons for an efficient algorithm for actually find- 
ing matchings for graphs. The method follows the approach devised by Edmonds 
and Johnson and takes a particularly nice, simple form in the bipartite case. 
We began this paper with a discussion of random bipartite graphs G = B(D) ob- 
tained from a random digraph D. The preceding result for G has a natural inter- 
pretation for D. Given a digraph D, a cycle cover of D is a family of disjoint directed 
cycles which span D. It is easy to see that a l-factor in G = B(D) corresponds to a 
cycle cover of D. Of course, a digraph with a vertex of indegree zero has no cycle 
cover. Hence we have the following. 
Corollary 4.2. If r= log(no,) with CO, + 00, then almost all random digraphs that 
are regular of outdegree r have a cycle cover. But if r = log(n/o,), almost all such 
digraphs have vertices of indegree zero. 
The corollary provides a lower bound for the threshold function that insures a 
spanning cycle in almost all digraphs of regular outdegree r. For an upper bound, 
McDiarmid [7] has shown that if r = (1 + &)log n, then almost all such digraphs have 
a spanning cycle. 
Now if r = log n + log log n + o,, then E(X,) + 0 but E(X,) + 03. Hence almost 
all graphs have minimum degree two. This should be sufficient to insure the ex- 
istence of a spanning cycle. That is, if r= log n + log log n + CO,,, then almost all 
bipartite graphs G = B(D) have a spanning cycle. The proof of this result would be 
the subject of another paper. 
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