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1. Introduction 
Let ‘Rd, d 2 1, be the d-dimensional Euclidean space and let 93 be the u-tield 
generated by open subsets of [Wd. Let 9 denote the set of all probability measures 
on 3. 
Let p E 9. We say that p is furl if its support is not contained in any 
(Q! - 1) -dimensional hyperplane of Rd. Let g c 9 denote the set of all full probability 
meas.tires on 6%. Then 9 is an open semi-group of 9 with the topology of weak 
convergence and multiplication defined by convolution. 
Lex (0, 9’ P) be a probability space and let X be a random vector defined on 
J2, taking values in (w & Let p = hltx be the probability distribution (on a) of X. Let 
M(d, 531) denote the ring of al’ linear operators in !& with composition as the 
multiplication operation and let G = GrL(d, I&) c M(d, Iw 1) denote the group of all 
invertible operators. For any P ~&d, rWi) and any IWd-valued random vector X 
with probability distribution p, .he random vector AX has distribution Ap on S3 
defined by 
Ap(E)=j..uA-l(E)), E&l, 
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whereA_‘(E)={xG!d:AXEE}.Let{X,,n 2 1) be a sequence of l&valued ran- 
dom vectors and let X be an aBd-valued random vector. Let I_L~, g be the crJrrespond- 
ing probability distributions of Xn and X5 respectively. Then we ShEl’,i write Xn + X 
if pu, + p (that is, if ,u,, converges weakly to CL). 
Let {Xl, t > 0) be an I&-valued<tochastic process atisfying VP: condition 
Xt+h--/Xt ash+0 (t+h>O) (1) 
for every t > 0. Let prc, E P denote the distribution of Xt for every t > 0. We say that 
{XJ is proper if pr E 9 for every t > 0. 
Throughout this paper we write A > 0 whenever the linear operator A in lJ& is 
invertible, self-adjoint and positive. 
Definition: An !&-valued stochastic process {Xt, t > 0) is said to be, operator self 
similar if it satisfies (1) and for every ~1> 0 there exist a B(a) > 0 and an element 
c(u) E Iwd such that {Xar} and {B(a)X, +c(a)} have the same finite dimensional 
distributions. More precisely, for every finite set of positive real numbers tl, t2, . . . , fk 
the random vectors (Xar,, . . . , X,J and (B(ajX,,+c(a), . . . , B(a)Xtk +~(a)) have 
the same probability distributions. In this case we shall write 
xa. z B(a]rX.+c(a). (2) 
The assumption B(a) > 0 is a natural one to make in view of the work of Lamperti 
[lo] where he considered the case B(a) = b(a)l. Here b(u) > 0 and I is the identity 
operator in R d. We note that in most of the applications of assumption (2) we shall 
be using the weaker form 
.Klt zB(a)X,+c(a) for each ~0, 
where the equality is in distribution of random variables. The stronger form of (2) 
will only be used in Lemma 5 and Theorem 3. 
In an earlier version of this paper we defined self similar processes for t E [0, ~0) 
rather than t E (0, 00). For the case d = 1, for example, this ruled out processes 
corresponding to T-variation with the properties that lim,lo 1X,1= +co and XC. G X. + 
h In c, h E [WI, c > 0, h f: 0. An example of this is the extremal process on I& 
generated by the density P(x) = exp{-e-“}. (See, for example, [6].) We study in 
detail the case t E (0, ~0) and also indicate the effect of including t = 0 on our results. 
Self similar processes have been of interest in problems of hydrology, theoretica: 
physics, etc. They were first studied by Lamperti [lo] and later, amongst others, 
by Dobrushin [4, 51, Taqq,u [12], and Laha and Rohatgi [9]. We refer to Taqqu 
[12] for furthe r references. In this paper we investigate so roper-lies of operator 
self similar processes taking vailues in Rd. 
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In view of Theorem 1 of Billingsley [J], Gx is a compact subgroup of G. Moreover, 
it follows from Theorem 5 of Billingsley [3] that there exist an operator V > 0 in 
Rd and a closed subgroup Q0 of the orthogonal group 0 (that is, the group of all 
orthogonal linear transformations in l.Rd) such that Gx = VO&-‘. According to 
our assumption B;‘& E (ix, so that there exists a U E 00 such that Ba’Bz = 
VUV? This implies VB2 V = ( VB1 V) U. Clearly VBJ r 0, i = 1, 2. Since U is 
orthogonal it follows at once from the uniqueness of the polar decomposition (see 
[8, p. 3421) that U = I and B1 = BZ. Then we have X g X +Sr’ (cl - cz), so that 
cl = c2 from Lemma 1. 
Lemma 3. Let (xn) be a sequence of Rd-valued random vectors. For n Z= 1, let A,, E G 
and c,, E & such that 
(9 Xn *X9 
(ii) AnXn Zc, * Y 
where X and Y are !&-valued random vectors. Suppose that the distributions of X 
and Y are full. Then the set (A, : n 3 1) is relatively compact with respect to the usual 
norm topology in G and the set (c,: n Z= 11 is relatively compact in Rd. Moreover, if 
A and c are limit points of the respective sequences, then 
YzAX+c. 
Proof. See Proposition 4 of Sharpe [ll]. See also [13 j. 
Lemma 4. In addition to the assumption of Lemma 3, suppose that A,, > 0, n a 1. 
Then there exist an operator A > 0 in (wd and a c E (wd such that A,, + A and c,, + c 
as n + 00, Moreover in this case Y g AX + c. 
Proof. Follows from Lemmas 2 and 3. 
Finally we give a multivariate version of Lemma 4 which will be needed in the 
proof of Theorem 3. Let k 3 1 be a fixed integer. Let Xv’, 1 sj s k, be &-valued 
random vectors. Set = (Xii), xl,“, . . . , XL” ) so that Xn is a random vector taking 
valuesinR~XR!~X~~~ xlF&+ Let A~‘E&(d,lF&)for lsjsk. Set 
is a linear operator in (wd x UBd x l l l x Rd. Let cz), 1 <j c k, be vectors 
in Rd so that cn = (c’,“, ck2’, . . . , cLk’) E Iwd x Iwd x l l l x Rd. Clearly 
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Lemma 5. Let {X.., n 2 1) be a sequence of (wd x (wd x 9 l - x Rd-valued random vectors. 
LetAf’>0, lsjsk, n 2 1. Suppose further that 
(8 JG *X9 
(ii) A,X,, + c,, + Y 
where X = (X”‘, Xt2), . . . , XCk’) and Y = (Y(l), Yi2’, . . . , ik) Y ) are some 
lJa,xR~x*** x &-valued random vectors. Tihen there exist A’” > 0, and 
c”) E Rd, 1 s j G k, such that A’,” + A’” and cz’ + c(j) as n -, 00. Moreover, 
Y$AX+c 
(1) (2) where c =(c , c ,..., ctk)) and 
Proof. Follows easily from Lemma 4. 
3. Results 
We first derive some properties of the functions a + B(a) and a + c(a) appearing 
in the .detinition of an operator self similar process. The following result will be 
quite useful. For the sake of completeness we give a short proof. See also [l]. 
Theorem 1. Let {X,, t > 0) beproperoperatorself similar. Then the mappings a + B( a I 
and a + c(a) are continuous for a > 0. 
Proof. Let a >O be fixed and let {h,} be a sequence of real numbers such that 
a + h, > 0 for all n * 1 and h, + 0 as n + 00. In view of (1) and the self similarity 
property of {Xt} we have 
X a+h, %B(a-+h,))X1+c(a+h,,)=bXaa 
Since B(a + h,)>O for all n > 1 and pa E 9 for all a > 0 it follows at once from 
Lemma 4 that there exist a Ba I=- 0 and a Ca E Iwd such that B(a -+- h, ) ==+ 
c(a + h,) + cae Moreover, 
On the other hand 
d 
= 
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so that from Lemma 2 we have B, = B(a) and ca = c(a). Thus B(a+ h,)+B(a) and 
c (a + h,,) + c(a) as n + 00 for every a > 0 as asserted. 
Theorem 2. Let (Xt, t > 0) be proper operator self similar. Then there exists a 
self-adjoint operator ,4 E M(d, R 1) such that B(a) = a A, a > 0, in the sense that 
aA = exp(ln a l A). 
IfA=O,thenfcrralla>O,B(a)=I,c(a)=(Ina)wforsom,ewERdandX,. 4x.+ 
(In a)o. If A is invertible, then there exists an element o E (wd such that c (a) = (I - a “)w 
for all a > 0. 
Proof. First note that if B > 0, then B has the spectral representation B = X7= 1 hiPi 
where Ai>O, l--l C ’ s m c d are the distinct eigenvalues of 13 and the Pi’s are the 
projections of I& onto the corresponding eigensubspaces. For any Q’ E Iwr set B” = 
I]“= I A ;Pi. Clearly 8” > 0. 
We show that if {Xt, t > 0) is proper operator self similar, then for all t > 0 and 
all a! ElWr 
B(P) = {B(t)}* (3) 
where B(t) > 0 is the operator associated with Xt. Let { Yl} be the symmetrized 
process associated with {Xt). Using the self similarity of {Xt} we see that for any 
t > 0 and any integer n (positive or negative) 
‘y,n i B(t”)YI z {B(t)}“Y* (4) 
so that, from Lemma 2, we have B(t”) =(B(t‘,}“. Setting t = slln, s >O, we get 
B(sl’“) = {B(s)}““. H ence for any u > 0 and integers m, n (n Z 0) we have 
B(u”l”) = {U(u)}“/“, 
and since t + B(t) is continuous (Theorem 1) we see that (3) holds. 
Wenowsett=eandcr = In s, s > 0, in (3) to obtain 
B(s) = {P(e)}‘” ‘. 
Since B(e) > 0 we use its spectra: representation B(e) = ~~=, hiPi and see easily 
that B(s) = s” where A has spectral representation A = Cz, (In Ai)Pb Clearly 
A is self-adjoint. Moreover, 
A =lim (A(u)-P)/u (6) 
UN 
where A(u) = B(e”). Here A is called the (infinitesimal) generator of the semigroup 
{A(u), u E I&}. 
Let s, t > 0. Then 
B(s)B(t) = sAtA = tAsA = B(t)B(s) 
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so that B (s)B( f) > 0. Moreover, by self similarity 
x,t 2 B(st)X1+ c(st) d B(s)B(t)X1+B(s)c(t) +c(s) 
z B(t)R(s)X* +B(t)c(s) + c(t). 
1~ view of Lemma 2 we conclude that 
c(H) = c(s) +sAc(t) = c(t) + tAc(s). (7) 
Next suppose that A = 0. Then B(a) = I for every a >O so that from (7) we have 
c(st) = c(s) +c(t) 
for al.1 s, t > 0 and, componentwise, 
Ci(St)=Ci(S)+Ci(t), 1 <iGd. 
Using the continuity of t + c(t) (Theorem 1) we obtain immediately that 
Ci(t) = WiIIl t, Wi E 031, lsisd. 
Thus c(t) = (In t)w where w = (ol,. . _, od) E R,. Then we have Xa zX1+(In a)W, 
a >O. 
Finally we consider the case when A is invertible. In this case zero is not an 
eigenvalue of A, so that I - tA is invertible for t > 0. In view of (7), 
(I - tA)c(s) = (I -sA)c(t). 
Since (I - tA) and (I - sA) are both invertible and power series in A, they commute 
and so do their inverses. Hence 
(I-sA)-‘C(S)=(I-tA)-lC(f)=W 
for some 0 E Rd. It follows that 
c(t) = I I - CA)W 
for all t > 0. This completes the proof of Theorem 2. 
Next we show that operator self similar processes can be obtained as a result of 
certain limiting operations. 
Theorem 3. Let {X,, t > 0) be a prope; process satisfying ( 1). Then {X,} is operator 
self-similar if artd only if there exist 
(i) an Rd-valued process (Z,, t > 0}, and 
(ii) for every a >O an operator W, ~.&(d, [WI), Da >Q and ati element g(a) E lJ& 
where WJ& == Wa2W,, for all a 1, a2 > 0 and the mappings a + aaflda+&r)are 
continuou::, sm:h that as a + 00 
W,’ (Za. + g(a)) 3 .X.. (8) 
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(Here the convergence is in the sense of finite dimensiotzal distributions.) 
In this case 
D, == L(a)aA = aAL( a >O, (9 
where A E &(d, RI) is self adjoint and L(a) > 0, is such that a + L(a) is slowly 
varying in the sense that L-‘(a)L(at) + I as a + 00 for t > 0. Moreover, the mapping 
a + g(a) satisfies 
D,‘(g(a)-g(at))+c(t), as a +m, (10) 
for every t > 0. Furthermore 
Xl- f= aAX.+c(a), for a >O, 
where c ( l ) satisfies 
c(st) = SAC(f)+ c(s), s, t r 0. 
Proof. First suppose that {X1} is proper and (8) hol.ds where D,, and g(ar) satisfy 
the assumptions of the theorem. We show that {Xt} is operator self-similar, In view 
of (8) we have 
0,’ (Za + g(a)) 3 X1. (11) 
Replacing a by at and t by l/t (t > 0 fixed) in (8) we obtain 
Clearly D i1Da, = a,lo,’ >O so th a t f rom Lemma 4 we conclude that there exists 
an operatclr-valued function f -4?(t) such that for every t >O, Di’D,, + B(t) as 
a -T* 00. We note that for every t > 0, B(t) >* 0 and the mapping t+ B(t) is continuous. 
Moreover, for s7 t>O we have 
D;‘Dasr = (D,‘D,,ND;:D,,,). 
Letting a + 00 we see that 
B(a) = B(t)B(s) = B(s)B(t). 
Proceeding as in Theorem 2 (or by using the theory of semigroups of bounded 
linear operators [7]) we conclude that there exists a self adjoint operator A E 
&(d, IF&) such that B(t) = tA for t > 0. 
For a >O we define L(a) ~&(d, I&) by setting L(a) = D,B-‘(a). Using the fact 
that Da,Daz = Da2Dal for al, a2 > 0 and the definition of B(a), we see easily that 
D,B-‘(a) = B-‘(a)D, for every a > 0 so that L(a) > 0 and moreover (9) holds. 
Next we show that D, and A commute. Since is self adjoint it has the spectral 
representation A = z:I! 1 AiPi where hi (1~ j s m he distinct eigenvalues 
of A and Pi is the projection of Iwd onto the eigensubspace associated with Ai. Then 
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for every a :B 0 we have 
B(a)=aA= f a”iPb 
j=l 
Since D, commutes with B(a) it follows from spectral theory that D, commutes 
with Pi for every j, 1 s j s m, and hence with A. Moreover, for every I > 0 we have 
L-‘(a)L(at) = (tA)-‘Da’D,, --, I as a + 00 
so that L( . ) > 0 is slowly varying. 
We now return to (11) and (12) and use Lemma 4 to conclude that (10) holds. 
Using the fact that D,‘Dat+ tA as a + 00, we see easily that c( l ) satisfies the 
functional equation 
c(sit)=sAc(C)+c(s), s, t>o. (13) 
Finally, we show that {X,, t > 0) is operator self -similar. Let tr, f2, . . . , fk > 0 be 
arbitrary. According to our hypothesis as a -) 00, 
iDi’ Garl + g(a)), . . . , Di’iZ,, +s(aN * (X,, . . . , X,) 
so that for every b > 0 we have 
(E’ (Zbrl + g(a)), . . . 9 0,’ (Zabtk +g(d)) * (Xbtlv . . , X,,). 
On the other hand, we see easily that 
(K’ (&brl + g(a)), . . . 9 0,’ GLtk + g(a)>) = 
= (Di%+G! (Zbrl +g(ab))+D,‘(gia) -giabh . . n 7 
+(bAX,,+c(b), . . . , bAX, +cib)). 
In view of Lemma 5 we conclude that for every b > 0 
Xb. 2 bAX.+c(b) 
so that {Xt} is operator self -similar. 
Conversely, suppose that the process {X,, t> 0) is proper operator self-similar 
and of the form 
Xl- zaAX.+c(a) 
where A is the generator and c(a) E Rd satisfies (13). For (Zr} we choose { 
= aA, g(a) = --~(a ,. 1 ‘Vde see easily that D, and g(u) satisfy conditions of the 
theorem and (8) holds. 
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Example. Let X1 be IR; -valued with distribution given by the Fourier transform 
A 
Pl 
’ x i( )I =exp{-(lxl+ly("*)}, x, y E&. Y 
Let a, b~R1 such that a’-b*#CJ For t:,O let 
1 a+6 
B(t) = 
$(ta+b + ta-h) 2(t _ ,a-b) 
#+h _ fn-h) ;(ta+b + ,a-&) 
and Xt 2 B (t)X, . Then {Xt, t > 0) is operator self-similar with generator 
A= 
We now consider the effect on Theorems 2 and 3 of including t = 0 in the 
definition of self-similarity. 
Theorem 2a. With the same notations and assumption as in Theorem 2 suppose 
further that the self similarity property holds c&o fort = 0. Then the follo wing assertions 
hold. 
(i) IfA=O, thenc(a)=OERdandX, 1 X0 for 311 a 2 0. 
(ii) If A # 0, th en the distribution ~0 of X0 cannot be full. In particular, if A is 
invertible, then X0 is degenerate at some w E Iwd and c(a) = (I -a A)~ for all a 3 0. 
Proof. (i) We have shown that Xa g X1 + (In a)ti for a > 0 and some w E Rd. Suppose 
w # 0. Letting a JO we get a contradiction since X0 E Rd. Hence w = 0, c (a ) = 0 E IRd 
and X0 g X1 so that Xu g X1 4 X0 for all a ,a 0. 
(ii) Suppose A # 0. Then for all a > 0, t > 0 we have 
x,,p aAX,+c(a). 
Letting tJ.0 we get 
X(,2 aAx”+&), a >o. 
Suppose ~0 G 9? Then from Lemma 1 we get a A = 0 and c(a) = 0 for all a > 0. This 
implies A = 0, contrary to our assumption. Hence ~0 & 9. 
Finally we consider the case when A is invertible. In this case every eigenvalue 
Ai of A is nonzero. Let ej be an eigenvector corresponding to Ai. Then a”’ is an 
eigenvalue of u A with the corresponding eigenvectcor ei. Letting t&O and using the 
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self-similarity propercy for t = 0 we obtain 
so that we have 
(X0, ejAa”X,, ej)+k(a), ej) 
= a “.i(XO, ej) f (c(a), ei>. 
From the one-dimensional version of Lemma 2 we conclude that if (X,, ei> is 
nondegenerate, then $a”’ = 1 for a > 0 so that Ai = 0, which is a contradiction. hence 
(X0, ei> is degenerate. We now choose the eigenvectors ej corresponding to Ai such 
that they form an orthonormal basis for Rd. Then (X,, x) is degenerate for every 
x E Rd. Therefore there exists an o E II& such that X0 is degenerate at w. In this 
case w =aAw+c(a) so that c(a)==(I-aA)W, a ~0. 
Theorem 3a. Let (Xt, t 2 0) be a proper process satisfying ( 1). Then (XJ is operator 
self-similar if and only if there exist 
(i) an !&valued process (Zl, t 2 0), and 
(ii) for every a > 0 an operator D, > 0 and an element g(a ) E I& where D,, Do2 = 
D,,D,, for all al, a2 > 0, 0,’ + 0 as a + 00 and th_ mappings a + D, and a --) g(a) 
are continuous, 
such that (8) holds. In this case 
D, = L(a)aA = aAL( 
g(a) = aAL(a)o(a‘r, a >O, 
(14) 
where A and L are as in Theorem 3, o (a ) E (wd such that o (a ) -j w as a + 00, X0 = o 
a.s. and c(a) = (I -aA)“. 
Proof. First suppose that {Xt} is proper and (8) holds. Proceeding exactly as in 
Theorem 3 we show that {Xt} is self similar and the first relation in (14) holds. 
According to our hypothesis 0,‘~ +O as a -*OO for every x E Rd. Therefore 
D,‘Zo+O. On the other hand, from (8) we get D,‘(ZO+g(a)) 3X,,. Con- 
sequently, D,‘g(a) +X0 (Slutsky’s Theorem, [2, p. 251). It follows that X0 is 
degenerate at some o E R d. Set w(a) = D,‘g(a). Then g(a) = aAL(a)w( z) and, 
moreover, o (a ) --) w as a + CO. Using self-similarity at t = 0 we see easily that 
c(a)=(I-aA)o. 
Conversely, suppose that IX, t 2 0) is proper operator self-similar with generator 
A and X0 = u a.s. For {Zt} we choose {Xf} and set 62, = a A, g(a) = a AW. Proceeding 
exactly as in the proof of Theorem 3 we see easily that (8) holds. 
Finally we consider 
ent incre ems. Let 
similar processes with stationary 
dependent identically distributed 
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vectors with common distribution p E 9. We say that p is proper operator stable if 
for every pair of operators A1 > 0, A2 > 0 in (w,i there exists an operator A3 = 
A3(Az, Al) > 0 in lRn such that 
We give a characterization of proper operator self-similar processes with station- 
ary indeperndent increments. 
Theorem 4. An &valued process (xt, t 2 0) with stationary independent increments 
and X0 = 0 a.s. is proper operator se/“‘-similar if and only if the increments have 
distributions which are full and proper operutor stable. 
‘We omit the proof since it follows easily from Theorem 2a and Theorem 2 of 
Sharpe [ 11-j. 
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