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Summary
In this thesis we discuss the heat flow on time-dependent metric measure spaces.
It will be useful to distinguish between the heat flow (on functions forwards in
time), the adjoint heat flow (on functions backwards in time) and the dual heat
flow (on measures backwards in time). We obtain existence of the heat flow and
its adjoint in two different ways, in particular, first, by solving it in a suitable
weak sense, and second, by applying a minimizing movement scheme (also re-
ferred to as JKO-scheme) using Cheeger’s energy on time-dependent L2-space
and the relative entropy on time-dependent L2-Kantorovich space, respectively.
Let us remark that the latter way requires less regularity assumptions on the
space. Of particular interest are properties which characterize the underlying
space as a super-Ricci flow as introduced by Sturm in [59]. Similar to weak lower
Ricci curvature bounds in the sense of Lott, Sturm and Villani, the definition of
super-Ricci flows employs a convexity property of the time-dependent relative
entropy called dynamic convexity. This thesis is subdivided into three parts.
In the first part we establish the equivalence of dynamic convexity of the
relative entropy on the (time-dependent) L2-Kantorovich space, monotonicity
of L2-Kantorovich distances under the dual heat flow, gradient estimates for
the heat flow and a dynamic version of Bochner’s inequality involving the time-
derivative of the metric. We also give a characterization for the dynamic N -
convexity of the relative entropy, where N can be thought of as an upper bound
on the dimension. These results represent a dynamic analogue to the charac-
terization of weak curvature-dimension bounds obtained in [6] and [24] and can
be seen as a contribution to the research topic of weak Ricci flows, cf. e.g. [46],
[29]. Moreover, we characterize the heat flow on functions as the unique forward
EVI-flow for Cheeger’s energy on the Hilbert space of square integrable func-
tions and the dual heat flow on probability measures as the unique backward
EVI-flow for the relative entropy on the L2-Kantorovich space.
In the second part we strengthen our assumptions on the metrics and ob-
tain refined gradient and transport estimates. As an application we construct
Brownian motions such that the distance of their paths is controlled.
In the last part we introduce notions of dynamic gradient flows on time-
dependent metric spaces as well as on time-dependent Hilbert spaces. We prove
existence of solutions for a given class of time-dependent energy functionals in
both settings via a JKO-scheme adapted to our time-dependent setting. In
particular we apply our results to the relative entropy on the space of proba-
bility measures endowed with the time-dependent L2-Kantorovich distance and
to Cheeger’s energy on the time-dependent Hilbert space of L2-integrable func-
tions. As in the static setting, it is crucial for the existence concerning the
relative entropy gradient flow that each underlying metric measure space sat-
isfies a lower Ricci curvature bound. We identify the gradient flow for the
time-dependent Cheeger’s energy and the gradient flow of the time-dependent
relative entropy with the heat flow and the forward dual heat flow, respectively
introduced in the first part. This is possible since we obtain uniqueness for the
gradient flows of Cheeger’s energy and the relative entropy.
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1 Introduction
Over the last several years the theory of optimal transport has proven to be an
effective instrument for studying geometric structures for non-smooth spaces on
the one hand and for studying diffusion equations on the other. The relative
entropy and the Kantorovich distance, objects which are defined on the space of
probability measures, play a crucial role in both applications. Concerning the
geometry of the underlying space, its curvature is captured in the behavior of
the relative entropy along Kantorovich geodesics, while diffusion equations can
be characterized as a Kantorovich gradient flow of the relative entropy. Inter-
estingly there is a strong interplay between diffusion equations on the one hand
and the geometry of the underlying space which is again reflected in terms of
optimal transport.
In this thesis we study diffusion equations on spaces with geometries which
evolve in time. The diffusion equations we consider are given by the heat equa-
tion and its adjoint. In the first part we prove existence and uniqueness of
solutions for both types of equations and give a characterization of super-Ricci
flows introduced by Sturm in [59]. The defining property of super-Ricci flows is
given by the so-called dynamic convexity of the relatice entropy. We show the
one-to-one correspondence of gradient estimates for the heat flow in the sense of
Bakry-E´mery on the one hand and dynamic convexity of the relativ entropy on
the other. Equivalently we obtain that the adjoint heat flow satisfies contraction
estimates with respect to the Kantorovich distance. We show in the second part
that the gradient estimate and the transport estimate possess the property of
self-improving. This leads to pathwise contraction estimates for the trajectories
of Brownian motions. In the last part we introduce notions of dynamic gradient
flows and prove existence via a time-dependent JKO-scheme. We identify the
heat flow with the dynamic gradient flow of Cheeger’s energy and the (forward)
adjoint heat flow with the dynamic gradient flow of the relative entropy.
In the following we give a brief survey of optimal transport, weak notions
of Ricci curvature and gradient flows. Then we give an informal overview of
the results obtained in this thesis. The precise statements can be found in the
Chapters 2, 3 and 4.
1.1 Optimal Transport
The problem of optimal transport goes back to Monge’s work “Me´moire sur la
the´orie des de´blais et des remblais” ([47]) in the late 18th century. He questioned
how to transport a certain amount of soil from one place to the other such
that the total cost is as low as possible. The modern way to describe the
Monge’s optimal transport problem goes as follows. Let X,Y be two Polish
spaces and µ ∈ P(X), ν ∈ P(Y ) two probability measures. Fix a cost function
c : X × Y → R. We minimize
T 7→
∫
c(x, T (x)) dµ(x)
among all transport maps T from µ to ν, i.e. all measurable maps T : X →
Y such that T#µ = ν. The measure T#µ ∈ P(Y ) is called push forward of
µ through T and is characterized by
∫
f dT#µ =
∫
f ◦ T dµ for all functions
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f : Y → R. Unfortunately this formulation carries some disadvantages. For
instance if µ is a Dirac measure and ν not, there exists no admissible T . It took
almost two hundred years for Kantorovich to propose a relaxation to overcome
these difficulties, (see [31] for an English translation of the Russian article from
1942).
Given a cost function c : X×Y → R and two probability measures µ ∈ P(X),
ν ∈ P(Y ) Kantorovich’s optimal transport problem consists of minimizing
γ 7→
∫
X×Y
c(x, y) dγ(x, y)
among all transport plans γ from µ to ν, i.e. all probability measures γ ∈ P(X×
Y ) such that γ(A×Y ) = µ(A) and γ(X×B) = ν(B) for all measurable sets A ⊂
X, B ⊂ Y . Transport plans can be thought of as multivalued transport maps.
Every transport map T admits a transport plan γ = (Id × T )#µ. Moreover
there always exists a plan, e.g. µ× ν, and under mild assumptions on the cost
c there exists even a minimizer. It is well-known that these kind of problems,
where a linear functional has to be minimized under a affine constraint, admits
a dual problem, where a linear functional has to be maximized.
Kantorovich himself introduced the associated dual problem ([31]). It con-
sists of maximizing
(ϕ,ψ) 7→
∫
ϕ(x) dµ(x) +
∫
ψ(y) dν(y),
among all functions ϕ ∈ L1(µ), ψ ∈ L1(ν) such that ϕ(x) + ψ(y) ≤ c(x, y). For
a cost function which is continuous and bounded from below the minimum of
the Kantorovich problem is equal to the supremum of the dual problem,
min
γ
∫
X×Y
c(x, y) dγ(x, y) = sup
ϕ,ψ
∫
ϕ(x) dµ(x) +
∫
ψ(y) dν(y).
The supremum is actually a maximum and is of the form (ϕ,ϕc+), where ϕc+
is the c+-transform
ϕc+(y) := inf
x∈X
c(x, y)− ϕ(x).
The study of the dual problem reveals significant information for the transport
problem and has been performed by several authors, e.g. Knott and Smith [33]
and Rachev and Ru¨schendorf [51].
If X = Y and the cost function is given by the squared distance dp of
X, where p is a natural number, we recover the Lp-Kantorovich distance on
measures defined by
Wp(µ, ν) :=
(
inf
γ
∫
dp(x, y) dγ(x, y)
)1/p
,
where the infimum is taken among all transport plans γ ∈ P(X2) from µ to
ν. Strictly speaking, this does not define a distance since it is possible that
Wp(µ, ν) = ∞, but if Wp is restricted to the space Pp(X) of Borel probability
measures with finite moments of order p
Pp(X) :=
{
µ ∈ P(X) :
∫
dp(x, x0) dµ(x) <∞
}
,
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where x0 ∈ X can be chosen arbitrarily, we recover all the axioms of a distance.
A basic fact [62, Theorem 6.9] is that given a Polish space X, i.e. a complete
separable metric space, the space (Pp(X),Wp) is a Polish space as well.
A simple consequence of Ho¨lder’s inequality is the fact that
p ≤ q ⇒Wp ≤Wq.
Hence, the metric W1, also known as the Kantorovich-Rubinstein distance, is the
weakest of all the Wp’s. The other extreme case is given by W∞ := limp→∞Wp,
which is the most restrictive of all the Lp-Kantorovich distances.
Another famous representative is given by the L2-Kantorovich distance W2.
One of the interesting features of (P2(X),W2) is that it inherits certain geo-
metric properties of the space X. If (X, d) is a geodesic space, i.e. for each
x, y ∈ X there exists a curve γ : [0, 1] → X with γ(0) = x and γ(1) = y such
that d(γ(s), γ(t)) = |s− t|d(x, y), then (P2(X),W2) is geodesic as well. Further-
more, each geodesic t 7→ µt in P2(X) can be lifted to a measure on the geodesics
in X such that the joint law of the start and end point produces an optimal
transport plan between µ0 and µ1, cf. [2, Theorem 2.10]. As an example we
consider the Dirac measures δx and δy for x, y ∈ X. It is important to note that
the classical linear interpolation between δx and δy
t 7→ µt := (1− t)δx + tδy,
is not the right object since it has infinite length as soon as x 6= y. The right way
to interpolate between these measures is given by displacement interpolation, i.e.
t 7→ δγt , where t 7→ γt is a geodesic on X connecting x to y. The terminology
for probability measures on RN goes back to McCann [45].
1.2 Weak Notions of Lower Ricci Curvature Bounds
The concept of curvature is closely related to the behavior of geodesics. Imag-
ine a point x on a smooth N -dimensional Riemannian manifold (M, g) and a
tangential vector v attached to x. Let U be an arbitrary neighbourhood of the
point x. Now we transport every point in the neighbourhood along the geodesic
with initial velocity v. If we assume that the manifold has positive curvature the
geodesics will tend to diverge (at least for short times), whereas negative cur-
vature will mean that geodesics will tend to converge (at least for short times).
Both scenarios result in a distortion of the initial neighbourhood U . A simple
formula where the Ricci curvature comes into play is given in the following. Let
Ut denote the image set of the geodesics at time t, then the volume vol(Ut) is
given by the following formula
vol(Ut) = vol(U)
(
1− t
2
2
Ric(v) + lower order terms
)
,
where Ric(v) = Ric(v, v) denotes the Ricci tensor.
The Ricci curvature is said to be bounded from below by some K ∈ R if for
every v in the tangent space
Ric(v) ≥ Kg(v).
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By now lower Ricci curvature bounds are well-understood in terms of optimal
transport. Crucial in this context is the relative entropy functional or Boltzmann
entropy on the space of probability measures P(M), which is given by
Ent(µ|vol) =
∫
ρ log ρ d vol with µ = ρ vol.
It turns out that convexity properties of µ 7→ Ent(µ|vol) are directly related
to the curvature of the underlying space. Sturm and von Renesse proved that
M has Ricci curvature bounded from below by some K ∈ R if and only if
the relative entropy is K-geodesically convex, i.e. for any pair of measures
µ, ν ∈ Dom(Ent(·|vol))∩P2(M) there exists a geodesic (µt) ⊂ P2(M) such that
µ0 = µ and µ1 = ν and
Ent(µt|vol) ≤ (1− t)Ent(µ0|vol) + tEnt(µ1|vol)− K
2
t(1− t)W 22 (µ0, µ1)
for every t ∈ [0, 1]. A first hint in that direction has been achieved by Otto and
Villani in [50] and later by Cordero-Erasquin, McCann and Schmuckenschla¨ger
in [22].
Surprisingly, the notion of geodesic convexity does not employ any differen-
tiable structure of the manifold M , and is suitable to generalize the notion of
Ricci curvature bounded from below to the class of metric measure spaces, i.e.
metric spaces equipped with a Borel reference measure. We say that a metric
measure space (X, d,m) has Ricci curvature bounded from below by K ∈ R (in
short CD(K,∞)) if the relative entropy Ent(·|m) is K-geodesically convex on
(P2(X),W2). This definition, introduced independently by Sturm in [57] and
Lott and Villani in [43], is consistent with the smooth Riemannian case and
stable under measured Gromov-Hausdorff convergence.
This notion of lower Ricci bounds is dimension independent, but many ge-
ometric applications are not provided until the additional presence of an up-
per dimension bound. The curvature-dimension condition (in short CD(K,N)
where N is an upper bound for the dimension) was introduced by Sturm in [57]
and constitutes a tightening up of the much simpler CD(K,∞) condition. It
provides geometric inequalities such as Brunn-Minkowski, which further leads to
volume growth estimates (Bishop-Gromov inequality) and diameter estimates
(Bonnet-Myers theorem).
A different approach to describe curvature-dimension bounds has been initi-
ated by Bakry and E´mery in [13] by means of the functional Γ-calculus in Dirich-
let spaces. Given is a strongly local, symmetric Dirichlet form E : L2(X,m) →
[0,∞] on a measure space (X,B,m) generating the Markov semigroup (Pt)t≥0
in L2(X,m) with operator ∆E . The Dirichlet form admits the representation
formula
E(u, v) =
∫
Γ(u, v) dm = −
∫
u∆Ev dm,
where Γ denotes the so-called Carre´ du champ Γ(u, v) := 12 (∆E(uv) − u∆Ev −
v∆Eu) on a suitable algebra A of functions which are dense in the domain of
∆E . The intrinsic distance dE induced by the Dirichlet form is given by
dE(x, y) := sup{ψ(y)− ψ(x)|ψ ∈ A,Γ(ψ) ≤ 1}.
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As a basic example consider the Dirichlet energy
E(u, v) =
∫
∇u · ∇v dvol
on a n-dimensional smooth Riemannian manifold (M, vol) endowed with its
natural volume. Consequently, Γ(u) = |∇u|2 and ∆E = ∆, where ∆ denotes the
usual Laplace-Beltrami operator on M , and one recovers the geodesic distance
d in M by the intrinsic distance d(x, y) = dE(x, y). The crucial observation is
the fact that the manifold has Ricci curvature bounded from below by K if and
only if Bochner’s inequality holds
1
2
∆EΓ(u)− Γ(u,∆Eu) ≥ 1
N
(∆Eu)2 +KΓ(u), (1)
where N ≥ n. Using the notion of the Carre´ du champ ite´re´
2Γ2(u, v) := ∆EΓ(u, v)− Γ(u,∆Ev)− Γ(v,∆Eu),
Bochner’s inequality can be expressed as Γ2(u) := Γ2(u, u) ≥ 1N (∆Eu)2+KΓ(u).
The resulting weak notion of curvature-dimension bounds called Bakry-
E´mery condition and in short BE(K,N), is obtained by using (1) as definition.
Essentially, considering the case N = ∞ for plainness, the property BE(K,∞)
is equivalent to the pointwise gradient estimate for the Markov semigroup
Γ(Ptu) ≤ e−2KtPt(Γ(u)),
see e.g. [64]. This curvature-dimension condition implies many functional and
geometric inequalities like Poincare´, Log-Sobolev and Talagrand inequality (see
e.g. [14], [24], [62]).
Another feature of the gradient estimate is that it is self-improving, since it
leads to the stronger contraction estimate(
Γ(Ptu)
)α ≤ e−2αKtPt(Γ(u)α) for every α ∈ [1/2, 2].
This has been shown by Bakry in [12], and later by Savare´ in the setting of
metric measure spaces [55]. Both authors prove the stronger gradient estimate
by showing
Γ(Γ(u)) ≤ 4(Γ2(u)−KΓ(u))Γ(u),
which represents an already stronger version of Bochner’s inequality.
1.3 Gradient Flows
In [30] Jordan, Kinderlehrer and Otto showed that the solution to the heat
equation
∂tρt = ∆ρt on Rn × (0,∞)
is the relative entropy gradient flow on the space of probability measures with
respect to the L2-Kantorovich distance. They constructed the solution via a
discrete approximation procedure. This procedure is called by many names in
the literature: minimizing movement-, implicit Euler-, or JKO-scheme.
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By now this result has been extended to more general settings, like Rieman-
nian manifolds [23], Hilbert spaces [9], Finsler spaces [49], Alexandrov spaces
[28] and metric measure spaces satisfying Ricci curvature bounds [5].
There are several ways to define gradient flows in metric spaces, which are
not necessarily equivalent. For a comprising study we refer to the monograph
[4]. Let us start with a very strong formulation called EVI-gradient flow. To
motivate this let E : Rn → (−∞,+∞] be a convex and lower semicontinuous
functional. A smooth curve x : [0,∞) → Rn solves the gradient flow equation
x˙t = −∇E(xt) if and only if it satisfies
d
dt
1
2
|xt − y|2 ≤ E(y)− E(xt) ∀y ∈ Rn.
The latter formulation requires only the metric structure of the space and is
therefore suitable to be taken as the definition of a gradient flow in metric
spaces. Applied to the metric space (P2(Rn),W2) the solution ρt to the heat
equation is the gradient flow in the following sense
d
dt
1
2
W2(µt, σ)
2 ≤ E(σ)− E(µt) ∀σ ∈ P2(Rn), (2)
where µt = ρt dx and E(µt) =
∫
ρt log ρt dx. One consequence of estimate (2)
is the contraction of flows, i.e. for two flows µt, νt solving (2) we have
W2(µt, νt) ≤W2(µ0, ν0).
In particular we immediately obtain that EVI-gradient flows are unique, i.e.
given a probability measure µ¯, there exists at most one EVI-gradient flow µt
starting in µ0.
Let us now come back to the case where the underlying space is a general
metric measure space (X, d,m). The heat flow on metric measure spaces is
defined as the EVI-gradient flow of Cheeger’s energy
Ch(u) =
1
2
inf
{
lim inf
n→∞
∫
X
(lipun)
2dm |un ∈ Lip(X),
∫
X
|un − u|2dm→ 0
}
,
on the Hilbert space of L2-integrable functions L2(X,m). Here lipu : X →
[0,∞] denotes the local Lipschitz constant. Since u 7→ Ch(u) defines a lower
semicontinuous and convex functional on a Hilbert space, existence and unique-
ness is guaranteed by the general theory of monotone operators, cf. [19]. This
flow is characterized by the fact that it solves the heat equation in the following
sense
d+
dt
ut = ∆Chut,
where d
+
dt denotes the right derivative and −∆Chu is the element of minimal
L2(X,m) norm in the subdifferential D−Ch(u). The subdifferential D−F is
a generalization of the gradient ∇F for convex functionals F which are not
necessarily differentiable. D−Ch(u) consists of all v ∈ L2(X,m) such that∫
v(g − u) dm ≤ Ch(g)− Ch(u) for every g ∈ L2(X,m).
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We will see soon that it cannot be taken for granted that the solution to the
heat equation is an EVI-gradient flow for the relative entropy on (P2(X),W2).
This is closely related to the potential lack of linearity of the operator ∆Ch.
Nonetheless under the assumption that (X, d,m) satisfies CD(K,∞) the solu-
tion to the heat equation (ρt) solves
Ent(µ0|m) = Ent(µt|m) + 1
2
∫ t
0
|µ˙s|2 ds+
∫ t
0
|∇Ent|2(µs|m) ds, (3)
where µt = ρtm, |µ˙t| denotes the metric speed and |∇Ent| denotes the slope. A
curve µt which solves (3) is called EDE-gradient flow. Moreover the heat flow
can be unambiguously defined as the EVI-gradient flow of Cheeger’s energy
on L2(X) or as the EDE-gradient flow of the relative entropy on P2(X). The
identification is feasible thanks to Gigli, who showed uniqueness for solutions
of (3) in [26]. This result is surprising since no contraction properties can be
expected at this general level.
On the other hand if there exists a curve (µt) satisfying
d
dt
1
2
W2(µt, σ)
2 +
K
2
W2(µt, σ)
2 ≤ Ent(σ|m)− Ent(µt|m) ∀σ ∈ P2(X), (4)
then (X, d,m) has a Riemannian Ricci curvature bounded from below by K ∈ R
(in short RCD(K,∞)), i.e. (X, d,m) satisfies CD(K,∞) and the heat flow
is linear. The latter is also equivalent to saying Cheeger’s energy constitutes
a bilinear form in L2(X,m). Remarkably, this is also true for the converse
implication; if (X, d,m) is a RCD(K,∞) space then estimate (4) holds.
This notion of Riemannian curvature bounds has been introduced by Ambro-
sio, Gigli and Savare´ in [6] and provides a bridge between the gap of CD(K,∞)
and BE(K,∞) spaces in the sense that BE(K,∞) is equivalent to RCD(K,∞):
If the Polish space X endowed with probability measure m and Dirichlet form
E satisfies BE(K,∞) then under minimal technical assumptions the measure
space (X,m) endowed with the induced metric dE is a RCD(K,∞) space. Con-
versely, if (X, d,m) is a RCD(K,∞) space then (X, d,m) equipped by E := 2Ch
is a BE(K,∞) space and dE = d.
By Kuwada’s duality approach in [36], the self-improvement of the gradient
estimates shown by Savare in [55] leads to stronger contraction estimates for
the heat flow on measures
Wp(µt, νt) ≤ e−KtWp(µ, ν) for every µ, ν ∈ P(X), p ∈ [1,∞],
which is consistent with the Riemannian case, see [63].
Finally, as already mentioned above, many geometric and functional inequal-
ities are present only under combined curvature-dimension condition. The re-
sults in [6, 7] has been generalized to RCD(K,N) and BE(K,N) spaces respec-
tively by Erbar, Kuwada and Sturm in [24].
1.4 The Results of Chapter 2
In the first part of this thesis we describe the evolution of geometries in terms of
optimal transport and present a time-dependent version of the characterization
for lower Ricci curvature bounds obtained by Erbar, Kuwada and Sturm in [24].
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In the smooth Riemannian setting a family of metric tensors (gt) is a Ricci
flow if − 12∂tg = Ric, where Ric is the Ricci tensor of g. Similar to the static case
where one studies lower curvature bounds we relax the notion of Ricci flows by
requiring g to be “only” a super-Ricci flow − 12∂tg ≤ Ric.
The aim of Chapter 2 is to characterize weak super-Ricci flows by means
of optimal transport and Bakry-E´mery calculus. We will rely on the notion of
weak super-Ricci flows on time-dependent metric measure spaces introduced by
Sturm via optimal transport in [59]. The defining property is obtained by the
notion of dynamic convexity of the relative entropy, which has been initiated in
[59], too.
Let (X, dt,mt)t∈(0,T ) be a family of metric measure spaces such that the map
t 7→ log dt(x, y) is Lipschitz continuous uniformly in x and y and mt = e−ftm for
some reference measure m. We assume that the logarithmic densities f : (0, T )×
X → R are Lipschitz continuous in time and space and each (X, dt,mt) is a
RCD(K,N) space for some finite numbers K and N . Hence Et := 2Cht defines
a symmetric strongly local Dirichlet form.
We introduce the heat equation
∂tut = ∆tut on (s, τ)×X
as well as the adjoint heat equation
∂svs = −∆svs + (∂sfs)vs on (σ, t)×X.
Both equations are interpreted in a distributional sense, i.e. u solves the heat
equation if ∫ τ
s
∫
X
wt∂tut dmtdt = −
∫ τ
s
Et(ut, wt) dt ∀w
and v solves the adjoint heat equation if∫ t
σ
∫
X
ws∂svs dms ds =
∫ t
σ
Es(vs, ws) +
∫
X
(∂sfs)vsws ds ∀w,
where w is chosen from a suitable class of test functions. Here, the adjoint
heat equation has to be understood backwards in time, i.e. in order to obtain
existence of solutions one has to prescribe terminal data.
We show that a number of regularity properties hold, e.g. existence, unique-
ness and kernel representations. We refer to Chapter 2 for the detailed state-
ments. Here, we will only stick to the core message.
We denote the heat flow t 7→ Pt,su as the solution to the heat equation such
that limt↘s Pt,su = u in L2(X,m) and the adjoint heat flow s 7→ P ∗t,sv as the
solution to the adjoint heat equation such that lims↗t P ∗t,sv = v in L
2(X,m).
They are adjoint in the following way∫
uP ∗t,sv dms =
∫
Pt,suv dmt.
It turns out that the heat flow preserves constants, whereas the adjoint heat
flow is mass preserving in the sense that
∫
P ∗t,sv dms =
∫
v dmt. Consequently,
we define the dual heat flow s 7→ Pˆt,sµ on measures by duality
∫
u dPˆt,sµ =∫
Pt,su dµ.
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In [59] Sturm introduced the notion of dynamic convexity. We say that the
relative entropy St(µ) = Ent(µ|mt) is dynamically convex if for a.e. t ∈ (0, T )
and every Wt-geodesic (µa)a∈[0,1] it holds
∂aSt(µa)|a=1 − ∂aSt(µa)|a=0 ≥ −1
2
W 2t (µ
0, µ1),
where Wt = W2,t denotes the L
2-Kantorovich distance with respect to dt.
We prove that dynamic convexity of the relative entropy can be equivalently
obtained in terms of contraction estimates for the dual heat flow Pˆt,s and the
heat flow Pt,s;
Γt(Pt,su) ≤ Pt,s(Γsu), (5)
Ws(Pˆt,sµ, Pˆt,sν) ≤Wt(µ, ν). (6)
The contraction estimates for the dual heat flow result from the fact that this
flow solves a dynamic version of EVI. The contraction estimates for the heat flow
on the other hand constitute a gradient estimate in the spirit of Bakry-E´mery,
which can be equivalently stated as a time-dependent version of Bochner’s in-
equality
1
2
∆rΓr(ur)− Γr(ur,∆rur) ≥ 1
2
•
Γr (ur) for a.e. r,
where ur = Pr,su and
•
Γr is a weak version of the time-derivative ∂rΓr. This has
to be interpreted in a distributional sense, namely tested against adjoint heat
flows Pˆt,rg, where g ≥ 0.
In this sense our main result can be seen as the dynamic counterpart of
RCD(K,∞)⇔ BE(K,∞) obtained in [7, 6].
Recalling the static setting, the curvature-dimension condition CD(K,N)
has been introduced since it provides a broader range of geometric applications.
In the same spirit the notion of super-Ricci flows has been tightened up to
N -super-Ricci flows [59], which we will use to obtain the dynamic counterpart
RCD(K,N) ⇔ BE(K,N) from [24]. In particular we characterize N -super-
Ricci flows by means of N -dimensional contraction estimates of the heat flows
and a dynamic version of Bochner’s inequality.
But let us emphasize that many properties which are available for the heat
semigroup on static metric measure spaces hold no longer true for the heat
propagator on time-dependent metric measure spaces. For example it is not
clear whether the operator and semigroup commute, or that the semigroup maps
L2 into the domain of the operator. In particular the domain of the Laplace
operator Dom(∆t) will depend on time.
A similar result in the framework of smooth families of compact Riemannian
manifolds which characterizes super solutions of Ricci flows has been established
by McCann and Topping in [46]. They show that super solutions of Ricci flows
can be equivalently characterized by the contraction estimate (6). Arnaudon and
Coulibaly and Thalmeier [10] define a Brownian motion with time-dependent
metric on a compact manifold and obtain a Bismut type formula if the metrics
evolve as a Ricci flow. Philipowski and Kuwada [38, 39] obtain McCann’s and
Topping’s result as a corollary for non compact Riemannian manifolds with
uniform lower Ricci curvature bound by constructing couplings of Brownian
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motions. Lakzian and Munn [40] adopted the characterization of super-Ricci
flow by McCann and Topping to a family of distance metrics defined on the
disjoint union of closed manifolds M1,M2. They show that this is a super-Ricci
flow provided that the distance function itself is a super solution to the heat
equation on M1 × M2. Haslhofer and Naber [29] characterize Ricci flows of
Riemannian manifolds in terms of infinite-dimensional gradient estimates and
suggest a weak notion of Ricci flows based on this characterization. Kleiner
and Lott [32] introduce singular Ricci flows, which arise from Ricci flows with
surgery starting from a compact three-dimensional Riemannian manifold as the
surgery parameter tends to zero.
The results presented in Chapter 2 are obtained together with Karl-Theodor
Sturm in the preprint [35] and can be seen as a contribution to the research of
weak Ricci flows.
1.5 The Results of Chapter 3
Starting from the fact shown in Chapter 2 that being a super-Ricci flow implies
the gradient and transport estimates(
Γt(Pt,su)
) ≤ Pt,s(Γs(u)), Ws(Pˆt,sµ, Pˆt,sν) ≤Wt(µ, ν)
for the heat flows Pt,s, Pˆt,s, it is quite natural to ask whether we can obtain
stronger estimates as in the case of static RCD(K,∞) spaces. Crucial for this is
the self-improvement property of the gradient estimate which itself arises from
the self-improving of Bochner’s inequality.
Let (X, dt,mt)t∈(0,T ) be a family of metric measure spaces. As before we
assume that each (X, dt,mt) is a RCD(K,N) space for some finite numbers K
and N and mt = e
−ftm for some reference measure m such that the logarithmic
densities f : (0, T ) × X → R are Lipschitz continuous in time and space. We
will strengthen our assumptions on the metrics in the sense that the map t 7→
log dt(x, y) is continuously differentiable with logarithmic derivative which is
uniformly bounded and in a certain sense “well-behaved” on the diagonal.
Firstly, we show time-differentiability of the Γ-operator. Along with the L2-
Kantorovich transport estimate we obtain a “real” dynamic Bochner inequality
∆tΓt(u)− Γt(u,∆tu) ≥ ∂tΓt(u),
real in the sense that it involves the derivative of the Γ-operator, and it holds
in a class of test function which do not only arise as a heat flow.
With this we can proceed and adapt the strategy of Bakry and Savare´ in
[12] and [55] respectively, and derive the crucial estimate
Γt(Γt(u)) ≤ 4
(
Γ2,t(u)− 1
2
∂tΓt(u)
)
Γt(u),
by applying Bochner’s inequality to polynomials. Note that this approach has
not been applicable in Chapter 2, since arbitrary polynomials are not necessarily
descended from a heat flow. We then follow the ideas from Chapter 2 and derive(
Γt(Pt,su)
)α ≤ Pt,s(Γs(u)α) for every α ∈ [1/2, 1].
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Finally, applying the duality approach by Kuwada in [36], we obtain for the
heat flow on measures the stronger transport estimate
Wp,s(Pˆt,sµ, Pˆt,sν) ≤Wp,t(µ, ν) for every p ∈ [1,∞],
where Wp,s denotes the L
p-Kantorovich distance with respect to the metric ds.
In particular, for µ = δx, ν = δy and p = ∞ we find the following estimate for
the heat kernel
W∞,s(pt,s(y, ·), pt,s(x, ·)) ≤ dt(x, y),
where pt,s(x, dz) = pt,s(x, z) dms(z). As an application we will introduce Brow-
nian motions on time-dependent metric measure spaces and construct a stochas-
tic process on X×X which is a coupling of Brownian motions (X1s )s≤t, (X2s )s≤t
on X such that almost surely
ds(X
1
s , X
2
s ) ≤ dt(x, y).
These types of transport estimates are reminiscent of the static RCD(K,∞)
case, where the lower Ricci curvature bound K controls how fast the distance
between two distributions may expand, or has to diminish, in time. Here, the
super-Ricci flow, which is given by the lower Ricci curvature bound −∂tgt/2 if
we think of a smooth setting, controls the expansion of mass in time in a similar
way. Note that the map s 7→ Wp,s(µs, νs) is non-decreasing. Speaking of a
backward super-Ricci flow, as in [46] on Riemannian manifolds, this leads to a
contraction of mass in time.
A similar result as in Theorem 3.1 and Theorem 3.2 has been derived by
Haslhofer and Naber in [29] in the case of smooth Riemannian manifolds evolving
as a super-Ricci flow. They give a characterization of super-Ricci flows in terms
of a gradient estimate as in Theorem 3.2 with α = 1 and α = 1/2 and in terms
of a Bochner’s formula.
Arnaudon, Coulibaly and Thalmeier [10] showed existence of Brownian mo-
tions on a smooth time-dependent setting and apply their results to Ricci flows.
Kuwada and Philipowski [38] construct couplings of Brownain motions such
that the normalized Perelman’s L-distance of the coupling is a supermartingale,
see also [60]. This construction is obtained on smooth Riemannian manifolds
evolving as a super-Ricci flow.
1.6 The Results of Chapter 4
We have seen that the solution to the heat equation in Rn can be obtained
as a gradient flow of the relative entropy with respect to the L2-Kantorovich
distance via the JKO-scheme. We will show a similar result in Chapter 4.
Let (X, dt,mt)t∈[0,T ] be a family of metric measure spaces, such that the map
t 7→ log dt(x, y) is Lipschitz continuous uniformly in x and y and there exist a
Borel probability measure m and a measurable function f : [0, T ]×X → R such
that e−ftm = mt. We assume that the logarithmic densities f are Lipschitz
continuous with respect to the time variable.
We show that the solution to the forward adjoint heat equation introduced
in Chapter 2
∂tρt = ∆tρt + (∂tft)ρt on (0, T )×X (7)
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can be obtained as a gradient flow of the relative entropy with respect to the L2-
Kantorovich distance on the one hand and on the other we obtain the solution
to the heat equation from Chapter 2
∂tut = ∆tut on (0, T )×X (8)
as a gradient flow of Cheeger’s energy with respect to the L2-norm.
In the case of the relative entropy St = Ent(·|mt) on the time-dependent
metric space (P2(X),Wt) we obtain existence of a gradient flow µt in the EDE
sense, i.e.
St(µt) +
1
2
∫ t
0
|µ˙r|2rdr +
1
2
∫ t
0
|∇rSr|2(µr)dr = S0(µ0) +
∫ t
0
(∂rSr)(µr)dr, (9)
if we additionally assume that each underlying metric measure space (X, dt,mt)
satisfies a lower Ricci curvature bound in the sense of Lott, Sturm and Villani.
This equality can be seen as a time-dependent extension of equality (3). The
extension appears in the time-dependence of the metric speed |µ˙r|2r, the slope
|∇rSr|2 and the time derivative (∂rSr) of the functional. Further we prove
that solutions of (9) are unique. This result enables us to identify the entropy
gradient flow with the solution ρt to the forward adjoint heat equation (7) by
showing that ρtmt solves (9).
We will prove existence for such types of gradient flows on more general time-
dependent metric spaces (X, dt) and for a broader class of energy functionals
E : [0, T ]×X → (−∞,∞]. For this we use a JKO-scheme adapted to our time-
dependent setting in the following way. We fix a step size h > 0 and an initial
value x¯, and define recursively for nh ≤ T
xh0 := x¯, x
h
n := arg min
x
{
Enh(x) +
1
2h
d2nh(x, x
h
n−1)
}
. (10)
Under sufficient regularity assumption (see Section 4.3) we are able to show
existence of a subsequence h→ 0 and a limit curve (xt) such that the constant
interpolations x¯ht converge to xt as h goes to 0. This limit curve constitutes
a dynamic gradient flow in the EDE sense. In the special case of the entropy
on probability space we even obtain uniqueness of the flow using the convexity
properties of the squared metric speed and squared slope, noting that the time
derivative ∂tSt is a linear perturbation.
Concerning the gradient flow for Cheeger’s energy Cht on the time-dependent
Hilbert space L2(X,mt), we show that there exists a gradient flow ut in the sense
that
∂tut ∈ −D−t Cht(ut) for a.e. t ∈ (0, T ), (11)
where D−t denotes the subdifferential with respect to the scalar product 〈g, h〉t =∫
X
gh dmt. We identify Cheeger’s energy gradient flow with the heat flow on
functions via the dynamic EVI introduced in Chapter 2.
We obtain existence via the JKO-scheme (10) applied to a given class of
convex energy functionals on time-dependent Hilbert spaces. Let us emphasize
that many properties we have in the static setting for this kind of gradient
flow are no longer true in the time-dependent setting, e.g. a minimal selection
principle, i.e. that the minimal element with respect to the norm is attained.
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Let us conclude that the existence of the entropy gradient flow as well as
the existence of Cheeger’s energy gradient flow are obtained in a more general
framework than the one in Chapter 2. For the entropy gradient flow we require
that each static space (X, dt,mt) satisfies CD(K,∞) instead of RCD(K,N) and
that the logarithmic density ft : X → R of the measure mt = e−ftm are Lips-
chitz continuous only in time and not in space. For Cheeger’s energy gradient
flow we only require the Lipschitz continuity of the logarithmic densities ft.
Gradient flow formulations for time-dependent functionals similar to (9) and
(11) have been considered recently. Rossi, Mielke and Savare´ in [53] investigate
the doubly nonlinear evolution equation on a reflexive Banach space V
D−Ψ(∂tut) + Ft(ut) 3 0 in V ∗ a.e.,
where Ψ is a convex potential and F is a time-dependent family of multivalued
maps. They prove existence of gradient flows using a time-dependent JKO
scheme. Ferreira and Valencia-Guevara [25] introduce gradient flows for time-
dependent functionals on metric spaces and apply their results to a class of
PDEs on Rn such as the Fokker-Planck equation
∂tρ = κ∆ρ+∇ · (∇V (t, x)ρ).
The results presented in Chapter 4 are obtained in the preprint [34]. The tech-
niques we use to obtain existence of the entropy gradient flow are inspired by
[53] and [25]. Concerning Cheeger’s energy gradient flow we adopt the methods
in [48] to our time-dependent setting.
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2 Heat Flows on Time-dependent Metric Mea-
sure Spaces and Super-Ricci Flows
In this chapter we study the heat flow on time-dependent metric measure spaces.
With the help of the heat flow we obtain equivalent characterizations to the
notion of weak super-Ricci flows introduced by Sturm in [59] in terms of opti-
mal transport. These notions consist of Bakry-E´mery-like gradient estimates,
a dynamic version of Bochner’s inequality and L2-Kantorovich contraction es-
timates. We prove that the heat flow emerges as a EVI-like gradient flow with
respect to Cheeger’s energy on the space of L2-integrable functions on the one
hand and with respect to the relative entropy on the space of probability mea-
sures on the other. These results represent a time-dependent version of the
characterization of curvature-dimension bounds obtained by Ambrosio, Gigli
and Savare´ in [7] and Erbar, Kuwada and Sturm in [24] respectively.
2.1 Main Results
We consider a time-dependent metric measure space
(
X, dt,mt
)
t∈I where I =
(0, T ) andX is a compact space equipped with one-parameter families of geodesic
metrics dt and Borel measures mt. We always assume the measures mt are mu-
tually absolutely continuous with bounded, Lipschitz continuous logarithmic
densities and that the metrics dt are uniformly bounded and equivalent to each
other with ∣∣∣∣log dt(x, y)ds(x, y)
∣∣∣∣ ≤ L · |t− s| (12)
(‘log Lipschitz continuity’). Moreover, we assume that for each t the static space
(X, dt,mt) satisfies a Riemannian curvature-dimension condition in the sense of
[3], [24]. (In various respects, the latter is not really a restriction, see Lemma
2.8.)
Thus for each t, the detailed analysis in [7] guarantees a well-defined Lapla-
cian ∆t on L
2(X,mt) characterized by −
∫
X
∆tu v dmt = Et(u, v) where the
Dirichlet energy
Et(u, u) =
∫
X
|∇tu|2dmt = lim inf
v→u in L2(X,mt)
v∈Lip(X,dt)
∫
X
(liptv)
2 dmt
is defined either in terms of the minimal weak upper gradient |∇tu| of u ∈
L2(X,mt) or alternatively in terms of the pointwise Lipschitz constant liptv(.).
Heat equation
Our first important result concerns existence and uniqueness for solutions of
two types of diffusion equations on the time-dependent metric measure space
(X, dt,mt)t∈I . The heat equation acting on functions forward in time as well as
for the adjoint heat equation acting on functions backward in time. Moreover,
it yields regularity of solutions and representation as integrals with respect to a
heat kernel.
Theorem 2.1. There exists a heat kernel p on {(t, s, x, y) ∈ I2 × X2 : t >
s}, Ho¨lder continuous in all variables and satisfying the propagator property
pt,r(x, z) =
∫
pt,s(x, y)ps,r(y, z) dms(y), such that
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(i) for each s ∈ I and h ∈ L2(X,ms)
(t, x) 7→ Pt,sh(x) :=
∫
pt,s(x, y)h(y) dms(y)
is the unique solution to the heat equation
∂tut = ∆tut on (s, T )×X
with us = h;
(ii) for each t ∈ I and g ∈ L2(X,mt)
(s, y) 7→ P ∗t,sg(y) :=
∫
pt,s(x, y)g(x) dmt(x)
is the unique solution to the adjoint heat equation
∂svs = −∆svs + f˙s · vs on (0, t)×X
with vt = g. Here f˙s = −∂t
(
dmt
dms
)∣∣
t=s
.
Let us emphasize that many properties of the heat kernel available in the
static setting drop away in the time-dependent setting. For example we can-
not hope that the propagator Pt,s is symmetric, neither to ms nor to mt, or
that it commutes with the operator ∆t, or ∆s. Moreover the operators ∆t de-
pend strongly on time and the the propagator Pt,s does not map L
2(X) into
the domain Dom(∆t) for each t. Nonetheless we derive various important L
2-
properties and estimates – partly in the more general setting of heat flows for
time-dependent Dirichlet forms – the most prominent of them being the EVI-
characterization, the energy estimate and the commutator lemma.
Theorem 2.2. (i) The heat flow is uniquely characterized as the dynamic
forward EVI(−L/2,∞)-flow for 12E on L2(X,mt)t∈I in the following sense:
for all solutions (ut)t∈(s,τ) to the heat equation, for all τ ≤ T and all
w ∈ Dom(E)
−1
2
∂+s
∥∥us − w∥∥2s,t∣∣∣s=t + L4 · ∥∥us − w∥∥2s,t ≥ 12Et(ut)− 12Et(w).
(ii) For all s ∈ (0, T ) and u ∈ Dom(Es)
Pt,su ∈ Dom(∆t) for a.e. t > s
and
∫ τ
s
e−3L(t−s)
∫ |∆tPt,su|2dmt dt ≤ 12Es(u) for all τ > s..
(iii) For all σ < τ , all u, v ∈ L2 and a.e. s, t ∈ (σ, τ) with s < t∫ [
∆tPt,sus − Pt,s∆sus
]
vt dmt ≤ C ·
√
t− s
where us = Ps,σu, vt = P
∗
τ,tv.
We define the dual heat flow Pˆt,s : P(X)→ P(X) by
(Pˆt,sµ)(dy) =
[∫
pt,s(x, y) dµ(x)
]
ms(dy).
In particular, (Pˆt,sδx)(dy) = pt,s(x, dy) and Pˆt,s
(
g ·mt
)
=
(
P ∗t,sg
) ·ms.
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Characterization of super-Ricci flows
In [59], Sturm introduced and analyzed the notion of super-Ricci flows for time-
dependent metric measure (X, dt,mt)t∈I . The defining property of the latter is
the so-called dynamic convexity of the Boltzmann entropy S : I×P → (−∞,∞]
with
St(µ) =
∫
u log u dmt if µ = umt
and St(µ) = ∞ if µ 6 mt. Here P = P(X) will denote the space of proba-
bility measures on X, equipped with time-dependent Kantorovich-Wasserstein
distances Wt induced by dt, t ∈ I.
The main goal of this chapter is to characterize super-Ricci flows in terms of
the heat flow (acting on functions, forwards in time) and of the dual heat flow
(acting on probability measures, backwards in time). Our first result in this
direction is a complete analogue to the characterization of synthetic lower Ricci
bounds in the sense of Lott-Sturm-Villani for ‘static’ metric measure spaces
derived by Ambrosio, Gigli, Savare´ [7].
Theorem 2.3. The following assertions are equivalent:
(I) For a.e. t ∈ (0, T ) and every Wt-geodesic (µa)a∈[0,1] in P with µ0, µ1 ∈
Dom(S)
∂+a St(µ
a)
∣∣
a=1− − ∂−a St(µa)
∣∣
a=0+
≥ −1
2
∂−t W
2
t−(µ
0, µ1) (13)
(‘dynamic convexity’).
(II) For all 0 ≤ s < t ≤ T and µ, ν ∈ P
Ws(Pˆt,sµ, Pˆt,sν) ≤Wt(µ, ν) (14)
(‘transport estimate’).
(III) For all u ∈ Dom(E) and all 0 < s < t < T∣∣∇t(Pt,su)∣∣2 ≤ Pt,s(|∇su|2) (15)
(‘gradient estimate’).
(IV) For all 0 < s < t < T and for all us, gt ∈ F with gt ≥ 0, gt ∈ L∞,
us ∈ Lip(X) and for a.e. r ∈ (s, t)
Γ2,r(ur)(gr) ≥ 1
2
∫ •
Γr (ur)grdmr (16)
(‘dynamic Bochner’s inequality’ or ‘dynamic Bakry-E´mery condition’) where
ur = Pr,sus and gr = P
∗
t,rgt. Moreover, the following regularity assump-
tion is satisfied:
ur ∈ Lip(X) for all r ∈ (s, t) with sup
r,x
liprur(x) <∞. (17)
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Here and in the sequel
Γ2,r(ur)(gr) :=
∫ [1
2
Γr(ur)∆rgr + (∆rur)
2gr + Γr(ur, gr)∆rur
]
dmr
denotes the distribution valued Γ2-operator (at time r) applied to ur and tested
against gr and
•
Γr (ur) := w- lim
δ→0
1
δ
(
Γr+δ(ur)− Γr(ur)
)
denotes any subsequential weak limit of 12δ
(
Γr+δ − Γr−δ
)
(ur) in L
2((s, t)×X).
EVI characterization of the dual heat flow
It turns out that the dual heat flow (acting on probability measures, backward
in time) is the backward gradient flow for the Boltzmann entropy – in a very
precise, strong sense – and it is the only one with this property.
Theorem 2.4. Each of the assertions of the previous theorem implies that the
dual heat flow t 7→ µt = Pˆτ,tµ is the unique dynamical backward EVI-gradient
flow for the Boltzmann entropy S in the following sense:
For every µ ∈ Dom(S) and every τ < T the absolutely continuous curve t 7→ µt
satisfies
1
2
∂−s W
2
s,t(µs, σ)
∣∣
s=t− ≥ St(µt)− St(σ)
for all σ ∈ Dom(S) and all t ≤ τ .
Characterization of super-N-Ricci flows
For static metric measure spaces, it turned out that many powerful applications
of synthetic lower bounds on the Ricci curvature are available only in combi-
nation with some synthetic upper bound on the dimension. This lead to the
so-called curvature-dimension condition CD(K,N). In a similar spirit, in [59]
the notion of super Ricci flows for time-dependent metric measure spaces was
tightened up towards N -super Ricci flows.
We aim to characterize super-N -Ricci flows in terms of the heat flow, the dual
heat flow, and the time-dependent Bochner inequality. Our main result provides
a complete characterization, analogous to the proof of the equivalence of the
curvature-dimension condition of Lott-Stum-Villani and the Bochner inequality
of Bakry-E´mery for ‘static’ metric measure spaces derived by Erbar, Kuwada,
and Sturm in [24].
Theorem 2.5. For each N the following are equivalent:
(IN) For a.e. t ∈ (0, T ) and every Wt-geodesic (µa)a∈[0,1] in P with µ0, µ1 ∈
Dom(S)
∂+a St(µ
a)
∣∣
a=1−−∂−a St(µa)
∣∣
a=0+
≥ −1
2
∂−t W
2
t−(µ
0, µ1)+
1
N
∣∣St(µ0)−St(µ1)∣∣2.
(18)
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(IIN) For all 0 ≤ s < t ≤ T and µ, ν ∈ P
W 2s (Pˆt,sµ, Pˆt,sν) ≤W 2t (µ, ν)−
2
N
∫ t
s
[
Sr(Pˆt,rµ)− Sr(Pˆt,rν)
]2
dr. (19)
(IIIN) For all u ∈ Dom(E) and all 0 < s < t < T∣∣∇t(Pt,su)∣∣2 ≤ Pt,s(|∇s(u)|2)− 2
N
∫ t
s
(
Pt,r∆rPr,su
)2
dr. (20)
(IVN) For all 0 < s < t < T and for all us, gt ∈ F with gt ≥ 0, gt ∈ L∞, us ∈
Lip(X) the regularity assumption (17) is satisfied and for a.e. r ∈ (s, t)
Γ2,r(ur)(gr) ≥ 1
2
∫ •
Γr (ur)grdmr +
1
N
(∫
∆rurgrdmr
)2
(21)
(‘dynamic Bochner inequality’ or ‘dynamic Bakry-E´mery condition’) where
ur = Pr,sus and gr = P
∗
t,rgt.
Remark 2.6. a. In (IN), the requested property for a.e. t will imply that it
holds true for all t ∈ (0, T ).
b. The transport estimate (IIN) implies the ‘stronger’ property
W 2s (Pˆt,sµ, Pˆt,sν) ≤W 2t (µ, ν)−
2
N
∫ t
s
∫ 1
0
(
∂aSr(ρ
a
r)
)2
da dr
where (ρar)a denotes the Wr-geodesic connecting Pˆr,tµ and Pˆr,tν.
The strategy for the proof is as follows. In Chapter 2.7, we present the impli-
cations (IN) =⇒ (IIN) and (IIIN) =⇒ (IIN) as well as the converse of the
latter in the case N =∞. Chapter 2.8 is devoted to the proof of the implication
(IIIN) ⇐⇒ (IVN) as well as to the proof of the equivalence (IIN)=⇒ (IVN).
In Chapter 2.9 we prove that (III) implies the dynamic EVI (‘evolution
variation inequality’). More precisely, we derive two versions, the dynamic EVI−
and a relaxed form of the dynamic EVI+. The combination of these two versions
implies that the dual heat flow is the unique EVI flow for the Boltzmann
entropy.
The latter will be proven in a more abstract context in Chapter 2.10 which
is devoted to the study of dynamical EVI-flows in a general framework. Here in
particular, it will also be shown that (IIIN) & EVI
− =⇒ (IN).
Remark 2.7. Note that the regularity assumption (17) in our formulation of the
dynamic Bochner inequality is not really a restriction. Indeed, such an estimate
with C = 2(K +L) will always follow from the log-Lipschitz bound (12) and the
RCD(−K,∞)-condition for the static mm-spaces (X, dt,mt).
Let us give two motivating examples of super-Ricci flows as defined in [59,
Definition 2.4]. In the first example we construct a super-Ricci flow on the
spherical cone by means of a Ricci flow on the punctured spherical cone, while
in the second example we only draw a rough sketch.
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Example. Consider the product M × [0, pi], where M = S2(1/√3)× S2(1/√3)
and S2(r) denotes the 2-dimensional sphere with radius r. We contract each of
the fibers S := M ×{0} and N := M ×{pi} to a point, the south and the north
pole, respectively. The resulting space is called spherical cone and is denoted by
Σ(M). We endow Σ(M) with
• metric dΣ(M) defined by
cos(dΣ(M)((x, s), (x
′, s′))) := cos s cos s′ + sin s sin s′ cos(d(x, x′) ∧ pi),
where (x, s), (x′, s′) ∈M × [0, pi] and d is the metric of M ,
• measure dmˆ(x, s) := dm(x)⊗ (sin4 s ds), where m is the volume of M .
Since M is a RCD∗(3, 4) space, the cone of it is a RCD∗(4, 5) space. The
punctured cone Σ0 := Σ(M) \ {S,N} is an incomplete 5-dimensional Rieman-
nian manifold. Let g0 denote the metric tensor of Σ0. The curvature of the
punctured cone can be calculated explicitly and is given by Ric(g0) = 4g0. Then
g(t) := (1− 8t)g0.
defines a solution to the Ricci flow Ric(gt) = − 12∂tgt with g(0) = g0, which
collapses to a point at time T = 18 .
Let I = (0, T ′) with T ′ < T . We claim that the associated metric mea-
sure space (Σ(M), dΣ(M)(t), mˆt)t∈I is a super-Ricci flow. Fix t ∈ I and let
µ0, µ1 ∈ Dom(St) on Σ(M) be given. Let (µa)a∈[0,1] be a Wt-geodesic con-
necting µ0, µ1. Then, µa = (ea)∗ν, where ν is an optimal path measure, i.e. a
probability measure on the dt-geodesics Γ(Σ(M)) of Σ(M) such that (e0, e1)∗ν is
an optimal coupling of (e0)∗ν = µ0, (e1)∗ν = µ1, where ea : Γ(Σ(M)) → Σ(M)
denotes the evaluation map. According to Theorem 3.3 in [11] every optimal
path measure ν will give no mass to dt-geodesics through the poles. Hence we
can omit the dt-geodesics through the poles without changing the Wt-geodesics.
Since the punctured cone (Σ0, gt)t∈I is a Ricci flow, and in particular a super-
Ricci flow in the sense of Definition 2.4 in [59], the metric measure space
(Σ(M), dΣ(M)(t), mˆt)t∈I is a super-Ricci flow as well.
Let us emphasize that for each t ∈ [0, 1/8) the sectional curvature of the
punctured spherical cone Σ0 is neither bounded from below nor from above. In-
deed, for x, y ∈ S2(1/√3) and 0 < r < pi an orthonormal basis of the tangent
space T(x,y,r)Σ0 is given by {uˆ1, uˆ2, vˆ1, vˆ2, wˆ} where
uˆi =
1
sin r
(ui, 0, 0), vˆi =
1
sin r
(0, vi, 0), wˆ = (0, 0, 1)
and u1, u2 is an orthonormal basis of Tx(S
2(1/
√
3)) and v1, v2 is an orthonormal
basis of Ty(S
2(1/
√
3)). Then for the sectional curvature we find
Sec(x,y,r)(uˆ1, uˆ2) =
3− cos2 r
sin2 r
, Sec(x,y,r)(uˆ1, vˆ1) = −cos
2 r
sin2 r
Sec(x,y,r)(uˆ1, vˆ2) = −cos
2 r
sin2 r
, Sec(x,y,r)(uˆ1, wˆ) = 1,
and analogously if we replace uˆ1 by the vectors uˆ2, vˆ1, vˆ2. This implies in partic-
ular that Ric(x,y,r)(ξ, ξ) = 4, but for r → 0 and r → pi, Sec(x,y,r)(uˆ1, uˆ2)→ +∞
and Sec(x,y,r)(uˆ1, vˆi)→ −∞.
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Example. Consider a surface of revolution with piecewise constant negative
curvature Ric = −K for some K > 0 depicted in Figure 1. Under the evolution
of a Ricci flow the curvature of the surface where Ric = −K will increase, while
the curvature of the “edges” (Ric = +∞) will decrease. In this sense the region
of negative curvature will inflate, while the edges will smooth out. Under the
evolution of a super-Ricci flow the surface inflates as well but it may keep the
edges.
Ric=-KRic=+∞
Figure 1: Surface of revolution of a piecewise hyperbolic space
Finally, let us briefly comment on the a priori assumption that each of the
static spaces satisfies a Riemannian curvature-dimension condition.
Lemma 2.8. Given a time-dependent mm-space (X, dt,mt)t∈I which satisfies
all the assumptions mentioned in the beginning of this chapter but no Rieman-
nian curvature-dimension condition is requested. Instead of that, each static
mm-space (X, dt,mt) is merely assumed to be infinitesimally Hilbertian and St
is requested to be absolutely continuous along Wt-geodesics.
Then assertion (IN) of the Main Theorem 2.5 implies that for a.e. t ∈ I the
static space
(X, dt,mt) satisfies a RCD
∗(−L,N) condition.
Proof. (IN) together with the log-Lipschitz bound (12) implies that along all
Wt-geodesics
∂+a St(µ
a)
∣∣
a=1− − ∂−a St(µa)
∣∣
a=0+
≥ −L ·W 2t (µ0, µ1) +
1
N
∣∣St(µ0)− St(µ1)∣∣2.
In combination with the absolute continuity of a 7→ St(µa) this yields the
RCD∗(−L,N)-condition, cf. [59].
Preliminary remarks.
We use ∂t as a short hand notation for
d
dt . Moreover, we put ∂
+
t u(t) =
lim sups→t
1
t−s (u(t)− u(s)) and ∂−t u(t) = lim infs→t 1t−s (u(t)− u(s)).
In the sequel, r, s, t always denote ‘time’ parameters whereas a, b denote
‘curve’ parameters.
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2.2 The Heat Equation for Time-dependent Dirichlet Forms
2.3 The Heat Equation
Let us choose here a setting which is slightly more general than for the rest
of the chapter. We assume that we are given a Polish space X and a σ-finite
reference measure m on it which is assumed to have full topological support.
Moreover, we assume that we are given a strongly local Dirichlet form E with
domain F = Dom(E) on H = L2(X,m) and with square field operator Γ
such that E(u) =
∫
X
Γ(u, u) dm for all functions u ∈ F . These objects will
be regarded as reference measure and reference Dirichlet form, resp., in the
subsequent definitions and discussions. The spaces H and F will be regarded
as a Hilbert space equipped with the scalar products
∫
uvdm and E(u, v) +∫
uvdm, resp. We identify H with its own dual; the dual of F is denoted by
F∗. Thus we have F ⊂ H ⊂ F∗ with continuous and dense embeddings.
Let I ⊂ R be a bounded open interval, say I = (0, T ) for simplicity. In
order to deal with time-dependent evolutions we consider for 0 ≤ s < τ ≤ T the
Hilbert spaces
F(s,τ) = L2
(
(s, τ)→ F) ∩H1((s, τ)→ F∗)
equipped with the respective norms
(∫ τ
s
‖ut‖2F + ‖∂tut‖2F∗ dt
)1/2
. According
to [52], Lemma 10.3, the embeddings F(s,τ) ⊂ C
(
[s, τ ] → H) hold true which
guarantee that values at t = s and t = τ are well defined.
Moreover, assume that we are given a one-parameter family (mt)t∈(0,T ) of
measures on X such that mt = e
−ftm for some bounded measurable function
f on I ×X with ft ∈ F and ∃C s.t. ∀t, x
Γ(ft)(x) ≤ C. (22)
The basic ingredient will be a 1-parameter family (Γt)t∈(0,T ) of
• symmetric, positive semidefinite bilinear forms Γt on F , each of which has
the diffusion property
Γt(Ψ(u1, . . . , uk), v) =
k∑
i=1
Ψi(u1, . . . , uk)Γt(ui, v)
(∀k ∈ N,∀v, u1, . . . , uk ∈ F ∩ L∞(X,m),∀Ψ ∈ C1(Rk) with Ψ(0) = 0),
• and all of them being uniformly comparable (‘uniformly elliptic’) w.r.t.
the reference form Γ on F , i.e. ∃C s.t. ∀t ∈ (0, T ),∀u ∈ F ,∀x ∈ X
1
C
Γ(u)(x) ≤ Γt(u)(x) ≤ C Γ(u)(x). (23)
For each t ∈ (0, T ) we define a (strongly local, densely defined, symmetric)
Dirichlet form Et on L2(X,mt) with domain Dom(Et) = F and a self-adjoint,
non-positive operator At on L
2(X,mt) with domain Dom(At) ⊂ F uniquely
determined through the relations∫
X
Γt(u, v) dmt = Et(u, v) = −
∫
X
Atu v dmt
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for u, v ∈ F . Recall that u ∈ Dom(At) if and only if u ∈ F and ∃C ′ such that
Et(u, v) ≤ C ′ · ‖v‖L2(mt) for all v ∈ F .
Definition 2.9. A function u is called solution to the heat equation
Atu = ∂tu on (s, τ)×X
if u ∈ F(s,τ) and if for all w ∈ F(s,τ)
−
∫ τ
s
Et(ut, wt)dt =
∫ τ
s
〈∂tut, wte−ft〉F∗,F dt (24)
where 〈·, ·〉F∗,F = 〈·, ·〉 denotes the dual pairing. Note that thanks to (22),
w ∈ L2((s, τ)→ F) if and only if we−f ∈ L2((s, τ)→ F).
Since ut ∈ Dom(At) (and thus ∂tut ∈ L2) for almost every t by virtue of
Theorem 2.20 we may equivalently rewrite the right hand side of the above
equation as∫ τ
s
〈∂tut, wte−ft〉F∗,F dt =
∫ τ
s
∫
X
∂tut·(wte−ft) dm dt =
∫ τ
s
∫
X
∂tut·wt dmt dt
which allows for a more intuitive, alternative formulation of (24) as follows:
−
∫ τ
s
Et(ut, wt)dt =
∫ τ
s
∫
X
∂tut · wt dmt dt.
Theorem 2.10. For all 0 ≤ s < τ ≤ T and each h ∈ H there exists a unique
solution u ∈ F(s,τ) of the heat equation on (s, τ)×X with us = h (or equivalently
with limt↘s ut = h).
Proof. For each t the bilinear form Et on F is defined by
Et (u, v) = −
∫
X
Atu v dm
=
∫
X
Γt(u, ve
ft)e−ft dm
=
∫
X
[Γt(u, v) + vΓt(u, ft)] dm
for u, v ∈ F . It immediately follows that u ∈ F(s,τ) is a solution to the heat
equation if and only if for all w ∈ F(s,τ)
−
∫ τ
s
Et (ut, wt)dt =
∫ τ
s
∫
X
∂tut · wt dm dt.
(Indeed, we simply have to replace the test function wt by wte
ft .)
Our assumptions on Γt and ft guarantee that Et for each t is a closed coercive
form with domain F = Dom(E) on H = L2(X,m), uniformly comparable to
E. For each t , the operator At is a bounded linear operator from F to F∗.
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Indeed,
‖At‖F,F∗ = sup
u,v∈F
∣∣Et (u, v)∣∣
‖u‖1/2F · ‖v‖1/2F
≤ sup
u,v∈F
1
‖u‖1/2F · ‖v‖1/2F
∫
X
|Γt(u, v)| dm
+ sup
u,v∈F
1
‖u‖1/2F · ‖v‖1/2F
∫
X
|vΓt(u, ft)| dm
≤ C
(
1 + ‖Γ(ft)‖1/2∞
)
if C is chosen such that |Γt(u, v)| ≤ C · Γ(u)1/2 · Γ(v)1/2 for all u, v and t.
Thus we may apply the general existence result for solutions to time-dependent
operator equations ∂tu = Atu on a fixed Hilbert space H. For this, we refer
to [42], Chapter III, Theorem 4.1 and Remark 4.3, see also [52], Theorem 10.3.
(Note, however, that the latter assumes a continuity of t 7→ At in operator norm
which is not really necessary.)
Remark 2.11. We denote this solution by ut(x) = Pt,sh(x). Then (Pt,s)0<s≤t<T
is a family of bounded linear operators on H which has the propagator property
Pt,r = Pt,s ◦ Ps,r
for all r ≤ s ≤ t. For fixed s and h the function t 7→ Pt,sh is continuous
in H (due to the embedding F(s,T ) ⊂ C
(
[s, T ] → H)). And by construction the
function (t, x) 7→ Pt,sh(x) is a solution to the (forward) heat equation ∂tu = Atu
on (s, T )×X. That is, for all h ∈ H
∂tPt,sh = AtPt,sh. (25)
Note that the operator Pt,s : H → H in the general time-dependent case is not
symmetric – neither with respect to m nor with respect to mt nor with respect
to ms.
2.4 The Adjoint Heat Equation
Definition 2.12. Given 0 ≤ σ < t ≤ T , a function v is called solution to the
adjoint heat equation
−Asv + ∂sf · v = ∂sv on (σ, t)×X
if v ∈ F(σ,t) and if for all w ∈ F(σ,t)∫ t
σ
Es(vs, ws)ds+
∫ t
σ
∫
X
vs · ws · ∂sfs dms ds =
∫ t
σ
∫
X
∂svs · ws dms ds.
Theorem 2.13. Assume (22) and
|ft(x)− fs(x)| ≤ L |t− s|. (26)
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(i) Given 0 ≤ σ < t ≤ T , for each g ∈ H there exists a unique solution
v ∈ F(σ,t) of the adjoint heat equation on (σ, t)×X with vt = g.
(ii) This solution can be represented as
vs = P
∗
t,sg
in terms of a family (P ∗t,s)s≤t of linear operators on H satisfying the ‘ad-
joint propagator property’
P ∗t,r = P
∗
s,r ◦ P ∗t,s (∀r ≤ s ≤ t).
(iii) The operators Pt,s and P
∗
t,s are in duality w.r.t. each other:∫
Pt,sh · g dmt =
∫
h · P ∗t,sg dms (∀g, h ∈ H).
Proof. (i), (ii) The assumption implies that the same arguments used before to
prove existence and uniqueness of solutions to the heat equation ∂tu = Atu can
now be applied to prove existence and uniqueness of solutions to the adjoint
heat equation −∂sv = Asv − (∂sfs)v.
(iii) Put ut = Pt,sh and vs = P
∗
t,sg. Then∫
utvt dmt −
∫
usvs dms
=
∫ t
s
∫
∂rur vr dmr dr +
∫ t
s
∫
ur ∂rvr dmr dr −
∫ t
s
∫
ur vr ∂rfr dmr dr
=
∫ t
s
Er(ur, vr) dr −
∫ t
s
Er(ur, vr) dr = 0.
Note, however, that – even under the assumption m(X) < ∞ – in gen-
eral constants will not be solutions to the adjoint heat equation. Instead of
preserving constants, the adjoint heat flow preserves integrals of nonnegative
densities.
Lemma 2.14. For each fixed t, the operators At and A
∗
t : u 7→ Atu − ∂tft · u
on L2(X,mt) have the same domains: Dom(At) = Dom(A
∗
t )
Proof. Recall that v ∈ Dom(A∗t ) if and only if v ∈ Dom(Et) and if there exists
a constant C such that for all u ∈ Dom(Et)
Et(u, v) +
∫
u v ∂tf dmt ≤ C · ‖u‖L2(mt).
Boundedness of ∂tf implies that this is equivalent to v ∈ Dom(At).
In contrast to the form domains, the operator domains Dom(At) in general
will depend on t.
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Example 2.15. Consider H = L2(R, dx) with mt(dx) = dx and
Γt(u)(x) =
[
1 + t · 1R+(x)
] · |u′(x)|2
for t ∈ I = (0, 1). Then
Dom(At) =
{
u ∈W 1,2(R)∩W 2,2(R−)∩W 2,2(R+) : u′(0−) = (1+ t) ·u′(0+)
}
.
Thus Dom(As) 6= Dom(At) for all s 6= t.
Proof. Obviously, u ∈ Dom(At) if and only if u ∈W 1,2(R) and [1 + t · 1R+ ]u′ ∈
W 1,2(R).
A basic quantity for the subsequent considerations will be the time-dependent
Boltzmann entropy. Here we put St(v) :=
∫
X
v · log v dmt and consider it as a
time-dependent functional on the space of (not necessarily normalized) measur-
able functions v : X → [0,∞].
Proposition 2.16. (i) For all solutions u ≥ 0 to the heat equation and all
s < t
St(ut) ≤ eL(t−s) · Ss(us).
(ii) For all solutions v ≥ 0 to the adjoint heat equation and all s < t
Ss(vs) ≤ St(vt) + L
∫ t
s
∫
X
vr dmr dr.
Note that
∫
X
vrdmr is independent of r if m(X) <∞.
Proof. In both cases, straightforward calculations yield
eLt∂t
[
e−Lt
∫
ut log ut dmt
]
≤
∫
(log ut + 1)∂tut dmt
= −
∫
Γt(log ut)ut dmt ≤ 0
and
∂s
∫
vs log vs dms =
∫
(log vs + 1)∂svs dms −
∫
vs log vs · ∂sfs dms
=
∫
Γs(log vs) vs dms +
∫
vs · ∂sfs dms ≥ −L
∫
vs dms.
2.5 Energy Estimates
Throughout this section, assume (22) as well as (26) and in addition
|Γt(u)− Γs(u)| ≤ 2L ·
∫ t
s
Γr(u)dr (27)
for all u ∈ F and all s < t.
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Recall that by definition each solution u to the heat equation on (s, τ)×X
satisfies u ∈ L2((s, τ)→ F) ∩H1((s, τ)→ F∗) ⊂ C((s, τ)→ H) and∫ τ
s
Et(ut) dt ≤ 1
2
‖us‖2L2(ms). (28)
We are now going to prove that these assertions can be improved by one order
of (spatial) differentiation. To do so, we first define a self-adjoint, non-positive
operator A˜t on L
2(X,m) by
−
∫
X
A˜tu v dm = E˜t(u, v) :=
∫
X
Γt(u, v) dm
for all u, v ∈ F . Then Dom(A˜t) = Dom(At) and
A˜tu = Atu+ Γt(u, ft).
Indeed, − ∫ Atu v dm = ∫ Γt(u, veft)e−ftdm = − ∫ A˜tu v dm+∫ Γt(u, ft)v dm.
Next, consider the Hille-Yosida approximation A˜δt := (I − δA˜t)−1A˜t of A˜t on
L2(X,m), put E˜δt (u, v) := −
∫
A˜δtu v dm and recall the well-known fact that
E˜δt (u, u)↗ E˜t(u, u) for each u ∈ F as δ ↘ 0. More generally,
Lemma 2.17. For all α, β > 0 with β − α ≤ 12 : F ⊂ Dom((I − δA˜t)−αA˜βt )
and for all u ∈ F :
u ∈ Dom(A˜βt ) ⇐⇒ sup
δ>0
∥∥∥(I − δA˜t)−αA˜βt u∥∥∥
L2
<∞
with
∥∥∥(I − δA˜t)−αA˜βt u∥∥∥
L2
↗
∥∥∥A˜βt u∥∥∥
L2
for δ ↘ 0.
Proof. For fixed t we apply the spectral theorem to the non-negative self-adjoint
operator −A˜t on H which yields the representation −A˜t =
∫∞
0
λEλ in terms of
projection operators. For each continuous semi-bounded Φ : R+ → R
Dom
(
Φ(−A˜t)
)
=
{
u ∈ H :
∫ ∞
0
|Φ(λ)|2dEλ(u, u)
}
and (Φ(−A˜t)u, v)H =
∫∞
0
Φ(λ)dEλ(u, v). Thus, in particular,
F =
{
u ∈ H :
∫ ∞
0
λdEλ(u, u)
}
and
Dom
(
(I − δA˜t)−αA˜βt
)
=
{
u ∈ H :
∫ ∞
0
∣∣∣∣ λβ(1 + δλ)α
∣∣∣∣2 dEλ(u, u)
}
.
Moreover, by monotone convergence as δ ↘ 0∥∥∥(I − δA˜t)−αA˜βt u∥∥∥2
L2
=
∫ ∞
0
∣∣∣∣ λβ(1 + δλ)α
∣∣∣∣2 dEλ(u, u) ↗ ∫ ∞
0
λ2βdEλ(u, u) =
∥∥∥A˜βt u∥∥∥2
L2
.
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Lemma 2.18. For all δ > 0 and all u, v ∈ F the map t 7→ E˜δt (u, v) is absolutely
continuous with ∣∣∣∂tE˜δt (u, v)∣∣∣ ≤ L2 [E˜t(u, u) + E˜t(v, v)] .
Proof. For all δ, u, v as above, put uδt = (I − δA˜t)−1u and vδt = (I − δA˜t)−1v.
Then
∂tE˜δt (u, v) = lim
→0
1

∫ [
(I − δA˜t+)−1A˜t+u− (I − δA˜t)−1A˜tu
]
· v dm
= lim
→0
1

∫ [
(I − δA˜t+)−1(A˜t+ − A˜t)(1− δA˜t)−1u
]
· v dm
= lim
→0
1

[
E˜t(uδt , vδt+)− E˜t+(uδt , vδt+)
]
≤ L
2
lim
→0
[
E˜t(uδt , uδt ) + E˜t+(vδt+, vδt+)
]
≤ L
2
lim
→0
[
E˜t(u, u) + E˜t+(v, v)
]
=
L
2
[
E˜t(u, u) + E˜t(v, v)
]
.
Here we also used the fact that E˜t(uδt , uδt )↗ E˜t(ut, ut) as δ → 0.
Lemma 2.19. There exists a constant C such that for all 0 < s < τ < T , for
all solutions u ∈ F(s,τ) to the heat equation on (s, τ)×X and for all δ > 0∫ τ
s
∫
X
∣∣∣(I − δA˜t)−1/2A˜tut∣∣∣2 dm dt ≤ C · [Es(us) + ‖us‖2L2(ms)] . (29)
Thus, in particular, if us ∈ F then ut ∈ Dom(A˜t) for a.e. t ∈ (s, τ) and∫ τ
s
∫
X
∣∣∣A˜tut∣∣∣2 dm dt ≤ C · [Es(us) + ‖us‖2L2(ms)] . (30)
Proof. For any δ > 0 and u ∈ F
E˜s(us) ≥ E˜δs (us) ≥ −
∫ τ
s
∂tE˜δt (ut) dt ≥ −2
∫ τ
s
Eδt (ut, ∂tut) dt− o1
= 2
∫ τ
s
∫
X
(I − δA˜t)−1A˜tu ·Atut dm dt− o1
= 2
∫ τ
s
∫
X
(I − δA˜t)−1A˜tu · A˜tut dm dt
−2
∫ τ
s
∫
X
(I − δA˜t)−1A˜tu · Γt(ut, ft) dm dt− o1
≥
∫ τ
s
∫
X
∣∣∣(I − δA˜t)−1/2A˜tu∣∣∣2 dm dt− o1 − o2.
Here
o1 :=
∫ τ
s
∂rEδr (ut)
∣∣∣
r=t
dt ≤ L
∫ τ
s
Et(ut)dt ≤ L
2
‖us‖2L2(ms)
according to the previous Lemma and
o2 :=
∫ τ
s
∫
X
∣∣∣(I − δA˜t)−1/2Γt(ut, ft)∣∣∣2 dm dt
≤ C ′
∫ τ
s
∫
X
Γt(ut) e
−ft dm dt ≤ C
′
2
‖us‖2L2(ms)
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for C ′ = supt ‖Γt(ft)eft‖L∞(mt). Moreover, E˜s(us) ≤ C ′′Es(us) for C ′′ =
supt ‖eft‖L∞(mt). Thus the claim follows with C = max{C ′′, L+C
′
2 }.
Theorem 2.20. For all 0 < s < τ < T and for all solutions u ∈ F(s,T ) to the
heat equation
(i) ut ∈ Dom(At) for a.e. t ∈ (s, τ).
(ii) If the initial condition us ∈ F then
u ∈ L2((s, τ)→ Dom(A·) ∩H1((s, τ)→ H).
More precisely,
e−3LτEτ (uτ ) + 2
∫ τ
s
e−3Lt
∫
X
∣∣Atut∣∣2 dmt dt ≤ e−3Ls · Es(us). (31)
(iii) For all solutions v to the adjoint heat equation on (σ, t) ×X and all s ∈
(σ, t)
Es(vs) + ‖vs‖2L2(ms) ≤ e3L(t−s) ·
[
Et(vt) + ‖vt‖2L2(mt)
]
.
Moreover, vs ∈ Dom(As) for a.e. s ∈ (σ, t).
Proof. (i): In the case us ∈ F , this follows from the previous Lemma and the fact
that Dom(At) = Dom(A˜t). In the general case us ∈ H, by the very definition
of the heat equation it follows that uσ ∈ F for a.e. σ ∈ (s, τ). Applying the
previous argument now with σ in the place of s yields that ut ∈ Dom(At) for
a.e. t ∈ (σ, τ) and thus the latter finally holds for a.e. t ∈ (s, τ).
(ii): The log-Lipschitz bound (27) states |∂tΓt(.)| ≤ 2L ·Γt(.). Together with
(26) this implies ∂sEs(ut)
∣∣
s=t
≤ 3L · Et(ut). Therefore,
e3Lt∂t
[
e−3LtEt(ut)
] ≤ ∂sEt(us)∣∣s=t = −2∫ |Atut|2dmt
where the last equality is justified according to (i).
(iii) Similarly as we did in the previous Lemmas, we can construct a reg-
ularization for the adjoint heat equation which will allow to prove that vs ∈
Dom(As) for a.e. s ∈ (σ, t). Therefore, we may conclude
∂sEs(vs) ≥ 2
∫
|Asvs|2dms − 3L · Es(vs)− 2
∫
Asvs · vs · ∂sfs dms
≥ −3L · Es(vs)− L
2
∫
v2s dms
and thus
∂s
[
Es(vs) + ‖vs‖2L2(ms)
]
≥ −3L · Es(vs)− L
2
∫
v2s dms
+2
∫ [
Γs(vs) + v
2
s · ∂sfs
]
dms −
∫
v2s · ∂sfs dms
≥ −3L ·
[
Es(vs) + ‖vs‖2L2(ms)
]
.
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Remark 2.21. For fixed s and a.e. σ > s the operator Pσ,s maps H into
Dom(E) and then for a.e. t > σ the operator Pt,σ maps Dom(E) into Dom(At).
Thus by composition, for a.e. t > s the operator Pt,s maps H into Dom(At).
A simple restatement of the assertions of the subsequent Proposition 2.22
will yield that for all s ≤ t and all h ∈ H
• 0 ≤ h ≤ 1 ⇒ 0 ≤ Pt,sh ≤ 1
• Pt,s1 = 1 provided m(X) <∞
• (Pt,sh)2 ≤ Pt,s(h2).
Proposition 2.22. The following holds true.
(i) For all solutions u to the heat equation on (s, τ)×X and all t > s
us ≥ 0 a.e. on X =⇒ ut ≥ 0 a.e. on X.
More generally, for any M ≥ 0
us ≤M a.e. on X =⇒ ut ≤M a.e. on X.
If m(X) <∞ then this implication holds for all M ∈ R.
(ii) For all solutions v to the adjoint heat equation on (σ, t)×X and all s < t
vt ≥ 0 a.e. on X =⇒ vs ≥ 0 a.e. on X.
More generally, for any M ≥ 0
vt ≤M a.e. on X =⇒ vs ≤ eL(t−s)M a.e. on X.
If m(X) <∞ then this implication holds for all M ∈ R.
(iii) For all solutions u to the heat equation on (s, τ) × X, all t > s and all
p ∈ [1,∞]
‖ut‖Lp(mt) ≤ eL/p·(t−s) · ‖us‖Lp(ms).
In particular,
∫
ut dmt ≤ eL(t−s)
∫
us dms for nonnegative solutions.
(iv) For all solutions u, g to the heat equation on (s, τ)×X and all t > s
u2s ≤ gs a.e. on X =⇒ u2t ≤ gt a.e.on X.
Proof. (i) Assume that u solves the heat equation. Put w = (u −M)+. Then
for each t, strong locality of the Dirichlet form Et implies
Et
(
ut, (ut −M)+
)
= Et
(
(ut −M)+, (ut −M)+
)
.
The chain rule applied to Φ(x) = (x)+ implies that a.e on (s, T )×X
∂tut · (ut −M)+ = ∂t(ut −M)+ · (ut −M)+.
36
Therefore, for a.e. t
0 ≤ Et
(
(ut −M)+, (ut −M)+
)
= Et
(
ut, (ut −M)+
)
= −
∫
∂tut, (ut −M)+e−ft dm = −
∫
∂t(ut −M)+(ut −M)+e−ft dm
≤ −1
2
eLt · ∂t
[
e−Lt
∫
X
(ut −M)2+dmt
]
,
where we used (26) in the last inequality. Thus us ≤M will imply ut ≤M for
all t > s.
In the case, m(X) < ∞, the constants will be in H and solve the heat
equation. Thus the previous argument can also be applied to u ± M which
yields the claim.
(ii) Assume that v solves the adjoint heat equation. Then with a similar
calculation as before we obtain for a.e. s
1
2
∂s
∫
(vs − eL(t−s)M)2+ dms
=
∫
(vs − eL(t−s)M)+∂s(vs − eL(t−s)M)+ dms − 1
2
∫
(vs − eL(t−s)M)2+∂sfs dms
=
∫
(vs − eL(t−s)M)+(∂svs + LeL(t−s)M)+ dms − 1
2
∫
(vs − eL(t−s)M)2+∂sfs dms
=Es(vs, (vs − eL(t−s)M)+) +
∫
vs(vs − eL(t−s)M)+∂sfs dms
+
∫
(vs − eL(t−s)M)+(LeL(t−s)M)+ dms − 1
2
∫
(vs − eL(t−s)M)2+∂sfs dms
≥− 3
2
L
∫
(vs − eL(t−s)M)2+ dms.
Applying Gronwall’s inequality yields∫
(vs − eL(t−s)M)2+ dms ≤ e3L(t−s)
∫
(vt −M)2+ dmt,
which proves the claim.
(iii) Assume p ∈ (1,∞). (The case p = ∞ follows from (i), and the case
p = 1 follows from (ii) by duality.) Then, by the previous arguments the linear
operator
Pt,s : L
1(ms) + L
∞(ms)→ L1(mt) + L∞(mt)
maps L1(ms) boundedly into L
1(mt) and L
∞(ms) boundedly into L∞(mt).
Then, by the Riesz-Thorin interpolation theorem Pt,s maps L
p(ms) boundedly
into Lp(mt) with quantitative estimate
||Pt,su||Lp(mt) ≤ eL(t−s)/p||u||Lp(ms).
(iv) Choose w = (u2 − g)+. Then, again by the chain rule and since u and
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g are solutions to the heat equation, we find for a.e. t
1
2
eLt · ∂t
[
e−Lt
∫
X
w2t dmt
]
≤
∫
∂t(u
2
t − gt)wt dmt
=
∫
∂tut(2utwt) dmt −
∫
∂tgtwt dmt
= −Et(ut, 2utwt) + Et(gt, wt)
= −Et(u2t − gt, wt)− 2
∫
X
Γt(ut, ut)wt dmt
= −Et(wt, wt)− 2
∫
X
Γt(ut, ut)wt dmt ≤ 0,
where we applied the strong locality in the last equation. Thus∫
w2t dmt ≤ eL(t−s)
∫
w2sdms
for all t > s. This proves the claim.
As a direct consequence we obtain the following corollary.
Corollary 2.23. For all s < t
(i) ‖Pt,s‖L∞(ms)→L∞(mt) ≤ 1, ‖P ∗t,s‖L1(mt)→L1(ms) ≤ 1,
(ii) ‖Pt,s‖L1(ms)→L1(mt) ≤ eL(t−s), ‖P ∗t,s‖L∞(mt)→L∞(ms) ≤ eL(t−s),
(iii) ‖Pt,s‖L2(ms)→L2(mt) ≤ eL(t−s)/2, ‖P ∗t,s‖L2(mt)→L2(ms) ≤ eL(t−s)/2.
The next result yields that the heat flow is a dynamic EVI(−L/2,∞)-flow
for 12 times the Dirichlet energy
1
2Et on L2(X,mt). For the definition of dynamic
EVI-flows we refer to Section 2.10.
Theorem 2.24. (i) Then the heat flow is a dynamic forward EVI(−L/2,∞)-
flow for 12× the Dirichlet energy on L2(X,mt)t∈I , see section 2.10. More
precisely, for all solutions (ut)t∈(s,τ) to the heat equation, for all τ ≤ T
and all w ∈ Dom(E)
−1
2
∂+s
∥∥us − w∥∥2s,t∣∣∣s=t + L4 · ∥∥ut − w∥∥2t ≥ 12Et(ut)− 12Et(w) (32)
where ‖.‖s,t is defined according to Definition 2.71 with dt(v, w) =
∥∥v −
w
∥∥
t
= (
∫ |v − w|2dmt)1/2.
(ii) The heat flow is uniquely characterized by this property. For all t > s and
all solutions to the heat equation ‖ut‖t ≤ eL(t−s)/2‖us‖s.
Proof. (i) Assumption (26) implies ∂t
∥∥v∥∥2
t
≤ L∥∥v∥∥2
t
as well as (following the
argumentation from Proposition 2.72)
∂s
∥∥v∥∥2
s,t
∣∣
s=t
≤ L
2
∥∥v∥∥2
t
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for all v and t. Therefore, we can estimate
1
2
∂+s
∥∥us − w∥∥2s,t∣∣∣s=t ≤ lim sups→t 12(s− t)
(∥∥us − w∥∥2t − ∥∥ut − w∥∥2t)
+ lim sup
s→t
1
2(s− t)
(∥∥us − w∥∥2s,t − ∥∥us − w∥∥2t)
≤ 〈ut − w, ∂tut〉t + L
4
∥∥ut − w∥∥2t
= −Et(u, u) + Et(w, u) + L
4
∥∥ut − w∥∥2t
≤ −1
2
Et(u, u) + 1
2
Et(w,w) + L
4
∥∥ut − w∥∥2t .
(ii) Uniqueness and the growth estimate immediately follow from the EVI-
property. Indeed, the distance
∥∥.∥∥
t
and the function E on the time-dependent
geodesic space L2(X,mt)t∈I satisfy all assumptions mentioned in Section 2.10
on EVI-flows. In particular, the distance is log-Lipschitz: ∂t
∥∥v∥∥2
t
≤ L∥∥v∥∥2
t
and
the energy satisfies the growth bound Es ≤ C0 Et.
The next lemma states semicontinuity of the heat flow and the adjoint heat
flow with respect to the seminorm
√E .
Lemma 2.25. Let u, g ∈ Dom(E), 0 < r ≤ t < T . Then
lim
s↗t
P ∗t,sg = g in (Dom(E),
√
E),
lim
s↘r
Ps,ru = u in (Dom(E),
√
E).
Proof. Since P ∗t,sg → g in L2(X) and the Dirichlet energy is lower semicontin-
uous we have
Et(g) ≤ lim inf
s↗t
Et(P ∗t,sg).
On the other hand from Theorem 2.20(iii)
Es(P ∗t,sg) + ||P ∗t,sg||L2(ms) ≤ eL(t−s)(Et(g) + ||g||L2(mt)),
for every s < t. Hence, again since P ∗t,sg → u in L2(X),
Et(g) ≥ lim sup
s↗t
e−L(t−s)(Es(P ∗t,sg) + ||P ∗t,sg||L2(ms))− ||g||L2(mt)
≥ lim sup
s↗t
Es(P ∗t,sg) = lim sup
s↗t
Et(P ∗t,sg),
where the last identity follows from the Lipschitz property of the metrics and
the logarithmic densities. Then, since Et is a bilinear form, the parallelogram
identity yields
lim sup
s↗t
Et(P ∗t,sg − g) = lim sup
s↗t
(2Et(g) + 2Et(P ∗t,sg)− Et(u+ P ∗t,sg))
≤ 4Et(g)− lim inf
s↗t
Et(g + P ∗t,sg)) ≤ 4Et(g)− Et(2g)
= 0,
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where the last inequality is a consequence of the lower semicontinuity of Et.
The second assertion follows along the same lines replacing Theorem 2.20(iii)
by Theorem 2.20(ii).
2.5.1 The Commutator Lemma
In the static case, generator and semigroup commute. In the dynamic case, this
is no longer true. However, we can estimate the error∣∣∣∣∫
X
[
At(Pt,su)− Pt,s(Asu)
]
v dmt
∣∣∣∣ .
To guarantee well-definedness of all the expressions, we avoid ‘Laplacians’ and
use ‘gradients’ instead.
Lemma 2.26. For all σ < τ , all solutions u ∈ F(σ,τ) to the heat equation, and
all solutions v ∈ F(σ,τ) to the adjoint heat equation
|Et(ut, vt)− Es(us, vs)| ≤ C(us, vt) · |t− s|1/2 (33)
for a.e. s, t ∈ (σ, τ) with s < t where
C(us, vt) = C ·
[
Es(us) + Et(vt) + ‖vt‖2L2(mt)
]
(34)
with C := Le3(L+1)T .
In other words, the commutator lemma states∣∣∣∣∫
X
[
At(Pt,sus)− Pt,s(Asus)
]
vt dmt
∣∣∣∣ ≤ C(us, vt) · |t− s|1/2. (35)
Proof. Obviously, the function r 7→ Er(ur, vr) is finite (even locally bounded)
and measurable on (σ, τ). Therefore, by Lebesgue’s density theorem for a.e.
s, t ∈ (σ, τ)
Et(ut, vt) = lim
δ↘0
1
δ
∫ t
t−δ
Er(ur, vr) dr, Es(us, vs) = lim
δ↘0
1
δ
∫ s+δ
s
Er(ur, vr) dr
and thus
Et(ut, vt)− Es(us, vs) = lim
δ↘0
∫ t−δ
s
1
δ
(
Er+δ(ur+δ, vr+δ)− Er(ur, vr)
)
dr.
To proceed, we decompose the integrand into three terms
1
δ
[Er+δ(ur+δ, vr+δ)− Er(ur, vr)] = 1
δ
[Er+δ(ur+δ, vr+δ)− Er+δ(ur, vr+δ)]
+
1
δ
[Er+δ(ur, vr+δ)− Er(ur, vr+δ)]
+
1
δ
[Er(ur, vr+δ)− Er(ur, vr)]
=: αr(δ) + βr(δ) + γr(δ).
40
Let us first estimate the second term
βr(δ) =
1
4δ
[Er+δ(ur + vr+δ) + Er+δ(ur − vr+δ)− Er(ur + vr+δ)− Er(ur − vr+δ)]
≤ 3L
4
e3Lδ [Er(ur + vr+δ) + Er(ur − vr+δ)]
≤ 3L
2
e6Lδ [Er(ur) + Er+δ(vr+δ)]
due to the fact that |∂rEr(w)| ≤ 3L Er(w) for each w ∈ F . According to
Theorem 2.20, the final expressions can be estimated (uniformly in δ) in terms
of Es(us) and Et(vt) + ‖vt‖2L2(mt). Thus we finally obtain
lim
δ↘0
∫ t−δ
s
βr(δ) dr ≤ 3L
2
∫ t
s
[Er(ur) + Er(vr)] dr
≤ (t− s) 3L
2
e3L(t−s)
[
Es(us) + Et(vt) + ‖vt‖2L2(mt)
]
.
Now let us consider jointly the first and third terms∫ t−δ
s
[αr(δ) + γr(δ)] dr =
1
δ
∫ t−δ
s
[Er+δ((ur+δ − ur), vr+δ)+ Er(ur, (vr+δ − vr))] dr
= −1
δ
∫ t−δ
s
∫
X
[
(ur+δ − ur) ·Ar+δvr+δ · e−fr+δ
+Arur · (vr+δ − vr) · e−fr
]
dm dr
= −1
δ
∫ δ
0
∫ t−δ
s
∫
X
[
Ar+ur+ ·Ar+δvr+δ · e−fr+δ +
Arur · (−Ar+vr+ + f˙r+vr+) · e−fr
]
dm dr d
Integrability of |Arur|2 w.r.t. dmr dr implies that
∫ t
t−δ |Arur|2dmr dr → 0 as
δ → 0 as well as ∫ s+δ
s
|Arur|2dmr dr → 0. Thus together with Lipschitz conti-
nuity of t 7→ ft this implies
1
δ
∫ δ
0
∫ t−δ
s
∫
X
[
Ar+ur+ ·Ar+δvr+δ · e−fr+δ +−Arur ·Ar+vr+ · e−fr
]
dm dr d→ 0
as δ → 0. Thus (since f˙ is bounded by L and since r 7→ ‖vr‖L2(mr) is non-
decreasing)
lim
δ→0
∣∣∣∣∣
∫ t−δ
s
[αr(δ) + γr(δ)] dr
∣∣∣∣∣ ≤ −1δ
∫ δ
0
∫ t−δ
s
∫
X
∣∣Arur · f˙r+vr+∣∣ dmr dr d
≤ L · |t− s|1/2 ·
(∫ t
s
∣∣Arur∣∣2 dmr dr)1/2 · ‖vt‖L2(mt)
≤ L · |t− s|1/2 ·
(
1
2
e3L(t−s)Es(us)
)1/2
· ‖vt‖L2(mt).
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To summarize, we have∣∣Et(ut, vt)− Es(us, vs)∣∣ = lim
δ↘0
∣∣∣∣∣
∫ t−δ
s
(
αr(δ) + βr(δ) + γr(δ)
)
dr
∣∣∣∣∣
≤ |t− s| 3L
2
e3L(t−s)
[
Es(us) + Et(vt) + ‖vt‖2L2(mt)
]
+L · |t− s|1/2 ·
(
1
2
e3L(t−s)Es(us)
)1/2
· ‖vt‖L2(mt)
≤ C · |t− s|1/2 ·
[
Es(us) + Et(vt) + ‖vt‖2L2(mt)
]
with C := Le3(L+1)T according to the energy estimates of the previous Theorem.
2.6 Heat Flow and Optimal Transport on Time-dependent
Metric Measure Spaces
We are now going to define, construct, and analyze the heat equation on time-
dependent metric measure spaces
(
X, dt,mt
)
t∈I .
2.6.1 The Setting
Here and for the rest of the chapter, our setting is as follows:
The ‘state space’ X is a Polish space and the ‘parameter set’ I ⊂ R will be a
bounded open interval; for convenience we assume I = (0, T ). For each t under
consideration, dt will be a complete separable geodesic metric on X and mt will
be a σ-finite Borel measure on X. We always assume that there exist constants
C,K,L,N ′ ∈ R such that
• the metrics dt are uniformly bounded and equivalent to each other with∣∣∣∣log dt(x, y)ds(x, y)
∣∣∣∣ ≤ L · |t− s| (36)
for all s, t and all x, y (‘log Lipschitz continuity in t’);
• the measures mt are mutually absolutely continuous with bounded, Lips-
chitz continuous logarithmic densities; more precisely, choosing some ref-
erence measure m the measures can be represented as mt = e−ftm with
functions ft satisfying |ft(x)| ≤ C, |ft(x)− ft(y)| ≤ C · dt(x, y) and
|fs(x)− ft(x)| ≤ L · |s− t| (37)
for all s, t and all x, y;
• for each t the static space (X, dt,mt) is infinitesimally Hilbertian and
satisfies a curvature-dimension condition CD(K,N ′) in the sense of [57],
[43], [5].
In terms of the metric dt for given t, we define the L
2-Kantorovich-Wasserstein
metric Wt on the space of probability measures on X:
Wt(µ, ν) = inf
{∫
X×X
d2t (x, y) dq(x, y) : q ∈ Cpl(µ, ν)
}1/2
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where Cpl(µ, ν) as usual denotes the set of all probability measures on X ×X
with marginals µ and ν. In general, it is not really a metric but just a pseudo
metric. Denote by P = P(X) the set of all probability measures µ on X
(equipped with its Borel σ-field) with Wt(µ, δz) < ∞ or some/all z ∈ X and
t ∈ I.
The log-Lipschitz bound (36) implies that for all s, t ∈ I and all µ, ν ∈ P∣∣∣∣log Wt(µ, ν)Ws(µ, ν)
∣∣∣∣ ≤ L · |t− s|. (38)
Note that the latter is equivalent to weak differentiability of t 7→ Wt(µ, ν) and
|∂tWt(µ, ν)| ≤ L ·Wt(µ, ν) for all µ, ν ∈ P.
A powerful tool is the dual representation of W 2t :
1
2
W 2t (µ, ν) = sup
{∫
ϕdµ+
∫
ψdν : ϕ(x) + ψ(y) ≤ 1
2
d2t (x, y)
}
,
where the supremum is taken among all continuous and bounded functions
ϕ,ψ. Closely related to this is the dt-Hopf-Lax semigroup defined on bounded
Lipschitz functions ϕ by
Qtaϕ(x) := inf
y∈X
{
ϕ(y) +
1
2a
d2t (x, y)
}
, a > 0, x ∈ X.
The map (a, x) 7→ Qtaϕ(x) satisfies the Hamilton-Jacobi equation
∂aQ
t
aϕ(x) = −
1
2
(liptQ
t
aϕ)
2(x), lim
a→0
Qtaϕ(x) = ϕ(x). (39)
In addition, since (X, dt) is assumed to be geodesic,
Lip(Qtaϕ) ≤ 2Lip(ϕ), Lip(Qt.f(x)) ≤ 2[Lip(ϕ)]2.
See for instance [7, Section 3] for these facts.
For µ, ν ∈ P(X) the Kantorovich duality can be written as
1
2
W 2t (µ0, µ1) = sup
φ
{∫
Qt1ϕdµ1 −
∫
ϕdµ0
}
. (40)
We say that a curve µ : J → P(X) belongs to ACp(J ;P(X)) if
Wt(µ
a, µb) ≤
∫ b
a
g(r)dr ∀a < b ∈ J
for some g ∈ Lp(J). We will exclusively treat the case p = 2 and call µ a
2-absolutely continuous curve. Recall that there exists a minimal function g,
called metric speed and denoted by |µ˙a|t such that
|µ˙a|t := lim
b→a
Wt(µ
a, µb)
|b− a| .
See for example [4, Theorem 1.1.2]. For continuous curves µ ∈ C([0, 1],P(X))
satisfying µa = uam with ua ≤ R, µ belongs to AC2([0, 1],P(X)) if and
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only if for each t ∈ (0, T ) there exists a velocity potential (Φat )a such that∫ 1
0
∫
Γt(Φ
a
t )dµ
ada <∞ and∫
ϕdµa1 −
∫
ϕdµa0 =
∫ a1
a0
∫
Γt(ϕ,Φ
a
t )dµ
ada, for every ϕ ∈ Dom(E). (41)
Moreover we can express the metric speed in the following way
|µ˙a|2t =
∫
Γt(Φ
a
t )dµ
a. (42)
See section 6 and 8 in [8] for a detailed discussion.
Occasionally, we have to measure the ‘distance’ between points x, y ∈ X
which belong to different time sheets. In this case, for s, t ∈ I and µ, ν ∈ P(X)
we define
Ws,t(µ, ν) := inf lim
h→0
sup
0=a0<···<an=1,
ai−ai−1≤h
{
n∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai)
}1/2
where the infimum runs over all 2-absolutely continuous curves µ : [0, 1]→ P(X)
with µ0 = µ, µ1 = ν. See Section 6.1 for a detailed discussion and in particular
for the equivalent characterization
Ws,t(µ, ν) = inf
{∫ 1
0
|µ˙a|2Ws+a(t−s)da
}1/2
(43)
where the infimum runs over all 2-absolutely continuous curves (ρa)a∈[0,1] in
P(X) connecting µ and ν.
In the following we will make frequently use of the concept of regular curves,
which already has been successfully used in [7, 24, 8]. We use the refined version
of [8].
Definition 2.27. For fixed t ∈ [0, T ], let ρa = uamt ∈ P(X), a ∈ [0, 1]. We
say that the curve ρ is regular (w.r.t. mt) if:
1. u ∈ C1([0, 1], L1(X)) ∩ Lip([0, 1],F∗),
2. there exists a constant R > 0 such that ua ≤ R m-a.e. for every a ∈ [0, 1],
3. there exists a constant E > 0 such that Et(
√
ua) ≤ E for every a ∈ [0, 1].
Remark. Due to our assumptions on the measures, (ρa)a is a regular curve
w.r.t mt if and only if it is also a regular curve w.r.t ms. In this case, it is also
a regular curve w.r.t mϑ, where ϑ is a function belonging to C1([0, 1],R). So we
will just say regular curve.
We will use the following approximation result which is a combination of [8,
Lemma 12.2] and [24, Lemma 4.11].
Lemma 2.28. Let X be a RCD(K,∞) space. Let ρ0, ρ1 ∈ P(X) and (ρa)a∈[0,1]
be the Wt-geodesic connecting them. Then there exists a sequence of regular
curves (ρan)a∈[0,1], n ∈ N, such that
Wt(ρ
a
n, ρa)→ 0 for every a ∈ [0, 1], (44)
lim sup
n→∞
∫ 1
0
|ρ˙an|2tda ≤W 2t (ρ0, ρ1). (45)
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If we additionally impose that ρ0, ρ1 ∈ Dom(S), then
St(ρ
n
a)→ St(ρa) for every a ∈ [0, 1], (46)
and
lim sup
n→∞
sup
a∈[0,1]
St(ρ
n
a) ≤ sup
a∈[0,1]
St(ρa) = max
a∈[0,1]
St(ρa). (47)
Proof. We follow the argumentation in [8, Lemma 12.2] and approximate ρ0, ρ1
by two sequences of measures {σni }n with bounded densities. Then as in [7,
Proposition 4.11] one employs a threefold regularization procedure to the Wt-
geodesic (νna )a connecting σ
n
0 and σ
n
1 : Given k ∈ N, we first define ρn,k,1a =
Ht1/kν
n
a , where H
t denotes the static semigroup. Then we set
ρn,k,2a =
∫
R
ρn,k,1a−a′χk(a
′)da′,
where χk(a) = kχ(ka) for some smooth kernel χ ∈ Cc(R). Finally we set ρn,ka =
h1/k,tρn,k,2a , where h
1/k,t denotes the mollification of the static t-semigroup.
Then by a standard diagonal argument one obtains a sequence of regular curves
in the sense of Definition 2.27 satisfying (44) and (45).
In order to show (46) and (47) note that since X is a RCD(K,∞) space
we have that a 7→ St(ρa) is K-convex, where (ρa) denotes the Wt geodesic.
Together with the lower semicontinuity of the entropy the map a 7→ St(ρa) is
continuous. Using the convexity properties we follow the argumentation in [24,
Lemma 4.11] and insert the explicit formulas of the regularization (ρna) to obtain
St(ρ
n
a) ≤ St(ρn,2a ) ≤
∫
R
χn(a
′)St(ρa−a′)da′
≤ St(ρa) +
∫
R
χn(a
′)|St(ρa−a′)− St(ρa)|da′.
(48)
Since a 7→ St(ρa) is uniformly continuous by compactness, the last term vanishes
as n→∞. Thus we obtain lim supn→∞ St(ρna) ≤ St(ρa). The lower semiconti-
nuity in turn implies (46).
One obtains (47) from (48) by exploiting the uniform continuity of the entropy
along geodesics on compact intervals once more.
Later on in this chapter (Section 2.7.2), we will see that there is an easier
construction of regular curves based on the ‘dual heat flow’ to be introduced
next.
2.6.2 The Heat Equation on Time-dependent Metric Measure Spaces
Due to the CD(K,N ′)-condition for each of the static spaces (X, dt,mt), the
detailed analysis of energies, gradients and heat flows on mm-spaces due to
Ambrosio, Gigli and Savare´ [4, 5, 6, 7] applies. In particular, for each t there is
a well-defined energy functional
Et(u) =
∫
X
|∇tu|2dmt = lim inf
v→u in L2(X,mt)
v∈Lip(X,dt)
∫
X
(liptv)
2 dmt (49)
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for u ∈ L2(X,mt) where liptu(x) denotes the pointwise Lipschitz constant (w.r.t.
the metric dt) at the point x and |∇tu| denotes the minimal weak upper gradient
(again w.r.t. dt). Since (X, dt,mt) is assumed to be infinitesimally Hilbertian,
for each t under consideration Et is a quadratic form. Indeed, it is a strongly
local, regular Dirichlet form with intrinsic metric dt and square field operator
Γt(u) = |∇tu|2.
In the sequel, we freely switch between these two notations of the same object.
The Laplacian ∆t is defined as the generator of Et, i.e. as the unique non-
positive self-adjoint operator on L2(X,mt) with domain D(∆t) ⊂ D(Et) and
−
∫
X
∆tu v dmt = Et(u, v) (∀u ∈ D(∆t), v ∈ D(Et)).
Thanks to the RCD(K,∞)-condition, for each t the domain of the Laplacian
coincides with the domain of the Hessian [27], i.e. Dom(∆t) = W
2,2(X, dt,mt).
Indeed, the ‘self-improved Bochner inequality’ implies that
Γ2,t(u) ≥ K |∇tu|2 + |∇2tu|2HS
which after integration w.r.t.mt, integration by parts, and application of Cauchy-
Schwarz inequality gives
‖∇2tu‖2 ≤ (1 +K−/2) ·
(
‖∆tu‖2 + ‖u‖2
)
(50)
with K− := max{−K, 0} and ‖.‖2 := ‖.‖2L2(mt).
Note that in general, Dom(∆t) may depend on t, see Example 2.15.
Due to our assumptions that the measures are uniformly equivalent and that
the metrics are uniformly equivalent, the sets L2(X,mt) and W
1,2(X, dt,mt) :=
D(Et) do not depend on t and the respective norms for varying t are equivalent
to each other. We put H = L2(X,m) and F = D(E) as well as
F(s,τ) = L2
(
(s, τ)→ F) ∩H1((s, τ)→ F∗) ⊂ C([s, τ ]→ H)
for each 0 ≤ s < τ ≤ T . For the definition of ‘solution to the heat equation’
and for the existence of the heat propagator we refer to the previous chapter.
Theorem 2.29. (i) For each 0 ≤ s < τ ≤ T and each h ∈ H there exists a
unique solution u ∈ F(s,τ) to the heat equation ∂tut = ∆tut on (s, τ) ×X with
us = h.
(ii) The heat propagator Pt,s : h 7→ ut admits a kernel pt,s(x, y) w.r.t. ms,
i.e.
Pt,sh(x) =
∫
pt,s(x, y)h(y) dms(y). (51)
If X is bounded, for each (s′, y) ∈ (s, T ) ×X the function (t, x) 7→ pt,s(x, y) is
a solution to the heat equation on (s′, T )×X.
(iii) All solutions u : (t, x) 7→ ut(x) to the heat equation on (s, τ) × X are
Ho¨lder continuous in t and x. All nonnegative solutions satisfy a scale invariant
parabolic Harnack inequality of Moser type.
46
(iv) The heat kernel pt,s(x, y) is Ho¨lder continuous in all variables, it is
Markovian ∫
pt,s(x, y) dms(y) = 1 (∀s < t, ∀x)
and has the propagator property
pt,r(x, z) =
∫
pt,s(x, y) ps,r(y, z) dms(y) (∀r < s < t,∀s, z).
Proof. (i) It remains to verify the boundedness and regularity assumptions on
ft and Γt which were made for Theorem 2.10. Choose a reference point t0 ∈ I
and put Γ = Γt0 . Then E(u) =
∫
Γt0(u)e
−ft0dm. The uniform bounds on
ft and on Γ(ft) are stated as assumption (37). The log Lipschitz bound (36)
on dt implies the requested uniform bound on Γt. The claim thus follows from
Theorem 2.10.
(ii), (iii), (iv) The RCD-condition with finite N ′ implies scale invariant
Poincare´ inequalities and doubling properties for each of the static spaces (X, dt,mt)
with uniform constants. Together with the uniform bounds on ft, Γt(.) and
Γt(ft) this allows to apply results of [41] which provides all the assertions of the
Theorem.
Remark 2.30. The formula (51) allows to give a pointwise definition for
Pt,sh(x) for each h ∈ L2(X,m) (or, in other words, to select a ‘nice’ version)
and, moreover, it allows to extend its definition to h ∈ L1 ∪ L∞.
Recall, however, that in general the operator Pt,s is not symmetric w.r.t. any
of the involved measures (mt,ms or m) and that in general the operator norm
in Lp for p 6=∞ will not be bounded by 1.
2.6.3 The Dual Heat Equation
By duality, the propagator (Pt,s)s≤t acting on bounded continuous functions
induces a dual propagator (Pˆt,s)s≤t acting on probability measures as follows∫
u d(Pˆt,sµ) =
∫
(Pt,su)dµ (∀u ∈ Cb(X),∀µ ∈ P(X)). (52)
It obviously has the ‘dual propagator property’ Pˆt,r = Pˆs,r ◦ Pˆt,s. Whereas the
time-dependent function vt(x) = Pt,su(x) is a solution to the heat equation
∂tv = ∆tv, (53)
the time-dependent measure νs(dy) = Pˆt,sµ(dy) is a solution to the dual heat
equation
−∂sν = ∆ˆsν.
Here again ∆ˆs is defined by duality:
∫
u d(∆ˆsµ) =
∫
∆su dµ (∀u,∀µ).
If we define Markov kernels pt,s(x, dy) for s ≤ t by pt,s(x, dy) = pt,s(x, y) dms(y)
then
Pt,su(x) =
∫
u(y)pt,s(x, dy) =
∫
u(y)pt,s(x, y) dms(y)
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and the dual propagator is given by
(Pˆt,sµ)(dy) =
∫
pt,s(x, dy) dµ(x) =
[∫
pt,s(x, y) dµ(x)
]
dms(y).
In particular, (Pˆt,sδx)(dy) = pt,s(x, dy). Note that Pˆt,sµ(X) =
∫
Pt,s1(x)dµ(x) =
1.
Theorem 2.31. (i) For each 0 ≤ σ < t ≤ T and each g ∈ H there exists a
unique solution v ∈ F(0,t) to the adjoint heat equation ∂svs = −∆svs + (∂sfs)vs
on (σ, t)×X with vt = g.
(ii) This solution is given as vs(y) = P
∗
t,sg(y) in term of the adjoint heat
propagator
P ∗t,sg(y) =
∫
pt,s(x, y)g(x) dmt(x). (54)
If X is bounded, for each (t′, x) ∈ (0, t)×X the function (s, y) 7→ pt,s(x, y) is a
solution to the adjoint heat equation on (0, t′)×X.
(iii) All solutions v : (s, y) 7→ vs(y) to the adjoint heat equation on (σ, t)×X
are Ho¨lder continuous in s and y. All nonnegative solutions satisfy a scale
invariant parabolic Harnack inequality of Moser type.
Proof. The assumption on Lipschitz continuity of t 7→ ft implies that all the reg-
ularity assumptions requested in [41] also hold for the time-dependent operators
∆s − (∂sfs) (which then are just the operators ∆s perturbed by multiplication
operators in terms of bounded functions). Thus all the previous results apply
without any changes.
Corollary 2.32. For all g, h ∈ L1(X)∫
h · P ∗t,sg dms =
∫
Pt,sh · g dmt
and
Pˆt,s
(
g ·mt
)
=
(
P ∗t,sg
) ·ms. (55)
Lemma 2.33. (i) Pˆt,s is continuous on P(X) w.r.t. weak convergence.
(ii) The dual heat flow s 7→ µs = Pˆt,sµ is uniformly Ho¨lder continuous (w.r.t.
any of the metrics Wτ , r ∈ I, see next section). More precisely, there exists a
constant C such that for all s, s′ < t, all τ and all µ
W 2τ (µs, µs′) ≤ C · |s− s′|. (56)
(iii) If X is compact then for each s < t
Pˆt,s : P(X)→ D
where D = {µ ∈ P(X) : µ = um, u ∈ F ∩ L∞, 1/u ∈ L∞}.
(iv) For µ ∈ P(X) such that µ ∈ Dom(S), the dual heat flow (Pˆt,sµ)s<t
belongs to
AC2([0, t],P(X)).
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Proof. (i) For each bounded continuous u on X the function Pt,su is bounded
continuous. Thus µn → µ implies∫
u dPˆt,sµn =
∫
Pt,su dµn →
∫
Pt,su dµ =
∫
u dPˆt,sµ
which proves the requested convergence Pˆt,sµn → Pˆt,sµ.
(ii) Given µs = Pˆt,sµ and µs′ = Pˆt,s′µ for s < s
′ < t. Then
W 2τ (µs, µs′) ≤
∫ ∫
d2τ (x, y) ps′,s(x, y) dms(y) dµs′(x).
According to [56, 41], the heat kernel admits upper Gaussian estimates of the
form
ps′,s(x, y) ≤ C
mτ (Bτ (
√
σ, x))
· exp
(
− d
2
τ (x, y)
Cσ
)
with σ := |s−s′| and Bτ (r, x) denoting the ball of radius r around x in the metric
space (X, dτ ). Moreover, Bishop-Gromov volume comparison in RCD(K,N)-
spaces provides an upper bound for the volume of spheres
A(R, x) ≤
(R
r
)N−1
· eR
√
|K|(N−1) ·A(r, x)
for R ≥ r where A(r, x) = ∂r+mτ (Bτ (r, x)) and thus (by integrating from 0 to√
σ)
A(R, x) ≤ NR
N−1
σN/2
· eR
√
|K|(N−1) ·mτ (Bτ (
√
σ, x))
for R ≥ √σ. Hence, we finally obtain
W 2τ (µs, µs′) ≤
∫ ∫
d2τ (x, y) ps′,s(x, y) dms(y) dµs′(x)
≤
∫
X
[ C
mτ (Bτ (
√
σ, x))
·
∫
X
d2τ (x, y) · exp
(
− d
2
τ (x, y)
Cσ
)
dmτ (y)
]
dµs′(x)
≤ Cσ + C
∫
X
∫ ∞
√
σ
R2 · exp
(
− R
2
Cσ
)
N
RN−1
σN/2
· eR
√
|K|(N−1) dRdµs′(x)
≤ C ′ · σ.
(iii) By definition of solution to the adjoint heat equation, the densities
us of Pˆt,sµ (w.r.t. ms) lie in Dom(E). Parabolic Harnack inequality implies
continuity and positivity. Together with compactness of X this yields upper
and lower bounds (away from 0) for u.
(iv) In a similar calculation as in Proposition 2.16, we find for µ = vmt,
µs = Pˆt,sµ since the dual heat flow is mass preserving,∫ t
s
∫
Γr(log vr)dµrdr = St(µ)− Ss(µs)−
∫ t
s
∫
vr∂rfrdmrdr
≤ St(µ) +mt(X) + L(t− s).
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Now choose φ ∈ Dom(E) with φ,Γ(φ) ∈ L∞(X). Then∣∣∣∣∫ φvtdmt − ∫ φvsdms∣∣∣∣ = ∣∣∣∣∫ t
s
Er(φ, vr)dr
∣∣∣∣
≤
∫ t
s
(∫
Γr(φ)vrdmr
)1/2(∫
Γr(log vr)vrdmr
)1/2
dr
≤
∫ t
s
(∫
Γt(φ)vrdmr
)1/2(
e2L(s−t)
∫
Γr(log vr)vrdmr
)1/2
dr
Then, Theorem 7.3 in [1] yields
|µ˙r|2t ≤ e2L(s−t)
∫
Γr(log vr)vrdmr ∈ L1loc((0, t)),
where the last conclusion is due to our previous calculation.
Lemma 2.34. Let u, g ∈ Dom(E) and t ∈ (0, T ) with g ∈ L1(X,mt). Then,
lim
h↘0
1
h
(∫
ugdmt −
∫
uP ∗t,t−hgdmt−h
)
=
∫
Γt(u, g)dmt.
Proof. Without loss of generality assume that g ≥ 0 and ∫ g dmt = 1. The
general case can be obtained by considering the positive and negative parts
separately and normalization. We first prove that for g ∈ Dom(E) and u ∈
Lip(X)
1
h
(∫
ugdmt −
∫
uP ∗t,t−hgdmt−h
)
=
∫ 1
0
∫
Γt−rh(u, P ∗t,t−rhg)dmt−rhdr.
(57)
Note that for 0 ≤ r1 ≤ r2 ≤ 1∣∣∣∣∫ uP ∗t,t−r2hgdmt−r2h − ∫ uP ∗t,t−r1hgdmt−r1h∣∣∣∣
≤ Lip(u)W2(Pˆt,t−r2h(gmt), Pˆt,t−r1h(gmt)),
and hence, as a consequence of Lemma 2.33(ii), the map r 7→ ∫ uP ∗t,t−rhgdmt−rh
is absolutely continuous. Thus
1
h
(∫
ugdmt −
∫
uP ∗t,t−hgdmt−h
)
= − 1
h
∫ 1
0
∂r
∫
uP ∗t,t−rhgdmt−rhdr
=− 1
h
∫ 1
0
∫
ue−ft−rh∂rP ∗t,t−rhgdm −
1
h
∫ 1
0
∫
uP ∗t,t−rhg∂re
−ft−rhdmdr
=
∫ 1
0
Et−rh(P ∗t,t−rhg, ue−ft−rh)dr +
∫ 1
0
∫
P ∗t,t−rhgue
−ft−rh∂rft−rhdmdr
−
∫ 1
0
∫
P ∗t,t−rhgue
−ft−rh∂rft−rhdmdr
=
∫ 1
0
Et−rh(P ∗t,t−rhg, ue−ft−rh)dr =
∫ 1
0
Et−rh(P ∗t,t−rhg, u)dr,
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where we used that r 7→ P ∗t,t−rhg is a rescaled solution to the adjoint heat
equation.
Since we assume that the space has a lower Riemannian Ricci bound, we
obtain equation (57) for every u ∈ Dom(E) by approximating with Lipschitz
functions un, satisfying un → u strongly in (Dom(E),
√
|| · ||2L2(X) + E(·)), see
[6, Proposition 4.10]. Hence
lim
h↘0
1
h
(∫
ugdmt −
∫
uP ∗t,t−hgdmt−h
)
= lim
h↘0
∫ 1
0
∫
Γt−rh(u, P ∗t,t−rhg)dmt−rhdr
=
∫ 1
0
lim
h↘0
∫
Γt−rh(u, P ∗t,t−rhg)dmt−rhdr
=
∫
Γt(u, g)dmt,
where the third inequality directly follows from Lemma 2.25 and the second
equality follows from dominated convergence.
To summarize:
. Given any h ∈ L2(X,ms) the function (t, x) 7→ ut(x) = Pt,sh(x) solves
the heat equation ∂tut = ∆tut in (s, T )×X with initial condition us = h.
In Markov process theory, this is the Kolmogorov backward equation (in
reverse time direction).
. By duality we obtain the dual propagator Pˆt,s acting on probability mea-
sures. Given any ν ∈ (P(X),Wt), the probability measures (s, y) 7→ µs =
Pˆt,sν solve the dual heat equation −∂sµs = ∆ˆsµs in [0, t)×X with terminal
condition µt = ν.
. Their densities vs =
dµs
dms
solve the Fokker-Planck equation or Kolmogorov
forward equation (in reverse time direction)
−∂svs = ∆svs−∂sfs · vs
in (0, t)×X. The latter is also called adjoint heat equation.
2.7 Towards Transport Estimates
In the sequel, N always will denote an extended number in [1,∞]. The as-
sumptions from section 2.6.1 will always be in force (in particular, we assume
RCD∗(K,N ′) and the bounds (36) and (37)). Moreover, X will be assumed to
be bounded (and thus compact).
2.7.1 From Dynamic Convexity to Transport Estimates
Definition 2.35. We say that the time-dependent mm-space
(
X, dt,mt
)
t∈I is a
super-N -Ricci flow if the Boltzmann entropy S is dynamical N -convex on I×P
in the following sense: for a.e. t ∈ I and every Wt-geodesic (µa)a∈[0,1] in P
with µ0, µ1 ∈ Dom(S)
∂+a St(µ
a)
∣∣
a=1− − ∂−a St(µa)
∣∣
a=0+
≥ −1
2
∂−t W
2
t−(µ
0, µ1) +
1
N
∣∣∣St(µ0)− St(µ1)∣∣∣2.
(58)
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N -super Ricci flows in the case N =∞ are simply called super Ricci flows.
Recall that D = {µ ∈ P(X) : µ = um, u ∈ F ∩ L∞, 1/u ∈ L∞}.
Proposition 2.36. Given probability measures µ, ν ∈ D ⊂ P, then the Wt-
geodesic (ρa)a∈[0,1] connecting µ and ν has uniformly bounded densities
dρa
dmt
≤ C
and there exist Wt-Kantorovich potentials φ from µ to ν and ψ from ν to µ (both
conjugate to each other) such that
∂aSt(ρ
a)
∣∣
a=0+
≥ −Et(φ, u), ∂aSt(ρa)
∣∣
a=1− ≤ +Et(ψ, v).
Proof. This result uses only properties of the static mm-space (X, dt,mt). It can
be found as estimate (6.19) in the proof of Theorem 6.5 in [3]. Note that due to
our (upper and lower) boundedness assumption on u, v, no extra regularization
is requested.
Proposition 2.37. Given τ ≤ T and µ, ν ∈ D ⊂ P, put µt = Pˆt,τµ and
νt = Pˆt,τν. For each t ∈ (0, τ), let φt and ψt be any conjugate Wt-Kantorovich
potentials from µt to νt and vice versa. Then for every t ∈ (0, τ)
1
2
∂−r W
2
t (µr, νr)|r=t+ ≥ Et(φt, ut) + Et(ψt, vt) (59)
whereas
1
2
∂+r W
2
t (µr, νr)|r=t− ≤ Et(φt, ut) + Et(ψt, vt). (60)
Here ut and vt denote the densities of µt and νt, resp., w.r.t. mt.
Proof. We closely follow the argumentation of the proof of Theorem 6.3 in [3].
According to Proposition 2.20, ut, vt ∈ Dom(E). Moreover, due to boundedness
of X, the Kantorovich potentials φt and ψt are Lipschitz and thus also lie in
Dom(E). Since φt and ψt are conjugate Wt-Kantorovich potentials from µt to
νt and vice versa, we get
1
2
W 2t (µt, νt) =
∫
φtdµt +
∫
ψtdνt
whereas
1
2
W 2t (µr, νr) ≥
∫
φtdµr +
∫
ψtdνr
for r 6= t. Thus
1
2
lim inf
r↘t
1
r − t
[
W 2t (µr, νr)−W 2t (µt, νt)
]
≥ lim inf
r↘t
1
r − t
[∫
φt[dµr − dµt] +
∫
ψt[dνr − dνt]
]
= Et(φt, ut) + Et(ψt, vt).
Similarly, we obtain
1
2
lim sup
r↗t
1
t− r
[
W 2t (µt, νt)−W 2t (µr, νr)
]
≤ lim sup
r↗t
1
t− r
[∫
φt[dµt − dµr] +
∫
ψt[dνt − dνr]
]
= Et(φt, ut) + Et(ψt, vt).
52
Theorem 2.38. Assume that
(
X, dt,mt
)
t∈(0,T ) is a super-Ricci flow and that
(µt)t≤τ and (νt)t≤τ are dual heat flows started in probability measures µτ , ντ ∈
D. Then
∂−t+W
2
t (µt, νt) ≥ 0.
Proof. The assumptions on the densities are preserved by the dual heat flow,
that is, µt and νt will have densities in Dom(E) which are bounded from above
and bounded away from 0, uniformly in t. According to Proposition 2.36
∂aSt(η
1−)− ∂aSt(η0+) ≤ Et(φt, ut) + Et(ψt, vt)
with φt and ψt being suitable Wt-Kantorovich potentials from µt to νt and vice
versa. Proposition 2.37 yields
Et(φt, ut) + Et(ψt, vt) ≤ 1
2
∂−r W
2
t (µr, νr)
∣∣
r=t+
.
Being a super-Ricci flow implies
−1
2
∂−r W
2
r (µt, νt)
∣∣
r=t− ≤ ∂aS(η1−)− ∂aS(η0+) (61)
for every Wt-geodesic (η
b)b∈[0,1] connecting µt and νt. Summing up these in-
equalities (and multiplying by 2), we arrive at
∂−r W
2
t (µr, νr)
∣∣
r=t+
+ ∂−r W
2
r (µt, νt)
∣∣
r=t− ≥ 0, (62)
which seems to be almost the claim. However, applying the chain rule for (non
continuously differentiable) functions which depend twice on the same variable
requires some care. Note that the first term in the above inequality reads
lim infδ↘0 1δ
(
W 2t (µt+δ, νt+δ) −W 2t (µt, νt)
)
. To conclude ∂−t+W
2
t (µt, νt) ≥ 0 we
will have to replace the second term in the above inequality by
lim inf
δ↘0
1
δ
(
W 2t+δ(µt+δ, νt+δ)−W 2t (µt+δ, νt+δ)
)
.
To do so, we pass to the integrated version (w.r.t. t). Using the absolute conti-
nuity of t 7→W 2t (µt, νt), we obtain for all r < s
W 2s (µs, νs)−W 2r (µr, νr) =
∫ s
r
lim sup
δ↘0
1
δ
[
W 2t (µt+δ, νt+δ)−W 2t (µt, νt)
+W 2t+δ(µt+δ, νt+δ)−W 2t (µt+δ, νt+δ)
]
dt
≥
∫ s
r
lim inf
δ↘0
1
δ
(
W 2t (µt+δ, νt+δ)−W 2t (µt, νt)
)
dt
+ lim sup
δ↘0
1
δ
∫ s
r
(
W 2t+δ(µt+δ, νt+δ)−W 2t (µt+δ, νt+δ)
)
dt
=
∫ s
r
lim inf
δ↘0
1
δ
(
W 2t (µt+δ, νt+δ)−W 2t (µt, νt)
)
dt
+ lim inf
δ↘0
1
δ
∫ s
r
(
W 2t (µt, νt)−W 2t−δ(µt, νt)
)
dt
≥
∫ s
r
[
lim inf
δ↘0
1
δ
(
W 2t (µt+δ, νt+δ)−W 2t (µt, νt)
)
+ lim inf
δ↘0
1
δ
(
W 2t (µt, νt)−W 2t−δ(µt, νt)
)]
dt ≥ 0,
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where the last inequality is due to (62). This proves the claim. In the previous
argumentation, we twice interchanged
∫
. . . dr and lim infδ or lim supδ which is
justified by Lebesgue’s dominated convergence theorem since 1δ [W
2
t+δ −W 2t ] is
uniformly bounded (due to the log-Lipschitz bound on the distances).
Corollary 2.39. Assume that
(
X, dt,mt
)
t∈(0,T ) is a super-Ricci flow and that
(µt)t≤τ and (νt)t≤τ are dual heat flows started in points µτ and ντ ∈ P, resp.,
for some τ ∈ (0, T ]. Then for all 0 ≤ s < t ≤ τ
Ws(µs, νs) ≤Wt(µt, νt). (63)
Proof. For measures µτ , ντ with densities in Dom(E) which are bounded from
above and bounded away from 0 the estimate (63) immediately follows from
the previous theorem and the fact that the map t 7→ Wt(µt, νt) is absolutely
continuous (Lemma 2.33).
The set of such probability measures is dense in P (w.r.t. weak topology)
and according to Lemma 2.33, Pˆt,s is continuous on P. Thus the estimate (63)
carries over to all µτ , ντ ∈ P.
Theorem 2.40 (“(IN) ⇒ (IIN)”). Assume that
(
X, dt,mt
)
t∈(0,T ) is a super-
N -Ricci flow and that probability measures µτ , ντ ∈ P are given for some τ ∈
(0, T ]. Then the dual heat flows (µt)t≤τ and (νt)t≤τ starting in these points
satisfy for all 0 ≤ s < t ≤ τ
W 2s (µs, νs) ≤W 2t (µt, νt)−
2
N
∫ t
s
[Sr(µr)− Sr(νr)]2 dr. (64)
Proof. For measures µτ , ντ within the subset D we follow the proof of the pre-
vious Theorem 2.38 line by line and finally use the enforcement of the super
Ricci flow property to deduce
−1
2
lim inf
δ→0
1
δ
[
W 2t+δ(µt+δ, νt+δ)−W 2t (µt+δ, νt+δ)
]
≤ ∂aSt(η1−t )− ∂aSt(η0+t )
− 1
N
[St(µt)− St(νt)]2
instead of (61). Together with the other estimates from the proof of the previous
theorem this gives
−1
2
lim inf
δ→0
1
δ
[
W 2t+δ(µt+δ, νt+δ)−W 2t (µt, νt)
]
≤ − 1
N
[St(µt)− St(νt)]2 .
Integrating this w.r.t. t yields the claim.
For general µτ , ντ ∈ P we apply the previous result to the pair µt, νt ∈ D
(cf. Lemma 2.33) which already yields the claim for all 0 ≤ s < t < τ . The
claim for t = τ now follows by approximation
W 2s (µs, νs) ≤ W 2t (µt, νt)−
2
N
∫ t
s
[Sr(µr)− Sr(νr)]2 dr
→ W 2τ (µτ , ντ )−
2
N
∫ τ
s
[Sr(µr)− Sr(νr)]2 dr
as t ↑ τ . Here the convergence of the integrals is obvious. The convergence of
the first term on the right-hand side follows from Lemma 2.33.
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2.7.2 From Gradient Estimates to Transport Estimates
Theorem 2.41 (“(IIIN) ⇒ (IIN)”). Assume that
(
X, dt,mt
)
t∈(0,T ) satisfies
the Bakry-Ledoux gradient estimate (IIIN ) for the primal heat flow. Then the
dual heat flow starting in arbitrary points µ0τ , µ
1
τ ∈ P(X) satisfies for all 0 <
s < τ < T
W 2s (µ
0
s, µ
1
s) ≤W 2τ (µ0τ , µ1τ )−
2
N
∫ τ
s
[
St(µ
0
t )− St(µ1t )
]2
dt. (65)
Proof. (i) Given τ ∈ I and a regular curve (see chapter 3) (µaτ )a∈[0,1], define of
each t ≤ τ the Wt-action
At
(
µ·t
)
= sup
{
k∑
i=1
1
ai − ai−1 W
2
t
(
µ
ai−1
t , µ
ai
t
)
: k ∈ N, 0 = a0 < a1 < . . . < ak = 1
}
of the curve a 7→ µat = Pˆτ,tµaτ . Let t ∈ (0, τ ] be given with At
(
µ·t
)
<∞. In other
words, such that the curve a 7→ µat is 2-absolutely continuous. (Obviously, this
is true for t = τ . The subsequent discussion indeed will show that this holds
for all t ≤ τ .) Let (uat )a∈[0,1] and (Φat )a∈[0,1] denote the densities and velocity
potentials for the curve (µat )a∈[0,1] (see [8, Theorem 8.2], or (41),(42)) in the
static space (X, dt,mt). Then, in particular,
At
(
µ·t
)
=
∫ 1
0
∣∣µ˙at ∣∣Wt da = ∫ 1
0
∫
X
∣∣∇tΦat ∣∣2 dµat da.
Given s ∈ (0, t) and  > 0 choose bounded Lipschitz functions −ϕ0s, ϕ1s which
are in Ws-duality to each other such that
W 2s (µ
0
s, µ
1
s) ≤ 2
[ ∫
X
ϕ1sdµ
1
s −
∫
X
ϕ0sdµ
0
s
]
+ (t− s)
and let (ϕas)a∈[0,1] denote the Hopf-Lax interpolation of ϕ
0
s, ϕ
1
s in the static space
(X, ds,ms).
Then applying the continuity equation (41) and the Hamilton-Jacobi equa-
tion (39) yields
 +
1
t− s
[
At(µ·t)−W 2s (µ0s, µ1s)
]
≥ 1
t− s
∫ 1
0
∣∣µ˙at ∣∣2da− 2t− s[
∫
X
ϕ1sdµ
1
s −
∫
X
ϕ0sdµ
0
s
]
=
1
t− s
∫ 1
0
[ ∫
X
∣∣∇tΦat ∣∣2dµat − 2∂a ∫
X
Pt,sϕ
a
sdµ
a
t
]
da
=
1
t− s
∫ 1
0
∫
X
[∣∣∇tΦat −∇tPt,sϕas ∣∣2 − ∣∣∇tPt,sϕas ∣∣2 + Pt,s∣∣∇sϕas ∣∣2]dµat da
≥ 1
t− s
∫ 1
0
∫
X
∣∣∇tΦat −∇tPt,sϕas ∣∣2dµat da
+
2
N(t− s)
∫ t
s
∫ 1
0
∫
X
[
Pt,r∆rPr,sϕ
a
s
]2
dµat da dr ≥ 0
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where for the second last inequality we have used the Bakry-Ledoux gradient
estimate (IIIN ).
In the case N = ∞ this already proves the claim. Indeed, since  > 0 was
arbitrary it states that
W 2s (µ
0
s, µ
1
s) ≤ Aτ (µ·τ )
for any regular curve (µaτ )a∈[0,1]. Given any µ
0
τ , µ
1
τ ∈ P(X) we can choose
regular curves (µaτ,n)a∈[0,1] for n ∈ N such that Aτ (µ·τ,n) → W 2τ (µ0τ , µ1τ ) and
Wτ (µ
0
τ,n, µ
0
τ )→ 0 as well as Wτ (µ1τ,n, µ1τ )→ 0 for n→∞. According to Lemma
2.33, the latter also implies Ws(µ
0
s,n, µ
0
s) → 0 as well as Ws(µ1s,n, µ1s) → 0 for
n → ∞ where µas,n := Pˆτ,sµaτ,n. Together with the previous estimate (applied
with t = τ to the regular curves (µaτ,n)a∈[0,1]) we obtain
W 2s (µ
0
s, µ
1
s) = lim
n→∞W
2
s (µ
0
s,n, µ
1
s,n) ≤ lim
n→∞Aτ (µ
·
τ,n) = W
2
τ (µ
0
τ , µ
1
τ ).
This is the claim.
Moreover, applying this monotonicity result to each pair µ
ai−1
τ , µaiτ of points
on the initial regular curve selected by an arbitrary partition (ai)i=1,...,k yields
As(µ·s) ≤ Aτ (µ·τ )
for all s ≤ τ . In particular, this implies that the previous argumentation is valid
for all t ≤ τ .
(ii) Moreover, the previous estimates for given s, t,  can be tightened up
by choosing k ∈ N and (ai)i=1,...,k as well as for i = 1, . . . , k suitable bounded
Lipschitz functions −ϕ0,is , ϕ1,is which are in Ws-duality to each other and which
are ‘almost maximizers’ of the dual representation of W 2s
(
µ
ai−1
s , µais
)
such that
 +
1
t− s
[
At(µ·t)−As(µ·s)
]
≥ /2 + 1
t− s
[
At(µ·t)−
k∑
i=1
1
ai − ai−1 W
2
s
(
µai−1s , µ
ai
s
)]
≥ 1
t− s
∫ 1
0
∣∣µ˙at ∣∣2da− 2t− s
k∑
i=1
1
ai − ai−1
[ ∫
X
ϕ1,is dµ
1
s −
∫
X
ϕ0,is dµ
0
s
]
=
1
t− s
∫ 1
0
[ ∫
X
∣∣∇tΦat ∣∣2dµat − 2∂a ∫
X
Pt,sϕ
a,k
s dµ
a
t
]
da
=
1
t− s
∫ 1
0
∫
X
[∣∣∇tΦat −∇tPt,sϕa,ks ∣∣2 − ∣∣∇tPt,sϕa,ks ∣∣2 + Pt,s∣∣∇sϕa,ks ∣∣2]dµat da
≥ 1
t− s
∫ 1
0
∫
X
∣∣∇tΦat −∇tPt,sϕa,ks ∣∣2dµat da
+
2
N(t− s)
∫ t
s
∫ 1
0
∫
X
[
Pt,r∆rPr,sϕ
a,k
s
]2
dµat da dr =: (α)
The function ϕa,ks here is obtained for a ∈ (ai−1, ai) by Hopf-Lax interpolation
of the Lipschitz functions ϕ
ai−1+,k
s :=
1
ai−ai−1ϕ
0,i
s and ϕ
ai−,k
s :=
1
ai−ai−1ϕ
1,i
s .
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Now let us choose t to be a Lebesgue density point of t 7→ ∫ 1
0
Et(Pt,sϕas , P ∗τ,tuaτ ) da.
Then for s sufficiently close to t the commutator lemma (applied to time points
r and t) implies that
[ 1
(t− s)
∫ t
s
∫ 1
0
∫
X
Pt,r∆rPr,sϕ
a,k
s dµ
a
t da dr
]2
≥
[ 1
(t− s)
∫ t
s
∫ 1
0
∫
X
∆tPt,sϕ
a,k
s dµ
a
t da dr
]2
−  ·N/2.
Let us also briefly remark that the densities uat of the measures µ
a
t are bounded
away from 0, uniformly in a (due to the smooth dependence on a of the measures
in the regularized curve we started with) and locally uniformly in t (due to the
parabolic Harnack inequality for solutions to the adjoint heat equation). In
particular, in the subsequent calculations the singularity of the logarithm at 0
does not matter. Thus
(α) =
1
t− s
∫ 1
0
∫
X
∣∣∇tΦat −∇tPt,sϕa,ks ∣∣2dµat da
+
2
N
∣∣∣ ∫ 1
0
∫
X
∇tPt,sϕa,ks · ∇t log uat dµat da
∣∣∣2 − 
≥ 2
N + 
∣∣∣ ∫ 1
0
∫
X
∇tΦat · ∇t log uat dµat da
∣∣∣2 − 
+
[ 1
t− s −
2

∫
X
∣∣∇t log uat ∣∣2dµat da] · ∫
X
∣∣∇tΦat −∇tPt,sϕa,ks ∣∣2dµat da
≥ 2
N + 
∣∣∣ ∫ 1
0
∫
X
∇tΦat · ∇t log uat dµat da
∣∣∣2 −  =: (β)
provided s is sufficiently close to t. Finally, using the continuity equation for
the curve (µat )a∈[0,1] (and its velocity potentials Φ
a
t ) we obtain
(β) =
2
N + 
∣∣∣St(µ1t )− St(µ0t )∣∣∣2 − .
Passing to the limit s↗ t yields
 + ∂−t−At(µ·t) ≥
2
N + 
∣∣∣St(µ1t )− St(µ0t )∣∣∣2 − 
and thus (since  > 0 was arbitrary)
∂−t−At(µ·t) ≥
2
N
∣∣∣St(µ1t )− St(µ0t )∣∣∣2. (66)
Recall that this holds for a.e. t ∈ (0, τ). Moreover, note that t 7→ At(µ·t) is
absolutely continuous. Indeed, by Lemma 2.33 and the log-Lipschitz assumption
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(36)∣∣∣W 2t+(µat+, µbt+)−W 2t (µat , µbt)∣∣ ≤ ∣∣∣W 2t+(µat+, µbt)−W 2t (µat , µbt)∣∣
+
∣∣∣W 2t (µat+, µbt+)−W 2t (µat , µbt)∣∣
≤ 2L e2LW 2t (µat , µbt) +
2
√

1− 2√W
2
t (µ
a
t , µ
b
t)
+
1√

W 2t (µ
a
t+, µ
a
t ) +
1√

W 2t (µ
b
t+, µ
b
t)
≤ C0
√
W 2t (µ
a
t , µ
b
t) + C1
√
.
Thus we may integrate (66) from any s ∈ (0, τ) to τ to obtain
As(µ·s) ≤ Aτ (µ·τ )−
2
N
∫ τ
s
[
St(µ
0
t )− St(µ1t )
]2
dt. (67)
Finally, given arbitrary µ0τ , µ
1
τ ∈ P(X) the subsequent lemma provides a
construction of 2-absolutely continuous, regular curves (µ˜aσ)a∈[0,1] connecting
µ0σ, µ
1
σ for a.e. σ < τ with
Aσ(µ˜·σ)→W 2τ (µ0τ , µ1τ )
as σ ↗ τ . Carrying out the previous estimations, finally resulting in (67), with
(µ˜aσ)a∈[0,1] in the place of (µ
a
τ )a∈[0,1] yields
W 2s (µ
0
s, µ
1
s) ≤ As(µ˜·s)
≤ Aσ(µ˜·σ)−
2
N
∫ σ
s
[
St(µ
0
t )− St(µ1t )
]2
dt
→ W 2τ (µ0τ , µ1τ )−
2
N
∫ τ
s
[
St(µ
0
t )− St(µ1t )
]2
dt.
This proves the claim.
Lemma 2.42. (i) Assume (III) (with N =∞) and let (µa)a∈[0,1] be an arbitrary
Wτ -geodesic in P(X). Let χ be a standard convolution kernel on R. Then for
a.e. t < τ and every δ > 0 the measures
µa,δt :=
∫
R
(
Pˆτ,tµ
ϑ(a)+δb
)
χ(b)db = Pˆτ,t
(∫
R
µϑ(a)+δbχ(b)db
)
constitute a regular curve (µa,δt )a∈[0,1] (in the sense of Definition 2.27). Here
ϑ(a) = 0 for a ∈ [0, δ], ϑ(a) = 1 for a ∈ [1 − δ, 1], and ϑ(a) = a−δ1−2δ for
a ∈ [δ, 1− δ].
Choosing tn ↗ τ and δn ↘ 0 yields a sequence of regular curves satisfying
(44) - (47). In addition, for these approximations the endpoints are simply given
by the dual heat flow:
µa,δntn = Pˆτ,tnµ
a
for a = 0 as well as a = 1 and for all n.
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Proof. The re-parametrization by means of ϑ forces the curve to be constant
for some short interval around the endpoints and squeeze it in-between. The
latter leads to a moderate increase of the metric speed. The former guarantees
that the endpoints remain unchanged under the convolution. The convolution
w.r.t. the kernel χ guarantees smooth dependence on a, i.e. (1) of Def 2.27.
(44) follows from Lemma 2.33. Smoothness in a (thanks to the convolution)
and Ho¨lder continuity in (t, x) (being a solution to the adjoint heat equation)
guarantee uniform boundedness of uat (x) for (a, t, x) ∈ [0, 1]× (0, t]×X for each
t < τ , i.e. (2) of Def 2.27. Moreover, uat (x) is uniformly bounded away from 0.
Thus (3) of Def 2.27 is equivalent to a uniform bound for the energy Et(ua).
Boundedness of uar for r < τ implies∫ 1
0
∫ r
0
Et(uat ) dt da ≤
1
2
∫ 1
0
‖uar‖2L2(mr)da <∞.
Thus for a.e. t < τ∫ 1
0
Et(uat )da <∞ and Et(u0t ) <∞, Et(u1t ) <∞.
Convolution w.r.t. the kernel χ thus turns the integrable function a 7→ Et
(
u
ϑ(a)
t
)
into a bounded function:
∫
R Et
(
u
ϑ(a+δb)
t
)
χ(b)db ≤ C. Since the energy u 7→
Et(u) is convex, Jensen’s inequality implies
Et
(∫
R
u
ϑ(a+δb)
t χ(b)db
)
≤
∫
R
Et
(
u
ϑ(a+δb)
t
)
χ(b)db ≤ C.
The action estimate (45) follows from part (i) of the previous proof. Indeed,
the dual heat flow decreases the action. Also convolution in the a-parameter
decreases the action. The re-parametrization increases the action by a factor
bounded by 1(1−2δ)2 .
The entropy estimates (46) and (47) follow as in the proof of Lemma 2.28
2.7.3 Duality between Transport and Gradient Estimates in the
Case N =∞
In the subsequent chapter, we will prove the implication (IIN) ⇒ (IIIN) by
composing the results (IIN) ⇒ (IVN) and (IVN) ⇒ (IIIN). Partly, these
arguments are quite involved. (And actually, for the last one, we freely make
use of the subsequent Theorem 2.43).
Here we present a direct, much simpler proof in the particular case N =∞.
Indeed, this proof will yield a slightly stronger statement: the equivalence of
the respective estimates for given pairs s, t. See also [37] for a related result.
Theorem 2.43 (“(II) ⇔ (III)”). For fixed 0 < s < t < T the following are
equivalent:
(II)t,s For all µ, ν ∈ P
Ws(Pˆt,sµ, Pˆt,sν) ≤Wt(µ, ν) (68)
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(III)t,s For all u ∈ Dom(E)
Γt(Pt,su) ≤ Pt,s(Γs(u)) m-a.e. on X. (69)
Proof. “(II)t,s ⇒ (III)t,s”: Given a bounded Lipschitz function u on X, points
x, y ∈ X, and a dt-geodesic (γa)a∈[0,1] connecting x and y, put µat = δγa and
µat = Pˆt,sµ
a
t . The transport estimate Ws(µ
a
s , µ
b
s) ≤Wt(µat , µbt) implies that∣∣µ˙s∣∣Ws ≤ ∣∣µ˙t∣∣Wt = ∣∣γ˙∣∣dt = dt(x, y).
Thus following the argumentation from [6], Theorem 6.4, we obtain∣∣∣Pt,su(x)− Pt,su(y)∣∣∣ = ∣∣∣ ∫ u dPˆt,sδx − ∫ u dPˆt,sδy∣∣∣
≤
∫ 1
0
(∣∣∇su∣∣2dµas)1/2 · ∣∣µ˙s∣∣Wsda
≤
∫ 1
0
(
Pt,s
∣∣∇su∣∣2(γa))1/2 · ∣∣γ˙∣∣dtda
≤ dt(x, y) · sup
{
Pt,s
∣∣∇su∣∣2(z) : dt(x, z) + dt(z, y) = dt(x, y)}.
The Ho¨lder continuity of z 7→ Pt,s
∣∣∇su∣∣2(z), therefore, allows to conclude that
(Pt,s
∣∣∇su∣∣2)1/2 is an upper gradient for Pt,su. This proves the claim for bounded
Lipschitz functions. The extension to u ∈ Dom(E) follows as in [6].
“(III)t,s ⇒ (II)t,s”: previous Theorem.
2.8 From Transport Estimates to Gradient Estimates and
Bochner Inequality
As before, for the sequel a time-dependent mm-space (X, dt,mt)t∈I will be given
such that
• for each t ∈ I the static space satisfies the RCD∗(K,N ′) condition for
some finite numbers K and N ′
• the distances are bounded and log-Lipschitz in t, that is, |∂tdt(x, y)| ≤
L · dt(x, y) for some L uniformly in t, x, y (existence of ∂tdt for a.e. t)
• f is L-Lipschitz in t and x.
2.8.1 The Bochner Inequality
The Time-Derivative of the Γ-Operator
Definition 2.44. Given an interval J ⊂ I and u ∈ FJ with Γr(ur)(x) ≤ C
uniformly in (r, x) ∈ J × X. Then we define •Γr (ur)(x) as (one of the) weak
subsequential limit(s) of
1
2δ
[
Γr+δ(ur)− Γr−δ(ur)
]
(x) (70)
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in L2(J × X) for δ → 0. That is, for a suitable 0-sequence (δn)n and all
g ∈ L2(J ×X)
1
2δn
∫
J
∫
X
[
Γr+δn(ur)− Γr−δn(ur)
]
gr dmr dr →
∫
J
∫
X
•
Γr (ur) gr dmr dr
as n→∞.
Actually, thanks to Banach-Alaoglu theorem, such a weak limit always exists
since (70) – due to the log-Lipschitz continuity of the distances – defines a family
of functions in L2(J ×X) with bounded norm. Thus in particular we will have
lim inf
δ→0
1
2δ
∫
J
∫
X
[
Γr+δ(ur)− Γr−δ(ur)
]
gr dmr dr
≤
∫
J
∫
X
•
Γr (ur) gr dmr dr (71)
≤ lim sup
δ→0
1
2δ
∫
J
∫
X
[
Γr+δ(ur)− Γr−δ(ur)
]
gr dmr dr.
Remark 2.45. All the subsequent statements involving
•
Γr (ur) will be inde-
pendent of the choice of the sequence (δn)n and of the accumulation point in
L2(J × X). For instance, the precise meaning of Theorem 2.3 is that each of
the properties (I), (II) or (III) will imply (IV) for every choice of the weak
subsequential limit
•
Γr (ur). Conversely, if (IV) is satisfied for some choice
of the weak subsequential limit
•
Γr (ur) then it implies properties (I), (II) and
(III). Indeed, the only property of
•
Γr (ur) which enters the calculations is (71).
Note that the log-Lipschitz continuity of the distances also immediately im-
plies that ∣∣∣ •Γr (ur)∣∣∣ ≤ 2L · Γr(ur). (72)
Lemma 2.46. For every u ∈ FJ with supr,x Γr(ur)(x) < ∞ and every g ∈
L∞(J ×X)∫
J
∫
X
•
Γr (ur) gr dmr dr = lim
n→∞
1
δn
∫
J
∫
X
[
Γr+δn(ur, ur+δn)−Γr(ur, ur+δn)
]
gr dmr dr.
In particular,
lim inf
δ↘0
1
δ
∫
J
∫
X
[
Γr+δ(ur+δ, ur)− Γr(ur+δ, ur)
]
gr dmr dr
≤
∫
J
∫
X
•
Γr (ur) gr dmr dr
≤ lim sup
δ↘0
1
δ
∫
J
∫
X
[
Γr+δ(ur+δ, ur)− Γr(ur+δ, ur)
]
gr dmr dr.
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Proof.∫
J
∫
X
•
Γr (ur) gr dmr dr = lim
n→∞
( 1
2δn
∫
J
∫
X
[
Γr+δn(ur)− Γr(ur)
]
gr dmr dr
+
1
2δn
∫
J
∫
X
[
Γr(ur)− Γr−δn(ur)
]
gr dmr dr
)
= lim
n→∞
( 1
2δn
∫
J
∫
X
[
Γr+δn(ur)− Γr(ur)
]
gr dmr dr
+
1
2δn
∫
J
∫
X
[
Γr+δn(ur+δn)− Γr(ur+δn)
]
gr dmr dr
)
= lim
n→∞
( 1
δn
∫
J
∫
X
[
Γr+δn(ur, ur+δn)− Γr(ur, ur+δn)
]
gr dmr dr
+
1
2δn
∫
J
∫
X
[
Γr+δn(ur+δn − ur)− Γr(ur+δn − ur)
]
gr dmr dr
)
= lim
n→∞
1
δn
∫
J
∫
X
[
Γr+δn(ur, ur+δn)− Γr(ur, ur+δn)
]
gr dmr dr.
Here for the second equality we used index shift and Lusin’s theorem (to replace
gr+δndmr+δn again by grdmr). The last equality follows from the log-Lipschitz
continuity of r 7→ dr which allows to estimate
1
δ
∣∣∣ ∫
J
∫
X
[
Γr+δ(ur+δ − ur)− Γr(ur+δ − ur)
]
gr dmr dr
∣∣∣
≤ 2L ·
∫
J
∫
X
Γr(ur+δ − ur) gr dmr dr
≤ C ′ ·
∫
J
Er(ur+δ − ur)dr → 0
as δ → 0 since r 7→ ur, as a map from J to F , is ‘nearly continuous’ (Lusin’s
theorem).
The Distributional Γ2-Operator
Definition 2.47. For r ∈ (0, T ) and u ∈ Dom(∆r) with |∇ru| ∈ L∞ we define
the distribution valued Γ2-operator as a continuous linear operator
Γ2,r(u) : F ∩ L∞ → R
by
Γ2,r(u)(g) :=
∫ [
− 1
2
Γr
(
Γr(u), g
)
+ (∆ru)
2g + Γr(u, g)∆ru
]
dmr. (73)
Note that∣∣∣Γ2,r(u)(g)∣∣∣ ≤ 2‖∇ru‖∞ · ‖∇2ru‖2 · ‖∇rg‖2 + ‖g‖∞ · ‖∆ru‖22
+‖∇ru‖∞ · ‖∇rg‖2 · ‖∆ru‖2
≤ ‖g‖∞ · ‖∆ru‖22 + C · ‖∇ru‖∞ · ‖∇rg‖2 · (‖∆ru‖2 + ‖u‖2)
thanks to the fact that ‖∇2ru‖22 ≤ (1 +K−) · (‖∆ru‖22 + ‖u‖22), cf. (50).
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Also note that the assumptions on u will be preserved under the heat flow (at
least for a.e. r) and the assumptions on g are preserved under the adjoint heat
flow. If u is sufficiently regular (i.e. ∆u ∈ Dom(Er) and |∇ru|2 ∈ Dom(∆r))
then obviously
Γ2,r(u)(g) =
∫
Γ2,r(u) · g dmr
for all g under consideration where as usual Γ2,r(u) =
1
2∆r|∇ru|2−Γr(u,∆ru).
On the other hand, if g ∈ Dom(∆r) then in (73) we may replace the term
−Γr
(
Γr(u), g
)
by Γr(u)∆rg.
The Bochner Inequality – Various Versions
Definition 2.48. (i) We say that (X, dt,mt)t∈I satisfies the dynamic Bochner
inequality with parameter N ∈ (0,∞] if for all 0 < s < t < T and for all
us, gt ∈ F with gt ≥ 0, gt ∈ L∞, us ∈ Lip(X) and for a.e. r ∈ (s, t)
Γ2,r(ur)(gr) ≥ 1
2
∫ •
Γr (ur)grdmr +
1
N
(∫
∆rurgrdmr
)2
(74)
where ur = Pr,sus and gr = P
∗
t,rgt, cf. (21).
(ii) We say that (X, dt,mt)t∈I satisfies property (IVN) if it satisfies the
dynamic Bochner inequality with parameter N as above and in addition the
regularity assumption (17) is satisfied, i.e. ur ∈ Lip(X) for all r ∈ (s, t) with
supr,x liprur(x) <∞.
Note that in the case N =∞ inequality (74) simply states that
Γ2,r(ur) ≥ 1
2
•
Γr (ur)mr
as inequality between distributions, tested against nonnegative functions gr as
above.
2.8.2 From Bochner Inequality to Gradient Estimates
Theorem 2.49 (“(IVN)⇒ (IIIN)”). Suppose that the mm-space (X, dt,mt)t∈I
satisfies the dynamic Bochner inequality (74) and the regularity assumption from
Definition 2.48 (ii). Then for a.e. x ∈ X
Γt(Pt,su)(x)− Pt,sΓs(u)(x) ≤ − 2
N
∫ t
s
[
Pt,r∆rur(x)
]2
dr. (75)
Proof. Given s, t ∈ (0, T ) as well as u ∈ Lip(X) and g ∈ F ∩ L∞ with g ≥ 0,
put ur = Pr,su, gr = P
∗
t,rg for r ∈ [s, t] and consider the function
hr :=
∫
grΓr(ur)dmr =
∫
Γr(ur)dµr
with µr := grmr.
(a) Choose s ≤ σ < τ ≤ t such that
hτ ≤ lim inf
δ↘0
1
δ
∫ τ
τ−δ
hrdr and hσ ≥ lim sup
δ↘0
1
δ
∫ σ+δ
σ
hrdr. (76)
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Note that by Lebesgue’s density theorem, the latter is true at least for a.e. σ ≥ s
and for a.e. τ ≤ t. (Moreover, at the end of this proof (as part (b)) we will
present an argument which allows to conclude that (76) holds for σ = s, τ = t.)
Then
hτ − hσ ≤ lim inf
δ↘0
1
δ
∫ τ−δ
σ
[
hr+δ − hr
]
dr
≤ lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
Γr+δ(ur+δ)d(µr+δ − µr) dr
+ lim inf
δ↘0
1
δ
∫ τ−δ
σ
∫
X
gr
[
Γr+δ(ur+δ, ur)− Γr(ur+δ, ur)
]
dmr dr
+ lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
gr
[
Γr+δ(ur+δ, ur+δ − ur) + Γr(ur+δ − ur, ur)
]
dmr dr
=: (I) + (II) + (III ′) + (III ′′).
Each of the four terms will be considered separately. Since r 7→ µr is a solution
to the dual heat equation, we obtain
(I) = lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
Γr+δ(ur+δ) ·
(
−
∫ r+δ
r
∆qgq dmq dq
)
dr
=− lim inf
δ↘0
∫ τ
σ+δ
∫
X
Γr(ur)
(1
δ
∫ r
r−δ
∆qgqe
−fq dq
)
dm dr
=−
∫ τ
σ
∫
X
Γr(ur) ·∆rgr dmr dr
due Lebesgue’s density theorem applied to r 7→ ∆rgre−fr . Note that the latter
function is in L2 (Theorem 2.20) and the function r 7→ Γr(ur) is in L∞ thanks
to Definition 2.48 (ii).
The second term can easily estimated in terms
•
Γr according to Lemma 2.46:
(II) = lim inf
δ↘0
1
δ
∫ τ−δ
σ
∫
X
gr
[
Γr+δ(ur+δ, ur)− Γr(ur+δ, ur)
]
dmr dr
≤
∫ τ
σ
∫
X
gr
•
Γr (ur)dmrdr.
The term (III ′) is transformed as follows
(III ′)
=− lim inf
δ↘0
1
δ
∫ τ−δ
σ
∫
X
(
Γr+δ(gr, ur+δ) + gr ∆r+δur+δ
)
·
(∫ r+δ
r
∆quq dq
)
dmr dr
=− lim inf
δ↘0
∫ τ
σ+δ
∫
X
(
Γr(gr−δ, ur) + gr−δ ∆rur
)
·
(1
δ
∫ r
r−δ
∆quq dq
)
dmr dr
=−
∫ τ
σ
∫
X
(
Γr(gr, ur) + gr ∆rur
)
·∆rur dmr dr.
Here again we used Lebesgue’s density theorem (applied to r 7→ ∆rur) and the
‘nearly continuity’ of r 7→ gr as map from (s, t) into L2(X,m) and as map into
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F (Lusin’s theorem). Moreover, we used the boundedness (uniformly in r and
x) of gr and of ∇rur as well as the square integrability of ∆rur.
Similarly, the term (III ′′) will be transformed:
(III ′′) =− lim inf
δ↘0
1
δ
∫ τ−δ
σ
∫
X
(
Γr(gr, ur) + gr ∆rur
)
·
(∫ r+δ
r
∆quq dq
)
dmr dr
=−
∫ τ
σ
∫
X
(
Γr(gr, ur) + gr ∆rur
)
·
(
∆rur
)
dmr dr.
Summarizing and then using (74), we therefore obtain
hτ − hσ = (I) + (II) + (III ′) + (III ′′)
≤
∫ τ
σ
∫
X
[
− Γr(ur) ·∆rgr + gr
•
Γr (ur)− 2
(
Γr(gr, ur) + gr ∆rur
)
∆rur
]
dmr dr
≤− 2
N
∫ τ
σ
[ ∫
X
∆rur gr dmr
]2
dr = − 2
N
∫ τ
σ
[ ∫
X
Pτ,r∆rur g dmτ
]2
dr.
Thus∫
X
Γτ (Pτ,σu)g dmτ −
∫
X
Pτ,σΓσ(u) g dmτ ≤ − 2
N
∫ τ
σ
[ ∫
X
Pτ,r∆rur g dmτ
]2
dr.
(77)
(b) Recall that, given u and g, this holds for a.e. τ and a.e. σ. Now let us
forget for the moment the term with N . Choosing g’s from a dense countable
set one may achieve that the exceptional sets for σ and τ in (77) do not depend
on g. Next we may assume that σ, τ ∈ [s, t] with σ < τ is chosen such that (77)
with N = ∞ simultaneously holds for all u from a dense countable set C1 in
Lip(X). Approximating arbitrary u ∈ Lip(X) by un ∈ C1 yields∫
X
Γτ (Pτ,σu)g dmτ −
∫
X
Pτ,σΓσ(u) g dmτ
≤ lim inf
n
∫
X
Γτ (Pτ,σun)g dmτ − lim
n
∫
X
Pτ,σΓσ(un) g dmτ ≤ 0.
due to lower semicontinuity of the weighted energy on L2. In other words, we
have derived the gradient estimate (III) for almost all times σ and τ . Thanks to
Theorem 2.43 this implies the transport estimate (II) for these time instances.
But both sides of the transport estimate are continuous in time (thanks to the
continuity of r 7→ Wr and the continuity of the dual heat flow). This implies
that the transport estimate holds for all σ, τ ∈ [s, t] with σ < τ . In particular,
it holds for σ = s and τ = t. Again by Theorem 2.43 it yields the gradient
estimate for given s and t and thus our initial assumption (76) is satisfied for
the choice σ = s and τ = t.
(c) Taking this into account, we may conclude that (77) (for given N) holds
with the choice σ = s and τ = t. Finally, choosing sequences of g’s which
approximate the Dirac distribution at a given x ∈ X then implies that for all
u ∈ Lip(X)
Γt(Pt,su)(x)− Pt,sΓs(u)(x) ≤ − 2
N
∫ t
s
[
Pt,r∆rur(x)
]2
dr (78)
for a.e. x ∈ X. This proves the claim for bounded Lipschitz functions. The
extension to u ∈ Dom(E) follows as in [6].
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2.8.3 From Gradient Estimates to Bochner Inequality
In the previous chapter and the previous sections of this chapter, we have proven
the implications (IIIN)⇒ (IIN) and (IVN)⇒ (IIIN). Taking the subsequent
section into account, where we show (IIN) ⇒ (IVN), we already have proven
that (IIIN)⇒ (IVN). In the sequel, we will present another, more direct proof
for this implication.
Theorem 2.50 (“(IIIN)⇒ (IVN)”). Suppose that the mm-space (X, dt,mt)t∈I
satisfies the gradient estimate (75). Then the dynamic Bochner inequality (74)
holds true as well as the regularity assumption from Definition 2.48 (ii).
Proof. Assume that the gradient estimate (IIIN) holds true. It immediately im-
plies the regularity assumption (17). To derive the dynamic Bochner inequality,
let s, t ∈ (0, T ) as well as u ∈ Lip(X) and g ∈ F ∩L∞ with g ≥ 0 be given. Put
ur = Pr,su, gr = P
∗
t,rg for r ∈ [s, t] and as before consider the function
hr :=
∫
grΓr(ur)dmr.
Then (IIIN) implies that for all s < σ < τ < t
hτ − hσ ≤ lim inf
δ↘0
1
δ
∫ τ−δ
σ
[
hr+δ − hr
]
dr
= lim inf
δ↘0
1
δ
∫ τ−δ
σ
∫
X
[
Γr+δ(ur+δ)− Pr+δ,rΓr(ur)
]
gr+δdmr+δ dr
≤− 2
N
lim sup
δ↘0
∫ τ−δ
σ
∫
X
1
δ
∫ r+δ
r
(
Pr+δ,q∆quq
)2
dq gr+δdmr+δ dr
≤− 2
N
∫ τ
σ
lim inf
δ↘0
(∫
X
1
δ
∫ r+δ
r
Pr+δ,q∆quq dq gr+δdmr+δ
)2
=− 2
N
∫ τ
σ
lim inf
δ↘0
(1
δ
∫ r+δ
r
∫
X
∆quq gqdmq dq
)2
dr
=− 2
N
∫ τ
σ
(∫
X
∆rur grdmr
)2
dr
according to Lebesgue’s density theorem. On the other hand, similarly to the
argumentation in the previous section, we have
hτ − hσ ≥ lim sup
δ↘0
1
δ
∫ τ
σ−δ
[
hr+δ − hr
]
dr
≥ lim inf
δ↘0
1
δ
∫ τ
σ−δ
∫
X
Γr+δ(ur+δ)d(µr+δ − µr) dr
+ lim sup
δ↘0
1
δ
∫ τ
σ−δ
∫
X
gr
[
Γr+δ(ur+δ, ur)− Γr(ur+δ, ur)
]
dmr dr
+ lim inf
δ↘0
1
δ
∫ τ
σ−δ
∫
X
gr
[
Γr+δ(ur+δ, ur+δ − ur) + Γr(ur+δ − ur, ur)
]
dmr dr
=:(I) + (II) + (III ′) + (III ′′).
66
Each of the four terms can be treated as before which then yields
hτ − hσ ≥ (I) + (II) + (III ′) + (III ′′)
≥
∫ τ
σ
∫
X
[
− Γr(ur) ·∆rgr + gr
•
Γr (ur)− 2
(
Γr(gr, ur) + gr ∆rur
)
∆rur
]
dmr dr
=
∫ τ
σ
[
− 2Γ2,r(ur)(gr) +
∫ •
Γr (ur) grmr
]
dr.
Combining this with the previous upper estimate and varying σ and τ , we thus
have proven the dynamic Bochner inequality
2Γ2,r(ur)(gr) ≥
∫ •
Γr (ur) grmr +
2
N
(∫
X
∆rur grdmr
)2
for a.e. r ∈ (s, t).
2.8.4 From Transport Estimates to Bochner Inequality
Theorem 2.51 (“(IIN)⇒ (IVN)”). Suppose that the mm-space (X, dt,mt)t∈I
satisfies the transport estimate (19)=(64). Then the dynamic Bochner inequality
(20)=(74) with parameter N holds true as well as the regularity assumption (17).
Proof of the regularity assumption. Thanks to Theorem 2.43, we already know
that the transport estimate (IIN) implies the gradient estimate (IIIN) in the
case N =∞. This proves the requested regularity.
Proof of the dynamic Bochner inequality. We follow the argumentation from [18]
with significant modifications due to time-dependence of functions, gradients,
and operators and mainly because of lack of regularity.
Let 0 < s < t < T and gt ∈ F ∩ L∞ with gt ≥ 0, gt 6≡ 0 as well as
us ∈ Lip(X) be given and fixed for the sequel. Without restriction
∫
gtdmt = 1.
For τ ∈ (s, t), put uτ = Pτ,sus and gτ = P ∗t,τgt. Note that – thanks to the
parabolic Harnack inequality – g is uniformly bounded from above and bounded
from below, away from 0, on (s′, t′)×X for each s < s′ < t′ < t. In the beginning,
let us also assume that ||us||∞ ≤ 1/4.
For each τ ∈ (s, t), define a Dirichlet form Egτ on L2(X, gτmτ ) with domain
Dom(Egτ ) := Dom(E) by
Egτ (u) :=
∫
Γτ (u)gτdmτ for u ∈ Dom(E).
Associated with the closed bilinear form (Egτ ,Dom(Egτ )) on L2(X, gτmτ ), there
is the self-adjoint operator ∆gτ and the semigroup (H
τ,g
a )a≥0, i.e. ua = H
τ,g
a u
solves
∂aua = ∆
g
τua on (0,∞)×X, u0 = u
where ∆gτu = ∆τu + Γτ (log gτ , u). For fixed σ ∈ (s, τ), we define the path
(gσ,aτ )a≥0 to be
gσ,aτ := gτ (1 + uσ −Hτ,ga uσ). (79)
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Note that these are probability densities w.r.t. mτ . Indeed, for all a > 0 and all
s < σ < τ < t ∫
gσ,aτ dmτ = 1 +
∫
uσ(1−Hτ,ga 1) gτmτ = 1
thanks to conservativeness and symmetry of Hτ,ga w.r.t. the measure gτmτ .
Moreover, gσ,aτ ≥ 0 for all a, σ and τ since the uniform bound ||us||∞ ≤ 1/4 is
preserved under the evolution of the time-dependent heat flow, thus ||uσ||∞ ≤
||Pσ,sus||∞ ≤ 1/4, as well as under the heat flow in the static mm-space at fixed
time τ , thus ||Hτ,ga uσ||∞ ≤ ||uσ||∞ ≤ 1/4.
Now let us assume that the transport estimate (IIN) holds true and apply
it to the probability measures gτmτ and g
a
τmτ . Then for all s < σ < τ < t and
all a > 0
W 2σ (Pˆτ,s(gτmτ ), Pˆτ,σ(g
σ,a
τ mτ )) ≤W 2τ (gτmτ , gσ,aτ mτ )
− 2
N
∫ τ
σ
[Sr(Pˆτ,r(gτmτ ))− Sr(Pˆτ,r(gσ,aτ mτ ))]2dr.
Dividing by 2a2 and passing to the limit a↘ 0, the subsequent Lemmata 2.52,
2.53 and 2.54 allow to estimate term by term. We thus obtain
− 1
2
∫
Pτ,σ(Γσ(uσ))gτdmτ +
∫
Γτ (Pτ,σuσ, uσ)gτdmτ
≤ 1
2(1− 2||uσ||∞)
∫
Γτ (uσ)gτdmτ − 1
N
∫ τ
σ
[∫
Γr
(
Pτ,r(logP
∗
τ,rgτ ), uσ
)
gτdmτ
]2
dr.
Replacing us by η us for η ∈ R+ sufficiently small, we can get rid of the con-
straint ||us||∞ ≤ 1/4. Then Lemma 2.52, Lemma 2.53 and Lemma 2.54 applied
to ηus instead of us gives us
− η
2
2
∫
Pτ,σ(Γσ(uσ))gτdmτ + η
2
∫
Γτ (Pτ,σuσ, uσ)gτdmτ
≤ η
2
2(1− 2η||uσ||∞)
∫
Γτ (uσ)gτdmτ − η
2
N
∫ τ
σ
[∫
Γr
(
Pτ,r(logP
∗
τ,rgτ ), uσ
)
gτdmτ
]2
dr.
Dividing by η2 and letting η → 0 this inequality becomes
− 1
2
∫
Pτ,σ(Γσ(uσ))gτdmτ +
∫
Γτ (Pτ,σuσ, uσ)gτdmτ
≤ 1
2
∫
Γτ (uσ)gτdmτ − 1
N
∫ τ
σ
[∫
Γτ
(
Pτ,r(logP
∗
τ,rgτ ), uσ
)
gτdmτ
]2
dr.
This can be reformulated into
1
2
∫
Γτ (uτ )gτdmτ − 1
2
∫
Γσ(uσ)gσdmσ
− 1
2
∫
Γτ (uσ)gτdmτ − 1
2
∫
Γτ (uτ )gτdmτ +
∫
Γτ (uτ , uσ)gτdmτ
≤ − 1
N
∫ τ
σ
[∫
Γτ
(
Pτ,r(logP
∗
τ,rgτ ), uσ
)
gτdmτ
]2
dr.
(80)
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Now let us try to follow the argumentation from the proof of Theorem 2.50 and
consider again the function
hr :=
∫
grΓr(ur)dmr
for r ∈ (s, t). Recall that we already know from Theorem 2.43 that the transport
estimate (IIN) implies the gradient estimate (II) (‘without N ’). Thus for all
s < σ < τ < t
lim sup
δ↘0
1
δ
∫ τ
σ−δ
(
hr+δ − hr
)
dr ≤ hτ − hσ ≤ lim inf
δ↘0
1
δ
∫ τ−δ
σ
(
hr+δ − hr
)
dr
Arguing as in the proof of Theorem 2.50 we get
hτ − hσ ≥
∫ τ
σ
[
− 2Γ2,r(ur)(gr) +
∫ •
Γr (ur) grmr
]
dr.
On the other hand, applying the previous estimate (80) (with r + δ, r and q in
the place of τ , σ and r) we obtain
hτ − hσ
≤ lim inf
δ↘0
1
δ
∫ τ−σ
σ
[
− 2
N
∫ r+δ
r
[∫
Γr+δ
(
Pr+δ,q(logP
∗
r+δ,qgr+δ), ur
)
gr+δdmr+δ
]2
dq
+
∫
Γr+δ(ur+δ − ur)gr+δdmr+δ
]
dr.
We estimate the term with the square from below using Young’s inequality
[∫
Γr+δ
(
Pr+δ,q(logP
∗
r+δ,qgr+δ), ur
)
gr+δdmr+δ
]2
≥ 1
1 + 
[∫
Γr
(
Pr,q(log gq), ur
)
grdmr
]2
− 1

[∫
Γr+δ
(
Pr+δ,q(logP
∗
r+δ,qgr+δ), ur
)
grdmr+δ −
∫
Γr
(
Pr,q(log gq), ur
)
grdmr
]2
,
where  > 0 is arbitrary. Further estimating and using the log-Lipschitz conti-
69
nuity r 7→ Γr yields[∫
Γr+δ
(
Pr+δ,q(logP
∗
r+δ,qgr+δ), ur
)
gr+δdmr+δ −
∫
Γr
(
Pr,q(log gq), ur
)
grdmr
]2
≤ 2
[∫
Γr+δ
(
Pr+δ,q(log gq), ur
)
gr+δdmr+δ −
∫
Γr
(
Pr+δ,q(log gq), ur
)
gr+δdmr+δ
]2
+ 2
[∫
Γr
(
Pr+δ,q(log gq), ur
)
gr+δdmr+δ −
∫
Γr
(
Pr,q(log gq), ur
)
gr+δdmr+δ
]2
+ 2
[∫
Γr
(
Pr,q(log gq), ur
)
gr+δdmr+δ −
∫
Γr
(
Pr,q(log gq), ur
)
grdmr
]2
≤ 16L2δ2·[∫
Γr+δ
(
Pr+δ,q(log gq), ur
)
gr+δdmr+δ + C
∫
Γr+δ
(
Pr+δ,q(log gq)− ur
)
gr+δdmr+δ
]2
+ 2
[∫
Γr
(
Pr+δ,q(log gq)− Pr,q(log gq), ur
)
gr+δdmr+δ
]2
+ 2
[∫
Γr
(
Pr,q(log gq), ur
)
d(gr+δdmr+δ − grmr)
]2
,
which, after integration over [r, r + δ] and division by δ > 0, converges to 0 as
δ goes to 0. Indeed,
δ
∫ r+δ
r
∣∣∣ ∫ Γr+δ(Pr+δ,q(logP ∗r+δ,qgr+δ), ur) gr+δdmr+δ∣∣∣2dq
≤ Cδ
(∫ r+δ
r
∫
Γq(log gq) gqdmqdr
)
Er(ur) −−−→
δ→0
0,
and Lemma 2.25 and Lebesgue differentiation theorem
1
δ
∫ r+δ
r
∣∣∣ ∫ Γr(Pr+δ,q(log gq)− Pr,q(log gq), ur) gr+δdmr+δ∣∣∣2dq −−−→
δ→0
0,
while
1
δ
∫ r+δ
r
[∫
Γr
(
Pr,q(log gq), ur
)
d(gr+δdmr+δ − grmr)
]2
dq −−−→
δ→0
0.
Thus, since  is arbitrary, and from the Lebesgue differentiation theorem we get
lim inf
δ→0
1
δ
∫ r+δ
r
[∫
Γr+δ
(
Pr+δ,q(logP
∗
r+δ,qgr+δ), ur
)
gr+δdmr+δ
]2
dr
≥
[∫
Γr
(
log gq, ur
)
grdmr
]2
=
[∫
(∆rur)grdmr
]2
.
Finally, with Corollary 2.23, the log-Lipschitz continuity of r 7→ Γr, Lemma
2.25, and Lebesgue differentiation theorem applied to r 7→ ∆rur, which is in
70
L2((s, t),H) thanks to Theorem 2.20,
lim sup
δ→0
1
δ
∫ τ−δ
σ
∫
Γr+δ(ur+δ − ur)gr+δdmr+δ dr
≤ lim sup
δ→0
1
δ
∫ τ−δ
σ
||gr+δ||∞
∫
Γr+δ(ur+δ − ur, ur+δ)dmr+δ dr
≤ lim sup
δ→0
1
δ
∫ τ−δ
σ
eL|r+δ−t|||gt||∞·(∫
Γr+δ(ur+δ − ur, ur+δ)dmr+δ −
∫
Γr+δ(ur+δ − ur, ur)dmr+δ
)
dr
= lim sup
δ→0
1
δ
∫ τ−δ
σ
eL|r+δ−t|||gt||∞·(
−
∫ ∫ r+δ
r
∆quqdq∆r+δur+δdmr+δ −
∫
Γr(ur+δ − ur, ur)dmr
)
dr
= lim sup
δ→0
(∫ τ
σ+δ
−eL|r−t|||gt||∞
∫
1
δ
∫ r
r−δ
∆quqdq∆rurdmrdr
+
∫ τ−δ
σ
eL|r+δ−t|||gt||∞
∫
1
δ
∫ r+δ
r
∆quqdq∆rurdmr dr
)
=
∫ τ
σ
eL|r−t|||gt||∞
(
−
∫
(∆rur)
2dmr +
∫
(∆rur)
2dmr
)
= 0.
Combining the previous estimates we get
hτ − hσ ≤ − 2
N
∫ τ
σ
(∫
∆rur grdmr
)2
dr,
and then
− 2
N
∫ τ
σ
(∫
∆rur grdmr
)2
dr ≥
∫ τ
σ
[
− 2Γ2,r(ur)(gr) +
∫ •
Γr (ur) grmr
]
dr,
which proves the claim.
Lemma 2.52. For every s < σ ≤ τ < t,
lim inf
a→0
W 2σ (Pˆτ,σ(g
σ,a
τ mτ ), Pˆτ,σ(gτmτ ))
2a2
≥ −
∫
1
2
Pτ,σ(Γσ(uσ))gτdmτ +
∫
Γτ (uτ , uσ)gτdmτ .
Proof. We denote by Qσa the Hopf-Lax semigroup with respect to the metric dσ.
Note that aQσa(φ) = Q
σ
1 (aφ), so the Kantorovich duality (40) can be written as
W 2σ (ν1, ν2)
2a2
=
1
a
sup
φ
[∫
Qσaφdν1 −
∫
φdν2
]
.
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We deduce
W 2σ (Pˆτ,σ(g
σ,a
τ mτ ), Pˆτ,σ(gτmτ ))
2a2
≥
∫
QσauσP
∗
τ,σ(g
σ,a
τ )− uσP ∗τ,σgτ
a
dms
≥
∫
Qauσ − uσ
a
P ∗τ,σ(g
σ,a
τ − gτ )dmσ +
∫
Qauσ − uσ
a
P ∗τ,σgτdmσ
+
∫
uσ
P ∗τ,σ(g
σ,a
τ − gτ )
a
dmσ.
Note that, since us is a Lipschitz function, uσ is a Lipschitz function as well.
Indeed, from the dual representation of the Kantorovich-Rubinstein distance
W 1s with respect to the metric ds, we deduce
|uσ(x)− uσ(y)| =
∣∣∣∣∫ us(z)dPˆσ,s(δx)(z)− ∫ us(z)dPˆt,s(δy)(z)∣∣∣∣
≤ Lips(us)W 1s (Pˆσ,s(δx), Pˆt,s(δy)) ≤ Lips(us)Ws(Pˆσ,s(δx), Pˆt,s(δy))
≤ Lips(us)Wσ(δx, δy) = Lips(us)dσ(x, y),
where the last inequality is a consequence of Theorem 2.43
Since 0 ≥ (Qσauσ(x) − uσ(x))/a ≥ −2Lip(uσ)2 and gσ,aτ → gτ in L2(X)
the first integral vanishes. For the second integral we use (39) and estimate by
Fatou’s Lemma
lim inf
a→0
∫
Qσauσ − uσ
a
P ∗τ,σgτdmσ ≥ −
1
2
∫
lipσ(uσ)
2P ∗τ,σgτdmσ.
For the last integral an argument similar to Lemma 2.34 for Hτ,ga (compare
Lemma 4.14 in [7]) yields
lim
a→0
∫
ψσ
P ∗τ,σ(g
σ,a
τ − gτ )
a
dmσ =
∫
Γτ (Pτ,σuσ, uσ)gτdmτ .
Combining the last two estimates we obtain
lim inf
a→0
W 2σ (Pˆτ,σ(g
σ,a
τ mτ ), Pˆτ,σ(gτmτ ))
2a2
≥ −1
2
∫
lipσ(uσ)
2P ∗τ,σgτdmσ +
∫
Γτ (Pτ,σuσ, uσ)gτdmτ
= −1
2
∫
Γσ(uσ)P
∗
τ,σgτdmσ +
∫
Γτ (Pτ,σuσ, uσ)gτdmτ ,
where the last inequality follows from our static RCD(K,N ′) assumption, which
implies Poincare´ inequality and doubling property for the static space (X, dσ,mσ),
and the fact that uσ is a Lipschitz function (cf. [20]).
Lemma 2.53. For every s < σ ≤ τ < t,
lim sup
a→0
W 2τ (g
σ,a
τ mτ , gτmτ )
2a2
≤ 1
2(1− 2||ψσ||∞)
∫
Γτ (uσ)gτdmτ .
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Proof. Let (Qτa)a≥0 be the dτ Hopf-Lax semigroup and fix a bounded Lipschitz
function φ. Note that
∂a
∫
Qτa(φ)g
σ,a
τ dmτ ≤ −
∫
1
2
lipτ (Q
τ
aφ)
2gσ,aτ dmτ +
∫
Γτ (Q
τ
aφ,H
τ,g
a uσ)gτdmτ
=
∫ [
−1
2
lipτ (Q
τ
aφ)
2(1 + uσ −Hτ,ga uσ) + Γτ (Qτaφ,Hτ,ga uσ)
]
gτdmτ ,
where the inequality follows from [4, Lemma 4.3.4] and dominated convergence.
Applying the Cauchy-Schwartz inequality and that Γτ (ψ) ≤ lipτ (ψ) mτ -a.e., we
find ∫
Γτ (Q
τ
aφ,H
τ,g
a uσ)gτdmτ ≤
√
Eg(Qτaφ)Eg(Hτ,ga uσ)
≤
√∫
lipτ (Q
τ
aφ)
2gτdmτEg(Hτ,ga uσ).
Then, since 1 +uσ −Hτ,ga uσ ≥ 1− 2||uσ||∞, we obtain using Young’s inequality
∂a
∫
Qτa(φ)g
σ,a
τ dmτ ≤
1
2(1− 2||uσ||∞)Eg(H
τ,g
a uσ) ≤
1
2(1− 2||uσ||∞)Eg(uσ)
=
1
2(1− 2||uσ||∞)
∫
Γτ (uσ)gτdmτ .
Integrating over [0, a],∫
Qτaφg
σ,τ
τ dmτ −
∫
φgτdmτ ≤ a
2(1− 2||uσ||∞)
∫
Γτ (uσ)gτdmτ ,
and dividing by a > 0 proves the claim since the Kantorovich duality can be
written as
W 2τ (ν1, ν2)
2a2
=
1
a
sup
φ
[∫
Qτaφdν1 −
∫
φdν2
]
and φ was an arbitrary bounded Lipschitz function.
Lemma 2.54.
lim inf
a→0
∫ τ
s
[
Sr(Pˆτ,r(g
σ,a
τ mτ ))− Sr(Pˆτ,r(gτmτ ))
a
]2
dr
≥
∫ τ
s
[ ∫
Γτ
(
Pτ,r(log gr), uσ
)
gτdmτ
]2
dr.
Proof. With the same estimates as in [18] we have
[Sr(Pˆτ,r(g
σ,a
τ mτ ))− Sr(Pˆτ,r(gτmτ ))]2
≥ 1
(1 + δ)
[ ∫
(P ∗τ,r(g
σ,a
τ )− gr) log grdmr
]2
− 1
δ
[ ∫
(P ∗τ,rg
σ,a
τ − gr)2
gr
dmr
]2
.
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Next we apply Jensen’s inequality to the convex function α : R×R+ → R∪{+∞}
defined by
α(r, s) =

0, if r = 0 = s,
r2
s , if s 6= 0,
+∞, if s = 0 and r 6= 0.
Recall that the map dx 7→ pτ,r(x, y)dmτ (x) is not Markovian, but Lemma 2.23
implies
0 ≤Mτ,r(y) :=
∫
X
pτ,r(x, y)dmτ (x) ≤ eL(τ−r).
Hence we can write∫
α(P ∗τ,rg
σ,a
τ − P ∗τ,rgτ , P ∗τ,rgτ )dmr
≤
∫ ∫
α((gσ,aτ (x)− gτ (x))Mτ,r(y), gτ (x)Mτ,r(y))
Mτ,r
pτ,r(x, y)dmτ (x)dmr(y)
=
∫ ∫
α((gσ,aτ (x)− gτ (x)), gτ (x))pτ,r(x, y)dmτ (x)dmr(y)
=
∫
α((gσ,aτ (x)− gτ (x)), gτ (x))dmτ (x) =
∫
gτ (ψσ −Hτ,ga uσ)2dmτ ,
where we applied Jensen’s inequality in the second, Fubini in the third, and the
definition of gσ,aτ in the last line. Dividing by a and taking the lim sup we end
up with
lim sup
a→0
1
a
∫
(P ∗τ,rg
σ,a
τ − P ∗τ,rgτ )2
P ∗τ,rgτ
dmr ≤ lim sup
a→0
1
a
∫
gτ (uσ −Hτ,ga uσ)2dmτ
≤ lim sup
a→0
2||uσ||∞
∫
gτ
(
Hτ,ga uσ − uσ
a
)
dmτ = −2||uσ||∞
∫
gτΓτ (uσ, 1)dmτ = 0.
The first equality follows from the fact that 1a (H
τ,g
a uσ − uσ)→ ∆gτuσ weakly in
F∗ (cf. Lemma 2.34 and [7, Lemma 4.14]).
Since δ > 0 is arbitrary it suffices to show
lim
a→0
1
a
∫
P ∗τ,r(g(H
τ,g
a uσ − uσ)) logP ∗τ,rgdmr =
∫
Γτ
(
Pτ,r(logP
∗
τ,rg), uσ
)
gdmτ .
This, indeed, follows from the fact that Pτ,r(logP
∗
τ,rg) ∈ F = Dom(Eτ ) =
Dom(Egτ ) (thanks to uniform boundedness of P ∗τ,rg from above and away from
0) and from the fact that 1a (H
τ,g
a uσ−uσ)→ ∆gτuσ weakly in F∗ as a↘ 0, more
precisely (cf. Lemma 2.34)
1
a
∫
(Hτ,ga uσ − uσ)φgτdmτ → −
∫
Γτ (uσ, φ)gτdmτ
for all φ ∈ F as a↘ 0.
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2.9 From Gradient Estimates to Dynamic EVI
In this section we will prove that the dual heat flow is a dynamic backward EVI-
gradient flow presumed that the Bakry-E´mery gradient estimate (III) holds for
the (‘primal’) heat equation. We will present the argument only in the case
N =∞. That is, we now assume that for all u ∈ Dom(E) and 0 < s < t < T
Γt(Pt,su) ≤ Pt,s(Γs(u)) m-a.e. on X. (81)
For the notion of dynamic backward EVI±-gradient flow we refer to section 2.10.
As in the previous chapters, the assumptions from section 2.6.1 will always
be in force, in particular, we assume the RCD∗(K,N ′)-condition for each static
mm-space (X, dt,mt) as well as boundedness and L-Lipschitz continuity (in t)
for log dt(x, y) and (in t and x) for ft(x).
2.9.1 Dynamic Kantorovich-Wasserstein Distances
For the subsequent discussions, let us fix s, t ∈ I and – if not stated otherwise
– ϑ : [0, 1]→ R will always denote the linear interpolation
ϑ(a) = (1− a)s+ ta, (82)
In the following we introduce dynamic notions of the distance between two
measures ‘living in different time sheets’. The first notion seems to be natural
and is defined via the length of curves, while the second one uses the approach
of Hamilton Jacobi equations.
Definition 2.55. For s < t and a 2-absolutely continuous curve (µa)a∈[0,1] we
define the action
As,t(µ) = lim
h→0
sup
{ n∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai)
∣∣∣
0 = a0 < · · · < an = 1, ai − ai−1 ≤ h
}
.
For two probability measures µ, ν ∈ P(X) we define
W 2s,t(µ, ν) = inf
{
As,t(µ)
∣∣∣µ ∈ AC2([0, 1],P(X)) with µ0 = µ, µ1 = ν}.
Lemma 2.56. The following holds true.
i) The action µ 7→ As,t(µ) is lower semicontinuous, i.e. if µaj → µa for every
a as j →∞ we have
As,t(µ) ≤ lim inf
j→∞
As,t(µj).
ii) For every absolutely continuous curve µ
As,t(µ) = lim
h→0
inf
{ n∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai)
∣∣∣
0 = a0 < · · · < an = 1, ai − ai−1 ≤ h
}
.
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Proof. Since µja → µa for every a ∈ [0, 1] in the Wasserstein sense we have for
every partition 0 = a0 < · · · < an = 1
n∑
i=1
(ai−ai−1)−1W 2ϑ(ai−1)(µai−1 , µai) = limj→∞
n∑
i=1
(ai−ai−1)−1W 2ϑ(ai−1)(µ
ai−1
j , µ
ai
j ),
and hence
n∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai) ≤ lim infj→∞ As,t(µj).
Taking the supremum over each partition and letting h→ 0 proves
As,t(µ) ≤ lim inf
j→∞
As,t(µj).
We prove the second assertion by contradiction. Assume that there exists a
sequence hj → 0, and a partition 0 = aj0 < · · · < ajnj = 1 such that
aji − aji−1 ≤ h and lim
j→∞
n∑
i=1
(aji − aji−1)−1W 2ϑ(aji−1)(µ
aji−1 , µa
j
i ) < As,t(µ).
For every j ∈ N we define the curve (µaj )a∈[0,1] by
µaj = µ
a
aji−1,a
j
i
, if a ∈ [aji−1, aji ],
where (µa
aji−1,a
j
i
)a∈[aji−1,aji ] denotes the Wϑ(aji−1)-geodesic connecting µ
aji−1 and
µaji . Note that for every partition {a¯i}Ni=1 with a¯i − a¯i−1  hj
N∑
i=1
(a¯i − a¯i−1)−1W 2ϑ(a¯i−1)(µa¯ij , µ
a¯i−1
j ) ≤ e2Lhj
n∑
i=1
(aji − aji−1)−1W 2ϑ(aji−1)(µ
aji , µa
j
i−1),
since for every aji−1 ≤ a¯k−1 < a¯k ≤ aji
W 2
ϑ(aji−1)
(µa¯kj , µ
a¯k−1
j ) ≤
(a¯k − a¯k−1)2
(aji − aji−1)2
W 2
ϑ(aji−1)
(µa
j
i−1 , µa
j
i ).
Hence
As,t(µj) ≤ e2Lhj
n∑
i=1
(aji − aji−1)−1W 2ϑ(aji−1)(µ
aji , µa
j
i−1).
This is a contradiction since µaj → µa for every a and hence
lim inf
j→∞
As,t(µj) ≥ As,t(µ).
Proposition 2.57. For s < t ∈ I and µ0, µ1 ∈ P we have
W 2s,t(µ0, µ1) = inf
{∫ 1
0
|µ˙a|2s+a(t−s)da
}
(83)
where the infimum runs over all 2-absolutely continuous curves (µa)a∈[0,1] in P
connecting µ0 and µ1.
76
Proof. Choose an arbitrary partition 0 = a0 < a1 < · · · < an = 1 with
ai − ai−1 ≤ h. Let (µa)a∈[0,1] ∈ AC2([0, 1],P(X)). Then, from the absolute
continuity of (µa), and the log Lipschitz property (36) we deduce
n∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai) ≤
n∑
i=1
(ai − ai−1)−1
(∫ ai−1
ai
|µ˙a|ϑ(ai−1)da
)2
≤
n∑
i=1
∫ ai−1
ai
|µ˙a|2ϑ(ai−1)da
≤ e2Lh
∫ 1
0
|µ˙a|2ϑ(a)da.
Taking the supremum over all partitions and letting h→ 0 we obtain
As,t(µ) ≤
∫ 1
0
|µ˙a|2ϑ(a)da,
and consequently
W 2s,t(µ0, µ1) ≤ inf
{∫ 1
0
|µ˙a|2s+a(t−s)da
}
.
To verify the other inequality, we fix again a curve (µa)a∈[0,1] ∈ AC2([0, 1],P(X))
with finite energy As,t(µ). For each h > 0 we consider the partition 0 = a0 <
a1 < · · · < an ≤ 1 < an+1 with ai = ih and nh ≤ 1. We extend µa by µ1 when-
ever a > 1. We define µha to be the Wϑ(ai−1)-geodesic connecting µai−1 with
µai whenever a ∈ [ai−1, ai]. Then we clearly have that µh ∈ AC2([0, 1],P(X))
and since µ is absolutely continuous, for each a ∈ [0, 1], µha → µa in (P(X),W ).
Note that |µ˙ha |ϑ(a) is a uniformly bounded function in L2([0, 1])∫ 1
0
|µ˙ha |2ϑ(a)da ≤ e2Lh
n+1∑
i=1
∫ ai
ai−1
|µ˙ha |2ϑ(ai−1)da
≤ e2Lh
n+1∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai) <∞,
since µha is a piecewise geodesic and As,t(µ) <∞. Then, by the Banach-Alaoglu
Theorem there exists a subsequence (not relabeled) h → 0, and a function
A ∈ L2([0, 1]) such that |µ˙h|ϑ(.) ⇀ A in L2([0, 1]). Hence from the convergence
of µha → µa we get
Wϑ(a)(µa, µa+δ) = lim
h→0
Wϑ(a)(µ
h
a , µ
h
a+δ)
≤ lim inf
h→0
∫ a+δ
a
|µ˙b|ϑ(a)db ≤ lim inf
h→0
eδ(t−s)
∫ a+δ
a
|µ˙b|ϑ(b)db
= eδ(t−s)
∫ a+δ
a
A(b)db,
and hence
|µ˙a|ϑ(a) ≤ A(a) for a.e. a ∈ [0, 1].
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Consequently,∫ 1
0
|µ˙a|2ϑ(a)da ≤
∫ 1
0
A2(a)da ≤ lim inf
h→0
∫ 1
0
|µ˙ha |2ϑ(a)da
≤ lim inf
h→0
e2Lh
n+1∑
i=1
∫ ai
ai−1
|µ˙ha |2ϑ(ai−1)da
≤ lim inf
h→0
e2Lh
n+1∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai) ≤ As,t(µ),
which proves the claim.
To conclude this section we define a dynamic ‘dual distance’ inspired by the
dual formulation of the Kantorovich distance. We introduce the function space
HLSϑ defined by
HLSϑ :=
{
ϕ ∈ Lipb([a0, a1]×X)
∣∣∣∣
∂aϕa ≤ −1
2
Γϑ(a)(ϕa) L
1 ×m a.e. in (a0, a1)×X
}
.
In particular for all nonnegative φ ∈ L1(X) and ϕ ∈ HLSϑ∫
φϕa1dm−
∫
φϕa0dm ≤ −
1
2
∫ a1
a0
∫
φΓϑ(a)(ϕa)dmda.
Definition 2.58. Let s < t and let ϑ : [a0, a1] → [s, t] denote the linear inter-
polation. Define for two probability measures µ0, µ1
W˜ 2ϑ(µ0, µ1) := 2 sup
ϕ
{∫
ϕa1dµ1 −
∫
ϕa0dµ0
}
,
where the supremum runs over all maps ϕ(a, x) = ϕa(x) ∈ HLSϑ.
Note that W˜ϑ does not necessarily define a distance. It does not even have
to be symmetric. The next Lemma collects two essential properties of W˜ϑ.
Lemma 2.59. The following holds true.
1. W˜ϑ is lower semicontinuous with respect to the weak-
∗topology on P(X)×
P(X).
2. For every µ0, µ1
W 2s (µ0, µ1) ≤ e2L|s−t|(a1 − a0)W˜ 2ϑ(µ0, µ1). (84)
Proof. To show the first assertion, let µ0, µ1 ∈ P(X) and choose ϕ ∈ HLSϑ
almost optimal, i.e.
1
2
W˜ϑ(µ0, µ1) ≤
∫
ϕa1dµ1 −
∫
ϕa0dµ0 − ε,
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where ε > 0. Let µn0 → µ0, µn1 → µ be two sequences converging in duality with
continuous bounded functions on X. then, since ϕa1 and ϕa0 belong to Cb(X),
1
2
W˜ϑ(µ0, µ1) ≤
∫
ϕa1dµa1 −
∫
ϕa0 − ε
= lim
n→∞
{∫
ϕa1dµ
n
1 −
∫
ϕa0dµ
n
0
}
− ε
≤ 1
2
lim inf
n→∞ W˜ϑ(µ
n
0 , µ
n
1 )− ε.
This proves, since ε > 0 was arbitrary, that W˜ϑ is lower semicontinuous with
respect to the weak-∗topology on P(X)×P(X). The second statement follows
from the Kantorovich duality. Indeed, let ϕ ∈ Lipb(X). As already mentioned
above the Hopf-Lax semigroup ϕb := Q
s
b(ϕ) solves
d
db
ϕb ≤ −1
2
Γs(ϕb) ≤ −1
2
e−2L|s−t|Γ(1−b)s+bt(ϕb) L1 ×m a.e. in(0, 1)×X.
(85)
Set ϕ˜a := e
−2L|s−t|(a1 − a0)−1ϕγ(a), where γ : [a0, a1] → [0, 1] with γ(a) =
a−a0
a1−a0 . Then ϕ˜ solves
d
da
ϕ˜a ≤ −1
2
Γϑ(a)(ϕ˜a) in (a0, a1)×X,
and
e−2L|s−t|(a1 − a0)−1
(∫
ϕ1dµ1 −
∫
ϕ0dµ0
)
=
∫
ϕ˜a1dµ1 −
∫
ϕ˜a0dµ0.
Hence
e−2L|s−t|(a1 − a0)−1
(∫
ϕ1dµ1 −
∫
ϕ0dµ0
)
≤ 1
2
W˜ 2ϑ(µ0, µ1).
Taking the supremum among all ϕ the Kantorovich duality for the metric
Ws implies
W 2s (µ0, µ1) ≤ e2L|s−t|(a1 − a0)W˜ 2ϑ(µ0, µ1).
Proposition 2.60. Let ϑ : [0, 1] → [s, t] be the linear interpolation. Then we
have W˜ϑ ≤Ws,t.
Proof. Fix ϕ ∈ HJSϑ and (µ)a∈[0,1] 2-absolutely continuous curve. We subdi-
vide [0, 1] into l intervals [(k − 1)/l, k/l] of length 1l . On each interval [(k −
1)/l, k/l] we approximate (µa)|[(k−1)/l,k/l] by regular curves (ρn,ka )a∈[(k−1)/l,k/l].
Obviously, for each k, n the map [(k − 1)/l, k/l] 3 a 7→ ∫ ϕadρk,na is absolutely
continuous;∫
ϕa+hdρa+h −
∫
ϕadρa ≤ Lip(ϕa+h)W (ρa+h, ρa) + ||ϕa+h − ϕa||∞.
Let uk,na be the density of the regular curve ρ
k,n
a . Hence for fixed k, n
d
da
∫
ϕau
k,n
a dm ≤
∫
ϕau˙
k,n
a dm−
1
2
∫
uk,na Γϑ(a)(ϕa)dm
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From Lemma 87 we deduce∫
u˙k,na ϕadm ≤
1
2
|ρ˙k,na |2ϑ(k−1/l) +
1
2
∫
(lipϑ(k−1/l)ϕa)
2dρk,na .
Adding these two inequalites, integrating over [(k − 1)/l, k/l] and noting that
e−L
|t−s|
l (lipϑ(k−1/l)(ϕa))
2 ≤ Γϑ(a)(ϕa) m a.e.,
we obtain∫
ϕk/lu
k,n
k/ldm−
∫
ϕk−1/lu
k,n
k−1/ldm
≤ 1
2
∫ k/l
k−1/l
|ρ˙k,na |2ϑ(k−1/l)da+
1
2
(1− e−L |t−s|l )
∫ k/l
k−1/l
∫
(lipϑ(k−1/l)ϕa)
2dρk,na da
≤ 1
2
∫ k/l
k−1/l
|ρ˙k,na |2ϑ(k−1/l)da+
C1
2l
(1− e−L |t−s|l )
Taking the limit n→∞ (and taking the scaling into account) gives∫
ϕk/ldµk/l −
∫
ϕk−1/ldµk−1/l ≤ 1
2
lW 2ϑ(k−1/l)(µk−1/l, µk/l) +
C1
2l
(1− e−L |t−s|l ).
Summing over each partition and noting that the left hand side is a telescoping
sum yields
∫
ϕ1dµ1 −
∫
ϕ0dµ0 ≤ 1
2
l∑
k=1
lW 2ϑ(k−1/l)(µk−1/l, µk/l) +
C1
2
(1− e−L |t−s|l ).
Letting l→∞ we obtain the desired estimate.
Corollary 2.61. Let s < t and [0, 1] 3 a 7→ ϑ(a) = (1 − a)s + at. Then for
every µ0, µ1 ∈ P(X) we have
Ws,t(µ0, µ1) = W˜ϑ(µo, µ1).
Proof. We already know from Proposition 2.60 that Ws,t(µ0, µ1) ≥Wϑ∗(µo, µ1).
Hence it remains to prove the other inequality.
For this let (ϕa) ∈ HLSϑ, and (µa) an absolutely continuous curve connect-
ing µ0 and µ1.
Consider the Partition 0 = a0 < a1 < . . . an = 1 with ai−ai−1 ≤ h for some
h > 0. Set
[ai−1, ai] 3 a 7→ ϑi(a) = ai − a
ai − ai−1ϑ(ai−1) +
a− ai−1
ai − ai−1ϑ(ai)
and ϕ˜ia = ϕa|[ai−1,ai]. Notice that (ϕia)a is in HLSϑi . Hence
W˜ 2ϑi(µai−1 , µai) ≤ 2
{∫
ϕaidµai −
∫
ϕai−1dµai−1
}
.
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Then summing over the partitions and taking the scalings into account we end
up with
n∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai) ≤ e2Lh|s−t|
n∑
i=1
W˜ 2ϑi(µai−1 , µai)
≤ 2e2Lh|s−t|
n∑
i=1
{∫
ϕaidµai −
∫
ϕai−1dµai−1
}
= 2e2Lh|s−t|
{∫
ϕ1dµ1 −
∫
ϕ0dµ0
}
,
where we made use of Lemma 2.59(ii) in the first inequality. Taking the supre-
mum over all (ϕa) ∈ HLSϑ we deduce
n∑
i=1
(ai − ai−1)−1W 2ϑ(ai−1)(µai−1 , µai) ≤ e2Lh|s−t|W˜ 2ϑ(µ0, µ1), (86)
We conclude
W 2s,t(µ0, µ1) ≤ W˜ 2ϑ(µ0, µ1),
from taking the supremum in (86) over the partition 0 = a0 < a1 < · · · < an = 1
with ai − ai−1 < h and subsequently letting h↘ 0.
2.9.2 Action Estimates
Let us recall the following estimate about the oscillation of a 7→ ∫ ϕdρa from [7,
Lemma 4.12]. For fixed t > 0, let (ρa)a be a 2-absolutely continuous curve in P
with ρa = uamt and u ∈ C1((0, 1), L1(X,mt)). Then for any Lipschitz function
ϕ we have ∣∣∣∣∫ u˙aϕdmt∣∣∣∣ ≤ 12 |ρ˙a|2t + 12
∫
Γt(ϕ)dρ
a. (87)
Actually, we have inequality (87) for each ϕ ∈ Dom(E) since we assume that
each (X, dt,mt) is a static RCD(K,∞) which implies that Lipschitz functions
are dense in the domain of the quadratic form E with respect to the norm√||ϕ||2 + E(ϕ) (Proposition 4.10 in [6]).
Moreover we will use the following result about difference quotients and
concatenations of functions in F(s,t).
Lemma 2.62. Let 0 < s < T .
1. Let u ∈ F(s,t). Then for almost every a ∈ (s, t)
1
h
(ua+h − ua)→ ∂aua weakly∗ in F∗,
i.e. for every v ∈ F and for almost every a ∈ (s, t)∫
1
h
(ua+h − ua)vdm → 〈∂aua, v〉.
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2. For u ∈ F(s,t) and ϑ ∈ C1([0, 1]) the linear interpolation from s to t, we
have that (u ◦ ϑ) ∈ F(0,1) with distributional derivative
∂a(u ◦ ϑ)(a) = (t− s)∂auϑ(a).
Proof. From Corollary 5.6. in [41] it follows for u ∈ F(s,t) and v ∈ F∫
ua+hvdm −
∫
uavdm =
∫ a+h
a
〈∂bub, v〉db.
Since b 7→ 〈∂bub, v〉 is in L1(s, t) we apply the Lebesgue differentiation theorem
and obtain that for almost every a ∈ (s, t)
lim
h→0
1
h
∫
ua+hvdm −
∫
uavdm = lim
h→0
1
h
∫ a+h
a
〈∂bub, v〉db = 〈∂aua, v〉.
This proves the first assertion. To show the second recall that we can approx-
imate each u ∈ F(s,t) by smooth functions (un) ⊂ C∞([s, t] → F) by virtue of
[41, Lemma 5.3]. So for each n ∈ N and for each smooth compactly supported
test function ψ : (0, 1)→ F we have that∫ 1
0
∫
(un ◦ ϑ)(a)∂aψadmda = −
∫ 1
0
∫
ϑ˙(a)∂au
n
ϑ(a)ψadmda.
Note that the term on the left-hand side converges to
∫ 1
0
∫
(u ◦ϑ)(a)∂aψadmda
as n→∞ since∣∣∣∣∫ 1
0
∫
(un ◦ ϑ− u ◦ ϑ)∂aψadmda
∣∣∣∣ ≤ (t− s)−1 ∫ t
s
||una − ua||F ||∂aψϑ−1(a)||Fda,
where we applied integration by substitution. Similarly for the right-hand side∣∣∣∣∫ 1
0
ϑ˙(a)〈∂aunϑ(a) − ∂auϑ(a), ψa〉dmda
∣∣∣∣ ≤ ∫ t
s
||∂auna − ∂aua||F∗ ||ψϑ−1(a)||Fda,
and consequently as n→∞∫ 1
0
∫
(u ◦ ϑ)(a)∂aψadmda = −
∫ 1
0
(t− s)〈∂auϑ(a), ψa〉da,
which is the assertion.
For the following lemmas let (ρa)a∈[0,1] be a regular curve and let ϑ : [0, 1]→
[0,∞)
ϑ(a) := (1− a)s+ at, where s < t.
Set ρa,ϑ := Pˆt,ϑ(a)(ρa) = ua,ϑmϑ(a).
Lemma 2.63. The curve (ua,ϑ)a∈[0,1] belongs to Lip([0, 1],F∗) with ua,ϑ ∈
L2([0, 1]→ F) and distributional derivative ∂aua,ϑ ∈ L∞([0, 1]→ F∗) satisfying
∂aua,ϑ = −(t− s)∆ϑ(a)ua,ϑ + ∂afϑ(a)ua,ϑ − P ∗t,ϑ(a)(u˙a).
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Proof. First we show that (ua,ϑ) is in L
2([0, 1]→ F). For this recall that, since
(ρa) is regular, ua ≤ R and Et(√ua) ≤ E for all a ∈ [0, 1] and hence by Lemma
2.23 we get ∫ 1
0
||ua,ϑ||2L2(mϑ(a))da ≤ eL(t−s)
∫ 1
0
||ua||2L2(mt)da
≤ ReL(t−s)
∫ 1
0
||ua||L1(mt)da = ReL(t−s),
and by Theorem 2.20∫ 1
0
Eϑ(a)(ua,ϑ)da ≤ e3L(t−s)
∫
[Et(ua) + ||ua||2L2(mt)]da
≤ e3L(t−s)
√
R[
∫ 1
0
2Et(√ua)da+R] ≤ e3L(t−s)
√
R(2E +R).
This shows that (ua,ϑ) is in L
2([0, 1]→ F).
Next we show that (ua,ϑ) is contained in Lip([0, 1],F∗). For this let ψ ∈
F . Then, for almost every a0, a1 ∈ (0, 1), we obtain with Lemma 2.62, since
P ∗t,ϑ(a)ua0 ∈ F(0,1),∫
ψua1,ϑdm −
∫
ψua0,ϑdm
=
∫
ψ(P ∗t,ϑ(a1)ua0 − P ∗t,ϑ(a0)ua0)dm +
∫
ψP ∗t,ϑ(a1)(ua1 − ua0)dm
=(t− s)
∫ a1
a0
Eϑ(a)(P ∗t,ϑ(a)ua0 , ψ)da+ (t− s)
∫ a1
a0
∫
f˙ϑ(a)P
∗
t,ϑ(a)ua0ψdmda
+
∫
Pt,ϑ(a1)(ψe
fϑ(a1))(ua1 − ua0)dmt
≤(t− s)
∫ a1
a0
Eϑ(a)(P ∗t,ϑ(a)ua0)1/2Eϑ(a)(ψefϑ(a))1/2da
+ (t− s)
∫ a1
a0
||f˙ϑ(a)||∞||P ∗t,ϑ(a)ua0 ||L2(mϑ(a))||ψefϑ(a) ||L2(m)da
+ ||e−ft ||∞E(Pt,ϑ(a1)(ψefϑ(a1)))1/2 sup
a
||u˙a||F∗(a1 − a0)
≤(t− s)Eϑ(a)(ψ)1/2
∫ a1
a0
Lip(fϑ(a))Eϑ(a)(P ∗t,ϑ(a)ua0)1/2da
+ (t− s)
∫ a1
a0
||f˙ϑ(a)||∞||P ∗t,ϑ(a)ua0 ||L2(mϑ(a))||ψefϑ(a) ||L2(m)da
+ ||e−ft ||∞E(Pt,ϑ(a1)(ψefϑ(a1)))1/2 sup
a
||u˙a||F∗(a1 − a0).
Due to our assumptions on f we have that
Lip(fϑ(a)) ≤ C, ||f˙ϑ(a)||∞ ≤ L, ||ft||∞ ≤ C,
while the energy estimate Theorem 2.20 and Corollary 2.23 yields
Eϑ(a)(P ∗t,ϑ(a)ua0) ≤ e3L(t−s)[Et(ua0) + ||ua0 ||2L2(mt)],
||P ∗t,ϑ(a)ua0 ||L2(mϑ(a)) ≤ eL(t−s)/2||ua0 ||L2(mt).
83
Note that the last two expressions are bounded since u is a regular curve. More-
over from (23), the gradient estimate (81) and Corollary 2.23 we find
E(Pt,ϑ(a1)(ψefϑ(a1))) ≤ CeL(t−s)Lip(efϑ(a1))2Eϑ(a1)(ψ)
Applying (23) once more we find that there exists a constant λ such that∫
ψua1,ϑdm −
∫
ψua0,ϑdm ≤ (a1 − a0)λ||ψ||F , (88)
and thus
||ua1 − ua0 ||F∗ ≤ λ.
Note also that (88) holds for every a0, a1 by approximating with Lebesgue points.
This implies the existence of ∂aua,ϑ ∈ L∞([0, 1],F∗) such that∫
ψua1,ϑdm −
∫
ψua0,ϑdm =
∫ a1
a0
〈∂aua,ϑ, ψ〉F∗,Fda.
Fix ψ ∈ Lipb(X). By a similar calculation as above it ultimately follows
that
lim
h→0
1
h
(
∫
ψua+h,ϑdm −
∫
ψua,ϑdm)
= (t− s)Eϑ(a)(P ∗t,ϑ(a)ua, ψ) + (t− s)
∫
f˙ϑ(a)P
∗
t,ϑ(a)uaψdm
+ lim
h→0
∫
Pt,ϑ(a+h)(ψe
fϑ(a+h))
(ua+h − ua)
h
dmt
almost everywhere. To determine the last integral recall that u ∈ C1([0, 1], L1(X)).
Then since ψ ∈ Lipb(X)
lim
h→0
∫
Pt,ϑ(a+h)(ψe
fϑ(a+h))
(ua+h − ua)
h
dmt =
∫
Pt,ϑ(a)(ψe
fϑ(a))u˙admt
=
∫
(ψefϑ(a))P ∗t,ϑ(a)u˙admϑ(a) = 〈P ∗t,ϑ(a)u˙a, ψ〉F∗,F .
From the Lipschitz continuity of (ua,ϑ) we deduce that for almost every a ∈ [0, 1]
〈∂aua,ϑ, ψ〉F∗,F = 〈−(t− s)∆ϑ(a)ua,ϑ + ∂afϑ(a)ua,ϑ − P ∗t,ϑ(a)(u˙a), ψ〉F∗,F .
We conclude the proof by approximating ψ ∈ F with bounded Lipschitz func-
tions.
Lemma 2.64. For any map ϕ ∈ HLSϑ the map a 7→
∫
ϕadρa,ϑ is absolutely
continuous and∫
ϕ1dρ1,ϑ −
∫
ϕ0dρ0,ϑ ≤
∫ 1
0
[
− 1
2
∫
Γϑ(a)(ϕa)dρa,ϑ +
∫
Pt,ϑ(a)(ϕa) ∂aua dmt
+ (t− s)
∫
Γϑ(a)(ϕa, ua,ϑ)dmϑ(a)
]
da.
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Proof. Let us begin by showing that a 7→ ρa,ϑ is 2-absolutely continuous. In-
deed, let a0 < a1, we have with the equivalence of the gradient estimate (81)
and the Wasserstein contraction (68)
Wϑ(a0)(ρa0,ϑ, ρa1,ϑ)
≤Wϑ(a0)(Pˆt,ϑ(a0)ρa0 , Pˆt,ϑ(a0)ρa1) +Wϑ(a0)(Pˆt,ϑ(a0)ρa1 , Pˆt,ϑ(a1)ρa1)
≤Wt(ρa0 , ρa1) +Wϑ(a0)(Pˆt,ϑ(a0)ρa1 , Pˆt,ϑ(a1)ρa1).
By virtue of Lemma 2.33(iv) we have that ρ˜a = Pˆt,ϑ(a)ρa1 = u˜amϑ(a) is in
AC2([0, 1],P(X)). This proves that a 7→ ρa,ϑ is 2-absolutely continuous.
To conclude that a 7→ ∫ ϕadρa,ϑ is absolutely continuous we write∫
ϕa1dρa1,ϑ −
∫
ϕa0dρa0,ϑ
=
∫
(ϕa1 − ϕa0)dρa1,ϑ +
∫
ϕa0dρa1,ϑ −
∫
ϕa0dρa0,ϑ
≤ ||ϕa1 − ϕa0 ||∞ + Lip(ϕa0)W (ρa1,ϑ, ρa0,ϑ).
To compute its derivative we consider difference quotients. Since
ϕ ∈ Lip([0, 1], L∞(X)) is in HLSϑ and ua+h,ϑ → ua,ϑ in L1(X) we have
lim
h→0
h−1
∫
(ϕa+h − ϕa)dρa+h,ϑ ≤ −1
2
∫
|∇ϑ(a)ϕa|2dρa,ϑ. (89)
Now we need to determine
lim
h→0
1
h
(
∫
ϕae
−fϑ(a)(ua+h,ϑ − ua,ϑ)dm +
∫
ϕaua+h,ϑd(mϑ(a+h) −mϑ(a))).
The expression on the right hand side clearly converges to
−ϑ˙(a)
∫
ϕaf˙ϑ(a)ua,ϑdmϑ(a), (90)
while from Lemma 2.63 we deduce
lim
h→0
∫
e−fϑ(a)ϕa
1
h
(ua+h,ϑ − ua,ϑ)dm =〈∂aua,ϑ, e−fϑ(a)ϕa〉F,F∗ ,
and after inserting
〈∂aua, e−fϑ(a)ϕa〉F,F∗ (91)
=(t− s)
(∫
f˙ϑ(a)ua,ϑϕae
−fϑ(a)dm + Eϑ(a)(ua,ϑ, ϕae−fϑ(a))
)
(92)
=(t− s)
(∫
f˙ϑ(a)ua,ϑϕadmϑ(a) +
∫
Γϑ(a)(ua,ϑ, ϕa)dmϑ(a)
)
. (93)
Then from the absolute continuity of a 7→ ∫ ϕadρa,ϑ together with (89), (90)
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and (93), we obtain
∫
ϕ1dρ1,ϑ −
∫
ϕ0dρ0,ϑ =
∫ 1
0
∂a
∫
ϕadρa,ϑda
≤
∫ 1
0
[
− 1
2
∫
|∇ϑ(a)ϕa|2dρa,ϑ +
∫
Pt,ϑ(a)ϕau˙admt
− (t− s)
∫
ϕaf˙ϑ(a)ua,ϑdmϑ(a) + (t− s)
∫
f˙ϑ(a)ua,ϑϕadmϑ(a)
+ (t− s)
∫
Γϑ(a)(ua,ϑ, ϕa)dmϑ(a)
]
da
≤
∫ 1
0
[
− 1
2
∫
|∇ϑ(a)ϕa|2dρa,ϑ +
∫
Pt,ϑ(a)ϕau˙admt
+ (t− s)
∫
Γϑ(a)(ua,ϑ, ϕa)dmϑ(a)
]
da.
We regularize the entropy functional by truncating the singularities of the
logarithm. Define eε : [0,∞) by setting e′ε(r) = log(ε+r)+1 and eε(0) = 0. Then
eε is still a convex function and e
′
ε ∈ Lipb([0, R]). For any t and ρ = umt ∈ P(X)
we define
Sεt (ρ) =
∫
eε(u)dmt.
Note that for any ρ ∈ Dom(S) we clearly have Sε(ρ)→ S(ρ)as ε→ 0.
As in [7] we introduce
pε(r) := e
′
ε(r
2)− log ε.
Lemma 2.65. With the same notation as in Lemma 2.64 we find for any ε > 0
Sεt (ρ1,ϑ)− Sεs(ρ0,ϑ)
≥
∫ 1
0
∫
u˙aPt,ϑ(a)(e
′
ε(ua,ϑ))dmϑ(a) + 4(t− s)
∫
e′′ε (ua,ϑ)Γϑ(a)(
√
ua,ϑ)dρa,ϑ
+ (t− s)
∫
f˙ϑ(a)(ua,ϑe
′
ε(ua,ϑ)− e′ε(ua,ϑ))dmϑ(a)da.
Proof. From the convexity of eε we get for every a0, a1 ∈ [0, 1] by virtue of
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Lemma 2.63
Sεϑ(a1)(ρa1,ϑ)− Sεϑ(a0)(ρa0,ϑ)
=
∫
eε(ua1,ϑ)− eε(ua0,ϑ)e−fϑ(a0)dm +
∫
eε(ua1,ϑ)(e
−fϑ(a1) − e−fϑ(a0))dm
≥
∫
e′ε(ua0,ϑ)(ua1,ϑ − ua0,ϑ)e−fϑ(a0)dm +
∫
eε(ua1,ϑ)(e
−fϑ(a1) − e−fϑ(a0))dm
=
∫ a1
a0
(〈∂aua,ϑ, e−fϑ(a0)e′ε(ua0,ϑ)〉 −
∫
eε(ua1,ϑ)ϑ˙(a)f˙ϑ(a)e
−fϑ(a)dm)da
=
∫ a1
a0
(〈−ϑ˙(a)∆ϑ(a)ua,ϑ + ϑ˙(a)f˙ϑ(a)ua,ϑ + P ∗t,ϑ(a)(u˙a), e−fϑ(a0)e′ε(ua0,ϑ)〉
−
∫
eε(ua1,ϑ)ϑ˙(a)f˙ϑ(a)e
−fϑ(a)dm)da
=
∫ a1
a0
(−ϑ˙(a)〈∆ϑ(a)ua,ϑ, e−fϑ(a0)e′ε(ua0,ϑ)〉+
∫
ϑ˙(a)f˙ϑ(a)ua,ϑe
−fϑ(a0)e′ε(ua0,ϑ)dm
+
∫
P ∗t,ϑ(a)(u˙a)e
−fϑ(a0)e′ε(ua0,ϑ)dm −
∫
eε(ua1,ϑ)ϑ˙(a)f˙ϑ(a)e
−fϑ(a)dm)da.
Now fix h > 0 and choose a partition of [0, 1] consisting of Lebesgue points
{ai}ni=0 such that 0 ≤ ai+1 − ai ≤ h. Then
Sεt (ρ1,ϑ)− Sεs(ρ0,ϑ) =
n∑
i=1
(Sεϑ(ai)(ρai,ϑ)− Sεϑ(ai−1)(ρai−1,ϑ))
≥
n∑
i=1
∫ ai
ai−1
(−ϑ˙(a)〈∆ϑ(a)ua,ϑ, e−fϑ(ai−1)e′ε(uai−1,ϑ)〉
+
∫
ϑ˙(a)f˙ϑ(a)ua,ϑe
−fϑ(ai−1)e′ε(uai−1,ϑ)dm
+
∫
P ∗t,ϑ(a)(u˙a)e
−fϑ(ai−1)e′ε(uai−1,ϑ)dm −
∫
eε(uai,ϑ)ϑ˙(a)f˙ϑ(a)e
−fϑ(a)dm)da
=
∫ 1
0
(−ϑ˙(a)〈∆ϑ(a)ua,ϑ, ςha 〉+
∫
ϑ˙(a)f˙ϑ(a)ua,ϑς
h
a dm
+
∫
P ∗t,ϑ(a)(u˙a)ς
h
a dm −
∫
ωha ϑ˙(a)f˙ϑ(a)e
−fϑ(a)dm)da,
where
ςha = e
−fϑ(ai−1)e′ε(uai−1,ϑ), for a ∈ (ai−1, ai]
ωha = eε(uai,ϑ), for a ∈ (ai−1, ai].
Letting h→ 0 we obtain
ςha → e−fϑ(a)e′ε(ua,ϑ), in L1(X) for a.e. a ∈ (0, 1)
ωha → eε(ua,ϑ), in L1(X) for a.e. a ∈ (0, 1),
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and thus from dominated convergence
Sεt (ρ1,ϑ)− Sεs(ρ0,ϑ)
≥ lim sup
h→0
[
∫ 1
0
(−ϑ˙(a)〈∆ϑ(a)ua,ϑ, ςha 〉+
∫
ϑ˙(a)f˙ϑ(a)ua,ϑς
h
a dm
+
∫
P ∗t,ϑ(a)(u˙a)ς
h
a dm −
∫
ωha ϑ˙(a)f˙ϑ(a)e
−fϑ(a)dm)da]
≥ lim sup
h→0
[
∫ 1
0
(−ϑ˙(a)〈∆ϑ(a)ua,ϑ, ςha 〉da]
+
∫ 1
0
(
∫
ϑ˙(a)f˙ϑ(a)ua,ϑe
−fϑ(a)e′ε(ua,ϑ)dm
+
∫
P ∗t,ϑ(a)(u˙a)e
−fϑ(a)e′ε(ua,ϑ)dm −
∫
eε(ua,ϑ)ϑ˙(a)f˙ϑ(a)e
−fϑ(a)dm)da.
To see that 〈∆ϑ(a)ua,ϑ, ςha 〉 → 〈∆ϑ(a)ua,ϑ, e−fϑ(a)e′ε(ua,ϑ)〉, recall that from The-
orem 2.20 it suffices to show that
ςha → e−fϑ(a)e′ε(ua,ϑ) in L2(X).
This is a consequence of the boundedness of ua,ϑ and fϑ(a). Then again by
dominated convergence we have
Sεt (ρ1,ϑ)− Sεs(ρ0,ϑ)
≥
∫ 1
0
[ϑ˙(a)Eϑ(a)(ua,ϑ, e−fϑ(a)e′ε(ua,ϑ)) +
∫
ϑ˙(a)f˙ϑ(a)ua,ϑe
−fϑ(a)e′ε(ua,ϑ)dm
+
∫
P ∗t,ϑ(a)(u˙a)e
−fϑ(a)e′ε(ua,ϑ)dm −
∫
eε(ua,ϑ)ϑ˙(a)f˙ϑ(a)e
−fϑ(a)dm]da
=
∫ 1
0
[ϑ˙(a)Eϑ(a)(ua,ϑ, e′ε(ua,ϑ)) +
∫
ϑ˙(a)f˙ϑ(a)ua,ϑe
′
ε(ua,ϑ)dmϑ(a)
+
∫
P ∗t,ϑ(a)(u˙a)e
′
ε(ua,ϑ)dmϑ(a) −
∫
eε(ua,ϑ)ϑ˙(a)f˙ϑ(a)dmϑ(a)]da.
2.9.3 The Dynamic EVI−-Property
Proposition 2.66. Let ρa = uamt be a regular curve. Then setting ρ
a
ϑ =
Pˆt,ϑ(a)ρ
a, it holds
1
2
W˜ 2ϑ(ρ1,ϑ, ρ0,ϑ)− (t− s)(St(ρ1,ϑ)− Ss(ρ0,ϑ))
≤ 1
2
∫ 1
0
|ρ˙a|2tda− (t− s)2
∫ 1
0
∫
f˙ϑ(a)dρa,ϑda.
(94)
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Proof. Applying Lemma 2.64 and Lemma 2.65, we find
∫
ϕ1dρ1,ϑ −
∫
ϕ0dρ0,ϑ − (t− s)(Sεt (ρ1,ϑ)− Sεs(ρ0,ϑ))
≤
∫ 1
0
[ ∫
u˙aPt,ϑ(a)(ϕa − (t− s)e′ε(ua,ϑ))dmt −
1
2
∫
Γϑ(a)(ϕa)dρa,ϑ
+ (t− s)
∫
Γϑ(a)(ϕa, ua,ϑ)dmϑ(a) − 4(t− s)2
∫
e′′ε (ua,ϑ)Γϑ(a)(
√
ua,ϑ)dρa,ϑ
− (t− s)2
∫
(eε(ua,ϑ)− e′ε(ua,ϑ)ua,ϑ)f˙ϑ(a)dmϑ(a)
]
da.
(95)
Then since
4re′′ε (r) ≥ 4r2(e′′ε (r))2 = r(p′ε(
√
r))2,
we can estimate
−4ua,ϑe′′ε (ua,ϑ)Γϑ(a)(
√
ua,ϑ) ≤ −ua,ϑ(p′ε(
√
ua,ϑ))
2Γϑ(a)(
√
ua,ϑ)
= −ua,ϑΓϑ(a)(pε(√ua,ϑ)),
and while, with qε(r) :=
√
r(2−√rp′ε(
√
r)),
Γϑ(a)(ua,ϑ, ϕa) = 2
√
ua,ϑΓϑ(a)(
√
ua,ϑ, ϕa)
= ua,ϑΓϑ(a)(pε(
√
ua,ϑ), ϕa) + qε(ua,ϑ)Γϑ(a)(
√
ua,ϑ, ϕa)
we find
∫
ϕ1dρ1,ϑ −
∫
ϕ0dρ0,ϑ − (t− s)(Sεt (ρ1,ϑ)− Sεs(ρ0,ϑ))
≤
∫ 1
0
[ ∫
u˙aPt,ϑ(a)(ϕa − (t− s)e′ε(ua,ϑ))dmt −
1
2
∫
Γϑ(a)(ϕa)dρa,ϑ
+ (t− s)
∫
Γϑ(a)(ϕa, pε(
√
ua,ϑ))dρa,ϑ − (t− s)2
∫
Γϑ(a)(pε(
√
ua,ϑ))dρa,ϑ
+ (t− s)
∫
qε(ua,ϑ)Γϑ(a)(
√
ua,ϑ, ϕa)dmϑ(a)
− (t− s)2
∫
(eε(ua,ϑ)− e′ε(ua,ϑ)ua,ϑ)f˙ϑ(a)dmϑ(a)
]
da.
(96)
Hence, by means of (87), the gradient estimate (81), and Young inequality
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2xy ≤ δx2 + y2/δ this yields∫
ϕ1dρ1,ϑ −
∫
ϕ0dρ0,ϑ − (t− s)(Sεt (ρ1,ϑ)− Sεs(ρ0,ϑ))
≤
∫ 1
0
[1
2
|ρ˙a|2t +
1
2
∫
Γt(Pt,ϑ(a)(ϕa − (t− s)e′ε(ua,ϑ))dρa
− 1
2
∫
Pt,ϑ(a)Γϑ(a)(ϕa − (t− s)pε(√ua,ϑ))dρa
+ (t− s)
∫
qε(ua,ϑ)Γϑ(a)(
√
ua,ϑ, ϕa)dmϑ(a)
− (t− s)2
∫
(eε(ua,ϑ)− e′ε(ua,ϑ)ua,ϑ)f˙ϑ(a)dmϑ(a)
]
da
≤
∫ 1
0
[1
2
|ρ˙a|2t + +(t− s)
∫
|qε(ua,ϑ)||Γϑ(a)(√ua,ϑ, ϕa)|dmϑ(a)
− (t− s)2
∫
(eε(ua,ϑ)− e′ε(ua,ϑ)ua,ϑ)f˙ϑ(a)dmϑ(a)
]
da
≤
∫ 1
0
[1
2
|ρ˙a|2t +
(t− s)
2δ
∫
(qε(ua,ϑ))
2Γϑ(a)(ϕa)dmϑ(a)
+
(t− s)δ
2
∫
Γϑ(a)(
√
ua,ϑ)dmϑ(a)
− (t− s)2
∫
(eε(ua,ϑ)− e′ε(ua,ϑ)ua,ϑ)f˙ϑ(a)dmϑ(a)
]
da.
We first pass to the limit ε→ 0,
lim
ε→0
q2ε(r) = 0, q
2
ε(r) = 4r(1−
r
ε+ r
)2 ≤ 4r,
lim
ε→0
(eε(r)− re′ε(r)) = −r,
|eε(r)− re′ε(r)| ≤ 2(ε+ r)| log(ε+ r)|+ r + ε log ε ≤ 2
√
ε+ r + r + ε log ε,
and then, δ → 0,∫
ϕ1dρ1,ϑ −
∫
ϕ0dρ0,ϑ − (t− s)(St(ρ1,ϑ)− Ss(ρ0,ϑ))
≤
∫ 1
0
[1
2
|ρ˙a|2t + (t− s)2
∫
f˙ϑ(a)dρa,ϑ
]
da.
Taking the supremum over ϕ we obtain the desired estimate (94).
Theorem 2.67. Assume that the gradient estimate holds true for the time-
dependent metric measure space (X, dt,mt)t∈(0,T ). Then for every µ ∈ Dom(S)
and every τ ∈ (0, T ] the dual heat flow µt := Pˆt,τµ emanating in µ we have
Ss(µs)− St(σ) ≤ 1
2(t− s) (W
2
t (µt, σ)−W 2s,t(µs, σ))− (t− s)
∫ 1
0
∫
f˙ϑ(a)dρa,ϑda
(97)
for all s ∈ (0, τ) and all σ, µ ∈ Dom(S). Here (ρa)a∈[0,1] denotes the Wt-geodesic
connecting ρ0 = µt, ρ1 = σ and ρa,ϑ = Pˆt,ϑ(a)(ρa).
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In particular µt is a dynamic upward EVI
−-gradient flow, i.e. for every
t ∈ (0, τ) and every σ ∈ Dom(S) we have
1
2
∂−s W
2
s,t(µs, σ)|s=t− ≥ St(µt)− St(σ).
Proof. Let (ρa)a∈[0,1] be a Wt-geodesic connecting µt and σ, which exists and
is unique. We approximate the geodesic (ρa)a∈[0,1] by regular curves (ρna)a∈[0,1].
Proposition 2.66 states that for each (ρna)a∈[0,1]
1
2
W˜ 2ϑ(ρ
n
1,ϑ, ρ
n
0,ϑ)− (t− s)(St(ρn1,ϑ)− Ss(ρn0,ϑ))
≤ 1
2
∫ 1
0
|ρ˙na |2tda− (t− s)2
∫ 1
0
∫
f˙ϑ(a)dρ
n
a,ϑda.
(98)
Since for every a ∈ [0, 1] ρna converges to ρa in duality with bounded continuous
functions, ρna,ϑ converges to ρa,ϑ in duality with bounded continuous functions
as well. By virtue of Lemma 2.59 we obtain
lim inf
n→∞ W˜
2
ϑ(ρ
n
1,ϑ, ρ
n
0,ϑ) ≥ W˜ 2ϑ(ρ1,ϑ, ρ0,ϑ).
Note that (ρna) also converges to ρa in duality with L
∞ functions, since Lemma
2.28 provides supn St(ρ
n
a) <∞. The same argument applies then to ρnaϑ. Hence
lim
n→∞
∫
f˙ϑ(a)dρ
n
a,ϑ =
∫
f˙ϑ(a)dρa,ϑ.
Then we end up with
1
2
W˜ 2ϑ(µs, σ)− (t− s)(St(σ)− Ss(µs))
≤ 1
2
W 2t (µt, σ)− (t− s)2
∫ 1
0
∫
f˙ϑ(a)dρa,ϑda.
(99)
Applying Corollary 2.61 we obtain
(t− s)(Ss(µs)− St(σ))
≤ 1
2
W 2t (µt, σ)−
1
2
W 2s,t(µs, σ)− (t− s)2
∫ 1
0
∫
f˙ϑ(a)dρa,ϑda.
Dividing by t− s and letting s↗ t we find
St(µt)− St(σ) ≤ lim inf
s↗t
1
2(t− s)
(
W 2t (µt, σ)−W 2s,t(µs, σ)
)
=
1
2
∂−s W
2
s,t(µs, σ)|s=t−.
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2.9.4 Summarizing
The precise integrated version (97) of the EVI−-property indeed also implies
a relaxed version of the EVI+-property which then in turn allows to prove
uniqueness of dynamic EVI-flows for the entropy.
Corollary 2.68. The gradient estimate (III) implies the EVI+(−2L,∞)-property.
More precisely, for every µ ∈ Dom(S) and every τ ≤ T the dual heat flow
µt := Pˆt,τµ emanating in µ satisfies
1
2
∂−s W
2
s,t(µs, σ)|s=t ≥ St(µt)− St(σ)− LW 2t (µt, σ)
for all t < τ and all σ ∈ P(X).
Proof. Given µt := Pˆt,τµ for tτ , consider (97) for fixed s < τ and with s ↘ t.
Then
Ss(µs)− Ss(σ) = lim
s↘t
Ss(µs)− St(σ)
≤ lim
s↘t
1
2(t− s)
[
W 2t (µt, σ)−W 2s,t(µs, σ)
]
≤
(
lim
s↘t
1
2(t− s)
[
W 2t,s(µt, σ)−W 2s (µs, σ)
]
+
L
2
[
W 2t (µt, σ) +W
2
s (µs, σ)
])
=
1
2
∂−t W
2
t,s(µt, σ)t=s+ + LW
2
s (µs, σ)
where the last estimate follows from (102).
Corollary 2.69. Assume that (III) holds true and that (µt)t∈(σ,τ) is a dynamic
upward EVI−- or EVI+gradient flow for S emanating in some µ ∈ P. Then
µt = Pˆt,τµ
for all t ∈ (σ, τ). That is, the dual heat flow is the unique dynamic backward
EVI−-flow for the Boltzmann entropy.
Proof. Corollary 2.78 together with Corollary 2.68 and Theorem 2.67.
Theorem 2.70. The gradient estimate (IIIN) implies the dynamic N -convexity
of the Boltzmann entropy (IN).
Proof. According to Theorem 2.41 and Theorem 2.67 the gradient estimate
(IIIN) implies both
• the transport estimate (IIN) and
• the EVI−(0,∞)-property
According to Theorem 2.80, both properties together imply dynamicN -convexity.
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2.10 EVI, Contraction Estimates and Dynamic Convexity
2.10.1 Time-dependent Geodesic Spaces
For this chapter, our basic setting will be a space X equipped with a 1-parameter
family of complete geodesic metrics (dt)t∈I where I ⊂ R is a bounded open
interval, say for convenience I = (0, T ). (More generally, one might allow dt to
be pseudo metrics where the existence of connecting geodesics is only requested
for pairs x, y ∈ X with dt(x, y) < ∞.) We always request that there exists a
constant L ∈ R (‘log-Lipschitz bound’) such that∣∣∣∣log dt(x, y)ds(x, y)
∣∣∣∣ ≤ L · |t− s| (100)
for all s, t and all x, y (‘log Lipschitz continuity in t’);
Let us first introduce a natural ‘distance’ on I ×X.
Definition 2.71. Given s, t ∈ I and x, y ∈ X we put
ds,t(x, y) := inf
{∫ 1
0
|γ˙a|2s+a(t−s)da
}1/2
(101)
where the infimum runs over all absolutely continuous curves (γa)a∈[0,1] in X
connecting x and y.
Proposition 2.72. (i) The infimum in the above formula is attained. Each
minimizer (γa)a∈[0,1] is a curve of constant speed, i.e. |γ˙a|s+a(t−s) = ds,t(x, y)
for all a ∈ [0, 1].
(ii) A point z ∈ X lies on some minimizing curve γ with z = γa if and only
if
ds,t(x, y) = ds,r(x, z) + dr,t(z, y)
with r = s+ a(t− s).
(iii) For all s, t ∈ I and x, y ∈ X
1− e−L|t−s|
L|t− s| ≤
ds,t(x, y)
ds(x, y)
≤ e
L|t−s| − 1
L|t− s| .
Thus in particular, ∣∣∣∂tds,t(x, y)∣∣t=s∣∣∣ ≤ L2 ds(x, y). (102)
(iv) For all s < t ∈ I and x, y ∈ X
ds,t(x, y) = lim
δ→0
inf
(ti,xi)i
{
k∑
i=1
t− s
ti − ti−1 d
2
ti
(
xi, xi−1
)}1/2
(103)
where the infimum runs over all k ∈ N. all partitions (ti)i=0,...,k of [s, t] with
t0 = s, tk = 1 and |ti− ti−1| ≤ δ as well as over all xi ∈ X with x0 = x, xk = y.
Proof. (i) For each absolutely continuous curve (γa)a∈[0,1](∫ 1
0
|γ˙a|2s+a(t−s)da
)1/2
≥
∫ 1
0
|γ˙a|s+a(t−s)da
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with equality if and only if the curve has constant speed.
(ii) Restricting the minimizing curve for ds,t to parameter intervals [0, a]
and [a, 1] provides upper estimates for ds,r(x, z) and dr,t(z, y), , resp., and thus
yields the “≥”-inequality. Conversely, given any pair of minimizers for ds,r(x, z)
and dr,t(z, y) by concatenation a curve connecting x and y can be constructed
with action bounded by the scaled action of the two ingredients. This proves
the “≤”-inequality.
(iii) The log-Lipschitz continuity of the distance implies that for each abso-
lutely continuous curve
e−La|t−s|
∫ 1
0
|γ˙a|sda ≤
∫ 1
0
|γ˙a|s+a(t−s)da ≤ eLa|t−s|
∫ 1
0
|γ˙a|sda.
(iv) see section 2.9.1 for the argument in the case of Ws,t.
2.10.2 EVI Formulation of Gradient Flows
For the subsequent discussion, a lower semi-bounded function V : I × X →
(−∞,∞] will be given with Vs(x) ≤ C0 · Vt(x) + C1 for all s, t ∈ I and x ∈ X
(thus, in particular, Dom(V ) = {x ∈ X : Vt(x) < ∞} is independent of x)
and such that for each t ∈ I the function x 7→ Vt(x) is κ-convex along each
dt-geodesic (for some κ ∈ R). We also assume that minimizing dt-geodesics
between pairs of points in Dom(V ) are unique.
In previous chapters, the following results will be applied
• to the Boltzmann entropy St on the time-dependent geodesic space (P,Wt)t∈I
as well as
• to the Dirichlet energy Et on the time-dependent geodesic space L2(X,mt)t∈I
in the place of the function Vt on the time-dependent geodesic space (X, dt)t∈I .
Definition 2.73. Given a left-open interval J ⊂ I, an absolutely continuous
curve (xt)t∈J will be called dynamic backward EVI−-gradient flow for V if for
all t ∈ J and all z ∈ Dom(Vt)
1
2
∂−s d
2
s,t(xs, z)
∣∣∣
s=t−
≥ Vt(xt)− Vt(z) (104)
where ds,t is defined in Definition 2.71.
A curve (xt)t∈J with a right-open interval J ⊂ I will be called dynamic
backward EVI+-gradient flow for V if instead
1
2
∂−s d
2
s,t(xs, z)
∣∣∣
s=t+
≥ Vt(xt)− Vt(z)
for all t ∈ J .
It is called dynamic backward EVI-gradient flow if it is both, a dynamic
backward EVI+-gradient flow and a dynamic backward EVI−-gradient flow.
We say that the backward gradient flow (xt)t∈J emanates in x′ ∈ X if
limt↗sup J xt = x′.
Being a dynamic backward EVI±-gradient flow for V obviously implies that
xt ∈ Dom(Vt) for all t < τ .
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Remark. Note that these definitions are slightly different from a previous one
presented in [59]. If ds depends smoothly on s then
∂−s d
2
s,t(xs, z)
∣∣
s=t− = ∂
−
s d
2
t (xs, z)
∣∣
s=t− + ∂
−
s d
2
s,t(xt, z)
∣∣
s=t−
and always ∂−s d
2
s,t(xt, z)
∣∣
s=t− ≥ b0t (γ) for any dtgeodesic γ connecting xt and
z.
Often, we ask for an improved notion of dynamic backward EVI-gradient
flows, involving parameters N ∈ [1,∞] (regarded as an upper bound for the
‘dimension’) and/or K ∈ R (regarded as a lower bound for the ‘curvature’).
The choices N =∞ and K = 0 will yield the previous concept.
Definition 2.74. We say that an absolutely continuous curve (xt)t∈(σ,τ) is a
dynamic backward EVI(K,N)-gradient flow for V if for all z ∈ Dom(Vt) and
all t ∈ (σ, τ)
1
2
∂−s d
2
s,t(xs, z)
∣∣∣
s=t
− K
2
· d2t (xt, z)
≥ Vt(xt)− Vt(z) + 1
N
∫ 1
0
(
∂aVt(γ
a)
)2
(1− a)da
(105)
where γ denotes the dt-geodesic connecting xt and z.
Analogously, we define dynamic backward EVI±(K,N)-gradient flows for
V .
In the case, K = 0, dynamic backward EVI(K,N)-gradient flows will be
simply called dynamic backward EVIN -gradient flows.
The concept of ‘backward’ gradient flows is tailor-made for our later appli-
cation to the dual heat flow. This flow is running backward in time and on
its way it tries to minimize the Boltzmann entropy. Regarded in positive time
direction, it follows the ‘upward gradient’ of the entropy.
On the other hand, in calculus of variations mostly the ‘downward’ gradient
flow will be considered where a curve tries to follow the negative gradient of a
given functional.
Definition 2.75. We say that an absolutely continuous curve (xt)t∈(σ,τ) is a
dynamic forward EVI(K,N)-gradient flow for V if for all z ∈ Dom(Vt) and all
t ∈ (σ, τ)
− 1
2
∂+s d
2
s,t(xs, z)
∣∣∣
s=t
− K
2
· d2t (xt, z)
≥ Vt(xt)− Vt(z) + 1
N
∫ 1
0
(
∂aVt(γ
a)
)2
(1− a)da
(106)
where γ denotes the dt-geodesic connecting xt and z.
We say that a forward gradient flow emanates in a given point x′ ∈ X if
limt↘σ xt = x′.
We will formulate all our results for ‘backward’ gradient flows and leave it
to the reader to carry them over to the case of ‘forward’ gradient flows.
Lemma 2.76. For each dynamic backward EVI±(K,∞)-gradient flow (xt)t∈(σ,τ)
for V ∫ τ
σ
Vt(xt)dt <∞.
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Proof. Choose z ∈ Dom(V ), apply the EVI(K,∞)-property at time t, and then
integrate w.r.t. time t
∫ τ
σ
Vt(xt)dt ≤
∫ τ
σ
[
Vt(z) +
1
2
∂sd
2
s,t(xs, z)
∣∣
s=t
− K
2
d2t (xt, z)
]
dt
≤ (C0 Vτ (z) + C1)(τ − σ) + 1
2
∫ τ
σ
[
∂td
2
t (xt, z) + (L−K) d2t (xt, z)
]
dt
= (C0 Vτ (z) + C1)(τ − σ) + 1
2
d2τ (xτ , z)−
1
2
d2σ(xσ, z) +
L−K
2
∫ τ
σ
d2t (xt, z)dt.
Obviously, the right hand side is finite which thus proves the claim.
2.10.3 Contraction Estimates
Theorem 2.77. Given two curves (xt)t∈(σ,τ) and (yt)t∈(σ,τ), one of which is
an is a dynamic backward EVI−(K,N)-gradient flow for V and the other is a
dynamic backward EVI+(K,N)-gradient flow for V , then for all σ < s < t < τ
d2s(xs, ys) ≤ e−2K(t−s) ·d2t (xt, yt)−
2
N
∫ t
s
e−2K(r−s) ·
∣∣∣Vr(xr)−Vr(yr)∣∣∣2dr. (107)
Proof. Assume that the curve (xt)t∈(σ,τ ] is a dynamic backward EVI−-gradient
flow for V and (yt)t∈(σ,τ ] is a dynamic backward EVI+-gradient flow for V . It
implies that r 7→ dr(xr, yr) is absolutely continuous since
|dt(xt, yt)− ds(xs, ys)| ≤ ds(xs, xt) + ds(ys, yt) + L(t− s)dt(xt, yt).
Thus by the very definition of EVI flows
d2t (xt, yt)− d2s(xs, ys) = lim sup
δ↘0
[1
δ
∫ t
t−δ
d2r(xr, yr) dr −
1
δ
∫ s+δ
s
d2r(xr, yr) dr
]
= lim sup
δ↘0
1
δ
∫ t
s+δ
[
d2r(xr, yr)− d2r−δ(xr−δ, yr−δ)
]
dr
≥ lim inf
δ↘0
1
δ
∫ t
s+δ
[
d2r(xr, yr)− d2r,r−δ(xr, yr−δ)
]
dr
+ lim inf
δ↘0
1
δ
∫ t
s+δ
[
d2r,r−δ(xr, yr−δ)− d2r−δ(xr−δ, yr−δ)
]
dr
= lim inf
δ↘0
1
δ
∫ t
s+δ
[
d2r(xr, yr)− d2r,r−δ(xr, yr−δ)
]
dr
+ lim inf
δ↘0
1
δ
∫ t−δ
s
[
d2r+δ,r(xr+δ, yr)− d2r(xr, yr)
]
dr.
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If we could interchange the liminf with integration we calculate further
(∗)
≥
∫ t
s
lim inf
δ↘0
1
δ
[
d2r(xr, yr)− d2r,r−δ(xr, yr−δ)
]
dr
+
∫ t
s
lim inf
δ↘0
1
δ
[
d2r+δ,r(xr+δ, yr)− d2r(xr, yr)
]
dr
≥ 2
∫ t
s
[K
2
d2r(xr, yr) + Vr(yr)− Vr(xr) +
1
N
∫ 1
0
(
∂aVr(γ
a
r )
)2
a da
]
dr
+ 2
∫ t
s
[K
2
d2r(xr, yr) + Vr(xr)− Vr(yr) +
1
N
∫ 1
0
(
∂aVr(γ
a
r )
)2
(1− a) da
]
dr
= 2K
∫ t
s
d2r(xr, yr) dr +
2
N
∫ t
s
∫ 1
0
(
∂aVr(γ
a
r )
)2
da dr
≥ 2K
∫ t
s
d2r(xr, yr) dr +
2
N
∫ t
s
∣∣∣Vr(xr)− Vr(yr)∣∣∣2dr.
Dividing by t− s and passing to the limit t− s↘ 0 yields
∂td
2
t (xt, yt) ≥ 2Kd2t (xt, yt) +
2
N
∣∣∣Vt(xt)− Vt(yt)∣∣∣2
for a.e. t. The claim now follows via ‘variation of constants’.
It remains to justify the interchange of lim infδ↘0 and
∫
. . . dr in (∗) which
requires quite some effort. Recall from Proposition 2.72 that |d
2
s,t(x,y)
d2s(x,y)
− 1| ≤
2L · |t− s| for all x, y, s, t with |t− s| ≤ 1L . Thus we can estimate
−1
δ
[
d2r(xr, yr)− d2r,r−δ(xr, yr−δ)
]
≤ −1
δ
[
d2r(xr, yr)− d2r−δ(xr, yr−δ)
]
+ o1
= −1
δ
∫ r
r−δ
∂sd
2
s(xr, ys) ds+ o1
≤ −1
δ
∫ r
r−δ
∂td
2
s,t(xr, yt)
∣∣∣
t=s
ds+ o1 + o2
≤ 2
δ
∫ r
r−δ
[
Vs(xr)− Vs(ys)
]
ds+ o1 + o2 + o3
≤ 2C0 · Vr(xr) + 2C1 + C + o1 + o2 + o3
where for the last inequality we used the growth estimate of s 7→ Vs(x) and
the lower boundedness of V and where we put with o1(r, δ) = 2Ld
2
r(xr, yr−δ),
o2(r, δ) = 2L
1
δ
∫ r
r−δ d
2
r(xr, yσ) dσ, o3(r) = K d
2
r(xr, yr). Continuity of r 7→ dr
and of r 7→ xr as well as of r 7→ yr imply that for any fixed z ∈ X the function
r 7→ d2r(xr, z) is bounded as well as r 7→ d2r(yr−δ, z) for r ∈ (s, t), uniformly
in δ ∈ (0, 1). Thus o1(r, δ) + o2(r, δ) + o3(r, δ) ≤ C ′ which finally justifies the
interchange of limit and integral.
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Similarly, we can estimate
−1
δ
[
d2r+δ,r(xr+δ, yr)− d2r(xr, yr)
]
≤ −1
δ
∫ r+δ
r
∂sd
2
s(xs, yr) ds+ o
′
1
≤ 2C0 · Vr(yr) + 2C0 + C + o′1 + o′2 + o′3.
In both cases, the final expression is integrable w.r.t. r ∈ [s, t] according to
Lemma 2.76 since by assumption Vt(xt) <∞ as well as Vt(yt) <∞.
Corollary 2.78. Assume that (xt)t∈(σ,τ) is a dynamic backward EVI(K,N)-
gradient flow for V and that (yt)t∈(σ,τ) is a dynamic backward EVI−(K,N)- or
EVI+(K,N)-gradient flow for V emanating in the same point xτ = yτ . Then
xt = yt
for all t ≤ τ .
Corollary 2.79. Assume that for given τ , a dynamic upward EVI(K,∞)-
gradient flow terminating in x′ exists for each x′ in a dense subset D ⊂ X.
Then this flow can be extended to a flow terminating in any x′ ∈ X and satis-
fying
ds(xs, ys) ≤ e−K(t−s) · dt(xt, yt) (108)
for any s < t ≤ τ .
2.10.4 Dynamic Convexity
Let us recall the notion of dynamic convexity as introduced in [59].
Definition 2.80. We say that the function V : I ×X → (−∞,∞] is strongly
dynamically (K,N)-convex if for a.e. t ∈ I and for every dt-geodesic (γa)a∈[0,1]
with γ0, γ1 ∈ Dom(Vt)
∂+a Vt(γ
1−
t )−∂−a Vt(γ0+t ) ≥ −
1
2
∂−t d
2
t−(γ
0, γ1)+
K
2
d2t (γ
0, γ1)+
1
N
∣∣Vt(γ0)− Vt(γ1)∣∣2 .
(109)
Theorem 2.81. Assume that for each t ∈ I and each x′ ∈ Dom(Vt) there
exists a dynamic backward EVI(K,N)-gradient flow (xs)s∈(σ,t] for V emanating
in x′ and such that lims↗t Vs(xs) = Vt(xt). Then V is strongly dynamically
(K,N)-convex.
To be more precise, we request the inequality (104) at the point t and the
inequality (105) at all times before t.
Proof. Fix t ∈ I and a dt-geodesic (γa)a∈[0,1] with γ0, γ1 ∈ Dom(Vt). The a
priori assumption of κ-convexity implies γa ∈ Dom(Vt) for all a ∈ [0, 1]. For
each a, let (γas )s≤t denote the EVIN -gradient flow for V emanating in γ
a = γat .
Then for all a ∈ (0, 12 )
Vt(γ
a)− Vt(γ0) ≤ 1
2
∂−s d
2
s,t(γ
a
s , γ
0)
∣∣∣
s=t−
≤ 1
2
∂−s d
2
s(γ
a
s , γ
0)
∣∣∣
s=t−
+ a2Ld2t (γ
0, γ1)
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(due to the log-Lipschitz continuity of s 7→ ds) and
Vt(γ
1−a)− Vt(γ1) ≤ 1
2
∂−s d
2
s,t(γ
1−a
s , γ
1)
∣∣∣
s=t−
≤ 1
2
∂−s d
2
s(γ
1−a
s , γ
1)
∣∣∣
s=t−
+ a2Ld2t (γ
0, γ1).
Moreover, the previous Theorem 2.77 implies
1
2
∂−s d
2
s(γ
a
s , γ
1−a
s )
∣∣∣
s=t−
−K d2t (γa, γ1−a)−
1
N
∣∣∣Vt(γa)− Vt(γ1−a)∣∣∣2
= lim inf
s↗t
1
t− s
[1
2
d2t (γ
a, γ1−a)− 1
2
d2s(γ
a
s , γ
1−a
s )−K d2t (γa, γ1−a)
− 1
N
∫ t
s
∣∣∣Vr(γar )− Vr(γ1−ar )∣∣∣2dr ≥ 0.
(Here we used the requested continuity Vr(γ
a
r )→ Vt(γa) for r ↗ t.)
Adding up these inequalities (the last one multiplied by 11−2a and the pre-
vious ones by 1a ) yields
1
a
[
Vt(γ
a)− Vt(γ0) + Vt(γ1−a)− Vt(γ1)
]
≤ lim inf
s↗t
1
2(t− s)
([1
a
d2t (γ
0, γa) +
1
1− 2ad
2
t (γ
a, γ1−a) +
1
a
d2t (γ
1−a, γ1)
]
−[1
a
d2s(γ
0, γas ) +
1
1− 2ad
2
s(γ
a
s , γ
1−a
s ) +
1
a
d2s(γ
1−a
s , γ
1)
])
+2aLd2t (γ
0, γ1)− K
1− 2ad
2
t (γ
a, γ1−a)− 1
N(1− 2a)
∣∣∣Vt(γa)− Vt(γ1−a)∣∣∣2
≤ lim inf
s↗t
1
2(t− s)
(
d2t (γ
0, γ1)− d2s(γ0, γ1)
)
−[(1− 2a)K − 2aL] · d2t (γ0, γ1)− 1N(1− 2a) ∣∣∣Vt(γa)− Vt(γ1−a)∣∣∣2.
In the limit a→ 0 this yields the claim.
99
3 Improved Gradient Estimates for the Heat Flow
and Couplings of Brownian motions
In this chapter we show that the gradient estimates for the heat flow are self-
improving. On the level of the dual heat flow this means that if the transport
estimate holds with respect to the L2-Kantorovich distance it also holds with
respect to the L∞-Kantorovich distance. We use this observation for the con-
struction of couplings of Brownian motions and obtain pathwise contraction for
their trajectories.
3.1 Main Results
In Chapter 2 it has been shown that a family of metric measure spaces (X, dt,mt)t∈I
is a super-Ricci flow if and only if the gradient estimate
Γt(Pt,su) ≤ Pt,s(Γs(u))
holds for every u ∈ Dom(E) and every 0 < s < t < T , or, equivalently by duality
[36], if the L2-Kantorovich transport estimate
W2,s(Pˆt,sµ, Pˆt,sν) ≤W2,t(µ, ν) (110)
holds for every µ, ν ∈ P(X) and every 0 ≤ s < t ≤ T .
In this paper we improve the gradient estimate (and therefore the transport
estimate) in the sense of Savare´ [55] and Bakry [12] respectively. For this we
aggravate our assumption regarding the time-dependence of the metric. We will
restrict ourselves to metrics such that the map t 7→ log dt(x, y) is continuously
differentiable (instead of Lipschitz continuous as in Chapter 2) and its derivative
ht(x, y) is continuous as y → x, see (117) and (118). We then obtain that
t 7→ Γt(u) is differentiable and derive a dynamic version of Bochner’s inequality
1
2
∆t(Γt(u))− Γt(u,∆tu) ≥ 1
2
(∂tΓt)(u).
In contrast to Chapter 2, where also a dynamic version of Bochner’s inequality
has been derived, the function u does not need to arise as a heat flow Pt,sus.
Theorem 3.1. Let (X, dt,mt)t∈I be a one-parameter family of geodesic Polish
metric measure spaces satisfying (113), (114), (117) and (118) such that each
(X, dt,mt) is a RCD(K,N) space. If the transport estimate (110) holds, then
the dynamic Bochner inequality (120) holds at all t ∈ I.
Having established a dynamic version of Bochner’s inequality we can follow
the arguments in [55] and obtain the improved gradient estimate.
Theorem 3.2. Let (X, dt,mt)t∈I be as in Theorem 3.1. Then, if the dynamic
Bochner inequality (120) and the regularity assumption (132) is satisfied, for
every α ∈ [1/2, 1] we have for a.e. τ ≤ t and σ ≥ s
Γτ (Pτ,σu)
α ≤ Pτ,σ(Γσ(u)α), (111)
for every u ∈ Dom(E) and m-a.e. x ∈ X.
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As a consequence we obtain that if (X, dt,mt) is a super-Ricci flow in the
sense of Chapter 2, then for β ∈ [1, 2]
|∇tPt,su|β∗ ≤ Pt,s(|∇su|β∗ )
and for p ∈ [1,∞]
Wp,s(Pˆt,sµ, Pˆt,sν) ≤Wp,t(µ, ν), (112)
see Corollary 3.17. Similar as in [58] we will apply these results to Brownian mo-
tions and construct a coupling (X1s , X
2
s ) of Brownian motions such that almost
surely
ds(X
1
s , X
2
s ) ≤ dt(x, y),
see Theorem 3.25.
Example. A possible example for the setting chosen in this paper is the super-
Ricci flow on the spherical cone over the product of the 2-spheres with radius
1/
√
3 constructed in Chapter 2. This space is a RCD∗(4, 5)-space, and the
punctured cone is a 5-dimensional (non-complete) Riemannian manifold with
constant curvature 4. A possible Ricci flow on the punctured cone is given by
distances which shrink to one point homothetically in time. The completion of
this flow is a super-Ricci flow which shrinks to a point homothetically in time.
Hence, for time points smaller than the collapsing time the metrics satisfy the
assumptions (117) and (118). The same argumentation can be used to obtain
(113) for the measures.
3.2 Proof of the Main Results
In the sequel let (X, dt,mt)t∈I , where I = (0, T ), be a one-parameter family of
geodesic Polish metric measure spaces such that the following holds:
1. There exists a finite reference measure m with full topological support
such that mt = e
−ft with Borel functions (ft) satisfying
|ft(x)| ≤ C, |ft(x)− ft(y)| ≤ Cdt(x, y), |ft(x)− fs(x)| ≤ L|t− s|,
(113)
with constants C,L > 0 independent of x, y ∈ X and s, t ∈ I.
2. the distance is “log-Lipschitz” continuous, i.e.
| log(dt(x, y)/ds(x, y))| ≤ L|t− s| (114)
for all x, y ∈ X and all s, t ∈ I,
3. there exist constants K,N ∈ R such that for each t ∈ I the space
(X, dt,mt) satisfies the Riemannian curvature-dimension bound RCD(K,N)
in the sense of [7], [24].
In the sequel let us introduce the time-dependent quantities which we are
going to use.
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Let P(X) denote the space of all Borel probability measures. We set for
each p ∈ [1,∞)
Wp,t(µ1, µ2) = min
{∫
X×X
dpt (x, y) dγ(x, y)|γ ∈ Π(µ1, µ2)
}1/p
,
where Π(µ1, µ2) is the space of all measures in P(X × X) whose marginals
(ei)#µ coincide with µi. We also set
W∞,t(µ1, µ2) = inf
{||dt||L∞(γ)|γ ∈ Π(µ1, µ2)} = lim
p→∞Wp,t(µ1, µ2),
with essential supremum ||d||L∞(γ) = inf{C ≥ 0|d(x, y) ≤ C γ-a.e. x, y}. For
the second equality see e.g. Lemma 3.2 in [36].
We recall that the Cheeger energy Cht at time t ∈ I is defined as the convex
and lower-semicontinuous functional in L2(X,mt)
Cht(u) := inf
{
lim inf
n→∞
1
2
∫
X
lipt(un)
2 dmt
}
where the infimum is taken over all bounded Lipschitz functions un ∈ Lipb(X)
such that un → u in L2(X,mt) (cf. [5, 59]). Here, liptu denotes the local
Lipschitz constant w.r.t. the metric dt
liptu(x) := lim sup
y→x
|u(y)− u(x)|
dt(x, y)
,
and Cht admits the local representation formula
Cht(u) =
1
2
∫
X
|∇tu|2∗ dmt,
where |∇tu|∗ is the minimal relaxed gradient [5]. Since (X, dt,mt) satisfies a
Riemannian curvature bound, (in particular Cht is quadratic) Et := 2Cht is a
strongly local Dirichlet form with Carre´ du Champ
Γt(u) = |∇tu|2∗
cf. [55, 7, 6], i.e.
Et(u) =
∫
X
Γt(u) dmt. (115)
Thanks to (115), E(u, v) = ∫
X
Γt(u, v) dmt where
Γt(u, v) :=
1
4
(Γt(u+ v)− Γt(u− v)).
Γ(·, ·) satisfies the chain rule and the Leibniz rule
Γt(θ(u), v) = θ
′(u)Γt(u, v), Γt(uv,w) = uΓt(v, w) + vΓt(u,w),
where u, v, w ∈ Dom(Et) and θ ∈ Lip(R), θ(0) = 0. We call the linear generator
∆t the Laplacian and
−
∫
X
∆tu v dmt = Et(u, v) ∀u ∈ Dom(∆t), v ∈ Dom(Et),
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with domain Dom(∆t) ⊂ Dom(Et).
Due to our assumptions (113) and (114), the sets L2(X,mt) andW
1,2(X, dt,mt) :=
D(Et) do not depend on t and the respective norms for varying t are equivalent
to each other. We put H = L2(X,m) and F = Dom(Et0) for some fixed t0 as
well as
F(s,τ) = L2
(
(s, τ)→ F) ∩H1((s, τ)→ F∗) ⊂ C([s, τ ]→ H)
for each 0 ≤ s < τ ≤ T .
The Heat Equations
A function u is called solution to the heat equation
∆tu = ∂tu on (s, τ)×X
if u ∈ F(s,τ) and if for all w ∈ F(s,τ)
−
∫ τ
s
Et(ut, wt)dt =
∫ τ
s
〈∂tut, wte−ft〉F∗,F dt
where 〈·, ·〉F∗,F = 〈·, ·〉 denotes the dual pairing. Note that thanks to (113),
w ∈ L2((s, τ)→ F) if and only if we−f ∈ L2((s, τ)→ F).
Further a function v is called solution to the adjoint heat equation
−∆sv + ∂sf · v = ∂sv on (σ, t)×X
if v ∈ F(σ,t) and if for all w ∈ F(σ,t)∫ t
σ
Es(vs, ws)ds+
∫ t
σ
∫
X
vs · ws · ∂sfs dms ds =
∫ t
σ
〈∂svs, wse−fs〉F∗,F ds.
We recall the following results from Chapter 2.
Theorem 3.3. (i) For each 0 ≤ s < τ ≤ T and each h ∈ H there exists a
unique solution u ∈ F(s,τ) to the heat equation ∂tut = ∆tut on (s, τ) ×X with
us = h.
(ii) The heat propagator Pt,s : h 7→ ut admits a kernel pt,s(x, y) w.r.t. ms,
i.e.
Pt,sh(x) =
∫
pt,s(x, y)h(y) dms(y).
If X is bounded, for each (s′, y) ∈ (s, T ) ×X the function (t, x) 7→ pt,s(x, y) is
a solution to the heat equation on (s′, T )×X.
(iii) All solutions u : (t, x) 7→ ut(x) to the heat equation on (s, τ) × X are
Ho¨lder continuous in t and x. All nonnegative solutions satisfy a scale invariant
parabolic Harnack inequality of Moser type.
(iv) The heat kernel pt,s(x, y) is Ho¨lder continuous in all variables, it is
Markovian∫
pt,s(x, dy) :=
∫
pt,s(x, y) dms(y) = 1 (∀s < t,∀x)
and has the propagator property
pt,r(x, z) =
∫
pt,s(x, y) ps,r(y, z) dms(y) (∀r < s < t,∀s, z).
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Theorem 3.4. (i) For each 0 ≤ σ < t ≤ T and each g ∈ H there exists a
unique solution v ∈ F(0,t) to the adjoint heat equation ∂svs = −∆svs + (∂sfs)vs
on (σ, t)×X with vt = g.
(ii) This solution is given as vs(y) = P
∗
t,sg(y) in term of the adjoint heat
propagator
P ∗t,sg(y) =
∫
pt,s(x, y)g(x) dmt(x). (116)
If X is bounded, for each (t′, x) ∈ (0, t)×X the function (s, y) 7→ pt,s(x, y) is a
solution to the adjoint heat equation on (0, t′)×X.
(iii) All solutions v : (s, y) 7→ vs(y) to the adjoint heat equation on (σ, t)×X
are Ho¨lder continuous in s and y. All nonnegative solutions satisfy a scale
invariant parabolic Harnack inequality of Moser type.
By duality, the propagator (Pt,s)s≤t acting on bounded continuous functions
induces a dual propagator (Pˆt,s)s≤t acting on probability measures as follows∫
u d(Pˆt,sµ) =
∫
(Pt,su)dµ ∀u ∈ Cb(X),∀µ ∈ P(X).
The time-dependent function vt(x) = Pt,su(x) is a solution to the heat equation,
whereas the time-dependent measure νs(dy) = Pˆt,sµ(dy) is a solution to the dual
heat equation
−∂sν = ∆ˆsν.
Again ∆ˆs is defined by duality:
∫
u d(∆ˆsµ) =
∫
∆su dµ ∀u,∀µ.
We recall Theorem 2.20 and Lemma 2.34 from Chapter 2.
Lemma 3.5. Let u, g ∈ F and t ∈ I with gmt ∈ P(X). Then,
lim
h↘0
1
h
(∫
ugdmt −
∫
uP ∗t,t−hgdmt−h
)
=
∫
Γt(u, g)dmt.
Theorem 3.6. For all 0 < s < τ < T and for all solutions u ∈ F(s,T ) to the
heat equation
(i) ut ∈ Dom(∆t) for a.e. t ∈ (s, τ).
(ii) If the initial condition us ∈ F then
u ∈ L2((s, τ)→ Dom(A·) ∩H1((s, τ)→ H).
More precisely,
e−3LτEτ (uτ ) + 2
∫ τ
s
e−3Lt
∫
X
∣∣∆tut∣∣2 dmt dt ≤ e−3Ls · Es(us).
(iii) For all solutions v to the adjoint heat equation on (σ, t) ×X and all s ∈
(σ, t)
Es(vs) + ‖vs‖2L2(ms) ≤ e3L(t−s) ·
[
Et(vt) + ‖vt‖2L2(mt)
]
.
Moreover, vs ∈ Dom(∆s) for a.e. s ∈ (σ, t).
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3.2.1 From Transport Estimates to Bochner’s Inequality
In this section we aggravate the regularity of the map r 7→ log dr(x, y). We
assume that there exists a C0 map r 7→ hr(x, y), uniformly bounded |hr(x, y)| ≤
C such that for each s, t ∈ I and x, y ∈ X
dt(x, y) = ds(x, y)e
∫ t
s
hr(x,y) dr. (117)
Consequently, for each x, y ∈ X, r 7→ log dr(x, y) is continuously differentiable
with derivative hr(x, y) =
d
dr log dr(x, y).
Moreover we assume that
∀x ∈ X, r ∈ I the limit lim
y→xhr(x, y) := Hr(x) exists, measurable in x,
and r 7→ Hr(x) is continuous ∀x ∈ X.
(118)
We obtain the following lemma.
Lemma 3.7. Let u ∈ Lip(X). Then for all s, t ∈ I and x ∈ X
liptu(x) = lipsu(x)e
− ∫ t
s
Hr(x) dr.
Proof. For s < t, we obtain from the very definition of the local slope
liptu(x) = lim sup
y→x
|u(y)− u(x)|
dt(x, y)
≤ lim sup
y→x
|u(y)− u(x)|
ds(x, y)
e− lim infy→x
∫ t
s
hr(x,y) dr
=lipsu(x)e
− ∫ t
s
Hr(x) dr,
where we applied dominated convergence. Changing the roles of s and t yields
lipsu(x) = lim sup
y→x
|u(y)− u(x)|
ds(x, y)
≤ lim sup
y→x
|u(y)− u(x)|
dt(x, y)
e− lim infy→x
∫ t
s
hr(x,y) dr
=liptu(x)e
− ∫ t
s
Hr(x) dr,
which proves the assertion.
We apply our observation to the minimal relaxed gradient. We say that
G ∈ L2(X,mt) is a t-relaxed gradient of u ∈ L2(X,mt) if there exists Lipschitz
functions un ∈ L2(X,mt) such that
un → u in L2(X,mt) and liptun ⇀ G˜ in L2(X,mt), G˜ ≤ Gm-a.e. in X.
G is the minimal t-relaxed gradient |∇tu|∗ if its L2(X,mt) norm is minimal
among all relaxed gradients, see [5, Definition 4.2]. The collection of all t-relaxed
gradients is convex and closed in L2(X,mt) [5, Lemma 4.3].
Proposition 3.8. For m-a.e. x ∈ X
|∇tu|∗(x) = |∇su|∗(x)e−
∫ t
s
Hr(x) dr
for each u ∈ F and for all s, t ∈ I. In particular for m-a.e. x ∈ X, t 7→
|∇tu|∗(x) is continuously differentiable.
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Proof. Assume s ≤ t. Let un ∈ L2(X,ms) be a sequence of Borel Lipschitz
functions such that un → u and lipsun → |∇su|∗ in L2(X,ms), see Lemma 4.3
in [5]. Then since H is uniformly bounded
lipsun(·)e−
∫ t
s
Hr(·) dr → |∇su|∗(·)e−
∫ t
s
Hr(·) dr in L2(X,ms).
This implies that |∇su|∗(·)e−
∫ t
s
Hr(·) dr is a relaxed gradient of u with respect
to the dt norm, and hence from Lemma 4.4 in [5]
|∇tu|∗(·) ≤ |∇su|∗(·)e−
∫ t
s
Hr(·) dr m- a.e. in X.
Changing the roles of s and t yields that
|∇tu|∗(·) = |∇su|∗(·)e−
∫ t
s
Hr(·) dr m- a.e. in X.
Choosing s and t from a dense and countable set D in I the argument from
above implies that m-a.e. in X
|∇tu|∗(·) = |∇su|∗(·)e−
∫ t
s
Hr(·) dr (119)
for each s and t in D. Since the dependence of the left and the right side of
the equality is continuous with respect to s and t, we conclude that for m-a.e.
x ∈ X, |∇tu|∗(·) = |∇su|∗(·)e−
∫ t
s
Hr(·) dr holds for every s and t in I.
Similarly, we choose u in a dense and countable set C in F ([6, Proposition
4.10]) and obtain that m-a.e. equation (119) holds for every s, t ∈ I and every
u ∈ C. Given u ∈ F we approximate u by a sequence un ∈ C, i.e. |∇tun| →
|∇tu| in L2(X,mt). Then there exists a subsequence unk such that for m-
a.e. x ∈ X, |∇tunk |(x) → |∇tu|(x). Equality (119) implies that for the same
subsequence |∇sunk |(x) → |∇su|(x) for m-a.e. x. Hence we showed that for
m-a.e. x ∈ X, (119) holds for every u ∈ F and every s, t ∈ I.
The last assertion follows directly from the fact that r 7→ Hr(x) is supposed
to be continuous for all x ∈ X.
We give a refined weak dynamic version of Bochner’s inequality, cf. Chapter
2.
Definition 3.9. We say that the dynamic Bochner inequality holds at time t
if for all u ∈ Dom(∆t) ∩ L∞(X,mt) such that Γt(u) ∈ L∞(X,mt), and all
g ∈ Dom(∆t) ∩ L∞(X,mt) with g ≥ 0
1
2
∫
Γt(u)∆tg dmt +
∫
(∆tu)
2g + Γt(u, g)∆tu dmt ≥ 1
2
∫
(∂tΓt)(u)g dmt.
(120)
This is a “real” Bochner inequality in the sense that on the one hand u and
g do not have to arise as a heat flow (see Definition 2.48), and on the other we
employ the time-derivative ∂tΓt(u) in contrast to the definition in Chapter 2.
For the proof of Theorem 3.1 we use the same starting point as in the proof
of Theorem 2.51. This argumentation is inspired by [18], where the authors
prove the equivalence between Wasserstein contraction estimates and Bochner’s
inequality in the static setting.
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Proof of Theorem 3.1. Define u = htεu0, where u0 ∈ L∞(X,mt) ∩ L2(X,mt)
and htε the static semigroup mollification
htεu0 := −
1
ε2
∫ ∞
0
Htru0κ(
r
ε
) dr.
Here, (Htr)r≥0 denotes the (static) semigroup associated to Et and κ ∈ C∞c ((0,∞))
with κ ≥ 0 and ∫∞
0
κr dr = 1. Recall that u,∆tu ∈ Dom(∆t) ∩ Lipb(X).
Let g ∈ F ∩L∞(X,mt) such that g ≥ 0. Then, the transport estimate (110)
together with Lemma 2.52 and Lemma 2.53 in Chapter 2 eventually yields
− 1
2
∫
Pt,s(Γs(u))gdmt +
∫
Γt(Pt,su, u)gdmt ≤ 1
2
∫
Γt(u)gdmt.
We subtract 12
∫
Γt(u)gdmt on each side and divide by t− s obtaining
1
2(t− s)
[∫
Γt(u)gdmτ −
∫
Pt,s(Γs(u))gdmt
]
+
1
t− s
[∫
Γt(Pt,su, u)gdmt −
∫
Γt(u)gdmt
]
≤ 0.
(121)
We decompose the first term on the left-hand side into the following two terms
1
2(t− s)
[∫
Γt(u)gdmt −
∫
Γs(u)P
∗
t,sgdms
]
=
1
2(t− s)
[∫
Γt(u)gdmt −
∫
Γt(u)P
∗
t,sgdms
]
+
1
2
∫
Γt(u)− Γs(u)
t− s P
∗
t,sgdms.
Recall that Γt(u) ∈ F [55, Lemma 3.2] and thus we can apply Lemma 3.5, which
gives us
lim
s↗t
1
(t− s)
[∫
Γt(u)gdmt −
∫
Γt(u)P
∗
t,sgdms
]
=
∫
Γt(Γt(u), g)dmt, (122)
while, since |Γs(u)−Γt(u)(t−s) | ≤ 2LΓt(u) ∈ L∞(X,mt),
lim inf
s↗t
∫
Γt(u)− Γs(u)
(t− s) (P
∗
t,sg)dms
≥ lim inf
s↗t
∫
Γt(u)− Γs(u)
(t− s) gdmt + lim infs↗t
∫
Γt(u)− Γs(u)
(t− s) (P
∗
t,sge
−fs − ge−ft)dm
≥
∫
(∂tΓt)(u)gdmt − lim sup
s↗t
2L||Γt(u)||L∞(X,mt)||P ∗t,sge−fs − ge−ft ||L1(X,mt)
=
∫
(∂tΓt)(u)gdmt,
(123)
where we used Proposition 3.8 in the last inequality and that P ∗t,sge
−fs → ge−ft
in L1(X,m) as s→ t.
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Regarding the second term on the left-hand side of (121), note that the
Leibniz rule and the integration by parts formula is applicable and we get∫
Γt(Pt,su, u)gdmt =
∫
Γt(gPt,su, u)dmt −
∫
Γt(g, u)Pt,sudmt
= −
∫
ψP ∗t,s(g∆tu)dms −
∫
P ∗t,s(Γt(g, u))udms.
(124)
Subtracting
∫
Γt(u)gdmt and applying (124)
1
(t− s) (
∫
Γt(Pt,su, u)gdmt −
∫
Γt(u)gdmt)
=
1
(t− s) (−
∫
ψP ∗t,s(g∆tu)dms +
∫
ψ(g∆tu)dmt)
+
1
(t− s) (−
∫
P ∗t,s(Γt(g, u))udms +
∫
Γt(u, g)udmt).
Letting s ↗ t we have since g ∈ F ∩ L∞(X,mt) and ∆tu ∈ Lipb(X), g∆tu ∈
F ∩ L1(X,mt)
lim
s↗t
1
(t− s) (−
∫
uP ∗t,s(g∆tu)dms +
∫
u(g∆tu)dmt) =
∫
Γt(u, g∆tu)dmt
by virtue of Lemma 3.5. In order to determine
lim
s↗t
1
(t− s) (−
∫
P ∗t,s(Γt(g, u))udms +
∫
Γt(u, g)udmt),
we need to argue whether Γt(g, u) ∈ F . But this is the case, since, due to our
static RCD(K,∞) assumption, we may apply Theorem 3.4 in [55] and obtain
Γt(Γt(g, u)) ≤ 2(γ2(u)−KΓt(u))Γt(g) + 2(γ2(g)−KΓt(g))Γτ (u) mt-a.e.,
where γ2(u), γ2(g) ∈ L1(X,mt). Our regularity assumptions on u and g provide
that the right hand side is in L1(X,mt) and consequently Lemma 3.5 implies
lim
s↗t
1
(t− s) (−
∫
P ∗t,s(Γt(g, u))udms +
∫
Γt(u, g)udmt) =
∫
Γt(Γt(g, u), u)dmt.
Combining these observations we find
lim
s↗t
1
(t− s) (
∫
Γt(Pt,su, u)gdmt −
∫
Γt(u)gdmt)
=
∫
Γt(u, g∆tu)dmt +
∫
Γt(Γt(g, u), u)dmt = −
∫
(∆tu)
2g + Γt(g, u)∆tudmt.
(125)
Hence from (121), (122), (123) and (125)
1
2
∫
(∂tΓt)(u)gdmt +
1
2
∫
Γt(Γt(u), g)dmt ≤
∫
(∆tu)
2g + Γt(g, u)∆tudmt.
Let now g ∈ Dom(∆t)∩L∞(X,m) with g ≥ 0 and u ∈ Dom(∆t)∩L∞(X,mt)
with Γtu ∈ L∞(X,mt). Then from the above argumentation we obtain
1
2
∫
Γt(h
t
εu)∆tg dmt +
∫
(∆t(h
t
εu))
2g + Γt(g, h
t
εu)∆t(h
t
εu)dmt
≥ 1
2
∫
(∂tΓt)(h
t
εun)gdmt.
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Since (∂tΓt)(u)(x) = −2Ht(x)Γt(u)(x) for m-a.e. x ∈ X and |Ht(x)| ≤ C, we
obtain the assertion by letting ε→ 0 with taking into account that
||htεu− u||F → 0 as ε→ 0 and ∆thtεu = htε∆tu.
3.2.2 Self-improvement of the Gradient Estimate
Quasi-regular Dirichlet Forms
We follow the approach in [55] and briefly recall the notion of quasi-regular
Dirichlet forms developed in [44] and [21]. We denote by F = {u ∈ L2(X,m)|E(u) <
∞} the domain of a Dirichlet form E : L2(X,m) → [0,∞], where X is a Pol-
ish space and m is a σ-finite Borel measure. F is a Hilbert space with norm
||u||2F = ||u||2L2(X,m) + E(u). If F is a closed set in X we denote
FF := {u ∈ F|u(x) = 0 for m-a.e. x ∈ X \ F}.
Definition 3.10. Given a Dirichlet form E on a Polish space X, an E-nest
is an increasing sequence of closed subsets (Fk)k∈N ⊂ X such that ∪k∈NFFk is
dense in F .
A set N ⊂ X is E-polar if there is an E-nest (Fk)k∈N such that N ⊂ X \∪k∈NFk.
If a property holds in a complement of an E-polar set we say that it holds E-
quasi-everywhere (E-q.e.).
A function u : X → R is said to be E-quasi-continuous if there exists an E-nest
(Fk)k∈N such that every restriction f|Fk is continuous on Fk.
The Dirichlet form E is said to be quasi-regular if the following three properties
hold.
1. There exists an E-nest (Fk)k∈N consisting of compact sets.
2. There exists a dense subset of F whose elements have E-quasi-continuous
representatives.
3. There exists an E-polar set N ⊂ X and a countable collection of E-quasi-
continuous functions (fk)k∈N ⊂ F separating the points of X \N .
For every u ∈ F the quasi-regularity implies that u admits an E-quasi-
continuous representative u˜. The representative is unique q.e. and
if u ∈ F with |u| ≤ Cm-a.e., then |u˜| ≤ C q.e.. (126)
The following Lemma is taken from [55, Lemma 2.6].
Lemma 3.11. Let E be a strongly local, quasi-regular Dirichlet form with linear
generator ∆. Let ψ ∈ L1(X,m) ∩ L∞(X,m) nonnegative and ϕ ∈ L1(X,m) ∩
L2(X,m) such that ∫
X
ψ∆g dm ≥ −
∫
X
ϕg dm
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for any nonnegative g ∈ F ∩L∞(X,m) with ∆g ∈ L∞(X,m). Then ψ ∈ F with
E(ψ) ≤
∫
X
ψϕdm,
∫
ϕdm ≥ 0,
and there exists a unique finite Borel measure µ := µ+ − ϕm with µ+ ≥ 0,
µ+(X) ≤
∫
ϕdm such that every E-polar set is |µ|-negligible, the q.c. represen-
tative of any function in F belongs to L1(X, |µ|) and
−E(ψ, g) = −
∫
Γ(ψ, g) dm =
∫
g˜ dµ for every g ∈ F .
We denote by ∆∗u the measured valued Laplacian, i.e. the signed measure
µ = µ+ − µ− such that
E(u, ϕ) =
∫
ϕ˜ dµ for every ϕ ∈ F . (127)
Contraction Estimates for the Heat Flows Pt,s and Pˆt,s
For each t ∈ I we define the Hessian
Ht[u](g, h) :=
1
2
(
Γt(g,Γt(u, h)) + Γt(h,Γt(u, g))− Γt(u,Γt(g, h))
)
.
Recall that on a family of closed Riemannian manifolds (M, gt) we obtain the
equality
Ht[u](g, h) = 〈∇2tu∇tg,∇th〉gt .
Further note that |〈∇2tu∇tg,∇th〉gt | ≤ |∇2tu|HS |∇tg||∇th|, where | · |HS denotes
the Hilbert-Schmidt norm. If the manifold has Ricci curvature bounded from
below by some K ∈ R then with || · ||2 = || · ||L2 and K− = max{−K, 0}
|||∇2tu|HS ||22 ≤ (1 +K−/2)(||∆tu||22 + ||u||22).
We define the distribution valued Γ2-operator
Γ2,t(u) : F ∩ L∞ ∩ L1 → R
as in Chapter 2.
Definition 3.12. For each u ∈ Dom(∆t) such that u,Γt(u) ∈ L∞(X,mt) we
define
Γ2,t(u)(g) =
∫
−1
2
Γt(Γt(u), g) dmt +
∫
(g(∆tu)
2 + Γt(g, u)∆tu) dmt,
where g ∈ F such that g ∈ L1(X,mt) ∩ L∞(X,mt).
Note that thanks to the static RCD(K,N)-condition the domain of the
Laplacian coincides with the domain of the Hessian, i.e. Dom(∆t) = W
2,2(X, dt,mt),
and
|Γ2,t(u)(g)| ≤ ||g||∞||∆tu||22 + C||
√
Γt(u)||∞||
√
Et(g)(||∆tu||2 + ||u||2),
cf. section 2.8 in Chapter 2. Moreover, each Et = 2Cht defines a quasi-regular
Dirichlet form ([55, Theorem 4.1]).
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Proposition 3.13. Suppose that Bochner’s inequality holds at time t ∈ I. Then
for every u ∈ Dom(∆t) with u,Γt(u) ∈ L∞(X,mt)
1. Γt(u) ∈ F with
1
2
Et(Γt(u)) ≤ L||Γt(u)||∞Et(u) + ||Γt(u)||∞||∆tu||22
+ C||∆tu||2
√
||Γt(u)2||∞(||∆tu||22 + ||u||22).
2. There exists a finite nonnegative Borel measure µ+ such that every Et-
polar set is µ+-negligible and for each g ∈ F the Et-q.c. representative
g˜ ∈ L1(X,µ+) with
2Γ2,t(u)(g) =
∫
g(∂tΓt)(u) dmt +
∫
g˜ dµ+.
In particular Γ2,t(u) is a finite Borel measure with
2Γ2,t(u) = (∂tΓt)(u)m+ µ+.
Proof. Let uε = h
t
εu. Choosing ψ = Γt(uε) and ϕ = −(∂tΓt)(uε)−2Γt(uε,∆tuε)
in Lemma 3.11 and applying Bochner’s inequality together with the Leibniz rule
yields
Et(Γt(uε)) ≤ −
∫
Γt(uε)((∂tΓt)(uε) + 2Γt(uε,∆tuε)) dmt.
Applying the Leibniz rule once again we obtain
Et(Γt(uε)) ≤ −
∫
(Γt(uε)(∂tΓt)(uε)− 2(∆tuε)2Γt(uε)− 2Γt(uε,Γt(uε))∆tuε) dmt.
Note that as ε → 0, Γ(uε) → Γ(u) pointwise, in L1 and in the weak∗ L∞
topology. The latter is due to the fact that Γ(uε−u) is uniformly bounded and
converges to 0 in L1. Moreover by the uniform boundedness of Γ(uε) in L
∞ we
obtain that Γ(uε)→ Γ(u) in L2. Hence we find
Et(Γt(u)) ≤ lim inf
ε→0
Et(Γt(uε))
and ∫
Γt(u)(∂tΓt)(u) dmt =
∫
Γt(u)
2eHt dmt
= lim
ε→0
∫
Γt(uε)
2eHt dmt = lim
ε→0
∫
Γt(uε)(∂tΓt)(uε) dmt,
while∫
(∆tu)
2Γt(u) dmt = lim
ε→0
∫
(htε∆tu)
2Γt(uε) dmt = lim
ε→0
∫
(∆tuε)
2Γt(uε) dmt.
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In order to show that
lim
ε→0
∫
Γt(uε,Γt(uε))∆tuε dmt =
∫
Γt(u,Γt(u))∆tu dmt,
we show that Γt(uε,Γt(uε)) weakly converges to Γt(u,Γt(u)) in L
2. Take a
sufficiently smooth testfunction ϕ (ϕ ∈ F ∩ L∞), then we easily deduce∫
Γt(uε,Γt(uε))ϕdmt = −
∫
∆tuεΓt(uε)ϕdmt −
∫
Γt(uε, ϕ)Γt(uε) dmt
→ −
∫
∆tuΓt(u)ϕdmt −
∫
Γt(u, ϕ)Γt(u) dmt
by the strong L2 convergence of ∆tuε, the weak
∗-L∞ convergence of Γ(uε)
and the L1 convergence of Γ(uε, ϕ). Moreover ||Γt(uε,Γt(uε))||2 is uniformly
bounded in ε since∫
|Γt(uε,Γt(uε))|2 dmt ≤ 4||Γt(uε)2||∞C(||∆tuε||22 + ||uε||22)
≤ C||Γt(u)2||∞||(||∆tu||22 + ||u||22))
since the domain of the Laplacian coincides with the domain of the Hessian,
cf. Section 2.8 in Chapter 2, [27]. Consequently we obtain that Γt(uε,Γt(uε))
weakly converges to Γt(u,Γt(u)) in L
2 since F ∩L∞ is dense in L2 [5, Theorem
4.5].
We conclude
1
2
Et(Γt(u)) ≤ −
∫
1
2
Γt(u)(∂tΓt)(u)− Γt(u)(∆tu)2 − Γt(u,Γt(u))∆tu dmt
≤ L||Γt(u)||∞Et(u) + ||Γt(u)||∞||∆tu||22 + C||∆tu||2
√
||Γt(u)2||∞(||∆tu||22 + ||u||22).
We show the second claim again by using the semigroup mollification uε :=
htεu. By Lemma 3.11 we deduce that∫
g d∆∗tΓt(uε)−
∫
g˜2Γt(uε,∆tuε) dmt
=
∫
g˜ dµ+(uε) +
∫
g˜(∂tΓt)(uε) dmt,
where ∆∗t is the measure valued Laplacian, and µ+(uε) the nonnegative Borel
measure with µ+(uε)(X) ≤
∫
(∆tuε)
2 + 12 (∂tΓt)(uε) dmt. Hence, since g = g˜
q.e.∫
g dµ+(uε)
=
∫
−Γt(Γt(uε), g) dmt +
∫
2g(∆tuε)
2 + 2Γt(g, uε)(∆tuε) dmt −
∫
g(∂tΓt)(uε) dmt.
Note that the right hand side converges as ε→ 0 since Γ(uε)→ Γ(u) weakly in
F . Indeed, take a test function ϕ ∈ Dom(∆t). Then
lim
ε→0
∫
Γt(Γt(uε), ϕ) dmt = − lim
ε→0
∫
Γt(uε)∆tϕdmt =
∫
Γt(Γt(u), ϕ) dmt.
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Since Et(Γt(uε)) is uniformly bounded in ε by the first claim and Dom(∆t) is
dense in F we deduce that
lim
ε→0
∫
Γt(Γt(uε), g) dmt =
∫
Γt(Γt(u), g) dmt ∀ g ∈ F .
Define the linear functional µ˜+(u) : F ∩ L∞ → R by
µ˜+(u)(g) := lim
ε→0
∫
g dµ+(uε).
Note that if g ≥ 0 we have µ˜+(u)(g) ≥ 0 by the Bochner inequality. The Hahn-
Banach theorem implies that there exists a linear functional M : F → R such
that M(g) = µ+(u)(g) for all g ∈ F ∩L∞ and M(g) ≥ 0 for all g ∈ F such that
g ≥ 0 a.e.. Moreover, if g ∈ F with g ≤ 1 m-a.e.
M(g) = µ+(u)(g) = lim
ε→0
∫
g dµ+(uε) ≤ µ+(uε)(X) ≤
∫
(∆tu)
2 + CΓt(u) dmt.
Thus by Proposition 2.5 in [55] there exists a unique finite and nonnegative
Borel measure µ+ in X such that every Et-polar set is µ+-negligible and for each
g ∈ F the Et-q.c. representative g˜ ∈ L1(X,µ+) with
M(g) =
∫
g˜ dµ+.
Consequently
2Γ2,t(u)(g) =
∫
g(∂tΓt)(u) dmt +
∫
g˜ dµ+,
and hence Γ2,t is measure valued with 2Γ2,t(u) = (∂tΓt)(u)mt + µ+.
By virtue of Lebesgue’s decomposition theorem we denote by γ2,t(u) ∈
L1(X,mt) the density wrt mt
Γ2,t(u) = γ2,t(u)mt + Γ
⊥
2 (u), Γ
⊥
2 (u) ⊥ mt,
and thus by the above Lemma
γ2,t(u) ≥ 1
2
(∂tΓt)(u) m-a.e. and Γ
⊥
2,t(u) ≥ 0. (128)
We define for u, h ∈ Dom(∆t) such that Γt(u),Γt(h) ∈ L∞(X,mt)
Γ2,t(u, h)(g) :=
1
4
Γ2,t(u+ h)(g)− 1
4
Γ2,t(u− h)(g),
where g ∈ F ∩ L∞. Note that the right-hand side is well-defined since the
domain of the Laplacian and the Hessian coincide and
Γ2,t(u, h)(g) =
∫
−1
2
Γt(g,Γt(u, h)) + g∆tu∆th+
1
2
∆thΓt(u, g) +
1
2
∆tuΓt(h, g) dmt
Similarly,
γ2,t(u, h) :=
1
4
γ2,t(u+ h)− 1
4
γ2,t(u− h).
The following Lemma is an adaptation of Lemma 3.3 in [55].
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Lemma 3.14. Let u¯ = (ui)
n
i=1 with ui ∈ Dom(∆t) such that u,Γt(u) ∈
L∞(X,mt) and let Ψ ∈ C3(Rn) with Ψ(0) = 0. Then
Γ2,t(Ψ(u¯)) =
∑
i,j
Γ2,t(ui, uj)(∂iΨ)(u¯)(∂jΨ)(u¯)
+2
∑
i,j,k
(∂iΨ)(u¯)(∂jkΨ)(u¯)Ht[ui](uj , uk)mt
+
∑
i,j,k,h
(∂ikΨ)(u¯)(∂jhΨ)(u¯)Γt(ui, uj)Γt(uk, uh)mt.
In particular mt-a.e.
γ2,t(Ψ(u¯)) =
∑
i,j
γ2,t(ui, uj)(∂iΨ)(u¯)(∂jΨ)(u¯)
+2
∑
i,j,k
(∂iΨ)(u¯)(∂jkΨ)(u¯)Ht[ui](uj , uk)
+
∑
i,j,k,h
(∂ikΨ)(u¯)(∂jhΨ)(u¯)Γt(ui, uj)Γt(uk, uh).
Proof. Note that Ψ(u¯) ∈ Dom(∆t) with Γt(u) ∈ L∞ since
Γt(Ψ(u¯)) =
∑
i,j
∂iΨ(u¯)∂jΨ(u¯)Γt(ui, uj) ∈ L1 ∩ L∞,
∆t(Ψ(u¯)) =
∑
i
∂iΨ(u¯)∆tui +
∑
i,j
∂ijΨ(u¯)Γt(ui, uj) ∈ L2.
Thus by definition for each g ∈ F ∩ L∞
2Γ2,t(Ψ(u¯))(g) =
∫
−Γt(g,Γt(Ψ(u¯))) + 2g(∆tΨ(u¯))2 + 2Γ(g,Ψ(u¯))∆tΨ(u¯) dmt.
We calculate using the notation ψ = Ψ(u¯), ψi = ∂iΨ(u¯) and ψij = ∂ijΨ(u¯) for
the first term∫
−Γt(g,Γt(Ψ(u¯))) dmt
=
∑
i,j
{∫
−Γt(gψiψj ,Γt(ui, uj)) dm
+
∫
g
(
Γt(ui, uj)∆t(ψiψj) + 2Γt(ψiψj ,Γt(ui, uj))
)
dmt
}
=
∑
i,j
∫
−Γt(gψiψj ,Γt(ui, uj)) dm+
∫
2g
(
I + II
)
dmt,
where
I =
∑
i,j,k,h
Γt(ui, uj)
(
ψi(ψjk∆tuk + ψjkhΓt(uk, uh)) + ψikψjhΓt(uk, uh)
)
and
II =
∑
i,j,k
ψiψjk
(
Γt(uk,Γt(uj , ui)) + Γt(uj ,Γt(ui, uk))
)
.
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On the other hand∫
2g(∆tΨ(u¯))
2 + 2Γt(g,Ψ(u¯))∆tΨ(u¯) dmt
=
∑
i,j
2
∫ (
∆tui∆tujgψiψj + Γt(ui, gψiψj)∆tuj
)
dmt
−
∑
i,j,k,h
∫
2g
(
ψi∆tukψkjΓt(ui, uj) + ψiΓt(uk, uh)ψkhjΓt(ui, uj)
+ ψiψjkΓt(ui,Γt(uj , uk))
)
dmt.
Adding up and collecting terms yields
2Γ2,t(Ψ(u¯))(g)
=
∑
i,j
∫ (
− Γt(gψiψj ,Γt(ui, uj)) + 2gψiψj∆tui∆tuj + 2Γt(ui, gψiψj)∆tuj
)
dmt
+
∑
i,j,k
∫
2gψiψjk
(
Γt(uk,Γt(ui, uj)) + Γt(uj ,Γt(ui, uk))− Γt(ui,Γt(uj , uk))
)
dmt
+
∑
i,j,k,h
∫
2gψikψjkΓ(uk, uh)Γ(ui, uj) dmt
=2
∑
i,j
Γ2,t(ui, uj)(gψiψj) +
∑
i,j,k
∫
4gψiψjk(Ht[ui](uk, uj)) dmt
+
∑
i,j,k,h
∫
2gψikψjkΓt(uk, uh)Γt(ui, uj) dmt
for each g ∈ F ∩ L∞.
For arbitrary g ∈ F , set gn := g∧n. Then, by dominated convergence (recall
that g˜ ∈ L1(X,µ+))
lim
n→∞
∫
gn dΓ2,t(Ψ(u¯)) = lim
n→∞
(∫
gn(∂tΓt)(Ψ(u¯)) dmt +
∫
g˜n dµ+
)
=
∫
g dΓ2,t(Ψ(u¯)).
Similarly we can pass to the limit for the other integrals and obtain for all g ∈ F
2Γ2,t(Ψ(u¯))(g) = 2
∑
i,j
Γ2,t(ui, uj)(gψiψj) +
∑
i,j,k
∫
4gψiψjk(Ht[ui](uk, uj)) dmt
+
∑
i,j,k,h
∫
2gψikψjkΓt(uk, uh)Γt(ui, uj) dmt,
and hence the result.
Proposition 3.15. Suppose that Bochner’s inequality holds at time t. Then
for every u ∈ Dom(∆t) ∩ L∞(X,mt) such that Γt(u) ∈ L∞(X,mt)
Γt(Γt(u)) ≤ 4
(
γ2,t(u)− 1
2
∂tΓt(u)
)
Γt(u).
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Proof. We choose the same polynomial Ψ: R3 → R as in [55] by
Ψ(u¯) := λu1 + (u2 − a)(u3 − b)− ab, λ, a, b ∈ R,
where u¯ = (u1, u2, u3), where each ui ∈ Dom(∆t) ∩ L∞(X,mt) with Γt(ui) ∈
L∞(X,mt). We apply Lemma 3.13 and obtain
γ2,t(Ψ(u¯)) ≥ 1
2
(∂tΓt)(Ψ(u¯)) m-a.e. in X, (129)
where both sides of the inequality depend on λ, a, b ∈ R. Choosing λ, a, b in a
dense and countable subset D of R yields that (129) holds m-a.e. for all λ, a, b
in D. Since
(∂tΓt)(Ψ(u¯)) =
∑
i,j
∂iΨ(u¯)∂jΨ(u¯)(∂tΓt)(ui, uj),
and
γ2,t(Ψ(u¯)) =
∑
i,j
∂iΨ(u¯)∂jΨ(u¯)γ2,t(ui, uj) + 2
∑
i,j,k
∂iΨ(u¯)∂jkΨ(u¯)Ht[u
i](uj , uk)
+
∑
i,j,k,h
∂ikΨ(u¯)∂jhΨ(u¯)Γt(ui, uj)Γt(uk, uh),
cf. [55, Lemma 3.3], both sides are continuous in λ, a, b, and hence we conclude
that (129) holds for all λ, a, b in R.
Thus, for m-a.e. x ∈ X we may set a := u2(x), b := u3(x) so that
∂1Ψ(u¯)(x) = λ, ∂2Ψ(u¯)(x) = 0 = ∂3Ψ(u¯)(x)
∂23Ψ(u¯)(x) = 1 = ∂32Ψ(u¯)(x), ∂ijΨ(u¯)(x) = 0 else,
m-a.e., and exploiting (129) yields
λ2γ2,t(u1) + 4λHt[u
1](u2, u3) + 2
(
Γt(u2, u3)
2 + Γt(u2)Γt(u3)
)
≥ 1
2
λ2(∂tΓt)(u1).
Using Cauchy-Schwartz inequality Γt(u2, u3)
2 ≤ Γt(u2)Γt(u3) this can be trans-
formed into
λ2
(
γ2,t(u1)− 1
2
(∂tΓt)(u1)
)
+ 4λHt[u
1](u2, u3) + 4Γt(u2)Γt(u3) ≥ 0,
and since λ is arbitrary [27, Lemma 3.3.6] we obtain
(Ht[u1](u2, u3))
2 ≤
(
γ2,t(u1)− 1
2
(∂tΓt)(u1)
)
Γt(u2)Γt(u3).
From the definition of the Hessian we deduce that
Ht[u1](u2, u3) +Ht[u2](u1, u3) = Γt(Γt(u1, u2), u3)
and consequently
|Γt(Γt(u1, u2), u3)| ≤
√
Γt(u3)
(√
γ2,t(u1)− 1
2
(∂tΓt)(u1)
√
Γt(u2) (130)
+
√
γ2,t(u2)− 1
2
(∂tΓt)(u2)
√
Γt(u1)
)
. (131)
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We obtain (130) for arbitrary u3 ∈ F ∩ L∞(X,mt) by approximating u3 by a
sequence un3 converging in energy with
Γt(u
n
3 )→ Γt(u), Γt(un3 ,Γt(u1, u2))→ Γt(u3,Γt(u1, u2))
pointwise and in L1(X,mt), cf. Theorem 3.4 in [55] Hence we may choose
u3 = Γt(u1, u2), and obtain the result choosing u1 = u2.
Now we are ready to prove Theorem 3.2. We will assume that
ur ∈ Lip(X) for all r ∈ (s, t) with sup
r,x
liprur(x) <∞. (132)
Proof of Theorem 3.2. Define for each ε > 0 the concave and smooth function
ωε(·) := (ε+ ·)α − εα. Note that this function satisfies
2ω′ε(r) + 4rω
′′
ε (r) ≥ 0. (133)
For each s, t ∈ (0, T ) under consideration as well as u ∈ Lip(X) and g ∈
F ∩ L∞ with g ≥ 0, we set ur = Pr,su, gr = P ∗t,rg for r ∈ [s, t]. Note that for
a.e. r ∈ [s, t] ur ∈ Dom(∆r) and u,Γr(u) ∈ L∞(X,mr).
We consider the function
hεr :=
∫
grωε(Γr(ur))dmr.
Choose s ≤ σ < τ ≤ t and δ > 0 sufficiently small that σ ≤ τ − δ such that
hετ ≤ lim inf
δ↘0
1
δ
∫ τ
τ−δ
hrdr and h
ε
σ ≥ lim sup
δ↘0
1
δ
∫ σ+δ
σ
hrdr.
Note that by Lebesgue’s density theorem, this is true at least for a.e. σ ≥ s and
for a.e. τ ≤ t. Then from∫ τ
τ−σ
hr dr −
∫ σ+δ
σ
hr dr =
∫ τ−δ
σ
(hr+δ − hr) dr,
and the concavity of ωε we deduce
hετ − hεσ ≤ lim inf
δ↘0
1
δ
∫ τ−δ
σ
[
hr+δ − hr
]
dr
≤ lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
ωε(Γr+δ(ur+δ))d(µr+δ − µr) dr
+ lim inf
δ↘0
1
δ
∫ τ−δ
σ
∫
X
grω
′
ε(Γr(ur))
[
Γr+δ(ur)− Γr(ur)
]
dmr dr
+ lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
grω
′
ε(Γr(ur))Γr+δ(ur+δ, ur+δ − ur) dmr
+ lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
grω
′
ε(Γr(ur))Γr+δ(ur+δ − ur, ur) dmr dr
=:(I) + (II) + (III ′) + (III ′′).
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Let us denote with a slight abuse of notation gˆr = grω
′
ε(Γr(ur)). Note that
gˆ ∈ L1∩L∞(X) and gˆ ∈ F . Each of the four terms will be considered separately.
Since r 7→ µr is a solution to the dual heat equation, we obtain
(I) = lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
ω(Γr+δ(ur+δ)) ·
(
−
∫ r+δ
r
∆qgq dmq dq
)
dr
=− lim inf
δ↘0
∫ τ
σ+δ
∫
X
ωε(Γr(ur))
(1
δ
∫ r
r−δ
∆qgqe
−fq dq
)
dm dr
=−
∫ τ
σ
∫
X
ωε(Γr(ur)) ·∆rgr dmr dr
due Lebesgue’s density theorem applied to r 7→ ∆rgre−fr . Note that the latter
function is in L2 (Theorem 3.6) and the function r 7→ ωε(Γr(ur)) is in L∞
thanks to (132).
The second term can estimated according to Proposition 3.8:
(II) = lim inf
δ↘0
1
δ
∫ τ−δ
σ
∫
X
gˆr
[
Γr+δ(ur)− Γr(ur)
]
dmr dr
=
∫ τ
σ
∫
X
gˆr (∂rΓr)(ur)dmrdr.
The term (III ′) is transformed as follows
(III ′)
= lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
gˆr+δΓr+δ(ur+δ, ur+δ − ur) dmr+δ dr
=− lim inf
δ↘0
∫ τ−δ
σ
∫
X
(
Γr+δ(gˆr+δ, ur+δ) + gˆr+δ ∆r+δur+δ
)(1
δ
∫ r+δ
r
∆quq dq
)
dmr+δ dr
=−
∫ τ
σ
∫
X
(
Γr(gˆr, ur) + gˆr ∆rur
)
·∆rur dmr dr.
Here again we used Lebesgue’s density theorem (applied to r 7→ ∆rur) and the
‘nearly continuity’ of r 7→ gˆr as map from (s, t) into L2(X,m) and as map into
F (Lusin’s theorem). Moreover, we used the boundedness (uniformly in r and
x) of gr and of Γr(ur) as well as the square integrability of ∆rur.
Similarly, the term (III ′′) will be transformed:
(III ′′) = lim sup
δ↘0
1
δ
∫ τ−δ
σ
∫
X
gˆrΓr(ur+δ − ur, ur) dmr dr
=− lim inf
δ↘0
1
δ
∫ τ−δ
σ
∫
X
(
Γr(gˆr, ur) + gˆr∆rur
)
·
(∫ r+δ
r
∆quq dq
)
dmr dr
=−
∫ τ
σ
∫
X
(
Γr(gˆr, ur) + gˆr ∆rur
)
·
(
∆rur
)
dmr dr.
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We therefore obtain
hετ − hεσ = (I) + (II) + (III ′) + (III ′′)
≤
∫ τ
σ
∫
X
[
− ωε(Γr(ur)) ·∆rgr + gˆr (∂rΓr)(ur)− 2
(
Γr(gˆr, ur) + gˆr ∆rur
)
∆rur
]
dmr dr
=
∫ τ
σ
∫ [
Γr(Γr(ur), gˆr)− Γr(Γr(ur))ω′′ε (Γr(ur))gr + gˆr (∂rΓr)(ur)
− 2(Γr(gˆr, ur) + gˆr ∆rur)∆rur]dmr dr
=
∫ τ
σ
−2Γ2,r(ur)(gˆr) dr −
∫ τ
σ
∫ [
Γr(Γr(ur))ω
′′
ε (Γr(ur))gr + gˆr (∂rΓr)(ur)
]
dmr dr.
Applying (128), Proposition 3.15, (133) and taking into account the concavity
of ωε we further deduce for a.e. r ∈ [s, t],
hετ − hεσ
≤
∫ τ
σ
∫
X
[
− 2γ2,r(ur)gˆr + gˆr (∂rΓr)(ur)− Γr(Γr(ur))ω′′ε (Γr(ur))gr
]
dmr dr
≤
∫ τ
σ
∫
X
[
− gr
(
γ2,r(ur)− 1
2
(∂rΓr)(ur)
)(
2ω′ε(Γr(ur)) + 4ω
′′
ε (Γr(ur))Γr(ur)
)]
dmr dr
≤0.
Hence we showed that, given u and g, there exists exceptional sets (which
are null sets) for τ and σ outside of these sets∫
X
ωε(Γτ (Pτ,σu))g dmτ −
∫
X
Pτ,σωε(Γσ(u)) g dmτ ≤ 0 (134)
holds. Choosing g’s from a dense countable set one may achieve that the excep-
tional sets for σ and τ in (134) do not depend on g. Next we may assume that
σ, τ ∈ [s, t] with σ < τ is chosen such that (134) simultaneously holds for all u
from a dense countable set C1 in Lip(X). We approximate arbitrary u ∈ Lip(X)
by un ∈ C1 in energy and in L2 such that
√
Γτ (Pτ,σun) ⇀ G in L
2, for some
G ∈ L2(X). This is possible since ||√Γτ (Pτ,σun)||L2(X) is uniformly bounded.
Then we have on the one hand
lim sup
n→∞
∫
X
Pτ,σωε(Γσ(un)) g dmτ ≤
∫
X
Pτ,σωε(Γσ(u)) g dmτ (135)
since ∫
X
Pτ,σωε(Γσ(un)) g dmτ −
∫
X
Pτ,σωε(Γσ(u)) g dmτ
≤
∫
X
P ∗τ,σg ω
′
ε(Γσ(u))(Γσ(un)− Γσ(u)) dmσ
≤||P ∗τ,σg ω′ε(Γσ(u))||L∞(X)
∣∣∣∣∫
X
Γσ(un)− Γσ(u) dmσ
∣∣∣∣ .
On the other hand we find
lim inf
n→∞
∫
X
ωε(Γτ (Pτ,σun))g dmτ ≥
∫
X
ωε(Γτ (Pτ,σu))g dmτ . (136)
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Indeed, since Pτ,σun → Pτ,σu and
√
Γ(Pτ,σun) ⇀ G in L
2(X) we know Γ(Pτ,σu) ≤
G2 m-a.e. and hence∫
X
ωε(Γτ (Pτ,σun))g dmτ −
∫
X
ωε(Γτ (Pτ,σu))g dmτ
=
∫
X
ω˜ε(
√
Γτ (Pτ,σun))g dmτ −
∫
X
ω˜ε(
√
Γτ (Pτ,σu))g dmτ
≥
∫
X
ω˜′ε(
√
Γτ (Pτ,σu))(
√
Γτ (Pτ,σun)−
√
Γτ (Pτ,σu))g dmτ
≥
∫
X
ω˜′ε(
√
Γτ (Pτ,σu))(
√
Γτ (Pτ,σun)−G)g dmτ ,
where ω˜(r) = ω(r2), which is convex and monotone. Combining (134), (135)
and (136) yields∫
X
ωε(Γτ (Pτ,σu))g dmτ −
∫
X
Pτ,σωε(Γσ(u)) g dmτ
≤ lim inf
n
∫
X
ωε(Γτ (Pτ,σun))g dmτ − lim sup
n
∫
X
Pτ,σωε(Γσ(un)) g dmτ
≤ lim inf
n
(∫
X
ωε(Γτ (Pτ,σun))g dmτ −
∫
X
Pτ,σωε(Γσ(un)) g dmτ
)
≤ 0.
Letting ε→ 0 we showed that∫
X
(Γτ (Pτ,σu))
αg dmτ ≤
∫
X
Pτ,σ(Γσ(u)
α) g dmτ . (137)
Since Lip(X) is dense in F we can extend (137) to arbitrary u ∈ F . Since g is
arbitrary we obtain the result.
3.3 Application to Super-Ricci flows and Couplings of Brow-
nian Motions
In this section we apply the previous results to super-Ricci flows as defined in
Chapter 2. We recall that the defining property is the relative entropy S : I ×
P(X)→ (−∞,∞] given by
St(µ) =
∫
ρ log ρ dmt
whenever µ = ρmt, and St(µ) =∞ otherwise.
We proved the following.
Definition 3.16. We say that (X, dt,mt) is a super-Ricci flow if one of the
following equivalent assertions holds
i) For a.e. t ∈ (0, T ) and every Wt-geodesic (µa)a∈[0,1] in P(X) with µ0, µ1 ∈
Dom(S)
∂+a St(µ
a)
∣∣
a=1− − ∂−a St(µa)
∣∣
a=0+
≥ −1
2
∂−t W
2
t−(µ
0, µ1) (138)
(‘dynamic convexity’).
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ii) For all 0 ≤ s < t ≤ T and µ, ν ∈ P(X)
Ws(Pˆt,sµ, Pˆt,sν) ≤Wt(µ, ν) (139)
(‘transport estimate’).
iii) For all u ∈ Dom(E) and all 0 < s < t < T∣∣∇t(Pt,su)∣∣2∗ ≤ Pt,s(|∇su|2∗) (140)
(‘gradient estimate’).
iv) For all 0 < s < t < T and for all us, gt ∈ F with gt ≥ 0, gt ∈ L∞,
us ∈ Lip(X) and for a.e. r ∈ (s, t)
Γ2,r(ur)(gr) ≥ 1
2
∫ •
Γr (ur)grdmr (141)
(‘dynamic Bochner inequality’ or ‘dynamic Bakry-Emery condition’) where
ur = Pr,sus and gr = P
∗
t,rgt. Moreover, the regularity assumption (132)
is satisfied.
The following corollary is a consequence of Theorem 3.1 and Theorem 3.2.
In particular, choosing µ = δx and ν = δy for some arbitrary x, y ∈ X, Corollary
3.17 implies for p =∞
W∞,s(Pˆt,sδx, Pˆt,sδy) ≤ dt(x, y). (142)
Corollary 3.17. Suppose that (X, dt,mt)t∈I is a super-Ricci flow satisfying the
assumptions in Theorem 3.1. Then
i) for every u ∈ F ∩ L∞(X,ms) and every β ∈ [1, 2]
|∇tPt,su|β∗ ≤ Pt,s(|∇su|β∗ ), (143)
ii) for every µ, ν ∈ P(X) and every p ∈ [1,∞]
Wp,s(Pˆt,sµ, Pˆt,sν) ≤Wp,t(µ, ν). (144)
Proof. Note that, taking into account Γ(u) = |∇u|2∗ due to our static Rieman-
nian curvature bound, (143) holds at least for a.e. s ≤ t by Definition 3.16,
Theorem 3.1 and Theorem 3.2. Then applying Kuwada’s duality [36, Theorem
2.2] implies that (144) holds at all these time instances. Indeed, (143) implies
that for all u ∈ Lipb(X), |∇tPt,su|∗ ≤ Pt,s(|∇su|β∗ )1/β and thus by Proposition
3.11 in [7] liptPt,su ≤ Pt,s(|∇su|β∗ )1/β . We obtain
lipt(Pt,su) ≤ Pt,s(lips(u)β)1/β
by virtue of |∇u|∗ ≤ lipu (Lemma 4.4 in [5]) and the monotonicity of the
functions Pt,s, r
β and r1/β . We deduce from Theorem 2.2 in [36] for a.e. s ≤ t
Wp,s(Pˆt,sµ, Pˆt,sν) ≤Wp,t(µ, ν),
where p is the Ho¨lder conjugate of β; 1/p+ 1/β = 1. Since both sides of (144)
are continuous in s and t (see Lemma 3.18 below), we obtain that (144) holds
for all times s ≤ t and thus also (143) holds for all times by Theorem 2.2 in [36].
The same applies to p = 1 in (143) by noting that lipt(Pt,su) ≤ Pt,s(lips(u)β)1/β
for all β ≥ 2 by virtue of Jensen’s inequality.
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Lemma 3.18. We obtain the following continuity estimate for the heat flow
µs = Pˆt,sµ, where µ ∈ P(X). There exist constants c, c′ > 0 depending only on
K,N and L such that
Wp,t(µs, µs′)
p ≤ c|s− s′|p/2ec′|s−s′|/2.
for all 0 ≤ s, s′ ≤ t.
Proof. Assume 0 < s < s′ < t. Then by µs = Pˆs′,sµs′ we estimate
Wp,t(µs, µs′)
p ≤
∫ ∫
dpt (x, y)ps′,s(x, y) dms(y) dµs′(x).
By virtue of the Gaussian upper bounds ([41, Section 4]) and the Bishop Gromov
volume comparison in RCD(K,N) spaces ([57, Theorem 2.3]) we obtain for
σ = s′ − s and Bt(r, x) denoting the ball of radius r around x in the metric
space (X, dt)
ps′,s(x, y) ≤ C
mt(Bt(
√
σ, x))
· exp
(
− d
2
t (x, y)
Cσ
)
A(R, x) ≤
(R
r
)N−1
· eR
√
|K|(N−1) ·A(r, x)
for R ≥ r where A(r, x) = ∂r+mt(Bt(r, x)) and thus (by integrating from 0 to√
σ)
A(R, x) ≤ NR
N−1
σN/2
· eR
√
|K|(N−1) ·mt(Bt(
√
σ, x))
for R ≥ √σ. Then estimating further yields (with varying constants)∫ ∫
dpt (x, y)ps′,s(x, y) dms(y) dµs′(x)
≤
∫
X
[ C
mt(Bt(
√
σ, x))
·
∫
X
dpt (x, y) · exp
(
− d
2
t (x, y)
Cσ
)
dmt(y)
]
dµs′(x)
≤ Cσp/2 + C
∫
X
∫ ∞
√
σ
Rp · exp
(
− R
2
Cσ
)
N
RN−1
σN/2
· eR
√
|K|(N−1) dRdµs′(x)
≤ Cσp/2 + c′′σp/2ec′σ/2 ≤ cσp/2ec′σ/2.
(145)
Brownian motions
In the remainder of this section we follow the approach in [58] and construct cou-
plings of two Brownian motions (X1s )s≤t, (X
2
s )s≤t on X such that the distance
ds between X
1
s and X
2
s does not increase.
Definition 3.19. Let µ ∈ P(X) and t ∈ I. We call a stochastic process (Xs)s≤t
on a probability space (Ω,Σ,P) with values in X a Brownian motion on X with
initial distribution µ if the process is sample-continuous and if for all s ≤ t
P[Xs ∈ A] = Pˆt,s(µ)(A) =
∫
X
∫
A
pt,s(x, y) dms(y) dµ(x).
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Remark. Let us remark that the Brownian motion defined here has time-
dependent generator ∆s instead of
1
2∆s. This is only for convenience and
the stochastic process with generators ( 12∆s)s≤t/2 is given by (X˜s)s≤t/2, where
X˜s := X2s.
In order to prove existence of a Brownian motion we consider for fixed t ∈ I
the finite subset J = {t1, · · · , tr} of (0, t] and the finite dimensional distribution
PµJ , where µ ∈ P(X), defined by
PµJ (Br × . . .×B1)
:=
∫
X
∫
Br
. . .
∫
B1
pt2,t1(xt2 , xt1) dmt1(xt1) . . . pt,tr (x, xtr ) dmtr (xtr ) dµ(x).
The family of probability measures {PµJ |J finite ⊂ (0, t]} defines a projective
family, hence the Kolmogorov extension theorem [16, Theorem 35.5] implies
that there exists a unique probability measure Pµ(0,t] on (X
(0,t],B(X)(0,t]) such
that (piJ)#P
µ
(0,t] = P
µ
J . Here, piJ denotes the projection ω 7→ (ω(t1), . . . , ω(tr))
from X(0,t] to Xr.
For every s ∈ (0, t] the map pis : ω 7→ ω(s) from X(0,t] to X is a stochastic
process with finite-dimensional distributions (PµJ )J . The following Proposition
yields existence of a continuous modification (Xs)s≤t, and hence a Brownian
motion.
Proposition 3.20. For each t ∈ I and each µ ∈ P(X) there exists a Brownian
motion on X with initial distribution µ, which is unique in law.
Proof. We need to show that there exists positive constants α, β, c > 0 such
that the above mentioned process pis satisfies
E[d(pis′ , pis)
α] ≤ c|s− s′|1+β (146)
for all s′, s ∈ (0, t]. Then the Kolmogorov continuity theorem [16, Theorem 39.3]
implies that there exists a modification (Xs)s≤t such that the map s 7→ Xs(ω) is
continuous for Pµ(0,t]-a.e ω. Hence the process (Xs)s≤t on the probability space
(X(0,t],B(X)(0,t], Pµ(0,t]) yields the desired properties. For α > 2 (146) follows
from (145) in the proof of Lemma 3.18.
Since all finite-dimensional distributions are uniquely determined this pro-
cess is unique in law.
Couplings of Brownian motions
We introduce the σ-field Bu(X2) := ⋂ν∈P(X2) Bν(X2) of universally measurable
subsets of X2, i.e. the intersection of all Bν(X2), where ν runs through the set
P(X2) and where Bν(X2) denotes the completion of the Borel σ-field on X2
w.r.t. ν ∈ P(X2). Let D := {k2−n|k, n ∈ N}∩(0, t] denote the set of nonnegative
dyadic number s in (0, t] and Dn := {k2−n|k ∈ N} ∩ (0, t] for fixed n ∈ N.
In the remainder we will asume that the transport estimate (144) holds for
all p ∈ [1,∞].
Lemma 3.21. For each s ≤ t there exists a Markov kernel q∗t,s on (X2,Bu(X2))
with the following properties:
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i) For each (x, y) ∈ X2 the probability measure q∗t,s((x, y), ·) is a coupling of
the probability measures pt,s(x, ·) and pt,s(y, ·).
ii) For each (x, y) ∈ X2 and q∗t,s((x, y), ·)-a.e. (x′, y′) ∈ X2
ds(x
′, y′) ≤ dt(x, y).
Proof. By virtue of the transport estimate (142) there exists at least one proba-
bility measures with properties i) and ii). Indeed, define µs = Pˆt,sδx, νs = Pˆt,sδy
and let γp ∈ Π(µs, νs) such that Wp,s(µs, νs) = ||ds||Lp(γp). Since γp ∈ Π(µs, νs),
(γp)p∈N is tight ([62, Lemma 4.4]) and hence there exists a subsequence pk and
a probability measure γ such that γpk weakly converges to γ. Since Π(µs, νs) is
closed we obtain that γ ∈ Π(µs, νs). Moreover, since ds ∧R ∈ Cb(X ×X)
||ds ∧R||Lp(γ) = lim
k→∞
||ds ∧R||Lp(γpk ) ≤ limk→∞ ||ds||Lpk (γpk ) ≤ dt(x, y),
where the second inequality follows from the Ho¨lder inequality and the last from
Corollary 2.15. Letting R→∞ and p→∞, we obtain
||ds||L∞(γ) ≤ dt(x, y).
Hence the set of all these couplings γ is non-empty and satisfies i) and ii).
Moreover, for given x, y ∈ X this set is closed w.r.t. weak convergence in
P(X2). According to a measurable selection theorem [17, Theorem 6.9.2] we
may choose a coupling q∗t,s((x, y), ·) such that the map
(x, y) 7→ q∗t,s((x, y), ·), (X2,Bu(X2))→ (P(X2),B(P(X2)))
is measurable.
Lemma 3.22. For each n ∈ N and s, s′ ∈ Dn there exists a Markov kernel q(n)s,s′
on (X2,Bu(X2)) with the following properties:
i) For each (x, y) ∈ X2 the probability measure q(n)s,s′((x, y), ·) is a coupling of
ps,s′(x, ·) and ps,s′(y, ·).
ii) For each (x, y) ∈ X2
ds′(x
′, y′) ≤ ds(x, y)
for q
(n)
s,s′((x, y), ·)-a.e. (x′, y′).
Proof. For s = l2−n and s′ = k2−n with l ≥ k we put
q
(n)
s,s′ := q
∗
(k+1)2−n,s′ ◦ . . . ◦ q∗s,(l−1)2−n .
Obviously we have for r ∈ Dn such that s′ ≤ r ≤ s,
q
(n)
r,s′ ◦ q(n)s,r = q(n)s,s′ (147)
and the properties i) and ii) hold by iteration, cf. Lemma 2.3 in [58].
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We fix a distribution ν ∈ P(X2) with marginals ν1 and ν2. Similarly
as before for any finite subset J = {t1, . . . , tr} of Dn we consider the finite-
dimensional distribution Q
(n)
J on (X
2)|J|
Q
(n)
J (Ar × . . .×A1)
=
∫
X2
∫
Ar
. . .
∫
A1
q
(n)
t2,t1((x2, y2), d(x1, y1)) . . . q
(n)
t,tr ((x, y), d(xr, yr))ν(d(x, y)),
where q∗t,tr = q
(n)
l2−n,tr
◦ q∗t,l2−n whenever l2−n < t < (l + 1)2−n.
Lemma 3.23. For fixed finite J ⊂ Dm the family {Q(n)J |n ∈ R, n ≥ m} is a
tight family of probability measures on (X2)|J|.
Proof. Let J = {t1, . . . , tr} with each ti ∈ Dm. The families {Pˆt,ti(ν1)|i =
1, . . . , r} and {Pˆt,ti(ν2)|i = 1, . . . , r} are tight by virtue of Prokhorov’s theorem,
see e.g. [17]. This means that given ε > 0 there exist compact sets B1, B2 ⊂ X
such that for all i = 1, . . . , r
Pˆt,ti(ν1)(X \B1) < ε, Pˆt,ti(ν2)(X \B2) < ε.
Applying A1 × A2 ⊂ X × A2 ∪ A1 × X and (147) yields for the compact set
~B = (B1 ×B2)r and n ∈ N
Q
(n)
J ((X
2)r \ ~B) ≤
r∑
i=1
Q
(n)
t,ti(X
2 \B1 ×B2)
≤
r∑
i=1
[
Q
(n)
t,ti((X \B1)×X) +Q(n)t,ti((X × (X \B2))
]
=
r∑
i=1
[
Pˆt,ti(ν1)(X \B1) + Pˆt,ti(ν2)(X \B2)
]
≤2rε,
where the last two inequalities follow from i) of Lemma 3.22 and the tightness
of {Pˆt,ti(νj)}i respectively. Hence the family {Q(n)J |n ∈ R, n ≥ m} is tight.
For J = {t1, . . . , tr} as above we set
~e1 : (X
2)r → Xr, ((x1, y1), . . . , (xr, yr)) 7→ (x1, . . . , xr),
and similarly for ~e2.
Proposition 3.24. There exists a projective family {QνJ |J finite ⊂ D} of prob-
ability measures and a subsequence (nl)l∈N such that for each finite J ⊂ D
i) Q
(nl)
J → QνJ weakly in P((X2)|J|) as l→∞,
ii) and (~e1)#Q
ν
J = P
ν1
J , (~e2)#Q
ν
J = P
ν2
J .
In particular there exists a probability measure QνD ∈ P((X2)D) such that for
all finite J ⊂ D
(piJ)#Q
ν
D = Q
ν
J
and
(~e1)#Q
ν
D = P
ν1
D , (~e2)#Q
ν
D = P
ν2
D .
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Proof. Lemma 3.23 yields for each fixed J the existence of a weakly converging
subsequence Q
(nl)
J by virtue of Prokhorov’s theorem. By a diagonal argument
we may choose a subsequence such that Q
(nl)
J weakly converges for all finite
J ⊂ D. Note that
(~e1)#Q
(nl)
J = P
ν1
J , (~e2)#Q
(nl)
J = P
ν2
J
and hence the same holds true for the limit. We obtain the last assertion by
applying Kolmogorov’s extension theorem.
The next theorem is in particular true for super-Ricci flows satisfying addi-
tionally (117) and (118).
Theorem 3.25. Let (X, dt,mt)t∈I be a family of RCD(K,N) spaces such that
(113) and (114) hold. Moreover we assume that the transport estimate (144)
holds for every p ∈ [1,∞]. Then, for each x, y ∈ X there exists a continuous
stochastic process (Xs)s≤t such that (Xs)s≤t is a coupling of the Brownian mo-
tions (X1s )s≤t and (X
2
s )s≤t with values in X and initial distributions δx and δy
respectively and it satisfies for Q
(δx,δy)
D -a.e. path
ds(X
1
s , X
2
s ) ≤ dt(x, y),
for each s ≤ t.
Proof. Set ν = (ν1, ν2) = (δx, δy). Consider the coordinate process pis =
(pi1s , pi
2
s) : (X
2)D → X2. Under QνD the process (pi1s)s∈D has distribution P ν1D
and satisfies the continuity property (146). The corresponding statement holds
true for the process (pi2s)s∈D. Hence, the process pit = (pi
1
s , pi
2
s) satisfies the
Kolmogorov continuity theorem for α > 2 since
E[dˆt(pis, pis′)
α] ≤2α/2
(
E[dt(pi
1
s , pi
1
s′)
α] + E[dt(pi
2
s , pi
2
s′)
α]
)
≤c2α/2|s− s′|α/2,
with product metric dˆ2((x1, y1), (x2, y2)) = d2(x1, x2)+d2(y1, y2). Consequently
there exists a continuous modification (Xs)s≤t = (X1s , X
2
s )s≤t defined by Xs =
lims′→s,s∈D pis′ for QνD-a.e. ω and all s ≤ t, cf. Lemma 63.5 in [15]. The process
(Xis)s≤t, i = 1, 2 is a Brownian motion by continuity of s 7→ pt,s(x, dy).
We need to justify that for QνD-a.e. path
ds(X
1
s , X
2
s ) ≤ dt(x, y).
For each n ∈ N let Q(n)Dn be the projective limit of the family (Q
(n)
J )J⊂Dn , which
exists thanks to the Kolmogorov extension theorem. Consider the coordinate
process (pi
(n)
s )s∈Dn = (pi
1,(n)
s , pi
2,(n)
s )s∈Dn from (X
2)Dn → X2. Then Q(n)Dn -a.e.
we have ds(pi
1,(n)
s , pi
2,(n)
s ) ≤ d(x, y) by virtue of Lemma 3.22. Applying Propo-
sition 3.24 and ii) of Lemma 3.22 we obtain for a subsequence
E
[
(ds(pi
1
s , pi
2
s) ∧R)p
]1/p
= lim
l→∞
E
[
(ds(pi
1,(nl)
s , pi
2,(nl)
s ) ∧R)p
]1/p
≤ lim
l→∞
E
[
(dt(x, y) ∧R)p
]1/p
= dt(x, y) ∧R,
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for each s ∈ D. Letting R and p tend to ∞ we find for each s ∈ D
ds(pi
1
s , pi
2
s) ≤ dt(x, y).
Since the process (Xs)s∈D is a modification we get for each s ∈ D and QνD-a.e.
ds(X
1
s , X
2
s ) ≤ dt(x, y). Since D ⊂ (0, t] is a dense and countable subset we
obtain the result by continuity of s 7→ Xs(ω).
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4 Gradient Flow for the Boltzmann Entropy and
Cheeger’s Energy on Time-dependent Metric
Measure Spaces
In this chapter we study notions of gradient flows on metric spaces where the
functional as well as the metric varies in time. Our main focus will be on
two cases; Cheeger’s energy on the space of L2-integrable functions as well as
the relative entropy on the space of Borel probability measures. Recalling the
heat flow and its adjoint introduced in Chapter 2 we show that the first can
be equivalently defined as Cheeger’s energy gradient flow while the second can
be defined as the entropy gradient flow. Let us emphasize that we obtain the
existence of both gradient flows via a time-dependent JKO-scheme in a more
general framework than the one chosen in Chapter 2.
4.1 Main Results
Gradient Flows on Time-dependent Metric Spaces and their Appli-
cation to the Entropy on Time-dependent Probability Spaces
Before we treat entropy gradient flows on space of probability measures, we
consider the more general case given by some energy functional E : [0, T ]×X →
(−∞,∞] where X is a topological space endowed with a one-parameter family
of complete separable geodesic metrics (dt)t indexed by t ∈ [0, T ]. We always
assume that the map t 7→ log dt(x, y) is Lipschitz continuous, i.e. there exists a
constant L such that
| log(dt(x, y)/ds(x, y))| ≤ L|t− s|. (148)
Additionally we impose a weak topology σ on X in the sense that dt is se-
quentially σ-lower semicontinuous, such that each sequence (xn) ⊂ X with
supn,m dt(xn, xm) <∞ admits a σ-convergent subsequence.
We will say that an absolutely continuous curve is a dynamic EDI-gradient
flow if
Et(xt) ≤ E0(x0)− 1
2
∫ t
0
|x˙r|2r dr −
1
2
∫ t
0
|∇rEr|2(xr) dr +
∫ t
0
(∂rEr)(xr) dr,
(149)
where |x˙r|r and |∇rEr| denote the metric speed and the metric slope respec-
tively with respect to the metric dr. This formula represents a time-dependent
version of the so-called Energy Dissipation inequality, in short EDI. Note that
the dissipation is perturbed by the partial time-derivative of the functional along
the curve. There are some technical issues in defining the time-dependent met-
ric speed and the partial time-derivative if the functional is not supposed to be
differentiable. We refer to Section 4.3 for the discussion.
In order to prove existence of dynamic gradient flows in the EDI sense we
will adapt the minimizing movement scheme introduced by Jordan, Kinderlehrer
and Otto in [30] in the following way. We fix a time step h > 0 and an initial
value x¯. Recursively we define for every n ∈ N such that nh ≤ T the minimizer
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xhn by
xh0 := x¯, x
h
n := arg min
y
(
Enh(y) +
1
2h
d2nh(x
h
n−1, y)
)
. (150)
Under the assumption that E is uniformly Lipschitz in t, sequentially σ-lower
semicontinuous in x and uniformly bounded from below (for the precise assump-
tions see A1, A2, A3a/A3b, A4 in Section 4.3) we show weak sequential com-
pactness of the scheme, cf. Proposition 4.23. Since we want to show that the
limit curve which we obtain is a dynamic gradient flow in the EDI sense we have
to tighten up our assumptions on the functional. The first assumption involves
the lower semicontinuity of the slope, which is well-known from the “static”
theory of gradient flows, while the second requires upper semicontinuity of the
partial time-derivative. Then we obtain the following result, cf. Proposition
4.24.
Theorem A. We assume additionally to our standing assumptions that the
partial time-derivative is upper semicontinuous, i.e. if xn
σ
⇀ x as n → ∞ then
lim supn→∞ ∂tEt(xn) ≤ ∂tEt(x), and the squared slope is lower semicontinuous,
i.e. if tn → t and xn σ⇀ x, then |∇tEt|2(x) ≤ lim inf |∇tnEt|2(xn). Then for
every x¯ ∈ Dom(E) there exists a dynamic gradient flow in the EDI sense, i.e.
a curve (xt)0≤t≤T satisfying (149) and limt↘0 xt = x¯.
Similar to the static setting we ask when do we have equality in (149), which
is also called energy dissipation equality, in short EDE. To answer this question
we additionally assume that the functional is K-geodesically convex, i.e. there
exists a constant K ∈ R such that for every t ∈ [0, T ] and for any pair of points
x, y in the domain Dom(E) there exists a dt-geodesic (γa)a∈[0,1] connecting x
and y such that for all a ∈ [0, 1]
Et(γa) ≤ (1− a)Et(γ0) + aEt(γ1)−Ka(1− a)
2
d2t (γ0, γ1).
Furthermore we have to impose an additional restraint on the partial time-
derivative, i.e. for almost every t ∈ [0, T ]
lim inf
n→∞
Etn(xn)− Et(xn)
tn − t ≥ ∂tEt(x), if tn ↘ t, xn
d→ x as n→∞.
We obtain the existence of a dynamic gradient flow in the EDE sense as a
corollary of the weak chain rule, cf. Proposition 4.8, and Theorem A.
Theorem B. Under combination of the previous assumptions, for every x¯ ∈
Dom(E) there exists a curve (xt)0≤t≤T satisfying
Et(xt)+
1
2
∫ t
0
|x˙r|2rdr+
1
2
∫ t
0
|∇rEr|2(xr)dr = E0(x¯)+
∫ t
0
(∂rEr)(xr)dr, (151)
such that limt↘0 xt = x¯.
Let us remark that uniqueness of the flow is not available on this level of
generality. We will say a few more words on dynamic gradient flows in the EVI
sense introduced in Chapter 2, which provides uniqueness. Under appropriate
conditions we show in Proposition 4.12 that dynamic EVI implies dynamic EDE.
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The analysis we described above is designed for the study of entropy gradient
flows on time-dependent space of probability measures. Let us describe this
application in more detail. We fix again a topological space X equipped with a
one-parameter family dt of geodesic separable complete metrics such that (148)
holds and a one-parameter family of Borel measures such that mt = e
−ftm for
some probability measure m and suitable functions ft satisfying
|ft(x)− fs(x)| ≤ L∗|t− s| ∀x ∈ X. (152)
Given two probability measures µ, ν ∈ P2(X), where P2(X) denotes the space
of probability measures with finite second moments with respect to any metric
dt, we introduce for every t ∈ [0, T ] the L2-Kantorovich distance defined by
Wt(µ, ν) = inf
{∫
X×X
d2t (x, y) dpi(x, y)
∣∣pi is a coupling of µ and ν}1/2 .
Let us remark that we suppose that the space X is boundedly compact such
that the weak topology on P2(X) is adequate for our analysis. The relative
entropy St on P(X) is given by
St(µ) :=
∫
X
ρ log ρ dmt,
provided that µ has a density ρ with respect to mt. We assume that each static
space (X, dt,mt) has Ricci curvature bounded below by some K ∈ R, i.e. for
each t and each µ, ν there exists a Wt-geodesic (ρa)a∈[0,1] connecting µ and ν
such that
St(ρa) ≤ (1− a)St(µ) + aSt(ν)− K
2
a(1− a)W 2t (µ, ν). (153)
This assumption is essential for the availability of the lower semicontinuity of the
squared slope. In particular it is satisfied if the sequence (X, dt,mt) constitutes
a super-Ricci flow in the sense of Sturm in [59]. We obtain the following result,
see also Theorem 4.31 and Theorem 4.33.
Theorem C. For every µ¯ ∈ P2(X) in the domain of the relative entropy there
exists an absolutely continuous curve (µt)0≤t≤T ⊂ P2(X) satisfying
St(µt) +
1
2
∫ t
0
|µ˙r|2rdr +
1
2
∫ t
0
|∇rSr|2(µr)dr = S0(µ¯) +
∫ t
0
(∂rSr)(µr)dr (154)
and limt→0 µt = µ¯. Moreover this curve is unique.
In the static metric measure space setting it is a well-known fact that the
heat equation can be unambiguously defined as the gradient flow of the entropy
or as the gradient flow of the Dirichlet energy. Here we prove a similar result
for the forward dual heat flow from Chapter 2 under the assumption that each
(X, dt,mt) satisfies a Riemannian curvature-dimension condition, cf. Theorem
4.45.
Theorem D. Let (µt)0≤t≤T be a continuous curve in P2(X). Then the follow-
ing are equivalent:
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1. (µt) is a dynamic gradient flow for the relative entropy in the EDE sense.
2. (µt) is given by µt(dx) = ρt(x)mt(dx), where ρt is a solution to the adjoint
heat equation
∂tρt(x) = ∆tρt(x)− ρt(x)∂tft(x).
Gradient Flows on Time-dependent Hilbert Spaces and their Appli-
cation to Cheeger’s Energy on the Time-dependent Space of Square
Integrable Functions
We start by considering a functional E : [0, T ] × H → [0,∞] where H is a
separable Hilbert space H endowed with a family of scalar products (〈·, ·〉t). We
assume that (148) holds for the distances ||x−y||t :=
√〈x− y, x− y〉t and that
the map x 7→ Et(x) is convex and lower semicontinuous. Moreover we require
that t 7→ Et(x) is Lipschitz continuous in the following way
∃C1 ∀x ∀s, t ∈ [0, T ] : |Et(x)− Es(x)| ≤ C1Et(x)|t− s|.
In this framework, we will choose a different approach to define a notion of dy-
namic gradient flows. We will say that an absolutely continuous curve (xt)0≤t≤T
is a dynamic gradient flow if
∂txt ∈ −D−t Et(xt) for almost every t ∈ (0, T ),
where D−t Et(x) denotes the 〈·, ·〉t-subdifferential of Et at some x in the domain
Dom(Et), which is defined as the set of all v ∈ H such that
Et(y)− Et(x) ≥ 〈v, y − x〉t ∀y ∈ H.
We show the following using a time-dependent minimizing movement scheme,
see also Theorem 4.38.
Theorem E. For every x ∈ Dom(E) there exists a unique dynamic gradient
flow (xt)0≤t≤T with limt↘0 xt = x.
Let us remark that although the functional is convex in the space variable
and Lipschitz in the time variable we do not have a minimal selection principle,
even if we fix the metric. This is explained in Section 4.5. By this we mean
that it is not necessary for the norm of the curve’s derivative to be the element
in the subdifferential with minimal norm, as it is the case in the static setting.
But still this type of gradient flow implies dynamic EVI, cf. Proposition 4.35.
We apply the existence result to the framework described in the following.
Let (X, dt,mt) be a family of complete separable metric measure spaces satisfy-
ing (148) and (152). For each t ∈ [0, T ] let us denote by Cht : L2(X,mt)→ [0,∞]
Cheeger’s functional given by
Cht(u) =
1
2
inf
{
lim inf
n→∞
∫
X
(liptun)
2dmt
∣∣un ∈ Lip(X),∫
X
|un − u|2dmt → 0
}
,
where liptu denotes the local slope given by
liptu(x) = lim sup
y→x
|u(y)− u(x)|
dt(x, y)
.
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By making use of the minimal relaxed gradient |∇tu|∗ ([5, Definition 4.2]),
this functional admits an integral representation
Cht(u) =
1
2
∫
X
|∇tu|2∗dmt,
set equal to +∞ if u has no relaxed slope. We obtain the existence of a dynamic
gradient flow for the family of convex and lower semicontinuous functional (Cht)
as a direct consequence of Theorem E, cf. Theorem 4.47. Moreover we identify
the gradient flow with the heat flow introduced in Chapter 2 for spaces which
satisfy a Riemannian curvature-dimension condition, for the precise statement
see Theorem 4.48.
Theorem F. Let u¯ ∈ Dom(Ch). Then there exists a unique dynamic gradient
flow for (Cht) starting in u¯, i.e. an absolutely continuous curve (ut)0≤t≤T ⊂
Dom(Ch) solving
∂tut ∈ −D−t Cht(ut) for a.e. t ∈ (0, T ) (155)
and limt→0 ut = u¯.
Theorem G. Let (u˜t) be the solution to the heat equation ∂tu˜t = ∆tu˜t on
(0, T )×X starting in some u¯ ∈ Dom(Ch). Then (u˜t) satisfies
∂tu˜t ∈ −D−t Cht(u˜t) for a.e. t ∈ (0, T ),
and can be constructed as the limit of a minimizing movement scheme. Con-
versely, let (ut) be the dynamic gradient flow of Cheeger’s functional (Cht) start-
ing in u¯ ∈ Dom(Ch). Then (ut) solves the heat equation
∂tut = ∆tut on (0, T )×X.
In particular ut = u˜t in L
2(X) for every t ∈ [0, T ].
Structure of the chapter
Let us explain the structure of the chapter in the following. In Section 4.2
we briefly recall the concept of gradient flows in metric spaces. In Section 4.3
we introduce the notion of dynamic EDI-, EDE- and EVI(K,∞)-gradient flows
on time-dependent metric spaces (X, dt)t∈[0,T ] satisfying (152) and show that
EVI(K,∞) implies EDE. We show existence of dynamic EDI-gradient flows for
a class of energy functionals E : [0, T ]×X → (−∞,+∞]. Moreover we give suffi-
cient conditions for the existence of EDE-gradient flows. In Section 4.4 we apply
the results from Section 4.3 and prove existence and uniqueness of dynamic EDI-
gradient flows in time-dependent metric measure spaces (X, dt,mt)t∈[0,T ] for the
time-dependent entropy functional S : [0, T ] × P(X) → (−∞,+∞]. In Section
4.5 we consider dynamic gradient flows in the form of (155) on time-dependent
Hilbert spaces (H, 〈·, ·〉t)t∈[0,T ]. We prove existence and uniqueness of such gra-
dient flows for a class of energy functionals E : [0, T ]×H → [0,+∞]. In Section
4.6 we recall the concept of heat equation on time-dependent metric measure
spaces introduced in Chapter 2. We identify the dynamic EDI-gradient flow
of the entropy with the forward adjoint heat flow. We apply the results from
Section 4.5 and directly obtain existence and uniqueness of a dynamic gradient
flow for Cheeger’s functional and identify it with the heat flow.
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4.2 Gradient Flows in Metric Spaces
We briefly recall the notions of gradient flows on metric spaces (X, d). A curve
x : [a, b] → X is said to belong to ACp([a, b];X) for 1 ≤ p ≤ ∞, if there exists
g ∈ Lp(a, b) such that
d(xs, xt) ≤
∫ t
s
g(r)dr for every a ≤ s ≤ t ≤ b. (156)
The metric speed of x, defined by
|x˙t| := lim
h→0
d(xt+h, xt)
h
,
exists for L1-a.e. t ∈ (a, b), is of class Lp(a, b) and is the smallest function such
that (156) holds, see e.g. [2, Theorem 1.1.2].
Given E : X → (−∞,+∞] we define the slope |∇E|(x) at x by
|∇E|(x) := lim sup
y→x
(E(x)− E(y))+
d(x, y)
.
We now are ready to give three possible definitions of gradient flows in a metric
framework, cf. [4, 2].
Definition 4.1. 1. An absolutely continuous curve (xt) ⊂ X is a EDI-
gradient flow if it satisfies the following Energy Dissipation Inequality
E(xs) +
1
2
∫ s
t
|x˙r|2dr + 1
2
∫ s
t
|∇E|2(xr)dr ≤ E(xt) ∀s ≥ t. (157)
2. An absolutely continuous curve (xt) ⊂ X is a EDE-gradient flow if it
satisfies the following Energy Dissipation Equality
E(xs) +
1
2
∫ s
t
|x˙r|2dr + 1
2
∫ s
t
|∇E|2(xr)dr = E(xt) ∀s ≥ t. (158)
3. An absolutely continuous curve (xt) ⊂ X is a EVI-gradient flow (with
respect to λ ∈ R) if it satisfies the following Evolution Variation Inequality
E(xt) +
1
2
d
dt
d2(xt, y) +
λ
2
d2(xt, y) ≤ E(y) for a.e. t ∈ [0, T ],∀y ∈ X.
(159)
If the underlying space is a Hilbert space and the energy functional is convex,
these formulations are equivalent. Moreover we can characterize the flow in
terms of the subdifferential by
x˙t ∈ −D−E(xt), (160)
where D−E(x) consists of all v ∈ X such that
E(x) + 〈v, y − x〉 ≤ E(y) ∀y ∈ X.
In this chapter we are interested in finding substitutions for formulations
of the form (157) and (158), where the metric as well as the functional varies
in time. A formulation in the sense of (159) has already been introduced in
Chapter 2. Moreover, in the Hilbert space case, we study the time-dependent
counterpart of relations of the form (160).
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4.3 Dynamic Gradient Flows in Time-dependent Metric
Spaces
In the sequel we fix a one-parameter family of complete geodesic metric spaces
(X, dt)t indexed by t ∈ [0, T ]. We always assume that the map t→ log dt(x, y)
is Lipschitz continuous, i.e. there exists a constant L such that
| log(dt(x, y)/ds(x, y))| ≤ L|t− s|. (161)
We give a simple example for this setting.
Example 1. Let M be a smooth closed manifold equipped with a smooth family
of Riemannian metrics (gt) evolving under a Ricci flow, i.e.
1
2
∂tgt = −Ric(gt),
where Ric(g) denotes the Ricci curvature. At least for short time intervals we
have existence and uniqueness of such a flow (see e.g. Theorem 5.2.1 in [61]).
Under the assumption that the curvature does not blow up (|Ric| ≤ L), we have
metric equivalence
|∂t log gt(v, v)| ≤ L.
This implies that (161) holds for the geodesic distances (dt).
The Metric Speed
Definition 4.2. Let [0, T ] 3 t 7→ xt ∈ X be a curve. We say that (xt) ∈
ACp([0, T ];X), for p ∈ [1,∞], if for any (and thus for all) t∗ ∈ [0, T ] there
exists a function g ∈ Lp(0, T ) such that
dt∗(xt, xs) ≤
∫ s
t
g(r)dr ∀0 ≤ t ≤ s ≤ T ∈ [0, T ].
We define the length of a curve x : [0, T ]→ X to be
Lx(t) = lim
h→0
sup
{
n∑
i=1
dtj (xtj , xtj+1) : 0 = t1 < . . . < tn = t, tj+1 − tj ≤ h
}
.
It is a direct consequence of the definition of Lx(t) that if xn → x pointwise as
n→∞ we have Lx(t) ≤ lim infn→∞ Lxn(t) for every t ∈ [0, T ].
Note that Lx is absolutely continuous as soon as x is and hence we may
define the momentaneous speed of the curve as the derivative of its length.
|x˙|t := L˙x(t).
Lemma 4.3. For any curve x ∈ ACp(0, T ) the function t 7→ |x˙|t is in Lp(0, T ),
and for almost every t ∈ (0, T )
|x˙|t = lim
s→t
dt(xs, xt)
|s− t| = |x˙t|t.
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Proof. If we show the second assertion the first assertion is an easy consequence
of (161). Let x be an absolutely continuous curve and choose an arbitrary
partition s = t1 < t2 < . . . < tN+1 = t. Then we find
dt(xt, xs) ≤
N∑
i=1
dti(xti , xti+1) + C
N∑
i=1
|t− ti|dt(xti , xti+1)
≤
N∑
i=1
dti(xti , xti+1) + C|t− s|
∫ t
s
g(r)dr,
where we used (161) and g is some Lp function. Hence we may estimate
dt(xt, xs) ≤ L(t)− L(s) + C|t− s|
∫ t
s
g(r)dr.
Dividing by |t− s| and letting s→ t we deduce
lim sup
s→t
dt(xt, xs)
|t− s| ≤ L˙x(t) for almost every t.
We show the other inequality by contradiction. Fix η > 0 and consider the set
of points
F =
{
t : lim inf
s→t
(
dt(xs, xt)
|s− t| −
1
|s− t|
∫ t
s
L˙x(r)dr
)
< −η
}
.
We assume that the Lebesgue outer measure L∗(F ) > 0. Fix δ > 0 and cover
the set F with intervals
F :=
⋃
t∈F
(t− δt, t+ δt), where δt < δ,
such that
dt(xt, xs) <
∫ t
s
L˙x(r)dr − |t− s|η/2 (162)
for all t ∈ F and some s ∈ (t−δt, t+δt). From the Besicovitch covering theorem
[17, Theorem 5.8.1] it follows that there exists a constant N and a subcollection
F1, · · · ,FN each consisting of at most countably many disjoint intervals B such
that
F ⊂
N⋃
i=1
⋃
B∈Fi
B.
Since the outer measure of F is strictly positive we can find a family Fj of at
most countably many disjoint intervals denoted by Fj = {(ti− δi, ti+ δi), i ∈ I}
such that L1(⋃B∈Fj B) ≥ 1NL∗(F ) > 0.
We define a curve xδ : [0, T ]→ X in the following way
xδt =
{
xti if t ∈ (ti, ti + δi)
xt else.
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Note that this curve is not continuous but still its length is finite. Further we
observe that xδt converges to xt pointwise as δ goes to 0 and hence
lim inf
δ→0
Lxδ(T ) ≥ Lx(T ).
It suffices to show that
Lxδ(T ) ≤ Lx(T )(1 + Lδ)−
η
2
L1
(⋃
i∈I
(ti, ti + δi)
)
, (163)
since then
Lx(T ) ≤ lim inf
δ→0
Lxδ(T ) ≤ Lx(T )−
η
4N
L∗(F ) < Lx(T ),
which is clearly a contradiction. Hence for the outer measure it must hold
L∗(F ) = 0 and therefore already L1(F ) = 0. Since Lx is absolutely continuous
we conclude
lim inf
s→t
dt(xs, xt)
|s− t| ≥ L˙x(t) for almost every t ∈ [0, T ].
It remains to show (163). Take a partition (pj)
m
j=1 of [0, T ], with 0 < pj+1−pj ≤
h and h << δ. Consider the points near the boundary of (ti, ti + δi)
j≤i := max{j|pj ≤ ti, 1 ≤ j ≤ m}, j≥i = min{j|pj+1 ≥ ti + δi, 1 ≤ j ≤ m}.
Since x is absolutely continuous we can estimate
dp
j
≤
i
(xδp
j
≤
i
, xδp
j
≤
i
+1
) = dp
j
≤
i
(xp
j
≤
i
, xti) ≤
∫ p
j
≤
i
+h
p
j
≤
i
g(r)dr,
where g ∈ Lp(0, T ). Applying (162), (161) and again the absolute continuity we
obtain
dp
j
≥
i
(xδp
j
≥
i
, xδp
j
≥
i
+1
) = dp
j
≥
i
(xti , xp
j
≥
i
+1
)
≤ dp
j
≥
i
(xti , xti+δi) + dp
j
≥
i
(xti+δi , xp
j
≥
i
+1
)
≤ dti(xti , xti+δi)(1 + Lδi) +
∫ ti+δi+h
ti+δi
g(r)dr
≤
∫ ti+δi
ti
(L˙x(r)− η/2)dr(1 + Lδi) +
∫ ti+δi+h
ti+δi
g(r)dr.
Taking the supremum over all partitions (pj) and letting h→ 0 we can estimate
the length of the curve xδ
Lxδ(T ) ≤
∫
(0,T )\⋃i(ti,ti+δi) L˙x(r)dr +
∑
i
∫ ti+δi
ti
(L˙x(r)− η/2)dr(1 + C∗δi)
≤
∫
(0,T )
L˙x(r)dr(1 + Lδ)− η/2L1
(⋃
i
(ti, ti + δi)
)
,
which proves (163).
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The Slope
Definition 4.4. Let E : [0, T ] ×X → (−∞,+∞] and s, t ∈ [0, T ], x ∈ X with
Et(x) <∞. Then the slope |∇sEt|(x) of Et with respect to ds is given by
|∇sEt|(x) = lim sup
y→x
[Et(x)− Et(y)]+
ds(x, y)
= lim sup
y→x
max
{
Et(x)− Et(y)
ds(x, y)
, 0
}
.
We mainly deal with the case t = s in the definition of the slope. We estimate
the deviation of the dt slope from the ds slope in the following lemma.
Lemma 4.5. Let s, t ∈ [0, T ] and x ∈ X such that Et(x) <∞ and |∇sEt|(x) <
∞. Then we have
||∇tEt|(x)− |∇sEt|(x)| ≤ L|t− s||∇sEt|(x).
Proof. This follows from (161) and log r ≤ r−1 and log(r−1) ≥ 1−r respectively.
4.3.1 Dynamic EDI- and EDE-Gradient Flows
Let us first motivate the definition of dynamic EDI-gradient flows by considering
a Hilbert space X endowed with a family of scalar products (〈·, ·〉t) depending
smoothly on t. Let Et : X → R be a C1 functional also smoothly depending on
time. In this setting we understand a gradient flow as a curve solving
x˙t = −∇tEt(xt). (164)
Let us observe that (164) can be rewritten as
d
dt
Et(xt) ≤ −1
2
|∇tEt|2t (xt)−
1
2
|x˙t|2t + (∂tEt)(xt), (165)
where (∂tEt)(xt) stands for
d
dsEs(xt)
∣∣∣
s=t
. Indeed, along any differentiable curve
it holds
d
dt
Et(xt) =
d
ds
Es(xt)
∣∣∣
s=t
+ 〈∇tEt(xt), x˙t〉t
≥ d
ds
Es(xt)
∣∣∣
s=t
− 1
2
|∇tEt|2t (xt)−
1
2
|x˙t|2t ,
and we have equality if and only if (164) holds. The functional’s dependence on
the time variable leads to a “drift” of the gradient flow, i.e. in some sense the
gradient flow does not follow the steepest descent. To illustrate this we give an
example about the asymptotic behavior.
Example 2. Let X = R and dt = |x − y| for t ∈ [0,∞) and x, y ∈ R. We
consider the energy Et(x) = (x − t)2 and the curve xt = 12e−2t + t − 12 . Note
that
x˙t = −e−2t + 1 = −2(xt − t) = −∂xEt(x),
and hence (xt) is a gradient flow. A well-known fact in the theory of gradient
flows is that for strictly convex functionals the gradient flow converges to the
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minimum of the functional as t→∞, see e.g. [2, Theorem 3.1(v)]. In our case
the minima depend on time and are given by xmint = t. Hence
|xt − xmint | =
|e−2t − 1|
2
,
which obviously does not converge to 0 as t→∞.
Let us now come back to our original family of complete, separable geodesic,
metric spaces (X, dt) such that (161) holds true. We call a measurable functional
E on [0, T ]×X admissible if it satisfies the following assumptions.
A1 The domain Dom(Et) := {x ∈ X|Et(x) < ∞} is time-independent and
nonempty.
A2 For each t ∈ [0, T ], x 7→ Et(x) is uniformly bounded from below.
A3a For each t ∈ [0, T ], x 7→ Et(x) is lower semicontinuous.
A4 The map t 7→ Et(x) is uniformly Lipschitz continuous, i.e. there exists a
constant L∗ such that
|Et(x)− Es(x)| ≤ L∗|t− s| ∀t, s ∈ [0, T ], x ∈ Dom(E),
and the set of differentiability points of the map t 7→ Et(x) can be chosen
regardless of x ∈ X as soon as x ∈ Dom(E).
Note that the Lipschitz continuity of the map t 7→ Et(x) provides a.e. differ-
entiability in t for every fixed x. But this is not enough to get a meaningful
expression in (165), since we may have that for some absolutely continuous curve
(xt), t 7→ Et is not differentiable at xt for every t. To circumvent this problem
we suppose that the set of differentiability points can be chosen independent of
x, cf. [25, 53]. To illustrate this we give the following example, which has also
been discussed in [53].
Example 3. Let X = R and dt(x, y) = |x − y| for every t ∈ [0, T ], x, y ∈ R.
Consider the following energy functional E : [0, T ]× R→ [0,∞) given by
Et(x) = |x− t|.
Then the map t 7→ Et(x) is clearly Lipschitz continuous with well-defined deriva-
tive ∂tEt(x) as long as t ∈ [0, T ] \ {x}. If we choose the curve (xt)t∈[0,T ] ∈
C∞([0, T ]) by setting xt = t, the map s 7→ Es(xt) is not differentiable at any
t ∈ [0, T ]. Indeed, for every t ∈ [0, T ] the right derivative ∂sEs(xt)|s=t+ equals
1, while the left derivative ∂sEs(xt)|s=t− equals −1.
Definition 4.6. We call a locally absolutely continuous curve (xt)0≤t≤T a dy-
namic EDI-gradient flow for an admissible functional E : [0, T ]×X → (−∞,∞],
if for every t ∈ [0, T ]
Et(xt)+
1
2
∫ t
0
|x˙|2rdr+
1
2
∫ t
0
|∇rEr|2(xr)dr ≤ E0(x0)+
∫ t
0
(∂rEr)(xr)dr, (166)
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where we used the shorthand notation (∂tEt)(xt) =
d
drEr(xt)|r=t. We call a
locally absolute continuous curve x : [0, T ] → X a dynamic EDE-gradient flow
for an admissible functional E : [0, T ]×X → (−∞,∞], if for every t ∈ [0, T ]
Et(xt)+
1
2
∫ t
0
|x˙|2rdr+
1
2
∫ t
0
|∇rEr|2(xr)dr = E0(x0)+
∫ t
0
(∂rEr)(xr)dr, (167)
Clearly, (167) implies (166). In the following we want to give sufficient
conditions for the other implication.
Definition 4.7. We say that the above mentioned functional E is K-convex for
K ∈ R, if for every t ∈ [0, T ] and for any pair of points x, y ∈ Dom(E) there
exists a dt-geodesic (γa)a∈[0,1] connecting x and y such that for all a ∈ [0, 1]
Et(γa) ≤ (1− a)Et(γ0) + aEt(γ1)−Ka(1− a)
2
d2t (γ0, γ1). (168)
The convexity assumption allows us to reformulate the slope
|∇tEt|(x) = sup
y 6=x
[
Et(x)− Et(y)
dt(x, y)
+
K−
2
dt(x, y)
]+
, (169)
with K− := max{0,−K}, cf. [4, Theorem 2.4.9].
The next proposition can be thought of as a weak chain rule in the sense of
[2, Proposition 3.19]. The convexity of the functional plays an important role in
the proof of this result. Unlike in the static case we additionally have to impose
a condition on the difference quotients of the functionals, cf. [25, Theorem 5.4].
Proposition 4.8. Let E : [0, T ] × X → (−∞,+∞] be a K-convex admissible
functional. Moreover assume that for almost every t ∈ [0, T ]
lim inf
n→∞
Etn(xn)− Et(xn)
tn − t ≥ ∂tEt(x), if tn ↘ t, xn
d→ x as n→∞. (170)
Then for every locally absolutely continuous curve (xt) ⊂ Dom(E), the function
t 7→ Et(xt) is absolutely continuous and it holds
Et(xt)− Es(xs) ≥
∫ t
s
(∂rEr)(xr) dr −
∫ t
s
|x˙|r|∇rEr|(xr) dr, s < t. (171)
In particular, if (xt) is a dynamic EDI-gradient flow, it is a dynamic EDE-
gradient flow as well.
Proof. In view of [4, Lemma 1.1.4(a)] we can find an increasing and abso-
lutely continuous map s : [0, T ] → [0, L], whose inverse t is Lipschitz. The
reparametrization xˆs(t) := x(t) satisfies | ˙ˆxs|t∗ ≤ 1 for almost every s ∈ [0, L]
with respect to some fixed metric dt∗ . Notice that it is sufficient to prove that
s 7→ Et(s)(xˆs) =: ϕ(s) is absolutely continuous, as then Et(xt) = Et(xˆs(t)) is
absolutely continuous and for almost every t ∈ [0, T ]
d
dt
Et(xt) = lim
h→0
Et+h(xt+h)− Et(xt)
h
≥ lim inf
h→0
Et+h(xt+h)− Et(xt+h)
h
+ lim inf
h→0
Et(xt+h)− Et(xt)
dt(xt+h, xt)
dt(xt+h, xt)
h
≥ ∂tEt(xt)− lim sup
h→0
[Et(xt)− Et(xt+h)]+
dt(xt+h, xt)
dt(xt+h, xt)
h
≥ ∂tEt(xt)− |∇tEt|(xt)|x˙|t,
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where we used (170) in the third inequality. After integration we obtain (171).
In view of the convexity of E we may use the representation formula of the
slope (169) and write using a+ ≤ (a + b)+ + b− and the Lipschitz property of
the functional
ϕ(s1)− ϕ(s0) ≤ |∇t(s1)Et(s1)|(xˆs1)dt(s1)(xˆs1 , xˆs0)
+
K−
2
d2t(s1)(x¯s1 , xˆs0) + L
∗|s1 − s2|
≤
(
|∇t(s1)Et(s1)|(xˆs1) +
K−
2
D
)
eC |s1 − s0|+ L∗|s1 − s0|,
(172)
where D is the finite diameter of the image {xˆs}s with respect to dt. Changing
the roles of s0 and s1 yields
|ϕ(s1)− ϕ(s0)|
≤
(
|∇t(s1)Et(s1)|(xˆs1) + |∇t(s0)Et(s0)|(xˆs0) +
K−
2
D
)
eC |t− s|+ L∗|t− s|.
Applying [4, Lemma 1.2.6] we conclude that the map s 7→ ϕ(s) is in the Sobolev
space W 1,1(0, L). To prove absolute continuity we simply check that it coincides
with its continuous representative. We already know that s 7→ ϕ(s) is lower
semicontinuous and therefore continuity follows if we show
lim sup
ε↘0
1
2ε
∫ ε
−ε
ϕ(s+ r)dr ≤ ϕ(s) ∀s ∈ (0, L).
This can be seen by applying (172) once more and we get
lim sup
ε↘0
1
2ε
∫ ε
−ε
ϕ(s+ r)− ϕ(s) dr
≤ lim sup
ε↘0
1
2ε
∫ ε
−ε
(
|∇t(s+r)Et(s+r)|(xˆs+r) + K
−
2
D
)
eC |r|+ L∗|r|dr
≤ lim sup
ε↘0
1
2
∫ ε
−ε
(
|∇t(s+r)Et(s+r)|(xˆs+r) + K
−
2
D)eC + L∗dr = 0.
4.3.2 Dynamic EVI(K,∞)-Gradient Flows
Let us recall the dynamic version of EVI(K,∞)-gradient flows introduced in
Chapter 2.
Definition 4.9. For s, t ∈ [0, T ] and an absolutely continuous curve (xa)a∈[0,1],
we define the action
As,t(x) = lim
h→0
sup
{ n∑
i=1
(ai − ai−1)−1d2ϑ(ai−1)(xai−1 , xai)|
0 = a0 < · · · < an = 1, ai − ai−1 ≤ h
}
,
where ϑ : [0, 1] → [0,∞) denotes the linear interpolation with ϑ(0) = s and
ϑ(1) = t. For two points x0, x1 ∈ X we define
d2s,t(x
0, x1) = inf{As,t(x)|x : [0, 1]→ X absolutely continuous, x0 = x0, x1 = x1}.
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Note that using the definition of the metric speed we obtain for the action
the more intuitive expression, cf. Proposition 2.72,
As,t(x) =
∫ 1
0
|x˙a|2ϑ(a) da.
We understand ds,t(x, y) as “dynamic distance” between the points x and y but,
of course, strictly speaking it does not define a metric, since e.g. ds,t(x, y) 6=
ds,t(y, x) as soon as x 6= y. However, it clearly holds ds,t(x, y) = dt,s(y, x),
dt,t(x, y) = dt(x, y) and ds,t(x, x) = 0.
We will use the following notation: ∂+t u(t) := lim sups→t
u(t)−u(s)
t−s .
Definition 4.10. Let E : [0, T ] × X → (−∞,∞] be a lower semicontinuous
functional in X. An absolutely continuous curve (xt)0≤t≤T will be called dy-
namic EVI(K,∞)-gradient flow for E if for all t ∈ (0, T ) and all y ∈ Dom(Et)
1
2
∂+s d
2
s,t(xs, y)
∣∣∣
s=t
+
K
2
d2t (xt, y) ≤ Et(y)− Et(xt).
We say that the gradient flow (xt)0≤t≤T starts in x′ ∈ X if limt↘0 xt = x′.
We show uniqueness of dynamic EVI(K,∞) flows by proving a contraction
type estimate. This estimate involves the logarithmic Lipschitz control L from
(161). For an estimate without this control see Theorem 2.77.
Lemma 4.11. The following holds true.
1. Suppose that (xt) is a EVI(K,∞)-gradient flow. Then for every t ∈ (0, T )
1
2
∂+s d
2
t (xs, y)|s=t ≤ Et(y)− Et(xt) + (L−
K
2
)d2t (xt, y). (173)
2. There exists at most one EVI(K,∞)-gradient flow starting in x′. More
precisely the following holds: Let (xt) and (yt) be two EVI(K,∞)-gradient
flows. Then for all s < t
dt(xt, yt) ≤ e(3L−K)(t−s)ds(xs, ys). (174)
Proof. To show the first assertion note that with dt,s(y, xs) = ds,t(xs, y)
∂+s d
2
t,s(y, xs)s=t+ := lim sup
s↘t
d2t,s(y, xs)− d2t (y, xt)
s− t
≥ lim sup
s↘t
e−2L(s−t)d2t (y, xs)− d2t (y, xt)
s− t
≥ lim sup
s↘t
{d2t (y, xs)− d2t (y, xt)
s− t +
(e−2L(s−t) − 1)
s− t d
2
t (y, xs)
}
= ∂+s d
2
t (y, xs)|s=t+ + lim
s↘t
(e−2L(s−t) − 1)
s− t d
2
t (y, xs)
= ∂+s d
2
t (y, xs)|s=t+ − 2Ld2t (y, xt),
where the first inequality is due to the logarithmic Lipschitz continuity (161),
and the second equality follows from the absolute continuity of (xt). The same
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argument holds for ∂+s d
2
s,t(xs, y)s=t− := lim sups↗t
d2s,t(xs,y)−d2t (xt,y)
s−t replacing
∂+s d
2
t (y, xs)|s=t+ by ∂
+
s d
2
t (y, xs)|s=t−, and hence from the EVI(K,∞) inequality
we deduce
1
2
∂+s d
2
t (xs, y)|s=t ≤ Et(y)− Et(xt) + (L−
K
2
)d2t (xt, y).
In order to show the second assertion, let (xt), (yt) be two EVI(K,∞) gradient
flows. Observe that from the absolute continuity of (xt) and (yt) it follows that
the map t 7→ d2t (xt, yt) is absolutely continuous as well. This can be seen by
applying triangle inequality and (161). Hence we may write for a.e. t ∈ (0, T )
1
2
d
dt
d2t (xt, yt) ≤
1
2
lim sup
s↗t
d2t (xt, yt)− d2t (xs, yt)
t− s
+
1
2
lim sup
s↗t
d2t (xs, yt)− d2s(xs, yt)
t− s
+
1
2
lim sup
s↘t
d2t (xt, ys)− d2t (xt, yt)
s− t ,
(175)
where we used an adaption of [4, Lemma 4.3.4]. Applying (173) and (161) we
obtain for a.e. t ∈ (0, T )
1
2
d
dt
d2t (xt, yt) ≤Et(yt)− Et(xt) + (L−
K
2
)d2t (xt, yt)
+ Ld2t (xt, yt)
+ Et(xt)− Et(yt) + (L− K
2
)d2t (xt, yt)
=(3L−K)d2t (xt, yt).
We conclude from Gronwall’s inequality for a.e. t > s
d2t (xt, yt) ≤ e(6L−2K)(t−s)d2s(xs, ys).
From the continuity of t 7→ dt(xt, yt) we obtain that the estimate holds for every
t > s and in particular we have uniqueness.
In this general framework it is possible to produce dynamic EVI-gradient
flows which are not dynamic EDI-gradient flows as we see in the next example.
Example 4. Let X = R and dt(x, y) = |x − y| for every t ∈ [0, T ], x, y ∈ X.
As already seen in Example 3, the energy functional Et(x) = |x − t| is not
differentiable at xt = t for any t ∈ [0, T ]. Hence it is not a EDI-gradient flow
in the sense of Definition 4.6. But it immediately follows from
1
2
∂t|xt − y|2 = (t− y) ≤ |y − t| = Et(y)− Et(xt), ∀y ∈ X,
that (xt) is a EVI(0,∞)-gradient flow.
We can exclude such behavior if we restrict ourselves to admissible function-
als.
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Proposition 4.12. Let E : [0, T ]×X → R be an admissible functional, i.e. sat-
isfying the assumptions A1, A2, A3 and A4 from the previous section. Let (xt)
be a dynamic EVI(K,∞)-gradient flow for E such that (xt) ∈ AC2loc([0, T ];X)
and t 7→ Et(xt) is absolutely continuous. Then it is a dynamic EDE-gradient
flow as well.
Proof. First note that for a.e. t
1
2
∂+s d
2
t (xs, y)|s=t ≥ −|x˙t|tdt(xt, y). (176)
Since E is admissible and t → Et(xt) is supposed to be absolutely continuous
it holds for a.e. t
d
dt
Et(xt) =(∂tEt)(xt) + lim inf
h→0
Et(xt+h)− Et(xt)
h
=(∂tEt)(xt) + lim inf
h→0
Et(xt+h)− Et(xt)
dt(xt+h, xt)
dt(xt+h, xt)
h
≥(∂tEt)(xt)− lim sup
h→0
Et(xt)− Et(xt+h)
dt(xt+h, xt)
dt(xt+h, xt)
h
≥(∂tEt)(xt)− 1
2
|∇tEt|2(xt)− 1
2
|x˙t|2t .
(177)
To show the converse inequality recall that t 7→ d2t (xt, y) is absolutely contin-
uous. Hence, applying the same calculation as in (175) to the constant curve
yt ≡ y, we can write for every t ∈ [0, T − h] and every y
1
2
d2t+h(xt+h, y)−
1
2
d2t (xt, y) =
1
2
∫ t+h
t
d
ds
d2s(xs, y)ds
≤
∫ t+h
t
Es(y)− Es(xs) + (2L− K
2
)d2s(xs, y)ds.
We set y = xt and find
1
2
d2t+h(xt+h, xt) ≤h
∫ 1
0
Et+hr(xt)− Et+hr(xt+hr)dr
+(2L− K
2
)
∫ t+h
t
d2r(xr, xt)dr.
Again by (161) and the 2-absolute continuity of (xt) we obtain for some function
g ∈ L2loc[0, T ]
1
2
d2t (xt+h, xt) ≤ e2Lh
[
h
∫ 1
0
Et+hr(xt)− Et+hr(xt+hr)dr + |2L− K
2
|h2
∫ t+h
t
g2u du
]
.
Dividing by h2 and letting h↘ 0, dominated convergence yields
1
2
|x˙t|2t ≤
∫ 1
0
lim
h↘0
Et(xt)− Et+hr(xt+hr)
h
+
Et+hr(xt)− Et(xt)
h
dr
= −1
2
d
dt
Et(xt) +
1
2
(∂tEt)(xt),
(178)
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for a.e. t ∈ (0, T ). Concerning the slope of E we find that using (173) and (176)
|∇tEt|(xt) = lim sup
y→xt
[Et(xt)− Et(y)]+
dt(x, y)
≤ lim sup
y→xt
[−∂+s d2t (xs, y)s=t + (2L−K)d2t (xt, y)]+
2dt(xt, y)
≤ lim sup
y→xt
[
2|x˙t|tdt(xt, y) + (2L−K)d2t (xt, y)
]+
2dt(xt, y)
≤ |x˙t|t,
(179)
for almost every t. Combining (178) and (179) we conclude
d
dt
Et(xt) ≤ (∂tEt)(xt)− |x˙t|2t
≤ (∂tEt)(xt)− |x˙t|
2
t
2
− |∇tEt|
2(xt)
2
.
(180)
We obtain (167) from (177) and (180) after integrating on the interval (0, t).
4.3.3 Existence of Dynamic EDI-Gradient Flows
We are interested in the following problem.
Problem 1. Given a function E : [0, T ]×X → (−∞,+∞], and an initial value
x¯ ∈ Dom(E), find an EDI-gradient flow (xt) for E.
Under suitable topological assumptions we will find a gradient flow for a cer-
tain class of energy functionals using the minimizing movement scheme, which
we describe in the subsequent sections, cf. [4].
Topological assumptions
We additionally impose a topology σ on X such that σ is weaker than the
topology induced by (dt) and dt is sequentially σ-lower semicontinuous, i.e.
if xn
σ
⇀ x and yn
σ
⇀ y, then lim inf
n→∞ dt(xn, yn) ≥ dt(x, y) for every t ∈ [0, T ].
Let E : [0, T ]×X → (−∞,∞] be a functional satisfying A1, A2, and A4. We
will extend our assumptions by the following.
A5 If (xn) ⊂ X with supn,m dt(xn, xm) <∞, then (xn) admits a σ-convergent
subsequence.
A3b For each t ∈ [0, T ], x 7→ Et(x) is sequentially σ-lower semicontinuous.
Approximation
We fix a time step h > 0 and subdivide the interval [0, T ] into the partition
Ph := {t0 = 0 < t1 < · · · < tN−1 < T ≤ tN}, tn = nh,N ∈ N.
For 0 ≤ t ≤ T we define the piecewise constant interpolants h(t) and h(t)
associated with the partition Ph in the following way;
h(0) = 0 = h(0), and for t ∈ (tn−1, tn] h(t) = tn, h(t) = tn−1. (181)
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The definition implies that h(t)↘ t and h(t)↗ t if h↘ 0.
For a given initial value x¯ we recursively define a sequence (xhn) of minimizers
by
xh0 := x¯, x
h
n := arg min
x
{
Etn(x) +
1
2h
d2tn(x, x
h
n−1)
}
(182)
Proposition 4.13. For every x¯ ∈ Dom(E) and h > 0 there exists a solution
to the minimization problem (182).
Proof. Existence follows by the direct method of calculus. Define
φ(h, x¯, t; ·) := Et(·) + 1
2h
d2t (x¯, ·).
Since E is uniformly bounded from below we may take a minimizing sequence
(xn)n∈N such that d2t (xn, x¯) remains bounded uniformly in n. From the triangle
inequality we deduce that supn,m dt(xn, xm) < ∞. Hence A5 guarantees exis-
tence of a σ-convergent subsequence xnk . The weak limit point x ∈ Dom(E)
is a minimizer of φ(h, x¯, t; ·), which is due to the σ-lower semicontinuity of the
distance and the functional.
Definition 4.14. Fix h > 0 and let s ∈ [0, T − h]. For 0 < r < T − s define
Js,r(y) := min
x
{
Es+r(x) +
1
2r
d2s+h(x, y)
}
, (183)
As,r(y) := arg min
x
{
Es+r(x) +
1
2r
d2s+h(x, y)
}
. (184)
Lemma 4.15. For xr ∈ As,r(y) we have
|∇s+hEs+r|(xr) ≤ 1
r
ds+h(xr, y)
and for 0 < r1 < r2 < T − s
d2s+h(xr1 , y) ≤ d2s+h(xr2 , y) + 4r1r2L∗. (185)
Proof. By optimality of xr we have for every x ∈ X
Es+r(xr)− Es+r(x)
ds+h(xr, x)
≤ d
2
s+h(x, y)− d2s+h(xr, y)
2rds+h(xr, x)
=
(ds+h(x, y)− ds+h(xr, y))(ds+h(x, y) + ds+h(xr, y))
2rds+h(xr, x)
≤ (ds+h(x, y) + ds+h(xr, y))
2r
.
Taking the limsup as x→ xr we get the assertion. To show the second assertion
note that on the one hand we have
Es+r1(xr1) +
1
2r1
d2s+h(xr1 , y) ≤ Es+r1(xr2) +
1
2r1
d2s+h(xr2 , y),
and on the other
Es+r2(xr2) +
1
2r2
d2s+h(xr2 , y) ≤ Es+r2(xr1) +
1
2r2
d2s+h(xr1 , y).
Adding these two inequalities, using the Lipschitz property of t 7→ Et(x) and
dividing by 12r1 − 12r2 yields (185).
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Lemma 4.16. The map r 7→ Js,r(y) is locally Lipschitz and for almost every
r ∈ (0, T − s) we have for xr ∈ As,r(y)
d
dr
Js,r(y) = − 1
2r2
d2s+h(xr, y) + (∂rEs+r)(xr). (186)
Proof. Fix 0 < r1 < r2 < T − s. Then
Js,r2(y)− Js,r1(y) =Es+r2(xr2)− Es+r1(xr1)
+
1
2r2
d2s+h(xr2 , y)−
1
2r1
d2s+h(xr1 , y)
≤Es+r2(xr1)− Es+r1(xr1) +
r1 − r2
2r2r1
d2s+h(xr1 , y)
≤L∗(r2 − r1)− r2 − r1
2r2r1
d2s+h(xr1 , y),
(187)
where L∗ denotes the Lipschitz constant from A4. Conversely, changing the
roles of xr1 and xr2 , we obtain
Js,r2(y)− Js,r1(y) ≥ −L∗(r2 − r1)−
r2 − r1
2r2r1
d2s+h(xr2 , y).
Combining these two inequalities yields
|Js,r2(y)− Js,r1(y)| ≤ L∗|r2 − r1|+
|r2 − r1|
2r1r2
d2s+h(xr2 , y),
which means r 7→ Js,r(y) is locally Lipschitz. Dividing by r2 − r1 and letting
r1 → r2 in (187) yields on the one hand for the left derivative
d−
dr
Js,r(y) ≤ − 1
2r2
d2s+h(xr, y) + (∂rEs+r)(xr),
for every differentiability point r of r 7→ Et+r. On the other hand we obtain
similarly for the right derivative
d+
dr
Js,r(y) ≥ − 1
2r2
d2s+h(xr, y) + (∂rEs+r)(xr),
for every differentiability point of r 7→ Et+r. By local Lipschitz continuity we
have for a.e. 0 < r < T − s
d
dr
Js,r(ν) = − 1
2r2
d2s+h(xr, y) + (∂rEs+r)(xr).
Lemma 4.17. For s ∈ [0, T ] and 0 < r1 < r2 < T − s
Es(y) ≥ Js,r1(y)− Cr1 ≥ Js,r2(y)− Cr2 (188)
lim
r→0
ds+h(y, xr) = 0 if y ∈ Dom(E). (189)
In particular limr→0 Js,r(y) = Es(y).
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Proof. The first inequality in (188) directly follows from
Es+r1(xr1) +
1
2r1
d2s+h(xr1 , y) ≤ Es+r1(y) ≤ Es(y) + L∗r1.
The second one follows by
Es+r1(x) +
1
2r1
d2s+h(x, y) ≥ Es+r1(x) +
1
2r2
d2s+h(x, y)
≥ Es+r2(x) +
1
2r2
d2s+h(x, y)− L∗(r2 − r1),
and minimizing over all x. Since for every x ∈ Dom(E)
0 ≤ d2s+h(y, xr) ≤ −2rEs+r(xr) + d2s+h(y, x) + 2rEs+r(x)
≤ −2r inf E + d2s+h(y, x) + 2rEs+r(x).
Passing to the limit r → 0
lim
r→0
d2s+h(xr, y) ≤ d2s+h(x, y) for every x ∈ Dom(E).
Since y ∈ Dom(E) we conclude (189). To check the last one we combine (188)
with the lower semicontinuity of x 7→ Et(x),
Et(y) ≥ lim sup
r→0
Jt,r(y) ≥ lim inf
r→0
Et+r(xr) ≥ Et(y).
Corollary 4.18. For every 0 < r0 < T − s we have
Es+r0(xr0) +
1
2r0
d2s+h(xr0 , y)
= Es(y)−
∫ r0
0
1
2r2
d2s+h(xr, y)dr +
∫ r0
0
(∂rEs+r)(xr)dr.
(190)
Proof. Integrate (186) from 0 to r0 and use that limr→0 Js,r(y) = Es(y).
In the following we introduce dynamic counterparts for the variational in-
terpolation, the discrete speed and the discrete slope, cf. [4, 53].
Definition 4.19. Let x¯ ∈ Dom(E) be the initial value and xhn be a sequence
defined by the minimization problem (182). A discrete solution is a curve t 7→ x¯ht
defined by
x¯ht = x
h
n, for t ∈ (tn−1, tn],
and x¯h0 = x¯.
A variational interpolation is a map t→ x˜ht defined by
x˜ht = arg min
{
Et(x) +
1
2r
d2tn(x, x
h
n−1)
}
,
for t = tn−1 + r ∈ (tn−1, tn],
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and x˜h0 = x¯.
We define the discrete speed Dsph : [0, T ] → [0,∞) and the discrete slope
Dslh : [0, T ]→ [0,∞) in the following way
Dsphr =
1
h
dtn(x¯
h
tn , x¯
h
tn−1), r ∈ (tn−1, tn],
Dslhr =
1
(r − tn−1)dtn(x¯
h
tn−1 , x˜
h
r ), r ∈ (tn−1, tn].
Note that x˜htn = x
h
n = x¯
h
tn .
Proposition 4.20. We have for 0 ≤ s ≤ t ≤ T
Eh(t)(x¯
h
t ) +
1
2
∫ h(t)
h(s)
(Dsphr )
2dr +
1
2
∫ h(t)
h(s)
(Dslhr )
2dr
=Eh(s)(x¯
h
s ) +
∫ h(t)
h(s)
(∂rEr)(x˜
h
r )dr.
(191)
Proof. Let t ∈ (tn−1, tn]. We want to apply equation (190) with s = tn−1,
r0 = t− s, y = xhn−1. Then with xr0 = x˜ht and xr = x˜htn−1+r we find
Et(x˜
h
t ) +
1
2(t− tn−1)d
2
tn(x˜
h
t , x
h
n−1) +
∫ t
tn−1
1
2(r − tn−1)2 d
2
tn(x
h
n−1, x˜
h
r )dr
=Etn−1(x
h
n−1) +
∫ t
tn−1
(∂rEr)(x˜
h
r )dr.
For t = tn we obtain
Etn(x¯
h
tn) +
1
2h2
∫ tn
tn−1
d2tn(x¯
h
tn , x¯
h
tn−1)dr +
∫ tn
tn−1
1
2(r − tn−1)2 d
2
tn(x¯
h
tn−1 , x˜
h
r )dr
=Etn−1(x¯
h
tn−1) +
∫ tn
tn−1
(∂rEr)(x˜
h
r )dr.
(192)
Summing up from n+ 1 to m yields
Etm(x¯
h
tm) +
1
2h2
m∑
j=n+1
∫ tj
tj−1
d2tj (x¯
h
tj , x¯
h
tj−1)dr
+
m∑
j=n+1
∫ tj
tj−1
1
2(r − tj−1)2 d
2
tj (x¯
h
tj−1 , x˜
h
r )dr = Etn(x¯
h
tn) +
∫ tm
tn
(∂rEr)(x˜
h
r )dr.
Now plugging in the definitions of the discrete slope and the discrete speed
respectively
Etm(x¯
h
tm) +
1
2
∫ tm
tn
(Dsphr )
2dr +
1
2
∫ tm
tn
(Dslhr )
2dr
=Etn(x¯
h
tn) +
∫ tm
tn
(∂Er)(x˜
h
r )dr,
which shows (191).
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Remark 4.21. Alternatively, for t ∈ (tn−1, tn] we can write
Et(x˜
h
t ) +
1
2(t− tn−1)d
2
tn(x˜
h
t , x˜
h
tn−1) +
1
2
∫ tn−1
0
(Dsphr )
2dr +
1
2
∫ t
0
(Dslhr )
2dr
= E0(x¯) +
∫ t
0
(∂rEr)(x˜
h
r )dr.
The following proposition provides essential a priori bounds.
Proposition 4.22. There exist constants C1, C2, C3 such that for all
0 ≤ t,mh ≤ T
Et(x˜
h
t ) ≤ C1, (193)
1
2h
m∑
n=1
d2tn(x¯
h
tn , x¯
h
tn−1) ≤ C2, (194)
d2t∗(x˜
h
t , x¯
h
t ) ≤ C3h, for some fixed t∗. (195)
Proof. From Remark 4.21 we deduce
Et(x˜
h
t ) ≤ E0(x¯) + L∗T,
which shows (193).
We drop the nonnegative slope term in equation (192) to obtain
1
2h
d2tn(x¯
h
tn , x¯
h
tn−1) ≤ Etn−1(x¯htn−1)− Etn(x¯htn) +
∫ tn
tn−1
(∂rEr)(x˜
h
r )dr.
Summing up to m and applying the Lipschitz property of t 7→ Et
1
2h
m∑
n=1
d2tn(x¯
h
tn , x¯
h
tn−1) ≤ Et0(x¯ht0)− Etm(x¯htm) +
∫ tm−1
t0
(∂rEr)(x˜
h
r )dr
≤ Et0(x¯ht0)− Etm(x¯htm) + TL∗,
we obtain on the one hand
Etm(x¯
h
tm) ≤ Et0(x¯ht0) + TL∗,
and since inf E(x) > −∞
1
2h
m∑
n=1
d2tn(x¯
h
tn , x¯
h
tn−1) ≤ C2.
To show (195) note that for t ∈ (tn−1, tn]
d2tn(x˜
h
t , x¯
h
t ) = d
2
tn(x˜
h
t , x
h
n) ≤ 2d2tn(x˜ht , xhn−1) + 2d2tn(xhn−1, xhn)
≤ 4d2tn(xhn, xhn−1) + 8(t− tn−1)hC,
where the third inequality is a consequence of (185). Applying (194) and (161)
we conclude (195).
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Proposition 4.23. There exists a subsequence hn with limn hn = 0, a curve
(xt) ∈ AC2([0, T ];X) and a function A ∈ L2(0, T ) such that
x¯hnt
σ
⇀ xt, x˜
hn
t
σ
⇀ xt for all t,
and |Dsphn |⇀ A weakly in L2(0, T ).
Further |x˙|t ≤ A(t) holds almost everywhere.
Proof. We want to apply a refined version of Arzela`-Ascoli [4, Proposition 3.3.1]
to the family (x¯h)h>0. Owing to the estimates (161) and (194) we have
dt∗(x¯
h
t , x¯) ≤ tC2eC ,
and together with A5 this yields that the curves x¯h : [0, T ]→ X take values in
a σ-sequentially compact set. From the estimate (194) we further deduce∫ s
t
|Dsphr |2dr ≤
tm∑
j=tn
1
h
d2tj (x¯
h
tj , x¯
h
tj−1) ≤ 2C2,
for h(s) = tm, h(t) = tn. Applying the Banach Alaoglu Theorem we can extract
a subsequence hn and a function A ∈ L2([0, T ]) such that |Dsphn |⇀ A weakly
in L2([0, T ]). For fixed t∗ and s < t we deduce from the log-Lipschitz property
(161)
dt∗(x¯
h
t , x¯
h
s ) ≤
∫ h(t)
h(s)
1
h
dt∗(x¯
h
r , x¯
h
r−h)dr
≤
∫ h(t)
h(s)
1
h
dh(r)(x¯
h
r , x¯
h
r−h)e
L|h(r)−t∗|dr,
and hence
lim sup
n→∞
dt∗(x¯
hn
t , x¯
hn
s ) ≤
∫ s
t
A(r)eL|r−t
∗|dr.
Propostion 3.3.1 in [4] and (195) imply that there exists a further subsequence,
not relabeled, and a limit curve x : [0, T ]→ X such that
x¯hnt
σ
⇀ xt, x˜
hn
t
σ
⇀ xt ∀t ∈ [0, T ].
This curve is absolutely continuous since
dt∗(xt, xs) ≤ lim inf
n→∞ dt
∗(x¯hnt , x¯
hn
s ) ≤
∫ t
s
A(r)eL|r−t
∗|dr,
In particular if we take t∗ = t in the argumentation above the Lebesgue differ-
entiation theorem implies that
|x˙|t ≤ lim sup
s↗t
1
t− s
∫ t
s
A(r)eL|r−t|dr ≤ A(t)
holds true for almost every t.
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Proposition 4.24. Suppose additionally to our standing assumptions A1, A2,
A3b, A4 and A5 that
• If xn σ⇀ x as n→∞ then
lim sup
n→∞
∂tEt(xn) ≤ ∂tEt(x), (196)
• if tn → t and xn σ⇀ x, then
|∇tEt|2(x) ≤ lim inf |∇tnEt|2(xn).
Then every limit curve xt from Proposition 4.23 satisfies the EDI formula
Et(xt) +
1
2
∫ t
0
|x˙|2rdr +
1
2
∫ t
0
|∇rEr|2(xr)dr ≤ E0(x¯) +
∫ t
0
(∂rEr)(xr)dr,
(197)
for every t ∈ [0, T ].
Proof. Recall that Proposition 4.20 states for s = 0
Ehn(t)(x¯
hn
t ) +
1
2
∫ hn(t)
0
(Dsphnr )
2dr +
1
2
∫ hn(t)
0
(Dslhnr )
2dr
= E0(x¯) +
∫ hn(t)
0
(∂rEr)(x˜
hn
r )dr.
Since both x¯hnt , x˜
hn
t σ-converges to xt for every t, x 7→ Et(x) and x 7→ ∂tEt(x)
is σ-upper semicontinuous and t → Et(x) is Lipschitz continuous uniformly in
x, we know
lim inf
n→∞ Ehn(t)(x¯
hn
t ) ≥ Et(xt),
and∫ t
0
(∂rEr)(xr)dr ≥
∫ t
0
lim sup(∂rEr)(x˜
hn
r )dr ≥ lim inf
∫ t
0
(∂rEr)(x˜
hn
r )dr,
where the last inequality follows from Fatou’s Lemma. From Proposition 4.23
and Lemma 4.15 we deduce∫ t
0
|x˙|2rdr ≤
∫ t
0
A(r)2dr ≤ lim inf
n→∞
∫ t
0
(Dsphnr )
2dr,
and∫ t
0
|∇rEr|2(xr)dr ≤ lim inf
∫ t
0
|∇hn(r)Er|2(x˜hnr )dr ≤ lim inf
∫ t
0
(Dslhnr )
2dr
Combining these inequalities with (191) we conclude
Et(xt) +
1
2
∫ t
0
|x˙|2rdr +
1
2
∫ t
0
|∇rEr|2(xr)dr
≤ lim inf
[
Ehn(t)(x¯
hn
t ) +
1
2
∫ hn(t)
0
(Dsphnr )
2dr +
1
2
∫ hn(t)
0
(Dslhnr )
2dr
]
≤ lim inf
[
E0(x¯) +
∫ hn(t)
0
(∂rEr)(x˜
hn
r )dr
]
≤E0(x¯) +
∫ t
0
(∂rEr)(xr)dr,
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which is the assertion.
4.4 Dynamic Gradient Flow of the Entropy
In this section we want to study gradient flows for the Boltzmann entropy on
space of probability measures, where the metric of the space and the reference
measure of the entropy varies in time. To show existence we apply the results
from Section 4.3.3. We then go on to show also uniqueness.
Let X be a topological space equipped with a family of complete separable
geodesic metrics (dt)t∈[0,T ] satisfying (161) and a Borel probability measure
m. We define P(X) to be the space of Borel probability measures on X and
we denote the subspace of probability measures absolutely continuous to the
measure m by Pac(X). Further let P2(X) be the space of probability measures
with bounded second moments on X
P2(X) :=
{
µ ∈ P(X)
∣∣∣ ∫ d2t (x, x0)dµ(x) <∞
for some, and thus any, x0 ∈ X, t ∈ [0, T ]
}
.
We say that a sequence µn ⊂ P(X) converges weakly to µ if lim
∫
X
fdµn =∫
X
fdµ for every continuous bounded function f ∈ C0b (X). We say that a se-
quence ρn ⊂ L1(X,m) converges weakly to ρ if lim
∫
X
fρndm =
∫
X
fρdm for
every bounded function f ∈ L∞(X,m). Note that if ρn converges weakly to ρ
in L1(X,m) then µn = ρnm converges weakly to µ = ρm in P(X).
4.4.1 Time-dependent Kantorovich Metrics
For every metric dt we define the L
2-Kantorovich distance Wt on the space
P2(X):
Wt(µ, ν) = inf{Ct(γ) : pi1#γ = µ, pi2#γ = ν}1/2,
where Ct(γ) is the cost of the plan γ ∈ P(X ×X)
Ct(γ) =
∫
d2t (x, y)dγ(x, y),
and pii#γ denote the first and second marginals of γ.
For each t ∈ [0, T ], (P2(X),Wt) is a geodesic Polish space, see e.g. [62, 2].
It is well-known that convergence in the L2-Kantorovich distance Wt implies
weak convergence in P(X) and that Wt is lower semicontinuous on P(X) (cf.
[62, Theorem 6.8] and [62, Remark 6.10]). The bound (161) is equivalent to
| logWt(µ, ν)/Ws(µ, ν)| ≤ L|t− s|, (198)
for all s, t and all probability measures on X, see Lemma 2.1 in [59].
The convexity of the squared metric speed is crucial for showing uniqueness
of the gradient flow. More precisely we have the following result [26, Lemma
14].
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Lemma 4.25. Let (µ1t ), (µ
2
t ) ∈ AC2([0, T ];P(X)) be two absolutely continuous
curves. Define µ1,2t = (µ
1
t +µ
2
t )/2. Then (µ
1,2
t ) is absolutely continuous and the
following bound on its metric derivative holds
|µ˙1,2|2t ≤
|µ˙1|2t + |µ˙2|2t
2
.
Proof. Fix s, t ∈ [0, T ]. Pick optimal plans γ1, γ2, which minimize Wt(µ1t , µ1s)
and Wt(µ
2
t , µ
2
s) respectively. Then the plan (γ
1 + γ2)/2 has marginals µ1,2t and
µ1,2s and therefore it holds
W 2t (µ
1,2
t , µ
1,2
s ) ≤
∫
d2t (x, y) d
γ1 + γ2
2
(x, y)
=
1
2
∫
d2t (x, y) dγ
1(x, y) +
1
2
∫
d2t (x, y) dγ
2(x, y)
=
1
2
W 2t (µ
1
t , µ
1
s) +
1
2
W 2t (µ
2
t , µ
2
s).
Thus the curve (µ1,2t ) is absolutely continuous. Dividing by (s− t)2 and taking
the superior limit as s goes to t we get for its speed
|µ˙1,2|2t ≤
|µ˙1|2t + |µ˙2|2t
2
.
4.4.2 Time-dependent Boltzmann Entropy
We consider a family of measures (mt)t∈[0,T ] on X. We suppose that for ev-
ery t ∈ [0, T ] there exists a function ft ∈ L∞(X,m) such that mt = e−ftm.
Moreover let us always assume that there exists a constant L∗ such that
|ft(x)− fs(x)| ≤ L∗|t− s| (199)
for all s, t and all x.
We denote by St the relative Boltzmann entropy with respect to mt,
S : [0, T ]× P2(X)→ [−∞,∞],
(t, µ) 7→St(µ) = Ent(µ|mt) =
∫
ρ log ρ dmt,
where ρ = dµ/ dmt provided that µ  mt. Otherwise we set St(µ) = ∞. It
follows directly from the representation of the measures mt that
St(µ) = Ent(µ) +
∫
ft(x)dµ(x),
where Ent(µ) = Ent(µ|m).
In the next lemma we list the crucial properties of the relative entropy func-
tional.
Lemma 4.26. The entropy S : [0, T ] × P2(X) → [−∞,∞] satisfies A1, A2,
A3b and A4, i.e.
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1. The domain Dom(St) is time-independent.
2. St(µ) is uniformly bounded from below.
3. For each t ∈ [0, T ], µ 7→ St(µ) is lower semicontinuous with respect to
weak convergence on th space of probability measures.
4. For every µ ∈ Dom(S) the map t 7→ St(µ) is Lipschitz continuous with
Lipschitz constant L∗ and for the derivative it holds
∂tSt(µ) =
∫
X
∂tft(x)dµ(x) for a.e. t ∈ [0, T ].
Moreover the set of differentiability points of t 7→ St(µ) can be chosen
independent of µ.
Proof. The domain is time-independent by virtue of (199). Since m(x) = 1 we
can estimate Ent(µ) ≥ 0 and hence for µ ∈ Pac(X)
St(µ) ≥
∫
ft(x)dµ(x) ≥ −||ft||L∞ ≥ −||fs||L∞ − L∗T.
If µ /∈ Pac(X) we know that St(µ) =∞ and we conclude inft,µ St(µ) > −∞.
For every t the measure mt(X) is finite and thus µ → St(µ) is lower semi-
continuous with respect to weak convergence (Lemma 4.1 in [57]).
Fix µ ∈ Dom(S). The Lipschitz continuity of t 7→ ft(x) ensures |∂tSt(µ)| ≤
C. It is clear that for every x ∈ X the map t 7→ ft(x) is differentiable for
a.e. t ∈ [0, T ]. Hence the integral ∫
X
∫ t2
t1
|∂tft(x)|dtdµ(x) exists and the Fubini-
Tonelli theorem states∫
X
∫ t2
t1
∂tft(x)dtdµ(x) =
∫ t2
t1
∫
X
∂tft(x)dµ(x)dt.
The Fubini theorem again yields that for a.e. t the map x 7→ ∂tft(x) is µ-
integrable and so for a.e. t the integral∫
X
∂tft(x)dµ(x)
exists. Take a differentiability point t of ft(x). Then for µ-a.e. x ∈ X
lim
h→0
1
h
(ft+h − ft)(x) = ∂tft(x), and 1
h
|(ft+h − ft)(x)| ≤ L∗.
Hence we conclude that for a.e. t ∈ [0, T ]
lim
h→0
1
h
[St+h(µ)− St(µ)] = lim
h→0
∫
1
h
[ft+h(x)− ft(x)]dµ(x) =
∫
∂tft(x)dµ(x),
where the last equality is due to the dominated convergence theorem. Finally,
for µ m, the inclusions{
t ∈ [0, T ]∣∣ lim 1
h
[St+h(µ)− St(µ)] exists
}
⊂
{
t ∈ [0, T ]∣∣ lim 1
h
[ft+h(x)− ft(x)] exists for µ a.e. x
}
⊂
{
t ∈ [0, T ]∣∣ lim 1
h
[ft+h(x)− ft(x)] exists for m a.e. x
}
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show that the set of differentiability points of t 7→ St(µ) does not depend on µ,
since the complement
{
t ∈ [0, T ]∣∣ lim 1h [ft+h(x)− ft(x)] exists for m a.e. x}C is
negligible.
Since we want to apply the results from Section 4.3.3, we still need to check
the assumptions in Proposition 4.24. To show the lower semicontinuity of the
squared slope, it is essential to assume that the entropy is K-convex for some
K ∈ R, i.e. we have a uniform bound on the Ricci curvature of (X, dt,mt). We
briefly recall the arguments in [26].
Definition 4.27. The set GP ⊂ P(X2) is the set of plans γ such that
1. the marginals pii#γ, i = 1, 2 are absolutely continuous with densities bounded
away from 0 and ∞,
2. sup
(x,y)∈supp(γ)
dt(x, y) <∞ for some t ∈ [0, T ], and thus for any.
Given γ ∈ GP and µ ∈ Pac2 (X), we define the plan γµ ∈ P(X2) and the
measure νγ,µ ∈ (X) as
dγµ(x, y) =
dµ(x)
dpi1#γ(x)
dγ(x, y), νγ,µ = pi
2
#γµ.
Note that since γµ  γ, we have νγ,µ  m with density
gγ,µ(y) =
dpi2#γ(y)
dm(y)
∫
dµ(x)
dpi1#γ(x)
dγy(x),
where (γy)y ⊂ P(X) is the disintegration of γ with respect to its second
marginal.
Observe that from 2. of the definition of the set GP we have that the cost
Ct(γ) of a plan γ ∈ GP is always finite and νγ,µ ∈ P2(X) since µ ∈ P2(X).
The next Proposition gives an alternative representation formula for the
slope in terms of good plans, cf. [26, Theorem 12].
Proposition 4.28. For every t ∈ [0, T ] and every µ ∈ Dom(S) it holds
sup
ν∈P2(X)
ν 6=µ
(St(µ)− St(ν)− K−2 W 2t (µ, ν))+
Wt(µ, ν)
= sup
γ∈GP
(St(µ)− St(νγ,µ)− K−2 Ct(γµ))+√
Ct(γµ)
,
(200)
where the value of the second expression is taken by definition as 0 if Ct(γµ) = 0.
Proof. We start with proving ≥. For this fix a plan γ ∈ GP such that νγ,µ 6= µ.
From Ct(γµ) ≥W 2t (µ, νγ,µ) > 0 we obtain
(St(µ)− St(νγ,µ)− K−2 W 2t (µ, νγ,µ))+
Wt(µ, νγ,µ)
≥ (St(µ)− St(νγ,µ)−
K−
2 Ct(γµ))
+√
Ct(γµ)
.
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To show the reverse inequality take ν ∈ Pac2 (X) different from µ. Lemma
10 in [26] provides a sequence (γn) ⊂ GP such that St(νγn,µ) → St(ν) and
Ct(γ
n
µ)→W 2t (µ, ν) as n→∞ and hence
(St(µ)− St(ν)− C2 W 2t (µ, ν))+
Wt(µ, ν)
= lim
n→∞
(St(µ)− St(νγn,µ)− C2 Ct(γnµ))+√
Ct(γnµ)
,
which shows ≤.
We get the following as consequence of formula (200), cf. [26, Corollary 13].
Corollary 4.29. Suppose that S is K-convex. Then for every t ∈ [0, T ]
|∇tSt|2(µ) ≤ lim inf |∇tSt|2(µn),
whenever µn ⇀ µ as n→∞ such that supn St(µn) <∞. Further µ 7→ |∇tSt|2
is convex with respect to linear interpolation on the sublevels of S.
Proof. Consider the map µ 7→ Ct(γµ). It is clearly linear. Also, one can show
that it is weakly continuous on sublevels of the entropy. From [26, Proposition
11] we further know that µ 7→ St(µ) − St(νγ,µ) is lower semicontinuous with
respect to weak convergence on sublevels of the entropy and convex with respect
to linear interpolation. Hence
µ 7→ St(µ)− St(νγ,ν)− K
−
2
Ct(γµ)
is lower semicontinuous with respect to weak convergence on the sublevels of the
entropy. The same holds true for its positive part. Now apply that the function
Ψ : R2 → R defined by
Ψ(a, b) =

a2
b if b > 0,
0 if a = b = 0,
+∞ if a 6= 0, b = 0 or b < 0,
is convex, continuous on [0,∞)2\{(0, 0)} and increasing in a, and the conclusion
follows. From formula (200) the assertion follows.
4.4.3 Existence and Uniqueness of EDE-Gradient Flow for the En-
tropy
In this section we want to show existence and uniqueness of the dynamic EDI-
gradient flow with respect to the functional S on the complete geodesic space
(P2(X),Wt). For this we additionally have to assume that X is boundedly
compact, i.e. closed balls are compact. For this reason we can take A5 for
granted, as shown in the next lemma.
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Lemma 4.30. Assume that X is boundedly compact. Then the following holds
true. If (µn) ⊂ P2(X) with supn,mWt(µn, µm) <∞, then (µn)n is sequentially
precompact with respect to weak convergence.
Proof. If supn,mWt(µn, µm) < ∞ for a sequence (µn) ⊂ P2(X) the second
moments are uniformly bounded. Then Lemma 16 in [26] implies that (µn) is
tight. Applying Prokhorov’s theorem we infer that (µn) is weakly sequentially
precompact.
Theorem 4.31. Assume additionally that X is boundedly compact. Suppose
that S is K-convex for some K ∈ R. Then for every µ¯ ∈ Dom(S) there exists
a curve (µt) ∈ AC2([0, T ],P2(X)) starting in µ¯ and satisfying
St(µt)+
1
2
∫ t
0
|µ˙r|2rdr+
1
2
∫ t
0
|∇rSr|2(µr)dr ≤ S0(µ0)+
∫ t
0
(∂rSr)(µr)dr, (201)
for every t ∈ [0, T ].
Proof. We may apply Proposition 4.23 and obtain a limit curve µ ∈ AC2([0, T ];P2(X))
starting in µ¯ such that
µ¯hnt ⇀ µt, and µ˜
hn
t ⇀ µt ∀t ∈ [0, T ],
where µ¯h and µ˜h are defined as in Definition 4.19. and satisfy by Proposition
4.20
Shn(t)(µ¯
hn
t ) +
1
2
∫ hn(t)
0
(Dsphnr )
2dr +
1
2
∫ hn(t)
0
(Dslhnr )
2dr
= S0(µ¯) +
∫ hn(t)
0
(∂rSr)(µ˜
hn
r )dr.
From Corollary 4.29, Lemma 4.15 and Lemma 4.5 together with (161), applying
Fatou’s Lemma we obtain∫ t
0
|∇rSr|2(µr)dr ≤ lim inf
n→∞
∫ t
0
|∇rSr|2(µ˜hnr )dr
≤ lim inf
n→∞
∫ t
0
(|∇hn(r)Sr|(µ˜hnr ) + |∇rSr|(µ˜hnr )− |∇hn(r)Sr|(µ˜hnr ))2dr
≤ lim inf
n→∞
[ ∫ t
0
(Dslhnr )
2dr + 2Chn
∫
(Dslhnr )
2dr + Ch2n
∫
(Dslhnr )
2dr
]
.
We deduce ∫ t
0
|∇rSr|2(µr)dr ≤ lim inf
∫ t
0
(Dslhnr )
2dr
from the estimate
∫ t
0
(Dslhnr )
2dr ≤ S0(µ) + L∗T − inft,µ St(µ)
To show that (201) is valid, it is left to show that
lim
∫ t
0
(∂rSr)(µ˜
hn
r )dr =
∫ t
0
(∂rSr)(µr) dr.
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This already follows if we prove that a stronger convergence than weak conver-
gence of measures holds true. In fact, from (193) we know that there exists a
density ρ˜hnt = dµ˜
hn
t /dm ∈ L1(X,m) for every t ∈ [0, T ] and n ∈ N. The lower
semicontinuity of the entropy implies that supt St(µt) <∞ and thus µt = ρtm,
for some ρt ∈ L1(X,m). Choose an arbitrary subsequence hnk . Then since the
family of densities (ρ˜
hnk
t )k is equiintegrable, i.e.
sup
k
∫
X
max{0, ρhnkt log ρhnkt }dm <∞,
(cf. [17, Theorem 4.5.9]), the Dunford-Pettis Theorem ([17, Corollary 4.7.19])
ensures that there exists a subsubsequence ρ˜
hnkl
t that converges in the weak
topology of L1(X,m) to the function ρt ∈ L1(X,m). Hence for the original
subsequence we already have
ρ˜hnt ⇀ ρt in L
1(X,m) ∀t ∈ [0, T ].
As a direct consequence we obtain (201), since similar as in Proposition 4.24
St(µt) +
1
2
∫ t
0
|µ˙|2rdr +
1
2
∫ t
0
|∇rSr|2(µr)dr
≤ lim inf
n→∞
[
Shn(t)(µ¯
hn
t ) +
1
2
∫ hn(t)
0
(Dsphnr )
2dr +
1
2
∫ hn(t)
0
(Dslhnr )
2dr
]
≤ lim inf
n→∞
[
S0(µ¯) +
∫ hn(t)
0
(∂rSr)(µ˜
hn
r )dr
]
≤S0(µ¯) +
∫ t
0
(∂rSr)(µr)dr.
Remark 4.32. Actually, the statement of Theorem 4.31 holds true without
assuming that X is boundedly compact, since m is assumed to be finite. If
(X, d) is a Polish space and m ∈ P(X) we may apply z log z ≥ −1/e and
Jensen’s inequality to obtain
Entm(µ) ≥ µ(E) log
(
µ(E)
m(E)
)
− 1
e
∀E ∈ B(X).
Taking into account that the singleton {m} is tight, this shows tightness of the
sublevels of the entropy since µ(E) → 0 as m(E) → 0. Hence we could replace
our assumption A5 in section 4.3.3 by assuming that for each t ∈ [0, T ] the
sublevels of the functional are sequentially σ-compact. See also [5, Remark 7.3].
Theorem 4.33. Assume S is K-convex and µ¯ ∈ Dom(S). Then there exists
at most one dynamic EDI-gradient flow (µt) starting in µ¯. Moreover we have
equality in (201), i.e. for every t ∈ [0, T ] it holds the following dynamic EDE
St(µt) +
1
2
∫ t
0
|µ˙r|2rdr +
1
2
∫ t
0
|∇rSr|2(µr)dr = S0(µ0) +
∫ t
0
(∂rSr)(µr)dr.
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Proof. Let us first observe that a weak chain rule for gradient flows is applicable.
For this we prove that a variant of the assumption in Proposition 4.8 concerning
the time derivative is satisfied by the entropy St. We choose a sequence µn =
ρnm converging to µ = ρm such that supn S(µn) < ∞. We need to show that
for almost every t
lim
n→∞
Stn(µn)− St(µn)
tn − t = limn→∞
∫
X
ftn(x)− ft(x)
tn − t ρn(x)dm(x) = ∂tSt(µ),
(202)
if tn ↘ t as n→∞. This would imply the weak chain rule (171) in Proposition
4.8 restricted to curves which are contained in the sublevels of the functional.
In order to show (202) note that as in the proof of Theorem 4.31 the sequence
(ρn) is equi-integrable and thus ρn converges to ρ in duality with L
∞ functions.
Then we decompose∫
X
ftn − ft
tn − t ρndm =
∫
X
(ftn − ft
tn − t − ∂tft
)
ρndm+
∫
∂tftρn dm
=
∫
|ρn|<M
(ftn − ft
tn − t − ∂tft
)
ρndm+
∫
|ρn|≥M
(ftn − ft
tn − t − ∂tft
)
ρndm
+
∫
∂tftρn dm.
The third integral clearly converges to
∫
∂tftρ dm = ∂tSt(µ) by Lemma 4.26,
while the first vanishes by dominated convergence. The second vanishes after
letting n→∞ and then M →∞ by equi-integrability of (ρn).
Let us assume that there exist two dynamic EDI-gradient flows (µ1t ), (µ
2
t )
starting from µ¯ ∈ Dom(S). As seen in the proof of Theorem 4.31 we know that
these curves are contained in the sublevels of S and hence together with the
weak chain rule it follows
S0(µ¯) = St(µ
1
t ) +
1
2
∫ t
0
|µ˙1|2rdr +
1
2
∫ t
0
|∇rSr|2(µ1r)dr −
∫ t
0
∂rSr(µ
1
r)dr,
S0(µ¯) = St(µ
2
t ) +
1
2
∫ t
0
|µ˙2|2rdr +
1
2
∫ t
0
|∇rSr|2(µ2r)dr −
∫ t
0
∂rSr(µ
2
r)dr.
Now define
µ1,2t =
µ1t + µ
2
t
2
t ≥ 0.
Then µ1,20 = µ¯ and from the strict convexity of the entropy, the convexity of the
squared slope (Corollary 4.29) and the convexity of the squared speed (Lemma
4.25) we have that
S0(µ¯) > St(µ
1,2
t ) +
1
2
∫ t
0
|µ˙1,2|2rdr +
1
2
∫ t
0
|∇rSr|2(µ1,2r )dr −
∫ t
0
∂rSr(µ
1,2
r )dr,
whenever these curves are different. But since (202) is applicable to µ1,2t , this
contradicts (171).
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4.5 Dynamic Gradient Flows in Hilbert Spaces
Let (H, 〈·, ·〉t)t∈[0,T ] be a one-parameter family of separable Hilbert spaces. We
assume that (161) holds for the distances ||x − y||t :=
√〈x− y, x− y〉t. Let
E : [0, T ] × H → R ∪ {+∞} be a functional such that x 7→ Et(x) is convex
and lower semicontinuous. Again we require that the domain Dom(Et) =
{x : Et(x) < ∞} is time independent. The subdifferential D−t Et(x) of Et at
some x ∈ Dom(E) is the set of all v ∈ H such that
Et(y)− Et(x) ≥ 〈v, y − x〉t ∀y ∈ H.
It follows from the definition of the subdifferential that D−t Et is monotone, i.e.
for every v ∈ D−t Et(x), w ∈ D−t Et(y) we have
〈v − w, x− y〉t ≥ 0. (203)
Note that D−t Et(x) is closed and convex. Hence we can set ∇tEt(x) as the
element of minimal || · ||t-norm in D−t Et(x) as soon as D−t Et(x) 6= ∅.
Definition 4.34. We say that (xt)0≤t≤T is a dynamic gradient flow for E
starting from x ∈ H if it is locally absolutely continuous and
∂txt ∈ −D−t Et(xt) for a.e. t ∈ (0, T )
and limt↘0 xt = x.
We cannot hope to have a minimal selection result, i.e. d
+
dt xt = −∇tEt(xt).
We illustrate this in the following example.
Example 5. Consider once again the energy functional Et(x) = |x − t| on R.
Then the curve xt = t defines a gradient flow of Et since ∂txt = 1 ∈ −D−Et(xt),
but ∂txt 6= −∇Et(xt) = 0.
In the following we show that the gradient flow in the sense of Definition
4.34 is a dynamic forward EVI(−L/2,∞) gradient flow introduced in Section
4.3.2. We recall that for s, t ∈ [0, T ], γ ∈ AC2([0, 1];H) the action of the curve
As,t(γ) := lim
h→0
sup
{ n∑
i=1
(ai − ai−1)−1||γai − γai−1 ||2s+a(t−s)
}
,
where the supremum runs over all partitions 0 = a0 < a1 < · · · an = 1 such that
ai − ai−1 ≤ h for some h > 0.
For x, y ∈ H we define
||x− y||2s,t := inf As,t(γ),
where the infimum runs over all curves γ ∈ AC2([0, 1];H) such that γ0 = x and
γ1 = y.
Proposition 4.35. Let E : [0, T ] ×H → (−∞,+∞] be a functional such that
x 7→ Et(x) is convex and lower semicontinuous for each t ∈ [0, T ]. Let (xt) be
a gradient flow of E in the sense of Definition 4.34. Then, with L denoting
the the logarithmic Lipschitz control (161) of the distances, (xt) is a dynamic
forward EVI(−L/2,∞) gradient flow, i.e. for all y ∈ Dom(E) and a.e. t
1
2
∂+s ||xs − y||2s,t
∣∣∣
s=t
− L
4
||xt − y||2t ≤ Et(y)− Et(xt).
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Proof. Let y ∈ Dom(E). Then
1
2
∂+s ||xs − y||2s,t
∣∣∣
s=t
= lim sup
s→t
{
1
2(s− t) (||xs − y||
2
s,t − ||xt − y||2t )
}
≤ lim sup
s→t
{
1
2(s− t) (||xs − y||
2
s,t − ||xs − y||2t )
}
+ lim sup
s→t
{
1
2(s− t) (||xs − y||
2
t − ||xt − y||2t )
}
The first limsup can be estimated with the help of Proposition 2.72(iii) by
lim sup
s→t
{
1
2(s− t) (||xs − y||
2
s,t − ||xs − y||2t )
}
≤ lim sup
s→t
{
1
2(s− t)
(eL|t−s| − 1
L|t− s| − 1
)
||xs − y||2s
}
= lim sup
s→t
{
1
2(s− t)
( 1
2L|t− s|2 + o(|t− s|2)
L|t− s|
)
||xs − y||2s
}
≤L
4
||xt − y||2t ,
where the last inequality follows from the continuity of t 7→ xt and t 7→ || · ||t.
For the second limsup we apply that (xt) is supposed to be a gradient flow of
E;
lim sup
s→t
{
1
2(s− t) (||xs − y||
2
t − ||xt − y||2t )
}
=〈xt − y, ∂txt〉t ≤ Et(y)− Et(xt)
for a.e. t ≥ 0. Combining these two observations we conclude
1
2
∂+s ||xs − y||2s,t
∣∣∣
s=t
≤ L
4
||xt − y||2t + Et(y)− Et(xt),
which proves the claim.
4.5.1 Existence and Uniqueness
We assume that the following holds for the energy functional, cf. [54].
1. x 7→ Et(x) is lower semicontinuous
and Et(x) ≥ 0 ∀(t, x) ∈ [0, T ]×Dom(E),
2. ∃C1 ∀x ∈ Dom(E)∀s, t ∈ [0, T ] : |Et(x)− Es(x)| ≤ C1Et(x)|t− s|.
By virtue of the functional’s lower semicontinuity we obtain that if vn ∈ D−t Et(xn)
and xn → x, vn ⇀ v, then v ∈ D−t Et(x).
We write
e(x) := sup
t∈[0,T ]
Et(x).
Note that from the Lipschitz property it follows that there exists a constant
C2 > 0 such that for all x ∈ Dom(E)
e(x) ≤ C2 inf
t∈[0,T ]
Et(x). (204)
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Approximation
We fix a time step h > 0 and subdivide the interval [0, T ] into
Ph := {t0 = 0 < t1 < · · · < tN−1 < T ≤ tN}, tn = nh,N ∈ N.
For 0 ≤ t ≤ T we define the piecewise constant interpolants h(t) and h(t)
associated with the partition Ph in the following way;
h(0) = 0 = h(0), and for t ∈ (tn−1, tn] h(t) = tn, h(t) = tn−1. (205)
The definition implies that h(t)↘ t and h(t)↗ t if h↘ 0.
For a given initial value x¯ we recursively define a sequence (xhn) of minimizers
by
xh0 := x¯, x
h
n := arg min
x
{
Etn(x) +
1
2h
||x− xhn−1||2tn
}
. (206)
We can argue as in the proof of Proposition 4.13 and directly obtain for every
x¯ ∈ Dom(E) and h > 0 a (unique) solution to the minimization problem (206).
As in section 4.3.3 we define piecewise constant interpolants by setting
x¯ht := x
h
n for t ∈ (tn−1, tn], xht := xhn−1 for t ∈ (tn−1, tn],
and moreover, the piecewise linear interpolant
xht =
t− tn−1
h
xhn +
tn − t
h
xhn−1 for t ∈ [tn−1, tn).
For t ∈ (tn−1, tn) we denote the time derivative of t 7→ xht by x˙ht .
Recall that the variational interpolation is a map t→ x˜ht defined by
x˜ht = arg min
x
{
Et(x) +
1
2r
||x− xhn−1||2tn
}
,
for t = tn−1 + r ∈ (tn−1, tn],
and x˜h0 = x¯. Finally we define t 7→ v˜ht by
v˜ht :=
x˜ht − xhn−1
t− tn−1 ∀t ∈ (tn−1, tn].
As in Section 4.3.3, in order to extract a converging subsequence, we proof
a priori estimates on the discrete solutions. The proof is along the lines of
Proposition 6.3 in [53].
Proposition 4.36. The following inequality holds for the interpolants x¯h, xh,
x˜h and v˜h
Eh(t)(x¯
h
t ) +
1
2
∫ h(t)
h(s)
||x˙hr ||2h(r)dr +
1
2
∫ h(t)
h(s)
||v˜hr ||2h(r)dr
≤ Eh(s)(x¯hs ) + C1
∫ h(t)
h(s)
e(x˜hr )dr.
(207)
162
In particular there exists a constant M such that for all h > 0
sup
t∈(0,T )
e(x¯ht ) ≤M,
N∑
n=0
1
h
||xhn − xhn−1||2tn ≤M, (208)∫ T
0
||x˙hr ||2h(r)dr ≤M,
∫ T
0
||v˜hr ||2h(r)dr ≤M. (209)
Moreover
||x˜ht − xht ||2 ∈ O(h), ||xht − x¯ht ||2 ∈ O(h), ||x¯ht − xht ||2 ∈ O(h). (210)
Proof. Consider the map
r 7→ Js,r(y) := min
x
{
Es+r(x) +
1
2r
||x− y||2s+h
}
for a given s ∈ [0, T ], y ∈ D, 0 < r < T − s. We claim that this map is
differentiable almost everywhere in (0, T − s) and for every r0 ∈ (0, T − s) for
the minimizer (0, r0] 3 r 7→ xr it holds
1
2r0
||xr0 − y||2s+h +
∫ r0
0
1
2r2
||xr − y||2s+hdr + Es+r0(xr0)
≤ Es(y) + C1
∫ r0
0
e(xr)dr.
(211)
Indeed, arguing similar as in (187) we obtain that for r1 < r2 ∈ (0, T − s)
Js,r2(y)− Js,r1(y)− (Es+r2(xr1)− Es+r1(xr1))
≤ − 1
2r1r2
(r2 − r1)||xr1 − y||2s+h ≤ 0,
(212)
hence the map r 7→ Js,r(y) is the sum of a locally Lipschitz and of a nonincreas-
ing function
Js,r2(y) ≤ Js,r1(y) + (r2 − r1)C1e(xr1),
and differentiable almost everywhere. So let r ∈ (0, T − s) be a differentiable
point of r 7→ Js,r(y). Then with (212) we get
d
dr
Js,r(y) +
1
2r2
||xr − y||2s+h
= lim
h→0
(Js,r+h(y)− Js,r(y)
h
+
1
2(r + h)r
||xr − y||2s+h
)
≤ lim inf
h→0
Es+r+h(xr)− Es+r(xr)
h
≤ C1e(xr),
and integrating from 0 to r0 gives us (211).
Applying (211) with t ∈ (tn−1, tn], y = xhn−1, s = tn−1 and r0 = t − s we
obtain for x˜ht
1
2(t− tn−1) ||x˜
h
t − xhn−1||2tn +
∫ t
tn−1
1
2(r − tn−1)2 ||x˜
h
r − xhn−1||2tndr + Et(x˜ht )
(213)
≤Etn−1(xhn−1) + C1
∫ t
tn−1
e(x˜hr )dr. (214)
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Inserting t = tn we get for the interpolants x
h
t , v˜
h
t
1
2
∫ tn
tn−1
||x˙hr ||2tndr +
∫ tn
tn−1
1
2
||v˜hr ||2tndr + Etn(x˜htn)
≤ Etn−1(xhn−1) + C1
∫ tn
tn−1
e(x˜hr )dr.
(215)
Summing over the partition we end up with (207).
Note that the minimality and (204) imply that for r ∈ (tn−1, tn], t = tn−1 +r
e(x¯htn−1) ≥ Et(x¯htn−1) ≥
1
2h
||x˜hr − x¯htn−1 ||2tn + Et(x˜hr ) ≥ Et(x˜hr ) ≥
1
C2
e(x˜hr ),
and hence with (215) we can estimate
Etn(x¯
h
tn) ≤ Etn−1(xhn−1) + C1C2
∫ tn
tn−1
e(x¯htn−1)dr.
Summing over the partitions and applying (204) once more we obtain for some
constant C > 0
e(x¯htn) ≤ C(E0(xh0 ) +
∫ tn
0
e(xhr )dr).
We obtain the first inequality in (208) by applying a discrete Gronwall argument
(see e.g. [54, Lemma 4.5]). It directly follows that the right-hand side of (207) is
bounded and (209) holds. The second inequality in (208) is a direct consequence
of the first estimate in (209).
In order to show the first statement in (210) recall that (213) together with
(208) implies (with some different constant M)
||x˜ht − xht ||2 ≤ 2hM.
The other two assertions in (210) follow from (209) via Ho¨lder’s inequality
||xht − xhs || ≤
∫ t
s
||x˙hr ||dr ≤
√
M(t− s) ∀0 < s < t < T.
The following result provides the compactness of the approximate solutions.
Proposition 4.37. For every sequence of time-steps (hj)j∈N such that hj →
0 as j → ∞ there exists a subsequence hj (not relabeled) and an absolutely
continuous curve (xt) ∈ AC2([0, T ];H) and such that
x
hj
t → xt in C0([0, T ];H),
and
x˙
hj
t ⇀ x˙t in L
2([0, T ];H).
Moreover for each t ∈ [0, T ], x¯hjt , x˜hjt → xt in H.
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Proof. Let 0 < g ≤ h be two stepsizes and {tgn}Ngn=0, {thn}Nhn=0 the corresponding
partitions of the interval [0, 1]. Let {xhn}Nhn=0 and {xgn}Ngn=0 be the solution to
the minimizing problem (206) with respect to the stepsizes h and g respectively
with initial condition xh0 and x
g
0. The Euler-Lagrange equation of x
h
n is
xhn − xhn−1
h
∈ −D−
thn
Ethn(x
h
n),
i.e.
h−1〈xhn − xhn−1, xhn − y〉thn + Ethn(xhn)− Ethn(y) ≤ 0 ∀y ∈ H.
Inserting the definition of the piecewise linear interpolation xht at t ∈ (thn−1, thn)
〈x˙ht , xht − y〉thn + Ethn(xht )− Ethn(y)
≤ (t− thn)
(
||x˙ht ||2thn +
1
h
(Ethn(x
h
n)− Ethn(xhn−1))
)
∀y ∈ H,
(216)
where we applied the convexity of x 7→ Et(x). The same argumentation for xgt
at t ∈ (tgm−1, tgm) yields
〈x˙gt , xgt − y〉tgm + Etgm(xgt )− Etgn(y)
≤ (t− tgm)
(
||x˙gt ||2tgm +
1
g
(Etgm(x
g
m)− Etgm(xgm−1))
)
∀y ∈ H. (217)
For t ∈ (thn−1, thn) ∩ (tgm−1, tgm) we get by putting y = xgt into (216) and y = xht
into (217) and adding them
〈x˙ht , xht − xgt 〉thn + 〈x˙
g
t , x
g
t − xht 〉tgm
+ Ethn(x
h
t )− Etgn(xht ) + Etgm(xgt )− Ethn(x
g
t )
≤ (t− thn)
(
||x˙ht ||2thn +
Ethn(x
h
n)− Ethn(xhn−1)
h
)
+ (t− tgm)
(
||x˙gt ||2tgm +
Etgm(x
g
m)− Etgm(xgm−1)
g
)
.
(218)
The Lipschitz property (161) of the metric together with the polarization iden-
tity gives
〈x˙ht , xht − xgt 〉thn + 〈x˙
g
t , x
g
t − xht 〉tgm
≥ 〈x˙ht − x˙gt , xht − xgt 〉tgm − L|thn − tgm|
(
〈x˙ht , xht − xgt 〉tgm +
1
2
||x˙ht − (xht − xgt )||2tgm
)
,
while the Lipschitz property of the energy yields
Ethn(x
h
t )− Etgn(xht ) + Etgm(xgt )− Ethn(x
g
t ) ≥ −C1|thn − tgm|
(
Ethn(x
h
t ) + Ethn(x
g
t )
)
.
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Inserting these two inequalities into (218) we find
d
dt
||xht − xgt ||2tgm = 〈x˙ht − x˙
g
t , x
h
t − xgt 〉tgm
≤ (t− thn)
(
||x˙ht ||2thn +
Ethn(x
h
n)− Ethn(xhn−1)
h
)
+ (t− tgm)
(
||x˙gt ||2tgm +
Etgm(x
g
m)− Etgm(xgm−1)
g
)
+ L|thn − tgm|
(
〈x˙ht , xht − xgt 〉tgm +
1
2
||x˙ht − (xht − xgt )||2tgm
)
+ C1|thn − tgm|
(
Ethn(x
h
t ) + Ethn(x
g
t )
)
.
(219)
Integrating (219) on the interval (thn−1 ∨ tgm−1, t) we can estimate
||xht − xgt ||2tgm − ||xhthn−1∨tgm−1 − x
g
thn−1∨tgm−1
||2tgm
≤ h
∫ t
thn−1∨tgm−1
(
− ||x˙hr ||2thn +
Ethn(x
h
n−1)− Ethn(xhn)
h
)
dr
+ g
∫ t
thn−1∨tgm−1
(
− ||x˙gr ||2tgm +
Etgm(x
g
m−1)− Etgm(xgm)
g
)
dr
+ L(h ∧ g)
∫ t
thn−1∨tgm−1
(
||x˙hr ||2tgmdr + ||xhr − xgr ||2tgm
)
dr
+ C1(h ∧ g)
∫ t
thn−1∨tgm−1
(
Ethn(x
h
r ) + Ethn(x
g
r)
)
dr.
(220)
Summing over the partition {th,gj }Nh+Ngj=0 = {thn}Nhn=0 ∪ {tgm}Ngm=0 and exploiting
the Lipschitz property of t 7→ || · ||t
||xht − xgt ||2tgm ≤||xh0 − x
g
0||20 + Lg
n+m∑
j=1
||xh
th,gj−1
− xg
th,gj−1
||2
g(th,gj−1)
+
n∑
j=1
∫ thj
thj−1
(−h||x˙hr ||2thj + Ethj (x
h
j−1)− Ethj (x
h
j )) dr
+
m∑
j=1
∫ tgj
tgj−1
(−g||x˙gr ||2tgj + Etgj (x
g
j−1)− Etgj (x
g
j )) dr
+ L(h ∧ g)
∫ t
0
(
||x˙hr ||2g(r)dr + ||xhr − xgr ||2g(r)) dr
+ C1(h ∧ g)
∫ t
0
(Eh(r)(x
h
r ) + Eh(r)(x
g
r)) dr.
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Applying once more the Lipschitz property of t 7→ Et(x), we can further estimate
||xht − xgt ||2tgm ≤ ||xh0 − x
g
0||20 + Lg
n+m∑
j=1
||xh
th,gj−1
− xg
th,gj−1
||2
g(th,gj−1)
+ h(E0(x
h
0 )− Ethn(xhn)) + g(E0(x
g
0)− Etgm(xgm))
+ L(h ∧ g)
∫ t
0
||x˙hr ||2h(r)dr + C(h ∧ g)
∫ t
0
||xhr − xgr ||2g(r)dr
+ C1(h ∧ g)
∫ t
0
(Eh(r)(x
h
r ) + Eh(r)(x
g
r))dr
+ C1
∑
j
∫ thj
thj−1
(thj − thj−1)Ethj (x
h
j−1)dr + C1
∑
k
∫ tgk
tgk−1
(tgk − tgk−1)Etgk(x
g
k−1)dr.
(221)
From the positivity of E and from (209) as well as (208) we can deduce (with
varying constants)
||xht − xgt ||2tgm ≤||xh0 − x
g
0||20 + Lg
n+m∑
j=1
||xh
th,gj−1
− xg
th,gj−1
||2
g(th,gj−1)
+ hE0(x
h
0 ) + gE0(x
g
0)
+ C(h ∧ g) + C(h ∧ g)
∫ t
0
||xhr − xgr ||2g(r)dr
+ C(h ∧ g) + Ch+ Cg
≤||xh0 − xg0||20 + Lg
n+m∑
j=1
||xh
th,gj−1
− xg
th,gj−1
||2
g(th,gj−1)
+ C(h+ g) + C(h ∧ g).
(222)
The last inequality follows from
sup
r
||xhr ||t∗ = sup
n
||xhn||t∗ ≤ sup
n
(
√
2CnhM + ||xh0 ||t∗) ≤
√
2CTM + ||xh0 ||t∗ ,
where we used the definition of (xhr )r∈[0,T ] in the second equality, triangle in-
equality and Cauchy-Schwartz inequality in the second, C = C(L) is the con-
stant arising from the log-Lipschitz control (161) of the metric.
For h, g sufficiently small there exists a κ satisfying 1 − L(h ∧ g) ≥ 1κ > 0.
Applying the discrete Gronwall lemma [54, Lemma 4.5] we finally obtain
||xht − xgt ||2tgm ≤ κC(h+ g)eκ(n+m)(h∧g) ≤ κC(h+ g)e2Tκ. (223)
This shows that if hj is a vanishing sequence of stepsizes, {xhj}j ⊂ C0([0, T ];H)
is a Cauchy sequence. Since C0([0, T ];H) is a Banach space there exists a con-
tinuous curve (xt)t∈[0,T ] and a subsequence (not relabeled) such that x
hj
t → xt
in C0([0, T ];H) as j →∞. From (210) it follows immediately that also x˜hjt , x¯hjt
converge to xt.
Since
∫ T
0
||x˙hjr ||2dr ≤M we can extract a further subsequence (not relabeled)
with
x˙hj ⇀ u in L2([0, T ];H)
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where u is some function in L2([0, T ];H). As a consequence we obtain that the
limit function (xt) ∈ AC2([0, T ];H) since for all 0 < s < t < T
||xt − xs||t∗ = lim
j→∞
||xhjt − xhjs ||t∗ = lim
j→∞
||
∫ t
s
x˙hjr dr||t∗ ≤
∫ t
s
||ur||t∗dr, (224)
where t∗ is an arbitrarily fixed timepoint in [0, T ]. We still have to show that
ur = x˙r almost everywhere. This follows again straightforward from the weak
convergence of x˙hj . Let y ∈ H, then
〈xt − xs, y〉t∗ = lim〈xhjt − xhjs , y〉t∗ = lim〈
∫ t
s
x˙hjr dr, y〉t∗ = 〈
∫ t
s
urdr, y〉t∗ .
Since y ∈ H is arbitrary we obtain
xt − xs =
∫ t
s
urdr,
and hence lims→t xt−xst−s = ut at every Lebesgue point of u.
Theorem 4.38. Let E be as in the beginning of this section. Then for every
x ∈ Dom(E) there exists a unique map t 7→ xt from [0, T ] to X with limt↘0 xt =
x such that
∂txt ∈ −D−t Et(xt) for a.e. t ∈ (0, T ).
Proof. Recall that the minimizers of (206) with xh0 := x satisfy the Euler-
Lagrange equation, that is in terms of the subdifferential of E, the piecewise
linear interpolant xht and the piecewise constant interpolant x¯
h
t
〈x˙ht , x¯ht − y〉thn + Ethn(x¯ht )− Ethn(y) ≤ 0 ∀y ∈ H, for every t ∈ (thn−1, thn).
The log Lipschitz property together with the polarization identity gives then for
all y ∈ H and almost every t ∈ [0, T ]
〈x˙ht , x¯ht − y〉t + Et(x¯ht )− Et(y) ≤ Lh(||x˙ht ||2t + ||x¯ht − y||2t ) + C1h(e(x¯ht ) + e(y)).
Integrating this inequality over the interval (s, t) for some 0 < s < t < T we
deduce ∫ t
s
〈x˙hr , x¯hr − y〉r dr +
∫ t
s
Er(x¯
h
r )− Er(y) dr
≤ Lh
∫ t
s
||x˙hr ||2 + ||x¯hr − y||2r dr + C1h
∫ t
s
(e(x¯hr ) + e(y))dr.
(225)
Applying Proposition 4.37 we get existence of a subsequence and a curve (xt) ∈
AC2([0, T ];H) such that x¯ht → xt in C0([0, T ];H) and x˙ht → x˙t weakly in
L2([0, T ];H). Hence we get for all y ∈ Dom(E)
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∫ t
s
〈x˙r, xr − y〉rdr +
∫ t
s
Er(xr)− Er(y)dr
≤ lim inf
h→0
∫ t
s
〈x˙hr , x¯hr − y〉rdr + lim inf
h→0
∫ t
s
Er(x¯
h
r )− Er(y)dr
≤ lim inf
h→0
{∫ t
s
〈x˙hr , x¯hr − y〉rdr +
∫ t
s
Er(x¯
h
r )− Er(y)dr
}
≤ lim inf
h→0
{
Lh
∫ t
s
||x˙hr ||2 + ||x¯hr − y||2r dr + C1h
∫ t
s
(e(x¯hr ) + e(y))dr
}
≤ 0,
where we applied Fatou’s Lemma and the lower semicontinuity of x 7→ Et(x) in
the first inequality, estimate (225) in the third inequality and the non-negativity
of Et(y), (208) and (209) in the last. Dividing by t − s and letting s → t we
infer from the Lebesgue differentiation theorem that
〈x˙t, xt − y〉t + Et(xt)− Et(y) ≤ 0
for almost every t ∈ (0, T ) and y ∈ X.
Since x¯ht converges to xt for every t we clearly have that limt↘0 xt = x.
Suppose there exists two absolutely continuous curves (xt), (x˜t)t∈[0,T ] such
that for every y ∈ X and almost every t ∈ [0, T ]
〈x˙t, xt − y〉t + Et(xt)− Et(y) ≤ 0,
〈 ˙˜xt, x˜t − y〉t + Et(x˜t)− Et(y) ≤ 0
with limt↘0 xt = limt↘0 x˜t = 0. Inserting x˜t for y into the first inequality and
xt for y into the second we obtain by adding and using (203)
∂s
1
2
||xs − x˜s||2t
∣∣∣
s=t
= 〈x˙t − ˙˜xt, xt − x˜t〉t ≤ 0.
From the log-Lipschitz continuity of the metric we deduce
∂s
1
2
||xs − x˜s||2s
∣∣∣
s=t
≤ L||xt − x˜t||2t .
Applying Gronwall’s inequality we conclude ||xt − x˜t||2t ≤ e2Lt||x0 − x˜0||20 = 0
for almost every t ∈ [0, T ] and hence for every t ∈ [0, T ] by continuity. This
proves uniqueness.
4.6 The Heat Equation on Time-dependent Metric Mea-
sure Spaces
Let (X, dt,mt)t∈[0,T ] be a family of Polish metric measure space. We always
assume that (161) holds and that there exists a reference measure m ∈ P(X)
such that mt = e
−ftm with Borel functions ft satisfying |ft(x)| ≤ C and
|ft(x)− fs(x)| ≤ L∗|t− s|, |ft(x)− ft(y)| ≤ Cdt(x, y). (226)
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Let us denote Cheeger’s energy by Cht : L
2(X,mt)→ [0,∞]
Cht(u) =
1
2
inf
{
lim inf
n→∞
∫
X
(liptun)
2dmt : un ∈ Lip(X),
∫
|un − u|2dmt → 0
}
,
where liptu denotes the local slope defined by
liptu(x) := lim sup
y→x
|u(x)− u(y)|
dt(x, y)
.
By making use of the minimal relaxed gradient |∇tu|∗ ([5, Definition 4.2]), this
functional admits the integral representation
Cht(u) =
1
2
∫
X
|∇tu|2∗dmt,
set equal to +∞ if u has no relaxed slope. This defines a convex and lower
semicontinuous functional in L2(X,mt) [5, Theorem 4.5].
Lemma 4.39. Fix t ∈ [0, T ] and let u ∈ Dom(Cht). Then presuming (161)
|∇tu|∗ ≤ eL|t−s||∇su|∗ m-a.e. in X, ∀s ∈ [0, T ].
Proof. Since u ∈ Dom(Cht) we know u ∈ Dom(Chs) as well and there exist
bounded Borel Lipschitz functions un ∈ L2(X,ms) such that
un → u, lipsun → |∇su|∗ strongly in L2(X,ms),
see e.g. [5, Lemma 4.3 (c)]. This implies that eL|t−s||∇su|∗ is a relaxed dt-
gradient since
un → u, eL|t−s|lipsun → eL|t−s||∇su|∗ strongly in L2(X,mt)
and
|∇tun|∗ ≤ eL|t−s|lipsun,
c.f. [5, Lemma 4.3. (a)]. Thus Lemma 4.4 in [5] yields the assertion.
The domain of Cheeger’s energy endowed with the norm√
||f ||2L2(X,mt) + Cht(f)
is a Banach space, cf. [20, Theorem 2.7]. In the following we additionally
impose that for each t the space (X, dt,mt) is infinitesimally Hilbertian, i.e.
Cheeger’s energy Cht defines a quadratic form. In particular the domain is a
separable Hilbert space and Lipschitz functions are dense, see [6]. In this case
we will denote by Et the associated Dirichlet form, which is the unique bilinear
symmetric form satisfying
Et(u, u) = 2Cht(u) ∀u ∈ Dom(Cht) ∩ L2(X,mt).
Moreover Et is strongly local [6, Proposition 4.14], i.e.
u, v ∈ Dom(E), v constant on {u 6= 0} ⇒ E(u, v) = 0,
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and admits the integral representation
Et(u, v) =
∫
∇tu · ∇tv dmt u, v ∈ Dom(Cht) ∩ L2(X,mt),
where
∇tu · ∇tv := lim
ε↘0
|∇t(u+ εv)|2∗ − |∇tu|2∗
2ε
and the limit is understood in L1(X,mt), see [6, Proposition 4.14].
We define the Laplace operator ∆t as the generator of Et, i.e. as the
unique non-positive self adjoint operator on L2(X,mt) with domain Dom(∆t) ⊂
Dom(Cht) and
−
∫
X
∆tuv dmt = Et(u, v) ∀u ∈ Dom(∆t), v ∈ Dom(Cht) ∩ L2(X,mt).
Due to our assumptions the sets L2(X,mt) and Dom(Cht) do not depend
on t. We set F = Dom(E) and H = L2(X,mt) and define for 0 ≤ s < τ ≤ T
the Hilbert space
F(s,τ) = L2((s, τ)→ F) ∩H1((s, τ)→ F∗),
equipped with the norm (
∫ τ
s
||ut||2F+||∂tut||2F∗ dt)1/2. According to Lemma 10.3
in [52] we have F(s,τ) ⊂ C([s, τ ]→ H).
Definition 4.40. A function u is called solution to the heat equation
∂tu = ∆tu on (s, τ)×X
if u ∈ F(s,τ) and if for all v ∈ F(s,τ)
−
∫ τ
s
Et(ut, vt)dt =
∫ τ
s
〈∂tut, wte−ft〉F∗,Fdt, (227)
where 〈·, ·〉F∗,F denotes the dual pairing.
A function v is called solution to the adjoint heat equation
−∆sv + ∂sf · v = ∂sv on (σ, t)×X
if v ∈ F(σ,t) and if for all w ∈ F(σ,t)∫ t
σ
Es(vs, ws)ds+
∫ t
σ
∫
X
vs · ws · ∂sfs dms ds =
∫ t
σ
〈∂svs, wse−fs〉F,F∗ ds.
We assume that each static space (X, dt,mt) satisfies the Riemannian curvature-
dimension condition RCD(K,N ′), i.e. (X, dt,mt) satisfies the curvature-dimension
condition CD(K,N ′) in the sense of [5, 57, 43] for some finite numbers K, N ′
and it is infinitesimally Hilbertian.
By virtue of Theorem 2.29 and Theorem 2.31 we have under combination of
the previous assumptions on (X, dt,mt) existence and uniqueness to solutions
of the heat and the adjoint heat equation with initial condition us = h ∈ H and
terminal condition vt = h ∈ H respectively. We denote these solutions by
ut(x) = Pt,sh(x), vs(x) = P
∗
t,sh(x).
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Both solutions, called heat flow and adjoint heat flow respectively, admit the
following kernel representations
Pt,sh(x) =
∫
pt,s(x, y)h(y)dms(y), (228)
P ∗t,sh(y) =
∫
pt,s(x, y)h(x)dmt(x), (229)
where
∫
pt,s(x, y) dms(y) = 1, and pt,r(x, z) =
∫
pt,s(x, y)ps,r(y, z) dms(y).
4.6.1 Identification of the Forward Adjoint Heat Flow with the Dy-
namic EDI-Gradient Flow for the Entropy
We consider the adjoint heat flow (ρt)0≤t≤T parametrized forwards in time, i.e.
solving
∂tρt = ∆tρt + ρt∂tft on (0, T )×X
with nonnegative initial data ρ0 = h. We identify (ρt) with the dynamic EDI-
gradient flow (µt) of S via µt = ρtmt. In order to show this we adapt the
strategy in [5]. We prove that µt = ρtmt is a dynamic EDI-gradient flow of S.
From the uniqueness it follows that both flows coincide.
Lemma 4.41. Let h ∈ H and (ρt) be the solution to the forward adjoint heat
flow on (0, T )×X with ρ0 = h.
1. The flow (ρt) is mass preserving, i.e.∫
ρt dmt =
∫
h dm0 ∀0 ≤ t ≤ T. (230)
2. If e : R→ [0,∞] is a convex lower semicontinuous function and e′ is locally
Lipschitz in R, it holds for L1-a.e. t ∈ (0, T )
d
dt
∫
e(ρt) dmt = −
∫
e′′(ρt)|∇tρt|2∗ dmt +
∫
∂tft(ρte
′(ρt)− e(ρt)) dmt.
(231)
Proof. Since the measure is finite, 1 ∈ H, and hence
∂t
∫
ρt dmt = 〈∂tρt, e−ft〉F∗,F
=Et(ρt, 1) +
∫
ρt(∂tρt) dmt −
∫
ρt(∂tρt) dmt = 0,
which shows the first assertion.
In order to prove (231) we assume by a standard approximation that e′ is
bounded and globally Lipschitz, cf. [5, Theorem 4.16]. Since e is convex and
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ρ ∈ F0,T we have for t0 < t1∫
e(ρt1) dmt1 −
∫
e(ρt0) dmt0
≥
∫
e′(ρt0)(ρt1 − ρt0) dmt1 +
∫
e(ρt0) d(mt1 −mt0)
=
∫ t1
t0
〈∂tρt, e′(ρt0)e−ft1 〉F∗,F dt−
∫ t1
t0
∫
e(ρt0)∂tft dmt dt
≥
∫ t1
t0
(
− 1
2
||∂tρt||2F∗ −
1
2
||e′(ρt0)e−ft1 ||2F −
∫ t1
t0
∫
e(ρt0)∂tft dmt
)
dt,
which is integrable. Changing the roles of t0 and t1 shows that s 7→
∫
e(ρt) dmt
is absolutely continuous. Then, since ρ ∈ F(0,T ), we deduce from the mean
value theorem for a.e. t
lim
h→0
1
h
(∫
e(ρt+h) dmt+h −
∫
e(ρt) dmt
)
= lim
h→0
1
h
∫
(e(ρt+h)− e(ρt))e−ft+h dm+ lim
h→0
1
h
∫
e(ρt)(e
−ft+h − e−ft) dm
= lim
h→0
∫
e′(ρt)
ρt+h − ρt
h
dmt −
∫
e(ρt)∂tft dmt
=〈∂tρt, e′(ρt)e−ft〉F∗,F −
∫
e(ρt)∂tft dmt,
cf. [41, Corollary 5.5], [8, Lemma 12.3]. Since ρ is a solution to the forward
adjoint heat equation we have
〈∂sρs, e′(ρs)e−fs〉F∗,F =− Es(ρs, e′(ρs)) +
∫
ρse
′(ρs)∂sfs dms
=−
∫
e′′(ρs)|∇sρs|2∗dms +
∫
ρse
′(ρs)∂sfs dms,
which proves (231).
Proposition 4.42. Let (ρt)0≤t≤T be the solution of the forward adjoint heat
equation with nonnegative initial datum h ∈ H. Then it holds∫ t
0
∫
{ρr>0}
|∇rρr|2∗
ρr
dmr dr ≤
∫
h log h dm0 +
∫
h dm0
−mt(X) +
∫ t
0
∫
(∂rfr)ρr dmr dr,
(232)
and the map t 7→ ∫ ρt log ρtdmt is locally absolutely continuous in [0, T ] and
d
dt
∫
ρt log ρt dmt = −
∫
{ρt>0}
|∇tρt|2∗
ρt
dmt +
∫
(∂tft)ρt dmt (233)
for a.e. t ∈ [0, T ].
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Proof. Since all solutions admit a kernel representation, we have ρt ≥ 0 for all
t ∈ (0, T ). Applying formula (231) to ρt + ε we get
d
dt
∫
(ρt + ε) log(ρt + ε) dmt = −
∫ |∇tρt|2∗
ρt + ε
dmt +
∫
∂tft(ρt + ε) dmt.
Integrating from 0 to t and letting ε go to 0, we obtain by applying dominated
and monotone convergence∫
ρt log ρt dmt −
∫
ρ0 log ρ0 dm0
=
∫ t
0
−
∫
{ρr>0}
|∇rρr|2∗
ρr
dmr +
∫
(∂rfr)ρr dmr dr.
(234)
Using ρ log ρ ≥ ρ− 1 and the conservation of total mass (230) leads to∫ t
0
∫
{ρr>0}
|∇rρr|2∗
ρr
dmr dr ≤
∫
h log h dm0 +
∫
h dm0
−mt(X) +
∫ t
0
∫
(∂rfr)ρr dmr dr,
which proves (232). As a consequence from (232) and (234) we get the local
absolute continuity of s 7→ ∫ ρs log ρsdms and (233).
The following two lemmas are crucial to conclude that the forward adjoint
heat flow defines the EDE-gradient flow for the relative entropy. The first lemma
gives an estimate of the squared slope of the entropy in terms of the Fisher
information, which is an estimate in the static setting, while the second lemma
represents a dynamic version of Kuwada’s Lemma, see e.g. [28, Proposition 3.7].
The proof of Proposition 4.44 relies on the dual formula of the dynamic distance
Ws,t (recall Definition 4.9) in terms of subsolutions to a modified Hamilton-
Jacobi equation, cf. Section 2.9.1.
Proposition 4.43. For µ = ρmt ∈ Dom(S)
|∇tSt|2(µ) ≤
∫
{ρ>0}
|∇tρ|2∗
ρ
dmt.
Proof. Since each static space (X, dt,mt) satisfies CD(K,∞), Theorem 9.3 in
[5] yields the assertion.
Proposition 4.44. Let (ρt)0≤t≤T be the solution to the forward adjoint heat
equation with nonnegative initial datum h ∈ H such that ∫ h dm0 = 1. Then the
curve t 7→ µt := ρtmt is locally absolutely continuous and satisfies
|µ˙t|2t ≤
∫
{ρt>0}
|∇tρt|2∗
ρt
dmt for a.e. t ∈ [0, T ].
Proof. From (230) we know that
∫
ρt dmt = 1 for every 0 ≤ t ≤ T . Hence each
µt = ρtmt is a probability measure.
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Let s < t and set δ := t− s. Then, with ϑ(a) = s+ a, we define HLSϑ as in
Section 2.9.1
HLSϑ :=
{
ϕ ∈ Lipb([0, δ]×X)
∣∣∣∣ ∂aϕa ≤ −12 |∇ϑ(a)(ϕa)|2∗
L1 ×m a.e. in (0, δ)×X
}
,
and
W˜ 2ϑ(µs, µt) := 2 sup
ϕ
{∫
ϕδdµt −
∫
ϕ0dµs
}
,
where the supremum runs over all maps ϕ(a, x) = ϕa(x) ∈ HLSϑ. Then we
have by Lemma 2.59
W 2s (µs, µt) ≤ e2LδδW˜ 2ϑ(µs, µt).
By applying [4, Lemma 4.3.4] to the function (a, b) 7→ ∫ ρaϕbdma, where ϕ ∈
HLSϑ, we obtain∫
ϕδ dµt −
∫
ϕ0 dµs =
∫ δ
0
∂a
∫
ϕa dµs+a da
≤
∫ δ
0
∫
−1
2
|∇s+a(ϕa)|2∗ dµs+a − Es+a(ρs+a, ϕa) da
≤
∫ δ
0
∫
−1
2
|∇s+a(ϕa)|2∗ dµs+a
+
∫
1
2
|∇s+a(ϕa)|2∗ dµs+a +
1
2
∫
{ρs+a>0}
|∇s+a(ρs+a)|2∗
ρs+a
dms+a da
=
∫ δ
0
1
2
∫
{ρs+a>0}
|∇s+a(ρs+a)|2∗
ρs+a
dms+a da.
Taking the supremum over all ϕ
W 2s (µs, µt) ≤ e2Lδδ
∫ δ
0
∫
{ρs+a>0}
|∇s+a(ρs+a)|2∗
ρs+a
dms+a da.
Dividing by δ2 and letting δ → 0 we conclude
|µ˙s|2s ≤
∫
{ρs>0}
|∇sρs|2∗
ρs
dms.
Now we are ready to prove our main result of this section.
Theorem 4.45. Let (X, dt,mt)t∈[0,T ] be a family of Polish metric measure
spaces with geodesic distances (dt) satisfying (161) such that mt = e
−ftm, where
m ∈ P(X) and (ft) are Borel functions satisfying |ft(x)| ≤ C and (226). As-
sume that each static space satisfies RCD(K,N ′) for finite numbers K,N ′ ∈ R.
Let h ∈ H nonnegative with µ¯ = hm0 ∈ Dom(S).
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1. Let (ρt) solve the forward adjoint heat equation starting from h, then µt =
ρtmt is the dynamic EDE-gradient flow for the relative entropy S starting
in µ¯.
2. Conversely, let (µt) be the dynamic EDE-gradient flow for S, then µt =
ρtmt and (ρt) is the solution to the forward adjoint heat equation.
Proof. Proposition 4.42 applied the forward flow (ρt) yields
d
dt
∫
ρt log ρt dmt = −
∫
{ρt>0}
|∇tρt|2∗
ρt
dmt +
∫
(∂tft)ρt dmt.
Integrating from 0 to t and using Proposition 4.44 and Proposition 4.43 we
obtain
St(µt) +
1
2
∫ t
0
|µ˙r|2rdr +
1
2
∫ t
0
|∇rSr|2(µr)dr ≤ S0(µ¯) +
∫ t
0
(∂rSr)(µr)dr.
Moreover, by virtue of Proposition 2.16, (µt) is contained in the sublevel set
of the entropy and hence, similarly as in the proof of Theorem 4.33, we get for
all t
St(µt)− S0(µ¯) ≥
∫ t
0
(∂rSr)(µr)dr −
∫ t
0
|µ˙|r|∇rSr|(µr)dr.
Thus we have
St(µt) +
1
2
∫ t
0
|µ˙r|2rdr +
1
2
∫ t
0
|∇rSr|2(µr)dr = S0(µ¯) +
∫ t
0
(∂rSr)(µr)dr.
To show the converse implication, let ρ˜t be the solution to the adjoint heat
equation parametrized forwards in time. From the previous argumentation we
know that µ˜t = ρ˜tmt is a dynamic EDE-gradient flow of the entropy. From
Theorem 4.33 there is at most one gradient flow starting from µ¯, hence µ˜t = µt
for every t ∈ [0, T ].
Remark 4.46. Let us recall the complete picture of forward and backward equa-
tion described in Section 4.6. The heat equation (forward in time) induces the
adjoint heat equation (backward in time) and vice versa. Then µs := ρsms,
where ρs denotes the adjoint heat flow (backward in time) is an upward dy-
namic EDI gradient flow in the sense that
Ss(µs) +
1
2
∫ T
s
|µ˙r|2r dr +
1
2
∫ T
s
|∇rSr(µr)|2 dr = ST (µT ) +
∫ T
s
(∂rSr)(µr) dr.
Equivalently, and this is what we showed, if µt = ρtmt, where ρt solves the
adjoint heat equation forward in time, then µt solves
St(µt) +
1
2
∫ t
0
|µ˙r|2r dr +
1
2
∫ t
0
|∇rSr(µr)|2 dr = S0(µ0) +
∫ t
0
(∂rSr)(µr) dr.
But then the heat equation is a backward equation.
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4.6.2 Identification of the Heat Flow with the Dynamic Gradient
Flow for Cheeger’s Energy
In the following let (X, dt,mt)t∈[0,T ] be a family of Polish metric measure spaces.
We suppose that (dt) satisfies (161) and mt = e
−ftm, where m is a σ-finite Borel
measure on X and (ft) are Borel functions satisfying
|ft(x)− fs(y)| ≤ L∗|t− s|. (235)
We denote the space of square integrable functions by
L2(X) = {u ∈ L2(X,mt)| for some (and hence any) t ∈ [0, T ]}
and consider Ch: [0, T ]× L2(X)→ [0,∞] defined by
(t, u) 7→ Cht(u) = 1
2
∫
X
|∇tu|2∗dmt,
where |∇tu|∗ denotes the minimal relaxed gradient of u. With 〈u, v〉t =
∫
u ·
v dmt, L
2(X,mt) = (L
2(X), 〈·, ·〉t) is a separable Hilbert space and since the
assumptions on the energy functional from Section 4.5 are satisfied by Ch we
directly obtain existence of gradient flows in the sense of Definition 4.34.
Theorem 4.47. Let u¯ ∈ Dom(Ch). Then there exists a unique dynamic gradi-
ent flow for Ch starting in u¯, i.e. an absolutely continuous curve (ut) solving
∂tut ∈ −D−t Cht(ut) for a.e. t ∈ (0, T )
and limt→0 ut = u¯.
Proof. Obviously Cht ≥ 0 for every t ∈ [0, T ]. Moreover u 7→ Cht(u) is convex
and lower semicontinuous by Theorem 4.5 in [5]. From Lemma 4.39 and (235)
we obtain
|Cht(u)− Chs(u)| ≤ |
∫
|∇tu|2∗ − |∇su|2∗ dmt|+ |
∫
|∇su|2∗ d(mt −ms)|
≤ 2L|t− s|
∫
|∇su|2∗ dmt + L∗eL
∗|t−s||t− s|
∫
|∇su|2∗ dms
≤ 2L|t− s|eC|t−s|
∫
|∇su|2∗ dms + L∗eL
∗|t−s||t− s|
∫
|∇su|2∗ dms
≤ (2L+ L∗)eL∗|t−s||t− s|Chs(u).
We get the result as a consequence of Theorem 4.38.
In the case when the underlying space satisfies RCD(K,N ′) we may identify
the gradient flow for Cheeger’s energy with the heat flow ∂tut = ∆tut.
Theorem 4.48. Let (X, dt,mt)t∈[0,T ] be a family of Polish metric measure
spaces with geodesic distances (dt) satisfying (161) such that mt = e
−ftm, where
m ∈ P(X) and (ft) are Borel functions satisfying |ft(x)| ≤ C and (226). As-
sume that each static space satisfies RCD(K,N ′) for finite numbers K,N ′ ∈ R.
Let (u˜t) be the solution to the heat equation ∂tu˜t = ∆tu˜t on (0, T )×X starting
in some u¯ ∈ Dom(Ch). Then (u˜t) satisfies
∂tu˜t ∈ −D−t Cht(u˜t) for a.e. t ∈ (0, T ),
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and can be constructed as the limit of a minimizing movement scheme. Con-
versely, let (ut) be the dynamic gradient flow of Cheeger’s energy Ch starting in
u¯ ∈ Dom(Ch). Then (ut) solves the heat equation
∂tut = ∆tut on (0, T )×X.
In particular ut = u˜t in L
2(X) for every t ≥ 0.
Proof. Both flows satisfy the dynamic EVI(−L/2,∞) gradient flow inequality
almost everywhere by virtue of Proposition 4.35 and Theorem 2.24. Hence from
the contraction estimate (174)
||ut − u˜t||2t ≤ e7L(t−s)||us − u˜s||2s for a.e. t ≥ s,
we obtain
||ut − u˜t||2t ≤ lim
s→0
e7L(t−s)||us − u˜s||s = 0 for a.e. t,
and hence by continuity ||ut − u˜t||t = 0 for every t.
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