Abstract. Consider G = SL d (R) and Γ = SL d (Z). It was recently shown by the second-named author [21] that for some diagonal subgroups {g t } ⊂ G and unipotent subgroups U ⊂ G, g ttrajectories of almost all points on all U -orbits on G/Γ are equidistributed with respect to continuous compactly supported functions ϕ on G/Γ. In this paper we strengthen this result in two directions: by exhibiting an error rate of equidistribution when ϕ is smooth and compactly supported, and by proving equidistribution with respect to certain unbounded functions, namely Siegel transforms of Riemann integrable functions on R d . For the first part we use a method based on effective double equidistribution of g ttranslates of U -orbits, which generalizes the main result of [13] . The second part is based on Schmidt's results on counting of lattice points. Number-theoretic consequences involving spiraling of lattice approximations, extending recent work of Athreya, Ghosh and Tseng [1] , are derived using the equidistribution result.
Introduction
Fix an integer d ≥ 2, let G = SL d (R) and Γ = SL d (Z), and denote by X the homogeneous space G/Γ, which can be identified with the space of unimodular lattices in R d . The group G acts on X by left translations preserving the probability measure µ induced by Haar measure. This action has been intensively studied due to its intrinsic interest as a dynamical system and for its number-theoretic applications. See [14, Chapter 5] for a survey of this topic.
Let D = {g t } be a one-parameter subgroup of G, and let ϕ be a real-valued function on X. We say that Λ ∈ X is (D + , ϕ)-generic if Key words and phrases. homogeneous dynamics, equidistribution, ergodic theorem, Diophantine approximation.
and, for a collection S of functions, that Λ is (D + , S)-generic if it is (D
+ , ϕ)-generic for every ϕ ∈ S. Let C c (X) denote the space of continuous compactly supported functions on X. It is a well-known consequence of Moore's ergodicity theorem and Birkhoff's ergodic theorem that for any unbounded subgroup D of G, µ-almost every Λ ∈ X is D + , C c (X) -generic. Also, using effective mixing estimates for the D-action on X one can conclude that whenever ϕ belongs to the space C ∞ c (X) of smooth compactly supported functions on X, the convergence in (1.1) takes place with a certain rate for µ-a.e. Λ ∈ X. More precisely, see [10, Theorem 16] or [9, Theorem 4(vii) ], for any ε > 0 and µ-a.e. Λ ∈ X one has = 0.)
Now let U + be the unstable horospherical subgroup of G relative to D + , defined by (1.3) U + := {g ∈ G : g −t gg t → e as t → ∞}.
Assume in addition that D is diagonalizable. Then, using a local decomposition of G as the product of its unstable, neutral and stable horospherical subgroups with respect to D + , see e.g. [12, §1.3] , it is easy to conclude that for any Λ ∈ X the element gΛ is D + , C c (X) -generic for Haar-a.e. g ∈ U + . Recently in [21] , as a corollary of a more general result, the secondnamed author obtained a similar conclusion for some proper subgroups of U + -namely, for the class of so-called D + -expanding subgroups, introduced in [15] (see also [20] for some related ideas). More precisely, the following is a special case of [21, Theorem 1.2] : if D is a diagonalizable one-parameter subgroup of G and U is a connected D + -expanding abelian subgroup of U + , then (1.4) ∀ Λ ∈ X, gΛ is D + , C c (X) -generic for Haar-a.e. g ∈ U.
In the present paper we consider a specific family of pairs (D, U), where D ⊂ G is one-parameter and U ⊂ G is D + -expanding, which are important for number-theoretic applications. Namely, take m, n ∈ N with m + n = d, denote by M the space of m × n real matrices, and consider (1.5) U := u(M) where u : M → G is given by u(ϑ) := 1 m ϑ 0 1 n (here and hereafter 1 k stands for the identity matrix of order k). Also fix two 'weight vectors'
We will refer to the case
as the case of equal weights. Then take
It is easy to see that for any choice of weight vectors a, b, the group U as in (1.5) is contained in the unstable horospherical subgroup relative to D + (and coincides with it in the case of equal weights). It was shown in [15] that U is D + -expanding for any D as in (1.6), which, in view of [21] , implies (1.4). For the rest of the paper we will fix arbitrary weight vectors a, b and choose D as in (1.6).
Our first main result gives an analogue of (1.2) for almost all points on U-orbits:
Here and hereafter 'almost every ϑ' means almost every with respect to Lebesgue measure on M ∼ = R mn ; this corresponds to taking a Haar measure on U.
Our proof of Theorem 1.1 is completely independent of [21] , and, in view of the density of C ∞ c (X) in C c (X), provides an alternative demonstration (1.4) for the case (1.5)-(1.6). It is based on the following 'effective double equidistribution' of g t -translates of U, generalizing the 'effective equidistribution' result of [13] : Theorem 1.2. There exists δ > 0 such that the following holds. Given f ∈ C ∞ c (M) and ϕ, ψ ∈ C ∞ c (X) and a compact subset L of X, there exists C > 0 such that for any ∆, Λ ∈ L and t, w ≥ 0 one has
Under the same assumptions one can also prove 'effective k-fold equidistribution' of g t -translates of U for all k ∈ N. We hope to return to this topic elsewhere. See also [5] and [16] for related results on 'effective k-mixing'. To derive pointwise equidistribution of g t -trajectories of points on U-orbits with an error rate from effective double equidistribution of g t -translates of U we use a method borrowed from Schmidt's work [18] and originally due to Cassels [6] . It is also similar to the argument used in [9] to derive the rate of convergence in Birkhoff's Theorem from the rate of decay of correlations. As a byproduct of the method, we show in §3 (Remark 3.6) how the estimate (1.2) for µ-a.e. Λ can be derived from the exponential mixing of the D-action on X.
The second main theme of the present paper is establishing (D + , ϕ)-genericity with respect to some unbounded functions ϕ. It follows from Birkhoff's Theorem that for any ϕ ∈ L 1 (X, µ), µ-almost every Λ ∈ X is (D + , ϕ)-generic; however a passage from µ-a.e. Λ ∈ X to Haaralmost all points on U + -orbits requires some regularity of ϕ, such as continuity and Lipschitz property away from a compact subset. When U + is replaced by its proper subgroup, the situation becomes more complicated. In particular, our method of proof of Theorem 1.1, as well as the argument in [21] , do not work for unbounded functions. Yet we are able to prove a partial result for the setup (1.5)-(1.6) and explore its number-theoretic consequences.
In order to control the rate of growth at infinity of unbounded functions on X, following [8] , let us introduce a function measuring 'penetration into the thin part of X'. For a lattice Λ ∈ X, given a subgroup
(measured with respect to the standard Euclidean structure on R d ). We denote
It is well-known that this maximum is attained, and defines a proper map X → [1, ∞). Now let us denote by C α (X) the space of functions ϕ on X satisfying the following two properties: (C α -1) ϕ is continuous except on a set of µ-measure zero; (C α -2) the growth of ϕ is majorized by α, namely there exists C > 0 such that for all Λ ∈ X, we have
(in particular, ϕ is bounded on compact sets).
One can show that the space C α (X) contains certain unbounded functions which often arise in number-theoretic applications. Recall that f : R d → R is said to be Riemann integrable if f is bounded with bounded support and continuous except on a set of Lebesgue measure zero. For such f , we define a function f on X by
The Siegel integral formula, established in [22] , asserts that for any f as above, X f dµ = R d f . We show in Lemma 5.1 that for any Riemann integrable f , the function f satisfies conditions (C α -1) and (C α -2). In fact, up to constants, when f is non-negative and nonzero on a set of positive measure, the order of growth of f is precisely the same as that of α. As a consequence, in view of the Siegel integral formula,
For our second main result, we denote by Λ 0 the standard lattice
Since D + , C c (X) -genericity has already been proved, the main additional point in the proof of Theorem 1.3 is to obtain upper bounds for Birkhoff averages of restrictions of non-negative ϕ ∈ C α (X) to complements of large compact subsets of X. To this end we employ a lattice point counting result of Schmidt [18] . Lattice point counting was used for a similar purpose in [17] , and the connection between Schmidt's result and the action of D + was already noted in [3] in the equal weights case. Note that in our result we assume that the lattices are of the form u(ϑ)Λ 0 ; we expect a similar result to be true if Λ 0 is replaced by any other lattice in X. However our proof does not yield this more general statement.
Let us now explain the number-theoretic implications of Theorem 1.3. In Diophantine approximation one interprets ϑ ∈ M as a system of m linear forms in n variables and studies how close to integers are the values ϑq of those forms at integer vectors q. During recent years there have been many developments in Diophantine approximation with weights, which allows to treat individual components of q and ϑq differently. This is done by choosing weight vectors a, b and considering 'weighted quasi-norms' introduced in [11] :
It is a consequence of the general version of the Khintchine-Groshev Theorem proved by Schmidt [18] that for a.e. ϑ ∈ M and any c > 0 there are infinitely many solutions (p, q) ∈ Z m × Z n to the inequality
More precisely, the number of integer solutions of (1.11) with q satisfying
has the same asymptotic growth as 2 d cT (here and hereafter we say that f (T ) and g(T ) have the same asymptotic growth, denoted
. We remark that the set of nonzero integer solutions of (1.11)-(1.12) is in one-to-one correspondence with the intersection of the lattice
with the set
and an elementary computation shows that the volume of this set is equal to 2 d cT .
A finer question concerning directions of vectors ϑq − p and q was addressed in a recent paper [1] by Athreya, Ghosh and Tseng. In the equal weights case they considered integer solutions of (1.11)-(1.12) in addition satisfying
where π stands for the radial projection from R m and R n to the unit spheres S m−1 and S n−1 respectively, and A ⊂ S m−1 , B ⊂ S n−1 are two measurable subsets. When the boundaries of A and B are of measure zero, they showed that for almost every ϑ ∈ M the number of solutions of (1.11)-(1.13) (with a = m and b = n) has the same asymptotic growth as the volume of the set  
(here · stands for the supremum norm; note that [1] deals only with the case m = 1 and uses Euclidean norm instead of the supremum norm, but the argument can be applied to an arbitrary m and arbitrary norm).
In the case of arbitrary weight vectors it no longer makes sense to project radially, since these projections accumulate near directions corresponding to smallest (resp., largest) weights. We remedy this as follows. Let F at be the a-weighted flow on R m defined by
(note that in the case of equal weights, these are just homotheties of R m ). Similarly we define the transformation F bt of R n . Then for nonzero x ∈ R m and y ∈ R n let (1.14)
(these intersection point are clearly unique), replace (1.13) with
and define
Using Theorem 1.3, we obtain:
with boundaries of measure zero be given. Then for a.e. ϑ ∈ M, as T → ∞, the number of integer solutions to (1.11), (1.12) and (1.15) has the same asymptotic growth as the volume of E T,c (A, B).
Note that the above counting result does not follow from the techniques of [18, 19] . See also [2] for some related results. The reduction of Theorem 1.4 to Theorem 1.3 is based on the observation that the number of integer solutions to (1.11), (1.12) and (1.15) is equal to
, that is, to f , where f is a certain Riemann integrable function on R d . The structure of the paper is as follows: in §2 we prove Theorem 1.2, and use it in §3 to prove Theorem 1.1. §4 contains a discussion of Schmidt's asymptotic formula (Theorem 4.1) and some auxiliary results, which are needed in the final section of the paper, where Theorems 1.3 and 1.4 are proved. Acknowledgements. The support of grants NSFC (11201388), NSFC (11271278), ERC starter grant DLGAPS 279893, NSF DMS-1101320 and BSF 2010428 is gratefully acknowledged. We would like to thank Manfred Einsiedler for a discussion of effective double equidistribution and MSRI for its hospitality during Spring 2015.
Effective double equidistribution
In this section we prove Theorem 1.2. We first recall several facts from the paper [13] . Its main result, i.e. effective equidistribution of g t -translates of U, can be stated as follows:
and let
Note that g ′ t (after reparametrization) corresponds to the case of equal weights; in particular, U is the unstable horospherical subgroup relative to {g Proposition 2.2. Let L ⊂ X be compact and let r > 0. There exists t 0 = t 0 (L, r) > 0 and C 3 > 0 such that for every 0 < ε < 1, Λ ∈ L, s ≥ 0 and t ≥ t 0 one has
Here and hereafter for a measurable subset S of a Euclidean space we use |S| to denote the Lebesgue measure of S. For h ∈ C ∞ c (M) and a nonnegative integer k we define the k-th Sobolev norm of h to be
where |β| is the order of the multi-index β.
We will also need the following effective equidistribution
Note that the statement is not precisely the one which appears in [13] but can be deduced from it by taking k large enough.
Proof of Theorem 1.2. Recall that we are given a compact subset L of X, ϕ, ψ ∈ C ∞ c (X) and f ∈ C ∞ c (M). In this proof, the notation y ≪ x will mean that y ≤ Cx where C is a constant independent of x, but which could depend on f, ϕ, ψ or L. Let δ 0 = min(δ 1 , δ 2 ) where δ 1 and δ 2 are given in Propositions 2.1 and 2.3 respectively. We also fix k ∈ N so that Proposition 2.3 holds. Without loss of generality we assume that k ≥ mn. Now let
Let ∆, Λ, t and w be as in the statement of Theorem 1.2. Put r := e −δ|w−t| and s := t + w 2 .
We can assume with no loss of generality that w ≥ t ≥ t 0 , where t 0 is as in Proposition 2.2, and moreover that r < r 0 , where r 0 is as in Proposition 2.3. According to [13, Lemma 2.2] there exists h ∈ C ∞ c (M) such that supp(h) ⊂ B r , h ≥ 0, M h(ϑ) dϑ = 1 and h k ≪ r −2k . Given ζ ∈ M, we define ζ 1 , ζ 2 ∈ M by the formulae
s−t . Let I ∆,Λ,f,ϕ,ψ (t, w) be as in (1.9). Then, using Fubini's theorem and, for each ζ, making a change of variables ϑ → ϑ + ζ 1 , we find in view of (2.4) that (2.5)
Note that for all ζ ∈ supp(h) we have
≪ e −δ(w−t) , and similarly ζ 2 ≪ e −δ(w−t) . Denote
Then, by approximating the function f (ϑ + ζ 1 )ϕ u(ζ 2 )g t u(ϑ)∆ by f (ϑ)ϕ g t u(ϑ)∆ in (2.5) we get
Let r 1 > 0 be such that supp f ⊂ B r 1 , let ε = e −δ(w−t)d 4 , and denote
It follows from Proposition 2.2 that
and hence
By Proposition 2.3 for ϑ ∈ E (with g ′′ s−t g s u(ϑ)Λ in place of Λ) one has
which, in view of (2.3) and (2.7), implies
On the other hand from Proposition 2.1 one gets
Combining (2.6), (2.8) and (2.9), one arrives at (1.8).
Pointwise equidistribution with an error rate
In this section we prove Theorem 1.1. The method works in a general framework as follows: Theorem 3.1. Let (Y, ν) be a probability space, and let F : Y ×R + → R be a bounded measurable function. Suppose there exist δ > 0 and C > 0 such that for any w ≥ t ≥ 0,
Then given ε > 0 we have
We begin with some lemmas. In the statements below the notation and assumptions are as in Theorem 3.1.
Proof. The left hand side can be written as
and the proof is finished.
For a positive integer s we let L s be the set of intervals of the form [2 i j, 2 i (j + 1)] where i, j are nonnegative integers and 2 i (j + 1) < 2 s .
Lemma 3.3. One has
Proof. We estimate the left hand side as 
Now (3.4) follows by taking square roots.
Proof of Theorem 3.1. We fix ε > 0 and choose a sequence of measurable subsets {Y s } s∈N as in Lemma 3.5. Note that
The Borel-Cantelli lemma implies that there exists a measurable subset Y (ε) of Y with full measure such that for every y ∈ Y (ε) there exists s y ∈ N such that y ∈ Y s whenever s ≥ s y . We will show that for every y ∈ Y (ε) one has
provided T is large enough, where the implicit constant depends only on F . Given T > 2, let k = ⌊T ⌋ and s = 1 + ⌊log T ⌋, so that 2
s . Suppose T ≥ 2 sy−1 , then s ≥ s y and hence y ∈ Y s . Therefore we have
+ε (2T ).
and (3.5) follows. This clearly implies (3.2) for y ∈ ∩ k∈N Y (1/k).
Proof of Theorem 1.1. Recall that we are given Λ ∈ X, ϕ ∈ C ∞ c (X) and ε > 0. Take f ∈ C ∞ c (M) with f ≥ 0 and M f dϑ = 1. Let ν be the probability measure on X defined by
for every ψ ∈ C c (X). Denote α = X ϕ dµ and for t, w ≥ 0 write
Applying Theorem 1.2 and Proposition 2.1, we conclude that there exist C > 0 and δ > 0 such that the estimate
holds for any w ≥ t ≥ 0. Then we can apply Theorem 3.1 with F (x, t) = ϕ(g t x) − α and obtain (1.7) for almost every ϑ ∈ S f , where S f := {ϑ ∈ M : f (ϑ) > 0}. Since countably many sets of the form S f exhaust M, we reach the desired conclusion.
Remark 3.6. Arguing similarly with ν replaced by µ and using exponential mixing of the g t -action, see e.g. [13, Theorem 1.1], instead of Theorem 1.2, one can easily obtain (1.2) for almost every Λ ∈ X.
Lattice points counting
In this section we recall a result of Schmidt [18] concerning a counting problem arising from Diophantine approximation, and relate it to the D-action on X. From this we will deduce some estimates which will be used in the proof of Theorem 1.3.
Let a, b be weight vectors, let π a , π b be as in (1.14), and let c, A, B be as in Theorem 1.4. For an individual vector v = (x, y) ∈ R d we write g t v = (x t , y t ), and then we have
for all t. to be the characteristic function of E r,c (A, B). It follows that
Using (1.10), and changing the order of summation and integration, it follows that for any Λ ∈ X and any T > r we have
Let S m−1 + := {x ∈ S m−1 : x i ≥ 0} and S n−1 + := {y ∈ S n−1 : y j ≥ 0}. Also for brevity let us denote by Λ ϑ the lattice u(ϑ)Λ 0 . Our main tool for proving Theorem 1.3 is the following result of Schmidt. 
It follows directly from the definitions that Analogously we define η J : R n → R n for J ⊂ {1, . . . , n}. It follows from Theorem 4.1 that for almost every ϑ ∈ M N T,c (ζ
On the other hand, it is easy to see that N T,c (ζ I ϑη J ) is the number of solutions (p, q) ∈ Z d of the system
Now let N T,c (ϑ) be the number of solutions (p, q) ∈ Z d of the system (1.11)-(1.12). Then for almost every ϑ ∈ M (i.e. for those ϑ for which (4.6) holds for all I and (ϑq) i − p i is not equal to zero for any p, q with q = 0 and any i), one has
As was mentioned in the introduction,
It follows from (4.8) and (4.2) that (4.4) holds for those ϑ which satisfy (4.7).
Corollary 4.3. For r, c > 0 we let
Proof. Let N T,c be as in Corollary 4.2. For every T > | log c| and ϑ ∈ M, similarly to (4.2) one has
where
For every ϑ, ♯( F ∩ Λ ϑ ) is a number independent of T and |F r,c | = |E r,c |. So for ϑ ∈ M satisfying (4.7) one has lim sup
On the other hand by [21, Corollary 1.3] , there is a conull subset of ϑ ∈ M for which Λ ϑ is D
is a Riemann integrable non-negative function, there is
Now ϕ 1 is a continuous non-negative integrable function on X, and therefore there exists ϕ 2 ∈ C c (X) such that (4.10)
Since ε > 0 was arbitrary, (4.10) and (4.11) imply that for almost every
This completes the proof.
Pointwise equidistribution with respect to unbounded functions
In this section we prove Theorems 1.3 and 1.4. We first show that for Riemann integrable f, the function f as in (1.10) belongs to the class C α (X). In particular, for any Riemann integrable f :
Proof. For any discrete subgroup ∆ ⊂ R d , the i-th Minkowski successive minimum of ∆ with respect to B r is defined to be
Let r 0 be large enough (depending on d) so that for any r ≥ r 0 and any Λ ∈ X, λ 1 (Λ) < 1. The notation x ≍ y will mean that x and y are functions of discrete subgroups of R d and there are positive constants C 1 , C 2 , depending on d and r, such that C 1 ≤ x/y ≤ C 2 . By Minkowski's second theorem, see e.g. [7, §VIII.2],
where d (∆) is the covolume of ∆ in span (∆) and ℓ is the rank of ∆. Now for Λ ∈ X define ∆ to be the subgroup of Λ generated by Λ ∩ B r . Then
where j is the index for which λ j (Λ) ≤ 1 < λ j+1 (Λ 
For the second assertion, note that for any Riemann integrable f : R d → R there are positive r and C so that |f | ≤ C · ½ Br and hence condition (C α -2) follows from (5.1). To prove (C α -1), let S be the set of discontinuities of f in R d {0}, so that |S| = 0. From (1.10) it follows that the set S ′ of discontinuities of f is contained in
{0}, the set of g ∈ G such that gv ∈ S has Haar measure zero in G, and hence S ′′ is a countable union of sets of µ-measure zero. In particular µ(S ′ ) = 0.
We now derive some general properties from equidistribution of measures.
Lemma 5.2. Let ψ ∈ C α (X) and let {µ i } be a sequence of probability measures on X such that µ i → µ, with respect to the weak- * topology. Then for any non-negative ϕ ∈ C c (X) one has
Proof. Using assumption (C α -1) we see that the function ϕψ is bounded, compactly supported and continuous except on a set of measure zero. By using a partition of unity, without loss of generality one can assume that ϕ is supported on a coordinate chart. Applying Lebesgue's criterion for Riemann integrability to ϕψ, one can write X ϕψ dµ as the limit of upper and lower Riemann sums. From this it easily follows that for any ε > 0 there exist Moreover we assume that Λ ϑ is D + , C c (X) -generic for every ϑ ∈ M ′ . In view of (5.1) for any ψ ∈ C α (X) there is c > 0 and r ∈ N such that |ψ(Λ)| ≤ c ½ Br (Λ) for every Λ ∈ X. It follows from Corollary 5.4 that Λ ϑ is (D + , ψ)-generic for every ϑ ∈ M ′ , and the proof is complete.
Proof of Theorem 1.4. Our argument is similar to the one used in [3] . The assumption on the boundaries of A and B in S m−1 and S n−1 respectively implies that the boundary of (a disjoint union), and (5.15) follows from the fact that the g t -action preserves Lebesgue measure. From this one deduces (5.15) when T /r ∈ Q, and finally one gets (5.15) for arbitrary T, r > 0 by continuity.
