In this paper, we first recall the regularity conditions introduced by Sun in [X. K. Sun, J. Math. Anal. Appl., 414 (2014), 590-611]. Then, by using these regularity conditions, we obtain some necessary optimality conditions for ε-optimal solution and exact optimal solution of a DC infinite programming problem with inequality constraints. Moreover, we also apply the obtained results to conic programming problems. c 2016 All rights reserved.
Introduction
Let T be a nonempty (possibly infinite) index set, C be a nonempty convex subset of a locally convex space X, and let f , g, h t : X → R := R ∪ {+∞}, t ∈ T , be proper convex functions. In this paper, we consider the following DC infinite programming with inequality constraints: (P ) inf {f (x) − g(x)} s.t. h t (x) ≤ 0, t ∈ T, and x ∈ C.
Let A := {x ∈ C : h t (x) ≤ 0, for all t ∈ T } = ∅.
Mathematical Preliminaries
Throughout this paper, let X be a real locally convex vector space with its continuous dual space X * , endowed with the weak * topology w(X * , X). We always use the notation ·, · for the canonical paring between X and X * . Let D be a set in X, the interior (resp. closure, convex hull, convex cone hull) of D is denoted by intD (resp. clD, coD, coneD). Thus if W ⊆ X * , then clW denotes the weak * closure of W . We shall adopt the convention that coneD = {0} when D is an empty set. Let D * = {x * ∈ X * : x * , x ≥ 0, ∀x ∈ D} be the dual cone of D. The indicator function δ D : X → R of X is defined by
The support function σ D : X * → R of D is defined by
Further, let R T be the product space of λ = (λ t ) t∈T with λ t ∈ R for all t ∈ T , let R (T ) be collection of λ ∈ R T with λ t = 0 for finitely many t ∈ T , and let R
+ be the positive cone in R (T ) defined by
Given u ∈ R T and λ ∈ R (T ) , and denoting supp λ := {t ∈ T : λ t = 0}, we have
Let f : X → R be an extended real-valued function. The effective domain and the epigraph are defined by
respectively. f is said to be proper, if its effective domain is nonempty. The conjugate function f * :
The lower semicontinuous hull cl f : X → R of f is defined by
where the topological closure is taken with respect to the product topology. Letx ∈ dom f . For any ε ≥ 0, the ε-subdifferential of f atx is the convex set defined by
Whenx ∈ dom f , we define that ∂ ε f (x) = ∅. If ε = 0, the set ∂f (x) := ∂ 0 f (x) is the classical subdifferential of convex analysis, that is,
It is easy to prove that for anyx ∈ dom f and x * ∈ X * ,
Moreover, following [13] , we have
Let E be a convex set of X. The ε-normal set to E at a pointx ∈ E is defined by
If ε = 0, N 0 E (x) is the normal cone N E (x) of convex analysis. Moreover, it is easy to see that
. Now, let us recall the following result which will be used in the following section.
3. ε-optimal solution for (P ) n this section, we first recall some new regularity conditions introduced in [16] . Then, by using these regularity conditions, we obtain some necessary optimality conditions for ε-optimal solution and exact optimal solution of (P ). To this aim, we will make use of the following characteristic set K defined by
In order to characterize ε-optimal solution of (P ) in terms of this constraint qualification, we need the following lemma.
) is an ε-optimal solution of (P ) if and only if
Proof. Note thatx ∈ A is an ε-optimal solution of (P ) if and only if for any x ∈ X,
Thus, by Lemma 2.1, we know thatx ∈ A is an ε-optimal solution of (P ) if and only if
The proof is complete.
The following result provides a new necessary optimality condition for ε-optimal solution of (P ) under the constraint qualification introduced in Definition 3.1.
Assume that the family (f, g, δ C , h t : t ∈ T ) satisfies the closedness condition (CC) andx is an ε-optimal solution of (P ). Then, for any x * ∈ ∂g(x), there exist λ ∈ R (T ) + , η, ζ, t ≥ 0 as t ∈ suppλ, such that
Proof. By Lemma 3.2, we know thatx is an ε-optimal solution of (P ) if and only if
Since the family (f, g, δ C , h t : t ∈ T ) satisfies the closedness condition (CC), then
Thus, ifx is an ε-optimal solution of (P ), then
Moreover, for any x * ∈ ∂g(x), we have
which means that
and
there exist η, ζ, t ≥ 0 such that
By (3.3), we get
Moreover, by (3.3) and (3.4), we get
Since x * ∈ ∂g(x), we have g * (x * ) + g(x) = x * (x). Therefore,
This completes the proof.
The following corollary establishes a necessary optimality conditions for exact optimal solution of (P ). It is important to note that the result obtained is a refinement of the corresponding conditions established recently in [4, 5] under a more restrictive constraint qualification and a different method.
Corollary 3.4. Letx ∈ A∩dom (f −g). Assume that the family (f, g, δ C , h t : t ∈ T ) satisfies the closedness condition (CC) andx is an exact optimal solution of (P ). Then, for any x * ∈ ∂g(x), there exists λ ∈ R (T )
and λ t h t (x) = 0, t ∈ suppλ.
Proof. Take ε = 0 in Theorem 3.3. It is easy to see that ifx is an exact optimal solution of (P ), then, for any x * ∈ ∂g(x), there exist λ ∈ R
+ , η, ζ, t ≥ 0 as t ∈ suppλ such that
+ , η, ζ, t ≥ 0, h t (x) ≤ 0 and (3.5), we get
Then, this proof is obtained by Theorem 3.3.
Finally, in this section, we consider a particular case of the DC problem (P ) with g(x) = 0 when (P ) reduces to the following convex infinite programming problem
Since the function g = 0, the characteristic set K becomes epi f * + cone
Definition 3.5 ([8], Definition 3.1). The family (f, δ C , h t : t ∈ T ) is said to satisfy the closedness condition (CC) 0 , iff
The next theorem shows that the specification of conditions (3.1) and (3.2) in this case is an necessary and sufficient optimality conditions for (P 0 ) under the closedness condition (CC) 0 . Theorem 3.6. Letx ∈ A ∩ dom f . Assume that the family (f, δ C , h t : t ∈ T ) satisfies the closedness condition (CC) 0 . Then,x is an ε-optimal solution of (P 0 ) if and only if there exist λ ∈ R (T )
Proof. We only need to prove the sufficient condition, since the necessary condition can be obtained easily by g ≡ 0 in Theorem 3.3. Suppose that there exist λ ∈ R (T )
By (3.6), there exist
Let x ∈ A be arbitrary. Then, by the definitions of subdifferential and
Together with these inequalities, we get
By (3.7) and (3.8), we get
which means thatx is an ε-optimal solution of (P 0 ), and the proof is complete.
Similarly, we can easily get the following result for exact optimal solution of (P 0 ). Let us mention that it extends the recent result in [4, 5, 9] derived by a different constraint qualification and a different method.
Corollary 3.7. Letx ∈ A ∩ dom f . Assume that the family (f, δ C , h t : t ∈ T ) satisfies the closedness condition (CC) 0 . Then,x is an exact optimal solution of (P 0 ) if and only if there exists λ ∈ R (T ) + , such that
Applications
In this section, let X and Y be real locally convex Hausdorff topological vector spaces, C ⊆ X be a nonempty convex set. Let S ⊆ Y be a nonempty closed convex cone which defined the partial order of Y , namely: y 1 ≤ S y 2 ⇐⇒ y 2 − y 1 ∈ S, for any y 1 , y 2 ∈ Y. We attach an element +∞ ∈ Y which is a greatest element with respect to " ≤ S " and let Y • = Y ∪ {+∞}. The following operations are defined on Y • : y + (+∞) = (+∞) + y = +∞ and t(+∞) = +∞, for any y ∈ Y and t ≥ 0. Let f, g : X → R be two proper convex functions, and h : X → Y • be a proper S-convex function. For any p ∈ X * , we consider the following conic programming problem:
inf {f (x) − g(x)} s.t. h(x) ∈ −S, and x ∈ C.
Pursuing the approach given in [16, Section 5] , the problem (P 1 ) can be viewed as an example of (P ). We also use A to denote the solution set:
And the characteristic set K introduced in Section 3 becomes 
By using the similar methods of Sections 3, we can also use this constraint qualification to establish the corresponding results of the problem (P 1 ). Theorem 4.2. Letx ∈ A ∩ dom (f − g). Assume that the family (f, g, h, δ C ) satisfies the closedness condition (CC) 1 andx is an ε-optimal solution of (P 1 ). Then, for any x * ∈ ∂g(x), there exist λ ∈ S * , η, ζ, ≥ 0 such that
Corollary 4.3. Letx ∈ A ∩ dom (f − g). Assume that the family (f, g, h, δ C ) satisfies the closedness condition (CC) 1 andx is an exact optimal solution of (P 1 ). Then, for any x * ∈ ∂g(x), there exists λ ∈ S * , such that
and (λh)(x) = 0.
Finally, in this section, we consider a particular case of the problem (P 1 ) with g(x) = 0 when (P 1 ) reduces to the following convex programming problem
inf f (x) s.t. h(x) ∈ −S, and x ∈ C.
Since the function g = 0, the characteristic set K becomes Theorem 4.5. Letx ∈ A ∩ dom f . Assume that the family (f, h, δ C ) satisfies the closedness condition (CC) 2 . Then,x is an ε-optimal solution of (P 2 ) if and only if there exist λ ∈ S * , η, ζ, ≥ 0 such that 0 ∈ ∂ η f (x) + ∂ (λh)(x) + N ζ C (x) and η + − (λh)(x) + ζ = ε.
Corollary 4.6. Letx ∈ A ∩ dom f . Assume that the family (f, h, δ C ) satisfies the closedness condition (CC) 2 . Then,x is an exact optimal solution of (P 2 ) if and only if there exists λ ∈ S * , such that 0 ∈ ∂f (x) + ∂(λh)(x) + N C (x) and (λh)(x) = 0.
Conclusions
In this paper, we consider a DC infinite programming problem with inequality constraints. By using the properties of the epigraph of the conjugate functions, we first recall some notions of constraint qualifications for the DC infinite programming problem. Then, we establish some necessary optimality conditions for the ε-optimal solutions and the exact optimal solution of the DC infinite programming problem. As an special case, we also obtain some optimality conditions for convex infinite programming problems. Moreover, as applications, we obtain the corresponding results for conic programming problems.
