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We consider open quantum systems consisting of a finite system of independent fermions with arbitrary
Hamiltonian coupled to one or more equilibrium fermion reservoirs (which need not be in equilibrium with
each other). A strong form of the third law of thermodynamics, S(T ) → 0 as T → 0, is proven for fully
open quantum systems in thermal equilibrium with their environment, defined as systems where all states are
broadened due to environmental coupling. For generic open quantum systems, it is shown that S(T )→ g ln 2
as T → 0, where g is the number of localized states lying exactly at the chemical potential of the reservoir. For
driven open quantum systems in a nonequilibrium steady state, it is shown that the local entropy S(x;T )→ 0
as T (x)→ 0, except for cases of measure zero arising due to localized states, where T (x) is the temperature
measured by a local thermometer.
I. INTRODUCTION
There are two formulations of the third law of ther-
modynamics, both due to Nernst: (A) The Nernst Heat
Theorem, which states that the equilibrium entropy of
a pure substance goes to zero at zero temperature, and
(B) The Unattainability Principle, which states that it is
impossible to cool any system to absolute zero in a finite
number of operations.
The third law in open quantum systems has been dis-
cussed in various contexts. Kosloff and collaborators1
consider the Unattainability Principle (B) in the context
of quantum absorption refrigirators, and show that it is
not possible to cool to absolute zero in finite time. The
authors warn that the quantum Master equation has to
be used carefully, and that violations of the laws of ther-
modynamics could result otherwise. The unattainability
principle was challenged in Ref. 2, with claims that zero
temperature can be reached but that formulation (A) still
holds true. Ref. 3 arrives at a result which is in viola-
tion of the unattainability principle as pointed out by a
comment by Kosloff.4 Kosloff generally advocates for a
careful use of the Master equation and in Ref. 5 argues
that such apparent violations2 of the laws of thermody-
namics are caused by uncontrolled approximations. Ref.
6 provides a proof of the unattainability principle (B) us-
ing quantum resource theory, and clarifies its connection
to the heat theorem (A).
Statement (A) of the third law was proven for a quan-
tum oscillator in contact with various types of heat baths
in Refs. 7 and 8. In Ref. 8, O’Connell rebuts the early
claims of the violations of the laws of thermodynamics
made in the field of quantum thermodynamics. In par-
ticular, he focuses on Ref. 9, which claims to construct a
a)These two authors contributed equally.
perpertual motion machine. As relates to the third law,
Ref. 9 argues that “neither the von Neumann entropy nor
the Boltzmann entropy vanishes when the bath tempera-
ture is zero,” leading to a claim of a violation of the third
law for nonweak coupling. O’Connell calculates the von
Neumann entropy8 and points out that when the inter-
action energy is considerable, the von Neumann formula
can only be applied to the entire system and not to the
reduced system.
Perhaps the most flagrant violation of the third law
of thermodynamics was put forward by Esposito, Ochoa,
and Galperin,10 who claim not only that Nernst’s heat
theorem does not hold, but that the entropy of an open
quantum system is undefined in the limit of zero temper-
ature. Their approach is inspired by that of Sanchez
and coworkers,11,12 who argue that the definition of
heat in open quantum systems is ambiguous when time-
dependent driving is present. In Ref. 11, they argue that
in non-steady states, the tunneling region has some en-
ergy (“energy reactance”) and it is unclear whether to
ascribe that to the “system” or the “bath.” This, they
argue, leads to an ambiguity in the definition of the heat,
which they propose is fixed by ascribing half the energy
of the tunneling region to the bath. Although this defini-
tion of heat does agree with the laws of thermodynamics,
it is not clear whether their prescription is applicable to
models other than the one they consider. Ref. 12 pro-
poses to experimentally measure this energy reactance in
order to determine empirically what partitioning leads to
the correct heat current definition.
In Ref. 13, Nitzan and collaborators consider a driven
resonant level model, and show that the problem of
separately defining “system” and “bath” in the strong-
coupling regime is circumvented by considering as the
system everything that is influenced by the externally
driven energy level, and rebut the claims of a violation of
the heat theorem put forward in Ref. 10. Their book-
keeping13 is similar to that originally put forward in
2the equilibrium case by Friedel.14 Finally, Ref. 15 uses a
scattering approach to similarly circumvent the problem
of system/bath definitions for adiabatically driven open
quantum systems, expressing changes in the entropy of
the system in terms of asymptotic observables at infinity.
In this article, we investigate the applicability of
Nernst’s heat theorem (A) to a general class of open
quantum systems, consisting of a finite system of inde-
pendent fermions with arbitrary Hamiltonian coupled to
one or more equilibrium fermion reservoirs (which need
not be in equilbrium with each other). Both the equilib-
rium case and the case of a nonequilibrium steady state
are considered. We consider a general partitioning of
the entire system into subsystem and reservoir(s), where
the subsystem can be any finite subspace of the total
Hilbert space. We show that no ambiguity arises from
the partitioning either in equilibrium or in a nonequilib-
rium steady state, and give proofs of the heat theorem
for both cases.
II. THEORETICAL METHODS
We consider a generic open quantum system of inde-
pendent fermions coupled to one or more macroscopic
fermion reservoirs. The reservoirs are separately in ther-
modynamic equilibrium, but need not be in equilibrium
with each other.
A. Hamiltonian
The Hamiltonian is
H = Hsys +Hres +Hs−r, (1)
where
Hsys =
∑
i,j
(Hsys)ij d
†
idj (2)
is a generic 1-body Hamiltonian for a finite spatial do-
main, with (Hsys)
∗
ij = (Hsys)ji,
Hres =
M∑
α=1
∑
k∈α
εkc
†
kck (3)
is the Hamiltonian describing M fermion reservoirs, and
Hs−r =
∑
i
M∑
α=1
∑
k∈α
(
Vikd
†
ick +H.c.
)
(4)
describes the system-reservoir coupling. Here di and ck
are fermion annihilation operators obeying canonical an-
ticommutation relations. For simplicity and mathemati-
cal rigor, we assume that the Hilbert space on which Hsys
acts is finite.
We note that the partitioning of the total system into
“system” and “reservoir(s)” is to some extent arbitrary,
except that the system is finite and the reservoirs are typ-
ically taken to be infinite. The division between system
and reservoirs should be understood as a division of the
Hilbert space, not as a division of the Hamiltonian. The
open quantum system, coupled to its reservoir(s), is no
longer described a hermitian Hamiltonian, but instead is
described in terms of Green’s functions.
B. Green’s functions
The dynamics of the open quantum system (1) are de-
scribed by the retarded Green’s function16,17
Gij(t) = −iθ(t)〈{di(t), d†j(0)}〉. (5)
In this article, we consider systems in equilibrium or in a
nonequilibrium steady state, so it is useful to work with
its Fourier transform G(ω), given by16,17
G(ω) = [1ω −Hsys − Σ(ω)]−1 , (6)
where the retarded self-energy
Σ(ω) ≡ σ(ω)− iΓ(ω)/2− iη1 (7)
accounts for the system-reservoir coupling, with σ(ω) =
σ†(ω) and Γ(ω) = Γ†(ω). Here η = 0+ is a positive
infinitessimal and 1 is the unit operator. The broadening
of the states of the system is determined by
Γ(ω) =
M∑
α=1
Γα(ω), (8)
where
Γαij(ω) = 2π
∑
k∈α
VikV
∗
jkδ(ω − εk) = 2π VikV ∗jk
∣∣∣
k∈α
ρα(ω)
(9)
is the partial width function due to coupling with reser-
voir α, where ρα(ω) is the density of states of reservoir
α. The real part of the shifts of the system energy levels
due to coupling with the reservoirs is determined by
σij(ω) =
M∑
α=1
∑
k∈α
P VikV
∗
jk
ω − εk , (10)
where P denotes the principal part.
C. Energy spectrum
The spectral function of the open quantum system is
given by16
A(ω) =
i
2π
[
G(ω)−G†(ω)] , (11)
3and may be decomposed as
A(ω) =
M∑
α=1
Aα(ω) +
∑
ℓ
|ℓ〉〈ℓ|δ(ω − ωℓ), (12)
where
Aα(ω) =
1
2π
G(ω)Γα(ω)G†(ω) (13)
is the partial spectral function due to scattering states
incident on the system from reservoir α, and the sum
over ℓ includes any localized states that are not broadened
due to the coupling with the reservoir(s). The localized
states, if any, satisfy
[ωℓ −Hsys − σ(ωℓ) + iΓ(ωℓ)/2] |ℓ〉 = 0. (14)
and their energies are denoted by ωℓ. A similar condi-
tion was recently analyzed in the context of destructive
quantum interferences.18,19
The density of states of the open quantum system is
g(ω) = Tr{A(ω)} = greg(ω) +
∑
ℓ
δ(ω − ωℓ), (15)
where
greg(ω) =
M∑
α=1
gα(ω) (16)
is the non-singular part of the spectrum, and20–22
gα(ω) = Tr{Aα(ω)} (17)
is the partial density of states of the system due to scat-
tering states incident on the system from reservoir α. It
should be emphasized that an open quantum system is
a subsystem of a larger system, and g(ω) gives the en-
ergy spectrum of the whole system projected onto the
Hilbert space of the subsystem. Other prescriptions for
partitioning into subsystem and environment are also
possible.13,14
Similarly, the local density of states is given by
g(ω;x) = 〈x|A(ω)|x〉
=
M∑
α=1
gα(ω;x) +
∑
ℓ
|ψℓ(x)|2δ(ω − ωℓ), (18)
where the local partial density of states associated with
reservoir α is20–22
gα(ω;x) = 〈x|Aα(ω)|x〉. (19)
D. Thermodynamics
The grand canonical potential Ω = E − TS − µN of
an open quantum system in thermodynamic equilibrium
at absolute temperature T and chemical potential µ is
given by23
Ω(µ, T ) = −kBT
∫
dω g(ω) ln
[
1 + e−β(ω−µ)
]
, (20)
where kB is Boltzmann’s constant and β = 1/kBT . The
entropy of the system is given by
S = − ∂Ω
∂T
∣∣∣∣
µ
=
∫
dω g(ω)s(f(ω))
=
∫
dω greg(ω)s(f(ω)) +
∑
ℓ
s(f(ωℓ)), (21)
where
s(f) = −kB[f ln f + (1 − f) ln(1− f)] (22)
and
f(ω) = [eβ(ω−µ) + 1]−1 (23)
is the equilibrium Fermi-Dirac distribution of the reser-
voir(s). Similarly, one can define the local entropy
density24
S(x) =
∫
dω g(ω;x)s(f(ω)) (24)
=
M∑
α=1
∫
dω gα(ω;x)s(f(ω)) +
∑
ℓ
|ψℓ(x)|2s(f(ωℓ)),
which satisfies S =
∫
sys
d3xS(x).
E. Nonequilibrium steady states
The equilibrium entropy formulas (21) and (24) can
be generalized to the case of an open quantum sys-
tem in a nonequilibrium steady state.25,26 Succinctly,
the nonequilibrium steady state of a quantum scattering
problem for independent quantum particles can be de-
composed into independent contributions from the scat-
tering states incident from each reservoir, which coex-
ist in real space, but are orthogonal in Hilbert space.
The nonequilibrium entropy of the open quantum sys-
tem is25,26
S =
M∑
α=1
∫
dω gα(ω)s(fα(ω)) +
∑
ℓ
s(fℓ), (25)
where fα(ω) = [e
βα(ω−µα) + 1]−1 is the Fermi-Dirac dis-
tribution of reservoir α and fℓ is the occupancy of the ℓth
localized state. The local nonequilibrium entropy density
is25,26
S(x) =
M∑
α=1
∫
dω gα(ω;x)s(fα(ω)) +
∑
ℓ
|ψℓ(x)|2s(fℓ),
(26)
which satisfies S =
∫
sys d
3xS(x), with S the nonequilib-
rium entropy given by Eq. (25).
4III. 3RD LAW FOR EQUILIBRIUM SYSTEMS
Theorem 1 (3rd law of thermodynamics). For an open
quantum system with a finite-dimensional Hilbert space,
lim
T→0
S(µ, T ) = 0 (27)
almost everywhere for µ ∈ R.
Proof. We consider the first term on the rhs of Eq. (21):
lim
T→0
Sreg(µ, T ) = lim
T→0
∫ ∞
−∞
dωgreg(ω)s(f(ω)), (28)
and note that∫ ∞
−∞
dω greg(ω) = Nreg ≤ NH, (29)
where NH = dim{H} is the dimension of the
Hilbert space H of the system. The Fermi function
limT→0 f(ω) → 1 − Θ(ω − µ), where Θ is the Heaviside
step function. Therefore,
lim
T→0
Sreg(µ, T ) = lim
f→1
∫ µ
−∞
dω greg(ω)s(f)
+ lim
f→0
∫ ∞
µ
dω greg(ω)s(f)
= 0,
(30)
since limf→1 s(f) = limf→0 s(f) = 0 and the integral of
g(ω) is bounded by the dimension of the Hilbert space
[Eq. 29]. A similar result, restricted to the resonant level
model, was derived in Ref. 13.
The second term from Eq. (21) has the entropy contri-
bution from the localized states which vanish as T → 0
when µ 6= ωℓ since
lim
f→0
s(f(ωℓ)) = lim
f→1
s(f(ωℓ)) = 0, (31)
and when µ = ωℓ we get
Sloc = lim
T→0
s(f(µ = ωℓ)) = kB log(2), (32)
and if there are multiple localized states at ω = ωℓ, we
denote the degeneracy as gℓ and may write
Sloc = gℓkB log(2). (33)
The points µ = ωℓ have zero measure for µ ∈ R and this
completes the proof.
Theorem 1 constitutes the general form of the third
law of thermodynamics for open quantum systems, and
is the central result of this paper. Figure 1 illustrates the
behavior of S(µ, T ) as T → 0 for a model open quantum
system consisting of a benzene ring coupled to an electron
reservoir.
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FIG. 1. Entropy S of an open quantum system consisting of
a benzene ring coupled to an equilibrium electron reservoir,
plotted as a function of the chemical potential µ of the reser-
voir for several temperatures. The molecule is modelled using
Hu¨ckel theory (tight-binding approximation, see Appendix A)
and energies are expressed in units of the nearest-neighbor hy-
bridization t. Top panel: Generic open system with Γ11 = t
and all other matrix elements of Γ zero, illustrating the effect
of the localized states at µ/t = ±1. Bottom panel: Fully open
quantum system with Γ = (t/6)1, illustrating the strong form
of the third law, S(T )→ 0 as T → 0 ∀µ.
A. Fully open quantum systems
A strong form of the third law of thermodynamics can
be shown to hold for fully open quantum systems.
Definition 1. A fully open quantum system is any sys-
tem for which Eq. (14) has no solutions for ωℓ ∈ R.
In a fully open quantum system, all of the energy eigen-
states of the system are broadened due to coupling to the
reservoir; there are no localized states.
Corollary 1. For a fully open quantum system with a
finite-dimensional Hilbert space,
lim
T→0
S(µ, T ) = 0 ∀µ. (34)
5Proof. For a fully open system, Eq. (29) holds with
Nreg = NH and there are no localized states. Proof fol-
lows directly from Eq. (30) and theorem 1 holds ∀µ ∈
R.
Since S is a smooth function of µ ∈ R and T ∈
(0,∞), we provide the leading-order low-temperature
expansion:27
S(µ, T ) =
π2
3
g(µ)k2BT. (35)
S scales as a higher power of T as T → 0 if g(µ) = 0.
1. Sufficient condition for a fully open quantum system
A sufficient condition for a fully open quantum system
is
Γ(ω)|ψ〉 6= 0 ∀ |ψ〉 ∈ H, (36)
whereH denotes the Hilbert space ofHsys. Eq. (36) holds
if rank{Γ} = dimH since Γ ≥ 0.28 Figure 1(lower panel)
illustrates the case of a fully open quantum system, for
the same model of a benzene ring coupled to a reservoir,
but with Γ = γ1, so that rank{Γ} = 6. Note the absence
of any localized states in the entropy spectrum.
2. Example
Eq. (36) is a sufficient condition for a fully open quan-
tum system, but is not a necessary condition. To see that
this is the case, consider the following example. Let the
system-reservoir coupling be in the broad-band limit so
that σ(ω) = 0 and Γ(ω) = const. Let |ν〉 be an eigenstate
of Hsys, Hsys|ν〉 = εν |ν〉, and suppose
〈ν|Γ|ν〉 6= 0 ∀ ν. (37)
Then it is straightforward to show that there exist no so-
lutions to Eq. (14) for real energies, provided the eigenen-
ergies εν ofHsys are nondegenerate. The following rank-1
Γ matrix is an example leading to a fully open quantum
system with a nondegenerate spectrum:
Γ = γ|γ〉〈γ|, where |γ〉 =
∑
ν
Cν |ν〉, (38)
and Cν 6= 0 are complex numbers.
However, if the energy eigenvalue εν is degenerate and
the support of Γ does not span the degenerate subspace,
then there will be at least one localized state of energy
εν . This case is illustrated in Fig. 1(upper panel).
IV. 3RD LAW FOR NONEQUILIBRIUM SYSTEMS
For nonequilibrium systems, one also needs the
Keldysh “lesser” Green’s function16,24
G<ij(t) = i〈d†j(0)di(t)〉, (39)
which determines the occupancies of the states out of
equilibrium. Its Fourier transform obeys the Keldysh
equation16
G<(ω) = G(ω)Σ<(ω)G†(ω), (40)
where the lesser self-energy is given by
Σ<(ω) = i
M∑
α=1
Γα(ω)fα(ω) + 2iη
∑
ℓ
|ℓ〉〈ℓ|fℓ, (41)
where fα(ω) and fℓ are the Fermi-Dirac distribution of
reservoir α and the nonequilibrium occupancy of the ℓth
localized state, respectively, as discussed in Sec. II E. In-
serting Eq. (41) in Eq. (40), and using Eq. (13), one finds
G<(ω) = 2πi
[
M∑
α=1
Aα(ω)fα(ω) +
∑
ℓ
fℓ|ℓ〉〈ℓ|δ(ω − ωℓ)
]
.
(42)
The particle density N(x) and energy density E(x) of
the nonequilibrium quantum system are given by24
N(x) =
∫
dω g(ω;x)f(ω,x), (43)
E(x) =
∫
dω g(ω;x)ωf(ω,x), (44)
where
f(ω;x) ≡ 〈x|G
<(ω)|x〉
2πig(ω;x)
(45)
=
{
fℓ, ω = ωℓ
1
g(ω;x)
∑
α gα(ω;x)fα(ω), ω 6= ωℓ
is the local nonequilibrium distribution function of the
system.24,29 Note that f(ω;x) may be discontinuous at
ω = ωℓ. Eq. (43) holds quite generally, while Eq. (44)
holds for the case of independent fermions.
A. Local thermodynamic variables T (x), µ(x)
In order to address the applicability of the 3rd law of
thermodynamics in systems out of equilibrium, one needs
a concept of local temperature.22,24,27,28,30–34 Here, we
define the local temperature T (x) and chemical potential
µ(x) as those measured by a floating broad-band thermo-
electric probe coupled weakly to the system at the point
x (see Refs. 22, 24, and 28 for discussion). The float-
ing probe consists of an equilibrium electron reservoir
6whose temperature and chemical potential are adjusted
such that the net flow of charge and heat into the probe
is zero. Under these conditions, the Fermi-Dirac distri-
bution of the probe reservoir fp(ω;x) defines T (x) and
µ(x) via
fp(ω;x) =
(
eβ(x)[ω−µ(x)] + 1
)−1
. (46)
fp(ω;x) is the unique
28 equilibrium distribution that
reproduces the particle and energy densities of the
nonequilbrium system given by Eqs. (43) and (44),
respectively.22,24
Definition 2. Let Sp(x) be the entropy density of the
fictitious local equilibrium state obtained by inserting the
probe distribution function fp(ω;x), Eq. (46), into the
equilibrium formula, Eq. (24).
Sp(x) so defined clearly satisfies Theorem 1.
Definition 3. Let Ss(x) be a measure of the local
nonequilibrium entropy density of the system defined by
inserting the local nonequilibrium distribution function
f(ω;x), Eq. (45), directly into the equilibrium formula,
Eq. (24).
Ss(x) so defined was introduced previously in Ref. 24,
and may be thought of as the local entropy density
inferred by an observer with strictly local knowledge of
the nonequilibrium state of the system.25,26
Maximum entropy principle. Ss(x) ≤ Sp(x).
The fictitious local equilibrium distribution fp(ω;x) sat-
isfies the same constraints, Eqs. (43) and (44), as the ac-
tual nonequilibrium distribution f(ω;x). Therefore, by
the maximum entropy principle, Sp(x) ≥ Ss(x). For a
detailed variational argument for the case of a fully open
quantum system, see Ref. 24.
Theorem 2 (3rd law for nonequilibrium systems). For
an open quantum system in a nonequilibrium steady
state, and with a finite-dimensional Hilbert space,
S(x)→ 0 as T (x)→ 0 (47)
almost everywhere in space.
Proof. S(x) is defined by Eq. (26). The contributions
of any localized states to S(x) and Ss(x) are identical.
Therefore, any difference between S(x) and Ss(x) is due
to scattering states. From the concavity of the function
s(f) defined by Eq. (22), it follows that Ss(x) ≥ S(x),
because
s(f) ≥
M∑
α=1
λαs(fα), (48)
where
f(ω;x) =
M∑
α=1
λα(ω;x)fα(ω),
M∑
α=1
λα = 1, (49)
and λα(ω;x) = gα(ω;x)/g(ω;x) ≥ 0. But Ss(x) ≤ Sp(x)
by the maximum entropy principle. Therefore, S(x) ≤
Sp(x).
Finally, the limiting behavior of Sp(x) can be obtained
from the Sommerfeld expansion of Eq. (24),
Sp(x)
T (x)→0∼ π
2
3
k2BT (x)
M∑
α=1
gα(µ(x);x)
+
∑
ℓ
|ψℓ(x)|2s(fp(ωℓ;x)), (50)
provided
∑
α gα(µ(x);x) 6= 0, and if it is zero, the first
term on the r.h.s. vanishes as a higher power of T (x).
Therefore,
lim
T (x)→0
S(x) =
{
0, µ(x) 6= ωℓ,
kB ln 2
∑
ℓ |ψℓ(x)|2, µ(x) = ωℓ.
(51)
In a nonequilibrium system, where µ(x) varies as a con-
tinuous function of position,35,36 the contribution from
localized states in Eq. (51) vanishes everywhere in space
except on a set of measure zero.
V. CONCLUSIONS
The third law of thermodynamics (Nernst’s heat the-
orem) is shown to hold true for open quantum systems,
both in and out of equilibrium. This is proven for a
generic open quantum system of independent fermions
with strong coupling to reservoirs but no time-dependent
external driving.
Our analysis of the third law was shown to hold for
quite general partitioning of Hilbert space into an open
subsystem and an environment (reservoir(s)). It is im-
portant to emphasize that such a partitioning is well de-
fined in Hilbert space, but that physical observables rel-
evant for thermodynamics may involve both system and
reservoir degrees of freedom.13
The laws of thermodynamics are arguably the most
fundamental of all physical principles, more general than
any particular theory, such as quantum mechanics or gen-
eral relativity. For this reason, claims of violations of
the laws of thermodynamics in open and/or nonequilib-
rium quantum systems should be treated with appropri-
ate skepticism, and subjected to the most stringent ex-
amination before they are taken at face value.
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FIG. 2. An open quantum system consisting of a benzene
molecule threaded by a magnetic flux Φ, coupled to a single
macroscopic reservoir (lead).
Appendix A: Benzene molecular junction
As a specific example of an open quantum system,
a molecular junction consisting of a single benzene
molecule coupled to a macroscopic electron reservoir is
analyzed in Fig. 1. The molecule is modelled using
Hu¨ckel theory, with Hamiltonian
Hsys = −
6∑
j=1
(
teiπΦ/3φ0d†jdj+1 +H.c.
)
, (A1)
where the benzene ring is threaded by a magnetic flux Φ,
and φ0 = hc/e is the magnetic flux quantum. The system
is depicted in Fig. 2. For benzene, the nearest-neighbor
coupling37 is taken as t = 2.7eV and the fermion anni-
hilation operators satisfy periodic boundary conditions,
d0 = d6, d7 = d1. For simplicity, spin is neglected, which
reduces the total entropy of the system by a factor of
two.
1. Fully open quantum system
Let us first consider the case of a fully open quantum
system with retarded self-energy
Σnm(ω) = − iγ
2
δnm. (A2)
For this case, the density of states may be calculated in
closed form as
g(ω,Φ) =
6
π
K(ω)Q(ω)− L(ω)P (ω,Φ)
P (ω,Φ)2 +Q(ω)2
, (A3)
where the four functions K,L, P and Q are given by
K(ω) = x(x2 − 3y2 − t2)(x2 − y2 − 3t2)− 2xy2(3x2 − y2 − t2), (A4)
L(ω) = 2x2y(x2 − 3y2 − t2) + y(3x2 − y2 − t2)(x2 − y2 − 3t2), (A5)
P (ω,Φ) = x2(x2 − 3y2 − 3t2)2 − y2(3x2 − y2 − 3t2)2 − 4t6 cos2(ϕ) (A6)
and
Q(ω) = 2xy(x2 − 3y2 − 3t2)(3x2 − y2 − 3t2), (A7)
respectively, where x ≡ ω, y ≡ γ/2, and ϕ ≡ πΦ/φ0. It
can be shown that P (ω,Φ)2 + Q(ω)2 6= 0 ∀ω ∈ R, so
g(ω,Φ) is well-defined everywhere along the real-ω axis.
This case is illustrated in Fig. 1(lower panel).
2. Open system with localized states
Next, let us consider coupling the benzene molecule to
the reservoir via a single covalent bond, as shown in Fig.
2. The retarded self-energy for this case is
Σnm(ω) = − iγ
2
δm1δn1. (A8)
Since rank{Γ} = 1, localized states occur whenever there
is a degeneracy in the spectrum of Hsys, as discussed in
Sec. III A 2. The density of states is given by
g(ω,Φ) = − 1
πt
−UE2(E2 − 3)2(E4 + 3)− 4U(5E4 − 12E2 + 3) cos2(ϕ)
[4 cos2(ϕ)− E2(E2 − 3)2]2 + [UE(E2 − 3)(E2 − 1)]2 , (A9)
where E ≡ ω/t, U ≡ γ/2t, and again ϕ ≡ πΦ/φ0. A care- ful analysis of the denominator in Eq. (A9) reveals that
8g(ω,Φ) is singular for (E,Φ/φ0) = (±1, n), (E,Φ/φ0) =
(±√3, n + 1/2), and (E,Φ/φ0) = (0, n + 1/2), where n
is an integer. We treat the two special values of the flux
separately in the next two sections.
a. Integer flux: Φ = nφ0
For Φ = nφ0, g(E) is regular except at E = ±1. Eval-
uating the limiting behavior as Φ→ nφ0, one finds
g(ω,Φ = nφ0) =
δ(E − 1)
t
+
δ(E + 1)
t
+
U
πt
E6 − 4E4 + 3E2 + 12
(E2 − 1)2(E2 − 4)2 + U2E2(E2 − 3)2 . (A10)
For this case,
lim
T→0
S(µ, T ) =
{
kB ln 2, µ = ±t,
0, otherwise.
(A11)
The effect of the localized states at E = ±1 on the en-
tropy is illustrated in Fig. 1(upper panel).
b. Half-odd integer flux: Φ = (n+ 1/2)φ0
For Φ = (n + 1/2)φ0, g(E) is regular except at E =
0,±√3. Evaluating the limiting behavior as Φ → (n +
1/2)φ0, one finds
g (ω, (n+ 1/2)φ0) =
δ(E)
t
+
δ(E −√3)
t
+
δ(E +
√
3)
t
+
U
πt
E4 + 3
E2(E2 − 3)2 + U2(E2 − 1)2 . (A12)
For this case,
lim
T→0
S(µ, T ) =


kB ln 2, µ = ±
√
3t,
kB ln 2, µ = 0,
0, otherwise.
(A13)
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