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Abstract
Based on fixed point theorems for monotone and mixed monotone operators in a normal cone, we prove
that the nonlinear matrix equation X −∑mi=1 A∗i XδiAi = Q (0 < |δi | < 1) always has a unique positive
definite solution. A conjecture which is proposed in [X.G. Liu, H. Gao, On the positive definite solutions
of the matrix equation Xs ± ATX−tA = In, Linear Algebra Appl. 368 (2003) 83–97] is solved. Multi-step
stationary iterative method is proposed to compute the unique positive definite solution. Numerical examples
show that this iterative method is feasible and effective.
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1. Introduction
Consider the nonlinear matrix equation
X −
m∑
i=1
A∗i XδiAi = Q, 0 < |δi | < 1, (1.1)
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where A1, A2, . . . , Am are n × n complex matrices, Q is an n × n positive definite matrix, and
m is a positive integer. Here, A∗i denotes the conjugate transpose of the matrix Ai.
In the last few years there has been a constantly increasing interest in developing the theory and
numerical approaches for positive definite solutions to the nonlinear matrix equation of the form
(1.1) [1–3,6,8–17]. Eq. (1.1) has been investigated in some special cases. Hasanov [10] obtained
that the matrix equation
X − A∗X−qA = Q, 0 < q < 1 (1.2)
has a unique positive definite solution under certain restrictions on A and Q and proposed an
iterative method to solve (1.2) with proper initial matrix X0. Similar results can be found in
Hasanov [9] to solve Eq. (1.2) with q = 1
n
. By means of the theory of nonlinear maps mapping
a cone into itself, Reurings [15], §5.6 showed that Eq. (1.1) with m = 1 always has a unique
positive definite solution.
In this paper, based on fixed point theorems for monotone and mixed monotone operators
in a normal cone, we prove that Eq. (1.1) has a unique positive definite solution without any
restrictions on A and Q, that is, Eq. (1.1) always has a unique positive definite solution. Some
results in Hasanov [10] and Reurings [15] have been improved and extended. We also solve the
conjecture in Remark 2.4 of Liu and Gao [13]. By making use of an elegant property of normal
cone, we propose a kind of multi-step stationary iterative method
Xk+1 = G(Xk,Xk−1, . . . , Xk−m+1)
to solve Eq. (1.1).
2. Preliminaries
Let E be a real Banach space. A nonempty convex closed set P ⊂ E is called a cone if it
satisfies the following two conditions:
(i) x ∈ P, λ  0 implies λx ∈ P ;
(ii) x ∈ P,−x ∈ P implies x = θ, where θ denotes the zero element.
We denote the interior points set of P by P 0. A cone is said to be a solid cone if P 0 /= φ. Each
cone P in E defines a partial ordering in E given by x  y if and only if y − x ∈ P . We also
write y  x to mean that x  y.
Definition 2.1 [7]. A cone P ⊂ E is said to be normal if there exists a constant N > 0 such that
θ  x  y implies ‖x‖  N‖y‖, i.e. the norm ‖ · ‖ is semi-monotone.
Definition 2.2 [7]. Let D ⊂ E. An operator  : D → E is said to be an increasing operator if
x1  x2 implies (x1)  (x2),
where x1, x2 ∈ D. Similarly,  is said to be a decreasing operator if
x1  x2 implies (x1)  (x2),
where x1, x2 ∈ D.
Definition 2.3 [4]. Let D ⊂ E. An operator  : D × D → E is said to be a mixed monotone
operator if (x, y) is increasing in x and decreasing in y, that is,
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(x1, y1)  (x2, y2) for ∀x1, x2, y1, y2 ∈ D with x1  x2 and y2  y1.
An element x∗ is called a fixed point of  if (x∗, x∗) = x∗.
Definition 2.4 [5]. Let P be a solid cone of a real Banach space E and  : P 0 → P 0. Let
0  α < 1. Then  is said to be α-concave if
(tx)  tα(x) ∀x ∈ P 0, 0 < t < 1.
Similarly,  is said to be (−α)-convex if
(tx)  t−α(x) ∀x ∈ P 0, 0 < t < 1.
Lemma 2.1 [5]. Let P be a normal cone in a real Banach space E and let  : P 0 → P 0 be α-
concave and increasing (or (−α)-convex and decreasing) for an α ∈ [0, 1). Then  has exactly
one fixed point x in P 0.
Lemma 2.2 [4]. Let P be a normal and solid cone of a real Banach space E, and : P 0 × P 0 →
P 0 be a mixed monotone operator. Assume that for all 0 < t < 1, there exists 0 < β < 1 such
that

(
tu,
1
t
v
)
 tβ(u, v)
holds for all u, v ∈ P 0. Then  has exactly one fixed point x∗ in P 0.
Lemma 2.3 [7]. A cone P is normal if and only if xn  zn  yn (n = 1, 2, 3, . . .), xn → x and
yn → x imply zn → x.
In this paper, we use λ1(B) and λn(B) to denote the maximal and minimal eigenvalue of an
n × n Hermitian matrix B. The symbol H(n) stands for the set of all n × n Hermitian matrices,
the symbol P(n) stands for the set of all n × n positive semidefinite matrices, and the symbol
P(n) stands for the set of all n × n positive definite matrices. If we define the spectral norm ‖ · ‖
in H(n), then H(n) is indeed a real Banach space. It is easy to check that P(n) is a cone in H(n)
and the set of its interior points is P(n). Therefore, we can define a partial order in H(n) given
by X  Y if Y − X ∈ P(n) and X, Y ∈ H(n), and X  0 means that X is positive semidefinite.
Since the spectral norm is monotone (i.e. if X̂  Ŷ  0, then ‖X̂‖  ‖Ŷ‖), then we say that the
cone P(n) is normal from Definition 2.1.
3. Main results
In this section, we first give a theorem on the existence of positive definite solution of Eq. (1.1)
by using fixed point theorems for monotone and mixed monotone operators. Then we give an
answer to the conjecture on the matrix equation Xs − ATX−tA = I ([13, Remark 2.4]). In the
end, we propose a kind of multi-step stationary iterative method to compute the positive definite
solution of Eq. (1.1). We begin with some lemmas.
Lemma 3.1 [18]. If A  B > 0 and 0  γ  1, then Aγ  Bγ .
Lemma 3.2 [13]. Let M be an n × n real symmetric positive definite matrix. Then there exists a
unique symmetric positive definite matrix W satisfying Wt = M, where t is a positive integer.
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Theorem 3.1. Eq. (1.1) always has a unique positive definite solution X.
Proof. Eq. (1.1) includes the following cases: first, some δi in (0, 1) and the others in (−1, 0);
secondly, all δi in (0, 1); thirdly, all δi in (−1, 0). We will discuss these cases, respectively.
Case 1. Without loss of generality, we set 0 < δi < 1, i = 1, 2, . . . , l and −1 < δi < 0,
i = l + 1, . . . , m. We define
F1(X, Y ) = Q +
l∑
i=1
A∗i XδiAi +
m∑
i=l+1
A∗i Y δiAi,
where
0 < δi < 1, i = 1, 2, . . . , l and − 1 < δi < 0, i = l + 1, . . . , m.
Observe that the solution of Eq. (1.1) is a fixed point of F1. Now we will prove that the operator
F1 satisfies the conditions of Lemma 2.2.
For ∀X, Y,Z,W ∈ P(n) with X  Y,W  Z, by Lemma 3.1, we have
(i) F1(X, Y ) = Q +
l∑
i=1
A∗i XδiAi +
m∑
i=l+1
A∗i Y δiAi ∈ P(n),
that is
F1 : P(n) × P(n) → P(n);
(ii) F1(X,Z) = Q +
l∑
i=1
A∗i XδiAi +
m∑
i=l+1
A∗i ZδiAi  Q +
l∑
i=1
A∗i Y δiAi
+
m∑
i=l+1
A∗i WδiAi = F1(Y,W),
which means that the operator F1 is mixed monotone;
(iii) Let
δ = max{|δi |, i = 1, 2, . . . , m},
then we say that 0 < δ < 1. For ∀t ∈ (0, 1), we have
F1(tX,
1
t
Y ) = Q +
l∑
i=1
A∗i t δiXδiAi +
m∑
i=l+1
A∗i
(
1
t
)δi
Y δiAi
= Q +
l∑
i=1
tδiA∗i XδiAi +
m∑
i=l+1
t−δiA∗i Y δiAi
 tδQ + tδ
l∑
i=1
A∗i XδiAi + tδ
m∑
i=l+1
A∗i Y δiAi
= tδF1(X, Y ).
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Hence, the operator F1 satisfies the conditions of Lemma 2.2. From Lemma 2.2 we obtain that
the mixed monotone operator F1 has a unique fixed point X in P(n), which is the unique positive
definite solution of Eq. (1.1).
Case 2. Define
F2(X) = Q +
m∑
i=1
A∗i XδiAi,
where
0 < δi < 1, i = 1, 2, . . . , m.
Now we will prove that the operator F2 satisfies the conditions of Lemma 2.1.
For ∀X, Y ∈ P(n) with X  Y, by Lemma 3.1, we have
F2 : P(n) → P(n);
(ii) F2(X) = Q +
m∑
i=1
A∗i XδiAi  Q +
m∑
i=1
A∗i Y δiAi = F2(Y ),
which means that the operator F2 is an increasing operator;
(iii) for ∀t ∈ (0, 1), we have
F2(tX) = Q +
m∑
i=1
A∗i t δiXδiAi
 tδQ + tδ
m∑
i=1
A∗i XδiAi
= tδF2(X),
which means that the operator F2 is δ-concave.
Hence, the operator F2 is δ-concave and increasing. From Lemma 2.1 we obtain that the
operator F2 has a unique fixed point X in P(n), which is the unique positive definite solution of
Eq. (1.1).
Case 3. Define
F3(X) = Q +
m∑
i=1
A∗i XδiAi,
where
−1 < δi < 0, i = 1, 2, . . . , m.
For ∀X, Y ∈ P(n) and X  Y, by Lemma 3.1, we have
F3 : P(n) → P(n);
(ii) F3(X) = Q +
m∑
i=1
A∗i XδiAi  Q +
m∑
i=1
A∗i Y δiAi = F3(Y ),
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which means that the operator F3 is a decreasing operator;
(iii) for ∀θ ∈ (0, 1), we have
F3(θX) = Q +
m∑
i=1
A∗i θ δiXδiAi
= Q +
m∑
i=1
θδiA∗i XδiAi
 θ−δQ + θ−δ
m∑
i=1
A∗i XδiAi
= θ−δF3(X),
which means that the operator F3 is (−δ)-convex.
Hence, the operator F3 is (−δ)-convex and decreasing. From Lemma 2.1, we obtain that the
operator F3 has a unique fixed point X in P(n), which is the unique positive definite solution of
Eq. (1.1).
In a word, Eq. (1.1) always has a unique positive definite solution X. The theorem is
proved. 
Remark 3.1. For the matrix equation
Xs − ATX−tA = I. (3.1)
Liu and Gao [13] obtain that if ‖A‖2 < s
t
, Eq. (3.1) has a unique positive definite solution (see
[13, Theorem 2.4]). They also give a guess ([13, Remark 2.4]) that the condition ‖A‖2 < s
t
could
be eliminated. Now we give an example to show that the condition could not be eliminated, that
is to say, Eq. (3.1) does not always have a unique positive definite solution.
Consider the matrix equation
X − ATX−2A = I (3.2)
with
A =
( 21
10 0
0 − 2110
)
and I =
(
1 0
0 1
)
.
It is easy to verify that Eq. (3.2) has two different positive definite solutions as follows:
X1 =
(
a 0
0 a
)
and X2 = 1200
(
441 21
√
41
21
√
41 441
)
,
where a = 3
√
12107
5400 +
√(
12107
5400
)2 + (− 19 )3 + 3
√
12107
5400 −
√(
12107
5400
)2 + (− 19 )3 + 13 .
From the above example, we know that Eq. (3.2) does not always have a unique positive definite
solution. Thus the condition could not be eliminated. In fact, when t  s, we can eliminate the
condition. From Theorem 3.1 and Proposition 4.1 of Ferrante and Levy [3], we know that the
matrix equation
Y − ATY− ts A = I (3.3)
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always has a unique positive definite solution. And let Y = Xs, then Eq. (3.3) can be equivalently
rewritten as Eq. (3.1). Hence, by Lemma 3.2, we get that when t  s, Eq. (3.1) always has a
unique positive definite solution X = Y 1s .
Now we consider a kind of multi-step stationary iterative method
Xs+m+1 = Q +
m∑
i=1
A∗i X
δi
s+iAi, s = 0, 1, 2, . . . , (3.4)
where X1, X2, . . . , Xm ∈ P(n) are initial matrices. For the matrix sequence {Xk} generated by
(3.4), we have the following theorem.
Theorem 3.2. The matrix sequence {Xk} generated by (3.4) converges to the unique positive
definite solution X of Eq. (1.1) for arbitrary initial matrices X1, X2, . . . , Xm ∈ P(n).
Proof. Since X is the unique positive definite solution of Eq. (1.1), there exist positive number
0 < a0  1 anda1 = a−10 such that the initial positive definite matricesXi, i = 1, 2, . . . , m satisfy
the inequality
a0X  Xi  a1X, i = 1, 2, . . . , m. (3.5)
Let k = tm + i, i = 1, 2, . . . , m, where t is a nonnegative integer. We will prove the following
inequalities:
(a0)
δt X  Xk  (a1)δ
t
X, (3.6)
where δ is defined in Theorem 3.1. If we assume that inequalities (3.6) holds, then it is easy to
show that δt → 0, (a0)δt → 1 and (a1)δt → 1 as t → ∞, since 0 < δ < 1. Therefore, from
Lemma 2.3 it follows that
lim
k→∞Xk = X.
In order to complete the proof of Theorem 3.4, we will use mathematical induction on t to prove
the inequality(3.6). From (3.5) it follows that the inequality (3.6) holds for t = 0.Assume that (3.6)
is true for t = p − 1, where p is a positive integer, i.e. for k = (p − 1)m + i, i = 1, 2, . . . , m,
the inequality
(a0)
δp−1X  Xk  (a1)δ
p−1
X,
i.e.
(a0)
δp−1X  X(p−1)m+i  (a1)δ
p−1
X, (3.7)
holds. We only need to prove (3.6) is true for t = p.
When 0 < δi < 1, from (3.7) it follows that
(a0)
δp−1|δi |Xδi  Xδi(p−1)m+i  (a1)
δp−1|δi |Xδi . (3.8)
When −1 < δi < 0, applying Lemma 3.1 to (3.7), we have
X
δi
(p−1)m+i  (a1)
δp−1δiXδi = (a−10 )δ
p−1δiXδi = (a0)δp−1|δi |Xδi , (3.9)
X
δi
(p−1)m+i  (a0)
δp−1δiXδi = (a−11 )δ
p−1δiXδi = (a1)δp−1|δi |Xδi . (3.10)
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Combining (3.8), (3.9) and (3.10), when 0 < |δi | < 1, we have
(a0)
δp−1|δi |Xδi  Xδi(p−1)m+i  (a1)
δp−1|δi |Xδi . (3.11)
From (3.11) it follows that
Xpm+1 = Q +
m∑
i=1
A∗i X
δi
(p−1)m+iAi
 Q +
m∑
i=1
A∗i (a0)δ
p−1|δi |XδiAi
= Q +
m∑
i=1
(a0)
δp−1|δi |A∗i XδiAi
 Q + (a0)δp
m∑
i=1
A∗i XδiAi
= [Q − (a0)δpQ] + (a0)δp
[
Q +
m∑
i=1
A∗i XδiAi
]
= [1 − (a0)δp ]Q + (a0)δpX
 (a0)δ
p
X
and
Xpm+1 = Q +
m∑
i=1
A∗i X
δi
(p−1)m+iAi
 Q +
m∑
i=1
A∗i (a1)δ
p−1|δi |XδiAi
= Q +
m∑
i=1
(a1)
δp−1|δi |A∗i XδiAi
 Q + (a1)δp
m∑
i=1
A∗i XδiAi
= [Q − (a1)δpQ] + (a1)δp
[
Q +
m∑
i=1
A∗i XδiAi
]
= [1 − (a1)δp ]Q + (a1)δpX
 (a1)δ
p
X.
Furthermore, using
(a0)
δpX  Xpm+1  (a1)δ
p
X,
which implies
(a0)
δp |δm|Xδm  Xδmpm+1  (a1)
δp |δm|Xδm,
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we have
Xpm+2 = Q +
m∑
i=1
A∗i X
δi
(p−1)m+i+1Ai
= Q +
m−1∑
i=1
A∗i X
δi
(p−1)m+i+1Ai + A∗mXδmpm+1Am
 Q +
m−1∑
i=1
A∗i (a0)δ
p−1|δi |XδiAi + A∗m(a0)δ
p |δm|XδmAm
= Q +
m−1∑
i=1
(a0)
δp−1|δi |A∗i XδiAi + (a0)δ
p |δm|A∗mXδmAm
 Q + (a0)δp
m∑
i=1
A∗i XδiAi
= [Q − (a0)δpQ] + (a0)δp
[
Q +
m∑
i=1
A∗i XδiAi
]
= [1 − (a0)δp ]Q + (a0)δpX
 (a0)δ
p
X
and
Xpm+2 = Q +
m∑
i=1
A∗i X
δi
(p−1)m+i+1Ai
= Q +
m−1∑
i=1
A∗i X
δi
(p−1)m+i+1Ai + A∗mXδmpm+1Am
 Q +
m−1∑
i=1
A∗i (a1)δ
p−1|δi |XδiAi + A∗m(a1)δ
p |δm|XδmAm
= Q +
m−1∑
i=1
(a1)
δp−1|δi |A∗i XδiAi + (a1)δ
p |δm|A∗mXδmAm
 Q + (a1)δp
m∑
i=1
A∗i XδiAi
= [Q − (a1)δpQ] + (a1)δp
[
Q +
m∑
i=1
A∗i XδiAi
]
= [1 − (a1)δp ]Q + (a1)δpX
 (a1)δ
p
X,
i.e.
(a0)
δpX  Xpm+2  (a1)δ
p
X.
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In a similar manner mentioned above, we have
(a0)
δpX  Xpm+i  (a1)δ
p
X, i = 3, 4, . . . , m.
Therefore, we have proved inequality (3.6). 
4. Numerical experiments
In this section, we use multi-step stationary iterative method (3.4) to compute the unique
positive definite solution of Eq. (1.1). The solution is computed for different matrices Ai, i =
1, 2, . . . , m,Q and different values of δi i = 1, 2, . . . , m. All programs are written in MATLAB
version 7.1. We denote
R(X) =
∥∥∥∥∥X −
m∑
i=1
A∗i XδiAi − Q
∥∥∥∥∥
and use the practical stopping criterion R(X)  1.0e − 15.
Example 4.1. Consider the matrix equation
X − A∗1X
1
2 A1 − A∗2X−
1
3 A2 = Q, (4.1)
where
A1 =
⎛⎝0.3060 0.6894 0.60930.2514 0.4285 0.7642
0.0222 0.0987 0.8519
⎞⎠ , A2 =
⎛⎝0.9529 0.6450 0.48010.4410 0.1993 0.9823
0.9712 0.0052 0.9200
⎞⎠ ,
Q =
⎛⎝1 0 00 1 0
0 0 1
⎞⎠ .
We use multi-step stationary iterative method (3.4) to solve Eq. (4.1). Let X1 = Q and X2 = 2Q.
After 54 iterations of iterative method (3.4), we get the unique positive definite solution
X ≈ X54 =
⎛⎝2.3984 1.0548 1.83031.0548 2.6102 2.3335
1.8303 2.3335 6.7447
⎞⎠ ,
and its residual error R(X54) = 8.79 × 10−16.
Example 4.2. Consider the matrix equation
X − A∗1X
1
2 A1 − A∗2X
1
2 A2 = Q, (4.2)
where
A1 =
⎛⎝ 0.4710 0.0020 0.04000.0200 0.4720 −0.0200
−0.0400 −0.0010 0.4700
⎞⎠ , A2 =
⎛⎝0.2000 0.2000 0.10000.3000 0.1500 0.1500
0.1000 0.1000 0.2500
⎞⎠
and
Q =
⎛⎝0.2000 0.1000 00.1000 0.2000 0.1000
0 0.1000 0.2000
⎞⎠ .
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We use multi-step stationary iterative method (3.4) to solve Eq. (4.2). Let
X1 =
⎛⎝0.2000 0.1000 00.1000 0.2000 0.1000
0 0.1000 0.2000
⎞⎠ and X2 =
⎛⎝1 0 00 1 0
0 0 1
⎞⎠ .
After 52 iterations of iterative method (3.4), we get the unique positive definite solution
X ≈ X52 =
⎛⎝0.4653 0.2258 0.09430.2258 0.3927 0.1921
0.0943 0.1921 0.4162
⎞⎠
and its residual error R(X52) = 2.42 × 10−16.
Example 4.3. Consider the matrix equation
X − A∗1X−
1
3 A1 − A∗2X−
1
2 A2 = Q (4.3)
with the same coefficient matrices A1, A2 and Q as in Example 4.2. We use multi-step stationary
iterative method (3.4) to solve Eq. (4.2). Let
X1 =
⎛⎝ 1.2000 −0.3000 0.1000−0.3000 2.1000 0.2000
0.1000 0.2000 0.6500
⎞⎠ and
X2 =
⎛⎝ 1.0513 0.0676 −0.03050.0676 1.1207 −0.0523
−0.0305 −0.0523 1.0261
⎞⎠ .
After 50 iterations of iterative method (3.4), we get the unique positive definite solution
X ≈ X50 =
⎛⎝0.6248 0.1881 0.08490.1881 0.5586 0.1358
0.0849 0.1358 0.5802
⎞⎠ ,
and its residual error R(X50) = 3.59 × 10−16.
The above examples show that multi-step stationary iterative method (3.4) is feasible and
effective to compute the unique positive definite solution of Eq. (1.1).
5. Conclusion
In this paper, we consider the nonlinear matrix equation (1.1). We firstly use fixed point
theorems for monotone and mixed monotone operators to obtain that Eq. (1.1) always has a
unique positive definite solution. A conjecture which is proposed in [13] is solved too. In the end,
multi-step stationary iterative method is proposed to compute the unique positive definite solution
of Eq. (1.1). Numerical examples show that this iterative method is feasible and effective.
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