The day-ahead electricity market is closely related to other commodity markets such as the fuel and emission markets and is increasingly playing a significant role in human life. Thus, in the electricity markets, accurate electricity price forecasting plays significant role for power producers and consumers. Although many studies developing and proposing highly accurate forecasting models exist in the literature, there have been few investigations on improving the forecasting effectiveness of electricity price from the perspective of reducing the volatility of data with satisfactory accuracy. Based on reducing the volatility of the electricity price and the forecasting nature of the radial basis function network (RBFN), this paper successfully develops a two-stage model to forecast the day-ahead electricity price, of which the first stage is particle swarm optimization (PSO)-core mapping (CM) with self-organizing-map and fuzzy set (PCMwSF), and the second stage is selection rule (SR). The PCMwSF stage applies CM, fuzzy set and optimized weights to obtain the future price, and the SR stage is inspired by the forecasting nature of RBFN and effectively selects the best forecast during the test period. The proposed model, i.e., CM-PCMwSF-SR, not only overcomes the difficulty of reducing the high volatility of the electricity price but also leads to a superior forecasting effectiveness than benchmarks.
Introduction
Electricity is one of the most essential energy inputs to the industry and has increasingly significant influences on modern industry. Meanwhile, the management of operation process is more sensitive and vulnerable to the electricity supply fluctuations and its cost changes more than ever before. This demands more stable and reliable energy supply, cost management, as well as risk management. There is rising demand for more accurate analysis and forecasting of the electricity price movement [1] . To obtain accurate estimated electricity prices, modeling and prediction techniques are frequently applied to bid or hedge against the volatility of electricity prices [2, 3] . Overall, it is not difficult to find that the electricity price is not only related to the interests of market participants but also affects many aspects of society and the economy. Thus, it is necessary to explore its nature in order to aid participants of the electricity market.
To show the significance of this paper better, some effective forecasting approaches for the electricity price from previous research investigations will be introduced here. One forecast strategy is a new two-stage feature selection (FS) algorithm, which is proposed by Keynia [4] and is based on the mutual information (MI) criterion; it selects representative features of the composite neural network (CNN) among feature candidates. Yan et al. [5, 6] applied a multiple support vector machine (SVM) network cascaded with a multi-layer feedforward (MLF) network for forecasting locational marginal prices (LMPs). By combining statistical techniques for pre-processing data and a multi-layer neural network, a dynamic hybrid model was proposed by Cerjan et al. [38] for forecasting electricity prices and price spike detection. Monteiro et al. [39] showed comparisons of forecasts, which led to the identification of the most important variables for forecasting purposes. By relying on simple models, forecasting approaches were derived and analyzed by Jónsson et al. [40] . Weron [41] reviewed literature related to electricity price forecasting and speculated on the directions electricity price forecasting should take in the next decade or so. In this paper, based on reducing the volatility of the electricity price and the forecasting nature of the radial basis function network (RBFN), we successfully develop a two-stage model to forecast the day-ahead electricity price, of which the first stage is PSO-core mapping (CM) with selforganizing-map and fuzzy set (PCMwSF) and the second stage is selection rule (SR). The PCMwSF stage aims to apply CM, fuzzy set and optimized weights to obtain the future price, and the SR stage is inspired by the forecasting nature of RBFN and effectively selects the best forecast during the test period. The highlights of this paper are as follows:
Self-Organizing-Map
➢ We successfully overcome the volatility of the electricity price through the CM method.
➢ Improvement from reducing the volatility is obvious during the test period.
➢ Self-organizing map (SOM) is assigned to divide the original data into three parts: low, medium and high. ➢ Divided price is weighted by the PSO algorithm and performs well during forecasting.
➢ SR is based on three new defined criteria and effectively selects the forecasting model. Red means a yes vote, while blue means a no vote in the component planes (except the party component, where red is Republican and blue is Democratic) [42] . Because this paper focuses on the pre-process of forecasting, RBFN, i.e., the main forecasting tool, will not be introduced. Details of this method are described in [43] , and the introduction of fuzzy logic and PSO can be found in [44] [45] [46] [47] . As an ANN, SOM maps the training samples into low dimensional (typically two-dimensional), discretized representations in the input space using unsupervised learning. Unlike the other ANNs, SOM can preserve the topological properties of the input space by introducing a neighborhood function. Thus, SOM is able to visualize high-dimensional or multi-dimensional data as low-dimensional vectors. [48] . Besides, the ability of handling a high number of nodes makes SOM a powerful tool in clustering [49] . Details of the learning algorithm of SOM can be found in [50] .

Core Mapping-Particle Swarm Optimization-Core Mapping with Self-Organizing-Map and Fuzzy Set-Selection Rule for Electricity Price Forecasting
To illustrate these approaches specifically, this section will give details of these models for forecasting electricity price.
Core Idea of This Paper
To demonstrate the core idea of this paper, the reason why high forecasting errors occur will be shown initially. In the process of forecasting, data firstly will be pre-processed to suit for model, which will be obtained by training through pre-processed data. Then, this trained model is utilized in the forecast. From research related to forecasting, it is apparent that the volatility of data has a huge effect on forecasting accuracy, which means that the volatility of data directly determines the accuracy level the model can reach. Thus, legitimately reducing volatility is an important problem in forecasting and is also the inspiration of this paper. However, from the above section, many researchers have concentrated on the promotion of algorithms, such as BP neuron network, LSSVM, ARIMA, GARCH and so on, rather than on the pre-processing of data or initial transformation of data. To improve this part of the entire forecasting process, mapping f is proposed in this paper:
Thus, for discrete data, Equation (1) can be expressed by:
f pprice pxqq "
that means:
This mapping is also called CM in this paper. Furthermore, to reduce the volatility of the electricity price, it is divided into high price, low price and medium price by a SOM. Then, a fuzzy logic is established:
IF price(i) IS High price, THEN price(i) equals price(i)ˆHighweight; IF price(i) IS Medium price, THEN price(i) equals price(i)ˆMediumweight; and IF price(i) IS Low price, THEN price(i) equals price(i)ˆLowweight.
Thus, the CM will be changed to: Finally, PSO is used to optimize Highweight and Lowweight to make sure that a greater forecasting accuracy can be obtained. In post-processing, the formula of post-processing is as follows (where n is the length of forecasting series):
Thus, the CM method and PSO-CM with SOM and fuzzy logic (PCMwSF) method are proposed and used to pre-process price data in this paper. The pre-processed data will be given to RBFN to forecast the day-ahead electricity price. Mean absolute percentage error (MAPE), mean absolute error (MAE) and root mean square error (RMSE) obtained from the forecasting results demonstrate that the proposed model can efficiently forecast the price.
Furthermore, to obtain excellent forecasting accuracy of electricity prices, a rule of model selection is proposed to choose which model should be used. The final forecasting model, named CM-PCMwSF-SR, outperforms the others in each season of 2002 in the PJM power market, which is commonly recognized as one of the most successful markets in the US.
Basic Pre-Process
Before introducing proposed methods, simple pre-processes of data need to be defined first. In this paper, basic pre-processes can be expressed by:
then:
where N is the length of the electricity price, which is prepared to train RBFN and i = 1, 2, ..., N. Equations (6) and (7) indicate that if the gap of price(i) and mean of price(i´1) and price(i + 1) are less than 20% or if price(i) is too small, price(i) will be changed to the mean value of price(i´1) and price(i + 1). This can be observed in Figure 2 . Obviously, the linearized line is smoother than the actual line. 
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Core Mapping Method
In this section, the CM approach will be described using an actual example. Taking the electricity price of 26 June 2002 in the PJM electricity market as an example, the data are first linearized and then mapped by CM. The mapped data are shown in Figure 3 . 
In this section, the CM approach will be described using an actual example. Taking the electricity price of 26 June 2002 in the PJM electricity market as an example, the data are first linearized and then mapped by CM. The mapped data are shown in Figure 3 . It is obvious that the volatility of mapped data is smaller than the volatility of actual data. This means that the CM method can reduce the volatility of data and consequently makes the accuracy of the forecasted electricity price much higher than that of the original method, which is shown in the experiments in Section 4.
Swarm Optimization Algorithm-Core Mapping with Self-Organizing Map and Fuzzy (Particle Swarm Optimization-Core Mapping with Self-Organizing-Map and Fuzzy Set) Method
Although the CM method can reduce the volatility of the electricity price, there are always high prices or low prices, which increase this volatility of the electricity price. In this section, PCMwSF is proposed to address this problem.
Forecasting Rules
To evaluate the effectiveness of the methods, this paper uses three rules in the forecasting process:
(1) A previous month's data are used to forecast the price of the target day. (2) There is only the historical electricity price considered in this paper (without data of demand or environmental data (for the environmental data, we do not find the corresponding dataset (24 h in one day))). (3) All forecasting results are day-ahead forecasting, and the forecasting mode is shown in Figure 4 . It is obvious that the volatility of mapped data is smaller than the volatility of actual data. This means that the CM method can reduce the volatility of data and consequently makes the accuracy of the forecasted electricity price much higher than that of the original method, which is shown in the experiments in Section 4. Although the CM method can reduce the volatility of the electricity price, there are always high prices or low prices, which increase this volatility of the electricity price. In this section, PCMwSF is proposed to address this problem.
(1) A previous month's data are used to forecast the price of the target day. (2) There is only the historical electricity price considered in this paper (without data of demand or environmental data (for the environmental data, we do not find the corresponding dataset (24 h in one day))). (3) All forecasting results are day-ahead forecasting, and the forecasting mode is shown in Figure 4 . Remark 1. In some literatures related to electricity price forecasting, electricity demand is regarded as a feature to predict the electricity price. However, adding electricity demand as one of the features cannot help to improve forecasting effectiveness after the experiment (the final experiment shows that the forecasting results with electricity demand is similar to the results without it, which means that electricity demand is not a key factor to influence the forecasting effectiveness). Thus, this paper does not select the electricity demand as one of features in our paper, which is the reason why there is only the historical electricity price considered in this paper. To evaluate the effectiveness of the methods, this paper uses three rules in the forecasting process:
(1) A previous month's data are used to forecast the price of the target day. (2) There is only the historical electricity price considered in this paper (without data of demand or environmental data (for the environmental data, we do not find the corresponding dataset (24 h in one day))). (3) All forecasting results are day-ahead forecasting, and the forecasting mode is shown in Figure 4 . 
Classification of Price with Self-Organizing Map and Fuzzy Logic
Before linearizing the price and applying CM, the PCMwSF method is used to divide the processed price into three categories: High price, Medium price and Low price by using SOM. The price mentioned above is the historical price prior to the price that needs to be forecasted. For example, if the price data on 26 April 2002 need to be forecasted, the PCMwSF method will divide the price data that are between 1 January and 25 April into three categories.
In the introduction section, a fuzzy logic was established to change CM to ensure good forecasting accuracy. When three classifications of the historical price are obtained, Highweight and Lowweight need to be determined to forecast the next spot price. How to determine both of them is a very important problem in the predication process, and the PSO algorithm, which is a powerful tool for optimizing parameters, is used to solve this problem.
Applying of Swarm Optimization Algorithm Algorithm
In the process of PSO, the fitness function is key to the optimization problem. Before identifying the fitness function, the index of measuring the degree of volatility needs to be established. (8) where vop(i) is the volatility of price of the ith day, T represents the number of points observed in one day, and var refers to the variance of a specific series in the ith day.
Then, another index to evaluate the forecasting accuracy is proposed for PSO algorithm.
Definition 2.
The index to evaluate the in-sample forecasting effectiveness can be expressed as following:
where T represents the number of points observed in one day, price forecast represents the forecasting value at time point t of the ith day, and price actual represents the observed value at time point t of the day.
Energies 2016, 9, 618
This index is the forecasting accuracy of the previous day of the day the needs to be forecasted. Next, the fitness function of PSO is identified as follows.
Definition 3.
The fitness function Φ(¨) of PSO algorithm used in PCMwSF model is defined as:
where i represents the ith day and this definition indicates that lower fitness values can represent lower values of vop and aob, indicating lower volatility and higher forecasting accuracy.
We assign Ind to represent the output values of Φ(¨). In the last step, Highweight and Lowweight are changed by the PSO algorithm to make sure Ind reaches a minimum. Then, the optimized HIGHWeight and Lowweight are used to forecast the next-day price with RBFN.
Selection Rule Based on Forecasting Nature of Radial Basis Function Network
The CM method and PCMwSF method have different merits when forecasting the electricity price. Thus, it is important to correctly select a method to pre-process the original data. To solve this problem, this paper studies the properties of the RBF network in forecasting.
‚
RBF Network in Forecasting
Initially, this paper applies the RBF network to forecast price with the CM method and compares results with the previous day's actual price. Then, it is observed that the forecasting values of RBFN have little changes compared with the former day's electricity prices (shown in Section 4.2). Thus, the index of changes of price (ICP) is proposed as a criterion to measure the magnitude of price changes.
Definition 4.
ICP is defined as follows:
where P c (i, t) is the ith day's price (actual or forecasted) at t hour (c = 1, 2).
Based on Equation (11), we define a criterion to evaluate what extent the former day's electricity price changes.
Definition 5. Index of changes of actual price (ICP-P) is defined as follows:
where P actual (i, t) is the ith day's actual price at t hour (c = 1, 2).
Additionally, if we obtain the forecasting values of the electricity price, we can define another criterion to evaluate to what extent the forecasting electricity price changes from the former day.
Definition 6. Index of changes of forecasting price (ICP-F) is expressed as follows:
where P actual (i, t) is the ith day's actual price at t hour (c = 1, 2) and P forecast (i, t) is the ith day's forecasting price at t hour (c = 1, 2).
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From Definition 4, it is obvious that different forecasting values have their own ICP-F, meaning that this new criterion can help us select the best forecasting models under the condition that we do not know the actual electricity price of the ith day. Thus, this paper proposes a SR to choose the best forecasting model based on ICP-F.
Definition 7.
When forecasting the electricity price of the ith day, the SR can be expressed as follows:
where M is the number of forecasting models and P pmq forecast is the forecasting values of the ith day obtained by the mth model.
It is obvious that the SR is an integer series. Thus, for the ith day, we should select P pSRpiqq forecast as the forecasting values of this day. Algorithm 1 demonstrates the Pseudo code of forecasting the electricity price of the ith day using the CM-PCMwSF-SR model.
Algorithm 1
Pseudo code of forecasting the electricity price of the ith day using the CM-PCMwSF-SR model.
P:
The electricity price series T: Number of time points in one-day electricity price series.
Iter: Number of iterations.
1 Assign Equations (6) and (7) to pre-process P 2 According to CM method, map P to P CM 3 Divide P CM into T subseries and denote them by P CM1 , P CM2 , . . . , P CMT 4 According to CM method, map P to P PCM 5 Divide P PCM into T subseries and denote them by P PCM1 , P PCM2 , . . . , P PCMT 6 While t < T + 1 7
Assign Pcm t and RBFN, forecast the time t of electricity price of ith day and denote it by pfcm(i, t). 8
Assign Ppcm t and RBFN, forecast the time t of electricity price of ith day and denote it by pfpcm(i, t). 
Forecasting Principle and Evaluation Criteria
Because the input of RBFN must be between 0 and 1, the processed data need to be changed by the following formula:
Price "
Price´P min P max´Pmin (15) where P min is the minimum value of the training data of RBFN and P max is the maximum value of the training data of RBFN. To evaluate the accuracy of the forecast, the MAPE, MAE and RMSE are all used. The MAPE, MAE, and RMSE are defined as:
where P actual t is the actual price at time t and P forecast t is the forecasted price at time t. The range of Highweight is 0.9-1.05 and the range of Lowweight is 0.9-1.05 in the PSO algorithm.
Data Analyses and Numerical Results
PJM electricity price is selected to test the proposed methods. In Case 1, the forecasting results show that the PCMwSF method is better than the CM method. In Case 2, we illustrate the forecasting natures of RBFN, ICP-P and ICP-F, which lay a strong foundation for SR. In other cases, weeks in different seasons are selected to test models. The details of each case are shown in Table 1 . Figure 5 shows the day-ahead price forecasting results of RBFN for Case 1. Figure 6 shows the day-ahead price forecasting (CM method) for Case 1. Figure 7 shows the day-ahead price forecasting (PCMwSF method) for Case 1. The forecasting results are compared with the actual LMP value.
Energies 2016, 9, 618 11 of 27 Figure 5 shows the day-ahead price forecasting results of RBFN for Case 1. Figure 6 shows the day-ahead price forecasting (CM method) for Case 1. Figure 7 shows the day-ahead price forecasting (PCMwSF method) for Case 1. The forecasting results are compared with the actual LMP value. Figure 5 shows the day-ahead price forecasting results of RBFN for Case 1. Figure 6 shows the day-ahead price forecasting (CM method) for Case 1. Figure 7 shows the day-ahead price forecasting (PCMwSF method) for Case 1. The forecasting results are compared with the actual LMP value. Figure 5 shows the day-ahead price forecasting results of RBFN for Case 1. Figure 6 shows the day-ahead price forecasting (CM method) for Case 1. Figure 7 shows the day-ahead price forecasting (PCMwSF method) for Case 1. The forecasting results are compared with the actual LMP value. Obviously, the forecasting result with the PCMwSF method is better than the others in Case 1. Details of the forecasting process are shown in Table 2 . Table 2 collects data of the forecasting process with the PCMwSF method. The optimal Lowweight, optimal Highweight, optimal Ind, vop, accuracy of price forecasting on 25 June with optimized weight, actual price and forecasted price on 26 June, MAPE in the forecasting process and lower limit, upper limit of high price, medium price and low price are shown. It is obvious that Ind and vop are well optimized. The forecast on 25 June achieves desired results with the optimal Highweight and Lowweight, which means that the PCMwSF method has the ability to improve the forecasting effectiveness of the electricity price. The MAPE of the forecasted price in this model varies from a low of 0.01% at 20:00 to a high of 16% at 7:00. Figure 8 shows a flowchart of the PCMwSF method.
Study of Case 1
MAPE in the forecasting process and lower limit, upper limit of high price, medium price and low price are shown. It is obvious that Ind and vop are well optimized. The forecast on 25 June achieves desired results with the optimal Highweight and Lowweight, which means that the PCMwSF method has the ability to improve the forecasting effectiveness of the electricity price. The MAPE of the forecasted price in this model varies from a low of 0.01% at 20:00 to a high of 16% at 7:00. Figure 8 shows a flowchart of the PCMwSF method. 
Study of Case 2
In this case, we will illustrate ICP-P, ICP-F and the forecasting results of CM and PCMwSF and show that the SR is an effective tool to select the best model to forecast the next-day electricity price. Figure 9 shows the day-ahead price forecasting from the CM method for Case 2. Figure 10 shows the day-ahead price forecasting from PCMwSF for Case 2. The forecasted results are compared with the actual LMP value, including the price on 27 June. It is obvious that the CM method is better than the PCMwSF method and that both methods are able to forecast the price changing trend. Thus, it is important to select a method of pre-processing correctly. Based on the SR defined in Section 3, the ICP-F of CM is more than that of PCMwSF; thus, CM is the selected model, indicating that the SR correctly selects the model with higher precision.
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Study of Case 3
In this section, the forecasting effectiveness of each model is highlighted. Figure 12 shows the day-ahead price forecasting for 18 March using both forecasting methods. It is apparent that the forecasted values of PCMwSF change more significantly than that of CM. Thus, PCMwSF is chosen to forecast the electricity price, and the MAPE, MSE and RMSE are 9.71%, 2.8821 and 3.6112, respectively. Figure 13 shows the day-ahead price forecasting for 19 March using both forecasting methods. The price from PCMwSF is selected as the final forecasted price because CM's forecasted price changes within a small range. The MAPE, MSE and RMSE are 6.25%, 1.6700 and 1.9214, respectively.
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Study of Cases 4-6
By applying two forecasting models and SR, Cases 4-6 can be solved. Figures 18-20 separately illustrate the forecasting results of CM-PCMwSF-SR in the three cases.
By applying two forecasting models and SR, Cases 4-6 can be solved. Figures 18-20 separately illustrate the forecasting results of CM-PCMwSF-SR in the three cases. Table 4 shows the forecasting details from 24 June to 28 June. It is clearly seen that three days are forecasted using the PCMwSF method. For 25 June, the MAPE ranges from 0.1% at 2:00 to 30.6% at 6:00. The average MAPE is 6.0%. The MAPE of the PCMwSF forecasting model on 26 June varies from a low of 0.012% at 20:00 to a high of 19.8% at 7:00, and the average MAPE of this day is 3.78%. Similarly, the lowest MAPE on 27 June is 0.8% at 1:00, and this day's highest MAPE is 13.4% at 20:00. The average MAPE 
By applying two forecasting models and SR, Cases 4-6 can be solved. Figures 18-20 separately illustrate the forecasting results of CM-PCMwSF-SR in the three cases. Table 4 shows the forecasting details from 24 June to 28 June. It is clearly seen that three days are forecasted using the PCMwSF method. For 25 June, the MAPE ranges from 0.1% at 2:00 to 30.6% at 6:00. The average MAPE is 6.0%. The MAPE of the PCMwSF forecasting model on 26 June varies from a low of 0.012% at 20:00 to a high of 19.8% at 7:00, and the average MAPE of this day is 3.78%. Similarly, the lowest MAPE on 27 June is 0.8% at 1:00, and this day's highest MAPE is 13.4% at 20:00. The average MAPE Table 4 shows the forecasting details from 24 June to 28 June. It is clearly seen that three days are forecasted using the PCMwSF Energies 2016, 9, 618 19 of 27 method. For 25 June, the MAPE ranges from 0.1% at 2:00 to 30.6% at 6:00. The average MAPE is 6.0%. The MAPE of the PCMwSF forecasting model on 26 June varies from a low of 0.012% at 20:00 to a high of 19.8% at 7:00, and the average MAPE of this day is 3.78%. Similarly, the lowest MAPE on 27 June is 0.8% at 1:00, and this day's highest MAPE is 13.4% at 20:00. The average MAPE of this day is 6.32%. The CM method is chosen to forecast the prices on 24 June and 28 June. The MAPE of the previous day varies from a low of 1.5% at 2:00 to a high of 22.80% at 23:00. The average MAPE on 24 June is 15.30%. The other day's MAPE ranges from 0.1% at 12:00 to 18.10% at 17:00, and the average MAPE is 8.48%. Thus, the lowest MAPE of Case 4 is 0.012% at 20:00 on 26 June, and the highest MAPE of this case is 30.6% at 6:00 on 25 June.
The forecasting details from 23 September to 27 September are shown in Table 5 . It is obvious that three days are forecasted using the CM method. For 24 September, the MAPE ranges from 0.019% at 6:00 to 20.9% at 19:00. The average MAPE is 8.74%. The MAPE of the CM forecasting model on 25 September varies from a low of 0.6% at 24:00 to a high of 35.7% at 4:00, and the average MAPE of this day is 8.30%. The MAPE varies from 0.009% at 15:00 to 8.4% at 4:00. The average MAPE on 27 September is 3.10%. The PCMwSF method is chosen to forecast the prices on 23 September and 26 September. The MAPE of 23 September varies from a low of 0.016% at 13:00 to a high of 12.4% at 22:00. The average MAPE is 4.61%. The MAPE of 26 September ranges from 0.011% at 12:00 to 13.1% at 4:00, and the average MAPE of this day is 4.34%. Thus, the lowest MAPE of Case 5 is 0.009% at 15:00 on 27 September, and the highest MAPE of this case is 35.7% at 4:00 on 25 September. Table 6 lists the details of the forecasting result from 23 December to 27 December. It is easy to see that three days are forecasted using the CM method. For 24 December, the MAPE ranges from 2.6% at 24:00 to 37.1% at 16:00. The average MAPE is 14.04%. The MAPE on 25 December varies from a low of 6.0% at 2:00 to a high of 47.1% at 7:00, and the average MAPE of this day is 24.43%. Similarly, the lowest MAPE on 26 December is 0.3% at 24:00, and this day's highest MAPE is 17.3% at 7:00. The average MAPE of this day is 4.94%. 23 December and 27 December use the PCMwSF method as their forecasting method. The MAPE of 23 December varies from a low of 0.5% at 3:00 to a high of 14.9% at 20:00. This day's MAPE is 7.60%. The last column of this table shows that the MAPE of 27 December ranges from 1.7% at 22:00 to 17.3% at 7:00, and the average MAPE is 6.98%. Thus, the lowest MAPE of Case 6 is 0.3% at 24:00 on 26 December, and the highest MAPE of this case is 47.1% at 7:00 on 25 December. 
Comparison Study
In this section, a comparison study will be provided to present the forecasting effectiveness of the proposed model. In detail, genetic algorithm (GA) will be applied to optimize weights of low and high prices, and backward propagation neural network (BPNN), elman neural network (ENN) and GRNN are selected as benchmarks. For the GA-based method, we use CM-GCMwSF-SR to present it in Table 7 , which shows the forecasting results of models in Cases 3-6. In addition, we provide an experiment to show the forecasting effectiveness when electricity demand is considered as one of features, which is represented as CM-PCMwSF-SR (with demand) in Table 7 . In Table 7 , it is obvious that the proposed model has better performance than benchmarks and the following conclusions can be made:
(a) PSO is a better selection to optimize the weights of low and high electricity prices than GA because CM-PCMwSF-SR has better overall forecasting effectiveness than CM-GCMwSF-SR. (b) PCMwSF and CM have ability to improve the forecasting accuracy. (c) The electricity price of autumn can be predicted more precisely. (d) Although some literature regard the electricity demand as features to predict electricity price, adding the electricity demand data as a feature cannot help to improve forecasting effectiveness of prices in this paper (forecasting results are similar in Table 7 ).
As a demonstration of (d), regarding electricity demand as a feature cannot improve the forecasting effectiveness, which is different with some electricity price forecasting methods. The main reasons are demonstrated as following:
(1) The proposed model mostly concentrates on reducing the volatility of electricity price for a higher accuracy, which means the electricity demand is not important compared to the pre-processed electricity price. The forecasting results show that no one method was determined to be superior. The transfer function approach was the second worst predictor over the winter months but was the best method over the summer months. The authors conclude that because of its strong dependency on historical data, the transfer function approach did not respond well to abrupt changes as did the knowledge based approaches. The conclusion reached is that there is no one best approach, which means that it is possible that regarding electricity demand as a feature cannot improve the forecasting effectiveness [51] .
Thus, the proposed method combining PCMwSF method, CM method and SR is better than traditional approaches according to the numerical calculating results. Concretely, the CM method is helpful to reduce the volatility of the electricity price and, consequently, to improve the forecasting effectiveness. For other techniques presented in this paper, PSO aims to obtain the best weights of high and low electricity prices, and SOM and Fuzzy logic are effective tools to confirm three levels of electricity prices (high, medium and low), and the purpose of SR is to select the best model for each day based on the nature of RBFN.
Conclusions
Forecasting electricity is a key problem for generators and consumers in a deregulated electricity market, and the difficulty of an accurate forecast is due to the high volatility of the electricity price. The reduction of this volatility is the key to improving prediction accuracy. In this paper, based on SOM, Fuzzy logic, PSO and the forecasting nature of the RBF network, the PCMwSF method, CM method and SR were developed to reduce the volatility of the electric price and to improve the accuracy of the forecast. The final model, CM-PCMwSF-SR, successfully reduced the volatility of the electricity price and was able to obtain a higher accuracy compared to other benchmarks. In the numerical simulation of four seasons, the proposed model exhibited the best performance, where the MAPEs are 7.11%, 8.03%, 5.82%, and 11.59% for each season (spring, summer, autumn and winter respectively). The PCMwSF method and CM method were the best models (except when using the SR approach) for two different seasons. The BP network, i.e., a classical neuron network method for forecasting the electricity price, did not have a good performance compared to the other models in these four seasons. The experimental results showed that reducing the volatility and effectively selecting forecasting models not only improve the forecasting effectiveness of the electricity price but also obtained a satisfactory forecasting accuracy.
