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している．これまでに開発したロボット 21),22)と出場した大会，及びその成績を Fig. 2.1，Table
2.1に示す．2009年から本格的に JapanOpenに出場しており，近年では優勝争いに常に絡むよう
になっている．さらに現在は検証の場を広げるために，海外で開催される競技会に参加している．
Fig. 2.1: Overview of previous robots
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Table 2.1: Competitions and results
現在のロボット 23)の構成図を Fig. 2.2に示し，実際の外観を Fig. 2.3に示す．MSLに出場す
る多くのチームは全方位カメラを採用しており，一般的に画像の取得範囲を考慮して視覚システ













Fig. 2.2: Configuration of “M-III”













Fig. 2.4: Original omnidirectional camera unit
Fig. 2.5: Flea3 camera (FLIR Systems, Inc.)
Fig. 2.6: Hyperboloid mirror (Vstone Co.,Ltd)
Table 2.2: Camera specification
Interface USB3.0
Frame Rate 60 fps
Power Requirements 5 V via USB3
















オムニホイールを用いた全方向移動機構では，Fig. 2.9のようにホイールを 3個，もしくは 4個
搭載した機構が一般的である．本研究では，前進に対するトルクが大きい点や内部スペースを広
く取れる点で競技に対し有利である点を考慮し，Table 2.3に示す高トルクモータ 32)を用いた 4
ホイールの機構を採用している．また，ホイールを 4つ用いたロボットは常に全てのホイールが
接地している保証がないため，Fig. 2.10の自作ホイールホルダに Fig. 2.11に示すダンパ機構を
Fig. 2.12のように搭載することで，全てのホイールを地面に接地させている．
Fig. 2.7: Custom-made omni-wheel
Fig. 2.8: Custom-made free roller
9
Fig. 2.9: Differentiation by number of wheels
Table 2.3: RE40 Motor specification (maxon
motor ag)




Revolutions per minute 158 rpm/V
Torque 60.3 mNm/A
Fig. 2.10: Wheel holder
Fig. 2.11: Damper mechanism
Fig. 2.12: Omni-directional driving mechanism
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2.3.3 制御回路
全方向移動機構のモータ制御には，Fig. 2.13，Table 2.4の ESCON Module 50/533)を使用し
ており，内部パラメータを設定することで自動的に回転数制御を行っている．駆動モータの制御
に使用する ESCONコントローラ 4つに加え，次節で説明する保持機構やキック機構，その他セ




回路類を埋め込んだ移動機構全体像を Fig. 2.16に示す 35)．図中の拡張パネルは，必要に応じて
センサ等を拡張するためのターミナルである．
Fig. 2.13: ESCON Module 50/5
Table 2.4: ESCON specification (maxon motor
ag)
Operating voltage 10-50 V
Continuous output current 5 A
Max. output current 15 A
Max. speed 150000 rpm
Size 43.2×31.8×12.7 mm
Weight 12 g
A/D outputs Analog 2, Digital 2
A/D inputs Analog 2, Digital 2
Table 2.5: Renesas RX62T MCU specifications
Operating Frequency 100 MHz
Supply voltage 5 V
RAM 16 KB
ROM 256 KB
Data flash 32 KB
I/O ports 55
Fig. 2.14: Custom-made control unit
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Fig. 2.15: Block diagram of control system












Fig. 2.17: Ball-holding mechanism
2.4.2 キック機構
ロボットは競技において得点のためのシュート動作やパス動作を行う必要があるため，ボール
を打ち出す機構として，ソレノイドを使用した Fig. 2.18のキック機構を搭載している．Fig. 2.19
のバーを使用してキックの高低を打ち分けることで，幅広い戦略をとることができる．キック機





Fig. 2.18: Ball-kicking mechanism Fig. 2.19: Kicking bar



































彩度 (Saturation)，明度 (Intensity)で表すHSI表色系 36)を用い，カラー画像の認識を行う．
Fig. 3.2: Original image
White noise





I = max(R,G,B)　　　　 (maxは最大値を与える関数) (3.1)
と定義する．ここで，I 軸に直行する平面にRGB立方体を平行投影すると Fig. 3.5に示すような
正 6角形が形成される．ある点 Pが与えられたとき，点 Pを通り I 軸に直行する平面上で色相H
と彩度 S をR方向を 0 degとしてFig. 3.6のように定義する．こうして，RGBとHSIの間にFig.
3.7に示すような 6角錐カラーモデルが形成される．
Fig. 3.4: RGB cube
Fig. 3.5: Parallel projection of RGB cube
Fig. 3.6: Definition of H and S
Fig. 3.7: HSI color model
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RGB表色系からHSI表色系への変換方法を以下に示す．
i)　 I = 0のとき
S とH を以下のように定める．
S = 0, H =不定 (3.2)
ii)　 I ̸= 0のとき
まず，S を次式で定義する．
S = (I − i)/I (3.3)
ここで，i = min(R,G,B)　　　 (minは最小値を与える関数)．
次に r, g, bを以下のように求める．
r = (I −R)/(I − i) (3.4)
g = (I −G)/(I − i) (3.5)
b = (I −B)/(I − i) (3.6)
最後に，H を以下のように定める．
R = I 　のとき　　H = 60(b− g) (3.7)
G = I 　のとき　　H = 60(2 + r − b) (3.8)
B = I 　のとき　　H = 60(4 + g − r) (3.9)




た．HSVをそれぞれ適切に調整し，フィールド範囲のみを抽出した結果を Fig. 3.8に，Fig. 3.8





Fig. 3.8: Result of field range detection Fig. 3.9: Result of field extraction
Fig. 3.10: White-line in detection image
Table 3.1: Parameters for color detection of green field and white lines
Hue Sturation Value
Green field range 62∼128 56∼120 30∼125















Fig. 3.11: Distance calibration function
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Ω = {r = (x, y) | 0 ≤ x ≤ xmax , 0 ≤ y ≤ ymax} (3.10)
と定義する．ここで xmax，ymaxは正の定数であり，フィールド領域 x，y方向の限界値である．Ω
内における評価モデルの構成点を rs = (xs, ys)とすると，評価モデルの輪郭は Fig. 3.15に示すよ












ϕ = (x, y, θ) ∈ ℜ3
∣∣∣∣ r = (x, y) ∈ Ω , −π < θ ≤ π} (3.12)
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r̃ ∈ Ω ⊂ ℜ2




r̃(rs,ϕ) = T (θ)rs + r
=
[
cos θ − sin θ














p = p(r̃) , r̃ ∈ Ω (3.15)
と表す．r̃は白線モデル内の画素の位置であり，pはその位置における輝度値を表す．フィールド












姿勢が ϕp = [xp, yp, θp]であり，F (ϕp) > F (ϕ) , ϕp ̸= ϕかつ F (ϕp) = F (ϕ) , ϕp = ϕ , ϕ ∈ Γ
を満たすとき，ϕpを探索する問題は，
find ϕ to maximize F (ϕ)







フィールドデータを 1 pixel当たり 10 cmとした 220×160 pixelを用いている．
ここでFig. 3.18に示す人工モデルを用い，Fig. 3.19のようにΩ内全体に対し，Sを 0∼360 deg
回転させ評価を行う全探索法により，適合度 F (ϕ)を計算して自己位置同定精度を検証する. 探索




Fig. 3.17: Matching space
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Fig. 3.18: Artificial model
Fig. 3.19: Model matching
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Fig. 3.20: Fitness value calculated by fitness function F (ϕ). The fitness value was set to a






線外形は 18×12 m）の 4分の 1を範囲とし，Fig. 3.21に示す範囲内 1 m間隔の地点において，検






かかる処理時間は 1枚の入力画像毎に約 3000 msが必要となるため，全探索法を用いた自己位置
同定法では，競技中の状況変化への追従が難しい．以降，本報では自己位置同定法の計算コスト
の比較に上述の総探索点数を用いる．
Fig. 3.21: Experimental position
Maximum error [cm] 36.1
Average error [cm] 12.8
0 50
[cm]
Fig. 3.22: Error in self-localization using whole searching .
The severity of the error corresponding to the checking points


























Fig. 3.23: Original image
Fig. 3.24: Result of color adjustment by an ex-
pert. The detected field range and white lines
are represented in green and blue, respectively.
Fig. 3.25: Enlarged image around the end line.
The expert detected the white end line of the
MSL field inside the red circle.
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Fig. 3.26: Result of color adjustment by a be-
ginner
Fig. 3.27: Enlarged image around the end line.
The beginner could not detect the white end




















マップを Fig. A.1 ∼ A.19（付録）に示す
　　
32
Fig. 3.28: Experimental positions
Fig. 3.29: Kidnapping rate by adjuster
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Table 3.2: Error rate by adjuster
Person Maximum Error [cm] Avg Error [cm] Kidnapped rate [%]
A 31.6 12.0 0.00
B 41.2 11.8 0.00
C 36.1 11.8 0.00
D 31.6 11.2 0.00
E 22.4 11.7 0.00
F 44.7 13.5 0.00
G 53.9 15.7 0.00
H 90.6 14.3 0.00
I 31.6 11.1 0.00
J 30.0 11.5 0.00
K 41.2 12.1 0.00
L 31.6 10.8 0.00
M 1560.0 33.2 1.43
N 1580.0 59.4 4.29
O 890.0 24.1 1.43
P 890.1 24.0 1.43
Q 1258.7 50.4 2.86
R 1630.0 92.8 7.14
S 1583.2 36.2 1.43
Table 3.3: Comparison of the results by expert and beginner
Expert Beginner
Maximum error [cm] 90.6 1630.0
Average error [cm] 12.3 45.7











Fig. 3.30: Location of kidnapping. The black cells represent the position at which the robot is
kidnapped in the accuracy map of each adjuster. The number in each black cell represents the
number of times the robot is kidnapped at that position. The red boxes indicate the positions





果を確認する．Fig. 3.32 ∼ Fig. 3.35に熟練者Aの色抽出調整結果とそれを用いた自己位置同定













Fig. 3.31: Verification points
36
Fig. 3.32: Result of color adjustment by expert
A
Fig. 3.33: Enlarged image around the center
line. Expert A could detect the white center
line of the MSL field.
Penalty area
Center line
Fig. 3.34: Result of white adjustment by expert
A
Fig. 3.35: Result of self-localization by expert
A. The red X mark indicates the detected po-
sition. The red points represent the matching
model.
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Fig. 3.36: Result of color adjustment by begin-
ner Q
Fig. 3.37: Enlarged image around the center
line. Beginner Q could not detect the white
center line of the MSL field.
Penalty area
Center line
Fig. 3.38: Result of white adjustment by be-
ginner Q


















Fig. 3.40: Flow of making the white-line model. The white-line model lacks the end line because






に，誤差が 40 ∼ 100 cmになった個所を塗りつぶした画像を Fig. 3.42に示す．Fig. 3.41を確認
すると，誤差 40 ∼ 100 cmは頻度が極端に低く，多くの自己位置同定の誤差は 40 cm未満である
ことがわかる．そこで誤差が 40 cm以上であった Fig. 3.42の赤枠の地点において熟練者と初心者
を比較し，誤差が大きくなった原因を検証する．
熟練者Aと初心者Qの色抽出調整結果と自己位置同定結果をそれぞれ Fig. 3.43 ∼ Fig. 3.48に
示す．この時の自己位置同定結果の誤差は熟練者Aは真値から 10 cm，初心者Qは 70 cmであっ












を色相 (H)・彩度 (S)・明度 (V)の要素別に抽出した画像と，フィールド範囲を合わせた 4枚すべ





全だと 3.4.3節と同様に白色抽出しても白線として認識されない．そこで，熟練者 Aと初心者 Q


































Fig. 3.42: Results of self-localization at positions having large errors. The gray cells represent
positions at which the robot’s position is mis-detected by self-localization in the range of values
between 40 and 100. The red box indicates the positions that will be verified in detail later.
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Fig. 3.43: Result of color adjustment by expert
A
Fig. 3.44: Result of white-line adjustment by
expert A
Fig. 3.45: Result of self-localization by expert A (error 10cm). The green marker represents the
detected position of the robot, and its direction is represented as the yellow bar.
43
Fig. 3.46: Result of color adjustment by begin-
ner Q
Fig. 3.47: Result of white-line adjustment by
beginner Q
Fig. 3.48: Result of self-localization by beginner Q (error 70cm)
44
Fig. 3.49: Comparison of white-line extraction results around the goal area. The yellow and
cyan dots respectively represent the points that only expert A and beginner Q could detect.
Hue Saturation Value ANDField range
Fig. 3.50: Extraction results of beginner Q. The red line is an indicator of the rough position of
the end line. The green line indicates the rough end position that beginner Q could detect as
being the white line.
45
Fig. 3.51: Comparison of field-range extraction
results. The yellow and cyan dots respectively
represent the points that only expert A and
beginner Q detected. In this figure, the points
that only beginner Q detected do not exist.
Fig. 3.52: Comparison of field-range extraction
results. The yellow and cyan dots respectively
represent the points that only expert A and





























































Fig. 4.1: A noisy situation due to the sur-
rounding robots
Fig. 4.2: Another noisy situation due to the




Fig. 4.3: Kidnapped robot problem























Fig. 4.5: Optimization algorithm
51
4.3 GAを用いた対象物認識法
Fig. 4.6に GAとModel-based Matching法を用いた画像認識法を示す. 最初，第一世代とし
て画像内にランダムに個体群がばらまかれ，各個体は自分の位置／姿勢情報 ϕ1
i





の個体がばらまかれた場合は i = 1, 2, · · · , nである．提案手法で用いる遺伝子情報は，(4.1)式よ
り，探索座標 x，y，及び姿勢（角度）θの探索範囲を考慮し Fig. 4.7に示すように全 23bitで構成
している．





Fig. 4.8に示すように各個体の位置情報を用いて適合度関数 F (ϕ)を計算し次世代の個体を生成
する．n世代における i番目の個体の適合度 Fni は遺伝子情報ϕ
n
i



















Fig. 4.6: Converging image of GA’s individuals
Fig. 4.7: Coding of the GA genes
53

























め，各パラメータを固定した検証結果を Fig. 4.10∼4.12に示す．Fig. 4.10では，個体数を検証す
るために選択率と突然変異率を Table 4.1の最適解に固定しており，Fig. 4.11，4.12も同様であ
る．図中の縦軸は順位平均であり（小さい値のパラメータが優れている），横軸は各パラメータの
検証値である．
ここで Fig. 4.10の評価値の推移をみると，図中に黒で示した最適解（個体数 100）を中心に，
探索空間は個体数の変化に対して緩やかな勾配を示している．さらに，Fig. 4.11，4.12を合わせ，
55









Fig. 4.9: Experimental positions for calibrating parameters
Table 4.1: Optimal parameters of GA considering the kidnapped robot problem
Population size Selection rate Mutation rate
100 0.15 0.16
Fig. 4.10: Verification of population size. The vertical axis represents the average of the ranking.
Here the rank means the efficiency of the search in each trial, and high efficiency is represented
as a high rank, i.e., small value.
56
Fig. 4.11: Verification of selection rate
Fig. 4.12: Verification of mutation rate
57
Fig. 4.13: Overview of parameter space between selection rate and mutation rate. The arrow
and dotted line represent the optimized positions.










50 cm以上を誘拐状態とした．最大誤差は 36.1 cm，平均誤差は 13.4 cmとなり，全探索法（最大
誤差 36.1 cm / 平均誤差 12.8 cm）と同等の精度であることが確認できた．
Table 4.2: Search costs
A B C D E F G
909 1556 2658 3716 1671 2681 2276
Average Whole search
2210 4505600
Fig. 4.15: Convergence of GA generations (point A)
59
Maximum error [cm] 36.1
Average error [cm] 13.4
0 50
[cm]







連続性を 4.4節と同様に確認する．各パラメータをTable 4.3の最適解に固定した検証結果を Fig.




4.22に示す．検証結果より最大誤差は 36.1 cm，平均誤差は 13.8 cmとなり，Fig. 3.22の全探索
における精度（最大誤差 36.1 cm / 平均誤差 12.8 cm），及び Fig. 4.16の誘拐状態を考慮したパ



























Table 4.3: Optimal parameters of GA without considering kidnapped robot problem
Population size Selection rate Mutation rate
120 0.3 0.07
Fig. 4.17: Verification of population size without kidnap
62
Fig. 4.18: Verification of selection rate without kidnap
Fig. 4.19: Verification of mutation rate without kidnap
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Fig. 4.20: Overview of parameter space between selection rate and mutation rate without kidnap
Fig. 4.21: Overview of parameter space between selection rate and mutation rate without kidnap
(another view)
64
Maximum error [cm] 36.1
Average error [cm] 13.8
0 50
[cm]
Fig. 4.22: Error of self-localization without kidnap
65
Fig. 4.23: Search cost for each experimental position
Fig. 4.24: Miss-detection rate for parameters in Table 4.3
Table 4.4: Recovery time of each experimental position
A B C D E F G AVG
With kidnapped problem [ms] 7.7 10.6 16.6 26.6 10.8 17.9 17.0 15.3










を考慮した人工的なノイズを用いる 44)．人工ノイズは画像中心から外周に向けて扇状に 30 deg塗
りつぶした物を 1単位とし，ノイズ位置の変化や数の変化によって，自己位置同定結果や適合度
がどのように変化するかを Fig. 4.25に示した 7地点において検証する．ここで，ノイズの位置は
画像直上を 0 degとして 30 degずつ時計回りにずらし，ノイズの個数は均等配置としている．例
として，A地点でのノイズの角度の変化と個数の変化を Fig. 4.26, 4.27に示す．また，参考とし







Fig. 4.25: Verification points
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Fig. 4.26: Change in angle of fan-shaped noise. Taking the center of the panoramic image as
the center of the circle, we set a fan-shaped area with a center angle of 30 degrees as noise.
Fig. 4.27: Change in number of fan-shaped noise patterns
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Table 4.5: Error amount and percentage for all situations in noise experiment
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各地点において，特にノイズ個数が少ない画像の誤差について考察する．地点Aの誤差を見る







60 cm）とG（Fig. 4.30：誤差 120 cm）である．この 2地点は，共に白線が直交する箇所であり，
ノイズ個数 4が直交配置になっていることに起因している．
次に，検証全体を通して特に誤差の大きい地点E（誤差 1650 cm）について考察する．Fig. 4.31，
4.34は同じ E地点でのノイズがない場合とノイズ個数 5の場合の自己位置同定結果である．それ
ぞれ全方位画像からのモデルを Fig. 4.32，4.35に，これらのモデルを用いた自己位置同定結果の
適合度を Fig. 4.33，4.36に示す．ノイズ個数 5の配置によりフィールドの特徴点（ゴールエリア，
エンドライン，サイドライン）が完全に見えなくなっており，ペナルティエリアの一部とコーナー
アークのみで特徴を捉えきれず誘拐状態になっていることがわかる．
以上の結果と Table 4.5より，ノイズ個数 3までは自己位置同定の誤差が小さく，ノイズ個数 4




Fig. 4.28: Case of 5 noise pat-
terns at position A
Fig. 4.29: Case of 4 noise pat-
terns at position E
Fig. 4.30: Case of 4 noise pat-
terns at position G
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Fig. 4.31: Case of no noise at position E
Fig. 4.32: Self-localization results at position E
without noise
Fig. 4.33: 3D graph of fitness value at position E without noise
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Fig. 4.34: Five-noise pattern image at position
E
Fig. 4.35: Self-localization results at position E
with noise















Fig. 4.40, 4.42, 4.44の走行軌跡を見てみると，いずれの検証においても，前節までに検証した
誤差範囲に収まる程度の位置誤差は認められるが，設定した走行経路を正しく認識できているこ




Fig. 4.37: Test path 1 of verification experiment in actual environment
Fig. 4.38: Test path 2 of verification experiment in actual environment
Start point
Fig. 4.39: Test path 3 of verification experiment in actual environment
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Fig. 4.40: Result of self-localization on test path 1. The black dots represent the detected
position at each camera frame.
Fig. 4.41: x, y coordinates of detected position at each frame number on test path 1
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Fig. 4.42: Result of self-localization on test path 2
Fig. 4.43: x, y coordinates of detected position at each frame number on test path 2
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Fig. 4.44: Result of self-localization on test path 3
Fig. 4.45: x, y coordinates of detected position at each frame number on test path 3
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4.9 第4章まとめ
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Fig. A.1: Adjuster A
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Fig. A.2: Adjuster B
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Fig. A.3: Adjuster C
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Fig. A.5: Adjuster E
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Fig. A.6: Adjuster F
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Fig. A.7: Adjuster G
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Fig. A.9: Adjuster I
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Fig. A.13: Adjuster M
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Fig. A.17: Adjuster Q
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Fig. A.18: Adjuster R
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Fig. A.19: Adjuster S
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B 全てのノイズパターン
4.7節において各地点のノイズ検証に使用した画像を Fig. B.20∼Fig. B.89に示す．ノイズの位
置は画像直上を 0 degとして 30 degずつ時計回りにずらし，ノイズの個数は均等配置としている．
このため，ノイズの個数が 1つでは 12パターンあり，2つでは 6パターンとなるように，個数に依
存して重複する画像を省くため，検証する画像数が変動していることに注意されたい．また，各
地点の検証結果を Table B.1∼B.7に示す．表中の赤色の塗りつぶしは，真値からロボット 1台分
である 50cm以上離れてしまい，誘拐状態に陥った結果であり，斜線の数値は上述した重複画像の
数値を表している（重複元と数値は同じ）．
Table B.1: Point A noise result
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Fig. B.20: Position A / noise 1
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Fig. B.21: Position A / noise 2
Fig. B.22: Position A / noise 3
Fig. B.23: Position A / noise 4
94
Fig. B.24: Position A / noise 5
95
Fig. B.25: Position A / noise 6
Fig. B.26: Position A / noise 7
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Fig. B.27: Position A / noise 8
Fig. B.28: Position A / noise 9
Fig. B.29: Position A / noise 10
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Table B.2: Point B noise result
Fig. B.30: Position B / noise 1
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Fig. B.31: Position B / noise 2
Fig. B.32: Position B / noise 3
Fig. B.33: Position B / noise 4
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Fig. B.34: Position B / noise 5
100
Fig. B.35: Position B / noise 6
Fig. B.36: Position B / noise 7
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Fig. B.37: Position B / noise 8
Fig. B.38: Position B / noise 9
Fig. B.39: Position B / noise 10
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Table B.3: Point C noise result
Fig. B.40: Position C / noise 1
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Fig. B.41: Position C / noise 2
Fig. B.42: Position C / noise 3
Fig. B.43: Position C / noise 4
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Fig. B.44: Position C / noise 5
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Fig. B.45: Position C / noise 6
Fig. B.46: Position C / noise 7
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Fig. B.47: Position C / noise 8
Fig. B.48: Position C / noise 9
Fig. B.49: Position C / noise 10
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Table B.4: Point D noise result
Fig. B.50: Position D / noise 1
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Fig. B.51: Position D / noise 2
Fig. B.52: Position D / noise 3
Fig. B.53: Position D / noise 4
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Fig. B.54: Position D / noise 5
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Fig. B.55: Position D / noise 6
Fig. B.56: Position D / noise 7
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Fig. B.57: Position D / noise 8
Fig. B.58: Position D / noise 9
Fig. B.59: Position D / noise 10
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Table B.5: Point E noise result
Fig. B.60: Position E / noise 1
113
Fig. B.61: Position E / noise 2
Fig. B.62: Position E / noise 3
Fig. B.63: Position E / noise 4
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Fig. B.64: Position E / noise 5
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Fig. B.65: Position E / noise 6
Fig. B.66: Position E / noise 7
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Fig. B.67: Position E / noise 8
Fig. B.68: Position E / noise 9
Fig. B.69: Position E / noise 10
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Table B.6: Point F noise result
Fig. B.70: Position F / noise 1
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Fig. B.71: Position F / noise 2
Fig. B.72: Position F / noise 3
Fig. B.73: Position F / noise 4
119
Fig. B.74: Position F / noise 5
120
Fig. B.75: Position F / noise 6
Fig. B.76: Position F / noise 7
121
Fig. B.77: Position F / noise 8
Fig. B.78: Position F / noise 9
Fig. B.79: Position F / noise 10
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Table B.7: Point G noise result
Fig. B.80: Position G / noise 1
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Fig. B.81: Position G / noise 2
Fig. B.82: Position G / noise 3
Fig. B.83: Position G / noise 4
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Fig. B.84: Position G / noise 5
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Fig. B.85: Position G / noise 6
Fig. B.86: Position G / noise 7
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Fig. B.87: Position G / noise 8
Fig. B.88: Position G / noise 9
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