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The following typographical conventions are adopted throughout the text: software pack-
ages and software routines are refered to using the typwriter font family (e.g. the nls()
function in the nlme package), whereas the sans serif font family is used to designate
software themselves (e.g. the Python software).
Websites referenced in this thesis were last accessed on January 2011.
Most of the software used in this work is free and open-source, in particular:
 Operating system: Linux (http://fedoraproject.org/),
 Typsetting environment: LATEX (http://www.latex-project.org/),
 Bibliographic tools: BibTEX (http://www.bibtex.org/) and Jabref (http://jabref.
sourceforge.net/),
 Numerical and statistics engines: R (http://www.r-project.org/), Python (http:
//www.python.org/), GNU Fortan compiler (http://www.gfortran.org/),
 Plotting packages: R base package and ggplot2 package(http://had.co.nz/ggplot2/),
 Maps drawing software: GMT (http://gmt.soest.hawaii.edu/),
 GIS software: QGIS (http://www.qgis.org/), GRASS (http://grass.osgeo.org/).
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Abstract
The present work addresses the problematic of forecasting impacts of climate change
on future rainfall regimes and their consequences on urban stormwater infrastructures.
Researches carried out allowed to develop an integrated framework for producing high
resolution probabilistic rainfall projections suitable for studying hydrological processes
at the scale of urban drainage. Downscaling is at the core of the methodology as the
predictions of the numerical General Circulation Models (GCMs) employed by the
climate scientific community to model climate evolution are too coarse for hydrolog-
ical impact studies. The proposed downscaling approach respects the scales of the
physical processes characterizing precipitations and consists in three steps: i) Daily
rainfall series at the location of interest are downscaled from coarse-gridded monthly
GCMs projections (scale of weather events); ii) The generated daily series are further
downscaled to the hourly time-step (scale of storms dynamics); iii) Finally, hourly
series are disaggregated to sub-hourly level (scale of raincells).
Daily downscaling is achieved by a statistical procedure, based on Generalized Linear
Models (GLMs), seeking to relate large-scale atmospheric variables, corresponding to
the scale of GCMs, to local daily rainfall series. The proposed methodology is as-
sessed using three contrasted situations in Switzerland (Geneva, Sion and Sa¨ntis) and
is shown to perform well in reproducing historical rainfall statistics (including extremes
and inter-annual variability) in the present-day climate; furthermore, projections were
shown to be consistent with the simulations of physically-based dynamical models (i.e.
Regional Climate Models). Projections for the second part of the 21th century indi-
cates considerably drier summers, but no significant tendency toward more extreme
events was detected except for Sa¨ntis. Finally, extensions of the methodology were
presented allowing to downscale other atmospheric variables than rainfall.
Sub-daily rainfall downscaling is achieved using a stochastic hourly rainfall generator
based on Poisson clusters model which aims at conceptualizing storm dynamics in a
simple way. To provide sensible results such generators have to be fitted on historical
rainfall statistics computed at different levels of temporal aggregation. In the present
context, this raises a fundamental problem as the required fitting statistics at the sub-
daily time-scale are not available for the future. Shortcomings of existing methods
led us to develop a novel approach based on Multivariate Adaptive Regression Splines
(MARS) which were so far seldom used in hydrology. The proposed MARS models
are conditioned on climate and fit thus particularly well in the general downscaling
framework. In addition, atmospheric predictors allow to account naturally for seasonal
variations meaning that a single MARS model holds for the whole year, whereas
existing models are specific to each month of the year and are therefore not robust
against the seasonal changes that might induce global warming. The methodology
was applied to generate hourly rainfall series from daily data simulated by the GLMs
at Geneva for the end of the 21th century. Climate change was found to impact
significantly summer storm dynamics: raincells are predicted to be shorter but more
intense, and storms are projected to be less frequent. A frequency analysis made on
the simulated hourly rainfall series revealed a significant increase of hourly rainfall
return levels.
Hourly rainfall series are further disaggregated to the 10-minute level using a cascade-
based model. Using case studies in the Geneva area, the performances of this sub-
hourly rainfall disagreggator (in particular the reproduction of extreme values) were
shown to be equivalent when fitted on statistics derived from the temporal levels 10-
minute to 1-hour (sub-hourly fitting set), or from the 1-hour to 3-hour levels (supra-
hourly fitting set). In consequence, the supra-hourly statistics of the hourly rainfall
series generated by the stochastic Poisson clusters model can be used to fit the disagreg-
gator model in order to simulate 10-minute rainfall series. Projections of 10-minute
rainfall at Geneva for the end of the 21th century indicates an increase of extreme
events intensities.
Uncertainties in the proposed downscaling procedure are dealt with using, whenever
feasible, probabilistic models (i.e. GLMs, hourly rainfall generator, MARS model
and sub-hourly disagreggator), and relying on a large number of General Circulation
Models projections conditionned on various greenhouse gases emissions scenarios.
The present work concludes with a case study illustrating how the developed downscal-
ing methodology may be used to evaluate different strategies of sustainable stormwater
management. The Industrial Zone of Plan-les-Ouates (ZIPLO) taken as example is
a small urbanized area of Geneva. Urban drainage was characterized using a semi-
distributed rainfall–runoff model, and climate change (under the higher greenhouse
gas emissions scenario) was shown to increase significantly the peak discharge flows
at the ZIPLO outlet. Different sustainable stormwater options were then evaluated in
order to limit the peak discharge flows under the joint scenario of climate change and
projected urbanization increase.
Keywords : statistics, time series, uncertainties, climate change, forecasting, rainfall
modeling, stormwater, urbanized area, sustainable urban drainage systems
Re´sume´
Ce travail aborde la proble´matique de la pre´vision des impacts du changement clima-
tique sur les re´gimes des pluies futures et leurs conse´quences sur les infrastructures
de gestion des eaux de ruissellement urbaines. Les recherches effectue´es ont permis de
de´velopper un cadre me´thodologique inte´gre´ susceptible de produire des pre´dictions
probabilistes de pluies pour e´valuer diffe´rentes strate´gies de gestion durable des eaux
de ruissellement urbaines. La me´thodologie propose´e repose pour l’essentiel sur le de´-
veloppement de proce´dures de mise a` l’e´chelle (”downscaling”), vu que les projections
des mode`les nume´riques de circulation ge´ne´rale (MCGs) utilise´s par la communaute´
scientifique pour mode´liser l’e´volution du climat sont trop grossie`res pour les besoins
des e´tudes d’impacts hydrologiques. Elle respecte les e´chelles des processus physiques
caracte´risant les pre´cipitations et consiste en trois e´tapes : i) les pluies journalie`res
sont mises a` l’e´chelle pour le lieu d’inte´reˆt a` partir des projections mensuelles des
MCGs (e´chelle des e´ve´nements pluvieux) ; ii) les pluies journalie`res ainsi ge´ne´re´es sont
re´duites a` l’e´chelle horaire (e´chelle de la dynamique des orages) ; iii) finalement, les
se´ries horaires sont de´sagre´ge´es au pas de temps sub-horaire (e´chelle des cellules plu-
vieuses).
Le “downscaling” journalier est re´alise´ a` l’aide d’une proce´dure statistique base´e sur
l’utilisation des Mode`les Line´aires Ge´ne´ralise´s (MLGs), dont l’objectif est de fournir
des relations entre les variables atmosphe´riques grossie`res, correspondant a` l’e´chelle
des MCGs, et une se´rie de pluies journalie`res enregistre´es a` l’endroit souhaite´. La
me´thodologie a e´te´ teste´e et valide´e dans trois contextes climatiques contraste´s de
Suisse (Gene`ve, Sion et Sa¨ntis) et ses performances se sont ave´re´es e´leve´es en ce qui
concerne la reproduction des statistiques de pluies observe´es (notamment les valeurs
extreˆmes et la variabilite´ inter-annuelle) ; de plus, les projections sont consistantes
avec les pre´dictions de mode`les dynamiques complexes (i.e. mode`les nume´riques de
circulation atmosphe´rique re´gionale). Les projections pour la seconde partie du 21e`me
sie`cle re´ve`lent des e´te´s conside´rablement plus secs ; toutefois, a` l’exception de la sta-
tion du Sa¨ntis, aucune tendance significative vers des e´ve`nements plus extreˆmes n’a
e´te´ de´cele´e. Finalement, des extensions de la me´thodologie ont e´te´ pre´sente´es dans
l’optique d’effectuer le “downscaling” d’autres variables climatiques que la pluie.
Le “downscaling” horaire des pluies est effectue´ graˆce a` un ge´ne´rateur stochastique de
pluies base´ sur un mode`le a` pulses rectangulaires de Poisson qui permet de concep-
tualiser simplement la dynamique des orages. De tels ge´ne´rateurs doivent eˆtre calibre´s
avec des statistiques de se´ries pluviome´triques observe´es, a` diffe´rents niveaux d’agre´-
gation temporelle. Ceci se heurte a` un proble`me complexe lorsque les statistiques
sub-journalie`res requises pour la calibration ne sont pas connues, ce qui est e´videm-
ment le cas pour la pre´diction d’e´ve`nements futurs. En raison des limitations des
me´thodes existantes, une nouvelle approche base´e sur la technique MARS (Multiva-
riate Adaptive Regression Splines), rarement utilise´e en hydrologie jusqu’ici, a e´te´
de´veloppe´e. Les mode`les MARS propose´s sont conditionne´s par le climat et sont ainsi
parfaitement adapte´s au cadre de ce travail. Par ailleurs, les pre´dicteurs atmosphe´-
riques inclus dans les mode`les MARS permettent de prendre en compte les variations
saisonnie`res ; de`s lors, un unique mode`le est valable pour toute l’anne´e, alors que les
me´thodes existantes sont spe´cifiques a` chaque mois et manquent de robustesse face
aux de´calages saisonniers que pourrait induire le re´chauffement climatique. La me´tho-
dologie a e´te´ applique´e au cas de Gene`ve pour ge´ne´rer des pluies horaires a` partir
de pluies journalie`res simule´es par les MLGs pour la seconde partie du 21e`me sie`cle.
L’impact du changement climatique sur la dynamique des orages estivaux s’ave`re si-
gnificatif, avec des e´ve`nements pluvieux moins fre´quents et des cellules pluvieuses plus
courtes mais plus intenses. L’analyse fre´quentielle des pluies horaires simule´es re´ve`le
une augmentation significative de l’intensite´ des pluies horaires extreˆmes.
Les se´ries horaires sont ensuite de´sagre´ge´es au pas de temps 10 minutes via un mode`le
en cascades. En utilisant des se´ries pluviome´triques observe´es dans la re´gion de Gene`ve,
les performances du de´sagre´gateur de pluie (en particulier la reproduction des valeurs
extreˆmes) se sont ave´re´es eˆtre e´quivalentes dans les cas ou` le mode`le e´tait calibre´ avec
des statistiques de´rive´es de niveaux d’agre´gation temporelle allant de 10 minutes a` 1
heure (ensemble sub-horaire), ou allant de 1 heure a` 3 heures (ensemble supra-horaire).
En conse´quence, les statistiques supra-horaires des pluies simule´es par le ge´ne´rateur
de pluies horaires peuvent eˆtre utilise´es pour calibrer le de´sagre´gateur afin de simuler
des se´ries pluviome´triques de pas de temps 10 minutes. Les projections de pluies sub-
horaires a` Gene`ve pour la seconde partie du 21e`me sie`cle indiquent une augmentation
de l’intensite´ des e´ve`nements extreˆmes.
Les incertitudes inhe´rentes a` la proce´dure de “downscaling” propose´e sont traite´es en
recourant, chaque fois que possible, a` des mode`les probabilistes (i.e. MLGs, ge´ne´rateur
de pluies horaires, mode`les MARS, et de´sagre´gateur sub-horaire), ainsi qu’en conside´-
rant un grand nombre de projections de mode`les climatiques conditionne´s a` diffe´rents
sce´narios de gaz a` effet de serre.
L’inte´reˆt de la nouvelle me´thodologie de “downscaling” pour e´valuer diffe´rentes stra-
te´gies de gestion durable des eaux de ruissellement urbaines est illustre´ pour le cas
d’un petit bassin versant, en l’occurrence celui constitue´ par la Zone Industrielle de
Plan-les-Ouates (ZIPLO) a` Gene`ve. Le re´seau de drainage urbain a e´te´ caracte´rise´
par un mode`le pluie-de´bit semi-distribue´. Les effets du changement climatique (sous
l’hypothe`se d’un sce´nario de gaz a` effet de serre e´leve´) se traduisent par une augmen-
tation significative des de´bits de pointe auxquels s’ajouteront dans le futur les effets
d’une plus forte urbanisation. Diffe´rentes strate´gies de gestion durable des eaux de
ruissellement ont e´te´ e´value´es pour limiter les de´bits de pointe a` l’exutoire.
Mots cle´s : statistique, se´ries temporelles, incertitudes, changement climatique, pre´-
vision, mode´lisation de la pluie, eaux de ruissellement, re´gions urbanise´es, syste`mes
de gestion durable des eaux pluviales
Chapter 1
Introduction
1.1 Sustainable urban stormwater management strategies
This thesis addresses the topic of sustainable urban stormwater management strategies
with respect to climate change.
The natural hydrological cycle is essentially made of the following processes: 1) plant-
transpiration and evaporation from water bodies due to the incoming solar energy con-
tribute moisture to the atmosphere, 2) once the atmosphere gets saturated, water vapor
condenses and falls to the ground as precipitations, 3) part of this water contributes di-
rectly to water storage (e.g. glaciers, oceans), 4) another part infiltrates into the ground
and participates to groundwater recharge and 5) finally another part flows onto the ground
as runoff following the slope of the terrain before reaching the water network. Urban hy-
drology is a special area of general hydrology because man-made infrastructures perturb
drastically the natural water cycle. In particular the large proportion of impervious area
precludes water infiltration into the soil; as a consequence water falling on the ground con-
tributes almost exclusively to surface runoff. Traditional stormwater management strate-
gies seek to collect all this surface runoff into centralized sewer networks that eventually
discharge water through few outlets to the closest river or channel. Urban areas are thus
prone to sewer flooding and the centralized stormwater management strategies, in addition
to preventing infiltration and groundwater recharge, perturb strongly the receiving water
bodies.
When thinking in terms of sustainable development, one key step is to identify pressures
that are acting on the system under study now and how we can control these pressures so
that their impacts on the quality of the system remain limited through time. Among the
spectrum of pressures one may identify, some will be more difficult to control than others
and hence their evolution in the future will be hard to assess with certainty.
Therefore, when planning for the long-term, one must take these uncertain aspects into
account. There are essentially two ways to achieve this: either one has to take decisions
that are robust 1, or one has to be prudent and adopt flexible and adaptive 2 strategies.
1Robustness is the quality of being able to withstand stresses, pressures, or changes in procedure or
circumstance. A system, organism or design may be said to be “robust” if it is capable of coping well
with variations (sometimes unpredictable variations) in its operating environment with minimal damage,
alteration or loss of functionality.
2Adaptability is to be understood here as the ability of a system to adapt itself efficiently and fast to
1
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In particular, when planning stormwater-related infrastructures, we may think of urban-
ization, land use change, economics, energy demand and climatic conditions as being
some pressures acting on the system. Among these, climate change may have especially
uncertain impacts that should be considered with a special emphasis.
Classical stormwater drainage infrastructures (pipes and sewers) are perfect examples of
infrastructures that are neither robust (pipes are designed to accept a limited volume of
water) nor flexible (re-dimensioning the sewer system is not easy and very expensive).
More flexible and adaptive solutions may be found trough the concept of Sustainable
Urban Drainage systems (SUDs).
SUDs replicate natural drainage and aim to prevent pollution, control flooding, recharge
groundwater and enhance the environment; among the various SUDs we may cite green
roofs or retention basins as examples 3. Intense research is currently being done to assess
the performance of various SUDs; however there have only been limited studies addressing
their usefulness to mitigate climate change impacts in urban areas.
1.2 Climate change and and its impact on future rainfall
Climate change may perturb the natural water cycle, in particular precipitations that are
central to urban hydrology.
General Circulation Models are the primary workhorses for studying and predicting cli-
mate evolution. Yet, these models make projections on scales that are not appropriate, in
space and time, for hydrological impact studies.
Downscaling methods aim at refining these coarse climate predictions to scales appropriate
to study the phenomenon of interest. The temporal resolution of rainfall series required to
model urban hydrology is typically one hour or less and the spatial scale corresponds to a
few kilometers, whereas climate models have a typical spatial resolution of a few degrees
longitudes/latitudes and their projections should not be considered reliable below monthly
time-scales. In the climatological terminology, climate models investigate phenomenons
that act on the macro-scale, while urban hydrology is concerned with micro-scale processes;
the meso-scale, or regional scale, is the cornerstone relating these two scales.
So as to respect this hierarchy, rainfall series suitable for urban impact studies cannot
be downscaled directly from climate model projections, but one has to proceed by succes-
sive steps. Studies have focused so far on individual steps of the procedure, but a fully
integrated approach has hardly ever been proposed and is thus challenging. The down-
scaling procedure that is developed here follows the methodological workflow presented
on Figure 1.1 (details of the figure will be explained later) and is three-fold: 1) rainfall
is downscaled to daily time-scale, 2) then to hourly level, and finally 3) to sub-hourly
time-scale.
In addition, climate models projections are entitled with large uncertainties that may
even be exacerbated when downscaling; that constitutes another major issue which will
be addressed in this work.
changed circumstances.
3cf., e.g., http://www.ciria.org.uk/suds/ for a comprehensive overview.
2
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1.3 The SWITCH project
The present thesis fits into the framework of the EU-funded research programme SWITCH 4,
whose acronym stands for Sustainable Water Management Improves Tomorrow’s Cities’
Health. Beginning in February 2006, it consists of a Consortium of 33 partner organiza-
tions working in 15 European and developing countries worldwide, with UNESCO-IHE as
lead partner.
SWITCH aims at catalyzing change towards a more sustainable urban water management
in the “City of the Future”, and seeks to be as integrated as possible by comprehending
all drivers related to water management.
The term “City of the Future” should not be understood as referring to a fictitious vision
of what might be the ideal city of the future, but it rather emphasizes the fact that the
project is seeking to find a spectrum of sustainable strategies that can be applied anywhere
in the world. This constrain had several impacts on the developments of the proposed
downscaling procedure (in particular concerning data requirements).
Accordingly, the SWITCH project includes a number of demonstration activities, to be
carried out in ten identified SWITCH demonstration cities: Accra (Ghana), Alexan-
dria (Egypt), Beijing (China), Belo Horizonte (Brazil), Birmingham (United Kingdom),
Chongqing (China), Hamburg (Germany),  Lo´dz´ (Poland), Tel Aviv (Israel) and Zaragossa
(Spain). The Emscher region (Germany) and Lima (Peru) are also participating.
1.4 Structure of the thesis
The overall aim of this thesis is thus to design and illustrate a methodology able to evaluate
the potential impacts of climate change on classical urban stormwater systems, and to seek
alternative sustainable management strategies that might mitigate these impacts.
To this end, we divided the work into two major research axes. The first one consists
to develop an integrated and probabilistic framework to produce fine temporal resolution
rainfall series according to climate change scenarios and for a given location (i.e. a city).
The second one is to feed these perturbed rainfall series into a rainfall/runoff model cor-
responding to a given city in order to assess potential impacts of climate change on its
urban drainage system, and then to implement some sustainable strategies to mitigate
these impacts.
The content of the thesis is the following. Chapter 2 describes and illustrates the approach
for producing daily rainfall series according to climate change. Chapter 3 demonstrates
how the methodology can be extended to obtain hourly rainfall simulations. Demonstra-
tion of the integrated downscaling methodology takes place in Chapter 4, and Section 4.3
investigates the opportunity to downscale data further to a 10-minute time scale. Im-
pacts of climate change on urban drainage is addressed in Chapter 5. Finally a discussion
about the developed methodology and perspectives for future developments are presented
in Chapter 6. To ease the reading, a glossary of abbreviated terms stands on page xiii.
4http://www.switchurbanwater.eu/
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Chapter 2
Probabilistic downscaling of precipitations at
a daily time step
from coarse global climate predictions
2.1 Introduction
2.1.1 Global climate predictions
Last release of the Intergovernmental Panel on Climate Change (IPCC) assessment report
demonstrates that climate is globally warming (IPCC, WG. I , 2007). According to this
document, most of the observed increase in global average temperatures since the mid-
20th century is very likely due to the observed increase in anthropogenic greenhouse gas
concentrations.
Along with this global warming there are evidences for intensification of global water cycle
(Huntington, 2006; IPCC, WG. I , 2007; Waliser et al., 2007) which may have serious
impacts on hydrology. Climate change impacts should therefore be assessed for long term
hydrological studies.
To predict the magnitude of global warming in the future, IPCC developed a set of 40
greenhouse gas (GHG) emissions scenarios corresponding respectively to various demo-
graphic, socio-economic and technological development alternatives. These can be found
in the Special Report on Emissions Scenarios (SRES) (Nakicenovic et al., 2000) and are
thought to cover the full range of uncertainties related to future evolution. (Even if these
scenarios may seem old, the climate research community doesn’t plan to produce updated
ones (Beniston, 2010)).
Atmosphere-ocean general circulation models (AOGCMs, simply abbreviated GCMs there-
after) are the primary tool used for understanding and attributing past climate variations,
and for future projections. These GCMs are numerical coupled models that allow to repre-
sent the atmospheric system of the earth. They include dynamical components describing
atmospheric, oceanic and land surface processes, as well as sea ice and other components.
These models are forced by selected SRES scenarios in order to simulate the climate evo-
lution.
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Having a rough idea of how these general circulation models work helps to understand
their limitations. Their structure is therefore briefly outlined below (see, e.g., Beniston
(2004) for details).
GCMs are based on physical and dynamical laws governing the atmosphere. These laws are
translated into a system of nonlinear partial differential equations that have to be solved
numerically. The atmosphere is discretized in a multitude of small volumes according
to a predefined 3-dimensional grid. Values of prognostic variables (i.e. variables whose
temporal evolution is to be predicted) are integrated at each grid point and over time in
order to provide a prediction of these values in the future. The solution of the system
of equations depends therefore on the interactions and exchanges between adjacent grid
volumes which determine collectively the temporal evolution of the system.
Although many prognostic equations can be solved explicitly at each grid point, it is not
always the case. Indeed, some physical processes (e.g. turbulence) may act at a smaller
scale than the grid resolution, while some other processes (e.g. cloud formation and pre-
cipitations) may, if explicitly calculated at each time step, overload the computational
resources available. As these processes are important for the atmosphere dynamics, they
cannot be neglected. To overcome the problem, one has to design some parametric schemes
that simplify, in a physically meaningful way, the equations. The quality of GCMs predic-
tion relies thus drastically on these parametric schemes which may vary between different
modeling centers.
The main disadvantages of GCMs are the following: i) they are deterministic (cannot
handle uncertainties), ii) due to computational cost, their spatial resolution is typically
2.5° latitude by 3.75° longitude, and iii) they cannot take explicitly into account some key
processes that govern the atmosphere dynamics.
2.1.2 Downscaling
The coarse resolution of general circulation models implies that sub-grid components and
processes such as cloud formation, land use and topography are not resolved explicitly
and prevents direct use of their predictions for hydrological impacts studies (Christensen
et al., 2008). Therefore rough GCMs results have to be downscaled, either dynamically
or statistically, to a finer scale suitable for hydrological studies (cf. (Maraun et al., 2010)
for a review).
In dynamical downscaling, the working tools are named regional circulation models (RCM).
These numerical models are similar to GCMs, but are of higher resolution and therefore
contain a better representation of, for example, the underlying topography within the
model domain and, depending on the model resolution, may also be able to resolve some
of the atmospheric processes which are parametrized in a GCM.
The general approach is to “nest” a RCM within the “driving” global circulation model
so that the high resolution model simulates the climate features and physical processes
in much greater detail for a limited area of the globe, whilst drawing information about
initial conditions, time-dependent lateral meteorological conditions and surface boundary
conditions from the GCM. Most nesting techniques are one-way, i.e. there is no feedback
from the RCM simulation to the driving GCM. The global model simulates the response
of the global circulation to large-scale forcings, whilst the RCM accounts for sub-GCM
grid scale forcings, such as complex topographical features and land cover inhomogeneity,
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in a physically-based way and thus enhances the simulations of atmospheric and climatic
variables at finer spatial scales. However, the RCM is susceptible to systematic errors in the
driving fields provided by the global models, resulting in a poor simulation of the regional
climate. High frequency, i.e. 6 or 12 hourly, time-dependent GCM fields are required to
provide the boundary conditions for the RCM; these are generally not routinely stored by
global climate modelers, and so there needs to be careful co-ordination between the global
and regional climate modeling groups in order to ensure that the appropriate data are
available. Furthermore, RCM simulations may be computationally demanding, depending
on the domain size and resolution, and this has limited the length of many experiments.
Examples of dynamical downscaling using RCMs can be found in Boberg et al. (2009) or
Sanchez-Gomez et al. (2009).
Statistical downscaling is comparatively cheaper and computationally more efficient. As
discussed below, there exists several statistical downscaling techniques. However, they all
rely, except the naive perturbation method, on the same basic idea: they try to derive
statistical relationships between an observed small-scale (often station-level) predictand
variable and larger (GCM) scale predictor variables.
The two main difficulties in statistical downscaling are, firstly, to choose properly the right
family of statistical models that describe the relationships between the predictand and the
predictors, and, once the model is chosen, to select carefully which predictors to rely on
(calibration step).
The main disadvantages of statistical downscaling models are the following: i) they re-
quire long and reliable observed historical series for calibration, ii) they assume that the
relationships between predictors and predictand are stationary over time, iii) they may be
affected by biases in the underlying GCM, iv) their skill in reproducing extreme events
and inter-annual variability is generally poor.
Recent advances in statistical downscaling at daily time step for hydrological impacts
studies were reviewed lately (Fowler et al., 2007) and the main methodologies are briefly
outlined below.
The perturbation method is a basic approach that is able to produce easily a large number
of climate scenarios (Prudhomme et al., 2002). Differences between control and future
GCM runs are used to define change factors which are, in the simplest form, applied
linearly to observations. This method ignores changes in variability and assumes that the
spatial pattern of climate will remain constant. To date, the most refined variation of
the perturbation method has been proposed by Burton et al. (2010) who used a Poisson
cluster model with a perturbed set of fitting parameters to produce daily rainfall series
according to climate change.
More elaborated methods are based on the fundamental concept that regional climate is
largely a function of large scale atmospheric state; such methods can be classified in three
categories (Wilby and Wigley , 1997): i) Transfer functions, ii) Weather typing schemes
and iii) Weather generators, including rainfall generators.
Transfer functions aim at direct quantification of the relationships between the predictand
and a set of predictors variables. Numerous methods have been proposed so far: Artificial
Neural Networks (Zorita and von Storch, 1999); Canonical Component Analysis (Busuioc
et al., 2001); Relevance Support Vector machine (Ghosh and Mujumdar , 2008), Auto-
searched Orographic and Atmospheric effects De-trended Kriging (Guan et al., 2009), etc.
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Weather typing schemes relate the occurrence of particular weather classes to local climate.
This can be achieved for instance by: Empirical Orthogonal Function from pressure data
(Goodess and Palutikof , 1998), fuzzy rules (Bardossy et al., 2005) and self-organizing
maps (Gutierrez et al., 2005). A major problem of this type of methods is that they
assume that characteristics of weather classes will remain constant.
Finally, daily rainfall generators simulate whole sequences of daily rainfall data, explicitly
representing its persistence over successive days, and possibly the dependence of rain-
fall upon atmospheric states (weather-conditionned generators). Prototypical examples
employ basic two states Markov chains that are dependent of transition probabilities
for simulating precipitation occurrence (Gabriel and Neumann, 1962), extensions exist
to simulate rainfall amount via for instance gamma distribution (Buishand , 1978) and
finally 2-dimensional approaches have been developed (Wilks, 1998). Although such mod-
els acknowledge the event-based nature of the precipitation process, they are generally
inadequate in the modeling of extremes and persistence (Gregory et al., 1992). More
sophisiticated weather-conditionned generators are based, for instance, on Generalized
Linear Models (Chandler and Wheater , 2002; Mezghani and Hingray , 2009).
2.1.3 Uncertainties
Uncertainties associated with GCM predictions and with downscaling procedures are im-
portant and should be taken into account when building future climate scenarios. These
uncertainties arise from several sources, for instance:
 estimations of future greenhouse gas emissions;
 accuracy of global circulation models;
 chaotic nature of global circulation models which, initialized with different boundary
conditions, may produce divergent results;
 performance of the downscaling scheme;
 data quality issues.
Recent advances in incorporating GCM uncertainties into climate predictions include: i)
forecasts based on super-ensemble of climate model simulations (Stainforth et al., 2005;
Knight et al., 2007), ii) construction of weighted ensemble averages (Giorgi and Mearns,
2003; Raftery et al., 2005; Tebaldi et al., 2005; Raisanen et al., 2010; Xu et al., 2010),
iii) use of hierarchical Bayesian framework to provide multimodel predictions at grid scale
level (Furrer and Katz , 2007; Greene et al., 2006) and iv) imprecise probability (Mujumdar
and Ghosh, 2008; Ghosh and Mujumdar , 2009).
In the literature, however, very few studies present an integrated framework for producing
probabilistic scenarios suitable for hydrological impact studies. Hingray et al. (2007a) ap-
ply the methodology they previously developed to produce regional distributions of change
in temperature and precipitations in conjunction with a simple perturbation method for
local scale time series modeling (Shabalova et al., 2003), to a regulated Swiss lake system
(Hingray et al., 2007b). In their paper, Wilby and Harris (2006) adopt a Monte Carlo ap-
proach to propagate the cascade of uncertainties from greenhouse gas emissions scenarios
to hydrological models.
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2.1.4 Stakes
In the perspective of the SWITCH project, one contribution of the present work was to pro-
vide demonstration cities with a methodology able to assess the impacts of climate change
on urban stormwater and then to design sustainable stormwater management strategies
that are flexible or robust enough to cope with climate change impacts.
In consequence, the methodology to produce rainfall scenarios for the “city of the future”
must have the following characteristics:
Pragmatism: The methodology has to be applicable and should not limit to exploratory
technical developments.
Accuracy: The methodology must be able to reproduce adequately all key statistics of
daily rainfall series and incorporate correctly predicted climate changes.
Sensibility: The methodology has to deal with uncertainty and provide probabilistic
results with confidence intervals. Indeed, climate change itself and its impact on
precipitations are very uncertain; it would then be very dangerous to provide city
planners with deterministic conclusions.
Robustness: As we are dealing with forecasts and climate change, and as the methodol-
ogy has to be applied in a wide range of climatic conditions, the methodology should
not be sensitive to changing conditions.
Flexibility: The methodology has to be easily transposable to a variety of locations.
Simplicity: The methodology has to be kept as simple as possible to provide understand-
able results. Indeed, in the domain of forecasting, complex or black-box approaches
(e.g. neural networks) should be avoided at risk of obtaining insensible results.
Parsimony: The methodology has to require as few data as possible in order to be
applicable at a wide range of locations.
Holistism: The methodology must take all aspects of climate change and of rainfall
dynamics into account.
Extendability: It should be possible to extend the methodology to produce sub-daily
rainfall series (cf. Chapter 3).
2.1.5 Methodology overview
The methodological approach developed here is based on the pilot study presented in the
DEFRA technical report 2113 (Chandler et al., 2007) that is briefly introduced below.
Chandler et al. (2007) employ Generalized Linear Models (GLMs) to downscale rainfall
at daily time step from coarse General Circulation Models (GCMs) outputs. Basically,
GLMs are extensions of the standard linear models and allow to find relationships between
a predictand (here, rainfall series) and a set of temporally varying predictor variables in
quite a flexible way.
Coarse-scale atmospheric variables are used as covariates in GLMs and models are fitted
using historical data (rainfall series and atmospheric variables) to describe relationships.
For future scenarios, one may then simply simulate from the fitted models driven by
GCM-generated atmospheric variables.
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The choice of climate models represents a significant source of uncertainty of future sce-
narios. A possible approach to take this uncertainty into account is to use a mixture
of simulations driven by different climate models. It is simple and easily interpretable,
but may underestimate the true uncertainty (other climate models may yield more ex-
treme projections). To overcome this limitation, Chandler et al. (2007) proposed a pilot
methodology 1 which postulates that available climate models are all part of a single par-
ent population. If this underlying distribution were available, one could randomly sample
from it in order to obtain a great amount of future scenarios. The formal structure of the
proposed methodology fits into a hierarchical Bayesian framework.
In the present work, the approach of Chandler et al. (2007) is further developed to meet
the requirements exposed in Section 2.1.4 and thus to fit in the SWITCH context. The
developments concern the following aspects:
 The original methodology had been constructed to produce climate change scenarios
over the U.K., and its application in other parts of the world remains to be assessed.
In particular, a different set of atmospheric predictors may be needed.
 The original methodology does not incorporate any validation steps. This is a serious
drawback regarding robustness: indeed, in the perspective of climate change, one
should ensure that the fitted models are also suited to simulate rainfall in conditions
different than those prevailing during the fitting period.
 The proposed Bayesian hierarchical framework, although being really interesting in
a research point of view, is based on assumptions that are hard to demonstrate: Are
GCMs really all part of the very same underlying population of models? What is
exactly the true description of this underlying family of models? Can this family be
adequately described by the small set of available GCMs 2? Facing such unknowns,
and considering the inherent complexity of this approach, it was chosen here to
handle climate models-related uncertainties with the simpler and more pragmatic
approach of mixture of GCMs. However, contrary to Chandler et al. (2007) who
used a small set of four GCMs and only one greenhouse gas emissions scenario to fit
their Bayesian model, a much greater number of GCMs are considered here as well as
multiple greenhouse gas emissions scenarios. Besides that, it was decided to assign
weights to the different climate models according to some performance criteria.
 To demonstrate the flexibility of the approach, an adaptation of the methodology is
carried out to allow the downscaling of daily temperatures.
2.1.6 Content of the chapter
The chapter is organized as follows: Section 2.2 describes in more details the statistical
downscaling scheme, Section 2.3 presents the various data sets that are employed by the
approach, Section 2.4 demonstrates the methodology through different case studies, and,
finally, Section 2.5 draws some conclusions and perspectives.
1Methodology lately published in (Leith and Chandler , 2010).
2Indeed, as the approach is Bayesian, one need to specify a prior underlying distribution that represents
the uncertainty before seeing climate model data. This prior distribution is then updated according to
its posterior likelihood given the data. Hence, if too few data (GCMs) are available, the results of the
posterior model is very sensitive to the choice of the prior distribution (see, e.g., (Frame et al., 2005)).
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2.2 Daily rainfall downscaling with Generalized Linear Models
As previously mentionned, the downscaling methodology relies on Generalized Linear Mod-
els (GLMs) that are statistical models developed by Nelder and Wedderburn (1972).
Rainfall modeling via GLMs was first introduced by Coe and Stern (1982) and Stern
and Coe (1984). These concepts were further developed and implemented in the software
package GLIMCLIM (Chandler and Wheater , 2002; Yang et al., 2005) which aims primarily
at modeling daily rainfall time series at a single or multiple sites. Description of generalized
linear models is given in many textbooks (e.g., McCullagh and Nelder , 1989; Fahrmeir and
Tutz , 2001) and so only key concepts are presented below.
Basically, GLMs derive relationships between a variable of interest, Y = (Y1, . . . , Yn)t,
called the predictand and a set of p temporally varying predictor variables, or covari-
ates, whose values can be arranged in a n × p matrix X. The relationships between the
predictand and the predictors are assumed to be given by
η = g(µ) = Xβ ; µ = E(Y) (2.1)
where g is the link function and β is the vector of coefficients that has to be estimated.
GLMs allow two extensions of classical linear models; first the distributional component
may come from an exponential family, and secondly the link function may become any
monotonic differentiable function.
If the distribution of Y belongs to the exponential family, it means that
fY (y; θ, ϕ) = exp
[
yθ − b(θ)
a(ϕ) + c(y, ϕ)
]
, (2.2)
where a, b and c are some specific functions and ϕ is called the dispersion parameter.
The most important distribution of the form of (2.2) and their characteristics are given
respectively in Tables A.1 and A.2 (page 131 of Appendix A).
The log-likelihood contribution of observation yi is thus
li(θi) = log f(yi; θi, ϕ) =
yiθi − b(θi)
a(ϕ) + c(yi, ϕ). (2.3)
By differentiating (2.3) with respect to θ, one finds that
E(Y ) = µ = b′(θ) = ∂b(θ)
∂θ
Var(Y ) = b′′(θ)a(ϕ) = ∂
2b(θ)
∂2θ
The variance function considered as a function of µ is usually written v(µ) ≡ b′′(θ).
The function a(ϕ) has commonly components of the form ai(ϕ) = ϕ/wi where wi is a
weight with wi = 1 for ungrouped data which is the case here.
GLMs are fitted using a variant of the Newton-Raphson algorithm known as the scoring
method.
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The GLIMCLIM modeling framework is actually composed of two components. First, an
occurrence model based on logistic regression is used to model the pattern of wet and dry
days
log
(
pi
1− pi
)
= βxi,
where pi is the probability of rain for ith case of the data set, xi are predictors and β is
the vector of fitting coefficients. And second, the amount model assumes that the amount
of rain on the ith wet day can be modeled by
logµi = γzi,
where γ is another coefficient vector and the predictors zi have a gamma distribution with
mean µi and a common dispersion parameter.
2.2.1 Extending GLIMCLIM’s amount model to allow varying dispersions
To fully explain the concept of the common dispersion parameter in the amount model,
it needs to be mentioned that, traditionally, GLMs assume that the relationship between
the means and the variances is given by
Var(Yi) = ϕν(µi) (2.4)
where ν is some scalar, non negative, variance function determined by the probability
distribution of Yi and ϕ is the unknown, but fixed, dispersion parameter.
Yet, it has been noted that this assumption of a common dispersion parameter in the
amount model may lead to an underestimation of rainfall extremes in summer (Yang
et al., 2005; Chandler et al., 2007).
To cope with this potential limitation, the software GLIMCLIM is modified in this thesis
by implementing ideas found in Smyth (1989) who showed how classical generalized linear
models can be extended to allow for non-homogeneous dispersion parameter, which can
be modeled in terms of covariates. Mean and dispersion sub-models are formulated for
this; the dependent variable for the dispersion sub-model being the deviance components
of the mean sub-model. Therefore, equation (2.4) is generalized to
σ2i = ϕiν(µi)
assuming that the dispersions ϕi can be modeled by
h(ϕi) = ωTi γ
where h is another link function, ωi is a vector of covariates and γ is another vector of
unknown parameters. The fact that the mean and the dispersion of a GLM are orthogonal
allows to estimate β and γ essentially one at a time (Smyth, 1989).
Let di(yi, µi) = −2[yiθi − b(θi) − u(yi)] and let D = ∑i ϕ−1i di(yi, µˆi), where µˆi is the
maximum likelihood estimate of µi. D is called the scaled deviance, sgn(yi − µi)
√
di the
deviance residuals and di themselves the deviance components. If we identify di with yi, s
with b and −ϕ−1 with θ, (2.3) becomes:
l =
∑
i
[1
2[−ϕ
−1
i di − s(−ϕ−1i )] + t(yi)
]
(2.5)
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If the ϕi are fixed, equation (2.5) is the log-likelihood for a GLM with weights ϕ−1i and
dispersion parameter 1, and is called the mean sub-model. The scoring iteration k in the
mean sub-model can be written as a weighted least squares calculation
βk+1 = (XTWX)−1XTWz
where X is the matrix of covariates affecting the mean, W = diag(( ∂ηi∂µi )
−2ν(µi)−1ϕ−1i ) is
the weight matrix and z is the working vector with components zi = ∂ηi∂µi (yi − µi) + ηi.
Considering now the dispersion, if the µi are fixed, the likelihood (2.5) defines an ex-
ponential family with observations di and canonical parameter −ϕ−1i . It follows from
differentiating the log-likelihood that
E(di) = δi =
∂s
∂ϕ
(−ϕ−1)
Var(di) = 2κi(δi) = 2
∂2s
∂2ϕ
(−ϕ−1)
The dispersion sub-model therefore has the form of a GLM with observations di, mean
parameters δi and variance functions κi. The dispersion sub-model itself has a dispersion
parameter, which is 2.
To complete the GLM formulation of the dispersion sub-model, an implicit link function
f is needed so that
f(δi) = ωTi γ, and f ′ = ϕ2iκ−1i h′i.
The scoring iteration k is then
γk+1 = (ΩV Ω)−1ΩTV zd,
with Ω the matrix of covariates, weight matrix V = diag(2f ′(δi)2κi(δi))−1 and working
vector with components zdi = f ′(δi)(di − δi) + f(δi).
For a gamma distribution, Smyth (1989) showed that the dispersion mean parameters σ2i
and the variance functions κi are defined by
E(di) = δi = 2[log(ϕ−1i )− ψ(ϕ−1i )]
Var(di) = 2κi(δi) = 4[
∂ψ
∂ϕ
(ϕ−1i )− ϕi]
where ψ = Γ
′(x)
Γ(x) is the digamma function.
2.2.2 GLMs fitting, validation and simulation
GLMs are used to relate large-scale atmospheric variables to local daily rainfall series, and
thus allow to downscale daily rainfall from coarse General Circulation Models (GCMs)
outputs once the relevant relationships have been established.
As illustrated in Figure 2.1, GLMs are fitted using a daily rainfall series 3 observed at the
location of interest along with some observed monthly large-scale atmospheric predictors,
3or multiple rainfall series in case of spatial modeling
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fit GLMs
observed rainfall series
(control period)
NCEP observed large
scale atmospheric
predictors
(control period)
fitted GLMs
Figure 2.1: GLMs fitting process.
during a reference or control period. In order to have enough information to fit the
models, the historical data must be at least 20 years long and contain only few missing
values (<10%). Suitable observed atmospheric data are freely available from the National
Centers for Environmental Prediction (NCEP) database as explained in more details in
Section 2.3.3.
The occurrence and amount models are fitted separately and have both their own set of
predictors.
Simulating nonstationnary rainfall sequences is achieved by allowing some time-varying
predictors to modulate the effect of other predictors incorporated via interactions (alter-
native to, e.g., fitting separate models in each month of the year).
GLMs, like many other statistical models, assume independent responses. Such an hypoth-
esis does obviously not hold in the context of rainfall series that are generally temporally
correlated. Therefore the temporal structure of the rainfall has to be explicitly taken into
account in the models. This is done by including some correlation descriptors among the
predictors in the GLMs (e.g. variables related to the occurrences or the amounts of rainfall
on previous days, and indicators of rainfall persistence).
Climate model predictions are usually biased. In order to remove these biases, the monthly
atmospheric values are standardized by month. To explain this, let Xoym be the monthly
mean value of a particular observed atmospheric variable in year y and month m. Similarly
let Xsym be the GCM simulated values. Let X¯
o
m and S
o
m be the month dependent sample
mean and standard deviation for the Xoym in the control period, and similarly for X¯
s
m and
Ssm. Thus the GLMs are fitted using atmospheric predictors (Xoym−X¯oym)/Som. Now let us
assume that the GCM outputs are biased so that α+ βXsym follows the same distribution
as Xoym. It then follows that
Xoym − X¯oym
Som
∼ α+ βX
s
ym − α− βX¯sm
βSsm
=
Xsym − X¯sm
Ssm
After this processing, the atmospheric predictors are deseasonalized and the seasonality has
to be included explicitly in the GLMs. This is achieved by including predictors involving
harmonic functions.
GLMs are built manually following an iterative scheme. At the beginning, the basic model
including only an intercept is considered, and then covariates are successively included as
14
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simulate
fitted
GLMs
NCEP observed large
scale atmospheric
predictors
(validation period)
GLMs simulated
rainfall series
observed rainfall series
(validation period)
Figure 2.2: GLMs cross-validation
simulate
fitted
GLMs
GCM predicted large
scale atmospheric
predictors
(control period)
SRES scenario
(control period)
GLMs simulated
rainfall series
observed rainfall series
(control period)
Figure 2.3: Assessment of the ability of climate model predictions to replace observed large-scale
atmospheric variables in the fitted GLMs.
candidate in the model. Formal statistical methods, in particular likelihood ratio tests,
are used to select the relevant predictors and avoid overfitting. Besides that, models are
checked through residuals-based diagnostics as described in Chandler and Wheater (2002)
(e.g. a seasonal structure in the residuals indicate that the model does not take seasons
adequately into account).
Once the occurrence and amounts models are fitted, one may simulate from them and
check that the fitted models capture the structure of the historical rainfall adequately by
ensuring that key statistics of the simulations match the ones of the observed rainfall.
As GLMs are designed to downscale future rainfall series, it is important to assess that
models are not overfitted and that the relationships found between the rainfall series and
the atmospheric large-scale predictors also hold over periods different from the one used in
the fitting. Provided that observed rainfall series extends over a validation period not used
in the fitting, one can then simulate the fitted GLMs driven by the corresponding observed
atmospheric predictors. The simulated rainfall series can be compared to the observed one,
as discussed previously, to assess the performance of GLMs over the validation period (see
Figure 2.2).
A further validation step consists in assessing the quality of climate model predictions.
Obviously it is not possible to evaluate such predictions for the future, but one can still
inquire about the ability of climate models to mimic observed climate in the following
sense: in the presented downscaling framework, it is mandatory that the atmospheric
predictors simulated by climate models have the same relationships with the historical
rainfall series as the ones that were discovered by fitting the GLMs with atmospheric
15
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simulate
fitted
GLMs
GCM predicted large
scale atmospheric
predictors
(future period)
SRES scenario
(future period)
GLMs simulated
rainfall series
Figure 2.4: Generation of future synthetic rainfall series from the fitted GLMs according to climate
change predictions.
observations. As illustrated on Figure 2.3, this can be assessed by simulating the fitted
GLMs with GCMs-simulated predictors, instead of the atmospheric observations used in
the fitting, and evaluating the resulting GLMs performance as discussed previously.
Another test has been designed to assess the dynamic structure of GLMs and will be
described separately in the next section because it requires specific data not routinely
available.
Provided that the fitted GLMs passed with success the validation steps, one may generate
easily future synthetic daily rainfall series according to climate change by simulating the
fitted GLMs driven by coarse climate model outputs (see Figure 2.4).
2.2.3 Validity of the assumption of stationary relationships between predic-
tant and predictors
A recurrent criticism of statistical downscaling methods, in comparison with the dynamical
approach of Regional Circulation Models (RCM), is that they assume that present-day
relationships between the large-scale atmospheric predictors and the local rainfall series
will remain the same in a future altered climate (Wilby et al., 1998).
Such an assumption is hardly verifiable as projections of climate change refer to state
never observed before, and consequently very few tests have been proposed so far. One of
the most up-to-date methodology has been developed by Vrac et al. (2007) and is adapted
here to validate GLMs.
This approach consists in evaluating the consistency of statistically downscaled variables
with RCMs simulations. It amounts thus at verifying that the statistical downscaling
methods are flexible enough to catch the future changes predicted by dynamical RCMs.
The methodology proceeds in two steps:
1. First, GLMs are fitted to present-day large-scale atmospheric variables predicted by
a given driving GCM and to the corresponding local rainfall simulation of a nested
RCM (see Figure 2.5).
2. Then, the fitted GLMs are simulated using future GCM large-scale atmospheric
predictions. The resulting simulated rainfall series are then compared to the one of
the nested RCM which acts as future pseudo-observation (see Figure 2.6).
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fit GLMs
driving GCM
predicted large scale
atmospheric predictors
(control period)
nested RCM predicted
rainfall series
(control period)
fitted GLMs
Figure 2.5: Fitting GLMs to present-day GCMs simulations and RCM-predicted rainfall series.
driving GCM
predicted large scale
atmospheric predictors
(future period)
nested RCM predicted
rainfall series
(future period)
simulate
fitted
GLMs
GLMs simulated
rainfall series
Figure 2.6: Ability of fitted GLMs to capture future changes predicted by RCM.
2.2.4 Uncertainties and models weighting
As discussed previously, the choice of climate models (GCMs) represents a significant
source of uncertainty in future scenarios and it would be therefore dangerous to rely on
a single prediction. Here, projections of about 25 GCMs and 3 different greenhouse gas
emissions scenarios are considered (see Section 2.3 for details).
Uncertainties may also result from the ability of the fitted GLMs to downscale outputs of
different GCMs.
In order to reduce the range of uncertainties of future predictions, it was decided to
down-weight GCMs-GLMs couples that performed poorly in reproducing selected observed
rainfall statistics. Such an attempt to weight combinations of GCMs and downscaling
methods is seldom in the literature (a refined example is found in Raje and Mujumdar
(2010) who use belief theory (Shafer , 1976)). The weighting of models not being at the
heart of the thesis, the presented approach should be considered as an insight for future
developments.
There is at the moment no consensus among the climate community about which metric is
the most appropriate to assess GCMs performance, and therefore how the models should
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be weighted (Knutti et al., 2010). This is essentially due to 1) GCMs complexity 4 and
2) to the fact that the good performance of a given GCM in reproducing the present-day
climate is a necessary but not sufficient condition to ensure that the model will yield
reliable projection for the future. In the present context, the first issue is less problematic,
as we are not interested in weighting the GCMs themselves, but rather in assessing how
the combined scheme (GCMs-GLMs) performs in reproducing key rainfall statistics of an
observed local rainfall series.
The approach chosen for the present application is based on the “Reliability Ensemble
Averaging” (REA) method (Giorgi and Mearns, 2002), which is at the core of several
studies (e.g., Nychka and Tebaldi , 2003; Tebaldi et al., 2004, 2005; Smith et al., 2009; Xu
et al., 2010), and more precisely on its Bayesian treatment proposed by Smith et al. (2009).
The REA weights contain a measure of model bias with respect to the present-day climate
and a measure of model convergence defined as the deviation of a single prediction of
change with respect to the central tendency of the ensemble. Thus, models with less skills
in reproducing the present climate and whose prediction for the future appear as outlier
with respect to the ensemble receive less weight.
Suppose that we have M climate models and let denote by Xj and Yj the respective
projections of model j for the present and future periods. Let X0 be the corresponding
value computed from the observed climate with standard error 1/λ0 which is actually a
measure of natural variability. Let’s assume that Var(Yj) = σ2/λj with σ2 unknown but
λj known, then an ensemble estimate of future quantities, “reliability ensemble estimator
(REA)”, is
Y¯ ≈
∑M
j=1 λjYj∑M
j=1 λj
,
where λj are the reliabilities.
The reliabilities are estimated through
λj = (λmB,jλnD,j)1/mn,
with
λmB,j = min
(
1, 1/λ0|Xj −X0|
)
, and λnD,j = min
(
1, 1/λ0|Yj − Y¯ |
)
,
where |Xj −X0| measures the bias and |Yj − Y¯ | the convergence of model j, and m and
n are tuning parameters (set to 1 in Giorgi and Mearns (2002)). Including the term λ0
allows not to overweight a model whose deviance is, only by chance, smaller than the
natural variability 1/λ0.
Smith et al. (2009) embedded the REA approach in a Bayesian framework 5. Bayesian
methods are especially appropriate to handle multiple sources of uncertainties in a natu-
ral and unified way (compared to classical frequentist approaches). Adopting a Bayesian
viewpoint, the uncertain quantities of interest become the parameters of the statistical
model and are treated as random variables. Our initial knowledge before observing the
data is stated by assigning some prior distributions for the model parameters, and is then
4Which variable to consider? Should we consider more than one variable? Should we consider the
model on a global or a regional scale?
5The work of Smith et al. (2009) is actually an update of the developments made by Tebaldi et al.
(2005).
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updated into a posterior knowledge that combines the data at hand and our prior knowl-
edge. Formally, let Θ be the vector of model parameters and p(Θ) their prior distribution;
given the specified model parameters, the data D have a likelihood p(D|Θ) . The updated
knowledge is contained in the posterior density p(Θ|D) stated by the Bayes theorem
p(Θ|D) ∝ p(Θ)p(D|Θ),
where ∝ denotes proportionality. Generally, the complexity of the posterior likelihood
precludes a closed form solution and an empirical estimates is obtained through Markov
Chain Monte Carlo (MCMC) simulations (see, e.g., Congdon (2006) or Carlin and Louis
(2008) for details).
The hypothesis and prior distributions assumed in Smith et al. (2009) are briefly shown
below (cf. Smith et al. (2009) for whole developments and MCMC scheme). If N(µ, σ2)
denotes the normal distribution with mean µ and variance σ2, U(a, b) the uniform distribu-
tion in the interval [a, b] and G(a, b) the gamma distribution whose density is proportional
to xa−1e−bx, then it is assumed that
X0 ∼ N(µ, λ−10 ),
Xj ∼ N(µ, λ−1j ),
Yj |Xj ∼ N(ν + β(Xj − µ), (θλj)−1),
where µ, ν, β, θ and λj have the following prior distributions:
µ, ν, β ∼ U(−∞,∞),
θ ∼ G(a, b),
λj ∼ G(aλ, bλ),
aλ, bλ ∼ G(a∗, b∗).
The hyperparameters a, b, a∗, and b∗ are chosen so that the gamma distributions define
diffuse priors.
For the present application, REA is not used directly to weight GCMs as usually done in
the literature, but to weight the fitted GLMs conditioned on the GCMs outputs.
2.3 Data gathering and preprocessing
2.3.1 Gridded general circulation models (GCM) data
As already explained in Section 2.1.1, numerical general circulation models (GCM) that
simulate the global climate are drastically time-consuming and computer-intensive.
In this work, GCMs predictions were collected from the World Climate Research Pro-
gramme’s (WCRP’s) Coupled Model Intercomparison Project phase 3 (CMIP3) multi-
model data set archived at PCMDI 6 (see Meehl et al. (2007) for a reference paper) 7. Fur-
thermore, three simulations were also collected from the EU-funded ENSEMBLE project 8
6http://www-pcmdi.llnl.gov/ipcc/about_ipcc.php
7This archive hosts model output contributed by leading modeling centers around the world and
contains more than 35 terabytes of data. It was meant to serve IPCC AR4’s Working Group I, which
focuses on the physical climate system – atmosphere, land surface, ocean and sea ice.
8http://ensembles-eu.metoffice.com/index.html
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and were driven by the meto-hc HadCM3 model (Met Office / Hadley Centre for Climate
Prediction and Research). Together, outputs from 25 different general circulation models9
were considered, and, for all models, the following 5 outputs were collected:
 Surface air temperature (TAS),
 Relative humidity (HUR) at 850 hPa pressure level 10,
 Mean sea level pressure (PSL),
 Wind speed, zonal component, (Uwnd) at 500 hPa pressure level,
 Wind speed, meridional component, (Vwnd) at 500 hPa pressure level.
All data have a monthly temporal resolution and are at least available for the period
1950–2098.
As CMIP3 is an intercomparison project, model outputs are stored in a common standard-
ized way. In particular, all GCM outputs are generally stored in the CMIP3 multi-model
data set according to a common vertical grid 11, which is compatible with the one of NCEP
reanalysis data (cf Section 2.3.3). No preprocessing is required in this regard.
However, each GCM has its own spatial resolution and is stored in the database according
to its native horizontal grid. This inconsistency prevents direct use of the outputs stored
in the CMIP3 multi-model data set as inter-model inferences will certainly be biased.
To solve this problem it has been chosen to re-grid all different GCM outputs into a
common grid: the one of the HadCM3 model (Met Office / Hadley Centre for Climate
Prediction and Research) which has a resolution of 3.75° longitude by 2.5° latitude. The
re-griding procedure, which is basically an interpolation task, has been carried out using
the algorithm of the Regrid utility of the Climate Data Analyis Tool mainted by PCMDI
and available on their Web site 12.
Because projections of climate change depend heavily upon future human activities, cli-
mate models are forced by greenhouse gas (GHG) emissions scenarios that are socio-demo-
economic scenarios. Three different GHG emissions scenarios were considered here, namely
scenarios SRESB1, SRESA1B and SRESA2. These are described in the Special Report on
Emissions Scenarios (Nakicenovic et al., 2000) prepared by the Intergovernmental Panel
on Climate Change (IPCC) and are briefly commented below:
Scenario SRESB1 is a low scenario characterized by:
 A rapid economic growth, with rapid changes towards a service and information
economy.
 Population rising to 9 billion in 2050 and then declining.
 Reductions in material intensity and introduction of clean and resource efficient
technologies.
 An emphasis on global solutions to economic, social and environmental stability.
9Or, more precisely from 25 different models configurations.
10For the GCMs from the ENSEMBLE project data were only available at the 1000hPa level
11One exception concerns the outputs of the cccma-cgcm3 1 t47 and cccma-cgcm3 1 t63 models whose
vertical axis were gridded on a so-called hybrid-sigma level. These 2 models have been interpolated into
the grid of the other models using the NCAR Command Language http://www.ncl.ucar.edu/
12http://www2-pcmdi.llnl.gov/cdat
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Scenario SRESA1B is a medium scenario based on:
 A rapid economic growth.
 A global population that reaches 9 billion in 2050 and then gradually declines.
 A quick spread of new and efficient technologies.
 A convergent world - income and way of life converge between regions. Exten-
sive social and cultural interactions worldwide.
 Scenario A1B emphasizes moreover a balanced use of all energy sources.
Scenario SRESA2 is a high scenario characterized by:
 A world of independently operating, self-reliant nations.
 A continuously increasing population.
 A regionally oriented economic development.
 Slower and more fragmented technological changes and improvements per capita
income.
It has to be noted that, for a given model and a given GHG emissions scenario, more than
one run of the model may be available. Since general circulation models are quite chaotic
in nature, considering several runs of the same model, permits to estimate the intra-model
uncertainty component (while by considering runs of different models one can estimate
the inter-model uncertainty component).
Altogether, the data set described in the present section comprises nearly 100 different
global predictions. A summary of the data set and information about general circulation
models are given respectively in Table A.3 and A.4 of Appendix A.
2.3.2 Gridded regional circulation models (RCM) data
As mentioned before, regional climate models outputs will be used to address the capability
of the statistical downscaling procedure (GLMs) to catch the dynamic feature of the
climate. The 12 RCM data sets used in this work were collected from the European
project ENSEMBLE 13 and cover Europe. They are defined on a 0.22 degree (25km) grid
mesh 14 and have a daily temporal resolution.
The minimal spatial coverage of all RCM simulation is displayed on Figure A.1 (page 134)
and temporal coverage is 1950-2100. The variable of interest is the daily precipitation
totals and will serve, in the methodology, as a surrogate for future observed precipitation.
One has to note that the driving general circulation models experiments that were used
to force the regional circulation models of the ENSEMBLE data set are in fact the ones
of the CMIP3 data set 15 (see Section 2.3.1).
13http://ensembles-eu.metoffice.com/
14The grid is not a rectangular lat/lon grid, but is a rotated-pole grid with the following rotated coor-
dinates: (-162°,39.25°). Many thanks to Ole Bøssing Chistensen from the Danish Meteorological Institute
(DMI) for providing me with FORTRAN-written routines able to convert between the two coordinate
systems.
15There are however some exceptions. Indeed some RCMs were forced by special runs of HadCM3 GCMs.
21
2. Rainfall downscaling at a daily time step
2.3.3 Gridded climate reanalysis data
Large-scale observed atmospheric predictors needed to fit the statistical model used for
downscaling were provided through the NCEP/ NCAR Reanalysis Project which is a
joint project between the National Centers for Environmental Prediction (NCEP) and the
National Center for Atmospheric Research (NCAR).
Briefly, reanalysis data sets are derived by feeding quality controlled observations into a
physical model, which then provides gridded values of several variables. The reason for
doing this is that historical observations are usually very inhomogeneous in time because
the assimilation systems have been continuously improving. These inhomogeneities may
for example induce some artificial trend which may interfere with “true” climate change.
NCEP reanalysis for the period 1948-2007 were provided by the National Oceanic and
Atmospheric Administration (NOAA) 16. The data set covers the entire globe with an
horizontal grid resolution of about 2.5° latitude by 2.5° longitude and has a monthly
temporal resolution. In addition, variables may be available at the surface of the globe,
or at different pressure levels (there are 17 levels ranging from 1000 hPa to 10 hPa).
The following variables have been gathered:
 Surface air temperature (TAS),
 Mean sea level pressure (PSL),
 Relative humidity (HUR) at pressure levels 1000 hPa to 400 hPa,
 Specific humidity (HUS) at pressure levels 1000 hPa to 400 hPa,
 Wind speed, U component, (UWND) at pressure levels 1000 hPa to 400 hPa,
 Wind speed, V component, (VWND) at pressure levels 1000 hPa to 400 hPa,
 Geopotential height (HGT) at pressure levels 1000 hPa to 400 hPa,
 Vertical vorticity (OMEGA) at pressure levels 1000 hPa to 400 hPa.
For reasons explained in Section 2.3.1, all NCEP data were re-gridded into the grid of the
HadCM3 model.
2.3.4 Observed long-term rainfall series
In order to fit the statistical downscaling model (GLMs) one need historical daily rainfall
series recorded at one (or more) rain gage that are at least 20 years long and with less
than 10% missing values. Such series are usually widely available and were gathered from
several sources:
 Switzerland data: This data set comprises more than 650 daily rainfall series which
cover the whole Switzerland. Data were provided by MeteoSwiss 17. MeteoSwiss
stations are shown with blue dots on Figure 2.7.
Archives of these special HadCM3 runs can be downloaded from the ENSEMBLE website, but the variable
corresponding to relative humidity is only available at the surface level and not on all vertical pressure
levels. Moreover, the file has a daily temporal resolution and, so, monthly total had to be aggregated by
postprocessing.
16http://www.cdc.noaa.gov/
17Data were downloaded from IDAWEB portal https://gate.meteoswiss.ch/idaweb/
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Figure 2.7: Locations of available daily rainfall stations from the various databases described in
the text: Switzerland (blue), USA (green), ECAD (red), UK (gray) and GHCND (purple).
 UK data: Rainfall data for the UK are based on the MIDAS data set stored in
the British Atmospheric Data Center (BADC) 18. The data set covers the UK and
comprises, after preprocessing, more than 6000 stations that are shown with gray
dots on Figure 2.7.
 European data: Data for more than 1700 stations throughout Europe have been
collected from the European Climate Assessment & Data set (ECAD) project 19.
The data set in described in Klok and Tank (2009). Figure 2.7 depicts the stations
of this data set by red dots.
 US data: Data for the United States have been gathered from the United States
Historical Climatology Network (USHCN)20 and counts more than 1200 stations
that are shown with green dots on Figure 2.7.
 World data: Nearly 16000 daily rainfall series spread over the entire globe were
collected from the Global Historical Climatology Network-Daily (GHCN-D) 21 and
are shown with purple dots on Figure 2.7.
Each data set contains quality information about the individual rainfall records, and ac-
cording to this knowledge all data have been preprocessed to get rid of unreliable measure-
ments. Rainfall series were then formatted in a common standard way. It must be noted
that not all rainfall data were used in this work, but the large collected data set illustrates
the spectrum of locations were the downscaling methodology can be applied.
18http://badc.nerc.ac.uk/data/ukmo-midas
19http://eca.knmi.nl/
20http://cdiac.ornl.gov/epubs/ndp/ushcn/ushcn.html
21http://www.ncdc.noaa.gov/oa/climate/ghcn-daily/index.php
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2.4 Case studies
The proposed downscaling scheme has been applied at several locations 22 and is demon-
strated here through three case studies from the Switzerland data set: Geneva, Sion and
Sa¨ntis.
These stations have been chosen because all the data required to illustrate each step of the
methodology are available, and because they represent very different rainfall and climatic
regimes as is summarized in Table 2.1. Series are available from the beginning of the 20th
century, but only the period 1950-2007 was used to fit and validate the GLMs because it
corresponds to the temporal coverage of the NCEP data.
Geneva Sion Sa¨ntis
fitting period 1982-2007 1980-2007 1980-2007
validation period 1956-1981 1952-1979 1952-1979
latitude 46.24 46.22 47.75
longitude 6.12 7.33 9.34
elevation (m) 472 534 2549
mean annual rainfall (mm) 940 572 2646
mean summer rainfall (mm) 235 157 783
mean winter rainfall (mm) 214 158 647
Table 2.1: Basic characteristics of the three case studies.
GLMs were fitted independently for each location as described in Section 2.2.2, and the five
following large-scale atmospheric predictors were considered as candidates in the models:
1. Surface air temperature (TAS),
2. Mean sea level pressure (PSL),
3. Relative humidity (HUR) at pressure level of 850 hPa,
4. Wind speed, U component, (UWND) at pressure level of 500 hPa,
5. Wind speed, V component, (VWND) at pressure level of 500 hPa.
The three first variables were recommended by Chandler et al. (2007), while the last two
were retained because of their performance in exploratory analyzes 23.
2.4.1 Performances of the fitted GLMs for rainfall downscaling in the present-
day climate and validations
Analyzes carried out throughout this study revealed that modeling rainfall amounts via a
gamma-GLM with varying dispersions (see Section 2.2.1) did not improve significantly the
22Abidjan, Basel, Belo Horizonte, Berne, Chaˆteau-d’Oex, Chaumont, Davos, Elmdon (UK), Engelberg,
Frankley (UK), Grand Saint-Bernard, Geneva, Hamburg, Lugano, Sa¨ntis, San Bernardino, Segl-Maria,
Sion, Zu¨rich SMA, Tel-Aviv and Zaragoza.
23Due to evident data size limitations, it would not have been reasonable to download all GCM variables
corresponding to each available NCEP data. For a subset of locations, all NCEP predictors were thus
considered in the fitting of the GLMs, and the results of these exploratory trials allowed to find which
predictors were statistically significant in most of the models.
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simulations; nevertheless, this extension of GLIMCLIM has been found useful in the case
of daily temperatures downscaling as illustrated in Section 2.4.3. Therefore, the results
presented in this section refer to gamma-GLMs with common dispersions.
Treatment of trace rainfall values must be handled properly. As shown in Yang et al.
(2006) discrepancies related to trace value records may be efficiently removed by applying
a small threshold. Yet, thresholding the daily rainfall series might induce a small bias
in the simulations that may be problematic later when fitting the model for sub-daily
downscaling. Small values (<0.5 mm) have thus been treated as left-censored, meaning
that they count for wet days in the occurrence model and that they are replaced, in the
amount model, by their conditional expectations under the current model parametrization
(see Chandler and Wheater (1998, 2002) for details).
Fitted amount and occurrence models for Sa¨ntis are displayed respectively in Tables 2.2
and 2.3 (models for Geneva and Sion are similar and are not shown for space reason).
In the occurrence model (Table 2.3), for instance, the relationships between the rainfall
series and large-scale atmospheric variables are modeled through predictors 1–5 (predictor
1 refers to years effect while the four remaining relate to month effects). Seasonality is
accounted for by harmonic functions (predictors 6–7) and by month effects (predictors
13–14), and the temporal correlation structure of the series is represented by predictors of
previous days rainfall (predictors 8–12). Interactions allow for a more dynamic structure
of the model: here, for example, the values of relative humidity modulate the seasonal
cycle (two first interaction terms).
Coefficients Selected terms Predictors ID
2.1196 Constant
-0.1348 Standardized relative humidiy at 850 hPa level – Yearly mean 1
0.0153 Standardized surface air temperatures 2
-0.0259 Standardized mean sea level pressure 3
0.0132 Standardized relative humidiy at 850 hPa level 4
0.0923 Standardized U-component of wind speed at 500 hPa level 5
-0.0843 Standardized V-component of wind speed at 500 hPa level 6
-0.1164 Daily seasonal effect, cosine component 7
-0.1257 Daily seasonal effect, sine component 8
0.1143 I(Y[t-2]>0) 9
0.2057 ln(1+Y[t-1]) 10
-0.1023 I(Y[t-k]>0: k=1 to 2) 11
-0.0984 2-way interaction: predictors 4 and 7
-0.0262 2-way interaction: predictors 4 and 8
0.2130 2-way interaction: predictors 11 and 7
0.0573 2-way interaction: predictors 11 and 8
-0.0980 2-way interaction: predictors 4 and 9
0.0760 2-way interaction: predictors 4 and 11
0.0114 2-way interaction: predictors 5 and 7
0.0602 2-way interaction: predictors 5 and 8
0.6447 Dispersion parameter
Table 2.2: Selected terms and their fitted coefficients in the GLM amount model for the daily
rainfall series {Yt} at Sa¨ntis. The function I() denotes the indicator function.
Figures 2.8 and 2.9 depict monthly summary statistics of 200 simulations of the fitted
GLMs at Sa¨ntis, for the fitting and validation periods respectively, along with observed
quantities. Apart from traditional statistics, it was chosen to include some indicators
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Coefficients Selected terms Predictors ID
-0.751976 Constant
-0.186635 Standardized relative humidiy at 850 hPa level – Yearly mean 1
-0.093248 Standardized surface air temperatures 2
0.203000 Standardized relative humidiy at 850 hPa level 3
0.272535 Standardized U-component of wind speed at 500 hPa level 4
-0.019415 Standardized V-component of wind speed at 500 hPa level 5
-0.312270 Daily seasonal effect, cosine component 6
0.064884 Daily seasonal effect, sine component 7
0.114569 I(Y[t-4]>0) 8
0.215680 I(Y[t-2]>0) 9
1.015234 I(Y[t-1]>0) 10
0.534542 ln(1+Y[t-1]) 11
-0.513102 I(Y[t-k]>0: k=1 to 2) 12
-0.306733 Smooth October effect 13
0.325534 Smooth June effect 14
-0.040870 2-way interaction: predictors 3 and 6
0.020109 2-way interaction: predictors 3 and 7
0.339967 2-way interaction: predictors 10 and 6
0.111973 2-way interaction: predictors 10 and 7
-0.073348 2-way interaction: predictors 10 and 5
-0.081789 2-way interaction: predictors 5 and 6
-0.038788 2-way interaction: predictors 5 and 7
0.124240 2-way interaction: predictors 6 and 4
0.032943 2-way interaction: predictors 7 and 4
-0.110735 2-way interaction: predictors 10 and 4
Table 2.3: Occurrence model for Sa¨ntis. Legend as in Table 2.2.
of extremes recommended by the STARDEX project 24(maximum length of dry spells,
proportion of wet days with more than 10 mm rainfall, maximum rainfall amount of
5 consecutive days, and 90th quantile of rainfall amounts). The displayed supra-daily
statistics are employed in the following chapters to downscale rainfall at sub-daily levels.
All plots of Figures 2.8 and 2.9 show a good agreement between observed and simulated
statistics meaning that the models perform well in reproducing the monthly characteristics
of rainfall during the fitting and validation periods. It is interesting to note that the mean
winter rainfall is lesser in the validation period than in the fitting period, and that this
change has been adequately modeled by the fitted GLMs which means that the large-scale
atmospheric predictors are effective to condition the models.
Although monthly and annual rainfall totals were not used in the fitting of GLMs, interan-
nual variability is yet well caught by the models for both the fitting and validation periods
as is shown on Figure 2.10. One may nevertheless remark some systematic overestimation
of rainfall totals over the years 1975–1987. This bias might be due to the fact the rain
captor was moved in 1975 on the terrace of the Post and in 1988 on the summit (Jungo,
2001).
Simulations of the fitted GLMs for Geneva and Sion are shown in Appendix A on Fig-
ures A.2–A.4 and A.5–A.7, and similar conclusions regarding models performance can be
drawn.
24STARDEX (Statistical and Regional dynamical Downscaling of Extremes for European regions) is an
EU-funded programme: http://www.cru.uea.ac.uk/projects/stardex/.
26
Case studies
2 4 6 8 10 12
4
6
8
10
Month
m
m
Mean
2 4 6 8 10 12
10
0
30
0
50
0
70
0
Month
m
m
2
Var
2 4 6 8 10 12
0.
30
0.
45
0.
60
Month
Pr
op
or
tio
n
Pdry
2 4 6 8 10 12
10
14
18
Month
m
m
Cmean
2 4 6 8 10 12
0
50
0
10
00
Month
m
m
2
CVar
2 4 6 8 10 12
0.
1
0.
3
0.
5
Month
Co
rre
la
tio
n
ACF1
2 4 6 8 10 12
0.
35
0.
45
0.
55
Month
Pr
op
or
tio
n
Proportion of
wet days>10mm
2 4 6 8 10 12
0
20
0
40
0
60
0
Month
m
m
Max
2 4 6 8 10 12
20
30
40
Month
m
m
Q90 amount
of wet days
2 4 6 8 10 12
5
15
25
35
Month
da
ys
Max Dry Spell
2 4 6 8 10 12
0
40
0
80
0
Month
m
m
Max 5−days tot
2 4 6 8 10 12
2
4
6
8
12
Month
Skewness
2 4 6 8 10 12
0.
15
0.
30
0.
45
Month
Pr
op
or
tio
n
2−days Pdry
2 4 6 8 10 12
0.
1
0.
2
0.
3
0.
4
Month
Pr
op
or
tio
n
3−days Pdry
2 4 6 8 10 12
0
50
0
15
00
Month
m
m
2
2−days Var
2 4 6 8 10 12
0
20
00
40
00
Month
m
m
2
3−days Var
2 4 6 8 10 12
0.
0
0.
2
0.
4
Month
Co
rre
la
tio
n
2−days AC1
2 4 6 8 10 12
−
0.
1
0.
1
0.
3
0.
5
Month
Co
rre
la
tio
n
3−days AC1
2 4 6 8 10 12
2
4
6
8
Month
2−days Skew
2 4 6 8 10 12
2
4
6
8
10
Month
3−days Skew
Summary statistics for site SAE
Figure 2.8: Monthly summary statistics of 200 simulations of the fitted GLMs over the fitting
period at Sa¨ntis. The solid lines refer to observed quantities, while the gray shaded areas depict
the quantiles q of the simulations (q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). From top-left to
bottom-right, row-wise: mean rainfall per day (Mean); rainfall variance (Var); proportion of
dry days (Pdry); mean rainfall when wet (Cmean); rainfall variance when wet (Cvar); lag-1 auto-
correlation (ACF1); proportion of wet days>10 mm; maximum daily rainfall (Max); 90th quantile
of rainfall amounts of wet days; maximum dry spell; maximum rainfall total of 5 consecutive days;
skewness coefficient; and various statistics aggregated on supra-daily levels.
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Figure 2.9: Same as Figure 2.8, but for the validation period.
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2.4.2 Future scenarios of daily rainfall
2.4.2.1 GLMs projections under climate change and sources of variability
For each case study, fitted GLMs were simulated over the reference (1980–2007) and future
(2061–2088) periods using GCMs outputs as driving predictors, following the procedure
explained in Section 2.2.2. GLMs were simulated 50 times for each of the 93 GCM scenarios
available 25 yielding altogether 4650 predicted daily rainfall series for both periods.
For the fitting period, monthly summary statistics of individual GCM-driven simulations
are very close to the ones of the NCEP-driven simulations (Figure 2.8) meaning that
standardized GCMs outputs can effectively replace the NCEP ones (results not shown).
Seasonal summary statistics of this ensemble of simulations for Sa¨ntis are shown on Fig-
ure 2.11. Statistics are displayed separately for each period (present or future) and for
each of the three greenhouse gas (GHG) emissions scenarios (SRESB1, SRESA1B and
SRESA2).
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Figure 2.11: Seasonal summary statistics of simulations of the fitted GLMs conditioned on GCMs
large-scale predictors at Sa¨ntis. The horizontal dashed lines represent the median statistics de-
rived from the NCEP-driven simulations. Branches indicate the quantiles 0.05 and 0.95 of the
simulations.
This figure carries some interesting general information. First, for each season and for
each statistics, boxplots corresponding to the three GHG scenarios are, as expected, in-
distinguishable for the fitting period and are centered around the median values derived
from the NCEP-driven simulations (horizontal dashed line). This means that the ensem-
25Recall Table A.3 of Appendix A.
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ble of simulations for the fitting period agree in average to predict correctly the observed
rainfall characteristics. Boxplots for the future period are generally more dispersed than
the corresponding ones for the fitting period, meaning that future projections are more
uncertain and suggesting that individual models’ projections may be divergent. Scenario
A1B seems to have the larger associated variability, but this is actually due to the larger
number of available models runs (38) compared to the other scenarios (A2: 28 runs and
B1: 27 runs). Another conclusion that can be drawn from this figure is that the sensitiv-
ity of future simulations is in average proportional to the magnitude of the GHG forcing.
These general remarks also hold for the cases of Geneva and Sion (see Figures A.8 and
A.9 of Appendix A).
On a specific basis (and for the moment in qualitative terms) one observes at Sa¨ntis
an increase of daily rainfall in winter that is exclusively due to an increase of rainfall
intensity (Cmean), the winter rainfall frequency remaining indeed unchanged. During
spring and fall, rainfall will be less frequent but more intense and so these antagonist
effects compensate and produce no net effect on mean rainfall. Summer rainfall will be less
frequent but have the same intensity leading to a net decrease in mean rainfall. Rainfall
variance remains essentially unchanged throughout the year except in winter where it
seems to increase.
At Geneva, winter rainfall intensities remain nearly unchanged but rain tend to be more
frequent leading to a net increase in mean rainfall. In spring and summer the combined
effects of less frequent and less intense rainfall events add up to yield a net decrease in
mean rainfall. In autumn, rainfall remains essentially unchanged. Finally, variance tends
to increase in winter and to decrease in spring and summer.
Winter rainfall for Sion remains essentially unchanged, but for the other seasons the rainfall
frequency decreases while its intensity does not change, yielding therefore a net decrease
in mean rainfall. Rainfall variances tend to be lower throughout the year except in winter
where they tend to increase slightly.
A key characteristic of rainfall series is the behavior of the tail of the distribution, i.e.
extreme events. Extreme values, named return levels thereafter, corresponding to specific
return periods were estimated by standard empirical frequency analysis, for each of the 93
GCM-driven simulations over the fitting and future periods 26 (using the Hazen formula
for ranking).
Besides that, extreme value distributions were fitted to the observed daily rainfall series.
This allowed to extrapolate return levels based on observed data. To do so, the traditional
approach would have been to fit a Generalized Extreme Value (GEV) distribution to the
series of observed annual maxima. However, this approach is wasteful (i.e. it relies on
a very small subset of the available information) and therefore it has been decided to
model threshold excesses instead of annual maxima. It can be shown that such threshold
exceedances follow a generalized Pareto (GPa) distribution (Coles, 2001; Leadbetter et al.,
1983). It must be noted that preliminary analyzes showed that the extreme values behavior
of historical rainfall series at Geneva and Sion was essentially the same over the fitting and
validation periods which was not the case for Sa¨ntis. Therefore, to narrow the confidence
intervals in the case of Geneva and Sion, the GPa models were fitted to the rainfall series
spanning the whole fitting and validation periods.
26Recall that for each GCM scenario, fitted GLMs were simulated 50 times. As the fitting and future
periods are 28 years-long, this yields thus altogether 1400 years of simulated rainfall for each period.
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Table 2.4 summarizes the results of the analyzes of extreme values for the three case studies.
One remarks that the median return level estimated from the ensemble of 93 GCM-driven
simulations is close to the best-estimated values derived from the GPa distributions in the
case of Geneva and Sion, while for Sa¨ntis they are overestimated by about 10% but still
lay within the 95% intervals.
return period Location GCM GPa
(years) (mm) (mm)
10 years
Sa¨ntis 169 143 (122,190)
Geneva 72 70 (62,80)
Sion 55 56 (50,65)
30 years
Sa¨ntis 208 180 (142,290)
Geneva 89 85 (72,103)
Sion 68 66 (58,84)
100 years
Sa¨ntis 252 235 (160,470)
Geneva 109 103 (85,140)
Sion 82 79 (64,108)
Table 2.4: Reproduction of extremes daily values derived from the observed series. The third
column indicates the median extreme value derived from the ensemble of GCM-driven simulations
over the fitting period. The extrapolated extreme values according to a Generalized Pareto dis-
tribution fitted to the observed rainfall series are displayed in the fourth column along with 95%
confidence intervals given in parenthesis.
Comparison of extreme values predicted from the ensemble of GCM-driven simulations for
the fitting and future periods is shown on Figure 2.12 for Sa¨ntis. One observes first that
return levels will be higher in the future, and that the magnitude of the increase seems
to be proportional to the GHG forcings and thus to the degree of alteration of the future
climate. However, as noticed previously, the range of variability of future predictions is
wider than for the fitting period.
Table 2.5 summarizes the percentages of change of future return levels for the three case
studies compared to the current climate. All values are positive, meaning that, in all
cases, future return levels projections are consistently higher. The increase is the highest
at Sa¨ntis for all return periods. In the case of Sion the pattern of predicted changes is
globally the same as Sa¨ntis but with lower magnitudes. Finally, for Geneva, one observes
only very slight increases.
The ensemble of GCM-driven simulations has been analyzed so far in terms of its sensitivity
to GHG forcings, and the variability of future projections has been highlighted. Figure 2.13
gives an insight into the components of variability for Sa¨ntis. One observes first that indi-
vidual projections vary between models: three GCMs induce especially highly perturbed
future predictions (meto-hc HadCM3Q3, meto-hc HadCM3Q0, meto-hc HadCM3Q16).
As explained in Section 2.3.1, these three GCM archives were actually collected from an
independent source and relative humidity was only available at the 1000 hPa level whereas
the 850 hPa level was used to fit the GLMs. This discrepancy could therefore explain the
outlier projections of these three models (which perform yet normally for the cases of
Geneva and Sion (cf. Figures A.10 and A.11 of Appendix A)). For the winter season,
nearly all GCMs predict, with different magnitudes, an increase in future mean rainfall,
and for the summer season all models agree to predict less rainfall. There is however no
31
2. Rainfall downscaling at a daily time step
Scenario
re
tu
rn
 le
ve
l [m
m]
150
200
250
300
350
400
450
500
10−years return level
l
l
l
l
l
B1 A1B A2
30−years return level
l
l
l
l
l
l
B1 A1B A2
100−years return level
l
l
l
l
l
B1 A1B A2
Period
Present
Future
Figure 2.12: Summary of GCM-driven projections of daily return levels at Sa¨ntis.
Scenario Location 10-years 30-years 100-years
return level return level return level
B1
Sa¨ntis 5% 4% 7%
Geneva 2% 1% 3%
Sion 3% 3% 4%
A1B
Sa¨ntis 9% 10% 11%
Geneva 1% 1% 0%
Sion 2% 3% 7%
A2
Sa¨ntis 10% 12% 16%
Geneva 1% 4% 2%
Sion 4% 6% 10%
Table 2.5: Percentage of change of future daily return levels.
consensus concerning spring and autumn.
The bottom panel of Figure 2.13 depicts the intra-model variability for the subset of
GCMs for which multiple runs were available, and highlights the chaotic nature of GCMs
which, initialized with different starting values, may produce very different projections.
The multiple runs of model ncar ccsm3 illustrate clearly the within-model variability for
the winter season.
After describing qualitatively the different sources of variability of future rainfall predic-
tions, a quantitative analysis is now carried out.
A convenient way to model the components of variation of multilevel data is to use random
effects (Laird and Ware, 1982): by associating common random effects to observations
sharing the same level of classification factor, one can flexibly represent the covariance
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Figure 2.13: Variability of the ensemble of GCM-driven simulations at Sa¨ntis. Top panel: inter-
model variability. Bottom panel: intra-model variability. Branches indicate the quantiles 0.05
and 0.95 of the simulations.
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structure induced by the grouping of the data. A linear model that incorporates both
fixed effects, which are parameters associated with an entire population or with certain
repeatable levels of experimental factors, and random effects which are associated with
individual experimental units drawn at random from a population, is called a mixed-
effects model. Such linear mixed-models extend linear models by incorporating random
effects, which can be regarded as additional error terms, to account for correlation among
observations within the same group. For single level of grouping, the linear mixed-effects
models express the ni-dimensional response vector yi as
yi = Xiβ + Zibi + εi, i = 1, . . . , p,
bi ∼ N (0, σ2b), εi ∼ N (0, σ2),
where β is the vector of fixed effects, bi is the vector of random effects for group i, Xi and
Zi are known fixed effects and random effects regressor matrices, and εi is the within-group
error vector with a spherical Gaussian distribution. Extensions to higher levels of random
effects follow the same pattern.
In order to assess the components of variability of the ensemble of future simulations, a
linear mixed-model is thus built where the different levels of GHG are treated as fixed
effects, and random effects are assigned to the following two nested levels: 1) climate
models and 2) runs within climate models.The component of variation at the inter-model
level is denoted by σ21, while σ
2
2 refers to the within-model level, and σ
2 to the residual
noise.
For the case of future mean winter rainfall at Sa¨ntis, the fitted fixed effects indicate that,
in average, the future mean rainfall will be 8.50 mm in scenario B1, 8.82 mm in scenario
A1B and 9.22 mm in scenario A2. The fitted random effects have the following standard
deviations: σ1=1.97, σ2=0.53 and σ=1.30. In other words, inter-model variability is
greater than intra-model variability. For the case of future mean summer rainfall, the
fitted random effects are lower (σ1=0.98, σ2=0.22, σ=1.07), in accordance with results
presented in Figure 2.13. Results are similar for Geneva and Sion, but the differences
between inter- and intra-models variability are smaller.
2.4.2.2 Comparison between GLM and RCM projected changes
The purpose of this section is to investigate the consistency between the future changes
predicted by the ensemble of GCM-driven simulations and the ones predicted by the RCM
ensemble described in Section 2.3.2; in other words, the developed statistical downscaling
procedure (GLMs) is compared to the dynamic approach of RCMs.
By construction, RCMs are not designed to predict a particular climate series at a punctual
location; they model climate dynamics uniformly over regions (cells) defined on a specified
grid which has, in the present case, a resolution of 25 km. In consequence, one should
compare particular RCM grid cell values to the average values of multiple rainfall series
observed within this cell. Moreover, as RCMs inherit the biases of their driving GCMs,
RCMs projections are usually biased compared to observed variables.
Therefore, by comparing directly RCMs projections to the historical rainfall series of our
case studies one would observe non negligible discrepancies (results not shown). Instead,
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Figure 2.14: Future changes of key rainfall statistics predicted by the ensemble of GCM-driven
simulations and by the ensemble of RCMs at Sa¨ntis under scenario A1B.
assuming that the evolution of the punctual historical rainfall series will follow the pattern
of changes of their associated RCM grid cells, one can make relative comparisons between
the future and present-day climate.
Figure 2.14 presents relative changes for Sa¨ntis projected by the RCMs and by the ensemble
of GCM-driven simulations 27. The same information for Geneva and Sion is displayed
on Figure A.12 of Appendix A. For the three locations, summer projections of mean daily
rainfall are consistent between GLMs and RCMs simulations, as is also generally the case
for fall and winter (except at Sa¨ntis where GLMs predict an increase in mean winter
rainfall). There are however some discrepancies for spring at Sion and Geneva where
RCMs predict no change in mean rainfall, whereas the GLMs do predict a decrease. As
the pattern of changes of the occurrence of dry days is consistent for both methods, the
27only for scenario A1B, as RCMs were exclusively forced by this GHG scenario.
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divergence in mean rainfall in spring is therefore due to the change in rainfall intensities.
For Geneva and Sion, RCMs predict indeed higher intensities for spring, while GLMs
predict a decrease (the same is true for the rainfall variance).
Considering the hinge spread of the boxplots, that represents the interquartile range of the
simulations, one observes that, despite their small number (12), RCMs projections exhibits
generally a variability comparable to the one of the ensemble of GLMs predictions.
The discrepancies between RCMs and GLMs projections mentioned before could be due
to several factors 28 and are not necessarily due to a deficiency in the dynamic structure
of GLMs as is shown below.
As explained previously, GLMs like other statistical downscaling methods, assume that
the relationships discovered between the predictant and the predictors during the fitting
period will remain unchanged in the future. To investigate the suitability of this as-
sumption, the validation method described in Section 2.2.3 was applied. For each of the
12 available RCMs and for each of the three case studies, GLMs were re-fitted to the
RCM-predicted rainfall series at the location of interest using the large-scale atmospheric
predictors produced by the GCM that drove the RCM simulation. The same covariates
that were selected using NCEP data and the historical rainfall series were employed and
only fitting coefficients were adjusted.
Results for the ensemble of RCMs are displayed on Figure 2.15 for Sa¨ntis and on Fig-
ure A.13 for Geneva and Sion. For the three case studies, GLMs’ projections are generally
consistent with RCMs’ simulations. In particular, the changes in spring rainfall intensities
and variances for Geneva and Sion are now similar for both downscaling method; same
comments apply to the change in winter mean rainfall at Sa¨ntis.
Figure 2.16 shows the interannual variability at Sa¨ntis predicted by the RCM DMI-
HIRHAM5 driven by the GCM ECHAM5. The fitted GLMs reproduce well the annual
and seasonal rainfall totals predicted by the RCM during the fitting and future periods;
furthermore the interannual variability is well captured. By the way, it is interesting to
note the RCM-simulated rainfall series is strongly biased compared to the historical series.
Indeed, the average annual totals predicted by the RCM is above 4000 mm, whereas the
observed totals are actually about 2500 mm (recall Figure 2.10). This discrepancy illus-
trates thus that it would not be safe to rely on a single raw RCM prediction for impact
studies. Another example for Geneva is plotted on Figure A.14 of Appendix A using the
RCM KNMI-RACMO2 driven by the GCM ECHAM5.
This results suggest that GLMs are suitable for predicting future rainfall series, at least in
comparison with RCMs. In particular, the stationarity assumption seems to hold in the
cases that were investigated.
28e.g., single site rainfall series could behave differently from the average values modeled by the RCM
grid cell.
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Figure 2.15: Future changes of key rainfall statistics predicted by the GLMs fitted to RCMs-
simulated rainfall and by the ensemble of raw RCMs at Sa¨ntis under scenario A1B.
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2.4.2.3 Weighting projections
So as to reduce the range of uncertainty of the ensemble of future projections, the fit-
ted GLMs, forced by the different GCMs atmospheric predictors, have been weighted
following the procedure based on the Reliability Ensemble Averaging (REA) method (see
Section 2.2.4). As a reminder, a particular model is down-weighted if: 1) it does not re-
produce well the characteristics of the historical rainfall series and 2) its prediction for the
future appears as an outlier with respect to the ensemble of projections. For conciseness,
the methodology is illustrated here for projections of mean rainfall only (computations
were also carried out for other statistics).
The REA method requires some measure of the natural variability of the target statistics
of the climate series (parameter λ0). This approach is traditionally employed in the
literature to weight gridded climate predictions (e.g. GCMs), and existing studies use
the gridded data set of observed surface air temperatures and precipitations for the 20th
century prepared by New et al. (2000) to derive λ0. For our three case studies, historical
rainfall series were available since the beginning of the 20th century; they were thus used
here to estimate λ0. The fitting and future periods being 28-years long, 28-years wide
moving averages of the observed 20th] century rainfall series 29 were computed, and λ0
was estimated as the difference between the maximum and the minimum values of these
moving averages.
In the Bayesian treatment of the REA method proposed by Smith et al. (2009), the
posterior likelihood of the distribution of weights is approximated via a Markov Chain
Monte Carlo (MCMC) scheme. Here, the first 5000 iterations of the MCMC algorithm
were discarded (burn-in phase), and the subsequent 750 simulations were used to estimate
the posterior distribution of the weights.
Results are presented on Figure 2.17 through violin plots which allow to detect potential
multi-modalities of probability densities. A violin plot is a combination of a boxplot and
a kernel density plot: it starts with a boxplot and then adds a rotated kernel density plot
to each side of the boxplot (Hintze and Nelson, 1998).
As expected, the REA-weighted projections are generally much narrower than the un-
weighted ones. Moreover, as a result of the weighting, the impacts of future GHG scenarios
are clearer: changes projected by scenario B1 are lower than those projected by scenario
A1B, which are themselves lower than the ones of scenario A2.
The most extreme changes are observed at Geneva with a projected decrease of summer
mean rainfall which varies between -30% to -50% for scenario A2 (whereas the correspond-
ing decrease for scenario B1 is only -15% to -35%). Changes of +20% are projected for
winter mean precipitation at Geneva and Sa¨ntis under scenario A2. However, at Geneva
this change in winter rainfall is due to the combined effects of an increase in wet days (8%)
and an increase of rainfall intensities (5%), while for Sa¨ntis it is almost exclusively due to
more intense precipitations (results not shown). As is suggested in the following section,
these winter precipitations will certainly fall as rain at Geneva and as snow at Sa¨ntis.
29Following Giorgi and Mearns (2002), the series were first linearly detrended to remove century-scale
trend.
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Figure 2.17: Violin plots of the distributions of future precipitations for the ensemble of GCMs-
driven projections. The REA-weighted distribution is shown in blue while the unweighted distri-
bution is shown in red. Top panel: Sa¨ntis. Middle panel: Geneva. Bottom panel: Sion.
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2.4.3 Insight on daily temperatures downscaling
This section illustrates briefly how GLIMCLIM has been modified to allow the downscaling
of other climate variables than rainfall and how the use of the gamma-GLMs with varying
dispersions introduced in Section 2.2.1 might improve the reproduction of the predictand
variance.
Considering for instance, the downscaling of mean daily temperatures or maximum daily
temperatures, the methodology presented so far requires essentially three adaptations: 1)
Replace the observed daily rainfall series with an observed series of mean or maximal
temperatures; 2) Discard the occurrence GLM; 3) Allow for simulation of predictand
negative values. Steps 1–2 are straightforward; for step 3 two options were considered: 1)
Replace the gamma-GLM with a normal distribution (possibly with varying dispersions);
2) Transform the predictand so that all values are positive prior the fitting, then transform
back the results of the simulations to the original scale. In the case of temperatures, the
latter solution is straightforward: one can consider temperature in Kelvin rather than in
degrees Celsius. Both options were implemented and the second was shown to perform
better when the distribution of the data is skewed.
Figure 2.18 shows the reproduction of statistics of observed mean daily temperatures
at Sa¨ntis when using a gamma-GLM with varying dispersions: All quantities, including
the variance, are well reproduced. However, when using a gamma-GLM with constant
dispersions, the variance is not modelled correctly anymore as depicted on Figure 2.19.
This example illustrates thus that a gamma-GLM with varying dispersions is required to
model adequately daily temperatures series.
Figures 2.20 and 2.21 depict future projections of temperatures from the ensemble of
GCMs-driven GLMs at Geneva and Sa¨ntis, respectively.
At Sa¨ntis, daily temperatures are predicted to increase in average of about 2 °C in winter
and 2.5°C in summer. In July, August and September, temperatures could even rise of
almost 4 °C under scenarios A1B or A2. The proportion of frost days remains almost
unchanged in winter but drops in average of 15% in spring, 9% in summer and more than
20% in autumn. As seen previously, it might rain more during winter at Sa¨ntis, which
will increase the snowpack as temperatures will remain negative. However, the snow melt
in spring will be more rapid and intense which may for instance cause flooding problems.
In the case of Geneva, the increase in mean daily temperatures is about 1.8°C in winter,
2.6°C in summer, and the projections of scenarios A1B and A2 are less pronounced than
in the case of Sa¨ntis (about +3°C in August). The projected increase in average maxi-
mum daily temperatures is strong with up to +5°C in August under scenarios A1B and
A2 30. It will therefore snow less in winter, as the proportion of frost days in winter drops
by half under scenarios A1B and A2. In summer the proportion of days with maximal
temperatures over 30°C increases of about 45% under scenarios A1B and A2 what may,
for instance, cause health issues for categories at risk. The combined decrease in summer
precipitations (up to -40%) and elevation in temperatures is likely, among other, to have
a severe effect on agriculture and river flows.
30The 90th quantile of maximum daily temperatures, on the bottom right panel, follow the same increase
which suggests a shift in the distribution of maximum temperatures rather than heavier tails.
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Figure 2.18: Downscaling of daily temperature at Sa¨ntis through 200 simulations of the fitted
GLM with varying dispersions. The solid lines refer to observed temperature statistics, while the
gray shaded areas depict the quantiles q of the simulations (q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95})
(ACF1 is lag-1 auto-correlation; Q10 and Q90 amounts are the 10th and 90th quantiles of mean
daily temperatures; DJC18 and DJC22 are heating degree-day indices which measure the demand
for energy needed to heat a home (DJC18) or an hospital (DJC22) according to the Swiss SIA
norm).
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Figure 2.19: Same as Figure 2.18, but with GLMs having constant dispersions.
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Figure 2.20: Projections of future daily temperatures at Geneva from the ensemble of GCMs-driven
GLMs (DJC18 denotes heating degree-day index which measures the demand for energy needed
to heat a home according to the Swiss SIA norm). Branches indicate the quantiles 0.05 and 0.95
of the simulations. 43
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Figure 2.21: Projections of future daily temperatures at Sa¨ntis from the ensemble of GCMs-driven
GLMs. Branches indicate the quantiles 0.05 and 0.95 of the simulations.
2.5 Discussion
A methodology to downscale local daily rainfall series from coarse climate model outputs
has been presented and demonstrated through several case studies.
The proposed approach is based on Generalized Linear Models and is thus probabilis-
tic and cheap to simulate which is a clear advantage on numerical Regional Circulation
Models (RCMs). Despite the concerns usually expressed in the literature about statisti-
cal downscaling methods, and more precisely about the so-called stationarity assumption,
the methodology has been duly validated and has been shown to produce consistent pro-
jections for the future in regard to RCMs. In addition, the approach has several other
benefits over RCMs: 1) it produces accurate and unbiased location-specific rainfall series,
2) it is generic in the sense that it relies mostly on freely available global data sets, the
only location-specific data required are a historical daily rainfall series to fit the model
and it was shown that these series were widely available, 3) its probabilistic framework
and the fact that a large number of scenarios can easily be simulated allow to handle
uncertainties, and 4) its application requires only a personal computer and some basic
statistical knowledge. A small software was written to automate nearly all the steps of
the downscaling procedure; this will be discussed in more details in Chapter 4.
Taking the example of mean and maximum daily temperatures, it was demonstrated
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how the methodology can be extended to downscale other daily climate series. These
developments do require further testing and research, but the results obtained so far are
very promising. In particular, it would be interesting to be able to downscale jointly
different climate variables or downscale series at multiple sites 31.
It has been shown that the simulated daily variables reproduced well the interannual
variability of the historical series; they are therefore suited to drive impact studies that
focus on monthly to seasonal scales. However, daily series are still too coarse for specific
application such as urban hydrology and need to be downscaled further to sub-daily time
scales.
31Although, it was not illustrated here, the GLIMCLIM software is actually a multi-site rainfall gen-
erator: The spatial correlation structure is defined by the Anscombe residuals correlation matrix of the
gamma-GLM. Using a gamma-GLM with constant dispersions, these residuals are identically distributed
(following a normal distribution), but in my opinion this convenient property does not hold any more when
using a gamma-GLM with varying dispersions.
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Chapter 3
Downscaling rainfall from daily level to
hourly time step
3.1 Introduction
Due to their high imperviousness, urbanized catchments responses to rainfall events are
quick and strong, as the large part of the water falling onto the ground cannot infiltrate
into the soil and contribute directly to surface runoff.
Therefore, depending on the phenomena to model, rainfall temporal resolution for urban
impact studies must be short (typically 10 minutes or less) (Berne et al., 2004; Hingray
and Ben Haha, 2005; Russo and Gorgucci , 2005; Smith et al., 2007).
Although much research has been devoted to climate variable downscaling at a daily time
step, methods for downscaling at finer time scales are much less well developed; this is
particularly true for the case of rainfall that is a discrete and highly non-linear process.
Two major approaches have been proposed so far: i) scale invariance theory of cascade,
fractal or multifractal (cf. Ferraris et al. (2003) or Hingray and Ben Haha (2005) for
recent applications) and ii) point process rainfall generators such as the Bartlett-Lewis or
the Neyman-Scott rectangular pulse models (cf. Onof et al. (2000) for a review).
Cascade-based models proceed by repeatedly dividing the available space into smaller re-
gions, at each step redistributing some associated quantity (here rainfall depths) according
to rules specified by the so-called cascade generator. This family of methods allows there-
fore, in theory, to disaggregate daily rainfall at any finer time step (in particular, time
steps shorter than one hour, cf. Chapter 4.3).
The second family of methods based on rectangular pulses is designed to model hourly
rainfall series and is therefore not appropriate to model data at sub-hourly time steps 1.
Such models are mechanistic and aim at conceptualizing storms dynamics in a very sim-
ple way; hence their advantage is to be parametrized in term of physically interpretable
quantities such as storm arrival rate, mean intensity and duration of rainy cells.
1Prototypic developments of the Bartlett Lewis model were yet recently proposed to allow for sub-
hourly rainfall generation (Cowpertwait et al., 2007).
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3.1.1 Scope of the chapter and methodology overview
The purpose of this chapter is to be able to downscale at a sub-daily time step the daily
rainfall series produced by the Generalized Linear Models (GLMs) presented in Chapter 2.
There are at least two limitations preventing the use of GLMs for this task: i) their struc-
ture is not flexible enough to catch the highly non-linear features of hourly rainfall series,
and ii) a long observed rainfall series (at least 20 years with only few missing values) at the
location of interest is required for the fitting. Whereas observed daily rainfall series are
widely available (Section 2.3), the scarcity of observed quality-checked sub-daily rainfall
series would constrain drastically the range of application of the sub-daily downscaling
scheme. This limitation is not acceptable in the context of the SWITCH project, as it is
mandatory that the developed methodology be applicable at a wide spectrum of locations
across the globe.
As an alternative, it would be convenient to downscale directly daily rainfall series to sub-
hourly time scales using a cascade-based disagreggator. However a lack of scaling regime
of rainfall over the range 1-hour to 24-hour prevents the application of this scheme (cf.
Section 3.4).
The proposed methodology proceeds thus in two stages: 1) a scheme based on Poisson
clusters model will be developed in this chapter to downscale rainfall at hourly time step,
and 2) sub-hourly rainfall generation involving a cascade-based model will be addressed
in Chapter 4.3. Looking at the methodological workflow presented on page 4, the content
of this chapter is represented in the middle panel, while the content of Chapter 4.3 is
depicted in the right panel.
In the context of the present thesis, the sub-daily rainfall downscaling is challenging in
two ways. First, Poisson clusters or cascade-based models are parametric models that
have to be fitted on observed data. The lack of observed hourly data discussed previously,
a priori, greatly restricts the range of potential locations where the hourly downscaling
models could be applied. Second, contrary to GLMs, Poisson clusters or cascade-based
models are not conditionned on climate. This means, in the context of climate change,
that models fitted during a reference period cannot be simulated for an altered climate
(unless we assume that climate has no influence on rainfall, what, by definition, is wrong).
Poisson clusters models, in particular, are fitted on selected statistical properties of the
observed rainfall series computed at different levels of temporal aggregation. Such prop-
erties may typically include several of the following statistics: the mean, the variance,
the proportion of dry intervals, the auto-correlation or the skewness of the rainfall. Al-
though rectangular pulses rainfall models seem to reproduce the temporal scaling of rainfall
(Olsson and Burlando, 2002), explicit inclusion of sub-daily rainfall properties in the cali-
bration process improves greatly the quality of the simulated synthetic sub-daily rainfall
series (Cowpertwait et al., 1996; Marani and Zanetti , 2007).
The lack of hourly rainfall prevents therefore the direct use of Poisson cluster models to
downscale hourly rainfall. The procedure is thus indirect : 1) unobserved key characteris-
tics of rainfall at sub-daily time scale are reconstructed using the information conveyed
by the available daily rainfall series (plus perhaps some external covariates such climatic
predictors), and then 2) these reconstructed characteristics are used as proxy of the “true”
sub-daily rainfall characteristics to fit the Poisson clusters model.
Traditionally, unobserved target statistics are related to observed daily statistics through
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temporal scaling equations. However, as explained in Section 3.4 through a brief review of
temporal scaling strategies found in the literature, such an assumption of temporal scaling
behavior over the range 1-hour to 1-day is too restrictive and cannot be generalized easily
to a wide range of climates 2.
To bypass this problematic assumption of temporal scaling behavior of the rainfall, a new
methodology which relies on the concepts of statistical learning is developed in Section 3.5.
Most importantly, the novel approach is conditionned on climate and is thus suitable to
draw rainfall projections based on simulations of General Circulation Models.
3.1.2 Content of the chapter
The chapter is organized as follows: Section 3.2 describes the data sets used to develop
the model able to reconstruct unobserved sub-daily rainfall statistics; the Poisson clus-
ter model is introduced Section 3.3; temporal scaling laws for sub-daily rainfall statistics
reconstruction are reviewed and discussed in Section 3.4; Section 3.5 presents the new scal-
ing methodology; results of hourly rainfall series simulations are presented in Section 3.6;
and finally, a discussion on the advantages and limitations of the hourly downscaling
methodology is opened in Section 3.7
3.2 Data collection and processing
Data consist of a large and heterogeneous set of observed hourly rainfall series that comes
from three countries: Switzerland, UK and USA.
Switzerland data set The first data set comprises about 70 hourly rainfall series from the
Meteoswiss automatic “ANETZ” network which covers the whole of Switzerland 3. The
ANETZ network was started in year 1981 and is still working which means that rainfall
series’ lengths do not exceed 29 years. Series are usually longer than 12 years and been
quality checked by Meteoswiss 4. Stations are shown with colored dots on the middle-right
panel of Figure 3.1.
Although Switzerland is a small country (41 290 km2), its complex topography induces
a variety of different climatological regions. Referring to the Meteoswiss website 5, the
climate of Switzerland is strongly influenced by the nearby Atlantic. The predominantly
westerly winds transport moist and mild maritime air into Switzerland. The Alps thereby
act as a pronounced climate barrier between Northern and Southern Switzerland. South-
ern Switzerland, which is mainly influenced by the Mediterranean Sea, is characterized
by much milder winters than Northern area. Due to their complex structure, the Alps
additionally generate several different climate regions on their own. Especially the valleys
in the central Alps have their own distinct climate, because they are shielded against
precipitation both from the north and the south, leading to dry conditions. Along the
2what is problematic in the context of climate change!
3Data were downloaded from https://gate.meteoswiss.ch/idaweb/
4cf. http://www.meteoschweiz.admin.ch/web/de/services/datenportal/datenqualitaet.html for
detailed information (text in German only).
5http://www.meteosuisse.admin.ch
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Figure 3.1: Maps depicting the locations of the hourly-recording rainfall stations analyzed in this
chapter. Each dot corresponds to a given station and its color indicates the mean amount of annual
rainfall at that location according to the bottom-right color scale. Terrain relief is coded as a gray
gradient corresponding to the bottom-middle color scale. Top panel shows data of the RDA
data set (USA). Bottom-left panel corresponds to the BADC data set (UK). Middle-right
panel depicts the Meteoswiss data set.
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Northern Prealps and Alps, as well as in Southern Switzerland, an average precipitation
amount of about 2000 mm/year is observed, which contrasts with the amounts observed
in the Valais region (between 500 and 600 mm/year) and the Engadin region (between
600 and 700 mm/year). In the lowlands north of the Alps, the average amount is between
1000 and 1500 mm/year. Apart from the Valais region, the amount of rainfall in summer
is approximately twice as large as that in winter.
United Kingdom data set Hourly rainfall data for the UK are based on the MIDAS data
set stored in the British Atmospheric Data Center (BADC) 6. The data set contains about
40 hourly rainfall series retrieved from analysis of Tilting Siphon Rainfall Recorder (TSR)
autographic records and covers the UK as is shown with colored dots on the bottom-left
panel of Figure 3.1.
Data stored in the MIDAS database have been quality checked and missing or doubtful
values were duly flagged 7. For our subsequent analyzes, as data quality is primordial,
only months including no missing or doubtful values were kept what unfortunately lead
to discard a non-negligible part of the data. Resulting high-quality series have, in average,
12 years of data.
Referring to the UK’s National Weather Service (Met Office) 8, rainfall amounts can vary
greatly across the United Kingdom and generally the further West and the higher the
elevation, the greater the rainfall. Most rainfall in the United Kingdom comes from North
Atlantic depressions which roll into the country throughout the year and are particularly
frequent and intense in the autumn and winter. They can on occasions bring prolonged
periods of heavy rain. On the other hand, parts of England are surprisingly dry, for
example London receives less than 650 mm per year.
United States data set United States data come from the data set number ds505.0
available from the Research Data Archive (RDA) 9.
Records come primarily from Fischer-Porter precipitation gage and Universal Rain gage
instruments with automated readout. Data have been quality checked and post-processed
in order to maintain consistency between the historical data and operationally received
data 10.
The sites are located in the contiguous U.S., Alaska, Puerto Rico, Virgin Islands, Hawaii
and other Pacific Islands, but among the 5500 stations contained in the data set, many
are too short for analysis (less than 10 years) and contain a lot of missing or unreliable
values. However, it has been noticed by empirical screening that recording stations of
airports produced usually long and reliable measurements. So, all recording stations of
airports were extracted and data were processed manually to keep only records longer
than 12 years that contained very few missing or doubtful values. As a result, 233 series
were retained and processed to discard months containing doubtful or missing values. Top
panel of Figure 3.1 shows their location with colored dots.
6http://badc.nerc.ac.uk/data/ukmo-midas
7See http://badc.nerc.ac.uk/data/ukmo-midas/ukmo_guide.html for details.
8http://www.metoffice.com
9RDA (http://dss.ucar.edu) is maintained by the Computational and Information Systems Labo-
ratory (CISL) at the National Center for Atmospheric Research (NCAR). NCAR is sponsored by the
National Science Foundation (NSF).
10cf. http://dss.ucar.edu/datasets/ds505.0/docs/ for details.
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3.2.1 A wide range of climates
In the context of global change, it is important that the methodologies developed for
the present be also applicable in a future altered environment. As seen previously, the
UK and especially the Switzerland enjoy a great variety of climates. This diversity is
even more striking concerning the USA that includes most climate types of the world
(cf. Figure 3.2 that maps the different climatologic regions of the world according to
the Koeppen system 11). To the east of the 100th meridian, the climate ranges from
humid cold in the North to humid temperate in the South. The Southern tip of Florida
is tropical, as is Hawaii. The Great Plains west of the 100th meridian are arid steppes.
Much of the Western mountains are alpine. The climate is arid in the Great Basin, desert
in the Southwest, Mediterranean in coastal California, and oceanic in coastal Oregon and
Washington and Southern Alaska. Most of Alaska is subarctic or polar.
The selected hourly rainfall data set is highly interesting in that the relationships that we
may discover by analyzing it will be applicable across a wide range of climates and thus
will be robust against climate change.
3.2.2 Data preparation and presentation
Entire hourly rainfall series will only be used at the end of the chapter to assess the
performance of the hourly downscaling scheme; actually the modeling approach involves
only studying some key statistics of the time series aggregated at different temporal levels.
Therefore, each hourly rainfall series was processed as follows:
1. In order to cope with seasonal non-stationarities, data were extracted from the whole
rainfall series for each month of the year yielding 12 sub-series.
2. Within each of the 12 sub-series, individual months containing missing or doubtful
values were discarded to keep only useful information.
3. Each sub-series was then aggregated at 9 different temporal levels τ , where τ ∈ T =
{1h, 2h, 3h, 6h, 12h, 24h, 48h, 72h, 96h}, and for each τ the following statistics were
computed:
a) Mean, denoted µ;
b) Variance, denoted σ2;
c) Lag-1 auto-correlation coefficient, denoted ρ1;
d) Skewness coefficient, denoted γ, and defined for a series X={xi}ni=1 as γ =
E[((X − µ)/σ)3] = (E[X3]− 3µσ2 − µ3)/σ3;
e) Proportion of dry intervals, Pdry, where a threshold of 0.2 mm was applied
(i.e. recorded amounts less than 0.2 mm count as dry intervals).
11This climate classification is due to the German climatologists Koeppen and Geiger (1936) and is
at the basis of virtually all more recent classifications. Classification criteria include: average monthly
temperature of the warmest month, average monthly temperature of the coldest month, average thermal
amplitude between the coldest and warmest months, number of months with temperature exceeding 10°C,
winter and summer rains. In their paper Peel et al. (2007) used station records of monthly precipitations
and temperatures, covering the 20th century, from the Global Historical Climatology Network data set
(Peterson and Vose, 1997) to produce an up-to-date world map of the Koeppen climate classification.
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This processing yielded about 4000 data points S (350 rainfalls series x 12 months), each
of which is 45-dimensional: S = {µτ , σ2τ , ρ1τ , γτ , Pdryτ}τ∈T .
Finally, each data point S was augmented with several external covariates that are not
time dependent, but rather context-specific:
 station elevation;
 number of effective months of the time series (i.e. number of months containing no
missing or doubtful values);
 month indicators I = {i}121 (i.e. for month m, I[i = m] = 1 and 0 otherwise);
 summarized large-scale monthly atmospheric predictors from NCEP reanalyzes de-
scribed in Section 2.3.3 (page 22). Here, the mean and the variance, computed over
the period of observation of the corresponding hourly rainfall series, were considered
for the following variables: surface air temperature (TAS), relative humidity at a
level of 850 hPa (HUR), mean sea level pressure (PSL), zonal wind speed component
at a level of 500 hPa (Uwnd) and meridional wind speed component at a level of
500 hPa (Vwnd).
Figure 3.3 depicts several key statistics of the processed data sets and will be briefly
discussed below.
One should for instance note that, due the complex topography of Switzerland, the distri-
bution of the Swiss rainfall stations elevations is rather dispersed compared to the ones of
the two other data sets.
It must also be underlined that the distributions of the 1-hour coefficients of skewness is
much more “noisy” that the ones of 1-hour variances, 1-hour auto-correlations and 1-hour
proportions of dry intervals: this is because the skewness measures the asymmetry of data
and is strongly affected by the presence of unusual and rare events (i.e. extreme rainfall
intensities). A further investigation reveals that very high values of 1-hour skewness (γ1 >
80) are all associated with gages located in arid areas of Arizona, Nevada or California
where it almost never rains. In theses cases, the rare rainfall events that occur act as
outliers in the series and contribute to increase strongly the asymmetry of the distribution
of the data.
Looking at atmospheric variables, very low values of relative humidity in the UCAR data
set reflect the presence of arid regions that are not present in the two remaining data sets,
while very low values of temperatures indicate the presence of polar area (Alaska).
3.3 The hourly rainfall generator: Poisson Rectangular Pulse
Model
The modeling approach chosen here to simulate sub-daily rainfall is based on a Poisson
Rectangular Pulse Model, and is implemented in the software package called RainSimV3
(simply RainSim below) developed at the University of Newcastle. The model is described
in details in (Burton et al., 2008) and only key concepts are outlined here.
Poisson cluster models were originally developed in a spatial context by Neyman and
Scott (1958) and were first applied to precipitation modeling by Le Cam (1961). They are
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Figure 3.3: Key properties of the hourly rainfall data sets: USA (ucar), Switzerland (ms) and U.K.
(badc). From top-left to bottom-right, row-wise, are plotted statistical summaries of: 1-hour
coefficients of skewness, 24-hour coefficients of skewness, 1-hour variances, 24-hour variances, 1-
hour proportion of dry intervals, 24-hour proportion of dry intervals, 1-hour coefficients of lag-1
auto-correlation, 24-hour coefficients of lag-1 auto-correlation, stations elevation, mean surface air
temperature, mean relative humidity at a level of 850 hPa.
conceptual point-process event-based precipitation models which model the occurrence of
precipitation events as a Poisson process in continuous time.
Rodr´ıguez-Iturbe et al. (1987a) and Rodr´ıguez-Iturbe et al. (1987b) first developed the
Bartlett–Lewis rectangular pulses (BLRP) model and the Neyman–Scott rectangular pulses
(NSRP) model.
Brief histories of the NSRP model can be found in Onof et al. (2000). Comparisons
between the NSRP and BLRP models are limited in the literature. However, random
parameter versions of both models were developed to address deficiencies in dry period
probability statistics, and compared by Velghe et al. (1994). They found that the NSRP
model parametrization was less affected by the arbitrary choice of fitting statistics than
the BLRP model and preferred sampling the number of rain cells using a geometric rather
than a Poisson distribution. Wheater et al. (2005) concluded that NSRP and BLRP model
differences were probably negligible. However, the availability of an analytical expression
for the probability of a dry h-hour period (Cowpertwait , 1994) removes the need for the
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Figure 3.4: Point process model illustration (cf. text for complete decription). Source: (Burton
et al., 2008).
random parameter NSRP model. Favre et al. (2004) presented a new method of estimation
for NSRP parameters which is based on a modified method of moments and allows to
estimate confidence intervals. Also an analytical expression for the third order moment
property improves the modeling of extreme events (e.g., Cowpertwait , 1998; Cowpertwait
et al., 2002).
RainSim has a full spatial–temporal modeling capability and implements the Generalized
Neyman–Scott Rectangular Pulses (GNSRP) model (Cowpertwait , 1995) that simulates
rainfall time series either at a single location or distributed across a region. In particular,
Rainsim includes third moment properties, important for the modeling of extreme rainfall,
and efficient and robust calibration algorithms (Burton et al., 2008).
The spatial–temporal and generalized aspects of the GNSRP model (Cowpertwait , 1995)
are extensions of the stochastic point-process NSRP model (Cowpertwait , 1994). In the
NSRP conceptualization, storms give rise to a cluster of raincells, the aggregated contri-
butions of which provide a rainfall time series.
The stochastic NSRP model structure is illustrated in Figure 3.4 and is constructed as
follows:
(a) storm origins occur as a uniform Poisson process with the occurrence rate represented
by a parameter λ;
(b) each storm origin generates a Poisson random number, with parameter ν, of rain-
cells that each follows the storm origin after a time interval that is independent and
exponentially distributed with parameter β;
(c) each raincell produces a uniform rainfall rate throughout its lifetime. The duration
and the intensity, X, of each raincell are independent and are exponentially distributed
with parameters η and ξ, respectively;
(d) the rainfall intensity is equal to the sum of the intensities of all the active cells at that
instant in time.
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As this process is continuous in time, a time series is generated by discretizing the process
into hourly or daily time steps. Different parametrizations for each calendar month provide
an annual cycle of rainfall properties.
In the spatial–temporal version of the model (STNSRP) (Cowpertwait , 1995) the raincell
generation process of the single site model, the first part of step (b), is replaced by a
uniform Poisson process in space with density ρ to generate the centers of spatially cir-
cular raincells. Additionally, the radius of each raincell is exponentially distributed with
parameter γ. During each cell lifetime rainfall occurs with a uniform intensity across its
spatial extent and throughout its duration. This process is spatially stationary and so a
necessary final step is to account for orography by non-uniform scaling of the rainfall field.
Time series sampled at each site m are scaled by a factor, ϕm, proportional to each sites
mean rainfall. Sampling the simulated rainfall field at locations without observed records
therefore requires interpolation of these factors.
The model is calibrated separately for each calendar month. A numerical optimization
scheme is used to find the best choice of parameters to minimize an objective function,
D(λ, β, . . . , ξ), which describes the degree to which a simulation is expected to correspond
to a selected set of observed rainfall statistics, with possibly varying aggregation periods,
where the parameters are {λ, β, ν, η, ξ, } for single site and {λ, β, ν, η, ξ, ρ, γ, ϕ} for spa-
tial applications. The optimization scheme is based on the Shuﬄed Complex Evolution
algorithm (Duan et al., 1993).
Analytical expressions are available for expected statistics of arbitrary period (e.g. 1
day or 2 h) accumulations of the STNSRP process at any site for the mean, variance,
lag-autocovariance, lag-autocorrelation, dry period probability, probability of dry–dry (or
wet–wet) transition probabilities and the third order central moment (skewness coefficient).
Inter-site properties can be estimated as cross-covariances and correlations (Cowpertwait ,
1995).
RainSim has been widely applied and a review of recent applications is given in Burton
et al. (2008).
3.4 Temporal scaling relationships:
Review, refinements and limitations
3.4.1 Power-law scaling relationships
A lot of research is based on (multi-)fractal theory (Mandelbrot , 1982) whose assumption
is the absence of characteristic scales where statistical properties distinctly change, but,
on the contrary, the presence of a symmetry linking rainfall statistics at different temporal
aggregation levels.
This theory assumes in particular a power-law dependence of all statistical moments on
the temporal scale. The simplicity of the postulated relationships allows a straightforward
connection between statistical moments computed over different level of time aggregation.
Scaling properties of rainfall have actually been observed in several studies (Gupta and
Waymire, 1990; Burlando and Rosso, 1996; Smithers et al., 2002).
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Figure 3.5: Logarithmic plot of the variance, σ2, as a function of temporal level of aggregation,
T , for selected months of the Zu¨rich rainfall station (SMA). Dots indicate observations and are
overlaid with regression lines representing theoretical linear relationships. 95% confidence intervals
of the fitted linear models are denoted by the gray-shaded area.
If Mh represents a given statistics of rainfall at a particular level of temporal aggregation,
h, then a power-law temporal dependence implies:
Mh = α0hβ, (3.1)
or equivalently, taking the logarithms:
log(Mh) = α+ β log(h). (3.2)
Thus the power-law dependence assumption is equivalent to a linear relationship between
the logarithm of the statistics under study and the logarithm of the temporal level of
aggregation. This can be visualized in Figure 3.5 which represents on a logarithmic plot
the empirical variances as a function of temporal level of aggregation for selected months
of the Zu¨rich rainfall station (SMA) of the Meteoswiss data set. Although the linear
tendency is clear, linear models fits are not perfect (look e.g. at the February 1-hour
variance).
It is however important to note that, if we assume stationarity of the rainfall within each
h-hour level, then the power-law relationship holds exactly for the mean µ, and we have
E[Yh] = hµ1. Indeed, we have
E[Y1] =
∑n
1 xi
n
= µ1
E[Y2] =
∑(x1 + x2) + . . .+ (xn−1 + xn)
n/2 = 2µ1
...
E[Yh] =
∑(x1 + . . .+ xh) + . . .+ (xn−h + . . .+ xn)
n/h
= hµ1
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3.4.2 Non power-law scaling relationships
However, it has been shown that power law scaling in the variance as a function of aggre-
gation level does not hold over all scales (Marani , 2003, 2005).
Assuming second order stationarity of rainfall, Marani (2003) developed analytical ex-
pressions for rainfall auto-correlation and variance as a function of the level of temporal
aggregation. His theoretical developments suggest the existence of a transition regime,
where the power law dependence does not hold, and of two regimes in which the scaling
of the variance follows indeed a power law function (termed respectively the “inner” and
the “outer” scaling regimes).
On the basis of a set of observations, Marani (2003, 2005) found that the transition regime
covers the range 10/15 minutes to 20/80 h 12, which is a scaling range of practical interest
for disaggregation in hydrology. In this scaling range power-law functions for statistical
moments may provide a reasonable fit to data, however departures from them have been
observed and may have significant effects on statistical predictions at the high-resolution
scale (Marani , 2003; Marani and Zanetti , 2007).
Marani and Zanetti (2007) tested the ability of their scaling equation, referred to as
“Marani” equation thereafter, to reconstruct sub-daily rainfall variance for an heteroge-
neous set of 10 rainfall stations 13, and compared its performance against two other equa-
tions: the power-law equation, and a second one referred to as the“finite memory”equation
thereafter.
Mathematically these equations model the variance of the rainfall σ2 as a function of the
level of temporal aggregation T according to the following expressions:
Power-law:
σ2(T |σ0, γ) = σ0T γ
Finite Memory:
σ2(T |σi, I) = 2σ2i I(I(exp(−T/I)− 1) + T )
Marani:
σ2(T |σi, α, ε) =

2σ2i εα
[
ε
α
(
e−
αT
ε − 1
)
+ T
]
, if T ≤ ε
2σ2i
[
εαe−α
(1−α)(2−α)T
2−α + εα
(
1− e−α1−α
)
T
]
+
2σ2i
[
e2
α2 (e
−α − 1) + 2 ε2e−αα(2−α)
]
, otherwise
These equations are nonlinear and can be solved numerically using nonlinear least squares
theory 14.
12see Figures 2 and 3 in Marani (2005) for an illustration
13Ashover (UK), Eindhoven (NL), Gibraltar, Gilze (NL), Lafayette (Louisiana, US), Lebanon (Indiana,
US), Lyneham (UK), Margehra (IT), Matilija (California, US) and Saint Leo (Florida, US)
14In a nonlinear regression model, the function f relating the responses yi to the set of predictors xi is
not necessarily linear:
yi = f(β, xi) + εi,
where β is a vector of parameters and usually εi ∼ N(0, σ2). It can be shown that the likelihood for the
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3.4.2.1 Assessment of Marani’s work, further developments and limitations
The results of Marani and Zanetti (2007) are reproduced here using the data sets described
in Section 3.2 which comprise altogether more than 330 rainfall series.
Equations were fitted independently at each site and separately for each month of the
year so as to ensure stationarity. Furthermore, only the 1-,2-,3-,4-day resolution data
were involved in the calibration process 15.
It has to be noted that Marani’s equation depends on three unknown parameters σi, α, ε
whereas the second two equations are less flexible and contain only 2 unknown parame-
ters. However, as stated in Marani and Zanetti (2007), setting ε so that ε < 1 provides
approximately constant results. Therefore, in what follows, ε was fixed to 0.7.
Figure 3.6 summarizes the performance of the three scaling equations. Each column
corresponds to a given equation, and the rows display two different types of diagnostics.
Each plot contains information of about 4000 data points (330 stations x 12 months).
Looking at the three plots on the first row, one concludes that
 neither of the three models give perfect results;
 the power law model tends to systematically overestimate hourly variance; the finite
memory model, on the contrary, produces underestimated statistics; and finally,
Marani’s model seems to be less biased.
Histograms on the second row of Figure 3.6 depict the distribution of the modeling relative
error of each model, defined as err = σ
2
obs−σ2sim
σ2
obs
· 100, where σ2obs are the observed hourly
variances and σ2sim are the simulated hourly variances. The curve is a kernel smoothing
estimate of the error density and the vertical line emphasizes the 0 abscissa (null bias).
These plots give an idea of the variance of the distributions of the errors for each model
(precision of the model). Referring to the bias-variance trade-off problematic exposed in
Appendix B (page 166), the conclusions that can be drawn from these histograms are :
 the power-law model is biased and imprecise;
 Marani’s model is nearly unbiased, but not extremely precise;
 the “finite memory” model is biased, but fairly precise.
These results are in line with those exposed in Marani and Zanetti (2007). However, as
could be expected, due to the larger data set used here (330 stations here, and only 10 in
their paper), the ranges of the distributions of the errors are much wider than those exposed
in (Marani and Zanetti , 2007). For instance, the range of errors for Marani’s model is
here about [-750,100], whereas in Marani and Zanetti (2007) it was only [-200,100].
nonlinear regression model is maximized when the sum of squared residuals
S(β) =
n∑
i=1
[yi − f(β, xi)]
is minimized. See, e.g., Bates and Watts (2007) for details.
15Equations were solved using the standard nls() function of the open source environment R [R De-
velopment Core Team (2009)]. As can be noticed, all three equations are partially linear according to σi;
therefore, the Golub-Pereyra algorithm for partially linear least-squares models was employed (plinear
option of the nls() function) which allows to compute directly σi (i.e. without optimization).
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Figure 3.6: Three different models (Power-law, Marani and Finite memory) are employed to down-
scale hourly rainfall variance from supra-daily time scales, using the data set presented in Sec-
tion 3.2. On the top row, simulated hourly variances are plotted against observed values. In case
of perfect agreement, all dots should lay on the diagonal line. Bottom plots depict the modeling
relative errors (%).
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Figure 3.7: Temporal evolution of the averaged lag-1 auto-correlation over every rainfall series
for which the finite memory scaling model could be fit (solid line), and where the solving failed
(dashed line).
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Besides that, it must be noted that the finite memory model could not be solved for 268
cases (6% of the data). Such failures were not reported in Marani and Zanetti (2007),
but the explanation lies in Figure 3.7 where the average lag-1 auto-correlation of rainfall
is plotted at various levels of temporal aggregation (1-hour to 96-hour). The solid line
corresponds to the auto-correlation statistics averaged over all cases for which the finite
memory model could be solved, while the dashed line depicts the same averaged statistics
over all cases were the model could not be solved. The two curves are quite different:
the solid curve is strictly decreasing over time, whereas the dashed one decreases initially
strongly and then after 72 hours starts to increase again. This pattern can be observed for
every individual cases in the two groups 16. This non-monotonicity of the dashed curve
is indeed incompatible with the form of auto-correlation postulated by the finite memory
model which is exponentially decaying and hence monotonic (see, Marani , 2003; Marani
and Zanetti , 2007). The large majority of rainfall series whose auto-correlation exhibits a
pattern similar to the dashed line comes from rainfall stations located on the east cost of
United States. Therefore, the humid climate in this area (see Figure 3.2 on page 52), and
its consequences on rainfall regime, prevents the use of the finite memory model. This is
not surprising as the finite memory model, with its exponentially decaying rainfall auto-
correlation assumption is best designed to model rainfall in arid area where rainfall events
are short and uncorrelated.
In conclusion none of the presented relationships are suited for the whole data set, even
if the Marani’s equation has the best bias-variance trade-off. However, each equation
might work particularly well for specific climates. Actually, Marani and Zanetti (2007)
concluded their paper by postulating that inclusion of external climatic information in
the methodology could allow to choose which of the three models is the best suited for a
particular location.
In order to investigate further this direction, a new experiment was set up here as follows:
1. for each individual station and for each month of the year, the three equations were
fitted as usual, except that the parameter ε of Marani’s equation was allowed to
vary in the set {0.3, 0.7, 1, 3} yielding actually 6 models. For each case, named
“station-month” thereafter, the best model, that is the one that predicted the 1-hour
variance with the smallest error, was kept, while the remaining were discarded. At
this stage each station-month data is assigned a class indicating which of the 6
available equations was the best performing.
2. then supra-daily rainfall statistics along with some external information were used
as covariates in order to predict the correct class of the data. In order words, the
problem is one of supervised learning where we seek some clustering of the data that
map the pattern of classes.
Results of the first step of the procedure are shown in Figure 3.8. Great improvements
are observed when comparing the histogram of Figure 3.8 with the corresponding ones in
Figure 3.6. Indeed, the distribution of errors has now a low variance and no bias. In
numerical terms, the median of the distribution is -2.36% and the inter-quartiles range is
[-15.78%, 8.68%]. Nevertheless, 356 cases have errors below -100% (the minimal error is
-724% and the maximal error is 91%).
On the right panel of Figure 3.8, one should first notice that the power-law scaling model
is the best-suited for only 200 cases (about 4.7% of the data), while the Marani’s family
16Results not shown for the sake of readability.
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Figure 3.8: Results of the mixture of best-performing temporal scaling laws. Six temporal scaling
models were tested: power law, finite memory, Marani’s law with parameter ε varying in the
set {0.3, 0.7, 1, 3}. The left histogram indicates the resulting distribution of modeling errors as
described in Figure 3.6. On the right panel, the number cases associated which each of the 6
models is shown.
of models is the most adapted for 75% of the cases. Yet, within this last percentage, 70%
of cases are associated values of ε ≥ 1; this is in contradiction with the advice of Marani
and Zanetti (2007) to set ε to a fixed value below 1.
Therefore, results of the first step of the procedure are in line with what was anticipated:
none of the laws is suited for the whole data set, but individual models perform well for
specific cases.
The next step is then to design a way to choose which one of 6 models is the best-suited
for a given station-month using only supra-daily rainfall statistics as well as external
information such as elevation or climatic variables (see page 3.2.2 for a description of
available external covariates). More formally, letting Y denote the categorical vector of
responses, where Y can be one the the 6 classes k1, . . . , k6, and letting X be the matrix
of predictors, we seek a model f such that Y = f(X) + ε, where ε are residual errors.
To do so, a first strategy is to plot each predictor against classes to see if an obvious
pattern emerges, but this scheme was unfruitful (results not shown).
Another approach is to rely on the statistical learning theory (see Appendix B on page 163
for an introduction). Here, the following popular models were tested: Support Vector
Machines (SVM) (Vapnik , 1998), Random Forest (RF) (Breiman, 2001) (see Section B.5),
classification and regression trees (CART) (Morgan and Sonquist , 1963) (see Section B.4)
and boosting, more specifically the Adaboost.M1 algorithm (Freund and Schapire, 1997)
(see Section B.3.2) 17.
17Computation where done in the R environment (R Development Core Team, 2010), using the following
packages: randomForest (Liaw and Wiener , 2002), e1071 (Dimitriadou et al., 2010), rpart (Therneau and
Beth, 2010), ipred (Peters and Hothorn, 2009) and adabag (Cortes et al., 2009).
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However, even using the whole supra-daily statistics, external predictors and responses as
learning set, results were disappointing as seen in Table 3.1.
SVM RF Adaboost.M1 CART
Percentage of 55.4 47.3 45.5 76.2
correct classification
Table 3.1: Backward search of the best-performing temporal scaling law associated with a particular
station-month data. Percentage of correct classification according to different algorithms: Support
Vector Machines (SVM), Random Forest (RF), classification and regression trees (CART) and
Adaboost.M1 algorithm.
Yet, the CART model seems to outperform the other algorithms, but, as trees are noto-
riously unstable (see Section B.4), some further investigations are needed to ensure that
the model is not over-fitted. Therefore, we divided our learning into 2 parts: a training
set with 2/3 of the data and a testing set with the remaining data. CART was re-trained
on the training set, and the trained model was used to draw predictions in the testing
set. Results of this scheme are clear: the trained CART classifies correctly 76.8% of the
training data, but the performance drops to 47.10% on the testing set which indicates
overfitting.
Thus, the appealing concept of classifying different temporal scaling behavior of the rainfall
variance according to the climatic conditions or other observed predictors has no simple
solution.
The conclusions of this section are that, even if temporal scaling behaviors of rainfall
variance seem to exist, they are specific to particular gages and can not be generalized, at
least not easily, to the whole globe or even to different climate types.
3.4.3 Hybrid methodology
Leith (2006) studied 8 different UK rainfall stations in order to unveil scaling relationships
between sub-daily statistics and daily ones (essentially variance and proportion of wet
intervals).
As described in previous studies (e.g., Smithers et al., 2002), they found that a power-law
scaling relationship approximately hold between variance, σ2, and the the temporal level of
aggregation. However, they added that the strict assumption of a power-law dependence
was too restrictive, and that introducing some flexibility induced better results.
If Yhmys represents the amount of rainfall at a particular level of temporal aggregation h
on month m, year y and site s, then the power-law scaling relationship would imply:
log(σ2ymsh) = αyms + βyms log(h),
So as to make the model more flexible, Leith (2006) allowed log(σ2ymsh) to depend also on
(log(h))2 and on external atmospheric predictors (mean sea level pressure, psl, air surface
temperature, tas, and relative humidity hur).
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Formal model comparisons led to the following equation for the rainfall variances:
log(σ2hmys) = αmys + 1.63 log(h)− 0.07(log(h))2
− 0.005 log(h)pslmys − 0.07 log(h)tasmys (3.3)
+ 0.009(log(h))2tasmys + εhmys,
where εhmys has a standard deviation of 0.18.
Similarly, for the proportion of wet intervals, Pwet, they found:
log(Pwethmys) = αmys + 0.48 log(h) + 0.01(log(h))2
+ 0.02 log(h)pslmys + 0.02 log(h)tasmys (3.4)
+ 0.01(log(h))2pslmys + εhmys,
where εhmys has a standard deviation of 0.11.
The two previous equations apply to the whole data set since, apart from the intercept
αmys , all the other fitted coefficients do not depend on the temporal level h, month m or
site s. Actually the a priori annoying intercept cancels out when considering the difference
of 2 temporal levels of aggregation. Indeed, subtracting the model for a given statistics
at the 24-hour level Ty24ms from the model for the corresponding statistics Tyhms on level
h < 24, we have, assuming an i.i.d error ε across timescales:
log Tyhms − log Ty24ms = (αmys + βXyhms + ε)− (αmys + βXy24ms + ε)
log Tyhms
Ty24ms
= βXyhms − βXy24ms
Tyhms = Ty24ms exp(βXyhms − βXy24ms)
3.4.3.1 Assessment of Leith’s work, further developments and limitations
The results of Leith (2006) have been reproduced with our data set containing data from
three different countries.
Data were randomly divided into a training set and a testing set with respective proportion
of 2/3 and 1/3. Actually the random splitting followed a stratified scheme. Indeed, a first
constrain was set up so as to preserve the original proportion of months in the training and
testing sets (to avoid e.g. the potential case where all the summer months are assigned to
the training set, and all the winter months to the testing set). A second rule was imposed
to preserve the proportion of stations located in the three different countries (again to
avoid the case where, e.g., all American stations are assigned to the training set, and all
the European stations to the testing set).
To downscale hourly variances, the original equation (3.3) was refitted to our training
set and used to predict hourly variances in the training and testing sets. Results are
shown in Figure 3.9. Comparing Figure 3.9 with Figure 3.6 (page 61), one can see great
improvements: indeed, results are here slightly biased but much more accurate as only a
small number of cases has large associated errors. Figure 3.9 indicates also that the model
is not overfitted since it performs well for the training and testing sets.
The same procedure was followed for downscaling hourly proportions of wet intervals using
equation (3.4). Results are shown in Figure 3.10, but here discrepancies are obvious for
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Figure 3.9: Hourly variance downscaling using the original methodology of Leith (2006), that
is using equation (3.3) with updated coefficients. Top row corresponds to the training set, and
bottom row to the testing set. Left column shows the density of the modeling errors distribution,
while on the right column observed values are plotted against simulated ones.
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Figure 3.10: Hourly proportion of wet intervals downscaling using the original methodology of
Leith (2006), that is using equation (3.4) with updated coefficients. Legend as in Figure 3.9.
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high values, indicating that the model is not suited to the whole range of data (note also
the parabolic structure of the errors).
Leith (2006) also noticed the inadequacies underlined above and concluded that further
work was needed to incorporate elevation information in the models in order to improve
the results.
Elevations data being available, we decided to investigate the suggestion of Leith (2006),
and, to add even further flexibility, it was chosen to let the models depend on all available
24-hour rainfall statistics (i.e. variance, proportion of wet intervals, skewness and mean).
Concerning hourly variance downscaling, this scheme lead to upgrade equation (3.3) to
the following version:
log(σ2hms) = αms + 1.67 log(h)− 0.071(log(h))2
+ 0.000023 log(h)elevs + 0.0000047(log(h))2elevs (3.5)
− 0.16 log(h)tasms + 0.0099(log(h))2tasms
+ 0.00045 log(h)hurms + 0.033(log(h)) log(σ224ms) + εhms,
In the upgraded equation (3.5), elevation is effectively selected as well as 24-hour variance
and relative humidity; on the other hand, mean sea level pressure is no more significative
and has been dropped.
Results are presented in Figure 3.11 and show that, apart from reducing slightly the bias
of the original relationship, no great improvement is achieved. This slight gain in bias
reduction must therefore be weighted against the increase of complexity of equation (3.5)
compared to the original model (3.3).
Considering now the downscaling of hourly proportion of wet intervals, the following up-
graded model was built:
log(Pwethmys) = αms + 1.20 log(h)− 0.80(log(h))2
− 0.000023 log(h)elevs − 0.028(log(h))2 log(γ24ms) (3.6)
+ 0.019 log(h)tasms − 0.0031(log(h))2tasms
− 0.00057 log(h)hurms + 0.047(log(h)) log(σ224ms)
+ 0.35 log(h) log(pdry24ms)− 0.034(log(h))2 log(pdry24ms)
− 0.29 log(h) log(mean24ms)− 0.046(log(h))2 log(mean24ms)
+ 0.0069(log(h))2pslms + εhms,
This new model (3.6) is much more complex than the original one (3.4), but this increased
flexibility leads to far better results as can be seen on Figure 3.12.
In conclusion, the hybrid downscaling methodology developed by Leith (2006) and its
improvements presented here offer a much better alternative than the models proposed by
Marani and Zanetti (2007).
For conciseness, Table 3.2 summarizes the performances of the different hybrid models
analyzed in this section.
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Figure 3.11: Hourly variance downscaling using the modified methodology of Leith (2006), that
is using equation (3.3) with updated coefficients. Top row corresponds to the training set, and
bottom row to the testing set. Left column shows the density of the modeling errors distribution,
while on the right column observed values are plotted against simulated ones.
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Figure 3.12: Hourly proportion of wet intervals downscaling using the modified methodology of
Leith (2006), that is using equation (3.4) with updated coefficients. Legend as in Figure 3.11.
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Min. 1st Qu. Median Mean 3rd Qu. Max.
variance original (train) -445.50 -12.30 8.03 1.06 21.56 70.55
variance modified (train) -427.50 -15.08 2.19 -2.81 16.71 57.56
variance original (test) -183.20 -14.86 7.73 -0.26 21.12 68.64
variance modified (test) -240.00 -16.69 2.60 -3.00 17.26 60.24
pwet original (train) -399.70 -17.00 -0.38 -6.06 12.21 66.52
pwet modified (train) -86.50 -11.68 -1.08 -2.59 7.30 46.36
pwet original (test) -169.80 -15.83 0.29 -4.77 12.41 70.73
pwet modified (test) -63.60 -12.15 -1.92 -3.11 6.75 51.69
Table 3.2: Summary of the distributions of modeling relative errors (%) associated which each
hybrid model.
3.5 Non-temporal scaling law:
New learning-based methodology
In the previous section, several temporal scaling models relating hourly rainfall statistics
to supra-daily levels where reviewed and their limitations were pointed out.
In particular, the analyzes we made on the top of the work of Marani and Zanetti (2007)
revealed that the temporal scaling behavior of the rainfall variance was specific to partic-
ular gages and that it was therefore not possible to use a single family of temporal scaling
models on a universal basis. Furthermore, we showed that context-specific information
such as climatic conditions or gage elevation could not be utilized, at least not in a simple
way, to choose which particular temporal scaling model was the best suited for a given
location.
It was then demonstrated that the contribution of Leith (2006) brought great improve-
ments upon the work of Marani and Zanetti (2007) relying on strict temporal relation-
ships 18. We have called the models of Leith (2006) hybrid models; let’s make this notion
clear. In Marani and Zanetti (2007) models are built for each different locations and each
different months and therefore equations are fitted only to the information confined in very
specific regions of the learning space. As a consequence, we end up with a specific model
for each station-month data. This process is therefore blind in the sense that it ignores
completely the information contained in the data set viewed as a whole. The approach
of Leith (2006) relies also on temporal scaling relationships, but contrary to Marani and
Zanetti (2007), these relationships are seeked by using jointly the information of the whole
data set. The result is that we end up with a single model that is suited for the whole
data set. Models of Leith (2006) are therefore hybrid in the sense that they depend on
the temporal scale, but also on the whole set of data.
Here, we pursue further in the direction of Leith (2006) and drop completely the depen-
dence on the temporal scale. A precursor study exploring that way can be found in
Cowpertwait et al. (1996).
Indeed, Cowpertwait et al. (1996) considered a data set including 27 rainfall stations spread
over the UK and discovered that daily variances were highly correlated with sub-daily ones.
They subdivided UK into two parts that were found to behave statistically differently, and
for each of the two parts, and for each sub-daily time scale, T ∈ {1h, 3h, 6h, 12h}, they
18Actually studies of Leith (2006) and Marani and Zanetti (2007) were independent and simultaneous.
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fitted regression lines relating daily variances to sub-daily ones (i.e. 8 different models
were fitted). The proportion of the variance of the data, R2, explained by these models
was 76% for the worst model and 97% for the best one (as one may have guessed, the
shorter the timescale, the worst the model).
In this section we develop a novel approach using multivariate adaptive regression splines
(MARS) to downscale various sub-daily rainfall statistics from supra-daily rainfall infor-
mation and external covariates contained in the data set presented in Section 3.2.
3.5.1 Multivariate adaptive regression splines (MARS)
MARS, introduced by Friedman (1991), stands for Multivariate adaptive regression splines
and is an adaptive procedure for regression that is well suited for high-dimensional prob-
lems. MARS is introduced in Hastie et al. (2010), for instance, and only key features are
underlined below.
MARS uses expansions in basis functions of the form (x− t)+ and (t− x)+, where
(x− t)+ =
{
x− t, if x ≥ t
0, else and (t− x)+ =
{
t− x, if x ≤ t
0, else (3.7)
So, each basis function is piecewise linear and we say that it has a knot at value t; actually,
such functions are linear splines. The 2 functions in (3.7) are called a reflected pair.
Let Z = (X,Y ) be our training data set with dim(Y ) = N and dim(X) = N × P . The
basic idea is to form reflected pairs for each predictor Xj with a knot at each value xij of
that predictor. Thus,
C = {(Xj − t), (t−Xj)} t ∈ {x1j , x2j , . . . , xNj}
j = 1, 2, . . . , P
form our collection of basis functions.
The model-building strategy is like a stepwise linear regression, but instead of using only
original predictors Xj , we are allowed to use functions in C as well as their products.
Therefore, the MARS model has the form:
f(X) = β0 +
M∑
m=1
βmhm(X), (3.8)
where each hm(·) is a function in C or a product of functions in C. The fitting coefficients
βm can be estimated via ordinary least squares (see e.g. Section B.1, page 163).
More precisely, building proceeds for model M iteratively as follows: At the beginning,
we start with the basic modelM = h0(X) = 1. At each stage, we consider, as a new basis
function pair, all products of a function hl already in M with one of a reflected pair in C,
i.e. the new candidate term to add to model M has the form:
βˆM+1hl(X) · (Xj − t)+ + βˆM+2hl(X) · (t−Xj)+, hl(X) ∈M, (3.9)
where βˆM+1 and βˆM+2 are fitted via least squares. The term defined by (3.9) that produces
the largest decrease in training error is then retained 19.
19In order to prevent unstable behavior, there is one restriction put on the formation of model terms:
each input can appear at most once in a product, which prevents the formation of higher-order powers of
an input.
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The iterative process, also known as the forward pass, continues until the model M con-
tains some preset maximum number of terms, say Mceil. At the end of the forward pass,
we get then a large model of the form (3.8), that typically overfits the data. Therefore, a
backward deletion procedure, or pruning pass, has to be applied to remove terms that are
not statistically significant.
The pruning pass is also iterative and at each stage the term whose removal causes the
smallest increase in residual squared error is deleted, producing an estimated best model
fˆλ of size λ (λ = 1, 2, . . . ,Mceil). In order to choose the optimal value λ, the MARS
pruning pass relies on generalized cross-validation (Craven and Wahba, 1979) which is an
approximation of the leave-one out cross-validation 20. The generalized cross-validation
(GCV) criterion is defined as
GCV(λ) =
∑N
i=1(yi − fˆλ(xi))2
1−M(λ)/N , (3.10)
where M(λ) is the effective number of parameters in the model. If the model contains K
knots and r linearly independent basis functions, then M(λ) = r + cK, where empirical
evidence suggests c = 3 (or c = 2 if the model is restricted to be additive) (Friedman,
1991). Therefore selecting the optimal λ amounts to select the value of λ which minimizes
GCV (λ).
An interest of piecewise linear basis functions is that they build the learning model in a
parsimonious way. Indeed, such functions operate locally since they are zero over part of
their range. When multiplied together, their products is non-zero only over a small part
of the feature space, were both functions are non-zero. As a result the regression surface
is built up parsimoniously.
Another property of MARS that has to be underlined is that the forward pass is hierar-
chical in the sense that multiway products are built from product involving terms already
included in the model. This avoids the search over an exponentially growing set of al-
ternatives. This assumption is perhaps not always true, but is usually reasonable since
high-order interaction will likely only exist if some of their lower-order components exist
as well.
Finally, it is interesting to note the similarity between MARS and regression trees (see
Section B.4 on page 171). Indeed, if the MARS procedure is modified as follows:
 replace the linear splines with the indicator functions I(x− t < 0) and I(x− t ≥ 0);
 when a term gets involved in a multiplication with a candidate function, replace it
by the corresponding interaction, so that it is not available any more in the fitting
process.
Such a modified MARS algorithm is then equivalent to regression trees. Indeed, multiply-
ing a step function by a pair of reflected step functions is equivalent to splitting a node at
that step. The second modification implies that a node cannot be split more than once.
We may then notice that MARS, by relaxing the restriction imposed by the second change,
forgoes actually the tree structure and is able to capture additive effects.
20See Section B.2.3, page 168 for a brief explanation of cross-validation.
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3.5.2 Building MARS models for sub-daily rainfall statistics downscaling
In this section MARS models are built to downscale three sub-daily rainfall statistics:
the variance, the proportion of dry intervals (Pdry thereafter) and the skewness. An
additional relationship is used to deduce the lag-1 auto-correlation from the modeled sub-
daily variances.
The data set described in Section 3.2 and containing about 4000 stations-months data
from 3 different countries was randomly divided into a training set and a testing set with
respective proportion of 2/3 and 1/3. As already explained (page 65), some rules were
imposed on the splitting. A first constrain was set up so as to preserve the original
proportion of months in the training and testing sets. A second rule was imposed to
preserve the proportion of stations located in the three different countries.
The three different types of responses (variance, skewnesses and Pdry) were modeled sep-
arately, but for each model all time scales T ∈ {1h, 2h, 3h, 6h, 12h} were considered jointly.
As predictors, all available supra-daily rainfall statistics and external co-variates (climatic
variables and stations elevations, months indicators,. . . ) described in Section 3.2.2 were
considered (nearly 70 predictors altogether).
It is important to note that some transformations were applied to the data prior to the
fitting in order to ensure consistent predictions from the fitted models. Indeed, means, vari-
ances and skewnesses were log-transformed so that, when transformed-back, predictions
of such quantities are always positive. Similarly, logit transformations 21 were applied to
ensure that predictions of Pdry always lay in the interval [0,1].
The model building strategy proceeds then as follows:
1. At the beginning, models are fitted using the training set considering all poten-
tial predictors 22, but no interaction between them are allowed. All terms found
not significant following the generalized cross-validation (GCV) criterion are then
discarded. Additionally, predictive power of the fitted model is assessed through
10-fold cross-validation 23.
2. Once the sub-set of significant predictors has been defined, models are re-fitted,
this time allowing second-order interactions. Again, terms and interactions not
significant are dropped.
3. Step 2 is repeated with third order interactions leading to the final model 24.
This iterative process has been designed so as to reduce identifiability problems where
potentially near-collinear predictors might lead to an ill-conditioned matrix preventing to
find relevant interactions.
Fitted MARS models for variances, Pdry and skewnesses are displayed respectively on
Tables 3.3, 3.4 and 3.5; Table 3.6 summarizes the number of terms involved in each
model. It is interesting to note that none of the months indicators was retained in any
MARS models meaning that models are naturally suited for all months of the year (i.e. the
21∀p ∈ [0, 1], logit(p) = log p1−p ; and ∀q ∈ R logit−1(q) = exp(q)1+exp(q) .
22Models were fitted in the R environment (R Development Core Team, 2010) using the package
earth (Milborrow , 2009).
23See Section B.2.3, page 168, about K-fold cross-validation
24Indeed, higher order interactions were never found significant in our studies.
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seasonal information is adequately conveyed by the monthly atmospheric predictors). This
is important in the perspective of climate change where seasonal shifts may be expected;
our models seem therefore robust to such changes.
Our MARS models seem a priori rather complex. However, for a given time scale, say
1-hour, only 17 (18 for the proportion of dry intervals) terms have to be fitted to describe
all the 4000 cases of our data set. In contrast, a basic power-law model requires only 2
parameters to be fitted, but those parameters are different for each of the 4000 data points
raising in fact 8000 parameters.
Figure 3.13 helps clarifying the interpretation of MARS models. It illustrates how the
temperature influences the hourly rainfall variance in the MARS model for rainfall variance.
From this graphic it can easily be seen that increasing temperatures contribute to increase
hourly rainfall variances, and that this effect is more pronounced over 3.21 °C than below
this threshold. Indeed, the solid red line is non-zero only above 3.21°C and indicates that
increasing temperatures over the 3.21°C threshold lead to augment the hourly variance.
On the contrary, the green line is non-zero only below 3.21°C and indicates that the hourly
rainfall variance decreases with temperature below this threshold. However, looking at the
slopes of the two lines, we note that the effect of the temperature on hourly variance is more
pronounced above 3.21°C than below this threshold. This example illustrates therefore
how non-linearities are introduced by MARS.
Still looking at the hourly variance model, one might notice that increasing relative hu-
midity tends to augment hourly variance until the threshold 48.38%, but that, after this
point, the relationship is the opposite with higher values of relative humidity lowering
hourly rainfall variance. Interestingly, gages located in regions where relative humidity is
lower than 48.38% are all located in arid areas of the USA, indicating that the effect of
relative humidity on hourly rainfall variance in these regions is different than in the other
climatic areas represented in our data set.
Similar analyzes of the PDry model lead to conclude that increasing temperatures tend
to increase hourly PDry and that this effect is greater above 1.84°C than below, and even
greater above 16.67°C (cf. rows 4, 5 and 10 of Table 3.4).
In the model for skewness, one may remark that hourly skewness values tend to increase
with temperature above 0.03°C, and to decrease with relative humidity over 70.20%.
In a climate change perspective where one expects higher temperature values along with
lower relative humidity ones, our MARS models seem therefore to indicate that higher
values of hourly rainfall variance may be expected, along with higher values of hourly
skewness and proportion of wet intervals.
In addition, it is interesting to note that, even if the three MARS models were fitted
independently, they raise compatible results. Indeed, it is sensible to think that climate
change will lead to less stable hourly rainfall dynamics, that is:
 less correlated events (higher variance),
 less frequent events (higher Pdry).
 more intense events (higher skewness)
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predictors second order third order total number
interactions interactions of terms
variance model 7 3 1 17
Pdry model 8 3 1 18
skewness model 7 2 2 17
Table 3.6: Number of predictors and interactions involved in MARS models, along with total
number of terms (including the intercept and, if relevant, both branches of reflected pairs).
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Effect of TAS_mean below 3.21°C: −0.0219*h(3.21−Tas_mean)    
Figure 3.13: Illustration of the temperature influence on the hourly rainfall variance in the MARS
model for rainfall variance (rows 4 and 5, first column, of Table 3.3). Reflected pairs are plotted as
solid lines with respectively black and gray colors and with a knot at 3.21. After the multiplication
of these reflected pairs with their respective coefficients in the fitted model, one obtain eventually
the solid red and green lines. The dashed red line which extends the solid red line is drawn only
for comparison.
3.5.3 Performance of fitted MARS models
The fitted MARS models were used to predict sub-daily rainfall statistics in the training
and testing sets and their performances were investigated. Results of the predictions of
the variance model are shown on Figures 3.14 and 3.15, and correspond respectively to
the training and testing sets.
Looking at Figure 3.14 one sees that results are unbiased for all time scales. Moreover,
histograms indicate that the distribution of errors has a low variance. For instance, the
hourly rainfall variance predictions have an associated distribution of modeling errors
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whose median and interquartile range are respectively 0.007% and [-11.19%, 9.93%], and
whose minimum and maximum values are -147.00% and 67.96%. Furthermore only 6
station-months (0.23% of the training data) have errors below -70%. In addition, when
looking at the middle column of Figure 3.14 one sees that the predictions are good for all
time scales with only a slight degradation as we move toward shorter temporal levels.
We had seen when looking at temporal scaling relationships for the variance, that the
hybrid methodology of Leith (2006) gave clearly the better results. However, our MARS
model gives even better predictions (compare the first row of Figure 3.14 with Figure 3.11,
page 68, and with first and second rows of Table 3.2, page 69).
The proportion of variance of data R2 explained by the MARS model is 99.13% which is
indeed fairly high, and the average one computed for 10-fold cross-validated models R2CV
is 99.06% which gives an idea of the predictive power of our model on independent data
sets. Figure 3.15 shows the performance on the testing set (not used in the fitting nor
in the cross-validations) of our fitted MARS model for variance, and we directly see that
there is indeed no loss of predictive power which means that the variance model does not
suffer overfitting.
Let us now consider models for proportion of dry intervals (PDry); their predictions are
displayed in Figures 3.16 for the training set and 3.17 for the testing set. Here, one
can draw the same conclusion as the ones made above for the variance model. However,
looking at the histograms, one sees that the results are even more accurate. Indeed,
the distribution of modeling errors associated with hourly PDry in the training has for
instance a median value and an interquartile range of respectively -0.005% and [-0.33%,
0.31%], and minimum and maximum values of -4.23% and 3.75%. In terms of proportion
of the variance explained by the models, we get R2 = 99.16% and R2CV = 99.12%. Again,
the MARS model for PDry outperforms models based on Leith (2006) (compare with
Figure 3.12, page 68, and rows 5-6 of Table 3.2, page 69).
Results for the skewnesses are displayed in Figures 3.18 and 3.19. Predictions are still
nearly unbiased and the distributions of relative errors are very close to the ones related
to the model for variance discussed above (cf. Table 3.7, page 86). However, in terms of
absolute residuals, the model for skewness is less accurate than the two previous models,
as can be seen by looking at the second and third columns of Figures 3.18 and 3.19. These
conclusions are confirmed by the R2 and R2CV coefficients whose values are 83.08% and
80.05% respectively. Such discrepancies originate from the noisy nature of skewness itself
whose purpose is to measure the asymmetry of the distribution of the data, that is to
reveal the presence of unusual and extreme events (cf. Figure 3.3, page 55, and related
discussion). It must finally be noted that several methods were tested to obtain a better
fit (also by modeling the skewness indirectly via the sum of cubes), but even more flexible
methods such as Support Vector Machines (Vapnik , 1998) or Random Forests (Breiman,
2001) didn’t give significant improvements (results not shown).
To conclude this section, let us look at the lag-1 auto-correlations ρ implied by the MARS
variance model. If Y 1h and Y
2
h denote the rainfall amounts for two adjacent h-hour intervals,
we have:
V ar[Y2h] = V ar[Y 1h ] + V ar[Y 2h ] + 2Cov[Y 1h , Y 2h ]︸ ︷︷ ︸
ρh·V ar[Yh]
ρh =
V ar[Y2h]
2V ar[Yh]
− 1 (3.11)
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Figure 3.14: Scaling model performance for rainfall variance (training set). Each row corresponds
to a given time scale. From left to right: 1) histograms of relative errors of predictions (%), 2)
observed statistics plotted against predicted ones on a log scale (useful to see results on the same
scale for all temporal levels) and 3) same graphics as the previous ones but on a natural scale.
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Figure 3.15: Same as 3.14, but for the testing set.
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Figure 3.16: Scaling model performance for rainfall proportion of dry intervals (training set). Each
row corresponds to a given time scale. From left to right: 1) histograms of relative errors of
predictions (%), 2) observed statistics plotted against predicted ones.
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Figure 3.17: Same as 3.16, but for the testing set.
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Non-temporal scaling law:
New learning-based methodology
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Figure 3.18: Scaling model performance for rainfall skewness (training set). Each row corresponds
to a given time scale. From left to right: 1) histograms of relative errors of predictions (%), 2)
observed statistics plotted against predicted ones on a log scale (useful to see results on the same
scale for all temporal levels) and 3) same graphics as the previous ones but on a natural scale.
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Figure 3.19: Same as 3.18, but for the testing set.
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New learning-based methodology
Therefore, we can compute the implied lag-1 hourly auto-correlations from the predictions
of the MARS model for variance. This exercise lead to the results displayed on Figure 3.20.
Except for very special cases, we observe that the implied auto-correlations are correct. In
other words, this means that the joint distribution (across the different temporal levels)
of sub-daily rainfall variances predicted by our MARS model for variance is adequately
modeled.
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Figure 3.20: Implied model performance for hourly rainfall lag-1 auto-correlation (top row training
set, bottom row testing set). A few points (denoted by a ⊕ sign) have an associated relative error
below -100%. However, such cases are located in arid areas with hourly rainfall variance values
below 1 mm2 which may not lead to any practical implication.
Performances of our MARS models and their implied lag-1 auto-correlations are summa-
rized in Table 3.7 (cases involving hourly variances lower than 0.005 mm2 were discarded as
they produced meaningless results when introduced in the denominator of equation (3.11)).
In summary, the developed models are interpretable and lead to accurate predictions of
sub-daily rainfall statistics. The next section, shows how the MARS models can be used
to fit an hourly rainfall generator.
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Min. 1st Qu. Median Mean 3rd Qu. Max.
variance (train) -147.60 -11.19 0.073 -1.44 9.93 67.96
variance (test) -99.55 -12.28 -0.58 -2.04 8.58 50.82
PDry (train) -4.23 -0.33 -0.005 -0.021 0.31 3.75
PDry (test) -3.51 -0.32 -0.006 -0.018 0.30 2.78
skewness (train) -140.40 -13.63 -2.16 -2.11 9.61 82.50
skewness (test) -82.45 -14.38 -2.25 -2.75 9.85 60.40
implied lag-1 ac (train) -384.3 -8.79 -0.23 -2.24 8.33 40.25
implied lag-1 ac (test) -373.8 -7.48 1.046 -1.37 8.68 43.21
Table 3.7: Summary of the distributions of modeling relative errors (%) associated which each
MARS model (hourly temporal level), and implied lag-1 auto-correlations errors.
3.6 Performances of the downscaling scheme
In this section, the performances of the proposed combined scheme for downscaling hourly
rainfall series from daily records are tested. The purpose is to investigate how the MARS
models and the hourly generator RainSim behave together, and more specifically to :
1. assess the ability of RainSim to reproduce observed hourly series characteristics,
2. assess the loss of quality that occurs when using RainSim with the re-constructed
sub-daily rainfall statistics predicted by the MARS models instead of the observed
ones,
3. demonstrate that inclusion of sub-daily rainfall statistics in the RainSim fitting pro-
cess is necessary to generate sensible synthetic hourly series.
To fulfill these objectives, three scenarios, named exact, target, and simple, were defined
as follows:
 The exact scenario is a scenario where RainSim is used with observed daily and
sub-daily statistics. It will allow to achieve objective 1.
 The target scenario employs target sub-daily rainfall statistics predicted by the
MARS models. It will allow to achieve objective 2 by comparison with the exact
scenario.
 The simple scenario makes only use of observed daily rainfall statistics. It will allow
to achieve objective 3 by comparison with the two other scenarios.
Furthermore, for each of these scenarios, we proceed in three steps: 1) the goodness of
fit of RainSim is assessed and the set of fitted parameters is described 25, 2) synthetic
rainfall statistics are characterized through thirty simulations of the fitted model where
each simulation has the same length as the original rainfall series and 3) thirty 1000-years
rainfall series are generated and allow to assess the reproduction of extreme values.
This scheme is illustrated through four case studies: Geneva and Basel (Switzerland),
Daytona Beach airport (Florida) and Yuma airport (Arizona) 26.
25Recall that these parameters correspond to storm properties.
26Actually the methodology has been applied to nearly 50 case studies, but, for the sake of conciseness,
all cannot be shown here!
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3.6.1 Characteristics of cases studies
Geneva, Yuma and Daytona Beach case studies have been chosen because they represent
different climate types. Indeed, following the Koeppen classification (Koeppen and Geiger ,
1936) 27, Geneva has a cold climate, without a dry season and with warm summers.
Yuma’s climate is arid (hot desert), whereas Daytona Beach’s one is temperate, without
a dry season, and with hot summers.
The climate of Basel is similar to Geneva’s one, but Basel has been retained because it
represents one of the worst cases in terms of predicted skewnesses by the MARS model.
It will therefore serve to illustrate our methodology’s behavior in a suboptimal situation.
Some key characteristics of the case studies are summarized in Table 3.8.
Geneva Basel Yuma Daytona Beach
series length (years) 28 28 32 57
latitude 46.24 47.54 32.40 29.11
longitude 6.12 7.58 245.64 278.97
elevation (m) 472 363 63 10
mean annual rainfall (mm) 940 850 68 1238
mean summer rainfall (mm) 235 260 15 462
mean winter rainfall (mm) 214 155 26 206
Table 3.8: Basic characteristics of the case studies.
3.6.2 Fitting the hourly rainfall generator
In order to fit RainSim, the following set of rainfall statistics, and associated weights, were
chosen and adapted from the recommendations of Wheater et al. (2006):
Mean Variance Skewness PDry lag-1 corr
time scale (h) 24 1 6 24 1 24 1 24 1 24
weights 6 3 2 2 5 4 9 7.5 6 6
Table 3.9: Set of statistics used to fit RainSim and canonical set of associated weights.
Weights presented in Table 3.9 were found suitable for most of our cases, and only certain
rainfall series required some small changes to be made. Besides that, for the simple
scenario, weights corresponding to sub-daily statistics were set to 0.
In order to ensure stationarity, RainSim is fitted for each month of the year, raising 12 sets
of fitting parameters for each gage.
It is important to note that a perfect fit of PDry was never obtained across almost all of the
case studies (results not shown). Indeed, fitted values of PDry typically were overestimated
or underestimated by a few percents (usually 1-5%). Such a discrepancy has already been
noted in Burton et al. (2008) and is due to the rounding down to 0 of values less than a
specific threshold. RainSim makes an automatic adjustment to compensate for this, but
this correction is approximate and therefore some bias remains.
27Recall Figure 3.2, page 52.
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Figure 3.21: Fitted RainSim parameters for Geneva. The solid lines refer to the exact scenario
while the dashed and the dotted lines correspond respectively to the target and simple scenarios.
Fitted parameters for Geneva are shown on Figure 3.21. The solid lines refer to the exact
scenario while the dashed and the dotted lines correspond respectively to the target and
simple scenarios. From this figure, it is obvious that the fitted parameters of the target
scenario are nearly the same as the ones of the exact case. In other words, there seems
to be only a very slight loss of information when replacing the true sub-daily statistics by
the MARS re-constructed ones for the fitting. Yet re-constructed statistics are not perfect;
their errors range from 4 to -36% (in October) for the hourly skewnesses, and from 9 to
-35% (in July) for the hourly variances.
On the other hand, the figure illustrates clearly the erratic pattern of fitted parameters
that arose from the simple scenario. This means that inclusion of sub-daily statistics in
the fitting process is mandatory if one needs to get a sensible set of fitted parameters, and
a fortiori if one wishes to investigate storm dynamics modeled by RainSim. As a reminder,
the definitions of the parameteres of RainSim are summarized in Table 3.10.
Parameters Descriptions Units
λ−1 Mean waiting time between adjacent storm origins (h)
β−1 Mean waiting time for raincell origin (h)
η−1 Mean duration of raincell (h)
ν Mean number of raincell per storm (-)
ξ−1 Mean intensity of a raincell (mm/h)
Table 3.10: Parameters of the single site Neyman-Scott Rectangular Pulses Model.
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Figure 3.22: Fitted RainSim parameters for Daytona Beach.
Interpreting the set of fitted parameters for the case of Geneva lead to following conclu-
sions. First, λ exhibits no systematic seasonal pattern, meaning that, in average, storms
frequency is the same throughout the year. Values of parameter β indicate that raincells
appear more rapidly after the storms origins in summer than in winter. ν values express
that winter storms tend to have more rain cells than summer storms, and summer raincells
lifetime is shorter according to η values. Finally, ξ indicates that raincells are more intense
in summer than in winter. This picture seems in accordance with observations. Indeed,
the winter season is usually characterized by slow and long-lasting rainfall events, whereas
short and strong convective events are usually associated with the summer season.
Results of Daytona Beach are shown in Figure 3.22. Same conclusions as for Geneva can
be drawn about the perfomances of the three scenarios. Although the fitted parameters are
nearly identical for the target and exact scenarios, it is again important to note that MARS
predictions were not perfect: errors for hourly skewnesses, variances and auto-correlations
lay respectively in the ranges [−18%, 24%], [−9%, 20%] and [−36%, 13%]. Fitted parame-
ters indicate principally that storms are much more frequent in summer than in the rest
of the year (parameter λ), which is in accordance with the near tropical climate of South
Florida.
The case of Yuma (cf. Figure 3.23) is extreme in that it almost never rains. λ values reaches
0.0005 for some months, meaning that the waiting time between adjacent storms is about
2000 hours (83 days). Rain cells, when active, are not especially intense (2-3 mm/h).
It should be noted that the large discrepancies between the exact and target scenarios
in June are actually negligible. Indeed this month is nearly completely dry trough the
whole period of record. MARS predictions for Yuma have the following ranges of errors:
[−50%, 31%] for hourly skewnesses, [−31%, 41%] of hourly variances and [−596%, 40%]
for auto-correlations. The -596% error is for June and has no practical implication as
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Figure 3.23: Fitted RainSim parameters for Yuma.
discussed above; it is yet the worst prediction of our data set containing about 4000
station-months. As is apparent in the plot of η parameter, April is also poorly modeled.
Actually, April lag-1 auto-correlation prediction has also one of the worst error of our
data set (-163%), but, again, in the extremely arid context of Yuma this discrepancy has
negligible consequences.
To conclude this section the case of Basel is adressed. Figure 3.24 unveils a set a fitted
parameters that is very similar to the one of Geneva which is not unexpected since both
gages are fairly neighbouring. However, the case of Basel is interesting in that the MARS
predictions for skewnesses are not really good. Indeed, predicted values are underestimated
for almost all months; in particular, they are 56% too low in March and 44% too low in
September (these discrepancies are clearly apparent on the ξ plot).
Most interestingly, further investigations indicate that, if RainSim is forced to fit exactly
the observed value of skewness for March, then the quality of the fit drops drastically
for the remaining statistics. On the contrary, when RainSim is asked to fit the MARS
predicted skewness value, then all other statistics are fitted correctly. In other words, such
a situation 28 may reveal either some data quality issue, or alternatively that the structure
of RainSim itself is not flexible enough to model this particular rainfall series. Additional
experiments with a more complex Poisson cluster model (i.e. with a two-parameters cells
distribution, or with a model implying two raincell types) would therefore be valuable.
Put in the other way, our MARS procedure seems to predict correctly hourly skewnesses
for the cases where RainSim performs well.
28Actually, such a situation have been encountered with several case studies not presented here.
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Figure 3.24: Fitted RainSim parameters Basel.
3.6.3 Quality of the simulated hourly rainfall series
For each case study and for each of the three scenarios, 30 simulations of the fitted RainSim
models were carried out, where each simulation has the same length as the original rainfall
series.
For Daytona Beach, statistical summaries are shown on Figures 3.25, 3.26 and 3.27, respec-
tively for the exact, target and simple scenarios. Results for the exact and target cases are
almost identical with all statistics being well reproduced. Nevertheless, one might note
the slight overestimation (up to 3% in the case of November) of Pdry discussed previously.
In addition, values of lag-1 auto-correlations for time scales 2 to 12 hours are not perfectly
exact, suggesting that inclusion of the 6-hour lag-1 auto-correlation in the fitting might im-
prove results. However these small discrepancies shall not have any pratical implications.
Concerning the simple case, all supra-daily statistics are well reproduced, but, except for
the mean whose analytical expression is known for all time scales, all sub-daily statistics
follow an erratic pattern that worsens when getting closer to the hourly temporal level of
aggregation.
Figures corresponding to the other case studies convey broadly the same conclusions (see
Figures A.27–A.35 on pages 152–160 of Appendix A). It is nevertheless interesting to note
that the exact and target scenarios for Yuma (Figures A.30, A.31) lead to nearly same
results despite their discrepancies in fitted RainSim parameters. Besides that, the target
case for Basel (Figure A.34) confirms a clear underestimation of March hourly skewness;
but at the same time the other hourly statistics for March are all well reproduced. On the
contrary, the exact case for Basel (Figure A.33) lead to a correct March hourly skewness
value, but all other March hourly statistics are biased (mean and auto-correlations are too
low, variance and PDry are too high).
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Figure 3.25: Summaries of 30 RainSim simulations for Daytona Beach (exact case). The red lines
correspond to the observed statistics and the gray shaded areas depict the quantiles q of the
simulations (q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Figure 3.26: Same as 3.25, but for target case.
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Figure 3.27: Same as 3.25, but for simple case.
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3.6.4 Extreme values analysis
After ensuring that conventional statistics of hourly rainfall series were well matched in
the exact and target cases, reproduction of extremes is now investigated. To do so, thirty
1000-year simulations of RainSim were carried for each scenario.
For each 1000-year simulation, return levels corresponding to specific return periods were
estimated by standard empirical frequency analysis 29. Computations were done for differ-
ent levels of temporal aggregation (hourly to daily levels), and either for the whole year
or only for specific seasons (winter or summer).
Besides that, extreme value distributions were fitted to the observed rainfall series aggre-
gated at different temporal levels (hourly and daily levels). This allowed to extrapolate
return levels based on observed data. To do so, the traditional approach would have been
to fit a Generalized Extreme Value (GEV) distribution to the series of observed annual
maxima. However, this approach is wasteful and therefore it has been decided to model
threshold excesses instead of annual maxima. It can be shown that such threshold ex-
ceedances follow a generalized Pareto family distribution (Coles, 2001; Leadbetter et al.,
1983).
Annual and winter return values for the case of Geneva are shown on Figure 3.28. One
notices that the results generated by RainSim for the exact and target scenario are always
in line with observations; on the other hand, in the simple scenario, only daily return
levels are correctly matched. Figure 3.29 carries the same conclusions for Yuma.
Concerning Daytona Beach (Figure 3.30), RainSim overestimates slightly annual hourly
return levels for return periods greater than 5 years for the exact and target scenarios.
On the other hand, all hourly return levels simulated by RainSim are wrong for the simple
case.
Results for Basel are less convincing. Indeed, annual daily return values are slightly
underestimated in both the target and exact cases (about -13% for the 50-years return
period), while the simple case provides better results. Annual hourly return levels are
also underestimated in the exact and target cases (respectively -10% and -17% for the
50-years return period). However, for the simple case, simulated hourly return values are
even worse. It is worth recalling here that, in the case of Basel, the hourly skewnesses
were underestimated by our MARS procedure.
These results are in line with studies of Cowpertwait (1998) who found that the ability
of Poisson cluster models to model extreme events is improved by the inclusion of the
third order moment in the fitting process. Indeed, for all of our case studies, the simple
scenario where hourly skewnesses were not included in the fitting, lead poor reproduction
of extremes. Furthermore, for the target scenario of Basel, the MARS underestimated
skewnesses (up to -56%) induce an underestimation of the simulated return levels (up to
-17%).
In conclusion, RainSim seems to take adequately into account the tail of the distribution
of hourly rainfall series provided that the skewness is included in the fitting.
Furthermore, for the cases where the observed storm dynamics can be adequately modeled
by RainSim (i.e. Geneva, Yuma and Daytona Beach), and therefore where RainSim is fully
applicable, the target scenario is almost indistinguishable from the exact scenario.
29The Hazen formula for ranking was used.
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 target statistics case, DJF
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1−h return level plot
 simple statistics case, DJF
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Figure 3.28: Return levels for Geneva. There is one column per scenario and one row per period of
the year and per temporal level of aggregation. Black dots indicate observed threshold exceedances,
while the solid red line represents the fitted generalized Pareto distribution and is surrounded by
95% confidence intervals (pink area). Under transparency, the gray lines depict the empirical
return levels associated with each of the thirty 1000-year simulations of RainSim.
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Figure 3.29: Same as 3.28, but for Yuma.
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 simple statistics case
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Figure 3.30: Same as 3.28, but for Daytona Beach.
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24−h return level plot
 exact statistics case
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Figure 3.31: Same as 3.28, but for Basel.
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3.7 Discussion
In this chapter a new learning-based methodology to downscale hourly rainfall was devel-
oped, which makes use of a Poisson cluster model and Multivariate Adaptive Regression
Splines (MARS).
This methodology is suited for cases where no observed hourly data is available. Indeed,
missing hourly information are re-constructed from the observed daily rainfall series via
MARS models. Furthermore, this estimation process bypasses the questionable assump-
tion of temporal scaling behavior of the rainfall.
It has been shown that downscaled rainfall series were accurate in the sense that the key
characteristics (including extremes) of the hourly observed series were correctly matched.
The robustness of the proposed methodology has also been demonstrated through valida-
tions made on a wide range of different climates.
Interpretability is an important feature of the proposed approach. Indeed, MARS models
may be interpreted in a nearly similar way as linear models, while Poisson cluster models
are parametrized in terms of physically interpretable quantities such as storm arrival rate,
mean intensity and duration of rain cells.
Finally, the originality of the proposed scheme lays 1) in the fact that no temporal scaling
behavior of the rainfall is assumed when estimating sub-daily quantities, and 2) in the
application of multivariate adaptive regression splines that have been seldom used in
hydrology.
Nevertheless, as shown by the case of Basel, the methodology might still be improved
in the future by considering a more flexible Poisson clusters model that would allow to
represent more complex structures of storms.
100
Chapter 4
Assessment of the integrated downscaling
methodology
4.1 Introduction
In this chapter the ability of the proposed downscaling scheme to produce hourly rainfall
predictions according to climate change is assessed. This amounts to investigate the joint
performance of the methodology based on Generalized Linear Models (GLMs) developed
in Chapter 2 and the methodology based on Poisson clusters models and Multivariate adap-
tive regression splines (MARS) presented in Chapter 3. Results of the integrated approach
are presented in Section 4.2 along with a discussion on the practical implementation. The
opportunity to disaggregate rainfall to sub-hourly level is addressed in Section 4.3.
4.2 Downscaling hourly rainfall from daily GLMs simulations
The integrated methodology is demonstrated for the case of Geneva where the rainfall–
runoff model of Chapter 5 has been be applied. The GLMs-based daily rainfall down-
scaling scheme was successfully assessed at Geneva using the whole set of future climate
change predictions (cf. Chapter 2) and the hourly downscaling procedure from historical
daily rainfall series was shown to perform well (cf. Chapter 3). In order to illustrate
the joint methodology, the lowest and highest greenhouse gases (GHG) emissions scenar-
ios, respectively SRESB1 and SRESA2, are considered here and 6 General Circulation
Models (GCMs) are retained, as summarized in Table 4.1, which yields 12 climate change
projections.
Modeling Center Country Model ID
Bjerknes Centre for Climate Research Norway bccr bcm2 0
Institute for Numerical Mathematics Russia inmcm3 0
Institut Pierre Simon Laplace France ipsl cm4
Max Planck Institute for Meteorology Germany mpi echam5
National Center for Atmospheric Research USA ncar ccsm3
Hadley Centre for Climate Prediction and Research UK ukmo hadcm3
Table 4.1: GCMs used to illustrate the integrated downscaling methodology.
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Figure 4.1: Comparison of RainSim parameters fitted to NCEP- and GCMs-driven simulations over
the fitting period. The solid red lines refer to NCEP-related quantities, while the gray shaded areas
depict the quantiles q of the GCMs-driven simulations (q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
(Parameters were described in Table 3.10, page 88).
As described in Chapter 2, GLMs are fitted on the historical daily rainfall series observed
at Geneva and on the related observed large-scale atmospheric predictors (NCEP data)
during the period 1982–2007. The fitted GLMs are then conditioned on each of the
12 coarse climate change scenarios in order to simulate climate change-perturbed daily
rainfall series for the future (2062–2088). Hourly rainfall properties are then derived
from the GLMs-simulated daily rainfall series 1 using the MARS procedure described in
Chapter 4.3. Climate change-perturbed hourly rainfall series are eventually simulated
using the hourly rainfall generator (RainSim) fitted on the MARS-reconstructed sub-daily
rainfall statistics and on properties of the GLMs-simulated daily rainfall series.
Figure 4.1 indicates the values of RainSim parameters when fitted on rainfall statistics
derived from GLMs simulations driven either by NCEP or by GCMs data over the present-
day period. In both situations the parameters values are similar, indicating that the
induced storm dynamics derived from the NCEP- and the GCMs-driven simulations is
consistently modeled. Furthermore, the values are very close to the “true” parameters
obtained when fitting RainSim on the historical hourly series (cf. Figure 3.21, page 88).
The performance of hourly rainfall downscaling from daily GLMs simulations conditioned
on the GCM ipsl cm4 outputs over the present-day period are illustrated on Figure 4.2
(results are similar for the other GCMs). All statistics of the historical rainfall series are
well matched and there seems to be almost no loss of information comparing to the case
1and from the GCMs-predicted large-scale atmospheric variables
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Figure 4.2: Performance of hourly rainfall downscaling from daily GLMs simulations condi-
tioned on coarse GCM (ipsl cm4) outputs. Plots show the monthly summary statistics of 10
disagreggations of GLMs simulations over the fitting period at Geneva. The solid lines refer
to observed quantities, while the gray shaded area depicts the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). (pdry refers to proportion of dry intervals.) 103
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Figure 4.3: Same as 4.2, but for the future. (The solid lines are plotted only for comparison.)
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Figure 4.4: Predicted relative changes of future raincells characteristics derived from the ensemble
of GCMs-driven simulations under scenarios SRESB1 and SRESA2.
where RainSim is fitted to the statistics derived from the historical daily series (cf. Fig-
ure A.28, page 153). The September daily variances are however slightly underestimated,
and this bias seems to be inherited directly from the GLMs simulations (cf. Figure A.2,
on page 136). It is important to note here that this discrepancy in daily rainfall variance
is not propagated to the hourly level: this is due the fact that the MARS models used
to reconstruct hourly rainfall variances do not rely exclusively on daily variance but on
a larger set of predictors, and, above all, do not assume any temporal scaling behavior
of the rainfall statistics. This demonstrates the superior robustness of the MARS-based
methodology over the traditional approaches found in the literature.
Properties of future hourly rainfall projections conditioned on the GCM ipsl cm4 are
depicted on Figure 4.3. The predicted change of hourly rainfall are broadly consistent
with the changes of daily rainfall described in Chapter 2: less rainfall (and less wet hours)
in summer and more rainfall (and more wet hours) in winter. There seems however to
be a difference concerning summer rainfall intensities which may increase at the hourly
level (increase in hourly skewness) while no change is detected at the daily level (supra-
daily skewness remains the same); this stability at the daily level was also underlined in
Chapter 2.
This increase in hourly summer rainfall intensities is more clearly seen on Figure 4.4 which
shows the relative changes of RainSim fitted parameters between the future and present
periods using the ensemble of GCMs-driven simulations. The left panel indicates that
summer raincell intensities may increase in average of about 20% under the low GHG
emissions scenario B1 and of about 50% under the high scenario A2. On the other hand,
the left panel reveals that the duration of summer raincells will become shorter: -20%
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Figure 4.5: Predicted relative changes of frequency of future storms derived from the ensemble of
GCMs-driven simulations under scenarios SRESB1 and SRESA2.
under scenario B1 and -35% under scenario A2. Figure 4.5 reveals also that storms will
be less frequent in summer: the mean waiting between storms increases in average of 30%
under scenario B1 and 50% under scenario A2.
As a consequence of climate change, future summers are thus predicted to experience
more isolated convective events with shorter but more intense raincells. This tendency
is supported by an analysis of extreme hourly rainfall values as illustrated on Figure 4.6.
The left panel demonstrates that the return levels associated with the downscaled hourly
rainfall series 2 are consistent with the ones extrapolated from the historical series through
an extreme value distribution. Yet, one may note two downscaled series that produce
slightly overestimated return levels (top orange and brown lines): these simulations are
associated with the inmcm3 0 model. There is also a slight overestimation of events below
the 5-years return period. The right panel refers to the future period and shows that the
projected hourly return levels tend to be higher, especially for high return periods. This
increase is more clearly seen on Figure 4.7 which depicts the relative changes of return
levels between the future and present-day periods. The predicted changes are the strongest
for high return periods and for the pessimistic GHG emissions scenario A2.
It is interesting to note how the impacts of climate change on rainfall are unveiled as we
look at different temporal scales:
 Analyzes at the scale of weather events (Chapter 2) revealed a tendency toward more
drier summers but no trend toward more extreme rainfall was detected;
 Looking down to the scale of storm dynamics allows to discover that summer weather
events will actually be composed of fewer storms but that these ones will be shorter
and more intense.
Such a higher sensitivity of hourly rainfall extremes (compared to daily ones) on rising
temperatures has also been highlighted in Lenderink and Van Meijgaard (2008).
2For each scenario, hourly series are downscaled 10 times and, as the fitting (or future) periods are
26-years long, this leads to 260 years of simulated hourly rainfall from which return levels can be estimated.
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Figure 4.6: Ability of the downscaling scheme to reproduce observed hourly extremes, and pro-
jections for the future. Black dots indicate observed threshold exceedances, while the solid red
line represents the generalized Pareto distribution fitted on the historical rainfall series and is sur-
rounded by 95% confidence intervals (pink envelope). Brown and orange lines depict the empirical
return levels associated with downscaled synthetic series under scenario B1 and A2, respectively.
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Figure 4.7: Predicted changes of future hourly rainfall return levels.
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These rainfall projections suggest a tendency towards more flooding problems in summer
as heavier rain will contribute to enhanced surface runoff (limiting by the way the refill
of ground-water tables) and erosion processes. Such large volumes of runoff water, loaded
with sediments, will discharge suddenly in rivers perturbing drastically their hydrological
regime and possibly causing severe problems to their associated flora and fauna. Besides
that, crops that will already suffer from drought may moreover be damaged by these
intense convective events and their associated erosion phenomena Rosenzweig et al. (2001).
4.2.1 Implementation of the downscaling method
The downscaling method has been implemented in a prototypical software package devel-
oped under the Linux environment. Almost all the steps of the procedure are performed
automatically; the only manual tasks are the fitting of the models (GLMs and RainSim).
The core of the programme is composed of an interactive Python script. The Python
language 3 is quite recent but, as it is open-source, a lot of specialized packages are
available; besides that, the language is portable (cross-platform). As all scripting language,
Python is slower than compiled code, but it allows straightforward integration of existing
programs or routines written in other languages (especially in C or FORTRAN). For the
present application, computer-intensive computations are coded in FORTRAN and are
compiled as Python modules via the package f2py (Peterson, 2009), while automatic
graphics generation is achieved through the R 4 engine via the interface Rpy 5.
Though the software has mainly been tested for single site applications, it has been written
with multisite downscaling in mind. Briefly the main steps are as follows:
1. The user is prompted with a map of the world which shows locations of all daily
rainfall data available (cf. Section 2.3.4). This map is displayed in a GIS software
(Qgis 6) and enables the user to select the rainfall station(s) of interest with the
mouse (cf. Figure 4.8). Once the selection confirmed, all data relevant for the
downscaling 7 are automatically imported in the working project without requiring
any manual formatting.
2. The user needs then to fit the GLMs. This consists in selecting the relevant predictors
and interactions (cf. Tables 2.2 and 2.3, pages 25 and 26, for an example).
3. Once the GLMs are fitted, they can be simulated over the periods of interest (vali-
dation period, fitting period or future period). These simulations are automatically
post-processed and diagnostic graphics are drawn. Moreover, hourly rainfall statis-
tics are automatically estimated from summary statistics of the daily simulations by
the MARS models. Finally RainSim definition files are automatically built.
4. Hourly data can then be simulated using RainSim; this involves for the user to choose
the most appropriate weights of the fitting statistics (cf. Table 3.9, page 87).
The software is mostly command-line, but easy to use. However, statistical knowledge is
required to fit correctly the models.
3http://www.python.org/
4http://www.r-project.org/
5http://rpy.sourceforge.net/rpy2.html
6http://www.qgis.org/
7i.e.: stations characteristics (longitude, latitude, elevation); historical rainfall series; large-scale atmo-
spheric predictors from the NCEP database and from GCM simulations; RCM rainfall data (if available).
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Figure 4.8: Screen capture of the map showing rainfall stations available over Switzerland. A
QGis plug-in has been written (SelectRaingauges) to allow the user to select with the mouse
the rainfall stations of interest. Several selection modes (polygon, circle or freehand) are available.
The last option allows to select non-convex areas as in the illustrated example (yellow dots).
4.3 Disagreggating hourly rainfall series to sub-hourly data
The purpose of this section is to investigate the possibility to downscale hourly rainfall
records to sub-hourly data. For the reasons previously discussed, Poisson cluster models
employed in Chapter 3 are not appropriate for such fine disagreggations; thus a cascade-
based model, Cascade, is used instead.
4.3.1 Cascade model
Cascade is an hourly to 5-minute rainfall macro-disagreggator, developed by Onof et al.
(2005), that is based on multi-scaling properties of the rainfall (Gupta and Waymire,
1990; Lovejoy and Schertzer , 2007); it generates 5-minutes rainfall depths which, when
aggregated, have the same distribution as the observed hourly depths.
The model has been shown to outperform the algorithm Stormpack widely used by the
water industry in the UK, and was recently applied to disaggregate future hourly Regional
Circulation Model (RCM) projections (Onof and Arnbjerg-Nielsen, 2009).
Cascade model assumes a power-law dependence of the q-th moments of rainfall intensities
I across the time-scales T , which is equivalent to (cf. equation 3.2 of Section 3.4.1):
log(E[I(T )q]) = −τ(q) log(T ) + ρ(q),
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where ρ(q) represents the intecept, and where the gradient, τ(q), is designed so that the
whole process follows a log-Poisson cascade:
τ(q) = −cq(1− β) + β
q − 1
log 2 .
Thus, a given hourly rainfall intensity is disaggregated into two 30-minutes intensities by
multiplying it by a strictly positive random variable that follows a log-Poisson distribution,
and the process is repeated until some predefined threshold is reached. To allow for the
generation of dry 5-minute intervals within wet hours, the disaggregated rainfall series is
filtered by a tipping-bucket mechanism with specified tipping bucket size (e.g. 0.1 mm if
this is the nominal precision of the recording gage).
Model calibration involves some least-squares minimization, and, most importantly, to
choose the set of moment orders and of time-scales from which estimation proceeds. Onof
et al. (2005) recommended to use q ∈ {0, 1, 2, 3, 4}. They concluded that T ∈ {1h, 2h, 3h}
was the most adequate supra-hourly fitting set (among the sets 1 hour to 3 hours, 1 hour
to 9 hours, and 1 hour to 48 hours) and, most interestingly, that the lost of performance
compared to the fitting set 5-minutes to 1 hour was negligible. The set 1-hour to 48-h per-
formed clearly the worst, and Onof et al. (2005) showed that the performance degradation,
as higher time-scales are including in the fitting, was due to breaks in the scaling regime
in the rainfall. Such breaks were highlighted in several studies (Onof et al., 1996; Marani ,
2005; Marani and Zanetti , 2007) and can be physically interpreted as resulting from the
existence of privileged scales characterizing the precipitation process. In particular, one
may expect breaks corresponding to duration of rainfall cells (below 1 hour), to lifetime
of storms (a few hours) and to weather events (above 1 day). This is the reason why,
in the previous chapter, cascade-based models were not considered to downscale directly
rainfall from daily level to hourly scale. The important conclusion from Onof et al. (2005)
is however that Cascade can be adequately fitted using the supra-daily set of time-scales
T ∈ {1h, 2h, 3h}; this allows to disaggregate accurately hourly data even if no sub-hourly
record is available.
4.3.2 Case studies
The disaggregation methodology is illustrated through case studies in the Geneva area
where the rainfall–runoff model of Chapter 5 has been applied. Five 10-minute recording
rainfall stations, with data available over the period 1981–2007, were selected: Geneva,
Nyon-Changins, Pully, Payerne and La Fre´taz (Figure 4.9).
6˚
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Figure 4.9: Locations of sub-hourly downscaling case studies.
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Figure 4.10: Reproduction of 10-minute and hourly rainfall monthly statistics at Geneva using the
sub-hourly fitting set. The solid lines refer to properties derived from observations, and the gray-
scale area depicts the quantiles q of 10 disagreggations (q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
(sd is standard deviation; AC1 is lag-1 auto-correlation; Pdry is the proportion of dry intervals).
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Figure 4.11: Same as Figure 4.10, but using the supra-hourly fitting set.
Figures 4.10 and 4.11 show the reproduction of sub-hourly rainfall statistics at Geneva
when fitting Cascade respectively to the set of time-scales T ∈ {10min, 20min, 30min, 60min}
(sub-hourly set thereafter) and the set T ∈ {1h, 2h, 3h} (supra-hourly set thereafter). De-
spite some slight biases, especially at the hourly level, sub-hourly statistics are globally
well reproduced. Moreover, results concerning the two different fitting sets are mostly
similar, meaning that both sets perform equivalently (when using the supra-hourly set,
there is even some improvement in the reproduction of summer 10-minute skewness and
of 10-minute proportion of dry-intervals) 8.
8It is interesting to note, that initial discrepancies between Cascade disagreggations and the observed
10-minute series allowed to detect some erroneous recorded values. For instance, the historical records were
totally dry from the 3rd of November 1984 at 13h to the 4th of November at 14h, except for the 10-minute
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Figure 4.12: Reproduction of sub-hourly rainfall annual return levels at Geneva using the sub-
hourly fitting set. The solid red line depict the GEV distribution fitted on observed annual maxi-
mum values and is surrounded by 95% confidence intervals (pink envelopes). The gray lines refer
to GEV laws fitted on annual maximum values of the disaggregated series.
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Figure 4.13: Same as Figure 4.12, but using the supra-hourly fitting set.
Reproduction of extreme values is shown on Figures 4.12 and 4.13 and confirms the pre-
vious results: 10-minute properties are well reproduced, while hourly ones are slightly bi-
ased upwards. Again, the sub- and supra-hourly fitting sets lead to similar performances.
One must note here that the extrapolation of 10-minute return levels based on threshold
exeedances, using Generalized Pareto distributions (GPa), is tricky. Indeed, such fine res-
olution rainfall data are highly auto-correlated and violate the independence assumption
upon which GPa distributions rely. In order to take this correlation into account, extreme
value analyzes were carried out on annual maxima, using traditional Generalized Extreme
Value ditributions (GEV), rather than on threshold exceedances; the drawback is that the
computed confidence intervals are large as the series is only 26-years long.
The results for the remaining 4 stations are shown on Figures A.15–A.26 of Appendix A
and convey the same information regarding model performance, especially when fitted to
the supra-hourly set.
interval 0h00-0h10 of the 4th of November where 18.2 mm were recorded; this is physically insensible and
denotes almost surely a database manipulation error.
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Disagreggating hourly rainfall series to sub-hourly data
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Figure 4.14: Projections of 10-minute rainfall return levels at Geneva following the greenhouse
gases emissions scenarios SRESB1 and SRESA2.
As the reproduction of historical 10-minute rainfall statistics based on the supra-hourly set
was shown to perform satisfactorily, Cascade was then used to disaggregate the downscaled
hourly series of Section 4.2. Results for Geneva are shown on Figure 4.14. For the present-
day period, the predicted 10-minute return levels are in accordance with the computations
carried out using the historical hourly series (cf. left panel of Figure 4.13) which indicates
that the extreme values properties of the disagreggations are correct. The projections for
the future unveil an increase in return levels which is higher according to the scenario A2
than to the scenario B1: this confirms the results previously obtained in Section 4.2. The
projected increase of sub-hourly rainfall intensities is consistent with the results reported
in Onof and Arnbjerg-Nielsen (2009) (the only study found in the litterature on this
specific topic).
In conclusion, Cascade seems to able to disaggregate accurately rainfall to sub-hourly level
using the timescales T ∈ {1h, 2h, 3h} as fitting set; properties of extreme values seem in
particular to be preserved. The practical implications of the slight biases that were noted
for some statistics will be be assessed when using the rainfall–runoff model of Chapter 5.
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Chapter 5
Hydrological impact assessment
5.1 Introduction
In the previous chapters, a methodological framework was developed to produce high
resolution rainfall scenarios incorporating climate change, and anticipated impacts on
future precipitations were quantified through different case studies. The purpose of this
chapter is to assess how these perturbed rainfall scenarios may affect urban drainage taking
an area of Geneva as illustration; benefits of Sustainable Urban Drainage systems (SUDs)
over conventional engineering practices are also demonstrated.
Popular models for urban stormwater drainage were recently reviewed (Elliott and Trows-
dale, 2007) and may be classified into three main classes: 1) lumped, 2) quasi-distributed
and 3) fully distributed. Models may also be physically-based or conceptual. In the first
case, the focus is to describe in detail the physics of hydrological processes (which is often
relevant for fully distributed models), whereas the second ones aim to simplify the system,
often in terms of functional units (lumped models belong to this category).
Lumped models are very simple and assume that the watershed can be modeled by a single
functional unit characterized by some fitting parameters. Such simplistic models are usu-
ally employed when very limited knowledge about the watershed is available. Along with
the use of conceptual models comes the issue of model calibration and uncertainty assess-
ment. This is particularly challenging for hydrological models because of the large number
of non-identifiable parameters (due to limited discharge data and overparametrization).
The concept of equifinality (Beven, 2006) states that calibration cannot lead to a single
optimal parameter set but one has to find a probability distribution of parameters that
represents the knowledge about parameter values. Many techniques have been proposed
to quantify parameter uncertainty of hydrological lumped models. With the availability of
computational power, most methods are based on Bayesian approaches relying on Monte
Carlo numerical approximations. Following Yang et al. (2007a), Monte Carlo approaches
can be divided into: i) global random importance sampling approaches (Beven and Freer ,
2001), ii) regional iterative importance sampling and similar approaches (Abbaspour et al.,
2007), and iii) Markov Chain Monte Carlo techniques (Vrugt et al., 2003).
Quasi-distributed models try to describe the topology of the watershed and drainage net-
work by dividing them in smaller functional units (hydrological sub-catchments, pipes,
rivers, basins, groundwater tables, . . .). The structure of these models can be represented
115
5. Hydrological impact assessment
by graphs with different nodes (e.g. functional units) inter-linked in a physically mean-
ingful way. Such models are less dependent on calibration but require more data (a
digital elevation model is typically used to delineate sub-catchments and knowledge of the
drainage network is required). This type of models is at the core of the large majority of
urban drainage software (e.g. the Storm Water Management Model (SWMM 1)) and is
often sufficient to describe adequately the hydrological processes of interest.
Fully distributed models are grid-based and aim at describing in detail 2- or 3-dimensional
processes; ideally, no calibration parameters is required. Such models are usually employed
as specialized modules in conjunction with quasi-distributed models: in the prototypical
example, some hydrograph produced at a point location of interest by a quasi-distributed
model is used as input of a fully distributed model to simulate overland flow propagation.
In the present application, the following candidate models were envisaged: 1) SWMM, 2)
SUSTAIN 2 and 3) STORM 3. All models are quasi-distributed and each has advantages
and inconvenients. SWMM is free and open source and has therefore been widely used; its
powerful computational engine is well suited to model complex flow dynamics in conven-
tional infrastructures (sewers network). One major drawback of SWMM is however that
one cannot easily design SUDs. This limitation is removed in the recently released software
package SUSTAIN. SUSTAIN is composed of several modules, in particular, a conveyance
module based on SWMM algorithms, a SUDs sitting tool that helps the user to choose
suitable locations for SUDs, a SUDs costs module and a SUDs optimization module that
automatically computes the cost-effectiveness of different SUDs following user-defined de-
cision criteria. Though SUSTAIN is free, it requires ESRI’s ArcGIS 9.3 and the Spatial
Analyst extension. This software would have been a highly valuable tool for the SWITCH
project but it was not available at the start of the research program. As an alternative, the
software STORM developed by a SWITCH partner, Prof. Dr. Sieker MBH, was retained.
STORM is especially suited to design SUDs; simple flow routing in the sewer network is
supported, but complex dynamics such as back-water effect are not taken into account.
5.2 Case study
5.2.1 Catchment description and information from previous studies
The Industrial Zone of Plan-les-Ouates (ZIPLO) is a small urbanized area (∼80 ha) of
Geneva. As illustrated in Figure 5.1, the South-East part of the catchment is residential
with numerous individual houses and their gardens, some blocks of flats and one farm with
market-gardening greenhouses; a slope of 5-8% goes down northwards. The central part
of the catchment is mostly flat and comprises industrial buildings (principally cold stores,
watch-making and metal work industries); except the West part which is currently (the
orthophoto dates from 2001) not developed, the area is densely urbanized. The North part
of the catchment is mainly covered by fields. The sewer system is completely separative
and drains all the stormwater towards the small river, L’Aire, through a single outlet
located in the North.
1http://www.epa.gov/ednnrmrl/models/swmm/index.htm
2http://www.epa.gov/ednnrmrl/models/sustain/
3http://www.sieker.de/english/
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Figure 5.1: ZIPLO area (orange border) and stormwater sewers network (blue lines). Data source:
SITG (http://etat.geneve.ch/geoportail/monsitg/).
The ZIPLO area was studied in the framework of a project that aimed at assessing the
impacts of stormwater, drained by industrial area, on natural receiving bodies (Taradellas
et al., 2003).
To this end, a simple hydrological lumped model was used to characterize the runoff from
the ZIPLO; calibration was performed on rainfall data coming from temporary rain gages
installed in the area during the period 2001–2002 and on discharge flows recorded at the
outlet during the same period. Besides that, the hydrological regime of the river was
analyzed up-stream and down-stream of the outlet. Based on this knowledge, the study
concluded that the stormwater peak-discharge from the ZIPLO area should not exceed
1 m3s−1 so as not to impact badly the receiving river.
The fitted hydrological model was then fed with a 10-year long rainfall series recorded
at the gage of Bachet-de-Pesay located 2 km away from the ZIPLO. An extreme value
distribution (Gumbel distribution) was then fitted to the resulting annual maxima of
discharge flows simulated at the outlet for the present-day period (initial state) and for a
scenario of increased urbanization (future state); results are summarized in Table 5.1.
Subsequent simulations indicated that a retention basin located before the outlet with a
capacity of 8000 m3 and a 1 m3s−1 leakage flow would be sufficient to limit the 10-year
return level of peak discharge in the river to 2 m3s−1 (basin overflow discharging through
an overflow weir toward the outlet).
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Period Catchment imperviousness 10-year return level 100-year return level
Initial state 60 % 4 m3s−1 9 m3s−1
Future state 80 % 6 m3s−1 12 m3s−1
Table 5.1: Predicted values of stormwater peak discharge at the outlet (Taradellas et al., 2003).
5.2.2 ZIPLO catchment conceptualization with the STORM model
Three sources of data (obtained from the GIS platform of the State of Geneva 4) were
used to implement a STORM model for the ZIPLO catchment: the sewer network, the
drainage sub-catchments 5, and an orthophoto.
As shown in Figure 5.2, the ZIPLO area is composed of 24 drainage sub-catchments whose
sizes range from 1 ha (catchment 6) to 14 ha (catchment 20).
Figure 5.2: Drainage sub-catchments of the ZIPLO.
Based on the overlay of the whole sewer system (cf. Figure 5.1) onto this sub-catchment
delineation, the drainage network was manually simplified: 1) connected pipes sharing the
same diameter were aggregated and 2) at most one connecting pipe was considered per
sub-catchment. The simplified sewer network comprises 20 pipes whose characteristics are
presented in Table A.6 of appendix A (page 161) and the topology of the STORM model
is presented on Figure 5.3.
4http://etat.geneve.ch/sitg/accueil.html
5Since sub-catchments are already delineated, no digital elevation model is required.
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Figure 5.3: Topology of the STORM model for the ZIPLO. Drainage sub-catchments represented
by yellow ellipses are connected to pipes depicted by blue segments.
Using the orthophoto, the land uses of the ZIPLO were manually digitized into height
categories : 1) houses, 2) houses surroundings (walking ways, terraces, parking lots, etc.),
3) roads, 4) pervious areas, 5) industries, 6) industries surroundings (access roads, parking
lots, storage areas . . .), 7) greenhouses and 8) flat blocks. These categories were chosen
because they are characterized by different runoff coefficients, and because they may be
suited for different SUDs (e.g. green roofs may easily be implemented on industries and
flat blocks which have flat roofs; industries surroundings with parking lots and low traffic
ways may be equipped with permeable paving, etc.). Table 5.2 summarizes the results,
and one notes that the digitizing process yields an average imperviousness rate of 60%
which is the same as in Taradellas et al. (2003). All these contributing surfaces were
implemented in the STORM model.
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Sub-catchm
ents
ID
Surfaces
(ha)
im
perviousness
(%
)
houses
houses
roads
pervious
industries
industries
greenhouses
flats
blocks
total
surroundings
area
surroundings
1
0.71
0.17
0.43
1.93
0
0
0
0
3.24
40.4
2
0.07
0.52
0.9
1.24
0.08
0.14
0
0.96
3.91
68.3
3
0.33
0.23
0
1.74
0.03
0.42
0.59
0
3.34
47.9
4
0.51
0.32
0.34
1.36
0.32
0.03
0
0
2.88
52.8
5
0.38
0.17
0.07
0.45
0
0.08
0.01
0
1.16
61.2
6
0.06
0.12
0.17
0.63
0
0
0
0
0.98
35.7
7
0.08
0.11
0.11
1.02
0.01
0
0.08
0
1.41
27.7
8
0.28
0
0.24
0.89
0.1
0.75
0
0
2.26
60.6
9
0.02
0
0.42
1.63
1.09
1.46
0
0
4.62
64.7
10
0
0
0.3
0.26
1.11
1.4
0
0
3.07
91.5
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0.05
0
0.49
0.41
1.13
0.7
0
0
2.78
85.3
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0.01
0.02
0.4
0.41
0.5
0.27
0
0
1.61
74.5
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0
0.39
0.26
0.7
0.75
0
0
2.1
87.6
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0.41
1.75
0.87
0.22
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3.25
46.2
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0.26
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0.48
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0.82
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88.4
17
0
0
0.26
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0
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0
3.28
67.4
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0.37
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0.88
0
0
1.71
78.4
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0
0
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1.24
(0.24)
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(0.81)
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(90.5)
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14.3
25.7
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1.16
0
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3.36
86.3
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0
0.45
0.01
2.16
1.03
0
0
3.65
99.7
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0
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0.69
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5.2.3 Watershed response to climate change and urbanization
The implemented STORM model fed with synthetic rainfall data produced by the method-
ological framework developed in the previous chapters was used to simulate different sce-
narios of discharge flows at the outlet.
Rainfall scenarios incorporating climate change were derived from records of the Geneva
airport rain gage located 8 km from the ZIPLO. Details of the downscaling procedure and
characteristics of the downscaled rainfall series for Geneva were discussed in Chapter 4,
and only the main steps are summarized here. For each greenhouse gases (GHG) emissions
scenario and for each period, 6 General Circulation Models (GCMs) are chosen at random
to condition Generalized linear Models (GLMs); the resulting 6 sets of downscaled rainfall
series are further downscaled 10 times to the hourly level; the 60 hourly rainfall series
generated are then disaggregated 10 times to the 10-minute level yielding eventually 600
10-minute rainfall series.
SRES A2
Present
...
Future
GCM1
...
. . . GCM6
Dwscl1
Disag1 . . . Disag10
. . . Dwscl10
... 10-min level
Hourly level
Daily level
Period
GHG scenario
⇓
⇓
⇓
⇓
Figure 5.4: Diagram illustrating the hierarchical rainfall downscaling procedure.
For the present application, only a subset of the series produced in Chapter 4 are consid-
ered (cf. Figure 5.4). The high GHG emissions scenario, SRES A2, was selected, and, for
each period (1981–2007 and 2062-2088), 12 out of the 60 available hourly rainfall scenarios
were randomly retained and were disaggregated 4 times to the 10-minute level. Each dis-
aggregation quadruplet was finally aggregated to yield twelve 10-minute rainfall scenarios
of about 100-year length.
In addition to climate change scenarios, an urbanization projection was defined (cf. bold
figures in Table 5.2) corresponding to a 13% increase of the imperviousness. The different
implemented scenarios are synthesized in Table 5.3.
Results of the rainfall–runoff simulations are presented in Figure 5.5. The 10-year and
100-year return values corresponding to initial and urbanization scenarios are very close to
the ones found in Taradellas et al. (2003) (cf. Table 5.1) meaning that the implemented
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Climatic conditions: 1981–2007 Climatic conditions: 2062-2088
current land use inital climate change
modified land use urbanization climate change and urbanization
Table 5.3: The four scenarios considered, for each of which twelve 10-minute rainfall series of
100-year length are simulated.
STORM model seems to perform well, even without calibration 6. It is interesting to
note that the projected impacts of climate change on peak discharges is approximately
equivalent to the ones due to urbanization. In the perspective of long-term planning of
stormwater infrastructures, this study indicates thus that, in addition to land use change,
climate change should also be taken into account.
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Figure 5.5: Return levels of discharge flows at the ZIPLO outlet following different scenarios of
urbanization and climate change. Values were obtained according to a Gumbel distribution fitted
to the series of simulated annual maxima.
6Calibration could not be performed due to the lack of relevant data. It must yet be noted that our
results are similar to the ones of Taradellas et al. (2003) for different scenarios and for different return
periods, which limits the potential issue where a bias in modelled rainfall series could be compensated
by a bias in the rainfall–runoff model. Furthermore, we demonstrated in the previous chapters that the
downscaled rainfall properties were not biased, particularly concerning extreme events statistics.
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5.2.4 SUDs implementation and assessment
As already mentionned, Taradellas et al. (2003) recommended that the discharge flows at
the ZIPLO outlet stay below 1 m3s−1 so as not to impact badly the L’Aire river. Four sus-
tainable stormwater management strategies were designed so as to limit discharge flows
in the future (scenario “climate change and urbanization” of previous section). These
stormwater management strategies are not exhaustive and should not be considered as ex-
ecution plans; they are proposed as examples so as to illustrate the interest of our modeling
approach for long-term planning of stormwater infrastructures. As the ZIPLO is located
above a ground water table used for providing drinking water, infiltration infrastructures
were not envisaged. The four stormwater management strategies are defined as follows:
1. Large retention basin: Taradellas et al. (2003) proposed the implementation,
downstream of the ZIPLO, of a retention basin with a storage capacity of 8000 m3 to
limit discharge flow in the case of increased urbanization. Considering climate change
impact in addition to increased urbanization, iterative runs of STORM suggested to
augment the basin capacity to 12500 m3 to achieve the same performance in flow
limitation as reported in Taradellas et al. (2003). The basin empties with a maximum
throttle discharge of 1 m3s−1 and when the maximum storage capacity is reached,
water discharges toward the outlet via an overflow weir. The basin is connected to
pipe 1 and collects all stormwater from the ZIPLO.
2. Combined retention basins: Limiting more efficiently discharge flows at 1 m3s−1
would require an even larger retention capacity than the one proposed in strategy
1. Increasing the basin capacity would not be judicious due to constraints of town
planning and of the shallow ground water table; however, the presence, downstream,
of the football playing-fields of the Cherpines sporting zone (cf. Figure 5.2) offer
an alternative to create a secondary retention. Indeed, a playing-field, whose size is
typically about 70m large by 120m long, could easily be fitted up with 1m-height
walls (or excavated) and act as a temporary retention basin with a capacity of
8400 m3 (this idea was inspired from an ongoing project in Vilarinho, Belo Horionte,
Brazil). Such a retention basin would not thwart town-planning plans, while the risk
of the playing-field to be flooded from time to time remains acceptable. A second
basin of about 8400 m3 is thus implemented downstream of the basin proposed in
strategy 1 and collects overflow waters of the latter. This second basin empties with
a maximal rate of 500 l/s, and potential overflow would discharge through a weir
toward the outlet.
3. Green roofs and retention basin: In order to take advantage of the large flat
roofs located in the ZIPLO area, several green roofs were implemented in addition
to the retention basin of strategy 1. According to the availability of flat roofs in
each sub-catchment, green roofs (GR) with a thickness of 12 cm were implemented
as follows:
GR 1 GR 2 GR 3 GR 4 GR 5 GR 6 GR 7
Sub-catchment ID: 2 9 11 20 21 22 23
GR surface (m2): 4000 5000 5000 6000 5000 4000 5000
4. Decentralized infrastructures: As an alternative to strategy 2 where stormwater
is collected in a centralized infrastructure, the benefits of an option with decentral-
ized elements were evaluated. The infrastructures of strategy 3 were thus completed
by the implementation of several small retention basins. Their locations were se-
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lected according to the runoff contribution of individual sub-catchments and to the
space availability required to their implementation. Iterative optimization runs of
STORM suggested the following set of basins’ characteristics :
basin 1 basin 2 basin 3 basin 4 basin 5 basin 6
Connected sub-catchments: 3,5 9,10 17,19 6,7,12–14 18 20
Capacity (m3): 600 560 1800 2500 500 3500
Throttle discharge (l/s): 150 150 150 100 150 450
Performances of these four strategies in reducing peak discharge flow at the ZIPLO outlet
are presented in Figure 5.6 7. The large retention basin (strategy 1) is very effective and
allows to divide by two the peak discharge flow, while the ability of the green roofs (strategy
3) to limit peak flows is rather poor. The combined retention basins and decentralized
infrastructures (strategies 2 and 4) improve significantly strategy 1, allowing to reach the
optimal value of 1 m3s−1.
Return periods (years)
R
et
ur
n
 le
ve
ls
 (m
3/s
)
5
10
15
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
10 20 30 50
Scenario
without adaptation
large retention basin
combined retention basins
green roofs and retention basin
decentralized infrastructures
Figure 5.6: Ability of different stormwater management strategies to limit peak discharge flows at
the ZIPLO outlet.
While the some proposed stormwater management strategies seem to be effective in con-
trolling peak discharge flows, their value should be weighted against several other criteria
including: building and maintenance costs, pollutant removal, social amenity, landscape
enhancement and town planning.
7The indicated values result from an empirical frequency analysis of the simulated maximum annual
discharge data at the outlet, and not from a Gumbel distribution fitted on annual maxima as was done for
Figure 5.5 in the sake of compatibility with the analyzes made by Taradellas et al. (2003)
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For instance, in the present application, extensive green roofs 8 were implemented in
the STORM model: their stormwater retention capacity is limited but they are rather
inexpensive to build and offer at least four additional advantages: 1) they protect the
buildings against summer overheats, thanks to the thermal capacity of the gravels and to
plant transpiration, 2) their potential to enhance biodiversity is high as they constitute
dry meadows ecosystems that are rarefying in Switzerland, 3) they have fairly no impact
on town-planning and 4) their maintenance costs are low. Retention basins were found
very effective to reduce peak flows, but because of their space consumption, they must be
included in town planning. The large basin of strategy 1 is located downstream of the
ZIPLO where there is available space. In addition to stormwater retention, this basin could
be landscaped or could be permanently pounded to form a constructed wetland: this would
enhance pollutant removal by plants uptake and sedimentation, as well as improving the
landscape. In a preventive perspective, the small decentralized retention basins of strategy
4 could be equipped with emergency closing in order to retain, for example, contaminated
water used to extinguish building fire 9.
5.2.5 Conclusion
In this chapter, we illustrated how the developed downscaling methodology may be used
to evaluate different strategies of sustainable stormwater management. The Industrial
Zone of Plan-les-Ouates (ZIPLO) taken as example is a small urbanized area of Geneva.
Urban drainage was characterized using a semidistributed rainfall–runoff model, and cli-
mate change (under the higher greenhouse gas emissions scenario) was shown to increase
significantly the peak discharge flows at the ZIPLO outlet. Different sustainable stormwa-
ter options were then evaluated in order to limit the peak discharge flows under the joint
scenario of climate change and projected urbanization increase.
According to climate change scenarios, the discharge flows at the catchment outlet were
predicted to increase significantly. The magnitude of the projected changes of discharge
flows was actually shown to be equivalent to the one that be would be generated by
the 13% urbanization increase planned in the area. In addition to land use changes,
climate change impacts should therefore be taken into account for long-term planning of
stormwater infrastructures.
Some of the proposed sustainable stormwater management strategies were proven efficient
in limiting peak discharge flows at the outlet, meeting thereby the recommendations stip-
ulated in a precedent report of Taradellas et al. (2003) for preserving the receiving water
body.
The proposed approach may be employed to estimate other potential impacts of climate
change on urban drainage infrastructures (e.g. we may test how often pipes get surcharged
and lead to flooding issues). Eventually, after having studying several relevant indicators,
a multicriteria analyze could be carried out in order to assess the cost-effectiveness of the
different drainage scenarios.
8Depending on the thickness of the organic layer, green roofs may be extensive or intensive; the first
case is suited to grow small grass plants and mosses, whereas in the second case small trees can be planted
to form garden roofs. Intensive green roofs offer therefore a larger stormwater retention capacity and may
be more effective in controlling heavy rainfall events; however due to their specific weight they require a
very solid framing and can therefore seldom be added on extisting building.
9In summer 2010, a fire occurred in a farm located near the ZIPLO and polluted water discharged in
the L’Aire river causing damages to the fishes.
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5. Hydrological impact assessment
Given the small extent of the studied catchment (∼80ha), the assumption of a spatially
uniform rainfall field seems reasonable (Berne et al., 2004; Segond et al., 2007), but spa-
tially inhomogeneous rainfall simulations would be required for larger catchments. Further
developments of the methodology proposed in this work to model rainfall spatial variability
represents thus an important future research axis.
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Chapter 6
General discussion and concluding remarks
Downscaling from Global Climate Models (GCMs) projections is crucial for providing
rainfall scenarios suitable for hydrological impact studies (Christensen and Christensen,
2003; Kundzewicz et al., 2007).
Rainfall downscaling methodologies under climate change were recently reviewed (Maraun
et al., 2010). The authors argue that statistical downscaling methods are essential to
bridge the gap between the end user and the raw projections of dynamical models (GCMs
or Regional Climate Models (RCMs)), but acknowledge the flaws of such approaches: the
modeling of extreme events is seldom attempted; many models are unable to capture
the temporal structure of precipitations (e.g. interannual variability) and are season- or
month-specific; besides that, there is a lack of methods suitable for sub-daily rainfall
downscaling (i.e. to investigate climate change impacts on sub-daily rainfall properties).
More generally, Fowler et al. (2007) emphasized that very few downscaling methods were
developed for hydrological impact assessment studies and pointed out a lack of robust
methods for decision making.
The present work is at our knowledge the first study that presents an integrated proba-
bilistic framework to downscale 10-minute rainfall series from coarse climate change mod-
els (GCMs) projections. The resulting rainfall series may be used, among many other
applications, to assess sustainable runoff water management strategies for small urban
catchments.
A robust method for daily rainfall downscaling that extends and improves the pilot method-
ology proposed by Chandler et al. (2007) has been developed. It relies on Generalized Lin-
ear Models (GLMs) to model rainfall series (via an occurrence and an amount sub-models)
and to incorporate rainfall dependence on synoptic weather states. First, we tested the
method in several contrasted situations outside of the UK for which it had been originally
designed. The inclusion of wind speed as large-scale atmospheric predictor significantly
improved the simulations in some locations. In order to achieve a better precision, we
included, as diagnostic tool, several indicators of extremes. The original methodology
lacked robustness in future predictions as no validation of the fitted model had been at-
tempted. We introduced therefore a cross-validation of the fitted models by testing their
performances over a period not used in the calibration. This validation process is useful to
avoid overfitting issues, and to ensure that the generator is adequately conditioned by the
large-scale atmospheric predictors. A recurrent criticism of statistical downscaling meth-
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ods, in comparison with dynamical RCM, is the stationarity assumption (Wilby , 1997). To
assess the validity of this assumption we developed a test based on the generic approach
proposed by Vrac and Naveau (2007). Another serious limitation of the method proposed
by Chandler et al. (2007) is the numerous manual interventions required to extract and
format the data. Our downscaling scheme has been packaged (up to the hourly level)
into a prototypical software that automates almost all parts of the procedure, and allows
straightforward generation of a large number of rainfall series according to different climate
change projections. Finally, we proposed some modifications of the original procedure in
order to downscale other variables than rainfall. We discovered that, in the case of mean
(or maximum) daily temperatures downscaling, the variance cannot be modeled correctly
using the original gamma-GLM with a constant dispersion parameter. As suggested by
Yang et al. (2005), we extended the generator so that the predictand amount is modeled
by a gamma-GLM with varying dispersions; this adaptation allowed to capture adequately
the variance of the downscaled temperatures.
The proposed daily downscaling scheme was assessed in three contrasted climatic areas
(Geneva, Sa¨ntis and Lugano) and was shown to perform well in reproducing historical rain-
fall statistics (including extremes and inter-annual variability). Projections were demon-
strated to be consistent with the simulations of dynamical models (i.e. Regional Climate
Models); in particular, the stationarity assumption was shown to be reasonable. Pro-
jections for the second part of the 21th century indicate considerably drier and warmer
summers. At Geneva, for instance, the proportion of days over 30°C in summer was shown
to increase sharply, while in winter the proportion of frost days was shown to decrease
drastically.
Sub-daily rainfall downscaling is challenging and methodologies are lacking for address-
ing the impacts of climate change at sub-daily time scales (Maraun et al., 2010). The
present work brings significant improvements in this field. We developed a new method
to downscale sub-daily rainfall statistics from daily rainfall series based on Multivariate
Adaptive Regression Splines (MARS) (Friedman, 1991) which have, at our knowledge,
never been used in hydrology. Using a large and heterogeneous set of observed hourly
series in the USA, the UK and Switzerland, three separate MARS models were built to
downscale hourly rainfall variance, skewness, and proportion of dry intervals, respectively.
These models were duly validated and were demonstrated to outperform existing method-
ologies which traditionally assume a rainfall temporal scaling behavior. Predictors used
to derive MARS models include observed supra-daily rainfall statistics, as well as external
covariates, such as station elevation and large-scale atmospheric predictors. The proposed
MARS models are thus conditioned on climate and offer the possibility to investigate the
impacts of climate change on sub-daily rainfall statistics. In addition, atmospheric pre-
dictors allow to account for seasonal variations meaning that a single MARS model holds
for the whole year, whereas existing models based on temporal rainfall scaling behavior
are month-specific and, consequently, not robust against seasonal changes that might be
induced by global warming. Finally, we demonstrated that the fitted MARS models were
interpretable and parametrized in a physically meaningful way, which is crucial for deriving
robust projections under climate change (Kendon et al., 2010).
Hourly rainfall series are simulated by an hourly rainfall generator based on Poisson clus-
ters models (c.f., Burton et al., 2008) which are parsimonious stochastic-mechanistic mod-
els parametrized in terms of storm dynamics. The generator is fitted on supra-daily statis-
tics of rainfall series produced by the GLMs and on the corresponding sub-daily statistics
128
Perspectives
downscaled by the MARS models. The hourly downscaling methodology was applied to
generate hourly rainfall series from daily data simulated by the GLMs at Geneva for the
end of the 21th century. Climate change was found to result in shorter but more intense
raincells, as well as less frequent storms.
Hourly rainfall series are further disaggregated to the 10-minute level using a cascade-based
model (Onof et al., 2005). The performances of this sub-hourly rainfall disagreggator (in
particular the reproduction of extreme values) were assessed in the Geneva area and shown
to be equivalent when fitted on statistics derived from the 10-minute to 1-hour temporal
levels (sub-hourly fitting set), or from the 1-hour to 3-hour levels (supra-hourly fitting
set). In consequence, the supra-hourly statistics of the hourly rainfall series generated by
the stochastic Poisson clusters can be used to fit the disagreggator and thus to simulate
10-minute rainfall series. Projections of 10-minute rainfall at Geneva for the end of the
21th century indicate an increase of extreme events intensities.
The developed downscaling framework was used to study the evolution of discharge flows
in a small (80 ha) industrial area of Geneva in a climate change context. Peak discharge
flows at the catchment outlet were shown to increase significantly. Different sustainable
urban drainage strategies were assessed in view of their capacity in limiting discharge flow
under the joint scenario of climate change and projected urbanization increase.
6.1 Perspectives
The proposed downscaling scheme is well suited for small urban catchments, but a mul-
tisite modeling approach would be required for larger areas (Berne et al., 2004). Spatio-
temporal extensions of the hourly downscaling approach would essentially involve some
testing, in addition to developing the MARS framework for estimating sub-daily rainfall
inter-gage correlations. Two-dimensional extension of the sub-hourly disagreggator would
theoretically be feasible, but no such algorithm has, at our knowledge, been proposed
so far. As an alternative, it would be interesting to consider the recent developments of
Poisson clusters models proposed by Cowpertwait et al. (2007) for sub-hourly rainfall simu-
lation. This would also significantly simplify our downscaling framework as the sub-hourly
disagreggator would not be required anymore.
For alpine catchments, in particular, joint simulation of rainfall and temperatures would
be valuable. Research could be oriented toward copulas (e.g., Evin and Favre, 2008) that
are becoming more and more used in hydrology to simulate multivariate distributions.
Alternatively, in the case of the daily weather generator (GLMs), it could be considered
to simulate rainfall first, then modeling the temperatures conditional on the rainfall series.
Such an approach, would permit to take into account the feed-back effects of precipitations
on temperatures.
One potential limitation of the hourly Poisson clusters model considered in this study,
is its lack of flexibility: there is a single type of raincells whose intensities follow an
exponential distribution. An extension of Poisson clusters models to incorporate two cells
types (e.g. stratiform and convective) has been presented (c.f., Cowpertwait , 2004), but is
parameter-consuming; a parsimonious model allowing for continuous cell type distribution
was however recently proposed (Cowpertwait , 2010). Improvements in the simulation of
extreme values might be achieved, for instance, by considering an heavier distribution of
raincell intensities (e.g. a 2-parameter gamma distribution).
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Projections of the next generation of climate models, which will serve at the basis of the
fifth assessment report of the Intergovernmental Panel on Climate Change (IPCC), should
be released in the coming months. It will thus be possible to update our climate change
projections database to make more reliable rainfall predictions.
Finally, though some insights on model weighting were proposed in this work, more re-
search is required to provide a comprehensive strategy in this field.
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Notation Density Range of y
Normal N(µ, σ2) 1√
2piσ2
e−
1
2
(y−µ)2
σ2 (−∞,∞)
Poisson P (µ) e−µµyy! 0(1)∞
Binomial B(m, p)/m
(m
y
)
py(1− p)m−y 0(1)mm
Gamma G(µ, ν)
(
yν
µ
ν
)
e
− yν
µ (yΓ(ν))−1 (0,∞)
Inverse Gaussian IG(µ, σ2)
√
σ
2piy
−3/2e−
σ(y−µ)2
2µ2y (0,∞)
Table A.1: Densities of some univariate distributions in the exponential family.
ϕ b(θ) c(y, θ) µ(θ) v(µ)
Normal σ2 θ2/2 − 12
(
y2
ϕ + log(2piϕ)
)
θ 1
Poisson 1 exp(θ) − log(y!) exp(θ) µ
Binomial 1/m log(1 + eθ) log
(
m
my
)
eθ
1+eθ µ(1− µ)
Gamma ν−1 − log(−θ) ν log(νy)− log y − log Γ(ν) −1/θ µ2
Inv. Gauss. σ2 −(−2θ)1/2 − 12
(
1
yϕ + log(2piϕy3)
)
(−2θ)1/2 µ3
Table A.2: Characteristics of some univariate distributions in the exponential family. From Mc-
Cullagh and Nelder (1989).
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Models GHG scenarios
SRESB1 SRESA1B SRESA2
bccr bcm2 0 1 1 1
cccma cgcm3 1 t47 1 1 1
cccma cgcm3 1 t63 0 1 0
cnrm cm3 1 1 1
csiro mk3 0 1 1 1
csiro mk3 5 1 1 1
gfdl cm2 0 1 1 1
gfdl cm2 1 1 1 1
giss model e h 0 1 0
giss model e r 0 0 1
iap fgoals1 0 g 1 1 0
ingv echam4 0 1 1
inmcm3 0 1 1 1
ipsl cm4 1 1 1
meto-hc HadCM3Q0 0 1 0
meto-hc hadcm3q16 0 1 0
meto-hc HadCM3Q3 0 1 0
miroc3 2 hires 1 1 0
miroc3 2 medres 1 1 1
mpi echam5 3 4 3
mri cgcm2 3 2a 4 3 3
ncar ccsm3 6 7 5
ncar pcm1 1 4 3
ukmo hadcm3 1 1 1
ukmo hadgem1 0 1 1
Table A.3: Full dataset of general circulation models used in this work. Each row corresponds to a
given model (see Table A.4 for more details). The headers SRESB1, SRESA1B and SRESA2 refer
to the greenhouse gas (GHG) emmission scenario of the same name (cf. Section 2.3.1 on page 19).
The figures in the cells indicate how many runs of the given model for the specified GHG scenario
are available.
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Modeling Center and model documentation Country model ID
Bjerknes Centre for Climate Research Norway bccr bcm2 0
http://www-pcmdi.llnl.gov/ipcc/model_documentation/BCC-CM1.htm
Canadian Centre for Climate Modelling & Analysis Canada cccma cgcm3 1 t47
http://www.cccma.bc.ec.gc.ca/
Canadian Centre for Climate Modelling & Analysis Canada cccma cgcm3 1 t63
http://www.cccma.bc.ec.gc.ca/
Me´te´o-France / France cnrm cm3
Centre National de Recherches Me´te´orologiques
http://www-pcmdi.llnl.gov/ipcc/model_documentation/CNRM-CM3.htm
CSIRO Atmospheric Research Australia csiro mk3 0
http://www-pcmdi.llnl.gov/ipcc/model_documentation/CSIRO-Mk3.0.htm
CSIRO Atmospheric Research Australia csiro mk3 5
http://www-pcmdi.llnl.gov/ipcc/model_documentation/CSIRO-Mk3.5.htm
US Dept. of Commerce / NOAA / USA gfdl cm2 0Geophysical Fluid Dynamics Laboratory
http://www-pcmdi.llnl.gov/ipcc/model_documentation/GFDL-cm2.htm
US Dept. of Commerce / NOAA / USA gfdl cm2 1Geophysical Fluid Dynamics Laboratory
http://www-pcmdi.llnl.gov/ipcc/model_documentation/GFDL-cm2.htm
NASA / Goddard Institute for Space Studies USA giss model e h
http://www-pcmdi.llnl.gov/ipcc/model_documentation/GISS-E.htm
NASA / Goddard Institute for Space Studies USA giss model e r
http://www-pcmdi.llnl.gov/ipcc/model_documentation/GISS-E.htm
LASG / Institute of Atmospheric Physics China iap fgoals1 0 g
http://www-pcmdi.llnl.gov/ipcc/model_documentation/FGOALS-g1.0.htm
Instituto Nazionale di Geofisica e Vulcanologia Italy ingv echam4
http://www-pcmdi.llnl.gov/ipcc/model_documentation/INGV-SXG.htm
Institute for Numerical Mathematics Russia inmcm3 0
http://www-pcmdi.llnl.gov/ipcc/model_documentation/INM_CM3.0.htm
Institut Pierre Simon Laplace France ipsl cm4
http://www-pcmdi.llnl.gov/ipcc/model_documentation/IPSL-CM4.htm
Center for Climate System Research (The University of Tokyo),
Japan miroc3 2 hiresNational Institute for Environmental Studies, and
Frontier Research Center for Global Change (JAMSTEC)
http://www-pcmdi.llnl.gov/ipcc/model_documentation/MIROC3.2_hires.htm
Center for Climate System Research (The University of Tokyo),
Japan miroc3 2 medresNational Institute for Environmental Studies, and
Frontier Research Center for Global Change (JAMSTEC)
http://www-pcmdi.llnl.gov/ipcc/model_documentation/MIROC3.2_medres.htm
Max Planck Institute for Meteorology Germany mpi echam5
MaxPlanckInstituteforMeteorology
Meteorological Research Institute Japan mri cgcm2 3 2a
http://www-pcmdi.llnl.gov/ipcc/model_documentation/MRI-GCGM2.3.2.htm
National Center for Atmospheric Research USA ncar ccsm3
http://www-pcmdi.llnl.gov/ipcc/model_documentation/CCSM3.htm
National Center for Atmospheric Research USA ncar pcm1
http://www-pcmdi.llnl.gov/ipcc/model_documentation/PCM.htm
Hadley Centre for Climate Prediction and Research / UK ukmo hadcm3Met Office
http://www-pcmdi.llnl.gov/ipcc/model_documentation/HadCM3.htm
Hadley Centre for Climate Prediction and Research / UK ukmo hadgem1Met Office
http://www-pcmdi.llnl.gov/ipcc/model_documentation/HadGEM1.htm
Table A.4: Documentation on the global circulation models used in this work.
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Figure A.1: Minimum spatial coverage of regional circulation models used in this work (source:
http://ensemblesrt3.dmi.dk/, accessed the 27th of August 2010).
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Figure A.2: Monthly summary statistics of 200 simulations of the fitted GLMs over the fitting
period at Geneva. The solid lines refer to observed quantities, while the gray shaded areas depict
the quantiles q of the simulations (q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). From top-left to
bottom-right, row-wise: mean rainfall per day (Mean); rainfall variance (Var); proportion of
dry days (Pdry); mean rainfall when wet (Cmean); rainfall variance when wet (Cvar); lag-1 auto-
correlation (ACF1); Proportion of wet days>10 mm; maximum daily rainfall (Max); 90th quantile
of rainfall amount of wet days; maximum dry spell; maximum rainfall total of 5 consecutive days;
skewness coefficient; and various statistics aggregated on supra-daily levels.
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Figure A.3: Same as Figure A.2, but for the validation period.
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Figure A.5: Same as Figure A.2, but for Sion.
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Figure A.6: Same as Figure A.5, but for the validation period. Solid lines thickness indicate that
missing values have been imputed by 10 simulations of the fitted GLMs.
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Figure A.8: Seasonal summary statistics of simulations of the fitted GLMs conditionned on GCMs
large-scale predictors at Geneva. The horizontal dashed lines represent the median statistics de-
rived from the NCEP-driven simulations. Branches indicate the quantiles 0.05 and 0.95 of the
simulations.
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Figure A.9: Same as Figure A.8, but at Sion.
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Figure A.10: Variability of the ensemble of GCM-driven simulations at Geneva. Top panel: inter-
model variability. Bottom panel: intra-model variability. Branches indicate the quantiles 0.05
and 0.95 of the simulations.
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Figure A.11: Variability of the ensemble of GCM-driven simulations at Sion. Top panel: inter-
model variability. Bottom panel: intra-model variability. Branches indicate the quantiles 0.05
and 0.95 of the simulations.
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Figure A.15: Reproduction of 10-minute and hourly rainfall monthly statistics at La Fre´taz
using T ∈ {10min, 20min, 30min, 60min} as fitting set. The solid lines refer to properties de-
rived from observations, and the gray shaded areas depict the quantiles q of 10 disagregations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). (sd is standard deviation; AC1 is lag-1 auto-correlation;
Pdry is the proportion of dry intervals.)
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Figure A.16: Same as Figure A.15, but using the fitting set T ∈ {1h, 2h, 3h}.
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Figure A.17: Reproduction of 10-minute and hourly rainfall monthly statistics at Nyon-Changins
using T ∈ {10min, 20min, 30min, 60min} as fitting set. The solid lines refer to properties derived
from observations, and the gray shaded areas depict the quantiles q of 10 disagregations (q ∈
{0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). (sd is standard deviation; AC1 is lag-1 auto-correlation; Pdry
is the proportion of dry intervals.)
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Figure A.18: Same as Figure A.17, but using the fitting set T ∈ {1h, 2h, 3h}.
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Figure A.19: Reproduction of 10-minute and hourly rainfall monthly statistics at Pully us-
ing T ∈ {10min, 20min, 30min, 60min} as fitting set. The solid lines refer to properties de-
rived from observations, and the gray shaded areas depict the quantiles q of 10 disagregations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). (sd is standard deviation; AC1 is lag-1 auto-correlation;
Pdry is the proportion of dry intervals.)
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Figure A.20: Same as Figure A.19, but using the fitting set T ∈ {1h, 2h, 3h}.
148
2 4 6 8 10 12
0.
06
0.
08
0.
10
0.
12
m
m
/h
10−min mean
2 4 6 8 10 12
0.
4
0.
8
1.
2
(m
m/
h)²
10−min sd
2 4 6 8 10 12
10
20
30
40
50
60
10−min skew
2 4 6 8 10 12
0.
1
0.
3
0.
5
0.
7
10−min AC1
2 4 6 8 10 12
0.
88
0.
92
0.
96
10−min Pdry
2 4 6 8 10 12
0.
06
0.
08
0.
10
0.
12
m
m
/h
Hourly mean
2 4 6 8 10 12
0.
4
0.
8
1.
2
(m
m/
h)²
Hourly sd
2 4 6 8 10 12
10
20
30
40
50
60
Hourly skew
2 4 6 8 10 12
0.
1
0.
3
0.
5
0.
7
Hourly AC1
2 4 6 8 10 12
0.
88
0.
92
0.
96
Hourly Pdry
Figure A.21: Reproduction of 10-minute and hourly rainfall monthly statistics at Payernes us-
ing T ∈ {10min, 20min, 30min, 60min} as fitting set. The solid lines refer to properties de-
rived from observations, and the gray shaded areas depict the quantiles q of 10 disagregations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). (sd is standard deviation; AC1 is lag-1 auto-correlation;
Pdry is the proportion of dry intervals.)
2 4 6 8 10 12
0.
06
0.
08
0.
10
0.
12
m
m
/h
10−min mean
2 4 6 8 10 12
0.
5
1.
0
1.
5
2.
0
(m
m/
h)²
10−min sd
2 4 6 8 10 12
20
60
10
0
14
0
10−min skew
2 4 6 8 10 12
0.
1
0.
3
0.
5
0.
7
10−min AC1
2 4 6 8 10 12
0.
88
0.
92
0.
96
10−min Pdry
2 4 6 8 10 12
0.
06
0.
08
0.
10
0.
12
m
m
/h
Hourly mean
2 4 6 8 10 12
0.
5
1.
0
1.
5
2.
0
(m
m/
h)²
Hourly sd
2 4 6 8 10 12
20
60
10
0
14
0
Hourly skew
2 4 6 8 10 12
0.
1
0.
3
0.
5
0.
7
Hourly AC1
2 4 6 8 10 12
0.
88
0.
92
0.
96
Hourly Pdry
Figure A.22: Same as Figure A.21, but using the fitting set T ∈ {1h, 2h, 3h}.
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Figure A.23: Reproduction of sub-hourly rainfall annual return levels at La Fre´taz. The solid
lines depict the Gumbel law fitted on observed annual maximum values, and the broken lines
show 90% confidence intervals. The gray shaded areas refer the quantiles q of 10 disagregations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). Left column: sub-hourly fitting set; Right column:
supra-hourly fitting set.
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Figure A.24: Same as Figure A.23, but for Payernes.150
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Figure A.25: Reproduction of sub-hourly rainfall annual return levels at Nyon-Changins. The
solid lines depict the Gumbel law fitted on observed annual maximum values, and the broken lines
show 90% confidence intervals. The gray shaded areas refer to the quantiles q of 10 disagregations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}). Left column: sub-hourly fitting set; Right column:
supra-hourly fitting set.
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Figure A.26: Same as Figure A.25, but for Pully. 151
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Figure A.27: Geneva, exact case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95})
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Figure A.28: Geneva, target case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Figure A.29: Geneva, simple case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Figure A.30: Yuma, exact case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Figure A.31: Yuma, target case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Figure A.32: Yuma, simple case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Figure A.33: Basel, exact case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Figure A.34: Basel, target case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Figure A.35: Basel, simple case. Summaries of 30 RainSim simulations. The red lines correspond
to the observed statistics and the gray shaded areas depict the quantiles q of the simulations
(q ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}).
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Pipe ID diameter (mm) length (m) slope (h)
1 1800 601 12.54
2 1500 64 7.00
3 1500 241 5.31
4 1800 203 6.94
5 1200 313 5.49
6 1500 370 5.08
7 1300 146 5.06
8 900 71 29.56
9 1600 217 7.96
10 1000 95 8.80
11 900 132 8.64
12 800 66 9.03
13 900 228 42.52
14 700 42 10.05
15 1400 281 22.37
16 400 200 10.14
17 1000 32 5.71
18 700 134 5.02
19 600 103 20.65
20 400 283 42.48
Table A.6: Characteristics of the pipes composing the simplified sewers network of the ZIPLO.
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Appendix B
Elements of statistical learning theory
B.1 Introduction
Statistical learning is about learning from the data. Typically, we have a set of mea-
surements (called responses, or outputs), that we wish to predict from a set of fetures
(predictors, or inputs). The data set containing observed response variables and corre-
sponding predictor variables constitutes our training set. The task consists in unveilng
information contained in our training set to build a prediction model, or learner, which
will enable us to predict responses from new unseen features. See Hastie et al. (2010);
Izenman (2008) for details.
The simplest and best studied prediction model is the linear model, that is very briefly
reviewed now. Given a set of p predictors XT = (X1, X2, . . . , Xp), the output Y is
predicted by
Yˆ = βˆ0 +
p∑
j=1
Xj βˆj (B.1)
where β = (βo, β1, . . . , βp) is a vector of unkwown parameters. That is, the output Y
depends linearly on the predictors. The challenge is then to find the values of βs that lead
to the best model; doing so, we fit the model to the training data set.
There are several methods to fit a linear model, but the most popular one is least squares
minization. This method seeks to find the coefficients β that minimize the residual sum
of squares
RSS(β) =
N∑
i=1
(yi − βxti)2 (B.2)
where N indexes the dimension of the output space.
RSS(β) is a quadratic function of β and so a maximum always exists, but may not be
unique. Rewriting (B.2) in matrix notation, we get
RSS(β) = (y−Xβ)T (y−Xβ) (B.3)
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where X is an N × p matrix of inputs, and y is an N dimensional output vector. Differ-
entiation with respect to β gives
XT (y−Xβ) = 0 (B.4)
Hence, providing XTX is not singular, the unique solution is
βˆ = (XTX)(−1)XTy (B.5)
The workhorse linear model can be generalized in various way, for example by allowing the
outputs to depend non-linearly on the predictors, or by allowing the outputs to depend
linearly on some smooth functions of the predictors.
In a more general framework, we seek then a function f(X) for predicting Y conditionnaly
onX. That is, we consider two random vectorsX ∈ Rp and Y ∈ Rq with a joint probability
p(X,Y ) = p(X)p(Y |X).
And we assume that X and Y are related by
Y = f(X) + ε,
where f : Rp → Rq and ε ∈ Rq is a random nois vector with E(ε) = 0 and Cov(ε) = Σ.
Then we need a loss function L(Y, f(X)) that penalizes the prediction errors. Without
exhaustivity, common loss functions are
Squared error loss L(Y, f(X)) = (Y − f(X))2
Absolute error loss L(Y, f(X)) = |Y − f(X)|
Deviance Thew log-likelihood can be used as a loss function for general densities. If
Prθ(X)(Y ) is the density of Y , indexed by a parameter θ(X) that depends on inputs
X, then L(Y, f(X)) = −2 · log Prθ(X)(Y )
For the squared loss function, this leads for instance to a minization criterion for choosing
f , the expected (squared) prediction error:
EPE(f(X)) = EτEY |X(Y − f(X))2 (B.6)
where Eτ denotes the expectation over all possible samples τ .
If we use squared error loss we can decompose the EPE as
EPE(f(X)) = EτEY |X(Y − f(X))2
= Eτ (f(X)− fˆ(X))2︸ ︷︷ ︸
mean squared error (MSE)
+ trace(Σ)︸ ︷︷ ︸
irreducible
And, MSE can be further decomposed as follows
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MSE(X) = Eτ [f(X)− Yˆ ]2 (B.7)
= Eτ [Yˆ − Eτ (Yˆ )]2 + [Eτ (Yˆ )− f(X)]2
= Varτ (Yˆ ) + Bias2(Yˆ ),
which is known as the bias-variance decomposition.
B.2 Model assessment and selection
The typical procedure in model building consists essentially in 2 steps:
model selection consists in estimating the performance of different models in order to
choose the best one;
model assessment consists in estimating the prediction performance of the chosen model
on new data.
If we are in a data-rich situation, the bes approach to both problem is to randomly divide
the dataset into 3 parts: a training set, a validation set and a testing set. The training
set is used to fit the models; the validation set is used to estimate the prediction error
(selection step); and the test set is used for assesment of the prediction error of the chosen
model (assessment step). A typical split might be 50% for training, 25% for validation
and 25% for testing.
However, usually there is insuffisant data to split into 3 parts. In such situations, the
validation step can be approximated either analytically (e.g. AIC or BIC mesures) or by
efficiant re-sampling (cross-validation or bootstrap).
The generalization perfomance of a learning method measures the prediction capaility on
independant test data and can guide model selection.
Given a training set τ = (x1y1), (x2y2), . . . , (xnyn) the generalization error of a model fˆ
is defined as, we define the test error by
Errτ = E[L(Y new, fˆ(X)new)|τ ], (B.8)
where Y new and Xnew are new data points drawn randomly from their joint distribution.
This is the prediction error over an independant test sample. The training set τ is fixed
and the prediction error relates to the error for this specific training set.
Averaging training sets yields expected prediction error
Err = E[L(Y, fˆ(X))] = E[Errτ ]. (B.9)
which is more amenable to statistical analysis.
Finally, we define the training error as the average loss over the training set
err =
N∑
i=1
L(yi, fˆ(xi)). (B.10)
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Our goal is to estimate the expected prediction error. Unfortunately the training error is
not a good estimator of the tes error. Indeed, the training error consistently decreases as
the comlexity of the model increases eventually dropping to zero if the model complexity
is increased enough. However a model with zero training error is overfit to the training
data set (i.e. too specific) and generalizes poorly to new data.
B.2.1 Bias-variance tradeoff
Equation (B.7) shows, that in case of the squared error loss, the expected prediction error
of a model can be decomposed in 2 components: the squared bias and the variance. The
squared bias is the amount by which the the average of the estimates differs from the
true mean. The variance is the expected squared deviation of the estimates around their
mean. The relationship between bias and variance is analogous to the relationship between
accuracy and precision and is illustrated on Figure B.1.
Typically the bias decreases as the model complexity increases, while the variance increases
with model comlexity: this the bias-variance tradeoff. Usually, models contain a smoothing
parameter that controls model complexity.
B.2.2 Training error optimism
A fitting method adapts to the training data, and hence the training error err (equa-
tion (B.10)) will be an optimitic estimate of the the true error Errτ that we seek to
estimate (equation (B.8)).
The optimism in training error err can be understood by looking first at the in-sample
error which is defined as follows
Errin =
1
N
N∑
i=1
EY new [L(Y newi , fˆ(xi))|τ ]. (B.11)
Put in words, we observe Y new new responses at each of the traing points {xi}i=[1,...,n].
The optimism is then defined as
op ≡ Errin − err, (B.12)
and when averaged over training sets we get the expected optimism ω
ω ≡ Ey(op), (B.13)
which again is more amenable to statistical analysis.
For squared error loss, in particular, and also for other loss functions, it can be shown that
ω
2
N
N∑
i=1
Cov(yˆi, y) (B.14)
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Low variance, low bias.
High variance, low bias.
Low variance, high bias.
High variance, high bias.
Figure B.1: The squared bias is the amount by which the the average of the estimates differs from
the true mean. If the parameter is the bull’s-eye of a target, and the arrows are estimates, then
a relatively high absolute value for the bias means the average position of the arrows is off-target,
and a relatively low absolute bias means the average position of the arrows is on target. The
variance is the expected squared deviation of the estimates around their mean. If the parameter
is the bull’s-eye of a target, and the arrows are estimates, then a relatively high variance means the
arrows are dispersed, and a relatively low variance means the arrows are clustered. Some things
to note: even if the variance is low, the cluster of arrows may still be far off-target, and even if the
variance is high, the diffuse collection of arrows may still be unbiased. Finally, note that even if
all arrows grossly miss the target, if they nevertheless all hit the same point, the variance is zero.
Thus, the optimism decreases as the size training increases, and increases with the strength
with which yi affects its own prediction. Indeed, the greater Cov(yˆi, y) is the higher the
optimism is.
In case of additive error models, Y = f(X) + ε, we get
N∑
i=1
Cov(yˆi, y) = d · σ2ε , (B.15)
where d is the number of inputs.
Plugging (B.15) and (B.14) into equation (B.13), we finally have
Ey(Errin) = Ey(err) + 2
d
N
σ2. (B.16)
Therefore,the optimism increases linearly with the number of inputs d, but decreases as
the size of the training set gets bigger.
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An obvious way to estimate the prediction error is then to add the optimism to the training
error. This is how work the criteria like AIC or BIC, that are designed for a special class
of models whose estimates are linear in their paramters.
For training data Z = {xi, yi}N1 and for a model fα(x) ∼ Pr(Z) with dα parameters, if we
set θˆα = arg maxθα Pr(Z|θα) then
AIC , the Akaike information criterion, is defined as
AIC(α) = −2 log Pr(Z|θˆα + 2dα (B.17)
BIC , the Bayesian information criterion, is defined as
BIC(α) = −2 log Pr(Z|θˆα + 2dα · log(N) (B.18)
Therefore, BIC is proportional to AIC with, with the factor 2 replaced by logN . Assuming
N ≥ e2 ≈ 7.4, BIC tends to penalize complex models more heavily, giving preference to
simpler models in selection.
In contrast to AIC and BIC, boostrap and cross-validation methods are direct estimates
of the expected test error Err. These general tools can be used with any loss function and
with nonlinear or adaptive fitting techniques.
B.2.3 Cross-validation
In K-fold cross-validation, data are randomly split into K equal-sized parts (sampling
without replacement). The kth part is used as the test set and the remaining K − 1 parts
are used as training set. More precisely, the model is fit to the K− 1 remaining parts and
the prediction error of the fitted model is computed when predicting the kth part of the
data. This is done for each k = 1, 2, . . . ,K parts and the all k prediction error estimates
are then averaged to give the cross-validation estimate
CV(fˆ) = 1
N
N∑
i=1
L(yi, fˆ−κ(i))(xi)), (B.19)
where fˆ−κ(i) denotes the fitted model, computed with the kth part removed.
The smaller K is, the smaller the bias is, but the higher the variance is. Usually, by
choosing K=5 or K=10 we reach a good compromise with respect to bias-variance trade-
off.
In the special case where K = N , the method is called the leave-one out cross-validation
and produces nearly unbiased estimates, but having high variance.
B.2.4 Bootstrap
As cross-validation, bootstrap is a general tool that can be used to estimate the prediction
error of a learning model.
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Given a training set Z = {(xi, yi)}N1 , the basic idea is to randomly draw sample datasets
with replacement from Z, each of these generated bootstrap having the same size as the
original training data Z. The process is repeated B times, and the model is fitted to each
b = (1, . . . , B) boostrap samples. If fˆ∗b(xi) is the predicted value at xi from the model
fitted to boostrap sample b, the bootstrap estimate of the prediction error is
Êrrboot =
1
N
1
B
B∑
b=1
N∑
i=1
L(yi.fˆ∗b(xi)). (B.20)
The problem with Êrrboot is that it will underestimate the true prediction error, because
it uses the same data as training and test set, and these two samples that should have
been kept independant 1 contain common observations.
One idea to overcome this limitation is to mimick to leave-one out cross-validation. That
is, for each observation, we keep only track of those predictions that arise from boot-
strap samples that do not contain the observation. This leads to leave-one out bootstrap
estimate of prediction error
Êrr
(1)
boot =
1
N
N∑
i=1
1
|C−1|
∑
b∈C−1
L(yi.fˆ∗b(xi)), (B.21)
where C−1 is the set of indices of bootstrap samples that do not contain observation i
. It can be shown that the bias of Êrr
(1)
boot behaves approximately as a for the 2-fold
cross-validation. Therefore, for small size taining data, the bias can be large.
To alleviate this bias some other bootstrap estimators have been derived like the so-called
.632 estimator
Êrr
.632 = 0.368 · err + 0.632 · Êrr(1)boot, (B.22)
or the .632+ estimator, proposed by Efron and Tibshirani (1997) that is better suited to
deal with overfitting.
B.3 Committee Machines
A major question in machine learning is how to lower the generalization error of learning
algorithm 2, either by reducing the bias of the variance.
Such a desire to control bias and variance is related to idea of instability of a prediction
model: if a small perturbation of the training set of the training set generates a major
change in the prediction model, we say that the model is unstable. Such a model has low
bias and high variance.
Recent approaches like bagging, presented in section B.3.1, or boosting, presented in sec-
tion B.3.2, were deisgned to take advantage of the presence of unstability in order to build
1As is the case for cross-validation
2Generalization error is introduced in section B.2, page 165.
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a better learning model. The basic idea of both methods is to perturbe the training set ,
so as to generate an ensemble of base predictors, which are then combined predictor. This
scheme is called ensemble learning or committee machines.
Bagging was introduced by Breiman (1996) and generates perturbations by random and
independant drawings from the training set; it is designed to reduce the variance. Boosting,
on an other hand, was proposed by Freund (1995) and generates deterministic perturba-
tions by successive reweightings of the training set, where current weight depend upon the
training error of the learning process; it is more designed to reduce bias.
B.3.1 Bagging
Let be Z = (X,Y ) our training data set with dim(Y ) = N and dim(X) = N ×P , and let
be f our prediction model.
Bagging, or bootstrap 3 aggregating, averages the prediction over a collection of bootstrap
samples Z∗b, b = 1, 2, . . . , B, thereby reducing its variance. The bagging estimates is 4
fˆbag(x) =
1
B
∑
b=1
fˆ∗b(x). (B.23)
The bagged estimate will only differ of the original estimate fˆ(x) if the latter is a nonlinear
or adaptative function of the data (else, fˆbag(x)→fˆ(x) as B → ∞). Bagging is for
instance useful in the case of regression trees 5, because each bootsrtap tree will typically
involve a different set of features, and, hence, produce different number of terminal nodes.
B.3.2 Boosting
The basic idea of boosting is to combine outputs from many weak learners to produce a
powerful committee. The procedure was first proposed in a classification setting, but can
be extended to regression as well.
Boosting is most understandable by looking at Adaboost.M1 algorithm (Freund and
Schapire, 1997). We consider a 2 class problem, with N output variables Y ∈ {−1, 1}
and some predictor variable vectors X. The training error of our classifier G(X) is then
defined by
err = 1
N
N∑
i=1
I(yi 6= G(xi)),
where I denotes the indicator function.
A weak classifier is one whose training error is only slightly better then random guessing.
The idea is to apply iteratively the classifcation algoritm to sequentially perturbed versions
of the data, thereby producing a sequence of M usually weak classifiers Gm(x), m =
3See section B.2.4, on page 168, about bootstrap.
4Actually, (B.23) is a Monte Carlo estimate of the true bagging estimate as B →∞.
5See section B.4, on page 171, about regresion trees
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1, 2, . . . ,M . Then the predictions of these M weak classifiers is combined through a
weigthed majority vote into a single final prediction
G(x) = sign
(
M∑
m=1
αmGm(x)
)
, (B.24)
where the coefficents {αm}M1 are proportionnal to the contribution of each classifier {Gm(α)}M1 .
The key of the algorithm is how the pertubations of the data are applied at each boosting
step. At each step modifications of the training set are obtained by applying weights {ωi}N1
to the original data points {(xi, yi)}N1 . At the beginning, all weigths are set to 1/N . At
step m > 1, the observations that were misclassified by the precedent classifier Gm−1(x)
are assigned heavier weights, whereas the weights of correctly classified observations is
decreased. Therefore, as the iterations proceed, observations that are difficult to classify
are given an increasing attention, and the successive classifiers are forced to concentrate
on such previously misclassified data.
Adaboost.M1 framework is easily exentable to multiclass settings or to regression problems.
In the case of regression, the classification error is replaced by some other loss functions
applied on residuals such the absolute or the mean square losses 6.
B.4 Regression trees
Precursor concepts of regression trees were first proposed by Morgan and Sonquist (1963)
and are based on simple concepts.
Suppose that Z = (X,Y ) is our training data set with dim(Y ) = N and dim(X) = N ×P .
The first basic idea of regression trees is to recusrively split the feature space into a set of,
say M , rectangles {R}M1 and then to fit a constant model in each one.
If we do not impose some partitioning rules, although the resulting partitions will always
be very simple to describe (Ri = cste), the regions themselves may be hard to characterize
(i.e. they may for instance overlap). The second basic idea is then to restrict our attention
to recursive binary partitions. That is, we fisrt split the feature space into 2 regions, and
model the response by the mean of Y in the each region. Then one or both regions
are futher split into two parts, and the process is continued until some stopping rule are
applied. The resulting model can then be represented by a binary tree.
That is the model, f , is of the form
f(X) =
M∑
m=1
I(X ∈ Ri) · cm, (B.25)
where I is the indicator function and cm are constant fitting coefficients.
The partioning algorithm needs to automatically decide on the splitting variables and split
points, and also to estimate cˆm coefficients. Using the mean residual sum of squares as
our loss function, the best cˆm are just the mean of responses yi in region Rm
6See page 164
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cˆm = mean(yi|xi ∈ Rm) (B.26)
In order to determine the best partition, we seek the split point s and the splitting variable
j that define the 2 half planes
R1(j, s) = {X|Xj ≤ s} and R2(j, s) = {X|Xj > s}, (B.27)
and that solve
min
j,s
min
c1
∑
xi∈R1(j,s)
(yi − c1)2 + min
c2
∑
xi∈R2(j,s)
(yi − c2)2
 . (B.28)
For any choice of j and s, th inner minmization is easily carried out using relation (B.26).
Since it doesn’t matter where exactly we split between 2 adjacent points, there is at most
(N−1)·P partitions to consider, hence by scanning trough all of the inputs, determination
of the best pair (j, s) is feasible.
This binary splitting process is carried out recusively on each resulting regions until usually
some minimum node size is reached. The resulting binary tree T0 obtained at end end of
the building process typically overfits the data and we need some mechansim to reduce its
comlexity.
The large tree T0 is usually pruned following cost-complexity pruning criterion. That is,
we define a subtree T ⊂ T0 to be any tree that can be obtained by collapsing any of the
internal (i.e. non-terminal )nodes of tree T0. Let T denote the number of terminal nodes
in T , and let
Nm =
∑
I(xi ∈ Rm),
cˆm =
1
Nm
∑
xi∈Rm
yi,
Qm(T ) =
1
Nm
∑
xi∈Rm
(yi − cˆm)2,
the cost complexity criterion is then defined as
Cα(T ) =
|T |∑
m=1
NmQm(T ) + α|T |. (B.29)
The idea is of cousre to seek α that minimizes Cα. As demonstrated in Ripley (2008),
there is a unique smallest subtree Tα that minimizes (B.29). To find this particular Tα we
iteratively collapse the internal node that produces the smallest increase in residual sum
of squares
∑|T |
m=1NmQm(T ), and contiune until we reach the root of the tree. It can be
shown that Tα is contained in this sequence of subtrees. Estimation of α is achieved by 5-
or 10-fold cross-validation7.
7See section B.2.3 on page 168 about cross-validation.
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A fisrt limitation of regression trees is their difficulty to catch additive structre of the
data. MARS method described in section 3.5.1 can be seen as a method that overcome
this drawback.
Secondly, because of their inherent hierarchical structure, a major problem of trees is their
high variance. Indeed, a small change in the data can affect a top split, and then the error
is propagated down to all splits below it. Bagging can help to overcome this limitation.
B.5 Random forest
The essential idea in bagging (section B.3.1) is to average many noisy but approximately
unbiased models, and hence reduce the variance. Trees are ideal candidates for bagging,
since they can capture complex interaction structures in the data, and if grown sufficiently
deep, have relatively low bias. Since trees are notoriously noisy, they benefit greatly from
the averaging. Moreover, since each tree generated in bagging is identically distributed
(i.d.), the expectation of an average of B such trees is the same as the expectation of any
one of them. This means the bias of bagged trees is the same as that of the individual
trees, and the only hope of improvement is through variance reduction. An average of
B i.i.d. random variables, each with variance σ2, has variance 1Bσ
2. If the variables
are simply i.d. (identically distributed, but not necessarily independent) with positive
pairwise correlation ρ, the variance of the average is
ρσ2 + a− ρ
B
σ2.
As B increases, the second term disappears, but the first remains, and hence the size of the
correlation of pairs of bagged trees limits the benefits of averaging. The idea in random
forests (Breiman, 2001) is to improve the variance reduction of bagging by reducing the
correlation between the trees, without increasing the variance too much. This is achieved
in the tree-growing process through random selection of the input variables.
Let L = {(xi, yi), i = 1, 2, . . . , n} be a learning set with r predictors. The algorithm works
as follows:
For b = 1, . . . , B:
 Draw a bootsrap sample L∗b from L.
 From L∗b, grow a tree classifier T ∗b using random selection: at each node, randomly
select a subset m of the r input variables, and, using only the m selected variables,
determine the best split at that node. To reduce variance grow the tree until the
minimum node size nmin is reached.
 The tree T ∗b generates an associated random vector Θb containing split variables,
cutpoints at each node, and terminal-node values. By construction, Θb is indepen-
dent of the previous Θ1, . . . ,Θb−1.
The B randomized tree-structure classifiers are collectively called a random forest.
To make a prediction at a new point x:
Regression fˆBrf (x) = 1B
∑B
b=1 T (x; Θb)
Classification The observation x is assigned to the majority vote-getting class as deter-
mined by the random forest.
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