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ABSTRACT
We consider solving a convex quadratically constrained quadratic program (QCQP), which has a
wide range of applications, including machine learning, data analysis and signal processing. While
small to mid-sized convex QCQPs can be solved efficiently by interior-point algorithms, large-scale
problems pose significant challenges to traditional centralized algorithms, since the exploding vol-
ume of data may overwhelm a single computing unit. In this paper, we propose a decomposition
method for general non-separable, large-scale convex QCQPs, using the idea of predictor-corrector
proximal primal-dual update with an adaptive step size. The algorithm enables distributed storage
of data as well as distributed computing. We both establish convergence of the algorithm to a global
optimum and test the algorithm on a computer cluster with multiple threads. The numerical test is
done on data sets of different scales using Message Passing Interface, and the results show that our
algorithm exhibits favourable scalability for large-scale data even when CPLEX fails to provide a
solution due to memory limits.
1 Introduction
In this paper, we consider the following constrained optimization problem:
minimize
x∈Rn
1
2
xTP0x+ q
T
0 x+ r0
subject to
1
2
xTPix+ q
T
i x+ ri ≤ 0, i = 1, . . . ,m,
(1)
where Pi ∈ Rn×n, qi ∈ Rn, and ri ∈ R for i = 0, 1, . . . ,m are all given. Such a problem is referred to as
a quadratically constrained quadratic program (QCQP). (Note that linear constraints are included with Pi = 0 for
some i.) If additionally, P0, P1, . . . , Pm are all positive semidefinite (PSD) matrices, then the problem is convex.
Convex QCQPs arise from a wide range of machine learning areas including kernel alignment in semi-supervised
learning [12], convex relaxation of sparse support vector machines [4], kernel learning in discriminant analysis [11],
multi-class multiple kernel learning [13] and other engineering areas such as mismatched filter optimization for radar
applications [10]. Small to mid-sized convex QCQPs can be solved efficiently by the well-established interior-point
method (IPM) [8], which has polynomial running time for solving convex optimization problems. However, when
the scale of the QCQPs increases dramatically due to huge amount of data, or when the data just cannot be all stored
in a central location, a centralized algorithm, such as the IPM, may no longer be applicable. This directly motivates
the proposed method in this paper, which is amenable to distributed storage of data and computation, and is highly
scalable.
To solve convex QCQPs, one standard approach is to convert them into convex conic programs (most often semi-
definite programs (SDPs)). A new matrix decision variable X = xxT is introduced, and the resulting problem
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becomes linear in X . Small to mid-sized SDPs can be solved efficiently using the IPM [1]. To solve large-scale
SDPs, there are ADMM-based distributed algorithms proposed in [7, 9]. A general drawback of the SDP approach
for solving QCQPs is that it increases the number of variables from O(n) to O(n2). In addition, for most of the
distributed algorithms, they can only be applied to a class of decomposable SDPs with special graph representations
(chordal graphs, for example). There is another ADMM-based distributed algorithm that decomposes a general QCQP
withm constraints intom single-constrained QCQPs using a reformulated consensus optimization form [6]. However,
even the size of the single-constrained QCQP can be very large in many applications, which may call for further
decomposition, making the overall algorithm’s efficiency in doubt. There is also a recent approach to transform
quadratic constraints into linear constraints by sampling techniques and then apply ADMM-based algorithms to solve
the resulting large-scale quadratic programs (QPs) [2]. This approach is studied only for QCQPs with all matrices
being positive definite (PD), and all the test problems shown in [2] are of a single constraint. How would the sampling
approach perform with PSD quadratic constraints or with multiple quadratic constraints is unknown.
To overcome the above-mentioned limitations of the existing methods, we propose a novel decomposition method,
inspired by the idea of the predictor corrector proximal multiplier method (PCPM) [5]. The advantages of our method
include the following: (i) non-separable, quadratic functions can become naturally separable after introducing the so-
called predictor and corrector variables, which greatly facilities distributed computing, and otherwise cannot be dealt
with by ADMM-type algorithms; (ii) the number of decision variables remains of O(n) in our method , instead of
O(n2) in the SDP/conic programming-based approach; (iii) both predictor and corrector variables of dimension n can
be updated component-wise, making the method well-suited for distributed computing, and each n-by-nmatrix can be
stored row-wise in distributed computing units; (iv) none of matrix computations with complexity of O(n3) is needed;
that is, no singular value decomposition or matrix inversion.
We theoretically prove convergence of our method to a global optimum, and test it on randomly generated data sets
of different scales. The testing is done on a computer cluster and multiple threads (through message passing interface
(MPI)) are used to highlight the benefits of distributed computing of our method. Numerical results are compared with
those obtained from the commercial solver CPLEX (version 12.8.0, using the barrier method). For small to mid-sized
problems, our method achieves comparable performance to CPLEX; for large-sized problems where CPLEX fails to
solve due to memory-issues, the scalability of our method is clearly demonstrated.
The remainder of the paper is organized as follows. In Section 2, we describe the idea of our decomposition method.
Convergence analyses are provided in Section 3, followed by numerical results in Section 4. Finally, we conclude with
some discussions in Section 5.
Before moving on to the next section, we first summarize some basic notations to ease the presentation for the rest of
the paper.
Notation: The analysis throughout the paper is conducted in n-dimensional Euclidean space, denoted as Rn. All
vectors, denoted as bold small letters, are considered as column vectors. We use zT to denote the transposition of
a vector z ∈ Rn. All vector norms are considered as the Euclidean norm: ‖z‖2 =
(∑n
j=1 z
2
j
) 1
2 . All matrices are
denoted by capital letters, and all matrix norms are considered as the vector induced norm: ‖A‖2 = sup
z6=0
‖Az‖2
‖z‖2 .
2 Decomposition Method for Large-scale Convex QCQP
To motivate our decomposition method, we first briefly present the PCPM algorithm [5]. For this purpose, it suffices
to consider a 2-block linear constrained convex optimization problem:
minimize
x1, x2
f1(x1) + f2(x2)
subject to A1x1 +A2x2 = b, (λ)
(2)
where f1 : R
n1 → (−∞,+∞] and f2 : Rn2 → (−∞,+∞] are closed proper convex functions, A1 ∈ Rm×n1 and
A2 ∈ Rm×n2 are full row-rank matrices, b ∈ Rm is a given vector, and λ ∈ Rm is the corresponding Lagrangian
multiplier associate with the linear constraint. The classic Lagrangian function L : Rn1 × Rn2 × Rm → R is defined
as:
L(x1,x2,λ) = f1(x1) + f2(x2) + λT (A1x1 +A2x2 − b). (3)
It is well-known that for a convex problem of the specific form in (2) (where the linear constraint qualification
automatically holds), finding an optimal solution is equivalent to finding a saddle point (x∗1,x
∗
2,λ
∗) such that
L(x∗1,x∗2,λ) ≤ L(x∗1,x∗2,λ∗) ≤ L(x1,x2,λ∗). To find such a saddle point, a simple dual decomposition algo-
rithm can be applied to L(x1,x2,λ); more specifically, at each iteration k, given a fixed Lagrangian multiplier λk, the
2
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primal decision variables (xk+11 ,x
k+1
2 ) can be obtained, in parallel, by minimizing L(x1,x2,λk). Then a dual update
λk+1 = λk+ρ(A1x
k+1
1 +A2x
k+1
2 −b) is performed. To prove convergencewithout assumptions like strict convexity
or finiteness of f1 and f2, proximal point algorithms obtain (x
k+1
1 ,x
k+1
2 ) by minimizing the augmented Lagrangian
function Lρ(x1,x2,λk) := L(x1,x2,λk) + ρ2‖A1x1 + A2x2 − b‖22, plus two proximal terms 12ρ‖x1 − xk1‖22 and
1
2ρ‖x2 − xk2‖22. The primal minimization step now becomes:
(xk+11 ,x
k+1
2 ) = arg min
x1,x2
f1(x1) + f2(x2) + (λ
k)T (A1x1 +A2x2 − b)
+
ρ
2
‖A1x1 +A2x2 − b‖22 +
1
2ρ
‖x1 − xk1‖22 +
1
2ρ
‖x2 − xk2‖22.
(4)
Assuming f1 and f2 are differentiable, we can write out the first-order optimality condition for this minimization
problem:
∇x1f1(xk+11 ) +AT1
[
λk + ρ(A1x
k+1
1 +A2x
k+1
2 − b︸ ︷︷ ︸
(∆)
)
]
+
1
ρ
(xk+11 − xk1) = 0,
∇x2f2(xk+12 ) +AT2
[
λk + ρ(A1x
k+1
1 +A2x
k+1
2 − b︸ ︷︷ ︸
(∆)
)
]
+
1
ρ
(xk+12 − xk2) = 0.
(5)
We observe that xk+11 and x
k+1
2 can no longer be obtained in parallel due to the coupled computation in (∆) =
A1x
k+1
1 +A2x
k+1
2 − b, inherited from the penalty term ‖A1x1 +A2x2 − b‖22. To remove this difficulty, the PCPM
approximates (∆) as A1x
k
1 +A2x
k
2 − b using the solution point (xk1 ,xk2) from the previous iteration, and rewrite the
first-order optimality condition as follow:
∇x1f1(xk+11 ) +AT1
[
λk + ρ(A1x
k
1 +A2x
k
2 − b)
]
+
1
ρ
(xk+11 − xk1) = 0,
∇x2f2(xk+12 ) +AT2
[
λk + ρ(A1x
k
1 +A2x
k
2 − b)
]
+
1
ρ
(xk+12 − xk2) = 0.
(6)
Now (xk+11 ,x
k+1
2 ) can be obtained in parallel again. By introducing a predictor variable µ
k+1 := λk + ρ(A1x
k
1 +
A2x
k
2−b), (6) can be understood as the first-order optimality condition for minimizing the classic Lagrangian function
L(x1,x2,µk+1) evaluated at µk+1 plus the proximal terms:
(xk+11 ,x
k+1
2 ) = arg min
x1,x2
f1(x1) + f2(x2) + (µ
k+1)T (A1x1 +A2x2 − b)
+
1
2ρ
‖x1 − xk1‖22 +
1
2ρ
‖x2 − xk2‖22.
(7)
The dual updateλk+1 = λk+ρ(A1x
k+1
1 +A2x
k+1
2 −b) is regarded as a corrector update of the Lagrangian multiplier
after the primal minimization.
Now let us focus on the convex QCQP problem:
minimize
x∈Rn
1
2
xTP0x+ q
T
0 x+ r0
subject to
1
2
xTPix+ q
T
i x+ ri ≤ 0 (λi), i = 1, . . . ,m.
(8)
To avoid technical difficulties, we assume that the Slater’s constraint qualification holds, which means that the feasible
region must have a strict interior point, and consequently a Lagrangian multiplier λT = (λ1, . . . , λm) always exists
for any feasible x of (8). The Lagrangian function L : Rn × Rm+ → R of (8) is defined as:
L(x,λ) := 1
2
xTP0x+ q
T
0 x+ r0 +
m∑
i=1
λi(
1
2
xTPix+ q
T
i x+ ri), ∀x ∈ Rn, ∀λ ≥ 0. (9)
Similar to the PCPM, at each iteration k, given a fixed λki , we start with a dual predictor update:
(dual predictor) : µk+1i =
[
λki + ρ
(1
2
(xk)TPix
k + qTi x
k + ri
)]
R+
, ∀i = 1, . . . ,m. (10)
We use the notation
[
z
]
Z
to denote the projection of a vector z ∈ Rn onto a set Z ⊂ Rn, and the notation R+
to denote the set of all non-negative real numbers. Then we attempt to obtain xk+1 by minimizing the Lagrangian
3
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functionL(x,µk+1) evaluated at the predictor variableµk+1 := (µk+11 . . . µk+1m )T and the proximal term. The primal
minimization step can be written as:
xk+1 = argmin
x
1
2
xTP0x+ q
T
0 x+ r0 +
m∑
i=1
µk+1i (
1
2
xTPix+ q
T
i x+ ri) +
1
2ρ
‖x− xk‖22. (11)
We write out the first-order optimality condition for this minimization problem:
P0x
k+1︸ ︷︷ ︸
(∆0)
+q0 +
m∑
i=1
[
µk+1i
(
Pix
k+1︸ ︷︷ ︸
(∆i)
+qi
)]
+
1
ρ
(xk+1 − xk) = 0. (12)
Introducing the predictor variable µk+1i for the Lagrangian multiplier λ
k
i avoids potential coupled computations inher-
ited from the penalty term of the augmented Lagrangian function, which otherwise would be the term ‖ 12xTPix +
qTi x + ri‖22. However, (12) still can not be decomposed into parallel computations for each component xj of the
decision variable x = (x1 . . . xj . . . xn)
T due to the coupling in (∆0) and each (∆i). To remove this difficulty, the
first approach we attempted is to simply approximate (∆0) using P0x
k and each (∆i) using Pix
k and rewrite the
first-order optimality condition as:
P0x
k + q0 +
m∑
i=1
[
µk+1i
(
Pix
k + qi
)]
+
1
ρ
(xk+1 − xk) = 0. (13)
Though (13) can be decomposed component-wisely, it would be difficult to establish any convergence result since
no bounds on the error of the crude approximation can be established. To overcome this hurdle, we propose a novel
approach to split (13) into two steps by first introducing a predictor variable yk+1 (defined later in (15a)) for the primal
decision variable xk, followed by a corrector update:
step 1 (predictor) : P0x
k + q0 +
m∑
i=1
[
λki
(
Pix
k + qi
)]
+
1
ρ
(yk+1 − xk) = 0. (14a)
step 2 (corrector) : P0y
k+1 + q0 +
m∑
i=1
[
µk+1i
(
Piy
k+1 + qi
)]
+
1
ρ
(xk+1 − xk) = 0. (14b)
An adaptive step size ρk+1 is needed to achieve the convergence of the algorithm, which is the main focus of the next
section. The step-size is updated using the primal-dual solution pair (xk,λk) from the previous iteration. We can
rewrite (14a) and (14b) component-wise as follows:
(primal predictor) : yk+1j := x
k
j − ρ
[
P0x
k + q0 +
m∑
i=1
λki
(
Pix
k + qi
)]
j
, ∀j = 1, . . . , n. (15a)
(primal corrector) : xk+1j = x
k
j − ρ
[
P0y
k+1 + q0 +
m∑
i=1
µk+1i
(
Piy
k+1 + qi
)]
j
, ∀j = 1, . . . , n. (15b)
We use the notation [z]j to denote the j-th component of a column vector z, and use [A]j to denote the j-th row of
a matrix A. Note that [Pix
k]j = [Pi]jx
k for all i = 0, 1, . . . ,m, which means that in each computing unit, only the
corresponding rows of matrices need to be stored. Also, in (15a) and (15b), no matrix computations with complexity
of O(n3) are involved, such as matrix decomposition or matrix inversion. The above facts bring our algorithm the
benefit of memory efficiency. A dual corrector update is then performed for each Lagrangian multiplier λi:
(dual corrector) : λk+1i =
[
λki + ρ
(1
2
(yk+1)TPiy
k+1 + qTi y
k+1 + ri
)]
R+
, ∀i = 1, . . . ,m. (16)
The dual predictor update (10) and the primal predictor update (15a) can be performed at the same time. After they
are done, the primal corrector update (15b) and the dual corrector update (16) can also be performed at the same time.
This feature makes our method well-suited for massively parallel computing.
To terminate our method after a finite number of steps, we evaluate the gradient of the Lagrangian function at the
primal-dual solution pair (at each iteration k) and measure its residual as:
resk1 =
1√
n
‖∇xL(xk,λk)‖2, ∇xL(xk,λk) = P0xk + q0 +
m∑
i=1
λki
(
Pix
k + qi
)
. (17)
4
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Also, according to the saddle point theorem in [3], an optimal primal-dual solution pair should satisfy the complemen-
tarity condition 0 ≤ λki ⊥ − 12 (xk)TPixk − qTi xk − ri ≥ 0, ∀i = 1, . . . ,m. Hence we also measure the residual of
complementarity as:
resk2 =
√√√√ 1
m
m∑
i=1
[
λki |
1
2
(xk)TPixk + qTi x
k + ri|
]2
. (18)
The algorithm terminates when both of the two residuals drop below a pre-specified tolerance. A proximal-based
predictor-corrector primal-dual decomposition method with an adaptive step size is proposed in Algorithm 1.
Algorithm 1 Proximal-based Predictor-Corrector Primal-Dual Decomposition (P-PCPD) Method
1: Input x0, λ0.
2: k ← 0.
3: while max{resk1 , resk2} ≥ τ do
4: update ρk+1 using the function ρ(xk,λk) pre-defined in (26);
5: update µk+1 according to (10) and yk+1 according to (15a);
6: update xk+1 according to (15b) and λk+1 according to (16);
7: k ← k + 1
8: return xk, λk
3 Convergence Analysis
In this section, we provide the convergence analysis of the proposed algorithm. First, we make a standard assumption
on (1) about the existence of a solution.
Assumption 3.1. (Existence of a Saddle Point) There exists a saddle point (x∗,λ∗) of the Lagrangian functionL(x,λ)
defined in (9) such that
L(x∗,λ) ≤ L(x∗,λ∗) ≤ L(x,λ∗), ∀x ∈ Rn, ∀λ ≥ 0. (19)
Next, we derive some essential lemmas for constructing the proposition that is key to the convergence proof.
Lemma 3.1. (Inequality of Proximal Minimization Point) Given a closed convex set Z ⊂ Rn, a closed convex
differentiable function F : Z→ R, a fixed point z¯ ∈ Z and a positive number ρ > 0, if z¯ is a proximal minimization
point, i.e. z¯ := argmin
z∈Z
F (z) + 12ρ‖z− z¯‖22, then we have that
2ρ[F (z¯)− F (z)] ≤ ‖z¯− z‖22 − ‖z¯− z‖22 − ‖z¯− z¯‖22, ∀z ∈ Z. (20)
Proof. Denote Φ(z) = F (z) + 12ρ‖z − z¯‖22. By the definition of z¯, we have ∇zΦ(z¯) = 0. Since Φ(z) is strongly
convex with modulus 1
ρ
, it follows 2ρ
[
Φ(z) − Φ(z¯)] ≥ ‖z¯− z‖22, ∀z ∈ Z.
Definition 3.1. Given two fixed points x′ ∈ Rn and λ′ ≥ 0, we define the following functionR : Rn → R as a linear
approximation of the Lagrangian function L(x,λ′) given a fixed multiplier λ′.
R(x;x′,λ′) := (x′)TP0x+ qT0 x+ r0 +
m∑
i=1
λ′i
[
(x′)TPix+ qTi x+ ri
]
, ∀x ∈ Rn. (21)
Lemma 3.2. The P-PCPD update steps (10), (15a), (15b) and (16) are equivalent to obtaining proximal minimization
points as follows:
µk+1 =argmin
µ≥0
− L(xk,µ) + 1
2ρk+1
‖µ− λk‖22;
yk+1 =arg min
y∈Rn
R(y;xk ,λk) + 1
2ρk+1
‖y − xk‖22;
xk+1 =arg min
x∈Rn
R(x;yk+1 ,µk+1) + 1
2ρk+1
‖x− xk‖22;
λk+1 =argmin
λ≥0
− L(yk+1,λ) + 1
2ρk+1
‖λ− λk‖22.
(22)
5
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Proof. The rewriting is straightforward, so we omit the proof due to the limit of space.
Lemma 3.3. At a saddle point (x∗,λ∗) of the Lagrangian function, the following inequality holds:
R(x∗;x,λ)−R(x;x,λ) ≤
m∑
i=1
(λ∗i − λi)
(1
2
xTPix+ q
T
i x+ ri
)
, ∀x ∈ Rn, ∀λ ≥ 0. (23)
Proof. For any x ∈ Rn andλ ≥ 0, we have thatL(x,λ∗) ≥ L(x∗,λ). We also have the inequality 12 (x−x∗)TP0(x−
x∗) +
∑m
i=1 λi
[
1
2 (x − x∗)TPi(x − x∗)
] ≥ 0 due to the positive semi-definiteness of each matrix P0, P1, . . . , Pm.
Adding the two inequalities together completes the proof.
We next establish two fundamental estimates of the distance between the solution point (xk+1,λk+1) at each iteration
k and the saddle point (x∗,λ∗).
Proposition 3.4. For all k ≥ 0, we have:
‖xk+1 − x∗‖22 ≤ ‖xk − x∗‖22 −
(‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22)
+2ρk+1
{
(yk+1 − xk+1)TP0(yk+1 − xk) +
m∑
i=1
µk+1i (y
k+1 − xk+1)TPi(yk+1 − xk)
+
m∑
i=1
(λ∗i − µk+1i )
[1
2
(yk+1)TPiy
k+1 + qTi y
k+1 + ri
]
+
m∑
i=1
(µk+1i − λki )
[
(xk)TPi(y
k+1 − xk+1)] + m∑
i=1
(µk+1i − λki )
[
qTi (y
k+1 − xk+1)]}, (24)
and ‖λk+1 − λ∗‖22 ≤ ‖λk − λ∗‖22 −
(‖µk+1 − λk+1‖22 + ‖µk+1 − λk‖22)
+2ρk+1
{ m∑
i=1
(λk+1i − λ∗i )
[1
2
(yk+1)TPiy
k+1 + qTi y
k+1 + ri
]
+
m∑
i=1
(µk+1i − λk+1i )
[1
2
(xk)TPix
k + qTi x
k + ri
]}
. (25)
Proof. The proof is based on Lemma 3.1 - 3.3. Please see the supplementary materials for details.
Theorem 3.5. (Global Convergence) Let Assumption 3.1 hold. Given fixed scalars 0 < ǫs < 1 for s = 0, 1, . . . , 5 that
satisfies 0 <
∑5
s=1 ǫs ≤ 1− ǫ0, and a fixed positive scalarM > 0, we define the following function ρ : Rn × Rm+ →
(0,+∞), which is used to update the adaptive step size at each iteration k:
ρ(xk,λk) := min{ρ1, ρ2(xk,λk), ρ3(xk,λk), ρ4, ρ5(xk)}, (26)
where
(1) ρ1 :=
{
ǫ1
‖P0‖F , if ‖P0‖F 6= 0
ǫ1, if ‖P0‖F = 0 ;
(2) for all i = 1, . . . ,m, denote ai = | 12 (xk)TPixk + qTi xk + ri| ≥ 0, bi = λki ≥ 0, if ‖Pi‖F 6= 0,
ci =
ǫ2
m‖Pi‖F > 0, otherwise ci =
ǫ2
m
> 0, then ρ2(x
k,λk) := mini{ρ2i(xk,λk)}, where ρ2i(xk,λk) :=

−bi+
√
b2
i
+4aici
2ai
, if ai > 0
ci
bi
, if ai = 0, bi > 0
M, if ai = 0, bi = 0
;
(3) denote P = (P1 · · ·Pm), a = ‖P0xk + q0 +
∑m
i=1 λ
k
i (Pix
k + qi)‖2 ≥ 0, b = 2‖xk‖2 ≥ 0 and c = 2ǫ3‖PT ‖F > 0,
then ρ3(x
k,λk) :=


min{2ǫ3, −b+
√
b2+4ac
2a }, if a > 0
min{2ǫ3, cb}, if a = 0, b > 0
2ǫ3, if a = 0, b = 0
;
6
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(4) denoteQ = (q1 · · ·qm), then ρ4 :=
{
ǫ4
‖QT ‖F , if ‖QT ‖F 6= 0
ǫ4, if ‖QT ‖F = 0 ;
(5) ρ5(x
k) :=
{
ǫ5
‖xk‖2 , if ‖xk‖2 6= 0
ǫ5, if ‖xk‖2 = 0 .
Let {xk,λk} be the sequence generated by Algorithm 1, then it converges globally to a saddle point {x∗,λ∗}.
Proof. Please see the supplementary materials for details.
4 Numerical Experiments
We compare our P-PCPD method with the current state-of-the-art commercial solver CPLEX 12.8.0, which uses the
barrier method (aka, an interior point method) for solving convex QCQPs. To construct test cases, we randomly gener-
ate all the matrices P0, P1, . . . , Pm, vectors q0,q1, . . . ,qm and scalars r1, . . . , rm, with varying problem dimensions
n and numbers of constraints m. To generate an n-by-n PSD matrix U , we use the multiplication of a randomly
generated n-by-n′ matrix V and its transpose, where 1 ≤ n′ ≤ n; that is, U = V V T . To generate a PD matrix, we add
a diagonal matrix with n positive diagonal elements to a PSD matrix. In the case of all matrices being PSD, to prevent
the problem from being unbounded below, we change the last quadratic constraint to a linear one: −qT0 x+rbound ≤ 0
by letting Pm be a zero matrix. We implement the P-PCPD method on a cluster with 20 threads usingMessage Passing
Interface (MPI), called from a C program. CPLEX 12.8.0 is also called using a C program and implemented on the
same cluster using one thread, since it is a centralized algorithm. Each compute node on the cluster has two 10-core
Intel Xeon-E5 processors (20 cores per node) and 64 GB of memory.
The comparison of our algorithm with CPLEX is presented in Table 1. We list the elapsed clock time of running our
algorithm corresponding to different tolerances (from 10−2 to 10−6) as the termination criteria, as well as of running
CPLEX (with its default optimality and feasibility tolerance of 10−6). For the first group of tests on a small-sized
problem with n = 103, m = 1 and all matrices being PD, we also run our algorithm using a single thread and list the
time in the parentheses beside. We observe that for the particular instance, using 20 threads speeds up the algorithm
by approximately 6 times.
For the first four groups of tests on solving small to mid-sized problems, the running time of our algorithm is com-
parable to CPLEX under modest accuracy, which may be sufficient for many applications. Compared to CPLEX, the
memory used per thread in our algorithm is significantly smaller. The memory-efficient calculation in each iteration,
along with the ability of distributed storage, makes our algorithm more scalable for large-scale problems. In the last
group of tests, CPLEX fails to provide a solution due to running out of memory (CPLEX fails to provide even a single
iteration and is killed by the system after 11 hours); while our algorithm still converges within a reasonable amount of
time.
Data Set P-PCPD on 20 threads CPLEX 12.8.0 (Barrier)
n m matrix mem./thread τ time obj. val. mem./thread time obj. val.
10
3
1 PD 0.03 GB
10
−2
18 s (1.9 m) −41.077944
0.1 GB 6 s −41.07260710−4 54 s (6.2 m) −41.072707
10
−6
1.6 m (10.0 m) −41.072607
10
3
10 PSD 0.03 GB
10
−2
5.8 m −9.974075
0.7 GB 30 s −9.99999910−4 17.0 m −9.999773
10
−6
30.3 m −9.999998
10
3
10 PD 0.03 GB
10
−2
1.7 m −7.041764
1.2 GB 1.8 m −7.06441410−4 3.3 m −7.064583
10
−6
5.2 m −7.064418
10
4
1 PD 0.1 GB
10
−2
1.2 h −368.864853
13 GB 1.4 h −368.88280810−4 3.3 h −368.882710
10
−6
5.6 h −368.882810
10
4
10 PD 0.5 GB
10
−2
3.3 h −19.618161
63 GB N.A. N.A.10−4 7.7 h −19.586791
10
−6
11.8 h −19.586929
Table 1: Comparison of the proposed P-PCPD method with CPLEX for solving convex QCQPs.
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We also plot the convergence of two residuals resk1 and res
k
2 in Fig 1. We compare the two groups of tests on problems
with n = 103,m = 10 and all matrices being PSD and PD, respectively. We observe that both two residuals decreases
with an overall linear rate for both the PSD and the PD case. Also, in the PD case, the residuals decrease more
smoothly than in the PSD case.
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Figure 1: Convergence of residuals for tests on PSD matrices and PD matrices with n = 103 andm = 10.
5 Discussion and Future Works
In this paper, we propose the P-PCPD method for solving convex QCQPs. The proposed algorithm is designed with
scalability and distributed computing in mind, and hence should be best suited to solve extreme-scale convex QCQPs
that may arise from many machine learning applications. Rigorous proof of convergence is also established in this
paper. An immediate next step of our work is to investigate the convergence rate of the P-PCPD method, which, based
on numerical experiments, appears to be of a linear convergence rate even with only PSD matrices. We also plan
to compile a group of large-scale QCQPs from real-world applications and to test the practical performance of our
method.
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1 Proofs
1.1 Useful Mathematical Statements
Given any α ∈ R, z1 ∈ Rn, z2 ∈ Rn, A ∈ Rm×n, B ∈ Rl×m, C ∈ Rm×n and D ∈ Rm′×n′ , we have the following
properties:
• ‖z1 + αz2‖2 ≤ ‖z1‖2 + |α|‖z2‖2
• ‖Az1‖2 ≤ ‖A‖2‖z1‖2
• ‖BAz1‖2 ≤ ‖B‖2‖A‖2‖z1‖2
• ‖A‖2 ≤ ‖A‖F :=
(∑m
i=1
∑n
j=1|Aij |2
) 1
2
• ‖A+ C‖2 ≤ ‖A‖2 + ‖C‖2
• ‖D ⊗A‖2 = ‖D‖2‖A‖2
Given any two vectors z1, z2 ∈ Rn and a positive scalar δ > 0, we also have Young’s inequality: zT1 z2 ≤ 12δ‖z1‖22 +
δ
2‖z2‖22.
1.2 Proof of Proposition 3.4
By applying Lemma 3.1 to Lemma 3.2 with z¯ = yk+1, z¯ = xk and z = xk+1, we obtain that
2ρk+1
[
(xk)TP0y
k+1 + qT0 y
k+1 + r0 +
m∑
i=1
λki
(
(xk)TPiy
k+1 + qTi y
k+1 + ri
)]
−2ρk+1[(xk)TP0xk+1 + qT0 xk+1 + r0 +
m∑
i=1
λki
(
(xk)TPix
k+1 + qTi x
k+1 + ri
)]
≤‖xk − xk+1‖22 − ‖yk+1 − xk+1‖22 − ‖yk+1 − xk‖22.
(1)
A PREPRINT - OCTOBER 18, 2019
Similarly, with z¯ = xk+1, z¯ = xk and z = x∗, we have that
2ρk+1
[
(yk+1)TP0x
k+1 + qT0 x
k+1 + r0 +
m∑
i=1
µk+1i
(
(yk+1)TPix
k+1 + qTi x
k+1 + ri
)]
−2ρk+1[(yk+1)TP0x∗ + qT0 x∗ + r0 +
m∑
i=1
µk+1i
(
(yk+1)TPix
∗ + qTi x
∗ + ri
)]
≤‖xk − x∗‖22 − ‖xk+1 − x∗‖22 − ‖xk+1 − xk‖22.
(2)
Multiplying both sides of Lemma 3.3 by 2ρk+1 and substituting x,λ with yk+1,µk+1 yield:
2ρk+1
[
(yk+1)TP0x
∗ + qT0 x
∗ +
m∑
i=1
µk+1i
(
(yk+1)TPix
∗ + qTi x
∗)]
−2ρk+1[(yk+1)TP0yk+1 + qT0 yk+1 +
m∑
i=1
µk+1i
(
(yk+1)TPiy
k+1 + qTi y
k+1
)]
≤2ρk+1[ m∑
i=1
(λ∗i − µk+1i )
(1
2
(yk+1)TPiy
k+1 + qTi y
k+1 + ri
)]
.
(3)
Adding the above three inequalities yields the first inequality in Proposition 3.4. For the dual variables, we apply
Lemma 3.1 to Lemma 3.2 with z¯ = µk+1, z¯ = λk and z = λk+1, which yields that
2ρk+1
[ m∑
i=1
(λk+1i − µk+1i )
(1
2
(xk)TPix
k + qTi x
k + ri
)]
≤‖λk − λk+1‖22 − ‖µk+1 − λk+1‖22 − ‖µk+1 − λk‖22.
(4)
Similarly, with z¯ = λk+1, z¯ = λk and z = λ∗, we have that
2ρk+1
[ m∑
i=1
(λ∗i − λk+1i )
(1
2
(yk+1)TPiy
k+1 + qTi y
k+1 + ri
)]
≤‖λk − λ∗‖22 − ‖λk+1 − λ∗‖22 − ‖λk+1 − λk‖22.
(5)
Adding the above two inequalities yields the second inequality in Proposition 3.4. 
1.3 Proof of Theorem 3.5
Adding the two inequalities in Proposition 3.4 yields:
‖xk+1 − x∗‖22 + ‖λk+1 − λ∗‖22 ≤ ‖xk − x∗‖22 + ‖λk − λ∗‖22
−(‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22 + ‖µk+1 − λk+1‖22 + ‖µk+1 − λk‖22)
+2ρk+1
[
(yk+1 − xk+1)TP0(yk+1 − xk)
]
︸ ︷︷ ︸
(a)
+
m∑
i=1
[
2ρk+1µk+1i (y
k+1 − xk+1)TPi(yk+1 − xk)
]
︸ ︷︷ ︸
(b)
+2ρk+1
m∑
i=1
[
(λk+1i − µk+1i )
(1
2
(yk+1)TPiy
k+1 − 1
2
(xk)TPix
k
)]
︸ ︷︷ ︸
(c)
+2ρk+1
m∑
i=1
[
(λk+1i − µk+1i )qTi (yk+1 − xk)
]
︸ ︷︷ ︸
(d)
+2ρk+1
m∑
i=1
[
(µk+1i − λki )qTi (yk+1 − xk+1)
]
︸ ︷︷ ︸
(e)
+2ρk+1
m∑
i=1
[
(µk+1i − λki )(xk)TPi(yk+1 − xk+1)
]
︸ ︷︷ ︸
(f)
(6)
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Next, we establish an upper bound for each term in (a)-(f) using the adaptive step size ρk+1 = ρ(xk,λk).
First, we want to achieve
(a) ≤ ǫ1
[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22]. (7)
Applying Young’s inequality on (a) yields
(a) ≤2ρk+1[ 1
2δ
‖yk+1 − xk+1‖22 +
δ
2
‖P0‖22‖yk+1 − xk‖22
]
≤2ρk+1[ 1
2δ
‖yk+1 − xk+1‖22 +
δ
2
‖P0‖2F ‖yk+1 − xk‖22
]
.
(8)
The last inequality is due to ‖P0‖2 ≤ ‖P0‖F .
• If ‖P0‖F 6= 0, then letting δ = 1‖P0‖F yields
(a) ≤ ρk+1‖P0‖F
[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22]. (9)
Since ρk+1 ≤ ρ1 = ǫ1‖P0‖F , we obtain (7).
• If ‖P0‖F = 0, then letting δ = 1 yields
(a) ≤ ρk+1[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22]. (10)
Since ρk+1 ≤ ρ1 = ǫ1, (7) is also obtained.
Second, we want to achieve
(b) ≤ ǫ2
[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22]. (11)
Applying Young’s inequality on each term (b)i summed in (b) yields
(b)i ≤2ρk+1µk+1i
[ 1
2δi
‖yk+1 − xk+1‖22 +
δi
2
‖Pi‖22‖yk+1 − xk‖22
]
≤2ρk+1µk+1i
[ 1
2δi
‖yk+1 − xk+1‖22 +
δi
2
‖Pi‖2F ‖yk+1 − xk‖22
]
.
(12)
• If ‖Pi‖F 6= 0, then letting δi = 1‖Pi‖F yields
(b)i ≤ρk+1µk+1i ‖Pi‖F
[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22]
≤ρk+1µ˜k+1i ‖Pi‖F
[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22], (13)
where µ˜k+1i := λ
k
i + ρ
k+1| 12 (xk)TPixk + qTi xk + ri| ≥ µk+1i . If we can bound ρk+1µ˜k+1i ≤ ǫ2m‖Pi‖F , then we
can achieve
(b)i ≤
ǫ2
m
[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22]. (14)
By substituting ai = | 12 (xk)TPixk + qTi xk + ri| ≥ 0, bi = λki ≥ 0 and ci = ǫ2m‖Pi‖F > 0, we can rewrite
ρk+1µ˜k+1i − ǫ2m‖Pi‖F = ai(ρk+1)2 + biρk+1 − ci, which is simply a quadratic function of ρk+1 with parameters
ai, bi and ci. To achieve ρ
k+1µ˜k+1i ≤ ǫ2m‖Pi‖F is equivalent to find a proper value of ρk+1 that lets the quadratic
function reach below zero.
– If ai = 0 and bi = 0, then ρ
k+1 ∈ (0,+∞).
– If ai = 0 and bi > 0, then ρ
k+1 ∈ (0, ci
bi
].
– If ai > 0, then ρ
k+1 ∈ (0, −bi+
√
b2
i
+4aici
2ai
].
Since ρk+1 ≤ ρ2(xk,λk) ≤ ρ2i(xk,λk), it satisfies all the above three conditions, we obtain (14) and hence (11).
• If ‖Pi‖F = 0, then letting δi = 1 yields
(b)i ≤ρk+1µk+1i
[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22]
≤ρk+1µ˜k+1i
[‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22]. (15)
Similarly, if we can bound ρk+1µ˜k+1i ≤ ǫ2m , then we can also achieve (14). By substituting ai = | 12 (xk)TPixk +
qTi x
k + ri| ≥ 0, bi = λki ≥ 0 and ci = ǫ2m > 0, we can rewrite ρk+1µ˜k+1i − ǫ2m = ai(ρk+1)2 + biρk+1 − ci. The
same analysis can be followed as discussed in the case of ‖Pi‖F 6= 0.
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Third, we want to achieve
(c) ≤ ǫ3
[‖λk+1 − µk+1‖22 + ‖yk+1 − xk‖22]. (16)
By substituting P = (P1 · · ·Pm), we can rewrite
(c) = ρk+1
[
(λk+1 − µk+1)T (I ⊗ (xk + yk+1))TPT (yk+1 − xk)]. (17)
Applying Young’s inequality on the rewriting of (c) yields
(c) ≤ρk+1[ 1
2δ
‖λk+1 − µk+1‖22 +
δ
2
‖I ⊗ (xk + yk+1)T ‖22‖PT ‖22‖yk+1 − xk‖22
]
≤ρk+1[ 1
2δ
‖λk+1 − µk+1‖22 +
δ
2
‖xk + yk+1‖22‖PT‖2F ‖yk+1 − xk‖22
]
.
(18)
The last inequality is due to ‖I ⊗ (xk + yk+1)T ‖22 = ‖I‖22‖(xk + yk+1)T ‖22, ‖I‖2 = 1 and ‖(xk + yk+1)T ‖2 ≤
‖(xk + yk+1)T ‖F = ‖xk + yk+1‖2. Note that ‖PT‖F 6= 0, otherwise the QCQP is simply a QP.
• If ‖xk + yk+1‖2 6= 0, then letting δ = 1‖xk+yk+1‖2‖PT ‖F yields
(c) ≤ 1
2
ρk+1‖xk + yk+1‖2‖PT ‖F
[‖λk+1 − µk+1‖22 + ‖yk+1 − xk‖22]. (19)
If we can bound ρk+1‖xk + yk+1‖2 ≤ 2ǫ3‖PT ‖ , then (16) can be obtained. We first bound
ρk+1‖xk + yk+1‖2 − 2ǫ3‖PT‖F
=ρk+1‖2xk − ρk+1(P0xk + q0 +
m∑
i=1
λki (Pix
k + qi)
)‖2 − 2ǫ3‖PT ‖F
≤ρk+1[2‖xk‖2 + ρk+1‖P0xk + q0 +
m∑
i=1
λki (Pix
k + qi)‖2
]− 2ǫ3‖PT ‖F
(20)
By substituting a = ‖P0xk + q0 +
∑m
i=1 λ
k
i (Pix
k + qi)‖2 ≥ 0, b = 2‖xk‖2 ≥ 0 and c = 2ǫ3‖PT ‖F > 0, we can
rewrite ρk+1‖xk + yk+1‖2 − 2ǫ3‖PT ‖ ≤ a(ρk+1)2 + bρk+1 − c, which is simply a quadratic function of ρk+1 with
parameters a, b and c. To achieve ρk+1‖xk + yk+1‖2 ≤ 2ǫ3‖PT ‖ is equivalent to find the proper value of ρk+1 that
lets the quadratic function reach below zero.
– If a = 0 and b = 0, then ρk+1 ∈ (0,+∞).
– If a = 0 and b > 0, then ρk+1 ∈ (0, c
b
].
– If a > 0, then ρk+1 ∈ (0, −b+
√
b2+4ac
2a ].
Since ρk+1 ≤ ρ3(xk,λk), it satisfies all the above three conditions, we obtain (16).
• If ‖xk + yk+1‖2 = 0, then letting δ = 1 yields
(c) ≤ 1
2
ρk+1
[‖λk+1 − µk+1‖22 + ‖yk+1 − xk‖22] (21)
Since ρk+1 ≤ ρ3(xk,λk) ≤ 2ǫ3, (16) is also obtained.
Fourth, we want to achieve
(d) ≤ ǫ4
[‖λk+1 − µk+1‖22 + ‖yk+1 − xk‖22]. (22)
By substitutingQ = (q1 · · ·qm), we can rewrite
(d) = 2ρk+1
[
(λk+1 − µk+1)TQT (yk+1 − xk)]. (23)
Applying Young’s inequality on the rewriting of (d) yields
(d) ≤2ρk+1[ 1
2δ
‖λk+1 − µk+1‖22 +
δ
2
‖QT‖22‖yk+1 − xk‖22
]
≤2ρk+1[ 1
2δ
‖λk+1 − µk+1‖22 +
δ
2
‖QT‖2F ‖yk+1 − xk‖22
]
.
(24)
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• If ‖QT ‖F 6= 0, then letting δ = 1‖QT ‖F yields
(d) ≤ ρk+1‖QT ‖F
[‖λk+1 − µk+1‖22 + ‖yk+1 − xk‖22]. (25)
Since ρk+1 ≤ ρ4 = ǫ4‖QT ‖F , we obtain (22).
• If ‖QT ‖F = 0, then letting δ = 1 yields
(d) ≤ ρk+1[‖λk+1 − µk+1‖22 + ‖yk+1 − xk‖22]. (26)
Since ρk+1 ≤ ρ4 = ǫ4, (22) is also obtained.
Fifth, we want to achieve
(e) ≤ ǫ4
[‖µk+1 − λk‖22 + ‖yk+1 − xk+1‖22]. (27)
We rewrite
(e) = 2ρk+1
[
(µk+1 − λk)TQT (yk+1 − xk+1)], (28)
and apply Young’s inequality to obtain that
(e) ≤2ρk+1[ 1
2δ
‖µk+1 − λk‖22 +
δ
2
‖QT ‖22‖yk+1 − xk+1‖22
]
≤2ρk+1[ 1
2δ
‖µk+1 − λk‖22 +
δ
2
‖QT ‖2F‖yk+1 − xk+1‖22
]
.
(29)
• If ‖QT ‖F 6= 0, then letting δ = 1‖QT ‖F yields
(e) ≤ ρk+1‖QT ‖F
[‖µk+1 − λk‖22 + ‖yk+1 − xk+1‖22]. (30)
Since ρk+1 ≤ ρ4 = ǫ4‖QT ‖F , we obtain (27).
• If ‖QT ‖F = 0, then letting δ = 1 yields
(e) ≤ ρk+1[‖µk+1 − λk‖22 + ‖yk+1 − xk+1‖22]. (31)
Since ρk+1 ≤ ρ4 = ǫ4, (27) is also obtained.
Last, we want to achieve
(f) ≤ ǫ5
[‖µk+1 − λk‖22 + ‖yk+1 − xk+1‖22] (32)
We rewrite
(f) = 2ρk+1
[
(µk+1 − λk)T (I ⊗ (xk)T )(yk+1 − xk+1)] (33)
Applying Young’s inequality on the rewriting of (f) yields:
(f) ≤2ρk+1[ 1
2δ
‖µk+1 − λk‖22 +
δ
2
‖I ⊗ (xk)T ‖22‖yk+1 − xk+1‖22
]
≤2ρk+1[ 1
2δ
‖µk+1 − λk‖22 +
δ
2
‖xk‖22‖yk+1 − xk+1‖22
] (34)
The last inequality is due to ‖I ⊗ (xk)T ‖22 = ‖I‖22‖(xk)T ‖22, ‖I‖2 = 1 and ‖(xk)T ‖F = ‖xk‖2.
• If ‖xk‖2 6= 0, then letting δ = 1‖xk‖2 yields
(f) ≤ ρk+1‖xk‖2
[‖µk+1 − λk‖22 + ‖yk+1 − xk+1‖22] (35)
Since ρk+1 ≤ ρ5(xk) = ǫ5‖xk‖2 , we obtain (32).
• If ‖xk‖ = 0, then letting δ = 1 yields
(f) ≤ ρk+1[‖µk+1 − λk‖22 + ‖yk+1 − xk+1‖22] (36)
Since ρk+1 ≤ ρ5(xk) = ǫ5, (32) is also obtained.
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The summation of terms (a) to (f) can now be bounded as:
(a)+ (b)+ (c)+ (d)+ (e)+ (f) ≤ (ǫ1 + ǫ2 + ǫ4 + ǫ5)‖yk+1 − xk+1‖22
+(ǫ1 + ǫ2 + ǫ3 + ǫ4)‖yk+1 − xk‖22 + (ǫ3 + ǫ4)‖µk+1 − λk+1‖22 + (ǫ4 + ǫ5)‖µk+1 − λk‖22
≤( 5∑
s=1
ǫs
)(‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22 + ‖µk+1 − λk+1‖22 + ‖µk+1 − λk‖22)
≤(1− ǫ0)
(‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22 + ‖µk+1 − λk+1‖22 + ‖µk+1 − λk‖22).
(37)
Substituting it back into (6), we have for all k ≥ 0:
‖xk+1 − x∗‖22 + ‖λk+1 − λ∗‖22 ≤ ‖xk − x∗‖22 + ‖λk − λ∗‖22
−ǫ0
(‖yk+1 − xk+1‖22 + ‖yk+1 − xk‖22 + ‖µk+1 − λk+1‖22 + ‖µk+1 − λk‖22), (38)
which implies for all k ≥ 0:
0 ≤‖xk+1 − x∗‖22 + ‖λk+1 − λ∗‖22 ≤ ‖xk − x∗‖22 + ‖λk − λ∗‖22
≤‖xk−1 − x∗‖22 + ‖λk−1 − λ∗‖22 ≤ · · · ≤ ‖x0 − x∗‖22 + ‖λ0 − λ∗‖22.
(39)
It further implies that the sequence {‖xk − x∗‖22 + ‖λk − λ∗‖22} is monotonically decreasing and bounded below by
0; hence the sequence must be convergent to a limit, denoted by ξ:
lim
k→+∞
‖xk − x∗‖22 + ‖λk − λ∗‖22 = ξ. (40)
Taking the limit on both sides of (38) yields:
lim
k→+∞
‖yk+1 − xk+1‖22 = 0, lim
k→+∞
‖yk+1 − xk‖22 = 0,
lim
k→+∞
‖µk+1 − λk+1‖22 = 0, lim
k→+∞
‖µk+1 − λk‖22 = 0.
(41)
Additionally, (40) also implies that {(xk,λk)} is a bounded sequence, and there exists a sub-sequence {(xkj ,λkj )}
that converges to a limit point (x∞,λ∞). We next show that the limit point is indeed a saddle point and is also the
unique limit point of {(xk,λk)}. Given any x ∈ Rn, we have:
2ρk+1
[L(xk+1,µk+1)− L(x,µk+1)]
=2ρk+1
{[1
2
(xk+1)TP0x
k+1 − 1
2
xTP0x+ q
T
0 (x
k+1 − x)
]
+
[ m∑
i=1
µk+1i
(1
2
(xk+1)TPix
k+1 − 1
2
xTPix+ q
T
i (x
k+1 − x))]}
=2ρk+1
[− 1
2
(xk+1 − x)TP0(xk+1 − x)−
m∑
i=1
µk+1i
1
2
(xk+1 − x)TPi(xk+1 − x)
]
︸ ︷︷ ︸
(∆)
+2ρk+1
[
(xk+1)TP0(x
k+1 − x) + qT0 (xk+1 − x)
+
m∑
i=1
µk+1i
(
(xk+1)TPi(x
k+1 − x) + qTi (xk+1 − x)
)]
≤2ρk+1
[
(xk+1)TP0(x
k+1 − x) + qT0 (xk+1 − x)
+
m∑
i=1
µk+1i
(
(xk+1)TPi(x
k+1 − x) + qTi (xk+1 − x)
)]
.
(42)
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The positive semi-definiteness of each Pi for all i = 0, 1, . . . ,m guarantees the non-positiveness of (∆), which lets
the last inequality hold. Applying Lemma 3.1 on Lemma 3.2 with z¯ = xk+1, z¯ = xk and z = x yields:
2ρk+1
[
(yk+1)TP0x
k+1 + qT0 x
k+1 + r0 +
m∑
i=1
µk+1i
(
(yk+1)TPix
k+1 + qTi x
k+1 + ri
)]
−2ρk+1[(yk+1)TP0x+ qT0 x+ r0 +
m∑
i=1
µk+1i
(
(yk+1)TPix+ q
T
i x+ ri
)]
≤‖xk − x‖22 − ‖xk+1 − x‖22 − ‖xk+1 − xk‖22
≤(‖xk − xk+1‖22 + ‖xk+1 − x‖22)− ‖xk+1 − x‖22 − ‖xk+1 − xk‖22 = 0.
(43)
Adding the above two inequalities yields
2ρk+1
[L(xk+1,µk+1)− L(x,µk+1)]
+2ρk+1
[
(yk+1 − xk+1)TP0(xk+1 − x) +
m∑
i=1
µk+1i
(
(yk+1 − xk+1)TPi(xk+1 − x)
)] ≤ 0. (44)
Taking the limits over an appropriate sub-sequence {kj} on both sides and using (41), we have:
L(x∞,λ∞) ≤ L(x,λ∞), ∀x ∈ Rn. (45)
Similarly, given any λ ≥ 0, applying Lemma 3.1 on Lemma 3.2 with z¯ = λk+1, z¯ = λk and z = λ yields
2ρk+1
[L(yk+1 ,λ)− L(yk+1,λk+1)]
≤‖λk − λ‖22 − ‖λk+1 − λ‖22 − ‖λk+1 − λk‖22
≤(‖λk − λk+1‖22 − ‖λk+1 + λ‖22)− ‖λk+1 − λ‖22 − ‖λk+1 − λk‖22 = 0.
(46)
Taking the limits over an appropriate sub-sequence {kj} on both sides and using (41), we have:
L(x∞,λ) ≤ L(x∞,λ∞), ∀λ ≥ 0. (47)
Therefore, we show that (x∞,λ∞) is indeed a saddle point of the Lagrangian function L(x,λ). Then (40) implies
that
lim
k→+∞
‖xk − x∞‖22 + ‖λk − λ∞‖22 = ξ. (48)
limkj→+∞‖xkj − x∞‖22 + ‖λkj − λ∞‖22 = 0 further implies that ξ = 0. Therefore, we show that {(xk,λk)}
converges globally to a saddle point (x∞,λ∞). 
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