Abstract-This paper compares different speed acquisition methods for their performance in high-end servo drives. Starting from the industry-standard low-pass filter, filters and observers dealing with mechanical resonance, the use of acceleration information, and encoder signal correction methods are investigated. This paper is outstanding in comparing all methods experimentally on the same setup. Finally, a ranking in terms of performance is given.
INTRODUCTION
The P/PI cascaded control structure using a position encoder for feedback is the standard configuration in servo control. For a good disturbance rejection, high control gains are needed, while moderate gains will result in good steady-state performance. Steady-state performance is also strongly influenced by the quality and delay of feedback information. During work, it turned out that mechanical oscillations are in fact the key problem limiting controller gain, despite their high resonance frequencies of about 900 Hz and 1300 Hz.
In this paper, several methods to acquire an actual speed signal are compared in terms of allowing a high-gain control loop also achieving a good steady-state performance. All speed acquisition methods were tested experimentally at the same setup, allowing a reliable ranking. The results have been published in detail in [1] .
For a good performance, a highly dynamic yet noise-free speed signal is required. As a first approach, this was tried to achieve using different filtering methods (section II). The industry-standard methods are low-order low-pass filters. If resonance at known frequencies is limiting the achievable perfromance, the filters can be chained with notch filters to keep the critical frequencies out of the control spectrum. Predictive filters [2] [3] are based on polynomial or other extrapolation methods to predict the input signal sequence into the future. They promise a good signal smoothing without introducing delay. However, their frequency-domain behavior makes it necessary to consider the plant resonant frequencies.
Section III investigates the use of observers. Observers using a rigid-body system model are tested in [4] [5] with good results, both times on linear motor setups without load experiments. The good results have been confirmed for setups with encoders supplying only incremental information (no sine signals) [6] . To deal with mechanical resonance, observers were tested that use a resonant mechanical model of the setup. Most publications on this subject are limited on two-inertia models, pointing out that higher-order systems can be approximated this way [7] . A reference investugating threeinertia system models is [8, 9] .
Details and results concerning filters and observers have also been published in [10] [11] . A possibility to improve the feedback signal quality without adding delay is the correction of systematic encoder errors, as discussed in section III. Various methods have been published [12] [13] [14] , with the result that the corrected signal's deviation is up to 10 times lower than the uncorrected signal's.
Details concerning encoder signal correction have been published in [15] .
The use of acceleration sensing is investigated in section VI. Acceleration is measured by a Ferraris acceleration sensor [16] . This signal can be processed using an acceleration observer [8, [17] [18] [19] or acceleration feedback [20] [21] [22] . While an acceleration observer aims at improving the speed signal in terms of smoothness and delay, the goal of acceleration feedback is enhancing control stiffness and improving the robustness against a varying load inertia.
Some controls were also tested at a four times faster control timing, and performance was compared to the original results.
The experimental setup is shown in fig. 1 . It consists of two coupled 2.2 kW permanent magnet servo motors. An incremental position encoder with sinusoidal signal output and an acceleration sensor are fixed to the drive servo. The fixing required a short extension sleeve that causes mechnical compliance, thus contributing to oscillation problems. Two position encoders were tested: a 2048-line and a 5000-line encoder from different manufacturers. A second acceleration sensor is mounted at the coupling between the two servos, a better location with respect to resonance.
Position and speed control is realized on a PC with realtime operation system RTTarget. Current control is done by a bang-bang controller realized in analogue hardware. Fig. 2 shows the investigated control structure. Filters ore observers are used as block (2) . Encoder signal correction takes place in block (1) . Acceleration feedback (if used) is a dedicated block (3).
To allow an easy comparison, all control loops investigated in this paper are tuned to an equal steady-state behavior in the experiment, i. e. such that the r.m.s speed deviation during speed control was equal. The speed deviation limit was chosen 0.1 rad/s for controls using the 2048-line encoder, and 0.07 rad/s with the 5000-line encoder. This way, the actual speed quality and audible noise were comparable.
The position control system's dynamic stiffness against load changes is then used as a performance measure.
II. SPEED COMPUTATION USING FILTERS
In a first approach, the speed signal was computed using low-pass filters of 1 st to 3 rd order according to the Butterworth and chebycheff optimizations. The low-pass filters were chained with an ideal differentiation to compute the speed signal out of position information. and converted to discretetime domain.
Experiments results for all low-pass filters are similar. Performance shrinks with increasing filter order, thus filters of higher order than 3 were not investigated. Obviously for the used setup, a steeper stop band behavior at the expense of a higher delay time constant does not pay, because the resonance frequencies allow a high control loop bandwidth even when lightly damped. However, the control loop without any filter was found to be unusable. The 2 nd and 3 rd oder filter according to Chebyscheff optimization showed a similar performance according to the chosen measure. However, they lack the dynamic stiffness that would have been expected from the controller gain, if the ratio is compared to other filters. Additionally, in the load step experiments, both Chebyscheff filter controls show an overshoot of position, which is very problematic in most practical cases.
To design a notch filter, the center frequency and bandwidth have to be specified. Care must be taked about the fact that the frequency of maximum suppression is shifted when chaining other filters or, in case of low-frequency resonance, even by the speed controller. Thus, the center frequency should be selected by try-and-error regarding the closed-loop transfer function.
The low pass plus notch filters perform significantly better than simple low pass filters. The reason is that the notch filter achieves a much better suppression of the 970 Hz resonant frequency while contributing only few to the phase lag.
Several types of predictive filters exist. They are based on extrapolation equations predicting future samples of the input signal. A typical Bode plot of a predictive filter is shown in fig.  3 . The most remarkable aspects are regular "notch" frequencies where the filter gain is minimal. Below the first notch frequency, the filter gain has a large maximum; this is called the "gain peak" and is typical for all predictive filters. There is a small band after zero where the filter's group delay is negative; this is called the "prediction band".
Due to their special frequency-domain behavior, predictive filters should be designed similarly to notch filters, i. e. the filter's first natural "notch" should be placed at the setup's first resonant frequency. This is possible approximately by chosing the filter order. However, since the filters take into account frequency information, the results must compete with those of low-pass plus notch filter combinations. If the resonant frequency is not exactly known, the filter may -by bad chancebe designed so that its second gain maximum appears at the resonant frequency. This case has also been tested; the performance is lower than with a low-pass filter, but still in a sensible range. Care must only be taken that the (first) gain peak stays below the critical frequency range; this is a design criterion similar to a low-pass filter. These facts suggest that RLSN predictive filters are also possible to handle in industrial applications.
In this project, best results were achieved with RLSN predictors [3] . If designed with knowledge of the resonant frequencies, its performance is better than the best conventional filter combination.
A comparison of results with 2048-line and 5000-line encoder indicates that the filter controls profit from the better position signal, though the speed error limit has been reduced. This is due to the fact that the resonant frequencies are excited by speed signal noise times filter gain at the respective frequency times controller gain. If the speed noise is reduced, the filter gain at the resonant frequency may be higher without exciting the plant above its passive damping capability.
III. SPEED ESTIMATION USING OBSERVERS
The simplest model for a controlled servo system is the rigid-body model, which is shown in fig. 4 (with plant inertia J, torque constant k T , estimated load torque t L , reference current in the quadrature axis i q , speed Ω, encoder angle θ, and feedback constants k 1,2,3 ). All system states and model parameters are estimated values and therefore marked with a hat. The reference current is used here instead of the actual value because actual current is not known to the control PC, and current control is considered ideal. To observe the load torque, an integrator is used which gets its input only from the feedback signal. Load and motor torque are integrated two times to get the estimated position angle, which is compared to the sensor angle to compute the observer feedback.
For observer design, the first method tested was placing all three poles to one negative real location. This method is recommended in several publications, such as [4] [5] .
A second way is to place the observer's eigenvalues to those of a 3rd order Butterworth filter. This is also called the damping optimum. The goal of this placement is to achieve an optimum attenuation for disturbances beyond the filter's cutoff frequency. The time constant is altered by changing the cutoff frequency.
Finally, the static Kalman filter design method was used This method is based on the idea of a state space system that is disturbed by white noise added to the system equations and sensor outputs. The covariance matrices of system noise Q and sensor noise R are specified, and the feedback coefficients are chosen for a statistically optimal estimation. Best results were achieved with only the load torque considered disturbed. This means that only the scalar R and one diagonal element of Q receive values different from zero; the quotient of both velues determines observer feedback.
The performance results using rigid-body observers are very poor, compared to those achieved with simple low-pass and notch filters. The simple rigid-body observer performs weaker than a low-pass filter. This can be explained looking at the transfer functions of rigid-body observers: Both observers do not achieve a low-pass behavior comparable to 3 rd order low-pass filters. The rigid-body observer neither implements knowledge about the resonance, nor suppress it sufficiently, which is an explanation for the poor performance.
The resonant plant models are shown in fig. 5 . As opposed to most publications, the resonance of the encoder mount is not negligible. It is even more important than the resonance between servo and load, since it causes a phase shift between sensor and actuator of the plant. Thus, as a first approach, this resonance is modeled as a two-inertia system ( fig. 5(a) ). A more advanced model consideres encoder fixing, drive and load as three inertias ( fig. 5(b) ).
The structure of the three inertia model is shown in fig. 6 . The two-inertia model is constructed by leaving out the paths containing c 12 and J 2 . It consists of the two inertias (J 0 : encoder mount, J 1 : machines), the elastic coupling with spring constant c 01 , the integrator for modeling the encoder angle and the integrator estimating the load torque. The load torque was modeled as affecting both inertias equally. This is not physically correct, but decouples the load torque observer from system oscillations, leading to better observer performance. The proportional part of the PI speed controller was implied in the system model as if it was part of the system; this path is depicted as a dashed line in fig. 6 .
The identification procedure of the resonant system models is described in [23] .
Best results were achieved with an observer similar to [9] : The encoder angle is derived and compared to the modeled encoder speed, the difference is used for feedback. Other structures were tested, but performed weaker.
For design, the method of eigenvalue placing was used. Though the eigenvalues of an observer can be placed arbitrarily in general, the usual pole placing strategies led to poor results. Better results were obtained when the poles were placed in a configuration not too far away from the system's natural pole locations.
The pole locations of an undamped three-inertia system are two pole pairs on the imaginary axis representing the resonant frequencies, and one pole at zero representing the integration form torque to speed. Best results were achieved by shifting those poles by a small distance to the negative real direction; the optimum distance for both frequencies has to be handtuned. in addition, the absolute value was changed only little, in order to move it away from the encoder oscillation range at 1000 to 1300 Hz. The two poles at the origin could be moved far to the left.
The observers for two-and three-inertia systems do implement knowledge about the mechanical resonance in a physically quite correct way. As a result, their performance is significantly better than that of a filter.
Best performance is achieved using the observer for a three-inertia system; however, performance of the two-inertia system counterpart is not much lower. Regarding the fact that the two-inertia system model is much easier to identify and compute, this speaks for the latter. On the other hand, results of the three-inertia observers are more reliable with different feedback designs, because the model is more correct.
Concerning the pole placing, placing to stronger damped locations was not successful. It increased the noise in the feedback signal without achieving a better damping effect of the whole control. Placing the observer's poles to stronger damped locations is necessary if the model precision is lower.
The results achieved with the 5000-line encoder and resonant system observers are not much better than those with 2048-line encoder; this indicates that an observer-based control does not depend as much on sensor quality as a filter-based control does.
IV. ACTIVE DAMPING AND STATE CONTROL
Fassnacht [9] reported that active damping of a three-inertia plant is possible using only a PI controller. This is also true for the setup regarded here, however the achievable damping is much lower; and it is necessary to use the motor speed rather than the sensor speed. As opposed to the standard case, sensor and actuator of the plant regarded here represent different inertias. At the oscillation frequency, these two masses will oscillate in phase opposition to each other. If speed is measured on one of them and fed back to the other, the oscillation will be excited instead of damped. This is the reason why active damping is not possible for this setup using only a PI controller.
The used state controller was omtimized to actively damp the 1 st resonant frequency, which is dominant in practise. Pole placing was done similarly to observer design, shifting the pole pair representing the 1 st resonant frequency further to the left than the other pole pair. A lot of tuning was required to find the optimum combination.
The effect of active damping is seen best regarding a stepwise setpoint change of the speed control. The step excites the plant's resonant frequencies, and the current limit prevents damping by the controller. As soon as the current limit is left, damping starts. Fig. 7 shows measured graphs of reference current i q and encoder speed Ω 0 using different controls. Fig. 7(b) shows that the state controller is able to damp out the oscillation within two periods. The PI controller using an observer (a) provides only a weak active damping.
The used state controller has a rather low open loop speed gain and achieved only a low dynamic stiffness. Gain cannot be raised further because of the steady-state performance required. This is the price for active damping: it does not contribute to dynamic stiffness, but creates inquietude in the control system, thus reducing the allowable controller gain.
V. CORRECTION OF SYSTEMATIC ERROS IN SINUSOIDAL ENCODER SIGNALS
Sensor signals have two categories of errors: systematic errors and noise. While hardly anything can be done about noise -except filtering, with the disadvantage of introducing a phase lag-, systematic errors may be identified and compensated, because they appear every time in a specific way.
The main systematic errors of sine encoder signals are gain, phase, and offset errors. In addition, the sine shape might be imperfect, i. e. harmonics of the sinewave may occur in the signals. For example, many encoders with lower line count produce signals tending to triangular shape.
Three methods for encoder signal correction have been investigated in this project:
• a position error lookup table [12] • a parametric lookup table [12, 13] • the GPOC on-line correction algorithm [14] The parametric lookup table was found more robust and easy to handle. This method does not cover harmonic errors; this is still possible with additional effort, but the perfromance improvement is low. The GPOC on-line correction algorithm poses the problem of finding suitable feedback parameters; it was found that a wide range of parameter sets yields good results. The performance is not much lower than with the tablebased methods, such that this method is interesting for industrial applications.
The first measurements were carried out on a recorded sample of a run-down experiment, trying to improve the smoothness by applying the different correction methods. For the 2048-line encoder, no major improvement could be achieved because this encoder's errors consist mainly of noise. For the 5000-line encoder, the speed error could be improved by a factor of up to 10 in the respective frequency range.
Performance of the correction methods in a control loop was measured at setup I, using tables from setup II. Several controls using different encoder error correction and speed acquisition methods were designed so that the r.m.s deviation of speed achieved at no-load operation was about 0.055 rad/s, regarding signals corrected with the parametric table and harmonic correction method. This made it possible to distinguish a reduction of encoder signal deviation from real improvement of drive speed smoothness.
Error correction improves the performance of all controls, while the performance difference between the three correction methods is small. There is an advantage for controls using filters for speed acquisition, but improvement is hardly measurable for highly dynamic controls using resonant system observers.
VI. USING ACCELERATION INFORMATION
A method for improving the speed signal with the help of the Ferraris sensor is the speed observer [17] [18] [19] , as shown in fig. 8 . The Ferraris sensor's acceleration signal is integrated, forming a speed signal that can directly be used for speed control. To prevent drift, the difference to the speed signal acquired from the position sensor is fed back by a PI element.
A suitable pole placement strategy for this observer is using two negative real locations. The locations then represent the cutoff frequency of drift compensation and a "switch-over" frequency above which the acceleration signal is used to compute the speed.
Stoeppler and Douglas [19] propose a way to compensate the sensor's phase lag.
The speed observer using acc. sensor I performs very bad. This is because this sensor, which is mounted together with the encoder, is also subject to the 870 Hz resonance. Thus, the signal would need low-pass filtering which is not provided by the low lag of the ACC94. Controller gain must be drastically reduced to limit control bandwidth, or additional low-pass filters have to be used that reduce the advantage drastically.
In this case, an acceleration sensor with a time constant of 227 µs, which is the time constant of the 1st order low-pass filter that yielded best results, would most likely have provided better results than the low-pass filter controls.
Much better results were achieved using acc. sensor II, which is mounted on the other end of the drive, with a substantially stiffer connection. Since the high-frequency part of the speed signal is provided by the acceleration sensor, it is now possible to extend the controller gain disregarding the 870 Hz resonance. The results are in the range of those achieved using low-pass + notch combinations, without knowing the resonant frequencies at all.
Another possibility is acceleration feedback as shown in fig. 9(a) , with the acceleration signal acquired either from the acceleration or the position [20] . This measure improves the robustness against a varying load inertia, because acceleration feedback acts as a virtual inertia that does not require a higher motor power. Acceleration control [21] [22] , shown in fig. 9(b) , meaning the insertion of a acceleration control loop inside the speed loop, is exactly the same structure except a proportional gain in the feedforward path that is compensated when designing the speed controller.
Acceleration feedback or control is regarded as a means to improve the robustness against load inertia changes [21] or to improve disturbance rejection [22] .
In reality, the acceleration signal has an intrinsic phase lag, that is not shown in fig. 9 , and additional low-pass filtering may be used. During the experiments, it turned out that acceleration feedback without filtering did not produce sensible results using either acceleration sensor.
To examine the benefit of acceleration feedback in terms of dynamic stiffness, simulations were carried out with various combinations of 1st to 4th order filters and different feedback gains. A rigid-body model neglecting resonance was used, thus the results were are of general significance. The main result was that the feedback filter order and cutoff frequency do not influence the achieved dynamic stiffness. Stiffness is only improved by raising the feedback gain K α ; up to a certain gain where the control loop loses stability.
Yet it is not sensible to compensate the acceleration sensor's lag completely. The configuration of servo, shaft and coupling flange still has a resonant frequency around 3000 Hz. If this resonance is not suppressed by a low-pass, it again limits the controller gain.
The feedback of filtered acceleration from acc. sensor II, however, produces equal results using 1 st to 4 th order filters. It is remarkable that filter order and cutoff frequency do not influence performance measurably; only very low cutoff frequencies below 100Hz are not usable for high-order filters, because they yield low-frequency oscillations.
With acc. sensor I, the same acceleration feedback gain and thus an equal performance can be achieved; filters with low cutoff frequency have to be chosen because of the resonant sensor mount.
Using the 2 nd derivative of the encoder position signal for acceleration feedback is possible only if filters with low cutoff frequency, because the signal suffers from a lot of differentiation noise and a resonant mount. The results are not as good as when using an acceleration sensor, even choosing filters with lower cutoff frequency is not successful. Table 1 shows a ranking of the speed acquisition and control methods that were successfully tested. The methods are distinguished by the necessary hardware; faster timing is also a hardware requirement because it means the need of a faster DSP. The cell background indicates the need of information about the system. Best results were achieved using resonant system observers (and PI control) at fast timing. Resonant system observers are rather insensitive to sensor precision issues, be it resolution, signal correction, or increased differentiation noise due to a faster sampling rate. The results achieved with 2-and 3-inertia system observers are nearly equal, making the 2-inertia observer recommendable because the model is less difficult to identify and compute.
VII. COMPARISON OF RESULTS
Notch filtering is a good method of improving the results with only coarse information about the resonant system. RLSN predictive filters perform even better, with less precision required in the frequency information.
The encoder and acceleration sensor mount as used with this setup cannot be recommended because it is a major source of resonance. Two alternatives exist: On the one hand, combined position and acceleration sensors in a single housing have been announced. On the other hand, an acceleration sensor is easy to mount at different locations of the plant, because only a metal disc with coarse tolerances must be connected to the shaft. This advantage may be used to acquire a speed signal that is optimal concerning mechanical resonance. Among the two methods of using an acceleration sensor, the speed observer performs better if an optimal location is chosen for the sensor, i. e. using sensor II on the setup regarded here. Another advantage is that the observer design depends only on the two sensors' parameters, not on mechanical parameters of the plant. Concerning acceleration feedback (or acceleration control, which is equivalent), an interesting point was that the delay in the acceleration feedback path does not influence performance within a wide range. This makes it possible to use any location on the axes for the acceleration sensor, since a low-pass filter can be used to cut off the resonant frequencies.
When designing an acceleration sensor, a trade-off must be found between a low delay, requiring small magnetic poles and a high-resistance disc, and a sufficient signal voltage to keep the noise low in relation. For use in the speed observer, the optimal acceleration sensor delay would be a delay that is sufficiently high to function as the low-pass filter in the speed control loop. This was around 150µs for the setup regarded here. For using acceleration feedback, the delay is not important. However, adding low-pass characteristic is much easier than compensating delay, thus it seems sensible to manufacture faster sensors. If the acceleration signal is used for acceleration feedback, delay is not important.
Rigid-body system observers did not show any advantage in this paper, because they yield nonoptimal frequency characteristics. In literature, improvements due to rigidbody observers have been reported with incremental position encoders (without continuous interpolation), or, on the other hand, for highprecision positioning.
Correction of encoder errors, from the results of this paper, yields only a low improvement with simple speed acquisition methods, and none in connection with observers. There is an advantage concerning precision positioning or measurement, and the case may also be different for low-resolution encoders. In any case, encoder correction is useless when the encoder errors consist mainly of noise. The performance differences between the investigated encoder correction methods are only small. The comparison of results with different sensors revealed that a control using filters is strongly dependent on the encoder signal quality. Using an observer, performance is quite independent from the signal quality; therefore, cheaper sensors can be used. The improvement from 2048-line to 5000-line encoder yielded equal results as adding notch filters; 5000-line encoder together with notch filtering is equipollent to the best controls achieved using the 2048-line encoder.
At a faster control timing, the gain that may be used with respect to the steady-state performance requirements is approximately the same. Anyway, a significantly better dynamic stiffness is possible with observer controls. However, controls using filters for speed acquisition do not profit from faster sampling; an explanation could be that 10 kHz sampling rate is yet so much that sampling time is not limiting performance, whereas an increased sampling rate yields increased differentiation noise.
Active damping of the resonant frequency using a state controller is possible. However, in case of the setup regarded here, it creates additional inquietude in the system without contributing to dynamic stiffness; thus, the allowable control gain with respect to steady-state performance is reduced.
