Abstract: Reemergence of deep Neural Networks (CNNs) has lead to high-performance supervised learning 1 algorithms for the Electro-Optical (EO) domain classification and detection problems. This success is possible 2 because generating huge labeled datasets has become possible using modern crowdsourcing labeling platforms 3 such as Amazon Mechanical Turk that recruit ordinary people to label data. Unlike the EO domain, labeling 4 the Synthetic Aperture Radar (SAR) domain data can be a lot more challenging and for various reasons using 5 crowdsourcing platforms is not feasible for labeling the SAR domain data. As a result, training deep networks 6 using supervised learning is more challenging in the SAR domain. In the paper, we present a new framework to 7 train a deep neural network for classifying Synthetic Aperture Radar (SAR) images by eliminating the need for 8 huge labeled dataset. Our idea is based on transferring knowledge from a related EO domain problem, where 9 labeled data is easy to obtain. We transfer knowledge from the EO domain through learning a shared invariant 10 cross-domain embedding space that is also discriminative for classification. To this end, we train two deep 11 encoders that are coupled through their last year to map data points from the EO and the SAR domains to the 12 shared embedding space such that the distance between the distributions of the two domains is minimized in the 13 latent embedding space. We use the Sliced Wasserstein Distance (SWD) to measure and minimize the distance 14 between these two distributions and use a limited number of SAR label data points to match the distributions 15 class-conditionally. As a result of this training procedure, a classifier trained from the embedding space to the 16 label space using mostly the EO data would generalize well on the SAR domain. We provide theoretical analysis 17 to demonstrate why our approach is effective and validate our algorithm on the problem of ship classification in 18 the SAR domain by comparing against several other learning competing approaches. 
Introduction

22
Historically and prior to emergence of machine learning, most imaging devices were designed first to 23 generate outputs that are interpretable by humans, mostly natural images. As a result, the dominant visual data different classes and can be used for classification. For example, The trained encoder sub-network of the 136 autoencoder can be concatenated with a classifier network and both would be fine-tuned using the labeled portion 137 of data to map the data points to the label space. In other words, the deep encoder is used as a task-dependent 138 feature extractor. Hansen et al. [5] proposed to transfer knowledge using synthetic SAR images which are easy to 139 generate and are similar to real images. Their idea is to to generate a simulated dataset for a given SAR problem 140 based on simulated object radar reflectivity. Upon generating the synthetic labeled dataset, it can be used to 141 pretrain a CNN network prior to presenting the real data. The pretrained CNN then can be used an initialization 142 for the real SAR domain problem. Due to the pretraining stage and similarities between the synthetic and the 143 read data, the model can be thought of a better initial point and hence fine-tuned using fewer real labeled data 144 points. Zhang et al. [11] propose to transfer knowledge from a secondary source SAR task, where labeled data is 145 available. Similarly, a CNN network can be pretrained on the task with labeled data and then fine-tuned on the 146 target task. Lang et al. [13] use automatic identification system (AIS) as the secondary domain for knowledge 147 transfer. AIS is a tracking system for monitoring movement of ships that can provide labeling information. Shang 148 et al. [9] amend a CNN with an information recorder. The recorder is used to store spatial features of labeled 149 samples and the recorded features are used to predict labels of unlabeled data points based on spatial similarity to 150 increase the number of labeled samples. Finally, Weng et al. [12] use an approach more similar to our framework.
151
Their proposal is to transfer knowledge from EO domain using VGGNet as a feature extractor in the learning 152 pipeline, which itself has been pretrained on a large EO dataset. Despite being effective, the common idea of 153 these past works is mostly using a deep network that is pretrained using a secondary source of knowledge, which 154 is then fine-tuned using few labeled data points on the target SAR task. Hence, knowledge transfer occurs as a 155 result of selecting a better initial point for the optimization problem using the secondary source. We follow a 156 different approach by recasting the problem as a domain adaptation (DA) problem [17] , where the goal is to adapt 157 a model trained on the source domain to generalize well in the target domain. Our contribution is to demonstrate 158 how to transfer knowledge from EO imaging domain in order to train a deep network for the SAR domain. The 159 idea is to use a related EO domain problem with abundant labeled data when training a deep network on a related 160 EO problem with abundant labeled data and simultaneously adapt the model considering that only few labeled 161 SAR data points are accessible. In our training scheme, we enforce the distributions of both domains to become 162 similar within a mid-layer of the deep network.
163
Domain adaptation has been investigated in the computer vision literature for a broad range of application 164 for the EO domain problems. The goal in domain adaptation is to train a model on a source data distribution 165 with sufficient labeled data such that it generalizes well on a different, but related target data distribution, where 166 labeling data is challenging. Despite being different, the common idea of DA approaches is to preprocess data 167 from both domains or at least the target domain such that the distributions of both domains become similar 168 after preprocessing. Doing, a classifier which is trained using the source data, can also be used on the target 169 domain due to post-processing similar distributions. In this paper, we consider that two deep convolutional neural 170 networks preprocess data to enforce both EO and SAR domains data to have similar probability distributions. To 171 this end, we couple two deep encoder sub-networks with a shared output space to model the embedding space.
172
This space can be considered as an intermediate embedding space between the input space from each domain 173 and the label space of a classifier network that is shared between the two domains. These deep encoders are 174 trained such that the discrepancy between the source and the target domain distributions is minimized in the 175 shared embedding space, while overall classification is supervised mostly via the EO domain labeled data. This 176 procedure can be done via adversarial learning [21] , where the distributions are matched indirectly. We can also 177 formulated an optimization problem with probability matching objective to match the distributions directly [22] .
178
We use the latter apporach for in our approach.
179
In order to minimize the distance between two probability distributions, we need to select a measure of 180 distance between two empirical distributions and then minimize it using the training data from both domains.
181
Early works in domain adaptation used the Maximum Mean Discrepancy (MMD) metric for this purpose [17] . Since we have access to sufficient labeled source data, training a parametric classifier for the source domain is a straightforward supervised learning problem. Usually, we solve for an optimal parameter to select the best the best model form the family of parametric functions f θ . We can solve for an optimal parameter by minimizing the average empirical risk on the training labeled data points, i.e. empirical risk minimization (ERM):
where L is a proper loss function (e.g., cross entropy loss). Given enough training data points, the empirical risk is a suitable surrogate for the real risk function: Figure 1 presents a block diagram visualization of our framework. In the figure, we have visualized images 237 from two related real world SAR and EO datasets that we have used in the experimental section of the paper.
238
The task is classify Ship images. Notice that SAR images are confusing for the untrained human eye, while EO
239
ship/no-ship images can be distinguished by minimal inspection. This suggests that as we discussed before, SAR
240
labeling is more challenging and requires expertise. In our approach, we consider the EO deep network f θ (·) to 241 be formed by a feature extractor φ v (·), i.e. convolutional layers of the network, which is followed by a classifier from optimal feature extraction which converts the data distribution into a multimodal distribution which makes 248 class separation feasible. Following the above, we can consider a second encoder network
which maps the SAR data points to the same target embedding space at its output. The idea that we want to 250 explore is based on training φ v and ψ u such that the discrepancy between the source distribution p S (φ(x)) and 251 target distribution p T (φ(x)) is minimized in the shared embedding space, modeled as the shared output space 252 of these two encoders. As a result of matching the two distributions, the embedding space becomes invariant 253 with respect to the domain. In other words, data points from the two domains become indistinguishable in the 254 embedding space, e.g. data points belonging to the same class are mapped into the same geometric cluster in the 255 shared embedding space as depicted in Figure 1 . Consequently, even if we train the classifier sub-network using 256 solely the source labeled data points, it will still generalize well when target data points are used for testing. The 257 key question is how to train the encoder sub-networks such that the embedding space becomes invariant. We 258 need to adapt the standard supervised learning in Eq. (1) by adding additional terms that enforce cross-domain 259 distribution matching. 
Proposed Solution
261
In our solution, the encoder sub-networks need to be learned such that the extracted features in the encoder output are discriminative. Only then, the classes become separable for the classifier sub-network (see Figure 1 ). This is a direct result of supervised learning for EO encoder. Additionally, the encoders should mix the SAR and the EO domains such that the embedding becomes domain-invariant. As a result, the SAR encoder is indirectly enforced to be discriminative for the SAR domain. We enforce the embedding to be domain-invariant by minimizing the discrepancy between the distributions of both domains in the embedding space. Following the above, we can formulate the following optimization problem for computing the optimal values for v, u and w:
where D(·, ·) is a discrepancy measure between the probabilities and λ and η are trade-off parameters. The first 262 two terms in Eq. (3) are standard empirical risks for classifying the EO and SAR labeled data points, respectively.
263
The third term is the cross-domain unconditional probability matching loss. We match the unconditional 264 distributions as the SAR data is mostly unlabeled. The matching loss is computed using all available data points 265 from both domains to learn the learnable parameters of encoder sub-networks and the classifier sub-network 266 is simultaneously learned using the labeled data from both domains. Finally, the last term is Eq. (3) is added 267 to enforce semantic consistency between the two domains by match the distributions class-conditionally. This 268 term is important for knowledge transfer. To clarify this point, note that the domains might be aligned such that 269 their marginal distributions φ(p S (X S )) and ψ(p T (X T )) have minimal discrepancy, while the distance between 270 φ(q S (·, ·)) and ψ(q T (·, ·)) is not minimized. This means that the classes may not have been aligned correctly, 
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23: end for of class-matching is a known problem in domain adaptation and several approaches have been developed to 278 address this challenge [27] . In our framework, the few labeled data points in the target SAR domain can be used 279 to match the classes consistently across both domains. We use these data points to compute the fourth term in 280 Eq. (3). This term is added to match class-conditional probabilities of both domains in the embedding space, i.e.
, where C j denotes a particular class.
282
The remaining key question is selecting a proper metric to compute D(·, ·) in the last two terms of 
297
Although the Wasserstein distance is defined as the solution to a linear programming problem, but for the case of one-dimensional probability distributions, this problem has a closed form solution which can be computed efficiently. The solution is equal to the p -distance between the inverse of the cumulative distribution functions of the two distributions. SWD has been proposed to benefit from this property to simplify computation of the Wasserstein distance. The idea is to decompose a d-dimensional distributions into one-dimension marginal distributions by projecting the distribution along all possible hyperplanes that cover the space. This process is called slicing the high-dimensional distributions. For a distribution p S , a one-dimensional slice of the distribution along the projection direction γ is defined as: which are orthogonal to the projection directions γ that cover the space.
of 17
The SWD is computed by integrating the Wasserstein distance between sliced distributions over all γ: ) and hence we can get a good 305 approximation using Monte Carlo approximation.
306
In our problem, since we have access only to samples from the two source and target distributions, so we approximate the one-dimensional Wasserstein distance as the p -distance between the sorted samples, as the empirical commutative probability distributions. Following the above procedure, the SWD between f -dimensional samples {φ(
can be approximated as the following sum:
where γ l ∈ S f −1 is uniformly drawn random sample from the unit f -dimensional ball S we rely on a version for which optimal transport is used as the discrepancy measure [15] . We use this result and 320 demonstrate why training procedure of our algorithm can train models that generalize well on the target domain.
321 Redko et al. [15] analyze a standard domain adaptation framework, where the same shared classifier h w (·) is used on both the source and the target domain. This is analogous to our formulation as the classifier network is shared across the domains in our framework. They use a standard PAC-learning formalism. Accordingly, the hypothesis class is the set of all model h w (·) that are parameterized by θ and the goal is to select the best model from the hypothesis class. For any member of this hypothesis class, we denote the true risk on the source domain by e S and the true risk on the target domain with e T . Analogously,μ S = 1 N ∑ N n=1 δ(x s n ) denote the empirical marginal source distribution, which is computed using the training samples andμ
δ(x t m ) similarly denotes the empirical target distribution. In this setting, conditioned on availability of labeled data on both domains, we can train a model jointly on both distributions. Let h w * denote such a ideal model that minimizes the combined source and target risks e C (w * ):
If the hypothesis class is complex enough and given sufficient labeled target domain data, the joint model can be 322 trained such that it generalizes well on both domains. This term is to measure an upperbound for the target risk.
323
Redko et al. [22] proved the following theorem in standard domain adaptation which provides an upper-bound on 324 the target domain risk given the source domain risk and the joint combined risk.
Theorem 5.1.
[15] Under the assumptions described above for UDA, then for any d > d and ζ < √ 2, there exists a constant number N 0 depending on d such that for any ξ > 0 and min(N, M) ≥ max(ξ −(d +2),1 ) with probability at least 1 − ξ for all h w , the following holds:
Note that although we use SWD in our approach, but it has been theoretically demonstrated that SWD is a good 326 approximation for computing the Wasserstein distance [31]:
where α is a constant and β = (2(d + 1)) −1 (see [32] for more details). For this reasons, minimizing the SWD 328 metric enforces minimizing WD.
329
The proof for Theorem 5.1 is based on the fact that the Wasserstein distance between a distribution µ and its empirical approximationμ using N identically drawn samples can be be made small as desired given existence of large enough number of samples N [15]. More specifically, in the setting of Theorem 5.1, we have:
We need this property for our analysis. the following lemma for our algorithm.
347
Lemma 5.1. Consider we use the target dataset labeled data in a semi-supervised domain adaptation scenario in the algorithm 1. Then, the following inequality for the target true risk holds:
whereê C (w * ) denote the empirical risk of the optimally joint model h w * on both the source domain and the 348 target labeled data points.
349
Proof: We use µ TS to denote the combined distribution of both domains. The model parameter w * is trained 350 for this distribution using ERM on the joint empirical distribution: 
We have used the definition of expectation and the Cauchy-Schwarz inequality to deduce the first inequality in
355
Eq. (12). We have also used the above mentioned property of the Wasserstein distance in Eq. (10) argued, these samples are important to circumvent the class matching challence across the two domains. 
Experimental Validation
361
In section we validate our approach empirically. We demonstrated effectiveness of our method in the area 362 of maritime domain awareness on SAR ship detection problem. 
Ship detection in SAR domain
364
We tested our approach in the binary problem of ship detection using SAR imaging [6] . This problem arises and patrol vessels are used for monitoring, but these methods are effective only for limited areas and time periods.
369
As the regulated area expands and monitoring period becomes extended, these methods become time consuming 370 and inefficient. To circumvent these limitations, it is essential to make this process automatic such that it requires 371 minimal human intervention. To reach this goal, satellite imaging is highly effective because large areas of ocean 372 can be monitored. The generated satellite images can be processed using image processing and machine learning 373 techniques automatically. Satellite imaging has been performed using satellite with both EO and SAR imaging 374 devices. However, only SAR imaging allows continual monitoring during broad range of weather conditions 375 and during night. This property is important because illegal activities likely to happen during night and during 376 occluded weather, human errors are likely to occur. For these reasons, SAR imaging is very important in this 377 area and hence we can test our approach on this problem.
378
When satellite imaging is used, we a huge amount of data is generated. But, a large portion of data is 
386
The dataset that we have used in our experiments is obtained from aerial SAR images of the South African
387
Exclusive Economic Zone. The dataset is preprocessed into 51 × 51 pixels sub-images [6] . We define a binary and is served to compare against previous methods that use knowledge transfer.
421
In our experiments, we used a 90/10 % random split for training the model and testing performance. standard error bound to demonstrate statistical significance in the experiments.
426
In order to find the optimal parameters for the network structure, we used cross validation. We first 427 preformed a set of experiments to empirically study the effect of dimension size ( f ) of the embedding space the source distribution in the embedding. We conclude that for computational efficiency, it is better to select the 435 embedding dimension to be as small as possible. We conclude from Figure 2a that increasing the dimension 436 beyond 8 is not helpful. For this reason, we set the dimension of the embedding to be 8 for the rest our experiments 437 in this paper. We performed a similar experiment to investigate the effect of number of filters N F on performance.
438
Figure 2b presents performance on SAR testing set versus this parameter. We conclude from Figure 2b that 439 N F = 16 is a good choice as using more filters in not helpful. We did not used a less value for N F to avoid 440 overfitting when the number of labeled data is less than 10. 
Results
442
Figure 3 presents the performance results on the data test split for our method along with the three mentioned 443 methods above, versus the number of labeled data points per class that has been used for the SAR domain. For 444 each curve, the solid line denotes the average performance over all ten trials and the shaded region denotes 445 the standard error deviation. These results accord with intuition. It can be seen that direct transfer is the least 446 effective method as it uses no information from the second domain. Supervised training on the SAR domain is 447 not effective in few shot learning regime, i.e. its performance is close to chance. Direct transfer method boosts 448 the performance of supervised training in one-shot regime but after 2-3 labeled samples per class, as expected 449 supervised training overtakes direct transfer. This is the consequence of using more target task data. In other 450 words, direct transfer only helps to test the network on a better initial point compared to random initialization.
451
Fine tuning can improve the direct performance, but only few-shot regime, and beyond few-shot learning regime 452 the performance is similar to supervised training. In comparison, our method outperforms these methods as we Table 1 for different number of labeled SAR data points per class (O). It is also important to 455 note that in the presence of enough labeled data in the target domain, supervised training would outperform our 456 method because the netowkr is trained using solely the target domain data. classes depends on the labeled target data as the network is certain about labels of these data points.
471
We also performed an experiment to serve as an ablation study for our framework. Our previous experiments 472 demonstrate that the first three terms in Eq. (3) are all important for successful knowledge transfer. We explained 473 that the fourth term is important for class-conditional alignment. We solved Eq. (3) without considering the 474 fourth term to study its effect. We have presented the Umap visualization of the datasets in the embedding 475 space for a particular experiment in Figure 5 . We observe that as expected the embedding is discriminative for 476 EO dataset and predicted labels are close to the real data labels as the classes are separable. However, despite 477 following a similar marginal distribution in the embedding space, the formed SAR clusters are not class-specific.
478
We can see that in each cluster, we have data points from both classes and as a result the SAR classification rate 479 is poor. This result demonstrates that all the terms in Eq. (3) are important for the success of our algorithm. We 480 highlight that Figure 5 visualizes results of a particular experiments and we observed in some experiments the 481 classes were matched, even when no labeled target data was used. However, this observations shows that the 482 method is not stable. Using the few-labeled data helps to stabilize the algorithm. 
Conclusions
484
In this paper, we addressed the problem of SAR image classification when only few labeled data are 485 available. We formulated this problem as a semi-supervised domain adaption problem. Our idea is based on 486 transferring knowledge from a related electro-optical domain problem where it is easy to generate labeled data.
487
Our classification models are two deep convolutional neural networks that share their fully connected layers. The networks are trained such that the convolutional layers are served as two deep encoders that match the 
