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A GENERALIZATION OF THE STRONG CASTELNUOVO LEMMA
LAURA GHEZZI
Abstract. We consider a set X of distinct points in the n-dimensional projective
space over an algebraically closed field k. Let A denote the coordinate ring of X ,
and let ai(X) = dimk[Tor
R
i (A, k)]i+1. Green’s Strong Castelnuovo Lemma (SCL)
shows that if the points are in general position, then an−1(X) 6= 0 if and only if the
points are on a rational normal curve. Cavaliere, Rossi and Valla conjectured in [2]
that if the points are not necessarily in general position the possible extension of
the SCL should be the following: an−1(X) 6= 0 if and only if either the points are on
a rational normal curve or in the union of two linear subspaces whose dimensions
add up to n. In this work we prove the conjecture.
1. Introduction
Let k be an algebraically closed field, and let X = {P1, . . . , Ps} be a set of s ≥ n+1
distinct points in Pn := Pnk , not contained in any hyperplane.
Let I = I(X) denote the defining ideal ofX in the polynomial ring R = k[x0, . . . , xn],
and let A = R/I denote its homogeneous coordinate ring.
The graded R-module A has a minimal free resolution
0 −→ Fn −→ . . . −→ F1 −→ R −→ A −→ 0,
where Fi =
⊕βi
j=1R(−dij).
Many authors have been interested in the relation between the numerical invariants
of the resolution and the geometric properties of X .
We are mostly interested in the “linear part” of the resolution, that is, the syzygies
that are determined by linear forms. This study has been initiated by Green [8] and
the main idea coming from his work is that “a long linear strand in the resolution has
a uniform and simple motivation”. See for example [2], [3], [4], [5], [6], [7], [9], [10],
[11], [12] (this is by no means a complete list) and the literature cited there.
For every i = 1, . . . , n, let ai := ai(X) = dimk[Tor
R
i (A, k)]i+1 denote the multiplicity
of the shift i+ 1 in Fi.
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It is well known that if ai = 0 for some i, then aj = 0 for all j ≥ i. Since
a1 = dimk(I2), where I2 denotes the homogeneous part of degree 2 of I, we are
interested in varieties lying on some quadric.
We say that X is in general position if n+1 points of X are never on a hyperplane.
A well celebrated result of Green, the Strong Castelnuovo Lemma (SCL for short),
shows that for a set of distinct points in Pn in general position, we have that an−1 6= 0
(that is, there is a linear strand of length n − 1 in the resolution) if and only if the
points are on a rational normal curve of Pn (see [8, 3.c.6]).
It is natural to ask what happens if the points are not necessarily in general position.
Cavaliere, Rossi, and Valla conjectured in [2] that the possible extension of the SCL
should be the following.
Conjecture 1.1. For a set X of distinct points spanning Pn, one has an−1 6= 0 if
and only if either the points are on a rational normal curve or on Pk ∪ Pr for some
positive integers k and r such that k + r = n.
It follows from [2, 1.2] that if the points are on a rational normal curve or on Pk∪Pr
with k + r = n, then an−1 6= 0. In view of this result and of the SCL, Conjecture 1.1
can be restated as follows.
Conjecture 1.2. If X is not in general position and an−1 6= 0, then X ⊂ P
k ∪Pr for
some positive integers k and r with k + r = n.
In this work we prove the following theorem, which appears in Section 4 as Theo-
rem 4.1.
Theorem 1.3. Let X be a set of distinct points spanning Pn. Fix i = 0, . . . , n − 2.
Assume that:
(1) There exist n− i+ 1 points of X on a Pn−i−1,
(2) n− i points of X are never on a Pn−i−2,
(3) an−1 6= 0.
Then X ⊂ Pk ∪ Pr for some positive integers k and r such that k + r = n.
Notice that if the points are not in general position, then (1) is satisfied for i = 0.
Since (2) is satisfied for i = n− 2, Theorem 1.3 proves Conjecture 1.2.
Cavaliere, Rossi, and Valla proved Theorem 1.3 for i = 0 and i = 1 (cases they
were interested in for other purposes, see [2, 4.2]).
Following the philosophy of [2], the main idea of this work is to study explicitly the
quadrics passing through the points. We show that there are enough quadrics that
“split” into the product of two linear forms to guarantee that X is contained in the
union of two linear subspaces whose dimensions add up to n.
Now we briefly describe the content of this paper. In Section 2 we recall very useful
tools from [2]. The main point is that an−1 6= 0 implies that there is at least one
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nonzero quadric of the form Fabc = λabcxaxb+µabcxaxc+ νabcxbxc, 0 ≤ a < b < c ≤ n,
passing through the points. We will refer to such quadrics as “special quadrics”.
Remark 2.2 shows that these special quadrics are “nicely related”.
The bulk of the paper is given by Section 3. We prove a general result (Theorem 3.1)
showing that if we know that certain special quadrics are reducible, then we can
explicitly construct more reducible quadrics passing through the points.
In Section 4 we start the proof of Theorem 1.3. The assumptions guarantee that
all quadrics Fabj , with {a, b} ⊂ {0, . . . , n − i − 1} and j ∈ {n − i, . . . , n} “split”,
Fabj = xjL
j
ab, where L
j
ab is a linear form in xa and xb.
Let Wj be the vector space generated by the linear forms L
j
ab. First we show that
if Wj = 0 for all j = n− i, . . . , n, then X ⊂ P
k ∪ Pr for some positive integers k and
r such that k + r = n. This statement follows easily from Theorem 3.1.
In Section 5 we complete the proof of Theorem 1.3 by proving that if Wj 6= 0 for
some j, then X ⊂ Pk ∪Pr for some positive integers k and r such that k+ r = n. We
first prove the statement when dimWj ≥ n− i− 1 (Theorem 5.4). When dimWj <
n− i− 1 we use Theorem 3.1 as a starting point.
2. Preliminaries
In this section we introduce the necessary notation and we recall tools that are
very useful in the proof of Theorem 1.3.
We compute TorRi (A, k) using a resolution of the field k which can be obtained
from the Koszul complex of x0, . . . , xn. We fix a k-vector space V of dimension n+1.
Then the Koszul resolution of k is given by
0→ ∧n+1V ⊗ R(−n− 1)→ ∧nV ⊗ R(−n)→ · · · → ∧V ⊗ R(−1)→ R→ k → 0.
Let δi : ∧
iV ⊗R(−i)→ ∧i−1V ⊗R(−i+ 1) be the usual Koszul map. We denote by
Kn−2 the kernel of δn−2 in degree n. A special case of [1, 1] gives that
an−1 = dimk
[(
∧n−2 V ⊗ I2
)
∩Kn−2
]
,
where I2 denotes the homogeneous part of degree 2 of the ideal I.
Let e0, . . . , en be a k-vector basis of V . If j is a (n−2)-tuple {0 ≤ j1 < · · · < jn−2 ≤
n}, let ǫj := ej1 ∧ · · · ∧ ejn−2 ∈ ∧
n−2V . The following observations play a crucial role.
Remark 2.1. ([2, 1.3]) We have that every element α ∈
(
∧n−2 V ⊗ I2
)
∩Kn−2 can
be written as α =
∑
|j|=n−2 ǫj ⊗ FCj , where Cj := {0, . . . , n} \ {j} and FCj ∈ I2 is a
square free quadratic form in the variables xl, l ∈ Cj. ✷
Therefore if an−1 6= 0 there is at least one nonzero quadric of the form
Fabc = λabcxaxb + µabcxaxc + νabcxbxc,
0 ≤ a < b < c ≤ n, passing through the points.
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Remark 2.2. ([2, 1.4]) For every {a, b, c, d} such that 0 ≤ a < b < c < d ≤ n we
have that
(−1)axaFbcd + (−1)
b−1xbFacd + (−1)
c−2xcFabd + (−1)
d−3xdFabc = 0.
✷
3. Reducible quadrics through the points
In this section we prove Theorem 3.1. The proof gives an explicit description of
certain quadrics passing through the points that “split” into the product of two linear
forms. Most of the proof of Theorem 1.3 will follow from Theorem 3.1.
Consider the quadrics FCj as in Section 2.
Theorem 3.1. Let j ∈ {0, . . . , n}, and let {i1, . . . , im} ⊂ {0, . . . , n} \ {j} with i1 <
· · · < im. Suppose that Fefj ∈ (xj) for all {e, f |e 6= f} ⊂ {i1, . . . , im}. Write
Fefj = xjLef , and let V be the vector space spanned by the linear forms Lef . Let
d := dimV and suppose that 0 < d < m − 1. Then there exist t, with 0 < t ≤ d,
linear forms L1, . . . , Lt, which are part of a basis of V , and linearly independent linear
forms h1, . . . , hm−1−t, such that
(L1, . . . , Lt)(h1, . . . , hm−1−t) ⊂ I.
Proof. Let L be the set of linear forms {Lef |e 6= f}. For simplicity of notation we
rename the m variables involved in L as y1, . . . , ym. If Lef ∈ L and e < f , let
Lef = λefye + µefyf .
We may assume that either j < i1, or that j > im. Applying Remark 2.2 to
{j, e, f, g} (or {e, f, g, j}) with 1 ≤ e < f < g ≤ m we obtain that
(1) Fefg = (−1)
e+jyeLfg + (−1)
f+j−1yfLeg + (−1)
g+jygLef .
The following lemma will be used often.
Lemma 3.2. Let Lef ∈ L, and suppose that the coefficient of yf in Lef is not zero.
Let {u, v} ⊂ {1, . . . , m} \ {e, f}, and let T be a linear form in yu and yv. Assume
that yeT ∈ I, and that Leu and Lev are monomials in ye. Then yfT ∈ I.
Proof. Suppose that yfT /∈ I. Since yeT ∈ I there exists a point E such that
yf(E) 6= 0, T (E) 6= 0 and ye(E) = 0. Without loss of generality assume that
yu(E) 6= 0, and that e < f < u. By (1) Fefu = ±yeLfu ± yfLeu ± yuLef . Now
Fefu(E) = 0 implies that µefyf(E)yu(E) = 0, a contradiction. 
Suppose that at least one among the linear forms in L is a non zero monomial, say
Lab is a monomial in ya. If the coefficient of yc in Lac is not zero we say that yc is
connected to ya (in one step).
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We construct inductively a block of monomialsBab starting with Lab in the following
way. At step 1 we add all the monomials connected to ya. At step i ≥ 2 we add new
monomials connected to the monomials introduced in step i− 1. In other words, Bab
consists of all monomials connected to ya in a finite number of steps. Notice that the
set Bab is part of a basis of V , and therefore it contains at most m− 2 monomials.
In what follows Bab denotes the block of monomials starting with Lab = λabya 6= 0.
We say that ya is a generator of B
ab.
Remark 3.3.
(1) If Lab = λabya 6= 0 and Lac = λacya 6= 0, then B
ab = Bac.
(2) If yb ∈ B
ab and Lbc = λbcyb 6= 0, then B
ab = Bbc, since ya is connected to yb.
✷
Next we describe some quadrics that factor into the product of two linear forms.
For simplicity of notation let Lab = L12 = λ12y1 6= 0. By (1) we have that for
s = 3, . . . , m,
F12s = (−1)
j+1y1L2s + (−1)
j+1y2L1s + (−1)
s+jysL12.
If µ1s = 0 (which is the case if ys /∈ B
12), then
F12s = (−1)
jy1[((−1)
sλ12 − µ2s)ys − (λ1s + λ2s)y2] = (−1)
jy1fs,
where
(2) fs = ((−1)
sλ12 − µ2s)ys − (λ1s + λ2s)y2.
More generally, applying (1) to 1 < u < v we have that
F1uv = (−1)
j+1y1Luv + (−1)
u+j−1yuL1v + (−1)
v+jyvL1u.
If µ1u = µ1v = 0 (which is the case if yu, yv /∈ B
12), then
F1uv = (−1)
jy1[((−1)
u−1λ1v − λuv)yu + ((−1)
vλ1u − µuv)yv] = (−1)
jy1Guv,
where
(3) Guv = ((−1)
u−1λ1v − λuv)yu + ((−1)
vλ1u − µuv)yv.
In particular, G2v = fv.
Remark 3.4. Let 1 < u < v < w. By (1) and (3) we obtain that
Fuvw = (−1)
w+j−1yw[Guv+(−1)
u(λ1v+(−1)
w−1µvw)yu+(−1)
v−1(λ1u+(−1)
w−1µuw)yv]
+(−1)v+j−1λuwyuyv + (−1)
u+jλvwyuyv.
In particular, if λuw = λvw = 0 we have that Fuvw = (−1)
w+j−1ywGuv if and only if
µuw = (−1)
wλ1u and µvw = (−1)
wλ1v if and only if the coefficient of yw in Guw and
in Gvw is zero. ✷
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Remark 3.5. Assume that y2 ∈ B
12. Let YC = {y1, . . . , ym} \ {B
12} and let C
be the set of indexes of the variables in YC . Notice that YC 6= ∅, since dimV <
m − 1. If s ∈ C, then µ1s = µ2s = 0. Therefore we have that y1fs ∈ I, where
fs = (−1)
sλ12ys − (λ1s + λ2s)y2. If λ1s = λ2s = 0 for all s ∈ C, then by Lemma 3.2
(4) (B12)(YC) ⊂ I,
and so the conclusion of Theorem 3.1 holds.
If λ1s 6= 0 for some s ∈ C, then L1s = λ1sy1 6= 0 and B
12 = B1s. Notice that
ys /∈ B
1s. If λ2s 6= 0 for some s ∈ C, then L2s = λ2sy2 6= 0 and B
12 = B2s, since
y2 ∈ B
12. Notice that ys /∈ B
2s.
Therefore we may assume that y2 /∈ B
12. ✷
Let s 6= 2, and suppose that y2, ys /∈ B
12. Then by Lemma 3.2
(5) (B12)fs ⊂ I,
since for every ye ∈ B
12, L2e and Les are monomials in ye.
More generally, if yu, yv /∈ B
12 we have that
(6) (B12)Guv ⊂ I.
Lemma 3.6. Let Lab = λabya 6= 0, and assume that the variable yb does not appear
in V . Then the conclusion of Theorem 3.1 holds.
Proof. Assume that Lab = L12 = λ12y1, and construct B
12. Since d < m − 1 there
exists yw 6= y2 such that yw /∈ B
12. Let YC = {y1, . . . , ym} \ {y2} \ {B
12}, and let
C be the set of indexes of the variables in YC . Let GC = {G2w|w ∈ C}, where
G2w = fw = ((−1)
wλ12 − µ2w)yw − λ1wy2. By (5) we have that
(B12)(GC) ⊂ I.
If for all w ∈ C the coefficient of yw in G2w is not zero, then we are done.
Let M1 = {w ∈ C|µ2w = (−1)
wλ12}, YM1 = {yw|w ∈ M1} and let N1 = N \M1.
We may assume that M1 6= ∅. If w ∈ M1, then L2w = (−1)
wλ12yw 6= 0 is a basis
element of V . Since d < m− 1 we have that N1 6= ∅, and
(B12)(GN1) ⊂ I,
where the set GN1 = {G2w|w ∈ N1} consists of |N1| linearly independent linear forms.
Up to possibly renaming the variables we may assume that if w ∈ M1 and v ∈ N1,
then v < w.
Let YC1 be the set of monomials connected to YM1 in a finite number of steps, and
let C1 ⊂ N1 be the set of indexes of the variables in YC1. Then YC1 is part of a basis
of V . Let A1 = N1 \ C1. Since d < m− 1 we have that A1 6= ∅. By construction, for
all w ∈M1 and for all v ∈ A1 we have that λvw = 0.
By Remark 3.4 with w ∈ M1 and v ∈ A1, we obtain that F2vw = (−1)
w+j−1ywG2v
if and only if the coefficient of yw in Gvw is zero.
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Let M2 = {w ∈ M1|F2vw = (−1)
w+j−1ywG2v ∀v ∈ A1}, YM2 = {yw|w ∈ M2} and
let N2 = M1 \M2. If N2 = ∅, then (YM1)(GA1) ⊂ I, where GA1 = {G2v|v ∈ A1}.
Then by Lemma 3.2 we have that
(B12, YM1, YC1)(GA1) ⊂ I,
and the conclusion follows.
So we may assume that N2 6= ∅. Let w ∈ N2. We have that the coefficient of yw in
Gvw is not zero, for some v ∈ A1. Let GN2 be the set of such linear forms {Gvw}. By
(6) we have that
(B12)(GN1, GN2) ⊂ I,
where the set {GN1 , GN2} consists of |N1|+ |N2| linearly independent linear forms. If
M2 = ∅, then we are done. Otherwise we repeat the procedure. Let YC2 be the set
of monomials connected to YM2 in a finite number of steps, and let C2 ⊂ N1 ∪N2 be
the set of indexes of the variables in YC2. Then {B
12, YM2, YC2} is part of a basis of
V . Let A2 = (N1 ∪ N2) \ C2 and let GA2 ⊂ {GN1 , GN2} be the set of corresponding
linear forms. Since d < m− 1 we have that A2 6= ∅.
Applying Remark 3.4 with w ∈ M2 and u, v ∈ {A2} ∪ {2}, we obtain that Fuvw =
(−1)w+j−1ywGuv if and only if the coefficient of yw in Guw and Gvw is zero.
Let M3 = {w ∈ M2|Fuvw = (−1)
w+j−1ywGuv ∀Guv ∈ GA2}, and let N3 = M2 \M3.
If N3 = ∅, then (YM2)(GA2) ⊂ I. By Lemma 3.2 we have that
(B12, YM2, YC2)(GA2) ⊂ I,
and the conclusion follows.
So we may assume that N3 6= ∅. Let w ∈ N3. We have that the coefficient of yw in
Guw or in Gvw is not zero, for some u or v in A2. Let GN3 be the set of such linear
forms. We have that
(B12)(GN1 , GN2, GN3) ⊂ I.
Repeating the argument we obtain that the conclusion of Theorem 3.1 is given by
(7) (B12, YMk , YCk)(GAk) ⊂ I,
for some k ≥ 1, or by
(8) (B12)(G) ⊂ I,
where G consists of linear forms Guv. 
Corollary 3.7. Let Lab = λabya 6= 0, let u 6= b and assume that the variable yu does
not appear in V . Then either the conclusion of Theorem 3.1 holds, or (Bab)yu ⊂ I.
Proof. Let Lab = L12 = λ12y1. By Remark 3.5 we may assume that y2 /∈ B
12. Let
u 6= 2. Then by (5) we have that (B12)fu ⊂ I, where fu = (−1)
uλ12yu− (λ1u+λ2u)y2.
If λ1u = λ2u = 0, then (B
12)yu ⊂ I. If λ1u 6= 0, then L1u = λ1uy1 6= 0, and the
conclusion follows from Lemma 3.6. If λ2u 6= 0 we conclude similarly. 
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Now we construct part of a basis of V consisting of monomials in the following way.
If La1b1 = λa1b1ya1 6= 0 we construct B1 = B
a1b1 and we assume that B1 is maximal;
that is, it is not contained in any bigger block starting with a monomial in L. By
Remark 3.5 we also assume that yb1 /∈ B1. If among the linear forms in L there is a
nonzero monomial in one of the remaining variables, say La2b2 = λa2b2ya2 6= 0 with
ya2 /∈ B1, we construct B
a2b2 and we assume that it is maximal. We also assume
that yb2 /∈ B
a2b2 . Let B2 = B
a2b2 \ (Ba2b2 ∩B1). Proceeding in this way we construct
Ba1b1 , . . . , Bakbk and B1, . . . , Bk, where {B1, . . . , Bk} is part of a basis of V . We have
that yb1 /∈ {B2, . . . , Bk}, otherwise ya1 would be connected to yb1 and B1 would not
be maximal. More generally yb1 , . . . , ybk /∈ {B1, . . . , Bk}.
Corollary 3.8. If {B1, . . . , Bk}, k ≥ 1, is a basis of V , then the conclusion of
Theorem 3.1 holds.
Proof. By construction we have that yb1 /∈ {B1, B2, . . . , Bk}, and the conclusion fol-
lows from Lemma 3.6. 
The following facts about blocks of monomials will be useful later.
Remark 3.9. Let k ≥ 2, let Br, Bs ∈ {B1, . . . , Bk} and assume that r < s; that
is, Bs has been constructed after Br. Let Laras = λarasyar + µarasyas . We have that
µaras = 0, otherwise yas ∈ Br. We also have that λaras = 0, otherwise B
arbr would
not be maximal. Therefore Laras = 0. Similarly Larw = 0 for all yw ∈ Bs. ✷
Corollary 3.10. In the notation of Remark 3.9, suppose that yaryas ∈ I. Then
(Br)(Bs) ⊂ I.
Proof. By Lemma 3.2 we have that (Bs)yar ⊂ I, since Larw = 0 for all yw ∈ Bs.
Let ye ∈ Br. Then Lew is a monomial in ye for all yw ∈ Bs, and so applying again
Lemma 3.2 the conclusion follows. 
Now we construct a basis {L1, . . . , Ld} of V consisting of {B1, . . . , Bk} as above
and a set L ⊂ L of l binomials (necessarily in variables not involved in {B1, . . . , Bk}).
By Corollary 3.8 we may assume that l ≥ 1. However, we may have that k = 0; that
is, the basis is given by L.
We denote by VL the variables involved in L, and by VN the variables that do not
appear in V . Let |VL| = s. Then |VN | = m− d+ l − s.
Recall that if one among yb1, . . . , ybk ∈ VN , then the conclusion of Theorem 3.1
follows from Lemma 3.6. So we may assume that yb1 , . . . , ybk ∈ VL, since by con-
struction yb1, . . . , ybk /∈ {B1, . . . , Bk}. Then if yu ∈ VN , yu 6= yb1 , . . . , ybk , and so by
Corollary 3.7 we may assume that (B1, . . . , Bk)(VN) ⊂ I.
Furthermore, if Lab ∈ L and yu ∈ VN , then by (1) we have Fabu = ±yuLab, so that
(L)(VN) ⊂ I. Therefore
(9) (B1, . . . , Bk, L)(VN) ⊂ I.
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If l ≥ s−1, then the conclusion of Theorem 3.1 holds, since d+(m−d+l−s) ≥ m−1.
We may assume that l ≤ s− 2. In particular l ≥ 2.
Next we need some facts about the binomials in L. If C ⊂ L, we denote by VC the
set of variables involved in C.
Lemma 3.11. Suppose that {L1, . . . , Lu} ⊂ L are linearly independent binomials
in q variables. Then {L1, . . . , Lu} is a disjoint union of subsets, {L1, . . . , Lu} =
A∪D1 ∪ · · · ∪Dp, with p = q− u, such that |VDj | = |Dj|+ 1 for all j = 1, . . . , p, and
|VA| = |A|.
Proof. We start with Lab ∈ {L1, . . . , Lu}. At step 1 we add the binomials containing
the variables ya or yb. At step i ≥ 2 we add binomials containing variables introduced
in the previous step. Since the binomials are linearly independent, the subset S
thus constructed has the property that either |VS| = |S| + 1, or |VS| = |S|. Now if
{L1, . . . , Lu} \ S 6= ∅ we repeat the procedure.
Let Dj, j = 1, . . . , p, be the subsets with |VDj | = |Dj| + 1, and let A be the
union of the remaining subsets. We have that u = |A| + |D1| + · · · + |Dp| and
q = |A|+ (|D1|+ 1) + · · ·+ (|Dp|+ 1), so that q − u = p. 
By Lemma 3.11 we have that L = D0 ∪ D1 ∪ · · · ∪ Dp, where p = s − l ≥ 2,
|VDj | = |Dj|+ 1 for all j = 1, . . . , p, and |VD0| = |D0|. We may have D0 = ∅.
Lemma 3.12. Let Lef ∈ L. In the above set-up, we have that Lef = 0 if ye ∈ VDj
for some j = 1, . . . , p, and yf ∈ VL \ VDj .
Proof. For simplicity of notation, let L = {L1, . . . , Ll} and Dj = {L1, . . . , Lr}. Write
Lef = α1L1 + · · ·+ αrLr + αr+1Lr+1 + · · ·+ αlLl. It suffices to show that α1 = · · · =
αr = 0. By construction L1 = Li1i2 is a binomial in two variables yi1 and yi2, and for
2 ≤ m ≤ r, Lm = Lamim+1 is a binomial in yam and yim+1, where am ∈ {i1, . . . , im}.
Then e = ic for some 1 ≤ c ≤ r + 1. It follows that
(10) Lef = α1Li1i2 + α2La2i3 + · · ·+ αc−1Lac−1ic + αr+1Lr+1 + · · ·+ αlLl,
and that Lef = 0, if c = 1, 2. Let c ≥ 3. There exists ik ∈ {i1, . . . , ic−1} such that
ik 6= a2, . . . , ac−1. Therefore yik appears in (10) only once; in Lak−1ik if k ≥ 3, or in
Li1i2 if k = 1, 2. So if k ≥ 2 we have that αk−1 = 0, and if k = 1 we have that α1 = 0.
Now we repeat the procedure to obtain that α1 = · · · = αr = 0. 
It follows from Lemma 3.12 that Lac = 0 if ya ∈ VDj for some j = 0, . . . , p,
and yc ∈ VL \ VDj . Hence if ya, yb ∈ VDj and yc ∈ VL \ VDj , by (1) we have that
Fabc = ±ycLab. Therefore for all j = 0, . . . , p,
(11) (Dj)(VL \ VDj) ⊂ I.
Remark 3.13. Suppose that the basis of V consists only of binomials. We have that
(12) (D1)(VL \ VD1 , VN) ⊂ I.
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Let |D1| = r. The conclusion of Theorem 3.1 holds, since r+ (s− r− 1) + (m− s) =
m− 1.
Lemma 3.14. Let {B1, . . . , Bk, L} be a basis of V and suppose that L = U ∪ Z
where Luz = 0 if yu ∈ VU and yz ∈ VZ. Let B ∈ {B1, . . . , Bk} be obtained from
Lab = λabya 6= 0 and assume that yb ∈ VU . Suppose that there exists yt ∈ VZ with
λat 6= 0. Then the conclusion of Theorem 3.1 holds.
Proof. Assume that Lab = L12 = λ12y1 6= 0. Then y2 ∈ VU and there exists yt ∈ VZ
such that λ1t 6= 0.
Let s be such that ys ∈ VN ∪ VZ . Then by (2) fs = (−1)
sλ12ys − λ1sy2, since
L2s = 0. Let fN∪Z be the set of such linear forms.
Let s be such that ys ∈ VU and ys 6= y2. Then by (3) Gst = (−1)
s−1λ1tys +
(−1)tλ1syt, since Lst = 0. Let GU be the set of such linear forms.
Let VC = {B1, . . . , Bk} \ {B
ab}, and let C be the set of indexes of the variables in
VC . Let fC = {fs|s ∈ C}, where fs = ((−1)
sλ12 − µ2s)ys − λ1sy2, since λ2s = 0. By
(6) we have that
(B12)(fC , fN∪Z , GU) ⊂ I,
where {fN∪Z , GU} are linearly independent.
If for all s ∈ C the coefficient of ys in fs is not zero, then we are done.
Otherwise let M1 = {s ∈ C|µ2s = (−1)
sλ12} and we proceed as in the proof of
Lemma 3.6. 
Corollary 3.15. Let B ∈ {B1, . . . , Bk} be obtained from Lab = λabya 6= 0 and assume
that yb ∈ VDj for some j = 0, . . . , p. Then either the conclusion of Theorem 3.1 holds,
or (Bab)(VL \ VDj ) ⊂ I.
Proof. Let yc ∈ VL \ VDj . Then by (1) Fabc = ±yaLbc ± ybLac ± ycLab = ±λacyayb ±
λabyayc. If λac 6= 0 the conclusion follows by Lemma 3.14. If λac = 0, then yayc ∈ I,
and so by Lemma 3.2 (Bab)yc ⊂ I. 
Back to the proof of Theorem 3.1, recall that a basis of V is given by
{B1, . . . , Bk, D0, D1, . . . , Dp},
with p ≥ 2 and k ≥ 1, by Remark 3.13. We have L = D0 ∪ D1 ∪ · · · ∪ Dp, |L| = l,
|VL| = s. Let |VDj | = sj, for 0 ≤ j ≤ p. Then |D0| = s0 and |Dj | = sj − 1 for
1 ≤ j ≤ p. Let q ∈ {1, . . . , k}. If Bq is obtained from Laqbq = λaqbqyaq 6= 0, we have
that ybq ∈ VDjq for some jq ∈ {0, . . . , p}.
By (9), (11) and Corollary 3.15 we may assume that
(13) (B1, Dj1)(VN , VL \ VDj1 ) ⊂ I.
If k = 1 the conclusion of Theorem 3.1 holds, so we may assume that k ≥ 2.
We divide {B2, . . . , Bk} in two groups. Let {Bd2 , . . . , Bdr} be such that there exist
yt2, . . . , ytr ∈ VDj1 such that Lad2 t2 , . . . , Ladr tr are nonzero monomials in yad2 , . . . , yadr ,
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respectively. Let {Bdr+1, . . . , Bdk} be the remaining blocks. Then for every yt ∈ VDj1
we have that Ladr+1 t = · · · = Ladk t = 0. We may assume that
(14) (B1, Bd2 , . . . , Bdr , Dj1)(VN , VL \ VDj1 ) ⊂ I.
Corollary 3.16. In the above notation, assume that B¯1 ∈ {B1, Bd2, . . . , Bdr} and
B¯2 ∈ {Bdr+1, . . . , Bdk}. Then (B¯1)(B¯2) ⊂ I.
Proof. Assume that B¯1 is obtained from Lcd = λcdyc with yd ∈ VDj1 , and B¯2 is
obtained from Lef = λefye. By construction we have that Lde = 0, and by Remark 3.9
we have that Lce = 0. Then by (1), Fcde = ±λcdycye. Therefore ycye ∈ I, and the
conclusion follows from Corollary 3.10. 
Corollary 3.17. In the above notation, assume that B¯2 ∈ {Bdr+1, . . . , Bdk}. Then
(B¯2)(Dj1) ⊂ I.
Proof. Assume that B¯2 is obtained from Lef = λefye. Let Lab ∈ Dj1. Then Lae =
Lbe = 0, and so by (1) Fabe = ±yeLab. Since ye(Dj1) ⊂ I, by Lemma 3.2 we have that
(B¯2)(Dj1) ⊂ I. 
Finally, by (14), Corollary 3.16 and Corollary 3.17, we have that
(15) (B1, Bd2 , . . . , Bdr , Dj1)(VN , VL \ VDj1 , Bdr+1, . . . , Bdk) ⊂ I.
Now, if j1 6= 0 the conclusion of Theorem 3.1 follows since (d − l) + (sj1 − 1) +
(m− d + l − s) + (s− sj1) = m − 1. Similarly, if j1 = 0 the conclusion follows since
(d− l) + s0 + (m− d+ l − s) + s− s0 = m.

4. Main Result
In this section we start the proof of the main theorem, stated in Section 1 as
Theorem 1.3.
Theorem 4.1. Let X be a set of distinct points spanning Pn. Fix i = 0, . . . , n − 2.
Assume that:
(1) There exist n− i+ 1 points of X on a Pn−i−1,
(2) n− i points of X are never on a Pn−i−2,
(3) an−1 6= 0.
Then X ⊂ Pk ∪ Pr for some positive integers k and r such that k + r = n.
Proof. Since n−i+1 points are in Pn−i−1 they must span it, otherwise we get n−i+1
points on Pn−i−2. After a change of coordinates we may assume that the coordinate
points are on X and that the linear space xn−i = xn−i+1 = · · · = xn = 0 contains
n − i + 1 points of X . This linear space contains n − i coordinate points, so it
contains an “extra point” Q = (q0, . . . , qn−i−1, 0, . . . , 0). Notice that ql 6= 0 for all
l = 0, . . . , n− i− 1, otherwise we would have n− i points in Pn−i−2.
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Let 0 ≤ a < b ≤ n− i− 1 and n− i ≤ j ≤ n. Consider the quadrics
Fabj = λabjxaxb + µabjxaxj + νabjxbxj,
defined in Section 2. Since Fabj(Q) = 0, we have that
Fabj = xjL
j
ab,
where Ljab is a linear form in xa and xb.
Using Remark 2.2 we obtain the following result, which is a generalization of Claim
5 of [2].
Lemma 4.2.
(1) Let 0 ≤ a < b < c ≤ n− i− 1 and n− i ≤ j ≤ n. Then
Fabc = (−1)
a+jxaL
j
bc + (−1)
b+j−1xbL
j
ac + (−1)
c+jxcL
j
ab.
(2) Fix d and e such that n−i ≤ d < e ≤ n. Then there exists Pde = λdexd+µdexe
such that for all s = 0, . . . , n− i− 1,
Fsde = (−1)
sxsPde + νsdexdxe.
(3) Let 0 ≤ a < b ≤ n− i− 1 and n− i ≤ d < e ≤ n. We have that
(−1)axaνbde + (−1)
b−1xbνade + (−1)
d−2Leab + (−1)
e−3Ldab = 0.
Let j ∈ {n − i, . . . , n} and let Wj be the k-vector space generated by the linear
forms Ljab.
The proof of Theorem 4.1 consists of two main steps:
(1) If Wj = 0 for all j = n− i, . . . , n, then X ⊂ P
k ∪ Pr for some positive integers
k and r such that k + r = n.
(2) If Wj 6= 0 for some j ∈ {n − i, . . . , n}, then X ⊂ P
k ∪ Pr for some positive
integers k and r such that k + r = n.
4.1. Proof of Step 1. Suppose that Wj = 0 for all j = n− i, . . . , n. Then Fabc = 0,
if 0 ≤ a < b ≤ n − i − 1 and n − i ≤ c ≤ n. If 0 ≤ a < b < c ≤ n − i − 1, we also
have that Fabc = 0, by Lemma 4.2 (1). In particular, if i = 0 we have that α = 0, a
contradiction to Remark 2.1, since an−1 6= 0. So we may assume that i ≥ 1.
If 0 ≤ a ≤ n− i− 1 and n− i ≤ b < c ≤ n, by Lemma 4.2 (2) and (3) we have that
Fabc = (−1)
axaPbc.
Therefore, if Pbc = 0 for all n − i ≤ b < c ≤ n, we have Fabc = 0 for all 0 ≤ a ≤
n− i− 1 and all n− i ≤ b < c ≤ n. It follows from Remark 2.2 that Fabc = 0 for all
n− i ≤ a < b < c ≤ n. Hence α = 0, a contradiction.
Let W be the k-vector space generated by the linear forms Pbc with n − i ≤ b <
c ≤ n, and let d := dimW > 0.
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We have that
(x0, . . . , xn−i−1)W ⊂ I.
We may assume that d < i, otherwise X ⊂ Pi ∪ Pn−i and we conclude. Then by
Theorem 3.1 there exist t, with 0 < t ≤ d, linear forms L1, . . . , Lt, which are part of
a basis of W , and linearly independent linear forms h1, . . . , hi−t such that
(L1, . . . , Lt)(h1, . . . , hi−t, x0, . . . , xn−i−1) ⊂ I.
Hence X ⊂ Pn−t ∪ Pt and the conclusion of Theorem 4.1 holds. This concludes the
proof of Step 1.
5. Proof of the Main Theorem
In this section we complete the proof of Theorem 4.1 by proving Step 2.
Fix j ∈ {n − i, . . . , n} such that Wj 6= 0. Recall that Wj is the k-vector space
generated by the linear forms Ljab, where Fabj = xjL
j
ab, for 0 ≤ a < b ≤ n− i− 1.
Let Lj denote the set of linear forms {Ljab | 0 ≤ a < b ≤ n− i− 1}.
If 0 ≤ d < e < f ≤ n, we have
Fdef = λdefxdxe + µdefxdxf + νdefxexf .
Remark 5.1. Let 0 ≤ d < e < f < g ≤ n. By Remark 2.2 we have the following
equations:
(16) (−1)dλefg + (−1)
e−1λdfg + (−1)
f−2λdeg = 0.
(17) (−1)dµefg + (−1)
e−1µdfg + (−1)
g−3λdef = 0.
(18) (−1)dνefg + (−1)
f−2µdeg + (−1)
g−3µdef = 0.
(19) (−1)e−1νdfg + (−1)
f−2νdeg + (−1)
g−3νdef = 0.
✷
In what follows we give an explicit description of quadrics that are multiple of xj .
Let {d, e|d 6= e} ⊂ {0, . . . , n}, and assume that Fdej ∈ (xj). Without loss of
generality, assume that d < e < j. Then λdej = 0, and
Fdej = xj(µdejxd + νdejxe) = xjHde,
where
Hde = µdejxd + νdejxe.
In particular, if 0 ≤ d < e ≤ n− i− 1, Hde = L
j
de.
Lemma 5.2. Let {d, e, f, g} ⊂ {0, . . . , n}. Let Tde be a linear form in xd and xe.
Assume that xgTde ∈ I, xfTde /∈ I, and that Fdeg ∈ (xg). Then Fdfg ∈ (xg) and
Fefg ∈ (xg).
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Proof. There exists a point E such that xf(E) 6= 0, Tde(E) 6= 0, and xg(E) = 0. We
may assume that d < e < f < g. We have λdeg = 0. If xd(E) 6= 0, Fdfg(E) = 0
implies that λdfg = 0. Similarly if xe(E) 6= 0, then λefg = 0. Now (16) implies that
λdfg = λefg = 0. 
Corollary 5.3. Let {d, e, f} ⊂ {0, . . . , n}. Assume that Fdej = xjHde and xfHde /∈ I.
Then Fdfj = xjHdf and Fefj = xjHef . Furthermore, if Fdef ∈ (xf ), we have that the
coefficient of xf in Hdf or in Hef is not zero.
Proof. The first assertion follows from Lemma 5.2. We may assume that d < e <
f < j. We have that Fdfj = xj(µdfjxd + νdfjxf ), Fefj = xj(µefjxe + νefjxf ) and
λdef = 0. If (νdfj , νefj) = (0, 0), by (18) and (19) we have that µdef = (−1)
f−jµdej, and
νdef = (−1)
f−jνdej . Then Fdef = (−1)
f−jxfHde, a contradiction, since xfHde /∈ I. 
Theorem 5.4. If dimWj ≥ n − i − 1, then X ⊂ P
k ∪ Pr for some positive integers
k and r such that k + r = n.
Proof. We have that xjWj ⊂ I. If (xn−i, . . . , xn)Wj ⊂ I, the conclusion follows. Let
A0 = {xn−i, . . . , xn}, and let V1 = {xu ∈ A0| xuL
j
ab /∈ I for some L
j
ab ∈ Wj}. We
may assume that V1 6= ∅. Since Fabu = xuL
u
ab, by Corollary 5.3 we have that xu ∈ V1
yields a linear form Hc1u, c1 ∈ {a, b}, with coefficient of xu different from zero, such
that Fc1uj = xjHc1u. Let HV1 be the set of such linear forms Hc1u. We have that
xj(Wj, HV1) ⊂ I. Let A1 = A0 \ V1. If A1 = {xj}, then X ⊂ P
n−1 ∪ P1, so we may
assume that {xj} ( A1. If (A1)(HV1) ⊂ I, the conclusion follows.
Let V2 = {xv ∈ A1| xvHc1u /∈ I for some Hc1u ∈ HV1}. Since xuL
j
ab /∈ I, and
xvL
j
ab ∈ I, by Lemma 5.2 we have that Fc1uv ∈ (xv). By Corollary 5.3, xv ∈ V2 yields
a linear form Hc2v, c2 ∈ {c1, u}, with coefficient of xv different from zero, such that
Fc2vj = xjHc2v. Let HV2 be the set of such linear forms.
Let l ≥ 2, and Al = Al−1 \ Vl. We may assume that
xj(Wj , HV1, . . . , HVl) ⊂ I,
and
(Al)(Wj, HV1 , . . . , HVl−1) ⊂ I.
If (Al)(HVl) ⊂ I, the conclusion follows.
Let Vl+1 = {xz ∈ Al| xzHclw /∈ I for some Hclw ∈ HVl}. By inductively applying
Lemma 5.2 we have that Fclwz ∈ (xz). By Corollary 5.3, xz yields a linear form Hcl+1z,
cl+1 ∈ {cl, w}, with coefficient of xz different from zero, such that Fcl+1zj = xjHcl+1z.
Repeating the procedure we obtain the desired conclusion. 
By Theorem 5.4 we may assume that dimWj < n−i−1. Then by Theorem 3.1 and
its proof (with {y1, . . . , ym} = {x0, . . . , xn−i−1}), there exist t, with 0 < t ≤ dimWj ,
linear forms L1, . . . , Lt, which are part of a basis ofWj , and linearly independent linear
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forms h1, . . . , hn−i−1−t, in variables x0, . . . , xn−i−1, but not involved in {L1, . . . , Lt},
such that
(20) (L1, . . . , Lt)(h1, . . . , hn−i−1−t) ⊂ I.
By construction we may assume that {L1, . . . , Lt} ⊂ L
j. If 1 ≤ p ≤ n − i − 1 − t,
then hp “contributes” the variable xlp ; that is, the coefficient of xlp in hp is not zero,
and lp 6= lq if p 6= q.
Recall that xj(L1, . . . , Lt) ⊂ I. If
(L1, . . . , Lt)(h1, . . . , hn−i−1−t, xn−i, . . . , xn) ⊂ I,
then the conclusion of Theorem 4.1 holds.
As in the proof of Theorem 5.4, let A0 = {xn−i, . . . , xn}, and let
V1 = {xu ∈ A0| xuL
j
ab /∈ I for some L
j
ab ∈ {L1, . . . , Lt}}.
We may assume that V1 6= ∅. Since Fabu = xuL
u
ab, by Corollary 5.3 we have that
xu ∈ V1 yields a linear form Hc1u, c1 ∈ {a, b}, with coefficient of xu different from
zero, such that Fc1uj = xjHc1u. Let HV1 be the set of such linear forms Hc1u.
Fix u ∈ V1. By Lemma 4.2 (2) we have that for all s = 0, . . . , n− i− 1,
Fsuj = xj((−1)
c1+sµc1ujxs + νsujxu).
If µc1uj 6= 0, then Hl1u, . . . , Hln−i−1−tu are linearly independent, and
xj(L1, . . . , Lt, HV1 , Hl1u, . . . , Hln−i−1−tu) ⊂ I.
Let HV ′
1
= {HV1 , Hl1u, . . . , Hln−i−1−tu}, and let A1 = A0 \ V1. If (A1)(HV ′1 ) ⊂ I, the
conclusion of Theorem 4.1 follows.
Notice that if {u, v} ⊂ {n− i, . . . , n}, then by Lemma 4.2 (2) we have Fc1uv ∈ (xv)
if and only if Flpuv ∈ (xv) for some 1 ≤ p ≤ n− i− 1 − t. Now we proceed as in the
proof of Theorem 5.4, and the conclusion of Theorem 4.1 holds.
We may assume that µc1uj = 0 for all xu ∈ V1. Then Fc1uj = νc1ujxjxu, so that
xjxu ∈ I. If
(A1, h1, . . . , hn−i−1−t)(L1, . . . , Lt, V1) ⊂ I,
then the conclusion of Theorem 4.1 follows.
Section 5.1 below shows that (V1)(h1, . . . , hn−i−1−t) ⊂ I. Therefore we may assume
that xuxv /∈ I for some xu ∈ V1 and some xv ∈ A1; that is, the set V2 = {xv ∈
A1| xvHc1u /∈ I for some Hc1u ∈ HV1} is not empty. As in the proof of Theorem 5.4,
we have that xv ∈ V2 yields a linear form Hc2v, c2 ∈ {c1, u}, with coefficient of xv
different from zero, such that Fc2vj = xjHc2v. Let HV2 be the set of such linear forms.
Fix v ∈ V2. If c2 = c1 ∈ {a, b}, Lemma 4.2 (2) implies that for all s = 0, . . . , n−i−1,
Fsvj = xj(±µc2vjxs + νsvjxv). If µc2vj 6= 0, then Hl1v, . . . , Hln−i−1−tv are linearly
independent, and
xj(L1, . . . , Lt, HV1 , HV2, Hl1v, . . . , Hln−i−1−tv) ⊂ I.
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Let HV ′
2
= {HV2, Hl1v, . . . , Hln−i−1−tv}, and let A2 = A1 \ V2. If (A2)(HV ′2 ) ⊂ I,
the conclusion of Theorem 4.1 follows. Otherwise we proceed as in the proof of
Theorem 5.4.
Therefore if c2 = c1 we may assume that µc2vj = 0. Then Fc2vj = νc2vjxjxv, so that
xjxv ∈ I. If c2 = u, then Fuvj = xj(µuvjxu + νuvjxv), with νuvj 6= 0. Since xjxu ∈ I,
we have that xjxv ∈ I. Furthermore, Fc1vj = xj(µc1vjxc1). As above, if µc1vj 6= 0,
then Hl1v, . . . , Hln−i−1−tv are linearly independent, and we proceed as in the proof of
Theorem 5.4.
Hence we may assume that the condition “xuxv /∈ I for some xu ∈ V1 and some
xv ∈ A1” yields xjxv ∈ I. We say that xv is introduced from xu.
Section 5.1 shows that (V2)(h1, . . . , hn−i−1−t) ⊂ I. If
(A2, h1, . . . , hn−i−1−t)(L1, . . . , Lt, V1, V2) ⊂ I,
the conclusion of Theorem 4.1 follows. Otherwise we repeat the argument. Proceeding
in this way, at step l ≥ 1 either we conclude as in the proof of Theorem 5.4, or we
introduce a new set of monomials Vl such that xj(Vl) ⊂ I and (Vl)(h1, . . . , hn−i−1−t) ⊂
I. Furthermore, by inductively applying (16), we have that if xz ∈ Vl, then Fc1zj ∈
(xj). Therefore we assume that µc1zj = 0; that is, in the notation of Lemma 4.2 (2),
Pzj = 0. This procedure has to terminate in a finite number of steps, and so the
conclusion of Theorem 4.1 holds.
5.1. To conclude the proof of Theorem 4.1 we need to show that for each l ≥ 1, the
set Vl has the property that (Vl)(h1, . . . , hn−i−1−t) ⊂ I.
We follow the proof of Theorem 3.1 and we consider the explicit description of
h1, . . . , hn−i−1−t in (20). Recall that {y1, . . . , ym} = {x0, . . . , xn−i−1}.
If 0 ≤ a < b ≤ n− i− 1 and n− i ≤ u ≤ n, we have that Fabu = xuL
u
ab. Let
Luab = λ
u
abxa + µ
u
abxb.
First we summarize some general facts that will be used often.
Remark 5.5. Let 0 ≤ a < b ≤ n− i− 1, and n− i ≤ d < e ≤ n. By Lemma 4.2 (3)
we have that λdab = (−1)
a−eνbde + (−1)
d−eλeab and µ
d
ab = (−1)
b−1−eνade + (−1)
d−eµeab.
Lemma 5.6. Let {c, f, g} ⊂ {0, . . . , n − i − 1}. Let Tfg be a linear form in xf
and xg. Suppose that xcTfg ∈ I, and that L
j
cf , L
j
cg are monomials in xc. Let u ∈
{n− i, . . . , n} \ {j} and suppose that the coefficient of xuxj in Fcuj is not zero. Then
xuTfg ∈ I.
Proof. Assume c < f < g < u < j, so that νcuj 6= 0. By Remark 5.5 we have that
µucf = ±νcuj, µ
u
cg = ±νcuj . If xuTfg /∈ I, there exists a point E such that xu(E) 6= 0,
Tfg(E) 6= 0, and xc(E) = 0. Without loss of generality assume that xf(E) 6= 0.
Recall that Fcfu = xu(λ
u
cfxc + µ
u
cfxf). Then Fcfu(E) = 0 implies that µ
u
cf = 0, a
contradiction. 
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Lemma 5.7. Let u ∈ {n − i, . . . , n} and assume that xuL
j
ab /∈ I for some L
j
ab ∈
{L1, . . . , Lt}. Let Tfg be a linear form in xf and xg, where {f, g} ⊂ {0, . . . , n− i−1}.
Assume that xaTfg ∈ I and xbTfg ∈ I, that L
j
af , L
j
ag are monomials in xa, and L
j
bf ,
Ljbg are monomials in xb. Suppose xz ∈ Vl is introduced inductively from xu ∈ V1.
Then xzTfg ∈ I.
Proof. We proceed by induction on l. If l = 1, then z = u. Since xjL
j
ab ∈ I and
xuL
j
ab /∈ I, by Corollary 5.3 we have that (νauj , νbuj) 6= (0, 0). Then xuTfg ∈ I
by Lemma 5.6. Now suppose that l > 1 and that xz ∈ Vl is introduced because
xwxz /∈ I for some xw ∈ Vl−1; that is, xzHcl−1w /∈ I for some Hcl−1w ∈ HVl−1 .
Assuming cl−1 < w < z < j, by construction we have that (νcl−1zj, νwzj) 6= (0, 0). If
cl−1 = c1 ∈ {a, b} and νc1zj 6= 0, we conclude by Lemma 5.6. Otherwise νclzj 6= 0,
where xcl ∈ Vp for some p < l, so that xclTfg ∈ I. Assume by contradiction that
xzTfg /∈ I. By Lemma 5.2 and Lemma 4.2 (2) we have that µfclz = µgclz = µc1clz = 0.
Recall that we are assuming µc1clj = 0. Then by (18) we have that νclzj = 0, a
contradiction. 
Now suppose that (20) is given by (4) of Remark 3.5,
(B12)(YC) ⊂ I.
Let xu ∈ V1 be such that xuL
j
ab /∈ I. By construction we have that xa, xb ∈ B
12. If
s ∈ C let Ts = xs. Then by Lemma 5.7, we have that (Vl)(YC) ⊂ I, as desired.
Next we suppose that (20) is given by (7) of Lemma 3.6,
(B12, YMk , YCk)(GAk) ⊂ I,
for some k ≥ 1. For simplicity of notation we may assume that x1 = y1 and x2 = y2.
Recall that GAk consists of forms Gfg defined in (3),
Gfg = ((−1)
f−1λj1g − λ
j
fg)xf + ((−1)
gλj
1f − µ
j
fg)xg.
Therefore (7) includes equations of type (8).
Let xu ∈ V1. By Lemma 5.7, it suffices to consider the cases xuL
j
12 /∈ I, where
Lj12 = λ
j
12x1, and xuL
j
2q /∈ I, with xq ∈ YMk ; that is, L
j
2q = (−1)
qλj12xq.
Suppose xuL
j
12 /∈ I. Let z ∈ Vl, l ≥ 1, be obtained inductively from xu. We have
that Ffgz = xz(λ
z
fgxf + µ
z
fgxg). By Remark 5.5, assuming that f < g < z < j, we
have that
λzfg = (−1)
f−jνgzj + (−1)
z−jλjfg
and
µzfg = (−1)
g−1−jνfzj + (−1)
z−jµjfg.
Since x1Gfg ∈ I, if ν1zj 6= 0, we have that xzGfg ∈ I by Lemma 5.6. Therefore we
may assume that ν1zj = 0.
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First we show that xuGfg ∈ I. Since ν1uj = 0, by Remark 5.5 we have that
µu
1f = µ
u
1g = 0. Then F1fu = F1gu = 0, since x1xu /∈ I. Then by Remark 5.5 we have
that νfuj = (−1)
uλj
1f and νguj = (−1)
uλj1g. It follows that
Ffgu = (−1)
u−j+1xuGfg,
and so xuGfg ∈ I.
Now suppose xv ∈ V2 is introduced because xuxv /∈ I. If µ1uv 6= 0, we have that
xvGfg ∈ I by Lemma 5.2 and Lemma 4.2 (2). Therefore we may assume that µ1uv = 0.
Since x1xv ∈ I and x1xu /∈ I, we have that λ1uv = 0. Hence for all s = 0, . . . , n− i−1,
we have that Fsuv = νsuvxuxv. It follows that νsuv = 0. In particular νfuv = νguv =
ν1uv = 0. Then by (19) we have that νfvj = (−1)
v−uνfuj , νgvj = (−1)
v−uνguj , and
ν1uj = ν1vj = 0. As above, ν1uj = 0 implies that νfuj = (−1)
uλj
1f and νguj = (−1)
uλj1g.
It follows that Ffgv = (−1)
v−j+1xvGfg, and so xvGfg ∈ I.
We proceed by induction on l. Suppose that l ≥ 3, and that xz = xul is introduced
inductively from xu = xu1 . Since xupGfg ∈ I for all 1 ≤ p < l, by Lemma 5.2 we may
assume that µ1upul = 0 for all 1 ≤ p < l.
Let d < e < f . Observe that if xdxf ∈ I and xexf /∈ I, then νdef = 0. If xdxf ∈ I
and xdxe /∈ I, then λdef = 0. It follows that λ1u1up = 0 for all 1 < p ≤ l, and
λup−1upum = 0 for all 1 < p < l and p < m ≤ l. By inductively applying (16), we have
that λ1up−1up = 0 for all 1 < p ≤ l.
Similarly, applying (18), it follows that µ1up−1up = 0 for all 1 < p ≤ l. Since
xup−1xup /∈ I, we have that νsup−1up = 0 for all 1 < p ≤ l and 0 ≤ s ≤ n− i− 1. Then
by (19) we have that for all 1 < p ≤ l and 0 ≤ s ≤ n−i−1, νsupj = (−1)
up−up−1νsup−1j .
It follows that νfzj = (−1)
z−uνfuj , νgzj = (−1)
z−uνguj, and ν1uj = ν1zj = 0. Hence
νfuj = (−1)
uλj
1f and νguj = (−1)
uλj1g. It follows that Ffgz = (−1)
z−j+1xzGfg, and so
xzGfg ∈ I.
Now suppose that xuL
j
2q /∈ I. As in the proof of Lemma 3.6 we assume that
f < g < q < u < j. Recall that q has the property that the coefficient of xq in Gfq
and in Ggq is zero; that is µ
j
fq = (−1)
qλj
1f , and µ
j
gq = (−1)
qλj1g.
Let xu ∈ V1. As before we may assume that νquj = 0, and so λ
u
fq = λ
u
gq = 0. Then
Ffqu = Fgqu = 0, since xqxu /∈ I. It follows that νfuj = (−1)
u−qµjfq = (−1)
uλj
1f and
νguj = (−1)
uλj1g. Then Ffgu = (−1)
u−j+1xuGfg, and so xuGfg ∈ I.
If l ≥ 2 we repeat the proof of the previous case, with xq instead of x1, and we
obtain that xzGfg ∈ I.
Now we only need to consider the case when (20) is given by (15),
(B1, Bd2 , . . . , Bdr , Dj1)(VN , VL \ VDj1 , Bdr+1, . . . , Bdk) ⊂ I.
Notice that (15) includes the cases (9), (12), and (13). Here the linear forms h1, . . . , hn−i−1−t
are all monomials.
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We will need the following observations.
Remark 5.8. Let u ∈ {n − i, . . . , n} be such that xuL
j
ab /∈ I for some L
j
ab ∈
{L1, . . . , Lt}. Let xp ∈ {h1, . . . , hn−i−1−t}, and assume that xaxp ∈ I, xbxp ∈ I,
that Ljap is a monomial in xa, and L
j
bp is a monomial in xb. Suppose that xz ∈ Vl,
l ≥ 1, is introduced inductively from xu ∈ V1. Then xzxp ∈ I, by Lemma 5.7.
Lemma 5.9. Let u ∈ {n−i, . . . , n} be such that xuL
j
ab /∈ I for some L
j
ab ∈ {L1, . . . , Lt}.
Let xp ∈ {h1, . . . , hn−i−1−t}, and assume that L
j
ap = L
j
bp = 0. Suppose that xz ∈ Vl,
l ≥ 1, is introduced inductively from xu ∈ V1. Then Fpzj ∈ (xp), and xzxp ∈ I.
Proof. Assume that a < b < p < z < j. Let xz ∈ Vl, l ≥ 1. By Remark 5.5 we have
that λzap = ±νpzj , λ
z
bp = ±νpzj, µ
z
ap = ±νazj , and µ
z
bp = ±νbzj . We show by induction
on l that νpzj = 0 and that xpxz ∈ I.
If l = 1, then z = u, and νpuj = 0 by Lemma 5.6. It follows that λ
u
ap = λ
u
bp = 0,
and so Fapu = µ
u
apxuxp, and Fbpu = µ
u
bpxuxp. Since xjL
j
ab ∈ I and xuL
j
ab /∈ I, by
Corollary 5.3 we have that (νauj , νbuj) 6= (0, 0). Therefore (µ
u
ap, µ
u
bp) 6= (0, 0) and
xpxu ∈ I.
Now suppose that l > 1 and that xz ∈ Vl is introduced because xwxz /∈ I for some
xw ∈ Vl−1; that is, xzHcl−1w /∈ I for some Hcl−1w ∈ HVl−1 . Assuming cl−1 < w < z < j,
by construction we have that (νcl−1zj, νwzj) 6= (0, 0).
Now xpxw ∈ I, and xwxz /∈ I imply that νpwz = 0. Since νpwj = 0 by the
induction hypothesis, it follows from (19) that νpzj = 0. Then λ
z
ap = λ
z
bp = 0, and so
Fapz = µ
z
apxzxp, and Fbpz = µ
z
bpxzxp.
If cl−1 = c1 ∈ {a, b} and νc1zj 6= 0, then (µ
z
ap, µ
z
bp) 6= (0, 0) and xzxp ∈ I. Otherwise
νclzj 6= 0, where xcl ∈ Vp for some p < l, so that xclxp ∈ I. If xzxp /∈ I, then we have
that µpclz = µc1clz = 0. Recall that we are assuming µc1clj = 0. Then by (18) we have
that νclzj = 0, a contradiction. 
Lemma 5.10. Let u ∈ {n − i, . . . , n} and {p, q} ⊂ {0, . . . , n− i − 1}. Suppose that
xuxp ∈ I, that Fpuj ∈ (xp), and that the coefficient of xq in L
j
pq is not zero. Then
xuxq ∈ I.
Proof. Assume p < q < u < j. By Remark 5.5 we have that µupq = ±µ
j
pq 6= 0. Then
Fpqu = xu(λ
u
pqxp + µ
u
pqxq) and xuxp ∈ I imply that xuxq ∈ I. 
Lemma 5.11. Let u ∈ {n − i, . . . , n} be such that xuL
j
ab /∈ I for some L
j
ab ∈
{L1, . . . , Lt}. Let xp ∈ {h1, . . . , hn−i−1−t}, and assume that L
j
ap and L
j
bp are monomi-
als in xp. Suppose that xzxp ∈ I for all xz introduced inductively from xu ∈ V1. If the
coefficient of xq in L
j
pq is not zero, then xzxq ∈ I.
Proof. By Lemma 5.6 we have that νpuj = 0. Now the proof of Lemma 5.9 shows that
νpzj = 0. Then by Lemma 5.10 we have that xzxq ∈ I. 
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We are now ready to conclude the proof that (Vl)(h1, . . . , hn−i−1−t) ⊂ I for all
l ≥ 1. Let u ∈ {n − i, . . . , n} be such that xuL
j
ab /∈ I for some L
j
ab ∈ {L1, . . . , Lt}.
Suppose that xz ∈ Vl, l ≥ 1, is introduced inductively from xu ∈ V1. Let xp ∈
{VN , VL \ VDj1 , Bdr+1, . . . , Bdk}. Let xadr+1 , . . . , xadk be generators of Bdr+1, . . . , Bdk
respectively.
First assume that Ljab ∈ Dj1. If xp ∈ VN ∪ (VL \ VDj1 ) ∪ {xadr+1} ∪ · · · ∪ {xadk},
then xzxp ∈ I by Lemma 5.9, since L
j
ap = L
j
bp = 0. If xp ∈ {Bdr+1, . . . , Bdk} is not a
generator of one of the blocks, then xzxp ∈ I by inductively applying Lemma 5.11.
Next assume that Ljab is one of the generators of B1, Bd2, . . . , Bdr . Recall that
xb ∈ VDj1 . If xp ∈ VN ∪ (VL \ VDj1 ), we may assume that L
j
ap = 0, otherwise by
Lemma 3.6 and by the proof of Lemma 3.14, we can reduce to the previous case given
by equation (7). If xp ∈ {xadr+1} ∪ · · · ∪ {xadk} we have that L
j
ap = 0 by Remark 3.9.
We also have that Ljbp = 0 if xp ∈ VN ∪ (VL \ VDj1 )∪ {xadr+1} ∪ · · · ∪ {xadk}. Then by
Lemma 5.9 we have that xzxp ∈ I.
If xp ∈ {Bdr+1, . . . , Bdk} is not a generator, then L
j
ap is a monomial in xp (otherwise
the block containing xa would not be maximal), and L
j
bp is a monomial in xp. Then
xzxp ∈ I by inductively applying Lemma 5.11.
Last assume that xa and xb belong to one of the blocks B1, Bd2 , . . . , Bdr . If xp ∈
VN ∪ (VL \ VDj1 ) ∪ {xadr+1} ∪ · · · ∪ {xadk }, then L
j
ap and L
j
bp are monomials in xa and
xb respectively, and so by Remark 5.8 we have that xzxp ∈ I. The same holds if xp is
not a generator of Bdr+1, . . . , Bdk , but the block containing xp has been constructed
after the block containing xa and xb.
If the block containing xp has been constructed before the block containing xa and
xb, then L
j
ap and L
j
bp are monomials in xp and by inductively applying Lemma 5.11
we have that xzxp ∈ I.
This concludes the proof of (Vl)(h1, . . . , hn−i−1−t) ⊂ I, of Theorem 4.1, and of
Conjecture 1.1.

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