The second-order consensus of multiple interacting non-identical agents with non-linear protocols is studied in this article. Firstly, it is shown that all agents with different non-linear dynamics can achieve consensus without a leader. Secondly, an explicit expression of the consensus value is analytically developed for the group of all agents. Thirdly, for the consensus of multiple agents with a leader, it is proved that each agent can track the position and velocity of the leader, which are different from those of the follower agents. Finally, numerical simulations are given to illustrate the theoretical results.
Introduction
The problem of consensus of multiple agents has attracted great attention over the past decade. This is mainly because that multiple agent systems can be found in many applications, including cooperative and formation control of mobile vehicles, flocking of multiple agents, distributed multi-vehicles coordinated control, design of sensor network and autonomous underwater vehicles . Generally speaking, consensus means that all agents need to reach an agreement on certain quantities of interest (such as the position and velocity) under some control protocols. Vicsek et al. [1] proposed a simple model for phase transition of a group of self-driven particles and numerically demonstrated complex dynamics of the model. In this model, each agent's motion is updated by using the local protocol based on the average of their own headings and neighbours. Jadbabaie et al. [2] provided a theoretical explanation for the Vicsek model based on algebraic graph theory. Saber and Murry [3] investigated a systematic framework of consensus problems with directed interconnection graphs or time-delays.
It should be noted that many engineering applications can be classified as the second-order consensus problem. For example, some parts of vehicles (such as torque motor and gas jet) cannot be controlled directly by their velocities (speeds) from the engineering perspective, and their desired motion must be adjusted directly by their accelerations rather than their velocities. Thus, acceleration should be used as a force-based control in such practical applications. In comparison with the study of the first-order consensus problem, the second-order consensus problem is more complicated and challenging [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Unlike the first-order consensus case, Ren and Atkins [4] and Ren [5] showed that both the network topology and the coupling strength of relative velocities between neighbours can affect the convergence result in the general case of directed interaction. Xie and Wang [6] studied the consensus problems where a damper term was introduced. Based on sample-data control, Gao and Wang [7] proposed a new protocol that can ensure all agents reach consensus on their positions and velocities, respectively. Tanner et al. [8] introduced a set of control laws that enable the second-order agents to generate stable flocking motion. Lee and Spong [9] studied the stable flocking problem with an inertial effect, and pointed out that neglecting inertial's effect can cause unstable group behaviour. Hu and Lin [10] discussed a group of autonomous mobile agents with double-integrator dynamics and time-varying interconnection delays. Lin and Jia [11, 12] , He and Cao [13] proposed several dynamics consensus protocols and derived sufficient conditions to ensure state consensus of second-order multiple agents. Hui and Haddad [14] and Liu et al. [15] investigated the consensus of non-linear networks. Zheng et al. [16] and Zhang et al. [17] considered the consensus problem of heterogeneous multi-agent systems and high-order multiagent systems, respectively. The leader-following consensus of multiple agents was also studied by many researchers [18] [19] [20] [21] .
To the authors' best knowledge, most existing works concerned with the second-order consensus of multiple agents assumed that all agents have the same dynamics. As a matter of fact, the dynamics of multiple agents composed of a group can be different, for example, each agent can have different mass (inertia) and different velocity gain because of design restriction and inherent property (or the measuring instrument). In addition, non-linear factor inevitably exists as a non-linear function of a variable between the agents during the information exchange. For instance, because of the limitation of observational technique and the inaccuracy of model parameters, the velocity v i (t) of an agent may be unobservable in some cases. In such cases, instead, a nonlinear function f (v i ) of the velocity v i (t) can be observed (see [14, 15] ). On the other hand, the linear parameters of an agent in the formation cannot be known exactly, and the agent is always subjected to external disturbances and some inevitable inaccurate data. Accordingly, in order to achieve high control performance and explore the collective dynamics of multiple agents, the consensus problem under non-linear protocols should be considered.
The main contribution of this paper is to provide an explicit expression of the consensus value, which is not only dependent on the initial positions and velocities, but also the masses (inertia) and velocity gains of all agents. For the case of agents with a leader, it will be shown that all agents can track the position and velocity of the leader, which are different from those of follower agents in the group. It will also be shown that the masses and velocity gains of all agents in the group have significant effects on the final consensus value and their influences are independent. The rest of the paper is organised as follows. Section 2 states the problem formulations and part of graph theory. Section 3 gives the main consensus results of multiple non-identical agents with and without a leader. Some numerical simulations are given in Section 4. Finally, Section 5 presents a brief conclusion to this paper.
Problem formulations
Some mathematical notations to be used throughout this paper are given below. Let R define a set of real numbers; R n be the n-dimensional real vector; R n×n be the set of n × n real matrices; andn = {1, 2, . . . , n} be an index set. To ensure the existence, uniqueness of the solution, and the cooperative property of the non-linear protocol, it is assumed that a set of continuously differentiable functions f l (z), h l (z) and b i (t) (i ∈N , l ∈n) satisfy the following properties (see [3, 14, 15] and relevant references therein for details):
are bounded, where a dot denotes the differentiation with respect to time t.
Consider the system consisting of N agents, and the dynamics of each agent can be expressed as
where
n are the position and velocity of agent i, respectively, m i is the mass (inertia) of agent i, u i1 (t) ∈ R n and u i2 (t) ∈ R n are control inputs (control protocols). Here, the control protocols are assumed to be of the form
n are strictly increasing non-linear functions with f l (z), h l (z) and b i (t) satisfying the above assumptions (i)-(iii). The main aim of the paper is to determine u i1 (t) and u i2 (t) for all agents without a leader to satisfy
and for all agents in the presence of a leader, to design the control protocols
where c iL > 0, if there is a connection from the leader to agent i, and c iL = 0, if no connection exists from the leader. p L (t) ∈ R n and q L (t) ∈ R n denote the position and velocity of the leader, respectively. The dynamics of the leader is governed by
It should be noted that control input u i2 (t) is a local control protocol with a neighbour-to-neighbour interaction between agents. Each agent (for example, agent i) can update its current velocity based on the position information of its neighbours. The protocol u i2 (t) also includes some nonlinear properties, such as uncertain linear model parameters and unpredictable external disturbances [3, 14] . Protocol u i2 (t) requires neighbour's current positions only and does not need neighbour's other information.
In the analysis of the convergence conditions for multiple agents, the undirected graph [8] G = {V, E, C} will be used to model the interaction among N agents. V = {1, 2, . . . , N } is the node (agent) set; an edge of G is denoted by e ij = (i, j) which means nodes j and i can receive information from each other; a set of edges E = {(i, j) ∈ V × V|i ∼ j} containing unordered pairs of nodes represents communication links; a non-negative adjacency matrix C is defined as: c ij = c ji > 0 if e ij ∈ E (there is a connection between agents i and j), while c ij = 0 if e ij / ∈ E (there is no connection between agents i and j). The network neighbours of agent i are assumed to belong to a set N i : (i 1 , i 2 ), (i 2 , i 3 ) , . . . , where i j ∈ V. An undirected (directed) graph is said to be connected (strongly connected), if there exists a path between any two distinct vertices of the graph. If there exists a path from agent i to agent j, then agent j is said to be reachable from agent i. For graph G, if there is a path from every agent to agent r, then it can be said that agent r is globally reachable in G [21] . A graph G associated with the system consisting of N agents and one leader (in the leader case) will be considered in subsequent sections.
Consensus of non-identical agents with non-linear protocols

Consensus of non-identical agents without a leader
Theorem 1: Consider system (1) with control protocol (2) and assume that the undirected graph G is connected. Then,
Proof: Select the Lyapunov function as
Differentiating V (t, p i (t), q i (t)) with respect to time along the solution of (1) yields
, q i (t 0 )) < +∞ exists and is finite. By considering Lyapunov function (5) and equality (6) as well as the properties of f l (z), h l (z) and b i (t), it can be seen thatġ(t) = b
is uniformly continuous [23] in t and
thus lim t→+∞ g(t) = 0 by applying the Barbalat lemma [24] , which further gives lim t→+∞ q il (t) = 0. On the other hand, lim t→+∞qil (t) = 0 sinceq il (t) is uniformly continuous in t.
Taking the limit as t → +∞ on both sides of (7) gives rise to the expression lim 
Corollary 1: Assume f (q i ) = q i (t), b i (t) = b i and suppose that the undirected graph G is connected. Then
p i (t) → 1 β N i=1 (b i p i (0) + m i q i (0)), i ∈N(t) → 1/β N i=1 (b i p i (0) + m i q i (0)) as t → +∞.
Remark 1: Lyapunov function V (t, p i (t), q i (t)) is positively definite since the properties of h l (z), and V (t, p i (t), q i (t)) = 0 if and only if q il (t) = 0 and p jl
(t) − p il (t) = 0 (i, j ∈ N , l ∈n).
Remark 2:
In proving Theorem 1, the Barbalat lemma has been used instead of Lasalle Invariance Principle since system (1) is a time-varying system. Theorem 1 indicates that the asymptotic consensus is reachable even if all agents are non-identical. Corollary 1 presents an explicit expression of the consensus value, which depends on the masses (inertial) and velocity gains, the initial positions and velocities of all agents. For given initial conditions, suitable b i and m i can be easily selected such that all agents achieve a desired consensus value. Moreover, the effects of m i and b i on the final consensus value are independent because of symmetric interaction of topology C.
By following a similar analysis to the one developed in Theorems 1, system (1) can be extended to the directed interconnected systems satisfying detailed balance conditions [25] .
Consensus of non-identical agents with a leader
In some cases, all agents are required to achieve a desired consensus value, which is irrelevant to agents' initial conditions. This situation is usually referred to as the leader-following consensus in the literature. The dynamics of the leader to be considered here is non-linear and different from that of any other agents. All other agents need to reach the same dynamics. To address the consensus of nonidentical agents with a leader, system (1) with a virtual leader labelled as 'L' with dynamics (4) will be investigated in this subsection (m i = 1, i ∈N ).
Theorem 2:
Consider system (1) with control protocol (3) . Suppose that b L (t) has the same properties with
Proof: Denote the position and velocity error functions between agent i and the leader 'L' asp
, respectively. Then the error systems obtained from (1), (3) and (4) can be written as
Select the Lyapunov function as
Fig. 1 Chained interconnection topology with and without a leader
) with respect to time along the trajectory of (8) 
The last term in the first inequality is obtained based on the inequality |ab| ≤ 1/2(a 2 + b 2 ). Then, by using the same analysis procedure developed in Theorem 1, it is easy to obtain that lim t→+∞q i (t)q i (t) = 0, lim t→+∞ q L (t)q L (t) = 0 and lim t→+∞pil (t) = 0, which imply that
and suppose that the leader has a path to all agents in graph G. Then, 
Remark 3: Protocol (3) contains a leader, which provides the information to other agents and does not receive any information from other agents. In protocol (3), the second term on the right hand side of u i2 (t) suggests that the leader has relationships with some of the other agents in the group. In particular, if for any i ∈N , c iL > 0, then the leader has connections with all other agents. If for a specific agent r and c rL > 0, c iL = 0 (i ∈N , i = r), then the leader has a connection with one agent in the group. Since the leader has a path to all other agents in graph G, at least one agent can directly receive information from the leader, and the other agents receive information from the others either directly or indirectly. Theorem 2 also confirms that control of one agent in the group can ensure all agents to achieve a desired consensus value provided that the graph G is connected [26] [27] [28] .
Numerical simulations
In order to illustrate the theoretical results, numerical simulations were carried out for the system consisting of six (N = 6, n = 1) non-identical agents with and without a leader, as shown in Fig. 1 . In the leaderless case, the non-linear control protocols can be selected as
and in the presence of a leader, the control protocols can be chosen as
where f (q i ) = q i (t) + ω 1 sin(q i ) and f (q L ) = q L (t) + ω 2 sin(q L )(ω 1 ≥ 0, ω 2 ≥ 0). Fig. 2 shows the consensus process of positions and velocities of all agents in system (1) with protocol (9) . It indicates that all non-identical agents can achieve consensus within a short period of time. From the result of Corollary 1, the consensus value is found to be 1/4. 
Conclusion
The consensus of multiple non-identical agents with non-linear control protocols has been studied for the agents with and without a leader. It was shown that all different agents in the group can achieve consensus, and an explicit consensus value for the group was obtained for some cases. For the agents with a leader, it was found that all agents can track the position and velocity of the leader, which are distinct from those of any follower agents. Numerical simulations were used to illustrate the theoretical results.
