Purpose: To develop a novel regularized, model-based approach to phase-based conductivity mapping that uses structural information to improve the accuracy of conductivity maps. Theory and Methods: The inverse of the three-dimensional Laplacian operator is used to model the relationship between measured phase maps and the object conductivity in a penalized weighted least-squares optimization problem. Spatial masks based on structural information are incorporated into the problem to preserve data near boundaries. The proposed Inverse Laplacian method was compared against a restricted Gaussian filter in simulation, phantom, and human experiments. Results: The Inverse Laplacian method resulted in lower reconstruction bias and error due to noise in simulations than the Gaussian filter. The Inverse Laplacian method also produced conductivity maps closer to the measured values in a phantom and with reduced noise in the human brain, as compared to the Gaussian filter. Conclusion: The Inverse Laplacian method calculates conductivity maps with less noise and more accurate values near boundaries. Improving the accuracy of conductivity maps is integral for advancing the applications of conductivity mapping.
INTRODUCTION
Mapping of electrical properties using MRI has been demonstrated in vivo in both normal subjects and patients (1) (2) (3) (4) . The electrical properties of a material can be defined as the complex permittivity k :
where E is permittivity, r is conductivity, and x is the resonant angular frequency. Conductivity describes a material's ability to conduct electric current whereas permittivity describes a material's resistance to establish an electric field.
The primary applications for mapping electrical properties are specific absorption rate calculations, treatment planning, and diagnostics. Predicting and monitoring specific absorption rate is a key safety factor in parallel transmit and high field MRI applications. Doing so on a subjectspecific basis requires accurate, subject-specific conductivity maps. Conductivity maps may be useful or even necessary for planning therapies such as transcranial magnetic stimulation (5, 6) or transcranial direct current stimulation (7, 8) , where tissue conductivity affects current density. Furthermore, recent studies have shown that conductivity increases in tumors. In vivo studies have primarily been conducted in the brain (9, 10) and the breast (3, (11) (12) (13) .
First proposed by Haacke et al. (14) and further described by Katscher et al. (15) , MR electrical properties tomography involves measuring magnetic fields with MRI to calculate electrical properties. Wen (16) noted that conductivity primarily affects the phase of the radiofrequency field, leading to the simplified phase-based conductivity mapping. This method is described in detail by Voigt et al. (9) .
The primary issues in MR electrical properties tomography are boundary errors and low signal-to-noise ratio (SNR). The boundary errors arise from the assumption that the electrical properties are locally constant, an assumption that is violated when electrical properties vary with space. This is most prominent at material boundaries, but can also be problematic in inhomogeneous materials. Seo et al. (17) provided a mathematical analysis of this error and Duan et al. (18) investigated the error magnitude at various tissue interfaces. Low SNR results from calculations that rely on the Laplacian operator. Electrical properties are proportional to the Laplacian of the measured magnetic fields, so their calculation amplifies any noise incurred during the MRI scan. Several methods have been proposed to minimize one or both of these issues, such as gradient-based approaches (19) (20) (21) (22) , magnitude image-based filter kernels (12, 23) , and inverse approaches.
There have been a few proposed MR electrical properties tomography methods focused on solving the inverse problem as opposed to the forward problem. Balidemaj et al. developed the Contrast Source Inversion approach (24) , which is based on global integral representations for the electromagnetic field quantities. The Contrast Source Inversion approach includes a Total Variation factor to reduce noise and does not rely on the assumption that conductivity is constant. Resultant conductivity maps for numerical phantoms show excellent recovery of small details and tissue boundaries. However, Contrast Source Inversion requires knowledge of the background field and, to the best of our knowledge, this method has not been extended to be three-dimensional (3D) and also has only been used in numerical experiments. Borsic et al. proposed an Inverse Problems approach (25) more similar to the method we present in this paper. Their Inverse Problems approach also updates the conductivity maps based on the difference between the forward problem formulation and the measured data. They have tested both quadratic and Total Variation regularization schemes. The Total Variation formulation results in excellent recovery of boundaries in numeric and experimental phantoms, but the method has not been tested in vivo. Furthermore, this method presents a computational burden, which the authors have mitigated by subdividing the problem, but there exist some discontinuities at the boundary between subdivisions.
As an alternative to MR electrical properties tomography, Local Maxwell Tomography (26, 27) and Global Maxwell Tomography (GMT) (28) have been proposed in recent years, and GMT is also formulated as an inverse problem. Local Maxwell Tomography does not require assumptions about radiofrequency phase or the coil structure and was generalized to solve for tensors and rapidly varying electrical properties. However, the approach requires multichannel transceivers. GMT is based on volume integral equations and, as such, requires appropriate solvers. GMT uses only the magnitude of the radiofrequency field, so it does not rely on phase assumptions. To the best of our knowledge, Local Maxwell Tomography and GMT have only been demonstrated in numerical phantoms.
We use magnitude information from the MRI images as a priori information in our proposed reconstruction process, specifically to identify a region of support and identify tissue boundaries. Magnitude information has previously been used to adapt the filter kernel shape and size to the anatomy in both Gaussian filtered Laplacian (23) and parabolic fitting (12) approaches. Both methods have reduced the size of boundary artifacts.
In this work, we propose a novel method for phasebased conductivity mapping that includes a model-based approach with regularization. The aim of this approach is to produce conductivity maps with higher accuracy by reducing noise amplification and boundary artifacts. This is a 3D method that uses magnitude information as a priori information to improve the phase-based conductivity reconstruction. We demonstrate this method in numerical simulations, a saline phantom, and human subjects.
THEORY

Phase-Based Conductivity Mapping
We can relate the complex permittivity of an object to the magnetic flux density, B, with the Helmholtz equation:
where x is the resonant frequency and l 0 is the permeability of free space. Under the assumption that the complex permittivity is locally constant, the term rk k Â ½r Â B ¼ 0, and we arrive at the homogeneous Helmholtz equation:
When using MRI to measure conductivity and permittivity the transmit radiofrequency field, B þ 1 , is used due to the ease of measurement. According to Wen (16) , the conductivity of an object primarily affects the phase of the B þ 1 field, f þ , while the permittivity of an object primarily affects the magnitude of this field. Therefore, conductivity can be approximated as
This is referred to as phase-based conductivity mapping. Mapping conductivity based on phase alone is more time efficient, as the magnitude of the field is not required. Additionally, the transmit phase from any coil can be approximated as half the transceive phase, which can be acquired using a spin echo (SE) or balanced steady state free precession scan. Phase-based conductivity mapping is valid so long as the curvature of the magnitude of the B þ 1 field is small (16) . As the static magnetic field strength increases, so does the curvature of the B þ 1 magnitude, and phase-based conductivity mapping is more biased (4).
Model-Based Approach with Regularization
We propose an estimator for penalized weighted leastsquares reconstruction of a conductivity map aŝ
wherer is the optimal conductivity solution, f þ is the measured transmit phase data, L is a system model relating the two, R is a regularization function, and b is the regularization parameter. The matrices W 1 and W 2 are weighting matrices that incorporate a priori information into the problem. The first term on the right-hand side of the Eq. [4] is the data fit term, which enforces the relationship between tissue conductivity and f þ described in Eq. [3] . The second term is a penalty, or regularization, term which incorporates some previous knowledge of the object to improve the fidelity of the reconstruction.
In this problem, the system model L can be described as a filter representing an approximate inverse of the discrete Laplacian operator, r 2 , where: The inverse of this operator is calculated by zero-padding this kernel to the size of the data, taking the 3D fast Fourier transform (FFT), and inverting the FFT coefficients. Since the FFT of the Laplacian operator is zero-valued at DC, inverting that coefficient is ill-conditioned. To mitigate this problem, we added a small offset, d, to the DC coefficient of the Laplacian. Taking the inverse FFT of the inverted coefficients results in the Inverse Laplacian (IL) filter L.
Similar to calculating the Laplacian of phase data, the IL calculation requires the convolution of r with the IL filter. To keep consistent with least-squares notation, we represent the IL filter as a matrix, but in actuality this filter is an operator, where
The F operator is the FFT. The regularizer for this problem, RðrÞ, uses a roughness penalty, which can be written as:
RðrÞ ¼ cð½CrÞ: [6] This regularization term encourages a smooth conductivity map because the matrix C is the first order finite difference operator. When multiplied by W 2 , this regularizer calculates a weighted sum of the differences between the voxel of interest and its nearest adjacent neighbor in all three dimensions. In this formulation, r is a vectorized version of the conductivity map such that ½Cr is a vector of length K, where K is N voxels times j neighbors (j ¼ 3 here).
The function cðtÞ is a potential function that operates on each element of ½Cr. In this work, we use a hyperbola potential function (29, 30) . This allows us to penalize any roughness in r in a nonlinear fashion, with larger penalties associated with larger values of ½Cr. The values of the hyperbola form of cðtÞ grow in a quadratic fashion for small values of t and in a linear fashion for large values of t, which gives the hyperbola potential function edge-preserving qualities. This is favorable for conductivity mapping because we have already neglected object edges in the system matrix by using the homogeneous Helmholtz equation.
The matrices W 1 and W 2 are used to mask out certain parts of the image based on a priori information. While this work focuses on phase-based conductivity mapping, the scan protocol used to acquire the phase image also provides a magnitude image at no extra cost. In addition, we acquire an angiogram because vessels can cause spurious phase information. The mask W 1 dictates the region of support for the problem, which excludes any vessels from the angiogram as well as regions of the magnitude image with very low signal. The mask W 2 determines the regions on which regularization should be applied. The finite differences matrix C is applied to the magnitude image and the result is thresholded to determine the important edges in the object. These large edges are excluded from regularization under the assumption that edges in the conductivity maps will coincide with edges in the anatomical images, and we do not wish to regularize across these boundaries. Because we want to regularize in each of the three dimensions, W 2 is a row vector of length N voxels times j neighbors so that we can weight the regularization directions independently. Masks W 1 and W 2 are valued 0 for voxels to be excluded from the calculation and 1 elsewhere. When a voxel in a given mask is zero-valued, that voxel becomes a "don't care" voxel for the data fit term, regularization term, or both. We solve this optimization problem using the conjugate gradient method, implemented using tools from Fessler's Image Reconstruction Toolbox (31) .
The regularization parameter b determines the balance between accurate modeling of the data and smoothing the results with regularization. While methods exist to optimally select the regularization parameter b, we selected the parameter value to approximately match the spatial resolution of the traditional filtering methods. In this work, we chose a restricted Gaussian filter for comparison. When employing Gaussian smoothing in the conductivity calculations, the two main reconstruction steps are to (1) calculate the Laplacian and (2) apply the filter. In the IL approach the data fit term includes the Laplacian operator and the regularization term enforces some level of smoothness. Since the data fit term is derived from the Laplacian operator, we can show that, in the absence of noise, the IL method with no regularization will produce highly accurate conductivity maps, as will the Laplacian operator. Therefore, we directly compare the spatial resolution properties of the Gaussian filter with those of the regularization term. Some electrical properties tomography literature (17, 23, 32) uses filter widths of 5 voxels, so we compare the Point Spread Function full-width-at-halfmaximum values for 5 Â 5 Gaussian filters with a range of different standard deviation values to those of the finite differences regularizer with a hyperbola potential function for a range of b values. We did not include the edge mask W 2 in the regularization term, as this would certainly exclude the point object from regularization and thus prevent the calculation of the Point Spread Function. Results from this experiment are shown in Supporting Figure S1 . We selected a filter standard deviation of 1 voxel to match the filters used in (17, 23, 32) , and a corresponding b value of 1. It is worth noting that this matching procedure equates the spatial resolution properties for these two methods for a given impulse amplitude. Due to the nonlinear nature of the regularizer, its smoothing properties will vary depending on the amplitude of the differences. We selected a point object amplitude of 0.3 to represent the approximate conductivity difference between white and gray matter. We are less concerned about larger amplitude point objects because of the edgepreserving nature of the regularizer and possible assistance from the edge mask.
A flowchart describing the workflow is given in Figure 1 .
METHODS
Electrical Properties Tomography Reconstruction
Phase data was unwrapped prior to reconstruction using the method in (33) . The conductivity map reconstructions were first performed using the proposed IL method with b ¼ 1. To determine the appropriate DC offset value, d, for the IL filter, the value of d was varied between 10 À2 and 10 À7 . No noise was added to the simulation data for the d experiments.
The proposed IL method also relies on circulant operations in calculating the inverse of the Laplacian and the regularization term. The images have plenty of zeropadding in the x-and y-directions, but a slice of zeros was added to both the top and bottom of the volume.
The proposed method was compared against a restricted Gaussian filter. This method also requires both the magnitude and the phase of the SE image. First the conductivity was calculated according to Eq. [3] using the discrete Laplacian kernel r 2 . Zero-padding in the zdirection was also used in the Gaussian filter method because circulant end conditions were used to calculate the Laplacian. The Gaussian filter was a 5 Â 5 Â 5 kernel with a standard deviation of 1 voxel, applied to the raw conductivity images. The filter was restricted to include voxels within the kernel that had a magnitude intensity within 20% of the center voxel, as described in (12) .
For both methods, to reflect the fact that conductivity must be non-negative, any resultant negative conductivity values were set to zero.
Numerical Simulations
Numerical simulations were performed using SEMCAD X (SPEAG, Switzerland). The model consisted of a birdcage coil and a cylindrical, two compartment phantom. The outer compartment was assigned the material properties of gray matter (r GM ¼ 0.59 S/m) and the inner compartment was assigned the material properties of cerebrospinal fluid (CSF) (r CSF ¼ 2.14 S/m). Simulations were performed at 128 MHz with 0:4 Â 0:4 Â 0:4 mm 3 voxels. Since B þ 1 is a direct product of the simulation, it was used in the reconstruction.
Zero-mean additive white Gaussian noise (AWGN) was added independently to the real and imaginary parts of the data. The standard deviation of the noise was varied from 10 À3:8 to 10 À2:5 to achieve a range of SNR values of 50-76 dB. Conductivity maps were reconstructed using the proposed IL method and the restricted Gaussian filter method. Furthermore, no angiogram information was included. At each noise standard deviation level, both reconstruction methods were repeated for 100 noise realizations. In both Gaussian filtering and the IL method, there exists a trade-off between accuracy of the conductivity maps (e.g., bias) and noise. Bias will be evident in the conductivity maps regardless of the SNR of the input data and, in our experience, dominates the root-meansquare error calculation. Therefore, to measure the amount of bias we averaged the conductivity maps over all realizations for each noise level. To give a more representative measure of the effective conductivity map SNR, we subtracted this mean error at the respective noise level from each realization before calculating the standard deviation of the conductivity values across all 100 realizations.
Conductivity values were calculated using the IL method and the restricted Gaussian filter method after AWGN with a standard deviation of 5 Â 10 À4 was added to the simulation data. The experimental mean and standard deviation values were calculated under two conditions. First, using all voxels for a given material and, second, after eroding each material region using a 9 Â 9 square element. The erosion was performed to calculate the error without the edge artifacts, a means of separating bias from noise. The eroded regions are shown in Supporting Figure S2 .
The IL method was also used to calculate conductivity values with and without the edge mask, W 2 , after AWGN with a standard deviation of 10 À4 was added to the simulation data.
Dielectric Phantom
An aqueous phantom was constructed using two cylindrical plastic containers to provide conductivity contrast. The outer container contained a solution of 7.5 g/L NaCl, to increase the conductivity, and 1 g/L copper sulfate, to reduce the relaxation constants. The inner container, allowed to move freely within the larger vessel, was filled with only deionized water. We measured the conductivity of the outer container to be 1.38 S/m using a dielectric probe. We used 0 S/m as the true conductivity value of the inner container. Conductivity maps were reconstructed using the proposed IL method and the restricted Gaussian filter method. Angiogram information was not used for the dielectric phantom. The same region erosion procedure used for the simulation data was used for the phantom data.
In Vivo Experiment
Four healthy volunteers were scanned under approval by the Institutional Review Board at the University of Michigan. Conductivity maps were reconstructed using the proposed IL method and the restricted Gaussian filter method.
Scan Protocols
All experiments were performed on a GE Discovery MR750 3.0T MRI scanner (GE Healthcare, Waukesha, WI) using a birdcage head coil. Data were acquired using a two-dimensional SE sequence with TE/TR ¼ 16/1200 ms, FOV ¼ 24 Â 24 Â 2:1 cm, with 1:25 Â 1:25 Â 3 mm 3 voxels. Data were acquired twice using the SE sequence with opposite slice select gradient polarity and averaged to mitigate the effect of eddy currents. The transmit phase, f þ , was calculated by dividing the unwrapped transceive phase of the SE image by two.
A phase contrast angiogram was acquired for each human subject with the same slice prescription as the SE scan. The peak encoded velocity was set to 15 cm/s.
For the human subjects, a T1-weighted image was acquired using a two-dimensional spoiled gradient echo sequence with the same slice prescription as the SE sequence. This image was used for segmentation with SPM8 (34) . Each voxel was classified as either gray matter, white matter, or CSF with probability greater than 95%. Voxels not meeting this criteria for any tissue type were left unassigned. The segmented images were used to calculate mean and standard deviation of the conductivity values for each tissue type. Mean tissue values across all subjects were calculated as the mean of individual subject means, weighted by the number of voxels in the tissue segment. The standard deviations across all subjects were calculated as the square root of the mean of the subject variances, also weighted by segment size.
All conductivity calculations were performed in 3D, but results are displayed for representative slices from the reconstructed volumes. Mean and standard deviation values reported in tables were calculated over the volume, excluding the top and bottom slices to exclude artifacts in the Gaussian filter reconstruction due to applying the Laplacian kernel at the edge of the volume. Figure 2 shows the conductivity maps for noise standard deviation ¼ 5 Â 10 À4 , reconstructed using the Gaussian filter and IL methods. Mean and standard deviations for each region and reconstruction method are reported in Table 1 . Figure 3 shows the resultant conductivity maps for varying values of d. For values of d ¼ ½10 À2 ; 10 À3 ; 10 À4 the conductivity maps are nearly identical. Some crosshatching is visible, but we believe this is simulation artifact. Conductivity maps calculated with values of d closer to zero result in more ringing and a loss of the sharp transition between compartments. For all experiments, we used d ¼ 10 À3 to minimize the bias due to the DC offset.
RESULTS
Simulation Data
The effects of the masks used in the IL approach are shown in Figure 4 . The method does not yield accurate conductivity maps when no region of support is specified. This is primarily due to the lack of data in the background region. Without the support mask, W 1 , the model attempts to fit the sharp edge in the phase at the object border resulting in spurious conductivity values. The edge mask, W 2 , helps to retain information close to material boundaries where large jumps in conductivity occur. It is clear from Figure 4 that the edge artifact at the boundary between the two materials is reduced in width by using the edge mask. Excluding the edge pixels from regularization also allows for more accurate conductivity calculations adjacent to these pixels because the transition between compartments is not regularized and therefore not encouraged to be smooth.
We assess the accuracy of each reconstruction method based on the root-mean-square error of the conductivity maps. Figure 5a shows the effect of noise in the B þ 1 data on the standard deviation of the reconstructed 
conductivity map. These standard deviation values were calculated after subtracting out the mean error for the given noise level, so they provide a more accurate description of the effective conductivity map noise, removing bias due to spatially varying conductivity. The IL method produces lower conductivity standard deviations than the restricted Gaussian filter across all input noise levels. Figure 5b -e allow visualization of the bias associated with each reconstruction method at the lowest and highest noise levels. These are the mean error values for their respective input noise levels. The restricted Gaussian filter yields conductivity maps with larger error near the outer edge of the object and less uniformity at higher noise levels. Figure 5d ,e suggest that the IL method introduces a slight ringing across the object. Minimal cross-hatching is visible, particularly in Figure 5b ,d, due to simulation artifacts. Figure 6 shows the calculated conductivity maps for the phantom. Mean and standard deviations for each region are reported in Table 1 . As in the simulations, the IL method produces conductivity maps with less variation in the constant regions. Additionally, the IL method had lower conductivity standard deviations. For the phantom data, the inner compartment values are largely impacted by setting negative values to zero, driving the mean and standard deviation values closer to zero. For the outer compartment, the IL method calculated conductivity values much closer to the measured value, especially after mask erosion.
Phantom Data
In Vivo Data Figure 7 shows the conductivity maps for a representative healthy volunteer subject. Mean and standard deviations for each tissue type in all four subjects, as well as across all subjects, are reported in Table 2 . The ventricles are well-defined as is gray matter surrounding the sulci. The IL method resulted in lower values of the standard deviation within a tissue type for most subjects, particularly the white matter values. The IL method produced higher standard deviations for the gray matter and CSF in two of the four subjects, which may be a result of poor definition between gray matter and CSF in the conductivity maps whereas the tissue segmentation is welldefined.
DISCUSSION
Conductivity mapping suffers from poor SNR because conductivity is proportional to the noise-amplifying Laplacian of the phase. In addition, phase-based conductivity mapping generally assumes that the conductivity is locally constant, an assumption that is not valid at or near tissue boundaries or in other regions of spatially varying conductivity. In a complex structure such as the brain, these boundary errors can greatly impact the accuracy of the results. For a simple filtering method, there exists a trade-off between SNR and edge artifacts and one must select a filter size that adequately balances the two. In our proposed Inverse Laplacian method, we have selected a regularization parameter that matches the spatial resolution properties of our method to those of a Gaussian filter for comparison. However, we have reduced the standard deviation of the conductivity values while retaining conductivity information very close to boundaries. The use of a priori structural information plays an important role in this reconstruction method.
Our method differs from previously proposed inverse approaches in that it is a fully 3D formulation that can be solved as a single problem. The Contrast Source Inversion approach (24) has only been demonstrated in two dimensions and the inverse approach published by Borsic et al. (25) was formulated in 3D, but computational load required subdivision of the problem. Our calculation of the IL filter provides a manageable problem size for the inverse approach, even for 3D volumes. An important parameter in the IL filter calculation is selecting a small DC offset, d, so that the discrete Laplacian operator is invertible. As shown in Figure 3 , we have selected a value from a wide range of possibilities that will minimize error due to this DC offset.
Based on Figure 4 , the edge mask, W 2 , improves the accuracy of conductivity maps near material boundaries. Without this mask, we observe a roll-off near compartment boundaries where the conductivity is not locally constant, yet the regularizer enforces a smooth transition. This effect is more pronounced in regions where conductivity variation with space is large, such as the compartment boundary in the simulations or at the boundary of CSF in the brain. These regions also provide good contrast in the MRI magnitude images, making it easy to detect the edges. Other regions of spatially varying conductivity may be more difficult to identify, but they cause smaller errors so it is not as important to capture those areas in the edge mask.
Boundary errors can have a large impact in comparing reconstruction methods. The conductivity values reported in Table 1 for the simulation data show that the IL method mean values changed less with the mask erosion, supporting the idea that the IL method can better recover conductivity information near boundaries. The boundary errors in the Gaussian filter reconstruction are primarily due to applying the Laplacian operator across boundaries and are propagated by filtering. One might consider excluding these regions from the Laplacian calculation, but this would still result in inaccurate conductivity values at those spatial locations. The phantom results show that the regularization parameters translated well from simulation to phantom data, which is an encouraging result for a method that could potentially be highly dependent on parameter tuning. The phantom benefits from having a physical layer of separation between the two compartments, aiding in the detection of edges for mask W 2 . There is a conductivity spike near the compartment boundaries present in both methods, shown in Figure 6 . The inner compartment is deionized water, so the SNR for the B þ 1 data is lower than in the outer compartment. Coupled with the lower conductivity, this makes it more challenging to tease out the underlying curvature from the noisy data. While much of the inner compartment was set to zero in postprocessing, the IL algorithm produced fewer high conductivity values in the inner compartment.
For the human brain experiments, we present representative conductivity maps in Figure 7 . The ventricles are well-defined along with many of the sulci. Similar to previous results, the Gaussian filter produced higher variation in conductivity values as compared to the IL method. A combination of filters on the phase data as well as the conductivity maps would be necessary to achieve better results, but when cascading filters one also risks loss of spatial resolution. The mean and standard deviation of each tissue type for all four subjects are presented in Table 2 . Mean tissue conductivity varied between subjects, but were generally close to reported values. Marked differences between mean tissue values for the Gaussian filter versus the IL method might be explained by large positive values near edges. Definition between tissue types might be improved with high resolution B þ 1 maps. Since our proposed method provides reduced noise amplification while maintaining spatial resolution properties, we can expect the IL method would be able to reconstruct accurate conductivity maps from high resolution, lower SNR B þ 1 data.
CONCLUSIONS
We have developed a novel 3D regularized, model-based algorithm for phase-based conductivity mapping that uses a priori structural information to increase the accuracy of the maps. The Inverse Laplacian method exhibits less noise amplification and better edge responses than filtering methods and has proven successful in simulation, phantom, and the human brain. Accurate conductivity maps are essential for subject-specific conductivity calculations to be valuable in clinical or safety applications. To improve the accuracy of our method, we plan to investigate the incorporation of nonconstant electrical properties into the system model. This would be equivalent to deriving a system model from the Helmholtz equation as opposed to the homogeneous version. We believe this would result in more accurate values in regions with spatially varying electrical properties, specifically at the locations we have excluded from regularization in the current methodology.
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