In this paper, a new symmetric rank one for unconstrained optimization problems is presented. This new algorithm is used to solve symmetric and positive definite matrix. The new method is tested numerically by (7) nonlinear test functions and method is compared with the standard BFGS algorithm.
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Introduction:
In this section we take a numerical approach toward the development of a numerical algorithm lying some where intermediate to the steepest descent and Newton methods. The idea underlying quasi-Newton methods is to use an approximation to the inverse Hessian instead of the true inverse that is required in Newton's methods.
An efficient quasi-Newton method was proposed by Davidon (1959) and many others followed this pioneering work (see Dennis and More (1977) , and Dennis and Schnable (1983) ).
The search vector is calculated according to the following equation:
where k H is in some way an approximation to 
, which can be approximated with first-order information:
and this relationship is exact if f is quadratic. Let
where
where a is a constant and u a square positive definite matrix.
In which a symmetric rank one matrix
multiplication's only. Now if the quasi-Newton condition (1.1) is to be satisfied, it follows that:
Hence u is proportional to
Since any change of length can be taken up in
is set, in which case 1 = k T y au must hold, which defines a thus the rank one formula is given by:
The general formula, in a slight modification of Fletcher's (1987) Parameterization, is given by
is the free parameter and
Much effort, both analytic and computational, has been devoted to identifying the best quasi-Newton formula or even the best from the much wider class of variable metric methods ontroduced by Huang (1970) . The choice with the widest support is the BFGS algorithm which was derived independently in 1970 in four different ways by Broyden, Fletcher, Goldfarb, and Shanno. In the parameterization of (1.4), this BFGS update formula corresponds to choosing
New Symmetric Rank One Formula:
In this section we shall derive a new symmetric rank one update as follows if u and w are column vectors, then T u is row vector and the product w u T is a scalar.
Suppose that 1 + k G and k G are square matrices, and u and w are vector with the property that:
Then the inverse of
where  is a scalar: 
, then we have the new symmetric rank one formula as follows:
it clear to prove that the new proposed algorithm will satisfy the QN condition: from (2.2) that:
This indicates that the new proposed symmetric matrix is a positive definite and satisfies the QN condition.
The Outlines of New Algorithm:
Step (1)
Step (2):
Step (3): Compute
, where k  is optimal step size.
Step (4)
Step (5):
Step (6):
Step (7):
Step (8):
, then go to step (1), else 1 + = k k and go to step (3).
Numerical Results:
Seven test functions were tested with different dimensions 500 4   n all programs are written in FORTRAN 90 language and for all cases the stopping criterion is taken to be 5 1 10 1
The line search routine used was cubic interpolation which uses function and gradient values and it is an adaptation of the routine published by Bundy (1984) .
The results are given in the Table (1) is specifically quoting the number functions NOF and the number of iterations NOI.
Experimental results in Table ( 1) confirm that the new algorithm is superior to standard BFGS method.
In about 53% in NOI and 56% NOF. 
Appendix:
All the test function used in this paper are from general literature: 
