A general parametric framework based on the generalized Student t distribution is developed for pricing S&P500 options. Higher order moments in stock returns as well as time-varying volatility are priced. An important computational advantage of the proposed framework over Monte Carlo-based pricing methods is that options can be priced using one-dimensional quadrature integration. The empirical application is based on S&P500 options traded on select days in April, 1995, a total sample of over 100,000 observations. A range of performance criteria are used to evaluate the proposed model, as well as a number of alternative models. The empirical results show that pricing higher order moments and time-varying volatility yields improvements in the pricing of options, as well as correcting the volatility skew associated with the Black-Scholes model.
Introduction
The Black and Scholes (1973) model represents the most common framework adopted in practice for pricing options. Part of the reason for its popularity is its analytical tractability as the price is simply the mean of a truncated lognormal distribution; see Ingersoll (1987) .
Two key assumptions underlying the Black-Scholes model are that the distribution of the underlying asset returns is normal and that volatility is constant. However, there is strong empirical evidence that neither assumption is valid; for a review of this literature see Bollerslev, Chou and Kroner (1992) . One manifestation of these misspecifications for pricing options is the occurrence of volatility smiles and skews, whereby implied volatility estimates vary across strike prices written on contracts in the same market; see Hull and White (1987) , Corrado and Su (1997) and Hafner and Herwartz (2001) , amongst others.
A number of alternative frameworks have been proposed in the literature to correct for the misspecification of the Black-Scholes model; see Jackwerth (1999) for a recent review.
These frameworks can be classified into three broad categories. The first category involves relaxing the constant volatility assumption. Examples are the deterministic volatility models of Dupire (1994) and Dumas, Fleming and Whaley (1998) ; the stochastic volatility models of Hull and White (1987) , Heston (1993) , Bakshi, Cao and Chen (1997) , Bates (2000) , Chernov and Ghysels (2000) and Pan (2002) ; and the Generalized Autoregressive Heteroscedasticity (GARCH) models of Engle and Mustafa (1992) , Duan (1995 Duan ( , 1999 , Heston and Nandi (2000) , Hafner and Herwartz (2001) and Bauwens and Lubrano (2002) . The second category involves relaxing the normality assumption using either parametric or nonparametric methods. Parametric examples are the lognormal mixture model of Melick and Thomas (1997) and the flexible distributional frameworks adopted in Lim, Lye, and Martin, Forbes and Martin (2003) . Nonparametric examples include the Edgeworth expansion of Jarrow and Rudd (1982) and Corrado and Su (1997) ; the Hermite polynomial approximation of Ane (1999) ; the nonparametric density estimator of Ait-Sahalia (1996), Ait-Sahalia and Lo (1998, 2000) and Ait-Sahalia, Wang and Yared (2001); and the neural network approach of Garcia and Gencay (2000) . The third category consists of augmenting the mean returns specification. The most popular form involves the inclusion of a Poisson jump process; see for example, Bakshi, Cao and Chen (1997), Bates (2000) and Pan (2002) .
The approach adopted in this paper combines elements of the first two approaches. A parametric risk neutral distribution based on the generalized Student t (GST) distribution of Martin (1993, 1994 ) is proposed which accommodates higher order moments in returns distributions. Time varying volatility is modelled by specifying the conditional variance to be a function of the net state return over the life of the option; see Rosenberg and Engle (1997) and Rosenberg (1998) . The option is then priced by evaluating the expected value of the discounted payoff of the option contract. The chosen specifications are appealing in that they lead to a computationally efficient procedure for pricing options based on univariate numerical quadrature. This is in contrast to models priced using Monte Carlo methods, which require computing the expectation as an average of a large number of simulation paths. Another advantage of the proposed framework is that a number of existing parametric models are special cases of the GST distribution, including the Black-Scholes model. This means that standard procedures can be adopted to test between competing parametric specifications. Other approaches based on lognormal mixture distributions and Edgeworth expansions are shown to be related to the GST distribution but not directly nested. For these cases other statistical criteria are adopted to test between the competing models. In choosing an appropriate model from the class of models based on Edgeworth expansions, the Jarrow and Rudd (1982) formulation is not adopted as the probability distribution is not guaranteed to be positive over the support. Instead, an alternative option price model based on the semi-nonparametric density of Gallant and Tauchen (1989) is proposed. A final advantage of the proposed framework is empirical, as the GST distribution is shown in general to yield prices of S&P500 options which are superior to other models, in terms of a range of performance measures.
The rest of the paper is structured as follows. Section 2 presents the framework for pricing options using a general parametric family of distributions, based on the GST distribution.
Option prices based on this distributional model are referred to as GST option prices. In Section 3 the GST option price model is shown to nest the Black-Scholes model, as well as being related to semi-nonparametric pricing models and a model based on a mixture of lognormals. The shapes of the GST risk neutral probability distributions are investigated, the effects on option pricing examined and the presence of volatility smiles and skews discussed in Section 4. The empirical implications for pricing S&P500 options traded on selected days during April 1995, are presented in Section 5. In evaluating the competing models, five performance measures are adopted based on significance testing, mispricing, forecastability, hedging errors and volatility skew corrections. The key result of the analysis is that the GST model produces option prices that are superior in general to prices produced by all other models considered. A fundamental feature of these empirical results is the importance of modelling skewness in stock returns both to minimize option pricing errors and to establish a consistent framework to price options across the full spectrum of moneyness in a single market. Concluding remarks are contained in Section 6.
Parametric Valuation of Options

General Framework
In this section, a general framework for pricing stock options based on flexible parametric distributions is presented. The distributional model of the stock price generalizes the lognormal distribution which underlies the Black-Scholes option price model, by allowing for higher order moments in returns.
As options on the S&P500 index are European options, the option price model developed here does not allow for early exercise. 1 Consider valuing a European call stock option at time t maturing at time T = t +n, where n represents the length of the contract. Defining S t as the spot price at time t of the stock index, the price of the option with exercise price X, is given as the expected value of its discounted payoff; see Ingersoll (1987) and Hull (2000) ,
where the conditional expectation E [.|S t ] , is taken with respect to the risk neutral probability measure, τ = n/365 represents the time until maturity expressed as a proportion of a year, and r represents the risk-free interest rate. An alternative way of writing (1) which is more convenient in developing the generalized forms of the risk neutral probability distribution adopted in this paper, is
where g(S T |S t ) is the risk neutral probability density function of the stock price at the time of maturity, S T , conditional on the current value, S t .
In deriving the form of the risk neutral probability distribution, g(S T |S t ) in (2), the returns of the stock index over the life of the option contract are assumed to be generated
where σ T |t is the annualized conditional volatility process and z T is a standardized random variable with zero mean and unit variance. 2 In specifying σ T |t , the formulation of Rosenberg and Engle (1997) and Rosenberg (1998) is adopted,
This specification shows that conditional volatility is stochastic, as it is a function of the future return over the life of the option, ln (S T /S t ) . In the case where β 2 > 0, the relationship between volatility and future return is positive. In the case where β 2 < 0, there is an inverse relationship between future return and volatility, corresponding to a version of the leverage effect. Setting β 2 = 0 yields the constant volatility specification which underlies the BlackScholes model.
The inclusion of future returns in (4) contrasts with volatility specifications based on GARCH, which are backward looking, with volatility being a function of lagged returns. In the context of option pricing, whereby option prices are based on an evaluation of the future evolution of the underlying spot price, equation (4) is a more natural volatility specification.
In common with a GARCH-type volatility specification, an additional error term is not introduced, with all randomness deriving from randomness in the asset price itself. This contrasts with a stochastic volatility model, in which the volatility process has its own random innovations, which may or may not be correlated with the innovations to the price process. As is highlighted below, the volatility specification in (4), as well as having a natural interpretation in an option pricing context, also has particular computational advantages compared with the GARCH and stochastic volatility specifications.
In choosing the form of the distribution function of z T , the adopted distribution needs to be able to capture the well-known empirical feature of nonnormality in stock returns. The distribution adopted here that has these characteristics is the GST distribution introduced 2 In the case of constant volatility and normal errors, equation (2) can be derived from integrating the
2´d τ + σdW, over the life of the option, where dW ∼ N (0, dτ ) . For the more general case of time-varying volatility functions and non-normal errors, the properties of the continuous time process that underlies the model can be identified using the rules of Ait Sahalia (2002).
where J is the Jacobian of the transformation from z T to S T , given by
and σ
2
T |t is defined in (4). Stock options can be priced by using (7) to (9) in (2) . This formulation expands the Black-Scholes pricing framework as now both kurtosis and skewness in stock returns, as well as conditional volatility, are all priced in the stock option. Apart from some special cases, the integral in (2) needs to be computed numerically. In contrast with other option evaluation methods however, this computation occurs via a straight-forward application of one-dimensional numerical quadrature. In particular, the specification of volatility as a function of S T enables a closed form solution for g(S T |S t ) to be derived, meaning that the augmentation of a nonnormal distributional assumption with time-varying volatility involves no additional computational complexity. 4 Option prices based on (7) to (9) are referred to hereafter as GST prices. In the empirical analysis, three variants of the GST model are investigated:
θ 3 6 = 0; θ 4 6 = 0; θ 5 6 = 0; θ 6 = −0.25.
(10)
The choice of value for θ 4 in GST-1 and GST-2 is motivated by the usual normalization adopted in the normal distribution. The choice of value for θ 6 in GST-3 also serves as a normalization. Before considering the properties of the GST option pricing model in more detail, its relationship with other option pricing models is discussed in the following section.
Three alternative models are discussed. The first is the Black-Scholes model, which is based on the assumption of normal returns and constant volatility. The second is based on seminonparametric distributions, constructed from an augmentation of a normal distribution to 4 The stochastic volatility model of Heston (1993) produces a closed form solution for the option price only under the assumption of conditional normality. Even then, the solution is analytical only up to two one-dimensional integrals in the complex plane. Further, estimation of any stochastic volatility model via observed option prices is extremely computationally intensive due to the presence of the latent volatilites; see, for example, Chernov and Ghysels (2000) and Forbes, Martin and Wright (2003) . The same point applies to the stochastic volatility model with jumps investigated by Bakshi, Cao and Chen (1997), Bates (2000) and Pan (2002) . The GARCH option price of Heston and Nandi (2000) is similar in nature to the specification in Heston (1993) allow for higher order moments. The third approach also captures higher order moments, but via a mixture of lognormals. 5 3 Relationships with Other Models
Black-Scholes Option Pricing
The Black-Scholes option price model is based on the assumption that returns are normally distributed. From (7), normality is achieved by imposing the restrictions
thereby yielding the standard normal probability density function
as now µ w = 0 and σ 2 w = 1. Using (12) in (8) gives the risk neutral probability density as
where J is given by (9) and σ T |t by (4).
The other assumption underlying the Black-Scholes model is that volatility is constant over the life of the contract. By setting β 2 = 0 in (4), (13) simplifies to the lognormal density
Using (14) in (2), the price of the option is
which is equivalent to the discounted value of the mean of a truncated lognormal distribution;
see Ingersoll (1987) . For this case an analytical solution exists and is given by the standard Black-Scholes stock option pricing equation,
where
Semi-Nonparametric Models
The class of semi-nonparametric option pricing models discussed here are based on an augmentation of the normal returns density through the inclusion of higher order terms. Jarrow and Rudd (1982) were the first to adopt this approach, which has more recently been implemented by Corrado and Su (1997) and Capelle-Blancard, Jurczenko and Maillet (2001).
To show the relationship between the GST and the Jarrow-Rudd option pricing models, consider expanding the GST density in an Edgeworth expansion around the normal density. Letting p (z T ) represent the GST density with distribution function P (z T ) , and n (z T )
represent the normal density with distribution function N (z T ) , the Edgeworth expansion is
where ε (z T ) is an approximation error arising from the exclusion of higher order terms in the expansion and κ i is the i th cumulant of the associated distribution. This expression can be simplified by noting that both returns distributions are standardized to have zero mean
By using the properties of the normal distribution,
are the unknown parameters which capture respectively skewness and kurtosis. The expression in (19) shows that the difference between the two densities, p (z T ) and n (z T ) , is determined by the third and fourth moments. Substituting (19) into (8) and ignoring the approximation error, gives the approximate risk neutral probability distribution function
where J is the Jacobian of the transformation from z T to S T given in (9) and (3) is used to substitute S T for z T . This expression shows that the density g (S T |S t ) is approximated by the lognormal distribution plus higher order terms which capture skewness and kurtosis.
Using (21) in (2) to price options yields the Jarrow-Rudd option pricing model, augmented by time-varying volatility as defined in (4),
where BS is the Black-Scholes price defined in (16),
and
with the substitution of S T for z T occurring via (3). In the case where volatility is assumed to be constant and β 2 = 0 in (4), (23) and (24) have analytical solutions as given in Jarrow and Rudd (1982). Otherwise, (23) and (24) need to be computed numerically.
The establishment of the relationship between the GST and Jarrow-Rudd models also highlights the risk neutral properties of the GST model. In particular, as the lognormal distribution corresponds to the risk neutral distribution for S T , provided that the mean of the underlying return process is set equal to the risk free interest rate, and given that the GST distribution for S T is constrained to have the same mean, it follows from the arguments in Jarrow and Rudd (1982) that the GST specification for g(S T |S t ) can be interpreted as the risk neutral probability distribution, at least in the local region around the lognormal distribution. In general, functions of the higher order moments in the risk neutral GST model, including variance, skewness and kurtosis, differ from the corresponding empirical functions. As the approach adopted in the paper is to specify the risk neutral distribution directly, the form of the adjustment in the higher order moments is taken as given. 6 To highlight the ability of the Jarrow-Rudd model to approximate nonnormal distributions, the following experiment is performed, whereby the Jarrow-Rudd distribution is used to approximate the GST distribution. The results are presented in Figure 1 for various parameterizations of the GST distribution. The Jarrow-Rudd approximating distribution is given by (19) with the cumulants in (20) set equal to their respective values.
In Figure 1 (a), the approximation is reasonable. In Figure 1 (b), the Jarrow-Rudd approximating distribution does well in capturing the tails of the GST distribution, but overestimates the peak. In Figure 1 (c), the over-estimate of the peak of the GST distribution is more severe than it is in Figure 1 (b), resulting in the approximating distribution over compensating in the approximation of the left tail. The approximation error is even more dramatic in 1(d), where the failure to approximate the peak of the true distribution correctly results in a spurious lobe in the left-hand tail of the approximating distribution.
One problem with implementing the Jarrow-Rudd approach is that the risk neutral probability distribution in (21) is not constrained to be positive over the support of the density.
Interestingly, this problem appears to have been ignored in the literature so far. The problem is highlighted in (19) which shows that the returns distribution is a function of cubic and quartic polynomials, which can, in general, yield negative values. The problem of negativity can be expected to be more severe when the Jarrow-Rudd approximation does not model the true distribution accurately, causing the polynomial terms to over-adjust, especially in the tails of the estimated distribution. 7 To impose non-negativity on the underlying risk neutral probability distribution, an alternative specification is based on the semi-nonparametric density of Gallant and Tauchen (1989) . Ignoring the approximation error, the standardized returns distribution in (19) is respecified as
where the augmenting polynomial is now squared, forcing the probabilities to be greater than or equal to zero for all values of z T . Using (25) in (2) yields the semi-nonparametric option pricing model which is compared with the GST model in the empirical application in Section 5. This model is referred to as the SNP option pricing model hereinafter.
Mixture of Lognormals
An alternative approach suggested by Melick and Thomas (1997) to capture departures from normal returns is based on a mixture of lognormal distributions. The option pricing model is
where BS (σ i ) , i = 1, 2, is the Black-Scholes price as defined in (16), and assuming constant volatility, σ i , i = 1, 2. The parameter 0 ≤ α ≤ 1, is the mixing parameter which weights the two subordinate lognormal distributions. 8 In comparing alternative option price models in the empirical application below, for commensurability the mixture model is extended to allow for time-varying volatility, with σ 1 and σ 2 in (26) replaced respectively by
7 Negative probability estimates of the Jarrow-Rudd distribution were generated in the empirical application conducted in Section 4. These results are available from the authors upon request. For an earlier example of the problem of negative probabilities when using an Edgeworth expansion, see Kendall and Stuart (1969, p.160) . 8 In constrast to the specification in (26) , in the lognormal mixture model proposed by Melick and Thomas (1997) , risk-neutrality is not imposed on the underlying distribution.
Properties of the GST Option Pricing Model
Risk Neutral Distributional Shapes
Some examples of the risk neutral probability distribution g(S T |S t ) in (8) are given in Figures   2 and 3 , for various parameterizations. The initial spot price is S t = 500, for a 6 month option, τ = 6/12, with a risk-free rate of interest of r = 0.05. In Figure 2 the effects of timevarying volatility on the risk-neutral probability distribution, assuming normal returns, are illustrated. The volatility specification is given by (4) with β 1 = −2, and a range of values of β 2 to control for the relative impact of expected returns over the life of the option on time-varying volatility. The risk neutral probability distribution of the Black-Scholes model is represented by the case β 2 = 0, in Figure 2 . The results show that as β 2 increases the risk neutral probability distributions become more positively skewed.
In Figure 3 , the effect of departures from normal returns on the shape of the risk neutral probability distribution is demonstrated. Three parameterizations of the GST-1 model are adopted, based on changes in ν, θ 1 and θ 4 , with θ 3 = θ 5 = θ 6 = 0. Setting ν = 4 and θ 4 = −0.5 causes the risk neutral probability distribution to become relatively more peaked than the lognormal distribution, with fatter tails. For θ 1 = 2, the risk neutral probability distribution becomes even more positively skewed, whilst for θ 1 = −2, the distribution exhibits relatively less positive skewness than the lognormal distribution.
Option Price Sensitivities
The effects of changes in the parameters of the GST-3 model on the option prices, is highlighted in Table 1 . The option prices are computed for both one month contracts, τ = 1/12, and three month contracts, τ = 3/12, with strike prices of X = 450, 500, 550. The spot rate is S t = 500 with a risk free rate of interest r = 0.05. The effects of changes in the parameters θ 3 and θ 5 in the returns distribution in (7) are highlighted by the rows labeled GST-3 in Table 1 . Comparing the Black-Scholes and GST-3 prices, it can be seen that the shorter-term GST-3 prices (τ = 1/12) deviate relatively more from the corresponding Black-Scholes prices than do the longer-term prices (τ = 3/12). For the one-month options, the results show that for the in-the-money options (X = 450), the Black-Scholes price, 51.88, is smaller than the GST-3 prices. For the at-the-money options (X = 500), the Black-Scholes price of 8.86 is slightly smaller than all of the GST-3 prices, except for the case where θ 3 = −2 and θ 5 = −0.2. For the out-the-money options (X = 550), the Black-Scholes price of 0.07 is less than the GST-3 prices for θ 3 = −2, but equal to the GST-3 prices for θ 3 = −1. Considering the results for the three-month options, the BlackScholes prices are smaller than the GST-3 prices for θ 3 = −2 for the in-the-money options and greater for θ 3 = −1. The opposite situation occurs for the at-the-money-options. For the out-of-the money options, the Black-Scholes prices are less than the GST-3 prices for all parameterizations.
Volatility Skews
The relative differences in the Black-Scholes and GST-3 prices across moneyness groups in Table 1 The experiments are based on a true volatility parameter value of σ T |t = σ = 0.15 or 15%.
The option prices are computed for a three month contract length, τ = 3/12, based on a spot rate of S = 500, and strike prices ranging from X = 400 to X = 600, in steps of 1. The risk free rate of interest is r = 0.05.
Two experiments are conducted to highlight the relationship between the volatility skew and nonnormality in returns. In the first experiment, the effects on the implied volatility skew of changes in θ 5 in (7) are demonstrated. The values of the remaining parameters are specified in the caption for Figure 4 . Equating this price with the Black-Scholes price gives the value of the implied volatility plotted in Figure 4 . 9 The calculations are performed for
The results show that the volatility skew is reduced as the absolute value of θ 5 decreases. For deep in-the-money options (X/S < 0.9), there are large differences between the implied volatility and the true volatility of 0.15. This implies that Black-Scholes is seriously underpricing deep in-the-money options. For those contracts where the implied 9 The GAUSS procedure OP T MUM is used to compute the implied volatilities. Sensitivity of option prices to alternative conditional volatility parameterizations and distributional models (For all models, S t = 500, r = 0.05, The second volatility skew experiment is the same as the first, except that θ 3 is now allowed to vary. The values specified for the other parameters are given in the caption of Figure 5 . The results presented in Figure 5 are qualitatively similar to those presented in Figure 4 . In particular, there is strong evidence of a volatility skew, with large differences between the implied and true volatilities for deep in-the-money options. Increasing the value of θ 3 from −2.0 to −1.0 moderates the extent of the skew.
As an alternative experiment to identify the ability of the GST model to price options better than the model which does not allow for higher order moments, option prices are now simulated assuming that a volatility skew does indeed exist. The true price of a call option is equal to the Black-Scholes price, but with the volatility changing over moneyness. The idea is to see if the GST model can still recover the implied volatility skew, even when the underlying returns distribution is normal. 10 The true volatility skew is presented in Figure Figure 6. The volatility skew is constructed from call option data written on S&P500 stock options on April 4th and parameterized by using a quadratic regression equation in moneyness. This data is also used in the empirical section of the paper. The spot price is set at 500, with strike prices ranging from 450 to 550 in steps of 1, producing a total of 101 option contracts.
Maturity is 3 months, τ = 3/12, and the risk free rate of interest is set at r = 0.05. The simulated call option price associated with each contract is set equal to the Black-Scholes price, assuming that the true volatility is given by the volatility skew function. Both the normal and GST models are then estimated using the simulated data, which, in turn, are used to price the 101 option contracts. 11 Having generated the expected prices for the two models, the implied volatilities are then calculated by equating the expected price from each model with the Black-Scholes price.
The implied volatility smiles of the normal and GST models for the experiment are given in Figure 6 . The normal model does poorly in recovering the volatility skew. In contrast the GST model does a very good job in recovering the volatility skew across the full moneyness 11 Both the normal and GST models allow for a conditional volatility structure based on (4). With reference to (10), the GST-1 specification is used. The free parameters are estimated by maximum likelihood; see the discussion below about estimation methods. 5 Pricing S&P500 Stock Options
Data Description
The data set used in the empirical application consists of quotes on call options written on the S&P500 stock index, obtained from the Berkeley Options Database. The quotes relate to options traded in the month of April, 1995. Specifically, the alternative models are estimated using the midpoints of bid-ask quotes for April 4th, 11th and 18th respectively. Predictive and hedging performances are then assessed using data for the remaining days in April. Each sub-sample comprises approximately 40,000 prices, for option contracts extending over the full moneyness spectrum. Defining S − X as the intrinsic value of the call option, options for which S/X ∈ (0.97, 1.03) are categorized as at-the-money, those for which S/X ≤ 0.97, as out-of-the-money, and those for which S/X ≥ 1.03, as in-the-money. Maturity lengths range from approximately one to five months. Each record in the dataset comprises the bid-ask quote, the synchronously recorded spot price of the index, the time at which the quote was recorded, and the strike price.
As dividends are paid on the S&P500 index, the current spot price, S t , in (1) and in all subsequent formulae is replaced by the dividend-exclusive spot price, S t e −dτ , where d is the average rate of dividends paid on the S&P500 index over 1995. This rate is used as a proxy for the rate of dividend payment made over the life of each option. Daily dividend data for 1995, used to construct d, were obtained from Standard and Poors. Only observations for which the average of the bid and ask prices exceeds the lower bound of LB = max{0, S t e −dτ − e −rτ X}, and which are recorded between 9.00am and 3.00pm are included in the sample. The first restriction serves to exclude prices which fail to satisfy the no-arbitrage lower bound, whilst the second restriction seeks to minimize the problem of nonsynchroneity between the spot and option prices.
The interest rate, r, is the three month bill rate observed on that day, with interest rate data obtained from Datastream. Tables 2, 3 and 4 summarize the main characteristics of the datasets used in the estimation.
Model Estimation
Define the theoretical price of the j th option contract at time t, as
where Ω is the vector of parameters which characterize the returns distribution and the volatility specification. In the case of the Black-Scholes option pricing model, for example,
The relationship between C j,t , the market price of the j th option contract at time t, and F j,t , is given by
where e j,t represents the pricing error. This pricing error can be viewed as capturing the deviation which occurs between an observed market option price, C j,t , and any version of the theoretical price, F j,t . For example, a deviation may occur due to market-related factors, such as the non-synchronous recording of spot and option prices. The error can also be viewed as encompassing the fact that any parametric model is only ever an approximation of the process by which market participants set an option price. Following the approach of Engle 
where φ 1 and φ 2 are unknown parameters.
Letting N represent the number of observations in a pooled data set of time series and cross-sectional prices of option contracts, the logarithm of the likelihood function is given by
This function is maximized with respect to φ 1 , φ 2 and Ω, using the GAUSS procedure MAXLIK. The numerical integration procedure for computing the theoretical option price F j,t for the various models is based on the GAUSS procedure INTQUAD1. All integrals are transformed to the (−1, 1) range. As a test of the accuracy of the integration procedure, both numerical and analytical formulae for the Black-Scholes model were used. Both procedures generated the same parameter estimates to at least four decimal points. 12 
Performance Evaluation
The performance of the alternative pricing models is now investigated. The last procedure examines the ability of the competing models to correct for volatility skews.
Statistical Tests
Tables 5 to 7 contain the parameter estimates of the GST and normal option price models for the three respective days investigated, with standard errors based on the inverse of the Hessian given in parentheses. The models consist of the three GST models as defined in (10), and the normal distribution. All models use the volatility specification in (4).
The parameter estimates of β 2 reported in Tables 5 to 7 are statistically significant for all models across all three days, thereby providing strong evidence of time-varying volatility.
In particular, the significant estimate of β 2 in the normal model across all three days, represents an immediate rejection of the Black-Scholes model, which assumes normal returns and constant volatility.
The estimates of the distributional parameters provide further rejection of the BlackScholes model as they highlight strong evidence of nonnormality. For example, there is strong evidence of negative skewness across all three days and across all three GST models investigated. In the case of the GST-2 and GST-1 models, negative skewness is identified by the negative estimates of θ 3 and θ 1 respectively. In the case of the more general model, GST-3, skewness is jointly modelled by the two parameters θ 3 and θ 5 , which capture odd moment behavior. To identify the sign of skewness for this model, the third moment of the returns distribution is calculated as
shows that the GST-3 distribution is also negatively skewed across all three days. 13 Measurement of kurtosis via the calculation of R z 4 T p (z T ) dz T indicates that the GST-1 and GST-2 models exhibit significant excess kurtosis. For the GST-3 model, the inclusion of the higher order term, (µ w + σ w z T ) 4 , in the exponential in (7), with a value of −0.25 for the associated parameter θ 6 , serves to reduce kurtosis to slightly less than the value of 3 associated with the normal distribution, for all three days. For this model then, the more significant departure from normality occurs in the form of skewness.
14 A comparison of the point estimates for all three GST models, across the three days investigated, shows that the signs are consistent and the magnitudes are similar, especially in the case of the point estimates based on April 11th and 18th options. This result is also supported by the estimates of skewness and kurtosis for each GST model across the three 13 For example, the third moment around the mean of the returns distribution is computed as −0.235 using data on the 4th of April. Performing a test of skewness under the null hypothesis of normality leads to a strong rejection of the null using conventional significance levels. Similar results occur for the other two days investigated.
14 Given the findings of significant departures from normality and constant volatility, the rules of Ait Sahalia (2002) are used to determine if the underlying continuous time process is a diffusion. The criterion for a diffusion is ∂ 2 ln (g(S T |S t )) /∂S T ∂S t > 0, ∀S T , S t . Using data for April 4th, for example, negative values of the criterion are found. Using the delta method to compute the standard errors of the criterion function, these negative values are found to be statistically significant. days. 15 For comparison, the parameter estimates of the SNP and mixture of lognormals option pricing models are reported in Tables 8 and 9 respectively. Both models show significant evidence of time-varying volatility across all three days. Both models also provide evidence of departures from normality in returns, as indicated by the significance of all relevant parameters.
The estimates of φ 2 for all five models reported in Tables 5 to 9 and across all three days investigated, show a significant relationship between the pricing error variance and the moneyness of the option contract. 16 
Mispricing
An overall measure of the pricing error is given by
where C j,t and F j,t are defined above. 17 Estimates of the residual variance for the most general of the GST models, GST-3, along with the SNP, mixture and normal models, across the three days, are given Table 10 . To allow for differences in parameter dimensionality across the models when comparing mispricing properties, the AIC and SIC statistics are also presented. A comparison of all measures of fit across the models shows that the GST-3 model yields reductions in the amount of mispricing relative to the mixture and normal models, on all three days. It also exhibits less mispricing than the SNP model on April 4th and April 18th, producing slightly higher average mispricing than the SNP model on April 11th. Overall, the SNP model is the next best performer, followed by the mixture model. The normal model yields increases in mispricing over the GST-3 model of nearly 7000% on April 4th and between approximately 120% and 500% on the other two days.
These statistics provide further strong evidence that there are large gains to be made from modelling the nonnormalities in stock returns and that the GST-3 model does a better job 15 A formal test of parameter constancy across the three days, for each model, is conducted by comparing the log of the likelihood from pooling the data with the sum of the three log likelihoods from not pooling. This test leads to rejection of parameter constancy for each model. These results are not reported in the paper. 16 The single exception to this finding is the insignificant estimate of φ 2 for the GST-3 model on April 18th. 17 Whilst equation (32) is based on an L2 norm, other norms could be used to measure the extent of the pricing error.
overall in capturing the impact of these distributional features on option prices than do the alternative nonnormal specifications. 18 
Forecasting
The forecasting performance of the GST-3, SNP, mixture and normal pricing models are compared in Table 11 . For each of the three days for which parameter estimates are produced (4th, 11th and 18th of April), forecasts for the remaining days of the corresponding week are computed. For example, the parameter estimates based on the 4th of April data are used to compute option prices on the 5th, 6th and 7th of April. The forecast error is given by
where C j,t are call option prices recorded on either the 5th, 6th or 7th of April, and
with Ω April 4th signifying parameter estimates based on April 4th data. The parameter estimates based on the 11th of April data are used to compute option prices for the 12th and 13th of April, and the parameter estimates based on the 18th of April data used to compute option prices for the 19th to the 21st of April, where the corresponding forecast errors are defined as in (33) .
The forecasting performance of the models is assessed using two statistics. The first is the Diebold and Mariano (1995) (DM) statistic, which is used to test whether the differences between the pricing errors of any particular model and the normal model are significant.
The statistic is calculated as
where d j,t is the difference between the forecast errors of any of the models based on a nonnormal distribution and the model based on the normal distribution for the jth option contract at time t. Under the null hypothesis that there is no difference in the forecast errors of the two models, DM is asymptotically distributed as N (0, 1) . The results in Table 11 show that in all but 2 of the 24 cases, the differences are significant.
The second statistic used to evaluate the forecasting properties of the models is the Root Mean Squared Error (RMSE). This statistic assesses whether the nonnormal specifications produce errors which are smaller in magnitude, on average, than those produced by the normal specification. In the case of forecasts based on the April 4th data, the RMSE is computed as
where fe j,t is as defined in (33) . The results in Table 11 show that overall the GST-3 pricing model yields the smallest RMSE, followed by the SNP, mixture and normal models. In the three cases where the RMSE of the SNP model is smaller than that of the GST-3 model, the differences are only marginal.
Hedging Errors
An important aim of risk management is to construct risk-free portfolios. The ability to achieve this aim is not only a function of the frequency with which a portfolio is rebalanced, but also a function of the accuracy with which the assumed model explains the data. To examine this latter property, the competing models are now used to construct portfolios based on delta hedges.
Consider forming a portfolio that is short in the call option. Normalizing the portfolio on a single call option contract, the size of the investment, I j,t , required to set up the portfolio, P j,t , using a delta hedge is
where S t is the spot price at the time the portfolio is constructed, C j,t is the call price on the j th option contract, and ∆ j,t represents the proportion of stocks purchased to delta hedge the portfolio,
The value of the portfolio at the start of the next day, based on the proportion of stocks purchased in the previous day, is
The value of this portfolio can be compared to investing the amount I j,t in (37) at the risk free rate of interest r for one day. The value of this investment in period t + 1, is
The difference between (39) and (40) yields the one day ahead hedging error; see Bakshi,
Cao and Chen (1997),
The hedging error for k days ahead is calculated as
which is the measure used to compare the hedging performances of the competing models.
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The results of the hedging error experiments for the various option price models across the three sample periods are contained in Tables 12 to 14 Tables 12 to 14 . In calculating ∆ j,t in (38) for each of the models, a numerical differentiation procedure is used.
Concentrating on the hedging errors associated with all contracts in Tables 12 to 14, across all hedging periods, the GST-3 models produces smaller absolute hedging errors than the normal model, on average, in 6 of the 8 cases. 21 In comparing across nonnormal models, especially the GST-3 and SNP models, there is very little difference in average hedging performance. To assess the significance of the difference between the hedging errors of the 19 Although volatility is stochastic, as discussed earlier, is it still a function of the single error process which drives the mean of the underlying spot price. This implies that a vega hedge is not required, which is in contrast with the class of volatility models used by Heston (1993) , for example. However, in calculating the delta in (38) , as S t enters the volatility specification in (4), the hedging portfolio is affected by the time-varying nature of the volatility. 20 In computing the hedging errors, the spot rates are those time-stamped with the call option. Hence, the spot rates will vary slightly over the day for different contracts written on the same day. 21 Preliminary tests (not reported) that the average magnitude of the hedging errors associated with each model are zero, leads to strong rejection.
nonnormal and normal models, Tables 12 to 14 Tables 12 to 14 is that the hedging errors for all models increase in magnitude as the hedging horizon increases. This may not only reflect the lack of rebalancing of the portfolio, but also the fact that the delta hedge is not necessarily the appropriate risk management instrument to use when the returns process underlying the option contract is nonnormal. An interesting future research project would be to devise hedging strategies to manage higher order moments in the underlying returns.
Volatility Skew Corrections
As a final performance measure, the ability of the GST model to correct for volatility skews is examined. The results are given in Figure 7 which compares the implied volatility skew for the Black-Scholes model with the implied volatility skew obtained for the GST model, using options prices on April 4th 1995, written on May contracts. 22 In computing the option price, F j,t , the point estimates of the GST distribution are based on the GST-3 model given in Table 5 . The implied volatility parameter is computed by solving
for each contract assuming volatility over the life of the contract is fixed, that is, σ T |t = σ. The calculations are performed over the full range of strike prices. 23 To generate a smooth implied volatility surface, the implied volatility estimates presented in Figure 7 are the predictions from regressing the implied volatility values on a constant and a quadratic polynomial in moneyness. for deep in-the-money contracts, and about 10% for deep out-of-the-money contracts. The 22 Similar qualitative results are obtained for the June and September contracts, as well as from using data on April 11th and 18th, 1995. To save space these results are not presented. 23 Contracts with the same strike price X, but different moneyness as a result of differences in the spot price S t , over the day, are all included. This yields a total sample size of over 11, 000 contracts to compute the implied volatility functions for April 4th. Forecasting performance of alternative option price models across various days in April 1995; DM is the Diebold-Mariano statistic given by (35) and RMSE is the root mean square error defined in (36 (a) These average hedging errors are all significantly different from zero.
(b) Diebold-Mariano statistic computed for all contracts. (a) These average hedging errors are all significantly different from zero.
(b) Diebold-Mariano statistic computed for all contracts. GST-3 model corrects the volatility skew arising from the Black-Scholes model, with implied volatility estimates now in a much narrower range of 10% to 14%. In fact, for the very deep in-the-money options, 0.75 < X/S < 0.9, the implied volatility estimates are remarkably stable at around 13% to 14%, compared to the Black-Scholes implied volatilities which are range from 17% to 38%.
Conclusions
A general framework for pricing higher order moments and time-varying volatility in S&P500 options is developed. The approach consists of modelling the returns over the life of the option contract as a GST distribution. This yields a parametric form for the risk neutral density function which is used to price options. The parametric pricing model is shown to nest the Black-Scholes model.
The performance of a range of models is investigated using option contracts written on the S&P500 stock index for selected days in April 1995. The empirical results show significant gains to be made from pricing higher order moments in stock returns. The empirical significance of skewness, in particular, is consistent with the theoretical arguments provided by Bakshi, Kapadia and Madan (2003) for the importance of skewness in the pricing of options. The GST option price model corrects for volatility skews, thereby providing a consistent framework to price options in a single market across the full spectrum of moneyness.
The GST modelling framework is also found to be superior, in general, to the alternative SNP and lognormal mixture models.
