On the nodal line of the second eigenfunction of the Laplacian over some concave domains in R 
Introduction
An eigenfunction ϕ i is meant to be a solution of Dirichlet's problem: is the Laplacian, Ω is a bounded smooth domain in R 2 , λ i is the ith eigenvalue with λ 1 < λ 2 ≤ λ 3 ≤ · · · , and ϕ i is the ith eigenfunction (i = 1, 2, · · · ). It is well know that the first eigenfunction is positive in Ω, and all higher eigenfunctions must change sign. The nodal set of an eigenfunction ϕ i is defined to be the closure of {x ∈ Ω; ϕ i (x) = 0}. The Courant nodal domain theorem [2] tells us that the nodal set of an ith eigenfunction ϕ i divides the domain Ω into at most i subregions. especially, ϕ 2 divides the domain Ω into at exactly 2 domains.
In 1967 Payne [11] conjectured that ϕ 2 cannot have a closed nodal line in Ω and in 1982 Yau [12] asked the same question for convex domains in R 2 . Payne [10] proved that the nodal line touches the boundary of a convex set which is symmetric under 1 The authors were supported by NSFC 10901069.
a reflection. C.-S. Lin [8] proved the conjecture provided the domain Ω ⊂ R 2 is smooth, convex, and invariant under a rotation with angle 2πp q , where p and q are positive integers. D. Jerison [6] proved the conjecture for long thin convex sets. Melas [9] have settled the convex case for C ∞ boundary and this was extended to general boundary by Alessandrini [1] . M. Hoffmann-Ostenhof, T. M. Hoffmann-Ostenhof and N. Nadirashvili [5] construct a nonconvex, not simply connected domain for which the second eigenfunction has a closed nodal line. Also for convex D D. Jerison [7] and D. Grieser and D. Jerison [4] obtained interesting results on the location of the first nodal line.
In this paper we obtain that the nodal line of the second eigenfunction ϕ 2 over some simply connected concave domains Ω intersect the boundary ∂Ω at exactly two points. Which is the special case of the following theorem:
Theorem The nodal line of a second eigenfunction of Laplacian divides the domain Ω by intersecting its boundary at exactly two points if the domain ρ(Ω) is strictly convex in θ and symmetric with respect to the r-axis.
main results and their proofs
Let Ω, Ω ⊂ R 2 be two smooth domains (0 is not in the closure of Ω) and ρ :
Ω → Ω, (x, y) → (r, θ) be a diffeomorphism defined by (x, y) = ρ −1 (r, θ) with x = r cos θ, y = r sin θ. Then the equation (1.1) becomes a new equation:
where
Now we display the relations between the equations (1.1) and (2.1): If ϕ i is a solution of equation (1.1), then ϕ i is a smooth function and ϕ i = ϕ i • ρ −1 is also a smooth solution of (2.1); conversely, if ϕ i is a solution of (2.1), then ϕ i ∈ H 1 0 ( Ω), and ϕ i ∈ C ∞ ( Ω) by the infinite differentiability up to the boundary theorem (See [3] pp. 324-326), hence ϕ i = ϕ i • ρ is a solution of equation (1.1). And hence
Following from Courant nodal domain theorem [2] we know that the nodal set of an ith eigenfunction ϕ i divides the domain Ω into at most i subregions, especially, ϕ 2 divides the domain Ω into at exactly 2 subregions.
Throughout the paper we denote ϕ 2 an second eigenfunction of (1.1) and N = {x ∈ Ω; ϕ 2 (x) = 0} is the nodal line of ϕ 2 ; ϕ 2 = ϕ 2 •ρ −1 and N = {x ∈ Ω; ϕ 2 (x) = 0}.
The following Lemma 1 is proved in [8] :
Lemma 1 Suppose P ∈ ∂Ω. Then ∂ϕ 2 ∂ν (P ) = 0 if and only if P ∈ N, where ∂ϕ 2 ∂ν is the outnormal derivative of ϕ 2 on the boundary.
Proof Now, we prove Lemma 1 again as some different way.
Let P ∈ ∂Ω. Since ϕ 2 is a smooth solution of equation (1.1) 
Secondly, suppose P ∈ N, then, by the Hopf's Lemma, we have ∂ϕ 2 ∂ν (P ) = 0.
By the same way, we obtain the following Lemma 2:
Lemma 2 Suppose P ∈ ∂ Ω. Then ∂ ϕ 2 ∂ ν ( P ) = 0 if and only if P ∈ N , where ∂ ϕ 2 ∂ ν is the outnormal derivative of ϕ 2 on the boundary.
Proof Let P ∈ ∂ Ω. Since ϕ 2 is a smooth solution of equation (2.1) and Ω is a smoothly bounded domain, there exists an open set W ⊂ R 2 such that ϕ * 2 is an extension of ϕ 2 in W , and
Without loss of generality, we assume ∂ ϕ * 2 ∂θ ( P ) = 0. By Implicit Function Theorem, there exists a unique function g : (r 0 − ǫ, r 0 + ǫ) → R (ǫ is small enough) such that g ∈ C 1 (r 0 − ǫ, r 0 + ǫ), g(r 0 ) = θ 0 and for any r ∈ (r 0 − ǫ, r 0 + ǫ) we have ϕ * 2 (r, g(r)) = ϕ * 2 (r 0 , θ 0 ) = 0. Which implies that (r, g(r)) ∈ ∂ Ω by (2.3), hence ϕ * 2 (r, θ) = 0 for (r, θ) ∈ Ω ∩ W . Which contradict to P ∈ N . i.e. ∂ ϕ 2 ∂ ν ( P ) = ±|∇ ϕ * 2 |( P ) = 0. Now, we show that if ∂ ϕ 2 ∂ ν ( P ) = 0 then P ∈ N .
Otherwise, there exist a neighborhood U ⊂ R 2 of P such that N ∩ U = ∅. Then either ϕ 2 (r, θ) > 0 or ϕ 2 (r, θ) < 0 for all (r, θ) ∈ U ∩ Ω, without loss of generality, we assume that ϕ 2 (r, θ) < 0 for all (r, θ) ∈ U ∩ Ω. Since ϕ 2 divides the domain Ω into at exactly 2 subregions Ω 1 and Ω 2 , we take 
where Ω is a smoothly bounded domain, Ω ⊂ {(r, θ) ∈ R 2 ; 0 < r 0 ≤ r ≤ R 0 } (r 0 , R 0 are given constants), Ω is strictly convex in θ and Ω is symmetric with respect to r-axis. (We note that the domain Ω is strictly convex in θ if every line parallel to the θ-axis which intersect Ω, cut ∂Ω in at most two points.)
Then we obtain the following Lemma 3:
The nodal line N of a second eigenfunction ϕ 2 divides the domain Ω by intersecting its boundary at exactly two points.
Proof The proof of this lemma is similar to Theorem 2.2 in [8] and Theorem I in [11] .
If ϕ 2 is odd in θ (i.e. ϕ 2 (r, −θ) = − ϕ 2 (r, θ)), the nodal line N is just the raxis. And Lemma 3 is obviously true. Suppose ϕ 2 is even in r (i.e. ϕ 2 (r, −θ) = ϕ 2 (r, θ)). Assume that Lemma 3 is false. Then for P ∈ ∂ Ω, ( ∂ ϕ ∂θ )( P ) = 0, except the tangent of ∂Ω at P is the θ-direction. Without loss of generality, we may assume
here and throughout the paper Cl( Ω) represent the closure of Ω. ∂ ϕ ∂θ must change sign in ( Ω) − . Otherwise ϕ 2 ≥ 0 in ( Ω) − . by evenness, ϕ 2 ≥ 0 in Cl( Ω), which leads to a contradiction. Hence the nodal line {(r, θ) ∈ ( Ω) − ; ∂ ϕ ∂θ (r, θ) = 0} encloses a subregion ( Ω)
and
By (2.5) and (2.6) we obtain that
∂ ϕ 2 ∂θ must change sign, Then ϕ 2 is also change sign. Hence λ 2 ≥ λ 2 (Ω * ), where λ 2 (Ω * ) is the second eigenvalue of Laplacian in Ω * . But Ω * ⊂ Ω (since Ω * ⊂ Ω), and by monotony principle we get
which is a contradiction.
In general a second eigenfunction ϕ 2 can be written as ϕ 2 = φ 1 + φ 2 , where
is even in θ and both are second eigenfunctions. By the above proof, we know that there exist two points P = (r 0 , θ 0 ) and Q = (r 0 , −θ 0 ) ∈ ∂ Ω, where θ 0 = 0 such that
It implies that there exist two points P * and Q * on ∂ Ω such that
and the Lemma 3 for this case follows.
Since ρ : Ω → Ω, (x, y) → (r, θ) is a diffeomorphism defined by (x, y) = ρ −1 (r, θ) with x = r cos θ, y = r sin θ, we get the following theorem:
Remark At the end of this paper, we give a figure, which displays that the diffeomorphism ρ(Ω) of some concave domain Ω satisfies the conditions of Theorem.
In the following figure, Ω in figure (A) is the domain formed by the curves 
