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MAXIMAL REPRESENTATIONS OF COMPLEX
HYPERBOLIC LATTICES INTO SU(m,n)
M. B. POZZETTI
Abstract. Let Γ denote a lattice in SU(1, p), with p greater than 1.
We show that there exists no Zariski dense maximal representation with
target SU(m,n) if n > m > 1. The proof is geometric and is based
on the study of the rigidity properties of the geometry whose points
are isotropic m-subspaces of a complex vector space V endowed with a
Hermitian metric h of signature (m,n) and whose lines correspond to
the 2m dimensional subspaces of V on which the restriction of h has
signature (m,m).
1. Introduction
Let Γ be a finitely generated group and G be a connected semisimple Lie
group. It is an interesting problem to select and study some connected com-
ponents of the representation variety Hom(Γ, G) that consist of homomor-
phisms ρ : Γ→ G that are well behaved and, ideally, reflect some interesting
geometric properties of the group Γ. The best example of this framework
is the case in which Γ is the fundamental group Γg of a closed surface of
genus g ≥ 2 and G is PSL2(R). In this case the Teichmüller space arises as
a component of Hom(Γg,PSL2(R))//PSL2(R) that can be selected by means
of a cohomological invariant [Gol80].
In the more general setting in which G is any Hermitian Lie group, the
so-called maximal representations form a well studied union of connected
components of the character variety Hom(Γg, G)//G which generalize the
Teichmüller component [BGPG06, BIW10]. In analogy with holonomy repre-
sentations of hyperbolizations, maximal representations can be characterized
as those representations that maximize an invariant, the Toledo invariant,
that can be defined in terms of bounded cohomology. Such representations
are discrete and faithful, and give rise to interesting geometric structures
[BIW10, GW12]. Maximal representations in Hermitian Lie groups were
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first studied by Toledo in [Tol89] where he proves that a maximal repre-
sentation ρ : Γg → SU(1, q) fixes a complex geodesic, and by Hernandez
[Her91] who studied maximal representations ρ : Γg → SU(2, q) and showed
that the image must stabilize a symmetric space associated to the group
SU(2, 2). In general any maximal representation stabilizes a tube-type sub-
domain [BIW10]. Despite this, a remarkable flexibility result holds for max-
imal representations ρ of fundamental groups of surfaces: if the image of ρ
is a Hermitian Lie group of tube type, then ρ admits a one parameter family
of deformations consisting of Zariski dense representations [BIW10, KP09].
An analogue of the Toledo invariant was defined by Burger and Iozzi in
[BI00] for representations of a lattice Γ in SU(1, p) with values in a Hermit-
ian Lie group G. This allows to select a union of connected components of
Hom(Γ, G) consisting of maximal representations. These generalize maximal
representations of fundamental groups of surfaces: the fundamental group of
a surface is a lattice in PU(1, 1) = PSL2(R). However, if p is greater than one,
a different behavior is expected: Goldman and Milson proved local rigidity
for the standard embedding of Γ in SU(1, q) [GM87], and Corlette proved
that maximal representations of uniform complex hyperbolic lattices with
values in SU(1, q) all come from the standard construction [Cor88]. The
picture for rank one targets was completed independently by Koziarz and
Maubon [KM08a] and by Burger and Iozzi [BI08]: any maximal represen-
tation of a lattice in SU(1, p) with values in SU(1, q) admits an equivariant
totally geodesic holomorphic embedding Hp
C
→ Hq
C
. Koziarz and Maubon
generalized this result to the situation in which the target group is classical
of rank 2 and the lattice is cocompact [KM08b]1. It is conjectured that every
maximal representation of a complex hyperbolic lattice with target a Her-
mitian Lie group is superrigid, namely it extends, up to a representation of
Γ in the compact centralizer of the image, to a representation of the ambient
group SU(1, p).
In this article we show that the conjecture holds for Zariski dense repre-
sentations in SU(m,n), with m different from n:
Theorem 1.1. Let Γ be a lattice in SU(1, p) with p > 1. If m is different
from n, then every Zariski dense maximal representation of Γ into PU(m,n)
is the restriction of a representation of SU(1, p).
This immediately implies the following:
Corollary 1.2. Let Γ be a lattice in SU(1, p) with p > 1. There are no
Zariski dense maximal representations of Γ into SU(m,n), if 1 < m < n.
Exploiting results of [BIW09], and the classification of maximal repre-
sentations between Hermitian Lie groups [Ham11, Ham12, HP14], we are
able to use our main theorem to give a structure theorem for all maximal
representations ρ : Γ→ SU(m,n).
1In his recent preprint Spinaci studies maximal representations of cocompact Kähler
groups admitting an holomorphic equivariant map [Spi14]
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Theorem 1.3. Let ρ : Γ → SU(m,n) be a maximal representation. Then
the Zariski closure L = ρ(Γ)
Z
splits as the product SU(1, p)× Lt ×K where
Lt is a Hermitian Lie group of tube type without irreducible factors that are
virtually isomorphic to SU(1, 1), and K is a compact subgroup of SU(m,n).
Moreover there exists an integer k such that the inclusion of L in SU(m,n)
can be realized as
∆× i× Id : L→ SU(1, p)m−k × SU(k, k) ×K < SU(m,n)
where ∆ : SU(1, p) → SU(1, p)m−k is the diagonal embedding, i : Lt →
SU(k, k) is a tight holomorphic embedding and K is contained in the compact
centralizer of ∆× i(L).
It is possible to show that there are no tube-type factors in the Zariski
closure of the image of ρ by imposing some non-degeneracy hypothesis on
the associated linear representation of Γ into GL(Cm+n):
Corollary 1.4. Let Γ be a lattice in SU(1, p), with p > 1 and let ρ be
a maximal representation of Γ into SU(m,n). Assume that the associated
linear representation of Γ on Cn+m has no invariant subspace on which the
restriction of the Hermitian form has signature (k, k) for some k. Then
(1) n ≥ pm,
(2) ρ is conjugate to ρ × χρ where ρ is the restriction to Γ of the di-
agonal embedding of m copies of SU(1, p) in SU(m,n) and χρ is a
representation χρ : Γ→ K, where K is a compact group.
Recently Klingler proved that all the representations of uniform complex
hyperbolic lattices that satisfy a technical algebraic condition are locally
rigid [Kli11]. As a particular case his main theorem implies that if Γ is a
cocompact lattice in SU(1, p) and ρ : Γ→ SU(m,n) is obtained by restricting
to Γ the diagonal inclusion of SU(1, p) in SU(m,n), then ρ is locally rigid.
Since the invariant defining the maximality of a representation is constant
on connected components of the representation variety, we get a new proof
of Klingler’s result in our specific case, and the generalization of this latter
result to non-uniform lattices:
Corollary 1.5. Let Γ be a lattice in SU(1, p), with p > 1, and let ρ be
the restriction to Γ of the diagonal embedding of m copies of SU(1, p) in
SU(m,n). Then ρ is locally rigid.
Our proof of Theorem 1.1 is inspired by Margulis’ beautiful proof of su-
perrigidity for higher rank lattices: in order to show that a representation
ρ : Γ → G extends to the group H in which Γ sits as a lattice, it is enough
to exhibit a ρ-equivariant algebraic map φ : H/P → G/L for some par-
abolic subgroups P of H and L of G. The existence of measurable ρ-
equivariant boundary maps φ : H/P → G/L where P < H is a minimal
parabolic subgroup and G is a linear algebraic group is by now well under-
stood [BI04, Fur81, BF14], and the crucial part in the proof of superrigidity
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for our representations is to show that such a measurable equivariant bound-
ary map must indeed be algebraic. In general not every representation of
a complex hyperbolic lattice is superrigid: for example Livne constructed
in his PhD dissertation a lattice in SU(1, 2) that surjects onto a free group
(cfr. [DM93, Chapter 16]), moreover Mostow constructed examples of lat-
tices Γ1,Γ2 in SU(1, 2) admitting a surjection Γ1 ։ Γ2 with infinite kernel
(cfr. [Mos80, Tol03]). These examples show that many representations of
complex hyperbolic lattice do not extend to SU(1, 2) and hence some addi-
tional information on the boundary map φ is needed in order to deduce its
algebraicity.
We restrict our interest to maximal representations precisely to be able
to gather some information on a measurable boundary map φ. The maxi-
mality of a representation ρ can be rephrased as a property of the induced
pullback map ρ∗ : H2cb(G,R) → H
2
b(Γ,R) in bounded cohomology. One
of the advantages of bounded cohomology with respect to ordinary coho-
mology is that it can be isometrically computed from the complex of L∞
functions on some suitable boundary of the group [BM02] and, in all geo-
metric cases known so far [BI02], the pullback map in bounded cohomology
can be implemented using boundary maps. In particular we exploit results
of [BI09] and we show that the fact that the representation ρ is maximal
implies that a ρ-equivariant measurable boundary map must preserve some
incidence structure on the boundary (this was proven in [BI08] in the case
in which the image is of rank one).
To describe more precisely this incidence structure, recall that one of the
key features of the complex hyperbolic space is the existence of complex
geodesics tangent to any vector in T 1Hp
C
: these are precisely the totally ge-
odesic holomorphic embeddings of the Poincaré disc in Hp
C
. The boundaries
of these subspaces produce a family of circles in ∂Hp
C
, the socalled chains,
that form an incidence structure that was first studied by Cartan in [Car32].
Under many respects, the natural generalization to higher rank of the visual
boundary of the complex hyperbolic space is the Shilov boundary of a Her-
mitian symmetric space and the generalization of a complex geodesic, when
maximal representations are involved, is a maximal tube-type subdomain.
All these objects have an explicit linear description: it is well known that
the boundary of the complex hyperbolic space can be identified with the
set of isotropic lines in Cp+1, and it is easy to check that a triple of lines
x, y, z is contained in a chain if and only if dim 〈x, y, z〉 = 2. Similarly the
Shilov boundary Sm,n of SU(m,n) can be described as the set of maximal
isotropic subspaces of Cm+n and, again, a triple of transverse isotropic sub-
spaces x, y, z in Sm,n is contained in the boundary of a tube-type subdomain
precisely when dim 〈x, y, z〉 = 2m. In such case we will say that x, y, z are
contained in an m-chain.
As it turns out, if ρ : Γ → SU(m,n) is a maximal representation and
φ : ∂Hp
C
→ Sm,n is a measurable ρ-equivariant boundary map, then φ induces
a map from the chain geometry of ∂Hp
C
to the geometry whose space is Sm,n
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and whose lines are the m-chains. Therefore most of this paper is devoted to
the study of these geometries. We generalize some results of Cartan [Car32]
and Goldman [Gol99] and this allows us to prove a strong rigidity result for
measurable maps that preserve this geometry, that is a higher rank analogue
of the main theorem of [Car32]:
Theorem 1.6. Let p > 1, 1 < m < n and let φ : ∂Hp
C
→ Sm,n be a
measurable map whose essential image is Zariski dense. Assume that, for
almost every triple with dim〈x, y, z〉 = 2, it holds dim〈φ(x), φ(y), φ(z)〉 =
2m. Then φ coincides almost everywhere with a rational map.
Outline of the paper. In Section 2, after recalling the relevant concepts
about Hermitian symmetric spaces and continuous bounded cohomology, we
prove that a measurable boundary map associated with a maximal represen-
tation induces a map between chain geometries. Sections 3 to 5 are devoted
to prove Theorem 1.6: in Section 3 we study the chain geometry of Sm,n and
prove some properties of the incidence structure of chains; in Section 4 we
show that the restriction to almost every chain of a measurable boundary
map associated with a maximal representation is rational; in Section 5 we
show that this information is already enough to conclude. We finish the
article with Section 6, where we prove all the remaining results announced
in this introduction.
2. Preliminaries
2.1. Hermitian Symmetric spaces. Let G be a connected semisimple Lie
group of noncompact type with finite center and let K be a maximal com-
pact subgroup. We will denote by X = G/K the associated symmetric space.
Throughout this article we will be only interested in Hermitian symmetric
spaces, that is in those symmetric spaces that admit a G-invariant complex
structure J . It is a classical fact [Kor00, Theorem III.2.6] that these sym-
metric spaces admit a bounded domain realization, that means that they
are biholomorphic to a bounded convex subspace of Cn on which G acts via
biholomorphisms. An Hermitian symmetric space is said to be of tube-type
if it is also biholomorphic to a domain of the form V + iΩ where V is a real
vector space and Ω ⊂ V is a proper convex open cone. Hermitian symmetric
spaces were classified by Cartan [Car35], and are the symmetric spaces asso-
ciated to the exceptional Lie groups E7(−25) and E6(−14) together with 4
families of classical domains: the ones associated to SU(p, q), of type Ip,q in
the standard terminology2, the ones associated to SO∗(2p), of type IIp, the
symmetric spaces, IIIp, of the groups Sp(2p,R), and the symmetric spaces
of the group IVp associated to SO0(2, p). It is well known that the only
spaces that are not of tube type are the symmetric space of E6(−14) and
the families Ip,q with q 6= p and IIp with p odd. It follows from the clas-
sification that any Hermitian symmetric space contains maximal tube-type
2In Cartan’s original terminology [Car35] the families IIIp and IVp are exchanged
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subdomains, and those are all conjugate under the G-action, are isometri-
cally and holomorphically embedded and have the same rank as the ambient
symmetric space.
The G-action via biholomorphism on the bounded domain realization of
X extends continuously on the topological boundary ∂X . If the real rank
of G is greater than or equal to two, ∂X is not an homogeneous G-space,
but contains a unique closed G-orbit, the Shilov boundary SG of X . If X
is irreducible, the stabilizer of any point s of SG is a maximal parabolic
subgroup of G. In the reducible case, if X = X1 × . . . × Xn is the de Rham
decomposition in irreducible factors whose isometry group is Gi, then SG
splits as the product SG1× . . .×SGn as well. Moreover when Y is a maximal
tube-type subdomain of X , the Shilov boundary of Y embeds in the Shilov
boundary of X .
The diagonal action of G on the pairs of points (s1, s2) ∈ S
2
G has a unique
open orbit corresponding to pairs of opposite parabolic subgroups. Two
points in SG are transverse if they belong to this open orbit. Whenever a pair
(s1, s2) of transverse points of SG is fixed, there exists a unique maximal tube-
type subdomain Y = GT /KT of X such that si belongs to SGT . In particular
this implies that the Shilov boundaries of maximal tube-type subdomains
define a rich incidence structure in SG.
Given three points in SG there won’t, in general, exist a maximal tube-
type subdomain Y of X whose Shilov boundary contains all the three points.
However it is possible to determine when this happens with the aid of the
Kähler form. Recall that, since X is a Hermitian symmetric space, it is
possible to define a differential two form via the formula
ω(X,Y ) = g(X,JY )
where g denotes the G-invariant Riemannian metric normalized so that its
minimal holomorphic sectional curvature is −1, and J is the complex struc-
ture of X . Since ω is G-invariant, it is closed: this is true for every G-
invariant differential form on a symmetric space. This implies that X is a
Kähler manifold and ω is its Kähler form. Let X (3) denote the triples of
pairwise distinct points in X and let us consider the function
βX : X
(3) → R
(x, y, z) → 1pi
∫
∆(x,y,z) ω
where we denote by ∆(x, y, z) any smooth geodesic triangle having (x, y, z)
as vertices. Since ω is closed, Stokes theorem implies that βX is a well
defined continuous G-invariant cocycle and it is proven in [CØ03] that it
extends continuously to the triples of pairwise transverse points in the Shilov
boundary. If a triple (s1, s2, s3) ∈ S
3 doesn’t consist of pairwise transverse
points, the limit of βX (x
i
1, x
i
2, x
i
3) as x
i
j approaches sj is not well defined, but
Clerc proved that, restricting only to some preferred sequences (the one that
converge radially to sj), it is possible to get a measurable extension of βX to
the whole Shilov boundary. The obtained extension βS : S
3
G → R is called
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the Bergmann cocycle3 and it is a measurable strict cocycle. The maximality
of the Bergmann cocycle detects when a triple of points is contained in the
Shilov boundary of a tube-type subdomain:
Proposition 2.1. (1) βS is a strict alternating G-invariant cocycle with
values in [−rkX , rkX ],
(2) If βS(s1, s2, s3) = rkX then the triple (s1, s2, s3) is contained in the
Shilov boundary of a tube-type subdomain.
(3) The Bergmann cocycle is a complete invariant for the G action on
triples of pairwise transverse points contained in a tube type subdo-
main.
Proof. The first fact was proven in [Cle07], the second can be found in
[BIW09, Proposition 5.6], the third follows from the transitivity of the G-
action on maximal tube type subdomains of SG and [CN06, Theorem 5.2].

We will call a triple (s1, s2, s3) in S
3
G satisfying |βS(s1, s2, s3)| = rk(X ) a
maximal triple.
In the case where G is SU(1, p), that is a finite cover of the connected com-
ponent of the identity in Isom(Hp
C
), the maximal tube-type subdomains are
complex geodesics of Hp
C
and the Bergmann cocycle coincides with Cartan’s
angular invariant cp [Gol99, Section 7.1.4]. Following Cartan’s notation we
will denote by chains the boundaries of the complex geodesics.
2.2. Continuous (bounded) cohomology and maximal representa-
tions. We introduce now the concepts we will need about continuous and
continuous bounded cohomology, standard references are respectively [BW00]
and [Mon01]. A quick introduction to the relevant aspects of continuous
bounded cohomology can also be found in [BI09].
Throughout the section G will be a locally compact second countable
group, every finitely generated group fits in this class when endowed with
the discrete topology. The continuous cohomology of G with real coefficients,
Hnc (G,R) is the cohomology of the complex (C
n
c (G,R)
G,d) where
Cnc (G,R) = {f : G
n+1 → R| f is a continuous function },
the invariants are taken with respect to the diagonal action, and the differ-
ential dn : Cnc (G,R)→ C
n+1
c (G,R) is defined by the expression
dnf(g0, . . . , gn+1) =
n+1∑
i=0
(−1)if((g0, . . . , gˆi, . . . , gn+1).
Similarly the continuous bounded cohomology Hncb(G,R) of G is the coho-
mology of the subcomplex (Cncb(G,R)
G,d) of (Cnc (G,R)
G,d) consisting of
bounded functions. The inclusion i : Cncb(G,R)
G → Cnc (G,R)
G induces, in
3We choose the normalization of [Cle07], the normalization chosen in [DT87] is such
that βDT = pi · βS , the one of [BIW10] is such that βBIW =
βS
2
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cohomology, the so-called comparison map c : Hncb(G,R) → H
n
c (G,R). The
Banach norm on the cochain modules Cncb(G,R) defined by
‖f‖∞ = sup
(g0,...,gn)∈Gn+1
|f(g0, . . . , gn)|
induces a seminorm on Hncb(G,R) that is usually referred to as the canonical
seminorm or Gromov’s norm.
Most of the results about continuous and continuous bounded cohomology
are based on the functorial approach to the study of these cohomological the-
ories that is classical in the case of continuous cohomology and was developed
by Burger and Monod [BM99] in the setting of continuous bounded cohomol-
ogy. This allows to show that the cohomology of many different complexes
realizes canonically the given cohomological theory. Since we will only need
applications of this machinery that are already present in the literature we
will not describe it any further here and we refer instead to [BW00, Mon01]
for details on this nice subject.
A first notable application of this approach to continuous cohomology is
van Est Theorem [vE53, Dup76] that realizes the continuous cohomology
of a semisimple Lie group in terms of G-invariant differential forms on the
associated symmetric space:
Theorem 2.2 (van Est). Let G be a semisimple Lie group without compact
factors, then
Ωn(X ,R)G ∼= Hnc (G,R).
Under this isomorphism the differential form ω corresponds to the class of
the cocycle cω defined by the formula
cω(g0, . . . , gn) =
1
pi
∫
∆(g0x,...gnx)
ω
for any fixed basepoint x in X .
Let us now focus more specifically on the second bounded cohomology of
a Hermitian Lie group G. By van Est isomorphism the module H2c(G,R)
is isomorphic to the vector space of the G-invariant differential 2-forms on
X which are generated, as a real vector space, by the Kähler classes of the
irreducible factors of the symmetric space X . The class corresponding via
van Est isomorphism to the Kähler class ω of X is represented by the cocycle
cω(g0, g1, g2) = βX (g0x, g1x, g2x) where x ∈ X is any fixed point.
It was proven in [DT87] for the irreducible classical domains and in [CØ03]
in the general case that the absolute value of the cocycle cω is bounded
by rk(X ), hence the class [cω] is in the image of the comparison map c :
H2cb(G,R)→ H
2
c(G,R). Moreover, if G is a connected semisimple Lie group
with finite center and without compact factors, the comparison map c is
injective (hence an isomorphism) in degree 2 [BM99]. We will denote by κbG
the bounded Kähler class, that is the class in H2cb(G,R) satisfying c(κ
b
G) =
[cω]. The Gromov norm of κ
b
G can be computed explicitly:
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Theorem 2.3 ([DT87, CØ03, BIW09]). Let G be a Hermitian Lie group
with associated symmetric space X and let κbG be its bounded Kähler class.
If ‖ · ‖ denotes the Gromov norm, then
‖κbG‖ = rk(X ).
Let now M be a locally compact second countable topological group, G
a Lie group of Hermitian type, ρ : M → G a continuous homomorphism.
The precomposition with ρ at the cochain level induces a pullback map in
bounded cohomology ρ∗b : H
2
cb(G,R) → H
2
cb(M,R) that is norm non in-
creasing. Tight homomorphisms were first defined in [BIW09], these are
homomorphisms ρ for which the pullback map is norm preserving, namely
‖ρ∗(κbM )‖ = ‖κ
b
M‖. In the same paper the following structure theorem is
proven:
Theorem 2.4 ([BIW09, Theorem 7.1]). Let L be a locally compact second
countable group, G a connected algebraic group defined over R such that
G = G(R)◦ is of Hermitian type. Suppose that ρ : L → G is a continuous
tight homomorphism. Then
(1) The Zariski closure H = ρ(L)
Z
is reductive.
(2) The group H = H(R)◦ almost splits as a product HncHc where Hc is
compact and Hnc is of Hermitian type.
(3) If Y is the symmetric space associated to Hnc, then the inclusion of
Y in X is totally geodesic and the Shilov boundary SHnc sits as a
subspace of SG.
In the case when also L is an Hermitian Lie group, tight homomorphisms
can be completely classified: in fact it is possible to prove that, if L has no
simple factor locally isomorphic to SU(1, 1), then the map ρ is equivariant
with an holomorphic map (see [Ham12] for the case when L is simple, and
[HP14] for the general case) and in particular the classification of [Ham11]
applies. In our setting this implies the following;
Theorem 2.5. Let i : L→ SU(m,n) be a tight homomorphism, assume that
no factor of L is locally isomorphic to SU(1, 1). Then each simple factor of L
is either isomorphic to SU(s, t) or is of tube type. Moreover if L = Lt ×Lnt
where Lt is the product of all the irreducible factors of tube type, then there
exists an orthogonal decomposition Cm,n = Ck,k ⊕ Cm−k,n−k such that Lt is
included in SU(Ck,k) and Lnt is included in SU(C
m−k,n−k).
Proof. This can be found in [HP14]. 
A key feature of bounded cohomology is that, whenever Γ is a lattice in
G, it is possible to construct a left inverse T•b : H
•
b(Γ) → H
•
cb(G) of the
restriction map. Indeed the bounded cohomology of Γ can be computed
from the complex (C•cb(G,R)
Γ,d) and the transfer map T•b can be defined
on the cochain level by the formula
Tkb(c(g0, . . . , gk)) =
∫
Γ\G
c(gg0, . . . , ggk)dµ(g)
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where µ is the measure on Γ\G induced by the Haar measure of G provided
it is normalized to have total mass one. It is worth remarking that when
we consider instead continuous cohomology (without boundedness assump-
tions), a transfer map can be defined with the very same formula only for
cocompact lattices, but the restriction map is in general not injective if the
lattice is not cocompact.
Let us fix a representation ρ : Γ→ G. Since H2cb(SU(1, p),R) = Rκ
b
SU(1,p),
the class T∗bρ
∗(κbG) is a scalar multiple of the Kähler class κ
b
SU(1,p) . The
generalized Toledo invariant4 of the representation ρ is the number iρ such
that T∗bρ
∗(κbG) = iρκ
b
SU(1,p). A consequence of Theorem 2.3, and the fact
that the transfer map is norm non-increasing, is that |iρ| ≤ rk(X ).
Definition 2.6. A representation ρ is maximal if |iρ| = rk(X ). Clearly
maximal representation are in particular tight representations.
The following lemma will be useful at the very end of the article, in the
proof of Corollary 1.5:
Lemma 2.7. The generalized Toledo invariant is constant on connected com-
ponents of the representation variety.
Proof. This is proven in [BI08, Page 4]. 
2.3. Boundary maps and maximal representations. The existence of
measurable boundary maps for Zariski dense homomorphisms in algebraic
groups is by now classical:
Proposition 2.8. [BI04, Proposition 7.2] Let Γ be a lattice in SU(1, p),
G a Lie group of Hermitian type and let ρ : Γ → G be a Zariski dense
representation. Then there exists a ρ-equivariant measurable map φ : ∂Hp
C
→
SG such that, for almost every pair of points x, y in ∂H
p
C
, φ(x) and φ(y) are
transverse.
Let us now fix a measurable map φ : ∂Hp
C
→ SG, and define the essential
Zariski closure of φ to be the minimal Zariski closed subset V of SG such
that µ(φ−1(V )) = 1. Such a set exists since the intersection of finitely many
closed subset of full measure has full measure and SG is an algebraic variety,
in particular it is Noetherian. We will say that a measurable boundary map
φ is Zariski dense if its essential Zariski closure is the whole SG.
Proposition 2.9. Let ρ be a Zariski dense representation, then φ is Zariski
dense.
Proof. Indeed let us assume by contradiction that the essential Zariski clo-
sure of φ(∂Hp
C
) is a proper Zariski closed subset V of SG. The set V is
4The original definition of the generalized Toledo invariant given in [BI00] used con-
tinuous cohomology only. However it is proven in [BI07, Lemma 5.3] that the invariant
that was originally defined in [BI00], iρ in the notation of that article, and the invariant
we defined here, that there was denoted by tb(ρ), coincide.
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ρ(Γ)-invariant: indeed for every element γ in Γ, we get µ(φ−1(ρ(γ)V )) =
µ(γφ−1(V )) = 1, hence, in particular, ρ(γ)V = V by minimality of V .
Let us now recall that the Shilov boundary SG is an homogeneous space
for G, and let us fix the preimage W of V under the projection map G →
G/Q = SG. W is a proper Zariski closed subset of G, moreover if g is any
element in W , the Zariski dense subgroup ρ(Γ) of G is contained in Wg−1
and this gives a contradiction. 
One of the advantages of bounded cohomology when proving rigidity
statements is that the bounded cohomology of a group can be computed
from a suitable boundary of the group itself, for example when Γ is a lat-
tice in SU(1, p), the complex (L∞
alt
((∂Hp
C
)•,R)Γ, d) realizes isometrically the
bounded cohomology of Γ [BM02]. Moreover, exploiting functoriality prop-
erties of bounded cohomology, one can implement the pullback via a measur-
able boundary map provided by Proposition 2.8 thus getting the following
result:
Proposition 2.10 ([BI09, Theorem 2.41] ). Let Γ be a lattice in SU(1, p)
and let G be a Hermitian Lie group. Let ρ : Γ → G be a representation,
βS : (SG)
3 → R the Bergmann cocycle and φ : ∂Hp
C
→ G/Q be a measurable
ρ-equivariant boundary map. For almost every triple (x, y, z) in ∂Hp
C
, the
formula
iρcp(x, y, z) =
∫
Γ\SU(1,p)
βS(φ(gx), φ(gy), φ(gz))dµ(g)
holds.
We will now show that, since βS is a strict G-invariant cocycle and SU(1, p)
acts transitively on pairs of distinct points of ∂Hp
C
, the equality holds for
every triple of pairwise distinct points (this is an adaptation in our context
of an argument due to Bucher: cfr. the proof of [BBI13, Proposition 3] in
case n = 3).
Lemma 2.11. The equality in Proposition 2.10 holds for every triple (x, y, z)
of pairwise distinct points.
Proof. The formula of Proposition 2.10 is an equality between SU(1, p)-
invariant strict cocycles: clearly this is true for the left-hand side, moreover
the expression on the right-hand side is a strict cocycle since βS is, and is
SU(1, p) invariant since φ is ρ-equivariant and βS is G-invariant.
Let us now fix a SU(1, p)-invariant full measure set O ⊆ (∂Hp
C
)3 on which
the equality holds. Since O is of full measure, an application of Fubini’s
Theorem is that for almost every pair (y1, y2) ∈ (∂H
p
C
)2 the set of points
z ∈ ∂Hp
C
such that (y1, y2, z) ∈ O is of full measure. Let us fix a pair
(y1, y2) for which this holds and denote by W the set of points z such that
(y1, y2, z) ∈ O.
Let us now fix a triple (x1, x2, x3) of points in ∂H
p
C
. Since the SU(1, p)
action on ∂Hp
C
is transitive on pairs of distinct points, for every i there exist
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an element gi such that (xi, xi+1) = (giy1, giy2). Let us now fix a point x3
in the full measure set g1W ∩ g2W ∩ g3W. Since x3 is in giW, we get that
g−1i x3 ∈ W, and hence (xi, xi+1, x3) = gi(y1, y2, g
−1
i x3) ∈ O. In particular,
computing the cocycle identity on the 4tuple (x0, x1, x2, x3) we get that the
identity of Proposition 2.10 holds for the triple (x0, x1, x2).

Corollary 2.12. Let ρ : Γ → G be a maximal representation and let
φ : ∂Hp
C
→ SG be a ρ-equivariant measurable boundary map. Then for al-
most every maximal triple (x, y, z) ∈ (∂Hp
C
)3, the triple (φ(x), φ(y), φ(z)) is
contained in the Shilov boundary of a tube-type subdomain and is a maximal
triple.
Proof. Let us fix a positively oriented triple (x, y, z) of points on a chain.
We know from Lemma 2.11 that the equality
∫
SU(1,p)/Γ
βS(φ(gx), φ(gy), φ(gz))dg = rk(X )
holds: since ρ is maximal, then iρ = rk(X ), and since (x, y, z) are on a chain
then cp(x, y, z) = 1.
Since ‖βS‖∞ = rk(X ), it follows that βS(φ(gx), φ(gy), φ(gz)) = rk(X )
for almost every g in SU(1, p). By Proposition 2.1, this implies that for
almost every g ∈ SU(1, p), the triple (φ(gx), φ(gy), φ(gz)) is contained in
the boundary of a tube-type subdomain. Since maximal triples in ∂Hp
C
form
an SU(1, p)-orbit, the fact that the result holds for almost every element g
implies that the result holds for almost every triple of positively oriented
points in a chain. The same argument applies for negatively oriented triples.

Definition 2.13. A measurable map φ preserves the chain geometry if, for
almost every pair x, y in ∂Hp
C
, the images φ(x), φ(y) are transverse sub-
spaces and, for almost every maximal triple (x, y, z) ∈ (∂Hp
C
)3, the triple
(φ(x), φ(y), φ(z)) is maximal.
This amounts to saying that the map φ induces an almost everywhere
defined morphism (φ, φˆ) from the geometry ∂Hp
C
×C whose points are points
in ∂Hp
C
and whose lines are the chains, to the geometry SG × T whose
points are points in SG and whose lines are the Shilov boundaries of maximal
tube-type subdomains of SG. The morphism (φ, φˆ) has the property that it
preserves the incidence structure almost everywhere.
Purpose of the next sections is to show that a measurable Zariski dense
map φ : ∂Hp
C
→ SSU(m,n) that preserves the chain geometry coincides almost
everywhere with an algebraic map.
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3. The Chain geometry of Sm,n
For the rest of the paper we will restrict our attention to the Hermitian
Lie group SU(m,n) consisting of complex matrices that preserve a non-
degenerate Hermitian form of signature (m,n) with m ≤ n, and denote,
for the sake of brevity, by Sm,n the Shilov boundary of SU(m,n) that was
previously denoted by SSU(m,n). The purpose of this section is to understand
some features of the incidence structure of the subsets of Sm,n that arise as
Shilov boundaries of the maximal tube-type subdomains of the symmetric
space associated to SU(m,n). For reasons that will be explained later we
will call m-chains such subsets. The main tool that we will introduce in our
investigations is a projection map pix, depending on the choice of a point
x ∈ Sm,n. The map pix associates to a point y that is transverse to x the
uniquely determined m-chain that contains both x and y. The central results
of the section are Proposition 3.11 and Proposition 3.13.
3.1. A model for Sm,n. Throughout the paper we will realize SU(m,n) as
the subgroup of SL(m+n,C) that preserves the Hermitian form h represented
with respect to the standard basis by the matrix h =
[
0 0 Idm
0 −Idn−m 0
Idm 0 0
]
. We
will denote by Grm(C
m,n) the Grassmannian of m-dimensional subspaces of
C
m+n. It is well known that the Shilov boundary Sm,n can be realized as
the subset of Grm(C
m,n) consisting of subspaces that are isotropic for the
form h. Both Sm,n and the action of SU(m,n) on it are real algebraic
5.
It is classical and easy to verify that the unique open SU(m,n)-orbit on
S2m,n consists of pairs of points whose underlying vector spaces are transverse.
In particular we will often identify a point x ∈ Sm,n with its underlying
vectorspace, and we will use the notation x ⋔ y, that would be more suited for
the linear setting, with the meaning that the pair (x, y) is a pair of transverse
points. We will use the notation S
(2)
m,n for the set of pairs of transverse points,
and we will denote the set of points in Sm,n that are transverse to a given
point x by
Sxm,n := {y ∈ Sm,n| y ⋔ x}.
If x and y are transverse point, the linear span 〈x, y〉 is a 2m dimensional
subspace V of Cm+n on which h has signature (m,m). The Shilov boundary
of the maximal tube type subdomain containing x and y is the set
SV = {z ∈ Grm(V )| h|z = 0} = Sm,n ∩Grm(V ).
Definition 3.1. An m-chain in Sm,n is a subspaces of the form SV for some
linear subspace V of Cm,n on which h restricts to an Hermitian form of
signature (m,m).
5More details can be found in [Poz14] and in [BI04] where it is also possible to find the
description of a complex variety Sm,n such that Sm,n = Sm,n(R)
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Clearly any pair of transverse points x, y in Sm,n uniquely determines a
m-chain S〈x,y〉 with the property that both x and y belong to S〈x,y〉. We will
denote by Tx,y such a chain.
In the case m = 1, that is Xm,n = H
n
C
, the 1-chains are boundaries of
complex geodesics or chains in Cartan’s terminology. This is the reason why
we chose to call the Shilov boundaries of maximal tube-type subdomains
m-chains. To be more consistent with Cartan’s notation, we omit the 1, and
simply call chains the 1-chains.
3.2. The Heisenberg model Hm,n(x). We now want to give a model for
the Zariski open subset of Sm,n consisting of points transverse to a given
point x. The model we are introducing is sometimes referred to as (the
boundary of) a Siegel domain of genus two and was studied, for example, by
Koranyi and Wolf in [KW65]. In the case m = 1 this model is described in
[Gol99, Chapter 4] but our conventions here will be slightly different.
In the rest of the paper, for each complex matrix X we will denote by XT
the transpose of X, by X∗ = X
T
the transpose conjugate of X. If, moreover,
X is invertible we will denote by X−1 the inverse of X and by X−∗ the
inverse of X∗. Moreover we will indicate a point V in the Grassmannian
Grm(C
m+n) with a (n+m) ·m dimensional matrix: we will understand such
a matrix as an ordered basis of the subspace V . Clearly two matrices X,Y
represent the same element in Grm(C
m+n) if and only if there exists a matrix
G ∈ GLm(C) such that X = Y G. A direct computation gives that a point
x ∈ Grm(C
m+n) represented by the matrix
[
X1
X2
X3
]
belongs to Sm,n if and only
if X∗1X3 + X
∗
3X1 −X
∗
2X2 = 0 where X1 and X3 have m rows and X2 has
n−m rows.
Let us focus on the maximal isotropic subspace
v∞ = 〈ei| 1 ≤ i ≤ m〉 =
[
Idm
0
0
]
∈ Sm,n.
The set of points Sv∞m,n that are transverse to v∞ admit a basis of the form[
X
Y
Idm
]
with X∗ +X − Y ∗Y = 0. We will identify such a set with the linear
space M((n − m) × m,C) × u(m) where u(m) is the set of antiHermitian
matrices. We use the symbol Hm,n(v∞) for such a linear space, that will be
understood as parametrizing Sv∞m,n via the map
Hm,n(v∞) = M((n −m)×m,C)× u(m) → S
v∞
m,n
(X,Y ) 7→
[
Y+X∗X/2
X
Idm
]
.
We refer to Hm,n(v∞) as the Heisenberg model. This is because, as we will
now see, Hm,n(v∞) identifies with the generalized Heisenberg group that is
the nilpotent radical of the stabilizer of v∞.
MAXIMAL REPRESENTATIONS INTO SU(m, n) 15
Let us denote by Q the maximal parabolic subgroup of SU(Cm+n, h) that
is the stabilizer of v∞. It is easy to verify that
Q =



A B E0 C F
0 0 A−∗

mn−m
m
∣∣∣∣∣∣∣∣
A ∈ GLm(C), C ∈ U(n−m),
A−1B − F ∗C = 0
E∗A−∗ +A−1E − F ∗F = 0
detC detAdetA−∗ = 1

 .
The group Q can be written as L⋉N where
L =



A 0 00 C 0
0 0 A−∗


∣∣∣∣∣∣
A ∈ GLm(C),
C ∈ U(n−m)
detC detAdetA−∗ = 1


is reductive and
N =



Id E∗ F0 Id E
0 0 Id


∣∣∣∣∣∣F ∗ + F − E∗E = 0


is nilpotent.
The group L is the stabilizer of the two transverse points v∞ and v0 =
〈en+1, . . . , en+m〉 of Sm,n. If we denote by a the determinant of the matrix
A, an explicit isomorphism between GLm(C)×SU(n−m) and L is given by:
GLm(C)× SU(n−m) → L
(A,B) 7→
[
A 0 0
0 aa−1B 0
0 0 A−∗
]
.
Similarly the 2 step nilpotent group N can be identified withM(n×m,C)⋉
u(m):
M((n −m)×m,C)⋉ u(m) → N
(E,F ) 7→
[
Id E∗ F+EE∗/2
0 Id E
0 0 Id
]
.
It is particularly easy to describe the action of L and N on Hm,n(v∞):
the group N acts by left multiplication according to the group structure on
M(n×m,C)⋉ u(m)
(E,F ) · (X,Y ) =
(
E +X,F + Y +
E∗X −X∗E
2
)
and L acts via right-left matrix multiplication on the first factor and conju-
gation on the second:
(A,B) · (X,Y ) = (aa−1BXA∗, AY A∗).
3.3. The projection pix. We consider the projection on the first factor
piv∞ : H
m,n(v∞) → M((n − m) × m,C). Under the natural identification
Hm,n(v∞) ∼= N , this projection corresponds to the group homomorphism
whose kernel is the center u(m) of N . Purpose of this section is to give
a geometric interpretation of the quotient space M((n − m) × m,C): it
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corresponds to a parametrization of the space of m-chains through the point
v∞. In order to make this statement more precise let us consider the set
Wv∞ = {V ∈ Gr2m(C
m+n)| v∞ < V, h|V has signature (m,m)}.
The following lemma gives an explicit identification ofWv∞ with the quotient
space M((n −m)×m,C) = N/
u(m):
Lemma 3.2. There exists a bijection between M((n−m)×m,C) and Wv∞
defined by the formula
i :M((n −m)×m,C) → Wv∞
A 7→

A∗Id
0


⊥
.
Proof. Let V be a point inWv∞ . Then V
⊥ is a (n−m) dimensional subspace
of Cm+n that is contained in v⊥∞. This implies that V
⊥ admits a basis of the
form
[
A B 0
]T
where A has m rows and n−m columns and B is a square
n − m dimensional matrix. Since the restriction of h on V has signature
(m,m), the restriction of h to V ⊥ is negative definite, in particular the
matrix B must be invertible. This implies that, up to changing the basis of
V ⊥, we can assume that B = Idn−m. This gives the desired bijection. 
Wv∞ parametrizes the m-chains containing the point v∞. We will call
them vertical chains: the intersection T v∞ of a vertical chain T with the
Heisenberg model Hm,n(v∞) consists precisely of a fiber of the projection on
the first factor in the Heisenberg model:
Lemma 3.3. Let T ⊂ Sm,n be a vertical chain and V be its associated linear
subspace. If we denote by pT in M((n−m)×m,C), the point pT = i
−1(V ),
we have:
(1) for every x in T v∞, then piv∞(x) = pT ,
(2) T v∞ = pi−1v∞(pT ),
(3) the center M of N acts simply transitively on T v∞.
Proof. (1) An element w of Hm,n(v∞) with basis
[
X Y Idm
]T
belongs
to the chain T if and only if Y = pT : indeed the requirement that V
⊥ is
contained in w⊥ restates as
0 =
[
X∗ Y ∗ Idm
]  0 0 Id0 −Id 0
Id 0 0



p∗TId
0

 = p∗T − Y ∗.
This implies that for every w ∈ T , we have piv∞(w) = pT .
Viceversa if piv∞(w) = pT , then w is contained in V and this proves (2).
(3) The fact that M acts simply transitively on T v∞ is now obvious:
indeed M acts on the Heisenberg model by vertical translation stabilizing
every vertical chain. 
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The stabilizer Q of v∞ naturally acts on the space Wv∞ and it is easy to
deduce explicit formulae for this action from the formulae given in Section
3.2. In the sequel, when this will not cause confusion, we will identify Wv∞
with M((n − m) × m,C) considering implicit the map i−1. It is worth
remarking that everything we did so far doesn’t really depend on the choice
of the point v∞, and a map pix : S
x
m,n → Wx can be defined for every point
x ∈ Sm,n. We decided to stick to the point v∞, since the formulae in the
explicit expressions are easier.
3.4. Projections of chains. We now want to understand what are the pos-
sible images under the map piv∞ of other chains. We define the intersection
index of an m-chain T with a point x ∈ Sm,n by
ix(T ) = dim(x ∩ VT )
where VT is the 2m dimensional linear subspace of C
m+n associated to T .
Clearly 0 ≤ iv∞(T ) ≤ m, and iv∞(T ) = m if and only if the chain T is
vertical. In general we will call k-vertical a chain whose intersection index
is k: with this notation vertical chains are m-vertical. Sometimes we will
call horizontal the chains that are 0-vertical (in particular each point in the
chain is transverse to v∞).
In our investigations it will be precious to be able to relate different situ-
ations via the action of the group G = SU(Cm+n, h), under this respect the
following lemma will be fundamental:
Lemma 3.4. For every k ∈ {0, . . . m} the group G acts transitively on
(1) the pairs (x, T ) where x ∈ Sm,n is a point and T is an m-chain with
ix(T ) = k,
(2) the triples (x, y, T ) where x ⋔ y, y ∈ T and ix(T ) = k.
In particular the intersection index is a complete invariant of m-chains up
to the SU(m,n)-action.
Proof. We will prove directly the second statement. By transitivity of the
G-action on the set of transverse pairs we can assume that x = v∞, y = v0,
in particular this reduces the proof to showing that L acts transitively on the
set of chains through v0. It is not hard to show that the orthogonal to such
a chain T has a basis of the form
[
0 Idn−m Z3
]T
for some matrix Z3: any
vector contained in the orthogonal to v0 has vanishing components in v∞,
moreover, since the orthogonal to a chain is positive definite we can assume
that the central block is the identity up to changing the basis. Moreover it
holds that m− rk(Z3) = iv∞(T ). The statement is now obvious. 
As explained at the beginning of the section we want to give a parametriza-
tion of a generic chain T and study the restriction of piv∞ to T . In view of
Lemma 3.4, it is enough to understand, for every k, the parametrization and
the projection of a single k-vertical chain. The k-vertical chain we will deal
with is the chain with associated linear subspace
Vk = 〈ei, ej + em+j−k + en+j , v0| 1 ≤ i ≤ k < j ≤ m〉.
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Lemma 3.5. Tk is the linear subspace associated to a k-vertical chain Tk.
Proof. Vk is a 2m-dimensional subspace containing v0. Moreover Vk splits
as the orthogonal direct sum
Vk = V
0
k
⊥
⊕ V 1k =
= 〈ei, en+i| 1 ≤ i ≤ k〉
⊥
⊕ 〈ej + em+j−k + en+j, en+j | k + 1 ≤ j ≤ m〉 =
= 〈v∞ ∩ Vk, en+i| 1 ≤ i ≤ k〉
⊥
⊕ 〈ej + em+j−k + en+j, en+j | k + 1 ≤ j ≤ m〉.
Since v∞ ∩ Vk = 〈e1, . . . , ek〉, we get that iv∞(Tk) is k. Since h|V 0
k
has
signature (k, k) and h|V 1
k
has signature (m − k,m − k), we get that the
restriction of h on Vk has signature (m,m) and this concludes the proof. 
Lemma 3.6. Hm,n(v∞) ∩ Tk consists precisely of those subspaces of C
m+n
that admit a basis of the form

E∗E
2 +C E
∗X
E Id +X
E Id +X
0 0
Idk 0
0 Idm−k


with


E ∈M((m− k)× k,C)
X ∈ U(m− k)
C ∈ u(k).
The projection of Tk is contained in an affine subspace of M((n−m)×m,C)
of dimension m2−km, and consists of the points of M((n−m)×m,C) that
have expression
[
E Id+X
0 0
]
with E ∈M((m− k)× k,C) and X ∈ U(m− k).
Proof. It is enough to check that the orthogonal to Vk is
V ⊥k = 〈em+j + en+j+k, em+l| 1 ≤ j ≤ m− k < l ≤ n−m〉.
This implies that any m-dimensional subspace z of Vk, that is transverse to
v∞, has a basis of the form
z =


Z11 Z12
Z21 Z22
Z21 Z22
0 0
Id 0
0 Id


k
m−k
m−k
n−2m+k
k
m−k
and the
restriction
of h to z
is zero
if and only if


Z∗11 + Z11 = Z
∗
21Z21 (11)
Z∗21 + Z12 = Z
∗
21Z22 (12)
Z∗12 + Z21 = Z
∗
22Z21 (21)
Z∗22 + Z22 = Z
∗
22Z22 (22).
Equation (22) restates as Z22 = Id + X for some X ∈ U(m − k): indeed
a square matrix Z satisfies the equation Z∗ + Z = Z∗Z, if and only if the
equation (Z − Id)∗(Z − Id) = Z∗Z − Z − Z∗ + Id = Id holds, which means
that Z − Id belongs to U(m− k).
This concludes the proof of the first part of the lemma: the (m − k) × k
matrix Z21 can be chosen arbitrarily, Equation (12) uniquely determines Z12
in function of Z21 and Z22, and Equation (11) determines the Hermitian part
of Z11 in function of Z21, but is satisfied independently on the antiHermitian
part of Z11. This proves the first part of the lemma.
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The second part is a direct consequence of the parametrization of T v∞k we
just gave, together with the identification of Wv∞ and M((n −m) ×m,C)
given in Lemma 3.2. 
Definition 3.7. We will call a subset of Wx that is the projection of a
k-vertical chain a (m,k)-circle.
The reason for the name circle is due to the fact that, in the case (m,n) =
(1, 2) the projections of horizontal chains are Euclidean circles in C. This
fact was first observed and used by Cartan in [Car32]. In fact every Eu-
clidean circle C ⊆ Cp−1 is a circle in our generalized definition, namely is
the projection of some 1-chain of ∂Hp
C
. Indeed we know from Lemma 3.6
that the Euclidean circle (1 + eit, 0, . . . , 0) ∈ Cp−1 is the projection of the
chain associated to the linear subspace 〈e1+ e2, ep+1〉 of C
p+1. Moreover the
set of Euclidean circles is a homogeneous space under the group of Euclidean
similarities of Cp−1 and the group Q = stab(v∞) acts on C
p−1 as the full
group of Euclidean similarities.
In the general case it is important to record both the dimension of the
m-chain that is projected and the dimension of the U(m − k) factor in the
projection. This explains the notation. We will call generalized circle any
subset of M((n − m) × m,C) arising as a projection of an m-chain. In
particular a generalized circle is an (m,k)-circle for some k.
The ultimate goal of this section is to understand the possible lifts of a
given (m,k)-circle. We begin by analyzing the stabilizers in SU(Cm+n, h) of
some configurations:
Lemma 3.8. The stabilizer in SU(Cm+n, h) of the triple (v∞, v0, Tk) is the
subgroup S0 of L ∼= GLm(C)× SU(n−m) consisting of pairs of the form
([
Y X
0 yy−1C11
]
,
[
C11 0
0 C22
])
with


C11 ∈ U(m− k)
C22 ∈ U(n − 2m+ k)
X ∈M(k × (m− k),C)
Y ∈ GLk(C), y = det(Y ).
Proof. We determined in Section 3.2 that the stabilizer L in SU(Cm+n, h) of
the pair (v∞, v0) is isomorphic to GLm(C) × SU(n −m). The stabilizer of
the triple (v∞, v0, Tk) is clearly contained in L and consists precisely of the
elements of L stabilizing V ⊥k .
In the proof of Lemma 3.6 we saw that the subspace V ⊥k has a basis of
the form
[ 0
Idn−m
X
]
where X denotes the m× (n−m) matrix
[
0 0
Idm−k 0
]
.
From the explicit expression of elements in L we get
A aa−1C
A−∗



 0Id
X

 =

 0aa−1C
A−∗X

 ∼=

 0Id
aa−1A−∗XC−1

 .
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In turn the requirement that aa−1A−∗XC−1 = X, that isX = aa−1A∗XC,
implies, in the suitable block decomposition for the matrices, that
aa−1
[
A∗11 A
∗
21
A∗12 A
∗
22
] [
0 0
Idm−k 0
] [
C11 C12
C21 C22
]
=
aa−1
[
A∗21 0
A∗22 0
] [
C11 C12
C21 C22
]
= aa−1
[
A∗21C11 A
∗
21C12
A∗22C11 A
∗
22C12
]
.
This implies that A∗22 = aa
−1C−111 and C12 = A21 = 0. Moreover since C
is unitary, also C21 must be 0, and both C22 and C11 must be unitary. This
concludes the proof. 
Let us now denote by o the point o = piv∞(v0) = 0 in Wv∞ and by Ck the
(m,k)-circle that is the projection of Tk. We will denote by S1 the stabilizer
in Q of the pair (o,Ck).
Lemma 3.9. The stabilizer of the pair (o,Ck) is the group
S1 = StabQ(o,Ck) =M ⋊ S0
where, as above, we denote by M the center of the nilpotent radical N of Q
and by S0 the stabilizer in Q of the pair (v0, Tk).
Proof. Recall that any element in Q can be uniquely written as a product
nl where n is in N , and l belongs to L, the Levi component of Q. Since
any element in S1 fixes, by assumption, the point o = piv∞(v0) and since any
element in L fixes o, if nl is in S1 then n(o) = o that, in turn, implies that
n belongs to M . Hence S1 is of the form M ⋊ S for some subgroup S of L.
Let now X be a point in Wv∞ = M((n − m) × m,C). The action of
(A,C) ∈ L on Wv∞ is X 7→ aa
−1CXA∗. We want to show that if Ck is
preserved then (A,C) must belong to S0. We have proven in Lemma 3.6
that any point z ∈ piv∞(Tk) can be written as
[
E Id+Z
0 0
]
for some matrices
E ∈M((m− k)× k,C) and Z ∈ U(m− k). Explicit computations give that
[
E Id + Z
0 0
]
= aa−1
[
C11 C12
C21 C22
] [
E Id + Z
0 0
] [
A∗11 A
∗
21
A∗12 A
∗
22
]
=
= aa−1
[
C11E C11(Id + Z)
C21E C21(Id + Z)
] [
A∗11 A
∗
21
A∗12 A
∗
22
]
.
Since A is invertible, E is arbitrary and both Id and −Id are in U(m − k),
the matrix C21 must be zero. Hence C must have the same block form of a
genuine element of S0. In particular C11 is invertible. Since aa
−1C11(EA
∗
21+
(Id+Z)A∗22) must be an element of Id +U(m− k) for every E, we get that
A∗21 must be zero.
The result now follows from Claim 3.10 below. 
Claim 3.10. Let C ∈ U(l) and A ∈ GLl(C) be matrices and let U denote
the set
U = {Id +X| X ∈ U(l)} ⊂M(l × l,C).
If CUA∗ = U then A = C.
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Proof. Let us consider the birational map
i : M(l × l,C) → M(l × l,C)
X 7→ X−1
that is defined on a Zariski open subset O of M(l × l,C).
The image, under the involution i, of U is the set
L = {W | Id−W ∗ −W = 0} =
1
2
Id + u(l).
Moreover i(CXA∗) = A−∗i(X)C−1, hence in order to show that the sub-
group preserving U consists precisely of the pairs (A,A), it is enough to
check that the subgroup of U(l)×GLl(C) preserving L consists precisely of
the pairs (A,A) with A ∈ U(l).
This last statement amounts to show that the only matrix B ∈ GLl(C)
such that Id−W ∗B∗−BW = 0 for allW ∈ L is the identity itself. Choosing
W to be 12 Id we get that B
∗+B = 2Id hence in particular B = Id+Z with
Z ∈ u(l). Since moreover L = {12 Id +M |M ∈ u(l)} we have to show that if
ZM +M∗Z∗ = ZM +MZ = 0 for all M in u(l) then Z must be zero, and
this can be easily seen, for example by choosing M to be the matrix that is
zero everywhere apart from the l-th diagonal entry where it is equal to i. 
We now have all the ingredients we need to prove the first crucial result
of the section. Recall from Section 3.1 that every pair of transverse points
x, y in Sm,n uniquely determines an m-chain Tx,y that is the unique chain
that contains both x and y.
Proposition 3.11. Let x ∈ Sm,n be a point, T be a chain with ix(T ) = k,
t ∈ T be a point, y = pix(t) ∈Wx. Then
(1) T is the unique lift of the (m,k)-circle pix(T ) through the point t,
(2) for any point t1 in Tx,t = pi
−1
x (y) there exists a unique m chain
through t1 which lifts pix(T ).
Proof. (1) As a consequence of Lemma 3.4, in order to prove the statements,
we can assume that the triple (x, t, T ) is the triple (v∞, v0, Tk). Let T
′
be another m-chain containing the point t that lifts the (m,k)-circle Ck, a
consequence of Lemma 3.4 is that there exists an element g ∈ L such that
(v∞, v0, Tk) = g(v∞, v0, T
′). Moreover, since piv∞(T
′) = Ck, we get that
g ∈ S1. But we know that S1 ∩ L = S0 and this proves that T
′ = Tk.
(2) This is a consequence of the first part, together with the observation that
M acts transitively on the vertical chain Tv0,v∞ . 
We conclude the section by determining what are the lifts of a point y
that are contained in an m-chain T . For every m-chain T we consider the
subgroup
MT = StabM (T ).
Clearly if t is a lift of a point y ∈ Wv∞ that is contained in T , then all the
orbit MT · t consists of lifts of y that are contained in T . We want to show
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that also the other containment holds, namely that the lifts are precisely the
MT orbit of any point.
Lemma 3.12. For the chain Tk we have MTk = i(Ek) where
Ek = {X ∈ u(m)| Xij = 0 if i > k or j > k} =
{[
X1 0
0 0
] ∣∣∣ X1 ∈ u(k)
}
,
and i : u(m)→ N is the inclusion of the center of the group.
Proof. We already observed that the orthogonal to Vk is
V ⊥k = 〈em+j + en+j+k, el+m| 1 ≤ j ≤ m− k < l ≤ n−m〉.
Moreover an element ofM stabilizes Tk if and only if it stabilizes V
⊥
k . If now
m =
[
Id 0 E
0 Id 0
0 0 Id
]
is an element of M , then the image m · (em+j + en+j+k) =∑
Eijej+k + em+j + en+j+k that belongs to V
⊥
k if and only if the (j + k)-
th column of the matrix E is zero. This implies that the subgroup of M
that fixes V ⊥k is contained in i(Ek). Viceversa it is easy to check that i(Ek)
belongs to SU(Vk), in particular it preserves Tk. 
We denote by ZT the intersection of the linear subspace VT underlying T
with v∞:
ZT = v∞ ∩ VT .
In the standard case in which T = Tk we will denote by Zk the subspace ZTk
which equals to the span of the first k vectors of the standard basis of Cm.
Proposition 3.13. Let T be a k-vertical chain, then
(1) If g ∈ Q is such that gT = Tk, then MT = g
−1MTkg.
(2) For any point x ∈ T , we have pi−1v∞(piv∞(x)) ∩ T =MTx.
(3) If n ∈ N , then MnT =MT .
(4) If a ∈ GL(m) is such that a(ZT ) = Zk, then MT = i(a
−1Eka
−∗).
Proof. (1) This follows from the definition of MTk and MT and the fact that
M is normal in Q.
(2) Let us first consider the case T = Tk. In this case the statement is an
easy consequence of the explicit parametrization of the chain Tk we gave in
Lemma 3.6: any two points in Tk that have the same projection are in the
same MTk orbit. The general case is a consequence of the transitivity of Q
on k-vertical chains: let g ∈ Q be such that gT = Tk and let us denote by y
the point gx. Then we know that MTky = pi
−1
v∞(piv∞(y)) ∩ Tk. This implies
that
MTx = g
−1MTkgx = g
−1(MTky) = g
−1(pi−1v∞(piv∞(y)) ∩ Tk) =
= g−1pi−1v∞(piv∞(y)) ∩ g
−1Tk =
= pi−1v∞(piv∞(x)) ∩ T.
Where in the last equality we used that the Q action on Hm,n(v∞) induces
an action of Q on Wv∞ so that the projection piv∞ is Q equivariant.
(3) This is a consequence of the fact that M is in the center of N : MnT =
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nMTn
−1 =MT .
(4) By (3) we can assume that T is a chain through the point v0: indeed
there exists always an element n ∈ N such that nT contains v0, moreover
both MnT = MT and ZnT = ZT (the second assertion follows from the fact
that any element in N acts trivially on v∞).
Since v0 ∈ T and we proved in Lemma 3.4 that L is transitive on k-vertical
chains through v0, we get that there exists a pair (C,A) ∈ U(n−m)×GLm(C)
such that, denoting by g the corresponding element in L, we have gT = Tk.
It follows from (1) that MT = g
−1MTkg, in particular we have
A−1 0 00 C−1 0
0 0 A∗



Id 0 E0 Id 0
0 0 Id



A 0 00 C 0
0 0 A−∗

 =

Id 0 A−1EA−∗0 Id 0
0 0 Id


and hence the subgroup MT is the group i(A
−1EkA
−∗). Moreover, since
gT = Tk we have in particular that gZT = Zk and hence A(ZT ) = Zk if we
consider ZT as a subspace of v∞.
In order to conclude the proof it is enough to check that for every a ∈
GLm(C) with a(ZT ) = Zk the subgroups a
−1Eka
−∗ coincide. Indeed it is
enough to check that for every element a ∈ GLm(C) such that a(Zk) = Zk
then a−1Eka
−∗ = Ek. But if a satisfies this hypothesis, the matrix a
−∗ has
the form
[
A1 0
A2 A3
]
. In particular we can compute:
a−1Xa−∗ =
[
A∗1 A
∗
2
0 A∗3
] [
X1 0
0 0
] [
A1 0
A2 A3
]
=
[
A∗1X1A1 0
0 0
]
and the latter matrix still belongs to Ek. 
4. The restriction to a chain is rational
In this section we prove that the chain geometry defined in Section 3 is
rigid in the following sense:
Theorem 4.1. Let φ : ∂Hp
C
→ Sm,n be a measurable, chain geometry pre-
serving, Zariski dense map. Then for almost every chain C in ∂Hp
C
the
restriction φ|C coincides almost everywhere with a rational map.
Let us recall that, whenever a point x ∈ Sm,n is fixed, the center Mx of
the nilpotent radical Nx of the stabilizer Qx of x in SU(C
m+n, h) acts on
the Heisenberg model Hm,n(x). Moreover, for every m-chain T containing
the point x, the Mx action is simply transitive on the Zariski open subset
T x of T . The picture above is true for both ∂Hp
C
∼= S1,p and Sm,n where, if
x ∈ ∂Hp
C
, the group Mx can be identified with u(1), and, if φ : ∂H
p
C
→ Sm,n
is the boundary map, Mφ(x) ∼= u(m).
The idea of the proof is to show that, for almost every point x ∈ ∂Hp
C
, the
boundary map is equivariant with respect to a measurable homomorphism
h : Mx →Mφ(x). Since such homomorphism must be algebraic, we get that
the restriction of φ to almost every chain through x must be algebraic.
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In order to define the homomorphism h we will prove first that a map
φ satisfying our assumptions induces a measurable map φx : Wx → Wφ(x).
HereWx can be identified with C
p−1 andWφ(x) can be identified withM((n−
m) × m,C), both these identifications are non canonical but we fix them
once and forall. We will then use the map φx to define a cocycle α : Mx ×
(∂Hp
C
)x →Mφ(x) with respect to which φ is equivariant. We will then show
that α is independent on the point x and hence coincides almost everywhere
with the desired homomorphism.
4.1. First properties of chain preserving maps. Recall from Section
2 that a map φ is Zariski dense if the essential Zariski closure of φ(∂Hp
C
)
is the whole Sm,n, or, equivalently if the preimage under φ of any proper
Zariski closed subset of Sm,n is not of full measure. Moreover, by definition,
a measurable boundary map preserves the chain geometry if the image under
φ of almost every pair of distinct points is a pair of transverse points, and
the image of almost every maximal triple (x0, x1, x2) in (∂H
p
C
)3, is contained
in an m-chain.
We will denote by T1 the set of chains in ∂H
p
C
, and by Tm the set of
m-chains of Sm,n. The set T1 is a smooth manifold, indeed an open subset
of the Grassmannian Gr2(C
p+1), and we will endow T1 with its Lebesgue
measure class.
The following lemma, an application in this context of Fubini’s theorem,
gives the first property of a chain geometry preserving map:
Lemma 4.2. Let φ : ∂Hp
C
→ Sm,n be a chain geometry preserving map. For
almost every chain C ∈ T1 there exists an m-chain φˆ(C) ∈ Tm such that, for
almost every point x in C, φ(x) ∈ φˆ(C).
Proof. There is a bijection between the set (∂Hp
C
){3} consisting of triples of
distinct points on a chain and the set
T
{3}
1 = {(C, x, y, z)| C ∈ T1 and (x, y, z) ∈ C
(3)}.
In turn the projection onto the first factor endows the manifold T
{3}
1 with
the structure of a smooth bundle over T1. In particular Fubini’s theorem
implies that, for almost every chain C ∈ T1 and for almost every triple
(x, y, z) ∈ C3, the triple (φ(x), φ(y), φ(z)) belongs to the samem-chain φˆ(C).
Moreover φˆ(C) has the desired properties again as a consequence of Fubini
theorem. 
We can now use the fact that each pair of transverse points a, b in Sm,n
uniquely determines a chain Ta,b to reformulate Lemma 4.2 in the following
way:
Corollary 4.3. Let φ : ∂Hp
C
→ Sm,n be a measurable chain preserving map.
Then there exists a measurable map φˆ : T1 → Tm such that, for almost every
pair (x, T ) ∈ ∂Hp
C
× T1 with x ∈ T , then φ(x) ∈ φˆ(T ).
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Proof. The only thing that we have to check is that the map φˆ is measurable,
but this follows from the fact that the map associating to a pair (x, y) ∈ S
(2)
m,n
the m-chain Tx,y is algebraic. 
Recall that, if x is a point in ∂Hp
C
, we denote by Wx the set of chains
through x. We use the identification of Wx as subvariety of Gr2(C
1,p) to
endow the space Wx with its Lebesgue measure class.
Corollary 4.4. For almost every x ∈ ∂Hp
C
, almost every chain in Wx satis-
fies Lemma 4.2.
Proof. It is again an application of Fubini’s theorem. Let us indeed consider
the manifold T {1} = {(C, x)| C ∈ T , x ∈ C} the projection on the first two
factor T {3} → T {1} realizes the first manifold as a smooth bundle over the
second with fiber (R×R)\∆. In particular for almost every pair in T {1} the
chain satisfies the assumption of Corollary 4.3. Since T {1} is a bundle over
∂Hp
C
with fiber Wx over x, the statement follows applying Fubini again. 
We will call a point x that satisfies the hypotheses of Corollary 4.4 generic
for the map φ. Let us now fix, for the rest of the section, a point x that is
generic for the map φ and consider the diagram
H1,p(x)
φ
//
pix

Hm,n(φ(x))
piφ(x)

Wx
φx
// Wφ(x).
Lemma 4.5. If x is generic for φ, there exists a measurable map φx such that
the diagram commutes almost everywhere. Moreover φx induces a measurable
map φˆx from the set of circles of Wx to the set of generalized circles of Wφ(x)
such that, for almost every chain T , we have that φˆ(T ) is a lift of φˆx(pix(T )).
Proof. The fact that a map φx exists making the diagram commutative on
a full measure set is a direct application of Corollary 4.4.
Since the set of horizontal chains in ∂Hp
C
is a smooth bundle over the set
of Euclidean circles in Wx ∼= C
p−1, we have that, for almost every Euclidean
circle C, the map φˆ is defined on almost every chain T with pix(T ) = C.
Moreover a Fubini-type argument implies that, for almost every circle C,
the diagram commutes when restricted to the preimage of C.
This implies that the projections φˆx(C) := piφ(x)(φˆ(Ti)) coincide for almost
every lift Ti of C if C satisfies the hypotheses of the previous paragraph, and
this concludes the proof. 
4.2. A measurable cocycle. Recall that if H,K are topological groups
and Y is a Borel H-space, then a map α : H × Y → K is a Borel cocycle if
it is a measurable map such that, for every h1, h2 in H and for almost every
y ∈ Y , it holds α(h1h2, y) = α(h1, h2 · y)α(h2, y).
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Proposition 4.6. Let φ be a measurable, chain preserving map φ : ∂Hp
C
→
Sm,n. For almost every point x in ∂H
p
C
there exists a measurable cocycle
α :Mx × (∂H
p
C
)x →Mφ(x) such that φ is α-equivariant.
Proof. Let us fix a point x generic for the map φ. For almost every pair (e, y)
where e ∈Mx and y ∈ H1,p(x), we have that the points φ(y) and φ(ey) are on
the same vertical chain in Hm,n(φ(x)). In particular there exists an element
α(e, y) ∈ Mφ(x) such that α(e, y)φ(y) = φ(ey). We extend α by defining
it to be 0 on pairs that do not satisfy this assumption. The function α is
measurable since φ is measurable.
We now have to show that the map α we just defined is actually a cocycle.
In order to do this let us fix the set O of points z for which φˆ(Tx,z) is m-
vertical and φ(z) ∈ φˆ(Tx,z). O has full measure as a consequence of Lemma
4.2. Let us now fix two elements e1, e2 ∈ Mx. For every element z in the
full measure set O ∩ e−12 O ∩ e1e
−1
2 O, the three points φ(z), φ(e2z), φ(e1e2z)
belong to the same vertical m-chain, moreover, by definition of α, we have
α(e1e2, z)φ(z) = φ(e1(e2z))
= α(e1, e2z)φ(e2z)
= α(e1, e2z)α(e2, z)φ(z).
The conclusion follows from the fact that the action of Mφ(x) on Hm,n(φ(x))
is simply transitive. 
Proposition 4.7. Let us fix a point x. Assume that there exists a measurable
function β :Mx×Wx →Mφ(x) such that for every e ∈Mx, for almost every
T in Wx and for almost every z in T , the equality α(e, z) = β(e, T ) holds.
Then the restriction of the boundary map φ to almost every chain through
the point x is rational.
Proof. We are assuming that for every e in Mx for almost every T in Wx
and for almost every z in T , the equality α(e, z) = β(e, T ) holds. Fubini’s
Theorem then implies that for every T in a full measure subset F of Wx, for
almost every e in Mx and almost every z in T the equality α(e, z) = β(e, T )
holds. In particular for every vertical chain T in F and almost every pair
(e1, e2) in M
2
x we have β(e1, T )β(e2, T ) = β(e1e2, T ): it is in fact enough to
chose e1 and e2 so that the equality of α(ei, z) and β(ei, T ) holds for almost
every z and compute the cocycle identity for α in a point z that works both
for e1 and e2.
It is classical that if pi : G→ J satisfies pi(xy) = pi(x)pi(y) for almost every
pair (x, y) in G2, then pi coincides almost everywhere with an actual Borel
homomorphism (cfr. [Zim84, Theorem B.2]). In particular for every T in
F , we can assume (up to modifying β|T on a zero measure subset) that the
restriction of β to T is a measurable homomorphism βT : Mx → Mφ(x) and
hence coincides almost everywhere with an algebraic map. Since the action
of Mx and Mφ(x) on each vertical chain is algebraic and simply transitive,
we get that for almost every vertical chain T the restriction of φ to T is
algebraic. 
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The fact that we let β depend on the vertical chain T might be surprising,
and it is probably possible to prove that the cocycle α coincides almost
everywhere with an homomorphism that doesn’t depend on the vertical chain
T . However since it suffices to prove that the restriction of α to almost every
vertical chain coincides almost everywhere with an homomorphism, and since
this reduces the technicalities involved, we will restrict to this version.
The rest of the section is devoted to prove, using the chain geometry of
Sm,n, that the hypothesis of Proposition 4.7 is satisfied whenever φ is a
Zariski dense, chain geometry preserving map and m < n. In the following
proposition we deal with a preliminary easy case, in which the geometric
picture behind the general proof should be clear.
Proposition 4.8. Let φ : ∂Hp
C
→ Sm,n be a measurable, Zariski dense,
chain geometry preserving map, and let n ≥ 2m. Then the restriction of φ
to almost every chain coincides almost everywhere with a rational map.
Proof. We want to apply Proposition 4.7 and show that the cocycle α :
Mx × ∂H
p
C
→ Mφ(x) only depends on the vertical chain a point belongs to.
We consider the set F ⊆Wx of chains F such that
(1) φˆ(F ) is an m-vertical chain, hence in particu-
lar φx(F ) is defined,
(2) for almost every circle C containing the point
F ∈ Wx, for almost every chain T lifting C
the diagram of Lemma 4.5 commutes almost
everywhere.
F
T
z
It follows from the proof of Lemma 4.5 that the set F is of full measure,
moreover, we get, applying Fubini, that if F is an element in F , for almost
every point z in F and almost every chain T through z the diagram of Lemma
4.5 commutes almost everywhere when restricted to T . In particular, using
Fubini again, this implies that for almost every point w in ∂Hp
C
the diagram
of Lemma 4.5 commutes almost everywhere when restricted to the chain
Tz,w.
Let us now fix a chain F ∈ F and denote
by O the full measure set of points in F
for which that holds. For every element
e ∈ Mx we also consider the full measure
set Oe = O ∩ e
−1O. We claim that given
two points z1, z2 ∈ Oe the cocycle α(e, zi)
has the same value β(e, F ). In fact let us
consider the set Az1,z2,e ⊆ ∂H
p
C
consisting
of points w such that
(1) φ(w) ∈ φˆ(Tw,z1) ∩ φˆ(Tw,z2)
(2) φ(ew) ∈ φˆ(Tew,ez1) ∩ φˆ(Tew,ez2)
(3) dim〈φ(z1), φ(z2), φ(w)〉 = 3m.
F
Tz1,wz1
Tz2,w w
z2
Tez1,ew = eTz1,w
ez1
Tez2,ew = eTz2,w
ew
ez2
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We claim that the set Az1,z2,e is not empty. Indeed, by definition of
Oe, the set of points w satisfying the first two assumption is of full mea-
sure. Moreover, since n ≥ 2m, the set C of points in Sm,n such that
dim〈φ(z1), φ(z2), φ(w)〉 < 3m is a proper Zariski closed subset of Sm,n. Since
the map φ is Zariski dense, the preimage of C cannot have full measure, and
this implies that Az1,z2,e has positive measure, in particular it contains at
least one point. The third assumption on the point w implies that the m-
chain containing φ(w) and φ(zi) is horizontal for i = 1, 2.
Let us fix a point w ∈ Az1,z2,e and consider the m-chain φˆ(eTw,zi) for i =
1, 2. The m-chain φˆ(eTw,zi) is a lift of the (m, 0)-circle Ci = piφ(x)(φˆ(Tw,zi))
that contains both the points φ(ezi) and φ(ew). In particular, since α(e, zi)φˆ(Tw,zi)
is a lift of Ci containing φ(ezi) we get that α(e, zi)φˆ(Tw,zi) = φˆ(eTw,zi). Simi-
larly we get that α(e, w)φˆ(Tw,zi) = φˆ(eTw,zi). This gives that α(e, zi)
−1α(e, w) ∈
Mφˆ(Tw,zi )
, but the latter group is the trivial group since we know that
the chain φˆ(Tw,zi) is 0-vertical. This implies that α(e, z1) = α(e, w) =
α(e, z2). 
4.3. Proof of Theorem 4.1. Let us now go back to the setting of Theorem
4.1: we fix a measurable, chain geometry preserving, Zariski dense map
φ : ∂Hp
C
→ Sm,n, a generic point x ∈ ∂H
p
C
such that for almost every chain
t ∈Wx, for almost every point y ∈ t, φ(y) ∈ φˆ(t). We want to show that the
measurable cocycle α : ∂Hp
C
\{x} × u(1) → u(m) coincides on almost every
vertical chain with a measurable homomorphism. In particular it is enough
to show that for almost every pair z1, z2 on a vertical chain in ∂H
p
C
, the values
α(e, z1) and α(e, z2) coincide. For a generic pair (z1, z2) we have that the
triple (φ(x), φ(z1), φ(z2)) is contained in a tube type subdomain and hence
we can compose the map φ with an element of the group SU(m,n) so that
φ(x) = v∞, φ(z1) = v0 and φ(z2) = vd, here and in the following we denote
by vd the subspace with basis
[
Id 0 d
]T
for some diagonal matrix d with
all entries equal to ±i. In fact it is proven in [CN06, Theorem 5.2] that the
Bergmann cocycle is a complete invariant for the SU(m,n) action on triples
of pairwise transverse points in an m-chain, and varying the matrix d one
gets that βS(v0, v∞, vd) achieves all possible values (cfr. Proposition 2.1).
For the rest of the section we restrict to the case n < 2m, since the
otherwise Theorem 4.1 follows from Proposition 4.8 and denote by l the
integer l = n−m and k = 2m−n. In analogy with the proof of Proposition
4.8 we denote by Az1,z2,e to be the full measure subset of ∂H
p
C
consisting of
points with
(1) φ(w) ∈ φˆ(Tw,z1) ∩ φˆ(Tw,z2),
(2) φ(ew) ∈ φˆ(Tew,ez1) ∩ φˆ(Tew,ez2),
(3) dim〈v0, vd, φ(w)〉 = m+ n.
We will consider the subset Dv0,vd of Sm,n defined by
Dv0,vd = {w ∈ Sm,n| w is transverse to v0, vd and 〈v0, vd〉}.
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It is easy to verify that Dv0,vd consists of points w such that both chains
Tv0,w and Tvd,w are well defined and k-vertical: indeed in our assumptions
w is transverse to 〈v0, vd〉 = 〈v∞, v0〉. In particular dim〈w, v0, v∞〉 = n+m
and we get
n+m = dim〈w, v0〉+ dim v∞ − dim(v∞ ∩ 〈v0, w〉)
which implies that iv∞(Tv0,w) = 3m− (n +m) = k.
Our next goal is to associate to any point w inDv0,vd subgroups E(w), I(w)
which, when we consider a point w that is image of a point z in Av0,vd,e, rep-
resent, respectively, the error allowed by the point z for the cocycle α(e, v0)
and some information on the difference α(e, v0)−α(e, vd) obtained applying
the strategy of Proposition 4.8 to the point z.
In order to define the subgroups properly, we use the identification Mv∞ =
u(m) provided in Section 3 and use the linear structure on u(m). Moreover
we will denote by H the positive definite bilinear form on u(m) given by
H(A,B) = trA∗B. We also denote by βv0 the map
βv0 : Dv0,vd ⊆ Sm,n → Grk(v∞)
w → 〈v0, w〉 ∩ v∞
similarly we define βvd so that βvd(w) = 〈vd, w〉 ∩ v∞.
We want to understand the subspaces on which the possible defect of
the cocycle α to be an homomorphism are confined. Whenever two k-
dimensional subspaces Zi of C
m are fixed we denote by S(Z1, Z2) the sub-
space:
S(Z1, Z2) = 〈z1z
∗
2 − z2z
∗
1 | zi ∈ Zi〉 < u(m).
The map S is useful to define the error subgroup E(w) associated to a
point w in Dv0,vd :
E(w) = S(βv0(w), βv0(w)) + S(βvd(w)βvd(w)).
For each point z in the set Az1,z2,e the error group E(φ(z)) bounds the
error of the cocycle α:
Lemma 4.9. For every point z in Az1,z2,e we get α(e, z1) − α(e, z2) ∈
E(φ(z)).
Proof. By the assumption on z we have that φˆ(Tez,ez1) and φˆ(Tz,z1) project
to the same (m,k)-circle, and in particular we get that
α(e, z) − α(e, z1) ∈Mφˆ(Tz,z1)
.
In the same way one gets that
α(e, z) − α(e, z2) ∈Mφˆ(Tz,z2)
.
It follows from Proposition 3.13 that if gi ∈ GL(m) is such that g1βv0(φ(w)) =
〈e1, . . . , ek〉 (resp. g2βvd(φ(w)) = 〈e1, . . . , ek〉) we have that Mφˆ(Tw,zi )
=
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i(g−1i Ekg
−∗
i ), and this proves our first claim since it is easy to check, from
the definition of the set E(φ(w)) that
E(φ(w)) = g−11 Ekg
−∗
1 + g
−1
2 Ekg
−∗
2 .

In particular it is enough to show that, for almost every pair z1, z2 on a
vertical chain, the intersection
⋂
z∈Az1,z2,e
E(φ(z)) = {0}. In fact this would
imply that the restriction of α to almost every chain essentially doesn’t
depend on the choice of the point, hence coincides with a measurable homo-
morphism. In order to do this we define another subgroup ofMv∞ associated
to a point w ∈ Dv0,vd . The information associated to w will be
I(w) = S
(
(βv0(w)
⊥, βvd(w)
⊥
)
Here the orthogonals are considered with respect to the standard Hermitian
form on v∞ = C
m. It is easy to verify that I(w) is contained in the orthogonal
to E(w) with respect to the orthogonal form on u(m) given by H(A,B) =
tr(A∗B).
We postpone the proof of the following technical lemma to the next sec-
tion:
Lemma 4.10. For every proper subspace L of u(m) the set C(L) = {z ∈
Dv∞v0,vd | I(z) ⊆ L} is a proper Zariski closed subset of D
v∞
v0,vd
⊆ Sm,n.
We now conclude the proof of Theorem 4.1 assuming Lemma 4.10.
Proof of Theorem 4.1 . We choose m2 points w1, . . . , wm2 in ∂H
p
C
such that
〈I(φ(w))〉 = u(m): we work by induction and assume that there exist j
points w1, . . . , wj with dimLj = dim〈I(φ(wi))| i ≤ j〉 ≥ j. If the set Lj is
equal to the whole u(m) we are done. Otherwise it follows from Lemma 4.10
that the subset C(Lj) of D
v∞
v0,vd
is a proper Zariski closed subset of Dv∞v0,vd .
In particular, since φ is Zariski dense, its essential image cannot be con-
tained in C(Lj)∪(Sm,n\D
v∞
v0,vd
) that is a Zariski closed subset of Sm,n. Hence
we can find a point wj+1 in the full measure set Az1,z2,e such that I(φ(wj+1))
is not contained in Lj, and this implies that Lj+1 = 〈I(φ(wi))| i ≤ j + 1〉
strictly contains Lj, hence has dimension strictly bigger than j. This com-
pletes the proof of Theorem 4.1. 
4.4. Possible errors. A crucial step in the proof of Lemma 4.10 is to show
that the map β = βv0 × βvd : Dv0,vd ⊆ Sm,n → Grk(v∞)
2 is surjective (cfr.
Proposition 4.12). As a preparation for this result we give a parametrization
of the image of Dv0,vd under the map piv0 × pivd : Dv0,vd → Wv0 ×Wvd . It is
easy to check that explicit parametrizations of Wv0 and Wvd are given by
M(l ×m,C) → Wv0
A0 →

 0Idl
A∗0


⊥
M(l ×m,C) → Wvd
A1 →

 A∗1Idl
dA∗1


⊥
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Moreover a point Ai inWvi correspond to a k-vertical chain if rk(Ai) = m−k.
This allows us to give an explicit description of the image:
Lemma 4.11. Under the parametrizations above, the image of the map piv0×
pivd : D
v∞
v0,vd
→ Wv0 ×Wvd is the closed subset Cv0,vd of M(l×m,C)×M(l×
m,C) defined by
Cv0,vd =
{
(A0, A1)
∣∣∣∣ A1A∗0 ∈ Id + U(m)A0, A1 have maximal rank
}
.
Proof. We already observed that each point w in Dv0,vd uniquely determines
two k-vertical chains Tw,v0 , Tw,vd. In particular for each pair (A0, A1) in the
image of piv0×pivd we have that Ai has maximal rank. We will now show that
A1A
∗
0 ∈ Id+U(m) if an only if the intersection of linear subspaces associated
to the two m-chains contains a maximal isotropic subspace.
Two m-chains T0, T1 intersect in Sm,n if and only if the intersection V0 ∩
V1 of their underlying vector spaces V0, V1 contains a maximal isotropic
subspace. In turn this is equivalent to the requirement that (V0 ∩ V1)
⊥
has signature (0, l). Indeed, since V ⊥0 has signature (0, l) and is contained
in (V0 ∩ V1)
⊥, we get that the signature of any subspace of (V0 ∩ V1)
⊥ is
(k1, l+ k2) for some k1, k2. On the other hand if V0 ∩V1 contains a maximal
isotropic subspace z, then (V0∩V1)
⊥ ⊆ z⊥ and the latter space has signature
(0, l). In particular the signature of (V0 ∩ V1)
⊥ would be (0, l), and clearly
the orthogonal of a subspace of signature (0, l) contains a maximal isotropic
subspace.
Since (V0 ∩ V1)
⊥ = 〈V ⊥0 , V
⊥
1 〉, we are left to check that the requirement
that signature of this latter subspace is (0, l) is equivalent to the requirement
that A1A
∗
0 belongs to Id + U(l). If now we pick a pair (A0, A1) ∈ M(l ×
m,C)×M(l×m,C) representing a pair of subspaces (V0, V1) ∈Wv0×Wvd we
have that the subspace (V0 ∩ V1)
⊥ is spanned by the columns of the matrix
 0 A∗1Id Id
A∗0 dA
∗
1

 .
It is easy to compute the restriction of h to the given generating system of
(V0 ∩ V1)
⊥: [
0 Id A0
A1 Id −A1d
] Id−Id
Id



 0 A∗1Id Id
A∗0 dA
∗
1

 =
[
0 Id A0
A1 Id −A1d
] A∗0 dA∗1−Id −Id
0 A∗1

 = [ −Id A0A∗1 − Id
A1A
∗
0 − Id −Id
]
The latter matrix is negative semidefinite and has rank l if and only if
(4.1) A0A
∗
1A1A
∗
0 −A1A
∗
0 −A0A
∗
1 = (A0A
∗
1 − Id)(A1A
∗
0 − Id)− Id = 0.
In this case the restriction of h to (V0 ∩ V1)
⊥ has signature (0, l).
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The intersection V0 ∩ V1 contains maximal isotropic subspaces that are
transverse to v0 and vd if and only if the radical of V0 ∩ V1, which coincides
with the radical of (V0 ∩ V1)
⊥, is transverse to both subspaces. It is easy to
verify that this is always the case if A0 and A1 have maximal rank. 
We now turn to the analysis of the map
β : Dv∞v0,vd ⊆ Sm,n → Grk(v∞)
2
z → (〈v0, z〉 ∩ v∞, 〈vd, z〉 ∩ v∞).
Proposition 4.12. The map β is surjective.
Proof. If we denote by ζ the uniquely defined map with the property that
β = ζ ◦ (piv0 × pivd), then it is easy to check that the map ζ has the following
expression, with respect to the coordinates described above:
ζ : Wv0 ×Wvd → Grk(v∞)
2
(A0, A1) 7→ (ker(A0), ker(A1)).
In order to conclude the proof it is enough to show that any pair (V0, V1)
of k-dimensional subspaces of v∞ can be realized as the kernels of a pair of
matrices satisfying Equation 4.1.
We first consider the case in which the subspaces V0, V1 intersect trivially,
of course this can only happen if k ≤ l. In this case there exists an element
g ∈ U(m) such that gV0 = V˜0 = 〈e1 . . . , ek〉 and that V˜1 = gV1 is spanned by
the columns of the matrix
[
B
Idk
0
]
where B is a matrix inM(k×k,C). Clearly
Vi is the kernel of Ai if and only if V˜i is the kernel of A˜i = Aig
−1 and Aig
−1
satisfies the equation 4.1 if and only if Ai does. In particular it is enough to
exhibit matrices A˜i whose kernel is V˜i.
Let us first notice that, for any matrix B ∈ M(k × k,R) there exists a
matrix X ∈ GLk(C) such that XB is a diagonal matrix D whose elements
are only 0 or 1. Let us now consider the matrices
A˜∗1 =
[
0 2Id 0
0 0 2Id
]
k
l−k
A˜∗2 =
[
X D 0
0 0 Id
]
k
l−k
By construction V˜1 is the kernel of A˜1 and V˜2 is the kernel of A˜2, moreover
we have that A˜1A˜
∗
2 satisfies Equation 4.1:
A˜∗1A˜
=
2
[
0 2Id 0
0 0 2Id
]X∗ 0D∗ 0
0 Id

 = [2D∗ 0
0 2Id
]
∈ Id + U(m).
This implies that there is a point z ∈ Sm,n with β(z) = (V˜0, V˜1).
The general case, in which the intersection of Vi is not trivial, is analogous:
we can assume, up to the U(m) action that V0∩V1 = 〈e1, . . . , es〉 and we can
restrict to the orthogonal to V0 ∩ V1 with respect to the standard Hermitian
form. 
We can now prove Lemma 4.10.
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Proof of Lemma 4.10. The subspace C(L) is Zariski closed since the sub-
spaces of u(m) that are contained in L form a Zariski closed subset of the
Grassmanian Gr(u(m)) of the vector subspaces of u(m), moreover the sub-
space I(z) is obtained as the composition I(z) = S ◦ β of two regular maps.
In order to verify that C(L) is a proper subset, unless L = u(m), it is
enough to verify that the subspaces of the form S(Z⊥1 , Z
⊥
2 ) with Zi transverse
subspaces span the whole u(m). Once this is proven, the result follows from
the the surjectivity of β: since β is surjective, the preimage of a proper
Zariski closed subset is a proper Zariski closed subset. The fact that the
span
〈z1z
∗
2 − z2z
∗
1 | z1, z2 ∈ C
m linearly independent〉
is the whole u(m) follows from the fact that every matrix of the form iz1z
∗
1
is in the span, since such a matrix can be obtained as the difference z1(z2 −
iz1)
∗ − (z2 − iz1)z
∗
1 − (z1z
∗
2 − z2z
∗
1). 
5. The boundary map is rational
In this section we will show that a Zariski dense, chain geometry preserving
map φ : ∂Hp
C
→ Sm,n whose restriction to almost every chain is rational,
coincides almost everywhere with a rational map.
Assume that the chain geometry preserving map φ is rational and let us
fix a point x. Since the projection piφ(x) : S
φ(x)
m,n → Wφ(x) is regular we get
that the map φx : Wx → Wφ(x) induced by φ is rational as well. The first
result of the section is that the converse holds, namely that if there exist
enough many generic points s1, . . . , sl in ∂H
p
C
such that φsi is rational, then
the original map φ had to be rational as well.
In what follows we will denote by l the smallest integer bigger than 1 +
m/(n−m).
Lemma 5.1. There exists a Zariski open subset O ⊂ S lm,n, such that for any
(x1, . . . , xl) in O, there exists a Zariski open subset Dx1,...,xl ⊂ Sm,n such that
for every z ∈ Dx1,...,xl we have
l⋂
i=1
〈z, xi〉 = z.
Proof. Let us consider the set F of (l+1)-tuples (x1, . . . , xl, z) in S
l+1
m,n with
the property that
⋂l
i=1〈z, xi〉 = z. This is a Zariski open subset of S
l+1
m,n:
indeed, since z is clearly contained in the intersection, the set F is defined
by the equation dim
⋂l
i=1〈z, xi〉 ≤ m. In order to conclude the proof it is
enough to show that for each z ∈ Sm,n the set of tuples (x1, . . . , xl) with
the property that (x1, . . . , xl, z) ∈ F is non empty: this implies that the set
F is a non empty Zariski open subset, and in particular there must exist a
Zariski open subset of S lm,n consisting of l-tuples (x1, . . . , xl) satisfying the
hypothesis of the lemma.
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Let us then fix a point z ∈ Sm,n. We denote by A
k
z the set of k-tuples
x = (x1, . . . , xk) in S
z
m,n such that dim
⋂k
i=1〈z, xi〉 = max{2m− (n−m)(k−
1),m}. In order to conclude the proof it is enough to exhibit, for every
k-tupla x in Akz a non empty subset B of Sm,n such that (x, b) ∈ A
k+1
z for
each b in B. If we denote by Vk the subspace
⋂k
i=1〈z, xi〉, that has, by our
assumption on the tuple x, dimension 2m− (n −m)(k − 1), we can take B
to be the Zariski open subset
B = {xk+1 ∈ Sm,n|xk+1 ⋔ Vk, xk+1 ⋔ z}.
The set B is not empty since both transversality conditions are non-empty,
Zariski open conditions, and for this choice we get
dim
⋂k+1
i=1 〈z, xi〉 = dim(Vk ∩ 〈z, xk+1〉)
= dimVk + dim〈z, xk+1〉 − dim〈Vk, xk+1〉 =
= 2m− (n−m)(k − 1) + 2m
−min{m+ n, 2m− (n−m)(k − 1) +m} =
= max{2m− (n−m)k,m}.

It is worth remarking that, if n ≥ 2m, the set S
(2)
m,n is contained in O and
for x1, x2 transverse the set Dx1,x2 consists of the points z that are transverse
to x1, x2 and 〈x1, x2〉. This is consistent with the notation in Section 4.4. In
general we will assume (up to restricting Dx1,...,xl to a smaller Zariski open
subset) that each z in Dx1,...,xl is transverse to xi for each i.
Lemma 5.2. Let (x1, . . . , xl) be an l-tuple of pairwise transverse points in
the set O defined in Lemma 5.1. There exist a quasiprojective subset Cx1,...,xl
of Wx1 × . . .×Wxl such that the map βx1,...,xl = pix1 × . . .× pixl : Dx1,...,xl →
Wx1 × . . .×Wxl gives a birational isomorphism.
Proof. We consider the set C′x1,...,xl consisting of tuples (t1, . . . , tl) with the
property that the associated linear subspaces intersect in an m-dimensional
isotropic subspace, and that tj−pij(xi) has maximal rank for every i, j. With
this choice C′x1,...,xl is quasiprojective since the condition that the intersection
has dimension at least m and that the restriction of h to the intersection is
degenerate are closed condition (defined by polynomial), the condition that
the intersection has dimension at most m is an open condition. The set
Cx1,...,xl is the subset of C
′
x1,...,xl
that is the image of βx1,...,xl .
The fact that the map βx1,...,xl gives a birational isomorphism follows from
the fact that a regular inverse to βx1,...,xl is given by the algebraic map that
associates to an l-tuple of points their unique intersection. 
We now have all the ingredients we need to prove the following
Proposition 5.3. Let us assume that for almost every point x ∈ ∂Hp
C
the
map φx coincides almost everywhere with a rational map. The same is true
for φ.
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Proof. Let us fix l points t1, . . . , tl which are generic in the sense of Lemma
4.2, which satisfy that φti coincides almost everywhere with a rational map,
and with the additional property that the l-tupla (φ(t1), . . . , φ(tl)) belongs
to the set O. We can find such points since the map φ is Zariski dense and
the set O is Zariski open. Let us now consider the diagram
∂Hp
C
\ {t1, . . . , tl}
φ
//
pit1×...×pitl

Dφ(t1),...,φ(tl) ⊆ Sm,n
βφ(t1),...,φ(tl)

Wt1 × . . .×Wtn
φt1×...×φtn
// Cφ(t1),...,φ(tl)
.
A consequence of Lemma 4.5 and of the definition of the isomorphisms
βφ(t1),...,φ(tl) is that the diagram commutes almost everywhere. In partic-
ular, since the isomorphism βφ(t1),...φ(tl) is birational, and pit1 × . . . × pitl is
rational, we get that φ coincides almost everywhere with a rational map. 
Let us now fix a point x in ∂Hp
C
, and identify the space Wx with C
p−1.
We want to study the map φx : C
p−1 → Wφ(x). It follows from Lemma 3.6
restricted to the case m = 1 that the projections of chains in ∂Hp
C
to Cp−1
are Euclidean circles C ⊂ Cp−1 (possibly collapsed to points).
Lemma 5.4. If x is generic in the sense of Lemma 4.2, the restriction of
φx to almost every Euclidean circle C of C
p−1 is rational.
Proof. It follows from the explicit parametrization of a chain given in Lemma
3.6 that, whenever a point t in pi−1x (C) is fixed, the lift map l : C → T is
algebraic, where T is the unique lift of C containing t.
In particular, if T is a chain such that the restriction of φ to T coincides
almost everywhere with a rational map, the restriction of φx to C = pix(T )
coincides almost everywhere with a rational map. We can now use a Fubini
based argument to get that, for almost every circle C, the restriction of φx
to C is rational: for almost every chain T , the restriction to T coincides
almost everywhere with a rational map, the conclusion follows from the fact
that the space of chains that do not contain x is a full measure subset of
the space of chains in ∂Hp
C
that forms a smooth bundle over the space of
Euclidean circles in Cp−1. 
An usual Fubini type argument implies now the following
Corollary 5.5. For almost every complex affine line L ⊆ Cm, for almost
every Euclidean circle C contained in L, the restriction of φx to C is alge-
braic. Moreover the same is true for almost every point p in L and almost
every circle C containing p.
In order to conclude the proof we will apply many times the following well
known lemma that allows to deduce that a map is rational provided that
the restriction to sufficiently many subvarieties is rational. Given a map
φ : A× B → C and given a point a ∈ A we denote by aφ : B → C the map
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aφ(b) = φ(a, b) in the same way, if b is a point in B,
bφ will the note the map
bφ(a) = φ(a, b)
Lemma 5.6 ([Zim84, Theorem 3.4.4]). Let φ : Rn+m → R be a measurable
function. Let us consider the splitting Rn+m = Rn × Rm. Assume that for
almost every a ∈ Rn the function aφ : R
m → R coincides almost everywhere
with a rational function and for almost every b ∈ Rm the function bφ : Rn →
R coincides almost everywhere with a rational function, then φ coincides
almost everywhere with a rational function.
This easily gives that the restriction of φx to any complex affine line L in
C
p−1 coincides almost everywhere with a rational map:
Lemma 5.7. For almost every affine complex line L ⊂ Cp−1, the restriction
φx|L coincides almost everywhere with a rational map.
Proof. Let us fix a line L satisfying the hypothesis of Corollary 5.5 and
denote by φL : C→Wφ(x) the restriction of φx to L, composed with a linear
identification of L with the complex plane C. By the second assertion of
Corollary 5.5, we can find a point p ∈ C such that for almost every Euclidean
circle C through p the restriction of φL to C coincides almost everywhere
with a rational map. Let us now consider the birational map ip : C → C
defined by ip(z) = (z − p)
−1, and let us denote by ψL the composition
ψL = φL ◦ i
−1
p . Since the image under ip of Euclidean circles through the
point p are precisely the affine real lines of C that do not contain 0, we
get that the restriction of ψL to almost every affine line coincides almost
everywhere with a rational map. In particular a consequence of Lemma 5.6
is that the map ψL itself coincides almost everywhere with a rational map.
Since φL coincides almost everywhere with ψL ◦ ip we get that the same is
true for the map φL and this concludes the proof. 
Applying Lemma 5.6 again we deduce the following proposition:
Proposition 5.8. Let φ : ∂Hp
C
→ Sm,n be a map with the property that for
almost every chain C the restriction of φ to C coincides almost everywhere
with a rational map. Then for almost every point x ∈ ∂Hp
C
the map φx
coincides almost everywhere with a rational map.
In turn this was the last missing ingredient to prove Theorem 1.6
6. Conclusion
The last step of Margulis’ original proof of superrigidity involves showing
that if a Zariski dense representation ρ : Γ→ H of a lattice Γ in the algebraic
group G admits an algebraic boundary map, then it extends to a represen-
tation of G (cfr. [Mar91] and [Zim84, Lemma 5.1.3]). The same argument
applies here to deduce our main theorem:
Proof of Theorem 1.1. Let ρ : Γ → PU(m,n) be a Zariski dense maximal
representation and let ψ : ∂Hp
C
→ Sm,n be a measurable ρ-equivariant
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boundary map, that exists as a consequence of Proposition 2.8 (the dif-
ference between SU(m,n) and PU(m,n) plays no role here, since the action
of SU(m,n) on Sm,n factors through the projection to the adjoint form of
the latter group). The essential image of ψ is a Zariski dense subset of Sm,n
as a consequence of Proposition 2.9, moreover Corollary 2.12 implies that ψ
preserves the chain geometry.
Since we proved that any measurable, Zariski dense, chain preserving
boundary map ψ coincides almost everywhere with a rational map (cfr. The-
orem 1.6), we get that there exists a ρ-equivariant rational map φ : ∂Hp
C
→
Sm,n. The ρ-equivariance follows from the fact that φ coincides almost ev-
erywhere with ψ that is ρ-equivariant. In particular, for every γ in Γ the set
on which φ(γx) = ρ(γ)φ(x) is a Zariski closed, full measure set, and hence
is the whole ∂Hp
C
.
Since φ is ρ-equivariant and rational it is actually regular: indeed the set
of regular points for φ is a non-empty, Zariski open, Γ-equivariant subset of
∂Hp
C
. Since, by Borel density [Zim84, Theorem 3.2.5], the lattice Γ is Zariski
dense in SU(1, p) and ∂Hp
C
is an homogeneous algebraic SU(1, p) space, the
only Γ-invariant proper Zariski closed subset of ∂Hp
C
is the empty set, and
this implies that the set of regular points of φ is the whole ∂Hp
C
.
In the sequel it will be useful to deal with complex algebraic groups and
complex varieties in order to exploit algebraic results based on Nullstellen-
satz. This is easily achieved by considering the complexification. We will de-
note by G the algebraic group SL(p+1,C) and by H the group PSL(m+n,C)
endowed with the appropriate real structures so that SU(1, p) = G(R) and
PU(m,n) = H(R). Since ∂Hp
C
and Sm,n are homogeneous spaces that are
projective varieties, there exist parabolic subgroups P < SL(p + 1,C) and
Q < PSL(m + n,C) such that ∂Hp
C
= (G/P )(R) = G(R)/(P ∩ G(R)) and
Sm,n = (H/Q)(R).
The algebraic ρ-equivariant map φ : ∂Hp
C
→ Sm,n lifts to a map φ :
G(R) → Sm,n and we can extend the latter map uniquely to an algebraic
map T : G → H/Q using the fact that G(R) is Zariski dense in G. The
extended map T is ρ-equivariant since G(R) is Zariski dense in G: whenever
an element γ ∈ Γ is fixed, the set {g ∈ G| T (γg) = ρ(γ)T (g)} is Zariski
closed and contains G(R).
Let us now focus on the graph of the representation ρ : Γ → H as a
subset Gr(ρ) of the group G×H. Since ρ is an homomorphism, Gr(ρ) is a
subgroup of G×H, hence its Zariski closure Gr(ρ)
Z
is an algebraic subgroup.
The image under the first projection pi1 of Gr(ρ)
Z
is a closed subgroup of
G: indeed the image of a rational morphism (over an algebraically closed
field) contains an open subset of its closure, since in our case pi1 is a group
homomorphism, its image is an open subgroup that is hence also closed.
Moreover pi1(Gr(ρ)
Z
) contains Γ that is Zariski dense in G by Borel density,
hence equals G.
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We now want to use the existence of the algebraic map T and the fact
that ρ(Γ) is Zariski dense in H to show that Gr(ρ)
Z
is the graph of an
homomorphism. In fact it is enough to show that Gr(ρ)
Z
∩ ({id} × H) =
(id, id). Let (id, f) be an element in Gr(ρ)
Z
∩ ({id} × H). Since H is
absolutely simple being an adjoint form of a simple Lie group, and N =⋂
h∈H hQh
−1 is a normal subgroup of H, it is enough to show that f ∈ N
or, equivalently, that f fixes pointwise H/Q.
But, since T is a regular map, and the actions of G on itself and of H on
H/Q are algebraic, we get that the stabilizer of the map T under the G×H-
action,
StabG×H(T ) = {(g, h)| ((g, h) · T )(x) = h
−1T (gx) = T (x), ∀x ∈ G},
is a Zariski closed subgroup of G×H. Moreover StabG×H(T ) contains Gr(ρ)
and hence also Gr(ρ)
Z
. In particular (id, f) belongs to the stabilizer of T ,
hence the element f of H fixes the image of T pointwise. Since the image of
T is ρ(Γ)-invariant, ρ(Γ) is Zariski dense and the set of points in H/Q that
are fixed by f is a closed subset, f acts trivially on H/Q. 
We can now prove Theorem 1.3:
Proof of Theorem 1.3. Let ρ : Γ → SU(m,n) be a maximal representa-
tion and let L be the Zariski closure of ρ(Γ) in SL(m + n,C). Here, as
above, SU(m,n) = H(R) with respect to a suitable real structure on H =
SL(m+ n,C). Since the representation ρ is tight, we get, as a consequence
of Theorem 2.4, that L(R) almost splits a product Lnc × Lc where Lnc is a
semisimple Hermitian Lie group tightly embedded in SU(m,n) and K = Lc
is a compact subgroup of SU(m,n).
Let us consider L1, . . . , Lk the simple factors of Lnc, namely Lnc, being
semisimple, almost splits as the product L1 × . . . × Lk where Lk are simple
Hermitian Lie groups. The first observation is that none of the groups Li
can be virtually isomorphic to SU(1, 1). In that case the composition of
the representation ρ with the projection Lnc → Li would be a maximal
representation of a complex hyperbolic lattice with values in a group that
is virtually isomorphic to SU(1, 1) and this is ruled out by [BI08]: indeed
Burger and Iozzi prove, as the last step in their proof of [BI08, Theorem 2],
that there are no maximal representations of complex hyperbolic lattices in
PU(1, 1).
This implies that the inclusion i : Lnc → SU(m,n) fulfills the hypotheses
of Theorem 2.5. In particular it is enough to prove that each factor Li which
is not of tube type is isomorphic to SU(1, p) and the composition of ρ with
the projection to Li is conjugate to the inclusion. Since, by Corollary 1.2,
there is no Zariski dense representation of Γ in SU(mi, ni) if 1 < mi < ni, we
get that mi = 1. Moreover, since the only Zariski dense tight representation
of SU(1, p) in SU(1, q) is the identity map, we get that ni = p and the
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composition of ρ with the projection to Li is conjugate to the inclusion.
This concludes the proof.

Proof of Corollary 1.4. We know that the Zariski closure of the represen-
tation ρ is contained in a subgroup of SU(m,n) isomorphic to SU(1, p)t ×
SU(m − t,m − t) × K. The product M = SU(1, p)t × SU(m − t,m − t)
corresponds to a splitting Cm,n = V1⊕ . . .⊕Vt⊕W ⊕Z where the restriction
of h to Vi is non-degenerate and has signature (1, p) and the restriction of
h to W is non-degenerate and has signature (m − t,m − t). The subspace
W is left invariant by M hence also by K (since K commutes with M and
all the invariant subspaces for M have different signature). In particular the
linear representation of Γ associated with ρ leaves invariant a subspace on
which h has signature (k, k) for some k greater than 1 unless there are no
factors of tube-type in the decomposition of L. This latter case corresponds
to standard embeddings. 
Proof of Corollary 1.5. Let us denote by ρ0 : Γ → SU(m,n) the standard
representation. Since by Lemma 2.7 the generalized Toledo invariant is con-
stant on components of the representation variety, we get that any other
representation ρ in the component of ρ0 is maximal. By Theorem 1.3 this
implies that ρ(Γ)
Z
almost splits as a product K ×Lt× SU(1, p), and is con-
tained in a subgroup of SU(m,n) of the form SU(1, p)t×SU(m−t,m−t)×K.
If the group Lt is trivial then ρ is a standard embedding, and is hence con-
jugate to ρ0 up to a character in the compact centralizer of the image of ρ0.
In particular this would imply that ρ0 is locally rigid.
Let us then assume by contradiction that there are representations ρi
arbitrarily close to ρ0 and with the property that the tube-type factor of the
Zariski closure of ρi(Γ) is non trivial. Up to modifying the representations
ρi we can assume that the compact factor K in the Zariski closure of ρi is
trivial.
By Theorem 1.3 this implies that ρi(Γ) is contained in a subgroup of
SU(m,n) isomorphic to SU(m, pm − 1), moreover we can assume, up to
conjugate the representations ρi in SU(m,n), that the Zariski closure of ρi
is contained in the same subgroup SU(m, pm − 1) for every i. Since the
representations whose image is contained in the subgroup SU(m, pm− 1) is
a closed subspace of Hom(Γ, G)/G, we get that the image of ρ0 is contained
in SU(m, pm−1) and this is a contradiction, since the image of the diagonal
embedding doesn’t leave invariant any subspace on which the restriction of
h has signature (m, pm− 1). 
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