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Abstract6
The present paper investigates the dynamic complexity of document spanners, a formal framework7
for information extraction introduced by Fagin, Kimelfeld, Reiss, and Vansummeren (JACM 2015).8
We first look at the class of regular spanners and prove that any regular spanner can be maintained9
in the dynamic complexity class DynPROP. This result follows from work done previously on the10
dynamic complexity of formal languages by Gelade, Marquardt, and Schwentick (TOCL 2012).11
To investigate core spanners we use SpLog, a concatenation logic that exactly captures core12
spanners. We show that the dynamic complexity class DynCQ, is more expressive than SpLog and13
therefore can maintain any core spanner. This result is then extended to show that DynFO can14
maintain any generalized core spanner and that DynFO is more powerful than SpLog with negation.15
2012 ACM Subject Classification Theory of computation → Complexity theory and logic; Informa-16
tion systems → Information extraction17
Keywords and phrases Document spanners, information extraction, dynamic complexity, descriptive18
complexity, word equations19
Digital Object Identifier 10.4230/LIPIcs.CVIT.2016.2320
Acknowledgements The authors would like to thank Thomas Zeume for clarifying a result from his21
thesis.22
1 Introduction23
Document spanners where introduced by Fagin, Kimelfeld, Reiss, and Vansummeren [4] as a24
formalization of IBM’s information retrieval language AQL. Informally, they can be explained25
as a formalism that allows querying text like one would query a relational database.26
The universe of document spanners are spans, intervals of positions in a text. For example,27
if one searches for a word inside a larger text, every match can be understood as being one28
span inside the text. Spanners generalize this by mapping a input text to a table of spans.29
More specifically, the process can be described as follows. First, primitive spanners,30
so-called extractors, are used to convert the input text into tables of spans. These can be31
assumed to be regex formulas, which are regular expressions with variables. These tables are32
then combined using relational algebra. As one might expect, different types of spanners33
allow different choices of operators. In this paper, we deal with three types of spanners that34
were introduced by Fagin et al. [4]. Regular spanners, currently the most widely studied in35
literature, allow the operators ∪ (union), pi (projection), and ./ (join). Core spanners extend36
regular spanners by allowing the string equality selection operator ξ=, which allows checking37
whether spans describe the same string (but potentially at different places). Generalized core38
spanners then extend these with the set difference \.39
In the last few years, various aspects of spanners have received considerable attention40
(see our related work section). The main focus was on evaluation and enumeration of results.41
But very few papers have considered aspects of maintaining the results of spanners under42
updates on the input text, and these have only focused on regular spanners.43
In this paper, we examine the complexity of this problem from a dynamic complexity point44
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of view. The classic dynamic complexity setting was independently introduced by Dong, Su,45
and Topor [3] and Patnaik and Immerman [15]. The “default setting” of dynamic complexity46
assumes a big relational database that is constantly changing (where the updates consist of47
adding or removing tuples from relations). The goal is then to maintain a set of auxiliary48
relations that can be updated with “little effort”. As this is a descriptive complexity point of49
view, little effort is defined as using only first-order formulas. The class of all problems that50
can be maintained in this way is called DynFO.51
A more restricted setting is DynPROP, where only quantifier-free formulas can be used. As52
one might expect, restricting the update formulas leads to various classes between DynPROP53
and DynFO. Of particular interest to this paper are DynCQ and DynUCQ, where the update54
formulas are conjuctive queries or unions of conjuntctive queries. As shown by Zeume and55
Schwentick [20], DynCQ = DynUCQ holds; but it is open whether these are proper subclasses56
of DynFO (see Zeume [19] for detailed background information).57
As document spanners are defined on words, we adapt the dynamic complexity setting for58
formal languages by Gelade, Marquardt, and Schwentick [9]. This interprets a word structure59
as a linear order (of positions in the word) with unary predicates for every terminal symbol.60
To account for the dynamic complexity setting, positions can be undefined, and the update61
operations are setting a position to a symbol (which corresponds to an insertion or a symbol62
change) and resetting position to undefined (i. e., deleting a symbol).63
We show that in this setting, regular spanners can be maintained in DynPROP, core64
spanners in DynUCQ (and, hence, by [20] in DynCQ), and generalized core spanners in DynFO.65
Here, the second of these results is the main result of the present paper (the third follows66
directly from it, and the first almost immediately from [9]). To achieve it, we do not convert67
core spanners directly, but use the concatenation logic SpLog as an intermediate model.68
SpLog (short for spanner logic) was introduced by Freydenberger [6] and has the same69
expressive power as core spanners (under some caveats that we discuss in Section 2.2). An70
additional benefit of the main result is that SpLog can be used to simplify proofs that71
languages or word relations can be maintained in DynCQ.72
Related work Recently, algorithmic and complexity theoretic aspects of evaluation and73
enumeration of spanners have received a considerable amount of attention, see [1, 5, 7, 8,74
6, 11, 12, 13, 16, 17]. But these almost exclusively consider spanners in a static setting.75
To the authors’ knowledge, the only articles to also examine updates are Losemann [11]76
and Amarilli, Bourhis, Mengel, and Niewerth [1]. Both do not take a DynFO point of view;77
moreover, both only deal with regular spanners and there is no obvious way to also include78
the string equalities that are required for core spanners and generalized core spanners.79
Doleschal, Kimelfeld, Martens, Nahshon, and Neven [2] introduce the notion of split-80
correctness. Without going into details, this examines spanners for which it is possible to81
split the input word into subwords on which the spanner is then evaluated. This can be82
viewed as a special case of update, but only applies to certain spanners and was restricted to83
regular spanners.84
Gelade, Marquardt, and Schwentick [9] examined formal languages under a dynamic85
complexity point of view. Their result that DynPROP captures the regular languages is the86
base Proposition 3.1. While they also established that every context free language is in87
DynFO, they did not examine the restricted fragments between DynFO and DynPROP.88
Muñoz, Vortmeier, and Zeume [14] studied the dynamic complexity in a graph database89
setting, namely for conjunctive regular path queries (CRQPs) and extended conjunctive90
regular path queries (ECRPQs). In particular, Theorem 14 in [14] states on acyclic graphs,91
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even a generalization of ECRPQs can be maintained in DynFO. Fagin et al. [4] established92
that on marked paths (a on a certain type of graphs) core spanners have the same expressive93
powers as a CRPQS with string equalities (a fragment of ECRPQs). While marked paths94
are not acyclic in a strict sense, Section 7 of [6] proposes a variant of this model that could95
be directly combined with the construction from [14]. Thus, one could combine these results96
and observe that core spanners can be maintained in DynFO. In contrast to this, the present97
paper allows to lower the upper bound to DynCQ. Moreover, if one is satisfied with DynUCQ,98
the constructions in the present paper also guarantee that all auxiliary relations only contain99
active nodes of the word structure (i. e., carry a letter), not nodes that have been active at100
some point (the only being exception the special case where the word structure represents101
the empty string).102
Structure of the paper Section 2 contains the central definitions. Section 3 establishes103
dynamic upper bounds for the three central classes of document spanners (regular, core, and104
generalized core spanners), in particular the main result (Theorem 3.12). Section 4 further105
examines the relative expressive powers of core spanners and DynCQ. Section 5 concludes106
the paper. For space reasons, almost all proofs have been moved to the appendix.107
2 Preliminaries108
Let N := {0, 1, 2 . . . } and let N+ := N \ {0}, where \ denotes set difference. Given a set S,109
we write |S| to represent the cardinality of S. If a set S is a subset of a set B, we write110
S ⊆ B and if S is a proper subset of B then S ⊂ B. We denote the powerset of a set S by111
P(S). Let ∅ be the empty set. If R is a relation of arity 0, then we either have that R is the112
empty set, or it is the set containing the empty tuple. We define [n] := {0, 1 . . . n}.113
Let A be an alphabet. We write |w| to denote the length of a word w ∈ A∗. The number114
of occurrences of some a ∈ A in a word w ∈ A∗ is represented by |w|a. We use ε to denote115
the empty word. Given two words u ∈ A∗ and v ∈ A∗, we write the concatenation of u and116
v as u · v, or we simply uv. We say that u is a subword of w if there exists v1 ∈ A∗ and117
v2 ∈ A∗ such that w = v1uv2. If u is a subword of w then u v w and if u is not a subword118
of w, we write u 6v w. If u v w and u 6= w then u @ w. Let x, y, z be words where x = yz,119
we say that y is a prefix of x and z is a suffix of x. A prefix (or suffix) y is proper if x 6= y.120
Let Σ be a finite alphabet of so-called terminal symbols. Let Ξ be an infinite set of121
so-called variables, which is disjoint from Σ.122
We write L(A) (or L(α)) to denote the language of a nondeterministic finite automaton123
(NFA) A (or of a regular expression α).124
The rest of this section is structured as follows: First, we define various types of document125
spanners in Section 2.1 and equivalent logics (Section 2.2). After that, we define dynamic126
complexity, in particular with focus on its application to document spanners (Section 2.3).127
2.1 Document Spanners and Spanner Algebra128
In this section, we introduce document spanners and their representations. We begin with129
primitive spanners (Section 2.1.1) and then combine these to spanner algebras (Section 2.1.2).130
2.1.1 Primitive Spanner Representations131
Let w := a1 · a2 · a3 · · · an be a word, where n ≥ 0 and a1, . . . , an ∈ Σ. A span of w is an132
interval [i, j〉 with 1 ≤ i ≤ j ≤ n+ 1 and i, j ≥ 0. Given a span [i, j〉 of a word w, we define133
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the corresponding subword w[i,j〉 as ai · ai+1 · · · aj−1.134
I Example 2.1. Consider the word w := banana. As |w| = 6, the spans of w are the [i, j〉135
with 1 ≤ i ≤ j ≤ 7. For example, we have w[1,2〉 = b and w[2,4〉 = w[4,6〉 = an. Note that the136
latter does not imply [2, 4〉 = [4, 6〉. Although both spans describe the same subword an, the137
two occurrences are at different locations (and, thus, at different spans). Analogously, we138
have w[1,1〉 = w[2,2〉 = · · · = w[7,7〉 = ε, but [i, i〉 6= [i′, i′〉 for all distinct 1 ≤ i, i′ ≤ 7.139
Let V ⊆ Ξ and w ∈ Σ∗. A (V,w)-tuple is a function µ that maps each x ∈ V to a span µ(x)140
of w. A set of (V,w)-tuples is called a (V,w)-relation. A spanner P is a function that maps141
every w ∈ Σ∗ to a (V,w)-relation P (w). We write SVars (P ) to denote the set of variables142
V of a spanner P . Two spanners P1 and P2 are equivalent if SVars (P1) = SVars (P2) and143
P1(w) = P2(w) holds for all w ∈ Σ∗.144
In the usual applications of spans and spanners, the word w is some type of text. Hence,145
we can view a spanner P as mapping an input text w to a (V,w)-relation P (w), which can146
be understood as a table of spans of w.147
To define spanners, we use two types of primitive spanner representations, the so-called148
regex formulas and variable-set automata. Both extend classical mechanisms for regular149
languages with variables (regular expressions and NFAs, respectively).150
Regex formulas: The syntax of regex formulas is defined by to the following recursive rule151
α := ∅ | ε | a | (α ∨ α) | (α · α) | (α)∗ | x{α}, where a ∈ Σ and x ∈ Ξ. We use the shorthand152
α+ to denote α · α∗.153
Like [6], we define the semantics of regex formulas using two step-semantics with ref-words154
(originally introduced by Schmid [18] in a different context). A ref-word is a word over the155
extended alphabet (Σ∪Γ) where Γ := {`x,ax | x ∈ Ξ}. The symbols `x and ax represent the156
beginning and end of the span for the variable x. The first step in the definition of semantics157
is treating each regex formula α as generators of languages of ref-words R(α) ⊆ (Σ ∪ Γ)∗,158
which is defined by R(∅) := ∅, R(a) := {a} where a ∈ Σ∪{ε}, R(α1 ∨α2) := R(α1)∪R(α2),159
R(α1 · α2) := R(α1) · R(α2), R(α∗) := R(α)∗, and R(x{α}) := `xR(α)ax.160
Let SVars (α) be the set of all x ∈ Ξ such that x{} occurs somewhere in α. A ref-word161
r ∈ R(α) is valid if for all x ∈ SVars (α), we have that |r|`x = 1. We denote the set of valid162
ref-words in R(α) as Ref(α) and say that a regex formula is functional if R(α) = Ref(α).163
We write RGX for the set of all functional regex formulas. By definition, for every α ∈ RGX,164
every r ∈ Ref(α), and every x ∈ SVars (α), there is a unique factorization r = r1 `x r2 ax r3.165
This allows us to define the second step of the semantics, which turns such a factorization166
for some variable x into a span µ(x). To this end, we define a morphism clr : (Σ ∪ Γ)∗ → Σ∗167
by clr(a) := a for a ∈ Σ and clr(g) = ε for all g ∈ Γ. For a factorization r = r1 `x r2 ax r3,168
clr(r1) is the substring of w that appears before µ(x) and clr(r2) is the substring wµ(x).169
We use this for the definition of the semantics as follows: For α ∈ RGX and w ∈ Σ∗, let170
V := SVars (α) and (more importantly) Ref(α,w) := {r ∈ Ref(α) | clr(r) = w}.171
Every r ∈ Ref(α,w) defines a (V,w)-tuple µr in the following way: For every x ∈ Vars (α),172
we use the unique factorization r = r1`xr2axr3 to define µr(x) := [|clr(r1)|+1, |clr(r1r2)|+1〉.173
The spanner JαK is then defined by JαK(w) := {µr | r ∈ Ref(α,w)} for all w ∈ Σ∗.174
Variable-set automata: Variable-set automata (short: vset-automata) are NFAs that may175
use variable operations `x and ax as transitions. More formally, let V ⊂ Ξ be a finite set176
of variables. A variable-set automaton over Σ with variables V is a tuple A = (Q, q0, qf , δ),177
where Q is the set of states, q0 ∈ Q is the initial state, qf ∈ Q is the accepting state, and178
δ : Q× (Σ ∪ {ε} ∪ ΓV )→ P(Q) is the transition function with ΓV := {`x,ax | x ∈ V }.179
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To define the semantics, we use the a two-step approach that is analogous to the one for180
regex formulas. Firstly, we treat A as an NFA that defines the ref-language R(A) := {r ∈181
(Σ ∪ ΓV )∗ | qf ∈ δ∗(q0, r)}, where the function δ∗ : Q × (Σ ∪ ΓV ) → P(Q) is defined such182
that for all p, q ∈ Q and r ∈ (Σ ∪ ΓV )∗, q ∈ δ∗(p, r) if and only if there exists a path in A183
from p to q with the label r.184
Secondly, let SVars (A) be the set of x ∈ V such that `x or ax appears in A. A ref-word185
r ∈ R(A) is valid if for every x ∈ SVars (A), |r|`x = |r|ax = 1, and `x always occurs to the186
left of ax. Then Ref(A), Ref(A,w) and JAK are defined analogously to regex formulas. We187
denote the set of all vset-automata using VAset. As for regex formulas, a vset-automaton188
A ∈ VAset is called functional if R(A) = Ref(A).189
I Example 2.2. We define the functional regex formula α := Σ∗ · x{(wine) ∨ (cake)} · Σ∗.190
We also define the functional vset-automaton A as follows:191
Σ
`x w
i n
e
c
a k
e
ax
Σ
192
For all w ∈ Σ∗, we have that JαK(w) = JAK(w) contains exactly those ({x}, w)-tuples µ that193
have wµ(x) = wine or wµ(x) = cake.194
2.1.2 Spanner Algebra195
We now introduce an algebra on spanners in order to construct more complex spanners.196
I Definition 2.3. Two spanners P1 and P2 are compatible if SVars (P1) = SVars (P2). We197
define the following algebraic operators for all spanners P, P1, P2:198
If P1 and P2 are compatible, their union (P1 ∪ P2) and their difference (P1 \ P2) are199
defined by (P1 ∪ P2)(w) := P1(w) ∪ P2(w) and (P1 \ P2)(w) := P1(w) \ P2(w).200
The projection piY P for Y ⊆ SVars (P ) is defined by piY P (w) := P |Y (w), where P |Y (w)201
is the restriction of all µ ∈ P (w) to Y .202
The natural join P1 ./ P2 is obtained by defining each (P1 ./ P2)(w) as the set of all203
(V1 ∪ V2, w)-tuples µ for which there exists µ1 ∈ P1(w) and µ2 ∈ P2(w) with µ|v1(w) =204
µ1(w) and µ|v1(w) = µ1(w), where Vi := SVars (Pi) for i ∈ {1, 2}.205
For every k-ary relation R ⊆ (Σ∗)k and variables x1, . . . , xk ∈ SVars (P ), the selection206
ξRx1...xkP is defined by ξ
R
x1...xkP (w) := {µ ∈ P (w) | (wµ(x1), . . . , wµ(xk)) ∈ R} for w ∈ Σ∗.207
Let SVars (P1 ∪ P2) := SVars (P1 \ P2) := SVars (P1) = SVars (P2), SVars (piY P ) := Y ,208
SVars (P1 ./ P2) := SVars (P1) ∪ SVars (P2), and SVars
(
ξRx1...xk
)
:= SVars (P ).209
Let O be a spanner algebra and let C be a class of primitive spanner representations, then210
we use CO to denote the set of all spanner representations that can be constructed by repeated211
combinations of the symbols for the operators from O with the spanner representation from C.212
We denote the closure of JCK under the spanner operators O as JCOK.213
I Example 2.4. Let α1 := Σ∗x{Σ∗}Σ∗y{Σ∗}Σ∗ and α2 := Σ∗ ·x{(wine)∨(cake)}·Σ∗ (recall214
Example 2.2). We combine the two regex formulas into a core spanner P := pixξ=x,y(α1 ./ α2).215
Then JP K(w) contains all ({x}, w)-tuples µ such that wµ(x) is an occurrence of wine or cake216
in w that is followed by another occurrence of the same word.217
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Like Fagin et al. [4], we are mostly concerned with string equality selections ξ=. Following
[4, 17], we focus on the class of regular spanners JRGXregK, the class of core spanners1JRGXcoreK and the class of generalized core spanners JRGXcore∪{\}K, where reg := {pi,∪, ./}
and core := {pi, ξ=,∪, ./}. As shown in [4], we have
JRGXregK = JVAregset K = JVAsetK ⊂ JRGXcoreK = JVAcoreset K ⊂ JRGXcore∪{\}K = JVAcore∪{\}set K.
In other words, there is a proper hierarchy of regular, core, and generalized core spanners;218
and for each of the classes, we can choose regex formulas or vset-automata as primitive219
spanner representations. As shown in [6], functional vset-automata have the same expressive220
power as vset-automata in general. The size difference can be exponential, but this does not221
matter for the purpose of the present paper.222
2.2 Spanner Logic223
In this section, we define this SpLog (spanner logic) and relate it to spanners. SpLog is a224
fragment of ECreg, the existential theory of concatenation with regular constraints (a logic225
that is built around the concatenation operator). It was introduced by Freydenberger [6]226
and has the same expressive power as core spanners; and conversions between both models227
are possible in polynomial time. To define SpLog, we first introduce its fundamental building228
blocks, the so-called word equations.229
A pattern α is a word from (Σ ∪ Ξ)∗. In other words, patterns may contain variables and230
terminal symbol. A word equation is a pair of patterns (ηL, ηR), which are called the left and231
right side of the equation, respectively. We usually write a word equation as ηL =˙ ηR. The232
set of all variables in a pattern α is denoted by var(α). This is extended to word equations233
η = (ηL, ηR) by var(η) := var(ηL) ∪ var(ηR).234
A pattern substitution (or just substitution) is a morphism σ : (Σ ∪ Ξ)∗ → Σ∗ such235
that σ(a) = a holds for all a ∈ Σ. As every substitution σ is a morphism, we have236
σ(α1 · α2) = σ(α1) · σ(α2) for all patterns α1 and α2. Hence, to define σ, it suffices to define237
σ(x) for all x ∈ Ξ.238
The main idea of SpLog is choosing a special main variable W that shall correspond to239
the input string of a spanner. SpLog is then an existential-positive logic over words, where240
the atoms are regular predicates or word equations of the form W =˙ ηR. Formally, we define241
syntax and semantics as follows:242
I Definition 2.5. Let W ∈ Ξ. Then SpLog(W), the set of all SpLog-formulas with main243
variable W, is defined recursively as containing the following formulas:244
B1. (W =˙ ηR) for every ηR ∈ (Ξ ∪ Σ)∗.245
R1. (ϕ1 ∧ ϕ2) for all ϕ1, ϕ2 ∈ SpLog(W).246
R2. (ϕ1 ∨ ϕ2) for all ϕ1, ϕ2 ∈ SpLog(W) with free(ϕ1) = free(ϕ2).247
R3. ∃x : ϕ for all ϕ ∈ SpLog(W) and x ∈ free(ϕ) \ {W}.248
R4. (ϕ ∧ CA(x)) for every ϕ ∈ SpLog(W), every x ∈ free(ϕ), and every NFA A.249
Let free(ϕ) by free(η) := var(η), free(ϕ1 ∧ ϕ2) := free(ϕ1 ∨ ϕ2) := free(ϕ1) ∪ free(ϕ2),250
free(∃x : ϕ) := free(ϕ) \ {x}, and free(ϕ ∧ CA(x)) := free(ϕ).251
For every pattern substitution σ and every ϕ ∈ SpLog(W), we define σ |= ϕ as follows:252
σ |= (W =˙ ηR) if σ(W) = σ(ηR),253
σ |= (ϕ1 ∧ ϕ2) if σ |= ϕ1 and σ |= ϕ2; and σ |= (ϕ1 ∨ ϕ2) is defined analogously,254
1 As this class captures the core functionality of SystemT.
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σ |= ∃x : ϕ if σ x
w
|= ϕ for some w ∈ Σ∗, where σ x
w
(x) := w and σ x
w
(y) = σ(y) if y 6= x,255
σ |= (ϕ ∧ CA(x)) if σ |= ϕ and σ(x) ∈ L(A).256
Let SpLog be the union of all SpLog(W) with W ∈ Ξ. We add and omit parentheses, as257
long as the meaning remains unambiguous. We also allow constraints of the form Cα(x),258
where α is a regular expression. For readability, we use ϕ(W;x1, x2 . . . xk) to express that the259
SpLog-formula ϕ has the main variable W and free variables {x1, x2 . . . xk}. As a convention,260
assume that no word equation (W =˙ ηR) has the main variable W occur in the right side;261
that is, that |ηR|W = 0 holds.262
I Example 2.6. For the SpLog-formula ϕ(W) := ∃x : ((W =˙ xxx) ∧ Cab∗), we have σ |= ϕ if263
and only if σ(W) = www for some w ∈ ab∗(x).264
We also extend the definition of SpLog to SpLog¬, which we call SpLog with negation.265
I Definition 2.7. Let W ∈ Ξ. Then SpLog¬(W), the set of SpLog¬-formulas with the266
main variable W, is defined by extending Definition 2.5 with the additional rule that if267
ϕ ∈ SpLog¬(W), then (¬ϕ) ∈ SpLog¬(W), with free(ϕ) = free(¬ϕ). We define σ |= ¬ϕ as:268
σ(x) v σ(W) for all x ∈ free(ϕ), and269
σ |= ϕ does not hold.270
To compare the expressive power of SpLog and document spanners, we need to overcome the271
difficulty that the former reasons about words, while the latter reason over positions in an272
input word. To this end, we use the following notion that was introduced by Freydenberger273
and Holldack [7] in the context of ECreg.274
I Definition 2.8. Let ϕ ∈ SpLog with free(ϕ) := {W} ∪ {xP , xC | x ∈ SVars (P )}. Let P275
be a spanner. We have that ϕ realizes P if for all w ∈ Σ∗, we have σ ∈ JϕK(w) if and276
only if µ ∈ P (w) where for each x ∈ SVars (P ) and [i, j〉 := µ(x), both σ(xP ) = w[1,i〉 and277
σ(xC) = w[i,j〉.278
Intuitively, this definition uses two main ideas: Firstly, the spanner’s input word w is279
represented by the main variable W. Secondly, every spanner variable x is represented by280
two SpLog-variables xP and xC , such that in each (V,w)-tuple µ, we have that xC contains281
the actual content wµ(x) and xP contains the prefix of w before the start of µ(x).282
As shown in Section 4.1 of [6], under this lens, SpLog has exactly the same expressive283
power as JRGXcoreK (the core spanners), and SpLog¬ exactly the same as JRGXcore∪{\}K (the284
generalized core spanners).285
One of central questions in [4, 6] is which relations R can be added to spanners or286
SpLog without increasing the expressive power (using ξR or a new constraint symbols for R,287
respectively). This is reflected in the notion of selectable relations. A relation R ⊆ (Σ∗)k288
is called SpLog-selectable if for every ϕ ∈ SpLog(W) and every sequence ~x = (x1, . . . , xk) of289
variables with x1, . . . , xk ∈ free(ϕ)\{W}, there is a SpLog-formula ϕR~x with free(ϕ) = free(ϕR~x ),290
and σ |= ϕR~x if and only if σ |= ϕ and (σ(x1), . . . , σ(xk)) ∈ R. This is equivalent to the291
analogously defined notion of core spanner selectable relations, see Section 5.1 of [6] for292
details. We shall use selectability both in the way to our main result (namely, in Lemma 3.11)293
and for further observations in Section 4.294
2.3 Dynamic complexity295
We now introduce dynamic complexity and how this framework applies to spanners. Our296
definitions are heavily based on the setting of dynamic formal languages as shown by Gelade,297
Marquardt and Schwentick [9]. In this setting strings are modeled by a relational structure.298
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Insertions and deletions of symbols can be performed on this structure and relations which299
are defined on this structure are maintained by logic formulas, called update formulas. A300
predetermined relation is maintained to hold the result of the spanner performed on the301
current word. The idea of dynamic complexity, which was introduced by Patnaik and302
Immerman [15], is to have dynamic descriptive complexity classes based upon the logic303
needed to maintain a relation, or in our case a spanner. We now formally define this concept.304
Let Σ be a fixed and finite alphabet of terminal symbols. We represent words using a305
word-structure. A word-structure has a fixed and finite set known as the domain D := [n+ 1]306
(where n is the number of elements able to have a symbol associated with it) as well as307
an order relation <, which has an arity of 2, on D. We use the shorthands x ≤ y for308
(x < y) ∨ (x =˙ y) and $ for n+ 1, the <-maximal element of D. This <-maximal element309
marks the end of the word structure and is required for dynamic spanners, which are defined310
later. For each symbol ζ ∈ Σ the word-structure has a unary relation Rζ(i) for i ∈ D \ {$}.311
We have that for every i ∈ D \ {$} there as at most one ζ ∈ Σ such that Rζ(i). If we have312
Rζ(i) then we write w(i) = ζ, otherwise we write w(i) = ε. If w(i) 6= ε for some i ∈ D, then313
we call i a symbol element.314
Given a word-structure W, the word that W represents is denoted by word(W) and this315
is defined as word(W) := w(1) ·w(2) · · ·w(n). Since for some j ∈ D it could be that w(j) = ε,316
it follows that the length of the word word(W) is likely to be less than n. Let w := word(W),317
we write w[i, j] to represent the subword w[i, j] := w(i) · w(i+ 1) · · ·w(j) where i, j ∈ D.318
We denote the set of all abstract updates as ∆ and we define this as ∆ := {insζ | ζ ∈319
Σ} ∪ {reset}. A concrete update is insζ(i) or reset(i), for some i ∈ D \ {$} and ζ ∈ Σ. The320
difference between abstract updates and concrete updates is that concrete updates can be321
performed on a word-structure. Given a word-structure with a domain of size n, we use322
∆n to represent the set of possible concrete updates. For some ∂ ∈ ∆n, we denote the323
word-structure W after an update is performed by ∂(W) and this is defined as:324
If ∂ = insζ(i), then Rζ(i) is true and Rζ′(i) is false for all ζ ′ ∈ Σ where ζ 6= ζ ′ and,325
If ∂ = reset(i) then Rζ(i) is false for all ζ ∈ Σ.326
For k ≥ 1, let ∂∗ := ∂1, ∂2, . . . ∂k be a sequence of updates. We use ∂∗(W) as a short hand327
to represent ∂k(. . . (∂2(∂1(W))) . . . ).328
I Example 2.9. Given we have a word-structure W over the alphabet Σ := {a, b} and our329
word-structure has the domain D = [6], where 6 ∈ D is the special end symbol, $. If we have330
that Ra = {2, 4} and Rb := {5}, it follows that word(W) = aab. Performing the operation331
insb(1) would give us an updated word of baab. Say if we then perform reset(4) on our new332
word structure, we would then get the word bab.333
We define the auxiliary structure Waux as a set of relations over the domain of W. A334
program state S := (W,Waux) is a word-structure and an auxiliary structure. An update335
program ~P is a finite set of update formulas, which are of the form φRop(y;x1, . . . , xk). We have336
an update formula for each R ∈ Waux and op ∈ ∆. An update, op(i), performed on S yields337
S ′ = (∂(W),W ′aux) where all relations R′ ∈ W ′aux are defined by R′ := {j | S |= φRop(i; j)}.338
We use w to denote word(W) for some word structure W and we use w′ for word(∂(W))339
where ∂ ∈ ∆n is some update performed on W.340
Given some x ∈ D where w(x) 6= ε, we write that posw(x) = 1 if for all x′ ∈ D where341
x′ < x we have that w(x′) = ε. Let z, y be elements from the domain such that z < y and342
w(z) 6= ε and w(y) 6= ε. If for all x ∈ D where z < x < y we have that w(x) = ε then343
posw(y) = posw(z) + 1. We write x w y if and only if posw(y) = posw(x) + 1. If it is not344
the case that x w y then we write x 6w y.345
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For every spanner P with SVars (P ) := {x1, x2 . . . xk} and every word structure W,346
the spanner relation RP is a 2k-ary relation over D where each spanner variable xi is347
represented by two components xoi and xci . We obtain RP on W by converting each348
µ ∈ P (w) into a 2k-tuple (xo1, xc1, xo2, xc2 . . . xok, xck), where for each i ∈ [k], we have µ(xi) =349
[posw(xoi ), posw(xci )〉. The only exception is if µ(xi) = [j, k〉 and k > |w| then xci = $ for such350
a tuple (xo1, xc1, xo2, xc2 . . . xok, xck). In Example 2.11 we give a spanner represented by a regex351
formula and show the corresponding spanner-relation on a word-structure.352
I Definition 2.10. A dynamic program is a triple, containing:353
~P - an update program over (W,Waux).354
INIT - a mapping from W databases to Waux databases.355
RP ∈ Waux - a designated spanner-relation.356
A dynamic program maintains a spanner P if we have that RP ∈ Waux always corresponds357
to P (∂k(W)). This must hold after an arbitrary number of updates. We can then extend358
this to saying that we maintain a relation if there is a designated R ∈ Waux which is always359
equivalent to some relation where the relation is defined in terms of the input word.360
I Example 2.11. Assume we have a, b ∈ Σ. We now define a regex formula
α := Σ∗ · x{a · b} · Σ∗.
Also assume that we have a word-structure in the following state:361
1 2 3 4 5 6 $
a ε b ε a ε ε
362
Note that the top row is the elements of the domain in order, and the bottom row is the363
corresponding symbols. If we maintain the spanner relation of α, given the word-structure364
above, we should have some relation RP ∈ Waux such that RP := {(1, 5)}. Now assume we365
perform the update insb(6). The word structure is now in the following state:366
1 2 3 4 5 6 $
a ε b ε a b ε
367
We should have that the update formula φRPinsb (6;x, y) correctly updates the relation RP368
to be {(1, 5), (5, $)}.369
I Definition 2.12. DynFO is the class of all relations which can be maintained by update370
formulas which are defined using first-order logic. DynPROP is a subclass of DynFO where371
all the update formulas are quantifier-free.372
A first-order formula is a conjunctive query, or CQ for short, if it is built up from atomic373
formulae, conjunction and existential quantification. We also have unions of conjunctive374
queries, or UCQ for short, which allows for the finite disjunction of conjunctive queries. We375
therefore have the classes DynCQ and DynUCQ which use conjunctive query update formulas376
and unions of conjunctive queries update formulas respectively.377
Unless stated otherwise, we assume that the word-structure and all relations in the378
auxiliary structure are initially empty, although we now define dynamic complexity classes379
with precomputations.380
I Definition 2.13. Let C ∈ {PROP,CQ,UCQ,FO}. The dynamic complexity class DynCpre381
is the class of relations which can be maintained by update formulas defined using the class C382
and where all relations from Waux can be initialized by a formula from C.383
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From [9], we know that every relation that can be maintained by a DynFOpre program384
can also be maintained by a DynFO program. Analogously, every DynPROPpre program can385
also be maintained by a DynPROP program. We also know from Zeume and Schwentick [20]386
that DynUCQ = DynCQ and that DynPROP is a strict subclass of DynCQ.387
I Lemma 2.14. Any DynCQpre program can be maintained by a DynCQ program.388
This lemma allows us to initialize our auxiliary relations with a conjunctive query when389
trying to maintain some relation in DynCQ. This result follows almost immediately from390
Gelade et al. [9].391
We close this section with a general remark on the update setting (that we adopted392
directly from Gelade et al. [9]). One might argue that choosing word structures with a393
fixed number of nodes is against the spirit of unbounded updates, as a word structure with394
D = [n+ 1] can only represent words up to length n. One way of countering that is that in395
principle, one could always choose n to be “large enough” for all expected updates, and that396
the basic principles of the formulas are not affected by this.397
For the proofs in the present paper, one can also change the setting by allowing the398
insertion of unmarked nodes at any point of the word structure (with the corresponding399
update to the <-relation), given that at least one node is marked. The auxiliary relations in400
our proofs do not operate on unmarked nodes and do not need to be updated after this. In401
the same way, we can remove unmarked nodes. The only way that the results are affected is402
that all occurrences of DynCQ need to be changed to DynUCQ. This is because the proofs403
actually establish membership in DynUCQ and then use the equality of both classes from404
Zeume and Schwentick [20].405
3 Core Spanners are in DynCQ406
In this section, we first look at the dynamic complexity of regular spanners. We show that407
any regular spanner can be maintained by a DynPROP program. We then turn our attention408
to the main result of this paper, that any core spanner can be maintained by a DynCQ409
program. In doing so, we also show that DynCQ is at least as expressive as SpLog. We then410
extend this result to show that DynFO is at least as powerful as SpLog with negation, and411
therefore any generalized core spanner can be maintained in DynFO.412
I Proposition 3.1. Regular spanners can be maintained in DynPROP.413
This result follows from Gelade et al. [9], who proved that DynPROP maintains exactly414
the regular languages, and therefore it is somewhat unsurprising that we can extend that415
result to regular spanners.416
I Definition 3.2. The next symbol relation is defined as RNext := {(x, y) ∈ D2 | x w y}417
As stated in Section 2.3, it is known that DynCQ = DynUCQ and therefore to show that418
a relation can be maintained in DynCQ, it is sufficient to show that the relation can be419
maintained with UCQ update formulas. Furthermore, thanks to Lemma 2.14 we can also420
allow initialization of relations in our auxiliary structure. These results help us maintain the421
following:422
I Lemma 3.3. The next symbol relation can be maintained in DynCQ.423
To prove Lemma 3.3, we use two extra auxiliary relations which point to the smallest424
element of the domain which has a symbol and the largest element of the domain which has425
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a symbol. Formally we are maintaining the relations Rfirst := {x ∈ D | posw(x) = 1} and426
Rlast := {x ∈ D | posw(y) = |w|}.427
I Example 3.4. Consider the following word-structure:428
1 2 3 4 5 6 $
ε a b ε b ε ε
429
We have that Rfirst = {2} and Rlast = {5} and RNext = {(2, 3), (3, 5)}.430
In the proof for Lemma 3.3 we use precomputation to maintain Rfirst and Rlast. The431
relation Rfirst is initialized to $ and the relation Rlast is initialized to 1. This also holds true432
when w = ε. This deviates from the formal definition of these relations due to the fact that433
posw(i) for i ∈ D is undefined when w = ε. As Lemma 2.14 states DynCQpre = DynCQ.434
Therefore using this initialization, we have that the next symbol relation can be maintained435
in DynCQ.436
I Definition 3.5. The equal substring relation, Req, is the set of 4-tuples (xo, xc, yo, yc) such437
that w[xo, xc] = w[yo, yc], xc < yo, and w[z] 6= ε for all z ∈ {xo, xc, yo, yc}.438
Less formally, we have that if (xo, xc, yo, yc) ∈ Req then the word w[xo, xc] is equal to the439
word w[yo, yc]. For our uses, we do not want these subwords to overlap, hence the constraint440
xc < yo. We also wish that each tuple represents a unique pair of subwords, therefore we441
have that xo, xc, yo, and yc have symbols associated to them.442
I Example 3.6. Consider the following word-structure:443
1 2 3 4 5 6 7 8 9 10 $
a ε ε b a ε b ε a b ε
444
The equal substring relation for this structure is Req = {(1, 1, 5, 5), (1, 1, 9, 9), (4, 4, 7, 7),445
(4, 4, 10, 10), (5, 5, 9, 9), (1, 4, 5, 7), (1, 4, 9, 10), (4, 5, 7, 9), (5, 7, 9, 10)}.446
Although w[3, 5] = w[7, 9] holds, this does not imply (3, 5, 7, 9) ∈ Req, as we have w[3] = ε.447
We also do not have (9, 10, 5, 7) ∈ Req due to 10 > 5.448
I Lemma 3.7. The equal substring relation can be maintained in DynCQ.449
Lemma 3.7 is a central part of the proof for our main result. This relation will be the450
main feature of a construction to maintain so-called pattern languages, which can then be451
extended with regular constraints to maintain any relations selectable by SpLog.452
Given a pattern α ∈ (Σ ∪ Ξ)+, we define the non-erasing language it generates as453
LNE,Σ(α) := {σ(α) | σ : (Σ ∪ Ξ)+ → Σ+ where σ is a substitution}. Given the same pattern454
α, we also define the erasing language it generates, this is defined as LE,Σ(α) := {σ(α) |455
σ : (Σ∪Ξ)+ → Σ∗ where σ is a substitution}. Pattern languages are not only used as a part456
of word equations but also as language generators (see [7] for more details, in particular457
regarding their relation to document spanners).458
I Example 3.8. Consider the pattern α := axxb where a, b ∈ Σ and x ∈ Ξ. Then ab ∈459
LE,Σ(α) with σ(x) = ε, but ab /∈ LNE,Σ(α). We can also see that ababab ∈ LNE,Σ(α) and460
ababab ∈ LE,Σ(α) using σ(x) = ba.461
We take the definition of maintaining a language from [9]. We can maintain a language L462
if a dynamic program maintains a 0-ary relation which is true if and only if we have that463
word(W) ∈ L.464
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I Lemma 3.9. Every non-erasing pattern language can be maintained in DynCQ.465
Proof. To prove this lemma, we give a way to symbolically construct an update formula to466
maintain a 0-ary relation P which updates to true if and only if our word (after the update467
has been performed) is in LE,Σ(α) for any specified α ∈ (Σ ∪X)+. Let |α| be the length of468
the pattern α. Let αi denote the ith symbol (from X or Σ) of the pattern α where i ∈ N469
and 1 ≤ i ≤ |α|. We give the construction using pseudocode in Algorithm 1.470
Algorithm 1 Pattern Language Update Formula Construction.
// Input: A pattern α ∈ (Σ ∪X)+.
// Output: Update formulas φPinsζ (u) and φ
P
reset(u)(u).
If α1 ∈ Σ then ω1 := Rα1(t1) ∧Rfirst(t1);
If α1 ∈ Ξ then ω1 := (x1 ≤ t1) ∧Rfirst(x1);
for i := 2 to |α| do
if αi ∈ Σ then
ωi := Rαi(ti) ∧R′Next(ti−1, ti) ∧ ωi−1;
if αi ∈ Ξ then
if there exists j ∈ N where j < i such that αi = αj then
jmax := Largest j value such that j < i and αi = αj ;
ωi := R′Next(ti−1, xi) ∧ (xi ≤ ti) ∧R′eq(xjmax , tjmax , xi, ti) ∧ ωi−1;
else
ωi := R′Next(ti−1, xi) ∧ (xi ≤ ti) ∧ ωi−1;
ω :=
(
ω|α| ∧R′last(t|α|)
)
;
For every occurrence of some ti in ω, where i ≤ |α|, add ∃ti to the front of ω;
For every occurrence of some xi in ω add ∃xi to the front of ω;
φPinsζ (u) := ω; φ
P
reset(u) := ω;
Note that occurrences of RNext and Req are the relation correct after the update. To471
achieve this, we can replace occurrences of R′Next(. . . ) with φ
RNext
∂ (. . .), where ∂ is the update472
for which the update formula of P is being constructed. The equivalent is done for Req. J473
The proof of this lemma is given as a pseudocode construction which builds an update474
formula to maintain any non-erasing pattern language. This construction uses the RNext,475
Rfirst, Rlast and Req relations along with the symbol relations Rζ for all ζ ∈ Σ to build the476
update formula which evaluates to true if and only if the word after the update is a member477
of the specified pattern language. The advantage of such a construction is that the structure478
of the update formula corresponds to the structure of the pattern.479
I Corollary 3.10. Every erasing pattern language can be maintained in DynCQ.480
Proof. From Jiang et al. [10] it is known that every erasing pattern language is the finite481
union of non-erasing pattern languages. Therefore we can create 0-ary relations for each482
non-erasing pattern language and join them with a disjunction. There is the case where483
ε ∈ LE,Σ(α) which we can deal with using the following ∃x : (Rfirst(x) ∧ (x =˙ $)). We can do484
this because Rfirst = {$} when w = ε. J485
Since we are able to maintain any erasing pattern language in DynCQ, we can extend486
this result to word-equations in SpLog-formulas. Using this along with the fact that regular487
languages can be maintained in DynPROP, we can conclude the following:488
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I Lemma 3.11. Any relation selectable in SpLog can be maintained in DynCQ.489
We can prove Lemma 3.11 through a structural induction on the recursive definition of490
SpLog. Most of the work for this proof follows directly from Lemma 3.9 and Corollary 3.10.491
Some extra work is done in order to simulate regular constraints, although this follows on492
from the proof by Gelade et al. [9] that DynPROP can maintain any regular language.493
I Theorem 3.12. Core spanners can be maintained in DynCQ.494
Theorem 3.12 shows us that DynCQ is at least as expressive as SpLog. We will use this495
along with Proposition 4.1 to show that DynCQ is more expressive than core spanners. Given496
that we can maintain any relation selectable in SpLog using DynCQ, it is no big surprise that497
adding negation allows us to maintain SpLog¬ in DynFO.498
I Lemma 3.13. Any relation selectable in SpLog¬ can be maintained in DynFO.499
Proof. Let ψ ∈ SpLog(W) and let Rψ be the relation maintaining ψ where the update500
formulas for Rψ are in CQ. The extra recursive rule allowing for (¬ψ) ∈ SpLog¬(W) can be501
maintained by doing the following; φR¬ψ∂ (u; ~x) = ¬φR
ψ
∂ (u; ~x). J502
As with Theorem 3.12, we can the result from Lemma 3.13 along with Corollary 4.2 to503
show that DynFO is more expressive than SpLog¬.504
I Theorem 3.14. Generalized core spanners can be maintained in DynFO.505
Since SpLog¬ captures the generalized core spanners, it follows from Lemma 3.13 that any506
generalized core spanner can be maintained in DynFO by using the same technique shown in507
the proof for Theorem 3.12. Since we also know that DynFO is more expressive than SpLog¬,508
it follows that DynFO is more expressive than generalized core spanners.509
4 Relations in SpLog and DynCQ510
In this section, we further examine the expressive power of SpLog (and, hence, core spanners)511
and DynCQ. Our focus is in particular on the relations that can be selected in both models.512
Recall that we defined the notion of SpLog-selectable relations at the end of Section 2.2.513
We now define an analogous concept for DynCQ. For a relation R ⊆ (Σ∗)k, we de-514
fine the corresponding relation in the dynamic setting R¯ as the 2k-ary relation of all515
(x1, y1, . . . , xk, yk) ∈ D2k such that (w[x1, y1], . . . , w[xk, yk]) ∈ R. We say that R is selectable516
in DynCQ if R¯ can be maintained in DynCQ.517
For example, the equal length relation is defined as Rlen := {(u, v) | |u| = |v|}. From Fagin518
et al. [4] it is known that this relation is not selectable with core spanners. The corresponding519
relation in the dynamic setting is R¯len = {(u1, u2, v1, v1) ∈ D4 | |w[u1, u2]| = |w[v1, v2]|}.520
We show the following using a minor variation of how the equal substring relation was521
maintained in Lemma 3.7.522
I Proposition 4.1. The equal length relation is selectable in DynCQ.523
While this allows us to separate the languages that are definable in SpLog from the ones that524
can be maintained in DynCQ, we consider the following more wide-ranging example:525
I Lemma 4.2. The language {w ∈ Σ∗ | |w| = 2n, n ≥ 0} is maintainable in DynCQ.526
CVIT 2016
23:14 Dynamic Complexity of Document Spanners
For every choice of Σ, this language is not expressible in SpLog¬ (and, hence, not in SpLog).527
This is easily seen by considering the case that Σ is unary2. As shown in [7] for core spanners528
and then in [17] for generalized core spanners, both classes collapse to exactly the class of529
regular languages if |Σ| = 1. As the language of all words a2n is not regular, this shows that530
even DynCQ can define languages that are not expressible in SpLog¬.531
Combining this with Theorem 3.12 and Theorem 3.14, we respectively conclude that532
DynCQ is strictly more expressive than core spanners and that DynFO is strictly more533
expressive than generalized core spanners.534
As explained in Section 6 of [6], there are few inexpressibility results for SpLog that535
generalize to non-unary alphabets (and basically none for SpLog¬), apart from straightforward536
complexity observations that are not particularly illuminating. Nonetheless, Proposition 6.7537
in [6] establishes that none of the following relations is SpLog-selectable:538
I Proposition 4.3. The following relations are DynCQ-selectable but not SpLog-selectable:539
Rnum(a) := {(u, v) | |u|a = |v|a} for a ∈ Σ,540
Rperm := {(u, v) | |u|a = |v|a for all a ∈ Σ},541
Rrev := {(u, v) | v = uR}, where uR is the reversal of u,542
R< := {(u, v) | |u| < |v|},543
Rscatt := {(u, v) | u is a scattered subword of v},544545
where u is a scattered subword of v if, for some n ≥ 1, there exist u1, . . . , un, v0, . . . , vn ∈ Σ∗546
such that u = u1 · · ·un and v = v0u1v1 · · ·unvn.547
By Lemma 5.1 in [6], a k-ary relation R is SpLog-selectable if and only there is some SpLog-548
formula ϕ(W;x1, . . . , xk) such that for all σ that satisfy σ(xi) v σ(W) for all i ∈ [k], we have549
σ |= ϕ if and only if (σ(x1), . . . , σ(xk)) ∈ R. One can show with little effort that relations like550
string inequality, the substring relation, or equality modulo a bounded Levenshtein-distance551
are all SpLog-selectable (see Section 5.1 of [6]). By Lemma 3.11, we can directly use these552
relations in constructions for DynCQ-definable languages and DynCQ-selectable relations.553
I Example 4.4. For k ≥ 1 and u, v ∈ Σ∗, we say that u is a k-scattered subword of v if there554
exist u1, . . . , uk, v0, . . . , vk ∈ Σ∗ such that u = u1 · · ·uk and v = v0u1v1 · · ·ukvk. Unlike the555
unbounded scattered subword relation, this relation is SpLog-selectable, as demonstrated by556
the SpLog-formula557
558
ϕ(W;u, v) := ∃pu, su, u1, . . . , uk, pv, sv, v0, . . . , vk :559 (
(W =˙ puusu) ∧ (W =˙ puu1 · · ·uksu) ∧ (W =˙ pvvsv) ∧ (W =˙ puv0u1v1 · · ·ukvksu)
)
.560
561
Using syntactic sugar from Section 5.1 of [6], this formula can be further simplified to
ϕ(W;u, v) := ∃u1, . . . , uk, v0, . . . , vk :
(
(u =˙ u1 · · ·uk) ∧ (v =˙ v0u1v1 · · ·ukvk)
)
.
Although one could show directly that the k-scattered subword relation (or any of the562
relations discussed above) is DynCQ-selectable, using SpLog as intermediate step and then563
2 Larger alphabets then follow by observing that the class of SpLog¬-languages is trivially closed under
intersection with regular languages.
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relying on Lemma 3.11 can avoid hand-waving (how much exactly depends on how much the564
relation is based on string equality).565
We can even generalize this approach beyond SpLog. In the proof of Lemma 3.11, we use566
the fact the every regular language is DynCQ-selectable to maintain the regular constraints567
of SpLog-formulas. Analogously, we can extend SpLog with relation symbols for any DynCQ-568
sectable relation and use the resulting logic for DynCQ. Of course, all this also applies569
analogously to SpLog¬ and DynFO.570
5 Conclusions571
From a document spanner point of view, the present paper establishes upper bounds for572
maintaining the three most commonly examined classes of document spanners, namely573
DynPROP for regular spanners, DynCQ for core spanners, and DynFO for generalized core574
spanners. While the bounds for regular spanners and generalized core spanners are what one575
might expect from related work, the DynCQ-bound for core spanners might be considered576
surprising low (keeping in mind, of course, that it is still open whether DynCQ is less577
expressive than DynFO).578
By analyzing the proof of Lemma 3.11, the central construction of this main result, it579
seems that the most important part of maintaining core spanners is updating the string580
equality relation and the regular constraints. One big question for future work is whether581
this might have any practical use for the evaluation of core spanners. Although this could be582
considered unlikely, there is at least some possibility that some techniques might be useful.583
In the present paper, we only examine updates that affect single letters. At least as far584
as the main result is concerned, it should be possible to generalize this to cut and paste585
operations, as they are commonly found in text editors. These other operations beyond586
single letters are promising directions for further work.587
From a dynamic complexity point of view, Section 4 describes how SpLog can be used as588
a convenient tool that allows shorter proofs that languages can be maintained in DynCQ. One589
consequence of this is that a large class of regular expressions with backreference operators590
(see Section 5.3 of [6]) are in fact DynCQ-languages.591
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A Proofs of for Section 3637
A.1 Proof of Proposition 3.1638
Proof. Due to the work done by Fagin et al. [4] we can assume that our vset-automaton is a639
so called vset-path union. For our purposes, we define a vset-path as an ordered sequence640
of regular deterministic finite automata A1, A2, . . .An for some n ∈ N. Each automaton641
Ai is of the form (Q, qo, F, δ) where Q is the set of states, q0 ∈ Q is the initial state, F is642
the set of accepting states, and δ is the transition function of the form δ : Q× Σ→ Q. We643
have the extra assumption that each f ∈ F only has incoming transitions. All automata,644
A1, A2, . . . An share the same set of input symbols Σ.645
Let A be a vset-path. In A, each automata Ai where 1 < i ≤ n, the initial state for Ai646
has incoming transitions from each accepting state from the automaton Ai−1. These extra647
transitions between the sequence of automata are labeled, `x or ax where x ∈ SVars (A).648
Once we have these extra transitions, we treat the vset-path as a regular vset-automaton649
and all semantics follow from the definitions in Section 2.1.1. Thanks to Freydenberger [6],650
we can assume that A is functional.651
We know from Fagin et al. [4] that any vset-automaton can be represented as a union of652
vset-paths. Therefore to prove that any regular spanner can be maintained in DynPROP, it653
is sufficient to prove that we can maintain a spanner represented by a vset-path, since union654
can be simulated via disjunction.655
Let A be a vset-path. From Gelade et al. [9], we know that the following relations can656
be maintained in DynPROP:657
For any pair of states p, q ∈ Q, Rp,q := {(i, j) | i < j and δ∗(p, w[i+ 1, j − 1]) = q}.658
For each state q, RIq := {i | δ∗(p, w[1, j − 1]) = q}.659
For each state p, RFp := {j | δ∗(p, [i+ 1, n]) ∈ F}.660
We treat the vset-path as one automaton and maintain these relations for the vset-path.661
Some work is needed to deal with the transitions labeled `x and ax. Let Ai and Ai+1 be two662
sub-automata such that 1 ≤ i < n, where n is the number of sub-automata. Let si and si+1663
be the starting states for automata Ai and Ai+1 respectively. Likewise, let Fi and Fi+1 be664
the sets of accepting states of Ai and Ai+1 respectively. The intuition is that if Rp,fi(x, y)665
where fi ∈ Fi holds, then so should Rp,si+1(x, y) since the transition from an accepting state666
of Ai to the starting state of Ai+1 is `x or ax. To achieve this, we have the following update667
formula for Rp,si+1 :668
φ
Rp,si+1
∂ (u;x, y) :=
∨
f∈Fi
φ
Rp,f
∂ (u;x, y)669
670
We do the analogous for RIq and RFp . If Ifi(x) holds for any fi ∈ Fi, then so should RIsi+1 .671
Similarly, if RFsi+1(x) holds, then so should R
F
fi
(x) for all fi ∈ Fi. To achieve this, we proceed672
analogously to what was done for φRp,si+1∂ (u;x, y). We also maintain the 0-ary relation ACC673
to say whether the word-structure is a member of the language of the vset-path.674
We now give the update formula which maintains the vset-path spannerA with SVars (A) :=675
{x1, x2, . . . , xk}.676
φR
A
∂ (u;xo1, xc1, . . . , xok, xck) := φACC∂ (u)∧677 ∧
1≤i≤k
( ∨
ζ∈Σ
(
Rζ(xoi ) ∧
∨
p∈Q,
δ(si,ζ)=p
(
R′p,si+1(x
o
i , x
c
i ) ∧
∨
ζ2∈Σ
Rζ2(xci )
)))
678
679
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where si denotes the state with the incoming transition labeled `xi and similarly si+1680
denotes the state with the incoming transition labeled `xi+1 . Note that, without loss of681
generality, R′p,q(x, y) is used as a shorthand for φ
Rp,q
∂ (u;x, y). J682
A.2 Proof of Lemma 2.14683
Proof. Let P be a DynCQpre program, and let P ′ be the DynCQ program that simulates it.684
Firstly we maintain the 0-ary relation I0 in DynPROPpre which is initialized to False and has685
the following update formulas:686
φI0insζ (u) := True φ
I0
reset(u) := I0687688
We also maintain the 0-ary relation I1 which is initialized to True and has the following689
update formulas:690
φI1insζ (u) := False φ
I1
reset(u) := I1691692
Since every DynPROPpre program can be maintained by a DynPROP program, and due to693
the fact that DynPROP is a strict subclass of DynCQ, we can maintain I0 and I1 in DynCQ.694
Using I0 and I1 we can use the same technique as shown in Lemma 2.2 of [9] to maintain695
the program P using P ′.696
More specifically, we proceed as follows: Let βR(~x) be the CQ formula that initializes697
some relation Rpre. The update formula for R′, which doesn’t use initialization is obtained698
by replacing each atom in φRpre∂ (u; ~x) of the form R(~x) by (I1 ∧ βR(~x)) ∨ (I0 ∧R(~x)). J699
A.3 Proof of Lemma 3.3700
We first observe the following helpful result:701
I Lemma A.1. Let ∂ = insζ(u) and let x w y for x, y ∈ D. We have that x 6w′ y if and702
only if x < u < y.703
Proof. Let ζ ∈ Σ, if we perform the update insζ(u) on W where x < u < y then it follows704
that there exists some z such that w′(z) 6= ε and x < z < y. Therefore it cannot be the case705
that x w′ y, so x 6w′ y.706
If it is not the case that x < u < y then it cannot be the case that there exists some707
z ∈ D such that x < z < y where w′(z) 6= ε. Therefore, if x w y and ∂ = insζ(u) then708
x 6w′ y if and only if x < u < y. J709
A.3.1 Actual proof of Lemma 3.3710
Proof. We first define the relations Rfirst and Rlast. These are unary relations which have711
the first and last symbol elements in a word structure respectively. Formally, we define them712
as Rfirst := {x ∈ D | posw(x) = 1} and Rlast := {x ∈ D | posw(x) = |w|}. Since posw(x) for713
any x ∈ D is undefined when w = ε, we use the following initialization Rfirst := {$} and714
Rlast := {1}. We also have that RNext is initialized to ∅.715
We split this proof into two parts; one part for the insertion update and one part for the716
reset update.717
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Part 1 (insertion): To prove this part, we assume the relations RNext, Rfirst, Rlast ∈ Waux718
are correct for some arbitrary word structure W, and then prove that they are correctly719
updated for ∂(W), where ∂ = insζ(u). We now define the update formula for the RNext720
relation under insζ :721
φRNextinsζ (u;x, y) :=
5∨
i=1
(
ϕRNexti
)
722
723
where each ϕRNexti is a UCQ subformula defined later. For readability, we denote the relation724
defined by {(x, y) ∈ D2 | S |= φRNextinsζ (u;x, y)} as R′Next, where S := (W,Waux) is the program725
state. We also do the analogous for Rfirst and Rlast.726
Case 1. (x, y) ∈ RNext.727
For this case, we refer back to Lemma A.1. From this lemma, we can see that if x w y728
and x < u < y then x 6w′ y. It follows that if (x, y) ∈ RNext and (x < u < y) then we should729
have (x, y) /∈ R′Next. We can also see from this lemma that if x w y and u ≤ x or y ≤ u730
then x w′ y and therefore if (x, y) ∈ RNext and (u ≤ x) ∨ (y ≤ u) then (x, y) ∈ R′Next. We731
can see that this behavior is realized in ϕRNext1 .732
ϕRNext1 := RNext(x, y) ∧
(
(u ≤ x) ∨ (y ≤ u))733
734
Case 2. (x, y) /∈ RNext and (x, y) ∈ R′Next.735
We can see that if (x, y) /∈ RNext and u 6= x or u 6= y then it must be that (x, y) /∈ R′Next.736
This is because either:737
w(x) = ε or w(y) = ε - this doesn’t change if u 6= x or u 6= y.738
There exists some v ∈ D such that x < v < y and w(v) 6= ε - Since we are looking at739
when ∂ = insζ(u), we still have such an element v.740
Therefore, we will look at two cases; when u = x and when u = y:741
Case 2.1. u = x.742
We first look at when posw′(u) = 1. We now define ϕRNext2 :743
ϕRNext2 := (u =˙ x) ∧Rfirst(y) ∧ (u < y)744745
We will assume that ϕRNext2 evaluates to true and show that x w′ y. For ϕRNext2 to be746
true, it must be that:747
u = x.748
Rfirst(y) - which is the case when posw(y) = 1.749
(u < y).750
Since posw(y) = 1 and u < y it follows that posw′(u) = 1. Furthermore, we can see751
that because u < y we have that posw′(y) = posw(y) + 1. It follows that posw′(u) = 1752
and posw′(y) = 2 and therefore u w′ y. Since u = x we have x w′ y, hence this753
subformula has the correct behavior for this case when posw′(u) = 1. But we are still754
yet to explore when posw′(u) 6= 1. We now look at ϕRNext3 .755
ϕRNext3 := (u =˙ x) ∧ ∃v :
(
RNext(v, y) ∧ (v < u) ∧ (u < y)
)
756
757
Assuming that ϕRNext3 evaluates to true, it must be that there exists some v ∈ D such758
that:759
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u = x760
RNext(v, y) - Therefore v w y761
v < u and u < y762
We know that u = x, therefore we can refer to x as the element of the domain763
for which the symbol is being set. Since v w y and v < x < y, it follows that764
v w′ x w′ y. Therefore we can see that x w′ y and (x, y) ∈ R′Next, which is the765
correct behavior for ϕRNext3 in this case.766
Case 2.2. u = y.767
This case is analogous to Case 2.1. We have ϕRNext4 for when posw′(u) = |w′| and768
we have ϕRNext5 for when posw′(u) 6= |w′|.769
ϕRNext4 := (u =˙ y) ∧Rlast(x) ∧ (u > x)770
ϕRNext5 := (u =˙ y) ∧ ∃v :
(
RNext(x, v) ∧ (x < u) ∧ (u < v)
)
771
772
The intuition behind these subformulas is analogous to the reasoning stated for773
ϕRNext2 and ϕ
RNext
3 .774
Case 3. (x, y) /∈ RNext and (x, y) /∈ R′Next.775
This is the case where none of the subformulas evaluate to true, and therefore φRNextinsζ (u;x, y)776
evaluates to false. Hence (x, y) /∈ R′Next.777
We have proven for each case, the correctness of the update formula for RNext under778
insertion. We now prove the correctness of Rfirst and Rlast by giving update formulas for779
them under the update ∂ = insζ(u).780
φRfirstinsζ (u;x) :=
(
Rfirst(x) ∧ (u > x)
) ∨ ∃y : (Rfirst(y) ∧ (u < y) ∧ (u =˙ x))781
φRlastinsζ (u;x) :=
(
Rlast(x) ∧ (u < x)
) ∨ ∃y : (Rfirst(y) ∧ (u < y) ∧ (u =˙ x))782783
The intuition behind φRfirstinsζ (u;x) is, if u < x where x is the first symbol element, then u is784
the new first symbol element, otherwise x remains the first symbol element. The intuition785
for φRlastinsζ (u;x) follows in analogously.786
787
Part 2 (reset): For this part, we have that ∂ = reset(u) for some u ∈ D. The update788
formula for the RNext relation under reset is defined as:789
φRNextinsζ (u;x, y) :=
(
RNext(x, y) ∧ ((u < x) ∨ (y < u))
) ∨ (RNext(x, u) ∧RNext(u, y))790791
Looking at φRNextinsζ (u;x, y), we can see that (x, y) ∈ RNext and (x, y) ∈ R′Next when (u <792
x)∨ (y < u). If we assume that (x, y) ∈ RNext, it follows that there doesn’t exist some element793
v ∈ D such that x < v < y and w(v) 6= ε. Therefore we have that (u < x)∨ (y < u) can only794
be false if u = x or u = y since there cannot be another element between x and y which has795
a symbol. Therefore if we have that (x, y) ∈ RNext and (x, y) /∈ R′Next it must be that the796
update is reset(x) or reset(y). This is the correct behavior since if w′(x) = ε or w′(y) = ε797
then x 6w′ y.798
We also have that (x, y) /∈ RNext and (x, y) ∈ R′Next when RNext(x, u) ∧ RNext(u, y). We799
can see that RNext(x, u) ∧RNext(u, y) is the case only when x w u w y and if we have that800
∂ = reset(u) then it follows that there doesn’t exist any element v ∈ D such that x < v < y801
D.D. Freydenberger and S.M. Thompson 23:21
and w(v) 6= ε, therefore x w′ y. Therefore the update formula φRNextinsζ (u;x, y) has the desired802
behavior.803
The following is the update formula for Rfirst:804
φRfirstreset(u;x) :=
(
Rfirst(x) ∧ (u > x)
) ∨ (Rfirst(u) ∧RNext(u, x))∨805 (
Rfirst(u) ∧Rlast(u) ∧ (x =˙ $)
)
806
807
Looking at φRfirstreset(u;x), we can see that if x ∈ Rfirst and u > x then x ∈ R′first. We can808
also see that if u ∈ Rfirst, i.e. we are setting w′(u) = ε where posw(u) = 1, then x ∈ R′first809
where u w x. This is because if u w x then it follows that posw(x) = posw(u) + 1 and810
therefore posw(x) = 2 and because we are resetting u, posw′(x) = 1.811
We also have one edge case which is when Rfirst(u) and Rlast(u). If this is the case, it812
follows that |w| = 1 and therefore |w′| = 0, i.e. w′ = ε. Therefore, we have that $ ∈ Rfirst.813
We do this because given an insertion, of some element v ∈ D, it follows that v < $ and814
therefore the update formula φRfirstreset(u;x) has the desired behavior.815
The following is the update formula for Rlast:816
φRlastreset(u;x) :=
(
Rlast(x) ∧ (u < x)
) ∨ (Rlast(u) ∧RNext(x, u))817
∨(Rfirst(u) ∧Rlast(u) ∧ (x =˙ 1))818819
The reasoning behind the update formula φRlastreset(u;x) is analogous to the reasoning given820
earlier for the update formula φRfirstreset(u;x). J821
A.4 Proof of Lemma 3.7822
We first observe two results which help us in the actual proof of Lemma 3.7:823
I Lemma A.2. If y w z then w[x, y] · w[z, v] = w[x, v] where x, y, z, v ∈ D.824
Proof. Because y w z it follows that w[y + 1, z − 1] = ε. Since we can write w[x, v] as825
w[x, y] ·w[y+1, z−1] ·w[z, v] and because w[y+1, z−1] = ε, it follows that w[x, y] ·w[z, v] =826
w[x, v]. J827
I Lemma A.3. If w[x1, y1] = w[x2, y2] and we perform insζ(u) then w′[x1, y1] 6= w′[x2, y2]828
if x1 < u < y1 or x2 < u < y2.829
Proof. If x1 < u < y1 then it follows that |w′[x1, y1]| = |w[x1, y1]|+ 1 but since w′[x2, y2]| =830
|w[x2, y2]| it follows that w′[x1, y1] 6= w′[x2, y2]. The reasoning for when x2 < u < y2 is831
analogous. J832
A.4.1 Actual proof of Lemma 3.7833
Proof. In a similar fashion to the proof for Lemma 3.3, we split this proof into two parts.834
For both parts we assume that Req is correct for a word structure in some state, then prove835
that the update formula φReqinsζ (u;xo, xc, yo, yc) correctly updates Req. We have that Req is836
initialized to be ∅. If our update formulas are all in UCQ, then the equal substring relation837
can be maintained in DynCQ.838
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Part 1 (insertion): For this part of the proof, we have ∂ = insζ(u). Let R′eq denote the839
relation {(xo, xc, yo, yc) | S |= φReqinsζ (u;xo, xc, yo, yc)}. The update formula for Req is:840
φ
Req
insζ (u;xo, xc, yo, yc) :=
9∨
i=1
(
µ
Req
i
) ∧ (xc < yo) ∧ ∨
ξ∈Σ
(Rξ(xo)) ∧
∨
ξ∈Σ
(Rξ(xc))841
∧
∨
ξ∈Σ
(Rξ(yo)) ∧
∨
ξ∈Σ
(Rξ(yc))842
843
We have that for φReqinsζ (u;xo, xc, yo, yc) to evaluate to true, it must be that (xc < yo) and844 ∨
ξ∈Σ
(Rξ(xo)), which is only true when w(xo) 6= ε. Similarly, it must be that w(xc), w(yo) and845
w(yc) are all not the empty word. This is per the definition of the equal substring relation.846
Therefore, it is enough to show that if µReqi = True then w′[xo, xc] = w′[yo, yc] since the other847
cases of the equal substring relation definition have been dealt with.848
Let xo, xc, yo, yc ∈ D be elements of our domain such that xo ≤ xc < yo ≤ yc. We have849
four cases to consider:850
Case 1. w[xo, xc] = w[yo, yc] and w′[xo, xc] 6= w′[yo, yc]:851
From Lemma A.3, we know that if w[xo, xc] = w[yo, yc] and we perform insζ(u) where852
xo < u < xc or yo < u < yc then w′[xo, xc] 6= w′[yo, yc]. Therefore if (xo, xc, yo, yc) ∈ Req853
and xo < u < xc or yo < u < yc then Req should be updated by the update formula such854
that (xo, xc, yo, yc) /∈ R′eq. We now define the µReq1 :855
µ
Req
1 := Req(xo, xc, yo, yc) ∧
(
(u < xo) ∨
(
(xc < u) ∧ (u < yo)
) ∨ (yc < u))856
857
If xo ≤ u ≤ xc then (u < xo) = False, (xc < u) = False and (yc < u) = False. Therefore we858
can see that µReq1 will evaluate to false. If yo ≤ u ≤ yc then (u < xo) = False, (u < yo) = False859
and (u < yc) = False and therefore µReq1 evaluates to false. Hence, if (xo, xc, yo, yc) ∈ Req860
then it cannot be the case that xo < u < xc nor can it be the case that yo < u < yc for861
(xo, xc, yo, yc) ∈ R′eq. Indeed, it could be that u = xo and w(xo) = ζ and therefore w = w′862
even though µReq1 = False, but this is dealt with using µ
Req
2 , which we define later. Similar863
issues arise when u = xc, u = yo and when u = yc, but similarly they are all dealt with later864
on. Therefore, it can be seen that µReq1 correctly maintains Req for this case.865
Case 2. w[xo, xc] = w[yo, yc] and w′[xo, xc] = w′[yo, yc]:866
We again refer to Lemma A.3. From this lemma, we know that if w[xo, xc] = w[yo, yc]867
and we perform insζ(u) but it is not the case that xo ≤ u ≤ xc or yo ≤ u ≤ yc, then868
w′[xo, xc] = w′[yo, yc]. We now look at µReq1 :869
µ
Req
1 := Req(xo, xc, yo, yc) ∧
(
(u < xo) ∨
(
(xc < u) ∧ (u < yo)
) ∨ (yc < u))870
871
If it is not the case that xo ≤ u ≤ xc or yo ≤ u ≤ yc, then we can see that u < xo ∨
(
xc <872
u ∧ u < yo
) ∨ yc is true, and therefore if (xo, xc, yo, yc) ∈ Req then µReq1 evaluates to true. It873
follows that (xo, xc, yo, yc) ∈ R′eq, which is the correct behavior in this case.874
Case 3. w[xo, xc] 6= w[yo, yc] and w′[xo, xc] = w′[yo, yc]:875
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We have eight cases within Case 3, each case has an associated subformula. Since the876
subformulas are joined by disjunction to form φReqinsζ (u;xo, xc, yo, yc), if one of the subformulas877
evaluates to true then (xo, xc, yo, yc) ∈ R′eq. Since we are in the case where w′[xo, xc] =878
w′[yo, yc], we wish to prove that (xo, xc, yo, yc) ∈ R′eq.879
Case 3.1. u = xo and |w′[xo, xc]| > 1:880
For this case, we define µReq2 :881
µ
Req
2 := ∃v1∃v2 :
(
Req(v1, xc, v2, yc) ∧R′Next(xo, v1)882
∧R′Next(yo, v2) ∧Rζ(yo) ∧ (u =˙ xo)
)
883
884
We can see that µReq2 states that (xo, xc, yo, yc) ∈ R′eq if there exists v1, v2 ∈ D, such885
that:886
Req(v1, xc, v2, yc) - which if true, we know that w[v1, xc] = w[v2, yc].887
R′Next(xo, v1) ∧R′Next(yo, v2) - which if true, we know that xo w′ v1 and yo w′ v2.888
Rζ(yo) - which if true, we know that w′[yo, yo] = w′[u, u] = ζ.889
u = xo.890
Assume µReq2 = True, we now show that w′[xo, xc] = w′[yo, yc] must hold. If we have891
that µReq2 = True then we know that w[yo, yo] = w[u, u] and that w[v1, xc] = w[v2, yc],892
therefore it follows that:893
w′[u, u] · w[v1, xc] = w′[yo, yo] · w[v2, yc]894
and since u = xo895
w′[xo, xo] · w[v1, xc] = w′[yo, yo] · w[v2, yc]896
We also have that the only change to the word-structure is that w′(u) = ζ. Therefore897
all substrings that don’t contain u remain unchanged. Therefore:898
w′[xo, xo] · w′[v1, xc] = w′[yo, yo] · w′[v2, yc]899
Since we also have that xo w′ v1 and yo w′ v2, we can use Lemma A.2 which900
gives us that:901
w′[xo, xc] = w′[xo, xo] · w′[v1, xc] and w′[yo, yc] = w′[yo, yo] · w′[v2, yc]902
Therefore we have shown that if µReq2 = True then w′[xo, xc] = w′[yo, yc].903
Case 3.2. xo < u < xc and |w′[xo, xc]| > 1:904
For this case, we define µReq3 :905
µ
Req
3 := ∃z1, z2, z3, z4, v :
(
R′Next(z1, u) ∧R′Next(u, z2) ∧R′Next(z3, v)906
∧R′Next(v, z4) ∧Req(xo, z1, yo, z3)907
∧Req(z2, xc, z4, yc) ∧Rζ(v)
)
908
909
We can see that µReq3 states that (xo, xc, yo, yc) ∈ R′eq if there exists z1, z2, z3, z4, v ∈910
D such that:911
R′Next(z1, u) - which if true, we know that z1 w′ u.912
R′Next(u, z2) - which if true, we know that u w′ z2.913
R′Next(z3, v) - which if true, we know that v3 w′ v.914
CVIT 2016
23:24 Dynamic Complexity of Document Spanners
R′Next(v, z4) - which if true, we know that v w′ z4.915
Req(xo, z1, yo, z3) - which if true, we know that w[xo, z1] = w[yo, z3].916
Req(z2, xc, z4, yc) - which if true, we know that w[z2, xc] = w[z4, yc].917
Rζ(v) - which if true, we know that w′[u, u] = w′[v, v].918
Let µReq3 = True, we know that w[xo, z1] = w[yo, z3], w[z2, xc] = w[z4, yc] and919
w′[u, u] = w′[v, v]. Therefore, we can write:920
w[xo, z1] · w′[u, u] · w[z2, xc] = w[yo, z3] · w′[v, v] · w[z4, yc]921
Since the only change to the word-structure is that w(u) is now ζ where ζ ∈ Σ, we922
know that all subwords of the word-structure that do not contain u remain unchanged,923
therefore:924
w′[xo, z1] · w′[u, u] · w′[z2, xc] = w′[yo, z3] · w′[v, v] · w′[z4, yc]925
Since we are assuming that µReq3 = True, we also have that z1 w′ u and u w′ z2,926
therefore w′[xo, xc] = w′[xo, z1] ·w′[u, u] ·w′[z2, xc] and similarly because v3 w′ v and927
v w′ z4 we have that w′[yo, yc] = w′[yo, z3] · w′[v, v] · w′[z4, yc]. This all follows from928
Lemma A.2. We therefore can see that w′[xo, xc] = w′[yo, yc].929
Case 3.3. u = xc and |w′[xo, xc]| > 1:930
For this case, we define µReq4 :931
µ
Req
4 := ∃v1∃v2 :
(
Req(xo, v1, yo, v2) ∧R′Next(v1, u) ∧R′Next(v2, yc)932
∧ (u =˙ xc) ∧Rζ(yc)
)
933
934
We now show that if µReq4 = True, then w′[xo, xc] = w′[yo, yc]. If µ
Req
4 = True, then935
there exists v1, v2 ∈ D such that:936
Req(xo, v1, yo, v2) - which if true, we know that w[xo, v1] = w[yo, v2].937
R′Next(v1, u) - which if true, we know that v1 w′ u.938
R′Next(v2, yc) - which if true, we know that v2 w′ yc.939
Rζ(yc) - which if true, we know that w′[u, u] = w′[yc, yc].940
u = xc.941
Since w[xo, v1] = w[yo, v2] and w′[u, u] = w′[yc, yc], we know that:942
w[xo, v1] · w′[u, u] = w[yo, v2] · w′[yc, yc]943
Also since the only difference between the word before the update and after the944
update is the changing of w(u) to ζ, we can write:945
w′[xo, v1] · w′[u, u] = w′[yo, v2] · w′[yc, yc]946
Moreover, from Lemma A.2 we know that v1 w′ u and that v2 w′ yc, therefore we947
can write that w′[xo, xc] = w′[xo, v1] ·w′[u, u] and that w′[yo, yc] = w′[yo, v2] ·w′[yc, yc].948
Therefore we have shown that when µReq5 = True, we have that w′[xo, xc] = w′[yo, yc].949
Case 3.4. w′[u, u] = w′[yo, yc] and u < yo:950
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For this case, we define µReq5 :951
µ
Req
5 := (u =˙ xo) ∧ (xo =˙ xc) ∧ (yo =˙ yc) ∧Rζ(yo)952953
We assume that µReq5 = True and then show that w′[xo, xc] = w′[yo, yc] must hold.954
Since u = xo and xo = xc it follows that w′[u, u] = w′[xo, xc]. Furthermore since yo = yc955
we have that w′[yo, yc] = w′[yo, yo]. Therefore the equality w′[xo, xc] = w′[yo, yc] can be956
rewritten as w′[u, u] = w′[yo, yo] and since Rζ(yo), we know that w′[u, u] = w′[yo, yo] is957
in fact the case. Hence, if µReq5 = True then w′[xo, xc] = w′[yo, yc].958
There are four other cases, although they are symmetric to the cases 3.1 to 3.4, i.e.959
we have that yo ≤ u ≤ yc rather than xo ≤ u ≤ xc. Due to the fact that the cases are960
symmetrical, we have omitted the remaining proofs for said cases.961
Case 4. w[xo, xc] 6= w[yo, yc] and w′[xo, xc] 6= w′[yo, yc]:962
For this case, since w′[xo, xc] 6= w′[yo, yc] it must be that φReqinsζ (u;xo, xc, yo, yc) evaluates963
to false. Since we have exhaustively looked at all the cases where w′[xo, xc] = w′[yo, yc] and964
shown that φReqinsζ (u;xo, xc, yo, yc) evaluates to true, if w
′[xo, xc] 6= w′[yo, yc] it must be that965
φ
Req
insζ (u;xo, xc, yo, yc) evaluates to false.966
967
Part 2 (reset): For this part, we have that ∂ = reset(u).968
φ
Req
reset(u;xo, xc, yo, yc) :=
8∨
i=6
(
µ
Req
i
) ∧ (xc < yo) ∧ ∨
ξ∈Σ
(Rξ(xo)) ∧
∨
ξ∈Σ
(Rξ(xc))969
∧
∨
ξ∈Σ
(Rξ(yo)) ∧
∨
ξ∈Σ
(Rξ(yc))970
971
Case 1. w[xo, xc] = w[yo, yc]:972
For this case we define the subformula µReq6973
µ
Req
6 := Req(xo, xc, yo, yc) ∧
(
(u < xo) ∨
(
(xc < u) ∧ (u < yo)
) ∨ (yc < u))974
975
This subformula states that if (xo, xc, yo, yc) ∈ Req and xo ≤ u ≤ xc or yo ≤ u ≤ yc then976
µ
Req
6 = False. Whereas, if (xo, xc, yo, yc) ∈ Req and it is not the case that xo ≤ u ≤ xc or977
yo ≤ u ≤ yc then µReq6 = True and hence (xo, xc, yo, yc) ∈ R′eq. This is due to the fact that we978
can only reset one element at a time, u, and therefore since xc < yo, if u is in either [xo, xc] or979
[yo, yc] then w′[xo, xc] 6= w′[yo, yc] because exactly one of them has changed. If it is not the980
case that u is in either [xo, xc] or [yo, yc], then w[xo, xc] = w′[xo, xc] and w[yo, yc] = w′[yo, yc].981
Indeed, it could be the case that w(u) = ε and therefore the update has no effect on the982
word, but this is dealt with by µReq7 and µ
Req
8 which are defined later on.983
Case 2. w[xo, xc] 6= w[yo, yc]:984
We have two cases to explore, when xo ≤ u ≤ xc and when yo ≤ u ≤ yc. These cases are985
symmetrical and therefore we only explore the case where xo ≤ u ≤ xc. If neither of these986
conditions are met, then it follows that w′[xo, xc] 6= w′[yo, yc]. For this case, we define µReq7 :987
µ
Req
7 := ∃z1, z2, z3, z4 :
(
Req(xo, z1, yo, z3) ∧Req(z2, xc, z4, yc)∧988
RNext(z1, u) ∧RNext(u, z2) ∧RNext(z3, z4)
)
989
990
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We assume that µReq7 evaluates to true and show that w′[xo, xc] = w′[yo, yc] must hold. If991
µ
Req
7 = True, then there must exists z1...4 and v such that:992
Req(xo, z1, yo, z3) - therefore w[xo, z1] = w[yo, z3]993
Req(z2, xc, z4, yc) - therefore w[z2, xc] = w[z4, yc]994
RNext(z1, u) - therefore z1 w u995
RNext(u, z2) - therefore u w z2996
RNext(z3, z4) - therefore z3 w z4997
We can see that if µReq7 holds that z1 w u w z2 but since ∂ = reset(u) it follows that998
z1 w′ z2. Therefore it follows that w′[xo, xc] = w′[xo, z1] · w′[z2, xc] and w′[yo, yc] =999
w′[yo, z3] · w′[z4, yc]. Hence we can see that w′[xo, xc] = w′[yo, yc].1000
We also have µReq8 which is equivalent to µ
Req
7 but for the case where yo < u < yc rather1001
than xo < u < xc. We have omitted this due to the fact that it is analogous to µReq7 . J1002
A.5 Proof of Lemma 3.111003
Proof. We prove this lemma using structural induction with the recursive definition of a1004
SpLog formula, given in Definition 2.5.1005
B1. (W =˙ ηR) for every ηR ∈ (Ξ ∪ Σ)∗.1006
Since we are assuming that W ∈ Σ∗ and that ηR does not contain W, we have that W =˙ηR1007
is equivalent to W ∈ LE,Σ(ηR). We have proven in Lemma 3.9, and Corollary 3.10, that we1008
can maintain a 0-ary relation which is true if and only, given some pattern α ∈ (Ξ ∪Σ)∗, the1009
word structure is currently a member of LE,Σ(α). According to the construction which we1010
gave in Lemma 3.9, given a variable x ∈ Ξ, where x = αi, we have two variables ti, xi ∈ D1011
such that the word w[ti, xi] represents σ(x) for some substitution σ. Removing the existential1012
quantifiers for ti and xi allows us to maintain the relation defined by α.1013
R1. (ψ1 ∧ ψ2) for all ψ1, ψ2 ∈ SpLog(W).1014
Assuming we have update formulas φψ1∂ (u; ~v1) and φ
ψ2
∂ (u; ~v2) for SpLog formulas ψ1 and1015
ψ2 respectively, the update formula for φψ1∧ψ2∂ (u; ~v1 ∪ ~v2) is φψ1∂ (u; ~v1) ∧ φψ2∂ (u; ~v2).1016
R2. (ψ1 ∨ ψ2) for all ψ1, ψ2 ∈ SpLog(W) with free(ψ1) = free(ψ2).1017
Assuming we have update formulas φψ1∂ (u;~v) and φ
ψ2
∂ (u;~v) for SpLog formulas ψ1 and1018
ψ2 respectively, the update formula for φ(ψ1∨ψ2)∂ (u;~v) is φ
ψ1
∂ (u;~v) ∨ φψ2∂ (u;~v).1019
R3. ∃x : ψ for all ψ ∈ SpLog(W) and x ∈ free(ψ) \ {W}.1020
If a variable x ∈ Ξ is existentially quantified within the SpLog formula, then we existentially1021
quantify the variables xi, ti ∈ D where w[xi, ti] represents σ(x) for some substitution σ.1022
R4. (ψ ∧ CA(x)) for every ψ ∈ SpLog(W), every x ∈ free(ψ), and every NFA A.1023
Let A := (Q, δ, s, F ) be a NFA. We have that Q is a finite set of states, δ : Q× Σ→ Q is1024
the transition function, s is the initial state and F ⊆ Q is the set of accepting states. We1025
denote the reflexive and transitive closure of δ as δ∗ : Q× Σ∗ → Q.1026
We can maintain a relation which has (i, j) for which the string “bounded” by the elements1027
i ∈ D and j ∈ D is in L(A). The formal definition of the relation that we maintain is:1028
RA := {(i, j) ∈ D2 | w[i, j] ∈ L(A)}1029
From Proposition 3.3 in Gelade, Marquardt, and Schwentick [9], we know that the1030
following relations can be maintained in DynPROP, and from [19] (Theorem 3.1.5 part b) we1031
know that DynPROP is a strict subclass of DynCQ. Hence we can maintain the following in1032
D.D. Freydenberger and S.M. Thompson 23:27
DynCQ:1033
Rp,q := {(i, j) ∈ D2 | i < j and δ∗(p, w[i+ 1, j − 1]) = q}1034
Iq := {j ∈ D | δ∗(s, w[1, j − 1]) = q}1035
Fp := {i ∈ D | δ∗(p, w[i+ 1, n] ∈ F}10361037
Where p, q ∈ Q. We also know, from [9], that we can maintain the 0-ary relation ACC,1038
which is true if and only if w′ ∈ L(A).1039
We maintain RA with the following update formula:1040
φRA∂ (u;x, y) := ψ
RA
1 ∨ ψRA2 ∨ ψRA3 ∨ ψRA410411042
Where each ψRAi is a subformula which we now define for separate cases. Note that for1043
any relation, R, we use R′(~x) to denote φR∂ (u; ~x).1044
ψRA1 := ∃x2, y2 :
(
R′Next(x2, x) ∧R′Next(y, y1) ∧
∨
f∈F
(R′s,f (x2, y2)
)
1045
1046
Since Rp,q(x, y) refers to the substring from position x+ 1 to y − 1, and we wish to examine1047
the string from position x to y, we look at R′s,f (x2, y2) where x2 w′ x and y w′ y2. If it1048
is indeed the case that x2 w′ x and y w′ y2 then w′[x2 + 1, y2 − 1] = w[x, y]. Therefore1049
R′s,f (x2, y2), for f ∈ F , is true for such x2 and y2 if and only if δ∗(s, w[x, y]) ∈ F which is1050
the desired behavior for this case. Note that ψRA1 fails if there doesn’t exist x2 such that1051
x2 w′ x or there doesn’t exists y2 such that y w′ y2. This is dealt with using ψRA2 , ψRA31052
and ψRA4 , which we explore next.1053
If R′last(y) then w′[x, y] = w′[x, n] where n = |D|. Therefore, we can use F ′s(x2) for some1054
x2 ∈ D where x2 w′ x and s is the initial state of the NFA, to see whether δ∗(s, w′[x, n]) ∈ F1055
and hence whether δ∗(s, w′[x, y]) ∈ F . To realize this behavior, we define ψ2.1056
ψRA2 := ∃x2 :
(
R′Next(x2, x) ∧R′last(y) ∧ F ′s(x2)
)
1057
1058
If R′first(x) then w′[1, y] = w′[x, y]. Therefore, we can use I ′f (y2) for some y2 ∈ D where1059
y w′ y2 and f ∈ F , to see whether δ∗(s, w′[1, y]) ∈ F and hence whether δ∗(s, w′[x, y]) ∈ F .1060
To realize this behavior, we define ψ3.1061
ψRA3 := ∃y2 :
(
R′Next(y2, y) ∧R′first(x) ∧
∨
f∈F
(I ′f (y2))
)
1062
1063
If R′first(x) and R′last(y) then w′[x, y] = w′ and therefore it follows that w′[x, y] ∈ L(A) if1064
and only if w′ ∈ L(A). We only need to see if ACC′ is true for this case. We realize this1065
behavior by defining ψ4.1066
ψRA4 := R′first(x) ∧R′last(y) ∧ ACC′10671068
To simulate (ψ ∧ CA(x)) for every ψ ∈ SpLog(W), every x ∈ free(ψ), and every NFA A1069
within DynCQ, we do the following; let φψ∂ (u;~v) be an update formula for ψ ∈ SpLog and1070
since for some σ(x), where x ∈ free(ψ), has xi, ti ∈ D associated with it, we can use1071
φψ∂ (u;~v) ∧ φRA∂ (u;xi, ti) which is true if and only if w′[xi, ti] ∈ L(A). J1072
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A.6 Proof of Theorem 3.121073
Proof. From Freydenberger [6] it is known that SpLog realizes exactly the core spanners.1074
Although maintaining the relation of the spanner that SpLog realizes is not the same as1075
maintaining the spanner relation as defined in 2.3, although the changes we need to make1076
are trivial.1077
Let P be a spanner and let ψP be a SpLog formula that realizes P . We know that1078
free(ψP ) = {xP , xC | x ∈ SVars (P )}, and for every x ∈ SVars (P ) where [i, j〉 := µ(x), we1079
have both σ(xP ) = w[1,i〉 and σ(xC) = w[i,j〉. Let RP be a relation that maintains the1080
spanner P . The only difference between update formulas that maintain P and update1081
formulas that maintain the relation SpLog selects which realizes P is that the two elements1082
xPo , x
P
c ∈ D that are used to represent the SpLog variable xP are existentially quantified. J1083
B Proofs of for Section 41084
B.1 Proof of Proposition 4.11085
Proof. To maintain the equal length relation, we take the update formulas from Lemma 3.71086
and omit any atoms relating to the symbol of an element of the domain D. We also remove1087
the constraint that the first subword must appear before the second. We also use R¯len in any1088
update formula, rather than Req. The only exception to omitting all atoms relating to the1089
symbol of an element, is to ensure that w[u1] 6= ε, w[u2] 6= ε, w[v1] 6= ε, and w[v2] 6= ε. Since1090
the equal length relation is not selectable with core spanners, we have shown that DynCQ1091
can maintain relations that are not selectable with core spanners. J1092
B.2 Proof of Lemma 4.21093
Proof. This is a corollary of Lemma 3.7 and uses the equal length relation from Corollary 4.1.1094
Let P be a 2-ary relation such that P (x, y) holds if and only if |w[x, y]| = 2n for some1095
n ∈ N. This can be maintained by having that P (x, y) holds if |w[x, y]| = 1 or if there1096
exists z1, z2 ∈ D such that P (x, z1), P (z2, y), R′Next(z1, z2) and that R¯len(x, z1, z2, y). If1097
we assume that |w[x, z1]| = 2n for some n ∈ N, which we do because we have the base1098
case of w[x, y] = a, and that |w[x, z1]| = |w[z2, y]|, then it follows that if R′Next(z1, z2) then1099
w[x, y] = w[x, z1] · w[z2, y] and therefore |w[x, y]| = 2|w[x, z1]| and hence |w[x, y]| = 2n+1.1100
We can easily see that an update formula for insertion and reset can be created for such1101
a relation P , to check that |w| = 2n we simply see whether P (1, $) holds. J1102
B.3 Proof of Proposition 4.31103
Proof. To prove this proposition, we show how each relation can be maintained. The1104
relations Rscatt, Rnum(a), and Rrev have case distinctions equivalent to the proof for Lemma1105
3.7, therefore we give the overarching idea of the proof but without exploring every case.1106
Part 1 (Maintaining Rscatt): To maintain Rscatt under insertion, we give three steps; inher-1107
itance, base case, and the recursive step.1108
We have that if w[u1, u2] is a scattered subword of w[v1, v2] and u is outside of the1109
interval [u1, u2], then w[u1, u2] remains a scattered subword of w[v1, v2] and therefore1110
R′scatt(u1, u2, v1, v2) should hold. We call this step inheritance.1111
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The base case is that given the update insζ(u) for some u ∈ D, if there exists v ∈ D such1112
that v1 ≤ v ≤ v2 and w[v] = w[u] = ζ, then it follows that w[u] is a scattered subword of1113
w[v1, v2] and therefore R′scatt(u, u, v1, v2) should hold.1114
For the recursive step, give that we have some update insζ(u), if w[u1, x1] is a scattered1115
subword of w[v1, x2] and w[x3, u2] is a scattered subword of w[x4, v2], it follows that w[u1, u2]1116
is a scattered subword of w[v1, v2] if x1 w′ u w′ x3 and w[u] is a scattered subword of1117
w[x2, x4].1118
Deletion is dealt with analogously, although without the base case. We do not give all the1119
cases with corresponding subformulae due to the fact that this would follow very similarly to1120
the proof from Lemma 3.7.1121
Part 2 (Maintaining Rnum(a)): As with part 1, we give three steps; inheritance, the base1122
case(s), and the recursive step.1123
We have that if |w[u1, u2]|a = |w[v1, v2]|a and u is outside of the interval [u1, u2], then1124
|w′[u1, u2]|a = |w′[v1, v2]|a and therefore R′num(a)(u1, u2, v1, v2) should hold. We call this step1125
inheritance. We have that (u1, u2, v1, v2) is not inherited if u ∈ [u1, u2] or u ∈ [v1, v2], but1126
this should be dealt with by the recursive step.1127
To maintain Rnum(a), we have two base cases. Given the update insa(u), we have that1128
|w′[u]|a = |w′[v]|a if w′[v] = a and for all b ∈ Σ \ {a} we have |w′[u]|b = |w′[v]|b.1129
For the recursive step, we have that if |w[u1, x1]|a = |w[v1, x2]|a and |w[u]|a = |w[v]|a and1130
|w[x3, u2]|a = |w[x4, v2]|a where x1 w′ u w′ x3 and x2 w′ v w′ x4, then |w′[u1, u2]|a =1131
|w′[v1, v2]|a.1132
Dealing with deletion is analogous to insertion but without the base case.1133
Part 3 (Maintaining Rrev): We can maintain this with a simple variation of the update1134
formula which maintains Req. Firstly, we remove the constraint that the first subword1135
must appear before the second. We then swap all atoms in the update formulae of the1136
form RNext(x, y) with RNext(y, x). Similarly we replace atoms of the form φRNext∂ (u;x, y) with1137
φRNext∂ (u;x, y).1138
Part 4 (Maintaining Rperm): We can maintain Rperm by doing the following:1139
φ
Rperm
∂ (u;u1, u2, v1, v2) :=
∧
ζ∈Σ
(
φ
Rnum(ζ)
∂ (u;u1, u2, v1, v2)
)
1140
1141
Part 5 (Maintaining R<): We can maintain R< by doing the following:1142
φR<∂ (u;u1, u2, v1, v2) := ∃x1∃x2 :
(
Rlen(x1, x2, v1, v2) ∧ (v1 < v2) ∧ (x1 < v1)1143
∧ (v1 < x2) ∧ (x1 < v2) ∧ (v2 < x2)
)
J1144
1145
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