The instantaneous out-of-plane displacement two-dimensional (2-D) maps associated to the scattering generated by the interaction of Rayleigh-Lamb waves with defects in plate structures can be measured using pulsed TV-holography (PTVH) and employed to characterize damage in non-destructive inspection applications. On the basis of visual comparisons we have shown previously that, except for the amplitude in the backscattering zone, a reasonable description of the measured experimental scattering patterns produced by holes both in harmonic and transient regimes can be obtained using the finite element method (FEM) combined with a 2-D model based on the scalar wave equation. In this work a systematic quantitative analysis of the agreement between FEM simulated maps and filtered experimental PTVH maps is developed considering both the spatial distribution of the local (pixel-wise) error in amplitude and phase and the corresponding global (averaged) errors over different areas in the 2-D image of the acoustic field. Changes produced in the experimental values by the speckle noise and variations introduced in the numerical values by the uncertainty in the characterization of the incident acoustic wave and the shape and position of the hole are characterized in order to obtain the net value of the error between theory and experiment.
INTRODUCTION
Ultrasonic techniques are routinely employed for non-destructive testing (NDT) and evaluation of plate-like structures in industry 1 . Our group has demonstrated that ultrasonic non-destructive inspection of plates can be performed using a selfdeveloped pulsed TV-holography (PTVH) system [2] [3] [4] [5] that records the two-dimensional (2D) acoustic field of instantaneous out-of-plane displacements over the surface of the plates, from which information related to defects (position, dimensions, orientation, etc.) can be extracted by analyzing the features of the associated scattering pattern. We have also shown that the direct problem of the scattering of Rayleigh-Lamb waves by through-thickness defects in plates can be solved by using numerical methods combined with a simplified 2-D scalar model, rendering numerical scattering patterns that by visual comparison show a reasonable agreement with the experiment, both in harmonic and transient regimes, except for the amplitude in the backscattering zone [6] [7] [8] [9] .
In this work we illustrate, in the case of the scattering of Rayleigh-Lamb waves in the harmonic regime, a general approach 10 that can be employed to obtain a systematic quantitative analysis of the agreement between simulated maps and filtered experimental PTVH maps. For completeness we first review the essential points of the scalar 2-D model and the nomenclature for the harmonic case, the method for obtaining experimental data by PTVH and the numerical implementation of the scalar model using the finite element method (FEM) (more details can be found in references 2-10). Then we introduce the local (pixel-wise) error in amplitude and phase and the corresponding global (averaged) 1 
The complex amplitude of the total field can be discomposed as , where and represent the complex amplitude of the incident and scattered fields, respectively. Then, provided that the incident field on its own verifies the homogeneous Helmholtz equation, expressions (1-2) can be rewritten in terms of the scattered field as
in ∂Γ .
In addition to (4) (5) , scattered outgoing waves are guaranteed by the radiation condition 12 0 ≫ 1
over a circle ∂Γ concentric with the hole with radius (large compared with the Rayleigh wavelength 2 / ) and outwards unit normal . For the cases of a plane incident wave or a homogeneous cylindrical incident wave our boundary value problem (BVP), stated by expressions (4-6), has a well-known analytical solution of the form 13 , cos
that describes the scattered field as a superposition of cylindrical waves , with different amplitudes and phases that diverge from a virtual source located in the center of the hole D. A FEM solution based on the discretized version of the BVP (4-6) should match expression (7) with the adequate values of the coefficients (table 1) and can be employed for checking the numerical calculation of the scattered field.
Despite the a priori applicability of this simplified 2-D scalar model has been discussed previously 6, 7, 10 , we recall the fact that it is valid for regions located a few wavelengths away from the hole, where contributions of the evanescent modes are not relevant. An exact description of the scattering process requires both propagating and evanescent Lamb and SH modes for taking into account modal conversion effects at the cylinder border and to fulfill the stress-free boundary conditions (see f.i. reference 6 and references therein for a more detailed discussion).
MATERIALS AND METHODS

Experimental methods
Several through-thickness holes (with nominal diameter in the range 1 mm to 12 mm) were adequately prepared in aluminum plates with dimensions 300 mm × 100 mm × 10 mm for the experiments. The geometry and dimensions of the holes were characterized using a metallographic binocular microscope and a XY translation stage with 1 m resolution obtaining a maximum relative error between the measured and nominal diameters lower than 8%.
Quasi-monochromatic Rayleigh waves were generated in these plates by means of the classical wedge method exciting the piezoelectric with a long tone-burst consisting of 99 cycles with a central frequency (1,00 ± 0,01) MHz (figure Table 1 . Values of the coefficients in expression (7) for the field scattered by a cylinder with circular section and homogeneous Neumann boundary conditions when the incident harmonic wave is: (a) a plane wave that travels along the direction , (b) a homogeneous cylindrical wave generated by a line source parallel to the axis that intersects the top side of the plate at the source point F with position vector and Cartesian and cylindrical coordinates , , and , , , respectively (figure 1.b). , and so on) in such a way that expression (8) we can be written also in terms of the complex amplitudes as
As a necessary complement for each experimental sequence , , we additionally obtain its reference and calibration images in the experimental set-up using the CCD camera with white light illumination. The reference image records the top surface of the plate in the measurement conditions of the experiment (figure 2.b) and the calibration image is the same thing but setting over the top surface of the plate two calibration segments with known lengths oriented respectively along the directions and . In this way, assuming that the image formation process is aplanatic, by measuring the length in pixels of the reference segments in the calibration image we determine the corresponding effective lengths of a pixel at the objet plane Δ and Δ along directions and (i.e. the spatial resolution of the image). In this way we can transform pixel values measured over the image to lengths over the top face of the plate or viceversa. After that, the reference image is used to characterize the position and dimensions of the hole for each experiment assuming that the rim of the hole can be described as a circumference with center of curvature with coordinates , and radius in such a way that any point in the hole rim with coordinates , verifies the equation of the circumference . On this basis, by obtaining over the reference image the coordinates , ; , ; , of three points P , P , P in the rim of the hole (figure 3.b) the coordinates of the center of curvature can be obtained by solving a simple linear system with a coefficient matrix that can be written as a function of the coordinates of the position vector of P with respect to P and P . Once the coordinates of the center are known, the radius results from the circumference equation and the set , , completely characterize the geometry and position of the hole over the top surface of the plate ∂Γ in the measurement conditions. Hence, the complete set of results for one experiment is composed by the complex amplitude of the total displacement over the ROI, the corresponding complex amplitudes and of the incident and scattered fields within the ROR and the characteristics of the geometry and position of the hole , , . This experimental output set , , , , , is employed to define, a priori, the inputs to the associated direct scattering problem and, a posteriori, to verify the solution of the direct problem obtained with the numerical model.
Numerical methods
Following the standard approach to FEM 14 , a discretized version of the BVP stated in equations (4-6) was implemented using a computational domain G limited by two concentric circles ∂G and ∂G (figure 4). With reference to the notation of expressions (4-6) the roles of Γ , ∂Γ and ∂Γ are played in the FEM implementation by G , ∂G and ∂G , respectively. Equation (4) with the characteristic value of the Rayleigh wavenumber has to be verified inside G . The interior circle ∂G is the border of the hole itself, where boundary condition (5) applies as a function of the derivative of the incident field. The radiation boundary condition (6) is employed over the exterior circle ∂G with a radius that has to be selected to be much larger that the acoustic wavelength and to include the ROI corresponding to experimental data (in practical terms we have employed ≈ 20 ).
As the experimental value of the incident field can only be obtained within a ROR that does not contain the hole border (figure 3.a), we found an analytical approximation to the complex amplitude of the incident field inside the ROR to be extrapolated to determine the value of the complex amplitude of the incident field all over the ROI and, in particular, its normal derivative at the hole border in the boundary condition (5) and, subsequently, the Rayleigh wavenumber to be employed in equations (4) and (6) and to establish the size of the exterior boundary ( ≈ 20 ). With this aim we assumed that the incident field of the top surface of the plate can be described as a quasi-cylindrical inhomogeneous wave that diverges from point F, deriving its analytical approximation by following an objective matching procedure in five steps 10 : 1) using the same method employed to characterize the position of the center of hole over the reference image, the position of point F is obtained as the center of curvature of the wavefronts of the field (figure 3.a); 2) a reference point Q with coordinates , is fixed by setting and by choosing in such a way that Q is located roughly at the center of the ROR, obtaining the profiles , and , which characterize at Q the distribution of the complex amplitude of the incident field in the and directions, respectively; 3) it is assumed that the complex amplitude of the incident field can be factorized as
where the models for and are congruent with the usual description of the phase of a cylindrical wave in the Fresnel approximation and allow to describe the expected attenuation of amplitude in the direction of wave propagation and the inhomogeneous behavior of the amplitude in the transversal direction (table 2); 4) the best-fit values , [ , , ,
of the parameters of these models are found by matching to , and to , using a least squares procedure. In particular, as the line of the horizontal profile , goes through F we have that the Rayleigh wave number can be estimated as the best-fit value of parameter ; 5) and are global renormalization factors in amplitude and phase that provide, if necessary, Figure 4 . Scheme of the computational domain employed to solve the direct scattering problem in harmonic regime with FEM, showing the relative position of the virtual source F, the wedge and the ROI with the reference system. Table 2 . Models employed in expression (10) to obtain the analytical approximation to the complex amplitude of the incident field . The best-fit value of the parameter is used to obtain the Rayleigh wavenumber .
additional degrees of freedom to obtain a better global matching of the analytical approximation considering all the values of the complex amplitude of the incident field within the ROR. Finally, the analytical approximation is completely determined by expression (10) , table 2 and the best-fit values  , [ ,  ,  , 
Practical implementation and data processing based on this approach have been developed employing COMSOL Multiphysics and self-developed routines in MATLAB. We have meshed the domain with triangular second order Lagrange finite elements, assuring at least 10 elements per acoustic wavelength. The analytical solutions for the scattered field given by equation (7) and table 1 were employed for testing the output of FEM code, obtaining an average relative error lower than 3/1000, that was enough for our present purpose. Combining the complex amplitude of the scattered field obtained from the output of the FEM numerical calculations with the previously obtained analytical approximation of the incident field the numerical value of the complex amplitude of the total field is obtained all over the ROI as
that is the raw numerical output that has to be compared with the experiment. The numerical field is a function of the inputs parameters for the direct scattering problem: the analytical approximation to the incident field , which implicitly include the value of Rayleigh wavenumber , and the dimension and position of the hole over the image , , . The set of inputs that define the direct scattering problem , , , is obtained directly or indirectly from the experimental output set as have been explained before.
Quantitative comparison of experimental and numerical fields
In order to develop a quantitative comparison between experimental and numerical fields over a given region, beyond the previously developed visual comparison of images and profiles for the harmonic case 6, 7 , we have used the general definitions and strategy for the comparison of real fields outlined in appendix A which allows to check their agreement both locally (pixel-wise), using the absolute local error distribution, and globally, using as the essential figure of merit a sort of averaged relative error 10 .
In this way, considering first the case of complex fields and within a certain region R, we compare separately, on the one hand, the associated amplitudes and and, on the other hand, the associated phases and . In this way, applying expressions of appendix A to this case, the total error between and can be characterized pixel-wise by the local total error (local total error distribution) in amplitude and phase
and globally by the RMS relative total error (or global relative total error) in amplitude and phase
being
We used notation of table 3 in the case F4 (Tm for amplitude and TM for phase) to obtain expression (12) from (A.1), expression (13) To correctly appreciate the meaning of the previously defined total errors in expression (12-13) we have to bear in mind that they account for the differences between theory and experiment associated to the accuracy and quality of the theoretical scalar 2-D model, but include also the effect of fluctuations in the experimental and numerical fields with other origins. Firstly, the complex amplitude of the experimental field can be discomposed as
where 〈 〉 represents the expected value of the complex amplitude of the experimental field, which is the experimental value of the complex amplitude of the true out-of-plane acoustic displacement field at the top surface of the plate that could be obtained by removing all the effects that can produce a lack of repeatibility in the measurement of the quasi-Rayleigh wave train with our experimental HTVP system, and Δ m is a noise component which include the variations associated to the lack of repeatability, in our case mainly associated to the fluctuations of the speckle fields. Secondly, in a similar way, the complex amplitude of the numerical field can be written as
where 〈 〉 represents the expected value of the complex amplitude of the numerical field, which is the numerical value of the complex amplitude corresponding to the out-of-plane acoustic displacement predicted by the scalar 2D model that could be obtained in the simulations for the hole in the case that all the input parameters that define the direct scattering problem , , , were known with no uncertainty at all, and Δ m is a sort of noise component that accounts for the variation in the numerical solution associated to the uncertainties in the characterization of this input set. The standard uncertainties , ,
the parameters that define the analytical approximation were identified with the confident interval provided by the least-square algorithm mentioned in section 3.2. The standard uncertainties , and for the characterization of the position and dimensions of the hole were obtained combining the characterization procedure explained in section 3.1 with the Monte Carlo method 15, 16 assuming that the measurement error of the coordinates of any point measured over the reference image is 1 pixel (i.e. the associated rectangular probability density function is 2 pixels wide). We have used threesomes that guarantee a condition number of the matrix of coefficients of the linear system ‖ ‖‖ ‖ lower than 4 and neglected the contribution of the uncertainties corresponding to Δ and Δ .
Following again the definitions of appendix A, we can define the parameters that characterize the repeatability and characterization errors. On the one hand, taking the amplitude 〈 〉 and phase 〈 〉 of 〈 〉 as the Table 3 . Notation for the comparison between real scalar fields corresponding to the evaluation of the characterization error (F1) the net error between theory and experiment (F2), the repeatibility error (F3) and total error (F4): problem field (C1), reference field (C2), RMS value of the reference field (C3), local error in or RMS absolute error in R (C4) and RMS relative error (C5). When there is no ambiguity about what are the reference and problem fields or about whether the error is local at point or global in region R we can use a simplified notation suppressing also the arguments ψ, ψ , or R .
problem fields and the amplitude and phase of m as the corresponding reference fields within a region R in such a way that we can obtain the local repeatibility error as
and the RMS relative repeatability error (or global relative repeatability error) as
On the other hand, taking the amplitude and phase of as the problem fields and 〈 〉 and phase 〈 〉 of 〈 〉 as the corresponding reference fields in R we can evaluate the local characterization error as
and the RMS relative characterization error (or global relative repeatability error)
Finally, the agreement between theory and experiment associated to the accuracy and quality of the theoretical scalar 2-D model would have to be characterized by the direct comparison of the amplitude and phase of the fields 〈 〉 and 〈 〉 , that can be characterized in R by the local net error
and the RMS relative net error (or global relative net error)
We used again notation of table 3 in the cases F3, F1 and F2 (Rm, Nm and Cm for amplitude and RM, NM and CM for phase) to obtain, respectively, expressions (17), (19) and (21) 
and from expression (A.12) for the RMS relative errors (or global relative errors)
Hence, both for amplitude and phase, the total error (ε -like) results from the superposition of the characterization (ε -like), repeatibility (ε -like) and net (ε -like) errors, which is linear for the local (pixel-wise) case in expression (23) and quadratic for the global case in expression (24), where we have suppressed the explicit argument R denoting the common region in which all the global error has to be evaluated. Reciprocally, the net errors ε -like) can be obtain from the (ε -like), (ε -like) and (ε -like) counterparts. These conclusions depend on the validity of the conditions of applicability of expressions (A.10) and (A.12) stated in appendix A, which are quite reasonable in our case. On the one hand, the origin of the variations or fluctuations of the three components of the error are different: the ε -like errors are generated by effects associated to the experimental system and the speckle noise, the ε -like errors are generated by the uncertainties associated to the procedures to obtain the analytical approximation of the incident field and the dimensions and position of the defects and the ε -like errors are associated to the goodness of the scalar model to describe the experiments. Hence, it is reasonable to assume that the corresponding fields of local error ε , ε and ε are significantly not-correlated. On the other hand, both ε -like and ε -like local error fields ε and ε have expected value zero, as a consequence of their definition in expression (19) and (21). Finally, the ergodicity of these fields is commonly assumed in order to be able to derive expected values using averaged values over only one realization of the random process.
In this framework, the most robust approach to obtain the ε -like errors would be to derive from and coherent and reliable estimates of their expected values 〈 〉 and 〈 〉 , which implies to accurately characterize the fluctuations using a high number of experiments and numerical simulations for each particular direct scattering problem (i.e. for each defect position and dimensions and type of incident field). Having done that, it would make sense to calculate the local and global ε -like errors both using expressions (21-22) by direct comparison of the fields 〈 〉 and 〈 〉 or, alternatively, using expressions (12-13), (17-20) and (23-24). However, to circumvent such costly and time-consuming process, we have used as a first step here a procedure which does not use a coherent estimate for 〈 〉 and do use a single coherent and reliable estimate of 〈 〉 that can be employed as a common reference for the whole set of experiments with holes of different sizes. In this case, we cannot compare the fields 〈 〉 and 〈 〉 directly and so we cannot determine ε -like local errors, but we do determine a first rough estimate of the ε -like global error in terms of the corresponding ε -like, ε -like and ε -like global errors.
With this objective, we have evaluated the ε -like error using in (12-13) the amplitude and phase of the corresponding experiment and numerical raw outputs of the fields and , whilst the ε -like and ε -like errors are obtained using in (17-20) a series of complementary experimental and numerical fields. On the one hand, the ε -like error is obtained by recording sequences of the propagation of the given acoustic field in a region of the plates without defects in nearly identical conditions, except for the fact that the experimental system is kept at rest during 5 minutes between consecutive sequences. In this way we get fields
with the same expected value 〈 〉 and, assuming that the noise component Δ has expected value zero, we can reasonably estimate
Using the amplitude 〈 〉 and phase 〈 〉 of 〈 〉 obtained in (26) as the problem fields and the amplitude and phase of obtained in (25) as the corresponding reference fields in (17-18) we get the ε -like errors (to obtain the absolute value of the local ε -like errors or the global ε -like errors the role of the problem and reference fields can be exchanged in this case because they have practically the same RMS value). On the other hand, the ε -like errors were estimated using the presented numerical method to solve several direct scattering problems (4-6) using slightly modified versions of the parameters of the input set , , , according to the Table 4 . Major contributions to the global relative characterization error that were employed to estimate the value of the global relative characterization error ε (the same scheme was employed to obtain the characterization error in amplitude ε and phase ε ).
Numerical solution Hole Incident wave Input set of the direct scattering problem Characterization error (partial estimate) T I 0 T I ε T T I 2 ε T T I ε I T I ε I ε ε T ε I being ε T max ε T , ε T , ε I max ε I , ε I corresponding standard uncertainties: either using holes with different position and dimensions -f.i. a hole centered at , with radius -or using slightly different versions of the analytical approximation for the incident field -f.i an analytical approximation with a slightly different value of the wavenumber, determined by expression (10), table 2 and all the best-fit values except that we use instead of . In this way we get different direct scattering problems rendering different numerical fields
Using the amplitudes and phases of obtained in (27) as the reference field and the amplitude and phase of the numerical field with the unmodified input set , , , as the problem field in (19-20) we get estimates of the ε -like errors (again to obtain absolute value of the local ε -like errors or the global ε -like errors the role of the problem and reference fields can be exchanged for the same reasons stated in the previous case). From these group we selected the major uncorrelated contributions, which in our case were associated to changes in , , and in , respectively, which were combined in a quadratic sum to get the final estimate for global ε -like errors (see table 4 ). Finally, we combine the global ε -like, ε -like and ε -like errors in expression (24) to obtain the ε -like global errors. As stated previously, local ε -like, ε -like and ε -like errors cannot be combined in (23) to obtain a good estimate of the local ε -like errors.
RESULTS
We have applied the presented methodology to obtain the experimental and the corresponding numerical out-plane displacement fields for the scattering of quasi-Rayleigh harmonic waves with a whole set of holes (figure 5). Among these results we consider here in detail the representative case of the hole T with 2 12 mm, including the values obtained for the parameters that characterize the wave propagation and the position and dimensions of the hole (table 5) , the image of the distribution of the local total error in amplitude and phase and its corresponding profiles along the and directions ( figure 6 ), the analysis of the repeatibility error (table 6 and figure 7 ), the analysis of the characterization error ( figure 8 ) and a summary of the results for the different components of the global relative errors (table 7) .
The visual comparison of the images for the whole set (figure 5) confirms the reasonable agreement between experimental and numerical total fields, both in amplitude, phase and real part, except perhaps for the amplitude in the backscattering zone as we have claimed previously 6, 7 . This conclusion was checked now in more detail by considering first the local total error distribution (figure 6). At first sight, the agreement seems not so good (figure 6.b) as the local total error present high local peaks, particularly in phase (figure 6.bC2), and fluctuations that are, apparently, a combination of a random component, similar in texture to the fluctuation observed in the reference field (figure 6.a) with a more regular component, roughly structured with a period close to the Rayleigh wavelength. These features can be observed also in the profiles (figures 6c and 6d), although the total local error seems to be significantly lower than the average level of the reference field at points far from the edge of the image or the rim of the hole, even in the case of the backscattering area.
The local repeatibility error present an irregular texture both in amplitude and phase (figure 7.b) and the global relative repeatibility error (table 6) is fairly independent of the size and position of the selected averaging area (figure 7.a) with and sample mean slightly lower than 10% both in amplitude and phase (table 6) . However, with this in mind, when it come to the values of the global relative total error the agreement seems to be completely unacceptable both in amplitude (ε in table 7, A1) and phase (ε in table 7, P1) for any of the four regions RE1-4 ( figure 2.b) . It is not a surprise to find a large value of the global relative total error in amplitude in the backscattering area RE1 (ε in table 7, RE1-A1) and, from the previous comment on the local error distribution, significant global relative total error could be expected in zone RE3 (figure 6.b), particularly in phase. However, in the other zones the value of the total relative error is clearly larger than the repeatibility relative error, except for the phase when we compare only the incident fields in the ROR, i.e when there is no scattering phenomena involved (table 7, ROR-P1,P2). This demonstrates that the comparison of total error and repeatibility error is not a good quantitative criteria to analyze the agreement between theory and experiment and cannot reproduce the conclusion that have been established previously on the basis of visual comparisons.
Hence the next step is to check if the approach proposed in section 3.3, considering also the characterization error, makes sense. The results obtained show that tiny variations in the Rayleigh wavenumber or in the positions and dimensions of the hole do produce strong variations in the numerical field, which lead to important local characterization errors ( figure 8 .b, c and d) with contributions to the global relative characterization error that are huge in phase (ε in table 7, P3) and less significant in amplitude (ε in table 7, A3). As a consequence, on the one hand, the net relative error in phase clearly shows a very good agreement between theory and experiment (ε in table 7, P5), however the corresponding net relative error in amplitude is relatively moderate in all studied zones, except in the backscattering area (ε in table 7, A5). These conclusions are coherent with our previous claims, based on visual comparisons, and support the proposed strategy for the assessment of the agreement between theory and experiment which use the net error as a the key figure of merit. Table 5 Characteristic parameters for the quasi-Rayleigh wave trains in the test plate with a through-thickness hole T with 2 12 mm. is the nominal value specified for the excitation pulser, c was measured by pulse-echo technique using Aluminum plates of the same material that the test plates but with thickness 30 mm, a results from the least squares procedure described in section 3.2 and , , where determined over the reference image in pixels and transformed to millimeters using the spatial resolution Δ and Δ obtained from the calibration image. Table 6 . Results for the global relative repeatibility error (%) in amplitude ε and phase ε within each one of the regions identified in figure 7 .a including also the sample mean and the standard deviation (see notation in 
CONCLUSIONS
We have reviewed an approach for damage characterization in non-destructive inspection applications based on the comparison of scattering patterns of Rayleigh-Lamb waves in harmonic regime in plate structures with defects measured with our PTVH system and the corresponding simulated scattering patterns obtained using FEM, including the key elements of the scalar model and the nomenclature for the harmonic case, the method for obtaining experimental data by PTVH and the numerical implementation of the scalar model using FEM. On this basis we have presented a strategy for developing a systematic quantitative analysis of the agreement between FEM simulated maps and filtered experimental PTVH maps considering both the spatial distribution of the local (pixel-wise) error in amplitude and phase and the corresponding global (averaged) errors over different areas. We have analyzed the different contributions to the total error, introducing the repeatibility error (associated to fluctuation in the experimental field mainly produced by the speckle noise) and the characterization error (associated to variation in the numerical field derived from the uncertainty in the characterization of the incident acoustic wave and the shape and position of the defect) proposing the net error as the correct figure of merit to quantitatively assess the agreement between theory and experiment. The results show the viability of the proposed approach based on the net error and support the conclusion that the experimental PTVH scattering patterns of quasi-Rayleigh waves produced by through-thickness holes in harmonic regime can be approximated numerically, using FEM combined with a 2-D model based on the scalar wave equation, rendering a very good description of the phase distribution and, except for the backscattering zone, a reasonable description of the amplitude with moderate global relative net error, which is coherent with our previous claims based on visual comparisons.
APPENDIX A. QUANTITATIVE COMPARISON BETWEEN TWO REAL FIELDS
Two real fields and defined in the same set of discrete points within a spatial region R can be compared quantitatively using both local (i.e. pixel-wise) and global figures of merit. As a reference, we consider the comparison of with respect to identifying as the reference field and as the problem field (even though these roles can be reversed).
Hence, on the one hand, the local agreement between and at each point ∈ R can be characterized by the field of the difference (or local error distribution) ε , ∈ R (A.1)
On the other hand, defining, as is usual, the root mean square (RMS) value of the reference field within R as If we consider an additional real field , which is a sort of intermediate field between and and it is defined in the same set that those, we can decompose the field of local error (A.1) as ε , ε , ε , ∈ R (A.5)
