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1. Introduction
Since the introduction of the Erdo˝s-Re´nyi model [24, 25], random graphs have been studied extensively as
central objects in probability theory [11,14], computer science [16,28,37], and biology [1,9,32,33]. In addition
to furthering our understanding in these fields, random graphs arise naturally as models that reproduce many
properties found in real-world networks [5,10,12,14,27,38,39]. In many random graph models, the degrees of
the vertices concentrate around a single value with small fluctuations. However, in some real-world networks
the behavior of the degrees is evidently different [2]. A graph is called scale-free if the number of vertices
with degree j is proportional to j´β for some positive β.
The spectral properties of random graphs are of great interest in applications as they relate to many
combinatorial properties of the graph, to the mixing times of Markov chains, etc [6,11]. In this paper, when
we refer to any spectral property of a graph, we mean the eigenvalues and eigenvectors of its adjacency matrix.
Many different statistics are used to study the spectra of random graphs. The statistics can be divided into
two main types: bulk and edge. Bulk statistics involve the eigenvalues (and their respective eigenvectors) in
the interior of the spectrum. More precisely, if we consider the empirical spectral distribution (esd) of an
N ˆN random matrix, where a point mass of weight 1{N is placed at the location of each eigenvalue, then
the bulk of the spectrum contains any interval where the limit of the esd has a density bounded away from
zero. Edge statistics concern the behavior of the extremal eigenvalues at the edges of the spectrum. At an
edge, the limiting density of the esd falls off to zero.
When the esd converges in distribution, we call the limit a global law as this tells us that the density
of eigenvalues in a macroscopic interval of length order one for a large finite matrix is well approximated
by the global law. At microscopic scales, we can ask about the density of eigenvalues in intervals of length
order Nε´1 for positive ǫ. A local law proves that the density of eigenvalue in these microscopic windows
is also well approximated by the limiting distribution. We cannot expect this to hold for intervals of length
less than order N´1, as the number of eigenvalues in such an interval does not grow with N , and so Nε´1
is optimal.To study this convergence of the density of the eigenvalues, the Stieltjes transformation, which
is defined as mµpzq :“
´ pt ´ zq´1µpdtq for a measure µ, is often used as this is equivalent to convergence
in the esd. The parameter z “ E ` iη P C` tracks the density of the eigenvalues at energy E for spectral
windows of length η. Sometimes the limiting distribution has a closed form, like the semicircle distribution,
but for more complicated models, it is often specified as a functional self-consistent equation of the Stieltjes
transformation. The bounds on the rate of convergence of the Stieltjes transformation further divide local
laws. A strong law is optimal and provides the bound pNηq´1, whereas weaker laws bound the convergence
with a smaller power of Nη.
While the global and local laws are model dependent, the fluctuations of the eigenvalues about the loca-
tions predicted by the global law show substantial universality. In particular, the behavior of the gaps between
eigenvalues and the n-point correlation function of the eigenvalues from many real-symmetric random matrix
ensembles are often the same as the Gaussian orthogonal ensemble. This observation is formalized by the
Wigner-Dyson-Gaudin-Mehta conjecture, or bulk universality conjecture, that states that the local statistics
of Wigner matrices are universal in the sense that they depend only on the symmetry class of the matrix,
but are otherwise independent of the details of the distribution of the matrix entries. This conjecture for all
symmetry classes has been established in a series of papers [17,19–23] After this work began, parallel results
were obtained in certain cases in [35, 36].
Edge statistics often exhibit universality too. The extremal eigenvalues are studied as a point process
[7] and typical results involve the almost sure location that the largest eigenvalue converges to and the
fluctuations about this location. Often these fluctuations, which are independent of the details of the model
and depend only on the symmetry class, fall into the Tracy-Widom universality class.
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Returning to random graphs, for the original Erdo˝s-Re´nyi model, which is distinguished from Wigner
matrices by its sparsity and discreetness, much has been proved. The degree distribution for the Erdo˝s-
Re´nyi model concentrates about Np with small fluctuations (so long as p is not too small) and the global
distribution is given by the Wigner semicircle. A strong local law at the optimal scale for the density of the
eigenvalues is known, so long as pN " plogNq, along with universality of both the bulk and edge statistics,
when pN " N2{3 [17, 18]. Recently, universality was proved to hold down to the scale pN " Nε in [30].
However, when the degree distribution is given by a power-law, the global distribution of the eigenvalues
does not follow the Wigner semicircle—instead it follows a power-law [34]. This can be seen empirically in
real-world data and in various models that produce scale-free random graphs. To state more precise results,
we must focus on a model: in the Chung-Lu random graph model [13, 15], the expected degree sequence of
the graph pd1, . . . , dN q on N vertices is specified and an undirected edge is added between vertices i and j
independently with probability pij :“ didj{D, where D :“
ř
k dk. Many different degree distributions can
be produced by the Chung-Lu model, including power-laws with an exponent β ą 3. For general degree
sequences, the almost sure location of the largest eigenvalue is known [15] and the global law of the spectrum
is obtained as the solution of a functional equation for its Stieltjes transform (see (2.13)) , which was derived
in [34] using the replica method.
The distinguishing feature of the Chung-Lu model is that the variance matrix has low-rank. Motivated
by this (see Section 3), we study the following more general model, where H “ phijq is a real symmetric
N ˆN random matrix. The entries of H are independent (up to the symmetry constraint), have mean zero,
and variance matrix S “ psijq with low-rank. The matrix H can also be sparse and we parameterize the
sparseness with q “ Nκ for κ P p0, 1s, which we point out is different from the parameter in [17, 18]. The
moments of the entries decay as E |hij |
k ď sijN´1q1´k{2 for k ě 3. Just like the Chung-Lu model, the
global law of the spectrum is obtained as the solution of a functional equation for its Stieltjes transform
(see Section 5). We derive this self-consistent system in Section 4. In Section 5, we prove existence and
uniqueness of the solution using the Brouwer fixed-point theorem and an elementary argument. Additionally,
we prove the regularity and stability of the solution and provide its asymptotics.
For this ensemble, we prove a local law in the bulk at the optimal scale η " N´1`ε. The result is parallel
to that in [18]. The local law enables us to prove bulk universality, using a recent result in [31]. Our bulk
universality result is parallel to that in [30], and is proved using the same technique. We point out that in
the non-sparse case, that is q “ N , our results are contained in the results by Ajanki, Erdo˝s, and Kru˝ger [4].
The novelties in our paper are: we introduce sparsity into the ensemble; we analyze a different equation
(2.13) than the quadratic vector equation (qve) introduced in [3], in order to handle possible singularities
in sij .
In the appendix, we give a new proof to the existence and uniqueness of solution the qve. We also study
a general sparse ensemble, where we no longer require sij to be low-ranked, but instead assume it to be flat
in the sense that sij ď C{N . We state and sketch the proof of a local law and bulk universality of this
ensemble. As mentioned above, Ajanki, Erdo˝s and Kru˝ger [4] have earlier proved the local law and bulk
universality in the non-sparse setting (q “ N).
The layout of the paper is as follows: In Section 2, we define the random-sign model, introduce some basic
definitions, and precisely state our main results. In Section 3, we introduce some specific ways to produce
degree sequences from a distribution π that satisfy our assumptions. In Section 4, we prove Theorem 2.6, the
local law. Section 5 is devoted to proving the existence, uniqueness, and regularity of the solution to (2.13).
In Section 6, we use a Green’s function comparison argument and a result of [31] to prove the universality
in the bulk for q " Nε. In Section 7, we consider a different model, where the entries only take the values 0
and 1. We sketch the proof for the same local law and bulk universality for this model under the assumption
that q ! N1{2. Appendix A is devoted to proving the existence, uniqueness, and regularity of the solution
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to a general self-consistent system. In Appendix B, we state the local law and bulk universality for a general
matrix ensemble whose limiting density is given by the self-consistent equations in Section A.
2. Definition and main results
In the Chung-Lu random graph model [13,15], the expected degree sequence of the graph pd1, . . . , dN q on N
vertices is specified and an undirected edge is added between vertices i and j independently with probability
pij :“ didj
D
, (2.1)
where D :“ řk dk. Note that the probabilities pij are only defined if maxi d2i ď D. Obviously, the exact
degree of a vertex i is random, but its expected degree is exactly di. Under a particular choice of the expected
degree sequence, which we specify in Section 3, the model can produce a scale-free graph for any β ą 3.
Moreover, the original Erdo˝s-Re´nyi model is recovered as a special case when the probabilities pij do not
depend on i or j. In fact, under some mild assumptions on the expected degree sequence, a wide class of
degree distributions can be produced by this model. Often the most interesting choices for pij lead to sparse
graphs.
To study the spectral properties of the adjacency matrices, denoted by AN , of random graphs from the
Chung-Lu model, we must center and rescale their entries; this produces a symmetric N ˆN matrix model
HN ” phijqNi,j“1. The spectral properties cannot be studied if the graph is too sparse. We parameterize
the sparseness with q “ Nκ :“ D{N for κ P p0, 1s, which we point out is different from the parameter
in [17,18]—in fact, qhere “ q2there. The parameter q is the order of the average degree of the graph and note
that we require that κ is positive. There are two ways to transform the entries to have expectation zero.
The entries can be centered by subtracting their mean. Alternatively, each entry can be multiplied by an
independent random sign (up to the symmetry constraint). Next, to ensure the density of the eigenvalues
of AN converges to a distribution of order one, we rescaled by q
´1{2.
Centering and rescaling with the transformation hij “ paij ´ pijq{?q leads to independent entries (up to
the symmetry constraint) that have the following distribution
P rhij “ p1´ pijq {?q s “ pij and P rhij “ ´pij{?q s “ 1´ pij . (2.2)
The random sign approach with the transformation hij :“ sijaij{?q (where sij are independent random
signs) again leads to independent entries, but they have the distribution
P rhij “ ˘1{?q s “ pij{2 and P rhij “ 0s “ 1´ pij . (2.3)
The first matrix model has the variance matrix
S “
ˆ
didj pD ´ didjq
qD2
˙
, (2.4)
which has rank two, and the second has the variance matrix
S “
ˆ
didj
qD
˙
, (2.5)
which has rank one.
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Thus, we are lead to the following generalized ensemble, which includes the above matrix models as
examples. Denote NN :“ t1, . . . , Nu. We introduce an ensemble of N ˆ N symmetric random matrices
HpNq “ phpNqij qi,jPNN . The parameter N is large and we often omit explicitly indicating the dependence of
various quantities on N . As discussed in Section 1, we motivate the ensemble by considering the adjacency
matrices of random graphs from the Chung-Lu model, where edges are added independently between two of
the N vertices, i and j, with varying probabilities pij (see Equation (2.1)).
Let sij “ E |hij |2. We assume that
Ehij “ 0 and E |hij |k ď sij
Nqk{2´1
(2.6)
for fixed k P N. We assume that the variance matrix S “ psijqNi,j“1 is of low-rank and has the form
sij “ 1
N
rÿ
k“1
γ
pkq
i γ
pkq
j , (2.7)
where r is a fixed positive integer and pγpkqi qkPNr ,iPNN satisfy the following assumptions:
(i) γ
pkq
i ě 1 for all k P Nr and i P NN ;
(ii) there is an M ą 0 (not dependent on N) such that 1
N
ř
k,ipγpkqi q2 ďM .
We also require that
qsij ď 1 , (2.8)
so that the matrix can be realized through the adjacency matrix of a random graph.
Remark 2.1. It is possible that maxi,j sij Ñ 8 as N Ñ 8, as shown in Subsection 3.2. In the non-sparse
case q “ N , this is impossible, since qsij ď 1 implies sij ď 1{N .
We denote
θi :“
rÿ
k
γ
pkq
i . (2.9)
Definition 2.2. If H “ phijqi,jPNN satisfies the conditions above, we call H a generalized Chung-Lu ensem-
ble.
We are going to analyze the behavior of the resolvent of H , that is,
Gpzq “ pH ´ zq´1 (2.10)
for z “ E ` iη P C`.
We define the Stieltjes transform of a measure ρ as mρpzq :“
´
R
ρpdxq
x´z . Denote the eigenvalues of H ,
ordered in increasing size, by pλ1, . . . , λN q. We are interested in the asymptotic spectral statistics of H , so
we consider the empirical spectral distribution of H , defined as µN :“ 1N
ř
i δλi , and its Stieltjes transform
mN pzq “
ˆ
R
µN pdxq
x´ z “
1
N
ÿ
i
1
λI ´ z . (2.11)
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In terms of the resolvent (2.10), mN can be written
mN pzq “ 1
N
Nÿ
i
Gii . (2.12)
It turns out that (see Section 4 for a derivation), the limiting behavior ofmN is given by the limiting behavior
of the unique solution of the following system:
mpzq “ ´ 1
N
Nÿ
i
1
z `řrj“1 γpjqi upjqpzq
upkqpzq “ ´ 1
N
Nÿ
i
γ
pkq
i
z `řrj“1 γpjqi upjqpzq
(2.13)
for k P Nr.
We denote
gi “ ´ 1
z `řrj“1 γpjqi upjqpzq . (2.14)
Thus, to show the self-consistent system (2.13) gives the correct limiting behavior, our goal is to estimate
the family of quantities defined below.
Notation 2.3. Define the z-dependent quantities
Λd :“ max
i
θi |Gii ´ gi| , (2.15)
Λo :“ max
i‰j
∣
∣
∣
a
θiθjGij
∣
∣
∣ , (2.16)
and
Λ :“ maxtΛd,Λou . (2.17)
We also set the control parameter
Φ :“ 1?
q
` 1?
Nη
. (2.18)
The existence and uniqueness of a solution to (2.13) will be proved in Section 5. Throughtout this
paper, we denote pupkqqkPNr and m to be the solution to (2.13) without specification. Our main theorem
concerns the asymptotic behavior of eigenvalues of H in the bulk of the spectrum, that is, where the
asymptotic distribution of the spectrum has a positive density. To make this precise, we introduce the
following definition.
Definition 2.4 (Bulk interval). Assume that H is a generalized Chung-Lu ensemble. Let pupkqqkPNr and
m to be the solution to (2.13). We call a bounded interval I Ă R a bulk interval if there is a positive cI
which does not depend on N such that Immpzq ą cI on tE ` iη : E P I, 0 ă η ď 1u.
Such an interval might not exists for an arbitrary generalized Chung-Lu ensemble, but it does exist in
many cases of interest, for example, when pγpkqi qkPNr ,iPNN has a limit distribution, see Section 3.
Before stating our main theorem concerning the matrix model H , we need to introduce some notation.
We follow the conventions of [19].
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Definition 2.5 (Stochastic domination). Let
X “
´
XpNqpuq : N P N, u P U pNq
¯
and Y “
´
Y pNqpuq : N P N, u P U pNq
¯
(2.19)
be two families of random variables with Y nonnegative. We say that X is stochastically dominated by Y ,
uniformly in u, if for all positive constants ε and D, we have
sup
uPUpNq
Pr|Xpuq| ą NεY puqs ď N´D (2.20)
for large enough N . Moreover, we denote this by X ă Y .
Now we state our main theorem below. We point out that Theorem 1.6 of [4] contains the non-sparse
case of our theorem, that is when the sparse parameter q “ N . In fact, their theorem translated to this
special case is much more general, since it not only deals with the bulk, but the edges as well.
Theorem 2.6 (The local law). Let I be a bulk interval (as in Defintion 2.4). Fix positive δ and define
an N -dependent spectral domain
DIδ :“
 
E ` iη : E P I,N δ´1 ď η ď 10( . (2.21)
Then, on the domain DIδ , we have Λ ă Φ.
As an application of the local law, we have bulk universality in terms of the n-point correlation functions
of eigenvalues. The non-sparse q “ N was done in Theorem 1.15 of [4].
Let ρpnq be the n-point correlation functions of the eigenvalues of H and ρpNq be the density on I. We
denote ρ
pnq
GOE to be the n-point correlation function of eigenvalues of a GOE and ρsc to be the density of the
semicircle law:
ρscpEq “
ar4´ E2s`
2π
. (2.22)
Theorem 2.7 (Bulk universality). Let O P C80 pRnq be a test function. Let I be a bulk interval. Fix a
parameter b “ N c´1 for arbitrarily small c. We have,
lim
NÑ8
ˆ E`b
E´b
ˆ
Rn
Opα1, . . . , αnq
„
1
ρpEqn ρ
pnq
ˆ
E1 ` α1
NρpEq , . . . , E
1 ` αn
NρpEq
˙
´ 1pρscpEqqn ρ
pnq
GOE
ˆ
E2 ` α1
ρscpEq , . . . , E
2 ` αn
ρscpEq
˙
dα1 . . .dαn
dE1
2b
“ 0
(2.23)
for any E2 P p´2, 2q.
3. Examples of interest
In this section, we give specific examples of models that motivate the ensemble we defined in Section 2. In
particular, we consider the cases where pγpkqi qkPNr ,iPNN converges to a limit (in a sense to be made precise)
and when the random matrix ensemble is given by the adjacency matrix of a random graph. We show that
these models satisfy the assumptions of our theorems; note that Theorems 2.6 and 2.7 require that there
exists a bulk interval, which is any interval where the spectral density has a lower bound independent of N .
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3.1. When pγpkq
i
q has a limit. For k P Nr, we define
f
pNq
k pxq :“
Nÿ
i
1r i´1
N
, i
N
qγ
pkq
i . (3.1)
If fNk Ñ fk in some sense, we expect the following equations from (2.13):
uk “ ´
ˆ 1
0
fkpxqdx
z `řrk“1 fkpxquk
m0 “ ´
ˆ 1
0
dx
z `řrk“1 fkpxquk
, (3.2)
where
inf
xPr0,1s
fkpxq ě 1 and
ˆ 1
0
fkpxq2dx ďM . (3.3)
We note that this system of equations for k “ 1 has been derived before in [34] using the replica method. For
(3.2), which is the limiting, integral version of (2.13), we can prove uniqueness, existence, and holomorphicity
of the solution.
Theorem 3.1. For any z P C`, there exists a unique pu1, . . . , ur,m0q satisfying equations (3.2). In addition,
the function pu1, . . . , ur,m0q is holomorphic in z.
Proof. The proof is a trivial modification of that of Theorem A.1. 
Theorem 3.2. If fNk Ñ f in L2pr0, 1sq, then any bounded closed interval I Ă R on which Imm0 ą 0 is a
bulk interval.
Proof. This theorem is a consequence of the stability of the system (3.2). See Theorem 5.3. 
3.2. Power law with β ą 3.For simplicity, we assume r “ 1, that is, the matrix sij has rank one. Assume
that
γi “
ˆ
i
N
˙´µ
, (3.4)
where 0 ă µ ă 1{2, then the sequence of functions
fN pxq “
Nÿ
i
1r i´1
N
, i
N
sγi (3.5)
converges to fpxq “ x´µ in L2pr0, 1sq. From the previous subsection, we know that bulk intervals exist.
Therefore, Theorem 2.6 and Theorem 2.7 apply to this case.
In particular, this model gives a random graph that has a power law as the degree distribution with
exponent β “ 1 ` 1
µ
ą 3. To be precise, we consider a random graph with N vertices and the probability
of the i-th vertex connects to the j-th vertex is qsij “ Nκ´1
`
i
N
˘´µ ` j
N
˘´µ
. Assume that different edges
are independent. Thus, the adjacency matrix of this graph is a random matrix with variance qsij . Now
the expected degree of the i-th edge is
ř
j qsij , proportional to
`
i
N
˘´µ
. Thus the number of edges that has
degree rNx,Npx` dxqs is asymptotically Nx´1´ 1µ , up to a normalizing constant, which is exactly a power
law distribution with exponent β “ 1` 1
µ
ą 3.
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4. Proof of the local law
In this section, we prove Theorem 2.6.
4.1. Some notation and resolvent identities. We introduce some notations which will be useful later on.
Definition 4.1 (Minors). For T Ă t1, . . . , Nu, we define HpTq by
´
HpTq
¯
ij
:“ hij1iRT1jRT . (4.1)
Also, the corresponding Green’s functions are defined as
G
pTq
ij pzq :“ pHpTq ´ zq´1ij . (4.2)
In a similar way, we use the notation
pTqÿ
i
¨ :“
ÿ
iPNzT
¨ (4.3)
Moreover, we abbreviate ptiuq by piq and pTY tiuq by pTiq.
Definition 4.2 (Partial expectation). Let X “ XpHq be a random variable. We define Qi by
QipXq :“ X ´ E
”
X | Hpiq
ı
. (4.4)
The following lemma is frequently used in the proof of the local law. See Lemma 4.5 in [19] for reference.
Lemma 4.3 (Resolvent identities). For any Hermitian matrix H and T Ă t1, . . . , Nu, the following
identities hold. If i, j, k R T and i, j ‰ k, then
G
pTq
ij “ GpTkqij `
G
pTq
ik G
pTq
kj
G
pTq
kk
and
1
G
pTq
ii
“ 1
G
pTkq
ii
´ G
pTq
ik G
pTq
ki
G
pTq
ii G
pTkq
ii G
pTq
kk
. (4.5)
If i, j R T satisfy i ‰ j, then
G
pTq
ij “ ´GpTqii
pTiqÿ
k
hikG
pTiq
kj “ ´GpTqjj
pTjqÿ
k
G
pTjq
ik hkj . (4.6)
If i R T, then
1
G
pTq
ii
“ hii ´ z ´
pTiqÿ
j,k
hijG
pTiq
jk hki . (4.7)
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4.2. Derivation of the limit equation. For the sake of simplicity, we only consider the case where S has rank
2, that is,
sij “ 1
N
pαiαj ` βiβjq . (4.8)
Higher ranked cases can be handled similarly. We can also recover the rank-one case by setting αi “ βi, for
all i. Using the Schur complement formula (see Equation (4.7) of Lemma 4.3), we have
1
Gii
“ ´z ´
ÿ
k
sikGkk `Ri , (4.9)
where the error term Ri is defined as
Ri :“ hii `
ÿ
k
sik
GikGki
Gii
´Qi
piqÿ
k,l
hikG
piq
kl hli . (4.10)
Define
U :“ 1
N
ÿ
k
αkGkk and V :“ 1
N
ÿ
k
βkGkk . (4.11)
After rearranging (4.9), we get the following equations
U “ ´ 1
N
ÿ
k
αk
z ` αkU ` βkV ´Ri ,
V “ ´ 1
N
ÿ
k
βk
z ` αkU ` βkV ´Ri ,
mN “ ´ 1
N
ÿ
k
1
z ` αkU ` βkV ´Ri
(4.12)
Formally, we neglect the error terms and replace Gii with gi, then Equation (4.9) becomes
1
gi
“ ´z ´
ÿ
k
sikgk . (4.13)
(4.12) becomes
upzq “ ´ 1
N
Nÿ
k“1
αk
z ` αkupzq ` βkvpzq
vpzq “ ´ 1
N
Nÿ
k“1
βk
z ` αkupzq ` βkvpzq
mpzq “ ´ 1
N
Nÿ
k“1
1
z ` αkupzq ` βkvpzq
. (4.14)
In Section 5, we will prove that this system has a unique solution and the solution is stable under small
perturbation.
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4.3. Large deviation estimates. To control the error terms in the self-consistent system, we need several
large deviation estimates, which we state here. We omit the proof here, which is a slight modification of
Lemma A.1 in [18].
Lemma 4.4. Assume that the family of random variables phijqi,jPNN satisfy Equation (2.6).
(i) Fix an index i P NN . Let pA1, . . . , AN q be a family of random variables that is independent of
phi1, . . . , hiN q and satisfies Aj ă 1 for j P NN , then we have
ÿ
j
phijptq2 ´ sijqAj ă
d
θi
q
. (4.15)
(ii) Fix distinct indices i, j P NN . Let pBklqNk,l“1 be a family of random variables that is independent of
phi1, . . . , hiN q and ph1j , . . . , hNjq and that satisfies Bkl ă 1 for k, l P NN , then we have
ÿ
k‰l
hikptqBklhljptq ă
d
θiθj
q
`
˜
θiθj
N2
ÿ
k,l
θkθl |Bkl|
2
¸1{2
. (4.16)
4.4. Proof of the local law. Our strategy is to first assume that Λ is bounded by a large control parameter
N´c on some event that has high probability. With this a priori bound on Λ, we prove that Λ is actually
bounded by a much smaller control parameter Φ (see Notation 2.3) with very high probability. Thus, the
probability that Λ lies in between N´c and Φ is very small. However, when η is large (order one), we can
easily show that Λ is bounded by Φ. Finally, we use a continuity argument to push this estimate all the way
down to η ě Nδ
N
for arbitrarily small positive δ.
The following lemma essentially says that with very high probability, Λ is outside the interval rΦ, N´cs.
So rΦ, N´cs is sometimes called the “forbidden” region.
Lemma 4.5. Assume that I is a bulk interval (see Definition 2.4). Let φ be the indicator function of some
(possibly z-dependent) event. For any spectral domain D Ă DI , if φΛ ă M´c for some positive c, then
φΛ ă Φ.
Proof. On the domain DI , it is easy to see that u and v are bounded and Imu and Im v are bounded
below. By the definition of Λ and DI0 , we see that
φGii — φ
θi
, (4.17)
where θi is defined as in (2.9):
θi :“ αi ` βi . (4.18)
First, we bound Λo. We need the identity
Gij “ ´GiiGpiqjj
¨
˝hij ´ pijqÿ
k,l
hikG
pijq
kl hlj
˛
‚ , (4.19)
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which is easily obtained by iterating Equation (4.6) of Lemma 4.3 . We get an a priori bound on G
piq
jj using
Equation (4.5) of Lemma 4.3:
φG
piq
jj ă φGjj ` φ
θka
θjθk
a
θkθj
M´c ă
1
θj
. (4.20)
Similarly, one can prove that
φG
pijq
kl ă
1?
θkθl
, φG
pijq
kk ă
1
θk
. (4.21)
By (ii) of Lemma 4.4, (4.19) yields
φ |Gij | ă
1
θiθj
¨
˝
d
θiθj
q
`
d
θiθj
N2
ÿ
k,l
θkθl
∣
∣
∣G
pijq
kl
∣
∣
∣
2
˛
‚ . (4.22)
By the Cauchy-Schwartz inequality and Ward’s identity, we have
φ
ÿ
k,l
θkθl
∣
∣
∣G
pijq
kl
∣
∣
∣
2
ď φ
ÿ
k
θ2k ImG
pijq
kk
η
ă
N
η
, (4.23)
where we used the bounds φG
pijq
kk ă
1
θk
and
ř
k θk ă N . Therefore, Equation (4.22) is stochastically
dominated by
1
θiθj
˜d
θiθj
q
`
d
θiθj
Nη
¸
“ 1a
θiθj
Φ . (4.24)
So Λo ă Φ.
Next, we bound the error term Ri. First, hii ă 1{?q ă Φ. Second, using Equation (4.17) and the bound
Λo ă Φ, we see
φ
ÿ
k
sik
GikGki
Gii
“ φ
piqÿ
k
sik
GikGki
Gii
` φsiiGii ă θ
2
i
N
ÿ
k
1
θi
Φ2 ` 1
q
ă θiΦ . (4.25)
Third, we use Lemma 4.4 and the Ward identity (as we did in (4.23)) to estimate
φQi
piqÿ
k,l
hikG
piq
kl hli “ φ
piqÿ
k
ph2ik ´ sikqGpiqkk ` φ
piqÿ
k‰l
hikG
piq
kl hli
ă
θi?
q
` θi?
Nη
d
1
N
ÿ
k
θ2k ă θiΦ .
(4.26)
Therefore, φRi ă θiΦ, which yields
φθi
ˆ
Gii ` 1
z ` αiU ` βiV ´Ri
˙
ă Φ . (4.27)
By the stability of the self consistent equation, Theorem 5.3, we have φθi |Gii ´ gi| ă Φ and therefore,
Λ ă Φ. 
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For η large, we establish an a priori bound on Λ, which we use as an input for Lemma 4.5.
Lemma 4.6. For any bounded interval I Ă R, we have Λ ă Φ on the line segment tE ` iη : E P I, η “ 10u.
Proof. We proceed as in Lemma 4.5. First, we want to show that Gii ă
1
θi
. In Lemma 4.5, this estimate was
obtained using the a priori assumption Λ ă N´c, but now we only have the trivial bound |Gii| ď 1η “ Op1q.
First, note that ∣
∣
∣
∣
∣
∣
piqÿ
k‰l
hikG
piq
kl hli
∣
∣
∣
∣
∣
∣
ă
C?
q
. (4.28)
Next, we proceed with Equation (4.7), to see
|Gii| “
∣
∣
∣
∣
∣
1
´z ´řpiqk h2ikGpiqkk ´řpiqk‰l hikGpiqkl hli
∣
∣
∣
∣
∣
ď 1
η `řpiqk h2ik ImGpiqkk ´Oă ´ 1?q¯ .
(4.29)
Next, we get a lower bound for ImG
piq
kk . Using Lemma 4.4 and Equation (4.17), we see
ImG
piq
kk ě
η `řpkql h2kl ImGpikqll `Oă ´ 1?q¯
∣
∣
∣´z ´řpikqk,l hklGpikqlm hmk∣∣∣2
ě
η `Oă
´
1?
q
¯
Oăpθ2i q
. (4.30)
Thus, η
θ2i
ă ImG
piq
kk . Note that the same holds for Gkk. Now, we return to Equation (4.29), to get |Gii| ă
1
θi
.
Once we have this bound, we can move on to estimate Gij ă Φ{
a
θiθj as we did in (4.22). The estimate
for Ri proceeds in exactly the same way as in Lemma 4.5, we omit the details: Ri ă θiΦ. Thus,
∣
∣
∣
∣
Gii ` 1
z ` αiU ` βiV ´Ri
∣
∣
∣
∣
γi ă
Ri
θ2i
ă
Φ
θi
, (4.31)
By Theorem 5.5, this implies θi |Gii ´ gi| ă Φ, which in turn implies Λd ă Φ. Therefore, Λ ă Φ. 
Now, we complete the proof of Theorem 2.6 with a continuity argument.
Proof of theorem 2.6. We choose a lattice ∆ Ă DIδ such that |∆| ď N20 and the N´5-neighborhood of
∆ covers the whole DIδ . Take φ “ rΛ ď N´cs for some positive and small enough constant c. Lemma 4.5
states that for any positive, large D, ε small (such that ΦNε ă N´c), and N large enough,
PrDw P ∆ : ΦNε ď Λ ď N´cs ď N´D . (4.32)
Since Λ is Lipschitz on DIδ with constant at most N
2, we have
PrDz P ∆ : 2ΦNε ď Λ ď N´cs ď N´D . (4.33)
Using Lemma 4.6 and the continuity of Λ, we have
PrDz P ∆ : Λ ě ΦNεs ď N´D . (4.34)
Thus, Λ ă Φ. 
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5. Solution to the self-consistent equation
In this section, we analyze the self-consistent system (5.1). We prove the solution exists and is unique, we
prove the equation is stable, and we prove some asymptotic behavior of the solution.
For the sake of simplicity, we only consider the two dimensional case, as higher dimensional cases can be
handled similarly. Thus, we have the equations
upzq “ ´ 1
N
Nÿ
k“1
αk
z ` αkupzq ` βkvpzq
vpzq “ ´ 1
N
Nÿ
k“1
βk
z ` αkupzq ` βkvpzq
mpzq “ ´ 1
N
Nÿ
k“1
1
z ` αkupzq ` βkvpzq
. (5.1)
This is a two-dimensional version of equations (2.13). Next, we have an existence and uniqueness theorem
for the solution of equation (5.1).
Theorem 5.1. For any z P C` there is unique pu, vq P C` ˆ C` satisfying (5.1). Moreover, pu, vq is
holomorphic in z.
Remark 5.2. Thus, m is uniquely determined by pu, vq, by the third equation of (5.1).
Proof. Fix z P C`. Define F : C` ˆ C` Ñ C` ˆ C` by
pσ, τq ÞÑ
˜
1
N
ÿ
k
αk
z ` αkσ ` βkτ ,
1
N
ÿ
k
αk
z ` αkσ ` βkτ
¸
. (5.2)
As a rational function, it is continuous. By Brouwer’s fixed point theorem, there is a fixed point pu, vq P C` ˆ C`
such that F pu, vq “ pu, vq.
To see uniqueness, we first note that by taking the imaginary part of (5.1) that
Imu ě 1
N
ÿ
k
αkpαk Imu` βk Im vq
|z ` αku` βkv|2
and Im v ě 1
N
ÿ
k
βkpαk Imu` βk Im vq
|z ` αku` βkv|2
. (5.3)
For T defined by
T :“ 1
N
ÿ
k
1
|z ` αku` βkv|2
„
α2k αkβk
αkβk β
2
k

, (5.4)
the Perron-Frobenius theorem implies the spectral radius rpT q is less than or equal to 1.
Now, assume for the sake of contradiction that there is another solution pu1, v1q, then again we have an
analogue of Equation (5.4) and rpT 1q ď 1, where T 1 is defined likewise:
T 1 :“ 1
N
ÿ
k
1
|z ` αku` βkv|2
„
α2k αkβk
αkβk β
2
k

. (5.5)
So, we have
u´ u1 “ 1
N
ÿ
k
αkpαkpu´ u1q ` βkpv ´ v1qq
pz ` αku` βkvqpz ` αku1 ` βkv1q (5.6)
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and
v ´ v1 “ 1
N
ÿ
k
βkpαkpu´ u1q ` βkpv ´ v1qq
pz ` αku` βkvqpz ` αku1 ` βkv1q . (5.7)
Denote
T˜ :“ 1
N
ÿ
k
1
|z ` αku` βkv| |z ` αku1 ` βkv1|
„
α2k αkβk
αkβk β
2
k

. (5.8)
and ξ “ p|u´ u1| , |v ´ v1|q. We take the absolute values of equations (5.6) and (5.7), thus
ξ “ T˜ ξ . (5.9)
Then we take the Euclidean norm to see
‖ξ‖ ď
∥
∥
∥T˜ ξ
∥
∥
∥ . (5.10)
However, applying Cauchy-Shwarz inequality to (5.9) yields
∥
∥
∥T˜ ξ
∥
∥
∥ ă 1
2
p‖Tξ‖` ∥∥T 1ξ∥∥q ď ‖ξ‖ , (5.11)
which is a contradiction. 
We also have a stability theorem in the bulk. This theorem says that the solution to equation (5.1) is
stable under small perturbation of the equation.
Theorem 5.3. Let pu, vq be the solution to (5.1). Assume I P R is a bounded internal and c ą 0 is a constant
such that Imm ě c on
DI “ tz : Re z P I , Im z P p0, 10qu . (5.12)
Then there are ε, C P R`, depending on c but not on N , such that the following holds. For any z P DI ,
assume that pu1, v1q satisfies
u1 ` 1
N
ÿ
k
αk
z ` αku1 ` βkv1 “ r1
v1 ` 1
N
ÿ
k
βk
z ` αku1 ` βkv1 “ r2
. (5.13)
and maxt|r1| , |r2| , |u1 ´ u| , |v1 ´ v|u ď ε, then
maxt∣∣u1 ´ u∣∣ , ∣∣v1 ´ v∣∣u ď Cmaxt|r1| , |r2|u . (5.14)
Proof. Denote
Tˆ :“ 1
N
ÿ
k
1
pz ` αku` βkvqpz ` αku1 ` βkv1q
„
α2k αkβk
αkβk β
2
k

. (5.15)
Then, subtracting (5.22) from (5.1),
pI ´ Tˆ qpu´ u1, v ´ v1q “ pr1, r2q . (5.16)
The assumption Imm ě c implies that u, u1, v, v1 are bounded and Imu, Imu1, Im v, Im v1 are bounded below.
Denote
T1 :“ 1
N
ÿ
k
1
pz ` αku` βkvq2
„
α2k αkβk
αkβk β
2
k

. (5.17)
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Then
∥
∥
∥T1 ´ Tˆ
∥
∥
∥ ď c2maxt|u1 ´ u| , |v1 ´ v|u. Thus we have
maxt∣∣u1 ´ u∣∣ , ∣∣v1 ´ v∣∣u À ∥∥pI ´ T1q´1
∥
∥
`
maxt|r1| , |r2|u ´ pmaxt
∣
∣u1 ´ u∣∣ , ∣∣v1 ´ v∣∣uq2˘ . (5.18)
It remains to show that the eigenvalues of T1 are bounded away from 1, so that pI ´ Tˆ q´1 is uniformly
bounded. This, however, is guaranteed by Lemma 5.4. 
Lemma 5.4. K Ă C` is a compact set. Assume that A “
„
a11 a12
a21 a22

, where aij P K, i, j P t1, 2u and that
the spectral radius of
|A| :“
„
|a11| |a12|
|a21| |a22|

(5.19)
is ď 1. Then there is a δ ą 0 depending only on K such that the eigenvalues of A are bounded away from 1
by δ.
Proof. Assume that this is not true, then we can take a sequence An satisfying the same conditions as A,
with λn and ξn ‰ 0 such that
Anξn “ λnξn, with λn Ñ 1 . (5.20)
We take a subsequence to get A and ξ such that
Aξ “ ξ . (5.21)
By Perron-Frobenius theorem, we know that |A| |ξ| “ |ξ|, which means a11ξ1 is parallel to ξ1. This contradicts
with a11 P K. 
We also need a stability theorem when η is large. The difference is that we do not assume an a priori
bound for maxt|r1| , |r2|u here.
Theorem 5.5. Let pu, vq be the solution to (5.1). Assume I P R is a bounded internal. Then there are ε, C P
R`, depending on c, I but not on N , such that the following holds. For any z P tζ : Re ζ P I, Im ζ “ 10u,
assume that pu1, v1q satisfies
u1 ` 1
N
ÿ
k
αk
z ` αku1 ` βkv1 “ r1
v1 ` 1
N
ÿ
k
βk
z ` αku1 ` βkv1 “ r2
. (5.22)
and maxt|u1 ´ u| , |v1 ´ v|u ď ε, then
maxt∣∣u1 ´ u∣∣ , ∣∣v1 ´ v∣∣u ď Cmaxt|r1| , |r2|u . (5.23)
Proof. As in the last theorem, we get
pI ´ Tˆ qpu´ u1, v ´ v1q “ pr1, r2q. (5.24)
Recall the definition (5.5) of T 1. We take the imaginary part of (5.22) to get
pI ´ T 1q
„
Imu1
Im v1

“
«
1
N
ř ηαk
|z`αku1`βkv1|2 ` Im r1
1
N
ř ηβk
|z`αku1`βkv1|2 ` Im r1
ff
. (5.25)
When r1 and r2 are small enough, the right hand side is positive, thus rpT 1q ď 1 by Perron-Frobenius
theorem. We already know rpT q ď 1, thus rp ˆ|T |q ď 1 (see (5.19) for the definition of ˆ|T |). By Lemma 5.4,
the eigenvalues of Tˆ are bounded away from 1, thus pI ´ Tˆ q´1 is uniformly bounded. 
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6. Bulk universality
In this section, we prove the universality of n-point correlation functions. The key ingredient is a universality
theorem for deformed GOE matrices [31], which we state below.
A matrix V is said to be pl, Gq-regular at E if for some parameter l such that
1
N
ď l ď N´ε1 and Nε1 l ď G2 ď N´ε1 (6.1)
there exist positive constants cV and CV such that
cV ď ImmV pE1 ` iηq ď CV (6.2)
uniformly for E1 P pE ´ G,E ` Gq and l ď η ď 10. In our case, V is H diagonalized and l “ N´1`ε, so
T “ N´1`ε1 for arbitrarily small ε1 ą ε ą 0. Here is their theorem.
Theorem 6.1 (B. Landon & H.-T. Yau [31]). Let
H “ V `
?
TW , (6.3)
where V is a (deterministic or random) diagonal matrix and W is a standard GOE matrix. Suppose that V
is pl, Gq-regular at E and that N´εG2 ě T ě Nεl for some positive ε. Let O P C80 pRnq be a test function.
Fix a parameter b “ N c´1 for any positive c satisfying c ă ε{2. We have,
lim
NÑ8
ˆ E`b
E´b
ˆ
Rn
Opα1, . . . , αnq
«
1
pρpNqfc,T pEqqn
ρ
pnq
T
˜
E1 ` α1
Nρ
pNq
fc,T pEq
, . . . , E1 ` αn
Nρ
pNq
fc,T pEq
¸
´ 1pρscpEqqn ρ
pnq
GOE
˜
E2 ` α1
ρ
pNq
sc pEq
, . . . , E2 ` αn
ρ
pNq
sc pEq
¸ff
dα1 . . . dαn
dE1
2b
“ 0.
(6.4)
Our strategy to prove bulk universality is as follows. Let Ht “ phijptqq be a symmetric N ˆ N matrix.
The dynamics of the matrix entries are given by the stochastic differential equations
dhijptq “ dBijptq?
N
´ hijptqdt
2Nsij
, (6.5)
where B is symmetric with pBijq1ďiăjďN and pBii{
?
2qNi“1 a family of independent Brownian motions. The
initial data H0 is our target matrix H . We shall prove a comparison theorem, Theorem 6.6, which states
that, for T “ N´1`ε with ε ! 1, the spectral statistics of HT agree with those of H0. Next, we show that
HT can be written as the sum of two random matrices,
HT “ Hˆ ` ϑG , (6.6)
where HT has a local law (Theorem 6.7) and ϑG is a small GOE matrix. Next, we apply Theorem 6.1 to
get bulk universality for HT . Thus Theorem 6.6 says that universality also holds for H0.
We start with the comparison between H0 and HT . The following lemma is a slight modification of
Lemma A.1 in [23]. The main difference here is that we do not assume sij — 1N .
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Lemma 6.2. Assume sij are as in (2.7). Suppose that F is a smooth function of the matrix elements phijqiďj
satisfying
sup
0ďsďt,iďj,θ
E
´
pNs´1ij |hijpsq|3 ` |hijpsq|q
∣
∣B3ijF pθHsq
∣
∣
¯
ďM , (6.7)
where pθHqij “ θijhij with θkl “ 1 unless tk, lu “ ti, ju and 0 ď θij ď 1, then
EF pHtq ´ EF pH0q “ OptNqM . (6.8)
Remark 6.3. In our case, t ď N´1`ε, thus we only need M ď N´c for some c ě ε.
In order to apply this lemma to our case, we need some uniform bound on the Green’s functions
Gt “ pH ´ zq´1 for t P r0, T s. Clearly, for every t ě 0, we have Ephijptq2q “ sij . Moreover, hijptq is a
small perturbation of the initial hijp0q and has the moment bound
E |hijptqp| ď sij
Nqp{2´1
. (6.9)
Thus, we expect the same local law to hold for HT .
Theorem 6.4 (The local law for Ht). Assume that I is a bulk interval. Fix positive δ and define an
N -dependent spectral domain DIδ :“
 
E ` iη : E P I,N δ´1 ď η ď 10(. Let phijptqqNi,j“1 be defined as above
in (6.5) and fix t P r0, N´1`εs. Therefore, on the domain DIδ , we have Λ ă Φ.
The following comparison lemma is a consequence of Lemma 6.2 and Theorem 6.4. It is a modification
of Lemma 5.2 in [30].
Lemma 6.5. Assume that I is a bulk interval. Let Ht be defined as in (6.5). Let positive δ be arbitrary and
choose an η such that N´1´δ ď η ď N´1. For any sequence of complex parameters zj “ Ej˘iη, j “ 1, . . . , n,
with |Ej | P I with an arbitrary choice of the signs, we have the following. Let Gtpzq “ pHt ´ zq´1 be the
resolvent and let F px1, x2, . . . , xnq be a test function such that for any multi-index α “ pα1, . . . , αnq with
1 ď |α| ď 3 and for any positive, sufficiently small ω, we have
max
"
|BαF px1, . . . , xnq| : max
j
|xj | ď Nω
*
ď NC0ω (6.10)
and
max
"
|BαF px1, . . . , xnq| : max
j
|xj | ď N2
*
ď NC0 (6.11)
for some constant C0. Therefore, for any δ with N
´1´δ ď η ď N´1 and for any choices of the signs in the
imaginary part of zj, we have
∣
∣
∣
∣
ErF
ˆ
1
N
TrGtpz1q, . . . , 1
N
TrGtpznq
˙
´ ErF pGt Ñ G0qss
∣
∣
∣
∣
ď CtN
1`cδ
?
q
, (6.12)
where c and C are constants depending on C0.
Proof. We consider only the n “ 1 case for simplicity. We want to show that
∣
∣
∣
∣
ErF
ˆ
1
N
TrGtpz1q
˙
´ ErF
ˆ
1
N
TrG0pz1q
˙
ss
∣
∣
∣
∣
ď CtN
1`cδ
?
q
. (6.13)
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We need to compute the derivative of 1
N
TrG with respect to the pi, jq-th entry. Note that
∣
∣
∣
∣
Bkab
1
N
TrG
∣
∣
∣
∣
ď 1
N
ÿ
k
∣
∣TrpGJqkG∣∣ , (6.14)
where J is the matrix whose entries all vanish except the pa, bq and pb, aq-th entries. The right hand side is
a sum of products of off-diagonal entries of G and the number of terms is order N . Thus, we need a bound
on the off-diagonal entries of G, down to the scale η ě N´1´δ. In order to get this bound, we first derive a
delocalization bound for the eigenvectors in the bulk. For λk P I, we set E “ λk
ImGii “
ÿ
α
∣
∣uiα
∣
∣
2
η
|λα ´ z|2
ě
∣
∣uik
∣
∣
2
η
. (6.15)
By Theorem 6.4, ImGii is bounded uniformly in D
I
δ , on an event with probability 1´N´D. Hence on this
event, we have
∣
∣uik
∣
∣
2 ď N´1`δ as long as λk P I. This still holds if we replace I with a slightly bigger interval
I˜ (independent of N), because of the analyticity of m near I. Now we estimate, for E P I, that
|GjkpE ` iηq| ď
ÿ
i
∣
∣
∣u
j
iu
k
i
∣
∣
∣
|λi ´ z| “
ÿ
λiPI˜
∣
∣
∣u
j
iu
k
i
∣
∣
∣
|λi ´ z| `
ÿ
λiRI˜
∣
∣
∣u
j
iu
k
i
∣
∣
∣
|λi ´ z| ď CN
´1`δ ÿ
λiPI˜
1
|λi ´ z| ` C . (6.16)
We define a dyadic decomposition of the eigenvalues lying in I˜: let
U0 :“ tj : λj P I˜ , |λj ´ E| ď N´1`δu , (6.17)
Un :“ tj : λj P I˜ , 2n´1N´1`δ ă |λj ´ E| ď 2nN´1`δu , (6.18)
for 1 ď n ď log2N , and
Ulog
2
N`1 :“ tj : λj P I˜ , N δ ă |λj ´ E|u . (6.19)
With probability 1 ´N´D, we have |Un| ď C2nN δ, for 0 ď n ď log2N , which can be seen below. For any
J P I˜ such that |J | ě N´1`δ, we set E1 to be the middle point of J and η “ |J|
2
, then we have
C ě ImmpE ` iηq “ 1
N
ÿ
i
η
pλi ´ Eq2 ` η2 ě
1
N
ÿ
λiPJ
ě 1
|J |N
#tj : λj P Ju .
The dyadic decomposition enables us to estimate
|GjkpE ` iηq| ď CN´1`δ
ÿ
n
ÿ
iPUn
1
|λi ´ E ´ iη| ď CN
3δ , (6.20)
for η ě N´1´δ and therefore, 1
N
∣
∣Tr BkabG
∣
∣ ď CN3pk`1qδ on an event with probability 1´N´D. Outside this
event, we have a deterministic bound 1
N
∣
∣Tr BkabG
∣
∣ ď CN3p1`δq. Finally, we apply Lemma 6.2 to complete
the proof. 
Lemma 6.5 readily implies the following comparison theorem for correlation functions:
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Theorem 6.6. Assume that I is a bulk interval. Let Ht be defined as in (6.5) and T “ N´1`ε with ε
arbitrarily small. Let ρ
pnq
0 and ρ
pnq
T be the n-point correlation functions of the eigenvalues of H and HT , then
for any test function O P C80 pRnq, we have
lim
NÑ8
ˆ
Rn
Opα1, . . . , αnq
”
ρ
pnq
0
´
E ` α1
N
, . . . , E ` αn
N
¯
´ ρpnqT
´
E ` α1
N
, . . . , E ` αn
N
¯ı
“ 0 . (6.21)
Proof. This theorem is a consequence of Theorem 2.1 in [23] and Lemma 6.5 . 
It remains to show that HT has bulk universality. We note that since sij ě c{N , HT has a small Gaussian
component, that is, HT “ Hˆ ` c
?
TG. We state without proof the local law for Hˆ here:
Theorem 6.7 (The local law for Hˆ). Assume that I Ă R is a bulk interval. Fix positive δ and define
an N -dependent spectral domain DIδ :“
 
E ` iη : E P I,N δ´1 ď η ď 10(. Let phˆijq be defined as above.
Therefore, on the domain DIδ , we have Λ ă Φ.
Proof of Theorem 2.7. By Theorem 6.1 and Theorem 6.7, the conclusion of Theorem 2.7 holds for HT
in place of H . Then, by Theorem 6.6, the same conclusion holds for H . 
7. Adjacency matrix without random signs
In this section, we consider a different matrix ensemble derived from the adjacency matrix of a random graph
without random signs (recall Equation (2.2)) and outline the proof of a local law and bulk universality. We
consider A “ paijq such that
P raij “ 1s “ qsij
N
and Praij “ 0s “ 1´ qsij
N
, (7.1)
where sij has the form (2.7). Note that Eaij ‰ 0, so we centralize A by subtracting its expectation EA “` qsij
N
˘N
i,j“1 and normalize by q
´1{2. We denote the centered, normalized entries by hij . Thus, hij has law
P
„
hij “ 1?
q
´
1´ qsij
N
¯
“ qsij
N
and Prhij “ ´ 1?
q
qsij
N
s “ 1´ qsij
N
. (7.2)
As before, using the Schur complement formula (4.7), we find the equation G´1ii “ ´z´
ř
k sikGkk ` R˜i,
where the error term R˜i is defined as
R˜i :“ hii `
ÿ
k
sik
GikGki
Gii
´Qi
piqÿ
k,l
hikG
piq
kl hli ´
q
N2
ÿ
k
s2ikGkk . (7.3)
Thus, we get the same self-consistent equation for u, neglecting the error term. We need to bound the
additional error term q
N2
ř
k s
2
ikGkk. We have, on the event φΛ ă N
´c (see Lemma 4.5), that
R˜i ă θi
qθi
N
ď γi
c
qθ2i
N
c
q
N
ď θi
c
q
N
. (7.4)
If q ď ?N , then R˜i ă θi?q ă θiΦ. Once we have this bound, together with large deviation bounds as in
Lemma 4.4, we readily get the local law, repeating the proof of Theorem 2.6. In summary, we have Theorem
7.1.
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Theorem 7.1. Assume that q “ Nκ with κ ď 1{2. Let hij be defined as in (7.2). Assume that I Ă R is a bulk
interval. Fix positive δ and define an N -dependent spectral domain DIδ :“
 
E ` iη : E P I,N δ´1 ď η ď 10(,
then on this domain Λ ă Φ.
As in the original model, the universality in the bulk holds for this model. We state the universality
theorem without proof, since the proof for Theorem 2.7 can be reproduced almost verbatim.
Theorem 7.2. Assume q “ Nκ with κ P p0, 1
2
s. Assume that I Ă R is a bulk interval. Let ρpnq be the
n-point correlation functions of the eigenvalues of H and ρpNq be the density on I. Let O P C80 pRnq be a
test function. Fix a parameter b “ N c´1 for arbitrarily small c. Therefore, we have
lim
NÑ8
ˆ E`b
E´b
ˆ
Rn
Opα1, . . . , αnq
„
1
ρpEqn ρ
pnq
ˆ
E1 ` α1
NρpEq , . . . , E
1 ` αn
NρpEq
˙
´ 1pρscpEqqn ρ
pnq
GOE
˜
E2 ` α1
ρ
pNq
sc pEq
, . . . , E2 ` αn
ρ
pNq
sc pEq
¸ff
dα1 . . . dαn
dE1
2b
“ 0
(7.5)
for any E2 P p´2, 2q.
Remark 7.3. With some more effort, we can remove the restriction κ ď 1{2 in Theorem 7.1 and Theorem
7.2. The idea is to solve a general self-consistent equation
gi “ 1´z ´řNk“1 sˆikgk (7.6)
for i P NN , where sˆik “ sikp1´ qsikN q. We refrain from proving this in any detail here, as the most interesting
case in applications is when κ is small, that is, when the graph is very sparse.
A. General self-consistent systems
In this section, we forget about N and consider the general self-consistent equation
gzpxq “ ´ 1
z ` pSgzqpxq (A.1)
for z P C`. Equation (A.1) has earlier been studied in [8], [26] and [29]. Recently, it was extensively studied
in [3], and named quadratic vector equation (qve). We shall prove a theorem about the uniqueness and
existence for the solution. Our theorem is contained in much more general results in [3] and [29]. For the
readers’ convenience, we present here a different but short proof in a much simpler setting.
Denote mpzq “ ´ 1
0
gpxqdx. We let x P r0, 1s, gz P L2pr0, 1s,C`q and Sgpxq :“
´ 1
0
spx, yqgpyqdy with
s P L2pr0, 1s2q, s ě 0 on r0, 1s2.
Theorem A.1 (Existence and uniqueness). For any fixed z P C`, there uniquely exists a L2 function
gz : r0, 1s Ñ C` that satisfies equation (A.1). Moreover, g as a function from C` Ñ L2r0, 1s is holomorphic.
Proof. Existence. Our strategy is, we first find a sequence of functions gk satisfying the equation at dyadic
points x “ l
2k
, 0 ď l ď 2k. Second, we show that the sequence is bounded in L2r0, 1s. Third, we use the
fact that S is a compact operator to find a convergent subsequence. Fourth, the limit turns out to be the
solution.
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Define a map φz : pC`q2k Ñ pC`q2k as follows: For a vector ζ “ tζlu2kl“1 P pC`q2
k
, define a staircase
function
hζpxq “
2kÿ
l“1
1r l´1
2k
, l
2k
spxqζl . (A.2)
Define a projection operator Pk on L
2r0, 1s such that for v P L2r0, 1s,
pPkvqpxq “ ´
 l
2k
l´1
2k
vptqdt, x P
ˆ
l´ 1
2k
,
l
2k

. (A.3)
The projection Pk is actually an operator from L
2 Ñ C2k . So we define
φzpζq “ Pk
ˆ ´1
z ` Shζ
˙
(A.4)
The function φz is continuous on φz : pC`q2k Ñ pC`q2k and |φz |8 is bounded by 1η . By Brouwer’s fixed
point theorem, there exists a ζ˚ P C` such that φzpζ˚q “ ζ˚ and that |ζ˚|8 ď 1η .
We set gk :“ hζ˚ . By (A.4), we have gk “ Pk
´
´1
z`Sgk
¯
. The function gk is bounded by
1
η
, hence is
bounded in L2r0, 1s. We can find a subsequence, still denoted by gk, such that Sgk Ñ g in L2. Note that
∥
∥
∥
∥
gk ´ ´1
z ` g
∥
∥
∥
∥
ď
∥
∥
∥
∥
Pk
ˆ ´1
z ` Sgk ´
´1
z ` g
˙
` pPk ´ Iq
ˆ ´1
z ` g
˙∥
∥
∥
∥
ď c ‖gk ´ g‖`
∥
∥
∥
∥
pPk ´ Iq
ˆ ´1
z ` g
˙∥
∥
∥
∥
Ñ 0 .
(A.5)
Thus, gk converges to g :“ ´1z`Sg , which satisfies g “ ´ 1z`Sg .
Uniqueness. Fix z “ E ` iη P C`. Assume that there are two different solutions g and gˆ. Denote
apxq “ z ` pSgqpxq (A.6)
and aˆ similarly. Since Im gpxq ą pS Im gqpxq
|apxq|2 , we have
|apxq| Im gpxq ą
ˆ 1
0
spx, yq
|apxqapyq| |apyq| Im gpyqdy . (A.7)
Next, we use a generalization of Perron-Frobinius theorem.
Theorem A.2 (The Krein-Rutman theorem). Let X be a Banach space, K Ă X a total cone (that is,
K ´K “ X) and T : X Ñ X a compact linear operator that is positive (that is, T pKq Ă K) with positive
spectral radius rpT q, then rpT q is an eigenvalue of T with an eigenvector u P Kzt0u : Tu “ rpT qu.
In our case, X “ L2r0, 1s, K “ tf P X, f ě 0u, and T is the integral operator with kernel spx,yq|apxqapyq| . The
operator T is compact because its kernel is continuous. The theorem tells us that there is a upxq P Kzt0u
such that ˆ 1
0
spx, yq
|apxqapyq|upyqdy “ rpT qupxq . (A.8)
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We take the inner product of (A.7) with the eigenvalue u to get xu, a Im gy ą rpT qxu, a Im gy. Thus, rpT q ă 1.
Since T is symmetric, this means ‖T ‖ ă 1. Similarly
∥
∥
∥Tˆ
∥
∥
∥ ă 1.
On the other hand
|gpxq ´ gˆpxq| “
´
spx, yq |gpyq ´ gˆpyq| dy
apxqaˆpxq (A.9)
Denote wpxq “aapxqaˆpxq |gpxq ´ gˆpxq|,
wpxq ď
ˆ 1
0
spx, yqa
apxqaˆpxqaapyqaˆpyqwpyqdy ď
ˆ
1
2
pT ` Tˆ qw
˙
pxq . (A.10)
So ‖w‖ ď
∥
∥
∥
1
2
pT ` Tˆ q
∥
∥
∥ ‖w‖ ă ‖w‖, a contradiction.

The following theorems concern the stability of the equation. Here we assume s to be bounded below, so
that when η gets small, we still have a bound on gi. We omit the proof here, because the proof is essentially
a reinstatement of the uniqueness of solutions. Our theorem are contained in more general theorems in [3].
We present our theorem here for the readers’ convenience, since they are easier to read.
Theorem A.3 (Stability in the bulk). Assume that s is bounded below on r0, 1s2. Assume g is the
solution to (A.1). Denote mpzq “ ´ 1
0
gpxqdx. Let I be a bounded interval such that Immpzq is bounded below
on D :“ tE ` iη : E P I, 0 ă η ď 10u.
Thus, there are positive constants C and ε0 such that for any z P D, if gˆ satisfies
∥
∥
∥
∥
gˆ ` 1
z ` Sgˆ
∥
∥
∥
∥
ď ε ď ε0, ‖gˆ ´ gz‖ ď ε0 , (A.11)
then on D we have ‖gˆ ´ gz‖ ď Cε.
Theorem A.4 (Stability in S). Assume that s and sˆ are bounded below on r0, 1s2. Assume g is the
solution to (A.1) and gˆ solves (A.1) with Sˆ replacing S. Let I be a bounded interval such that Imm is
bounded below on D :“ tE ` iη : E P I, 0 ă η ď 10u. Thus, there are positive C and ε0 such that for any
z P D, if Sˆ satisfies
∥
∥
∥S ´ Sˆ
∥
∥
∥ ď ε ď ε0, then on D, we have ‖gˆ ´ g‖ ď Cε.
B. Local law and bulk universality of a general ensemble
In this section we consider sij P rc{N,C{N s for some c, C ą 0, and do not put low-rank conditions on psijq.
We have Theorem B.1 and B.3 which are parallel to Theorem 2.6 and Theorem 2.7. Again, we point out
that in the special case q “ N , Theorem B.1 and B.3 are contained in Theorem 1.6 and Theorem 1.15 in [4].
We set a sparse parameter q “ Nκ with κ P p0, 1q. Assume either the biased case where
P
„
hij “ 1?
q

“ qsij and P rhij “ 0s “ 1´ qsij (B.1)
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after centralization or the unbiased one where
P
„
hij “ ˘ 1?
q

“ qsij
2
and P rhij “ 0s “ 1´ qsij . (B.2)
In either case, we have moment bounds
E |hij |
p ď C
p
Nq
p
2
´1 . (B.3)
So, we have large deviation bounds, assuming |Aj | ă 1 and |Bkl| ă 1:
ÿ
j
ph2ij ´ sijqAj ă
1?
q
`
˜
1
N
ÿ
j
|Aj |
2
¸1{2
(B.4)
and ÿ
k‰l
hikBklhlj ă
1?
q
`
˜
1
N
ÿ
k,l
|Bkl|
2
¸1{2
. (B.5)
As before, we set a control parameter Φ :“ 1?
q
` 1?
Nη
. We think of s
pNq
ij as a step function s
pNq on r0, 1s2,
that is, spNqpx, yq “ NspNqij , for x P
`
i´1
N
, i
N
‰
and y P ` j´1
N
, j
N
‰
. Let SpNq be the integral operator with kernel
spNq. Thus, SpNq is uniformly bounded in the Hilbert-Shmidt norm. Consider the self-consistent equation
gpNqpxq “ ´ 1
z ` SpNqgpNqpxq , (B.6)
where g : C` ˆ r0, 1s Ñ C`. By Theorem A.1, gpNq exists and is unique. It is easy to see that gpNqz is also a
step function on r0, 1s, whose value on p i´1
N
, i
N
s we denote by gi. Define mpNq :“
´ 1
0
gpNqdx. In the rest of
this paper, we will omit the N for simplicity. As before, we are going to analyze the Green’s function defined
by G :“ pH ´ zq´1. First, we apply Schur’s complement formula (4.7), to get G´1ii “ ´z ´
ř
k sikGkk `Ri,
where the error term Ri is defined as
Ri :“ hii `
ÿ
k
sik
GikGki
Gii
´Qi
piqÿ
k,l
hikG
piq
kl hli . (B.7)
Neglecting the error term Ri, we get equation (B.6).
We define bulk interval as in Definition 2.4. We have a local law as follows.
Theorem B.1 (Local law for the sparse model). Let H be a family of random matrices defined
above. Assume that sij P r cN , CN s for some positive constants c and C, that g “ gpNq solves the self-consistent
equation (B.6), and that mpzq “ mpNqpzq “ ´ 1
0
gpNqpxqdx. Assume that I is a bulk interval. Thus, on the
domain
DIδ :“
 
E ` iη : E P I,N δ´1 ď η ď 10( . (B.8)
we have Λ ă Φ.
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Sketch of proof. Assume that φΛ ă N´c where φ is some event. We shall show Λ ă Φ :“ 1?
Nη
. In the
following estimates, we omit universal constants that are independent of N . First, we get some information
from the fact that Imm is bounded below, that is,
|gi| ď 1ř
j sij Im gj
ď 1
Imm
ď 1
cI
. (B.9)
So g is uniformly bounded in L8r0, 1s. Moreover,
Im gi ě
ř
j sij Im gj
∣
∣
∣|z|`řj sij 1cI
∣
∣
∣
2
ě Imm ě cI . (B.10)
So Im gi is uniformly bounded below. Therefore |Gii| — 1. Moreover,
∣
∣GTii
∣
∣ ă 1 by resolvent identities.
For Λo, we have Gij ă Φ. For Λd, we firstly have Ri ă Φ, which implies
max
i
∣
∣
∣
∣
∣
Gii ` 1
z `řj sijGjj
∣
∣
∣
∣
∣
ă Φ . (B.11)
Theorem A.3 tells us that
b
1
N
ř
i |Gii ´ gi|2 ă Φ. By the L8-boundedness of s, we have
∣
∣
∣
∣
∣
1
z `řj sijGjj ´
1
z ` pSgqi
∣
∣
∣
∣
∣
ă Φ . (B.12)
Therefore,
Λd ď max
i
∣
∣
∣
∣
∣
Gii ` 1
z `řj sijGjj
∣
∣
∣
∣
∣
`max
i
∣
∣
∣
∣
∣
1
z `řj sijGjj ´
1
z ` pSgqi
∣
∣
∣
∣
∣
ă Φ . (B.13)
Finally, we apply a continuity argument to conclude the proof. 
Note that the theorem does not assume any limit of spNq. Instead, it requiresmpNq to have some common
“bulk,” that is, a uniform lower bound for Imm near some interval I Ă R. In particular, if spNq is close
enough to some certain s˚, whose Imm˚ is bounded below on DI0 , then we have uniform lower bound for
Imm.
Corollary B.2. Assume the same conditions as in Theorem B.1. We assume s˚ satisfies the conditions of
Lemma A.3, and that Imm˚pzq is bounded below on some spectral domain DI0 :“ tE ` iη : E P I, η P p0, 10su.
For any positive δ, define DIδ :“ tE ` iη : E P I, η P pN δ´1, 10su. Thus, there exists some positive ε0 such
that if
∥
∥spNq ´ s˚∥∥ ď ε0, we have Λ ă Φ.
Theorem B.3. Let HpNq be a family of random matrices defined above. Assume that sij P r cN , CN s for some
positive constants c and C, that g “ gpNq solves Equation (B.6), and that mpzq “ mpNqpzq “ ´ 1
0
gpNqpxqdx.
Let I be a bulk interval. Let ρpnq be the n-point correlation functions of the eigenvalues of H and ρpNq be
the density on I. Let O P C80 pRnq be a test function. Fix a parameter b “ N c´1 for arbitrarily small c. We
have,
lim
NÑ8
ˆ E`b
E´b
ˆ
Rn
Opα1, . . . , αnq
„
1
ρpEqn ρ
pnq
ˆ
E1 ` α1
NρpEq , . . . , E
1 ` αn
NρpEq
˙
´ 1pρscpEqqn ρ
pnq
GOE
˜
E2 ` α1
ρ
pNq
sc pEq
, . . . , E2 ` αn
ρ
pNq
sc pEq
¸ff
dα1 . . . dαn
dE1
2b
“ 0
(B.14)
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for any E2 P p´2, 2q.
The proof is parallel to that of Theorem 2.7.
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