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We focus on three-dimensional QRLG with the purpose of shedding light on the link between
reduced LQG and LQC in four space-time dimensions. Considering homogeneous three-dimensional
LQG, the theory simplifies to QRLG. We then implement Thiemann’s Quantum Spin Dynamics
for Euclidean three-dimensional space-time in presence of a real scalar matter field. We deploy
a polymer quantization of the scalar field while using methods of quantum reduced loop gravity.
We compute the scalar Hamiltonian operator on the states of the kinematical Hilbert space of
the theory, and exhibit its matrix elements that are derived using a new simplified method. The
coupling to matter, which plays the role of a carrier of dynamics, opens the pathway to the study
of phenomenological implications. We finally comment on the relations between three-dimensional
QRLG and LQC, as well as on the appearance of the correspondence principle for the scalar field.
I. INTRODUCTION
Loop Quantum Gravity (LQG) [1–3] is an attempt of background independent quantization of Einsteinian gravity.
The theory cast in the first order formalism may be reshuffled — in the original proposal by Ashtekar — in terms of
variables with a manifest internal SU(2) gauge symmetry. Canonical SU(2) variables are then replaced by smeared
quantities, which can be quantized deploying Wilsonian loop methods firstly developed for lattice gauge theories’
quantization [1].
The strategy adopted by LQG is technically very neat and conceptually very clear. Nonetheless, after almost thirty
years it remains challenging to accomplish the quantization of the full theory in 3 + 1 dimensions — alternative ways
have been suggested [4], while it was also pointed out that this difficultly might eventually hide a conceptual flaw in
the general approach of canonical quantization [5]. Conversely, the investigation of lower dimensional cases shows,
within a fundamentally exemplified version of the problem, surprising results. Much attention on those latter was
paid with the purpose of extracting a useful intuition how to extend techniques successful in the 3 + 1 dimensional
case. Indeed, it is widely renown that quantum gravity in 2+1 dimensions is an exact soluble problem, with extensive
studies been devoted to this topic from the last decades — see e.g. the classical Ref. [6]. Studies on some particular
models of LQG suggest that this theory should be also exactly solvable in three dimensions [7]. The role of the
cosmological constant in modifying the internal symmetries of the theory at the quantum level was then deepened for
the first time in [8]. From the perspective of LQG, the lower dimensional case was studied by Thiemann in Ref. [9]
— we refer also the reader to a series of studies by Noui and Perez [10, 11]. The loop quantization of the 2 + 1
dimensional Einsteinian theory of gravity with cosmological constant is still under scrutiny, in order to check whether
the state sum encoded in the Turaev-Viro [12] model can be recovered. Finally, the three-dimensional model of Loop
Quantum Cosmology (LQC) was analyzed first in the isotropic case [13], then later extended to the anisotropic one
[14]. Authors demonstrated how the classical cosmological singularity is replaced by a quantum bouncing evolution,
reproducing the main results of full LQC.
Coming back to the 3 + 1 dimensional theory, symmetry reduced models were proposed as a simplified framework
to be studied, in order to test quantizations’ techniques of LQG and capture the cosmological sector of the theory —
black hole metrics were also captured and dealt with in this symmetry-reduction scheme. Historically, the first attempt
of symmetry reduction was LQC, for which we refer to [15–17]. Several other possibilities then followed, with the clear
purpose of linking the full theory of LQG to its cosmological sector. For instance, the embedding of the quantum
configuration spaces of LQC into the full theory was deepened in Ref. [18–21], while the use of spinfoam techniques was
investigated in [22]. Coherent state techniques were then proposed from a Group Field Theory perspective in [23, 24].
Gauge fixing procedures were only recently proposed. The first model was introduced in Refs. [7, 25] and dubbed
Quantum Reduced Loop Gravity (QRLG) — see also [26] for a review of QRLG and [27, 28] for developments. Then
in [29] it was proposed an unfixing procedure very close to the implementation of Dirac brackets, and the quantization
of a reduced phase space classically gauge fixed.
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2Specifically, QRLG implements weakly gauge-fixing to the states of the kinematical Hilbert space of LQG. The
classical equivalent of imposing weakly these quantum constraints amounts to gauge-fix the spatial part of the metric
and the dreibein to a diagonal form. The formalism hitherto developed allowed to consistently address the quantization
of Bianchi I models, and to recover within the semiclassical limit the effective Hamiltonian of LQC [7, 27] in the µ0
regularization scheme. An effective improved dynamics [30] can be obtained too by averaging over the ensemble of
the classically equivalent states [31–33].
The main advantage of QRLG stands not only on a novel derivation of results already obtained in LQC — see e.g.
the realization of the bouncing scenario [7, 31] — but rather in the development of a quantized matter sector (on a
quantized background independent scheme) reproducing the Standard Model of particle physics. This represents a
clear advancement for the full theory. Matter fields’ quantization is achieved via the tools of the loop quantization
[34, 35]. This is consistent with the very fundamental ideas of QRLG. The latter offers a framework in which we can
test implications of loop quantization for matter fields, and hence develop a phenomenology for this sector. The first
analysis focusing on a scalar matter field was developed in [36], while the way vector fields can be encoded in QRLG
was studiedi in [28]. The analysis of the quantization of spinor matter fields is currently in progress [46].
In this work we develop the quantum dynamics of Einsteinian gravity in 2 + 1 dimensions, adding a scalar degree
of freedom to the topological lower dimensional set-up. The theory is then analyzed through the lens of QRLG
and adopting a polymer quantization of the scalar field. More in details, in Sec. (II) we introduce methods used in
this paper and provide a short review of LQG and QRLG. In Sec. (III) we present the quantum calculations, which
are the main content of this study. Specifically, after having specified the use of Wick rotation, in Sec. (II.1) we
restore SU(2) symmetry also for the three-dimensional theory of gravity. We then obtain a total Hamiltonian being
a set of constraints that can be solved providing the kinematical space quantized à la LQG. This theory has been
introduced in the section (II.2), where we also summarized QRLG. The latter appears as a natural exemplification
to the two-dimensional space, with no dynamical degrees of freedom. Dynamics has been added through coupling
matter scalar field (II.3), which at the quantum level has been described in a simple polymer model. The key
derivation begins with lattice regularization of scalar constraint (III.1) that has been quantized in the next section
(III.2), giving an analytical expression for the Hamiltonian operator. It is worth mentioning that it clearly coincides
with the Hamiltonian operator of 2 + 1 dimensional LQC. Finally we have shown how our results reproduce classical
expressions at the leading order (III.3). We conclude in Sec. (IV) discussing the results we obtained. Some new
constructions and methods typical to QRLG has been attached in the Appendix.
Through the paper we focus on the Euclidean three-dimensional metric signature (+,+,+). We denote the grav-
itational coupling constant as κ = 16piG, the reduced gravitational coupling constant as k¯ = 12γ~κ = 8piγl
2
P — γ
and lP are the Immirzi parameter and the Planck length respectively — and denote with λ the scalar field coupling
constant of dimension ~/l2P . We work in natural units and set the values of the fundamental constant to one, namely
~ = c = 1. We use the symbol ′ to denote variables in the spacetime with Lorentzian signature (+,+,−). The metric
tensor is defined as gµν = eiµeiν , where eiµ stand for the inverse dreibein fields. Greek letters from the middle of the
alphabet: µ, ν, ... = x, y, t denote Euclidean coordinate indices. Lowercase Latin letters a, b, ... = 1, 2 label coordinate
on each Cauchy hypersurface constructed by the three-dimensional equivalent to the ADM decomposition [47], while
i, j, .. = 1, 2, 3 are su(2) internal indices. Indices written in the bracket “( )′′ are not summed, while for for repeated
pairs of indices the Einstein convention is applied.
II. LOOP FRAMEWORK FOR QUANTUM GRAVITY AND SCALAR FIELD
In this section we specify the methodology we deployed during our analysis, an at the same time provide a short
review of LQG and QRLG.
i Vector fields may have an important role in cosmology [37–43], and be relevant for the phenomenology of quantum gravity and for
development of unified formalisms for all forces [44, 45].
3II.1. SU(2) symmetry in three-dimensional gravity
In analogy to the case of four-dimensional gravity, we describe a three-dimensional model by introducing the action
[6]
S(gr) :=
1
κλ
∫
M
d3x
√
|g′|R′(3) = 1
4κλ
∫
M
d3x µνρijke
′i
µ
(
∂νΓ
′jk
ρ − ∂ρΓ′jkν + Γ′jlνΓ′klρ − Γ′jlρΓ′klν
)
, (1)
where R′(3) is the scalar curvature and g′ is the determinant of three-dimensional metric tensor g′µν . It is worth noting
that all the expressions are cast in units of Newton’s constant G = l2P /~ — for simplicity we rescaled the total action
by 1/λ, which stands for the inverse of the scalar field coupling constant.
The ADM decomposition [47] performed on the three-dimensional equivalent of the Minkowski spacetime — with
Lorentzian signature (−,+,+) — results in the line element
ds2 = q′abdx
adxb + 2N ′adx
adt− (N ′2 −N ′aN ′a)dt2 , (2)
where N ′ and N ′a are the physical lapse function and the shift vector, respectively. Note that the explicit forms of
the dreibein and its inverse are
e′µi =
 0e′ai 0
1
N ′
 , (3a) e′iµ = ( e′iae′1aN ′a e′2aN ′a N ′
)
, (3b) g′µν = e
′i
µe
′i
ν , (3c)
where the submatrices are e′ai =
(
e′a1 , e
′a
2 ,−N
′a
N ′
)T
, e′ia =
(
e′1a, e
′2
a, 0
)
, while the 2-metric tensor reads q′ab = e
′i
ae
′i
b.
In order to recover the internal SU(2) symmetry instead of SU(1, 1) on a spatial subspace of spacetime, one has
to perform the internal Wick rotation: e′3µ → e3µ = −e′3µ and e′µ3 → eµ3 = −e′µ3 . The physical consequence of this
transformation is a reverse of the sign of the lapse function, precisely: N ′=−N, N ′a=Na, e′ia= eia, e′ai = eai , while
the three-dimensional metric on the spacial Cauchy hypersurface Σt, qab = q′ab remains unchanged.
We can now construct variables in analogy to what has been done by Ashtekar in four-dimensional gravity [48]. We
can define the quantity pi µij := κλ
∂L(gr)
∂(∂tΓ
ij
µ)
, representing momentum canonically conjugated to the spin connection.
It is worth noting that pi tij = 0, hence Γ
ij
t is a Lagrange multiplier and the momentum reads pi aij =
1
2ijk
abekb ,
where ab := abt. Then, the natural choice for a canonical gauge field, similar to the Ashtekar one is
Aia :=
1
2
ijkΓjka. (4)
Proceeding in a similar way as LQG, the densitized zweibein canonically conjugated to Aia becomes
Eai := 
ijkpi ajk = 
abeib. (5)
In terms of these variables, the total Hamiltonian obtained from (1) takes the form
H
(gr)
tot =
1
κλ
∫
Σt
d2x
(
ΛitG(gr)i − eiτCi
)
=
1
κλ
∫
Σt
d2x
(
ΛitG(gr)i +NaV(gr)a +NH(gr)
)
, (6)
where the curvature constraint Ci = 12abF iab = 12ab
(
2∂[aA
i
b] + 
ijkAjaA
k
b
)
, contracted with Lagrange multiplier −eiτ ,
has been naturally decomposed into two terms NaV(gr)a +NH(gr), splitting the constraint surface in a way that reveals
explicitly invariance under the spatial and time diffeomorphism transformations. The remaining term,
G(gr)[Λit] =
1
2κλ
∫
Σt
d2xΛitG(gr)i = −
1
κλ
∫
Σt
d2xΛitDaE
a
i = −
1
κλ
∫
Σt
d2xΛit
(
∂aE
a
i + ijkA
j
aE
a
k
)
(7)
is the SU(2) Gauss constraint, with Λit =
1
2
ijkΓjkt being the Lagrange multiplier. The direct calculation [9] shows
that Eai transforms as an SU(2) vector and Aia transforms as an SU(2) connection.
In analogy to four-dimensional LQG, the second object on the right hand side of (6),
V(gr)a = −eiaCi = EbiF iba , (8)
4will be called the diffeomorphism constraint density. Finally the last term,
H(gr) = C3 = 1
2
abF 3ab =
1
2
√
q˜abF 3ab, (9)
which describes dynamics of the theory on the Gauss and diffeomorphism invariant Hilbert space, will be called scalar
constraint density. Here, we used the definition of the Levi-Civita tensor ˜ab = 1√q 
ab and the symbol q has been
introduced to denote the determinant of qab.
Summarizing, we recover the three-dimensional analog of the structure of LQG with the fully constrained, topo-
logical system described by the Hamiltonian (6). The Gauss constraint G(gr) (7) defines the three-dimensional
SU(2)-invariant subspace, the diffeomorphism constraint V (gr) (8) restricts it to the one-dimensional diffeomorphism-
invariant kinematical subspace, while the scalar constraint H(gr) (9) implements dynamics.
II.2. Three-dimensional Loop Quantum Gravity
The phase space of four-dimensional LQG is spanned by holonomies of the Ashtekar-Barbero connection and fluxes
of densitized vierbeins [3]. In the three-dimensional case, one can define analogical variables, smearing holonomies
along some curves γ (on a plane),
hγ := P exp
(
i
∫
γ
Aja(γ(s))τ
j γ˙a(s)
)
. (10)
Constructing the flux of a densitized dreibein is less straightforward. One cannot simply smear Eai across the two-
surface perpendicular to the direction xa, since the perpendicular subspace is one-dimensional. However, due to
the fact that the internal space is three-dimensional, it is convenient to fix the plane spanned by the two internal
directions, say 1 and 2, with the two-dimensional coordinate space — in other words, we choose the internal direction
3 to be parallel to the time direction. Then we can easy define the flux across some surface S to be explicitly
E(S) := jkl
∫
S
naE
a
j dxk ∧ dxl . (11)
The kinematical Hilbert space of the theory is constructed in the same way as for the four-dimensional LQG. It is
a direct sum of the space of cylindrical functions of connections along each graph Γ,
H(gr)kin :=
⊕
Γ
H(gr)Γ = L2
(A, dµAL), (12)
where A is the space of connections and dµAL denotes the Ashtekar-Lewandowski measure [49]. The states are defined
as the cylindrical functions of all links li ∈ Γ, precisely ΨΓ,f (A) := 〈A|Γ, f〉 := f
(
hl1(A), hl2(A), ..., hlL(A)
)
, with f
being some continuous function f : SU(2)L −→ C.
The basis states are individuated by fixing a graph Γ, which carries irreducible representations Djl(hl) (Wigner
matrices) of spin j assigned to each link l, and intertwiner numbers iv that implement SU(2) invariance at each node
v. These are called spin network states and are given by the formula
ΨΓ,jl,iv (h) = 〈h|{Γ, jl, iv}〉 =
∏
v∈Γ
iv ·
∏
l
Djl(hl), (13)
where the product
∏
l extends over all the links l emanating from the node v, while the symbol · denotes contraction
of the su(2) indices.
Notice then that since the three-dimensional theory has no dynamical degrees of freedom, one can define any frame in
the spacial hypersurface, and once fixed this will remain the same forever. In what follows, the most convenient choice
is the flat Cartesian frame on the two-dimensional space, with directions x and y being everywhere perpendicular to
each other. Moreover, since the space has been identified with the internal subspace spanned by the vectors along the
directions 1 and 2, one can associate these directions with x and y, respectively. Such system suggests to work with
a reduced model of three-dimensional LQG, namely QRLG (truncated to a two-dimensional space). The topological
property of the space, without any additional conditions, allows to implement the restriction on the spatial metric
tensor to be diagonal (similarly dreibeins can be chosen to be diagonal) along some fiducial directions identified with
5coordinates x, y, t. This feature of the lower-dimensional gravity brings a remarkable simplification to LQG, which
with a proper choice of the reference frame, becomes replaced with QRLGi.
In the case of QRLG, the basis states in the reduced kinematical Hilbert space RH(gr)kin are constructed by pro-
jecting SU(2) Wigner matrices, Djl(hl) onto coherent Livine-Speziale states |ml, ~ul〉 [50] with the following graphical
representations:
jl hl
jlm m′ = 〈jl,m|m′′, ~ul〉
〈
m′′, ~ul
∣∣Djl(hl)∣∣m′′, ~ul〉 〈m′′, ~ul|jl,m′〉 . (14)
where 〈jl, iv|ml, ~ul〉 denotes the reduced U(1) intertwiners.
Finally the canonical, reduced variables Rhli and RE(S) are obtained by smearing diagonal holonomies and densitized
dreibeins, respectively, along links l1 or l2 of square-graphs Γ and across surfaces S — defined with respect to the
directions in the internal space — perpendicular to these links, respectively. Since at the quantum level we will use
only these reduced variables, from now on we neglect the left uppercase symbol R.
It is convenient now to calculate the expression for some real, positive power of the area operator Aˆ, which is the
quantum version of the classical expression A =
∫
d2x
√
q, where the determinant of the spatial metric can be written
as
q =
1
2
abcdqacqbd =
1
2
qabE
a
i E
b
i =
√
1
2
˜ab˜cdEai E
c
iE
b
jE
d
j . (15)
The action of the area operator can be defined using reduced fluxes of zweibeins and its expression is calculated
analogously as the volume operator in three-dimensional LQG [7]. However, since the space is only two-dimensional,
we should consider smearing fluxes in the internal three-dimensional space. Then, taking into account the area of the
segment S(vli, lj ) containing only one divalent node v in the center, from which two links li, lj emanate, we find the
action of area operator Aˆ,
Aˆ
(
S(vli, lj )
) ∣∣∣vli, lj ; ji, jj , ivli,lj〉R =
∫
d2x
(∣∣∣∣12 ˜kl˜klEˆ(k)(Sk)Eˆ(k)(Sk)Eˆ(l)(Sl)Eˆ(l)(Sl)
∣∣∣∣)14 ∣∣∣vli, lj ; ji, jj , ivli,lj〉R =
=
∫
d2x
(∣∣∣Eˆ(i)(Si)Eˆ(j)(Sj)∣∣∣)12 ∣∣∣vli, lj ; ji, jj , ivli,lj〉R =
= k¯
(∣∣∣j(i) σ(li, Si) j(j) σ(lj , Sj)∣∣∣)12 ∣∣∣vli, lj ; ji, jj , ivli,lj〉R ,
(16)
where σ
(
li, Si
)
= ±1 depends on the relative orientation of the link li and the surface Si.
In the case of a generic node, i.e. considering the area S(vl1, l2) of a basic segment containing one tetravalent node
vx,y = v1,2 (being a part of the graph Γ), one obtains
Aˆn(vx,y) |Γ; jl, iv〉R =
(¯
k2
∣∣∣∣∣j
(1)
x−1,y+ j
(1)
x,y
2
j
(2)
x,y−1+ j
(2)
x,y
2
∣∣∣∣∣
)n
2
|Γ; jl, iv〉R = Anvx,y |Γ; jl, iv〉R , (17)
whereAv := k¯
(∣∣Σ(1)v Σ(2)v ∣∣)12 denotes the eigenvalue of the area operator Aˆ(v). In (17) the object Σ(i)v := 12(j(i)v +j(i)v−~ei)
represents the averaged value of the spins attached to the collinear pair of links (ingoing and outgoing) emanated from
the node v. Specifically, the vector ~ei denotes a unit vector along the direction i, such that j
(i)
v−~ei is the spin number
attached to the link lp ending in v, with p having orientation along the fiducial direction i. It is worth mentioning that
the spectrum of Aˆ(v) is discrete having minimum in the case of the fundamental representation of su(2), providing
the relation Σ(1)v = Σ
(2)
v = 1/2. Since any lower value of area has no physical meaning, we should introduce the cutoff
ε0 on the regulator, which coincides with the square root of the minimal area, precisely ε0 =
√
k¯/2. Notice that ε0
should be understood as a lower limit for any length in the theory, which also fixes the lower value for the fiducial
length, l0 ≥
√
k¯/2.
i Although the three-dimensional LQG can be rigorously simplified to QRLG, the Hamiltonian constraint operator, already solved in the
four-dimensional case in [27] and in the three-dimensional case in the next section, does not describe the full model. Notice that the
main results in QRLG have been derived imposing homogeneity on the theory. Here we also follow this restriction, hence as long as
someone considers homogeneous three-dimensional LQG, one can directly apply the results presented in this article.
6II.3. Quantum scalar field
We quantize scalar fields minimally coupled to gravity in three-dimensions using the same representation introduced
in [36]. The action for the scalar is defined as
S(φ) =
∫
M
d2x
√
|g|(gµν(∂µφ)(∂νφ)− V (φ)), (18)
where the coupling constant has been moved to the gravitational part of the action.
The Legendre transform results in the following total Hamiltonian:
H
(φ)
tot =
∫
Σ(τ)
d2x
(
2Napi(φ)∂aφ+N
1√
q
((
pi(φ)
)2
+ Eai E
b
i ∂aφ∂bφ+ qV (φ)
))
=
∫
Σ(τ)
d2x
(
NaV(φ)a +NH(φ)
)
, (19)
where the Lagrange multipliers N and Na are the lapse function and the shift vector, respectively, while V(φ)a and
H(φ) are the scalar field contributions to the vector and scalar constraints, respectively. The object denoted by pi(φ)
is the momentum conjugated to φ. It is worth mentioning that the term contracting derivatives of the scalar field has
been using the following identity
qab =
1
q
Eai E
b
i , (20)
which is a consequence of (15).
Following the procedure introduced in (II.1), we define the total Hamiltonian of both the gravitational and the
scalar field,
Htot = H
(gr)
tot +H
(φ)
tot = G
(gr)[Λit] + V [N
a] +H[N ], (21)
where the total vector constraint, which generates diffeomorphism transformations, reads
V [Na] =
∫
Σ(τ)
d2xNa
(
1
κλ
V(gr)a + V(φ)a
)
. (22)
The last term in (21) — the scalar constraint— defines the dynamics in the gauge and diffeomorphism invariant
phase-space and reads
H[N ] =
∫
Σ(τ)
d2xN
(
1
κλ
H(gr) +H(φ)
)
= H(gr) +H
(φ)
kin+H
(φ)
der+H
(φ)
pot . (23)
It is worth noting that in the last equality we split the matter field contribution into three elements: the kinetic,
derivative and potential ones, according to the sum in (19).
To quantize the system with the gravitational and scalar fields we deploy the procedure introduced in [34, 35] for
LQG, adapting the Polymer representation proposed in [51–54] and later applied to the four-dimensional QRLG [36]
in the momentum polarization. Here, we repeat for completeness the definition of the kinematical Hilbert space,
applying it to the three-dimensional model. We the obtain
H(φ)kin :=
{
a1Upi1 + ...+ anUpin : ai ∈ C, n ∈ N, pii ∈ R
}
= L2
(
R¯Bohr
Σ
)
, (24)
where pi : Σ → R is the function with finite support supp pi = {v1, . . . , vn}. The discretized scalar field φv =
{φ(v1), . . . , φ(vn)}, defined at the nodes {v1, . . . , vn} ∈ Γ, represents the state
Upi(φ) := 〈φ|U{v1,..,vn},{piv1 ,pivn}〉 = ei
∑
v∈Σ pi
(φ)
v φv . (25)
In order to introduce a scalar product, we can introduce the Bohr measure,∫
R¯Bohr
dµBohr(φ)e
ipixφx = δ0,x , (26)
In which R¯Bohr denotes the Bohr compactification of a real line. Hence the field can be viewed as a set of square-
integrable functions in H(φ)kin. The scalar product defined in this way on the set of notes {v1, . . . , vn} ∪ {v′1, . . . , v′m}
satisfies the orthogonality relation
〈Upi|Upi′〉 := δpi,pi′ . (27)
7Finally, the basic operators act as follows:
〈φ|Uˆpi |Upi′〉 = ei
∑
v∈Σ pi
(φ)
v φˆv |Upi′〉 = 〈φ |Upi+pi′〉 = ei(
∑
v∈Σ pi
(φ)
v φv+
∑
v′∈Σ pi
′
v′
(φ)φv′),
Πˆ(V ) |Upi〉 = −i~
∑
v∈V
∂
∂φ(v)
|Upi〉 = ~
∑
v∈V
pi(φ)v |Upi〉 ,
(28)
with Π(V ) representing the scalar field momentum smeared over volume V ⊆ Σ and v ∈ V being the subset of points
v ∈ Σ. Next, for each point we define a segment of radius ε that allows us to smear the momentum in the following
way,
Π(φ)(v) :=
1
ε
∫
d2uχε(v, u)pi
(φ)(u). (29)
The new introduced object, χε(x, y), is the characteristic function defined as
f(x) =
∫
d2y δ2(x− y)f(y) = lim
ε→0
1
ε2
∫
d2y f(y)χε(x, y), (30)
which in the limit ε→ 0 behaves as a Dirac delta. Taking this limit together with increasing the number of points to
infinity, we recover the classical limit.
In the case of the planar QRLG, the states in the total Hilbert space Hkin are described in the following way:
|Γ; jl, iv;Upi〉R = |Γ; jl, iv〉R ⊗ |Γ;Upi〉R =
∣∣∣∣∣ j
(1)
x−1,yh
(1)
x-1,yj
(1)
x−1,y j
(1)
x,y
h
(1)
x,y j
(1)
x,y
j
(2)
x,y
h
(2)
x,y
j
(2)
x,y
j
(2)
x,y−1
h
(2)
x,y-1
j
(2)
x,y−1
eipix-1,yφx-1,y eipix,yφx,y eipix+1,yφx+1,y
eipix,y+1φx,y+1
eipix,y-1φx,y-1
〉
. (31)
The scalar field state is recovered by assigning at the each node vp,q∈Γ (placed at (x, y)) the point holonomy eipip,qφp,q
with the real coefficient pip,q, while the gravity is described by the spin numbers j
(i)
p,q at the associated links l
(i)
p,q and
the reduced intertwiners iv at nodes. For a detailed explanation of this graphical representation, we refer to [36].
III. QUANTIZATION
In this section, we address the quantization of the model we defined above, dealing first with the lattice regular-
ization of the scalar constraint (III.1), and then in section (III.2) with its quantization, hence providing an analytical
expression for the Hamiltonian operator. The Hamiltonian operator we find clearly coincides with the Hamiltonian
operator of 2 + 1 dimensional LQC.
III.1. Regularization
In order to quantize the scalar constraint using LQG techniques, we perform the lattice regularization of the classical
canonical variables. This is achieved by recasting expression (23) in terms of the holonomies and fluxes for both the
gravitational and the matter components.
8The gravitational term is regularized using the discretization procedure of spacetime introduced by Thiemann [55],
further restricted to the square-graphs. Using first the method explained in the appendix (A), one can write the
following regularized expressions for the all the terms that contribute to the Hamiltonian constraint:
H(gr) =
1
2κλ
∫
Σ(τ)
d2xN
√
q˜abF 3ab =
1
2κλ
lim
ε→0
1
ε2
∫
Σ(τ)
d2x
∫
Σ(τ)
d2y N(x)
(
1
2
˜cd˜efE
c
i (x)E
d
j (x)E
e
i (x)E
f
j (x)
)1
4
˜abF 3ab(y)χε(x, y),
(32)
H
(φ)
kin =
∫
Σ(τ)
d2xN
(
pi(φ)
)2
√
q
=
= lim
ε→0
∫
Σ(τ)
d2w
pi(φ)(w)χε(w, x)
ε
∫
Σ(τ)
d2x
pi(φ)(x)χε(x, y)
ε
∫
Σ(τ)
d2y
∫
Σ(τ)
d2z N(y)A−
1
2 (y, ε)A−
1
2 (z, ε)χε(y, z) =
=
215
34(γκ)4
lim
ε→0
∫
Σ(τ)
d2w
pi(φ)(w)χε(w, x)
ε
∫
Σ(τ)
d2x
pi(φ)(x)χε(x, y)
ε
∫
Σ(τ)
d2y
∫
Σ(τ)
d2z N(y)
× ˜ac˜bd
{
Aia,A
3
4 (y, ε)
}{
Aib,A
3
4 (y, ε)
}{
Ajc,A
3
4 (z, ε)
}{
Ajd,A
3
4 (z, ε)
}
χε(y, z),
(33)
H
(φ)
der =
∫
Σ(τ)
d2xN
1√
q
Eai E
b
i ∂aφ∂bφ =
∫
Σ(τ)
d2xN∂aφ(x)
Eai
A
1
2 (x, ε)
∂bφ(y)
Ebi
A
1
2 (y, ε)
χε(x, y) =
=
24
(γκ)2
lim
ε→0
∫
Σ(τ)
d2x
∫
Σ(τ)
d2y N(x) ˜ac ˜bd∂aφ(x)
{
Aic,A(x, ε)
}
∂bφ(y)
{
Aid,A(y, ε)
}
χε(x, y)
(34)
and
H
(φ)
pot =
∫
Σ(τ)
d2xN
√
q V (φ) =
∫
Σ(τ)
d2xN(x)
(
1
2
˜ab˜cdE
a
i (x)E
b
j (x)E
c
i (x)E
d
j (x)
)1
4
V
(
φ(x)
)
, (35)
where we used the definition of the characteristic function χε(x, y) in (30), and the definition of the coordinate area
of surface Sε(x),
A
(
Sε(x)
)
:= A(x, ε) = ε2
√
q(x) +O(ε3). (36)
It is worth noting that the expressions (32), (33), (34) and (35) are independent on the regularization parameter ε at
the leading order, providing a finite outcome in the limit ε → 0. Moreover, the regularization procedure applied to
formulas (33) and (34) removed the gravitational degrees of freedom from denominators.
To represent the four contributions to the scalar constraint written above in the form of a figure as in (31), we follow
the Thiemann’s procedure. The latter was first developed in order to triangulate the spatial manifold in presence of
pure gravity [55] and then applied to the model endowed with matter fields [35]. This procedure has been successfully
adapted to cuboidal graphs in QRLG [28, 36] and finally simplified to the case of homogeneous models [56]. Therefore
we can simply replace the integration over the spatial hypersurface limε→0
∫
Σ
d2x with the sum
∑
v∈Γ l
2
0 over all the
nodes v. This should be also modified by factor 2 for each contraction of orientation-dependent operators — after
summing over positive and negative orientations of links we obtain the standard contraction of directions.
Notice that the simplified method for homogeneous systems [56] changes the standard tessellation procedure — for
square-graphs we should call it squareation — so to replace the integral
∫
Σ
with the sum not only over all the nodes
v ∈ Γ, but also over all the tetrahedra ∆l,l′,l′′ created by triples of links {l, l′, l′′} emanating from v — see [36] for
comparison. In that case, since each node v is always surrounded by two pairs of collinear links oriented along fixed
perpendicular directions, these links would create four triangles around the node and for each triangle, the remaining
three would coincide with the three “small triangles” that one should construct to triangulate the lattice — see e.g.
[9]. Since the square-structure of the graph is preserved by the application of the diffeomorphism constraint, the three
“small triangles” that would correspond to each of the four pairs of neighbor links, should be replaced here by “small
squares” supported on the remaining pairs — one for each of the four pairs of links. Finally, the integration over each
triangle, namely
∫
∆l,l′
, would recast in the sum over the four possible choices of pairs of perpendicular links {l, l′}
around the node v.
9Coming back to the simplified procedure and using the relation (A5b), we derive the result
H(gr) =
l40
32piGλ
lim
ε→0
∑
v∈A(Γ)
∑
v′∈A(Γ)
N(v)
(∣∣∣∣12 ˜rs˜tuEi(Sr(v))Ei(St(v))Ej(Ss(v))Ej(Su(v))
∣∣∣∣)14
× ˜pqF 3ab(v′) δalp(v)δblq(v)δv,v′
= − l
4
0
8piGλ
lim
ε→0
1
ε2
∑
v
N(v)
(∣∣∣∣12 ˜rs˜tuEi(Sr(v))Ei(St(v))Ej(Ss(v))Ej(Su(v))
∣∣∣∣)14
× ˜pq tr(τ3hp	q(v)),
(37)
where in the second line we applied the Kronecker delta (v = v′). Analogously, for the scalar field components we
apply relation (A5a), and obtain
H
(φ)
kin =
215l60
34(8piGγ)4
lim
ε→0
1
ε4
∑
v
N(v)
(
Π(φ)
)2
(v)×
× ˜tu tr
(
τ ih−1t (v)
{
ht(v),A
3
4 (v)
})
tr
(
τ jh−1u (v)
{
hu(v),A
3
4 (v)
})
×
× ˜t′u′ tr
(
τ ih−1t′ (v)
{
ht′(v),A
3
4 (v)
})
tr
(
τ jh−1u′ (v)
{
hu′(v),A
3
4 (v)
})
,
(38)
H
(φ)
der =
24l40
(8piGγ)2
lim
ε→0
1
ε2
∑
v
N(v) ˜pr
eρ(φv +~ep−φv)− eρ(φv−φv -~ep )
2ερ
tr
(
τ ih−1r (v)
{
hr(v),A(v)
})
×
× ˜qs e
ρ(φv +~eq−φv)− eρ(φv−φv -~eq )
2ερ
tr
(
τ ih−1s (v)
{
hs(v),A(v)
})
,
(39)
H
(φ)
pot = l
2
0
∑
v
N(v)
(∣∣∣∣12 ˜rs˜tuEi(Sr(v))Ei(St(v))Ej(Ss(v))Ej(Su(v))
∣∣∣∣)14 V (φ(v)), (40)
where we adapted the discrete expression for the derivativei in the polymer quantization — see e.g. [51–54] —
∂pφ(v) ≈ 1
2ερ
(
exp
(
ρ(φv+~ep − φv)
)− exp(ρ(φv − φv−~ep))) .
The object φv+~ep is the field at the point v + ~ep, which is the nearest node of v along the link lp of length ε.
III.2. Action of the scalar constraint operator
The lattice-regularized scalar constraint is quantized by deploying the canonical procedure: holonomies, areas and
dynamical matter variables are promoted into quantum operators that act on the states (31) belonging to the total
kinematical Hilbert space Hkin. Finally, the Poisson brackets in (38) and (39) are replaced by commutators multiplied
by 1/i~. In what follows, we continue to discuss separately the four terms of the Hamiltonian constrained operator
we obtained hitherto, i.e.
Hˆ|Γ; jl, iv;Upi〉R =
(
Hˆ(gr) + Hˆ
(φ)
kin+ Hˆ
(φ)
der+ Hˆ
(φ)
pot
)
|Γ; jl, iv;Upi〉R . (41)
Then the quantum operators corresponding to the components of the regularized Hamiltonian (37), (38), (39) and
(40), respectively, act as
Hˆ(gr)|Γ; jl, iv;Upi〉R = −
γ~
k¯λ
lim
ε→0
l40
ε2
∑
v
N(v) Aˆ(v) ij tr
((
hˆi	j − hˆ−1i	j
)
τ3
)
|Γ; jl, iv;Upi〉R
∣∣∣
i,j=1,2
, (42)
i Notice that the choice of an arbitrary factor ρ in the exponents and in the denominator introduces a definition ambiguity. This is a
generic property of the polymer quantization, which reflects the freedom in fixing a minimum scale for the scalar field discretization.
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Hˆ
(φ)
kin|Γ; jl, iv;Upi〉R =
219
34k¯4
lim
ε→0
l60
ε4
∑
v
N(v)
(
Πˆ(φ)
)2
(v) kl tr
(
τ ihˆ−1k (v) Aˆ
3
4 (v) hˆk(v)
)
tr
(
τ j hˆ−1l (v) Aˆ
3
4 (v) hˆl(v)
)
×
× mn tr
(
τ ihˆ−1m (v) Aˆ
3
4 (v) hˆm(v)
)
tr
(
τ j hˆ−1n (v) Aˆ
3
4 (v) hˆn(v)
)
|Γ; jl, iv;Upi〉R
∣∣∣
k,l,m,n=1,2
,
(43)
Hˆ
(φ)
der|Γ; jl, iv;Upi〉R = −
26
k¯2
lim
ε→0
l40
ε2
∑
v
N(v) km
eρ(φˆv +~ek−φˆv)− eρ(φˆv−φˆv -~ek )
2ερ
tr
(
τ ihˆ−1m (v) Aˆ(v) hˆm(v)
)
×
× ln e
ρ(φˆv +~el−φˆv)− eρ(φˆv−φˆv -~el )
2ερ
tr
(
τ ihˆ−1n (v) Aˆ(v) hˆn(v)
)
|Γ; jl, iv;Upi〉R
∣∣∣
k,l,m,n=1,2
(44)
and
Hˆ
(φ)
pot |Γ; jl, iv;Upi〉R = l20
∑
v
N(v) Aˆ(v) Vˆ
(
φ(v)
)|Γ; jl, iv;Upi〉R . (45)
Notice that we already summed over the orientations.
It is worth mentioning that the operator Vˆ
(
φ(v)
)
in (45) should be properly defined as a polynomial function of
field variables in terms of their “exponential” versions — e.g. like the derivative operator. However, here we are
interested only in the leading order corrections coming from the discretization procedure. In other words, if we do
not impose a priori the proper weight of the potential that may lead to redensitization of the operator Vˆ
(
φ(v)
)
, any
specific choice of the regularized expression will be relevant for us. For a discussion about possible choices of the
functional V
(
φ(v)
)
, depending on the chosen representation of the scalar field, we refer the reader to [57].
As a result of the quantization achieved, the operator (41) is represented by a sum of basic segments (squares) (31)
that extend over all the nodes of the graph Γ. Each of the basic segments is constructed from a sum of elements
acting on the central node v surrounded by four nearest neighbor nodes — and it is rescaled by a factor 1/4, that
removes overlap of segments. This segmental composition allows to restrict calculations to a basic segment and to
represent the final result as the sum over all the segments — rescaled by 1/4.
In what follows we apply the formulas (C1), (C2) and (17) to the actions above. It is worth noting that if one would
like to consider the next to the leading order corrections or the exact expressions from (C1) and (C2), one should also
derive the possible corrections coming from the discretized representation of the potential operator Vˆ
(
φ(v)
)
and the
derivative operator
(
eρ(φˆv +~ep−φˆv)− eρ(φˆv−φˆv -~ep ))/(2ερ).
Finally, we find the actions of the four contributions to the Hamiltonian constraint operator, which read
Hˆ(gr)|Γ; jl, iv;Upi〉R ≈
γ~
k¯λ
lim
ε→0
l20
∑
v
N(v)Av 
ijijc(i)(v) c(j)(v)|Γ; jl, iv;Upi〉R
∣∣∣
i,j=1,2
, (46)
Hˆ
(φ)
kin|Γ; jl, iv;Upi〉R ≈
1
2k¯4
lim
ε→ε0
l20
∑
v
N(v)
A3v
Σ
(k)
v Σ
(l)
v Σ
(m)
v Σ
(n)
v
(
~pi(φ)v
)2×
× kl mnδikδjlδimδjn|Γ; jl, iv;Upi〉R
∣∣∣
k,l,m,n=1,2
,
(47)
Hˆ
(φ)
der|Γ; jl, iv;Upi〉R ≈
1
k¯2
lim
ε→ε0
l20
∑
v
N(v)
A2v
Σ
(m)
v Σ
(n)
v
km
eρ(φˆv +~ek−φˆv)− eρ(φˆv−φˆv -~ek )
2ερ
δim×
× ln e
ρ(φˆv +~el−φˆv)− eρ(φˆv−φˆv -~el )
2ερ
δin|Γ; jl, iv;Upi〉R
∣∣∣
k,l,m,n=1,2
(48)
Hˆ
(φ)
pot |Γ; jl, iv;Upi〉R = l20
∑
v
N(v)Av V
(
φ(v)
)|Γ; jl, iv;Upi〉R , (49)
where
(
eρ(φv +~ep−φv)− eρ(φv−φv -~ep ))/(2ερ) and V (φ(v)) are respectively the eigenvalues of the derivative operator —
acting by multiplication — and of the potential operator — the action of which depends on the structure of the
potential function. Notice that we introduced the cutoff ε0 and derived the leading terms in the eigenvalues of the
contributions to the Hamiltonian constraint, without using the large-j expansion — see also [56] for a discussion. This
was also a necessary assumption that led to semiclassical result in the standard tessellation method [27, 36].
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III.3. Continuum limit
Finally, we can calculate the continuum limit of the leading order of matrix element of the Hamiltonian operator,
defined as
R
〈
Hˆ
〉
R
:= R〈Γ; jl, iv;nl, iv| Hˆ(gr) + Hˆ(φ)kin+ Hˆ(φ)der+ Hˆ(φ)pot |Γ; jl, iv;nl, Iv〉R .
Taking into account the segmental structure of the square-lattice, this limit is obtained simply by reducing the
distance between the nodes, i.e. ε→ ε0, while simultaneously increasing their number — this amounts to reintroduce
a continuos structure, namely
∑
v l
2
0 →
∫
dx2. This procedure then leads to the result
R
〈
Hˆ(gr)
〉
R
≈ ~
8pil2Pλ
∑
v
l20 N(v)
√|p1(v) p2(v)|
l20
c˜1(v) c˜2(v) (50)
R
〈
Hˆ
(φ)
kin
〉
R
≈
∑
v
l20 N(v)
l20√|p1(v) p2(v)|(~pi(φ)v )2 (51)
R
〈
Hˆ
(φ)
der
〉
R
≈
∑
v
l20 N(v)
√|p1(v) p2(v)|
l20
×
×
{
l40
√|p1(v) p2(v)|
l20
(
p(2)(v)
)2 (eρ(φˆv +~e1−φˆv)− eρ(φˆv−φˆv -~e1 )2ερ
)2
+
+
l40
√|p1(v) p2(v)|
l20
(
p(1)(v)
)2 (eρ(φˆv +~e2−φˆv)− eρ(φˆv−φˆv -~e2 )2ερ
)2}
,
(52)
R
〈
Hˆ
(φ)
pot
〉
R
=
∑
v
l20 N(v)
√
|p1(v) p2(v)| V (φ(v)), (53)
Let us assume now to construct a proper semiclassical state, such that expectation values converge toward classical
quantities. In the case of the gravitational term it has been already shown how the four-dimensional analog of the
matrix element in (50) coincides with a semiclassical expression [27]. This provides the correspondence principle (B1)
for QRLG, which determines the value of the momentum corresponding to a classical configuration around which the
state is peaked. Here, we assume the analogous relation for the matter field operators.
Then, introducing the inverse metric components — see also Appendix (B) — q11 = (p1)2/(l40q
3
2 ) and q22 =
(p2)2/(l40q
3
2 ), taking the continuum limit and replacing discrete variables with their continuous equivalents of classical
fields, we obtain
R
〈
Hˆ
〉
R
=
∫
d2xN(x)
√
q(x)
(
2
κλ
A11(x)A
2
2(x) +
1
q(x)
(
pi(φ)(x)
)2
+ q11(x)
(
∂1φ(u)
)2
+ q22(x)
(
∂2φ(u)
)2
+ V
(
φ(x)
))
.
(54)
It is easy to see that the expression (54) reproduces the classical Hamiltonian (23) with the metric in the diagonal
gauge.
IV. CONCLUSIONS AND OUTLOOKS
Moving from QRLG, we have shown how to implement Thiemann’s procedure of Quantum Spin Dynamics in the three-
dimensional case. Exemplifications encoded within the QRLG scheme, which resulted in the analytical expression
for the eigenvalue of Hamiltonian constraint operator, were fundamental in deriving our results. The key feature
we wish to emphasize here is that we addressed the quantum dynamics of a gravitational system coupled to matter.
It is indeed the coupling to matter, as carrier of dynamics, that opened the pathway to the study of the quantum
gravitational dynamics in three-dimensional models. One can easy extend our analysis so to encode vector fields, as
well as different representations of the scalar field can be also deployed to the analysis of possible phenomenological
implications.
12
Notice furthermore that considering a scalar field theory with generic potential V (φ) allows thorough a Legendre-
Weil transform [58] to model any possible f(R) theory [59], where the form of f and V are related. The scalar-tensor
theory presented here can be thus seen as the quantization of a generic class of modified Einsteinian theories of gravity
of f(R) type. Further possible applications point toward the deployment of f(R) gravitational models to analogue
scenarios in condensed matter. The energy scale of the condensed matter system under scrutiny defines the effective
Newton constant and the other related scales at the quantum level, while the curvature of the mimetic gravitational
degrees of freedom encode the description of binding forces for lower spatial dimension lattice systems — see e.g.
[60, 61] and [62].
Over the paper, we derived the action of the Hamiltonian constraint operator for a system encoding a scalar field
minimally coupled to gravity in three dimensions, using a new method that was developed in [56]. We also proposed
how to define the potential operator for the scalar field, Vˆ
(
φ(v)
)
, and summarized its regularization [57? ]. Probably
our main result consists in having recovered that the Hamiltonian operator in (46) coincides with the one constructed
in three-dimensional LQC [13, 14].
There are still open problems in the framework of QRLG. In particular we did not show yet how construct coherent
states for the scalar field that will formally support the correspondence principle assumed in this article. Moreover,
the different dependence of the metric determinant and the different coupling to the metric tensor for the cases
in (51), (52) and (53) will generate different factors in the next to the leading order corrections for each of these
terms. This suggests that the representation that has been chosen for this field is rather empty of phenomenological
significance. It would be really difficult to extract measurable numbers from quantum corrections that scale in a
different way for different terms of the same field. It opens a discussion how to restrict requirements imposed on the
lattice representations of fields quantized via LQG techniques — see [57] for a sketch of such proposal.
Appendix A: Thiemann’s trick
In this appendix we repeat the procedure of lattice regularization [3] for the expressions that depend on the three-
dimensional equivalents of the Ashtekar variables (Aia, Eai ).
First, using the Thiemann’s trick [55], we can derive the Poisson brackets between the two-dimensional equivalent
of the Ashtekar connection Aia (4) and the area A =
∫
d2x
√
q of some surface S:
AnqabE
b
i =
2
n+ 2
δ(A)n+2
δEai
=
2
n+ 2
2
γκ
{
Aia,A
n+2
}
. (A1)
It is worth noting that this identity, together with (15) and (20), provides the relations
AnEai A
nEbi =
1
(n+ 1)2
22
(γκ)2
˜ac ˜bd
{
Aic,A
2(n+1)
}{
Aid,A
2(n+1)
}
, (A2)
AnAn =
27
(n+ 2)4
24
(γκ)4
˜ac˜bd
{
Aia,A
n/2 +1
}{
Aib,A
n/2 +1
}{
Ajc,A
n/2 +1
}{
Ajd,A
n/2 +1
}
. (A3)
Next, expanding the SU(2) holonomy along link lp outgoing from node v, and along loop q	 r constructed from
the anticlockwise sequence of links that starts start along link lq outgoing from the node v, we find the relations
hp(v) = 1 + εAp(v) +O
(
ε2
)
, (A4a)
hq	r(v) = 1 +
1
2
ε2Fqr(v) +O
(
ε4
)
. (A4b)
Here we used the following notation: hp(v) := hlp(v), hq	r(v) = hlq (v)hlr (v)h−1lq (v)h
−1
lr (v) and Aa := A
i
aτi, Fab :=
F iabτi, with the su(2) generators defined as τi = − i2σi, in which σi denoting Pauli matrices.
Thus we obtain the formulas required for the implementation of the canonical quantization{
Aia,
(
A(S)
)n}
δalp(v) =
2
ε
tr
(
τ ih−1p (v)
{
hp(v),
(
A(S)
)n})
+O(ε) , (A5a)
F 3ab δ
a
lp(v)δ
b
lq(v) = −
4
ε2
tr
(
τ3hp	q(v)
)
+O(ε2), (A5b)
where, “tr” denotes the trace over su(2) algebra indices and for simplicity we considered the fundamental representation.
All the formulas above can be easly generalized to any irreducible representation of su(2), possibly generating some
additional factors in front of the right hand sides of (A5a) and (A5b), which will be later canceled with analogous
factors in (C1) and (C2).
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Appendix B: Flux operator in QRLG
The canonical variables in four-dimensional QRLG are constructed from the diagonal connections and densitized
dreibeins [26]. The correspondence principle that links the spin j(i) at the quantum level with the classical canonical
momentum p(i) reads
p(i) = k¯Σ(i)v . (B1)
It is worth mentioning that this relation has been fixed in order to peak semiclassical states of QRLG [27] around
classical configurations, which is an assumption required by the complexifier method for constructing coherent states
[63, 64].
In order to reproduce all the standard four-dimensional identities for the reduced space coordinates (c(i), p(i)), we
assume the correspondence principle (B1) and the canonical identity {ci, pj} = κγδji /2, with Eai = p˜(i)δai /l20, and next
we define q(4)(i)(i) = |p1p2p3|/
(
l20(p
i)2
)
, obtaining q(4) = |p1p2p3|/l60.
Defining the three-dimensional equivalent of the determinant of the spatial metric, we find q := |p1p2|/l40 = q(4)11 q(4)22 ,
having the solution p3 =
√
p1p2. Thus the metric tensor components read q(i)(i) = (|p1p2|) 32 /
(
l20(p
i)2
)
. However, the
densitized triad written in terms of the reduced momenta reads Eai
∣∣
i=1,2
= (|p1p2|) 32 δai /(l20p(i))
∣∣
i=1,2
.
In order to recover the standard map between the reduced variables and the Ashtekar ones,
Aia =
1
l0
c˜(i)δ
i
a
∣∣
i=1,2
, Eai
∣∣
i=1,2
=
1
l20
p˜(i)δai
∣∣
i=1,2
, (B2)
we define a new set of three-dimensional variables, namely
c˜(i) = − 4
l0
(p(i))2
(|p1p2|) 34 c(i) , p˜
(i) = l0
(|p1p2|) 34
p(i)
, {c˜i, p˜j} = 1
2
κγδji . (B3)
We can then express the reduced phase space variables in terms of the metric components,
c˜(i)δ
i
a
∣∣
i=1,2
= l0
γ
N
˙√|q(a)(a)| δia∣∣i=1,2, |p˜(i)|δai ∣∣i=1,2 = l20
√∣∣∣∣q11 q22q(a)(a)
∣∣∣∣ δai ∣∣i=1,2. (B4)
It is worth mentioning that the new set of variables (c˜(i), p˜(i)) is the solution of the constraint q
(4)
33 = 1, providing
the following relation q(i)(i) = (p˜1p˜2)2/
(
l40(p˜
i)2
)
. This constraint can be interpreted as a condition that grades four-
dimensional gravity in the ADM decomposition to its three-dimensional equivalent.
Knowing the relations between three-dimensional reduced variables and the Ashtekar variables, we can derive the
action of the flux — being a smeared dreibein, canonically conjugated to the holonomy of the connection Aia assigned
to the link of a length ε — on the reduced holonomy,
ˆ˜pi
(
Sv
)
hk(v) = −ik¯ δ
δci
eεc˜(k)(v)τ
k/l0 = −ik¯ ε
l0
τ ihk(v), (B5)
where ˆ˜pi
(
S
)
:= 12
(
Eˆ(i)
(
Sp
)
+ Eˆ(i)
(
S−p
))
δip and Sp is the surface normal to link lp, with fiducial area l20. We also used
the exact formula for the U(1) holonomy, hp := e±εA(i)τ
i
δip , where the sign of the exponent depends on the orientation
of the link lp with respect to the chosen frame — here we are assuming the Cartesian right-oriented reference frame,
with x and y directions parallel to the lattice links.
We can easily transpose these findings into the action on the reduced Wigner matrix carrying generator τ (l) of the
irreducible representation jl, gauge fixed to diagonal along the link l,
lDjlmlml(hl) =
〈
ml, ~ul
∣∣Djl(hl)∣∣ml, ~ul〉 , ml = ±jl. (B6)
We then obtain
ˆ˜pi
(
S
)
lDjlmlml(hl) =
k¯
2
(
j(i)v + j
(i)
v−~ei
)
Djlmlml(hl) = k¯Σ
(i)
v D
jl
mlml
(hl), l = l
i. (B7)
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Appendix C: QRLG trace action
In this appendix we present new methods to computate the action of the traces of the operators tr
(
τ ihˆ−1p Aˆ
n(v) hˆp
)
and tr
(
(hˆi	j − hˆ−1i	j)τ3
)
. In this derivation we follow the method proposed in [56], which is based on the BCH
expansion of su(2)-valued eigenvalues of the considered traces of operators. An alternative procedure is presented in
[7, 27].
The action of the first trace of operators reads
tr
(
τ ihˆ−1j Aˆ
n(v) hˆj
)
|Γ; jl, iv〉R = tr
(
τ i h−1j
(
Av
)n(
1+
iε
2l0Σ
(j)
v
τ j
)n
2
hj
)
|Γ; jl, iv〉R
= − iεn δ
i
j
23l0Σ
(j)
v
(
Av
)n∑
r=1
25−4r
n
(
ε
l0Σ
(j)
v
)2(r−1)(
n/2
2r − 1
)
|Γ; jl, iv〉R
= − iεn δ
i
j
23l0Σ
(j)
v
(
Av
)n(
1 +O(ε2)
)
|Γ; jl, iv〉R ,
(C1)
where for simplicity we assumed the su(2) generators to be in the fundamental representation. It is worth mentioning
that this result can generalized for any irreducible representation of su(2), possibly modifying the factor in front of
the second and the third line of (C1), which will be finally simplified with an analogous factor coming from (A5a).
Concerning the second trace of operators, using the BCH formula and gathering all the terms coming from the
expansion of the exponentiated operators in the definition of the U(1) holonomy, we find
tr
((
hˆi	j − hˆ−1i	j
)
τ3
)
|cv; jl, iv〉R = − ij3 sin
( ε
l0
c(i)(v)
)
sin
( ε
l0
c(j)(v)
)
|Γ; jl, iv〉R
= − ij3c(i)(v) c(j)(v)ε
2
l20
(
1 +O(ε2)
)
|Γ; jl, iv〉R .
(C2)
Notice that the non-expanded expression above reproduces the same gravitational contribution to the Hamiltonian
constraint operator, as the one provided by the regulated operator in three-dimensional LQC [13, 14]. Besides that,
similarly as in the case of the previous formula, if we consider an irreducible representation of su(2) other than the
fundamental one, the possible change in the overall factor, coming from the contraction of generators, will cancel the
factor that will appear from the formula (A5a).
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