Abstract. There are many problems in mechanics and physics, the mathematical models of which are some boUndary value problems for nonlinear elliptic systems of first and second order equations in multiply connected domains including infinity. In this paper, we discuss oblique derivative problems for systems of second order equations. 
Formulation of the problems
Let D be an (N + 1)-connected domain in C including infinity, with boundary r = U 0 I', E C (0 < a < 1). Without loss of generality we may assume that D is a circular domain in {z E C Izi > 1}, whose boundary consists of N + 1 circles rO =r N+l = { z ec:IzI=1} and ri={zec:Iz_z 2 I=y} (j=1,...,N),where z j E C are given points, 0 < -yj E R are given constants (see, e.g., [2, 3] ).
We consider the nonlinear elliptic system of second order equations in complex form (C)2 Q(z,w,w 2 ,i,U,V) and A (z,w,w,iiJ) in which Po and p with 2 < P0 < p and k3 (j = 0, 1, 2,3) are non-negative constants.
(C) 3 System (1.1) satisfies for any functions w E C'() and constants E C (j = 1,2) the uniform ellipticity condition
for almost every point z E D, where q i 2 0 and q 2 0 are constants with
Now we formulate the oblique derivative problem, i.e. the Poincaré boundary value problem as follows (compare [5] ).
Problem (P).
In the domain D, find a solution w = w(z) of system (1.1), which is continuously differentiable on D and satisfies the boundary condition
Re (1.5) in which a with a < 1 and k0 , k 1 , k4 are non-negative constants. with a non-negative constant k5 such that Icol k5.
Problem (Q)o.
This is a special case of Problem (Q), namely with A4 = 0, a = 0,
In order to prove the uniqueness of solutions for Problem (Q), we need to add the condition that for any functions U j , V 1 , w l E C() (j = 1,2) with U1 , V.1 E L0,2() the equality
A priori estimates for solutions of problem (Q)
In oder to prove the solvability of Problem (Q), we need to give some estimates of its solutions. 
. , k5 )) are non-negative constants and K = (K 1 , K2).

Proof. Let the solution [w, U, V]
of Problem (Q) be substituted into system (1.7), the boundary conditions (1.8) and (1.11), and relation (1.9). It is clear that (1.7) and (1.8) can be rewritten in the form
where A and r, 5Jk satisfy the inequalities In addition, from (1.9) it can be derived that
where M4 = M4 (D). Combining (2.7) -(2.9), it is derived that
Provided that the constants q 2 and k , k2 are sufficiently small, for instance, when
we thus have
Substituting (2.11) and (2.9) into (2.7), it can be obtained that 
w(C, we see that if w(z) E W 04 (D) (2 < Po S p), then w[z()J E W, 0 (D).
The inverse result is also true.
Moreover, denoting U(z) = U I z )] = U(s), we have U = -( 2 U and U = -(2Uc, and we see that if U(z) E W, 02 (D) (2 <P0 < p), then U[z)] E W 0 (D).
The inverse result is also true. - 
If
5(_z (2
This shows that f(z) E L 0 (D). Hence
ML,0[f(z),Dj
ã[s(o) -s(),b] ML0[j(z),ñ] (2.25) in which a = 1 -and M M(po
It is clear that _ 9 V1 E L ,2 (), and then h(z) E L 0,2 (D). Due to the fact that the function x() = z + S(0) -S(z) z + S(0) -T[h] is a solution of
Solvability of boundary value problems
On the basis of proper a priori estimates nonlinear problems are often solved by the Leray-Schauder technique. This method is extensively used in [2, 3] for different problems. In this way here the solvability of problems (P) and (Q) are discussed. 
Re[7(z)U3 (z) + aji (z)w(z)J = h(z) (z E F) (3.2)
Im[7U(z) + aji (z)w(z)]
= 0
the coefficients of which satisfy conditions (1.7) -(1.9) and (1.11), but k3 = k4 =k5 = 0. On the basis of Theorem 2.2, provided q2 and k 1 , k2 are sufficiently small, we can derive
In the following, we use the foregoing estimates of solutions and the Leray-Schauder theorem to prove the solvability of Problem (Q) for the nonlinear elliptic system. We introduce the Banach space
Denote by BM the set of triples of continuous functions w = [w, U, V] satisfying the inequalities
where M10 = M1 + 1 and M11 = M2 + 1, with /3 and M I , M2 being non-negative constants as stated in (2.1) 
and (2.2). It is evident that B M is a bounded open set in
B.
Next, we arbitrarily select a system of functions w = [w, U, V] E BM and substitute it into the appropriate positions of (1.7) -(1.9) and (1.11), and then consider the boundary value problem (Q)' with parameter t E 10, 1] 
(n-oo).
S(w -WO)
Because of the completeness of the Banach space B, there exists a system of functions
-+0 (n-co).
S(w -Wa)
This shows the complete continuity of f = T(, t) (0 < i 1)on . By a similar method we can also prove that w = T(, t) continuously maps B M into B and T(,i) is uniformly continuous with respect to t for w E B.
Hence by the Leray-Schauder theorem, we see that the functional equation w = T(w,t) (0 < t < 1) with t 1, i.e. Problem (Q) has a solution.
Finally, we can eliminate the assumption of We can also write solvability conditions of Problem (P) in other cases.
Proof. We only discuss the case 0 <K, < N (j = 1, 2). Let the solution (w, U, VI of Problem (Q) be substituted into (1.7) -(1.9) and (1.11). The functions h, (j = 1,2) and the complex constants dm (m = 1,. .. , N (3.17) then w = U(z) and U7, = V(z), and w is a solution of Problem (P). Hence when 0 < K3 < N (j = 1, 2), Problem (P) has 4N -K1 -K2 solvability conditions. In addition, the real constants b,k (k = N -K3 + 1,... , N + 1; j = 1,2) in (1.11) and the complex constant co in (1.9) may be arbitrary. This shows that the general solution of Problem (P) (0 < K3 < N; j = 1,2) depends on K1 +K2 +4 arbitrary real constants I
