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a b s t r a c t
In this paper we study symmetric orthogonal filters with linear-phase moments, which
are of interest in wavelet analysis and its applications. We investigate relations and
connections among the linear-phase moments, sum rules, and symmetry of an orthogonal
filter. As one of the results, we show that if a real-valued orthogonal filter a is symmetric
about a point, then a has sum rules of order m if and only if it has linear-phase
moments of order 2m. These connections among the linear-phasemoments, sum rules, and
symmetry help us to reduce the computational complexity of constructing symmetric real-
valued orthogonal filters, and to understand better symmetric complex-valued orthogonal
filters with linear-phase moments. To illustrate the results in the paper, we provide
many examples of univariate symmetric orthogonal filters with linear-phase moments.
In particular, we obtain an example of symmetric real-valued 4-orthogonal filters whose
associated orthogonal 4-refinable function lies in C2(R).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we are interested in orthogonal filters and wavelets with linear-phase moments, sum rules, and symmetry.
Let us first introduce some definitions and notation.
For an integer j such that 1 ⩽ j ⩽ d, byDj we denote the partial derivative with respect to the jth coordinate ofRd. Define
N0 := N ∪ {0}. For any µ = [µ1, . . . , µd]T ∈ Nd0, we define |µ| := |µ1| + · · · + |µd| andDµ as the differentiation operator
D
µ1
1 · · ·Dµdd . Moreover, we writeD := [D1, . . . ,Dd]T, the gradient differentiation operator. For a nonnegative integer m
and two smooth functions f, g, we shall use the following big O notation:
f(ξ) = g(ξ)+ O(‖ξ − ξ0‖m), ξ → ξ0 (1.1)
to mean the following relation:
Dµf(ξ0) = Dµg(ξ0), ∀µ ∈ Nd0 satisfying |µ| < m. (1.2)
We shall see that using the big O notation in (1.1) to mean (1.2) agrees with the commonly accepted big O notation in the
literature.
By l0(Zd)we denote the set of all finitely supported sequences a : Zd → C on Zd such that {k ∈ Zd | a(k) ≠ 0} is a finite
set. For a sequence a ∈ l0(Zd), we often write a = {a(k)}k∈Zd and we define its Fourier series (or symbol) as follows:
aˆ(ξ) :=
−
k∈Zd
a(k)e−ik·ξ , ξ ∈ Rd, (1.3)
where k · ξ denotes the standard dot product in Rd. We also define ‖ξ‖2 := ξ · ξ for all ξ ∈ Rd.
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Throughout the paper, byMwe denote a d× d integer invertible matrix, and we define
ΩM := [(MT)−1Zd] ∩ [0, 1)d. (1.4)
In other words,ΩM is a complete set of representatives of distinct cosets of the quotient group [(MT)−1Zd]/Zd.
Recall that a filter a ∈ l0(Zd) is anM-orthogonal filter if−
ω∈ΩM
|aˆ(ξ + 2πω)|2 = 1. (1.5)
An M-orthogonal filter a satisfying aˆ(0) = 1 is called a low-pass M-orthogonal filter. In this paper we are interested in
low-pass orthogonal filters having several desirable properties such as sum rules, linear-phase moments, and symmetry. In
the following we introduce these basic notions one by one.
For a nonnegative integer m, we say that a filter a ∈ l0(Zd) has sum rules of order m with respect to a d × d integer
invertible matrixM if
aˆ(ξ + 2πω) = O(‖ξ‖m), ξ → 0 ∀ω ∈ ΩM \ {0}. (1.6)
If a has sum rules of orderm but notm+ 1 with respect toM, then we denote by sr(a,M) := m the highest order of sum
rules satisfied by the filter a with respect to the matrix M. The order of sum rules of a filter is a fundamental property of a
filter and plays a critical role in wavelet analysis and filter design; for example, see [1–14] and references therein.
For a nonnegative integer n, we say that a filter a ∈ l0(Zd) has linear-phase moments of order nwith phase c ∈ Rd if
aˆ(ξ) = e−ic·ξ + O(‖ξ‖n), ξ → 0. (1.7)
Note that a having a linear-phase moment of order 1 simply means that aˆ(0) = 1, that is, a is a low-pass filter. If a has
linear-phase moments of order at least 2 with phase c, then it follows directly from the definition of linear-phase moments
in (1.7) that
c = iD aˆ(0) =
−
k∈Zd
a(k)k =
−
k∈Zd
a(k)k1, . . . ,
−
k∈Zd
a(k)kd
T
, (1.8)
where k = [k1, . . . , kd]T. Therefore, the phase c, which is a d× 1 column vector of real numbers, is completely determined
by the filter a, and we call c in (1.8) the default phase in the definition of linear-phase moments in (1.7). Consequently, the
phase c in the definition of linear-phase moments in this paper is understood to take the form in (1.8). If a has linear-phase
moments of order n but not n + 1 with the default phase c in (1.8), then we denote by lpm(a) := n the highest order of
linear-phase moments satisfied by the filter a. The notion of linear-phase moments was first explicitly introduced in [11].
The order of the linear-phase moments is a desirable property of a filter in wavelet analysis; for example, see [10,11] and
the end of Section 3 for its importance.
Though there are many different kinds of symmetries in high dimensions, in this paper we only discuss the most basic
symmetry type: symmetric about a point. We say that a filter a is symmetric about a point c ∈ Rd if
a(2c− k) = a(k), ∀k ∈ Zd. (1.9)
Of course, a natural constraint on the symmetry center c is 2c ∈ Zd, that is, c ∈ 12Zd. In the frequency domain, (1.9) simply
becomes
aˆ(ξ) = e−i2c·ξ aˆ(−ξ). (1.10)
In this paper we are interested in investigating orthogonal filters with linear-phase moments, sum rules, and
symmetry. In the following let us explain our motivation for this paper. Orthonormal real-valued wavelets associated with
2-orthogonal filters having linear-phase moments with integer phases are called coiflets in the literature [3,4]. As pointed
out in [15,3,4,16], coiflets are of particular interest in the applications of wavelets in numerical algorithms. By solving
nonlinear equations, several interesting examples of finitely supported real-valued 2-orthogonal filters with linear-phase
moments have been obtained in [4,16]. However, it remains openwhether there is a family of finitely supported real-valued
2-orthogonal filters with increasing orders of linear-phase moments. For the complex case, this problem is satisfactorily
settled in [11] by explicitly constructing a family of finitely supported symmetric complex-valued 2-orthogonal filters with
increasing orders of linear-phase moments.
On the other hand, as shown in [17,3] by a very simple argument, unless it is the Haar filter (whose symbol is (1+e−iξ )/2)
or one of its trivial variants, a finitely supported real-valued 2-orthogonal filter cannot be symmetric about a point. In
particular, coiflets cannot be symmetric. This simple observation made in [17,3] has motivated many researchers to find
alternatives for achieving both symmetry and orthogonality. One possibility is to consider univariate M-orthogonal filters
with the dilation factorM being an integer greater than 2. Indeed, by solving nonlinear equations, some interesting examples
of univariate finitely supported symmetric real-valued M-orthogonal filters, with a small dilation factor M, have been
reported in [18,19,5,20]. Such reported orthogonal filters generally have sum rules of low orders, and the issue of linear-
phase moments for such filters has not been addressed yet in the literature. As a matter of fact, it was unknown until now in
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the literature whether there is a finitely supported symmetric real-valued 4-orthogonal filter whose associated orthogonal
4-refinable function is a C2 function. In this paper, we shall show that a finitely supported symmetric real-valued
M-orthogonal filter has sum rules of order m if and only if it has linear-phase moments of order 2m. Using this simple fact,
we obtain many more examples, including a symmetric real-valued 4-orthogonal filter in Example 10 whose associated
orthogonal 4-refinable function lies in C2(R).
For a low-pass 2-orthogonal filter a, one can easily define an associated high-pass filter b [2,17,3] by
bˆ(ξ) := e−i(ξ+π)aˆ(ξ + π) (1.11)
and so
P[a;b](ξ)P[a;b](ξ)
T = I2 with P[a;b](ξ) :=
[
aˆ(ξ) bˆ(ξ)
aˆ(ξ + π) bˆ(ξ + π)
]
, (1.12)
where I2 denotes the 2 × 2 identity matrix. A low-pass filter a and its derived high-pass filter b satisfying (1.12) form a
2-orthogonal wavelet filter bank {a; b}. Thus, a 2-orthogonal wavelet filter bank can be easily derived from its low-pass
2-orthogonal filter.
For a given low-passM-orthogonal filter a ∈ l0(Z), one main difficulty for building anM-orthogonal wavelet filter bank
{a; b1, . . . , bM−1}withM > 2 lies in it being no longer trivial to derive high-pass filters b1, . . . , bM−1 ∈ l0(Z) such that
P[a;b1,...,bM−1](ξ)P[a;b1,...,bM−1](ξ)
T = IM, (1.13)
where IM denotes theM×M identity matrix and
P[a;b1,...,bM−1](ξ) :=

aˆ(ξ) b1(ξ) · · · bM−1(ξ)
aˆ

ξ + 2π
M
 b1 ξ + 2π
M

· · · bM−1

ξ + 2π
M

...
...
. . .
...
aˆ

ξ + 2π(M− 1)
M
 b1 ξ + 2π(M− 1)
M

· · · bM−1

ξ + 2π(M− 1)
M


. (1.14)
In other words, this is a matrix extension problem: given the first column

aˆ(ξ), aˆ

ξ + 2πM

, . . . , aˆ

ξ + 2π(M−1)M
T
,
one is asked to extend it into a square matrix in (1.14) satisfying (1.13) by finding the high-pass filters b1, . . . , bM−1 ∈
l0(Z). Moreover, if a has a certain symmetry, then one would prefer that all derived high-pass filters b1, . . . , bM−1 also
possess certain symmetries. The matrix extension problem without symmetry has been successfully solved in [21,22]. The
matrix extension problem with symmetry is even (much) harder. Fortunately, recently the matrix extension problem with
symmetry has been completely and satisfactorily solved in [10,23–25]. For example, it has been shown in [10, Algorithm 2]
that for any given finitely supported symmetric complex-valuedM-orthogonal filter a, one can always derive, through the
step-by-step algorithms of [10], associated high-pass filters b1, . . . , bM−1 ∈ l0(Z) such that (1.13) holds, all b1, . . . , bM−1
have a certain symmetry, and the lengths of the filter supports of all the high-pass filters are no greater than the length of
the filter support of the given low-pass filter a. Therefore, the last remaining difficulty in building symmetricM-orthogonal
wavelet filter banks {a; b1, . . . , bM−1} is the construction of finitely supported symmetric low-pass M-orthogonal filters a
with desirable properties. This motivates us to study various properties of such filters and then use these results to help us
to reduce the computational complexity for constructing them.
Another way of achieving both symmetry and orthogonality is to consider complex-valued orthogonal filters [26].
Significant advances on univariate symmetric complex-valued orthogonal wavelets have been made in a series of recent
papers [10,11]. For example, for any positive integer M ⩾ 2, [10, Theorem 3.4] (also see [11, Theorem 1] for M = 2)
has constructed a family of finitely supported symmetric complex-valued M-orthogonal filters with increasing orders of
linear-phase moments and sum rules. In this paper, we shall further study the structure of symmetric complex-valued M-
orthogonal filters. Our results in this paper will help us understand better the constructions of symmetric complex-valued
M-orthogonal filters in [10,11].
The structure of the paper is as follows. In Section 2 we shall study relations and connections among the linear-phase
moments, sum rules, symmetry, and orthogonality of a filter. In Section 3, we shall investigate linear-phase moments of a
complex-valued M-refinable function associated with a complex-valued filter. On the basis of the results in Section 2, we
shall provide in Section 4many examples of univariate symmetric real-valued orthogonal filterswith linear-phasemoments.
The results in Section 2 enable us to reduce the computational complexity in the design of symmetric orthogonal filters with
linear-phase moments.
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2. Linear-phase moments, sum rules, symmetry, and orthogonality
In this section we explore relations and connections among the linear-phase moments, sum rules, and symmetry of an
orthogonal filter.
In the standard literature of mathematics, (1.1) simply means that there are positive real numbers r, C such that
|f(ξ)− g(ξ)| ⩽ C‖ξ − ξ0‖m, ∀ξ ∈ Br(ξ0), (2.1)
where Br(ξ0) denotes the open ball with center ξ0 and radius r . Since we frequently use the big O notation in (1.1) in this
paper, it is better for us to clarify here the convention in (1.1) by recalling the following basic fact. For the convenience of
the reader, we provide a proof here.
Lemma 1. Let m be a nonnegative integer, and f, g be functions in d variables such that all their partial derivatives of order up
to m are continuous in a neighborhood of a point ξ0 ∈ Rd. Then there exist two positive real numbers r, C such that (2.1) holds if
and only if (1.2) holds.
Proof. Define h(ξ) := f(ξ)− g(ξ). Using Taylor’s formula for h at the point ξ0, we have
h(ξ) =
m−1−
n=0
1
n! ((ξ − ξ0) ·D)
nh(ζ )

ζ=ξ0
+ 1
m! ((ξ − ξ0) ·D)
mh(ζ )

ζ=(1−c)ξ0+cξ
, (2.2)
for some 0 ⩽ c ⩽ 1. Note that the (gradient) differentiation operatorD only acts on the variable ζ and the number c depends
on h, ξ0, ξ andm.
Suppose that (1.2) holds. By our assumption on f and g, there are positive constants r, C0 such that |Dµh(ζ )| ⩽ C0 for all
µ ∈ Nd0 with |µ| = m and for all ζ ∈ Br(ξ0). By (2.2) and (1.2), for ξ ∈ Br(ξ0), we have
|f(ξ)− g(ξ)| = |h(ξ)| = 1
m! |((ξ − ξ0) ·D)
mh(ζ )|ζ=(1−c)ξ0+cξ | ⩽
dm/2Cm0
m! ‖ξ − ξ0‖
m.
Therefore, (1.2) implies (2.1) with C = dm/2Cm0m! .
Conversely, suppose that (2.1) holds. Plugging ξ = ξ0 + tywith ‖y‖ ⩽ r and−1 < t < 1 into (2.2), we have
h(ξ) =
m−1−
n=0
tn
n! (y ·D)
nh(ζ )

ζ=ξ0
+ t
m
m! (y ·D)
mh(ζ )

ζ=ξ0+tcy
.
Note that ‖ξ − ξ0‖ = ‖ty‖ = |t| ‖y‖. Fix y and suppose that t → 0. It follows directly from the above identity and (2.1) that
(y ·D)nh(ζ )|ζ=ξ0 = 0 for all n = 0, . . . ,m− 1. Since y ∈ Rd with |y| ⩽ r is arbitrary, we conclude that (1.2) must hold. 
Let us first look at the connection between the default phase for linear-phase moments and the symmetry center of a
symmetric filter.
Proposition 2. Suppose that a filter a ∈ l0(Zd) has symmetry in (1.9)with symmetry center c and aˆ(0) = 1. Then∑k∈Zd a(k)k =
c, that is, the default phase in (1.8) for linear-phase moments in (1.7) must agree with the symmetry center c of the filter a.
Moreover, lpm(a)must be an even positive integer.
Proof. By the symmetry condition in (1.10) and aˆ(0) = 1, we have
D aˆ(0) = [De−i2c·ξ ]|ξ=0aˆ(0)−D aˆ(0) = −i2c−D aˆ(0),
from which we see that c = iD aˆ(0). Hence,∑k∈Zd a(k)k = iD aˆ(0) = c.
We now show that lpm(a)must be an even integer for a symmetric filter a. Set n := lpm(a). By aˆ(0) = 1, we have n ⩾ 1.
We now prove that nmust be an even integer. Note that a has n linear-phase moments with phase c if and only if
eic·ξ aˆ(ξ) = 1+ O(‖ξ‖n), ξ → 0. (2.3)
Define f(ξ) := eic·ξ aˆ(ξ). From the symmetry condition in (1.10), we have f(ξ) = f(−ξ). Consequently,
Dµf(0) = [Dµf(ξ)]|ξ=0 = [Dµ(f(−ξ))]|ξ=0 = (−1)|µ|Dµf(0), ∀µ ∈ Nd0. (2.4)
It follows directly from the above relation that
Dµf(0) = 0, ∀µ ∈ Nd0 such that |µ| is an odd integer. (2.5)
If nwere to be an odd integer, then by (2.5) we would haveDµf(0) = 0 for all |µ| = n. Consequently, (2.3) must hold with
n being replaced by n + 1. But this implies lpm(a) ⩾ n + 1, a contradiction to n = lpm(a). Therefore, lpm(a) must be an
even positive integer for any symmetric filter awith aˆ(0) = 1. 
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For the order of sum rules of a symmetric filter, we have the following result.
Proposition 3. Let M be a d× d integer invertible matrix such that
2M−1 is an integer matrix. (2.6)
Suppose that a filter a ∈ l0(Zd) has the symmetry in (1.9) with a symmetry center c ∈ 12Zd.
(i) If e−i2c·2πω ≠ 1 for all ω ∈ ΩM \ {0}, then sr(a,M)must be an odd integer.
(ii) If e−i2c·2πω ≠ −1 for all ω ∈ ΩM \ {0}, then sr(a,M)must be an even integer.
(iii) If 2M−1c ∈ Zd and | det(M)| > 1, then a cannot be anM-orthogonal filter with aˆ(0) = 1.
Proof. Since 2M−1 is an integermatrix, it is obvious that 2(MT)−1 is also an integermatrix, since 2(MT)−1 = (2M−1)T. Recall
thatΩM = [(MT)−1Zd] ∩ [0, 1)d. For every ω ∈ ΩM, since 2(MT)−1 is an integer matrix, we have 2ω ∈ Zd. Therefore, by the
symmetry condition in (1.10), for every ω ∈ ΩM, we have
aˆ(ξ + 2πω) = e−i2c·2πωe−i2c·ξ aˆ(−ξ − 2πω) = e−i2c·2πωe−i2c·ξ aˆ(−ξ + 2πω), (2.7)
where we used the fact that aˆ is 2πZd-periodic and 2ω ∈ Zd. Set m := sr(a,M). By the definition of sum rules in (1.6), for
every ω ∈ ΩM \ {0}we have aˆ(ξ + 2πω) = O(‖ξ‖m) as ξ → 0. Consequently, from (2.7), we must have
Dµaˆ(2πω) = e−i2c·2πω[Dµ(e−i2c·ξ aˆ(−ξ + 2πω))]|ξ=0
= e−i2c·2πω(−1)mDµaˆ(2πω), µ ∈ Nd0 satisfying |µ| = m, ω ∈ ΩM \ {0}. (2.8)
We now prove item (i). Suppose that e−i2c·2πω ≠ 1 for all ω ∈ ΩM \ {0}. If m were to be an even integer, then it would
follow from (2.8) thatDµaˆ(2πω) = 0 for all ω ∈ ΩM \ {0} and |µ| = m. Consequently, we must have sr(a,M) > m, which
is a contradiction to m = sr(a,M). Therefore, if e−i2c·2πω ≠ 1 for all ω ∈ ΩM \ {0}, then sr(a,M) must be an odd integer.
Therefore, item (i) holds.
By a similar argument and (2.8), if e−i2c·2πω ≠ −1 for all ω ∈ ΩM \ {0}, then sr(a,M)must be an even integer and item
(ii) holds.
Item (iii) can be proved by the same method as was used to prove [8, Proposition 2.2] for real-valued filters. In fact, the
proof of [8, Proposition 2.2] shows that if 2M−1c ∈ Zd and if a is an M-orthogonal filter satisfying (1.9), then aˆ must be a
monomial; more precisely, we must have c ∈ Zd and a(k) = 0 for all k ∈ Zd \ {c}. 
Without the condition on the matrixM in (2.6) or the symmetry center c in Proposition 3, sr(a,M) could be either even
or odd even if a has symmetry. For a d × d integer invertible matrix M, the condition in (2.6) is a necessary and sufficient
condition for guaranteeing that ω and −ω belong to the same coset of [(MT)−1Zd]/Zd for all ω ∈ [(MT)−1Zd]/Zd. The
condition in (2.6) is obviously satisfied if | det(M)| = 2. For dimension d = 2, the condition in (2.6) is equivalent to saying
that either det(M) ∈ {−2,−1, 1, 2} or M = 2E for a d × d integer matrix E with det(E) ∈ {−1, 1}. We mention a few
cases of Proposition 3 here. Let a be a symmetric filter with symmetry center c. IfM = 2Id and c = 0, by Proposition 3, then
sr(a, 2Id)must be an even integer. Take d = 2 and define
M√2 :=
[
1 1
1 −1
]
, M√3 :=
[
1 −2
2 −1
]
. (2.9)
If 2c ∈ M√2Z2, then by Proposition 3 we see that sr(a,M√2) must be an even integer. If (2c − [1, 0]T) ∈ M√2Z2, then by
Proposition 3 we see that sr(a,M√2)must be an odd integer. However, M√3 does not satisfy the condition in (2.6). In fact,
no matter whether a has symmetry or not, sr(a,M√3) could be any nonnegative integer.
Proposition 3 reveals some intrinsic constraints on the sum rule order sr(a,M) for a symmetric filter a, and is helpful for
studying and constructing filters with symmetry and sum rules.
We now study relations between linear-phase moments and sum rules of orthogonal filters.
Lemma 4. Let M be a d× d integer invertible matrix and a ∈ l0(Zd) be anM-orthogonal filter. Then sr(a,M) ⩾ lpm(a)/2. If in
addition the filter a is real-valued and aˆ(0) = 1, then one of the following two cases must hold:
(i) lpm(a) = 2 sr(a,M) and lpm(a) is an even integer;
(ii) lpm(a) < 2 sr(a,M) and lpm(a)must be an odd integer.
Proof. Set n := lpm(a). From the definition of linear-phase moments in (1.7), we deduce that
|aˆ(ξ)|2 = 1+ O(‖ξ‖n), ξ → 0. (2.10)
Since a is anM-orthogonal filter, from (1.5) and (2.10), we see that−
ω∈ΩM\{0}
|aˆ(ξ + 2πω)|2 = 1− |aˆ(ξ)|2 = O(‖ξ‖n), ξ → 0.
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It follows directly from the above relation that aˆ(ξ + 2πω) = O(‖ξ‖n/2) as ξ → 0 for all ω ∈ ΩM \ {0}. Hence, the filter a
must have sum rules of order at least n/2. That is, by n = lpm(a), we have sr(a,M) ⩾ lpm(a)/2.
As we just proved, we always have sr(a,M) ⩾ lpm(a)/2, that is, lpm(a) ⩽ 2 sr(a,M) always holds. Therefore, we have
only two cases: either lpm(a) = 2 sr(a,M) or lpm(a) < 2 sr(a,M).
Case 1: Suppose that lpm(a) = 2 sr(a,M). Then it is obvious that lpm(a) is an even integer. Therefore, item (i) holds.
Case 2: Suppose that lpm(a) < 2 sr(a,M), that is, sr(a,M) > lpm(a)/2. Using proof by contradiction, we now show that
n := lpm(a) must be an odd integer. Suppose not. Then n is an even integer. Since aˆ(0) = 1, we must have n ⩾ 1. By the
orthogonality condition in (1.5) and sr(a,M) > n/2, we have 2 sr(a,M) ⩾ n+ 1 and
1− |aˆ(ξ)|2 =
−
ω∈ΩM\{0}
|aˆ(ξ + 2πω)|2 = O(‖ξ‖n+1), ξ → 0.
Because a is real-valued, we have aˆ(ξ) = aˆ(−ξ). Consequently, the above identity implies
f(ξ)f(−ξ) = 1+ O(‖ξ‖n+1), ξ → 0, (2.11)
where f(ξ) := eic·ξ aˆ(ξ) and c is the default phase in (1.8). By the definition of linear-phase moments, we have f(ξ) =
1+ O(‖ξ‖n) as ξ → 0. Since n is an even integer, we deduce from (2.11) that
2Dµf(0) = Dµf(0)+ (−1)nDµf(0) = [Dµ(f(ξ)f(−ξ))]|ξ=0 = 0, ∀µ ∈ Nd0, |µ| = n.
Consequently, we must have f(ξ) = 1 + O(‖ξ‖n+1) as ξ → 0. Therefore, lpm(a) ⩾ n + 1, which is a contradiction to
n = lpm(a). Hence, nmust be an odd integer, and item (ii) holds. 
The fact that sr(a,M) ⩾ lpm(a)/2 is known from [16, Lemma 4.2] for the univariate case with M = 2 for real-valued
orthogonal filters, and from [11, page 233] for complex-valued orthogonal filters.
Let a ∈ l0(Zd) be a real-valued filter such that aˆ(0) = 1 (that is, a is a low-pass filter). Then the default phase c in (1.8)
is a column vector of real numbers. By the discussion on the default phase in the definition of linear-phase moments in
Section 1, we see that a has linear-phase moments of order at least 2 with the default phase in (1.8). For a real-valued low-
pass M-orthogonal filter a, from the following result, we shall see that a automatically has linear-phase moments of order
at least 3.
Corollary 5. Let M be a d× d integer invertible matrix. If a ∈ l0(Zd) is a real-valuedM-orthogonal filter such that aˆ(0) = 1 and
sr(a,M) ⩾ 2, then lpm(a) ⩾ 3.
Proof. Let c := ∑k∈Zd a(k)k be the default phase. Since a is real-valued, we have c ∈ Rd. By aˆ(0) = 1, from the definition
of linear-phase moments in (1.7), we automatically have lpm(a) ⩾ 2. Using proof by contradiction, we now prove that
lpm(a) ⩾ 3. Suppose not. Then lpm(a) = 2. By our assumption sr(a,M) ⩾ 2, we see that lpm(a) = 2 < 2 sr(a,M) holds.
Consequently, item (ii) of Lemma 4 must hold. Therefore, lpm(a) must be an odd integer, which is a contradiction to our
assumption lpm(a) = 2. Hence, we must have lpm(a) ⩾ 3. 
The simple fact in Corollary 5 shows that any real-valued M-orthogonal filter a must have, as long as aˆ(0) = 1 and
sr(a,M) ⩾ 2 which are often satisfied, linear-phase moments of order at least 3.
The following result, which is a special case of Theorem 9, plays an important role in our construction of symmetric
real-valued orthogonal filters in Section 4.
Corollary 6. Let M be a d × d integer invertible matrix. If a ∈ l0(Zd) is a real-valued M-orthogonal filter such that aˆ(0) = 1
and a has symmetry in (1.9), then lpm(a) = 2 sr(a,M). In other words, for a real-valued symmetric M-orthogonal filter a with
aˆ(0) = 1, a has sum rules of order m if and only if a has linear-phase moments of order 2m.
Proof. By Proposition 2, the default phase c agrees with the symmetry center c in (1.9) and lpm(a)must be an even integer.
Since a is a real-valued M-orthogonal filter with aˆ(0) = 1, by Lemma 4, item (i) of Lemma 4 must hold. In particular, we
have lpm(a) = 2 sr(a,M). 
Nextwe look at complex-valued orthogonal filters. To do so, we introduce some notation. For a complex-valued sequence
a : Zd → C, we define two associated real-valued sequences ar , ai : Zd → R by
ar(k) := Re(a(k)) and ai(k) = Im(a(k)), k ∈ Zd, (2.12)
where Re(c) and Im(c) denote the real part and imaginary part of a complex number c , respectively. Note that (2.12) is
equivalent to
ar(ξ) = [aˆ(ξ)+ aˆ(−ξ)]/2 and ai(ξ) = i[aˆ(−ξ)− aˆ(ξ)]/2. (2.13)
We say that a has vanishing moments of order m if aˆ(ξ) = O(‖ξ‖m) as ξ → 0. If a has vanishing moments of order m but
notm+ 1, we denote by vm(a) := m the highest order of vanishing moments satisfied by the filter a.
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Before investigating symmetric complex-valued orthogonal filters, we need a few basic results.
Lemma 7. Let M be a d× d integer invertible matrix and a ∈ l0(Zd) be a complex-valued filter. Then
sr(a,M) = min(sr(ar ,M), sr(ai,M)) and lpm(a) = min(lpm(ar), vm(ai)). (2.14)
Proof. By (2.13), it is trivially seen that
sr(ar ,M) ⩾ sr(a,M), sr(ai,M) ⩾ sr(a,M), lpm(ar) ⩾ lpm(a), vm(ai) ⩾ lpm(a).
That is, we always have min(sr(ar ,M), sr(ai,M)) ⩾ sr(a,M) and min(lpm(ar), vm(ai)) ⩾ lpm(a). On the other hand,
by the relation aˆ(ξ) = ar(ξ) + iai(ξ), it is also trivially seen that sr(a,M) ⩾ min(sr(ar ,M), sr(ai,M)) and lpm(a) ⩾
min(lpm(ar), vm(ai)). Thus, (2.14) holds. 
Lemma 8. Let a ∈ l0(Zd) be a complex-valued filter such that a has symmetry in (1.9). Then
|aˆ(ξ)|2 = |ar(ξ)|2 + |ai(ξ)|2. (2.15)
Proof. To prove (2.15), by calculation,
|aˆ(ξ)|2 = [ar(ξ)+ iai(ξ)][ar(ξ)− iai(ξ)] = |ar(ξ)|2 + |ai(ξ)|2 + iar(ξ)ai(ξ)− ar(ξ)ai(ξ). (2.16)
By (1.9), it is straightforward to see that
ar(ξ) = e−i2c·ξar(−ξ) and ai(ξ) = e−i2c·ξai(−ξ). (2.17)
Since both ar and ai are real-valued, we have ar(ξ) = ar(−ξ) andai(ξ) = ai(−ξ). Thus,
ar(ξ)ai(ξ)− ar(ξ)ai(ξ) = ar(−ξ)e−i2c·ξai(−ξ)− e−i2c·ξar(−ξ)ai(−ξ) = 0.
Combining the above identity with (2.16), we conclude that (2.15) holds. 
In general, ar(ξ) andai(ξ), though their coefficients are real numbers, are not real-valued functions. Hence, without any
condition, (2.15) does not always hold.
For linear-phase moments of symmetric complex-valued orthogonal filters, we have the following result, which
improves [11, Theorem 8] and plays a critical role in our understanding of symmetric complex-valued orthogonal filters
with linear-phase moments.
Theorem 9. Let M be a d × d integer invertible matrix. Let a ∈ l0(Zd) be a complex-valued M-orthogonal filter with aˆ(0) = 1
such that a has symmetry in (1.9). Then
lpm(ar) = min(2 vm(ai), 2 sr(a,M)), (2.18)
lpm(ar) = min(2 lpm(a), 2 sr(a,M)), (2.19)
lpm(a) = min(vm(ai), 2 sr(a,M)). (2.20)
Proof. By the orthogonality condition in (1.5) and (2.15) of Lemma 8, we have−
ω∈ΩM\{0}
|aˆ(ξ + 2πω)|2 + |ai(ξ)|2 = 1− |ar(ξ)|2. (2.21)
Set n := lpm(ar). Then |ar(ξ)|2 = 1+O(‖ξ‖n) as ξ → 0. By themeaning of the bigO notation in (2.1), it follows directly
from (2.21) that |ai(ξ)|2 = O(‖ξ‖n) and |aˆ(ξ + 2πω)|2 = O(‖ξ‖n) as ξ → 0 for all ω ∈ ΩM \ {0}. Therefore, we must have
vm(ai) ⩾ n/2 and sr(a,M) ⩾ n/2. That is, by n = lpm(ar), we have proved that
lpm(ar) ⩽ min(2 vm(ai), 2 sr(a,M)). (2.22)
On the other hand, it is quite simple to deduce from (2.21) that
1− |ar(ξ)|2 = O(‖ξ‖n˜), ξ → 0 with n˜ := min(2 vm(ai), 2 sr(a,M)). (2.23)
Because a has symmetry, ar also has symmetry in (2.17). Therefore, |ar(ξ)|2 = [eic·ξar(ξ)]2 since ar(ξ) = ar(−ξ) =
ei2c·ξar(ξ). Now (2.23) becomes
(1− eic·ξar(ξ))(1+ eic·ξar(ξ)) = O(‖ξ‖n˜), ξ → 0. (2.24)
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Since ar(0) = Re(aˆ(0)) = 1, we have (1+ eic·ξar(ξ))|ξ=0 = 2 ≠ 0. From (2.24), we conclude that 1− eic·ξar(ξ) = O(‖ξ‖n˜)
as ξ → 0. That is, ar(ξ) = e−ic·ξ + O(‖ξ‖n˜) as ξ → 0. Thus, we have proved that
lpm(ar) ⩾ n˜ = min(2 vm(ai), 2 sr(a,M)).
Combining the above identity with (2.22), we see that the identity in (2.18) must hold true.
Next, we prove (2.20). By (2.14) of Lemma 7,we have lpm(a) = min(lpm(ar), vm(ai)). It follows from the proved identity
in (2.18) that
lpm(a) = min(lpm(ar), vm(ai)) = min(min(2 vm(ai), 2 sr(a,M)), vm(ai))
= min(2 vm(ai), 2 sr(a,M), vm(ai)) = min(vm(ai), 2 sr(a,M)).
Hence, the identity in (2.20) holds. Now it follows from (2.18) and (2.20) that
min(2 lpm(a), 2 sr(a,M)) = min(min(2 vm(ai), 4 sr(a,M)), 2 sr(a,M)) = lpm(ar).
Hence, the identity in (2.19) holds. 
If a is a real-valued M-orthogonal filter with aˆ(0) = 1, then ai = 0 (and consequently, vm(ai) = ∞) and it follows
directly from (2.20) that lpm(a) = 2 sr(a,M). That is, Corollary 6 is a direct consequence of Theorem 9.
3. Linear-phase moments of complex-valued refinable functions
In this section we study linear-phase moments and various properties ofM-refinable functions.
Throughout the paper, the Fourier transform fˆ of a function f ∈ L1(Rd) is defined to be fˆ (ξ) :=

Rd f (x)e
−ix·ξdx. The
definition of the Fourier transform can be naturally extended to square integrable functions and tempered distributions.
Note that a compactly supported distributionφ is a tempered distribution and its Fourier transform φˆ is an analytic function.
For a compactly supported distribution or integrable function φ, we say that φ has linear-phase moments of order nwith
phase cφ ∈ Rd if
φˆ(ξ) = e−icφ ·ξ + O(‖ξ‖n), ξ → 0. (3.1)
Note that φ having linear-phase moment of order 1 simply means that φˆ(0) = 1. If φ has linear-phase moments of order
more than 1 with phase cφ , it is trivially seen that we must have cφ = iDφˆ(0), which is called the default phase in the
definition of linear-phase moments for a function or distribution. In particular, if φ is real-valued, then iDφˆ(0) ∈ Rd.
Therefore, the phase cφ is completely determined by the function φ. If φ has linear-phase moments of order n but not n+ 1
(with default phase), then we denote by lpm(φ) := n the highest order of linear-phase moments satisfied by the function
φ. Similarly, we say that φ has vanishing moments of order m if φˆ(ξ) = O(‖ξ‖m) as ξ → 0. If φ has vanishing moments of
orderm but notm+ 1, then we denote by vm(φ) := m the highest order of vanishing moments satisfied by the function φ.
For a compactly supported function or distribution φ, we can write φ = φr + iφi, where φr and φi are real-valued
functions or distributions. More precisely,φr(ξ) = [φˆ(ξ)+ φˆ(−ξ)]/2 and φi(ξ) = i[φˆ(−ξ)− φˆ(ξ)]/2. (3.2)
LetM be a d×d integer expansivematrix. Herewe say thatM is expansive if limj→∞ ‖M−j‖ = 0, that is, all the eigenvalues
ofM are greater than 1 in modulus. Let a ∈ l0(Zd) be a finitely supported low-pass filter with aˆ(0) = 1. Then we can define
(see [1–3]) a compactly supported distribution φ through
φˆ(ξ) :=
∞∏
j=1
aˆ((MT)−jξ), ξ ∈ Rd. (3.3)
Note that φˆ is an analytic function. It is trivial to check that φˆ(MTξ) = aˆ(ξ)φˆ(ξ) for all ξ ∈ Rd. The compactly supported
distributionφ, defined in (3.3), is often called the standardM-refinable function or distribution associatedwith the low-pass
filter a and the dilation matrix M. See [27] for a natural connection between filter banks and wavelets in the distribution
space.
We now have the following result on various properties of anM-refinable function.
Proposition 10. Let M be a d× d integer expansive matrix and a ∈ l0(Zd) be a low-pass filter on Zd such that aˆ(0) = 1. Define
a compactly supported distribution φ as in (3.3). Then
lpm(φ) = lpm(a), vm(φi) = vm(ai) (3.4)
and
min(lpm(φr), 2 vm(ai)) = min(lpm(ar), 2 vm(ai)). (3.5)
Moreover,
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(1) the default phase for a is c ∈ Rd if and only if the default phase for φ is cφ ∈ Rd, where
cφ = (M− Id)−1c; (3.6)
(2) the filter a is symmetric about symmetry center c ∈ Rd if and only if φ is symmetric about the symmetry center cφ ∈ Rd:
φ = φ(2cφ − ·), where c and cφ are linked by (3.6);
(3) if φ is symmetric about a point, then |φˆ(ξ)|2 = |φr(ξ)|2 + |φi(ξ)|2 for all ξ ∈ Rd;
(4) if a has symmetry in (1.9) and if |aˆ(ξ)| ⩽ 1 for all ξ in a neighborhood of 0 (this condition is automatically satisfied if a is
anM-orthogonal filter), then
lpm(ar) ⩽ 2 vm(ai), lpm(φr) ⩽ 2 vm(ai), lpm(φr) = lpm(ar). (3.7)
Proof. From (3.3), it is trivially seen that φˆ(MTξ) = aˆ(ξ)φˆ(ξ). Since M is an expansive matrix, by [7, Lemma 2.2], for any
positive integer n, the moments Dµφˆ(0) with 0 < |µ| < n are uniquely determined by φˆ(0) and Dν aˆ(0) for all ν ∈ Nd0
with |ν| < n via the system of linear equations induced by
φˆ(MTξ) = aˆ(ξ)φˆ(ξ)+ O(‖ξ‖n), ξ → 0. (3.8)
From (3.8), we see that the default phase c for the filter a and the default phase cφ for theM-refinable distribution φ must
be linked together by (3.6). Hence, item (1) holds.
By the definition of cφ in (3.6), it is also trivial to verify thatMcφ = c+ cφ and
e−icφ ·M
Tξ = eic·ξe−icφ ·ξ . (3.9)
Suppose that a has linear-phase moments of order n with phase c. By (3.9) we see that the relation in (3.1) satisfies (3.8).
Since φˆ(0) = 1 andDν aˆ(0) = (−ic)ν for all ν ∈ Nd0 with |ν| < n, by the uniqueness of the solution {Dµφˆ(0) | µ ∈ Nd0, 0 <|µ| < n} to (3.8), we deduce that (3.1) must hold. Therefore, lpm(φ) ⩾ lpm(a).
Conversely, if (3.1) holds, since φˆ(0) = 1 ≠ 0, by aˆ(ξ) = φˆ(MTξ)/φˆ(ξ) and by the definition of cφ , we deduce that (1.7)
must hold. Therefore, amust have linear-phase moments of order at least nwith phase c. So, lpm(a) ⩾ lpm(φ). Hence, the
first identity in (3.4) is verified.
We now prove the second identity in (3.4). By (2.13) and (3.2), since φˆ(MTξ) = aˆ(ξ)φˆ(ξ), we haveφr(MTξ) = ar(ξ)φr(ξ)−ai(ξ)φi(ξ) and φi(MTξ) = ai(ξ)φr(ξ)+ ar(ξ)φi(ξ). (3.10)
That is, we have the following induced matrix refinement equation:[φr(MTξ)φi(MTξ)
]
=
[ar(ξ) −ai(ξ)ai(ξ) ar(ξ)
] [φr(ξ)φi(ξ)
]
. (3.11)
Since φˆ(0) = 1, we have φr(0) = 1 and φi(0) = 0. Set m := vm(ai). Thenai(ξ) = O(‖ξ‖m) as ξ → 0. It follows from the
second identity in (3.10) thatφi(MTξ) = ai(ξ)φr(ξ)+ ar(ξ)φi(ξ) = O(‖ξ‖m)+ ar(ξ)φi(ξ), ξ → 0.
That is, we haveφi(MTξ) = ar(ξ)φi(ξ)+ O(‖ξ‖m), ξ → 0. (3.12)
Note that ar(0) = 1 and φi(0) = 0. SinceM is an expansive matrix, by [7, Lemma 2.2], all the momentsDµφi(0), 0 < |µ| <
m are uniquely determined by the system of linear equations yielded by (3.12). Note that (3.12) is obviously true when φi
is replaced by 0. Consequently, by the uniqueness and φi(0) = 0, we must have φi(ξ) = O(‖ξ‖m) as ξ → 0. Hence, by
m = vm(ai), we have vm(φi) ⩾ vm(ai).
Conversely, by the second identity in (3.10), defining m˜ := vm(φi), we must haveai(ξ)φr(ξ) = φi(MTξ)− ar(ξ)φi(ξ) = O(‖ξ‖m˜), ξ → 0.
Since φr(0) = 1 ≠ 0, the above relation yields ai(ξ) = O(‖ξ‖m˜) as ξ → 0. That is, we have vm(ai) ⩾ vm(φi) by
m˜ = vm(φi). In conclusion, we have proved vm(φi) = vm(ai) and the second identity in (3.4) holds.
We now prove (3.5). Definem := vm(ai) and n := lpm(ar). By the proved second identity in (3.4), we haveai(ξ) = O(‖ξ‖m) and φi(ξ) = O(‖ξ‖m), ξ → 0. (3.13)
It follows from (3.13) and the first identity in (3.10) thatφr(MTξ) = ar(ξ)φr(ξ)−ai(ξ)φi(ξ) = ar(ξ)φr(ξ)+ O(‖ξ‖2m), ξ → 0. (3.14)
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Since n = lpm(ar), we have ar(ξ) = e−ic·ξ + O(‖ξ‖n) as ξ → 0. Now it follows from (3.14) thatφr(MTξ) = e−ic·ξ φr(ξ)+ O(‖ξ‖min(n,2m)), ξ → 0. (3.15)
Since φr(0) = 1 and M is expansive, by [7, Lemma 2.2], all the moments Dµφr(0), 0 < |µ| < min(n, 2m), are uniquely
determined by the system of linear equations induced by (3.15). Note that (3.15) is obviously true if φr(ξ) is replaced by
e−icφ ·ξ , where cφ is defined in (3.6). Consequently, by the uniqueness, we must have φr(ξ) = e−icφ ·ξ + O(‖ξ‖min(n,2m)) as
ξ → 0. Hence, bym = vm(ai) and n = lpm(ar), we have
lpm(φr) ⩾ min(lpm(ar), 2 vm(ai)). (3.16)
Conversely, we define n˜ := lpm(φr). By (3.14), we have
e−icφ ·M
Tξ = ar(ξ)e−icφ ·ξ + O(‖ξ‖min(n˜,2m)), ξ → 0,
from which we can easily deduce that ar(ξ) = e−i(Mcφ−cφ )·ξ + O(‖ξ‖min(n˜,2m)) as ξ → 0. By the definition of cφ in (3.6),
we haveMcφ − cφ = c. Therefore, by m = vm(ai) and n˜ = lpm(φr), we conclude that lpm(ar) ⩾ min(lpm(φr), 2 vm(ai)).
Combining this inequality with (3.16), we deduce that
min(lpm(ar), 2 vm(ai)) ⩾ min(min(lpm(φr), 2 vm(ai)), 2 vm(ai)) = min(lpm(φr), 2 vm(ai))
and
min(lpm(φr), 2 vm(ai)) ⩾ min(min(lpm(ar), 2 vm(ai)), 2 vm(ai)) = min(lpm(ar), 2 vm(ai)).
Therefore, we conclude that (3.5) holds.
Item (2) is a special case of [8, Proposition 2.1]. In fact, by (1.10) and (3.3), one can directly verify that φˆ(ξ) =
e−i2cφ ·ξ φˆ(−ξ), that is, φ = φ(2cφ − ·) holds. Conversely, if φˆ(ξ) = e−i2cφ ·ξ φˆ(−ξ), then it follows directly from aˆ(ξ) =
φˆ(MTξ)/φˆ(ξ) that (1.10) holds.
Since φˆ(ξ) = e−i2cφ ·ξ φˆ(−ξ), the proof of item (3) is similar to (2.15) of Lemma 8.
We now prove item (4). Since a is symmetric, by (2.15) of Lemma 8, we have |aˆ(ξ)|2 = |ar(ξ)|2 + |ai(ξ)|2. By our
assumption, there is a positive number r such that |aˆ(ξ)| ⩽ 1 for all ξ ∈ Br(0). Therefore, we have |ai(ξ)|2 + |ar(ξ)|2 ⩽ 1
for all ξ ∈ Br(0), from which we deduce that
|ai(ξ)|2 ⩽ 1− |ar(ξ)|2, ∀ξ ∈ Br(0). (3.17)
Define n := lpm(ar). Then |ar(ξ)|2 = 1+O(‖ξ‖n) as ξ → 0. By Lemma 1 and (3.17), there are positive numbers r ′, C such
that r ′ < r and |ai(ξ)|2 ⩽ 1 − |ar(ξ)|2 ⩽ C‖ξ‖n for all ξ ∈ Br ′(0). Therefore, by Lemma 1 and n = lpm(ar), we conclude
that vm(ai) ⩾ lpm(ar)/2. That is, we have proved the first inequality of (3.7).
Since |aˆ(ξ)| ⩽ 1 for all ξ ∈ Br(0), by the definition of φˆ in (3.3), it is not difficult to see that there exists a positive
number rφ > 0 such that |φˆ(ξ)| ⩽ 1 for all ξ ∈ Brφ (0). By items (2) and (3), since a is symmetric, φ is also symmetric
and |φˆ(ξ)|2 = |φr(ξ)|2 + |φi(ξ)|2. Now by an argument similar to that in the proof of 2 vm(ai) ⩾ lpm(ar), we see that
2 vm(φi) ⩾ lpm(φr). By (3.4), we have vm(φi) = vm(ai). Hence, the second inequality in (3.7) must hold.
Combining the proved first and second inequalities in (3.7), it follows directly from (3.5) that we must have lpm(φr) =
lpm(ar). That is, the third identity in (3.7) holds. 
Let us present an example to show that the identity lpm(φr) = lpm(ar) in (3.7) does not always hold.
Example. TakeM = 2 and aˆ(ξ) = 1+ i(eiξ − e−iξ )2. Then aˆ(ξ) = aˆ(−ξ),ar(ξ) = 1, andai(ξ) = (eiξ − e−iξ )2. Obviously,
lpm(ar) = ∞ and vm(ai) = 2. By calculation, we have
aˆ(0) = 1, aˆ′(0) = 0, aˆ′′(0) = −8i, aˆ(3)(0) = 0, aˆ(4)(0) = 32i,
where aˆ(j) denotes the jth derivative of aˆ. By φˆ(0) = 1 and φˆ(2ξ) = aˆ(ξ)φˆ(ξ), we deduce that
(2n − 1)φˆ(n)(0) =
n−1
j=0
n!
j!(n− j)! aˆ
(n−j)(0)φˆ(j)(0), n ∈ N. (3.18)
By (3.18) and φˆ(0) = 1, we have
φˆ(0) = 1, φˆ′(0) = 0, φˆ′′(0) = 8i, φˆ(3)(0) = 0, φˆ(4)(0) = −384+ 64i.
From (3.2) and the above identities, we observe thatφr(0) = 1, φr ′(0) = 0, φr ′′(0) = 0, φr (3)(0) = 0, φr (4)(0) = −384.
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The above identities show that lpm(φr) = 4, that is, φr has linear-phase moments of order no more than 4 with phase 0.
But lpm(ar) = ∞. This shows that lpm(φr) ≠ lpm(ar).
Let v ∈ l0(Z) be a real-valued filter with vˆ(0) = 1 such that v is symmetric about the origin and has linear-phase
moments of order more than 4 with phase 0. Define a sequence u by uˆ(ξ) := aˆ(ξ)vˆ(ξ). It is easy to see that lpm(φru) = 4
and lpm(ur) = lpm(u) > 4, where φu is the standard 2-refinable function associated with the low-pass filter u. Therefore,
lpm(φru) ≠ lpm(u). By using the factor vˆ in uˆ, we can make sr(u, 2) as large as possible and make the 2-refinable function
φu as smooth as we want.
It is very easy to verify that a has linear-phase moments of order nwith phase c ∈ Rd if and only if−
k∈Zd
a(k)(k− c)µ = δ(µ) ∀µ ∈ Nd0 with |µ| < n, (3.19)
where δ(0) = 1 and δ(µ) = 0 for all µ ≠ 0. Similarly, for a compactly supported integrable function φ ∈ L1(Rd), φ has
linear-phase moments of order nwith phase cφ if and only if∫
Rd
φ(x)(x− cφ)µdx = δ(µ) ∀µ ∈ Nd0 with |µ| < n. (3.20)
We complete this section by briefly addressing the importance of linear-phase moments in the setting of polynomial
reproduction and subdivision schemes. In the following we only provide informal sketchy arguments, since the results
are essentially known or are simple consequences of known results from the literature; for example, see [6,7,9,12] and
references therein.
For a nonnegative integer n, we denote byΠn−1 the space of all polynomials in d variables having (total) degree less than
n. Let φ be a compactly supported distribution or integrable function. First, we observe the following identity (for example,
see [6, Section 2]):
[p ∗ φ](x) :=
−
k∈Zd
p(k)φ(x− k) =
−
k∈Zd
−
µ∈Zd
(−i)|µ|
µ! D
µp(x)[Dµφˆ](2πk)

ei2πk·x, p ∈ Πn−1 (3.21)
with the series converging in the sense of distributions. In fact, when n = 1, (3.21) becomes the well-known Poisson
summation formula:−
k∈Zd
φ(x− k) =
−
k∈Zd
φˆ(2πk)ei2πk·x. (3.22)
Informally speaking, the left-hand side of (3.22) is a 1-periodic (tempered) distribution and the right-hand side of (3.22) is
its Fourier series. Replacing φ by (·)µφ and noting that(·)µφ = i|µ|Dµφˆ for µ ∈ Nd0, we deduce from (3.22) that−
k∈Zd
(x− k)µφ(x− k) =
−
k∈Zd
i|µ|[Dµφˆ](2πk)ei2πk·x, µ ∈ Nd0. (3.23)
Using Taylor expansion, we have
p(k) = p(x− (x− k)) =
−
µ∈Zd
(−1)|µ|
µ! D
µp(x)(x− k)µ.
Consequently, using (3.23), we see that−
k∈Zd
p(k)φ(x− k) =
−
µ∈Nd0
(−1)|µ|
µ! D
µp(x)
−
k∈Zd
(x− k)µφ(x− k) =
−
µ∈Nd0
(−1)|µ|
µ! D
µp(x)
−
k∈Zd
i|µ|[Dµφˆ](2πk)ei2πk·x,
fromwhich we see that (3.21) holds. Noting that p(x− iD) =∑µ∈Nd0 (−i)|µ|µ! Dµp(x)Dµ, we see that (3.21) can be rewrittenas
[p ∗ φ](x) =
−
k∈Zd
[p(x− iD)φˆ](2πk)ei2πk·x, p ∈ Πn−1, n ∈ N. (3.24)
Using (3.21) or (3.24), we can now easily deduce the following result well-known in approximation theory: p ∗ φ ∈ Πn−1
for all p ∈ Πn−1 if and only if
Dµφˆ(2πk) = 0 ∀|µ| < n and k ∈ Zd \ {0}. (3.25)
Moreover, if (3.25) holds, then it follows from (3.21) or (3.24) that
p ∗ φ(x) =
−
k∈Zd
p(k)φ(x− k) =
−
µ∈Nd0
(−i)|µ|
µ! D
µp(x)Dµφˆ(0) =: p(x− iD)φˆ(0), µ ∈ Πn−1. (3.26)
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On the other hand, if φ has linear-phase moments of order nwith phase cφ , then it is trivially seen that for any p ∈ Πn−1,−
µ∈Nd0
(−i)|µ|
µ! D
µp(x)Dµφˆ(0) =
−
µ∈Nd0
(−i)|µ|
µ! D
µp(x)(−icφ)µ =
−
µ∈Nd0
(−cφ)µ
µ! D
µp(x) = p(x− cφ).
Consequently, we conclude that
[p ∗ φ](x) :=
−
k∈Zd
p(k)φ(x− k) = p(x− cφ) ∀p ∈ Πn−1 (3.27)
if and only if (3.25) is satisfied and φ has linear-phase moments of order nwith phase cφ .
We now look at the application of linear-phasemoments in subdivision schemes. To do so, let us first recall the definition
of the subdivision operator. By l(Zd) we denote the space of all sequences on Zd. For a filter a and a dilation matrix M, the
subdivision operator Sa,M : l(Zd)→ l(Zd) is defined to be
[Sa,Mv](m) := | detM|
−
k∈Zd
v(k)a(m−Mk), m ∈ Zd, v ∈ l(Zd). (3.28)
It has been shown in [12, Proposition 3.3] (also see [6, Section 2] and [7, Section 2]) that Sa,Mp ∈ Πn−1 for all p ∈ Πn−1 if
and only if sr(a,M) ⩾ n, that is, the filter a has sum rules of order at least n with respect to M. Moreover, if sr(a,M) ⩾ n,
then by [12, Propositions 2.1 and 3.3] we have
Sa,Mp = a ∗ (p(M−1·)) :=
−
k∈Zd
a(k)p(M−1(· − k)) =
−
µ∈Nd0
[Dµ(p(M−1·))](·) (−iD)
µ
µ! aˆ(0), p ∈ Πn−1. (3.29)
On the other hand, suppose that a has linear-phase moments of order n with phase c. Then (−iD)µaˆ(0) = (−c)µ for all
|µ| < n and consequently, for p ∈ Πn−1, we have−
µ∈Nd0
[Dµ(p(M−1·))](·) (−iD)
µ
µ! aˆ(0) =
−
µ∈Nd0
[Dµ(p(M−1·))](·) (−c)
µ
µ! = p(M
−1(· − c)).
Now we conclude from (3.29) that
Sa,Mp = p(M−1(· − c)) ∀p ∈ Πn−1 (3.30)
if and only if sr(a,M) ⩾ n and a has linear-phase moments of order nwith phase c.
For more details on subdivision schemes and linear-phasemoments for complex orthogonal wavelets, see [7,10–12]. We
also point out that linear-phasemoments play a critical role in the study and construction of symmetric tightwavelet frames
with high orders of vanishing moments (for example, see [28,9,27] and references therein).
4. Univariate orthogonal filters with linear-phase moments
On the basis of the results in Section 2, in this section we discuss how to construct univariate orthogonal filters with
linear-phase moments.
The following two auxiliary results will be needed later.
Lemma 11. Let n be a positive integer and v be a univariate function such that v is differentiable n times at the origin. For any
subset Λ of the real line R such that the cardinality of Λ is n, then there is a unique solution {cλ}λ∈Λ to the system of linear
equations yielded by−
λ∈Λ
cλe−iλξ = v(ξ)+ O(|ξ |n), ξ → 0. (4.1)
Moreover, if all ijv(j)(0), j = 0, . . . , n− 1 are real numbers, then all cλ, λ ∈ Λ are real numbers.
Proof. The system of linear equations ensuing from (4.1) is−
λ∈Λ
cλλj = ijv(j)(0), j = 0, . . . , n− 1, (4.2)
where v(j) denotes the jth derivative of v. Since the coefficient matrix (λj)λ∈Λ,0⩽j<n in the above system of (4.2) is a
Vandermonde matrix, there is a unique solution {cλ}λ∈Λ to (4.2). 
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Suppose that a filter a ∈ l0(Z) has the symmetry property
a(2c − k) = a(k), ∀k ∈ Z, (4.3)
where c ∈ 12Z is the symmetry center. For any integer n, it is trivially seen that a(· − n) is symmetric about the symmetry
center c − n. Therefore, without loss of generality, we can assume that the symmetry center c ∈ {0, 1/2}.
We have the following result on symmetric filters with sum rules and linear-phase moments.
Proposition 12. Let M be a positive integer such that M ⩾ 2 and suppose that c ∈ {0, 1/2}. For any positive integers m and n,
define
aM,c;m,2n(ξ) := uM,c,m(ξ)θM,c,n(ξ), (4.4)
where the 2π-periodic trigonometric polynomial uM,c,m is defined to be
uM,c,m(ξ) :=

1+ e−iξ + · · · + e−i(M−1)ξ
M
m
eiξ

(M−1)m
2

1+ e−iξkM,c,m
2
|kM,c,m|
, (4.5)
where kM,c,m := 2c if (M − 1)m is even, and kM,c,m := 2c − 1 if (M − 1)m is odd (note that kM,c,m ∈ {−1, 0, 1}), and
θM,c,n(ξ) = λ0 +∑n−1j=1 λj(eijξ + e−ijξ ) whose real-valued coefficients λj, j = 0, . . . , n − 1 are uniquely determined by the
following system of linear equations induced by
θM,c,n(ξ) = e
−icξ
uM,c,m(ξ)
+ O(|ξ |2n), ξ → 0. (4.6)
Then aM,c;m,2n is the shortest real-valued symmetric filter with symmetry center c, sr(aM,c;m,2n,M) ⩾ m, and lpm(aM,c;m,2n) ⩾
2n.
Proof. Note that uM,c,m(ξ) = e−i2cξuM,c,m(−ξ) and all the coefficients of uM,c,m are real numbers. Define v(ξ) := e−icξuM,c,m(ξ) .
Then v(ξ) = v(ξ). TakeΛ = {1−n, . . . , n−1}. By Lemma 11 anduM,c,m(0) = 1, there is a unique solution {ck}k∈Λ satisfying∑
k∈Λ cke−ikξ = v(ξ) + O(|ξ |2n) as ξ → 0. By the uniqueness of the solution and v(ξ) = v(ξ), we must have c−k = ck for
all k = 0, . . . , n− 1. Moreover, since ijv(j)(0) are real numbers for all j ∈ N0, by Lemma 11, all ck, k = 1− n, . . . , n− 1 are
real numbers. Therefore, the existence and uniqueness of θM,c,n have been established by taking λj = cj, j = 0, . . . , n− 1.
Now it is trivial to check that aM,c;m,2n is symmetric about the point c, sr(aM,c;m,2n,M) ⩾ m, and lpm(aM,c;m,2n) ⩾ 2n. 
We have the following algorithm for the construction and structuring of univariate symmetric real-valuedM-orthogonal
filters with sum rules.
Algorithm 1. Let M be a positive integer such that M ⩾ 3. Let a ∈ l0(Z) be a real-valued M-orthogonal filter such that
aˆ(0) = 1 and a has symmetry in (4.3) with symmetry center c ∈ {0, 1/2}. Define m := sr(a,M). Then it is necessary and
sufficient for the filter a to take the following form:
aˆ(ξ) = uM,c,m(ξ)

θM,c,m(ξ)+ (eiξ − e−iξ )2mθ(ξ)

, (4.7)
where uM,c,m is defined in (4.5), θM,c,m = λ0 +∑m−1j=1 λj(eijξ + e−ijξ ) is uniquely determined by (4.6) with n being replaced
bym, and θ(ξ) = t0 +∑ℓ−1j=1 tj(eijξ + e−ijξ )whose real-valued coefficients t0, . . . , tℓ−1 are to be determined by solving the
system of nonlinear equations ensuing from the orthogonality condition
|aˆ(ξ)|2 +
aˆξ + 2πM
2 + · · · + aˆξ + 2π(M− 1)M
2 = 1. (4.8)
Proof. Define a filter am,2m byam,2m(ξ) := uM,c,m(ξ)θM,c,m(ξ). By Proposition 12 and Corollary 6, we see that, except the
orthogonality condition, am,2m shares all the other properties of the filter a: am,2m is symmetric about the point c , and has
sum rules of order at least m, and linear-phase moments of order at least 2m with phase c. Consequently, it is not difficult
to see that aˆ(ξ) −am,2m(ξ) must take the form uM,c,m(ξ)(eiξ − e−iξ )2mθ(ξ) for a 2π-periodic trigonometric polynomial θ
having real coefficients and θ(ξ) = θ(−ξ). The freedom in θ is then used to guarantee that a is anM-orthogonal filter. 
According to Algorithm 1, the constraint left is the orthogonality condition in (4.8) and we only need to design an
appropriate θ such that the orthogonality condition in (4.8) is satisfied. The use of Corollary 6 and Algorithm 1 enables
us to reduce the number of unknowns in the construction of symmetric real-valued M-orthogonal filters with sum rules
and linear-phase moments. Therefore, Algorithm 1 reduces the computational complexity for constructing symmetric real-
valued M-orthogonal filters, since it is well-known that the computational complexity of using Gröbner bases to solve
nonlinear equations grows more than exponentially with respect to the number of unknowns.
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We make some remarks on Proposition 12 and Algorithm 1. The factor eiξ

(M−1)m
2

1+e−iξkM,c,m
2
|kM,c,m|
in (4.5) is used
to balance the basic factor

1+e−iξ+···+e−i(M−1)ξ
M
m
for sum rules of order m such that uM,c,m has the right symmetry type:
uM,c,m(ξ) = e−i2cξuM,c,m(−ξ). Note that the filter a, defined in (4.7), is supported inside
1−m− ℓ−

(M− 1)m+ kM,c,m
2

,

(M− 1)m+ kM,c,m
2

+m+ ℓ− 1

. (4.9)
Define
vˆ(ξ) :=
aˆ ξM
2 + aˆ ξM + 2πM
2 + · · · + aˆ ξM + 2π(M− 1)M
2 . (4.10)
Then the orthogonality condition in (4.8) is equivalent to vˆ(ξ) = 1. Note that vˆ is 2π-periodic and the sequence v is
supported inside [−m − ℓ˜,m + ℓ˜], where ℓ˜ :=

m+2ℓ+|kM,c,m|−2
2

. Since a has linear-phase moments of order 2m and sum
rules of order m, the sequence v always has linear-phase moments of order 2m with phase 0 and v is symmetric about the
origin. Among the numbers v(k), k = 1, . . . ,m+ ℓ˜ (which are quadratic polynomials in the unknowns t0, . . . , tℓ−1), if ℓ˜+1
of them are zero, by Lemma 11 and the fact that v has linear-phase moments of order 2mwith phase 0, then we must have
v(0) = 1 and v(k) = 0 for all k = 1, . . . ,m+ ℓ˜, that is, we must have vˆ(ξ) = 1, which is just the orthogonality condition
in (4.8). Therefore, we have essentially ℓ˜+ 1 constraints and ℓ unknowns t0, . . . , tℓ−1, which are unknown coefficients of θ.
Heuristically, we should have ℓ ⩾ ℓ˜+ 1. That is,
NM,c,m,ℓ :=

m+ 2ℓ+ |kM,c,m| − 2
M

+ 1− ℓ (4.11)
is the number of free parameters/coefficients in finding the unknown coefficients t0, . . . , tℓ−1 of θ. Quite oftenwe choose the
smallest positive integer ℓ such that either NM,c,m,ℓ = 0 (no free parameter) or NM,c,m,ℓ = 1 (one free parameter/coefficient
in θ, so we can use it to optimize either Var(a) in (4.13) or sm(a,M) in (4.14)).
Though a few interesting examples of symmetric real-valuedM-orthogonal filters have been reported in [19,5,20], using
Algorithm 1 we give many more examples of symmetric real-valuedM-orthogonal filters by presenting θM,c,m and θ. Using
Gröbner bases and symbolic computation with maple, we find the unknowns t0, . . . , tℓ−1 in θ by solving the nonlinear
equations induced by (4.8). Therefore, we do have the existence, in the sense of symbolic computation, of the solutions for
all of our examples. To avoid the high complexity of presentation of such symbolic solutions, we only present t0, . . . , tℓ−1
numerically in this paper. When there is more than one solution, we generally pick up the one such that Var(a) is nearly the
smallest and sm(a,M) is as large as possible.
For a given finitely supported symmetric real-valued low-pass M-orthogonal filter a, its associated high-pass filters
b1, . . . , bM−1, which have certain symmetries and satisfy (1.13), can be constructed by using [10, Algorithm 2]. In the
following we shall concentrate on the construction of symmetric real-valued low-pass M-orthogonal filters, without
providing the associated high-pass filters with symmetry in this paper. Interested readers can consult [10,23–25] for the
matrix extension problem with symmetry and for the derivation of high-pass filters with symmetry from symmetric low-
pass filters.
To present our construction of univariate symmetric orthogonal filters with linear-phasemoments, we define a few basic
quantities for filters, which are of importance for the satisfactory performance of filter banks in practical applications. For a
sequence a ∈ l0(Z), we define its expectation E(a) by
E(a) :=
∑
k∈Z
|a(k)|2k
‖a‖2l2(Z)
, where ‖a‖2l2(Z) :=
−
k∈Z
|a(k)|2. (4.12)
We define the (normalized) variance Var(a) of the filter a by
Var(a) :=
∑
k∈Z
|a(k)|2|k− E(a)|2
‖a‖2l2(Z)
. (4.13)
Note that Var(a) = miny∈R
∑
k∈Z |a(k)|2|k−y|2
‖a‖2l2(Z)
with the minimal value Var(a) achieved at y = E(a). In many practical
applications, it is of importance to have a filter a with small variance Var(a) so that the most significant coefficients of
the filter a concentrate around the point E(a).
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For a symmetric filter awith symmetry center c , it is trivially seen that E(a) = c. For anM-orthogonal filter a, integrating
both sides of (4.8) on [0, 2π), we see that ‖a‖2l2(Z) = |M|−1.
There is another fundamental quantity for a filter a with a dilation factor M. Define m := sr(a,M). Then we can write
aˆ(ξ) = (1+ e−iξ + · · · + e−i(M−1)ξ )muˆ(ξ) for a finitely supported sequence u ∈ l0(Z). The (Sobolev) smoothness exponent of
the filter awith respect to the dilation factorM is defined to be
sm(a,M) := −1
2
− logM

ρ(a,M), (4.14)
where ρ(a,M) denotes the spectral radius of the matrix (cMj−k)−

K
M−1

⩽j,k⩽⌈ KM−1 ⌉
and all ck, k ∈ Z, are determined by∑K
k=−K cke−ikξ := |uˆ(ξ)|2.
Define the standardM-refinable function φ with mask a by φˆ(ξ) = ∏∞j=1 aˆ(M−jξ). Then for any τ < sm(a,M), we have
R |φˆ(ξ)|2(1 + |ξ |2)τdξ < ∞ (e.g., see [3,5,7]). Moreover, it is well-known from the literature (for example, see [3,5,7,21]
and references therein) that φ ∈ L2(R) and the shifts of φ are orthonormal:
⟨φ, φ(· − k)⟩ =
∫
R
φ(x)φ(x− k)dx = 0, ∀k ∈ Z \ {0} and ‖φ‖2L2(R) = ⟨φ, φ⟩ = 1,
if and only if a is anM-orthogonal filter and sm(a,M) > 0.
Example 1. SetM = 3, c = 0,m = 3 in Algorithm 1. Then
θ3,0,3 = 7− 113 (e
iξ + e−iξ )+ 2
3
(ei2ξ + e−i2ξ ).
For ℓ = 2 which is the smallest integer ℓ satisfying N3,0,3,ℓ = 0, there is no free parameter/coefficient in finding the
unknowns t0 and t1. By calculation, t1 ≈ 0.0851928575064 is a real root of 236196t41 −265356t31 +46413t21 −3348t1+100,
and t0 = − 243017 t31 + 254117 t21 − 75851 t1+ 430459 ≈ 0.667067887956. The symmetric real-valued 3-orthogonal filter a is supported
inside [−7, 7]. By calculation, E(a) = 0,Var(a) ≈ 1.48421, and sm(a, 3) ≈ 0.464209.
For ℓ = 3, we also have N3,0,3,3 = 0 and there is no free parameter/coefficient in finding the three unknowns t0, t1, t2.
By calculation, t2 ≈ 0.0146266730011 is a real root of the polynomial 118098t42 − 88938t32 + 16767t22 − 3645t2 + 50,
t0 = 972103 t
3
2 −
1110
103
t22 +
2018
309
t2 + 4702781 ≈ 0.262250985148, t1 = 3t2 ≈ 0.0438800190033.
The symmetric real-valued 3-orthogonal filter a is supported inside [−8, 8]. By calculation, E(a) = 0,Var(a) ≈ 0.850464,
and sm(a, 3) ≈ 1.516578. This example already appeared in [19].
Example 2. SetM = 3, c = 1/2,m = 3 in Algorithm 1. Then
θ3,1/2,3 = 52164 −
421
96
(eiξ + e−iξ )+ 313
384
(e2iξ + e−i2ξ ).
For ℓ = 3 which is the smallest integer ℓ satisfying N3,1/2,3,ℓ = 0, there is no free parameter/coefficient in finding the three
unknowns t0, t1, t2. By calculation, t2 is a real root of a polynomial, and t0, t1 are rational polynomials of t2. Numerically,
t0 ≈ 0.081943193334, t1 ≈ −0.683500189158, t2 ≈ −0.170835031638.
The symmetric real-valued 3-orthogonal filter a is supported inside [−8, 9]. By calculation, E(a) = 1/2,Var(a) ≈ 1.04134,
and sm(a, 3) ≈ 1.741688.
For ℓ = 4, we also haveN3,1/2,3,4 = 0 and there is no free parameter/coefficient in finding the four unknowns t0, t1, t2, t3.
By calculation, t3 is a real root of a polynomial, and t0, t1, t2 are rational polynomials of t3. Numerically,
t0 ≈ 0.223050714345, t1 ≈ −0.217902050815, t2 ≈ −0.0896397712528, t3 ≈ −0.0448198856264.
The symmetric real-valued 3-orthogonal filter a is supported inside [−9, 10]. By calculation, E(a) = 1/2,Var(a) ≈ 1.00513,
and sm(a, 3) ≈ 1.905830.
Example 3. SetM = 3, c = 0,m = 4 in Algorithm 1. Then
θ3,0,4 = 67927 −
152
9
(eiξ + e−iξ )+ 50
9
(ei2ξ + e−i2ξ )− 20
27
(e3iξ + e−i3ξ ).
For ℓ = 3 which is the smallest integer ℓ satisfying N3,0,4,ℓ = 0, there is no free parameter/coefficient in finding the three
unknowns t0, t1, t2. By calculation, t2 is a real root of a polynomial, and t0, t1 are rational polynomials of t2. Numerically,
t0 ≈ −0.53162860873, t1 ≈ −0.196556080816, t2 ≈ −0.0357678188133.
The symmetric 3-orthogonal filter a is supported inside [−10, 10]. By calculation, E(a) = 0,Var(a) ≈ 1.04166, and
sm(a, 3) ≈ 1.355504. This example is similar to an example in [19].
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Fig. 4.1. Graphs of the standard 3-refinable functions associated with the symmetric real-valued 3-orthogonal filters a in Examples 1–5. The top row is
for Example 1 with ℓ = 3, Examples 3 and 5. The bottom row is for Example 2 with ℓ = 3, Example 2 with ℓ = 4, and Example 4.
Example 4. SetM = 3, c = 1/2,m = 4 in Algorithm 1. Then
θ3,1/2,4 = 2076316912 −
188003
9216
(eiξ + e−iξ )+ 31315
4608
(ei2ξ + e−i2ξ )− 25319
27648
(e3iξ + e−i3ξ ).
For ℓ = 4 which is the smallest integer ℓ satisfying N3,1/2,4,ℓ = 0, there is no free parameter/coefficient in finding the four
unknowns t0, t1, t2, t3. By calculation, t2 is a real root of a polynomial, and t0, t1, t3 are rational polynomials of t2. Numerically,
t0 ≈ −0.406378047994, t1 ≈ −0.136518026185,
t2 ≈ −0.00110842457735, t3 ≈ 0.4731346405× 10−5.
The symmetric real-valued 3-orthogonal filter a is supported inside [−11, 12]. By calculation, E(a) = 1/2,Var(a) ≈
1.00111, and sm(a, 3) ≈ 1.918980.
Example 5. SetM = 3, c = 0,m = 5 in Algorithm 1. Then
θ3,0,5 = 816181 −
6170
81
(eiξ + e−iξ )+ 2725
81
(ei2ξ + e−i2ξ )− 665
81
(e3iξ + e−i3ξ )+ 70
81
(ei4ξ + e−i4ξ ).
For ℓ = 4 which is the smallest integer ℓ satisfying N3,0,5,ℓ = 0, there is no free parameter/coefficient in finding the four
unknowns t0, t1, t2, t3. By calculation, t2 is a real root of a polynomial, and t0, t1, t3 are rational polynomials of t2. Numerically,
t0 ≈ 0.935894133, t1 ≈ 0.43524525468, t2 ≈ 0.154817011029, t3 ≈ 0.0336213279.
The symmetric real-valued 3-orthogonal filter a is supported inside [−13, 13]. By calculation, E(a) = 0,Var(a) ≈ 1.08160,
and sm(a, 3) ≈ 2.066061.
See Fig. 4.1 for the graphs of the standard 3-refinable functions associated with the symmetric real-valued 3-orthogonal
filters a in Examples 1–5.
Example 6. SetM = 4, c = 0,m = 3 in Algorithm . Then
θ4,0,3 = 1578 −
47
4
(eiξ + e−iξ )+ 39
16
(ei2ξ + e−i2ξ ). (4.15)
For ℓ = 2 which is the smallest integer ℓ satisfying N4,0,3,ℓ = 0, there is no free parameter/coefficient in finding the two
unknowns t0, t1. By calculation, t0 ≈ 3.13376936669 is a real root of 3145728t40−26869760t30+76138496t20−80629376t0+
28495971, and t1 = 2t20 − 638 t0+ 2881512 ≈ 0.5895402495. The symmetric real-valued 4-orthogonal filter a is supported inside[−8, 8]. By calculation, E(a) = 0,Var(a) ≈ 2.7085, and sm(a, 4) ≈ 0.602414.
For ℓ = 4 which is the smallest integer ℓ satisfying N4,0,3,ℓ = 1, there is one free parameter/coefficient in finding the
four unknowns t0, t1, t2, t3. Set the free parameter as t3 = 7/32 so that Var(a) is nearly the smallest. By calculation, t2 is a
real root of a polynomial and t0, t1 are rational polynomials of t2. Numerically,
t0 ≈ 1.16012434587, t1 ≈ 0.330364197769, t2 ≈ 0.219496824206.
The symmetric real-valued 4-orthogonal filter a is supported inside [−10, 10]. By calculation, E(a) = 0,Var(a) ≈ 1.45887,
and sm(a, 4) ≈ 1.671246. This example is similar to [5, Example 3.3].
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Example 7. SetM = 4, c = 1/2,m = 3 in Algorithm 1. Then
θ4,1/2,3 = 114164 −
339
32
(eiξ + e−iξ )+ 279
128
(ei2ξ + e−i2ξ ).
For ℓ = 3 which is the smallest integer ℓ satisfying N4,1/2,3,ℓ = 1, there is one free coefficient in finding the three unknowns
t0, t1, t2. Set t2 = 5/64 so that Var(a) is nearly the smallest. By calculation, t1 is a real root of a polynomial and t0 is a rational
polynomial of t1. Numerically,
t0 ≈ 1.16899610813, t1 ≈ 0.275475613444.
The symmetric real-valued 4-orthogonal filter a is supported inside [−9, 10]. By calculation, E(a) = 1/2,Var(a) ≈ 1.54878,
and sm(a, 4) ≈ 1.594657.
Example 8. SetM = 4, c = 0,m = 4 in Algorithm 1. Then
θ4,0,4 = 8958 −
1281
16
(eiξ + e−iξ )+ 461
16
(ei2ξ + e−i2ξ )− 67
16
(ei3ξ + e−i3ξ ).
For ℓ = 4 which is the smallest integer ℓ satisfying N4,0,4,ℓ = 1, there is one free parameter/coefficient in finding the four
unknowns t0, t1, t2, t3. Set the free parameter as t3 = −1/8 so that Var(a) is nearly the smallest. By calculation, t2 is a real
root of a polynomial and t0, t1 are rational polynomials of t2. Numerically,
t0 ≈ −3.77734887666, t1 ≈ −1.72947300240, t2 ≈ −0.639262215175.
The symmetric real-valued 4-orthogonal filter a is supported inside [−13, 13]. By calculation, E(a) = 0,Var(a) ≈ 1.79659,
and sm(a, 4) ≈ 1.773089.
Example 9. SetM = 4, c = 1/2,m = 4 in Algorithm 1. Then
θ4,1/2,4 = 31905256 −
91543
1024
(eiξ + e−iξ )+ 16535
512
(ei2ξ + e−i2ξ )− 4825
1024
(ei3ξ + e−i3ξ ).
For ℓ = 2 which is the smallest integer ℓ satisfying N4,1/2,4,ℓ = 0, there is no free parameter/coefficient in finding
the two unknowns t0, t1. By calculation, t0 ≈ −5.03451198959 is a real root of a polynomial of degree 4, and t1 =
−4t20 − 7813256 t0− 566087451048576 ≈ −1.7206040885. The symmetric real-valued 4-orthogonal filter a is supported inside [−11, 12].
By calculation, E(a) = 1/2,Var(a) ≈ 2.27824, and sm(a, 4) ≈ 1.118201.
For ℓ = 4 which is the smallest integer ℓ satisfying N4,1/2,4,ℓ = 1, there is one free parameter/coefficient in finding the
four unknowns t0, t1, t2, t3. Set the free parameter as t3 = −3/8 so that Var(a) is nearly the smallest. By calculation, t2 is a
real root of a polynomial and t0, t1 are rational polynomials of t2. Numerically,
t0 ≈ −3.73951895239, t1 ≈ −1.71771897138, t2 ≈ −0.652712067008.
The symmetric real-valued 4-orthogonal filter a is supported inside [−13, 14]. By calculation, E(a) = 1/2,Var(a) ≈
1.71355, and sm(a, 4) ≈ 2.064770. This example is similar to [5, Example A.1].
Example 10. SetM = 4, c = 0,m = 5 in Algorithm 1. Then
θ4,0,5 = 111993128 −
5473
8
(eiξ + e−iξ )+ 20609
64
(ei2ξ + e−i2ξ )− 675
8
(ei3ξ + e−i3ξ )+ 2435
256
(ei4ξ + e−i4ξ ).
For ℓ = 5 which is the smallest integer ℓ satisfying N4,0,5,ℓ = 1, there is one free parameter/coefficient in finding the five
unknowns t0, t1, t2, t3, t4. Set the free parameter as t4 = 29/64 so that Var(a) is nearly the smallest. By calculation, t3 is a
real root of a polynomial, and t0, t1, t2 are rational polynomials of t3. Numerically,
t0 ≈ −4.95785426049, t1 ≈ 19.8314170420, t2 ≈ 3.52966709880, t3 ≈ 1.47942658353.
The symmetric real-valued 4-orthogonal filter a is supported inside [−16, 16]. By calculation, E(a) = 0,Var(a) ≈ 1.88900,
and sm(a, 4) ≈ 2.532839. The standard 4-refinable function associated with the filter a belongs to C2.03283(R) and is a C2
function.
Example 11. SetM = 4, c = 1/2,m = 5 in Algorithm 1. Then
θ4,1/2,5 = 1279112916384 −
2498225
4096
(eiξ + e−iξ )+ 2347445
8192
(ei2ξ + e−i2ξ )
− 306855
4096
(ei3ξ + e−i3ξ )+ 276115
32768
(ei4ξ + e−i4ξ ).
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For ℓ = 4 which is the smallest integer ℓ satisfying N4,1/2,5,ℓ = 1, there is one free parameter/coefficient in finding the four
unknowns t0, t1, t2, t3. Set the free parameter as t3 = 15/32 so that Var(a) is nearly the smallest. By calculation, t2 is a real
root of a polynomial, and t0, t1 are rational polynomials of t2. Numerically,
t0 ≈ 11.1056184352, t1 ≈ 5.99968939295, t2 ≈ 2.36254609967.
The symmetric real-valued 4-orthogonal filter a is supported inside [−15, 16]. By calculation, E(a) = 1/2,Var(a) ≈
2.11033, and sm(a, 4) ≈ 1.788019.
Example 12. SetM = 5, c = 0,m = 3 in Algorithm 1. Then
θ5,0,3 = 1975 −
123
5
(eiξ + e−iξ )+ 27
5
(ei2ξ + e−i2ξ ).
For ℓ = 3, t2 is a free parameter, for which we set t2 = 37/64 so that Var(a) is small. t1 is a real root of a polynomial and t0
is a rational polynomials of t1. Numerically,
t0 ≈ 4.05993856924, t1 ≈ 1.94412058354,
By calculation, E(a) = 0,Var(a) ≈ 2.67252, and sm(a, 5) ≈ 1.024904.
Example 13. SetM = 5, c = 1/2,m = 3 in Algorithm 1. Then
θ5,1/2,3 = 13453320 −
4211
160
(eiξ + e−iξ )+ 3711
640
(ei2ξ + e−i2ξ ).
For ℓ = 3, t2 is a free parameter, for which we set t2 = 7/16 so that Var(a) is small. t1 is a real root of a polynomial and
t0 is a rational polynomials of t1. Numerically,
t0 ≈ 3.73569210484, t1 ≈ 0.861244432229,
By calculation, E(a) = 1/2,Var(a) ≈ 2.44100, and sm(a, 5) ≈ 1.555427.
Filters with the interpolation property are also of interest in applications. We say that a filter a ∈ l0(Z) isM-interpolatory
if a(0) = 1/M and a(Mk) = 0 for all k ∈ Z \ {0}. If a is an M-interpolatory filter and sm(a,M) > 1/2, then the standard
M-refinable functionφ associatedwith the filter a also has the interpolation property:φ is continuous and satisfiesφ(0) = 1
and φ(k) = 0 for all k ∈ Z \ {0}. In the following we present a few examples of finitely supported real-valued symmetric
4-interpolatory and 4-orthogonal filters.
Example 14. Set M = 4, c = 0,m = 1 in Algorithm 1. Then θ4,0,1 = 1. For ℓ = 1, we have N4,0,1,1 = 0 and there is no
free parameter/coefficient in finding the unknown t0. By calculation, t0 = 1−
√
6
2 ≈ −0.22474487139. The symmetric real-
valued 4-interpolatory and 4-orthogonal filter a is supported inside [−3, 3]. By calculation, E(a) = 0,Var(a) ≈ 1.17551,
and sm(a, 4) ≈ 0.591814. This example already appeared in [5, Example 3.1].
Example 15. Set M = 4, c = 0,m = 2 in Algorithm 1. Then θ4,0,2 = 72 − 54 (eiξ + e−iξ ). For ℓ = 3 which is the smallest
integer ℓ satisfying N4,0,2,ℓ = 1, there is one free parameter/coefficient in finding the four unknowns t0, t1, t2, t3. When
t0 = t1 − 58 , the filter a is a 4-interpolatory filter. By calculation, t2 ≈ 0.30259842327 is a real root of a polynomial, and
t1 = − 12833 t32 − 56099 t22 + 625297 t2 + 35396 ≈ 0.099744871391. The symmetric real-valued 4-interpolatory and 4-orthogonal filter
a is supported inside [−7, 7]. By calculation, E(a) = 0,Var(a) ≈ 1.88911, and sm(a, 4) ≈ 0.967751.
Example 16. Set M = 4, c = 0,m = 3 in Algorithm 1. Then θ4,0,3 is given in (4.15). For ℓ = 4 which is the smallest
integer ℓ satisfying N4,0,3,ℓ = 1, there is one free parameter/coefficient in finding the four unknowns t0, t1, t2, t3. When
t0 = 2t1−2t3, the filter a is a 4-interpolatory filter. By calculation, t2 is a real root of a polynomial, and t1, t3 are polynomials
of t2. Numerically,
t0 ≈ 1.03852051442, t1 ≈ −0.28201627325, t2 ≈ −0.512044128995, t3 ≈ −0.80127653046.
The symmetric real-valued 4-interpolatory and 4-orthogonal filter a is supported inside [−11, 11]. By calculation, E(a) =
0,Var(a) ≈ 2.338079, and sm(a, 4) ≈ 1.211785.
See Fig. 4.2 for the graphs of the standard 4-refinable functions associated with the symmetric real-valued 4-orthogonal
filters a in Examples 6–11 and Examples 14–16.
Though finitely supported real-valued 2-orthogonal filters cannot have symmetry (except trivial variants of the Haar
orthogonal filter; see [17,3]), a method similar to Algorithm 1 is also applicable to real-valued 2-orthogonal filters with
linear-phase moments. In the following we describe such an algorithm for constructing univariate finitely supported real-
valuedM-orthogonal filters with sum rules of orderm and linear-phase moments of order nwith phase c ∈ R, but without
any symmetry.
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Fig. 4.2. Graphs of the standard 4-refinable functions associated with the symmetric real-valued 4-orthogonal filters a in Examples 6–11 and
Examples 14–16. The top row is for Example 6 with ℓ = 4, Examples 8 and 10. The middle row is for Examples 7 and 9 with ℓ = 4, and Example 11.
The bottom row is for Examples 14–16. All of the orthogonal 4-refinable functions φ in the bottom row are interpolating: φ(0) = 1 and φ(k) = 0 for all
k ∈ Z \ {0}.
Algorithm 2. LetM be an integer such thatM ⩾ 2. Then a ∈ l0(Z) is a real-valued low-passM-orthogonal filter having sum
rules of orderm and linear-phase moments of order nwith phase c ∈ R if and only if
aˆ(ξ) = e−iγ ξ

1+ e−iξ + · · · + e−i(M−1)ξ
M
m
θM;m,n(ξ)+ (1− e−iξ )nθ(ξ)

, (4.16)
for some γ ∈ Z and:
(1) θM;m,n = ∑n−1j=0 λje−ijξ whose real-valued coefficients λ0, . . . , λn−1 are uniquely determined by the system of linear
equations induced by
θM;m,n(ξ) = e−icξeiγ ξ

1+ e−iξ + · · · + e−i(M−1)ξ
M
−m
+ O(|ξ |n), ξ → 0. (4.17)
Note that λ0, . . . , λn−1 are polynomials in c of degree less than nwith real coefficients.
(2) θ(ξ) = ∑ℓ−1j=0 tje−ijξ for some ℓ ∈ N, whose real-valued unknown coefficients t0, . . . , tℓ−1 (as well as the unknown
phase c) are to be determined by solving the system of nonlinear equations ensuing from the orthogonality condition
in (4.8).
Note that the filter a, defined in (4.16), is supported inside [γ , γ + (M − 1)m + n + ℓ − 1]. Define a sequence v as in
(4.10). Then v is symmetric about the origin and is supported inside [−ℓ˜, ℓ˜], where ℓ˜ :=

(M−1)m+n+ℓ−1
M

. Since a has sum
rules of orderm and linear-phasemoments of order n, vmust have linear-phasemoments of order at least min

2m, 2
 n
2

.
Consequently, there are essentially ℓ˜+ 1−min m,  n2 constraints yielded by the orthogonality condition vˆ(ξ) = 1. On
the other hand, there are ℓ+ 1 unknowns: t0, . . . , tℓ−1, and c. Consequently, we have
NM;m,n,ℓ := ℓ+min

m,
n
2

−

(M− 1)m+ n+ ℓ− 1
M

(4.18)
free parameters/coefficients in finding the unknown coefficients t0, . . . , tℓ−1 and the unknown phase c. Quite often we
choose the smallest integer ℓ such that either NM;m,n,ℓ = 0 (no free parameter) or NM;m,n,ℓ = 1 (one free parameter c for
optimizing either Var(a) or sm(a,M)).
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Fig. 4.3. Graphs of the standard 2-refinable functions associated with the real-valued 2-orthogonal filters a in Example 17 having linear-phase moments
of order 5 with phases c ≈ 2.45227510835, c = 83/16, and c = 5.
The simple fact in Corollary 5 shows that any real-valued M-orthogonal filter a must have, as long as aˆ(0) = 1
and sr(a,M) ⩾ 2 which are often satisfied, linear-phase moments of order at least 3. In particular, all the real-valued
2-orthogonal filters obtained in [16, Section 9.1] for coiflets of length 8 automatically have linear-phase moments of order
3. According to Lemma 4, we have either n = 2m, or n < 2m but n is an odd integer. By Corollary 5, since lpm(a) ⩾ 3 is
always true, we only consider a real-valued 2-orthogonal filter a having linear-phase moments of order at least n ⩾ 5.
Using Algorithm 2, a lot of examples can be easily obtained for finitely supported real-valuedM-orthogonal filters with
sum rules and linear-phase moments. For illustration purpose, we present only one example here, withM = 2.
Example 17. SetM = 2,m = 4, n = 5, γ = 0 in Algorithm 2. Then
θ2;4,5(ξ) =

1
24
c4 − 3
4
c3 + 113
24
c2 − 12c + 163
16

+

−1
6
c4 + 17
6
c3 − 49
3
c2 + 217
6
c − 93
4

e−iξ
+

1
4
c4 − 4c3 + 85
4
c2 − 42c + 185
8

e−i2ξ +

−1
6
c4 + 5
2
c3 − 37
3
c2 + 45
2
c − 45
4

e−i3ξ
+

1
24
c4 − 7
12
c3 + 65
24
c2 − 14
3
c + 35
16

e−i4ξ .
For ℓ = 1 which is the smallest integer ℓ satisfying N2;4,5,ℓ = 0, there is no free parameter/coefficient in finding the two
unknowns t0 and c. By calculation, c ≈ 2.45227510835 is a real root of a polynomial and t0 ≈ 0.01997596 is a polynomial
of c . The real-valued 2-orthogonal filter a is supported inside [0, 9] with sr(a, 2) = 4 and lpm(a) = 5. By calculation,
E(a) ≈ 2.69126,Var(a) ≈ 0.488348, and sm(a, 2) ≈ 1.806529.
For ℓ = 3 which is the smallest integer ℓ satisfying N2;4,5,ℓ = 1, there is one free parameter c . Set c = 83/16. By
calculation, t1 is a real root of a polynomial, and t0, t2 are rational polynomials of t1. Numerically,
t0 ≈ 0.219980402824, t1 ≈ 0.156474926633, t2 ≈ 0.190848744653.
The real-valued 2-orthogonal filter a is supported inside [0, 11] with sr(a, 2) = 4 and lpm(a) = 5. By calculation,
E(a) = 4.84076,Var(a) ≈ 0.692656, and sm(a, 2) ≈ 2.413420.
For ℓ = 3, we can also set c = 5. Then t1 ≈ 0.153004834376 is a real root of a polynomial, and
t0 = 76843 t
3
1 +
300
43
t21 +
571
688
t1 − 552544032 ≈ 0.228811811631,
t2 = 25643 t
3
1 +
100
43
t21 −
39
688
t1 + 274544032 ≈ 0.129435659085.
By calculation, E(a) ≈ 4.55444,Var(a) ≈ 0.659709, and sm(a, 2) ≈ 2.173867.
See Fig. 4.3 for the graphs of the standard 2-refinable functions associated with the real-valued 2-orthogonal filters a
having linear-phase moments in Example 17.
Next, we address finitely supported symmetric complex-valued M-orthogonal filters with linear-phase moments. As
pointed out in [10,11], it is no longer difficult to construct finitely supported complex-valued symmetric M-orthogonal
filters. In the following, on the basis of Theorem 9, we outline an algorithm for the construction of finitely supported
symmetric complex-valuedM-orthogonal filters with linear-phase moments.
Algorithm 3. LetM be a positive integer withM ⩾ 2 and let c ∈ {0, 1/2} be the preassigned symmetry center. Letm and n
be positive integers such that n ⩽ m.
(1) Define a 2π-periodic trigonometric polynomial ar with real coefficients by
ar(ξ) := aM,c;m,2n(ξ)+ uM,c,m(ξ) ℓ−1
j=0
pj sin2(m+j)(ξ/2), (4.19)
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where uM,c,m and aM,c;m,2n are defined in (4.5) and Proposition 12, respectively, and the free unknown real numbers
p0, . . . , pℓ−1 are chosen in such a way that
H(ξ) := 1−
ar  ξM
2 − ar  ξM + 2πM
2 − · · · − ar  ξM + 2π(M− 1)M
2 ⩾ 0 ∀ξ ∈ R. (4.20)
(2) Then H can be written as H(ξ) = |1 − e−iξ |2nR(ξ) for a unique 2π-periodic trigonometric polynomial R with real
coefficients. By (4.20), R(ξ) ⩾ 0 for all ξ ∈ R. According to [10, Lemma 7] (excluding the case whereM = 2 and c = 0),
there is always a 2π-periodic trigonometric polynomial Awith real coefficients such that
A(ξ) = (−1)ne−i(2c+2⌊Mn2 ⌋−Mn)ξA(−ξ),A ξM
2 + A ξM + 2πM
2 + · · · + A ξM + 2π(M− 1)M
2 = R(ξ). (4.21)
Define a 2π-periodic trigonometric polynomialai with real coefficients byai(ξ) := (1− e−iMξ )ne−i⌊Mn2 ⌋ξA(ξ). (4.22)
Then the filter a, defined by aˆ(ξ) := ar(ξ) + iai(ξ), is a complex-valued low-pass M-orthogonal filter such that a has the
symmetry in (1.9), sr(a,M) ⩾ n, and lpm(a) ⩾ n.
Proof. By the definition of the filter a, it is straightforward to check that a has symmetry in (1.10). By the symmetry of a and
Lemma 8, we have |aˆ(ξ)|2 = |ar(ξ)|2 + |ai(ξ)|2. Now it follows from the definition of ar and ai that a is an M-orthogonal
filter. It is also obvious that sr(a,M) ⩾ n and sr(ai,M) ⩾ n. Hence, sr(a,M) ⩾ n. Since vm(ai) ⩾ m, it follows directly from
Theorem 9 that lpm(a) ⩾ n. 
For M = 2, by Proposition 3 (also see [11]), there is no finitely supported symmetric complex-valued low-pass
2-orthogonal filter a with the symmetry center c = 0 and aˆ(0) = 1. Therefore, the excluded case whereM = 2 and c = 0
in item (2) of Algorithm 3 is natural. For M = 2 and c = 1/2, by Proposition 3, the sum rule order sr(a, 2) in Algorithm 3
must be an odd integer.
Basically, all the constructions in [11, Theorem 1] for M = 2 and in [10, Theorem 3] for general dilation factors M are
particular implementations of Algorithm 3. The caseM = 2 has been fully discussed in [11]. ForM ⩾ 2, it has been shown
in [10, Theorem 3] that if c = 1/2 for even M or c = 0 for odd M, and if n ⩽ (m + 1)/2,m is odd, and ℓ = 0 (no free
parameters), then the nonnegativity condition in (4.20) is automatically true. For (m+ 1)/2 < n ⩽ m and other situations,
the parameters p0, . . . , pℓ−1 in (4.19) can be used to achieve the nonnegativity in (4.20) or be used to optimize certain
quantities such as sm(a,M).
Using Algorithm 3, many examples can be easily obtained. To demonstrate Algorithm 3, we provide here only one
example that is not covered in [10,11].
Example 18. SetM = 4, c = 0,m = 8, n = 5 and ℓ = 0 in Algorithm 3. Then
θ4;8,5,0(ξ) = 462537128 −
91179
32
(eiξ + e−iξ )+ 87573
64
(ei2ξ + e−i2ξ )− 11773
32
(ei3ξ + e−i3ξ )+ 10915
256
(ei4ξ + e−i4ξ )
and the nonnegativity condition in (4.20) is satisfied. Now using [10, Lemma 7], we can construct A in (4.21) and obtain a
complex-valued 4-orthogonal filter a such that a is symmetric about 0, and has sum rules of order at least 5, and linear-phase
moments of order 5.
We point out that all the univariate low-pass M-orthogonal filters constructed in this section have their coefficients
from some algebraic number field. Recall that an algebraic number field A is a finite field extension of the rational number
field Q and can be viewed as a finite dimensional linear space over Q. In other words, an algebraic field A = Q(t1, . . . , tn)
is a field such that all t1, . . . , tn are the roots of polynomials with integer coefficients. Consequently. the arithmetic over
an algebraic number field A can be implemented by combining the integer arithmetic and matrix/vector operations from
linear algebra. Therefore, algorithms over an algebraic number field A have the same order of complexity as those over the
rational number field Q. Because all the univariate low-pass M-orthogonal filters a constructed in this section have their
coefficients from some algebraic number field A, the algorithm proposed in [24] can be used to derive M-orthogonal filter
banks {a; b1, . . . , bM−1} such that up to somemultiplicative factors
√
t with 0 < t ∈ A, all the high-pass filters b1, . . . , bM−1
have coefficients from the same algebraic number field A. See [24] for more details on the matrix extension problem and
orthogonal wavelet filter banks over algebraic number fields.
We finish the paper by making some remarks on multivariate M-orthogonal filters with linear-phase moments. In this
paper we only present examples of univariate low-pass M-orthogonal filters with symmetry and linear-phase moments.
Certainly, on the basis of our constructed univariate examples, we can trivially obtain separable multivariateM-orthogonal
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filters for any essentially diagonal matrix M. We have not put effort yet in this paper into providing any examples of
multivariate nonseparable (in particular, symmetric) low-passM-orthogonal filters, due to the following considerations.
First of all, for any d × d integer invertible matrixM such that the dimension d ⩾ 2 and the determinant | det(M)| > 2
(for example, M√3 in (2.9) has det(M√3) = 3 > 2), it remains a very challenging problem to derive an M-orthogonal
wavelet filter bank {a; b1, . . . , b| det(M)|−1}, with or without symmetry, from a given low-pass M-orthogonal filter a. For
dimensions higher than 1, even if we can manage to construct some examples of low-pass M-orthogonal filters with or
without symmetry, it is far from trivial to derive an associatedM-orthogonal wavelet filter bank {a; b1, . . . , b| det(M)|−1} from
the low-passM-orthogonal filters. See the end of the paper of Han [8] for discussion on some open challenging problems on
multivariate symmetric orthogonal wavelets.
Secondly, due to the computational complexity in high dimensions, for the multivariate setting, even for the bivariate
case there are very few examples reported in the literature (for example, see [8] and several references therein) for
finitely supported symmetric real-valued 2I2-orthogonal filters. Though the results obtained in this paper provide a better
understanding of multivariate orthogonal filters with sum rules and linear-phase moments, great effort is still needed in
order to construct some examples of nontrivial nonseparable multivariate symmetric orthogonal filters.
Thirdly, with the help of results developed in this paper, as in [8] and using extensive symbolic computation withmaple,
though we can indeed manage to obtain some examples of nonseparable bivariate symmetric orthogonal filters for some
particular integer invertible matrices with small determinants, normally their presentation is much heavier and messier
than that of their one-dimensional counterparts.
Due to the above considerations, to avoid further technicality and complexity, we shall leave the construction of bivariate
and multivariate finitely supported symmetric real-valued or complex-valued low-pass M-orthogonal filters with linear-
phase moments as a future research problem.
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