1.. Introduction {#s1}
================

Influenza presents a significant morbidity and mortality burden in the world; a typical seasonal influenza epidemic kills up to 49,000 people per year \[[@R5]\] in the USA, and from a quarter to half a million worldwide \[[@R27]\]. One of the key aspects of the influenza virus is its ability to reinfect hosts. Influenza is an RNA virus and lacks a proofreading mechanism for its polymerase. As a consequence, it is prone to mistakes every time a copy of its genome is made. Since these mutations usually do not change how the virus is identified by the immune system, an infection with one influenza strain generally confers lasting immunity to an identical strain. However, if the virus has undergone sufficient significant changes in its surface proteins, then reinfection with influenza is possible. This process is termed antigenic drift. One of the main findings on this topic is that the immunity conferred after infection wanes with decreasing relatedness between the immunizing and challenging strains \[[@R7]\]. Thus, once a few years have passed since the previous infection with a specific subtype of influenza, a human host may become almost completely susceptible to the currently circulating grand-daughter strain \[[@R7]\].

The main challenge in influenza control is an early prediction of the strain that will be the dominant circulating one each season. This is needed so that a matching vaccine can be mass produced on time. 'Herald' waves of influenza (strains which begin to dominate very late in a previous season) have been successfully used many times in the past to develop the following year\'s vaccines \[[@R10], [@R19]\].A model of influenza dynamics that can provide useful information about the persistence of strains from season to season would be helpful to improve the success rates of vaccines. Such a model would ideally take into account several key biological features including the drift process (via the emergence of new strains), the co-circulation of related strains, and pre-existing immunity in the population. The current model is an initial step towards a more general model.

Influenza has been widely studied and characterized for temperate regions. The occurrence shows significant seasonal variations with marked peaks in the winter season each year \[[@R26]\]. In contrast, influenza seasonality is less defined in the tropics, where a viral strain may persist in the population throughout the entire year at a constant intermediate level, with some peaks varying from country to country \[[@R1], [@R22], [@R25]\], and no distinct annual patterns \[[@R1], [@R15], [@R21]\]. We applied our model to both regions and obtained similar results.

An excellent overview of early modelling work involving the dynamics of influenza drift can be found in Andreasen \[[@R2]\]. The models of Andreasen \[[@R2]\], Boni *et al.* \[[@R4]\], and Ferguson *et al.* \[[@R8]\] incorporate seasonality in the modelling of influenza. The former two models are deterministic and only consider one strain per season. Immunity to the next strain is set up based on the past epidemic dynamics. In this sense, these models are most suitable for temperate regions that have a fixed annual cycle of influenza seasons. The model in Ferguson \[[@R8]\] incorporates seasonality via harmonic forcing of the transmission rate and it thus more suitable to be applied to any region, including tropics. However, the model is computationally intensive, and thus may not be suitable for routine modelling in large populations.

Work by Gog and colleagues has focused on multiple strains during one epidemic (see, for example, \[[@R13]\], which also includes a recent review of multi-strain models). In this paper we take a different approach than that of Gog, and model the dynamics over several seasons, with simpler assumptions on the transmission rates.

Earlier work by Gog and Grenfell \[[@R11]\] or Lin and Andreasen \[[@R16]\] establish a one-dimensional space (discrete and continuous, respectively) where the strains of influenza might mutate. In this work we take a different approach and consider only distances between strains and relationships between mother and daughter strains, but we do not associate them with a one-dimensional space.

We describe a deterministic susceptible infected recovered type model for the spread of seasonal influenza. The model incorporates the appearance of new strains and partial immunity due to prior infections with related strains. Because seasonality is important to consider in temperate regions, our model includes optional seasonal forcing of the transmission rate.

The main results of this study show that our model is capable of successfully capturing several key features in influenza data, including: (1) the reduced annual attack rate and more frequent epidemic peaks in the tropics compared with temperate regions \[[@R1], [@R15], [@R21]\], (2) the overall observed attack rate, and (3) the annual peaks in genetic diversity during winter in temperate regions that are interspersed by bottlenecks in diversity during summer months \[[@R20]\]. The model also successfully reproduces the herald wave phenomenon of strain persistence from one influenza season to the next in temperate regions.

2.. Model {#s2}
=========

The model described here focuses on a certain subtype of influenza of type A (e.g. influenza A(H1N1), A(H3N2)) or influenza of type B. The main reason for this consideration is that we intend to study the dynamics of the drift process of influenza. The infection process is described by a susceptible infected recovered model, in which individuals are divided into classes according to the history of infections by strains that had previously circulated or are currently circulating. The infection rate for individuals in each of the classes may change depending on how closely related the strains are in an antigenic map.

We assume that when there are enough individuals infected with a certain strain, a new mutation closely related to that circulating strain will appear, at which time the model will be updated to incorporate the new strain.

2.1.. Notation for the epidemiological classes {#s3}
----------------------------------------------

Consider the case when *n* strains are currently co-circulating in a population. We divide the population into epidemiological classes according to the infection history of individuals. Let **v** = (*v*~1~, *v*~2~, ..., *v*~n~) be a vector which keeps track of the infection history of an individual. The components of **v** are either one or zero; with *v~i~* = 1 and *v~i~* = 0 representing whether or not the individual has already been infected by the virus strain *i*, respectively. A vector of this type will be referred to as a history vector. Note that the total number of possible history vectors is 2^*n*^. We will use *R*~v~ to denote the recovered class with history **v**. Note that *R*~0~ = *R*~(0,\ ...,\ 0)~ represents the completely susceptible class. To avoid any confusion between *R*~0~ and the usual notation for the basic reproduction ratio, we will use *S* to replace *R*~(0,...,0)~ in the model description.

For the infected classes, we need to keep track of the information on both the strain of current infection and the infection history. Let *I*~**v**~^*i*^ denote the infected class which includes all individuals who are currently infected with strain *i* and have the history **v**. For example, if *n* = 3, an individual in *I*^1^~(0,1,1)~ is currently infected with strain 1 and was previously infected with strain 3 but not strain 2. Note that if an individual is infected with strain *i* it necessarily has a one on position *i* of its history vector, thus, for example *I*^1^~(0,\ 1,\ 1)~ is not a possible class. So, in the case of *n* strains, there are *n*2^n\ −\ 1^ infected classes.

2.2.. Transitions between classes {#s4}
---------------------------------

[Figures 1](#F1){ref-type="fig"}--[4](#F4){ref-type="fig"} illustrate the model structure by exhibiting different scenarios for different numbers of co-circulating strains in a population. It is clear that the complexity of model structure increases significantly when the number of co-circulating strains increases. However, the basic patterns are straightforward and the rules remain the same for arbitrary numbers of co-circulating strains. An individual in *I*~**v**~^*i*^ (who is currently infected with strain *i* and has history **v**) recovers and enters in the recovered class *R*~**v**~ with the same history **v**. On the other hand, new infections entering in the class *I*~**v**~^*i*^ have to come from the recovered class *R*~**v**'~, where **v**' denotes the history vector that is the same as **v** except that *v*~*i*~ = 0. Here, it is assumed that individuals who recover from an infection by strain *i* will have permanent immunity against the same strain.

![Transitions between classes when there is only one strain present. Notice this is a regular Susceptible-Infected-Recovered model.](tjbd7_199_f1){#F1}

![Transitions between classes with two co-circulating strains.](tjbd7_199_f2){#F2}

![Transitions between classes with three co-circulating strains.](tjbd7_199_f3){#F3}

![Transitions between classes with four co-circulating strains.](tjbd7_199_f4){#F4}

Vital dynamics are also considered in our model. For simplicity, we assume a constant total population size. We denote by *μ* the natural death rate (equal to the birth rate) for all epidemiological classes in the model.

2.3.. Time-dependent rate of disease transmission {#s5}
-------------------------------------------------

Although the reason for seasonal variations in influenza in the temperate regions is not well understood, one of the major driving forces appears to be the time-dependent transmission rate of the disease \[[@R17]\]. In our model, the transmission rate is assumed to be a time-dependent periodic function defined by where ![](tjbd7_199_Betacirc.jpg)~*i*~ is a constant background transmission rate of strain *i*, which also represents the constant transmission rate in the absence of seasonality (i.e. *ε* = 0). If *t* = 0 corresponds to January 1st of a calendar year, then the *β*(*t*) function with *ε* \> 0 corresponds to the northern hemisphere, implying that the transmission rate is higher in the winter, on dates that are close to January 1st. On the other hand, if *ε* \< 0, then the transmission will be biggest on dates close to the middle of the year, which corresponds to the winter on the southern hemisphere. The case of *ε* = 0, or a value close to 0, corresponds to a model for the tropics.

This function should be understood as an approximation of what happens in reality. If more data on other factors that influence seasonality are known, the function could be made to depend on these parameters. There must be some seasonality linked to tropical regions as well, probably linked to rainy seasons, and more factors that influence the seasonality in temperate regions \[[@R17]\]; but for simplicity we will assume that seasonality is small enough in the tropics and that the function looks like the one in Equation ([1](#M1){ref-type="disp-formula"}).

2.4.. Cross-immunity {#s6}
--------------------

For an individual in the class *R*~*v*~ with *v*~*i*~ = 0 (i.e. the individual has not been previously infected by this strain), the cross-immunity against a strain *i* will depend on the individual\'s history. We define the distance between strain *i* and the history vector **v** by considering the antigenic distance between strains *i* and *j* for all *j* with *v*~*j*~ = 1.

Various definitions have been used previously to define the distance between two strains (see \[[@R8], [@R14]\]). We point out that we do not intend to consider the genetic distance between the strains, but rather the antigenic distance (for a very good distinction between both concepts for the particular case of influenza, see Smith, *et al.* \[[@R23]\]). We follow here the approach of Ferguson, *et al.* \[[@R8]\] by considering that if strain *i* originates by a mutation of strain *j*, then these two strains will have a small distance between them. And the less 'related' the strains are, the farther their distance is.

Suppose that it is possible to measure the antigenic distance between a strain and its progenitor (more on this subject will be discussed in Section 2.6). The distance between strains *i* and *j* will then be associated with the closest path joining these two strains in the phylogenetic tree of the subtype of influenza. We can identify the first strain that is a common ancestor of both *i* and *j*, then add up all the distances from *i* to this common ancestor and from *j* to this common ancestor. The sum of these distances can be used to define the distance between strains *i* and *j*, which we denote by *λ*(*i, j*). We define *λ*(*i, i*) = 0.

The definition of this distance can be better explained by using the example illustrated in [Figure 5](#F5){ref-type="fig"}, which shows a hypothetical phylogenetic tree for seven strains of influenza. In this figure, strains 2 and 3 mutated from a common progenitor, strain 1. Strain 2 generated strains 4 and 5, and strain 5 later generated strains 6 and 7. To calculate the distance between strains 4 and 6, we notice that the first common ancestor of both 4 and 6 is strain 2. The distance then is λ(4, 6) = λ(2, 4) + λ(2, 5) + λ(5, 6).

![Hypothetical phylogenetic tree of seven influenza strains.](tjbd7_199_f5){#F5}

These distances will then be used to define cross-immunity as follows. The effect of cross-immunity is reflected by a reduction in the transmission rates. Following the approach of Boni *et al.* \[[@R4]\], we define the cross-immunity to be a decaying function, e^−λ(*i,\ j*)^, of the distance λ(*i, j*). For an individual who had previously been infected with strain *j*, the infectivity by strain *i* is reduced by a factor *ρ*~*j*~^*i*^ defined by so that the transmission rate is 0 in the case of total immunity and it is *β*~*i*~(*t*) in the case of complete susceptibility.

To define the level of protection that a given class **v** has against strain *i*, we use the best protection in the history of previous infections of that class, that is, where *H*(**v**) is the set of all strains that individuals with history **v** had previously been infected with, i.e.

Then, the transmission rate by strain *i* for individuals in the *R*~**v**~ class will be reduced to *ρ*~**v**~^1^*β*~*i*~(*t*).

2.5.. Model equations with n co-circulating strains {#s7}
---------------------------------------------------

Using the notations defined in previous sections, our system of differential equations for the case of *n* strains reads for **v** ≠ 0; where, '' denotes d*x*/d*t* and *N* is the total population: which remains constant for all time *t*, since ![](tjbd7_199_Ndot.jpg) = 0.

Since there are 2^*n*^ recovered classes (including *S*) and 2^*n*\ −\ 1^*n* infected classes, the total number of equations in this system is 2^*n*\ −\ 1^(*n* + 2) for *n* circulating strains.

2.6.. Addition of a new strain in system (5) {#s8}
--------------------------------------------

A unique feature of our modelling approach is to allow the addition of new strains generated from mutations. Our idea is based on the fact that for a given strain *i*, the probability that a new strain develops in an infected individual is relatively similar for each infected individual. So at a given moment of time, the probability of having a mutation of a new strain just depends on the cumulative number of infected individuals.

We assume that when a new strain *j* is mutated from strain *i*, a new set of equations associated with strain *j* will be added, and System (5) will be updated accordingly. The number of individuals in the *I*~**v**~^*i*^ class will not be reduced because of the introduction of an individual with the new strain *j*.

The second assumption is about the criterion on the timing for the introduction of a new strain. Based on the understanding that the likelihood of a significant mutation responsible for creating a new strain can be thought to be an independent process for each infection, it is reasonable to assume that the mean time for a new strain to appear depends mainly on the cumulative number of infections of a previously created strain *i*. This threshold number, which we denote by ![](tjbd7_199_Kscr.jpg), will be used to determine the time for a new strain to appear. Specifically, let ![](tjbd7_199_Cscr.jpg)~i~(*a, b*) denote the number of new infections of strain *i* between the time *a* and the time *b*, then

Let *t*~1~ \> 0 denote the time at which the last daughter strain of strain *i* was generated (or the time at which the strain *i* was generated if it still does not have a daughter strain). Then a new strain will be created at time *t*~2~ if ![](tjbd7_199_Cscr.jpg)~i~(*t*~1~, *t*~2~) = ![](tjbd7_199_Kscr.jpg); that is, This will increase the number of strains to *n* + 1.

We point out that although the threshold condition for strain creation given by Equation ([7](#M7){ref-type="disp-formula"}) is defined in a deterministic way, it can be easily modified by considering the condition to be stochastic.

For the added (*n* + 1) strain, which was mutated from the mother strain *i*, we need to define the distance between these two strains *λ*(*i, n* + 1). In our case, we set this distance to be a fixed constant *λ*, i.e. *λ*(*i, n* + 1) = *λ*, but other stochastic functions could also be used. The (*n* + 1) strain will add one more node to the phylogenetic tree, and we need to calculate the distances between the nodes again. Notice that changes in the distances occur only in those values of *λ*(*j, k*) with either *j* = *n* + 1 or *k* = *n* + 1. Since λ(*j, k*) = λ(*k, j*), we only need to calculate the new values of λ(*j, n* + 1) for all *j* = *i*. We have

Using Equation ([8](#M8){ref-type="disp-formula"}) we can update the cross-immunity *ρ*~**v**~^*j*^ defined in Equation ([3](#M3){ref-type="disp-formula"}) for all *j* ≤ *n* + 1 and all history vectors **v** of dimension *n* + 1.

We also need to determine the other parameter values for the new strain, the transmission coefficient *β*~*n*\ +\ 1~ and the recovery rate *γ*~*n*\ +\ 1~. In the case of a deterministic model, one simple way is to define Note that under this definition, if we start with a single strain with values *β* and *γ*, then these values will remain the same for all new strains. If stochastic influences are to be considered in the model, *β* ~*n*\ +\ 1~ and *γ*~*n*\ +\ 1~ can be random, e.g. drawn from normal distributions with means *β*~*i*~ and *γ*~*i*~, respectively.

2.7.. Update of equations in the (*n* + 1)-strains system {#s9}
---------------------------------------------------------

Once the model parameters have been updated as described in the previous sections, the equations for the new (*n* + 1)-strains system will have the same form as those in System (5), except that the history vectors are now of dimension *n* + 1. The total number of equations will increase from 2^*n*\ −\ 1^(*n* + 2) to 2^*n*^(*n* + 3).

The initial conditions also need to be updated for *t* ≥ *t*~2~, where *t*~2~ is the time at which the new strain was created (see Equation ([7](#M7){ref-type="disp-formula"})). Let **z** denote the history vector of dimension *n* for which (**z**, 1) corresponds to the individual who is the first person carrying the new strain. A deterministic approach for defining **z** is to choose the history vector for which the value *I*~**z**~^*i*^ is the largest. In a stochastic setting, we could just sample a distribution with the probability mass function ![](tjbd7_199_uf1.jpg). Using these notations, the new initial conditions can be described as

The new equations for the (*n* + 1)-strain system will be used for *t* \> *t*~2~ until the (*n* + 2) strain appears at some time *t* \> *t*~2~, at which time the system of (*n* + 1)-strains will be extended to a new system of (*n* + 2)-strains following the same rules described above.

3.. Model simulations and results {#s10}
=================================

Because of the need to track the history of co-circulating strains in the population, the model will have a large number of equations. This fact and a time-dependent transmission rate make analytic studies of the model very difficult. Thus, the results presented here are based mainly on numerical simulations. Detailed descriptions of the methods used in the simulations and the main results are provided below.

3.1.. Initialization of parameters {#s11}
----------------------------------

For the initialization of model parameters, we simulate influenza transmission over many years in a population often million individuals in both the tropics (*ε* = 0 in Equation ([1](#M1){ref-type="disp-formula"})) and northern temperate regions (positive values of *ε*). We start the simulation at time *t* = 0 with only one strain and a small number of infected individuals. The seasonal forcing of influenza is currently unknown and has not been extensively studied. However, a few data and modelling studies indicate that values of 0.20 − 0.35 for *ε* appear to be reasonable estimates \[[@R8], [@R24]\]. Here, we assume values of *ε* to vary between 0 and 0.20 and try to get an insight into the transition from a tropical region to a temperate one.

The basic reproduction ratio of influenza *ℛ*~0~ has been measured in temperate climates to be between 1.1 and 1.7, with an average around 1.4 \[[@R3], [@R9]\]. We assume that these estimates occur in the winter when the transmission rate is maximal. We thus estimate the baseline transmission rate in Equation ([1](#M1){ref-type="disp-formula"}) to be ![](tjbd7_199_uf2.jpg), where *γ* is the recovery rate with 1/*γ* = 3 (i.e. the infectious period is three days) \[[@R6]\].

The parameters for the threshold value *K* defined in Equation ([7](#M7){ref-type="disp-formula"}) and the antigenic distance λ are calibrated based on the following considerations. We select the parameter values for which sustained dynamic resonance is achieved in all populations, without an unnaturally high annual attack rate or an over-abundance of co-circulating strains (which we found to be associated with a high attack rate). We take the unnaturally high attack rate to be 50% for the temperate regions, given that the maximal observed clinical attack rate is estimated to be 25% \[[@R18]\], but up to 60% of such infections are asymptomatic \[[@R12]\]. We find that for *K* between 25% and 38% of the population, and λ between 1.5 and 1.8, the simulations yield sustained resonance in both the tropics and temperate regions.

3.2.. Results {#s12}
-------------

Here, we present a set of simulations from our model that are capable of capturing the observed patterns of influenza prevalence in the two regions, tropical and temperate. The parameter values used in the simulations are identical for all the regions except for the transmission rates, for which a constant (or close to constant) rate is used for the tropic region while a periodic function is chosen for the different temperate regions. Most of the parameter values are chosen based on the discussion in Section 3.1. The simulations are for a period of 25 years.

To demonstrate the difference in influenza prevalence curves between tropical and temperate regions, we illustrate in [Figure 6](#F6){ref-type="fig"} the simulation results for various values of *ε*. Zero or smaller values of *ε* represent the tropical region, whereas larger values represent temperate regions. The figure shows that the size of the epidemic peaks in the tropics is lower than in the temperate region, and that they occur more frequently than annually, matching the pattern that is seen in data (lower peaks more frequently \[[@R1], [@R15], [@R21]\]). The figure also presents diversity bottlenecks each summer, a pattern that is observed in data \[[@R20]\]. The parameter values used are: *γ* = ⅓ days^−1^, *K* = 0.27 × 10^7^ (that is 27% of the total population) and λ = 1.5.

![Prevalence (measured in percentage of the population infected per day) for different values of non-negative *ε*, i.e. for the tropics and the northern hemisphere. The dashed vertical lines represent the middle of the winter of each year.](tjbd7_199_f6){#F6}

The herald wave phenomenon observed in data is reproduced in our model when applied to a temperate region (e.g. for the value of ε = 0.20), with the strain that dominates each season appearing late in the previous season ([Figure 7](#F7){ref-type="fig"}). The overall average annual attack rate in the temperate region with this set of parameters was around 45%, leading to an estimated clinical attack rate of around 18% \[[@R12]\].

![The herald wave phenomenon. A summer wave of a new strain predicts the strain that will dominate over the following winter. The value of seasonal forcing used is *ε* = 0.20. Prevalence for each strain is measured in percentage of the population infected per day.](tjbd7_199_f7){#F7}

To examine how the seasonal forcing (*ε*) may affect the size of annual major peak of influenza prevalence and the timing of the peak, we plotted in [Figures 8](#F8){ref-type="fig"} and [9](#F9){ref-type="fig"}, for different values of *ε*, the average peak and average date of the peaks, respectively, over a period of 20 years (starting four and half years after the initialization of the model). The standard deviation is also indicated for each fixed *ε* value. In these figures, the case of *ε* = 0 (or smaller *ε* values) corresponds to the tropics and the cases of larger positive *ε* correspond to the northern hemisphere. [Figure 8](#F8){ref-type="fig"} shows that the size of the major peak decreases first with *ε* and increases for larger *ε*. [Figure 9](#F9){ref-type="fig"} shows that as *ε* gets larger, the timing of the major peak per year shows less difference, naturally in the middle of the winter where the seasonal forcing is biggest. Due to the symmetric property of the model, the same results are true, *mutatis mutandis*, for the southern hemisphere (negative values of *ε*). These results agree with the data presented in Alonso *et al.* \[[@R1]\], if we associate *ε* with latitude.

![Average size and standard deviation of the major annual peak for different non-negative values of *ε*, i.e. for the tropics and the northern hemisphere.](tjbd7_199_f8){#F8}

![Average day and standard deviation of the major annual peak for different non-negative values of *ε*, i.e. for the tropics and the northern hemisphere.](tjbd7_199_f9){#F9}

4.. Discussion {#s13}
==============

In this paper, we introduced a novel deterministic susceptible, infected, recovered model that mimics the antigenic drift process for influenza. We provide a detailed explanation with a simple notation for a generic model with *n* strains and a novel way to include the appearance of new strains due to virus mutation, which can be used to model antigenic drift. We illustrated that, with suitable parameter values, the same model is capable of capturing the observed influenza patterns in both temperate and tropical regions.

Our simulation results suggest that the seasonal variation might be responsible for observed patterns in influenza including: (i) higher frequency of disease recurrence in tropical regions than in the temperate regions (annual); (ii) reduced magnitude of disease outbreaks in tropical regions than in temperate regions \[[@R1], [@R15], [@R21]\]; and (iii) annual peaks during winter in temperate regions that are interspersed by bottlenecks of emerging strains during summer months \[[@R20]\]. Since our model does not take into account other very important factors that can influence seasonality as discussed in Section 2.3, it cannot predict what would happen in a particular region. Nevertheless, it can serve as a scheme for such a model, if a better function *β*(*t*), that includes those factors, is used.

We remark that we used the same values for the transmission rate for all strains in our simulations, therefore the significant differences in disease outbreaks from season to season are not associated with how infectious the strains are, but with what types of strains the population had encounter before and how close related they are with the one that is currently circulating.

The model is also capable of generating a type of herald wave phenomenon of strain persistence from one influenza season to the next in temperate regions \[[@R10], [@R19]\]. The herald wave phenomenon plays an important role in determining possible strains for the production of vaccine for the following season. Our model is based in only one subtype of influenza. Since the vaccine for influenza generally includes one strain for two subtypes of influenza A and one strain for influenza B, it would be interesting to modify our model to include vaccination and several subtypes; in order to test what could happen if one strain that will circulate is left out of the vaccine.

It has been hypothesized that tropical populations form a source of influenza strains that seed influenza epidemics in temperate regions each season \[[@R20]\]. It would thus be interesting to extend our model to include interactions between tropical and temperate populations to answer questions such as (1) which strains tend to dominate a season in temperate regions? (2) what are the herald wave strains from previous seasons in the same region? and (3) are there possible imported strains from tropical regions?

There are many interesting questions to be explored, and the framework of this model enhances the possibilities for a better understanding of the many complexities of influenza dynamics.
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