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Introduction
The assignment problem is one of the basic combinatorial optimization problems in mathematical optimization and operations research. Many practical real-world problems are based on solving the k-cardinality assignment problem. This is due to the fact that in many cases it is required to do k specific assignments (Volgenant, 2004; Bai, 2009) . One of the trivial examples is when it is necessary to assign workers and machines. Many alternatives exist when we have to assign only a subset of workers to the specific number of machines (Dell'Amico & Martello, 1997; Dell'Amico, Lodi, & Martello, 2001 ).
The k-cardinality assignment problem is useful for solving problems that are even more complicated (Bruglieri, Ehrgott, Hamacher, & Maffioli, 2006) . Dell'Amico & Martello (1997) describe the Satellite-Switched Time-Division Multiple Access (SS/TDMA) time slot assignment problem. According to the problem, there exist m earth stations that has to transmit the information to another n earth stations. All interconnections are operated by the k×k switch that is located on the satellite. The non-negative m×n matrix contains the weights that corrspond to the information slot to be sent from station i to station j through the given k×k switch. The general solution to the k-cardinality assignment problem can be adapted to the given time assignment problem very effectively.
In this paper we apply the Semi-Lagrangean relaxation (Beltran, Tadonki & Vial, 2004) to solve the k-cardinality assignment problem that has many applications in the real-world situations.
In Sections 2 and 3 we give the theoretical base for our approach. Specifically, we show the integer programming formulation and explain the semi-Lagrangean relaxation procedure for the k-cardinality assignment problem. Section 4 explains our approach based on the small examples.
Section 5 is devoted to the description of two selection procedures of the initial multiplier value applied in the semi-Lagrangean relaxation procedure. The computational results over the largescale k-cardinality assignment problems are presented in Section 6 accompanied with the detailed information about each test.
The integer programming formulation of the k-cardinality assignment problem
The integer programming formulation of the k-cardinality tree problem is as follows:
Subject to:
Semi-Lagrangean Relaxation
The semi-Lagrangean approach builds upon the well-known Lagrangean relaxation, but with the difference that when having equality constraint, the constraint is divided into two inequalities, namely a "greater than or equal to" inequality and a "less than or equal to" inequality. The former is relaxed and added to the objective function, while the latter is left as an inequality constraint in the sub-problem (Beltran, Tadonki, & Vial, 2006) . Mathematically, if we have a minimisation problem of the following type: * = min{ | = ; ∈ ≔ ∩ ℕ } then the semi-Lagrangean function is written as
It is proved by Beltrán-Royo et al. (2012) that the semi-Lagrangean relaxation closes the duality gap. The easiest way to see this is that the relaxation is the result of the intersection between the following two polytopes:
which is obviously equal to:
The following theorem from Beltrán-Royo et al. (2012) gives the properties of the semiLagrangean dual theorem: However there are some difficulties involved in calculating the optimal semi-Lagrangean multipliers especially in the multi-dimensional case. The main problem is that the optimal semiLagrangean prices are non-unique (in the multi-dimensional case). Moreover, for large enough multipliers u x(u) will be a solution to the original problem and the relaxed problem is basically identical to the original problem. Also we are not looking for a maximum of the concave function ℒ(u) rather we are looking for the "minimal" multiplier values, for which ℒ(u) reaches its maximal value.
Applying the semi-Lagrangean relaxation to the k-cardinality problem, relaxing the single equality constraint yields the following dual problem:
Max SL(u) subject to u≥0, where ℒ (u) is defined by the following optimization problem:
We have only one semi-Lagrangean multiplier. This means that any one-dimensional search procedure can be used. In addition, the optimal semi-Lagrangean price has a meaningful economic interpretation. The optimal semi-Lagrangean price u * is the price for which an assignment of cardinality k is obtained. Hence, the optimal semi-Lagrangean price can be regarded as a market price in order to get k objects assigned. It should also be noted that it is easy to get an initial estimate on u since we know that at least k variables has to be in the kcardinality assignment. Hence, the minimal price is the price that guarantees that at least k rows and k columns has a non-positive edge cost. Also the number of possible prices is the number of different weights in the bipartite graph since no other price will give a result that can be better than when restricting the multiplier values to weights that exists in the bipartite graphs cost matrix. Also, note that in the subproblems the only edges that can be selected are the edges with the negative weights.
It should be noted that if we are not only looking for the optimal solution but also the optimal semi-Lagrangean "market" price we have to extend the search for multiplier values to values that do not necessarily appear in the initial cost matrix.
Illustrative Examples
First, we illustrate the approach on a small example.
Example 1. Let m = 3, n = 3, k = 2, and C=� 1 4 6 4 9 9 6 9 8 � Here it is obvious that the optimal solution consists of two assignments 1-2 and 2-1 giving the optimal value "8".
If we use a conservative approach to select the initial multiplier value we get the value u=4. The resulting cost matrix for the semi-Lagrangean subproblem is then:
where all positive (i.e. not allowable assignments) are marked by X.
This will give us as solution to the semi-Lagrangean subproblem the assignment 1-1 and a lower bound of -3+8=5.
Increasing the semi-Lagrangean multiplier value to 7+ we get the following cost matrix for the subproblem:
The optimal assignment is 1-2 and 2-1 and it gives the lower bound: −6 − 2ε + 14 + 2ε = 8.
Hence, optimality is proved. Note that the optimal semi-Lagrangean multiplier value is not a cost that appears in the original cost matrix.
An alternative to generate the initial multiplier value is to use a greedy heuristic and to choose the initial multiplier value as the most costly assignment in the feasible solution. For this small example it gives us the initial multiplier value u=8 and the subproblem cost matrix:
with the optimal assignment 1-2 and 2-1 and the lower bound -8+16=8. The optimality is proved.
However, as can be seen, the optimal semi-Lagrangean multiplier value is less than "8".
Example 2.
Here we illustrate the procedure for a 15 by 15 example with k ranging from 5 to 15. 8  15  14  23  8  16  8  25  9  17  25  15  10  8  24   15  7  23  22  11  11  12  10  17  16  7  16  10  18  22   21  20  6  22  24  10  24  9  21  14  11  14  11  19  16   20  11  8  14  9  5  6  19  19  7  6  6  13  9  18   8  13  13  13  10  20  25  16  16  17  10  10  5  12  23   19  23  24  20  20  25  16  21  24  15  17  17  20  20  20   25  24  16  21  19  17  17  19  23  21  21  23  20  15  16   16  21  25  22  24  24  16  17  15  18  15  17  18  24  18   25  24  18  19  15  18  20  22  23  18  16  19  17  15  22   25  19  21  22  20  15  20  19  18  18  17  23  17  25  25 The results for the current illustrative example are presented in Table 2 and the detailed results including the number of iterations and lower bounds (LBDs) for each subproblem are presented in Appendix A. As it is shown in Table 2 and in Appendix A, we are running 11 experiments. Column "k" shows the k-cardinality assignment for the corresponding problem. Column "u * " corresponds to the optimal semi-Lagrangean multiplier. "Iteration #" is the number of subproblems we had to solve before we find the optimal solution. "LBD" is a lower bound value for the corresponding problem. "Solution" shows the optimal result for the given k-cardinality assignment problem, and "R, %" corresponds to the problem reduction obtained, i.e. the number of variables in the subproblem for the optimal multiplier value versus the total number of variables in original problem. According to the results represented in Table 2 , we have obtained the problem reduction in the range between 55.55% and 93.33%.
The Selection of the Initial Multiplier Value
When selecting the initial multiplier value we have used two different approaches:
I. A conservative approach in which the initial multiplier value u is selected as the maximal of the k smallest cost coefficient values in either the columns or the rows. Choosing this conservative value as the initial multiplier value will normally result in a large problem reduction. However it is likely that when the semi-Lagrangean subproblem is solved then it will result in a solution with less than k assignments. This will lead to a necessary increase in the multiplier value and the need for more iterations.
II. Use a greedy algorithm to find a feasible solution to the k-cardinality assignment problem.
Select the initial multiplier value to be the assignment in the greedy solution with the highest cost. Using this initialization procedure leads to a smaller problem reduction in the first iteration than procedure I.
Approach I: illustrative example
We consider the cost matrix presented in Table 1 as an illustrative example with m=15, n=15 and k=12. Following the algorithm, the maximal of the k smallest cost coefficient values in either the columns or the rows is equal to "15".
Iteration 1
For u=15 the subproblem has the following cost matrix represented in Table 3 . Table 3 . Iteration 1: resulting cost matrix
On this iteration we get the solution with the following "row-column" assignments: 2-12, 5-4, 6-7, 7-2, 8-3, 9-6, 10-13, 11-10, 12-14, 13-9 and 14-5 of cardinality "11" with the objective function value equal to "-44". Hence, the lower bound is 180-44=136. Since we have "k-1" assignments in the solution for the current subproblem, we have to update to the next u.
Iteration 2
Assigning u=16 we get the resulting cost matrix presented in Table 4 .
The optimal solution to the subproblem is twelve "row-column" assignments 1-15, 2-12, 5-4, 6-7, 7-2, 8-3, 9-6, 10-13, 11-10, 12-14, 13-9 and 14-15 with the objective function value "-55".
Since we have LBD to be equal to "137", and this is the value of the feasible solution (i.e., the upper bound is equal to "137"), we have found the optimal solution corresponding to the semiLagrangean multiplier u=16.
Thus, the optimal solution is obtained by the conservative approach in two iterations. 
Approach II: Illustrative example
We consider the illustrative example once more.
Using a simple greedy heuristic we get the following "row-column" assignments:
2-12 with value 15; 10-13 with value 5; 3-1 with value 16; 11-10 with value 15; 5-4 with value 15; 12-14 with value 15; 6-7 with value 8; 13-11 with value 15; 8-3 with value 6; 14-5 with value 15. 9-6 with value 5; The greedy heuristic assignments are reflected in Table 5 . Since the assignment 3-1 with value "16" is the worst in the solution, we choose it as the semiLagrangean multiplier u=16. Solving the semi-Lagrangean subproblem, we get the objective function value "-55" and the lower bound of 192-55=137. Since this is the value of the greedy solution, optimality has been verified with value "137" in one iteration. For the 15×15 illustrative example (Table 1 ) the greedy heuristic yields the optimal solution for all k.
Characterizing the given approaches we should say that the conservative approach always gives us the smallest possible u. When using a greedy approach, the u that is calculated, will be larger than or equal to this smallest possible u value obtained by the conservative approach. It might not be the optimal solution, but selecting u to be equal to the largest cost assignment in the greedy solution gives us a good initial u, for which we know that there exist a feasible solution.
Hence, this u gives us a semi-Lagrangean subproblem that (when it is solved) leads to one of the following cases. First, it provides us with the optimal solution to the original problem and with a proof for the optimality based on the bounds. Second, it gives us the solution with less than k assignment, and in this case we have to increase u until we get the optimal solution.
In Appendices A-I we have reported the number of iterations for both approaches (i.e., conservative and greedy). In many tests the number of iterations to obtain the optimal solution by the greedy approach is less than or equal to the number of iterations produced by the conservative one. It makes the selection of the initial multiplier value using the greedy approach more preferable in terms of time required to find the optimal solution.
Computational Results
We have tested the approach for various values of k on the assignment problems in the ORlibrary, (OR-library: Assignment problem, Beasley, J. E. (2013)), where the number of decision variables is in the range between 10,000 and 650,000 variables (see Table 6 ). Table 6 . Assignment problem tests
Test title Number of decision variables Test title
Number of decision variables assign100 10,000 assign500 250,000 assign200 40,000 assign600 360,000 assign300 90,000 assign700 490,000 assign400 160,000 assign800 640,000
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Conclusion
In this paper we have presented a semi-Lagrangean relaxation method for the k-cardinality assignment problem. The method is proven to be efficient since the number of potential semiLagrangean multipliers are bounded and hence no subgradient search method needs to be used.
The optimal semi-Lagrangean price u has also a clear economic interpretation as the market price needed to get a solution where k assignments are done. The problem reduction obtained over the large scale test problems shows a problem reduction between 90.99% and 99.05%. In addition, it shall be noted that the subproblems to be solved are the simple assignment problems. Hence, the semi-Lagrangean algorithm presented here is polynomial. 
