Abstract. Let q ≥ 1 be any integer and let ǫ ∈ [
Introduction
Let p be an odd prime number. We know that there are exactly p−1 2 quadratic residues as well as non-residues modulo p. It is a well known fact that the multiplicative group (Z/pZ) * is cyclic (see [1] ). An element is called a primitive root modulo p if it is a generator of this cyclic group.
The distribution of quadratic residues, non-residues and primitive roots is a very fundamental area in number theory and has been a topic of immense interest to mathematicians for centuries. In 2010, Levin, Pomerance and Soundararajan [4] proved the following result.
Theorem 1. For all prime numbers p ≥ 5, there exists a primitive root g modulo p which satisfies the condition gcd(g, p − 1) = 1.
Levin, Pomerance and Soundararajan [4] considered this problem to tackle a particular case of an important problem in computational number theory, namely, discrete log problem. More precisely, they prove Theorem 1 to tackle the fixed point discrete log problem which states that for a given primitive root g in (Z/pZ) * , does there exists an integer t ∈ [1, p − 1] such that g t ≡ t (mod p)? Indeed, Theorem 1 solves the fixed point discrete log problem affirmatively.
In this article, we deal with the similar problem for quadratic non-residues which are not primitive roots (for further reference on this related problem, see [2] , [3] and [5] ). For notational convenience, we abbreviate 'a quadratic non-residue which is not a primitive root' by QNRNP modulo p. More precisely, we prove the following result. , 1 2 ). Let p be a prime satisfying p ≡ 1 (mod q), log log p > log 6.83
Then there exists an integer g satisfying 1 < g < p − 1 and gcd g, p−1 q = 1 such that g is a QNRNP modulo p. In particular, when q = 1, there exists an integer g with 1 < g < p−1 and gcd(g, p − 1) = 1 such that g is a QNRNP modulo p.
In the statement of Theorem 2, one of the conditions on p is a natural condition. If
, then one can easily check that every non-residue modulo p is a primitive root modulo p. The condition
− ǫ makes sure that p − 1 has enough odd prime factors and hence abundance of QNRNP residues modulo p. As an application, we solve the fixed point discrete log problem for the cyclic subgroup generated by a QNRNP as follows.
) be a real number. Let p be a prime satisfying log log p > log 6.83
Then there is a QNRNP g and an integer x ∈ [1, p − 1] such that x is QNRNP and g x ≡ x (mod p).
In [4] , first they proved their result for all large primes and used the computations to check their result for small primes. However, computations may be cumbersome in our result stated in Theorem 2 because of various parameters.
Preliminaries
Let µ p−1 stand for the multiplicative group of (p − 1)-th roots of unity. Let g ∈ {1, . . . , p − 1} be a primitive root modulo p and let χ : (Z/pZ) * → µ p−1 be a character modulo p such that χ is a generator of the dual group of (Z/pZ) * . For all integers ℓ with 0 ≤ ℓ ≤ p − 2, we denote χ ℓ = χ ℓ a character modulo p and χ 0 is the principal character. Suppose χ(g) = η. Since χ is a generator of the dual group of (Z/pZ) * and g is a primitive root modulo p, we get that η is a primitive (p − 1)-th root of unity.
Following [2] , we define
where α ℓ (p − 1) is known as Ramanujan sums. Now, we list some basic lemmas and results which will be useful to us in course of the proof of Theorem 2.
Lemma 1. [2]
For all integers ℓ with 0 < ℓ < p − 1, we have
Now, we shall state some basic results as follows. (See for instance, [8] ).
Lemma 4. [8]
We have,
The following result is a standard theorem to estimate a character sum over an interval which can be found in [1] .
Theorem 3. (Pólya-Vinogradov) Let p be any odd prime and χ be a non-principal character modulo p. Then, for any integers 0 ≤ M < N ≤ p − 1, we have,
Proof of Theorem 2
Let q ≥ 1 be a given integer and let ǫ ∈ [
) be also given. Now, we consider all primes p ≡ 1 (mod q) with − ǫ. Therefore, we consider
where we have used the fact that the number of integers m in {1, . . . , p − 1} such that m,
. Let us define
In order to prove N p ≥ 1, we need to get an upper bound for E p . For that, we need to (m,
by Lemma 3 (2) . Hence, by Theorem 3 and Lemma 3 (3), we get
Also, by Lemma 1 and Lemma 4, we see that
Thus, using the above two estimates, we get,
Observe that (1) implies
which is equivalent to
Thus to establish N p > 0, it is enough to show that, log log p . By Lemma 3 (1), we also know that ω(p − 1) ≤ 1.385 log p log log p .
