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ABSTRACT 
An or thogonal izat ion procedure  is given for a sequence o f  vectors  having the special feature that 
consecut ive vectors  are re lated by  ak+l= Pa k, (k = 1, 2, 3, ...), where  P is a un i tary  operator .  
This or thogona l i zat ion  procedure  is appl ied to  the least squares so lut ion o f  l inear equat ions  with 
a cyclic rectangular  coef f ic ient  matrix.  Fur thermore ,  it is shown how the pseudoinverse o f  such 
matrices can be obta ined.  
1. INTRODUCTION AND NOTATIONS 
Let A = {a 1, a 2 . . . . .  a n } be a fmite set of vectors in 
a real or complex m-dimensional inner product space 
V m . 
Let these vectors be related by : 
a k = Pak_ 1 = pk- la l  ' 
where P is a unitary operator in V m. 
We suppose that a 1 and P are such that a 1,a 2 .... ,a n 
are linearly independent. 
We will replace A by a set of orthogonal vectors gener- 
ating the same subspace [a 1, a 2 . . . . .  an]. The abbrevia- 
tions PV (xlS) and P (xlS) will be used to denote the 
projecting vector of x into the subspace S and the 
projection of x into S respectively. All projections 
will be orthogonal. The inner product in V m will be 
written as ( , 7- The adjoint of a linear mapping L
will be written as L* and its transposed as L r. 
2. THE ORTHOGONALIZATION PROCEDURE 
The orthogonalization will be the Gram-Schmidt 
procedure adapted to the special structure of the set 
A. In this procedure, each vector a k is replaced by 
¢k = PV (akl[a 1, a 2 . . . . .  ak_l] 7 sucessively for k = 2, 
3 . . . . .  ¢1 being equal to a 1. 
Suppose now that at the beginning of step k, the vec- 
tors 
~: -1  = PV (ak_ll[a 1, a 2 . . . . .  ak_2] ) 
and 
~kk_ 1 = PV (all[a 2, a 3, ..., ak_l] 7 
are known and let al~_l = P (ak_ 1 I[a 1, a 2 ..... ak_2] ) 
so that 
g~:-I = ak-1 - ak-l" (17 
Applyifig p to both sides of (1), there follows : 
Pqk-1 = ak - Pak_ 1" (2) 
As P preserves orthogonality and because of the 
special structure of A, P~k-1 in (2) is orthogonal to 
the subspace Sk_ 1 = [a2, a 3 .... , ak_ 1] and Pa~_IESk_ 1. 
The vector 
~k = P~k-1 + Vk ~kk-1 = ak - Va~:-I + ~k Ok-1 
(3) 
is orthogonal to Sk_ 1 for any value of v k. 
For 
(P~k-l '  al 7 
v k = , (4) 
(Ok_ 1, a 1) 
~k in (3) will also be orthogonal to a 1 and hence, 
orthogonal to the subspace Tk_ 1 =[al ,a2, . . . ,  ak_l]. 
Since, moreover, the vector -Pa~_ 1 + Vk~k_ 1 in (3) 
is in Tk_ 1, ~o k = PV (a k I [a 1, a 2 . . . . .  ak_117- Note 
that the denominator in (4) is never zero. 
Before we can proceed with the next step, the con- 
struction of ~0 k + 1, we need tk k = PV(a 11[a 2, a 3 . . . . .  Ski ). 
From the definition of ~0 k, it follows that : 
P-I~0 k = PV (p- la 1 I[a 1, a 2 . . . .  , ak_l]),  
so that the p-1 ~k, for increasing k, are projecting 
vectors of the fLxed vector p- la  1 onto the sequence 
of nested subspaces T2, T 3 . . . .  Hence, 
P-l~k k = P- lOk_ l  - #kek_ l  ,
with 
(p-1 a l '  ~k -17 
/a k = 
(¢k-1,  ¢k-17 
(5) 
(67 
There follows from (5) : 
q'k = 0k -1  - t tkP¢k- r  (77 
The vector O k being known, the process (47, (37, (67, 
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(7) can be repeated for increasing k until k = n, be- 
ginning at k = 2 with ~01 = a I and ~1 = al- 
Since ~Ok_ 1 and ~k-1 belong to [al, a 2 . . . .  , ak_l]  
they can be written as linear combinations : 
k-1 k-1 
= Ig  =2;  ~°k-1 j= l  ffjaj, ~k-1 j= l  [jaj. 
We can consider ~71, ~?2,---,r~k-1 as the first k-1 
components of vector Yk-I in C n (or lRnT, remain- 
hag components being zero. Similarly, Zk_ 1 will be 
the vector in C n (or lR n) with first k-1 components 
~'1' ~'2 . . . .  ' ~'k-l' remaining components being zero. 
From (3) and (7) one can deduce the following re- 
lations between consecutive vectors Yk and z k : 
Yk = Pn Yk-1 + Vk Zk - 1' (87 
Zk = Zk-1 - Pk Pn Yk- l '  (9) 
where Pn is the permutation operator in C n (or IR n) 
which shifts component i of a vector to position 
i + 1, i < n, while component n is shifted to position 
1. Again, (8) and (9) can be started at k = 2, with 
Yl =Z l  = (1,0 . . . . .  0 7 .
This then ends the description of a first orthogonal- 
ization procedure which exploits the special structure 
of the original set A. 
A second procedure can be obtained through elimin- 
ation of  @k and z k from the equations above; ~k 
and Yk are then expressed as functions of ~k-1, 
~k-2 and Yk-1, Yk-2" The calculational details will 
be left to the reader. We state one important result 
however :
If Vk_ 1 ~ 0, the following relation holds 
Vk/ffk-I = (Pk/~*k-1) (1 + l/Vk_l~k_l)/(1 
+ l /Vk_ lPk_ l ) .  
IfVk_ 1 =~0 and v k = Vk+ 1 . . . . .  Vk+p = 0, 
Pk+p+l/Pk_l = (gk+p+l//~k_l)(1 
+ 1/~k-1 ~'k-1) / (1 -I- 1 / ~'k_l.Uk_l). 
As was noticed by the author's colleague, Dr. E. 
Rietsch, v 2 =-~2" It can be shown from the relations 
above that v k =-Pk  implies ~k+l  = -#k+l  or 
Vk+p+l  =- /~k+ p +1' so that 
Vk = -Pk (10) 
for all values of k ~ 2; (when pj = O, then also ~ = 0 
as may be seen from (4) and (6) so that (10) always 
holds). 
With (10) it can be further shown that the first k 
components of z k in (9) are the complex conjugates 
of the first k components of Yk in (8) in reversed 
order. We will write this as z k = ffk- 
3. LEAST SQUARES SOLUTION OF LINEAR 
PROBLEMS WITH CYCLIC COEFFICIENT 
MATRIX 
A cyclic matrix is generally understood to be a 
square m, m matrix with dements a;: satisfying a.. = 
a i+ l , j+ l ,  all indices taken modulo'°m. Such a m:~trix 
is completely determined by the elements a l ,a  2 . . . .  , 
am in its first column and column j is obtained from - 
column j -  1 by a cyclic permutation Pm : 
a I a m • . .  a 2 
a 2 a I . . .  a 3 
Cm~-- [" 
am -1 am-2 am 
Lam am-1 a I 
A cyclic matrix can therefore be denoted by 
C m (a 1, a 2 . . . . .  am) or simply C m when there is no 
ambiguity on the elements in the first column. Keep- 
ing now from C m the first n columns only (m >t n), 
a rectangular matrix is obtained that will still be 
called cyclic and will be denoted by Cm,n(al,a2 . . . .  , 
am) or Cm, n. 
Cm, n will be interpreted as a linear mapping from C n 
to C m (or IR n to lRm). Its columns will be denoted 
by aj, j = 1, 2 . . . . .  n. These vectors generate the range 
R(Cm,n) of Cm, n. For any b in C m, Cm, n x = b will 
be solved in the least squares ense with ordinary 
inner product in C m, this is : 
m 
(y,z) = £ 7/i~i. 
i= l  
Only the case of full rank n will be considered. 
In order to solve Cm,n x = b in the least squares ense, 
the columns a 1, a 2 . . . .  , a n of Cm, n will be replaced 
by an orthogonal set ~o 1, ~2, ' " ,  ~°n generating the 
same subspace R(Cm,n). The least squares olution 
is the ordinary solution of Cm,n x =b '  = P(blR(Cm, n)). 
When ¢1, ¢2 . . . . .  Cn are known, b' follows easily as : 
b' = )'1¢1 + )`2 ~2 +" -  + Xn Cn' 
~j = (b, qj)/(qj, qj),j = 1, 2 . . . .  ,n. 
(11) 
The residual vector is then given by : 
b - b'  = b -  )`1¢ 1 - )`2~02 - . . .  - )`n~n (12) 
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For the construction of the orthogonal vectors ¢, 
the scheme in the preceding section can be used 
since consecutive columns in Cm, n are related by 
ak = Pmak_l where Pm= Cm(0' 1, 0 . . . .  ,0)  is 
unitary. 
Suppose then that in step k of the orthogonalization 
procedure, the vectors ~k in (3) and Yk in (8) were 
obtained and that Xk_ 1 is known such that 
Cm,nXk_l = bl~_l = P(bl R(em, k-l))" 
Rewriting (11) as 
b~ = Xl~ 1 + - "  + Xk- l~k-1 + Xk~k, 
there follows : 
b~ = bk_ 1 + XkCk. (13) 
As the vector Yk now has the property : Cm,nYk=~ k,
(13) can be written as : 
b~ = Cm,n(Xk_l + XkY k) 
so that 
x k = Xk_ 1 + Xky k (14) 
Relation (14) can be started at k = 2 with 
x I = ((bl, al) / (a 1, al), 0 . . . .  ,0 )  (15) 
For k = n, x n will be the least squares olution of 
Cm,n x = b. 
The vector x k in (14) has its last n -k  components 
equal to zero, while the first k components are the 
least squares olution of Cm,k x = b. The f'trst com- 
ponent of (15) is the least squares olution of 
Cm,1 x = b. Formula (14) may therefore be seen as 
an updating formula for the least squares olution 
of Cm,kX = b where the number of columns k, or 
the number of unknowns is increased one by one. 
The corresponding residual vector can be updated 
by : 
b - b~ = b - b~_ 1 - Xk~ k. (16) 
The above results may best be summarized in the 
form of an algorithm for solving Cm,nX = b. The 
algorithm contains two parts : 
Part 1 : initialization 
1. Yl = Zl = 1 .0  (remaining components are zero), 
2. x I = (b, a l ) / (a  1, al) (remaining components 
are zero), see (15), 
3. b - b~ = b - a I (b, a l ) / (a  1, a l ) ,  
4. ~01=01=al .  
Part 2 : to be repeated for k = 2, 3 . . . . .  n. 
5. v k = - (pm~k_l ,  al)/(Lkk_l, al) , see (4), 
6. ~k =.Prank-1 + Vk~kk-1, see (3), 
~0 k = 0k_  1 + b- k Prank_l, see (7) and (10), 
7. X k = (b,~Pk)/(~Ok,~k) see (ii) 
8. b -b  k=b-b '  - k-1 Xk~ k, see (16), or 
lib - b~ll 2 = l ib-b~_ 1112- INk 12 IlCkll 2 when 
square norm of residual vector is desired, 
9. Yk = PnYk-1 + Vk Yk-l '  see (8) and consequence 
of (10), 
10. x k = Xk_ 1 + XkYk, see (14), 
repeat for next value of k. 
On this algorithm, many variations are possible. It is 
simple for instance to allow for a gradual increase in 
the number of unknowns (or columns in Cm,n) until 
a certain test is satisfied. Such test could be included 
after completion of step k. 
If Cm,n x = b is to be solved for a series of different 
righthand sides b 1, b 2 . . . . .  bp, it will be far less time 
consuming to do the orthogonalization separately. 
The orthogonal vectors ¢1, ~02,'" •, ~°n can then be 
stored as a rectangular m, n matrix while the vectors 
Yl, Y2 . . . . .  Yn can be stored as the upper part of a 
triangular n,n matrix. The least squares olution of 
Cm,n x = b can then be obtained as 
x = Xly I + 7~2y 2 +. .  • + XnYn (17) 
which follows from (14) with the X's given by (11). 
In other variants, storage requirements could be re- 
duced at the expense of computing time. For instance, 
instead of storing ~01, ~02 . . . . .  ~0 n, only Yl, Y2 . . . . .  Yn 
could be stored and ¢i recalculated each time it is 
needed by ¢i = Cm,nYi" 
4. CALCULATION OF THE PSEUDOINVERSE OF 
Cm,n 
Once the vectors ~o and y are known, the pseudo- 
inverse Clm,n follows rather easily. CIm,n is an n,m 
matrix in which column j, denoted by cj, contains 
the components of the least squares olution of 
Cm,n x = ~ where ~ is the j-th unit vector in C m. 
According to (17) and (11), cj is given by : 
(~01,¢1) Yl + (f i '¢2)-y2+ Yn' 
(¢2,¢2) (~n '~)  
or  
cj = (~d01)Y 1 q- (fj,¢2)Y2+...+(fj,~0n)Yn (18) 
with 
~i = ~i/(~i, ~i), i = 1, 2 , . . . ,  n. 
It may be seen from (18) that C I ,n  can be written 
as the product of two matrices :
I YF (19) . Cm,  n = 
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where Y is the n, n upper triangular matrix contain- 
ing in column k the components of Yk and F is an 
n,m matrix with in column j the elements (~,~) ,  
,~Pl), . . . . .  ~n)" These are the complex conjugate 
j-th components of ~01, ¢2 . . . . .  ~°n- 




f ' Cj, k = N ( j '~i)Yi '  k = I 2 . . . . .  n. 
i=l  
then 
Cj, k=Cj ,  k_ l+( f j ,~)y  k, j = 1,2 . . . . .  m (20) 
with 
cj, 0 = '0  and cj, n = cj. 
Moreover, c: k has at most k non-zero components 
3, 
with indices 1, 2 . . . . .  k, since this property holds 
for Yi' i = 1, 2 . . . . .  k. 
Once Cj, k_l is known for j = 1, 2, . . . ,m,  the 
vectors ~o 1, ~02 . . . . .  ~0~_ 1 are no longer needed. On- 
ly ~0i~ (or ~0k) is needed to generate cj, k with (20) 
and the same is true for the vectors Yl, Y2, " " ",Yn" 
This means that C I ,  n can be obtained in the course 
of the orthogonalization of the columns of Cm, n. 
For each new ~k and Yk obtained, (20) is applied 
immediately and there is no need to store the ma- 
trices Y and F in (19). 
5. DISCUSSION 
When solving linear least square problems Ax = b, 
one can either form and solve the normal equation 
A*Ax = A*b or one can apply an orthogonalization 
technique of the Gram-Schmidt type or Householder 
transformations. The latter techniques never form nor 
solve the normal equations and operate on A and b 
directly. It is known that they avoid to some extent 
the ill effects proper to the classical method of solv- 
ing the normal equations and are able to produce 
more reliable results [2], [3], [4], [5], [6], [7]. 
When A = Cm,n like in this paper, and for ordinary 
real inner product spaces the coefficient matrix A*A 
of the normal equations becomes T=Crm, n Cm, n. 
This is a symmetric positive definite Toeplitz matrix 
and for the solution of systems Tx = c or the calcul- 
ation of T - l ,  there exist algorithms [1], [8] which 
exploit the special structure of T and therefore in- 
volve much less computational labor than the ordin- 
ary elimination methods used to solve general equa- 
tions A*Ax = A*b. However, when used to solve 
Cm,n x = b in the least squares ense, they have the 
disadvantage to rely on the construction of the nor- 
mal equations. 
The technique presented in this paper is an ortho- 
gonalization procedure. The normal equations are 
never formed and moreover, the special structure of 
Cm, n is exploited resulting in less computational 
labor when compared with ordinay Gram-Schmidt 
or Householder transformations. For ill conditioned 
Cm,n, least squares olutions obtained with this tech- 
nique can be expected to be more reliable than in 
the case of normal equations. If  for some reason 
the normal equations are preferred anyhow, they 
should be formed and solved in double precision. 
It would be no good to form the normal equations 
in ordinary precision and to solve these in double 
precision. 
When double precision hardware or software is not 
available, like on some process computers, an algo- 
rithm based on the techniques in this paper should 
be considered. What one has to pay for increased 
reliability may be illustrated as follows. The number 
of multiplications and additions in solving a system 
Cm,n x = b with the algorithm in section 3 is of the 
order 6ran + n 2 (without calculation of residuals). 
When the normal equations are formed and the re- 
sulting system is solved with Levinson's algorithm 
[9] the number of multiplications and additions is 
of the order 2mn+3/2n  2. 
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