We recently proposed Uncertainty Paradigm Search (UPS), a novel deterministic approach for solving problems with uncertainty. One of its applications is in Tsuitate-Tsume-Shogi (mating problems in a Kriegspiel-like variant of Shogi). This approach relies on the use of metapositions. A metaposition is a hybrid complex of possible positions that are not distinguishable for the solver. In this contribution, we examine four methods for encoding a metaposition into some value with fewer bits in order to use a transposition table. Each encoding method is tested in a search process, using a benchmark test set of 102 problems. They show us that the efficiency of search by using a transposition table is improved by a factor of eight. The four encoding methods make use of (1) arithmetic sum, (2) exclusive-OR sum, (3) two cyclic redundancy check codes, and (4) a secure hash function. The method of exclusive-OR sum proves not to be acceptably resistant to type-1 errors in this domain; the others are. Though the execution time is roughly comparable among the other three methods, the arithmetic sum is slightly superior in our implementation.
INTRODUCTION
Game-tree search has been the most important part in developing computer programs to play games with perfect information. Each node and edge in a game tree represents a position and a move respectively. When programming a game with imperfect information, a node of a game tree represents a position, too. However, here we have the difficulty of representing uncertainty. Seen from a game-player's point of view, we would like to know precisely which positions are represented by that node and which are not. To deal with this problem we use information sets arising from the uncertainty that characterizes nodes in the search. Recently, we proposed a novel deterministic approach for solving problems with uncertainty, called Uncertainty Paradigm Search (UPS) (Sakuta, Iida, and Yoshimura, 2000) . In UPS a metaposition instead of a normal position is employed in the game tree. A metaposition is a hybrid complex of possible positions which are indistinguishable for the problem solver (program or human being). The essence is that the node, and so the hybrid complex, is characterized by a set of features known at that moment. We have shown the viability of this approach to both a single-agent problem (counterfeit coin problem) and an adversary-agent problem (mating problems of a Kriegspiel-like variant of Shogi).
In Kriegspiel, both players initially know the placements and types of the pieces on the board. Each player only knows its own moves. The opponent's moves must be guessed. Each move leads to a metaposition that corresponds to possible positions. As the game advances, it may happen that the placements and types of the pieces on the board become less certain.
Originally, we used a simple depth-first, full-width search with iterative deepening for solving problems with the Uncertainty Paradigm Search (Sakuta and Iida, 1999) . Since this search did not use a transposition table, it was somewhat inefficient. Moreover, without using a transposition table, we could not apply some efficient algorithms for AND/OR-tree search, such as PDS (Nagai, 1999) or df-pn (Nagai and Imai, 1999) , both of which are the depth-first variants of proof-number search (Allis, van der Meulen, and van den Herik, 1994) . Hence, we needed a transposition table in the search. So, we struggled with the task of how to encode a metaposition (in our implementation, an array of possible positions) into some value with fewer bits. In this paper, we examine four methods for encoding a metaposition and apply them to searching with a transposition table.
UNCERTAINTY PARADIGM FOR PROBLEMS WITH INCOMPLETE INFORMATION
The Uncertainty Paradigm is a way of thinking that recognizes an uncertain situation as if it is a definite situation. Since we focus on games in this contribution, we will henceforth use the notion of position instead of situation. Under the Uncertainty Paradigm, an uncertain position is a hybrid complex of many definite positions. Below we provide a brief sketch of this paradigm. We use the term solver to mean the player or agent that solves the problem, and opponent as the player(s) or agent(s) that hinder the problem of being solved.
A metaposition is a hybrid complex of possible positions that are not distinguishable for the solver. A metaposition can be recognized as a node representing all the nodes in an information set of the solver. The uncertainty index is defined as the count of the possible positions of a metaposition.
A metamove is a move from one metaposition to another metaposition. Playing a metamove corresponds to making the move for each position in the hybrid complex. If a metamove is itself a hybrid complex of several moves, making the metamove corresponds to making all the moves for each position of the metaposition. Consequently, the count of positions of the new metaposition may increase with respect to the old metaposition. This may lead to a diffusion of the metaposition. If the solver cannot get any clue by such metamoves, the uncertainty of the metaposition soon results in a combinatorial explosion. Fortunately, there are observations or clues that might help the solver. Using these clues, the new metaposition may be split into several metapositions with less uncertainty, i.e., metapositions that have fewer positions. However, the solver must still process all the split metapositions. Therefore, this splitting is an AND-splitting of a metaposition even in case of the single-agent puzzles.
ENCODING A METAPOSITION UNDER THE UNCERTAINTY PARADIGM
The encoding of a metaposition can be a difficult problem. We distinguish three methods. In the first method we represent a metaposition as it is. This method is only applicable to domains in which (1) a metaposition is very simple, or (2) the difference between possible positions of a metaposition is small. Thus, encoding can be performed in the same manner as encoding a position; so, no further discussion is needed. The second method represents a metaposition as an array of possible positions. Though this method needs a great deal of memory resources, it is considered the simplest, and probably fastest, method for domains in which we cannot represent a metaposition directly. The third method represents a metaposition as a base position and several sequences of moves from the base position to any possible position belonging to the metaposition. This method reduces the memory requirement drastically compared to the second method. However, computing every position of the metaposition may be time-consuming, especially as the level of the search increases to greater depths. Moreover, it is difficult to deal with transpositions of metapositions.
For our implementation in Tsuitate-Tsume-Shogi we have chosen to represent a metaposition as an array of possible positions. The problem here is how to encode such a metaposition. Below we explain the general method for this problem, and then we focus on encoding a metaposition in the specific domain of mating problems in a Kriegspiel-like variant of Shogi.
Encoding a Position
Before discussing the encoding of a metaposition, we recall the encoding method for a position of a board game. The Zobrist (1970) integers from a random sequence and assign each of them to a different placement possibility (i.e., a piece-square-placement possibility). Then the encoding of a board configuration (denoted by be the number of positions of the metaposition, and
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should be selected such that its computation is fast and the number of collisions is minimal. We discuss four possibilities that can be used for such a hash function: arithmetic sum, exclusive-OR sum, cyclic redundancy code (CRC), and a secure hash function. 
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, we can use this method for encoding a metaposition. The method has a commutative feature for each position of the metaposition. Therefore, it does not need to sort the positions of a metaposition before encoding. g is the number of bits of each random integer. This, too, can be proved easily by induction. Since this method also has a commutative feature, it does not need to sort the positions before encoding.
Exclusive-OR sum
Cyclic redundancy code
Cyclic redundancy code or cyclic redundancy check (CRC) is used especially for error detecting of transmission (Williams, 1993; Deutsch, 1996; Menezes, van Oorschot, and Vanstone, 1997) . The -bit CRC can distinguish all errors that consist of only a single bit, two bits, any odd number of bits, and all burst-error of bitlength or less. (A burst error of bitlength is any bitstring of exactly bits beginning and ending with a 1.) There are several standards of CRC depending on the polynomial concerned: CRC-12 (12-bit code using 9 P " $ ) , CRC-16 (16-bit code using 5 9 d $ ) , CRC-CCITT (16-bit code using 9 9 d ¦ $
) , and CRC-32 (32-bit code using B 9 9 9 e f 4 g d P h x $
) . Selection can be done in accordance with the target domain.
CRC can be also used as a checksum for representing a sequence of integers. The encoding method does not have a commutative feature for each position of a metaposition. Therefore, it is necessary to sort the positions of a metaposition into some particular order before encoding. For our application we have selected CRC-32.
Secure hash function
Secure hash functions, such as MD5 (Message Digest 5) or SHA-1 (Secure Hash Algorithm 1) are used for data encryption and have an excellent collision-resistant feature (Menezes et al., 1997) . However, it takes much time to compute these codes because the functions are especially designed to defend against possible decoding attacks by humans or man-made programs.
For encoding a metaposition, it is not necessary to defend against decoding. Therefore, not much advantage is to be gained, but rather efficiency can be lost by using such a function. However, if we have to encode metapositions, each of which consists of nearly the same code as used for the positions included, we may be sensitive to collisions. Then, secure hash functions may be suitable. Since these methods do not have a commutative feature for each position of a metaposition, sorting positions is necessary before encoding. For our application we have selected MD5.
ENCODING A METAPOSITION IN TSUITATE-TSUME-SHOGI
As an application of the Uncertainty Paradigm to the adversary-agent problems with uncertainty, we have chosen the domain of Tsuitate-Tsume-Shogi (TTS). Tsuitate-Shogi is a Shogi variant that is well known and most popular among all Shogi variants. It is comparable to Kriegspiel (Pritchard, 1994) which is well known in the world of chess and computer chess (Ciancarini, Dalla Libera, and Maran, 1997) . Its analogue in Kriegspiel is described by Ferguson (1992) .
Tsuitate-Tsume-Shogi is a mating problem of Tsuitate-Shogi (Kato, 1995) and as such it is a variant of TsumeShogi (a mating problem of Shogi).
An Explanation of Rules
Below we give a summary of the rules of TTS, which can be considered as a kind of puzzle derived from the game of Shogi. The rules of Shogi are available on Internet, for instance, at http://www.jwindow.net/LWT/ SHOGI/INTRO/shogi intro.html. The most important difference between Shogi and chess is that the players can re-use the captured pieces in Shogi. A captured piece becomes a piece in hand for the side that captured it. There are two types of moves in Shogi. One type of move is moving a piece on the board to another square on the board. Another type of move is putting one of the pieces in hand onto a vacant square on the board, which is called dropping a piece.
There are two agents in TTS: the attacker as the solver, and the defender as the opponent. Because the attacker's King often has no meaning in TTS, most TTS problems only have a defender's King but do not have the attacker's King. Nevertheless, there are some problems that have both Kings on the board; they are called problems with double Kings. In TTS, the attacker is unable to see the opponent's pieces and responses, except for the initial position of a mating problem (cf. in Kriegspiel, the initial chess position when play starts). The goal of solving a TTS problem is to mate the opponent's King after a sequence of checks and their responses. However, the attacker is not allowed to see the information that follows from the defender's responses, while the defender has perfect information on both sides. The attacker must find a checkmate whatever moves the defender would play. The attacker is allowed to try so-called foul moves up to a certain number of times, typically eight times or less. A foul move is defined as a move that belongs to a subset of possible illegal moves. It is a move that is legal if only the attacker's pieces are on the board, but is illegal when all pieces are considered. Foul moves are:
1. a sliding piece (Rook, Bishop, Lance) jumping over an opponent piece; 2. dropping a piece onto a square that is occupied by an opponent piece; 3. a pawn-drop move that causes the dropped Pawn mating the opponent King; 4. a move after which the King of the attacker remains in check or brings itself in check (for problems with double Kings).
If the attacker has tried a foul move, the count of fouls increases by one; the attacker only knows the count and that it is a foul move. He does not know the type of the foul move. The position does not change at all and the attacker has to choose another move that is possibly a check move. The attacker is not allowed to make a foul move if the number of fouls has reached the predetermined limit. Notice that the attacker may not cancel a move that has been tried; moreover the move has to be a check move if it has turned out to be a legal move. If the attacker made a legal move that does not check the opponent King, the solving is unsuccessful.
A Sample Problem of TTS
In Figure 1 we present a sample TTS problem. The position shown is a definite initial position. In the figure, Here, a step in the sequence is defined as a check move by the attacker or a response by the defender. From the initial position to the mated position, their sum amounts to seven. '(-)' denotes a response of the defender in which no capturing occurrs, and '( 4 )' denotes a response in which the piece at the square 4
has been captured by some defender's piece.
Encoding a Position in TTS
As described in Subsection 3.1, the Zobrist method is successfully applied in the domain of computer chess. However, in the case of Shogi, there is an additional factor as compared to chess. Here, it is necessary to represent a position in terms of pieces on the board as well as pieces in hand. Though pieces in hand (of both sides) as well as pieces on the board can be coded using the same Zobrist method, it is convenient to represent them separately to deal with the dominance relation of the positions. Therefore, in most Shogi programs including ours, a position is coded as both, viz a code of the board position and a code of the pieces in hand of one player. (If both a code of the board and a code of pieces in hand of one player for a certain position are the same as those of another position, two positions are recognized as to be same.)
The board code © 5 of a position is represented as:
is the number of pieces of one player and D £ 9 # % is a random integer corresponding to its pieces, and 2 3 9
is the number of pieces of the other player and D 0
is a random integer corresponding to the other player's pieces.
Careful attention has been paid to the selection of random numbers. Many generators of pseudo-random numbers have been developed and studied deeply. We have adopted the pseudo-random numbers based on pseudo-DES algorithm (Press et al., 1992) . Each random number of a 64-bit integer is generated by this algorithm and assigned to a placement possibility. Each board position's code is computed using the above Zobrist method. Pieces in hand of one player are represented as an array of the number of pieces according to the type of piece, In our program of solving a TTS problem, each board position is coded into a 64-bit integer. We can assume both the equi-distribution within the range of h to e h p ) $ and the equi-possibility (0 or 1) of each bit for this random number. Since in TTS the attacker knows the placements of his own pieces, it can distinguish two positions; in both positions the placements of its pieces differ. Consequently, all positions of a metaposition have the same placements with respect to pieces of the attacker. Therefore, we have separated pieces of both sides and computed a board code of each side respectively. So, we distinguish between the board code £ 0 © of a position with respect to the solver's pieces and the board code 7 © of a position with respect to the opponent's pieces. They are represented as:
is a random integer corresponding to the pieces of the solver (attacker), and D 0 # is a random integer corresponding to the pieces of the opponent (defender).
Encoding a Metaposition in TTS
We are now ready to proceed with the encoding of a metaposition. We have separated the encoding with respect to board pieces and pieces in hand of the solver. Since the encoding with respect to pieces in hand of the solver is common for all positions of a metaposition, we can handle this encoding in exactly the same way as in normal Shogi programs. The codes with respect to board pieces are different since the positions of a metaposition are different. So, we have to sum up these codes. Let £ X © be a random integer corresponding to the board pieces of the solver of a metaposition and be the number of fouls that have been committed so far. These two numbers represent the common properties for all positions of the metaposition. Moreover, let 2 be the number of positions of the metaposition, and 0 X © Y be a random integer corresponding to the pieces of the opponent for each position of the metaposition. Then, the metaposition code Q R C can be represented as: Third, CRC can be used for encoding a metaposition after sorting the positions of the metaposition into some particular order. We have used two CRC-32 codes corresponding to high 32 bits and low 32 bits respectively. Fourth, encoding using MD5 hashing has been examined. MD5 is a 128-bit code, which is almost perfectly resistant against the type-1 errors (See Subsection 5.1 and 5.3).
SEARCHING WITH A TRANSPOSITION TABLE
To test our ideas on encoding a metaposition, we developed a program using a simple depth-first, full-width search with iterative deepening, in which a transposition table is exploited. The iteration has to be doubly nested to find a solution with the shortest path and the least fouls. The outer iteration focuses on the search depth, i.e., the number of checks and responses, while the inner iteration looks at the allowed number of fouls. After the number of steps and fouls necessary for a solution has been decided upon, a search with multiple iterative deepening at each OR node is performed to find an optimal solution that has the best solution sequence of metamoves. A sequence is recognized to be better when ¦ the number of steps of a sequence is less than that of another sequence; ¦ if the number of steps is equal, the sequence with fewer fouls is preferred; ¦ if the number of steps is equal and the number of fouls is equal, the sequence with more pieces in hand in the mated position is preferred.
A metaposition that has the best sequence is selected at every OR node, while a metaposition that has the worst sequence is selected at every AND node or at every AND splitting.
Below we provide some details of the implementation of the transposition table. The number of bits of a metaposition code is 64. The number of bits of an index of our transposition table is 22 and the number of entries of the transposition table is four million. We have adopted open addressing with double hashing. The low bits of a code are used as the first index via a primary hashing function, and the high bits of a code are used as the second hashing function. We have neither implemented the replacement of unimportant elements by more important ones, nor the garbage collection for the transposition table.
Experiments have been performed using a benchmark test set containing 102 problems. They vary from easy problems with less than 10 steps to hard problems with at most 19 steps within 3 permitted fouls. We have performed twelve sets of experiments changing the seed of pseudo-random numbers. A problem is considered different in view of the encoding if the sequence of random numbers is quite different. Moreover, since our program contains sorting of each metaposition according to the order of the code of each board position of a metaposition, the searches proceed differently if the sequence of random numbers is different. A summary of the results is given in Table 1 . In this table, 'NOTP' represents a program with no transposition table. 'ADD', 'XOR', 'CRC', and 'MD5' represent a program with a transposition table using the indicated encoding method. The line 'errors' indicates the number of problems that could not be solved, followed by the total number of problems. 'TIME', 'TM', 'MP', 'RTT', 'IRH' and 'FRH' are the execution time for solving in seconds, the total number of nodes generated in the search, the maximum number of positions of a metaposition in the search, the number of nodes registered in the transposition table, the count of rehash for inserting an element, and the count of rehash for finding an element, respectively. The subscript 'ave', 'max', and 'sum' denote the arithmetic mean value, the maximum value, and the sum of values, respectively. The numbers in the parenthesis indicate the ratios of the values with respect to the case of ADD encoding. For reference, the experiments are also performed by the original program without any transposition table. The experiments have been carried out under the following conditions: Gateway2000, G6/GP6 Series (TB298-0109); Pentium II 450MHz, RAM: 384MB; Windows 98.
Experimental Results and Discussions
Let us begin to recall the two types of errors which may occur when implementing a transposition table as a hash table (Breuker, 1998) . The first type of error (type-1 error) occurs when more than one position happens to have the same code. This error is fatal because it is hard to detect and may lead to an incorrect result. The second type of error (type-2 error) occurs when more than one position happens to have the same index in the hash table. This error can be handled by chaining or open addressing.
Below we discuss the results presented in Table 1 . The programs using the encoding ADD, CRC and MD5 solved all tested problems and gave the correct answers. However, the XOR-encoding program was unable to solve a few problems correctly. This is caused by the type-1 errors of the metaposition codes. in one particular problem, the XOR-encoding program mistakenly identified the problem as having a thirteenstep solution, and failed to output a solution tree. The problem was solved successfully by the other programs and has a solution tree of fifteen steps. The reason of the failure was due to a type-1 error. A metaposition in a solution tree and another metaposition not in a solution tree happened to have the same code. We detected the collision using a debugger. As expected, XOR encoding is not the proper method for the domain of TTS problems.
Using a transposition table in the search process reduces the solving time by a factor of 8.5. The total number of metapositions generated in the search with a transposition table is also fewer by a factor of 2.5.
Above we examined already that XOR encoding is out of question because of the occurrence of type-1 errors. The ADD, CRC and MD5 encoding methods are all three equally effective. However, the computational expense of computing these codes is different; in order from greatest to least, it is MD5, CRC, and ADD. Moreover, the number of type-2 errors encountered (indicated by two rehash counts in Table 1 ) in the ADD encoding is greater than the one encountered in either CRC or MD5 encoding, the difference being a factor of about 10 percent. Consequently, the ADD, CRC and MD5 encoding methods are roughly comparable in view of solving time. However, ADD encoding has slight advantage. The average ratios of solving time by CRC encoding to that in ADD encoding is 1.0144 and its confidence interval of 99% is from 1.0123 to 1.0165 (standard error is 0.00082). The average ratios of solving time in MD5 encoding to that of ADD encoding is 1.0307 and its confidence interval of 99% is from 1.0282 to 1.0331 (standard error is 0.00095) 2 . Therefore, ADD encoding has a statistically significant advantage over CRC encoding by 1.4% and over MD5 encoding by 3.0%. These results show that ADD, CRC and MD5 encoding methods are applicable in the domain of TTS, and that ADD encoding is slightly superior.
An Additional Problem
In addition to the above 102 problems, we have tried to solve another problem with 43 steps and 4 fouls, shown in Figure 2 . In this figure, and¨denote the pieces of a promoted Bishop and a promoted Pawn of the attacker. Similarly, © denotes a piece of a promoted Pawn of the defender. The program without a transposition table could not solve this problem due to the depth of search required. However, the programs with transposition tables solved it with a search process of only 37 steps in a few minutes and settled for an optimal solution sequence by a search process of 39 steps in less than an hour. This is entirely owing to the power of the transposition table.
A problem with 43 steps and 4 fouls.
Discussion on Type-1 Error
Let Ò be the number of distinguishable nodes, and Ó be the number of different nodes which has to be stored in a transposition table. If we can assume the uniform distribution of codes, the probability that all Ó nodes have different codes (i.e., the probability that no error occurs) is given by (Breuker, 1998) :
First, let us consider the probability of an occurring type-1 error in the position codes of a metaposition. As shown in Table 1 , the maximum number of positions in a metaposition is at most 5087 and its average is 257.1.
Ò is e h because the number of bits of a code is 64. If we assume Ó Ý Þ $ a h h for safety, the probability of no-error is:
Since the maximum total number of generated metapositions is 11,092,843, which is less than e R ¤ ¦ $ a h g , the probability of no error for all metapositions at the extremely worst case is:
Moreover, if we use the average values in Table 1, Ô U e rrord is only
. Therefore, the probability of occurring type-1 errors within a metaposition is negligible in this domain.
Next, let us consider the probability of an occurring type-1 error in the metaposition codes. In our experiment, the number of nodes registered in the transposition table is at most 53041, less than
for safety, for the hardest problems that have not been solved, the probabilities are:
However, the program does not register all the generated nodes in the transposition table, but only registers selected nodes. Therefore, it may be safe to check the total number of nodes generated instead of the number of nodes registered in the transposition table. The total number of nodes generated during the execution of the program is at most 11,092,843. If we assume Ó ï x e ¥ ¤ ò $ 0 h g for safety, the probabilities are: 
. So, if we assume a uniform distribution of codes, the probability of type-1 errors of metaposition codes is negligible in this domain.
Experimental results have supported this. In ADD, CRC and MD5 encoding methods, searches of all problems proceeded exactly in same manners. As a result, the total number of generated nodes and the number of nodes registered in the transposition table are all same among these methods. Since we have confirmed that the numbers of nodes searched are equal for every problem in three different encoding methods including 128-bit MD5, we can conclude that no type-1 error has occurred in both ADD-and CRC-encoding methods in our experiments, as well as in the MD5-encoding method. Consequently, these methods are acceptably resistant against type-1 errors in this domain.
In XOR encoding, the total number of generated nodes and the number of nodes registered in the transposition table are less than those are in the other encoding methods, in many problems. This implies that many type-1 errors occur in XOR encoding. For the problems that have been solved by the XOR-encoding program, many type-1 errors have probably occurred but they are not critical, that is, metapositions that have type-1 errors are not in the solution trees. However, for a few problems, the type-1 errors are fatal. We cannot give the accurate ratio of the type-1 error in XOR encoding. However, if we assume that the search by the XOR-encoding program has proceeded similarly to the search by the program in the other encoding methods, the ratio of type-1 errors could be roughly estimated by comparing the number of nodes registered in the transposition table. We show two values of the ratio of the number of nodes in the transposition table, for the problems that have been solved by the XOR encoding program. First, the difference ratio of the sum of the number in XOR encoding to the sum in the other methods is 1.9%. Second, the average value of all the difference ratios of the number in XOR encoding to the number in the other methods is 0.4%. These values suggest that the ratio of a type-1 error in XOR encoding is on the order of 1%.
CONCLUSIONS
A recently proposed approach for solving problems with uncertainty has been extended by encoding metapositions in such a way that they fit a transposition table. Using the transposition table when searching in the domain of Tsuitate-Tsume-Shogi has greatly enhanced the search efficiency. As to the encoding methods of a metaposition, we have considered and tested ADD, XOR, CRC and MD5 encoding. While the XOR-encoding method failed to solve some problems because of type-1 errors, no type-1 errors have been detected in the other three methods. These three methods are roughly comparable in view of the execution time, but the ADD-encoding method is slightly superior to the others. However, it should be noted that these results are dependent on the implementation of the programs. If the experiments had been performed with a different implementation, for instance by using another generator of random numbers or another hashing algorithm, the results might differ.
Though our programs have succeeded to solve all the problems in the test set of Tsuitate-Tsume-Shogi, there still are other hard problems that have not yet been solved. These are problems with quite long steps, or problems that have considerably large branching factors. To solve such problems in a short time, we should examine other search algorithms that use a transposition table and search in a best-first manner, such as PDS and df-pn. We have examined them for the adversary-agent problems with complete information and confirmed the appropriateness of these searches . Since UPS is also the AND/OR-tree search same as the search of the adversary-agent problem with complete information, we think these algorithms represented by PDS would also work efficiently in UPS. However, some modifications or specialization of these algorithms will be required in UPS because there are additional factors derived from uncertainty. Now that we have implemented the transposition table of a metaposition, we are ready to examine these searches in UPS. This should be the next step in research.
