Fully developed turbulent free shear layers exhibit a high degree of order, characterized by large-scale coherent structures in the form of spanwise vortex rollers. Extensive experimental investigations show that such organised motions bear remarkable resemblance to instability waves, and their main characteristics, including the length scales, propagation speeds and transverse structures, are reasonably well predicted by linear stability analysis of the mean flow. In this paper, we present a mathematical theory to describe the nonlinear dynamics of coherent structures. The formulation is based on the triple decomposition of the instantaneous flow into a mean field, coherent fluctuations and small-scale turbulence but with the mean-flow distortion induced by nonlinear interactions of coherent fluctuations being treated as part of the organised motion. The system is closed by employing gradient type of models for the time-and phase-averaged Reynolds stresses of fine-scale turbulence. In the high-Reynolds-number limit, the nonlinear non-equilibrium critical-layer theory for laminar-flow instabilities is adapted to turbulent shear layers by accounting for (a) the enhanced non-parallelism associated with fast spreading of the mean flow, and (b) the influence of small-scale turbulence on coherent structures. The combination of these factors with nonlinearity leads to an interesting evolution system, consisting of the coupled amplitude and vorticity equations, in which non-parallelism contributes the so-called translating critical-layer effect. Numerical solutions of the evolution system capture vortex roll-up, which is the hallmark of turbulent mixing layer, and the predicted amplitude development mimics the qualitative feature of oscillatory saturation that has been observed in a number of experiments. A fair degree of quantitative agreement is obtained with one set of experimental data.
Introduction
While turbulence generally refers to spatially and temporally random and chaotic fluid motions, it has been widely recognized and accepted since the 1970s that orderly and quasi-deterministic fluctuations, referred to as coherent structures (CS), are also present in turbulent shear flows. A precise and universally accepted definition of coherent structures is not presently available and indeed may not ever be possible. The consensus is that they represent the portion of a fluid motion which is vortical and correlated over fairly long length and time scales. The statistical correlations are likely to be underpinned by fluctuations exhibiting relatively regular spatial patterns and quasi-periodic reoccurrence. Since the latter are masked by random small-scale fluctuations, CS could only be reliably detected by careful flow visualization (e.g. Brown & Roshko 1974 ) and elaborated phase or ensemble average (e.g. Hussain & Zaman 1985) . By using these techniques, much information has been gained about properties and dynamical significance of CS. The main findings have been comprehensively reviewed by Cantel (1981) , Hussain (1983) and Wygnanski & Petersen (1987) among others. CS are known to appear in boundary layers as well as in free shear layers. Our interest will be on the latter, which include mixing layers, wake and (planar or axisymmetric) jets. Brown & Roshko (1974) provided the first visualizations of CS in a high-Reynoldsnumber turbulent mixing layer. The striking images, which were to become iconic, showed clearly that CS were predominantly two dimensional, consisting of an array of spanwise concentrated vortices. These vortices all propagate at a constant speed, which is approximately the average of the free-stream velocities. Their length scale is comparable with the local shear-layer thickness. Winant & Browand (1974) observed that adjacent vortices appear to merge repeatedly to form larger structures, a process referred to as 'vortex pairing'. Further visualization and measurements reaffirmed that CS are quasitwo-dimensional, persist despite strong external turbulence (Wygnanski et al. 1979 ) and reside in the asymptotic self-preserving region far downstream (Browand & Troutt 1980 ). These observations led to the viewpoint that the instantaneous flow field can be decomposed into a mean field, CS and small-scale turbulence (Reynolds & Hussain 1972) .
CS were observed in plane jets (Hussaini & Thompson 1980, Antonia et al. 1983 ) and in the far field of a wake (e.g. Wygnanski, Champagne & Marasli 1986 ). These flows have symmetric mean profiles, and hence CS consist of two arrays of counter-rotating spanwise vortices. Observation of CS in a circular jet (Crow & Champagne 1971 ) preceded those in plane mixing layers. In the region near the nozzle, vortex rings are the dominant CS, taking the place of spanwise vortex rollers, but helical structures appear as well. As the shear layer thickens with the downstream distance, vortex rings attenuate while helical structures become more significant.
Experimental studies indicate that CS arise whether the upstream boundary layer (over the splitter plate or in the nozzle) is laminar or turbulent, tripped or non-tripped. On the other hand, the mean-flow properties and fluctuations do exhibit sensitive dependence on upstream conditions including the disturbance level, the state and thickness of the upstream boundary layer (Batt 1975 , Weisbrot, Einav & Wygnanski 1982 , and the thickness of the splitter plate or nozzle (Dziomba & Fiedler 1985) . Remarkably, the impact may persist over a very long distance before the self-preserving regime is reached, and furthermore even when the mean flow has already acquired a self-similarity shape, the imprint of initial conditions may remain in the shear-layer thickness.
Many experiments have been conducted in which time-periodic disturbances are introduced in a controlled manner. The resulting CS appear more organized so that their characteristics can be studied in greater detail than otherwise possible. Using a small flap at the trailing edge of the splitter plate, Oster & Wygnanski (1982) introduced into a mixing layer a disturbance with a frequency an order-of-magnitude smaller than the characteristic frequency of the initial shear layer. At small amplitudes, the spreading rate is enhanced. At larger amplitudes, the forcing resonates with the mixing layer in a streamwise region, where the spreading rate is suppressed, and most significantly the energy is extracted from turbulence and transferred into the mean flow.
Gaster, Kit & Wygnanski (1985, hereafter referred to as GKW) focussed on smallamplitude disturbances, excited using the same method as in Oster & Wygnanski (1982) . The characteristic wavelength, propagation speed and transverse distribution of CS were measured and found to be fairly well predicted by the linear stability analysis of the mean flow. Fiedler & Mensing (1985) investigated a one-stream shear layer forced by periodic disturbances of various frequency and amplitude. Compared with the 'neutral' (i.e. unforced) case, vortex rollers are more sharply defined. They amplify as they propagate downstream, and reach a saturation point x s before decaying. It was found that x s is inversely proportional to the frequency, consistent with linear stability theory. The amplitude development of the periodic signal was mapped out. For weak excitations, the evolution of CS of different frequency follows a universal rule provided that the amplitude and distance are suitably normalized. For strong excitations, the attenuation may be oscillatory. hereafter referred to as WW) investigated CS in a shear layer subject to high-amplitude excitation. They measured both the streamwise and the transverse phase-averaged velocities, from which the vorticity and Reynolds stress were determined. The transverse distributions of the velocities and Reynolds stress were found to be well predicted by the linear stability analysis of the time averaged mean flow despite high intensity of the disturbance. However, the amplification rate of CS was poorly predicted. investigated the vortex pairing process in detail by introducing both fundamental and subharmonic disturbances. They found that roll-up and pairing may both be attributed to redistribution of vorticity taking place when the fundamental and subharmonic modes approach their respective neutral positions (as predicted by linear inviscid stability analysis). Wygnanski et al. (1986) measured the phase-averaged velocity of forced sinuous disturbances in a small-deficit turbulent wake, while varicose modes were investigated subsequently by Marasli, Champagne & Wygnanski (1989) . Linear non-parallel stability theory predicts rather well the shapes of both modes as well as the growth rate of the sinuous mode, but not that of the varicose mode. Marasli, Champagne & Wygnanski (1991 , 1992 measured the coherent Reynolds stress, which is generated by nonlinear interactions of CS. The calculation using the eigenfunction of linear stability analysis captures the transverse distribution of the Reynolds stress in the region upstream of the neutral position, approaching which nonlinearity becomes significant. Under high-amplitude excitations, the Reynolds stress was found to change its sign in the neighbourhood of the neutral position. Hussain & Thompson (1980) investigated CS in the near field of a plane jet. As in the plane mixing layer, the transverse distribution of the velocity is in agreement with the prediction of linear stability theory. However, the phase distribution is not.
CS in circular jets have received much attention since the pioneering work of Crow & Champagne (1971) . Zaman & Hussain (1980) and Hussain & Zaman (1981) investigated vortex pairing process subject to excitation. Extensive measurements of fundamental, harmonic and (in the case of pairing) subharmonic components as well as the Reynolds stress were carried out. However, the results were not interpreted in the framework of hydrodynamic instability. More recently, Suzuki & Colonius (2006) detected axisymmetric and first two helical modes in a subsonic circular jet, and mapped out their development from the nozzle to the end of the potential core, while Oberleithner, Rukes & Soria (2014) focussed on axisymmetric modes. Linear stability calculations were performed, and the agreement with measurements supports the notation that CS behave, in a statistical sense, as instability waves on the turbulent mean flow. It is worth noting that the calculations of Oberleithner et al. (2014) were carried out for different levels of excitation, and in each case the mean-flow profile used is that specifically measured for the given excitation.
While two-dimensional CS (of the kind as observed in the experiment of Brown & Roshko (1974) ) have received much emphasis and attention, three-dimensional CS have also been observed and studied. The reader is referred to Nygaard & Glezer (1994) and Estevadeordal & Kleis (2002) as well as the references therein for further details.
The discovery of CS has profoundly changed our perception of turbulence (Roshko 1976) , and their potential dynamical significance could be immense for both modelling and practical control of turbulence. It is well known that the gradient type of closure models lacks universality. The failure was attributed to the fact that large-scale CS are fundamentally influenced by upstream and boundary conditions, and the Reynolds stresses generated by them cannot be characterised by the local strain rate of the mean flow and an eddy viscosity. For the same reason, scalar transport and mixing models of the usual gradient type also fail. A possible strategy for improved modelling is to decompose fluctuations into large and small scales. The latter are expected to be controlled by local dynamics so that a gradient type of model for their contribution to Reynolds stresses might suffice. Now if the large scales could be treated separately with the role of boundary and upstream conditions being taken into account, there may be a prospect of developing closure models that are more physics-based and thus have wider validity. Experimental studies in the past 40 years acquired abundant evidence and data supporting the dynamical role of CS. CS control entrainment and mixing of species (Dimotakis & Brown 1976 , Dutton & Lucht 2006 , and contribute comparable amount to the Reynolds stresses and heat flux as does random turbulence (Hussain & Zaman 1985 , Antonia et al. 1986 ). The Reynolds stresses may take negative values in the region of positive mean-flow gradient, indicating that closure models of the mean-flow gradient type are inappropriate.
It has long been suggested that CS in turbulent jets, like instability modes in transitional stage, might be dominant sources of noise (Bishop, Ffowcs Williams & Smith 1971 , Crow & Champagne 1971 . Experiments show that CS are instrumental in generating noise. For instance, excitation of CS by pure-tone forcing on a jet could amplify broadband noise if the frequency is relatively low (Bechert & Pfizenmaier 1975) , or suppress the noise if the frequency is high (Hussain & Hasan 1985) . More direct evidence that CS may emit noise was provided recently by Cavalieri et al. (2013) and Suzuki (2013) . Latest efforts of modelling noise generation by CS have been reviewed by , but the precise mechanisms remain to be understood fully. They are probably similar to the mechanisms by which instability modes in a laminar jet radiate sound; those mechanisms have been described on the basis of first principles by Tam & Burton (1984) and Wu (2005) for supersonic and by Wu & Huerre (2009) for subsonic regimes.
In order to develop appropriate physics-based models for Reynolds stresses, mixing (entrainment) and noise generation, it is necessary to acquire better physical understanding and quantitative descriptions of CS. As has been indicated above, linear stability theory of the mean flow predicts the shape, propagation speed and characteristic length scale of CS reasonably well. The concept of instability appears to offer a viable theoretical framework for describing the dynamics of CS despite objections by some investigators (see e.g. Hussain 1983). The problem of poor prediction of amplification rates has been alleviated by accounting for non-parallelism by using the approach of Crighton & Gaster (1975) as was done by GKW and Wygnanski et al. (1986) . More recently, linear parabolized-stabilityequation (PSE) approach was applied to study the evolution of CS (Gudmundsson & Colonius 2011) , leading to improved accuracy in certain range of parameters.
The theoretical studies mentioned above ignored nonlinearity and small-scale turbulence completely. The development of CS under the influence of these effects was tackled by Liu & Merkine (1976) and Alper & Liu (1978) , who adapted the energy method based on the so-called 'shape assumptions': (a) the mean flow assumes a given self-similar shape but with its thickness evolving; (b) CS retains the shape of the eigenfunction of the linear stability problem; (c) the mean Reynolds stresses take a presumed shape, while the phase-averaged Reynolds stresses, which account for the effect of fine-scale turbulence on CS, were modelled with the aid of the transport equations. From the transversely integrated kinetic energy equations for the mean flow, CS and small-scale turbulence, a coupled system governing the shear-layer thickness, the amplitude of CS and the turbu-lence energy, was derived. The model involves a fair degree of empiricism, but captures essential physics, and indeed numerical solutions appeared to predict some of experimental observations qualitatively (Mankbadi & Liu 1981 , Liu 1989 ). Cohen, Marasli & Levinski (1994) considered interaction between CS and the mean flow. At each location, the CS is treated as an instability mode of the mean flow. The local eigenfunction and eigenvalue are used to evaluate the Reynolds stresses, which are then used to calculate a corrected mean flow downstream, where the above procedure is repeated. The approach, which ignores harmonics as well as small-scale turbulence, was found to predict fairly well the spreading rate of the shear-layer thickness up to the neutral position, in the vicinity of which the theory fails. While nonlinear theories above have achieved some success, unfortunately none of them was able to predict vortex roll-up.
Nonlinear development of instability modes in transitional laminar shear flows has been extensively studied, where in order to account for systematically competing physical factors (such as nonlinearity, viscosity, non-parallelism and non-equilibrium), a high-Reynoldsnumber asymptotic approach has been adopted. This has led to nonlinear critical-layer theory; for reviews see Goldstein (1995) and Cowley & Wu (1994) . This approach was based on the key understanding that as an initially small instability mode propagates downstream, its growth rate decreases due to the gradual thickening of the shear layer and a critical layer emerges at the transverse location where the base-flow velocity equals the phase speed of the mode. The disturbance then enters a nonlinear evolution stage due to enhanced nonlinear effects within the critical layer. For a two-dimensional mode on a base flow with an inflectional profile, the critical layer dynamics turns out to be strongly nonlinear. As a result, the vorticity of the disturbance rolls up to form Kelvin-Helmholtz rollers (Goldstein & Leib 1988 , Goldstein & Hultgren 1988 .
The aim of the present paper is to propose a mathematical model which would describe nonlinear dynamics of CS, in particular the roll-up process. Prompted by the striking similarity between CS and instability waves in laminar shear layers (Ho & Huerre 1990 ), the nonlinear critical-layer theory for the latter will be adapted to CS in turbulent flows. In doing so, two physical factors will be considered. The first is the enhanced non-parallelism associated with thicker turbulent shear flows. We shall choose the spreading rate, formally by taking a distinguished size of the mean turbulent Reynolds number, such that nonparallelism appears at leading order in the critical layer. This leads to, inter alia, a translating critical-layer effect. The second factor is the impact of small-scale fluctuations on CS through the phase-averaged Reynolds stresses. This is taken into account by using an eddy-viscosity type of closure model, one which allows for a phase lag, or relaxation time, between the Reynolds stresses and the strain rate of CS (Wu & Zhou 1988) .
The rest of the paper is organized as follows. Based on the triple decomposition of the instantaneous field, a general formulation is proposed in §2 for nonlinear dynamics of CS. Simple closure models are introduced for the time and phase-averaged Reynolds stresses of fine-scale turbulence, which influence the mean flow and CS respectively, respectively. §3 is devoted to developing an asymptotic nonlinear theory for CS, which is represented by a two-dimensional wavetrain of instability mode. The formulation starts by specifying in §3.1 the distinguished scalings that lead to a non-equilibrium and strongly nonlinear critical layer, where non-parallel-flow effects appear also at leading order. The disturbance in the main part of the shear layer is considered in §3.2; the analysis determines at leading order the eigen mode, and at the second order leads to a solvability condition consisting of an unknown jump across the critical layer. In §3.3, we analyse the disturbance in the critical layer to obtain the vorticity equation of the disturbance and the jump. Combined these with the solvability condition, we arrive at the key result of the present paper, namely, a system consisting of two coupled equations governing the nonlinear development of the amplitude and the vorticity of CS in the critical layer. In order to solve these equations, the appropriate 'initial' (upstream) and boundary conditions, consistent with the governing equations, are specified in §3.4 and §3.5 respectively. In §4, we analyse the Reynolds stress and the mean-flow distortion generated by nonlinear interactions of CS. The evolution system is solved numerically in §5, and numerical solutions are presented and compared with experiments. A summary and further discussions are given in §6.
Formulation
We consider a spatially developing incompressible turbulent free shear layer. The flow is to be described by Cartesian coordinates (x, y, z), where x, y and z are in the streamwise, transverse and spanwise directions respectively. They are non-dimensionalized by δ * 0 , the thickness of the shear layer at a typical location, which is to be specified later. The time t, the velocity (u, v, w) and the pressure p are normalized by δ * 0 /U * 0 , U * 0 and ρU * 2 0 respectively, where U * 0 is a reference velocity and ρ is the density of the fluid. The Reynolds number
where ν is the kinematic molecular viscosity. We begin by giving a general mathematical formulation for the nonlinear evolution of CS in a shear flow. For brevity, the Cartesian coordinates (x, y, z) and the velocities (u, v, w) will be denoted as x = (x 1 , x 2 , x 3 ) and u = (u 1 , u 2 , u 3 ), respectively.
Flow decomposition and governing equations
The instantaneous field (u, p) is composed of a mean flow (Ū,P ), quasi-periodic coherent motion (ũ,p) representing CS and small-scale turbulence (u , p ), and thus has the triple decomposition (Hussain & Reynolds 1972 
where a quality with an overbar denotes the time average. CS can be extracted by the phase average, which may, for an instantaneous flow quantity f (x, t), be defined as
where t i denotes the instants at which the signal, or the structure, is deemed to have the same phase with respect to a reference oscillation (Hussain 1983) ; the second relation holds only when structures appear at regular interval T (Hussain & Reynolds 1970) , which is the case where CS are introduced by controlled periodic excitation. The signature of CS,f, is then obtained asf ≡< f > −f. The total time-averaged mean flow is driven by the Reynolds stresses contributed by both CS and turbulence. Unlike the conventional treatment, here we take (Ū,P ) to be the 'partial mean flow' driven only by the Reynolds stresses of the latter, that is, they satisfy the Reynolds-averaged equations
This implies that the mean-flow distortion caused by nonlinear interactions of CS is to appear as part of CS. As we will explain later, this treatment is necessary.
Substituting (2.2) into the Navier-Stokes equations and performing phase averaging, we obtain, after use is made of (2.4), the equations governing CS,
are the phase-averaged Reynolds stresses of fine-scale turbulence; the latter affects CS throughτ ij . The system is to be closed by introducing suitable models forτ ij andτ ij ≡ −u i u j . The above formulation presents no difficulty if a reliable model for u i u j allows the 'partial mean flow' to be computed numerically. A problem does however arise if a mean field needs to be specified before hand. The measured velocity profile may not be appropriate because it is the total mean flow. A simple resolution is to resort to experiments where no artificial excitation is introduced and CS are relatively weak so that the corresponding mean flow may be regarded as approximating the partial mean flow. The measured mean flow may be used in the above formulation to investigate the evolution of CS artificially excited subsequently. In this case, the viewpoint of 'instability of a turbulent flow' may be taken, leading to an alternative formulation as follows. Suppose that an unforced turbulent flow is (Ū,P ) + (u , p ). To this 'turbulent base flow', coherent perturbations are then introduced in a controlled manner. The resulting perturbed turbulent flow has a triple decomposition (Ū,P ) + (ũ,p) + (u , p ).
Note that introduction of CS affects also small-scale turbulence, which is now denoted by (u , p ). Following the same steps, we can derive the equations
When CS are weak or have moderate amplitude, introduction of them may not significantly influence small-scale fluctuations, that is, u remains close to u (whose magnitude is of O(1)), or in a statistical sense u i u j ≈ u i u j , and the two viewpoints, embodied in (2.6) and (2.8), are then equivalent.
Note that in the formulation of Hussain & Reynolds (1972) , (Ū,P ) represents the total mean flow. As a result,ũ iũj is added to u i u j in (2.4), and correspondinglyũ iũj in (2.6) and (2.8) is replaced by (ũ iũj −ũ iũj ), namely,
The three formulations, (2.6), (2.8) and (2.9), are equally valid if suitable models can be provided for both the time-and phase-averaged Reynolds stresses, −u i u j andτ ij (or τ † ij ) of fine-grained turbulence. From the modelling perspective, the first and third seem advantageous sinceτ ij should be less problematic to model thanτ † ij , which involve smallscale turbulence of both perturbed and unperturbed states. In practice, further progress could be made by using an assumed mean flow, and it is better to predict (a) the meanflow correction by coherent fluctuations as part of CS, and (b) its impact on the evolution of CS rather than presuming that (a) and (b) are taken into account implicitly by the time-averaged mean flow. We shall therefore proceed with the first viewpoint, i.e. with the system (2.6)-(2.7).
Closure models for the Reynolds stresses of small-scale turbulence
Small-scale fluctuations contribute to time-and phase-averaged Reynolds stresses. No reliable closure model is available for either of them. Given the local nature of fine-grained turbulence, gradient type of models will be employed. For the time-averaged Reynolds stresses, the model is, in the non-dimensional form, written as
u · u is the kinetic energy with δ ij being the Kronecker delta, ν t is the mean eddy viscosity normalized by a reference value ν * t , and the mean turbulent Reynolds number R T is defined as
The phase-averaged Reynolds stresses are time dependent, and they are related to the time-dependent strain rate of CS by a gradient type of model that includes the effect of time relaxation, namely,
whereν t is an eddy viscosity accounting for the impact of small-scale turbulence on CS, it is normalized by a reference valueν * t and the associated Reynolds number
The key difference of (2.10) from an usual eddy viscosity model (cf. Hussain & Reynolds 1972 ) is that it allows for a possible time delayτ between the phase-averaged Reynolds stresses and the strain rate. Let τ ij and u denote the Fourier transforms of theτ ij and u with respect to time t respectively. Then the model (2.10) in spectral space can be expressed as
which consists of a complex eddy viscosityν t e − i ωτ . This generalized eddy viscosity was first introduced by Wu & Zhou (1989) in their study of CS in turbulent boundary layers. In general, both ν t andν t may depend on space variables and/or the mean-flow (Reynolds & Hussain 1972 , Kitsios et al. 2010 ). In what follows, for simplicity they are assumed to be constants, in which case we may set ν t =ν t = 1. Use of (2.10) in (2.4) and (2.6) leads to
The above closure model accounts for the influence of small-scale fluctuations on CS (and the mean flow), but the fine-grained turbulence itself remains dynamically passive. As a result, the evolution of CS becomes, in a nutshell, analogous to that of waves propagating through a random medium.
Asymptotic theory for nonlinear evolution of coherent structures
The model proposed in the previous section is now applied to free shear layers. In order to present a self-consistent asymptotic description of the nonlinear development of the disturbance, we assume that R 1 and R T 1 but R T R, i.e. the mean eddy viscosity is much greater than the molecular viscosity. The mean flow is two-dimensional and may be written as
where the slow streamwise variablex
Since R T R, the variation of the mean flow in the streamwise direction is therefore much faster than in the laminar case, implying enhanced non-parallelism. Substituting into (2.11) and making the usual boundary-layer approximation, we obtain the equations forŪ B andV B ,
The focus of the present study will be on CS in the form of spanwise vortices (i.e. Kelvin-Helmholtz rollers), which are predominantly two-dimensional (Brown & Roshko 1974 , Wygnanski et al. 1979 . It is then possible and convenient to introduce a streamfunctionψ. Elimination of the pressure term in (2.12) yields the equation
where J(ψ, ϕ) is the Jacobian operator. Note that among high-order terms we have only retained the O(R −1
T ) term of third-order derivative, which becomes important in the critical layer, whereas terms of the same order but of lower-order derivative are omitted since they remain negligible in the entire flow.
Asymptotic scalings
Prompted by the overwhelming experimental evidence, we subscribe to the view that CS in free shear layers behave as instability modes that develop from some small-amplitude disturbances upstream. We consider a two-dimensional wavetrain whose carrier wave has a frequency ω n say. The carrier wave is locally neutral at a streamwise locationx = x n . The reference length δ * 0 is taken to be the shear-layer thickness at this location, which is chosen to be the origin of the coordinate for convenience. The precise meaning of δ * 0 will transpire in §5.2, where δ * 0 is related to the well-defined and experimentally measurable momentum thickness. The wavetrain becomes, following the initial exponential growth, neutrally stable in the vicinity of x n and enters a nonlinear stage due to enhanced nonlinearity associated with emergence of a critical layer as in the laminar flows (Goldstein 1995 , Cowley & Wu 1994 . Since the critical level is at the inflection point and the perturbation is planar, the critical layer is strongly nonlinear and non-equilibrium, and has a thickness of O( 1/2 ), where 1 represents the amplitude. The formulation will be presented for a plane mixing layer. However, the nonlinear critical-layer dynamics to be described is generic, independent of the detailed profile because the critical layer is thin. The analysis and resulting theory can easily be adjusted to other free shear layers such as wake and (planar and circular) jets. Indeed, the fact that the same nonlinear critical-layer dynamics operates explains why CS in these flows exhibit similar behaviours.
In the main part of the shear layer, the disturbance can, to leading order, be written as
where α, c and φ 1 are the wavenumber, phase speed and eigenfunction of the locally neutral mode respectively, and A † is the amplitude function of the slow spatial and time variables,x and τ , defined respectively as
to describe the spatial and temporal modulation of the disturbance (Wu & Tian 2012) . Forx = O(1), the CS corresponds to a nearly neutral instability mode (or more generally a wavetrain) residing on the turbulent mean flow. The effects of (molecular and eddy) viscosities and nonlinearity are negligible in the main part of the shear layer, but they all come into play in the critical layer if we choose the distinguished scaling,
. These may be expressed more precisely by writing 
with σ being O(1), so that the non-parallel-flow effect appears as well at leading order in the critical layer. It follows from (3.2), (3.5) and (3.7) that the variablesx andx are related to each
In the vicinity of x n = 0, the mean-flow profile,Ū B andV B in (3.1), is expanded as
The derivation of the evolution system involves using simultaneously the multi-scale method and matched-asymptotic-expansion technique to analyse the disturbance outside and within the critical layer. The procedure is similar to those in Goldstein & Hultgren (1988) and Wu & Tian (2012) , but the main difference is that non-parallelism now appears at leading order in the critical layer. The reader who is interested primarily in physical aspects of the problem may skip the detail, and go directly to the final outcome of the analysis, which is the nonlinear evolution system consisting of the amplitude equation 
Outer expansion
In the main part of the shear layer, the stream functionψ expands
3 (y;x, τ ) e i mαζ +c.c. + . . . .
(3.8) The eigenfunction φ 1 is determined by the eigenvalue problem,
where the Rayleigh operator
Let y c denote the critical level, i.e.Ū (y c ) = c. Asη ≡ y − y c → 0, φ 1 has the asymptote,
where a 1 is a constant. The function φ
2 is governed by the system consisting of inhomogeneous Rayleigh equation and the boundary condition,
2 → 0 as y → ±∞,
where we have introduced the differential operator
Asη → 0, the solution is, by examining the asymptotic properties of both sides of (3.12), found to behave as
where b
2 and a
are as yet unknown functions ofx, and
The jump (a
) is to be determined by analysing the critical-layer dynamics. For the boundary-value problem (3.12) to have a solution, a (modified) solvability condition
must be satisfied, which is derived via a routine procedure: multiply φ 1 to both sides of the inhomogeneous Rayleigh equation in (3.12), perform integration by parts on the left-hand side but take into account of the jump across the critical layer by using (3.14) (cf. Redekopp 1977) ; in (3.16),
with J 2 and I 1 both being Cauchy's principal values.
The solution for φ
2 could of course only be determined up to an arbitrary multiple of the eigenfunction φ 1 . The multiplier of φ 1 is a function ofx, and can be fixed by imposing the condition that φ (1) 2 be orthogonal to φ 1 . This is however unnecessary in the present study as the indeterminacy does not affect the dynamics of the CS, or the Reynolds stresses and the mean-flow distortion to be considered in §4.
The harmonic components φ
satisfy homogeneous Rayleigh equations 18) and asη → 0, φ
It should be reminded that φ (m = 1) are not eigenfunctions because there is a forcing from the interaction within the critical layer through the jumps (a
), which renders the boundary-value problem inhomogeneous. An important fact of a strong nonlinear critical layer is that all harmonics are generated at the same order, which causes vortex to roll up.
Inner expansion: critical layer analysis
The dynamics of CS within the critical layer can be analysed by introducing the local transverse variable
The mean-flow quantities are expanded as Taylor series of Y , namely,
The stream function of the perturbation,ψ, expands as
The first three terms are just the straightforward continuation of the outer solution, namely, Ψ 0 = A † e i αζ +c.c.,
e i mαζ +a 1 Y A † e i αζ +c.c.,
and it can easily be verified that they all satisfy the required equations. Substituting expansions (3.20) and (3.21) with (3.22) into (3.4), we obtain the equation for Ψ 2 . That equation can, by introducing
be simplified to
where the nonlinear operator
Matching with the outer solution for the fundamental component determines the jump (a
), which is inserted into (3.16) to give the evolution equation for the amplitude
(3.24) Equations (3.23) and (3.24) form the system that governs the nonlinear evolution of the disturbance.
Matching the harmonic components determines the jump
Once Ω † is known, the harmonics in the main part of the shear layer can be obtained by solving (3.18) subject to (3.19) and (3.25) . It is convenient to introduce the normalised dependent and independent variables 26) as well as the (normalized) local transverse coordinate centred at the moving critical level,
The system (3.23)-(3.24) then becomes
where we have put
As the unknown amplitude functionĀ appears in the coefficient of the partial differential equation governing the vorticity, the critical-layer dynamics is 'strongly nonlinear'. The parameter χ characterises the effect of a translating critical layer, which was first identified by Cowley (1985) and Haynes & Cowley (1986) for certain time-dependent flows. For the present problem, this effect arises because non-parallelism causes the critical level to drift with respect to the streamwise variablex at the same rate as that at which the amplitude evolves. Non-parallelism is associated with the streamwise variation of the streamwise velocity and with the transverse velocity itself, of the mean flow. The former alters directly the growth rate through the terms proportional tox in (3.28), while both contribute to the translating critical-layer effect as (3.29) indicates.
Upstream condition
Let us now consider what condition should be imposed upstream as an 'initial condition'. In the upstream limitx → −∞, the disturbance is small so that the nonlinear term in the first equation of (3.28) can be neglected, and the resulting linear equation admits the solution (3.30) where
It follows that
This result is inserted to the second equation of (3.28) to give 33) where the group velocity 34) and the coefficient
It can be deduced from (3.33) that
where κ = i S 0 /c g ; here S 0 measures the deviation of the disturbance frequency (αc + 1/2 S 0 ) from that of the neutral mode (and is equivalent to S 1 in Goldstein & Leib (1988) ). Note that since c g is a complex number (which is expected since the mode considered is neutral rather than being locally most unstable), it is impossible to introduce the coordinate moving with the group velocity. As such the modulation equation is of first-order rather than second-order as would be the case if the group velocity is real. Note that the linear growth rate is unaffected by the effect of a translating critical layer; the latter remains dormant in the linear regime and only comes into play in the nonlinear stage.
Fourier decomposition and boundary conditions
The
where η =η − S 0 . Then Q n (n = 0, 1, 2, . . .), among which Q 0 represents the mean-flow distortion generated by the nonlinear interaction of CS, satisfy the system of coupled equations,
where δ n1 denotes the Kronecker delta, and λ n is a complex quantity
It follows from (3.38) that as η → ±∞,
Due to the slow decay of Q 1 , the integral in (3.39) must be interpreted as a Cauchy principal value. The infinite domain in the η-direction is truncated to a large but finite interval −M ≤ η ≤ M . Then (3.39) can be written as
where we have defined
The second-order derivative with respect tox in the above equation is inconvenient for numerical integration. Following a similar procedure to that in Wu & Tian (2012), we obtain a first-order system with respect tox, 
Reynolds stress and the mean-flow distortion induced by CS
The self-interaction of the CS produces Reynolds stresses, through which a mean-flow distortion is generated. Two reasons may be given for retaining this distortion as part of the coherent motion. First, the distortion evolves over the same streamwise length scale as the amplitude of the CS does, and this scale is much shorter than that of the background mean flow developing under the action of molecular diffusion and small-scale turbulence. Second, when the CS is a temporally modulated packet, the induced distortion is time-dependent, and hence should not be treated as part of a mean field. However, as far as its impact on the nonlinear development of the CS is concerned, the modulated distortion plays the same role as the steady distortion in the special case of a singlefrequency disturbance, which means that the distortion, modulated or not, should be treated on the same footing, namely as part of the CS. We note that this viewpoint was taken in the theory of Cohen et al. (1994) . The mean-flow distortion induced by an instability mode in a laminar mixing layer with a tanh profile was analysed by Goldstein & Leib (1988) . The present analysis is for an arbitrary profile, and will lead to a more general and complete result.
The Reynolds stresses of CS
The characteristics of Reynolds stresses is of interest in its own right and is now considered. In order to calculate them, the streamwise and transverse velocities of the CS are obtained, to O( 3/2 ) accuracy, in terms of the stream function:
where only the fundamental component is needed and written out. The general solution for φ (1) 2 , which is governed by (3.12), can be written as (Wu & Tian 2012)
where B † (x, τ ) is a function ofx and τ , and
In order for φ
2 to satisfy the boundary conditions that φ
2 → 0 as y → ±∞, we have to set
Taking the limit y → y c , the solution (4.2) assumes the asymptote (3.14) with
where
ln |â − y c |,
2,y + c.c. .
The first two terms in (4.4) are regular, while the third term, or rather φ
2,y in it, exhibits a logarithmic singularity at y c . In order to find an expression for the Reynolds stress valid in the entire shear layer, φ
2,y has to be replaced by a composite solution, (φ (1) 2,y ) c , which is constructed as follows. First, the inner solution for the O( 3/2 ) velocity is
By using the additive rule, the composite solution is constructed as
where the last term is the common part of φ
2,y and U 3/2 in the limits of y → y c and η → ∞ respectively. It is important to note that the undetermined complementary solution B † φ 1 in (4.2) does not contribute to the Reynolds stress, neither does the last term. Taking this into account and inserting (4.2) and (4.5) into (4.4), we can, without the need for the complete solution for φ (1) 2 , determine fully the Reynolds stress,
where we have putĈ + = 0 andĈ − = 1. Since the last term in (4.6) is confined within the critical layer, in the majority of the shear layer the Reynolds stress τ 12 is proportional to ∂|A † | 2 /∂x and would therefore change its sign when the CS evolves through its peak amplitude as was observed in experiments (WW, Marasli et al. 1992).
The mean-flow distortion
The mean-flow distortion in the main part of the shear layer has a O( 2 ) streamwise velocity, whereas that in the critical layer has a larger, O( 3/2 ), streamwise velocity due to the larger gradient of the Reynolds stress there. Despite being weaker, the mean-flow distortion in the main part makes the dominant contribution to the change in the shearlayer thickness. The solution takes the form
3,x . The governing equations are found as
From the transverse momentum equation we find that
In terms of the stream function φ
3 , the streamwise momentum equation in (4.7) can be written as
A numerical approach is needed when the disturbance is a modulated wave packet. For a simple wave, it turns out that S can be written as
with the shape function
Once again, the expression (4.10) explains the experimental observation that the Reynolds stress (in the main part of the shear flow) switches its sign at the location where the CS reaches its peak amplitude and starts to attenuate. Equation (4.9) reduces tō U ∂φ 12) and the solution is found as
where a (0)± 3 are unknown constants. LetŪ →Ū ± as y → ±∞, Then
which implies that the mean-flow distortion spreads to the outer invisicd layer, where the streamwise and transverse velocities both become O( 5/2 ), and a pressure of the same order of magnitude is induced. On introducingȳ = 1/2 y/c, the perturbation may be written as 
where the boundary condition corresponds to the matching with the transverse velocity
3,x at the upper and lower outer edges of the shear layer. Clearly, in the lower stream, ifȳ is changed to −ȳ > 0, the Laplace equation forp − M remains invariant, but the boundary condition changes its sign, that is,
In the main part of the shear layer, there exists an induced mean pressure, 5/2 p
2 + c.c.). On the other hand, as y → y ± c it follows from (4.13) that
where 
Integrating once more and making use of (3.39), we find that
For a non-modulated disturbance, from the above relation the jump Ψ The mean-flow distortion in the critical layer is given by ( 3/2 U
(1)
M ) with 
The width of the shear layer is usually measured by the momentum thickness, defined as Θ = 1 4
whereŪ † =Ū + U M is the perturbed mean velocity. At leading order, the definition gives the momentum thickness of the 'partial' (or unperturbed) mean flow,
The O( 2 ) change in the momentum thickness is then found as M , is of order one so that the contribution is of O( 1/2 ). Here it is retained in the spirit of composition approximation, but the even smaller term U (2) M will be neglected. Using equation (4.12) and performing integration by parts, we find that
Substitution of (4.20) into the above gives final expression for ∆Θ,
It is interesting that ∆Θ can be determined without fixing the individual values of a M . This can be shown by examining (but without solving) the equation for Ψ 3 , which reads 
For the non-modulated case, evaluation of the right-hand side by matching with (4.18) shows that U (2)
From this relation and (4.19) it follows that
indicating that the jump in the streamwise velocity is smoothed out within the critical layer as expected.
The expressions for the Reynolds stress (4.6), the mean-flow distortion (4.23) and the change in the momentum thickness (4.26) are valid for a general profileŪ . These quantities are of physical interest as they are relevant for understanding CS and/or their impact on the shear layer, and they will be calculated in §5 and presented after numerical solutions for the amplitude and vorticity of the CS are obtained. In performing the computation, use is to be made of the relation
5 Numerical solutions for mixing layers
Numerical method
The numerical work consists of solving the coupled evolution system (3.38) and (3.45) subject to the initial condition (3.46) and the boundary conditions (3.41)-(3.43). The system is truncated with 0 ≤ n ≤ N (where n refers to the order of harmonics in (3.37)), and solved in a large but finite domain −M ≤ η ≤ M . A predictor-corrector method is employed to march downstream. The amplitude equation for A is discretized using the fourth-order explicit (Adams-Bashforth) and implicit (Adams-Moulton) schemes to construct the predictor and corrector respectively. The integrals are evaluated using Simpson's rule. The vorticity equations for Q n are discretized by the Crank-Nicolson scheme.
Mean velocity profile
The theory is now applied to a mixing layer that forms between two uniform streams with velocities U * 1 and U * 2 < U * 1 . The reference velocity
As in many previous studies, we will specify a mean-flow profile which is broadly in agreement with experiment data. The latter indicate that the mean-flow profile remains self-similar in the streamwise direction while its local thickness varies, and thus it takes the form
the function F characterises the shape, while y 0 and δ represent the centre and thickness of the shear layer respectively. The dimensional momentum thickness θ * , which is often measured in experiments, is related to θ (as defined by (4.24)), δ and δ * by
where for the similarity profile (5.1) the constant C 1 is found as
With a given F , the (rescaled) transverse velocity V B , whose value at the critical level is needed in our theory, can be obtained from the continuity equation as will be shown below. Before prescribing the profile F , it is informative to discuss useful mean-flow properties which are independent of F . First, the streamwise variations of y 0 (x) and δ(x) are not independent but satisfy a constraint. We derive it by considering the momentum equation (3.3), which can be rewritten as
where substraction ofŪ ± =Ū c ± 1 is for y > 0 and y < 0 respectively. Integration of the above equation with respect to y gives
where C 0 is a constant. The relation corresponds to conservation of the (renormalised) streamwise momentum flux. Inserting (5.1) into (5.6), we have
On taking a derivative of (5.7) with respect tox, the equation becomes
which relatesẏ 0 , the rate of drift of the shear-layer centre, toδ, the spreading rate of its thickness.
The corresponding transverse velocity V B can be found by introducing a stream function ψ B such thatŪ
Integration of the first equation yields 9) and so T (û ± ,v ± ,p ± ) is induced in the far field corresponding toỹ ≡ y/R T = O(1), where the scaled velocity (û ± ,v ± ) and pressurep ± are functions ofx andỹ. They satisfy the same equations as (4.14) provided thatx andȳ are replaced byx andỹ respectively. It it follows thatp ± satisfies the Laplace equation
where the boundary condition corresponds to the matching with the transpiration velocities at the upper and lower outer edges of the shear layer. The solution forp ± may depend on other bounding surfaces that may be present in an experimental setup. On the assumption that any asymmetry in the upper and lower streams is absent, thenp ± are determined by the boundary conditions atỹ = 0. A simple order-of-magnitude argument indicates that a mixing layer cannot sustain a pressure difference of O(R −1 T ), which means that p + = p − onỹ = 0. This requires −Ū +V+ =Ū −V− , from which one findṡ
The relations (5.7), (5.8) and (5.12) hold for anyx. Specifically, puttingx = 0 where y 0 = 0 and δ = 1, we have
In our calculations, we choose the profilē 15) which GKW found to fit their low-excitation experimental data for q c = 0.67. The special case of q c = 0 has been the popular choice in theoretical studies as the neutral mode can be found analytically. Substitution of (5.15) into (5.13) and (5.4) gives the constants
For the evaluation of I 1 , only the odd parts ofŪ 1 andŪ 1 are required, which are found asŪ 1 = −ηŪ Bδ + even part,Ū 1 = −ηŪ Bδ + even part. Use of these in (3.17) shows that I 1 may be written as
The parameters characterizing non-parallelism are found as
and
When q c = 0, it is found that
but for q c = 0, it is necessary to solve the Rayleigh equation numerically to find neutral mode, and then evaluateÎ 1 and J 1 ; hereÎ 1 is a Cauchy principal value but can be computed easily using its definition.
Numerical results
Flow quantities of interest include the amplitude A of the fundament component and the so-called 'critical-layer vorticity' Ω † c of CS. The latter is defined as (see Goldstein & Leib 1988 ) with which (Ū c + Ω † c ) represents the total vorticity within the critical layer. For convenience, the results will be presented by plotting the renormalized vorticity
The choice of the parameters is guided by the experiments of GKW, where U * 1 = 10m/s, U 2 = 4m/s, d θ * / d x * = 1/54 (see the data set III in Table 1 of GKW) and the momentum thickness θ * = 18.78mm, which can be read from figure 1 of GKW. For the purpose of demonstrating qualitative behaviours of the evolution, we take q c = 0, for which δ * 0 = θ * /C 1 with C 1 = 0.5. Based on δ * 0 and U * 0 , the Reynolds number R turns out to be 7100. We choose S 0 < 0 such that κ r = 1, and set the amplitude = 0.1036, for which nonlinear effects are significant, and the parameters characterizing the non-parallel-flow effects, χ and σ s , take O(1) values: χ = −0.1180 and σ s = −0.4943 − 0.1349 i. The eddy viscosity and phase lag have to be treated as free parameters because no experimental data about them are available. The expression (3.40) implies that ifτ = 0 andλ 2 >λ 1 (i.e.R T < R), the effective diffusion coefficientλ 1 +λ 2 cos(nθ) (θ ≡ αcτ ) will become negative for certain n, rendering the problem ill-posed. This unfavourable feature reflects a shortcoming of the model, which assumes the same relaxation timeτ for the fundamental and all harmonics. Improved models are being pursued, and here the ill-poseness is avoided by restricting R T ≤ R, i.e.λ 2 ≤λ 1 . Specifically, we chooseR T = R, for whichλ 2 =λ 1 = 0.00422, and take phase lagθ = π/5. These values are rather arbitrary. Fortunately, the evolution of the CS turns out to be rather insensitive to either ofθ andλ 2 as will be shown later. Figure 1 shows the amplitude evolution (curve a) under the influence of both nonlinearity and non-parallelism. In order to see their role, the result when either of these being artificially suppressed is also plotted. Without nonlinearity, the development is Gaussian, featuring a broad peak and rapid monotonic decay (curve c). On the other hand, with the nonlinear effect included but non-parallelism neglected (curve b), the amplitude undergoes oscillatory saturation (and actually slight algebraic amplification; see later). Simultaneous effects of non-parallelism and nonlinearity render the amplitude to decay in an oscillatory manner, which is obviously different from the linear approximation and parallel-nonlinear theory. The neutral position of the mode with frequency ω n = αc corresponds tox = 0, but the disturbance under consideration has the frequency αc + 1/2 S 0 < αc ≡ ω n , and so it becomes linearly neutral and attains its maximum somewhat downstream ofx = 0.
In the present theory, non-parallelism manifests in two ways: (a) it alters the growth rate of the CS, which is well known, and (b) induces a translating critical layer, the effect of which becomes active in the nonlinear stage of the evolution. Non-parallelism is controlled by the spreading rate of the shear-layer thickness d θ * / d x * . The amplitude evolution for a range of 0 ≤ d θ * / d x * ≤ 1/18 is displayed in figure 2 . As is illustrated, non-parallelism tends to inhibit CS in the sense that the decay starts earlier and becomes faster, and the peak value decreases as d θ * / d x * increases. However, the overall feature of oscillatory attenuation remains. We now exam the role of molecular and eddy viscosities, represented byλ 1 andλ 2 respectively. The amplitude evolution for different values of these parameters is shown in figure 3 , where the corresponding result with non-parallelism being ignored is also presented. Neither of the viscosities affects the linear stage of the development, and their impact on the nonlinear evolution is opposite depending on if non-parallelism is included. When non-parallelism is neglected, the amplitude continues to amplify and eventually follows an algebraic growth (Goldstein & Hutlgren 1988 ). The amplitude is greater for larger values ofλ 1 andλ 2 , indicating that viscosities promote the growth of the perturbation, the reason being that nonlinearity plays a stabilizing role and a larger viscosity corresponds to weaker nonlinearity and therefore a less stabilizing effect. On the contrary, when non-parallelism is included, increasing viscosities tends to enhance decay and reduce the oscillation as is expected intuitively. The quantitative difference indicates the importance of accounting for non-parallelism. In comparison, viscous effects are rather weak, affecting only the later stage of the development since typical values ofλ 1 andλ 2 turn out to be fairly small. This is entirely consistent with the assertion made by Fiedler & Mensing (1985) based on their experimental observations.
The effect of the phase lagθ ≡ αcτ is also considered. Figure 4 shows the amplitude evolution for differentθ with typical values ofλ 1 =λ 2 = 0.004 as well as with artificially elevated values,λ 1 =λ 2 = 0.05. In both cases, increasingθ only slightly alleviates the decay, which may be attributed to a slightly smaller total viscosity (λ 1 +λ 2 cosθ). The results in figures 3 and 4 indicate that the phase lag and the magnitude of the eddy viscosity have a negligible influence on the CS, suggesting that the latter evolves practically in the same manner as an instability wave on a laminar shear layer. Indeed, the dynamics is essentially inviscid since the effect of molecular viscosity is more likely to be even smaller and negligible as well.
As was mentioned earlier, the most significant feature of the strongly nonlinear criticallayer theory is that all harmonics appear simultaneously at the same order. They are measured by the streamwise velocity jump
(5.21) Figure 5 shows the development of H n for n = 2, 3, 4. The size of H n decreases with n.
In the earlier nonlinear phase, the first harmonic H 2 is dominant, but all three become more-or-less comparable in the later stage 2.2 <x < 5. Simultaneous appearance of harmonics leads to roll-up of vortices. This process is illustrated in figure 6 by plotting contours of the normalized critical-layer vorticity of the CS at representative streamwise locations. At the same time distributions of the PSfrag replacements ζ/(2π) η 
PSfrag replacements
ζ/(2π) η PSfrag replacements ζ/(2π) η fundamental Q 1 , first harmonic Q 2 and the mean-flow distortion Q 0 are monitored. In the initial linear stagex = 0, the fundamental is dominant and the vorticity exhibits a simple pattern of 'cat's eye' associated with a simple sinusoidal perturbation. Byx = 1, vorticity lines begin to fold and a vortex roller starts forming. The first harmonic acquires an amplitude about half of that of the fundamental, whereas the mean-flow distortion becomes comparable with the latter. The harmonic and the mean-flow distortion remain trapped in the critical layer as they decay rapidly towards its outer edges. Whenx = 2, a fully developed vortex roller has emerged. The relative magnitudes of the three components remain similar as atx = 1. However the profile of the first harmonic exhibits rapid oscillations. A further calculation with the mesh size halved indicates that they are well resolved. Atx = 4, vortices become elongated in the streamwise direction and there is considerable overlapping between two adjacent vortices. This might be related to 'partial pairing' observed in experiments (Hussain & Clarke 1981) . In this case, vortices appear to merge without involving the subharmonic. The Reynolds stress and the mean-flow distortion are calculated. For the chosen profile (5.15) with (q c = 0), it is found that 
Substitution of (5.22) into (4.6) gives 25) where the jump in the outer solution is smoothed out by the contribution of the inner solution U 3/2 . Substituting (5.23) and (5.24) into (4.26), we find that for ∆Θ,
The result reduces to that of Goldstein & Leib (1988) when the contribution from the critical layer is ignored. Finally the indefinite integral in (4.13) can be evaluated analytically.
Inserting the result along with (5.23) into (4.23), we obtain the streamwise velocity of the mean-flow distortion, PSfrag replacements M , the leading-order inner solution. M . As the calculation is highly complex, we shall ignore (U (2) M + 2/U c |A| 2 ln |η|), which delays like 1/η as η → ∞. The resultant O( 2 ) error causes a small discontinuity at y = y c , but does not change the overall feature of the solution. In calculations, use is made of the relation
. Figure 7 displays the distributions of the Reynolds stress τ 12 and the mean-flow distortion U M at four representative streamwise locations. Atx = 0 and 1, the disturbance is amplifying, and the Reynolds stress τ 12 > 0 almost everywhere. The amplitude of the CS peaks atx ≈ 1.3, downstream of which (e.g. atx = 2) τ 12 < 0 for all y, giving rise to a negative production. As a result, the energy is transferred from the perturbation to the mean flow in this region. Atx = 3, τ 12 becomes positive again, but its value has almost vanished. Overall feature of the mean-flow distortion, which concentrates in the critical layer, is well represented by the leading-order inner solution U (1) M . Interestingly, the meanflow distortion still persists and retains a significant magnitude farther downstream due to the non-equilibrium effect. That the Reynolds stress changes its sign twice is consistent with the experimental observations shown in figures 8(a) and 15 of WW. Figure 8 shows the change of the momentum thickness. That ∆Θ > 0 at all locations indicates that the shear layer thickens in the presence of CS, consistent with experimental observations. Before the peak position, the contribution from the critical layer is small but appreciable. Its effect becomes rather significant in the attenuating phase as the contribution from outside of the critical layer vanishes quickly. The slow relaxation of the mean-flow distortion and the shear-layer thickness implies that the imprint of the CS in these two related quantities lasts longer than the CS itself as has been observed in experiments (e.g. Wygnanski et al. 1986 ). This long memory must be associated with the non-equilibrium effect in the critical layer, which causes the mean-flow distortion to be history dependent, whereas the distortion outside is proportional to |A| 2 (i.e. memoryless) as (4.13) indicates.
Comparison with experiments
Let the dimensional variables/quantities be indicated by the superscript * . In order to facilitate the comparison with experiments, note that there exist the following relationships with the non-dimensional variable/quanties adapted in the present paper,
where C 1 is a profile-dependent constant defined by (5.4). The dimensional frequency f * is related to ω ≡ αc (with S 0 = 0) by the relation
In the experiment of WW, the measured amplitude of CS, shown in figure 8 (b) of their paper, is represented by the integrated intensity 30) where U * c = (U * 1 + U * 2 )/2 and < · > represents the amplitude of the time-dependent signature. Application of the relations in (5.28) to (5.30) yields
In the present work,
It follows from (5.31) and (5.32) that
In the linear regime, the amplitude function has the solution
The parameter is determined by using (5.33), i.e. by requiring the predicted amplitude to be the same as the measured, at a suitable location x * , e.g. at the peak position or in the linear regime upstream. For the latter case, the expression (5.34) may be used.
For the profile (5.15) with q c = 0, the Rayleigh equation is solved numerically to find the neutral mode and to evaluate the constants related to the eigenfunction. The results for several q c are listed and contrasted with those for q c = 0 in Table 1 .
The experiment of WW was performed for U * 1 = 10m/s, U * 2 = 6m/s and f * = 44.5Hz. Assuming that the profile is approximated by (5.15), we need to provide three parameters characterising the unperturbed mean flow: q c , d θ * / d x * and θ * . Unfortunately, they are not available from the data of WW. Noting that the experiments of WW and GKW were performed in the same apparatus, we decide to estimate these parameters by appealing to the latter. Curiously, for q c = 0.67 the frequency of the neutral mode in GKW does not satisfy the constraint (5.29) despite that the profile was in agreement with the measurement. Our calculation shows that if q c = 0.9 is taken instead, the constraint is satisfied in all three cases of GKW. For the same experimental setup, the spreading rate of the unperturbed flow depends primarily on U * 1 /U * 2 (Oster & Wygnanski 1982 , Weisbrot et al. 1982 ). This ratio in WW is the same as in the Case I of GKW, where d θ * / d x * = 1/85 was found. For controlled disturbance with f * = 20Hz and U * 1 = 5m/s and U 2 = 3m/s, the measured momentum thickness is about 11.5mm, which converts to a corresponding θ * ≈ 10mm in WW by using (5.29), which indicates that the non-dimensional frequency f * θ * /(U * 1 − U * 2 ) must be equal in the two experiments. Therefore, we take q c = 0.9, d θ * / d x * = 1/85 and θ * = 10mm in our calculations.
The amplitude development predicted by the theory is shown in figure 9 and compared with the experimental data of WW. The agreement is good in the linear and earlier nonlinear stages up to the peak position. Further downstream, the theory mimics the general trend, e.g. both the theoretical result and the measurement feature a local maximum downstream, but considerable discrepancy emerges: the decay predicted by the theory is much faster and the maximum is more pronounced than those measured. As V B and hence χ may be influenced by the detailed arrangements of the experiments, the value of χ is doubled, halved (not shown) and set to zero. None of these leads to significant change to the overall feature of the solution. However, if the non-parallel-flow effect is suppressed, the result (represented by the dashed line) bears little resemblance to the measurement. Even in the linear stage, reasonable agreement comes only when non-parallelism is accounted for. However, purely linear but nonparallel theory does not capture the characteristics of attenuation.
Calculations were also performed pertaining to the experiment of Fiedler & Mensing (1985) , where the free-stream velocities are U * 1 = 11m/s and U * 2 = 0, and a disturbance with frequency f * = 30Hz was introduced through controlled excitation. Fiedler & Mensing provided the spreading rate and thickness of the mixing layer for what they referred to as 'neutral flow', i.e. the state without artificial excitation. The mean flow is thus primarily influenced by small-scale turbulence and its spreading rate, d θ * / d x * = 0.0354, is used in our calculations. The experimental data for two weakest excitations, shown in figure 13 of their paper, indicate that the amplitude of the fundamental component saturates at x * where S x = f * (x * − x * 0 )/U * 1 ≈ 1.25 (x * 0 ≈ −88mm), which corresponds to x * ≈ 370mm and θ * ≈ 16mm as can be inferred from figure 28 of Fiedler & Mensing (1985) . This position is taken as an approximation for the neutral location of the imposed disturbance, and hence the value θ * = 16mm was selected. The relation (5.29) is then satisfied for the profile (5.15) with q c ≈ 0.1. The amplitude was chosen such that the prediction and the measurement are the same at the peak position. Fiedler & Mensing (1985) measured the root-mean-square velocity of the fundamental component at y = 0, normalized by U * 1 . Interestingly, the disturbance amplitude, as displayed in figures 18 and 22 in their paper, experiences more reduction and exhibits more pronounced oscillation than that in the experiment of WW. The measured quantity, denoted here by A exp , is related to A in the present theory by
The comparison is shown in figure 10 . There is a fairly good agree of quantitative agreement. With non-parallelism being included, the prediction for the initial growth in the linear regime is quite accurate. The theory captures not only the overall nonlinear devel-opment, but also mimics the rather detailed feature of non-monotonic attenuation. The measurement is less oscillatory than the theoretical result, which is also the case for the experiment of WW. The reason for this remains unclear. It might be that the closure model for fine-scale turbulence is not sophisticated enough, or that the disturbances in experiments have narrow spectral bands rather than being monochromatic as assumed in calculations. The possibility of the smoothing effect of phase averaging experimental data cannot be ruled either. In order to examine the sensitivity of the prediction to uncertainty of the parameters. Further calculations were carried out with the value of χ being doubled, halved (not shown) and set to zero, and also with q c = 0.3. In all these cases, the evolution retains its overall feature. While the behaviour of the solution is remarkably robust with respect to χ and q c , nonlinearity and non-parallelism are both instrumental. With the former being ignored, the disturbance would feature a too broader peak and decay monotonically as is indicated by the linear solution in the figure. On the other hand, if non-parallelism is neglected, the theory would fail to predict attenuation.
Finally, figure 11 displays contours of the critical-layer vorticity of the CS at four representative streamwise locations. They illustrate the roll-up process leading to formation of Kelvin-Helmholtz rollers.
The different performance of the theory, i.e. a fairly good quantitative agreement with the experiment of Fiedler & Mensing (1985) versus a merely qualitative agreement with that of WW, requires some comments. For the latter case, we took the parameter q c in the mean-flow profile (5.15) to be 0.9 rather than 0.67 suggested by experiments because latter value led to inconsistency in the neutral frequencies. However, it might be possible that the assumed profile (5.15) is not entirely appropriate thereby causing the inaccuracy of the prediction.
Summary and conclusions
In this paper, a nonlinear theory was proposed to describe the dynamics of large-scale coherent structures in free shear layers. The formulation was based on decomposing the flow field into a mean flow, coherent fluctuations and small-scale turbulence, but differs from the existing approach of triple decomposition in that the mean-flow induced by CS is treated as part of the organised motion. The time-and phase-averaged Reynolds stresses of fine-scale turbulence, which influence the mean flow and CS respectively, are modelled by eddy-viscosity models, of which the one for the phase-averaged stresses allows for possible time-relaxation effects.
In the limit of large Reynolds numbers, the nonlinear non-equilibrium critical-layer theory for instability modes on laminar flows was adapted to CS on turbulent free shear layers. In addition to accounting for the impact of small-scale fluctuations, non-parallelism associated with the fast spreading of the mean flow was retained along with nonlinear, non-equilibrium and viscous effects, at leading order in the critical layer. This leads to an interesting evolution system consisting of an amplitude equation coupled with a strongly nonlinear vorticity equation. Non-parallelism influences, as is well known, the local growth rate, but was found also to contribute the so-called translating critical-layer effect. The latter remains dormant in the linear regime and becomes active only during the nonlinear stage. The simultaneous interplay with nonlinearity, non-equilibrium and (in principle) viscosity means that non-parallelism operates rather differently from that in the theories of Crighton & Gaster (1976) and Goldstein & Hultgren (1988) , where its influence is of higher order.
With appropriately specified initial and boundary conditions, the nonlinear evolution system was solved numerically. The solutions were found to capture main characteristics
