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 The design of communication networks continues to progress rapidly in more 
suitable forms to meet the challenges of the present era. This paper presents a 
tentative study of the design of a reliable Iraqi National Communication 
Network (INCN). The INCN connects all major cities in Iraq with Baghdad 
as the central node. The followed subjected procedure is a general method 
which can be applied to all similar problems concerning any Wide Area 
Network design. An optimal backbone is first designed by Prim’s algorithm 
which has distances between cities as input data. The INCN is subjected to 
reliability improvement by adding links to the initial backbone. An improved 
algorithm based on tie-sets method is developed for network reliability 
computation. Three selected scenarios (Net1, Net2, and Net3) for the INCN 
are presented and underwent reliability estimation. Evaluation results show a 
successive improvement of the network reliability to yield to an optimal 
solution recognized as being Net3. The adopted topology for the INCN is 
based on two clusters having Baghdad as the common head cluster. 
Clustering will simplify the reliability evaluation by decreasing the number 
of tie-sets, and hence the computation complexity. 
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1. INTRODUCTION  
Modern technology enables constructing societies to reach their public efficiently and with the high 
spreading area. Prosperity in such competitive universe requires a high quality and cost-effective exchange of 
data. This information exchange is only possible through optimum and reliable communication networks. 
Extensive works have been carried out in evaluating the reliability of wired and wireless networks [1]. 
Reliable communication networks play an essential role in managing and performing all the modern 
applications using heterogeneous networks [2]. The communication network demands better Quality of 
Services (QoS) to perform the required tasks. Two of the most commonly used QoS metrics are network data 
flow and network reliability [3]. The reliability is defined as the probability that a network supports a given 
operation under certain conditions [4]. The probability of a system failure is considered as a random variable 
in reliability analysis. Due to the system complexity, edges failure is sometimes considered as being an 
independent event even when it is dependent [5]. 
There are three types of network reliability problems. The basic one is the two-terminal reliability as 
stated in [6]. The all-terminal problem is somewhat more difficult than the two-terminal reliability problem 
as presented in [7], while the K-terminal reliability is more comprehensive term depending on the value of 
(K) which can take any number from 2 to all nodes as depicted in [8]. The design of reliable communication 
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networks is a critical subject for many applications. A typical reliable high performance, scalable, available 
and secure communications network for the next-generation electricity network is given in [9]. The design 
and simulation of a reliable data communication network for industrial plants is presented in [10]. The 
suggested work in [11] carries out a study of the mechanism design model of the communication network.  
The INCN is planned to support various applications including data transmission, video, and voice 
application. The design of INCN is composed of two complementary parts. The first is the design of the 
optimal communication backbone by Prim’s algorithm [12]. However, other methods for backbone design 
also exist as Kruskal Algorithm [13]. The second part represents a step by step improvement of the backbone 
towards a reliable topology of the network. The INCN is partitioned into two clusters resulting in a 
simplification in reliability evaluation. Clustering can be formulated as a multi-objective optimization 
problem for networks design problems [14]. Clusters are formed as groups of nodes taking into consideration 
the link structure in such a way that there should be many links within clusters and a minimum number of 
links between different clusters [15].  
The tie-sets algorithm is one of the well-known methods for network reliability evaluation [16]. A 
new approach for deducing all minimal paths is introduced in the present research. This paper is organized as 
follows. Problem definition and network modeling are presented in the second section. In the third section a 
detailed description of the development of MTSA is given. The design methodology of different scenarios of 
the INCN, and the obtained results and discussion are given in section four. Also, the backbone tracing is 
outlined in this section. Finally, a brief conclusion is given in section five. 
 
 
2. PROBLEM FORMULATION 
Communication networks are usually modeled by a connected graph G = (N, L), with (N) nodes, and 
(L) Links [4]. 𝑝𝑖𝑖  Presents the probability that a node (𝑛𝑖) is properly functioning, considered her as perfect 
(𝑝𝑖𝑖 = 1), by the use of redundant materials. 𝑝𝑖𝑘  is the probability of the link between node 𝑛𝑖 and node 𝑛𝑘. 
The link probability is considered as having a given value and is a direct function of link types and 
fabrication methods.  
Communication network topology results from many factors such as the geographical location of 
nodes, communication activity, and obstacles (political, security, and natural). For the case study of INCN, 
the centers of eighteen provinces and two main cities (Samara, and Fallujah) are considered as main 
communication nodes as listed in Table 1.  
 
 
Table 1. Major cities in Iraq 
Node Province City Node Province City Node Province City 
1 Baghdad Baghdad 8 Salah Aldin Samara 15 Al Qadissia Diwania 
2 Dohuk Dohuk 9 Anbar Ramadi 16 Muthana Samawah 
3 Erbil Erbil 10 Anbar Falluja 17 Wasit Kut 
4 Sulaymania Sulaymania 11 Diyala Baquba 18 Mayssan Amarah 
5 Kirkuk Kirkuk 12 Karbala Karbala 19 Thikar Nasiryah 
6 Ninava Mosul 13 Babil Hila 20 Basra Basra 
7 Salah Aldin Tikrit 14 Najaf Najaf    
 
 
The principal node, i.e. node-1, is assigned to Baghdad city. It is used as the simplification node to 
reduce the topology to two basic sub-networks; the northern network (C1), and the southern network (C2). 
The graphical representation of a communication network is accomplished via matrix notation. The distance 
matrix A is an (N×N) matrix, where each element (𝑎𝑖𝑘) represents the distance in km between nodes 𝑛𝑖 and 
𝑛𝑘. All diagonal elements are equal to zero (𝑎𝑖𝑖 = 0). Distances for neighboring nodes are important for the 
backbone tracing algorithm, so other distances are marked by the word long distance (L) and set to a big 
numerical value for algorithm application. To simplify the presented information, the matrix A is presented 
as a table with (20) rows and (20) columns as shown in Table 2. 
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Table 2. Distances in km between principal cities (matrix A)
 
 
 
3. RESEARCH METHOD 
3.1.  Clustering simplification 
An algorithm based on tie-sets method is developed for the two-terminal reliability evaluation. The 
algorithm inputs are the commodity (source node- destination node), and links probability matrix. For 
mathematical argument, all links are assumed to be identical with probability p=0.9. MTSA can be applied to 
a random topology without any loss of generality. The INCN case study has two clusters (C1 and C2) 
connected via node-1. Two cases arise: 
 
a. The commodity nodes are in the same cluster, 
b. The commodity nodes are in different clusters. 
 
This leads to a significant simplification, that is, instead of finding all tie-sets between any pair of 
nodes, it is only enough to find the tie-sets between a node and the central node. If commodity nodes are in 
the same cluster, the tie-sets between the source and the destination is calculated by considering only nodes 
inside this cluster, and the reliability can then directly be evaluated. If the source-destination pairs are in two 
different clusters, then, two tie-sets paths must be found. The first path is between the source node and the 
cluster head, i.e. node-1, whereas the second path is between the destination node and the cluster head. In 
such a case, the reliability from the source node to the destination node is simply calculated as the result of 
multiplying the two reliability values of the two paths. 
 
3.2.  Implementation of the tie-sets process 
The tie-set generation process starts by denoting the source node 𝑛𝑠 and the destination node 𝑛𝑑, 
then seeking for all the possible paths connecting the pair (𝑛𝑠, 𝑛𝑑). A single route may be composed of one 
or a group of links and nodes. Matrix 𝑇[𝑡𝑖𝑘] is formed by enumerating the (𝑁 − 1)! combinations of the N-
node network (except 𝑛𝑠). The dimension of T is [(𝑁 − 1)! × (𝑁 − 1)], where the elements are node 
numbers. The matrix 𝑃[𝑝𝑖𝑘] is the probability matrix where the element 𝑝𝑖𝑘 , is the probability of link between 
node 𝑎𝑖, and node 𝑎𝑘. The next step is to check whether each successive node-pair (𝑡𝑟𝑖  𝑎𝑛𝑑 𝑡𝑟𝑘) in a row (𝑟) 
of the matrix T is linked or not by consulting the corresponding value of 𝑝𝑖𝑘 element in matrix 𝑃. An action is 
taken when there is no connection between nodes 𝑛𝑖 and 𝑛𝑘, in row (𝑟) of matrix T; that is (𝑝𝑖𝑘 = 0) in the 
matrix 𝑃. We must then replace node 𝑛𝑘 by 𝑛𝑖. This measure ensures the correctness of the connection check 
operation since no possible connecting case will be skipped. After scanning all the successive elements of T, 
row-after-row the following simplification steps are taken: 
 
a. Eliminate all the repeated nodes in one row, 
b. Each node after the destination (𝑛𝑑) has to be removed, and 
c. Keep one copy of similar tie-set. 
 
Finally, we will get the collection of (t) tie-sets (𝑇𝑠1, … , 𝑇𝑠𝑡), where the maximum number of links 
in a tie-set is equal to the number of nodes in the selected cluster as shown in Figure 1. The combinations 
number is related to the clusters and nodes numbers. The reliability can then be determined by the application 
of the Poincare inclusion equation given by [4]: 
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P[ti,k,ti,k+1] = 0 ?
Construction of the matrix T [nb × (N-1)]
nb = (N-1)! Permutations of N-node except the source node ns
ti,k+1=ti,k+1
i= 1: (N-1)!
k = 1: N 
Insertion of column 1 = ns node number, to T-matrix
ti,k+1=ti,k
1- Eliminate all the repeated nodes in one row
2-Nodes after the destination removed
3-Remove redundant tie-sets
(t) tie-sets- Tsi
YesNo
(N×N) Matrix input =P (pik)
Probability matrix= network topology
 
 
Figure 1. Generation of the (t) tie-sets (𝑇𝑠1, … , 𝑇𝑠𝑡) 
 
 
L: long distance 
R= 𝑃𝑟(𝑇𝑠1 ) + 𝑃𝑟(𝑇𝑠2 ) + 𝑃𝑟(𝑇𝑠3 ) + ⋯ + 𝑃𝑟(𝑇𝑠𝑡) 
 =[𝑃𝑟(𝑇𝑠1 ) + 𝑃𝑟(𝑇𝑠2) + 𝑃𝑟(𝑇𝑠3 ) + ⋯ + 𝑃𝑟(𝑇𝑠𝑡 )] –𝑃𝑟(𝑇𝑠1 𝑇𝑠2 ) + 𝑃𝑟(𝑇𝑠1 𝑇𝑠3) + ⋯ 
 +𝑃𝑟(𝑇𝑠𝑏 𝑇𝑠𝑏𝑏 )𝑏≠𝑏𝑏 ] +[𝑃𝑟(𝑇𝑠1 𝑇𝑠2 𝑇𝑠3 ) + 𝑃𝑟(𝑇𝑠1 𝑇𝑠 3𝑇𝑠4 ) + ⋯ + 𝑃𝑟(𝑇𝑠𝑏 𝑇𝑠𝑏2 𝑇𝑠𝑏3 )𝑏1≠𝑏2≠𝑏3]+….  
…+ (-1)i-1[ 𝑃𝑟(𝑇𝑠1 𝑇𝑠2 … . . 𝑇𝑠𝑡 )]  (1)  
 
where 𝑇𝑠𝑖 is the tie-set of order 𝑖 with(1 ≤ 𝑖 ≤ 𝑡). 𝑃𝑟 , is the probability of tie-set equals to the multiplication 
of corresponding probabilities of all links in the selected tie-set. The flow chart of MTSA as depicted by 
Figure 2, begins by consulting a predefined vector (for each cluster) to identify the location of 𝑛𝑠 and 𝑛𝑑. If 
the two selected nodes (commodity) are in the same cluster, then the enumeration process of all tie-sets can 
begin. In such case the algorithm will only consider the nodes within the selected cluster. However, if the two 
nodes are in different clusters, then it is enough to enumerate the tie-sets between each node and the cluster 
head node-1. It follows that if 𝑅1 is the reliability between ns and the cluster head and 𝑅2 is the reliability 
between the cluster head and nd, the total reliability 𝑅𝑠𝑑 between 𝑛𝑠 and 𝑛𝑑 is then determined by:  
 
𝑅𝑠𝑑 = 𝑅1 × 𝑅2  (2) 
 
 
Topology: Matrix P (N× N)
Yesns, and nd are in 
the same cluster ?
No
Finding one matrix TFinding two matrices: T1 & T2
 
Application of Poincare twice: R1, R2 Application of Poincare once
Rsd = Reliability between ns and ndRsd = R1×R2
End
Enumerating one group of tie-sets 
between ns and nd:Ts1 ...Tst 
Enumerating two groups of tie-sets, one 
for each cluster:
G1: between ns and cluster head
G2: between nd and cluster head
 
 
Figure 2. Flow chart of MTSA 
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4. RESULTS AND DISCUSSION 
4.1.  Backbone design 
For a network with N-nodes, the backbone is composed of (N-1) links. A Prim’s algorithm is 
utilized as a tool for communication network backbone design. This algorithm is based on the enumeration of 
all distances as given in Table 3 in increasing order. The second step is to select sequentially links with the 
shortest distances provided that no closed loop is made in the topology. The process continues until (N-1) 
links have been selected. The unique exception is a link between Samara and Baghdad instead of Samara to 
Baquba. This is because the difference between the two distances is small (<15 km) and the route to Baquba 
requires a river traverse, rather there is a direct route between Samara and Baghdad. Table 3 summarizes the 
choice of (19) links required for network backbone while Figure 3 represents the network backbone. 
 
 
Table 3. Backbone link selection 
Step 
no 
Link 
(edge) 
Distance 
km 
Selected 
step 
Deleted 
step 
Step 
no 
Link 
(edge) 
Distance 
km 
Selected 
step 
Deleted 
step 
1 12-13 48 1 - 17 1-12 112 17 - 
2 9-10 50 2 - 18 13-15 115 - 18 
3 13-14 58 3 - 19 1-8 120 19 - 
4 7-8 60 4 - 20 1-9 126 - 20 
5 1-10 65 5 - 21 5-7 129 21 - 
6 1-11 67 6 - 22 1-13 132 - 22 
7 2-6 73 7 - 23 18-19 140 23 - 
8 12-14 79 - 8 24 9-12 141 - 24 
9 14-15 83 9 - 25 14-16 145 - 25 
10 3-6 86 10 - 26 2-3 158 - 26 
11 3-5 98 11 - 27 15-17 160 27 - 
12 16-19 100 12 - 28 1-7 160 - 28 
13 8-11 100 - 13 29 7-11 163 - 29 
14 8-9 105 - 14 30 3-4 170 - 30 
15 15-16 107 15 - 31 18-20 175 31 - 
16 4-5 111 16 -      
 
 
 
 
Figure 3. Communication network backbone 
 
 
4.2.  Application of MTSA for proposed topologies 
The new approach for deducing all minimal paths enjoys the advantages of having a lower memory 
requirement since for a network of N nodes it depends on a combination number 𝑐𝑏 ≤ (𝑁 − 1)! rather than 
𝑁! in the case of traditional tie-sets for all spanning trees. This decrease in 𝑐𝑏, is positively reflected on the 
time needed for enumerating all tie-sets.  
Clustering a network will significantly reduce the complexity of the application of (1) which is time 
consuming, and it is the principal source of computing delay. Breaking a network into several clusters will 
reduce the number of mathematical operations required to calculate (1). For example, if the nodes are divided 
into two equal groups, one for each cluster, the original N-node networks will be treated as two separated 
𝑁
2
-
networks. This will facilitate the computing process by having a direct impact on the number of tie-sets 
within each cluster. Two T-matrices (𝑇1 & 𝑇2) will be found for the two clusters, each with dimension 
[(
𝑁
2
− 1) ! × (
𝑁
2
− 1)] instead of the original T-matrix of dimension[(𝑁 − 1)! × (𝑁 − 1)]. The required 
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computation power for two [(
𝑁
2
− 1)! × (
𝑁
2
)] matrices is obviously less than that for one [(𝑁 − 1)! × (𝑁 −
1)] T-matrix. As an example, for 10-node network the T-matrix is of dimension (362880 × 9) while the two 
reduced matrices for each 5-node cluster are of dimension(24 × 4). That is, the combination number is 
decreased by a factorial factor.  
Clustering a network and the use of the newly developed mechanism for deducing tie-sets will 
contribute together to simplify the network reliability evaluation. The simplification ratio will depend on the 
number of clusters, the nodes number in each cluster, and the original and subnetwork topologies. Added to 
that, there is no need for Boolean algebra application, and that, MTSA handles both directed and undirected 
links. The proposed MTSA is proven to be faster than the traditional tie-sets algorithm which enables it to be 
used as a real-time reliability evaluation tool. 
Based on the INCN backbone, three selected topologies are proposed as shown in Figure 4. The 
choices of these topologies are made after reviewing the geographical locations of nodes and adding some 
links to improve the reliability with minimum additional cost. Other additional topologies can be proposed 
for reliability evaluation keeping in mind the cost introduced by the addition of new links to the original 
backbone. It should be emphasized that the present research is a methodical case study that can be utilized as 
a platform for future analysis to make the correct choice of optimal topology.  
The chosen topologies have been subjected to reliability evaluation using MTSA. The obtained 
results are given for all commodities (source- destination) in Table 4 in appendix, where S is the source node, 
D is the destination node, and R is the two-terminal reliability. These results show an increasing 
improvement in the network reliability in ascending order from Net1, Net2, to Net3. The average reliability is 
taken as a measuring criterion for evaluating different topologies. Net3 shows a remarkable improvement in 
the value of average reliability. The average values of all two-terminal reliabilities are found to be (0.932947) 
for Net1, (0.9416658) for Net2, and (0.9619857) for Net3. This is can be explained by the addition of more 
links to the other candidate topologies. 
 
 
 
(a) Net1 (b) Net2 (c) Net3 
 
Figure 4. Candidate topologies 
 
 
5. CONCLUSION  
Four phases are to be followed to ensure an optimal communication network, namely, 
specifications, design, simulation, and implementation. The presented work concentrates on the design 
procedure of a communication network which is based on the specifications and geographical locations of 
main communication nodes. Simulation scenarios must be employed to validate the expected results before 
the implementation of the real network. The design of network backbone using Prim’s algorithm is part of the 
present research. Many selected scenarios have been subjected to reliability evaluation using a newly 
developed procedure (MTSA). One of the proposed candidate networks has been selected as the best reliable 
network for the case study of INCN. The MTSA is based on tie-sets algorithm, with a new proposed method 
to find tie sets group. Network clustering leads to a large reduction in the size of tie-sets matrix which 
contributes toward the simplification of MTSA application.The procedure formulated in this paper promises 
to be an adequate tool in the design of reliable networks, which may be used as an important background for 
any computer network or any other similar communication network. 
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APPENDIX 
 
 
Table 4. Reliability evaluation based on MTSA (a) Net1 results 
S D R S D R S D R S D R 
1 2 0.9604 3 16 0.9205 6 19 0.9097 11 13 0.9232 
1 3 0.9693 3 17 0.9327 6 20 0.8187 11 14 0.9169 
1 4 0.9593 3 18 0.9125 7 8 0.9968 11 15 0.9129 
1 5 0.9685 3 18 0.9125 7 9 0.9756 11 16 0.9260 
1 6 0.9706 3 19 0.9084 7 10 0.9730 11 17 0.9383 
1 7 0.9890 3 20 0.8176 7 11 0.9706 11 18 0.9179 
1 8 0.9917 4 5 0.9872 7 12 0.9517 11 19 0.9139 
1 9 0.9758 4 6 0.9817 7 13 0.9364 11 20 0.8225 
1 10 0.9785 4 7 0.9620 7 14 0.9300 12 13 0.9800 
1 11 0.9751 4 8 0.9610 7 15 0.9259 12 14 0.9747 
1 12 0.9622 4 9 0.9424 7 16 0.9392 12 15 0.9677 
1 13 0.9468 4 10 0.9418 7 17 0.9517 12 16 0.9789 
1 14 0.9404 4 11 0.9642 7 18 0.9310 12 17 0.9414 
1 15 0.9362 4 12 0.9231 7 19 0.9269 12 18 0.9372 
1 16 0.9497 4 13 0.9083 7 20 0.8342 12 19 0.9497 
1 17 0.9622 4 14 0.9021 8 9 0.9785 12 20 0.8547 
1 18 0.9414 4 15 0.8981 8 10 0.9758 13 14 0.9619 
1 19 0.9372 4 16 0.9110 8 11 0.9716 13 15 0.9619 
1 20 0.8435 4 17 0.9231 8 12 0.9543 13 16 0.9800 
2 3 0.9872 4 18 0.9031 8 13 0.9390 13 17 0.9303 
2 4 0.9747 4 19 0.8991 8 14 0.9326 13 18 0.9303 
2 5 0.9816 4 20 0.8092 8 15 0.9285 13 19 0.9468 
2 6 0.9872 5 6 0.9888 8 16 0.9418 13 20 0.8521 
2 7 0.9642 5 7 0.9706 8 17 0.9543 14 15 0.9747 
2 8 0.9629 5 8 0.9698 8 18 0.9336 14 16 0.9677 
2 9 0.9440 5 9 0.9511 8 19 0.9295 14 17 0.9226 
2 10 0.9432 5 10 0.9507 8 20 0.8365 14 18 0.9212 
2 11 0.9619 5 11 0.9759 9 10 0.9785 14 19 0.9362 
2 12 0.9241 5 12 0.9319 9 11 0.9545 14 20 0.8426 
2 13 0.9093 5 13 0.9170 9 12 0.9389 15 16 0.9747 
2 14 0.9031 5 14 0.9108 9 13 0.9239 15 17 0.9212 
2 15 0.8991 5 15 0.9067 9 14 0.9176 15 18 0.9226 
2 16 0.9120 5 16 0.9198 9 15 0.9135 15 19 0.9404 
2 17 0.9241 5 17 0.9319 9 16 0.9267 15 20 0.8463 
2 18 0.9048 5 18 0.9117 9 17 0.9389 16 17 0.9372 
2 19 0.9001 5 19 0.9077 9 18 0.9186 16 18 0.9414 
2 20 0.8101 5 20 0.8169 9 19 0.9145 16 19 0.9622 
3 4 0.9872 6 7 0.9751 9 20 0.8231 16 20 0.8660 
3 5 0.9941 6 8 0.9737 10 11 0.9556 17 18 0.9622 
3 6 0.9941 6 9 0.9544 10 12 0.9416 17 19 0.9414 
3 7 0.9725 6 10 0.9534 10 13 0.9265 17 20 0.8472 
3 8 0.9714 6 11 0.9706 10 14 0.9202 18 19 0.9622 
3 9 0.9525 6 12 0.9340 10 15 0.9161 18 20 0.8660 
3 10 0.9517 6 13 0.9190 10 16 0.9293 19 20 0.9000 
3 11 0.9725 6 14 0.9128 10 17 0.9416    
3 12 0.9327 6 15 0.9087 10 18 0.9212    
3 13 0.9177 6 16 0.9218 10 19 0.9171    
3 14 0.9115 6 17 0.9340 10 20 0.8254    
3 15 0.9074 6 18 0.9137 11 12 0.9383    
Average reliability = 0.9330 
 
S = Sender node, D = Destination Node, R = Reliability 
  
                ISSN: 2089-3272 
IJEEI, Vol. 6, No. 4, December 2018:  448 – 457 
456 
(b) Net2 results 
S D R S D R S D R S D R 
1 2 0.9782 3 16 0.9389 6 19 0.9254 11 13 0.9331 
1 3 0.9886 3 17 0.9513 6 20 0.8329 11 14 0.9268 
1 4 0.9798 3 18 0.9307 7 8 0.9978 11 15 0.9227 
1 5 0.9906 3 19 0.9266 7 9 0.9773 11 16 0.9359 
1 6 0.9874 3 20 0.8339 7 10 0.9756 11 17 0.9483 
1 7 0.9926 4 5 0.9888 7 11 0.9851 11 18 0.9278 
1 8 0.9943 4 6 0.9865 7 12 0.9551 11 19 0.9236 
1 9 0.9774 4 7 0.9863 7 13 0.9398 11 20 0.8313 
1 10 0.9793 4 8 0.9843 7 14 0.9334 12 13 0.9800 
1 11 0.9855 4 9 0.9642 7 15 0.9293 12 14 0.9747 
1 12 0.9622 4 10 0.9627 7 16 0.9427 12 15 0.9677 
1 13 0.9468 4 11 0.9746 7 17 0.9551 12 16 0.9789 
1 14 0.9404 4 12 0.9428 7 18 0.9344 12 17 0.9414 
1 15 0.9362 4 13 0.9276 7 19 0.9303 12 18 0.9372 
1 16 0.9497 4 14 0.9213 7 20 0.8373 12 19 0.9497 
1 17 0.9622 4 15 0.9172 8 9 0.9793 12 20 0.8547 
1 18 0.9414 4 16 0.9305 8 10 0.9774 13 14 0.9619 
1 19 0.9372 4 17 0.9428 8 11 0.9850 13 15 0.9619 
1 20 0.8435 4 18 0.9223 8 12 0.9568 13 16 0.9800 
2 3 0.9888 4 19 0.9182 8 13 0.9415 13 17 0.9303 
2 4 0.9778 4 20 0.8264 8 14 0.9351 13 18 0.9303 
2 5 0.9865 5 6 0.9955 8 15 0.9309 13 19 0.9468 
2 6 0.9888 5 7 0.9971 8 16 0.9443 13 20 0.8521 
2 7 0.9848 5 8 0.9951 8 17 0.9568 14 15 0.9747 
2 8 0.9828 5 9 0.9748 8 18 0.9361 14 16 0.9677 
2 9 0.9628 5 10 0.9733 8 19 0.9319 14 17 0.9226 
2 10 0.9612 5 11 0.9855 8 20 0.8387 14 18 0.9212 
2 11 0.9727 5 12 0.9531 9 10 0.9793 14 19 0.9362 
2 12 0.9413 5 13 0.9379 9 11 0.9666 14 20 0.8426 
2 13 0.9262 5 14 0.9315 9 12 0.9405 15 16 0.9747 
2 14 0.9199 5 15 0.9274 9 13 0.9254 15 17 0.9212 
2 15 0.9158 5 16 0.9407 9 14 0.9191 15 18 0.9226 
2 16 0.9290 5 17 0.9531 9 15 0.9151 15 19 0.9404 
2 17 0.9413 5 18 0.9325 9 16 0.9282 15 20 0.8463 
2 18 0.9209 5 19 0.9284 9 17 0.9405 16 17 0.9372 
2 19 0.9168 5 20 0.8355 9 18 0.9201 16 18 0.9414 
2 20 0.8251 6 7 0.9941 9 19 0.9161 16 19 0.9622 
3 4 0.9888 6 8 0.9921 9 20 0.8245 16 20 0.8660 
3 5 0.9974 6 9 0.9719 10 11 0.9668 17 18 0.9622 
3 6 0.9974 6 10 0.9703 10 12 0.9423 17 19 0.9414 
3 7 0.9953 6 11 0.9817 10 13 0.9272 17 20 0.8472 
3 8 0.9932 6 12 0.9501 10 14 0.9209 18 19 0.9622 
3 9 0.9730 6 13 0.9349 10 15 0.9168 18 20 0.8660 
3 10 0.9715 6 14 0.9285 10 16 0.9300 19 20 0.9000 
3 11 0.9833 6 15 0.9244 10 17 0.9423    
3 12 0.9513 6 16 0.9377 10 18 0.9219    
3 13 0.9361 6 17 0.9501 10 19 0.9178    
3 14 0.9297 6 18 0.9295 10 20 0.8260    
3 15 0.9256    11 12 0.9483    
Average reliability = 0.9417 
 
S = Sender node, D = Destination Node, R = Reliability 
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(c) Net3 results 
S D R S D R S D R S D R 
1 2 0.9782 3 16 0.9526 6 19 0.9438 11 13 0.9506 
1 3 0.9886 3 17 0.9583 6 20 0.9347 11 14 0.9431 
1 4 0.9798 3 18 0.9454 7 8 0.9978 11 15 0.9496 
1 5 0.9906 3 19 0.9450 7 9 0.9773 11 16 0.9496 
1 6 0.9874 3 20 0.9359 7 10 0.9756 11 17 0.9553 
1 7 0.9926 4 5 0.9888 7 11 0.9851 11 18 0.9424 
1 8 0.9943 4 6 0.9865 7 12 0.9621 11 19 0.9420 
1 9 0.9774 4 7 0.9863 7 13 0.9575 11 20 0.9329 
1 10 0.9793 4 8 0.9843 7 14 0.9499 12 13 0.9909 
1 11 0.9855 4 9 0.9642 7 15 0.9565 12 14 0.9851 
1 12 0.9693 4 10 0.9627 7 16 0.9564 12 15 0.9897 
1 13 0.9646 4 11 0.9746 7 17 0.9621 12 16 0.9873 
1 14 0.9570 4 12 0.9497 7 18 0.9492 12 17 0.9442 
1 15 0.9636 4 13 0.9451 7 19 0.9487 12 18 0.9417 
1 16 0.9636 4 14 0.9376 7 20 0.9396 12 19 0.9560 
1 17 0.9693 4 15 0.9441 8 9 0.9793 12 20 0.9527 
1 18 0.9563 4 16 0.9440 8 10 0.9774 13 14 0.9838 
1 19 0.9558 4 17 0.9497 8 11 0.9850 13 15 0.9962 
1 20 0.9466 4 18 0.9369 8 12 0.9638 13 16 0.9942 
2 3 0.9888 4 19 0.9365 8 13 0.9592 13 17 0.9416 
2 4 0.9778 4 20 0.9275 8 14 0.9515 13 18 0.9422 
2 5 0.9865 5 6 0.9955 8 15 0.9581 13 19 0.9597 
2 6 0.9888 5 7 0.9971 8 16 0.9581 13 20 0.9549 
2 7 0.9848 5 8 0.9951 8 17 0.9638 14 15 0.9851 
2 8 0.9828 5 9 0.9748 8 18 0.9509 14 16 0.9808 
2 9 0.9628 5 10 0.9733 8 19 0.9504 14 17 0.9332 
2 10 0.9612 5 11 0.9855 8 20 0.9413 14 18 0.9324 
2 11 0.9727 5 12 0.9601 9 10 0.9793 14 19 0.9482 
2 12 0.9482 5 13 0.9555 9 11 0.9666 14 20 0.9441 
2 13 0.9436 5 14 0.9479 9 12 0.9474 15 16 0.9937 
2 14 0.9361 5 15 0.9545 9 13 0.9428 15 17 0.9407 
2 15 0.9426 5 16 0.9544 9 14 0.9354 15 18 0.9415 
2 16 0.9425 5 17 0.9601 9 15 0.9418 15 19 0.9591 
2 17 0.9482 5 18 0.9473 9 16 0.9418 15 20 0.9542 
2 18 0.9354 5 19 0.9468 9 17 0.9474 16 17 0.9417 
2 19 0.9350 5 20 0.9377 9 18 0.9347 16 18 0.9442 
2 20 0.9260 6 7 0.9941 9 19 0.9342 16 19 0.9636 
3 4 0.9888 6 8 0.9921 9 20 0.9253 16 20 0.9579 
3 5 0.9974 6 9 0.9719 10 11 0.9668 17 18 0.9636 
3 6 0.9974 6 10 0.9703 10 12 0.9492 17 19 0.9442 
3 7 0.9953 6 11 0.9817 10 13 0.9447 17 20 0.9579 
3 8 0.9932 6 12 0.9571 10 14 0.9372 18 19 0.9636 
3 9 0.9730 6 13 0.9525 10 15 0.9437 18 20 0.9867 
3 10 0.9715 6 14 0.9449 10 16 0.9436 19 20 0.9867 
3 11 0.9833 6 15 0.9515 10 17 0.9492    
3 12 0.9583 6 16 0.9514 10 18 0.9365    
3 13 0.9537 6 17 0.9571 10 19 0.9360    
3 14 0.9461 6 18 0.9442 10 20 0.9270    
3 15 0.9526    11 12 0.9553    
Average reliability = 0.9620 
 
S = Sender node, D = Destination Node, R = Reliability 
 
