Introduction
Let G be a Lie subgroup of GL(n). The bundle of frames F on a manifold M n is a principal GL(n)-bundle over M , and a G-structure on M is a principal subbundle P of F with group G, using the given inclusion G ⊂ GL(n) and not some other. By a geometric structure on M we mean a G-structure on M for some Lie subgroup G of GL (n) , that satisfies an integrability condition, which must be a (possibly trivial) partial differential equation involving only the G-structure. Here are some examples of geometric structures:
• The Riemannian metric has G = O(n), and trivial integrability condition. Some nontrivial integrability conditions are for the metric to have constant scalar curvature or to be Ricci-flat.
• Orientation is a geometric structure with G = GL + (n), the matrices of positive determinant, and trivial integrability condition.
• The complex structure has G = GL(n, C), and integrability condition the vanishing of the Nijenhuis tensor. A geometric structure is said to be trivial if it is locally isomorphic to the standard model on R n . Complex structures are always trivial in this sense. An important problem in differential geometry is to produce nontrivial examples of geometric structures that have nontrivial integrability conditions.
A hypercomplex structure ([10, p. 137]; [6] , [7] ) is a collection of three integrable complex structures I 1 , I 2 , I 3 satisfying I 1 I 2 = I 3 on a manifold M of dimension 4n, and is a geometric structure in the above sense with G = GL(n, H). In [6] , [7] the author produced nontrivial examples of hypercomplex manifolds. This paper will use related methods to produce nontrivial examples of a large class of geometric structures composed of complex structures, defined next. Definition 1.1. Let B be a subset of {j ∈ GL(2n) : j 2 = −1} ⊂ GL(2n), and G be the subgroup {x ∈ GL(2n) : xj = jx for all j ∈ B} of GL(2n). Then a G-structure on a manifold M 2n induces an almost complex structure J on M for every element j of B. Define the geometric structure associated to B to be the G-structure, with the integrability condition that the almost complex structure induced by each member of B should be integrable.
Complex and hypercomplex structures are of this form. A convenient notation for these structures uses algebras and modules. For the rest of this article, let an algebra A mean a finite-dimensional algebra with 1 over R, and an A-module mean a finitedimensional, unital, left module over A. Also, let M (n, A) denote the algebra of n × n matrices with entries in A. If B ⊂ GL(2n) is as above, define A to be the subalgebra of M (2n, R) generated over R by B. Then A is an algebra, B ⊂ {a ∈ A : a 2 = −1}, and R 2n is an A-module in the obvious way. Conversely, if A is an algebra and B ⊂ {a ∈ A : a 2 = −1} then any A-module gives rise to a geometric structure associated to B. For instance, when A is the quaternions H and B = {j 1 , j 2 , j 3 }, the A-module H n gives the hypercomplex structure in dimension 4n.
An important family of algebras are the Clifford algebras, which were studied by Atiyah et al. in [1] . Let V = R n with the usual distance |.|, and T n be the infinitedimensional graded algebra
and multiplication is by tensor products in the obvious way. Let I n be the two-sided ideal of T n generated by elements of the form x ⊗ x + |x| 2 · 1 for x ∈ V . Define C n to be the quotient algebra T n /I n . Then C n is the n th Clifford algebra, as defined in [1, §2] . The first three Clifford algebras are C 0 ∼ = R, C 1 ∼ = C and C 2 ∼ = H, and from [1, Table 1 ], the sequence continues
, and so on.
Let (j 1 , . . . , j n ) be an orthonormal basis of V . Then j k are elements of C n and satisfy j 2 k = −1 and j k j l = −j l j k for all k, l = 1, . . . , n with k = l. So putting A = C n and B = {j 1 , . . . , j n }, we see that any A-module gives rise to a geometric structure consisting of n anticommuting complex structures, and conversely, any such geometric structure comes from an A-module. In [1, §5] , modules over Clifford algebras are classified, and this gives all possible geometric structures composed of anticommuting complex structures.
In §2 we define some notation and use it to put the integrability condition for a complex structure in a simple form. Then §3 gives a construction for the structures of Definition 1.1, using biquotients C\D/E of Lie groups. Sections 4 and 5 apply this construction in different ways, to produce in particular geometric structures that are not locally homogeneous, and compact manifolds with nontrivial geometric structures. In §6 we shall consider complex manifolds with affine connections and show that if the curvature of the connection satisfies a condition related to the Kähler structure, then the tangent and cotangent bundles of the manifold admit a geometric structure composed of two commuting complex structures. This may be regarded as a sort of Penrose transform. The results are applied to hypercomplex manifolds in §7.
The complex decomposition of tensors
Let X be an almost complex manifold, with almost complex structure J, which will be written with indices as J 
say. But then by definition, w 
Constructing geometric structures using Lie groups
Let D be a Lie group, and let C, E be Lie subgroups of D, possibly discrete. Then C\D/E is the double coset space of double cosets CdE for d ∈ D. We shall refer to C\D/E as a biquotient. Since C, D and E are Lie groups, the biquotient C\D/E has the structure of a manifold with singularities, so that some open set of C\D/E is a manifold.
Let A be an algebra and B ⊂ {a ∈ A : a 2 = −1}. We will shortly explain how to use data on the Lie algebras c, d and e of C, D and E to define an A-module structure on each tangent space of an open subset C\U/E of the biquotient C\D/E. Thus each element of B gives rise to an almost complex structure on this subset. We shall show that under certain conditions each of these almost complex structures is integrable, so that they form a geometric structure associated to B, as in §1. This gives a general construction for geometric structures of this form, which will be applied in the following sections. The result is loosely based on [7, §4] .
Let d = c ⊕ S, where S is a vector subspace (not necessarily a Lie subalgebra) of d containing e, that is invariant as a subspace under the adjoint action ad(e) of all e ∈ E. The tangent space of D/E at E is d/e, which contains S/e as a subspace. Because of the invariance of S by E, this is the fibre at E of a subbundle
Here the first condition ensures that CuE is a manifold point of C\D/E, and the second implies that at uE, the fibre of S is transverse to the left action of C, so that the projection from U/E to C\U/E induces an isomorphism between the fibres of S and the tangent spaces of C\U/E. Now let S/e be given an A-module structure that is invariant under the adjoint action of E. Then the fibres of S have a left-invariant A-module structure, and projecting to C\U/E defines an A-module structure on its tangent bundle by the isomorphism above. Therefore C\U/E is a manifold, with an A-module structure on each tangent space. (2), φ| S gives an isomorphism between S and each tangent space of C\U .
Theorem 3.1. In the situation above, let j ∈ B and define
Let W be the subbundle of T (C\U ) ⊗ C identified with V by φ at each point. We claim that for any sections x, y of W , the Lie bracket [x, y] of complex vector fields is also a section of W . To prove this, let
, where x k and y k are smooth complex functions on C\U . Therefore
so it is sufficient to show that
Now from the definition of the A-module structure on the tangent spaces of C\U/E and the remarks above about the relation between left-invariance and the vector fields φ(d), it can be seen that the subbundle W of T (C\U ) ⊗ C is exactly the inverse image under the projection from C\U to C\U/E of the bundle of complex vectors of the form to sections x, y of W on C\U , and we may in addition require x, y to be invariant under the right action of E.
As we showed above, [x, y] is a section of W , which must also be E-invariant, and so projects down to a well-defined complex vector field w on C\U/E. This w is of the form w . But this is the criterion for integrability of J given in §2. Therefore J, the almost complex structure defined by j, is integrable. If C is discrete, then the structure on the biquotient C\U/E is locally homogeneous by the left action of D. There are two other cases when this happens. Firstly, if C is a normal subgroup of D, then the resulting structure is a homogeneous structure on Q/E, where Q is the quotient group D/C. (In a similar way, if E is normal we can pass to quotient subgroups.) Secondly, if S is a Lie subalgebra of d, then S is the Lie algebra of a subgroup Q of D, and there is a local isomorphism between C\U/E and Q/E taking the structure on C\U/E to a left-invariant structure on Q/E. So for the geometric structure of Theorem 3.1 to be locally inhomogeneous, c cannot be normal in d, and S cannot be a Lie subalgebra of d.
Examples
Here are some examples of the construction of §3. Example 1. In [11, §6] and later in [7, §4] , many compact semisimple groups D were shown to have homogeneous hypercomplex structures. We may therefore ask if there are homogeneous geometric structures associated to B on compact, semisimple, nonabelian D for other interesting A, B. For A the Clifford algebra C n of §1 with n > 3 and B = {j 1 , . . . , j n }, the answer is no. This has been proved by Spindel et al., as the main result of [11] , which is a Physics paper about supersymmetric sigma-models. They also claim the result for noncompact groups D, but we shall shortly see that this is false. The problem comes on [11, p. 676 ], the sentence after (4.37), in which they reduce the noncompact case to the compact case, and is because of a confusion about the notion of a positive system of roots for the Lie algebra of a noncompact group.
The most obvious groups carrying many homogeneous complex structures are matrix groups. Let A be an algebra, and let B ⊂ {a ∈ A : a 2 = −1}. Then M (n, A) is the algebra of n × n matrices with entries in A. Let GL(n, A) be the subset of invertible elements of M (n, A). Then D = GL(n, A) is a Lie group under multiplication. As examples, we could take A = GL(m, F) for F = R, C or H, and then GL(n, A) = GL(mn, F) is a semisimple, noncompact Lie group. Left multiplication by A gives an A-module structure upon d = M (n, A). Putting C = E = {1} and S = d, it is easy to verify that this A-module structure satisfies the conditions of Theorem 3.1, and defines a homogeneous geometric structure on D.
For example, A = M (2, H) is the Clifford algebra C 4 , so the noncompact, semisimple Lie group GL(2, H) carries four homogeneous, anticommuting complex structures, which is a counterexample to the claim made by Spindel et al. and mentioned above. Unfortunately, geometric structures produced in this way are always trivial, as they are induced from the A-module structure on M (n, A) by the inclusion D ⊂ M (n, A). However, even these trivial structures are of interest to physicists working upon supersymmetric sigma-models. (See for example [11] and references therein.) Example 2. Here is a construction using nilpotent Lie groups. In examples it usually yields nontrivial, inhomogeneous structures. Let A be an algebra, and let B ⊂ {a ∈ A : a 2 = −1}. Let Y be a nonzero A-module and Z be a real vector space. Suppose that p : Y ×Y → Z is a nonzero, bilinear, antisymmetric map satisfying p(y 1 , y 2 ) = p(j ·y 1 , j ·y 2 ) for j ∈ B and y 1 , y 2 ∈ Y , and suppose that r : Z → Y is a nonzero linear map satisfying p r(z 1 ), r(z 2 ) = 0 for z 1 
With this operation, D is a nonabelian, nilpotent Lie group with identity 1 = (0, 0), and 
Let C and E be the connected subgroups of D with Lie algebras c = v 3 and e = u 3 +v 3 . 
and j 3 = j 1 j 2 . Then j 1 , j 2 , j 3 are invariant under the action of E on S/e. Calculation shows that each of j 1 , j 2 and j 3 satisfy the condition [V, V ] ⊂ V of Theorem 3.1. Therefore Theorem 3.1 shows that there is a hypercomplex structure on the noncompact 4-manifold C\U/E. Since C ⊂ SU (1, 1), the subgroup SU (2) ⊂ D commutes with C, and thus SU (2) acts on the left on C\U/E preserving the hypercomplex structure. In fact, a computation in coordinates shows that we have constructed the Eguchi-Hanson space [5] , which is a well-known explicit hypercomplex structure on the noncompact 4-manifold T * CP 1 . LetG be the Lie group with Lie algebrag =h ⊕m, whereh andm are isomorphic to h and m respectively as vector spaces, but the Lie bracket is given by
Note the sign of the [m 1 , m 2 ] term. Theng is a Lie algebra, so thatG is a Lie group, and the subalgebrah generates a connected subgroupH ofG that is isomorphic to H, modulo quotients by discrete subgroups of the centres of G,G. Let D = G ×G, let C =H ⊂ D, and let E be the 'diagonal subgroup' of H ×H ⊂ D, composed of elements of the form (h, h) using the identification H ∼ =H. Define S = e ⊕ m ⊕m. Then d = c ⊕ S, e ⊂ S, S is invariant under the adjoint action of E, and S/e ∼ = m ⊕m.
Define complex structures j 1 , j 2 and j 3 on S/e by
Then B = {j 1 , j 2 , j 3 } is a hypercomplex structure on S/e. The complex structures are invariant under the adjoint action of E. It is easy to show that j 1 , j 2 and j 3 satisfy the condition [V, V ] ⊂ V of Theorem 3.1. Therefore Theorem 3.1 shows that the biquotient C\U/E has a hypercomplex structure. Since C ⊂G, the subgroup G of D commutes with C, and therefore the hypercomplex structure on C\U/E is invariant under the left action of G. Thus we have shown that for each Kähler symmetric space G/H of dimension 2k, there is an associated hypercomplex manifold C\U/E of dimension 4k invariant under G, that in fact contains G/H as a submanifold. This situation is very reminiscent of the hypercomplex structures constructed on some coadjoint orbits of a semisimple complex group by Kronheimer [8] , [9] , using instanton moduli spaces. It seems feasible that there is some general construction of hypercomplex structures on biquotients that will include all of Kronheimer's examples as special cases, but the author has not yet found such a construction.
Compact examples
Let A be an algebra, and let B ⊂ {a ∈ A : a 2 = −1} contain j , j with j = ±j . Let Y, Z be nonzero A-modules, and p : Y × Y → Z be a nonzero, bilinear, antisymmetric map satisfying p(y 1 , y 2 ) = p(j · y 1 , j · y 2 ) for j ∈ B, such that for some y , y ∈ Y we have
With this operation, D is a nonabelian, nilpotent Lie group with identity 1 = (0, 0). The Lie algebra d of D is Y ⊕ Z, which is an A-module. Define E to be {1}, and C to be any discrete subgroup of D.
Proposition 5.1. The A-module structure on d induces a nontrivial geometric structure on C\D associated to B.
Proof. We shall apply Theorem 3.1. As C, E are discrete, c = e = {0}, and so S = d in the set-up of §3; also U = D and for j ∈ B, V = (1 − ij) · d. To apply the theorem we must show that [ (10) and the relation p(w, x) = p(j · w, j · x). Therefore [V, V ] = {0}, and as this holds for each j ∈ B, Theorem 3.1 applies to give a geometric structure on C\D associated to B.
In the case C = {1}, we have a left-invariant geometric structure on D, and the case C discrete is locally isomorphic to the case C = {1}. Now the structure can only be trivial if D is acting on d preserving the trivial geometric structure associated to B. It is easy to show that for D of the simple form we have chosen, this happens exactly when 
But in the definition of p, we required that j · p(j · y , y ) = j · p(j · y , y ) for some y , y ∈ Y and j , j ∈ B. Therefore no suitable map φ exists, and the geometric structure constructed above on C\D is nontrivial.
By choosing C such that C\D is compact in Proposition 5.1, we will get a compact manifold with a nontrivial geometric structure associated to B. Let A be an algebra, and let B ⊂ {a ∈ A : a 2 = −1} contain j , j with j = ±j . Suppose T is an A-module that admits at least one nonzero symmetric bilinear function χ : Proof. Using χ it is easy to find a nonzero, symmetric, bilinear map q : T × T → T satisfying the conditions that q(t 1 , t 2 ) = q(j · t 1 , j · t 2 ) for j ∈ B and t 1 , t 2 
, and that {q(t k , t l ) : k, l = 1, . . . , n} generate a discrete subgroup of T for some basis {t 1 , . . . , t n } of T over R. Let U, V be finite-dimensional real vector spaces, and let r : U × U → V be a nonzero, antisymmetric, bilinear map satisfying the condition that for some fixed basis {u 1 , . . . , u m } of U , the elements {r(u k , u l ) : k, l = 1, . . . , m} generate a discrete subgroup of V . This can easily be arranged, for instance by taking (u, u ) . The A-module structure on T induces an Amodule structure on Y and Z, and p is clearly nonzero and antisymmetric, and satisfies p(y 1 , y 2 ) = p(j ·y 1 , j ·y 2 ) for j ∈ B because q does. Choose some k, l such that r(u k , u l ) = 0, and put y = τ ⊗ u k , y = τ ⊗ u l . Then j · p(j · y , y ) = j · p(j · y , y ) as we require. Now the definitions above ensure that that commutators of elements t k ⊗ u l ∈ Y ⊂ D generate a discrete subgroup of the abelian subgroup Z of D. Choose a discrete lattice Λ in Z such that 2Λ contains all these commutators, and Z/Λ is a torus. Define (10), so C is closed under multiplication, and also has inverses. Moreover, C\D is compact, as it is easily shown to be a (nontrivial) torus bundle over a torus, where the fibre is Z/Λ and the base space is Y divided by the lattice generated by the elements t k ⊗ u l . The definitions we have made satisfy all the necessary conditions, so Proposition 5.1 applies, and the proof is complete.
When A is the Clifford algebra C n of §1 for n > 1 and B = {j 1 , . . . , j n }, we may take T = A and χ(t, t ) = t, t using the natural inner product, and then Proposition 5.2 shows that there are nontrivial compact examples of manifolds with n anticommuting complex structures. More generally, if A is an algebra with a vector space automorphism * satisfying * 
Connections on complex manifolds
Let X be a complex manifold with complex structure J, and let ∇ be a torsionfree connection on X satisfying ∇J = 0, which will be written in the usual way as Γ ). In these coordinates, Γ may be decomposed into components relative to J as in §2, but as Γ is not a tensor the decomposition does depend on the coordinate system. To avoid the complications this raises, we shall restrict to coordinate systems (x 
Now by [4, Lemma 5] , the curvature tensor of a Kähler manifold satisfies
So the curvature of the Levi-Civita connection of a Kähler metric satisfies (14), whereas the curvature of a torsion-free GL(n, C)-connection ∇ only need satisfy (13), which is weaker. For ∇ to satisfy (14) it is necessary and sufficient that it should satisfy the additional condition R The tangent bundle T X of X is naturally a complex manifold, with complex structure also denoted J. Its tangent space T (T X) splits into a direct sum H ⊕ V , where H is the horizontal subspaces of the connection ∇, and V is the tangent spaces to the fibres of T X → X. Now V is closed under J as T X is a holomorphic bundle, and H is closed under J as ∇J = 0. Thus we may define an almost complex structure K on T X, by K = J on H and K = −J on V . Then K commutes with J and projects down to J on X. In the Kähler case, the metric identifies T X and T We may interpret Theorem 6.2 as a sort of miniature twistor transform, since a curvature condition translating to the integrability of an almost complex structure on an auxiliary bundle is exactly the same set-up as the Penrose transform for self-dual conformal 4-manifolds [2] . The structure on T X is a geometric structure associated to {J ⊕J, J ⊕−J}.
The simplest examples of complex-flat manifolds are Kähler manifolds, taking ∇ to be the Levi-Civita connection of the Kähler metric. However, there are ways of finding complex-flat manifolds with no compatible Kähler metric. For example, a complex-flat manifold M can appear as a complex submanifold of another complex-flat manifold X; to induce a complex-flat connection on the submanifold one must choose a splitting of T X| M into T M and some other bundle holomorphic w.r.t. K. There is also a quotient for complex-flat manifolds based upon the ideas of [6] ; the moment map µ must satisfy the condition that dµ is a holomorphic section of T * X w.r.t. K. (Ju, v) . But this is a closed form, as it is the imaginary part of the canonical holomorphic 2-form on T * M , regarded as a complex manifold w.r.t. J. Thus K is integrable, g is pseudo-hermitian w.r.t. K, and the associated 2-form is closed, so g is pseudo-Kähler w.r.t. K.
Hypercomplex structures and complex-flat structures
Let M be a hypercomplex manifold ( §1) with complex structures J 1 , J 2 , J 3 . By [10, Proposition 9 .12], there is a unique connection ∇ on M called the Obata connection, that is torsion-free and satisfies ∇J k = 0. We shall show that ∇ is a complex-flat connection for each of the complex structures J k . Proof. We shall prove the result for J 1 , for by symmetry it then holds for J 2 , J 3 . As ∇ is torsion-free and ∇J k = 0, from §6 the curvature R satisfies R Proof. As ∇ preserves the complex structures, it preserves the GL(n, H) ⊕ GL(n, H)-structure and therefore the distribution of horizontal subspaces of the Obata connection ∇ of M . But it can easily be shown using the Frobenius theorem that any subbundle of T M preserved by a torsion-free ∇ must be an integrable subbundle. Thus the Obata connection of M is flat, and so the hypercomplex structure of M is trivial.
Here is a construction of the Obata connection of a hypercomplex manifold: The theory of holonomy ( [3] , [10] ) is a way of providing a unified treatment for a wide class of geometric structures. The geometric structures it studies consist of a G-structure on a manifold ( §1), preserved by a torsion-free connection ∇; the existence of ∇ implies a partial differential equation on the G-structure. Calculating with representation theory one can show that comparatively few groups G lead to nontrivial structures.
From Lemma 7.3 we see that geometric structures associated to B lie outside the theory of holonomy. In fact geometric structures fall into three classes according to the behaviour of the 1-jet of the structure at a point. Firstly, the 1-jet may always be uniquely isomorphic to the flat model; secondly, it may be isomorphic to the flat model, but in many ways; and thirdly, the 1-jet may not always be isomorphic to the flat model. In the first two cases the structure is preserved by a torsion-free connection, which is only unique in the first case. In the third case, which includes geometric structures associated to B , there need be no such connection. The 'curvature' of such a structure is visible at the level of 1-jets.
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