Abstract-In multilabel learning, each instance in the training set is associated with a set of labels and the task is to output a label set whose size is unknown a priori for each unseen instance. In this paper, this problem is addressed in the way that a neural network algorithm named BP-MLL, i.e., Backpropagation for Multilabel Learning, is proposed. It is derived from the popular Backpropogation algorithm through employing a novel error function capturing the characteristics of multilabel learning, i.e., the labels belonging to an instance should be ranked higher than those not belonging to that instance. Applications to two real-world multilabel learning problems, i.e., functional genomics and text categorization, show that the performance of BP-MLL is superior to that of some well-established multilabel learning algorithms.
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INTRODUCTION
M ULTILABEL learning tasks are ubiquitous in real-world problems. For instance, in text categorization, each document may belong to several predefined topics, such as government and health [18] , [28] ; in bioinformatics, each gene may be associated with a set of functional classes, such as metabolism, transcription and protein synthesis [8] ; in scene classification, each scene image may belong to several semantic classes, such as beach and urban [2] . In all these cases, instances in the training set are each associated with a set of labels and the task is to output the label set whose size is not known a priori for the unseen instance.
Traditional two-class and multiclass problems can both be cast into multilabel ones by restricting each instance to have only one label. On the other hand, the generality of multilabel problems inevitably makes them more difficult to solve. An intuitive approach to solving a multilabel problem is to decompose it into multiple independent binary classification problems (one per category). However, this kind of method does not consider the correlations between the different labels of each instance and the expressive power of such a system can be weak [8] , [18] , [28] . Fortunately, several approaches specially designed for multilabel learning tasks have been proposed, such as multilabel text categorization algorithms [12] , [18] , [28] , [30] , multilabel decision trees [4] , [5] , and multilabel kernel methods [2] , [8] , [16] . In this paper, a neural network algorithm named BP-MLL, i.e., Backpropagation for Multilabel Learning, is proposed, which is the first multilabel neural network algorithm. As its name implies, BP-MLL is derived from the popular Backpropagation algorithm [24] through replacing its error function with a new function defined to capture the characteristics of multilabel learning; that is, the labels belonging to an instance should be ranked higher than those not belonging to that instance. Applications to two real-world multilabel learning problems, i.e., functional genomics and text categorization, show that BP-MLL outperforms some well-established multilabel learning algorithms.
The rest of this paper is organized as follows: In Section 2, a formal definition of multilabel learning is given and previous works in this area are reviewed. In Section 3, BP-MLL is presented. In Section 4, evaluation metrics used in multilabel learning are briefly introduced. In Section 5 and Section 6, experiments of BP-MLL on two real-world multilabel learning problems are reported, respectively. Finally, in Section 7, the main contribution of this paper is summarized. drawn from an unknown distribution D, the goal of the learning system is to output a multilabel classifier h : X ! 2 Y , which optimizes some specific evaluation metric. In most cases, however, instead of outputting a multilabel classifier, the learning system will produce a real-valued function of the form f : X Â Y ! IR. It is supposed that, given an instance x i and its associated label set Y i , a successful learning system will tend to output larger values for labels in Y i than those not in Y i , i.e. fðx i ; y 1 Þ > fðx i ; y 2 Þ, for any y 1 2 Y i and y 2 = 2 Y i . The realvalued function fðÁ; ÁÞ can be transformed to a ranking function rank f ðÁ; ÁÞ, which maps the outputs of fðx i ; yÞ for any y 2 Y to f1; 2; . . . ; Qg such that, if fðx i ; y 1 Þ > fðx i ; y 2 Þ, then rank f ðx i ; y 1 Þ < rank f ðx i ; y 2 Þ. Note that the corresponding multilabel classifier hðÁÞ can also be derived from the function fðÁ; ÁÞ: hðx i Þ ¼ fyjfðx i ; yÞ > tðx i Þ; y 2 Yg, where tðÁÞ is a threshold function, which is usually set to be the zero constant function. As stated in the above section, the generality of multilabel problems inevitably makes them more difficult to solve than traditional single-label (two-class or multiclass) problems. Until now, only a few works on multilabel learning are available, which mainly concern the problems of text categorization [5] , [12] , [16] , [18] , [28] , [30] , bioinformatics [4] , [8] , and scene classification [2] .
MULTILABEL LEARNING
Research on multilabel learning was initially motivated by the difficulty of concept ambiguity encountered in text categorization, where each document may belong to several topics (labels) simultaneously. One famous approach to solving this problem is BOOSTEXTER, proposed by Schapire and Singer [28] , which is, in fact, extended from the popular ensemble learning method ADABOOST [10] . In the training phase, BOOSTEXTER maintains a set of weights over both training examples and their labels, where training examples and their corresponding labels that are hard (easy) to predict correctly get incrementally higher (lower) weights. In 1999, McCallum [18] proposed a Bayesian approach to multilabel document classification, where a mixture probabilistic model (one mixture component per category) is assumed to generate each document and the EM algorithm [6] is utilized to learn the mixture weights and the word distributions in each mixture component. In 2003, Ueda and Saito [30] presented two types of probabilistic generative models for multilabel text, called parametric mixture models (PMM1, PMM2), where the basic assumption under PMMS is that multilabel text has a mixture of characteristic words appearing in single-label text that belong to each category of the multicategories. It is worth noting that the generative models used in [18] and [30] are both based on learning text frequencies in documents and are, thus, specific to text applications. Also in 2003, Comité et al. [5] extended alternating decision tree [9] to handle multilabel data, where the ADABOOST.MH algorithm proposed by Schapire and Singer [27] is employed to train the multilabel alternating decision trees.
In 2004, Gao et al. [12] generalized the maximal figure-ofmerit (MFoM) approach [11] for binary classifier learning to the case of multiclass, multilabel text categorization. They defined a continuous and differentiable function of the classifier parameters to simulate specific performance metrics, such as precision and recall etc. (microaveraging F 1 in their paper). Their method assigns a uniform score function to each category of interest for each given test example and, thus, the classical Bayes decision rules can be applied. One year later, Kazawa et al. [16] converted the original multilabel learning problem of text categorization into a multiclass single-label problem by regarding a set of topics (labels) as a new class. To cope with the data sparseness caused by the huge number of possible classes (Q topics will yield 2 Q classes), they embedded labels into a similarity-induced vector space in which prototype vectors of similar labels would be placed close to each other. They also provided an approximation method in learning and efficient classification algorithms in testing to overcome the demanding computational cost of their method.
In addition to text categorization, multilabel learning has also manifested its effectiveness in other real-world applications, such as bioinformatics and scene classification. In 2001, Clare and King [4] adapted C4.5 decision tree [22] to handle multilabel data (gene expression in their case) through modifying the definition of entropy. They chose decision trees as the baseline algorithm because its output (equivalently, a set of symbolic rules) is interpretable and can be compared with existing biological knowledge. It is also noteworthy that their goal is to learn a set of accurate rules, not necessarily a complete classification. One year later, through defining a special cost function based on ranking loss (as shown in (24)) and the corresponding margin for multilabel models, Elisseeff and Weston [8] proposed a kernel method for multilabel classification and tested their algorithm on a yeast gene functional classification problem with positive results. In 2004, Boutell et al. [2] applied multilabel learning techniques to scene classification. They decomposed the multilabel learning problem into multiple independent binary classification problems (one per category), where each example associated with label set Y will be regarded as a positive example when building classifier for class y 2 Y while regarded as a negative example when building classifier for class y = 2 Y . They also provided various labeling criteria to predict a set of labels for each test instance based on its output on each binary classifier. Note that, although most works on multilabel learning assume that an instance can be associated with multiple valid labels, there are also works assuming that only one of the labels associated with an instance is correct [14] . 1 As reviewed above, most of the existing multilabel learning algorithms are derived from traditional learning techniques such as probabilistic generative models [18] , [30] , boosting methods [28] , decision trees [4] , [5] , and maximal margin methods [8] , [2] , [16] . However, as a popular and effective learning mechanism, there has not been any multilabel learning algorithm derived from a neural network model. In the following section, the first multilabel learning algorithm based on a neural network model, i.e., BP-MLL, is proposed.
BP-MLL
Neural Networks
As defined in the literature [17] , neural networks are massively parallel interconnected networks of simple (usually adaptive) elements and their hierarchical organizations, which are intended to interact with the objects of the real world in the same way that biological nervous systems do. The earliest work on neural networks dates back to McCulloch and Pitts's M-P model of a neuron [19] , which is then followed by considerable work in the 1950s and 1960s on single-layer neural networks [23] , [31] . Although singlelayer neural networks were successful in classifying certain patterns, they had a number of limitations so that even simple functions such as XOR could hardly be learned [20] . Such limitations led to the decline of research on neural networks during the 1970s. In the early 1980s, research on neural networks resurged largely due to successful learning algorithms for multilayer neural networks. Currently, diverse neural networks exist, such as multilayer feedforward networks, radial basis function networks, adaptive resonance theory models, self-organizing feature mapping networks, etc. Neural networks provide general and practical techniques for learning from examples, which have been widely used in various areas.
In this paper, traditional multilayer feed-forward neural networks are adapted to learn from multilabel examples. Feed-forward networks have neurons arranged in layers, with the first layer taking inputs and the last layer producing outputs. The middle layers have no connection with the external world and, hence, are called hidden layers. Each neuron in one layer is connected (usually fully) to neurons on the next layer and there is no connection among neurons in the same layer. Therefore, information is constantly fed forward from one layer to the next one. Parameters of the feed-forward networks are learned by minimizing some error function defined over the training examples, which commonly takes the form of the sum of the squared difference between the network output values and the target values on each training example. The most popular approach to minimizing this sum-of-squares error function is the backpropagation algorithm [24] , which uses gradient descent to update parameters of the feed-forward networks by propagating the errors of the output layer successively back to the hidden layers. More detailed information about neural networks and related topics can be found in textbooks such as [1] and [13] .
Actually, adapting traditional feed-forward neural networks from handling single-label examples to multilabel examples requires two keys. The first key is to design some specific error function other than the simple sum-of-squares function to capture the characteristics of multilabel learning. Secondly, some revisions have to be made accordingly for the classical learning algorithm in order to minimize the newly designed error function. These two keys will be described in detail in the following two sections, respectively.
Architecture
Let X ¼ IR d be the instance domain and Y ¼ f1; 2; . . . ; Qg be the finite set of class labels. Suppose the training set is composed of m multilabel instances, i.e., Since the goal of multilabel learning is to predict the label sets of unseen instances, an intuitive way to define the global error of the network on the training set could be
where E i is the error of the network on x i , which could be defined as
where c i j ¼ c j ðx i Þ is the actual output of the network on x i on the jth class and d i j is the desired output of x i on the jth class, which takes the value of either +1 ðj 2
Combining (2) with (1), various optimization methods can be directly applied to learn from the multilabel training instances. In this paper, the classical Backpropagation algorithm [24] is used to learn from this intuitive global error function and the resulting algorithm is named as BASICBP. However, although BASICBP is feasible, some important characteristics of multilabel learning are not considered by this method. Actually, the error function defined in (2) concentrates only on individual label discrimination, i.e., whether a particular label j 2 Y belongs to the instance x i or not; it does not consider the correlations between the different labels of x i , e.g., labels in Y i should be ranked higher than those not in Y i . In this paper, these characteristics of multilabel learning are appropriately addressed by rewriting the global error function as follows:
As regards the right-hand side of (3), the ith error term measures the difference between the outputs of the network on one label belonging to x i (k 2 Y i ) and one label not belonging to it (l 2 Y i ). It is obvious that the bigger the difference, the better the performance. Furthermore, the negation of this difference is fed to the exponential function in order to severely penalize the ith error term if c i k (i.e., the output on the label belonging to x i ) is much smaller than c i l (i.e., the output on the label not belonging to x i ). The summation in the ith error term takes account of the accumulated difference between the outputs of any pair of labels with one belonging to x i and another not belonging to x i , which is then normalized by the total number of possible pairs, i.e. jY i jjY i j.
2 In this way, the correlations between different labels of x i , i.e., labels in Y i should get larger network outputs than those in Y i , are appropriately addressed.
As analyzed above, (3) focuses on the difference between the network's outputs on labels belonging to one instance and on other labels not belonging to it. Therefore, minimization of (3) will lead the system to output larger values for labels belonging to the training instance and smaller values for those not belonging to it. When the training set sufficiently covers the distribution information of the learning problem, the well-trained neural network model encoding these information will also eventually give larger outputs for the labels belonging to the test instance than those labels not belonging to it. Actually, this error function is closely related to the ranking loss criterion (as shown in (24)) which will be introduced in Section 4.
In this paper, minimization of the global error function is carried out by gradient descent combined with the error backpropagation strategy [24] , which is scrutinized in the following section.
Training and Testing
For training instance x i and its associated label set Y i , the actual output of the jth output unit is (omitting the superscript i without loss of generality)
where j is the bias of the jth output unit; fðxÞ is the activation function of the output units, which is set to be the "tanh" function:
netc j is the input to the jth output unit:
where w sj is the weight connecting the sth hidden unit and the jth output unit; and M is the number of hidden units. b s is the output of the sth hidden unit:
where s is the bias of the sth hidden unit and fðuÞ is also the "tanh" function. netb s is the input to the sth hidden unit:
where a h is the hth component of x i and v hs is the weight connecting the hth input unit and the sth hidden unit.
Since the "tanh" function is differentiable, we can define the general error of the jth output unit as
Considering c j ¼ fðnetc j þ j Þ, we get (11) into (10), we get
Similarly, we can define the general error of the sth hidden unit as 
In order to reduce error, we can use gradient descent strategy, i.e., make the change of the weights be proportional to negative gradient: 
The biases are changed according to (by fixing the activations of the extra input unit a 0 and hidden unit b 0 at 1)
where is the learning rate whose value is in the range of ð0:0; 1:0Þ. Therefore, based on the above derivation, the training procedure of BP-MLL can be conveniently set up. In detail, in each training epoch of BP-MLL, the training instances are fed to the network one by one. For each multilabel instance ðx i ; Y i Þ, the weights (and biases) are modified according to (17) through (19) . After that, ðx iþ1 ; Y iþ1 Þ is fed to the network and the training process is iterated until the global error E doesn't decrease any more or the number of training epochs increases to a threshold.
When a trained BP-MLL network is used in prediction for an unseen instance x, the actual outputs c j (j ¼ 1; 2; . . . ; Q) will be used for label ranking. The associated label set for x is determined by a threshold function tðxÞ, i.e., Y ¼ fjjc j > tðxÞ; j 2 Yg. A natural solution is to set tðxÞ to be the zero constant function. Nevertheless, in this paper, the threshold learning mechanism used in the literature [8] is adopted, which generalizes the above natural solution. In detail, tðxÞ is modeled by a linear function tðxÞ ¼ w T Á cðxÞ þ b, where cðxÞ ¼ ðc 1 ðxÞ; c 2 ðxÞ; . . . ; c Q ðxÞÞ is the Q-dimensional vector whose jth component corresponds to the actual output of the trained network on x on the jth class. The procedure used to learn the parameters of tðxÞ (i.e., the weight vector w T and bias value b) is described as follows: For each multilabel training example ðx i ; Y i Þ (1 i m), let cðx i Þ ¼ ðc 
When the minimum is not unique and the optimal values are a segment, the middle of this segment is chosen. Based on the above process, the parameters of the threshold function can be learned through solving the matrix equation È Á w 0 ¼ t. Here, matrix È has dimensions m Â ðQ þ 1Þ whose ith row is ðc i 1 ; . . . ; c i Q ; 1Þ, w 0 is the ðQ þ 1Þ-dimensional vector ðw; bÞ, and t is the m-dimensional vector ðtðx 1 Þ; tðx 2 Þ; . . . ; tðx m ÞÞ. In this paper, the linear least squares method is then applied to find the solution of the above equation. When a test instance x is given, it is first fed to the trained network to get the output vector cðxÞ. After that, the threshold value for x is computed via tðxÞ ¼ w T Á cðxÞ þ b. It is worth noting that the number of computations needed to evaluate the derivatives of the error function scales linearly with the size of the network. In words, let W be the total number of weights and biases of the BP-MLL network, i.e., W ¼ ðd þ 1Þ Â M þ ðM þ 1Þ Â Q (usually d ) Q and M > Q). The total number of computations needed mainly comes from three phases, i.e., the forward propagation phase (computing b s and c j ), the backward propagation phases (computing d j and e s ), and the weights and biases update phase (computing Áw sj , Áv hs , Á j , and Á s ). In the forward propagation phase, most computational cost is spent in evaluating the sums as shown in (6) and (8), with the evaluation of the activation functions as shown in (4) and (7) representing a small overhead. Each term in the sum in (6) and (8) requires one multiplication and one addition, leading to an overall computational cost which is OðW Þ. In the backward phase, as shown in (12) and (16), computing each d j and e i both requires OðQÞ computations. Thus, the overall computational cost in the backward propagation phase is OðQ 2 Þ þ OðQ Â MÞ, which is at most OðW Þ. As for the weights and biases update phase, it is evident that the overall computational cost is again OðW Þ. To sum up, the total number of computations needed to update the BP-MLL network on each multilabel instance is OðW Þ, indicating that the network training algorithm is very efficient. Thus, the overall training cost of BP-MLL is OðW Á m Á nÞ, where m is the number of training examples and n is the total number of training epochs. The issues of the total number of epochs before a local solution is obtained and the possibility of getting stuck in a "bad" local solution will be discussed in Section 5.2.
EVALUATION METRICS
Before presenting comparative results of each algorithm, evaluation metrics used in multilabel learning are introduced in this section. The performance evaluation of a multilabel learning system is different from that of a classical single-label learning system. Popular evaluation metrics used in single-label systems include accuracy, precision, recall, and F-measure [29] . In multilabel learning, the evaluation is much more complicated. Adopting the same notations as used in the beginning of Section 2, for a test set S ¼ fðx 1 ; Y 1 Þ; ðx 2 ; Y 2 Þ; :::; ðx p ; Y p Þg, the following multilabel evaluation metrics proposed in [28] are used in this paper:
1. Hamming loss evaluates how many times an instancelabel pair is misclassified, i.e., a label not belonging to the instance is predicted or a label belonging to the instance is not predicted. The performance is perfect when hloss S ðhÞ ¼ 0; the smaller the value of hloss S ðhÞ, the better the performance.
where Á stands for the symmetric difference between two sets and Q is the total number of possible class labels. Note that when jY i j ¼ 1 for all instances, a multilabel system is in fact a multiclass single-label one and the hamming loss is 2 Q times the usual classification error.
While hamming loss is based on the multilabel classifier hðÁÞ, the following metrics are defined based on the real-valued function fðÁ; ÁÞ and concern the ranking quality of different labels for each instance. 2. One-error evaluates how many times the top-ranked label is not in the set of proper labels of the instance. The performance is perfect when one-error S ðfÞ ¼ 0; the smaller the value of one-error S ðfÞ, the better the performance.
where, for any predicate , ½½ equals 1 if holds and 0 otherwise. Note that, for single-label classification problems, the one-error is identical to ordinary classification error. 3. Coverage evaluates how far we need, on average, to go down the list of labels in order to cover all the proper labels of the instance. It is loosely related to precision at the level of perfect recall. The smaller the value of coverage S ðfÞ, the better the performance.
As mentioned in the beginning of Section 2, rank f ðÁ; ÁÞ is derived from the real-valued function fðÁ; ÁÞ, which maps the outputs of fðx i ; yÞ for any y 2 Y to f1; 2; . . . ; Qg such that if fðx i ; y 1 Þ > fðx i ; y 2 Þ, then rank f ðx i ; y 1 Þ < rank f ðx i ; y 2 Þ. 4. Ranking loss evaluates the average fraction of label pairs that are reversely ordered for the instance. The performance is perfect when rloss S ðfÞ ¼ 0; the smaller the value of rloss S ðfÞ, the better the performance. 
Note that, in the rest of this paper, the performance of each multilabel learning algorithm is evaluated based on the above five metrics.
APPLICATION TO FUNCTIONAL GENOMICS
Functional Genomics
Bioinformatics, or computational biology, is a new interdisciplinary field, where techniques from applied mathematics, informatics, and computer science are applied to biology in order to model systems, extract information, understand processes, etc. Major efforts in this field include sequence alignment, protein structure prediction, analysis of protein-protein interactions, functional genomics, etc. Among these, functional genomics is of great importance; it aims at characterizing the function of genes and the proteins they encode in determining traits, physiology, or development of an organism. With the steady growing of the rate of genome sequencing and increasing of the amount of available data, computational functional genomics becomes both possible and necessary. It uses high-throughput techniques like DNA microarrays, proteomics, metabolomics, and mutation analysis to describe the function and interactions of genes. The range of recent work in computational functional genomics includes improved sequence similarity search algorithms, microarray expression analysis, computational prediction of protein secondary structure, differential genome analysis, etc. [3] .
In this paper, the effectiveness of multilabel learning algorithms is evaluated through predicting the gene functional classes of the yeast Saccharomyces cerevisiae, which is one of the best-studied organisms. Specifically, the yeast data set studied in [8] and [21] is investigated. Each gene is described by the concatenation of microarray expression data and phylogenetic profile and is associated with a set of functional classes whose maximum size can be potentially more than 190. In order to make it easier, Elisseeff and Weston preprocessed the data set where only the known structure of the functional classes is used. Actually, the whole set of functional classes is structured into hierarchies up to four levels deep. 3 In this paper, the same data set as used in [8] is adopted. In this data set, only functional classes in the top hierarchy (as depicted in Fig. 2 ) are considered. The resulting multilabel data set contains 2,417 genes, each represented by a 103-dimensional feature vector. There are 14 possible class labels and the average number of labels for each gene is 4:24 AE 1:57.
Results
As reviewed in Section 2, there have been several approaches to solving multilabel problems. In this paper, BP-MLL is compared with the boosting-style algorithm BOOSTEXTER 4 [28] , the multilabel decision tree ADTBOOST.MH 5 [5] , and the multilabel kernel method RANK-SVM [8] , which are all general-purpose multilabel learning algorithms applicable to various multilabel problems. In addition, BP-MLL is also compared with BASICBP, i.e., the intuitive implementation of neural networks for multilabel learning as described in Section 3, to see whether the more complex global error function as defined in (3) will perform better than the intuitive solution.
For BP-MLL, the learning rate is set to be 0.05. The number of hidden units of the network is set to be 20 percent to 100 percent of the number of input units with an interval of 20 percent, while the number of training epochs varies from 10 to 100 with an interval of 10. Furthermore, in order to avoid overfitting, a regularization term equal to one tenth of the sum of squares of all network weights and biases is added to the global error function. For BOOSTEXTER [28] and ADTBOOST.MH [5] , the number of boosting rounds is set to be 500 and 50, respectively, because on the yeast data set (also the Reuters collection studied in the next section), the performance of these two algorithms will not significantly change after the specified boosting rounds. For RANK-SVM [8] , polynomial kernels with degree 8 are used, which yield the best performance as shown in [8] . For BASICBP, the number of training epochs is set to be 1,500 and the number of hidden units is set to be four times of the number of input units to yield comparable results.
Tenfold cross validation is performed on this data set. In detail, the original data set is randomly divided into 10 parts, each with approximately the same size. In each fold, one part is held out for testing and the learning algorithm is trained on the remaining data. The above process is iterated 10 times so that each part is used as the test data exactly once, where the averaged metric values out of 10 runs are reported for the algorithm. Fig. 3 . illustrates how the global training error and various metric values of BP-MLL change as the number of training epochs increases. Different curves correspond to different number of hidden neurons (¼ Â input dimensionality) used by BP-MLL. Fig. 3 shows that when is set to be 20 percent, BP-MLL performs comparable to other values of in terms of hamming loss and one-error (Figs. 3b and 3c) , while slightly better than other values of in terms of coverage, ranking loss, and average precision (Figs. 3d, 3e , and 3f). Furthermore, after 40 epochs of training, the global training error (Fig. 3a) and those evaluation metric values (Figs. 3b, 3c, 3d, 3e, and 3f ) of BP-MLL will not significantly change. Therefore, for the sake of computational cost, all the results of BP-MLL shown in the rest of this paper are obtained with the number of hidden units set to be 20 percent of the number of input units. The number of training epochs for BP-MLL is fixed to be 100. Table 1 reports the experimental results of BP-MLL and other multilabel learning algorithms on the yeast data, where the best result on each metric is shown in bold face. To make a clearer view of the relative performance between each algorithm, a partial order "1 " is defined on the set of all comparing algorithms for each evaluation criterion, where A1 1 A2 means that the performance of algorithm A1 is statistically better than that of algorithm A2 on the specific metric (based on two-tailed paired t-test at 5 percent significance level). The partial order on all the comparing algorithms in terms of each evaluation criterion is summarized in Table 2 , where the p-value shown in the parentheses further gives a quantification of the significance level.
Note that the partial order "1 " only measures the relative performance between two algorithms A1 and A2 on one specific evaluation criterion. However, it is quite possible that A1 performs better than A2 in terms of some metrics but worse than A2 in terms of others. In this case, it is hard to judge which algorithm is superior. Therefore, in order to give an overall performance assessment of an algorithm, a score is assigned to this algorithm which takes account of its relative performance with other algorithms on all metrics. Concretely, for each evaluation criterion, for each possible pair of algorithms A1 and A2, if A1 1 A2 holds, then A1 is rewarded by a positive score +1 and A2 is penalized by a negative score -1. Based on the accumulated score of each algorithm on all evaluation criteria, a total order "> " is defined on the set of all comparing algorithms as shown in the last line of Table 2 , where A1 > A2 means that A1 performs better than A2 on the yeast data. The accumulated score of each algorithm is also shown in bold face in the parentheses. Table 2 shows that BP-MLL performs fairly well in terms of all the evaluation criteria, where, on all the evaluation criteria, no algorithm has outperformed BP-MLL. Especially, BP-MLL outperforms all the other algorithms with respect to ranking loss 6 since minimization of the global error function of BP-MLL could be viewed as approximately optimizing the ranking loss criterion. Furthermore, BP-MLL outperforms BASICBP on all the evaluation criteria except hamming loss, on which the two algorithms are comparable. These facts illustrate that the more complex global error function employed by BP-MLL (as defined in (3)) really works better than the intuitive one employed by BASICBP (as defined in (1) and (2)). It is also worth noting that BOOSTEXTER performs quite poorly compared to other algorithms. As indicated in the literature [8] , the reason may be that the simple decision function realized by this method is not suitable to learn from the yeast data set. On the whole (as shown by the total order), BP-MLL outperforms all the other algorithms on the multilabel learning problem of yeast functional genomics. Table 3 reports the computation time consumed by each multilabel learning algorithm on the yeast data, where all experiments are conducted on an HP Server equipped with 4G RAM and four Intel Xeron2 CPUs each running at 2.80 GHz. 7 As shown in Table 3 , BP-MLL consumes much more time in the training phase than BOOSTEXTER, ADTBOOST.MH and BASICBP, mainly due to its complex global error function, which needs to be optimized, and the iterative processing of training examples. On the other hand, although the training complexity of BP-MLL is high, the time cost of BP-MLL on testing unseen examples is quite trivial. 6 . Note that ranking loss is not provided in the outputs of the ADTBOOST.MH algorithm.
7. Codes of BOOSTEXTER and ADTBOOST.MH are written in C language, while those of BP-MLL, RANK-SVM, and BASICBP are developed with MATLAB2. Note that programs written in C usually run several times faster than those written in MATLAB. As analyzed at the end of Section 3.3, the total cost of training a BP-MLL network scales to OðW Á m Á nÞ. Here, W is the total number of weights and biases of the network, m is the number of training examples, and n is the total number of training epochs. In order to illustrate how many training epochs are needed before a local solution is obtained and the possibility of getting stuck in a "bad" local solution, the following experiments are conducted. In detail, 500 examples are randomly selected from the yeast data (in total, 2,417 examples) constituting the test set and the remaining 1,917 examples form the potential training set. After that, 200 runs of experiments are performed where, in each run, 1,000 examples are randomly selected from the potential training set to train a BP-MLL neural network and the trained model is then evaluated on the test set. The maximum number of training epochs is set to be 200 and the training process terminates as long as the global training error of BP-MLL does not decrease enough. Concretely, let E t denote the global training error of BP-MLL at the tth training epoch, the training process will terminate before reaching the maximum number of training epochs if the condition of E t À E tþ1 Á E t is satisfied. It is obvious that the smaller the value of , the more training epochs are executed before termination. In this paper, is set to be 10 À6 for illustration purpose. Fig. 4 gives the quantile plot regarding the number of training epochs of BP-MLL out of 200 runs of experiments, where each point ðx; yÞ in the plot means that the number of training epochs of BP-MLL will be smaller than or equal to y in 100 Á x percent cases out of the 200 runs. It was shown that the training process will terminate before 80 epochs in about 50 percent of cases and before 140 epochs in about 80 percent of cases. Furthermore, Table 4 summarizes the statistics of each evaluation criterion out of 200 runs of experiments, where the minimal, maximal, and mean (together with standard deviation) values of each metric are illustrated. In this paper, the metric values that fall one standard deviation outside of the mean value will be regarded as "bad" local solutions. 8 Based on this, the probability of getting stuck in a "bad" local solution with regard to a specific metric can be calculated as shown in the last column of Table 4 . It is revealed that BP-MLL will get stuck in a "bad" local solution with no more than 20 percent probability in terms of any evaluation metric. Since there is no criterion available for judging whether the learning algorithm has terminated as a "bad" or "good" during the training phase, one possible solution is to train many BP-MLL neural networks based on different initial configurations and, then, combine their predictions. In this way, the power of ensemble learning [34] may be utilized to achieve strong generalization ability and it will be an interesting issue for future work as indicated in Section 7.
APPLICATION TO TEXT CATEGORIZATION
Text Categorization
Text categorization (TC) is the task of building learning systems capable of classifying text (or hypertext) documents under one or more of a set of predefined categories or subject codes [15] . Due to the increased availability of ever larger numbers of text documents in digital form and the ensuing need to organize them for easier use, TC has become one of the key techniques for handling and organizing text data. TC is now being applied to a wide range of applications, including document organization, text filtering, automated metadata generation, word sense disambiguation, Web page categorization under hierarchical catalogs, etc. [29] .
In the 1980s, the most popular approach to TC was based on knowledge engineering (KE) techniques, which aim at manually defining a set of logical rules encoding expert knowledge on how to classify documents under the given categories. Since the early 1990s, the machine learning (ML) approach to TC has gradually gained popularity, where a general inductive process is employed to automatically build a text classifier by learning from a set of preclassified documents. The advantages of the ML approach over the KE approach lie in the fact that the former can achieve comparable performance to that achieved by human experts 8 . For the metric average precision, "fall outside" means the value is more than one standard deviation smaller than the mean value. For the other four evaluation criteria, "fall outside" means the value is more than one standard deviation larger than the mean value. Training time is measured in hours and testing time is measured in seconds. while at the same time considerably saves the experts' labor costs [29] .
The first step in ML-based TC is to transform documents, which typically are strings of characters, into a representation suitable for the learning algorithm and the classification task. The most commonly used document representation is the so-called vector space model, where each document d is represented as a vector of term weights d ¼< w 1 ; w 2 ; . . . ; w jT j > . Here, T is the set of terms (usually the set of words) that occur at least once in at least one document of the training set, and w i approximately represents how much term t i 2 T contributes to the semantics of document d. Various approaches are available to determine the term weights, such as Boolean weighting (set w i to 1 if term t i occurs in d and 0 otherwise), frequency-based weighting (set w i to the frequency of term t i in d) and the widely used tf-idf (term frequency-inverse document frequency) weighting [29] . Note that the dimensionality of the vector space may be prohibitively high (the term set T could contain hundreds of thousands of terms) for any ML algorithm to efficiently build classifiers; dimensionality reduction (DR) techniques are necessary to reduce the size of the vector space from jT j to jT 0 j ( jT j. A lot of DR methods have been proposed, such as term selection methods based on document frequency, information gain, mutual information, 2 statistic, etc., and term extraction methods based on term clustering and latent semantic indexing [33] . Various ML methods have been applied to solve TC problems, including decision trees, support vector machines, nearest neighbor classifiers, Bayesian probabilistic classifiers, inductive rule learning algorithms, and more [29] . In most cases, the multilabel learning problem of TC is decomposed into multiple independent binary classification problems where a separate classifier is built for each category. For more information about TC research, an excellent and comprehensive survey on this topic is given in [29] .
Results
The Reuters collection is the most commonly used collection for TC evaluation and various versions of this collection have been studied in the TC community [29] , [32] . In this paper, the Reuters-21578 Distribution 1.0 9 is used to further evaluate the performance of BP-MLL and other multilabel learning algorithms. Reuters-21578 consists of 21,578 Reuters newswire documents that appeared in 1987, where less than half of the documents have human-assigned topic labels. All documents without any topic label or with empty main text are discarded from the collection. Each remaining document belongs to at least one of the 135 possible topics (categories), where a "subcategory" relation governs categories and nine of them constitute the top level of this hierarchy. In this paper, only those top level categories are used to label each remaining document.
For each document, the following preprocessing operations are performed before experiments: All words were converted to lower case, punctuation marks were removed, and "function words" such as "of" and "the" on the SMART stop-list [25] were removed. Additionally, all strings of digits were mapped to a single common token. Following the same data set generation scheme as used in [28] and [5] , subsets of the k categories with the largest number of articles for k ¼ 3; . . . ; 9 are selected resulting in seven different data sets denoted as FIRST3, FIRST4, . . . , FIRST9. The simple term selection method based on document frequency (the number of documents containing a specific term) is used to reduce the dimensionality of each data set. Actually, only the 2 percent of words with the highest document frequency are retained in the final vocabulary. 10 Note that other term selection methods such as information gain could also be adopted. Each document in the data set is described as a feature vector using the "Bagof-Words" representation [7] , i.e., each dimension of the feature vector corresponds to the number of times a word in the vocabulary appears in this document. Table 5 summarizes the characteristics of the preprocessed data sets.
Adopting the same validation mechanism as used in [28] and [5] , threefold cross validation is performed on each data set. In detail, each data set is randomly divided into three parts, each with approximately the same size. In each fold, one part is held out for testing and the learning algorithm is trained on the remaining data. The above process is iterated three times so that each part is used as the test data exactly once, where the averaged metric values out of three runs are reported for the algorithm. 9 . Data set available at http://www.daviddlewis.com/resources/ testcollections/reuters21578/.
10. It is worth noting that principles used in document weighting and dimensionality reduction may have some differences. Although in several document weighting schemes, such as tf-idf weighting [29] , words that occur in most documents are assumed to be less useful in representing individual documents. For dimensionality reduction, however, the words with the highest document frequency, excluding those "function words" which have already been removed from the vocabulary using the SMART stop-list [25] , are representative in describing the information contained in the corpus. Actually, based on a series of experiments, Yang and Pedersen [33] have shown that, based on document frequency, it is possible to reduce the dimensionality by a factor of 10 with no loss in effectiveness and by a factor of 100 with just a small loss. The experimental results on each evaluation criterion are reported in Tables 6, 7, 8, 9 , and 10, where the best result on each data set is shown in bold face. Parameter configuration for each algorithm is the same as that used in Section 5. Similarly to the yeast data, the partial order "1 " (based on a two-tailed paired t-test at a 5 perecent significance level) and total order "> " are also defined on the set of all comparing algorithms, which are shown in Table 11 . Again, as in Table 2 , p-value is given to indicate the level of significance and the accumulated score of each algorithm is shown in bold face in the parentheses in the last line. Table 11 shows that BP-MLL and BOOSTEXTER are both superior to ADTBOOST.MH, RANK-SVM, and BASICBP on all evaluation criteria (ranking loss is not available for ADTBOOST.MH). Furthermore, as shown in Tables 7, 8, 9 , and 10, BP-MLL is inferior to BOOSTEXTER when the number of categories is small (from FIRST3 to FIRST6). However, when the corresponding data sets get more difficult to learn from, i.e., the number of categories becomes larger and the portion of documents belonging to more than one category increases (from FIRST7 to FIRST9), BP-MLL outperforms BOOSTEXTER. In addition, the fact that BP-MLL outperforms BASICBP on all the evaluation criteria again proves that BP-MLL works better than BASICBP when the more complex global error function (as defined in (3)) is employed to learn from the multilabel training examples. On the whole (as shown by the total order), BP-MLL is comparable to BOOSTEXTER but is superior to all the other algorithms on the Reuters collection.
As with the yeast data, Table 12 reports the computation time consumed by each multilabel learning algorithm on Table 12 , BP-MLL consumes much more time in the training phase than all the other algorithms but is quite efficient in the testing phase to predict labels for unseen examples.
CONCLUSION
In this paper, a neural network algorithm, named BP-MLL, which is the multilabel version of Backpropagation, is proposed. Through employing a new error function, BP-MLL captures the characteristics of multilabel learning, i.e., the labels belonging to an instance should be ranked higher than those not belonging to that instance. Applications to two real-world multilabel learning problems, i.e., functional genomics and text categorization, show that BP-MLL achieves superior performance to some wellestablished multilabel learning methods. Furthermore, as a common characteristic of neural network methods, the computational complexity of BP-MLL in the training phase is high while the time cost of making predictions based on the trained model is quite trivial.
Recent research has shown that neural network ensemble could significantly improve the generalization ability of neural network-based learning systems, which has become a hot topic in both machine learning and neural network communities [34] . So, it is interesting to see that whether better results could be obtained with ensembles of BP-MLL networks. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
