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Three main topics are presented in this thesis. A method is proposed for esti-
mating the acoustic power output of ultrasound (US) transducers based on electrical
impedance measurements of the transducer loaded by (N=3) various propagation
media. The method being based on a two-port network model of the transducer was
compared with acoustic measurements for high-intensity focused ultrasound (HIFU)
transducers at center frequencies of 1.06, 3.19, 0.50, 1.70 MHz, consistently overes-
timating measured output with corresponding errors of 17.0, 4.5, 21.8, 7.8%. The
results suggested a simple means of ensuring transducer acoustic output falls within
specified safety limits.
A decorrelation ultrasound method is proposed for quantitatively characterizing
dynamic changes on an ultrasound image sequence, based on the temporal decorre-
lation of signals coming from certain spatial locations. The method was tested on
post-mortem tissue effects of mice. Quantitative results of dynamics characteriza-
tion were in accordance with qualitative observations of the biological phenomena
both in short- (∼100 s) and long-term (∼5000 s).
A real-time data-based scanning method is proposed for position estimation (PE)
of ultrasound A-lines obtained via sensorless freehand scanning. Simulations and ex-
periments showed the PE calibration curve to be robust enough for different scatterer
concentrations, signal-to-noise ratios, and being predictable from a small number
(31) of point scatterers, with ∼10−3 mean absolute errors. Use of a fixed versus an
adaptive calibration curve gave similar PE accuracies with optimal performance for
150–350 µm scanning step sizes, and a 350-fold improvement in computation time.
Clinical images of skin lesions demonstrated the feasibility of the algorithm for real,
non-homogeneous tissue. Application of the scanning method led to the creation
of a portable and cost-effective skin examination US device, providing solutions for
challenges in screening and treatment planning of skin cancer.
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1.1 Motivation and overview
It is impressive to realize the diversity of ultrasound waves themselves and of the
application potentials of ultrasound technology, from imaging (lifeless materials [6]
as well as living tissues [7]) to therapy [8], from simple distance measurements to
velocimetry and elastography [9], from conventional ultrasound signal generation
and recording to optoacoustic imaging [10], from low energy data transfer [11] to
security applications [12], etc. It is also exciting to realize the trends towards making
the ultrasound devices more and more portable (due to technological advances and
creative ideas) [13] and user-friendly (with the aid of artificial intelligence and other
increasingly sophisticated methods) [14]. Finally, it is interesting how simple ideas
can lead to significantly beneficial results in this field if the necessary technological
background is provided.
The work presented in this thesis focuses on small but forward slices of this
exciting, diverse world. The focus is basically on changes in ultrasound signals.
Changes are investigated in various ways, as described in Section 1.1.1 below. The
motivation of this work was not only the beauty an excitement of research but also
taking advantage of the findings for wide-spread point-of-care and cost-effective use




The thesis focuses on three topics related to ultrasound technology. Regarding
ultrasound imaging, novel correlation methods – exploiting signal changes – are
presented and discussed: one taking advantage of temporal (Chapter 3) and another
of spatial information (Chapter 4), in sequences of ultrasound signals. Both methods
lead to applications in diagnostic ultrasound imaging, primarily. In particular, a
portable and cost-effective diagnostic ultrasound device specified for skin imaging is
presented in Chapter 5, taking advantage of the spatial correlation method presented
in Chapter 4.
An additional topic is the presentation and discussion of an impedance-measurements-
based method – exploiting impedance changes – for ultrasound transducer charac-
terization (Chapter 2), as a novel approach in this field. Since this topic is related
to the technical background of the application of ultrasound, the topic precedes the
thesis chapters discussing the novel correlation methods in imaging. Characterizing
the acoustic output of ultrasound transducers in a fast, practicable and cost-effective
manner can be of great advantage in several fields including diagnostic, therapeutic
and non-medical applications of ultrasound technology. In particular, it is applicable
for determining safety of the skin-diagnostic device presented in Chapter 5.
1.1.2 Overview of current thesis
Following this overview, Chapter 1 introduces both the physical background of ultra-
sound imaging and the diagnostic area of application – in particular dermatological
ultrasound for skin cancer imaging – which is the practical motivation of the most
prominent part of this work. Ultrasound imaging background is discussed in terms of
ultrasound imaging physics and of systems for ultrasound imaging (see Section 1.2).
A separate section (Section 1.3) briefly introduces the bioeffects of ultrasound.
This topic is of particular relevance to the results presented in Chapter 2. It is
followed by another brief section presenting the mathematical basics of correlation
calculation (Section 1.4) which will be used in Chapters 3 and 4.
As mentioned above, the primary motivation for the application of the proposed
2
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methods is skin cancer diagnosis. The introduction of skin cancer and remarks on
the importance of its early detection is followed by a short review of approaches
for skin cancer diagnosis (see Section 1.5). The relevance of ultrasound imaging is
highlighted among the approaches.
In Chapter 2, acoustic output characterization of ultrasound transducers is dis-
cussed, presenting the theory and validation of a novel method based on impedance
measurements.
As shown in the subsequent chapters, data correlation was investigated in two
aspects: temporal correlation and spatial correlation, leading to two novel methods
with different applications.
In the method discussed in Chapter 3, temporal correlation is used for detecting
the extent of dynamic changes at certain spatial points (pixels) in a series of ultra-
sound images acquired at the same spatial location. The method is validated on the
application of showing the dynamics of post-mortem tissue effects.
Spatial correlation was also used for distance estimation of 1-D ultrasound data
leading to the application of freehand manual scan conversion (without using posi-
tion sensors) in 2-D imaging. In Chapter 4, the theory behind the proposed real-
time data-based scan conversion method is presented, followed by validation of the
algorithm. The validation was performed on simulations and experiments using
homogeneous agar-graphite phantoms. Application and clinical validation of the
proposed data-based scan conversion method is presented in Chapter 5. Clinical ex-
periments were performed using a custom device, which was built for cost-effective
in-vivo human skin imaging for skin cancer diagnosis, utilizing the presented imaging
method.
Chapter 6 summarizes the thesis points concluded from the work presented in
the previous chapters (Chapters 2–5).
3
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1.2 Introduction to ultrasound imaging
1.2.1 Ultrasound imaging physics
Ultrasound
Ultrasound is widely used in clinical investigations nowadays (being used in around
20–25% of clinical imaging examinations [7]). It has several and diverse applica-
tion fields including therapeutic applications, industrial ones (like non-destructive
testing) and navigation. Hereinafter, the topics of this thesis focus on applications
in imaging with clinical motivation, therefore the introductory sections are written
accordingly.
Ultrasound imaging uses high frequency mechanical waves for localizing and
characterizing objects or edges of objects from which these waves reflect, inside me-
dia in which the waves are able to propagate. By definition, ultrasound can be any
mechanical wave with a frequency above 20 kHz [15]. However, for imaging, signif-
icantly higher frequencies are tipically used (∼MHz range for acceptable resolution
in medical imaging) [16, 9].
There are several types of sound waves (propagating mechanical vibrations) be-
ing suitable for different applications (eg. shear waves, longitudinal waves, surface
waves, Lamb waves) [17]. In the methods discussed in this thesis, hereinafter, the
sound waves being applied are longitudinal ultrasound waves.
Ultrasound transducers
Mechanical waves can be generated and measured by using some type of transducer :
a device that converts variations in a physical quantity (such as pressure in the case
of longitudinal ultrasound waves) into an electrical signal, or vice versa [17]. An
ultrasound transducer can convert an electrical signal into a pressure wave generated
via mechanical vibrations. The same transducer is capable of measuring pressure
variations induced by incoming ultrasound waves, via mechanical vibrations, and




Ultrasound technology is widely used for a variety of applications utilizing different
properties and features of these mechanical waves. For ultrasound imaging, the most
commonly used technique is the pulse-echo method.
Figure 1.1: Schematic of the pulse-echo method. In transmit, the transducer converts
the excitation pulse into mechanical wave packet which propagates in the direction
designated by the transducer. The wave packet gets scattered on inhomogeneities
of the propagation media. The backscattered waves are converted into a temporal
electrical signal (‘A-line’) by the receiving transducer.
In pulse-echo mode, a longitudinal ultrasound pressure wave packet (pulse) is
sent from a transducer (this step is called the transmit). As the wave packet prop-
agates through the media of examination, it gets scattered on inhomogeneities of
the media (Fig. 1.1). Ultrasound scatterers – the above-mentioned inhomogeneities
5
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– present as variations in density and compressibility [7, 9, 15]. The term backscat-
tered wave stands for scattered wave packets that propagate towards the receiving
transducer (being equal to the transmit transducer, in the case where the term
“backscattering” is used) [7, 16]. During the step of receive, backscattered wave
packets (echoes, in response to the transmitted pulse) are received by the receiving
transducer (being usually identical to the transmitting transducer) which converts
the pressure variations of the incoming wave packets into a temporal electrical sig-
nal (as noticed above) [17]. Basically, two quantities are being measured together
in pulse-echo receive: amplitude of the received signal and time of signal arrival in
reference to the time of transmit. In this way, the receiving transducer collects infor-
mation about scatterers with different scattering strength (occurring in amplitude
measurements of scattered waves) in a certain direction – along a 1-D line (Fig. 1.1).
Such information of temporal amplitude changes (in a 1-D electrical signal, referring
to pressure amplitude changes induced by 3-D backscattered wave packets reaching
the receiving transducer surface) is called an A-line (or A-scan) [9].
Assuming that the propagation speed of ultrasound is known in the media of
examination, a temporal signal (in t) can be converted into a spatial signal (in z),
using the equation:
z = ct/2, (1.1)
where c is the assumed propagation speed of sound in the medium of examination.
The division by 2 takes into account that the wave packet traveled forth and back
during the time measured between transmit and receive [9].
Pulse-echo data processing
Applying the technique of envelope detection on the biphasic raw A-line signals re-
sults in a monophasic 1-D signal which represents scatterers (with their scattering
strength) and their spatial positions, along the line. Scattering strength can be de-
duced from the relevant peak amplitude (of a backscattered wave packet) occurring
in the A-line, while taking into account the attenuation of the media in which the
sound waves propagated forth and back, the acoustical shading effect (coming from
the fact that scattering commutatively degrades the amplitude of the wave passing
6
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Figure 1.2: Basic steps of signal processing for ultrasound A-lines (presented for the
example shown in Fig. 1.1). Raw biphasic A-line signal; Enveloped A-line; dynamic-
range-compressed A-line with threshold for noise rejection in display; B-mode display
of A-line.
on) and some interference of the backscattered waves and their harmonics [18].
The enveloped A-line signals can easily be represented and displayed as a 1-D
series of image pixels in which color (or intensity in the case of a gray-scale represen-
tation) of a pixel corresponds to the enveloped amplitude of the backscattered signal
(and thus to the strength of scattering in that certain point in space, which point is
calculated from time and sound speed due to Eq. (1.1)). Such representation is the
basis of the so-called B-mode (or brightness-mode) ultrasound images (Fig. 1.2).
For better interpretability of the received signals of varying amplitude peaks –
for displaying a wider range of information – A-lines are usually displayed after ap-
plying dynamic range compression (usually done via logarithmic amplification) [9].




In order to get a 2-D image, several A-line envelopes (in pixel series representation)
should be put beside each other considering their relative spatial dispositions. 3-D
images are usually created in a similar way from 2-D images (in this case, 2-D images
are the blocks being put side by side with proper spatial positioning) [19].
As discussed above, ultrasound images generated using the pulse-echo technique
are generally obtained from 1-D lines of ultrasonic signals. 2-D or 3-D ultrasound
imaging requires a sequence of lower dimensional data with known relative posi-
tions to be geometrically placed alongside each other. This process is termed scan
conversion [9]. Scan conversion is performed on data acquired in multiple spatial
directions (one being the direction of the pulse-echo measurement and at least one
distinct spatial direction), during the process of scanning.
Regarding ultrasound scanning, three directions are discerned: axial, lateral and
elevational. Axial direction is the term for the primary direction in which the pulse
and echoes propagate. Lateral direction is perpendicular to the axial direction and
is usually the direction in which scanning is performed for obtaining a 2-D image.
Elevational direction is perpendicular to both of the former ones, usually indicating
the dimension pointing out from a 2-D image plane.
Physical characteristics of an ultrasound beam for imaging
Following a short introduction of the concept of ultrasound beams, the most impor-
tant parameters and phenomena are shortly discussed here in relation to ultrasound
imaging, such as resolution (in different directions), causes of attenuation, sound
speed, acoustic impedance and pulse repetition frequency.
Spatial resolution of an ultrasound image as well as penetration for imaging is
defined by the characteristics of the ultrasound beams formed and measured in the
pulse-echo method. Theoretically two beams – transmit beam and receive beam –
can be considered [9]. The transmit beam implies the changes introduced by the
transmitted pulse into the pressure field in front of the transducer. The receive
beam is (not a physical beam, but) a concept describing the parts of the pressure
field which contribute to the signals being able to be received by the receiving
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transducer. For a single-element transducer (or for an array transducer not using
dynamic focusing, nor dynamic apodization) that is being applied for both transmit
and receive, the two beams can be treated as being identical. (The above-mentioned
dynamic focusing and dynamic apodization are methods being used for changing the
receive beam characteristics dynamically. Since these methods are applicable for
multi-element – array – transducers only, these topics are out from the scope of this
thesis.)
Spatial resolution of ultrasound images is specified by the length of the trans-
mitted wave packet (axial resolution), by the focusing characteristics of the beam
(lateral and elevational resolution) and by attenuation characteristics of the media
of examination (since attenuation modifies the frequency band of the propagating
wave, and in this way, it also modifies the resolution in all three directions [9]). Wave
packet length is a function of the frequency band of the transmitted pulse and of the
sound propagation speed inside the media of examination. For a certain sound speed,
the greater the central frequency or the narrower the frequency band is, the better
the resolution. However, penetration depth follows the opposite trend, due to the
nature of Rayleigh scattering (higher frequency waves – with shorter wavelengths
(close to the order of scatterer dimensions) – are being strongly scattered, thus the
lower the frequency, waves – having a longer wavelength – penetrate deeper) [17].
In this way, acoustic attenuation acts like a low-pass filter on the sound waves.
Attenuation of ultrasound waves can be caused by different physical phenom-
ena: scattering (as described above), diffraction and absorption (kinetic energy of
the wave transforming into thermal energy of the propagation media) [18]. Reflec-
tion is a special case of scattering: causing scattered waves propagating back in the
direction which they came from.
Propagation speed of sound (or sound velocity) is determined by the density
and the elastic modulus (related to compressibility) of the medium. Although, to be
accurate, group speed and phase speed of sound waves should be treated separately, it
is commonly adopted in medical ultrasonic applications to describe sound speed with
a single, amplitude-independent value that can be measured for any specific medium,
since velocity dispersion does not appear to be significant in the frequency ranges and
9
DOI:10.15774/PPKE.ITK.2020.006
precision of these applications [7]. As already mentioned, sound speed is material-
specific (tissue-specific, accordingly), and it is also affected by temperature, state
(solid/liquid/gas) and pressure of the material [7]. These conditions of the media
of interest therefore have to be taken into account when performing the conversion
from time to distance on pulse-echo image data.
It is important to introduce the concept of the acoustic impedance, as a useful
descriptive of media with different acoustical properties. The acoustic impedance
relates pressure and particle velocity. For locally plane waves (in inviscid medium),
the characteristic acoustic impedance Z0 is specified by the density of the medium
(ρ0) and the sound speed in it (c0): Z = Z0 = ρ0c0 [17, 7]. The characteristic
acoustic impedance of different media are very useful descriptors when considering
propagation of sound waves in different media. The higher the difference in this
impedance value is for two media, the stronger the reflection is from the boundary
between them. It also follows that wave propagation in media with equal character-
istic acoustic impedance suffers no reflection at all. It is easy to see that knowledge of
characteristic acoustic impedances is very useful when describing or predicting wave
propagation through different media. (These values and their differences should
be considered in particular when imaging biological tissue.) Acoustic impedance is
usually expressed in units of Rayleighs (Rayl; 1Rayl = 1Pa · s/m) [17]. Regarding
fluids and solids used in ultrasound technology or examined in biological samples,
typical values are in the range of MRayl (106Rayl). It is important to note here
that soft tissues have similar characteristic acoustic impedances due to their high
water content [9].
Focusing of ultrasound beams has already been mentioned above when dis-
cussing spatial resolution of ultrasound images. A natural focus arises for every
ultrasound transducer, due to their finite aperture. The natural focus is determined
by the near-field distance Nd of the transducer with a certain aperture D, transmit-






There is a simple geometrical reason behind this, namely that spherical wavelets
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originating from different points of the aperture (and forming the wavefront) form
an interference pattern of constructive and destructive interferences within the near-
field distance [9]. However, there exists a distance from which the interference can
only be constructive: this boundary is called the near-field distance, the value of
which geometrically comes from the size of the transducer aperture (D) and from the
wavelength (λ) as shown above. Since in the far field (in distances larger than the
near-field distance) the pressure amplitude of the spreading wave degrades gradually,
a natural focus occurs at the near-field distance of the transducer, being specific for
the frequency of its waves.
There are further techniques for focusing an ultrasound beam, in a more plannable
manner. Focusing can be achieved using specific transducer geometry, using acous-
tic lenses or by applying relative phasing in the case of array transducers [7, 9].
Transducers can be manufactured in a way to have a geometry which focuses the
ultrasound beam emitted (and also focuses at the same region for receiving beams).
In the cases of concave, spherically curved transducer geometries, focal length is
defined by their radius of curvature. Acoustic lenses can be put in front of the
transducer using a material in which sound speed differs from that of the loading
medium (medium examined). Here, focusing characteristics can be designed by the
shape of the lens and the ratio of lens and loading medium sound speed [7]. In the
cases of array transducers, with the ability of beamforming by relative phasing of el-
ements of the array, focusing can be achieved electronically, in a programmable way,
with the great advantage of being able to change the focus between transmission
and receive and even to change the focus dynamically (e.g. during receive).
Important measures of the focusing characteristics are the focal gain factor, full
width at half maximum, depth of field and focal length of the sound beam [9]. Focal
length (F ) is defined by the distance of the focus from the surface of the transducer.
Focal gain quantifies the pressure gain achieved at the focus in relation to the pres-
sure amplitude at the transducer surface. In general, focal gain is defined by the
aperture (D), area (AT ), focal length (F ) of the transducer and by the wavelength







In the cases of unfocused transducers, Gfocal = 2 gives a good estimate of the natural
focus.
In order to characterize the focal region of the beam, beam diameter of at least
−6 dB intensity of that of the peak is given by the full width at half maximum
(FWHM) value. On the other hand, the focal zone in the axial direction is given by
the depth of field (DOF) value which, in general, is also calculated for −6 dB of the
peak intensity [9, 18].
In pulse-echo imaging, subsequent pulses are sent repetitively in order to acquire
multiple data frames in time. This can be used either for acquiring data of temporal
changes (at a constant spatial location) or for performing scanning (by physically
moving the transducer and acquiring data in multiple dimensions). The parameter
defining how often pulses are sent in an ultrasound transmit transducer is called
the pulse repetition frequency (PRF) [9]. The frame rate of an ultrasound
imaging system using a single-element transducer is equal to the PRF. For multi-
element transducers, the frame rate is determined also by the number of image lines
and – in some applications using multiple focal zones for each line – by the number
of transmissions required for each line, together with the number of image lines [17].
In contemporary ultrasound imaging systems, a PRF in the order of hundreds of Hz
or several kHz is applied usually.
1.2.2 Ultrasound imaging systems
The basic components of ultrasound imaging systems are shortly discussed here-
inafter. An electrical signal is generated in the waveform generator, which signal
drives the transmit transducer. The transducer converts the drive signal into me-
chanical vibrations due to the desired waveform. If the same transducer is used for
transmit and receive, a transmit / receive switch (built into the path between the
waveform generator and the transducer) accomplishes the task to switch for receiving
and forwarding signals from the transducer to the signal processing network and to
switch back for driving the transducer for a new pulse transmission – after a certain
period of time determined by the PRF. The received signals – acoustic waves picked
up and converted into an analogous electrical signal by the transducer – are digitized
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by an analogue-to-digital (A/D) converter for further signal processing. The basic
steps of signal processing are envelope detection, dynamic range compression and
scan conversion (image formation), as described previously.
Regarding physical realization of systems for ultrasound imaging, hereinafter two
topics – ultrasound transducers and scanning – are discussed as being important for
the scope of the current thesis.
Ultrasound transducers
There are several physical phenomena which can be used for conversion between
electrical and mechanical vibrations. Electromagnetic (cf. dynamic microphones),
electrostatic (cf. condenser microphone, CMUT – capacitive micromachined ul-
trasonic transducers), magnetostrictive, electric spark (cf. ESWL – extracorporeal
shock wave lithotripsy – transducers), radiant energy (cf. opto-acoustics) and piezo-
electric effects are all transduction mechanisms which are proven to being applicable
in ultrasound transducer technology [17]. Nevertheless, the most commonly used
transduction mechanism of the above, currently, is the piezoelectric effect, being
used for both transmission and receive [17].
The piezoelectric effect can manifest in crystals having crystal structure with-
out central symmetry [17]. Mechanical strain applied on these crystals results in
electrical polarization (due to the electrically asymmetric crystal structure) – this
phenomenon is termed the direct piezoelectric effect. On the other hand, inverse
piezoelectric effect also manifests in these crystals, meaning that applying voltage
on (opposite) sides results in mechanical deformation of the crystal. The inverse
piezoelectric effect is applied in transmit and the direct effect is applied in receive
mode of piezoelectric ultrasound transducers.
In physical realization, a typical piezoelectric ultrasound transducer consists of
the (relatively flat) piezoelectric crystal (also called the active element) with elec-
trodes on both (front and back) sides connected to a connector (of some electrical
connector standard), put inside an external housing encasing the backing material on
one side (the back side) of the crystal [18] (Fig. 1.3). The material used as backing
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Figure 1.3: Schematic showing the main components of a piezoelectric (focused)
transducer.
load is usually highly attenuative in order to absorb energy going into the backing
direction and is chosen with respect of the intended use of the transducer. Pulse
characteristics such as waveform duration and signal amplitude can be tuned via
selection of the backing material regarding its characteristic acoustic impedance in
relation to that of the crystal itself. With larger mismatch in characteristic acoustic
impedances of the two materials, longer waveform is generated with higher signal
amplitude (due to the stronger reflections from the crystal-backing interface) [18].
Choosing a backing load with a better match in acoustic impedance results in lower
amplitude but more damped waves emitted into the material of interest, providing a
better resolution for pulse-echo imaging. Choice of the former case (larger mismatch
in acoustic impedance) is usually more appropriate when fabricating transducers for
therapeutic applications while the latter case is beneficial for diagnostic ultrasound
transducers. Central – resonance – frequency of the transducer is defined by the
thickness of the piezoelectric crystal, while bandwidth of its pulse is defined by the
backing material as described above. In order to reduce reflections from bound-
aries between the crystal and a medium with mismatching characteristic acoustic
impedance, one or more matching layer(s) can be applied on the relevant surface of
the crystal, consisting of a material with characteristic acoustic impedance value be-
ing in between those of the crystal and the medium. A commonly used arrangement
is having a matching layer of thickness λ/4 on the front surface of the active element
crystal (of length λ/2), in order to achieve a larger amplitude (and coherent) signal
transmission into the front medium [18].
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Several equivalent electric circuit models exist for piezoelectric ultrasound trans-
ducers. A widely used and commonly accepted model is the so-called “KLM model”
[20]. Electrical and mechanical parts of the circuit are being distinguished in this
model. An acoustic transmission line with two ports accounts for the transducer
converting electrical into mechanical energy on both front and back surfaces. A net-
work of frequency-dependent components connects the acoustic transmission line
to a third port accounting for connection with the electrodes. Equivalent circuit
models are very useful for predicting or simulating the performance of transducers.
Performance criteria – such as efficiency, dynamic range and pulse characteristics
(bandwidth, pulse duration) – can be optimized by using these models. In the KLM
model, the above characteristics can be simulated (and optimized) for physical prop-
erties of the transducer material (physical dimensions, acoustic impedance, sound
velocity and coupling factor of the piezoelectric ceramic), of the possible matching
layer(s) (physical dimensions, acoustic impedance), of the backing load and front
load (acoustic impedance) and of the electrical tuning of the transducer [21]. Mod-
els like the KLM model have played an important role in designing piezoelectric
ultrasound transducers and have also been further developed in order to become
able to account for various real-life phenomena such as mechanical, dielectric and
piezoelectric losses of energy [22].
Scanning
As introduced in Section 1.2, pulse-echo ultrasound images are technically built up
from 1-D data lines. The process used for dimension incrementation is generally
termed scanning. Currently used physical realizations of scanning can be summa-
rized in the following groups [19]:
1) Electronic scanning,
2) Mechanical scanning,
3) Free-hand scanning with position sensors,
4) Free-hand scanning without position sensors.
Given the importance of this topic regarding the current thesis, the above approaches
of scanning are discussed in a separate subsection, as follows.
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1.2.3 Scanning methods for ultrasound imaging
The following is a review of different, currently available scanning methods for ul-
trasound imaging. For further information, the reader is referred to [19, 4].
Electronic scanning
Image dimension can be incremented without any physical movement when using
a multi-element transducer. In the case of a ‘linear array transducer’, multiple
transducer elements are arranged along a line (Fig. 1.4). The beam of these multi-
element transducers can be focused in several directions along a plane. In a similar
way, the focus of the transducer can be varied by using different delay profiles
(delay being a function of transducer element position) before signal summation in
the receive mode. In this way, multiple axial scans (A-lines) can be collected in the
lateral direction.
Figure 1.4: Schematic illustrating the concept of electronic scanning using a (multi-
element) linear array transducer.
Considering the case of transducer elements being placed on a 2-D plane, 3-D
images can be scanned electronically in a similar way (by varying the delay profile
on the 2-D array of elements).
The great advantage of electronic scanning is that it is a real-time method for
multidimensional scanning with precisely known information of the spacing of scans
and without any physical movement needed. However, array transducers require
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complex electronics and multiple transducer elements, hence they are not cost-
effective [19].
Mechanical scanning
A widely used approach for incrementing image dimension is to move the transducer
physically in a direction in which dimension incrementation is desired. However, in
order to avoid distortion, it is necessary to know the relative location and orien-
tation of the single (lower-dimensional) scans. Mechanical scanning techniques use
a motorized mechanical apparatus to physically move a transducer with precisely
known location and orientation [19].
Linear mechanical scanners move the transducer along a line in order to acquire a
series of parallel images. Besides its spatial precision, this method has the advantage
of collecting images with equal spacing, thus a smooth resolution can be obtained.
As a disadvantage, a mechanical scanner apparatus is a bulky device, hence it is not
very convenient to use [19].
Another commonly used approach is to tilt the transducer (Fig. 1.5), obtaining
fan-like images with equal angular spacing [19]. Tilt scanners are convenient to use
and not bulky (as compared to the linear scanner devices), but have the disadvantage
of uneven resolution in different depths [19].
Figure 1.5: Schematic illustrating the concept of mechanical scanning using tilting
motion of a single-element transducer.
A third possible technique is rotational scanning in the case of 3-D imaging.
17
DOI:10.15774/PPKE.ITK.2020.006
In this method, rotation is performed along the axial axis. Rotational scanning
has similar advantages and disadvantages to tilt scanning, having the additional
disadvantages of an even more complex resolution distribution and the risk of having
artifacts based on possible physical displacement of the axis of rotation [19].
In summary, mechanical scanning has the advantage of precise position determi-
nation and fast reconstruction time [19], but also has the general disadvantages of
potential failure of the motorized system and of physical limitations of the area (or
volume) in which scanning can be performed.
Free-hand scanning with position sensors
In order to get rid of the above disadvantages and limitations, free-hand scanning
can be used, providing more convenience and freedom. Determination of the relative
locations and orientations of single scans is achieved in most of the cases by the
usage of position sensors (Fig. 1.6). There are several types of sensors successfully
combined with ultrasound transducers.
Figure 1.6: Schematic illustrating the concept of freehand scanning using a single-
element transducer combined with some type of 3-D position sensor.
In the case of using acoustic sensors, (low-frequency ultra)sound is emitted from
three separate locations on the transducer casing surface and measured by three
microphones (located somewhere near the object of examination). One of the main
limitations of this technique is that the line between the transducer and the micro-
18
DOI:10.15774/PPKE.ITK.2020.006
phones should be left free. The other disadvantage is that sound speed varies with
humidity in the air [19].
Another approach uses articulated arms (conjoining the transducer with a fixed
location). In this case, relative movements are measured by potentiometers located
in the joints of the arms. As a limitation, larger flexibility of the arms leads to worse
resolution of position sensing. However, by decreasing the length of the arms (in
order to reduce flexibility) leads to another disadvantage: a reduced maximum size
of scanning area or volume [19].
Probably the most successful position sensors for free-hand scanning are the
magnetic sensors. These little sensors provide convenience and freedom. However,
the magnetic field distortion of ferrous metals can cause artifacts when using these
systems [19].
Free-hand scanning without position sensors
There is an interesting potential for position estimation even without additional
sensors or external devices, taking advantage of the “speckle pattern” of ultrasound
images (Fig. 1.7). Speckles are common features of ultrasound images. The speckle
pattern evolves from interference caused by interaction of the ultrasound field and
the scatterers [19]. Although they are commonly treated as artifact, speckle pat-
terns may contain important information about the imaging system and the exam-
ined medium [23]. Data-based scan conversion makes use of the speckle pattern
of ultrasound images. The idea is based on the correlation between two parallel
images. If the images are close enough to each other, the speckle pattern causes a
high correlation between them. When moving away from a certain line, the calcu-
lated correlation value is decreasing even in homogeneous media, again, due to the
presence of the speckle pattern. There is a specific dependence between distance
and correlation, which can be described by the so-called decorrelation function (in
terms of distance).
A great advantage of these methods is that they can be applied on transducers
without any hardware modifications [7]. Another important advantage is the lack
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Figure 1.7: Schematic illustrating the concept of freehand scanning without position
sensors. In data-based scanning approaches, the relative positions of the A-lines
are estimated from speckle correlation (middle), knowing the distance-correlation
dependency (right).
of spatial limitations for the area scanned, achieved without the disadvantages, cost
and complexity of the above position sensors. On the other hand, calibration is
necessary and reliability is usually not enough for distance-based measurements (in
the scanning direction) on these images [19, 7].
1.2.4 Data-based scan conversion approaches
In order to perform scan conversion based on correlation, an accurate calibration
curve should be obtained. The term calibration curve refers to a function, that
describes a one-to-one relation between distance and correlation. Much research
focuses on the proper determination of this function. Conventional methods use
a nominal decorrelation curve obtained from an (ideal) fully developed speckle
(FDS) [24]. The nominal decorrelation curve is stable for a certain transducer [25].
Furthermore, several adaptive algorithms exist [26] that use an ideal phantom for
obtaining the nominal decorrelation curve and then use adaptive models to get dy-
namic decorrelation curves [27]. There are techniques for speckle tracking without
FDS using modeling of the raw ultrasound signals generated by speckles [23]. Sev-
eral studies perform statistics on the image data in order to get a more suitable
calibration curve (based on some statistical features of the examined object and
of the signals generated by the imaging system). It has been shown that estima-
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tion of the envelope statistics allows characterization of tissue regularity and thus
estimation of the calibration curve [25].
1.3 Biological effects of ultrasound
As the main scope of this thesis is in medical ultrasound diagnostics and furthermore,
since one of the novel methods presented and discussed here (in Chapter 2) points
towards the application of determining safety parameters of ultrasound equipment
in a new way with several advantages, biological effects of ultrasound and their
measures are briefly introduced here.
Ultrasound imaging and therapy forms a type of radiation of mechanical wave
beam into the media of examination, ie. tissue in the case of biological samples.
Regarding safety, an outstanding biomedical advantage of ultrasound is the lack of
ionizing effect of its radiation. For safe use of ultrasound, nevertheless, two aspects
– namely the mechanical and thermal effects – should be kept within limits.
Mechanical effects arise from ultrasound waves introducing pressure variations in
the tissue in which they propagate. Thermal effects arise from tissue absorbing some
of the mechanical energy of the sound waves and also from the heat of transducer
propagating from the transducer surface in tissue regions being near to it [28].
Standards of the International Electrotechnical Commission (IEC) define the
mechanical index (MI) and thermal index (TI) values which should be verified for
biomedical ultrasound systems to be within certain limits regarding the application.
As mentioned above, an additional safety measure of transducer temperature rise
should also be proved for claiming safety, especially for the cases of having temper-
ature sensitive tissue within about 5 mm from the transducer surface [28].
1.3.1 Mechanical index
Ultrasound, as a pressure wave propagating through tissue, causes compression and
rarefaction in successive cycles at specific locations of the tissue. If the peak rarefac-
tion pressure is large enough, bubbles may come to be in the tissue (fluid) [7]. This
effect is called cavitation and is very useful in several therapeutic applications of ul-
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trasound [29] but is to be avoided in numerous fields of the body including arteries
(in which arising microbubbles would lead to serious consequences). Therefore, the
MI of diagnostic ultrasound machines should be kept within safety limits in which
cavitation is theoretically not possible to occur.
MI is defined by the peak rarefaction pressure (pr) and the frequency (f) of the




The peak rarefaction pressure becomes the greatest in the focal region of the
ultrasound beam. Due to the attenuation of tissue, pressure values “derated” from
those measured in pure water are used for the calculations. Attenuation in soft tissue
is usually in the range of 0.5–1 dB/MHz/cm. In safety standards, the absorption
value of 0.3 dB/MHz/cm is commonly used (for derated pressure pr,0.3) leading to
a worst-case estimation for MI [28].
1.3.2 Thermal index
By calculating TI, the likely maximum temperature rise due to absorption can be
estimated in the tissue [28]. TI is defined as the ratio of the acoustic output power
(Pa) of the transducer and the power (Pdeg) required to raise the temperature of the




Since the presence of bone has a significant influence on the ultrasound-based
temperature rise of tissue, different formulae are defined in standards for calculating
TI regarding the presence and relative position of bone in the ultrasound beam [28].
1.3.3 Transducer surface temperature
In addition to the thermal effect due to absorption of the sound waves, temperature
rise of the transducer should also be considered in superficial tissue being close
enough (within about 5 mm) to the transducer surface. Transducer temperature
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rise comes from electrical energy dissipation (of the transducer and of the processing
electronics behind) [28]. Limits for transducer surface temperature Tsurf are also
defined in safety standards (for different load media).
The above safety indices used for quantifying the biological effects of ultrasound
can be calculated based on pressure, power or intensity and temperature mea-
surements. Pressure measurements are usually performed by using a hydrophone
measurement system. Intensity can be calculated from pressure. Power measure-
ments are usually done using a radiation force balance (RFB) or calculated from
hydrophone measurements. Temperature can be measured using an infrared cam-
era (in air) or thermocouples (placed in tissue) [28]. MI and TI values should be
indicated to the user of any ultrasound device for which each of these values may
exceed the value of 1. Limits for Tsurf are 50 ◦C in air and 43 ◦C in tissue, according
to international standards, which means that a 33 ◦C human skin is permitted to
be heated up by about 10 ◦C [28].
1.4 The correlation coefficient
In a significant part of this thesis, novel methods utilizing (temporal or spatial)
correlation of ultrasound imaging data are presented (as already introduced in Sec-
tion 1.1.2). Therefore, a brief introduction of the mathematical basics of correlation
calculation is presented here.
The correlation coefficient quantitatively describes a statistical relationship be-
tween two variables with a single number. The most commonly used measure of
correlation is the Pearson correlation coefficient which measures the linear rela-
tionship between two variables regarding strength and direction of the relationship.
The Pearson correlation coefficient is calculated for a pair of variables via divid-
ing the covariance of the two variables by the product of their individual stan-
dard deviations. For paired data of samples x and y (of equal sample size n):











where x and y denote the mean of samples x and y, respectively, calculated as
x = 1/n∑ni=1 xi.
1.5 A review of skin cancer diagnostics
1.5.1 Introduction
The motivation behind some of the research that have lead to the results presented
in this thesis is an important disease to be treated, of a significant organ of the
human body [30]. Skin cancer is one of the most frequent types of cancer in the
developed world [31, 32, 33, 34]. Melanoma malignum, a type of skin cancer is
responsible for the vast majority of all skin cancer deaths [35]. Fortunately, this
type of lesion can be treated safely via surgical excision, but only in its early stage.
Therefore, early and accurate melanoma diagnosis is a crucial problem to be solved
in this area [35, 36]. Following an introduction to skin cancer facts, to the structure
of the human skin and to some relevant skin cancer types, a review is presented here
of relevant invasive and non-invasive diagnostic methods currently used or being
under investigation. Potentials in ultrasound-based skin cancer diagnosis are pre-
sented in a separate section, showing the versatility of this non-invasive approach
for examination purposes.
1.5.2 Background
Skin cancer is reported to be the most common type of cancer in the United Sates [31]
and the third most frequent cancer in Hungary [32]. It is very frequent in many other
countries as well (being especially frequent in the Scandinavian countries within
Europe) and is extremely frequent in the population of Australia [33]. The lifetime
risk for developing skin cancer is around 20% for an average American person [34].
These facts along with other statistical data represent the importance of dealing
with these types of cancer.
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The most common skin cancer type is basal cell carcinoma (basalioma), which
is a relatively benign cancer as it rarely metastasizes [37]. Melanoma malignum (a
type of skin cancer) – the proportion of which is about 1% among all skin cancers
[38] – accounts for the majority, 65% of all skin cancer related deaths [35]. As with
malignant tumors in general, early detection and treatment of melanoma plays a
crucial role in the prognosis and survival of the disease [35, 36]. Earlier detection
and treatment (the primary treatment being surgical excision) leads to less morbidity
and mortality and even to a decreased cost of therapy [35].
In summary, prevention, early detection (via appropriate diagnosis), adequate
treatment and sufficient follow-up of skin cancer diseases is an important healthcare
problem to be developed. As melanoma is extremely dangerous compared to most
other skin cancer types of less morbidity and far less risk, differential diagnosis
(aiming to recognize skin cancer type and to distinguish it from other types) plays
a crucial role in skin cancer examination and treatment.
The following review gives insight into the skin diseases to differentiate in be-
tween and into the currently used methods for skin cancer diagnosis – as already
mentioned above – highlighting the role of ultrasound-based diagnostics as a promis-
ing non-invasive approach to assist early detection of melanoma and other types of
skin cancer.
1.5.3 Skin cancer
Structure of the human skin
The skin is the largest organ of the human body (weighting 15–20% of the full
body mass) [39]. This organ separates and at the same time connects the body
and its environment. One of the primary functions of the skin is protection of the
body, including physical protection (against mechanical effects and UV radiation),
chemical protection (against acids) and biological protection (contra viruses and
bacteria). Further functions include homeostasis (thermoregulation, dehydration
prevention), sensory role as a touch probe, secretion (of certain chemicals), nutrient
storage and insulation (subcutaneous fat tissue) [39]. The skin is composed of three
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primary layers: epidermis, dermis and subcutis.
The epidermis is the uppermost layer of the skin, generally being less than 1 mm
thick (75–600 µm, at most 1.4 mm [39]). This layer is composed of 5 sublayers. Cells
created at the innermost layers move towards the outermost layer, going through
processes of changing shape and composition (keratinization). It is important to note
that there are no blood vessels in the epidermis. Several cell types (with different
roles) are present in this layer – like keratinocytes, melanocytes, Langerhans cells,
Merkel cells, and even lymphocytes.
Among the above cell types, melanocytes are specifically interesting regarding
the motivation of melanoma detection. Melanocytes are pigment cells, producing
melanosomes that contain melanin – a dye that can absorb UV (ultraviolet) light
– and allocating them into neighbouring cells. The number of melanocytes (being
around 1% of the total number of skin cells) is almost equal in people regardless of
their skin color [40]. However, the amount of melanin (that is responsible for skin,
hair and eye color) is greater for people being exposed to stronger UV radiation.
UV radiation causes inflammation in skin being poor in melanin [30].
The (1–2 mm thick) dermis contains blood vessels, nerves, sweet glands and
sebaceous glands. The dermis is rich in collagen fibers which provide elasticity to
the skin [40].
The innermost skin layer is the subcutis. It is a loose, connective tissue containing
fat storing lipocytes – fat tissue thickness depends on body region (ranging from 0
to 3 cm) [39, 40].
Skin lesions
There are many types of skin cancer and skin lesion. Here, only some of these types
are presented below, namely those considered to be the most relevant to the current
work.
Nevus (or naevus) is a benign skin lesion containing closely located damaged
melanocytes which store melanin (up against healthy melanocytes which produce
and then distribute melanin to other cells, and which are distributed relatively
homogeneously and far away from each other) [30].
26
DOI:10.15774/PPKE.ITK.2020.006
Nevi can be congenital (presented since birth) or “collected” (which means that
they have been developed after birth, at a certain moment in life). Nevi can be
located in the junction between the epidermis and dermis (junctional nevus), inside
the epidermis and dermis (compound nevus), or deeper in the skin (intradermal
nevus).
A nevus may become malignant most probably due to excessive exposure to
sunlight (UV radiation), or to physical injury of the nevus. If the nevus becomes
changing (its shape, color or size), it can be suspicious of becoming malignant.
Melanoma maligna is the primary malignant skin cancer. Melanoma forms
from melanocytes (that is why in many cases it transforms from a nevus – contain-
ing spacially concentrated melanocytes). Reasons behind the appearance of this skin
disease can be genetical [41], hormonal, virus-induced [42], but in most of the cases it
is caused by radiation (primarily UV light). UV radiation, in normal circumstances,
is absorbed by melanocytes and enhances vitamin D production, however, exces-
sive exposure to sunlight (or other forms of UV irradiation) damages DNA of the
melanocytes themselves that can lead to the emergence of melanoma maligna that
mainly occurs on the trunk and on extremities (being most exposed to sunlight) [30].
Melanoma typically grows in two phases. In the beginning, it grows (usually
slowly and) horizontally. Then, in the second phase, it starts growing rapidly ver-
tically [43]. Malignity means that it can form metastases in this vertical growing
phase, when reaching blood vessels. The growing nature of melanoma clearly points
out the importance of its early (first phase) diagnosis.
The primary treatment of melanoma is surgical excision currently (with minimal
risk of recrudescence and maximal surveillance). Radiation therapy may also be
applied in order to exterminate potential metastases.
Basalioma (also called basal cell carcinoma, BCC) is the most frequent, but less
malignant skin cancer with a good prognosis and very low risk of forming metas-
tases [37]. Its environmental causes are similar to those of melanoma, however,
basalioma is formed from basal cells (in the basal layer of the skin), appears most
often on the face and grows mostly horizontally (that is why metastases are very




Spinalioma (squamous cell carcinoma, SCC) occurs from keratinizing squa-
mous cells, mostly in areas being injured or exposed to sunlight. This cancer type
can form metastases more often than basalioma, however, it grows very slowly.
Spinalioma is also treated surgically.
1.5.4 Skin cancer diagnosis
Prior to the 1980s, melanoma was recognized usually at advanced stages. Recogni-
tion was based on macroscopic features – like ulceration, fungation or nodular pre-
sentation [35]. These features are associated with rather advanced stage melanomas,
thus, mortality of patients with these lesions was very high.
In 1985, some researchers devised and published a simple algorithm helping
early recognition of signs of changing nevi being suspicious of becoming malignant
[44]. The algorithm was named “ABCD diagnosis” being a well-recognizable, simple
acronym of features to be monitored when performing examination of nevi. The aim
was to educate both physicians and the public, assisting early recognition of malig-
nant skin lesions. The acronym (masterly suggesting “as easy as the ABC”) stands
for Asymmetry, Border irregularity, Color variegation, Diameter greater than 6
mm. The “ABCD diagnosis” became widespread (even in laic self-examination) and
its effectiveness and diagnostic accuracy have been verified by multiple studies [35].
The diagnostic criteria were applied with 57–90% sensitivity [45] and 59–90% speci-
ficity [46] ranges and with moderate but statistically significant interobserver con-
cordance [47, 44]. Accounting for the important feature of lesion change for potential
malignant lesions, “ABCD” was complemented by “E” standing for “Evolving” [48].
Other early diagnosis criteria were also devised, like the “Glasgow 7-point Checklist”
[49], however, these did not get as widely adopted as “ABCDE” – perhaps because
of their greater complexity [35].
The appearance and spread of the above-mentioned diagnostic criteria signifi-
cantly enhanced early melanoma detection, however, they did not fully solve the
problem of making an accurate early diagnosis. In current clinical practice, the
“final word” is given by histological examination of lesions – being the “gold stan-
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dard” for skin cancer diagnosis (reaching 100% sensitivity and specificity). Whereas
histopathology is an invasive and time-consuming method, non-invasive, cost- and
time-efficient examination methods also appeared in the field of skin cancer diag-
nostics to assist diagnosis and to make it more widely accessible.
Invasive methods for skin examination
Histology. As already mentioned, histology is the gold standard diagnostic method
currently. With this method, samples from the lesion, got via biopsy, are examined
on the cellular level. Results of the histological examination ascertain the diagnosis
and specify the prognosis of the disease. Histology can be performed on small ex-
vivo samples before decision of therapy. Histological examination is also performed
on lesions excised after surgical treatment.
The great advantages of histology are its diagnostic accuracy and its ability to
predict prognosis.
Disadvantages include that it is rather time-consuming (from days to weeks),
requires professional competence, furthermore, it is invasive (and thus, involves the
risk of infections) and the sampling method (biopsy) also requires competence.
Sentinel Lymph Node Biopsy (SLNB). SLNB is a useful method when
looking for metastases. Lymph nodes to be examined can be found and easily excised
after injection of radioactive substance or a dye into the body area of interest. The
result of SLNB is an independent prognostic factor [50]. However, this method has
the disadvantages of invasiveness and potential risk of complications of dye injection.
Fine Needle Aspiration Cytology (FNAC). FNAC is a rather safe, minor
surgical procedure of tissue sampling for histological examination. However, it is
still invasive and has the disadvantages of histological examinations.
Non-invasive methods for skin examination
As seen above, biopsy followed by histology is rather time-consuming and needs
dedicated staff to perform it, furthermore, biopsy is an invasive intervention, bearing
the risk of infections and complications. Non-invasive skin examination methods
have the common goal of reducing the number of unnecessary biopsies, thus release
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capacity of histology labs while making patient treatment less noisome. Some of
the non-invasive skin examination methods are also very useful for assigning the
margin for excision, thus helping the planning of surgical treatment of lesions to be
removed.
Dermoscopy. Visual, light-based non-invasive technologies were utilized in
early diagnosis of melanoma since the 1990s [35]. A dermoscope (or dermatoscope)
basically is a hand-held, lighted magnifier for skin examination. Dermoscopes typ-
ically provide a 6×–10× magnification [51]. Using an oil (or alcohol) interface,
reflection, refraction and diffraction of light can be minimized, and the epidermis
becomes essentially translucent through the device, thus giving an insight into sub-
surface structures, in vivo [52]. However, the need for these interfaces is already
eliminated in newer devices using polarizing light filters that reject surface reflected
light (having unchanged polarization) and give insight to even deeper (60–100 µm)
structures [53], nevertheless, in the expense of poorer resolution and contrast [52].
Another advanced approach is spectrophotometric (multispectral) dermoscopy – uti-
lizing the fact that larger wavelengths can penetrate deeper – by using lights with
different wavelengths in the visible–infrared domain [54]. This method also provides
a possibility for quantifying the amount of melanin and several other molecules in
skin tissue [55].
Usage of dermoscopy improved the sensitivity and specificity of clinical melanoma
diagnosis from 71% to 90% (by almost 20%) [56]. However, it has been shown that
experience of the clinician plays an important role in the diagnostic performance
of dermoscopy. A comparative study reported that dermatologists with 5 years of
experience diagnosed melanoma with 92% sensitivity and 99% specificity rates via
dermoscopy, while inexperienced clinicians only reached 69% sensitivity and 94%
specificity values [57].
Sequential digital dermoscopy gives the possibility for detecting dynamic changes
by comparing images of periodical, follow-up examinations (which is very useful since
evolution is a characteristic feature in relation with malignancy, as described above)
[58].
The great advantages of dermoscopy are its non-invasiveness, cost- and time-
30
DOI:10.15774/PPKE.ITK.2020.006
effectiveness (examination time of a lesion takes less than 3 minutes [54]). Drawbacks
include the great dependence on the experience of the clinician in diagnostic perfor-
mance (up to about 20% difference in sensitivity amongst clinicians with different
experience). Further drawbacks are its lower accuracy compared to histology and
the lack of depth information (eg. vertical extension of a lesion) or of information
about the inner structure of the lesion.
Confocal Laser Scanning Microscopy (CLSM). CLSM technology uses
a pinhole to exclude light reflected from out of the focus. In this way, a very high
spatial resolution (in the order of µm) can be achieved when scanning a 3-D region.
On the other hand, a 800–850 nm laser is able to reach 200–400 µm penetration
depth. Sensitivity rates of 80–83% and specificity of 96% were achieved when using
CLSM for diagnosis of several skin cancer types [58]. As compared to dermoscopy,
a 10% higher specificity (97% vs. 87%) was achieved for melanocytic lesions.
The greatest advantage of CLSM-based diagnosis is its high spatial resolution
(and thus, good observability of morphological features and microanatomical struc-
tures [35]). Some drawbacks are, however, its limited (small) penetration depth,
hazard of artifacts (caused by hair strands or movement) and a relatively long ex-
amination time (up to 10 minutes) [54].
Optical Coherence Tomography (OCT). In OCT images, contrast is pro-
vided based on the differences in light reflectivity of different tissue components and
in this way, these images correlate well with pathology [35]. OCT provides a high
spatial resolution (in the order of a few µm-s) and a penetration depth of 1–1.5 mm
[52]. However, it is very sensitive to artifacts and to attenuation that have a rela-
tively high inter-patient variability [54]. Visualization of non-melanoma skin tumors
is better with OCT than that of melanoma (due to the high reflectivity of melanin)
[58].
Magnetic Resonance Imaging. MRI is yet only used experimentally for
examination of skin diseases. These systems provide high-quality images of the
diseases, being useful in education and also in determining precise lesion location for
surgical planning. However, diagnostic application is still under future development
[59]. Significant drawbacks of using MRI systems are their expensiveness, spacial
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fixation and requirement of a dedicated staff.
Tape Stripping mRNA. Using an adhesive tape, mRNA sample can be col-
lected from a lesion. Having this sample, genetic information can be acquired from
the lesion. A classifier examining a set of 20 genes distincted melanoma from atypi-
cal nevi with 100% sensitivity and 90.6% specificity [35]. This technique is therefore
promising but not yet applicable in wide-spread use.
Electrical Bioimpedance. Bioimpedence level is dependent on the shape and
structure of cells, cell membranes and on water-content of cells. As cancer cells
tipically differ from benign cells in their shape, size and orientation, measurement
of electrical impedance offers a useful method for differentiating between these cells
[35]. Measurements (taking approximately 7 minutes) with the portable and cost-
effective impedance-measuring device showed promising results in sensitivity (92–
100%) and specificity (67–80%), however, standardization of the results is still re-
quired (since electrical impedance of the human skin significantly varies by factors
like age, gender, season and location) [35].
Ultrasound (US). US imaging (USI) is a safe, noninvasive and cost-effective,
real-time method for examining living tissue [35]. Higher-resolution images can be
obtained using US transducers with higher frequency in compromise with a lower
penetration depth. For skin imaging, frequencies around (or above) 20 MHz are
suitable for use (20 MHz frequency providing a ∼80 µm resolution and ∼1 cm
penetration).
Large field of view, large penetration depth, easy handling, cost-effectiveness
and low biological risk are important advantages of US systems for skin examina-
tion [60]. Drawbacks are its limited, relatively low resolution and dependence on
the experience of the examiner [58].
Since ultrasound imaging is of particular interest for innovation in skin exami-
nation (having the above advantages) and is a main topic of the current thesis, it is
discussed in more detail in the following section.
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1.5.5 Ultrasound in skin cancer diagnostics
One of the current roles of US in skin cancer diagnostics is to confirm or exclude the
primary diagnosis (before surgical intervention: before the final diagnosis is given
by histology). Another role is to measure the vertical (in depth) extension of lesions
before surgical treatment to assist planning of excision.
However, there is ongoing investigation for using US systems as a differential
diagnostic tool for skin cancer. In a study performed on 4338 lesions, US corrected
the diagnoses from 73% to 97% accuracy. The same study presented 99% sensitivity
and 100% specificity rates for US-based skin cancer diagnosis [61].
Imaging. US imaging systems can be used to acquire important information
from the specimen (such as extension, morphology and structure of a lesion in
depth). For imaging of the skin, transducers of 20–50 MHz frequencies are suit-
able.
US imaging realizes the potential for examining vertical penetration of lesions,
measuring extension of lesions, examining the acoustic structure of lesions and de-
tecting possible recurrences.
Some of the problems to face with are that lesions are typically echo-poor,
and that resolution is well below histological details [60]. However, differences in
echogenicity can be utilized in differential diagnosis (eg. between basalioma and
melanoma [62] or between seborrheic keratosis and melanoma [63]).
Contrast enhanced US (with microbubbles added to the bloodstream) highlight
the blood vessels of the tumors, providing a new possibility for better distinction
between benign and malignant lesions (since tumor vasculature is usually in context
with prognosis [64, 65]) [66, 58].
Color Doppler. Another approach to visualize tumor vasculature is the use
of Doppler-mode US that is capable of visualizing the presence of vessels as well as
velocity and direction of blood flow in the vessels by measuring the frequency-shift
of the transmitted signal caused by the moving parts in the sample.
Elastography. Measuring elasticity of a lesion provides a third useful modality
in US skin examination. US elastography is a useful assisting tool in differential
diagnostics, exploiting the fact of malignant lesions generally being less compressible
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than healthy tissue. Elastography is capable of enhancing the diagnostic accuracy
by 20–25% [67].
1.5.6 Conclusions
As presented above, a wide variety of tools and methods provide possibilities for
early stage skin cancer diagnostics. Results of histology are still treated as the “gold
standard”, however, several more approaches exist to assist diagnostics, having the
great advantages of being time- and cost-effective and non-invasive. These methods
also help selection of lesions getting into the phase of histological examination.
Usage of ultrasound has a particularly promising and developing field in assisting




Estimation of Acoustic Power
Output from Electrical Impedance
Measurements
2.1 Introduction
The measurement of transducer acoustic output – as introduced in Section 1.3 –
is necessary for deriving safety indices for diagnostic ultrasound transducers [28].
Acoustic power measurements are also critical for therapeutic treatment scenarios,
especially those involving targeted hyperthermia [68].
In the current practice, parameters defining safety (peak rarefaction pressure,
spatial-peak temporal-average intensity, temporal-average acoustic power) are mea-
sured usually by using either a hydrophone measurement system (for pressure and
intensity measurement and sometimes also for acoustic power calculations) or a ra-
diation force balance (for acoustic power measurement) [69, 28]. However, there are
several drawbacks for using hydrophone systems, such as the difficulty in measuring
high pressures (they generally do not withstand high pressures and/or long pulses)
and the time for the setup of field scans required for power calculation. Measure-
ments using a radiation force balance are much more time efficient; however, the
specific-purpose devices are relatively expensive (7–24k USD) and therefore unob-
tainable by many laboratories and institutes with a limited budget. A method of
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rapidly testing transducers in a cost-effective manner, using otherwise multi-purpose
standard laboratory equipment, may be useful in several use cases. Custom-designed
transducers may be quickly tested during production without requiring a full charac-
terization. Moreover, during manufacturing, all manufactured items may be tested
without the need for random sampling. Lastly, a clinician may test the performance
of a transducer over time without requiring access to expensive equipment.
2.1.1 Equivalent circuit models for transducers with refer-
ence to the current work
The total power dissipation of a transducer is partially due to electrical losses. Cal-
culating the total power dissipation from electrical impedance measurements may
provide an upper limit to the acoustic power output, under the assumption that
all electrical power going into the transducer is converted to acoustic power. Since
such an assumption is too idealistic and leads to a significant overestimation of the
acoustic power output of a transducer, more sophisticated methods are needed for
a closer estimation of the electrical losses and acoustic output. There exist methods
using equivalent circuit models of transducers for a full description of their electri-
cal and acoustical behaviour [70, 71], the most popular transducer model being the
KLM model [20]. However, these methods require extensive knowledge of transducer
parameters (such as physical dimensions, acoustic impedance, sound velocity, and
the coupling factor of the piezoelectric ceramic) [21] that are not necessarily avail-
able when testing. There also exists work, broadly termed the electromechanical
impedance technique, that seeks to characterize a material placed on a piezoelec-
tric transducer by measuring the electrical impedance of the two; for a review, see
[72]. However, the aim of such work is not to characterize the power output of the
transducer itself, but to characterize the loading placed in front of it.
Here, a method for acoustic output power estimation based on ultrasound trans-
ducer electrical impedance measurements only is proposed. The transducer is mod-
elled as a two-port network loaded by the acoustic propagation medium, a general-
ization of the KLM model that retains the linearity and reciprocity assumptions of
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the latter [21]. Such a lumped two-port model has been used in the literature for
electrical matching [73]. Here, the two-port network model parameters are derived
by measuring the electrical impedance of the transducer as it is placed in differ-
ent propagation media (similarly to [74], where the model parameters are used to
characterize the properties of a material placed onto the front of the piezoelectric
transducer). In the present case, the model parameters are used to estimate the
acoustic power dissipation and subsequently compare with acoustic measurements
for validation. To the knowledge of the author, this is the first time that chang-
ing the exterior loading of a piezoelectric transducer has been used to estimate its
output power.
2.2 Theory
In accordance with the KLM model, a piezoelectric transducer is interpreted as a
system with three ports. One electrical port connects the transducer to the electrical
pulser and signal receiver system. Two acoustic ports represent the connection to
the mechanical fields in the front and back acoustic loads (see Figure 2.1). In such
a model, V2 and I2 stand for the acoustic pressure and particle velocity of the front
load, as electrical circuit equivalents. Treating the transducer as a system including
the backing load, as well as optional electrical matching circuit as inner parts of the
system, the model can be generalized to a two-port network (see Fig. 2.2).
2.2.1 Two-port transducer model
Defining an electrical port as a pair of terminals with equal currents flowing in
and out, an electrical circuit with two ports may be treated as a two-port network
(Fig. 2.2) defined fully by 4 impedance parameters Z11, Z12, Z21, Z22 [75, 76], with
state equations:
V1 = Z11I1 + Z12I2 , (2.1)
V2 = Z21I1 + Z22I2 , (2.2)
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Figure 2.1: Schematic of a single transducer element system, showing electrical
connections, back and front acoustic loading, and electrical matching as an optional
part of the network. V1 and I1 stand for the voltage and current at the electrical
port of the transducer, while V2 and I2 represent the acoustic pressure and particle
velocity of the front acoustic load, seen as a voltage and current, respectively, in the
equivalent circuit model.
where Vn, In are the voltage at and current going into ports n ∈ 1, 2, respectively
(with Zmn (m,n ∈ 1, 2) impedance parameters describing their interconnections).
Placing an acoustic load ZL at port 2, the input impedance Zin = V1/I1 “seen” from
port 1 is [77]:




Figure 2.2: Schematic of the two-port network model with impedance parameters
Z11, Z12, Z21, Z22. ZL is the load impedance at port 2. The impedance measured at
port 1 is Zin.
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2.2.2 Estimation of two-port model parameters
Rewriting Eq. (2.3) as a linear combination of parameters,
[ZL,−Zin, 1]x = ZinZL , (2.4)
x = [Z11, Z22, Z11Z22 − Z12Z21]′ . (2.5)
The system of equations in Eq. (2.4) is currently not unique for the four impedance
parameters of x (Eq. (2.5)). However, using the assumption of reciprocity, generally
true for circuits containing passive elements only and shown to be true for the KLM
model [21],
Z12 = Z21 . (2.6)
During the calculation of the impedance parameters, the square root of Z12Z21 is
taken, which gives a positive real impedance value for both Z12 and Z21.
Since there are three unknown terms remaining in x, at any given frequency,
measurements of the input impedance Zin using at least three different acoustic
loads ZL allows an estimate of the parameter vector x to be obtained using matrix
inversion. The equation system will have a unique solution as long as the impedance
properties of the three loads are different.
2.2.3 Derivation of power from two-port model parameters
The total power consumption Pt of the transducer can be calculated from the root
mean squared drive voltage V1,rms and from the input impedance Zinmedium measured
for the system with a specific load medium (as observed from port 1 of the network





In a similar way, the acoustic power Pa transmitted into the medium can be
calculated from the root mean squared output voltage V2,rms of the two-port network







It is noted here that for biomedical applications, water will be used as the ref-
erence medium for power consumption and transmission (total power and acoustic
output power) calculations.
To give an expression for Pa in terms of impedance parameters and the drive
voltage V1,rms only, V2 (and thus, V2,rms) are to be expressed in terms of voltage V1
and impedance parameters Z11, Z12, Z21, Z22 of the two-port network. Rearrange-
ments of Eqs. (2.1) and (2.2) and use of the equation describing the relationship
between the physical quantities at port 2 of the model (see Figure 2.2):
V2 = −ZLI2 (2.9)
lead to such expression in the following way.
For a first step, currents I1 and I2 are to be eliminated from the expressions.










Using Eq. (2.11), Eq. (2.10) becomes:
I2 =
V1 − Z11 V2−Z22I2Z21
Z12
. (2.12)





Using this expression for I2 (Eq. (2.13)), Eq. (2.9) becomes:




Rearrangement of Eq. (2.14) leads to:
V1 =





























Expressing all voltages in terms of their root mean squared (rms) value, the average







(ZL + Z22)− Z12
∣∣∣2 . (2.17)
Please note that the acoustic load ZL in the electrical circuit encapsulates all the
acoustic dissipation into the acoustic medium, while the purely electrical dissipation
is contained in the two-port network. Please also note that ZL can be defined as
any multiple of the acoustic impedance, with the two-port network ensuring the
appropriate conversion between electrical and acoustic impedance. For simplicity,
the acoustic load used is simply the acoustic impedance. The above considerations
are analogous to the ones made in the KLM model [21], although the proposed
model has a more general and therefore simplified form.
2.3 Materials and methods
In this section, a description is provided of the experiments conducted to assess
the validity of the proposed method. First, electrical impedance measurements
were made with two high-intensity focused ultrasound (HIFU) transducers loaded
in turn with three distinct fluid media. Data collected from these measurements were
processed according to Section 2.2.2 to yield estimates of radiated power. Acoustic
field measurements were then made in the focal planes of the HIFU transducers in
order to gain independent estimates of radiated power. Finally, the pressure range
of applicability was assessed through a series of additional acoustic and electrical
measurements performed with drive levels producing pressures up to approximately
20 MPa. Details are provided in the following subsections.
2.3.1 Transducers Used for the Measurements
Two spherically-focused HIFU transducers (Sonic Concepts, Bothell, WA, USA)
were used for measurements at both their fundamental and 3rd harmonic frequencies:
H-102, SN: B-022 (1.060/3.190 MHz) and H-107, SN: 031 (0.5/1.7 MHz). The
fundamental and 3rd harmonic bandwidths, as defined by the manufacturer, down to
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-3dB normalized to a perfect 50 Ω match, were 640/700 kHz (H-102) and 340/80 kHz
(H-107). The H-102 and H-107 transducers had a rectangular and circular cutout,
respectively, modifying their surface areas from 32.2 to 26.5 cm2 and 32.2 to 30.8 cm2,
respectively (Figs. 2.4 and 2.5).
For experimental validation of the theory presented in Section 2.2, the acous-
tic power dissipation was estimated from electrical impedance (“Z”) measurements
and compared with the corresponding acoustic measurements (acoustic power dis-
sipation calculated from measurements of pressure “p”) as a reference (Fig. 2.3),
as described in the following subsections. These measurements were performed for
both transducers with both of their driving frequencies.
Figure 2.3: Setup of the (a) electrical impedance measurements (Section 2.3.2) and
of the (b) acoustic characterization (pressure measurements from which acoustic
power was calculated; see Section 2.3.3).
2.3.2 Electrical impedance measurements
Electrical impedance measurements were performed using a Bode 100 vector network
analyzer (Omicron Lab, Klaus, Austria), in the frequency range of 100 Hz–4 MHz.
The input signal source for the impedance measurements was a continuous wave
sinusoid, and a 1 kHz receiver bandwidth was used. Each HIFU transducer had
a matching transformer; all electrical measurements were made at the transformer
input (Figure 2.3a). During the measurements, the transducer was placed into three
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easily obtainable and safe media with known acoustic impedances: air, water, and
87.5% glycerine, with characteristic acoustic impedances of 0.4 ×10−3, 1.50, and 2.06
MRayl (106 Rayleigh) assuming linear mixing for glycerine [78]. Since inadvertent
physical movement of the transducer cable could potentially change its impedance,
care was taken to not move it while the propagation media was being changed.
The acoustic power output was estimated from the impedance measurements
with MATLAB (Mathworks, Natick, MA) using the proposed method (Section 2.2).
Since the two-port model automatically adapts to the conversion factor used, for sim-
plicity, a conversion factor of 1 Ω/Rayl was used when defining the load impedances
ZLm .
The two-port network parameters Z11, Z12, Z21, Z22 were calculated by solving
the set of linear equations Eq. (2.4) for x (defined in Eq. (2.5)).
As mentioned in Section 2.2.2, impedance measurements using three different
materials (a, w, g) for load provide an equation system of 3 equations as follows
















where Zinm are impedances measured using the load material m and ZLm are the
characteristic acoustic impedances of the material m (m ∈ a, w, g).
From the equation set (of 3 equations for 3 materials), the parameter vector
x was calculated using matrix inversion. Parameters Z11, Z12, Z21, Z22 of the two-
port network model were then calculated from the parameter vector x defined by
Eq. (2.5) and by using the assumption of reciprocity of Eq. (2.6).
The estimated impedance coefficients were used to derive acoustic power con-
sumption as well as total power consumption for unit peak drive voltage (V1 = 1 V)
with water as the acoustic load. Total power consumption Pt was calculated using
Eq. (2.7) for the root mean square drive voltage V1,rms and for the impedance of
the whole system with water load (as observed from port 1 of the network model)
Zinwater . In a similar way, transmitted acoustic power Pa was calculated using
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Eq. (2.17) with the acoustic impedance of water as the load material (ZLwater).
The efficiency of the transducer at a given frequency was calculated as the ratio of
the transmitted acoustic power (Pa) and the total power (Pt), in %.
2.3.3 Acoustic characterization
Direct measurements of radiated acoustic pressure were carried out with the trans-
ducers submerged in a tank filled with filtered and degassed water. For each trans-
ducer/frequency combination, a drive signal was provided by a waveform generator
(Agilent 33225A, Santa Clara, CA, USA) connected to a power amplifier (Model
1140LA, E&I limited, Rochester, NY, USA) as shown in Fig. 2.3. The drive signal
consisted of two-cycle bursts having a center frequency defined by the manufac-
turer at the fundamental or third harmonic resonance of the transducer, with the
short burst typically providing at least 300 kHz of usable processing bandwidth.
The focal plane pressure fields were measured with a calibrated needle hydrophone
(HNC0400, [Onda Corp, Sunnyvale, CA, USA] for 500 kHz, or PA0200 [Precision
Acoustics, Dorset, UK] for higher frequencies). Hydrophone positioning and data
acquisition was coordinated by software control (UMS, Precision Acoustics). Spatial
measurement ranges were chosen to capture at least three sidelobes, as verified by
preliminary line scans. Additional measurements were made on the H-107 trans-
ducer at higher amplitudes and varying pulse lengths in order to assess the validity
of the proposed power estimation method with respect to drive scaling and system
linearity.
For estimates of radiated power, the point-by-point field measurements h(t) were
first Fourier transformed F [ ] and normalized by the transform of the drive voltage
Vd(t) and the hydrophone calibration Mh(t) to yield pressure spectra per unit drive
voltage:
p(f) = F [h(t)]
F [Vd(t)]Mh(f)
. (2.19)
Radiated power was then found by numerically integrating the pressures under the
assumption of locally planar propagation:






where the integration area dA is taken from the scan step size (0.1 mm) and the
ambient sound speed c was found from a temperature-speed relationship [79] and a
thermocouple measurement made during the scan.
Initial measurements of acoustic pressure did not all have sufficiently broad spa-
tial and frequency coverage to accurately calculate radiated power. Upon deter-
mining this, the measurements were repeated with a broader spatial and frequency
span. However, it was found upon this repeat that the H-107 matching trans-
former for the 3rd harmonic frequency band had been damaged in the interim.
Since the beam patterns (where they overlapped) had not changed, but the re-
sponse spectrum did, the H-107 power was estimated using a pressure defined by:
p(f, x, y) = po(f, 0, 0) ∗ Hr(f, x, y), where po is the original pressure measurement
made in the center of the focal plane, and Hr is the focal plane beam pattern made
during the repeat measurements. Power was then estimated using Eq. (2.20).
As a consistency check, this process was also done for the fundamental frequency.
Comparison of the modified calculation and one made entirely based on the repeat
measurements of both pressure and beam pattern showed agreement within 16.73%
for the fundamental frequency.
2.3.4 Measurements Validating the Range of Linearity for
the Model
The estimate of acoustic power output from a given voltage input relied on a linear
model. The electrical impedance measurements were done using a small current
injection so their linear extrapolation should work as long as the acoustic output
was in the linear range. To demonstrate the validity of linearity in terms of drive
voltage, measurements were performed as follows.
The H-107 transducer was driven in its 3rd harmonic band over a range of am-
plitudes so that the final peak to peak pressure was just over 20 MPa. Fields were
measured with a membrane hydrophone (D1602, Precision Acoustics, Dorset, U.K.)
whose frequency response was flat within 1%–2% over the 1–20 MHz range allowing
determination of calibrated pressure as harmonics appeared in the received wave-
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forms. The hydrophone was scanned through a radial line spanning ±6 mm about
the focus for each drive level, and the scan data were processed to yield acoustic
power estimates as described above (Eq. (2.20)). Electrical impedance was also mea-
sured, using a current probe (4100, Pearson Electronics, Palo Alto, CA, USA) and
a voltage probe (PP017, LeCroy, Geneva, Switzerland) connected to the amplifier
output.
2.4 Results
2.4.1 Comparison of estimated and measured acoustic pow-
ers
Results are shown here in terms of power and efficiency. As an example, in the top
row of Fig. 2.4 (b,c), the estimated (from impedance “Z”) and measured (from pres-
sure “p”) acoustic powers are compared in relation to the total (electric and acoustic)
power calculated from impedance measurements (Section 2.3.2). The lower plots
(d,e) show efficiency calculated for both estimation and measurement of acoustic
power, using the data of the plots at the top (b,c).
The results for four cases of transducer and driving frequency combinations (see
Figs. 2.4–2.5) indicated that the method presented in this paper gave an estimation
in between the total power and the measured acoustic power values. A good agree-
ment was found in the frequency dependency of these three values, with estimations
being closer to the measured acoustic power for frequencies near the third harmonic,
coupled with a lower efficiency. At the nominal transducer resonance frequencies, the
estimated/measured powers were 6.7/5.0 mW (H102, 1.06 MHz) 4.3/3.6 mW (H102,
3.19 MHz), 8.1/6.2 mW (H107, 0.5 MHz) and 5.2/4.4 mW (H107, 1.7 MHz). The
mean absolute difference between estimated and measured power, in % of the aver-
age measured power, was 17.0% and 4.5% for H102 fundamental and third harmonic;
21.8% and 7.8% for H107 fundamental and third harmonic. The impedance-based
power predictions were consistently above the acoustic measurements, at most ex-
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Figure 2.4: Comparison of electrically estimated (from impedance “Z” measure-
ments) and acoustically measured (estimated from acoustic pressure “p” field mea-
surements) power outputs (1 V peak drive voltage) of the H-102 (SN: B-022) trans-
ducer. (a): Transducer surface schematic with the cutout. (b,c): Total (electric
and acoustic) power and estimated and measured acoustic power. (d,e): Estimated
and measured efficiency. The dotted vertical lines indicate the centre frequency de-
fined by the manufacturer at the fundamental and third harmonic resonances of the
transducer.
ceeding it by 34%. The acoustic measurements themselves had an uncertainty of
around 32% (in accordance with 15% hydrophone calibration uncertainty for pres-
sure). The uncertainty of the impedance-based method was estimated to be between
0.7 and 7.1% depending on the device and its drive band.
Explaining the above, the uncertainty of the impedance measurement-based
method was estimated based on the uncertainty of the impedance measurements.
Multiple (3–8) measurements were performed for each transducer placed in each
material (air, water, glycerine). Impedance measurements showed significant accor-
dance. Variability analysis showed the worst-case (biggest) standard variation being
2.91 Ω (0.86% of the highest impedance measured), while the mean standard varia-
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Figure 2.5: Comparison of electrically estimated (from impedance “Z” measure-
ments) and acoustically measured (estimated from acoustic pressure “p” field mea-
surements) power outputs (1 V peak drive voltage) of the H-107 (SN: 031) trans-
ducer. (a): Transducer surface schematic with the cutout. (b,c): Total (electric
and acoustic) power and estimated and measured acoustic power. (d,e): Estimated
and measured efficiency. The dotted vertical lines indicate the centre frequency de-
fined by the manufacturer at the fundamental and third harmonic resonances of the
transducer.
tion for all frequencies of all measurements for both transducers was 0.18 Ω (0.05%
of the highest impedance measured and 2.12% of the average of all impedances
measured).
From the impedance measurements, the highest difference from the average was
calculated for each frequency of interest, for all four cases of transducer and driving
frequency combinations, for all three materials, and for the real and imaginary parts
of the measured impedance, separately. The calculated values were used as the
standard deviation of the Gaussian random noise added to the relevant impedance
measurements (of the measurements presented in this thesis, in Section 2.4). Power
estimates were calculated, and the uncertainty of the method was estimated as
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the mean absolute difference of the power estimate using noisy measurement data
compared to the power estimate calculated from the noiseless measurement data
presented in this thesis and normalized by the average total power of the latter.
Repeating the above calculation for 1000 different Gaussian random noises, for
each transducer and driving frequency combinations, gave the following results. The
maximal mean absolute differences of the power estimate from noisy and noiseless
measurement data were 1.1%, 0.7%, 7.1% and 1.7% for transducers and driving
frequencies of the H-102 fundamental, H-102 third harmonic, H-107 fundamental,
and H-107 third harmonic, respectively.
2.4.2 Linearity of the Model
The linearity of the transducer response, in terms of pressure-voltage correlation,
was assumed when suggesting that the small-signal impedance measurements used
to estimate the power output of the transducer were valid over a higher voltage
range, as well as for a broad frequency range.
A wide range of linearity was verified for the proposed model by measurements
performed as described in Section 2.3.4. Results are shown in Fig. 2.6.
Fig. 2.6a shows the peak positive and negative pressures measured at the focus
of the H-107 transducer and includes all frequency content up to 20 MHz. From the
asymmetry of the values, the waveform clearly exhibited nonlinear behaviour even
at low drive levels (“drive amplitude” is the amplifier output).
Fig. 2.6b shows the values of electrical impedance Ze at 1.7 MHz as determined
from voltage and current probes at the amplifier output terminal. The datasets had
standard deviations of < 2% over the drive range. At the higher drive levels, small
nonlinearities did show up in the drive spectrum (not shown on the figure), but
they were no larger than 1/20th of the 1.7 MHz amplitude. All this suggested that
the nonlinearities were primarily in the water, not in the drive chain (as expected).
Because the electrical impedance was essentially invariant with driving amplitude,
this further validated the use of the proposed model for higher driving voltages.
In Fig. 2.6c, the computed radiated powers are shown in two forms: using the full
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Figure 2.6: Validation of the small-signal electrical impedance measurement results
to higher driver voltages (resulting in higher pressures and powers). (a) Focal pres-
sure, (b) electrical impedance, and (c) radiated power measurements as a function of
drive voltage in the range of 4–80 V showing the linearity of the pressure-voltage cor-
relation, in the case of the third harmonic band (∼1.7 MHz) of the H-107 (SN: 031)
transducer.
bandwidth of the data and only keeping the part that was in the 1.5–1.9 MHz band.
The latter presumably was what would come from the electrical impedance-based
predictions. At the highest drive level, the band-limited power estimate was only
5.5% lower than the full band. This was largely as expected when the nonlinearity
was occurring locally in the focus due to elevated pressures. The main lobe peak had
a minimal contribution to the total power because there was very little corresponding
area through which energy flowed at the peak intensity. For pressures in the range
reported here, similar observations were made regarding heating of tissues with
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focused beams: nonlinearity may produce a waveform distortion, but it did not
necessarily impact spatially cumulative outputs that were quadratic in pressure (e.g.,
power, heat deposition). Finally, the power–voltage curves followed the expected
quadratic dependence, with a residual difference of about 5%.
In summary, the proposed method did not appear to be limited by deviations
from linearity (or voltage scaling as presented above) for this transducer for up to
20 MPa peak-peak pressure. This pressure range is relevant to many therapeutic
scenarios, and therefore, the association with “HIFU” is appropriate based on these
findings.
2.5 Discussion
2.5.1 Interpretation of transducer-specific phenomena af-
fecting measurements
As shown in Figs. 2.4–2.5, efficiency values at the fundamental frequency were sig-
nificantly lower for measured acoustic power than for electrical impedance-based
estimations, in all four cases. The efficiency estimates were also lower than the
values reported by the manufacturer for a representative transducer (with different
SN), being 87% and 80% at fundamental and third harmonic frequencies. How-
ever, the representative transducer did not have a cutout, and having cutouts of
any shape (and the resulting boundary conditions and vibration shapes) could im-
pact the power estimates via the input energy going into subsonic vibrations (such
as bending or surface wave motion) near the edges of the ceramic, rather than de-
formation that produces volume change and efficient radiation. In this way, some
energy may be dissipated in ceramic losses and kinetic energy of the loading fluid
(water), near the edges. Assuming that the edge “losses” scale with the wavelength
may explain the larger difference between estimated and measured acoustic power
for the fundamental frequency than that for the third harmonic.
Conceivably, a larger transducer with greater surface area to edge length would
be less susceptible to the proposed loss mechanism. To the author’s knowledge, all
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clinical HIFU transducers (unless array-based) would fit this description. Another
potential loss mechanism at lower frequencies would be coupling into the transducer
body (side walls). In a transducer without a cutout, an even closer correspondence
of the presented impedance-based estimates of the acoustic power dissipation with
the real dissipation shown by reference acoustic measurements would be expected.
The acoustic resonance frequencies, as measured using electrical impedance and
acoustic measurements, are seen to be in close agreement in Figs. 2.4–2.5. However,
there were discrepancies with the values provided by the manufacturer. This could
be due to several factors, including changes of transducer properties with time and
handling.
2.5.2 Scaling of the results
The results presented in this work were measured and calculated for unit voltage
amplitude. Projections to a given drive voltage amplitude should consider both
the electrical and acoustic linearity of a specific transducer for a drive voltage and
frequency range. Note that, with the assumption of linearity, the power output
increased as the square of voltage (meaning that a 32 V drive would scale the plots
of Figs. 2.4–2.5 from mW to W), and for HIFU applications, even higher voltages
(e.g., 50 V and higher) were typically used. As long as the model was applied in its
linear range, the relative (%) errors (Section 2.4.1) remained valid.
The effect of drive level on the scaling of model results was evaluated with the
H-107 transducer, with measurements made of the drive voltage, drive current, and
focal plane acoustic pressure (Subsection 2.4.2). For drive amplitudes between 4
and 79 V, the electrical impedance in the “drive band” (1.6–1.8 MHz) exhibited
negligible variation (1.7% standard deviation). At the highest drive amplitude, the
focal pressure waveform was highly nonlinear, with a peak-to-peak value of approx-
imately 20 MPa. Still, the estimated radiated power followed a simple quadratic
relationship with drive voltage over the range tested. This presumably was because
the amplifier-transducer system behaved linearly, and the nonlinear response of the
medium (water) was not strong enough to cause meaningful thermo-viscous losses
that would appear as a loss of beam power. Further study would be required to
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evaluate other transducer systems and drive conditions. However, the data in this
study confirmed that the proposed method was valid even when the response of the
medium yielded strongly nonlinear waveforms.
2.5.3 Potential advantages of the proposed method
The primary advantage of the proposed method is its cost-effectiveness. The liquids
used for the presented measurements are commonly available lab supplies, and the
electrical impedance measurement could be done with probes or simple circuits if
an impedance analyzer was not available. Another advantage is its simplicity. It
only requires changing the media in which the transducer is placed and performing
quick impedance measurements in each. There is no need for precise setting of the
orientation of the transducer if the tank is large enough. A further advantage is
time-effectiveness. An electrical impedance measurement only takes about a few
seconds for a frequency range of tens of MHz. Including the changes of propagation
media, the three measurements can be done within 15 minutes, approximately.
Future work could investigate the use of media with an even higher acoustic
impedance than glycerine to ensure a higher contrast in electrical impedance values,
the expected effect being to reduce sensitivity to measurement errors.
2.6 Conclusions
A method for acoustic power output estimation of ultrasound transducers was pro-
posed in this chapter, based on simple electrical impedance measurements in three
different propagation media and requiring knowledge only of the relative character-
istic acoustic impedances of these media. Results showed agreement of estimated
acoustic power outputs (based on electrical measurements) with relevant reference
acoustic measurements, for four cases of transducer and driving frequency combina-
tions. Since the estimates were consistently above the measured acoustic values, but
never more than 34% above the acoustically measured power, they may potentially
be useful for providing an upper bound for ultrasound exposure safety analyses.
Quantitatively, a 21.8% overestimate as seen with the H-107 fundamental would
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translate to a 10.4% overestimate in pressure, which is similar to the maximum
uncertainty in a direct measurement with a hydrophone. Drive scaling analyses in-
dicated that the proposed method could yield valid power estimates even when the
output waveform was highly nonlinear, making it suitable for many HIFU calibration
scenarios.
Although estimates of acoustic power dissipation may be used to estimate acous-
tic intensity and pressure output, this was left out of the scope of this thesis as the
calculations involve considerable deliberation [68]. However, with future work, the
proposed time-, complexity-, and cost-effective method may be elaborated to give
predictions on the mechanical index (MI) and thermal index (TI) used to charac-
terize ultrasound transducer safety for diagnostic and therapeutic applications (see
Section 1.3). Such a method would be of great benefit for making quick and simple
independent measurements both in industrial and clinical environments, filling a gap





Observation of Dynamic Biological
Changes
3.1 Introduction
Decorrelation ultrasound (here after DECUS) is being increasingly used to inves-
tigate long-term biological phenomena such as response to therapy or slow blood
perfusion in the capillaries [80, 81, 82]. DECUS is useful for obtaining information
from dynamic changes (eg. characterizing changes in a time-domain sequence of
some data). For a temporal sequence of ultrasound signals, it can provide impor-
tant and quantitative information about scatterer dynamics. As shown by Abbey et
al. [80], static, dynamic scatterers as well as noise can be quantitatively separated
via decorrelation.
A potential application of DECUS is the investigation of postmortem effects
in tissue. To the best knowledge of the author, the results of such experiments
have not yet been published in the literature. Post-mortem tissue effects – such
as post-mortem blood movements, rigor mortis, or decomposition) occur over the
time-courses of several minutes to hours (or even days, months), thereby making
conventional ultrasound Doppler techniques unusable. The investigation of these
effects is of potential interest in forensics, such as in understanding the post-mortem
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redistribution of various drugs [83].
In the presented work, ultrasound image sequences of mice who did not sur-
vive anesthesia (in a separate investigation) were analyzed and post-mortem tissue
effects were observed via decorrelation calculation. A method was developed to ob-
tain a quantitative parameter characterizing the rate of decorrelation. The results
showed that ultrasound decorrelation imaging is an effective and promising method
of observing post-mortem tissue effects and pointed to further studies elucidating
the mechanism behind these effects.
3.2 Background
As described by Abbey et al. [80], comparing images generated in the same spatial
frame – but at different moments in time – makes it possible to differentiate between
components of the imaged object, based on signal statistics.
Three basic components can be identified in the cumulative signal correlation
data (Fig. 3.1). The correlation contribution of static scatterers is constant. How-
ever, contribution of dynamic scatterers to the overall signal correlation is decaying
in time: it is assumed to show an exponential decay. The third component is noise
(arising from the way of data acquisition), which is assumed to be totally uncor-
related in time, so that its decorrelation component has the form of a Dirac delta
function.
Measuring and examining the overall correlation of images (a series of images
in time) as a function of time gives important information about the components
of the (image) signal. (The term ‘overall correlation’ is used here for the Pearson
correlation value of a pair of entire images.) The drop in the beginning of the cumu-
lative correlation function (the drop between the autocorrelation value (1.0) of the
first image and the correlation value measured for – the first – two different images)
accounts mostly for the effect of noise. The limiting value of the decaying function
(ideally) represents the total contribution of static scatterers to the overall (cumu-
lative) signal (image) correlation. The interval between the correlation contribution
level of static scatterers and the highest value of the cumulative correlation signal,
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Figure 3.1: Components of the cumulative correlation signal. Modified from [80,
p. 2254].
right after the drop referring to noise, shows the contribution of dynamic scatterers.
(To be accurate, the joint ratio of dynamic and static scatterers up against noise
can be determined by estimating the initial point of the decaying function: in this
way, the contribution of dynamic scatterers and noise can be distinguished in the
initial drop.) This interval makes it possible to calculate the proportion of dynamic
scatterers versus static scatterers in the imaged region. By examining the decaying
function, temporal changes in the imaged object can be characterized quantitatively
by calculating a time constant for the decay – as it will be presented in the following
sections.
As has been shown above, using statistical signal analysis, dynamic processes
can be analyzed quantitatively and important information can be collected about




3.3 Materials and methods
The proposed DECUS method quantifying image dynamics by calculating time con-
stants for the decaying decorrelation functions has been applied to the investigation
of post-mortem tissue effects being a potential application as mentioned in the In-
troduction (Section 3.1).
3.3.1 Data acquisition
Ultrasound (US) images of nude mice were collected under anesthesia as part of a
separate investigation into cancer growth of xenografts implanted into their hind
legs. Two of the mice did not survive the anesthesia procedure and ultrasound
images were obtained post-mortem. To investigate post-mortem changes to tissue,
a sequence of ultrasound images were collected at regular time intervals. The linear
array transducer was kept in a fixed location observing the hind legs of the animal.
An Analogic US research system (BK Medical, Denmark) was connected to the 5–12
MHz linear array providing an image resolution of ∼ 800 µm2 in terms of pixel area.
Hereinafter, results are presented using two separate sequences of ultrasound
images, one from each of the mice. One was a 53 minutes long sequence with 10.6 s
time intervals. The other sequence of images was collected in 36 hours using a time
interval of 5 minutes. Based on these two image sequences, long-term tissue effects
could be observed as well as short-term changes (the latter with a higher temporal
resolution).
3.3.2 Decorrelation analysis
In order to get an insight into the dynamics of the imaged tissues, decorrelation
analysis was done separately for each spatial location – for every image pixel in the
ultrasound image frame (see Fig. 3.2.a). For each pixel, the normalized autocorre-
lation function of the temporal RF (radiofrequency) signal amplitude changes was
calculated for positive time lags (see Fig. 3.2.b). The initial parts of the autocorre-
lation functions fitted well to an exponential decay. Therefore, to estimate the rate
of decorrelation, a time constant was calculated for each pixel via exponential curve
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fitting (see Fig. 3.2.c).
The method used for exponential curve fitting was based on the mathematics
of the gradient of exponential functions. Namely, for an exponentially decaying
function f (with amplitude A and time constant τ):
f(t) = Ae−t/τ , (3.1)
the gradient of the function is:





Thus, the time constant of the function can be determined using the following equa-
tion:
τ = − f(t)
f ′(t) . (3.3)
Given the estimated time constants τ for each spatial location in the image
frame, dynamic behavior of scatterers in different spatial locations was visualized
by creating a map of τ (using the same image frame as for the acquisition of data –
see Fig. 3.2.c).
Figure 3.2: Method for calculating the map of time constants via exponential curve
fitting to autocorrelation functions of pixelwise temporal RF signal changes. (a)
Observed RF signal amplitude change in time (for a given pixel); (b) Calculation of
autocorrelation functions (for positive time lags); (c) Spatial map of time constants




3.4.1 Tissue changes on small time-scale (seconds – 1 hour)
In the case of the 53-minute-long acquisition (10.6 s temporal resolution), relatively
“short-term” post-mortem tissue effects were observed. One of these effects is post-
mortem blood movement which phenomenon is discussed in [83].
The map of time constants – calculated via exponential curve fitting to the pix-
elwise temporal autocorrelation functions (see Fig. 3.2) – is shown in Fig. 3.3. The
regions with smaller time constants correspond to the more dynamically changing
regions observed in the original B-mode US image flow (see Fig. 3.4 as an illustration
and reference for Fig. 3.3).
In some well-defined regions – like the central ventral region of the animal (region
between −1–4 mm axially, 8–12 mm laterally) – periodic changes were observed
qualitatively in the B-mode image sequence. Autocorrelation sequences showed a
relatively fast decay rate for these regions (characterized by time constant values of
around 100 seconds) and also showed an oscillatory component with a periodicity in
the range of 10–15 minutes (see Fig. 3.5). Since the abdominal aorta of the mouse
was located in the area mentioned above, the occurrence of this oscillatory behavior
(in the scale of ∼10 minutes) is presumed to be related with post-mortem blood
movements and/or with gathering and releasing of gases in the abdomen.
3.4.2 Tissue changes on long time-scale (hours – days)
To investigate relatively long-term tissue effects, a 36-hours-long post-mortem ul-
trasound image sequence was analyzed with a temporal resolution of 5 minutes.
Different phases of post-mortem effects were observed in the temporal evolution of
raw ultrasound signals and time constants were calculated for each (see Fig. 3.6).
The ultrasound images did not show significant variation for the first 13–19 hours
following death. This predominantly static period is in accordance with rigor mortis
(being an important post-mortem effect describing long-term, static muscle contrac-
60
DOI:10.15774/PPKE.ITK.2020.006
Figure 3.3: Spatial map of time constants calculated from fitted exponential curves.
Warmer colors indicate smaller time constants – thus, a faster decay in correlation.
On the other hand, colder colors refer to slower decay (with larger time constants)
and indicate the places of (more) static scatterers. In order to achieve a better
resolution for smaller time constant values, a limit of 1000 s was set for differences
to be visualized.
Figure 3.4: A (typical) B-mode (brightness-mode) US image from the image sequence
(as reference for Fig. 3.3).
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Figure 3.5: Example of the results of decorrelation analysis for pixels imaged in the
central ventral region of the mouse. Initially, a nearly exponential decay with a time
constant of ∼100 seconds can be observed here, followed by oscillatory behavior with
a periodicity in the range of 10–15 minutes.
tion following death, in the absence of ATP (adenosine triphosphate) molecules
which would allow actin–myosin complexes to disintegrate [84]).
The generally static phase was followed by a period of dynamical changes hypoth-
esized to be related to decomposition. Here, two phases could be clearly separated.
Firstly, relaxation of the corpse (after rigor mortis was ended) resulted in rela-
tively quick changes in RF signal amplitudes coming from a given spatial point. A
time constant of approximately 250 seconds was calculated for this phase, observed
between 19 and 26 hours following death. From observation of the B-mode image
sequence, the rapid oscillatory changes in the RF signal in this phase are assumed
to arise from large-scale global movement of the mouse as it relaxed following rigor
mortis, rather than any real oscillatory motion.
In the third phase, slower changes with a time constant of ∼4000 seconds were
observed. These changes are hypothesized to be due to advanced decomposition.
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Figure 3.6: Long-term tissue effects.
(a) First B-mode image from the image sequence (made at the time of death); (b)
Final B-mode image from the image sequence (made 36 hours after death); (c) A
sequence of temporal RF signal amplitude changes showing typical phases observed,




The results showed that dynamic behavior of temporal changes in tissue can be
quantitatively characterized by decorrelation analysis on US image sequence. Post-
mortem image sequences (exempt from artifacts caused by voluntary motion of
the animal) were used to show that DECUS can serve as an effective method of
observing changes such as post-mortem tissue effects. Decorrelation analysis method
was developed providing a quantitative parameter (time constant of the exponential
curve fitted to the initial decaying part of the autocorrelation sequence) for a given
spatial location (image pixel). Based on this method, creating a map of the above
quantitative parameters has been shown to be a useful tool for visualizing relative
dynamicity at several spatial locations in the frame of a temporal image sequence.
Short-term and long-term tissue effects were observed post-mortem (using the
proposed method). Nevertheless, further studies are needed elucidating the mecha-
nisms behind these effects as well as further improvements of the methodology. On
the one hand, the curve fitting algorithm could be further improved. An interesting
question arises discussing whether pixel-wise or global analysis should be performed
to give better and more interpretable results (the answer for this question may de-
pend on the given application). A third important direction of improvement points
at possibilities for scatterer-tracking. By solving this problem, results of dynamics
quantification would be improved by monitoring the dynamics of real parts of the
imaged object (or tissue) rather than the dynamic changes of what is seen at certain
spatial points on the images.
It is a great advantage of the proposed method that – in contrast with con-
ventional Doppler methods in ultrasound imaging – the proposed DECUS method
is independent of the time-course of the changes to be observed (when applying a
high enough PRF being higher than the changes to be observed). In this way, po-
tential future applications taking advantage of this feature may be primarily those
looking for changes on a long (above seconds) time scale. In the field of biomed-
ical applications, these include the monitoring of long-term biological phenomena
such as response to therapy or slow blood perfusion in the capillaries or even the
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understanding of the post-mortem redistribution of various drugs as mentioned in
Section 3.1. Moving towards further applications, a method may be developed in the
future for classifying tissue changes based on decorrelation analysis of an ultrasonic
image sequence. With resolution improvements of ultrasound imaging, it may also
be used in a future application of long-term monitoring of cancer growth or decay as
a response to therapy. In the field of echo decorrelation imaging of tumor ablation
(see for e.g. [85, 81]), the author is unaware of any calculation of time constants.
The use of the current methodology for monitoring tumor ablation may be able to
provide a more quantitative evaluation of the decorrelation effect.
Regarding non-medical applications, the presented method is potentially also
suitable for measurements of material fatigue via the detection of the appearance
of cracks, in the field of non-destructive testing (NDT). This potential industrial
application would require a specific framework ensuring that the ultrasound images
to be compared are taken of exactly the same area or section of the material, from
time to time. The limitations of the method are the followings. The materials to
be examined should be transparent for the ultrasound waves. Spatial resolution of
the method as well as penetration depth are determined by parameters – primarily
by the the center frequency – of the ultrasound imaging system. Finally, objects
to be examined should be spatially stable, being exempt from spatial deformations
in between time frames of the recordings. With these considerations, the method









In ultrasound as in other medical diagnostics, there is a trend towards making
portable and cost-effective devices that offer better access to healthcare [13, 86, 87].
A remarkable approach serving the purpose of creating cost-effective and portable
ultrasound imaging devices is looking at possibilities and alternatives in scanning.
A novel real-time scanning method (rt-DABAS) is proposed here which uses the
scanned data itself for scan conversion (putting the relevant data into an image
frame). Cost-effectiveness and portability is attained in consequence of the pro-
posed method realizing dimension incrementation of US image signals (obtained
with a lower-dimensional – thus, lower-cost – US imager) without the addition of
mechanical motion systems or position sensors.
In this chapter, theory of the proposed DABAS method is presented first. This
is followed by the presentation of experimental validation of the method. While the
present chapter aims to discuss a generalized investigation of different aspects of the
method, a specific application has been developed and realized in practice. This is




As noticed above, one method of reducing cost in ultrasound imaging is to substitute
electronic scanning of the A-lines with physical scanning, either using mechanical
scanning with a stepper motor [88] or freehand scanning [89]. Typically, only one
transducer element is required for physical scanning, which is especially advanta-
geous for higher frequencies (> 20 MHz), where transducer array manufacture is still
relatively complex [90]. Since single-element transducers have poor lateral resolu-
tion outside their focal region, an annular array may also be used [60]; this achieves
a more uniform lateral focusing with depth while requiring lower transducer and
hardware complexity than widely used linear arrays [91].
Regarding mechanical scanning, the presence of the motor and driving circuity
increase cost, complexity, and power consumption while reducing reliability [92].
Alternatively, freehand scanning may be used, where estimates of the scan position
are necessary. One option is to use some type of location or motion sensor, which
could be acoustic [19], magnetic [93, 94], electromagnetic [95, 96], tilt [97, 92, 98,
99, 100], optical, or infrared [101]. However, these sensors usually suffer from some
combination of issues including limited position accuracy, latencies in either position
sensing or ultrasound data recording, or limitations on the scanning path that can be
covered [102]. One commercially successful application, the Signos system [92] relies
on an angularly scanned transducer with a tilt sensor. However, for applications
involving areas of interest relatively close to the transducer and containing angle-
dependent surface reflectors, linear scanning may be more appropriate. One such
application is the examination of skin surface lesions [103].
Another potential method of estimating position during freehand scanning in-
volves use of the data to estimate position [19], which is termed here data-based
scanning, or DABAS. In the current practice, a calibration curve describing the de-
gree of similarity between two 2-D ultrasound images as a function of their distance
allows an estimate of their relative positions. Such estimates from a set of 2-D images
are combined to generate a scan-converted 3-D volume. The research team from the
SOUND Laboratory, at Pázmány Péter Catholic University, Faculty of Information
Technology and Bionics was generalizing this idea to the scan conversion of a set of
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A-lines into a 2-D image. In such a situation, it becomes a user need to visualize
the image in real-time. Therefore, a real-time DABAS algorithm (rt-DABAS) has
been developed [4] that accepts A-lines into a predefined image grid as soon as they
arrive rather than the classical method of performing offline processing on all the
data.
Hereinafter, an overview of classical DABAS methods is followed by a presenta-
tion of the proposed rt-DABAS method, including the derivation of the calibration
curve, the scan conversion method, and measures of position estimation errors.
4.2 Theory
4.2.1 Overview of existing DABAS methods
As previously mentioned, a method of estimating transducer motion during freehand
scanning relies on quantifying the change of the incoming ultrasound data as it
is moved and relating this change to transducer displacement using a calibration
curve. For generality between the classical problem of converting 2-D images into
a 3-D image and the problem of converting 1-D A-lines into a 2-D image, the term
data frame will be used to refer to individual A-lines or 2-D images, sets of which
need to be aligned in space to perform scan conversion. Before considering the
theory and implementation of the proposed method, existing methods of calibration
curve estimation and transducer position estimation for scan conversion are briefly
considered.
The calibration curve ρ(d) is a function expressing the level of similarity ρ be-
tween two data frames whose recording location is a distance d apart. The measure
of similarity is usually the Pearson correlation coefficient, so that if fully developed
speckle (FDS) can be assumed, then the calibration curve is the lateral autocorrela-
tion of the imaging system point spread function. If the FDS assumption does not
hold, more advanced estimation methods may need to be employed, including sta-
tistical modeling of speckle formation [104, 23], tissue characterization [25], adaptive
models [27, 26], or machine learning [105]. It is unclear, however, how general these
methods are to different tissues or transducer types, or indeed how large errors are
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incurred when assuming FDS for single element transducers. It would be desirable,
therefore, to investigate the potential limitations of assuming FDS for single element
transducers.
Another issue to consider is the method of scan conversion. Due to the presence
of noise, an estimate of the distance between two subsequent data frames based on
the estimated calibration curve ρ̃(d) is sometimes considered too erroneous. There-
fore, current methods combine distance estimates between many pairs of data frames
using weighted averages [106, 107, 108, 109]. Again, it is unclear how accurate po-
sition estimation is for noisy data from single element transducers, whereas the
retrospective combination of distance estimates compromises real-time scan conver-
sion. Therefore, a novel, real-time DABAS algorithm (rt-DABAS) [4] is proposed
that displays a data frame in the relevant place as soon as it is recorded.
4.2.2 Calibration curve
Let the calibration curve ρ(d) be defined as the expected correlation coefficient
between a reference data frame and a data frame recorded at a distance d from the
reference. When FDS is assumed without the presence of imaging noise, ρ(d) is
independent of the reference recording location and its extrema are:
ρ(0) = 1, (4.1)
lim
d→∞
ρ(d) = 0, (4.2)
where ρ(0) concerns the correlation coefficient between two data frames recorded at
different times but at the same location. This distinction becomes important when




1 + 10σ/20 , (4.3)
where σ is the signal-to-noise ratio (SNR) in dB.
With the addition of noise, the estimation of the calibration curve will be subject
to sampling error. Moreover, due to statistical fluctuations, the correlation coeffi-
cient ρ between two data frames at distance d will differ from ρ(d) even without the
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presence of noise. Lastly, when FDS cannot be assumed (conventionally defined as
less than 10 scatterers per resolution cell [110]), the autocorrelation of the scattering
function will modify ρ(d). The extent of all these phenomena should be assessed
using simulations. In addition, two hypotheses concerning ρ(d) should be tested.
First, ρ(d) should be closely related to the lateral autocorrelation of the imaging
response to a combination of points at several depths. Second, when the calibration
curve under noise is normalized to a maximum of 1, the curve should return to its
original shape that it had without the addition of noise.
4.2.3 rt-DABAS algorithm
Once an estimate of the calibration curve ρ(d) has been obtained, a scan conversion
algorithm may be employed on the incoming data frames F1, F2, ..., FI . In conven-
tional DABAS methods [106, 107, 108, 109], the correlation coefficients between
all or a subset of the data frames are first calculated; these coefficients are then
combined offline to measure the relative positions between subsequent data frames;
lastly, the data frames are interpolated onto image frames I1, I2, ..., IK with a regular
spacing of ∆y between them (Fig. 4.1).
In contrast, the proposed algorithm (described in even more detail in [4]), relies
on a high enough frame rate of data frame acquisition to yield the assumption that
for each image column, there will be a data frame recorded sufficiently close to the
desired location (Fig. 4.2). The real-time algorithm employs an acceptance criterion






∣∣∣ρIk−j ,Fi − ρ(j∆y)∣∣∣ < ε, (4.4)
where w(j) are a set of weights for a window size J , used for combining the absolute
differences between a measured correlation coefficient ρIk−j ,Fi and an expected corre-
lation coefficient ρ(j∆y). The measured correlation coefficient ρIk−j ,Fi is calculated
between the current data frame Fi and J past image frames. If the data frame was
recorded at the expected location, then the expected correlation coefficient should
be ρ(j∆y). When the weighted sum of absolute differences is below some predefined
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Figure 4.1: Schematic illustrating the concept of conventional DABAS methods.
The relative positions between subsequent data frames are calculated offline when
having all of the frames and frames of the desired image grid are calculated using
interpolation [4].
threshold ε, the acceptance criterion is met, the current data frame is loaded into
image frame Ik, and k is incremented by 1 in order to search for the data frame that




1: procedure ScanConversion(F, ρ(d),∆y, w, ε)
2: I1 ← F1 . The first data frame is automatically accepted
3: k ← 2 . Index of the actual image grid to be loadedwith incoming data
4: i← 2 . Index of the actual incoming frame of F
5: N ← lengthOf(F1) . Number of axial samples in image frames
6: J ← lengthOf(w) . Window size (calculated from length of weights)
7: while I is not fully filled do
8: for j ← 1,minimumOf(J, k − 1) do












∣∣∣ρIk−j ,Fi − ρ(j∆y)∣∣∣ . Acceptancemetric
11: if αi,k < ε then
12: Ik ← Fi . Accepted frame is loaded into the image grid
13: k ← k + 1 . Index of the next empty grid in the image




Figure 4.2: Schematic illustrating the concept of the proposed rt-DABAS method.
The desired image grid is filled with data frames chosen based on an acceptance
criterion, in real time [4].
4.2.4 Position estimation errors
For quantitatively characterizing the performance of the position estimation of the
proposed rt-DABAS method, the concepts of bias error and ripple error are defined
as follows.
When loading the data frames recorded at true positions yt into image columns
at desired positions yd, the difference between the two vectors gives rise to position
estimation errors and thus image degradation. A simple scalar measure of error is
the root-mean-square error (RMSE) ‖yt − yd‖2. However, the error encapsulates
two different phenomena that should be differentiated from each other. The first,
termed bias error, describes the linear increase in error between the true and desired
positions as a function of the desired position. This systematic error of position
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estimation can be quantified by fitting a line to the relationship between yt and yd
and is measured in %:
eb = arg min
e
‖yt − eyd‖2 . (4.5)
After removing the overall bias from the estimation, the average position error
will be zero. However, from one image column to the next, the A-line may still be
selected too early or too late. This fluctuating error is termed the ripple error and
is defined as the root mean square position error after correcting for bias:
er = ‖yt/eb − yd‖2 . (4.6)
For a clearer understanding of the concepts of bias and ripple errors, an example
for position estimation algorithm output together with desired positions, fitted line
Figure 4.3: Example of position estimation output for showing the concepts of bias
and ripple errors. Position estimation output is presented in two forms. Left: Vec-
tors of positions (origo: the first accepted data frame of the image grid). Right:
Vectors of step-by-step distances between subsequently accepted data frames of the
image grid. True positions yt (and distances) of the accepted data frames are rep-
resented in red. The desired positions yd for the image grid step size ∆y (input
of the algorithm) are displayed in blue. The line ebyd fitted to the true positions
(see Eq. (4.5)) is displayed in green. The curves in magenta correspond to the bias-
corrected positions yt/eb (and distances) that were used in Eq. (4.6).
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and bias-corrected positions is shown in Fig. 4.3.
4.2.5 Translation speed requirements
One aspect of the algorithm that has not yet received attention is the issue of how
fast the transducer can be translated for the algorithm to still function properly. For
an image grid step size (∆y), the PRF (pulse repetition frequency) of the ultrasound
imaging system should be fast enough that several (n) frames be recorded over a
distance ∆y to provide adequate sampling (with a lower limit v):
v ≤ ∆y/n · PRF. (4.7)
As will be seen later (in Section 4.6.3), the choice of ∆y will itself depend on the
calibration curve.
4.2.6 Axial correction
In real-life practice, freehand scanning is hardly strictly lateral. Axial and tilting
vibrations may occur. In order to perform a reliable distance estimation laterally,
correction for these vibrations should be performed in advance.
An automated method for axial correction of incoming data frames is presented
here, aiming to adjust adjacent data frames axially, prior to scan conversion, in
real time. The method is based on correlation calculation and can be performed
in two steps, as follows. Step 1: Calculate the cross-correlation function of the last
accepted data frame and the actual incoming data frame. Step 2: shift the incoming
frame axially due to the shift of the global maximum of the cross-correlation curve
from its center.
There are possibilities for the correction for tilting vibrations, also being based
on correlation calculation. The differences in correlations of corresponding parts of
two adjacent frames imply the differences in the distances of these parts, and from
this information, the angle of displacement can be estimated.
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4.3 Questions arising from rt-DABAS theory
Performance of the proposed rt-DABAS algorithm was evaluated on both simula-
tions, phantom experiments and in vivo clinical experiments, as presented here-
inafter. The proposed real-time scan conversion algorithm was developed for gen-
erating a 2-D ultrasound image from data of a laterally scanned single-element
ultrasound transducer. The algorithm employs a fixed calibration curve to update
a predefined image grid in real time.
Data of simulations and experiments were used to investigate two basic questions:
the accuracy of the calibration curve estimate and the performance of the rt-DABAS
algorithm (in terms of position estimation accuracy).
As introduced in Section 4.2.2, it is unclear how general calibration curves are
to different tissues or transducer types. Simulational and experimental validation of
the method was therefore aimed to investigate particularly if there is a significant
dependence of the calibration curve on the FDS assumption of the tissue examined,
in the case of a single-element transducer. Stability of the calibration curve for noisy
data was also addressed.
Performance of the rt-DABAS method also raises several questions. What es-
timation errors does the algorithm produce? Is there an optimum image column
spacing ∆y that minimizes position estimation errors? It is important to note here
that, in order to make the investigation of these questions manageable, the pre-
sented work restricted itself to a window size of J = 1 (see Eq. (4.4)). It should also
be noted that, when investigating the feasibility of using the proposed rt-DABAS
algorithm for single element transducer imaging, error quantification was done by
measuring the bias and ripple errors of the algorithm (as introduced in Section 4.2.4).
In this way, performance of the rt-DABAS method was tested using a fixed calibra-
tion curve as well as an adaptive calibration curve (as taken from Gee at al. [26])




4.4 Structure of the following sections
The following two sections (Section 4.5: “Materials and methods” and Section 4.6:
“Results and discussion”) follow a structure that may appear as being relatively
complicated for a first time reader. The aim was to present the multiple but inter-
connected threads in parallel and in regularity, while this short section is aiming to
prepare the reader for this structure.
The first topic of the structure is about the data used (see Sections 4.5.1 and
4.6.1). This is divided into three categories: simulations, phantom experiment, and
in vivo human skin experiment (clinical experiment).
The next section in both Section 4.5 and Section 4.6 discusses the calibration
curve estimation. Subsections of both Sections 4.5.2 and 4.6.2 follow the inves-
tigations of four topics: the relation of the calibration curve to scatterer density,
its relation to signal to noise ratio, simplification of the estimation method, and
comparison between calibration curves estimated from simulations with those from
experiments, consequently.
The third main topic is the position estimation algorithm itself and its perfor-
mance. Here, there is a slight difference between subsection divisions of Sections 4.5
and 4.6. Section 4.5.3 describes the rt-DABAS position estimation algorithm im-
plementation first. Then, a comparison with a reference method using adaptive
calibration curve estimation is introduced in terms of methods. Finally, a separate
subsection describes the method for the evaluation of the clinical data. Section 4.6
presents the results of the rt-DABAS position estimation algorithm evaluation to-
gether with those of the above comparison of methods described in Section 4.6.3. A
separate section – Section 4.6.4 – presents the results on clinical data. There is an
additional section – Section 4.6.5 – that discusses further remarks on the feasibility
of the rt-DABAS algorithm.
The above structure requires further explanation regarding the presentation of
the clinical results. On the one hand, there is less control over clinical data than that
over simulations and phantom experiments, therefore this topic should be treated
somewhat separately. Meanwhile, on the other hand, the clinical data are used
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for further validation of the algorithm performance and of the conclusions of the
comparison of methods, which explains their presentation in this chapter instead of
being in Chapter 5 only. Chapter 5 discusses the same clinical study but with a focus
being on its qualitative results and practical outcomes for the specific application
field. In contrast, the present chapter focuses on the quantitative results only, to
validate the theory of the chapter on the more complex and less predictable real-life
data following the validation on controlled simulations and phantom experiments.
4.5 Materials and methods
4.5.1 Ultrasound data recordings
In order to investigate the variability of the calibration curve and accuracy of position
estimation during scan conversion, both simulations and phantom experiments were
performed. In both cases, a series of A-lines were collected by laterally moving
the transducer in 10 µm steps. In addition, clinical experiments were performed to
investigate the accuracy of the scan conversion method in real tissue.
Simulations
Simulations were performed using the Field II software [111, 112] with the same
transducer geometry and response as used in the experiments. To find the transducer
response, backscatter from a planar plexiglass element placed at the focus of the real
transducer was recorded. A 4–12 MHz brick-wall filter was applied by transforming
the signals into the frequency domain and setting coefficients outside the 4–12 MHz
frequency band to zero. Then, an f 3 correction was applied to account for the planar
shape of the plexiglass reflector [113, 114]. The resulting excitation signal is shown
in Fig. 4.4. Prior to analysis, both experimental and simulated radiofrequency (RF)
data were again filtered using the same 4–12 MHz brick-wall filter.
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Figure 4.4: Excitation signal used for simulations and its Fourier transform. The
signal was obtained from using an Olympus V317 transducer in measurements of
backscatter from a planar plexiglass element.
Phantom experiment
The experimental setup consisted of a single element transducer (V317, Olympus,
Tokyo, Japan; diameter: 6.3 mm; f#: 3) connected to a pulser-receiver-digitizer
(US-KEY, LeCoeur, Chuelles, France) with pulse width setting 5 and transmit volt-
age 120 V. The pulser-receiver-digitizer was connected to a laptop that stored the
received RF data at 80 MHz sampling rate using custom-written software.
It should be mentioned that the central frequency of the Olympus V317 trans-
ducer is 20 MHz; however, due to the lower frequency response of the US-KEY
device, the overall response of the system in the 4–12 MHz range was around 11
times larger than around 20 MHz. Therefore, to have a signal centered around one
frequency and with an acceptable SNR, the filter described above was used – both
for simulations and experiments. Since the main conclusions here are independent
of the frequencies used, the demonstrated method can be similarly applied for high
frequency imaging which was one of the motivations of this work.
Transducer motion was achieved using a precision mechanical motion system
(MTS50/M-Z8, Thorlabs, Newton, NJ). Measurements were carried out in a deion-
ized water bath for acoustic coupling (Fig. 4.5).
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Figure 4.5: Schematic of the experimental setup of phantom experiments. The homo-
geneous agar-graphite phantom was placed in a deionized water bath and was scanned
by the single-element focused ultrasound transducer moved in the lateral direction
by the precision mechanical motion system. Pulses for transmission were generated
and recorded data were pre-processed and digitized by the “US-KEY” pulser-receiver-
digitizer. Further processing and controlling of both the motion system and the pulser
were performed using a personal computer.
For the phantom experiment, a homogeneous agar-graphite phantom was pre-
pared. Deionized water was heated to above 80 ◦Cin a microwave, slowly adding
3% w/w agar, and then 4% w/w graphite to the water while gently stirring, then
pouring the mixture into a plexiglass cast and allowing to cool. Upon cooling and
removal from the cast, a 25 mm (axial) × 66 mm (lateral) × 45 mm (elevational)
phantom was obtained.
Preliminary in vivo human skin experiment
In vivo human skin experiments were performed at the Department of Dermatology,
Venereology and Dermatooncology, Semmelweis University. The transducer and
pulser-receiver digitizer described in the previous subsection was placed inside a
plastic housing and manually scanned over the surface of the skin [5]. The received
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A-lines were then recorded on a laptop. B-mode images of the same skin lesion were
also recorded using a reference commercial ultrasound imager (EUP-L75 connected
to Hitachi Preirus, Hitachi, Tokyo, Japan). To ensure accurate comparison, the
maximal lateral extent of the lesion was sought to be imaged using both systems.
The experiments were carried out as part of an ethically approved study. Hereinafter,
the analysis of N=20 lesions is presented.
Prior to lateral scan conversion (based on data-based position estimation), the
same 4–12 MHz brick-wall filter was applied on clinical data as in simulations and
phantom experiments. To compensate for undesired axial motion during manual
scanning, the cross-correlation peak between adjacent lines was used to axially shift
each incoming A-line (as described in Section 4.2.6).
4.5.2 Calibration curve
A number of real and simulated ultrasound images were generated, from which
calibration curves were obtained in the following manner. First, for each (depth)
index, the cross-correlation of each RF line (acting as reference) was calculated in
the lateral direction using adjacent RF lines within a lateral range of 600 µm. The
mean of these cross-correlation curves was then calculated across all depths and
across all reference RF lines.
Calibration curves were simulated to seek answers to the following questions
(described in the subsections below).
Scatterer density
To answer the question of how the violation of the FDS assumption affects the
calibration curve (Section 4.3), a number of homogeneous phantoms were simulated
with different scatterer densities. The scatterer densities were calculated in terms
of the resolution cell [115].
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Signal to noise ratio
In order to investigate the noise-dependence of the calibration curve estimate – and
by extension, the robustness of the rt-DABAS algorithm to additive noise – the same
Gaussian random noise was added to the RF image data producing various signal-
to-noise ratios. To answer the question of whether the addition of noise preserves
the shape of the calibration curve (Section 4.2.2), the curve was normalized to have
a maximum value of 1 and compared with the noiseless calibration curve.
Calibration curve estimation from point scatterers
If the imager response were depth-invariant, then it would be expected from the
Van Cittert-Zernike theorem that the calibration curve obtained from a single scat-
terer would correspond to that obtained from FDS [116]. However, due to depth-
dependence, it is postulated that the placement of several scatterers at depths far
enough to avoid interference will approximate the calibration curve of the FDS case
(Section 4.2.2). Therefore, images have been simulated from a number of scatterers
and compared to see how closely the corresponding calibration curve could approx-
imate the true calibration curve (obtained from FDS).
Comparison of simulation with experiment
To test how well simulations reflect experiments, including the ability to predict
the experimental calibration curve, the calibration curve from the simulated FDS
image was compared with the calibration curve obtained from the experimental
homogeneous phantom.
4.5.3 Scan conversion algorithm and its performance
Algorithm implementation
The rt-DABAS algorithm described in Section 4.2.3 was applied to the simulated
and experimental homogeneous phantoms using a comparison window length J = 1
and a range of image grid spacings ∆y = 10, 20, ..., 600µm. Each grid spacing
corresponded to a value of cross-correlation (from the calibration curve) that was
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used to decide whether the current RF line should be loaded into the image grid.
The bias and ripple errors were calculated for each ∆y to search for an optimum
∆y. The error levels were compared between simulations and experiment.
Comparison with adaptive calibration curve calculation
The accuracy of position estimation with a fixed calibration curve was compared
with that of an adaptive calibration curve estimation method from literature [26].
The adaptive algorithm relaxes the FDS assumption by assuming that scatterer
coherency is isotropic so that the local lateral coherency can be estimated from the
axial autocorrelation, allowing adaptive modification of the calibration curve. The
method had been developed and tested for 2-D to 3-D scan conversion and was
adapted to the current case of 1-D to 2-D scan conversion in the following manner.
For each incoming A-line, comparison of the current axial autocorrelation with
a reference mean axial autocorrelation of the FDS simulation phantom (10 scatter-
ers/resolution cell) yields an estimate of the local scatterer coherency. This estimate
is then used to adapt the estimated calibration curve according to the procedure
described in [26]. For estimating coherency, axial autocorrelation was calculated for
the envelope of data frames. Correlation of coherence was considered four times
wider laterally than axially since the resolution cell was approximately four times
wider in the lateral direction than in the axial.
It should be noted that apart from the use of an adaptive calibration curve,
all other aspects of the implementation followed the proposed rt-DABAS algorithm,
rather than the description in [26]. In particular, no angular correction was employed
by using several image patches; no median filter was applied; and data frames were
accepted into the image columns according to Eq. (4.4).
When performing comparison of the two methods, focus has been put on a
range of step sizes where errors were minimal for both algorithms, due to maximal
slope of the calibration curve [117, 118]. The aim was to investigate whether the




Evaluation of clinical data
Following collection and preprocessing of clinical data (described in the last sub-
section of Section 4.5.1), lateral scan conversion was performed on the preprocessed
set of A-lines. An image grid step size of 305 µm was used, corresponding to a
correlation value of 0.5 in the calibration curve. The value was evaluated from the
calibration curve of the homogeneous phantom experiment, since it was assumed
that the same noise level needed to be corrected for in both cases (Section 4.5.2).
For clinical data of real tissue acquired via freehand manual scanning, the exact
positions of A-lines were not known a priori, and position errors could therefore
not be estimated directly. However, using images made of the same skin lesion by
the reference device, spatial dimensions of the lesions (measured manually on the
images) could be used as a basis of comparison. It was expected that lesion length
errors (calculated in the lateral dimension) would primarily express the inaccuracy of
scan conversion, while lesion thickness errors (calculated in the axial direction) could
serve as a measure of baseline error (such as arising from inaccuracies in imaging the




4.6 Results and discussion
Following the structure of Section 4.5, results are presented in terms of the ultra-
sound images, the calibration curves, and scan conversion algorithm performance
results obtained.
4.6.1 Ultrasound image recordings
Fig. 4.6 shows simulated images of homogeneous phantoms with different scatterer
densities of 0.2, 1, 5 and 10 scatterers/resolution cell, with the last case (10 scatter-
ers/resolution cell) considered as FDS [110]). The depth of field can be qualitatively
observed as a vertical band of relatively higher intensity speckle. The asymptotic
behaviour towards FDS can also be qualitatively observed.
Figure 4.6: Simulated B-mode images (with 60 dB dynamic range) of homogeneous
phantoms of 0.2, 1, 5 and 10 scatterers/resolution cell densities, respectively. The
simulated imaging system was a single element Olympus V317 transducer moved
along the lateral dimension, collecting A-lines with an equal 10 µm spacing.
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Simulated B-mode images of 1, 11 and 31 scatterers can be observed in Fig. 4.7.
These were used to generate calibration curves that potentially approximate the
FDS case. The case of 11 scatterers approximately covers the −6 dB depth of field
of the transducer. In Fig. 4.8, an image of the experimental agar-graphite phantom
can be observed.
Figure 4.7: Simulated B-mode images (40 dB dynamic range) of 1, 11 and 31 scat-
terers respectively placed around transducer focus with a uniform axial spacing of
1 mm. The imaging system simulated was the same as for Fig. 4.6.
Figure 4.8: B-mode ultrasound image made of a 3% agar – 4% graphite homogeneous
phantom by mechanically scanning an Olympus V317 single element transducer (with
19 mm focus). The image consists of 4000 A-lines with 10 µm spacing. The depth
range shown here is the range used for later analysis (calculation of the calibration





Calibration curves were calculated for a number of homogeneous phantoms simulated
with different scatterer densities.
In order to define scatterer densities in terms of a number of scatterers in the
resolution cell, the latter was established by simulating a point scatterer at the focus
of the transducer, taking the envelope of the image thus produced, and calculating
the area above or equal to 0.5 (or −6 dB) of the peak amplitude. Using this mea-
sure, the appropriate number of point scatterers was randomly placed on a 30 mm
(axial) × 35 mm (lateral) 2-D region using a 2-D uniform distribution. Phantoms
with different scatterer densities of 0.2, 1, 5 and 10 scatterers/resolution cell were
generated, with the last case considered as FDS [110]. The running time of the
simulations on a laptop (Intel Core i5 processor, 8 GB RAM) was 10–450 minutes,
depending on scatterer density.
Calibration curves calculated for different scatterer densities (0.2, 1, 5, 10 scat-
terers / resolution cell) were found to be almost identical (Fig. 4.9), with a mean
absolute error of 8.3×10−3 (in average, for all pairs of the four curves presented).
Figure 4.9: Calibration curves calculated from simulated data of homogeneous phan-
toms with 0.2, 1, 5 and 10 scatterers / resolution cell densities.
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The results suggest that the rt-DABAS algorithm can use the FDS calibration curve
for a wide variety of homogeneous scatterer densities.
Figure 4.10: Calibration curves calculated from simulated image data of homoge-
neous phantom (with 10 scatterers / resolution cell density) without noise and with
additional (Gaussian random distribution) noise according to 20 dB, 15 dB, 10 dB,
5 dB, 0 dB and −5 dB SNR. Top: Calibration curves are presented as calculated
(containing also noise level information in initial decay). Bottom: Normalized cal-




Signal to noise ratio
Calibration curves calculated from the same image with different levels of additive
noise (20, 15, 10, 5, 0 and -5 dB) are presented in the top of Fig. 4.10. The results
are shown for 10 scatterers/resolution cell but are representative for other scatterer
concentrations as well. The peak correlation values are in agreement with the val-
ues expected from Eq. (4.3). Upon normalization to a peak value of 1 (bottom
of Fig. 4.10), the correlation curve follows the shape of the noiseless case (with
1.0×10−3 mean absolute error between the noiseless-case curve and the normalized
curve calculated for the −5 dB SNR case). This suggests that only a minor modifi-
cation of the noiseless-case calibration curve is needed when running the rt-DABAS
algorithm in the presence of noise.
Calibration curve estimation from point scatterers
As introduced in Section 4.5.2, calibration curve approximation from the imaging
response for a combination of point scatterers was investigated.
Since the observed amplitude in the image will decrease as the depth of the
scatterer moves away from the focus, the question arises as to what depth range the
scatterers need to cover to approximate the FDS calibration curve. To this end, 1,
3, ..., 31 scatterers were placed in an axial line around the transducer focus, with
1 mm spacing between them (to avoid interference).
In Fig. 4.11, calibration curves calculated from images of 1, 11 and 31 scatter-
ers (placed as described above and shown in Fig. 4.7) are presented and compared
to the one calculated from a (30 mm deep) homogeneous phantom with 10 scat-
terers/resolution cell concentration, considered to exhibit FDS. As the number of
scatterers – and thereby axial range – increases, the calibration curve approaches
the FDS calibration curve, with 6.9×10−3 mean absolute error between the curves
calculated for the 31 scatterers and for the FDS phantom. The results show that
the FDS calibration curve can be approximated accurately by placing a relatively
small number of scatterers along the transducer axis.
In related work (where 2-D images are extended to 3-D images), the images of
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Figure 4.11: Calibration curves calculated from simulated image data of 1, 11 and
31 scatterers placed axially around transducer focus with a uniform 1 mm distance
are compared with calibration curve calculated from simulated image of a FDS ho-
mogeneous phantom (10 scatterers / resolution cell density) as a reference.
simulated or real phantoms are divided into patches, and the curves are calculated
separately for each patch [26, 104, 119]. The patch dimensions are chosen such that
there is minimal variation of the calibration curve within the patch. In contrast, the
current work shows how an overall FDS calibration curve may be derived for the
entire region from a relatively few number of scatterers.
The result of approximating the calibration curve obtained from FDS so closely
with the curve obtained from the simple setup of the small number of axially aligned
scatterers provides a simplified calibration curve estimation method with two impor-
tant advantages. On the one hand, a significant improvement of calculation time is
offered when estimating the calibration curve from simulations. Calculation time of
an ultrasound image is roughly proportional to the number of scatterers simulated
in the simulation software Field II. Calculating the FDS image shown on the right
in Fig. 4.6, representing 154 740 scatterers took ∼7.5 hours while calculation of the
image on the right in Fig. 4.11 with 31 scatterers (using the same imaging system
parameters) taking only ∼10 seconds on a PC (HP ProBook 450 G1) with Intel
Core i5 processor, 8 GB RAM. On the other hand, for estimating the calibration
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curve from real measurements with phantoms, the result widens the field of feasible
phantom manufacturing techniques. Thus, for example, wire phantoms and 3-D
printed phantoms become applicable [120].
Figure 4.12: Calibration curve from experimental image data. Top: Calibration
curve calculated from experimental image data (containing noise level information
in its initial decay). Bottom: Normalized calibration curve from experimental data
compared to calibration curve from simulated data (homogeneous phantom with 10
scatterers / resolution cell density).
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Comparison of simulation with experiment
The calibration curve calculated from experimental data is presented in the top
of Fig. 4.12. From Eq. (4.3), the SNR is estimated as 10.5 dB. The bottom of
Fig. 4.12 shows a comparison of the normalized experimental calibration curve with
the FDS calibration curve from simulations. The two curves show strong similarity,
with 1.19×10−2 mean absolute error, suggesting the potential of accurate calibration
curve estimation from knowledge of the transducer geometry and response.
4.6.3 Scan conversion algorithm performance
For the scan conversion on the simulated and phantom data, the calibration curve
obtained from the FDS simulation was used; however, in the latter case, the curve
was scaled according to Eq. (4.3) to account for the noise level being present.
Fig. 4.13 shows the position estimation errors from using a fixed calibration
curve in comparison to the adaptive calibration curve, on the homogeneous phantom
with 10 scatterers/resolution cell. The results are representative of other scatterer
densities. Using image grid step sizes that correspond to correlation values close
to 1 or 0 cause relatively large errors. This result is consistent with previous work
[117, 118] and is to be expected because at these values, small changes in correlation
values cause large changes in the estimated distance. Interestingly, the bias error is
higher for too small image grid steps, whereas the ripple error is higher for too large
image grid steps. Overall, a fairly wide range of image grid step sizes (150–350 µm)
can be used to obtain relatively low errors for both bias and ripple, in the cases of
both algorithms. The ranges of absolute errors in this range of image grid step sizes
are shown in Table 4.1. As mentioned in Section 4.5.3, the comparison was focused
to this range since the aim was only to show that the proposed real-time method
has an acceptable performance in a reasonable application range (of step sizes) as
compared to the current literature. As Table 4.1 shows, the errors are considered
acceptable for scan conversion.
Fig. 4.14 shows corresponding results for experimental data, with Table 4.2 pre-
senting the extrema of absolute errors in the aforementioned 150–350 µm range
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of image grid step sizes. These errors are around an order of magnitude higher
than those in simulations. Since noise in the image creates noise in the correlation
values, this is expected to degrade position accuracy, which could be improved in
future work by using a larger comparison window size J (Eq. (4.4)), which would
incorporate more correlation values in the algorithm.
Overall, the scan conversion algorithms performed well in the 150–350 µm step
size region both for simulations and experiments, with accuracy progressively de-
grading outside of this region. As mentioned earlier, this is to be expected since
accuracy is improved where the corresponding calibration curve has a high slope.
However, it is not clear why – for both algorithms – the ripple error in the ex-
perimental data shows a strong peak at lower (50–100 µm) step sizes (Fig. 4.14).
Further work using simulations could potentially uncover responsible mechanisms,
including the role of local inhomogeneities. Nevertheless, since the phantom experi-
ment confirms that within the high-slope region of the calibration curve, acceptable
errors are obtained, the next validation using clinical data uses a step size from this
region.
Summarizing the comparison of scan conversion algorithm performances, posi-
tion estimation errors were similar for the two methods, with 92.94% overlap of error
ranges in average for bias and ripple errors in simulations, and 42.83% overlap of
error ranges in experiments (as an average of 62.28% overlap for ripple errors and
23.39% overlap for absolute bias errors). As it can be seen in Tables 4.1 and 4.2, the
use of a fixed calibration curve was leading to slightly higher absolute bias but lower
ripple errors. Nevertheless, the main improvement of the former is in its running
time. Use of a fixed calibration curve gave a 350 times improvement in running
time compared to using an adaptive calibration curve, with the former generating
an image from 1000 A-lines in 345±132 ms (using MATLAB on a computer with
Intel Core i5 processor, 8 GB RAM).
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Figure 4.13: Position estimation errors (in green) for simulated data of a homo-
geneous phantom with FDS (10 scatterers/resolution cell) using fixed (top) and
adaptive (bottom) calibration curves. Cumulative errors (bias) (left) and ripple
errors (right) are presented for different step sizes (distances) of position estima-
tion. The corresponding correlation values of the fixed calibration curve (obtained
from the same phantom) are shown in blue.
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Figure 4.14: Position estimation errors (in green) for experimental data of a homo-
geneous agar-graphite phantom using fixed (top) and adaptive (bottom) calibration
curves. Cumulative errors (bias) (left) and ripple errors (right) are presented for
different step sizes (distances) of position estimation. The corresponding correlation
values of the fixed calibration curve (a version of the simulated phantom calibration
curve, corrected for noise – see Section 4.5.2) are shown in blue.
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Position Estimation Errors for the Fixed and Adaptive Calibration Curves – Simulations
Type of Error Absolute Bias Error [%] Ripple Error [µm]
Fixed Calibration Curve 2.1 – 3.9 43.8 – 85.5
Adaptive Calibration Curve 2.1 – 3.8 46.0 – 87.0
Table 4.1: Ranges of position estimation errors within the 150–350 µm range of
image grid step sizes for a simulated FDS phantom using fixed and adaptive calibra-
tion curves. A plot of the errors as a function of image grid step size is shown in
Fig. 4.13.
Position Estimation Errors for the Fixed and Adaptive Calibration Curves – Experiments
Type of Error Absolute Bias Error [%] Ripple Error [µm]
Fixed Calibration Curve 6.5 – 15.7 589.5 – 1143.0
Adaptive Calibration Curve 3.3 – 9.4 674.3 – 1342.1
Table 4.2: Ranges of position estimation errors within the 150–350 µm range of im-
age grid step sizes for the agar-graphite phantom experiment using fixed and adaptive




4.6.4 Preliminary in vivo human skin experiment
The 20 recorded lesions had 0.7–5.5 mm thickness and 3.1–14.6 mm length. Fig. 4.15
shows a representative comparison of a human skin lesion image taken with the ref-
erence commercial ultrasound imager, and the image obtained with moving a single
element transducer by free hand using the proposed scan conversion algorithm. As
shown on the right image (which depicts the selection of A-lines from the incoming
stream of A-lines) the algorithm could handle a range of scanning speeds. Qualita-
tively, both sets of images appeared to show the same morphology, as can be seen
by a representative set of images in Fig. 4.15. For a quantitative judgment of the
performance, Table 4.3 shows a summary of length and thickness errors, regarding
measured lesion dimensions for all 20 cases, with measurements from the reference
device images used as reference. The proposed scan conversion algorithm using a
fixed calibration curve performed no worse than the adaptive calibration curve im-
plementation, and its accuracy was close to the thickness measurement errors. The
mean error obtained in these non-homogeneous tissues was similar to the bias error
obtained in the phantom image. The results suggest that using the FDS calibra-
tion curve on the proposed algorithm generates clinically interpretable images with
reasonable position accuracy.
Human Skin Lesion Dimension Measurements
Type of Error Mean Error [%] Standard Deviation [%]
Lesion Length (Fixed Calibration Curve) 10.8 8.6
Lesion Length (Adaptive Calibration Curve) 13.2 8.8
Lesion Thickness 8.6 6.7
Table 4.3: Scan conversion algorithm performance for in vivo (human skin tissue)
data based on 20 lesion dimensions with reference dimensions obtained from images
obtained using the reference commercial ultrasound device.
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Figure 4.15: In vivo ultrasound images of a melanoma on a human sole. Left:
Ultrasound image obtained with a commercial imaging device using a linear array
transducer (Section 4.5.1) as reference. Middle: Ultrasound image of the same
lesion obtained with a single element transducer using the proposed scan conversion
algorithm. Right: Set of A-lines (scanned by the single element transducer) after
axial shift correction but prior to (lateral) scan conversion. Red lines depict A-lines
that were selected for scan conversion (see image in the middle).
4.6.5 Remarks on the feasibility of the proposed rt-DABAS
method
The results were presented for a specific case, however they can be easily generalized
for transducers with different frequencies and pulse parameters. For the specific
case presented here, axial image resolution was 135 µm and lateral resolution was
550 µm in the focal region of the transducer. As concluded from Section 4.6.3,
optimal performance of the proposed scan conversion algorithm can be achieved by
using an image grid step size being close to this value.
The speed limit of the transducer movement – as seen in Section 4.2.5 – can
be derived from the image grid step size and from the PRF. For the US-KEY,
the effective PRF taking into account data transfer rate was 67 Hz. In the case
of the clinical experiments presented in this work, the speed of lateral scanning
was 2.27 ± 0.57 mm/s. This means that on average, an oversampling of n = 8.85
(Eq. (4.7)) was achieved.
When talking about the feasibility of a freehand imaging method, another issue
to consider beside spatial and temporal resolution (and, in connection, transducer
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movement speed requirements) is transducer movement requirements in terms of sta-
bility of orientation. Instabilities in transducer orientation during freehand scanning
can be divided into two groups: axial vibrations and tilting vibrations.
A simple, real-time, correlation-based method has been developed to compensate
for axial vibrations during freehand frame acquisition (see Section 4.2.6). This
compensation was successfully applied on clinical data where axial correction was
performed on raw data prior to application of the lateral scan conversion algorithm.
The RMSE of the corrected axial movements was 1.32 mm in average for the 20
recorded lesion cases presented (see Fig. 4.16).
Tilting vibrations (or angle distortions) were not investigated in particular, how-
ever, it was found that – for the clinical experiments presented in Section 4.6.4
which may have included some tilting motion – results do not suggest its extent to
Figure 4.16: Examples showing the performance of the preprocessing method devel-
oped for automated axial correction of data frame sequences (Section 4.2.6). Ultra-
sound image frame sequences of human skin – obtained by the device described in




be significant. This is partially due to the design of the imaging hardware which was
shaped in a way to minimize tilting vibrations during movement of the transducer.
4.7 Conclusions
A novel real-time algorithm was presented in this article for data-based scan con-
version of A-lines obtained from a laterally scanned ultrasound transducer. The
algorithm depends on the calculation of a calibration curve that describes the level
of decorrelation between data as the transducer moves away from its original posi-
tion. Simulations showed that there is negligible difference in the calibration curve
for different scatterer concentrations (0.2–10 scatterers/resolution cell). Additive
Gaussian noise (−5–20 dB SNR) lowered the peak correlation value as expected,
however on normalization, the calibration curve retained the noiseless shape. The
placement of a relatively few (31) scatterers on a 30 mm axial line around the
transducer focus also estimated the curve with high accuracy. Furthermore, good
agreement was found between the calibration curves obtained from simulated and
experimental data.
When running the scan conversion algorithm (Section 4.2.3) using the calibration
curves with a window size of 1, reasonable performance was achieved for simulations,
with bias and ripple errors not exceeding 3.9% or 85.5 µm, respectively for a wide
range of image step sizes (150–350 µm, where the calibration curve had a high
slope). Worse performance was obtained with experimental data (< 15.4% absolute
bias and < 1143.0 µm ripple over the same range of image step sizes), suggesting
the need for investigating the use of larger (J > 1) comparison window sizes in the
algorithm.
Clinical data of in vivo human skin lesions showed the feasibility of the proposed
scan conversion algorithm for real, non-homogeneous tissue.
Using a fixed calibration curve compared to an adaptive calibration curve estima-
tion gave similar errors for all investigated cases (simulations, phantom experiments




Although simulations and the phantom experiment did not include tilting mo-
tion, freehand scanning of tissue may have included some tilting motion; however,
results did not suggest its extent to be significant.
Another issue to consider is the acquisition frame-rate necessary for adequate
lateral sampling. For dermatological applications, scan times as long as 1 s are
routine [103]. Manually scanning a 20 mm wide lesion over such a duration is deemed
feasible; using a step size ∆y = 305 µm and n = 10 oversampling requires a PRF
of 667 Hz according to Eq. (4.7), which is an acceptable value for the ultrasound
electronics. In the present case, a PRF of 67 Hz was available, which could still
be used with a relatively slower scanning speed of around 2 mm/s, providing an
oversampling of n = 8.85 (see Section 4.6.5).
Overall, the current work has demonstrated the feasibility of using a real-time
scan conversion algorithm for generating 2-D diagnostic images using a laterally
scanned single-element ultrasound transducer. The method proposed here can be
useful in ultrasound imaging applications in which cost-effectiveness is an impor-
tant aspect such as high frequency applications where array transducer fabrication
is particularly expensive; and where, additionally, linear scanning is preferred to
angular scanning. An example of such an application is point-of-care skin imaging.





Clinical Application of the
rt-DABAS Method
5.1 Introduction
It was concluded from Section 1.5 that skin tumors present one of the most common
cancers in the developed world. It was also concluded that early differential diagnosis
of certain types of skin cancer is critical, and that ultrasound images are able to
offer valuable additional information to standard dermatoscopic images about the
type of skin lesion, non-invasively.
It was shown in Section 4.6.4 that the scanning method proposed in Chapter 4
is applicable for ultrasonic examination of the skin and is able to reduce the cost of
this type of examination significantly – given that skin examination requires high-
frequency ultrasound (∼107 Hz) transducer which are relatively expensive, thus
reducing the number of transducer elements used is of significant financial advantage.
There are several fields in which the rt-DABAS method proposed in this thesis
can be applied. In this chapter, a specific application of clinical skin examination
is presented in more detail. The demand and vision for a portable cost-effective
ultrasound scanner for skin imaging is presented briefly. In response, the clinical
investigational prototype device – already mentioned in Section 4.5.1 – is described
here in more detail, as well as the outcomes of the clinical investigation performed
with ethical grant for the examination of skin lesions.
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5.2 Background – demand and vision
5.2.1 Challenges in skin cancer care
The high incidence of skin cancer cases (see Section 1.5.2) is a burden on cancer
care, but most importantly on the screening continuity. Early diagnosis and follow-
ing treatment is crucial for people with malignant skin lesions, as emphasized in
Section 1.5. It was also noted in Section 1.5.5 that ultrasound examination provides
a significantly more accurate diagnosis for skin lesions than conventional optical ex-
amination using dermatoscopy (Section 1.5.4). Using appropriate transducer and
pulse parameters (such as ∼107 Hz high frequency) provides suitable resolution and
sufficient penetration depth for skin examination, overcoming the limitations and
disadvantages of alternative imaging techniques collecting information in all three
spatial dimensions of the skin (Section 1.5.4).
In practice, however, high-frequency US devices used for the observation of skin
lesions are currently expensive and their images are difficult to interpret for non-
radiologist users. As a result, such a device is usually used by a dedicated radiologist
in a larger dermatological center. It is beneficial for skin cancer patients to be
referred directly to a dermatological center, however, these institutes are typically
overloaded. In many cases (of the patients visiting these institutes), the diagnosis of
the skin lesion turns out not to be severe. On the other hand, unfortunately, some
with an urgent need do not get to the proper clinic in consequence of the overload.
To overcome this issue, a portable, cost-effective device dedicated to skin ex-
amination with easy-to-interpret ultrasound images would be a useful, beneficial
tool in wide-spread pre-screening of skin lesions being suspicious for some type of
cancer. (Cost-effectiveness and portability could enable its wide-spread use, with
easy-to-interpret image rendering diminishing or eliminating the need for a dedi-
cated radiologist.) Wide-spread pre-screening of skin lesions – with the additional
information that ultrasound can provide for their classification – would enhance the
accuracy and continuity of skin cancer screening meanwhile taking overload off from




Another important field of application for such a portable skin-scanner device
would be treatment planning. Three relevant challenges are identified and addressed
in this field.
In the current practice, the surgical removal of melanomas is done with a well-
defined margin for safety [121]. The cases of basaliomas (BCC) are different, how-
ever. As introduced in Section 1.5.3, these lesions are very common and tend to ap-
pear in aesthetically sensitive locations of the body (such as the face, nose or ears).
Basaliomas are well demarcated in the skin and rarely metastasize or recrudesce
after surgical removal. Therefore, planning of their excision with a device that is
being able to provide in-depth images of the skin and of the lesion, would facilitate
treating as much and only as much as is necessary (i.e. preventing recrudescence
and minimizing the aesthetic impact of the treatment, at the same time).
Another benefit arises in the practice of biopsy. Incisional biopsy samples are
ideally acquired from a region in which the lesion has its largest thickness [122, 123].
The spot for biopsy is currently usually located via palpation. The proposed cost-
effective, portable ultrasound device would be useful in locating the proper spot
more accurately and reliably (based on the quantitative thickness information of
parts of lesions on the images).
A third challenge which can be addressed by the proposed device is treatment
planning in general – or treatment designation. The primary treatment of cancerous
skin lesions is surgical excision currently (as mentioned in Section 1.5.2). Alterna-
tives – such as cryotherapy [124], electrocautery [125] or photodynamic (laser) ther-
apies [122] – exist, however, the choice between these therapies or that of surgical
removal can depend on the thickness of the lesion to be treated. Therefore, the pro-
posed device has the potential of assisting the designation of the type of treatment,
as a third area of use in addition to the above two challenges.
5.2.2 Substantiation of clinical relevancy
The Department of Dermatology, Venereology and Dermatooncology, of Semmel-
weis University and the Faculty of Information Technology and Bionics, of Pázmány
Péter Catholic University have been working together for several years on the role
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of US dermatology and histological findings. Results showed that there is a signif-
icant relationship between histology and ultrasound imaging [126] and that certain
morphologies observed on ultrasound images of skin lesions are strongly correlated
with malignancy [127]. However, in order to make extensive use of these results,
it is necessary to use a cost-effective, portable device such as the one applying the
rt-DABAS method proposed in this thesis for imaging, which is described in more
detail hereinafter.
5.3 Materials and methods
5.3.1 Hardware implementation
A single-element, portable ultrasound research prototype device has been developed
for the specific use of skin imaging at the Pázmány Péter Catholic University, Faculty
of Information Technology and Bionics (Budapest, Hungary), as already mentioned
in Section 4.5.1. The device was built of commercially available components with
a custom-designed plastic case cover, which has been designed to realize manual
scanning without damaging the skin and with minimal usage of gel.
Components of the device are shown in Fig. 5.1. A single-element, spherically fo-
cused ultrasound transducer (V317, Olympus, Tokyo, Japan; diameter: 6.3 mm; f#:
3) was used with 20 MHz central frequency and a fixed 19 mm focus (Section 4.5.1).
The transducer was connected to an ultrasound pulser-receiver and digitizer (US-
KEY, LeCoeur, Chuelles, France) via SMA–BNC and BNC–UHF adapters. This
setup was put inside a custom 3-D printed case made of PLA (polylactic acid, a
plastic that is harmless to the skin), with properly designed vents (to prevent the
circuit from overheating). The waterproof enclosure surrounding the transducer was
designed with a removable cap around the transducer head to facilitate cleaning and
disinfection. The cap included a pair of rounded plastic rails to facilitate straight
linear and non-injurious movement of the device on the skin surface (during manual
scanning) and a cavity for holding gel for acoustic coupling (required for ultrasound
imaging) between the transducer and the skin surface. The cap was designed also for
maintaining a fixed distance (the focal distance) between the examined surface and
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Figure 5.1: Components of the portable, cost-effective skin imaging ultrasound device
prototype.
the transducer head, and to minimize possible tilting vibrations during movement
of the transducer.
The pulser-receiver of the portable device was connected to a PC (laptop) via
USB cable. A custom software running on the laptop made it possible to set ultra-
sound imaging parameters, to start and stop recording, to display acquired data in
real time and to store the recorded data (optionally).
As for imaging parameters settings (likewise in Section 4.5.1), A-lines were col-
lected using pulses with 120 V transmit voltage and 500 Hz PRF. The received
A-lines were digitized using 80 MHz sampling rate and a gain of 60 dB. Digitized
RF data frames (raw A-lines) were forwarded sequentially to the PC (via the USB
cable) and were used as input for the rt-DABAS data-based scan conversion algo-
rithm.
Preliminary measurements have shown that both the mechanical and thermal
effects (Section 1.3) of ultrasonic waves in the above-described assembly were sig-
nificantly lower than the limits specified by the relevant regulations. (Worst-case
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estimates – based on hydrophone measurements – were 0.87 and 0.45 for MI and
TI respectively, in the focus of the transducer, being well below the corresponding
limits of 1.9 and 6 [128].)
5.3.2 Reference ultrasound imaging (USI) device
When investigating the performance of the portable skin imaging device, a commer-
cial ultrasound imaging device, EUP-L75 linear array transducer of 18 MHz central
frequency connected to a Hitachi Preirus USI device (Hitachi, Tokyo, Japan) was
used as a reference.
5.3.3 Participating patients of the clinical study
Clinical study investigating the performance of the proposed skin imaging device and
associated rt-DABAS algorithm was conducted at the Department of Dermatology,
Venereology and Dermatooncology, at Semmelweis University (Budapest, Hungary).
Lesions of outpatients (who volunteered to participate in the study) waiting for
surgery were examined. Skin lesions to undergo surgical treatment and – in some
cases – other benign skin lesions not to be removed were examined by both the
proposed and the reference US imaging devices. The excised lesions were also further
examined histopathologically. With an an ethical approval (OGYÉI/16798/2017)
for a maximum number of 200 lesions, 184 lesions were examined as belonging to
144 patients.
5.3.4 Examination process of the clinical study
The position of the lesion and its location on the body were documented by close-up
photographs (making sure that identity of the patient was as less recognizable as
possible).
A dedicated radiologist with specialized experience in dermatological ultrasound




The lesion was also scanned by the proposed portable skin imaging device, mak-
ing an attempt to scan in the same plane as that of the reference image scanning,
for the sake of comparability. During the recordings, all incoming data frames were
saved without using the rt-DABAS algorithm for position estimation. The algorithm
was applied to the recorded data in the data processing phase (in order to keep the
performance investigation under control). Typically, 2 to 6 images were taken per
lesion.
In both ultrasound examinations, a commercially available ultrasound gel pro-
vided the appropriate acoustic coupling between the ultrasound device and the skin
surface. Following the examination of each patient, gel was cleaned out from the
removable cap and the transducer and cap were disinfected.
Following histopathological examination (of the excised lesions), image of the
histological slice (photographed through an optical microscope) were acquired as
well as the final (histopathological) diagnosis of the lesion.
5.3.5 Data processing
Data frames acquisitioned by the portable skin USI device were converted to 2-D
images as follows. For each recording, relevant section of the data set that contained
the image of the lesion and some surrounding skin was selected in a custom-written
application. 2-D images were created from the selected sets of data by applying
the rt-DABAS algorithm on data frames already aligned after the preprocessing
step of applying automatic axial correction (see Section 4.2.6 and Fig. 4.16). For
applying the rt-DABAS algorithm, calibration curve was determined for the trans-
ducer beam characteristics by calculating the average decorrelation curve over pairs
of data frames with known distances, collected by scanning an agar phantom con-
taining homogeneously distributed graphite grains (of 4% w/w concentration), as
described in Section 4.5. In correspondence with the conclusions from simulations
and phantom experiment results presented in Section 4.6.3, grid distance of 305 µm
(corresponding to a correlation coefficient of 0.5 on the calibration curve) was used
for rt-DABAS imaging.
The US images obtained were compared with those of the reference device, and
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also with the photograph of the histological slice and with the photograph of the
lesion surface.
The images were compared regarding the morphology and the spatial dimensions
of the lesions as seen on the images. The aim of this investigation was to test
the diagnostic capability of the portable ultrasound device, including testing of
the rt-DABAS imaging method applied. In this way, validation of the rt-DABAS
algorithm on living tissue was part of the investigation – as presented and discussed
in Section 4.6.4. On the other hand, regarding the content of the images (such
as morphology and echogenicity of the lesions), the device (and algorithm) was
investigated for the capability of providing the clinically relevant information of
skin lesions as compared to the reference device capabilities.
5.4 Results
As already mentioned (Section 5.3.3), 184 skin lesions were examined (as described
in Section 5.3.4). The lesions were distributed in the classes of melanoma (15%),
basalioma (41%), spinalioma (19%), nevus (8%), and other lesions (keratosis solaris,
keratoacanthoma, dermatofibroma, surgical scar).
Fig. 5.2 shows an example of corresponding image pairs of a basal cell carcinoma
as well as a visualization of the (rt-DABAS) scan conversion algorithm output.
Distortion-compensation of images acquired via freehand manual scanning plays
the crucial role in the acceptability of the proposed imaging device. Acceptable
performance of the portable scanner and rt-DABAS algorithm was qualitatively ob-
served when comparing the morphological appearance of lesions and other structures
on the corresponding images. Quantification of this observation was also performed,
based on measurements of (axial and lateral) spatial dimensions of the manually
marked borders of the lesions – as described in Subsection Evaluation of clinical
data of Section 4.5.3. As presented and discussed in Section 4.6.4, for lesions with
(axial) thicknesses ranging from 0.7 to 5.5 mm and (lateral) widths from 3.1 to
14.6 mm, the discrepancies – in terms of mean absolute difference and of its standard
deviation – of measured dimensions on the manually scanned image as compared
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Figure 5.2: Comparison of ultrasound images of a basal cell carcinoma generated by a
commercially available reference device (Hitachi Preirus with EUP-L75, left) and by
the portable device designed for skin examination (middle). The image on the right
visualizes performance of the scan conversion algorithm. Red lines represent data
frames accepted to the image grid (with a grid distance of 305 µm corresponding
to a correlation coefficient of 0.5). (Purple lines are frames also accepted by the
algorithm but not shown on the image in the middle.)
to those measured on corresponding reference images were 10.8 ± 8.6% in width
and 8.6 ± 6.7% in thickness (Table 4.3). As noted in Section 4.5.3, discrepancies of
thickness values indicate the inaccuracy of the measurement itself. The two main
reasons of the inaccuracy are as follows. On the one hand, despite the attempts
for making the recording planes (of the portable and reference device images) as
close to each other as possible, the planes could not be perfectly identical in prac-
tice. On the other hand, manual marking of lesion borders (in the two orthogonal
dimensions) introduced some further inaccuracies into the measurements. Since the
width error values did not significantly exceed the thickness error values that char-
acterize the accuracy of the measurement, it was concluded that the quantitative
results confirmed the qualitative observations, i.e. that the image distortions on
the portable device images tend to be negligibly small, therefore, the cost-effective
portable device may be used reliably for skin examination applications.
It was observed that the rt-DABAS method performed well even on some data
obtained with significant variations of scanning velocity (this was not quantified but
was qualitatively detectable – see Fig. 4.15 or Fig. 5.2).
The results suggested that the presented portable device is able to perform im-
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Figure 5.3: Comparison of corresponding ultrasound images obtained with a com-
mercial reference device (Hitachi Preirus with EUP-L75) (left) and those obtained
with the proposed portable skin imaging device (middle) and of photographs taken
of the slices used in histological examination (right) of certain lesions: melanoma
(top), keratosis seborrhoica (middle) and basalioma (bottom).
ages of human skin lesions presenting the same morphological information as that
for the reference device. The two devices provided images with similar spatial res-
olution. Images of the portable device showed slightly stronger contrast, with the
settings used. A result of this was a more pronounced appearance of thinner lesions
on these images. On the other hand, however, some of the hue subtleties (referring
to echogenicity) were less visible on the higher contrast images. A definite weakening
of signals coming from the subcutaneous layer was also observed, but this did not
appear to be disturbing for most of the lesions of interest being located within the
epidermis and the dermis. The reasons behind the signal-weakening in deeper layers
were the lack of TGC (time-gain compensation) on portable device images (while
the reference device images did have TGC) and the strong focus of the ultrasound
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beam of the portable device. (For the reason of lesions of interest typically appear-
ing above the subcutaneous layer of the skin, there was no need for overcoming this
issue by using TGC or ultrasound beam with a wider focal range.)
In summary, it was shown that the proposed portable skin imaging device –
utilizing the rt-DABAS method – was capable of providing clinically relevant in-
formation of the structures of human skin layers and of various skin lesions, with
appropriate resolution B-mode ultrasound images. Examples of such images are
shown in Fig. 5.3 of different types of lesions, together with both the corresponding
reference ultrasound and histological images. It is important to note for the quan-
tification of ‘cost-effectiveness’ that the USI system used here as a reference costed
∼50k USD as by 2017 while the portable USI device was built for a total cost of
5k USD, which could be significantly reduced by mass-manufacturing and by using
a custom electrical circuit as the pulser-receiver-digitizer.
5.5 Conclusions
A portable, cost-effective ultrasound imaging device was designed and developed
for skin examination, using a freehand scanning method with data-based scan re-
construction. The device appeared to provide valuable images of human skin and
skin lesions in a clinical trial, suggesting the opportunity to enhance the accuracy
and reliability of non-invasive skin cancer diagnostics and also to assist treatment
planning for skin lesions as based on their depth extent and morphology. On the one
hand, images of various types of skin lesions showed the capability of providing the
clinically relevant information of shape, morphology and echogenicity which together
may assist the differential diagnosis of skin lesions providing additional information
to dermoscopy examination in a cost-effective and non-invasive way. On the other
hand, the capability of showing intracutaneous location and thickness of the lesions
could play a crucial role in the choice of their treatment and, where appropriate, in
the design of the surgical procedure.
The proposed portable system lacks some of the diagnostically important modali-
ties – such as velocimetry and elastography – of commercially available high-frequency
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ultrasound imaging systems used as reference, however, it was shown that it can pro-
vide B-mode images with the above-detailed information at a fraction of the cost of
the latter, rather bulky and expensive devices.
Future work includes the development of easy-to-interpret presentation of im-
ages for non-radiologist users (dermatologists, general practitioners), elaboration of
computer-aided classification algorithms for lesion type differentiation being fitted
to the images and development of a more user-friendly, wireless device. With those
improvements, the proposed system would become a truly valuable tool applying





6.1 New scientific results
Thesis I: Use of a generalized two-port network model of ultrasound transducers
is proposed for estimating the acoustic power output of transducers from electrical
impedance measurements with the transducer placed in 3 different materials. As
compared with reference acoustic measurements performed using a hydrophone sys-
tem, the proposed method gave a consistent overestimation (within 34%) of acoustic
power output for HIFU (high intensity focused ultrasound) transducers, showing that
it can serve as a practical tool for ensuring transducer safety.
Corresponding publication: [1].
The theory behind this thesis point uses a relatively simple equivalent circuit
model of ultrasound transducers, by treating the ‘backing’ part of the ‘transmission
line’ from the commonly accepted ‘KLM model’ as part of the ‘black box’ having
two ports only (one for the electrical voltage and another for the ‘front load’ of
the transducer, represented by an equivalent electrical voltage). By measuring the
electrical impedance changes of the transducer when placed in 3 different propaga-
tion media, parameters of the two-port network model can be estimated, yielding
an estimate of the acoustic power output (and accordingly, of the electrical power
consumption of the transducer).
The method was tested for high-intensity focused ultrasound (HIFU) trans-
ducers (with 1.06, 3.19, 0.50, 1.70 MHz center frequencies) and compared with
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acoustic measurements performed by using a hydrophone system, as reference. The
impedance-based method consistently overestimated the measured output, with er-
rors of 17.0, 4.5, 21.8, 7.8% (for transducers with the above center frequencies,
respectively).
Electrical impedance measurements of the transducer in 3 propagation media is
a relatively simple and quick method requiring standard laboratory equipment only.
Therefore, with the results of consistent overestimation, the proposed method can
be used as a simple, quick and potentially wide-spread means of ensuring transducer
acoustic output falling within specified safety limits.
Thesis II: A method is proposed for quantitatively characterizing and visualizing
the dynamic behavior of temporal changes in biological tissue by pixelwise decorrela-
tion analysis of an ultrasound image sequence, regardless of the rate of the changes
(applying a PRF greater than the rate of changes to be observed). The method was
tested on post-mortem tissue effects, characterizing and mapping changes observed
in time frames ranging from 100 to 5000 seconds at the level of small (∼ 800 µm2)
spatial areas.
Corresponding publication: [2].
The proposed method is based on simple calculations of time constants for the
exponential part of decorrelation functions calculated for raw ultrasound signal am-
plitude changes at a given spatial location (i.e. image pixel). The method was
successfully tested on investigating post-mortem tissue dynamics of mice (taking
advantage of the lack of artifactual voluntary movements in these experiments and
also making use of data from mice who did not survive experiments of a separate in-
vestigation). Quantitative results of dynamics characterization were in accordance
with qualitative observations (on the ultrasound image sequences) both in short-
and long-term, in the ranges of 100 and 5000 seconds, respectively.
Quantitative characterization and map-like visualization of dynamic changes can
be useful in several application fields, including the monitoring of long-term biologi-
cal phenomena such as response to therapy or slow blood perfusion in the capillaries
or even in understanding the post-mortem redistribution of various drugs. Industrial
115
DOI:10.15774/PPKE.ITK.2020.006
applications such as the detection of signs of material fatigue (in materials being
transparent to ultrasound) are also possible.
Thesis III: A real-time spatial data-correlation-based freehand scan conversion
algorithm has been developed, using a fixed calibration curve for which robustness
and simplified estimation process have been proven and from which an optimal range
of input parameter ‘step size’ can be derived for the algorithm in the case of a specific
imaging system.
Corresponding publications: [3] and [4].
Thesis III.a: A real-time freehand scan conversion algorithm has been devel-
oped for 2-D scan conversion using a single-element ultrasound transducer, being
based on spatial correlation of data recorded.
Corresponding publications: [3] and [4].
Sensorless freehand scanning has several advantages in ultrasound imaging such
as cost-effectiveness and reduced complexity of the system. To compensate for
distortions of the freehand movement, a data-based scan conversion method was
introduced and generalized (for 1-D to 2-D scan conversion), estimating spatial dis-
tances based on a measure of correlation. The real-time algorithm uses a predefined
image grid with a uniform inter-line distance. The defined distance corresponds to
a certain correlation coefficient due to the calibration curve. Each incoming data
frame is accepted into the image grid if it has the expected correlation coefficient
with the last accepted data frame, otherwise it is rejected.
The algorithm was tested for being able to generate an image from 1000 A-line
frames in 345±132 ms (using MATLAB on a computer with Intel Core i5 processor,
8 GB RAM). For a dedicated architecture, with a 10-fold oversampling and a PRF
≥ 667 Hz, a scanning speed of ≥ 20 mm/s is estimated.
The method can be applied in sensorless freehand scanning, with special usage
of applications in which cost-effectiveness, complexity, the need for eliminating me-
chanical motion elements or acoustic coupling is a major constraint while dimension
incrementation (of images) is needed. Specific applications are in skin imaging and
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in high-frequency non-destructive testing. Moreover, the method can also be applied
for annular array transducers (providing high-quality and smooth focus at the cost
of dimension incrementation).
Thesis III.b: I showed that the calibration curve (reflecting spatial decorrela-
tion) for data-based scan conversion is primarily a function of transducer charac-
teristics (being less dependent on the examined media). The calibration curve was
found to be robust enough for different scatterer densities (8.3×10−3 mean absolute
error) and signal-to-noise ratios (1.0×10−3 mean absolute error for -5 dB SNR) for
simulations presented in this thesis. This result allows the use of the scan conversion
algorithm on a wide variety of imaged media with a single transducer calibration.
Corresponding publication: [3].
The data-based scanning method of Thesis III.a relies on the one-to-one corre-
spondence of the distance between two parallel data frames and their “similarity”
measured by the Pearson correlation coefficient (for distances within transducer
beamwidth and ideally in homogeneous FDS (fully developed speckle) case, due to
the literature). This distance-correlation correspondence is defined by the calibra-
tion curve (representing correlation as a function of distance).
As stated above, calibration curve was tested for different scatterer densities and
signal-to-noise ratios and found to be robust enough, with mean absolute errors
on the scale of 10−3 for both. Higher but still acceptable differences were found
when comparing calibration curves obtained from simulated and experimental data:
1.19×10−2 mean absolute error. It was also presented that use of a fixed calibra-
tion curve compared to an adaptive calibration curve gave similar accuracies, with
an average overlap of the accuracy ranges of 92.94% for simulations and 42.83%
for experiments, for the data presented, while the proposed method using a fixed
calibration curve had the great advantage of a 350-fold faster computation time.
Statement of this thesis confirms the robustness of the proposed method, elim-
inating the necessity for performing calibration on a wide variety of circumstances
(at least of scatterer densities and noise levels).
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Thesis III.c: I found that for estimating the calibration curve, a few (31 in
1 mm distances for ∼8 MHz transducer) scatterers placed along the axis of ultra-
sound pulse-echo propagation and covering the axial region of interest are sufficient.
This result allows for calibration curve estimation calculations with the following
advantages: a significant fastening of calibration curve calculation in simulations
and a widening of possibilities for calibration curve calculations based on phantom
measurements.
Corresponding publication: [3].
A series of scatterers were placed with 1 mm distances (for ∼8 MHz transducer)
covering the range of interest (for imaging) through an axial line. The mean ab-
solute difference between the calibration curve (relating correlation and distance)
obtained from this set of scatterers and the one obtained from FDS was found to be
insignificant, being only 6.9×10−3 in the case of the simulations presented.
Application of this result can be a simplified process of calibration curve esti-
mation for single-element transducers. Using such simplified phantoms significantly
reduces calculation time in simulations (simulated ultrasound image calculation took
∼10 seconds for 31 scatterers while taking ∼7.5 hours for FDS phantom with 154 740
scatterers on a PC with Intel Core i5 processor, 8 GB RAM) and widens the field of
feasible phantom manufacturing techniques for experimental calibration curve esti-
mation (such that wire phantoms and 3-D printed phantoms become applicable).
Thesis III.d: I showed that there exists a range for image grid step sizes,
within which the proposed scan conversion algorithm has optimal performance, and
that the optimal step size can be determined from the calibration curve.
Corresponding publication: [3].
When analyzing the proposed scan conversion algorithm in terms of position
estimation errors, it was found that a range of image grid step sizes (being an input
of the algorithm) exists in which both the bias and ripple errors are minimal. This
led to the recognition that, for a specific transducer and calibration curve, a range
of image grid step sizes can be determined using which optimal performance of the
scan conversion algorithm can be attained. The region is in correspondence with
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the slope of the calibration curve. The higher the slope (absolute derivative) is,
the more likely optimal performance of position estimation will be achieved. In
the cases of the experiments presented, bias and ripple errors were not exceeding
3.9% or 85.5 µm, respectively for a wide range of image step sizes: 150–350 µm.
Worse performance was obtained with experimental data (< 15.4% absolute bias
and < 1143.0 µm ripple, but still being optimal on the same range.
Direct application of this result is the deduction of image grid step sizes to be
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[127] D. Csabai, K. Szalai, and M. Gyöngy, “Automated classification of common skin
lesions using bioinspired features,” in 2016 IEEE International Ultrasonics Sympo-
sium (IUS). IEEE, 2016, pp. 1–4.
[128] U.S. Department of Health and Human Services, Food and Drug Ad-
ministration (FDA), Center for Devices and Radiological Health, “Market-





Despite having an extraordinary interest in dolphins and playing music seriously
and enthusiastically since a very young age, I never thought of the field of ultrasound
before as a potential field of my research and studies. Never before I met Dr. Miklós
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similar help in collecting the professional macroscopic photographs of the skin lesions
examined in the clinical study. I also thank Prof. Dr. Tamás Roska (founder of the
DOI:10.15774/PPKE.ITK.2020.006
Faculty of Information Technology and Bionics, Pázmány Péter Catholic University,
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