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We investigate the flat phase of quantum polymerized phantom membranes by means of a nonper-
turbative renormalization group approach. We first implement this formalism for general quantum
polymerized membranes and derive the flow equations that encompass both quantum and thermal
fluctuations. We then deduce and analyze the flow equations relevant to study the flat phase and
discuss their salient features : quantum to classical crossover and, in each of these regimes, strong to
weak coupling crossover. We finally illustrate these features in the context of free standing graphene
physics.
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I. INTRODUCTION
The discovery of graphene [1, 2] has generated an
almost unprecedented activity devoted to understand-
ing its exceptional mechanical, optical and electronic
properties including high electronic mobility, mechanical
strength, optical transmittance and thermal conductivity
(see, e.g., [3] and references therein). From the mechani-
cal point of view graphene appears, due to its one-atom-
thick layer structure and its elastic properties, as the first
realization of a perfect two dimensional (2D) crystalline
– or polymerized – membrane (see, e.g., [4]). From the
electronic point of view graphene displays a low-energy
spectrum made of massless chiral Dirac fermions that
mimic quantum electrodynamics [4]. Also one of the most
striking features of graphene and graphene-like materials
is the interplay between the elastic and electronic degrees
of freedom. For instance elastic distortions of graphene
layers modify the electronic band structure and thus the
conductivity of this material [4–10]. Reciprocally elec-
tronic degrees of freedom have been proposed to be at
the origin of ripples formation [11–14]. This situation has
opened a very promising road for the design of graphene
and graphene-like materials with optimized optical and
electronic properties by means of ”strain engineering”
(see [15] and references therein). From a more funda-
mental point of view the specific interaction between the
elastic and electronic degrees of freedom in graphene has
been at the origin of a very challenging many-body prob-
lem combining both high-energy and condensed matter
physics concepts that has notably received an elegant and
fruitful formalization in terms of gauge-field theory and
field theory – Dirac equation – in curved space (see [9, 16]
for reviews). While much progress has been realized to-
ward an understanding of the full problem combining
electronic and elastic degrees of freedom, a complete and
quantitatively well controlled description of the mechan-
ical part of the problem, that is already associated with
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a non-trivial interacting field theory, is still lacking.
From this point of view the study of the joint effects of
interactions and fluctuations on the long distance prop-
erties of 2D classical polymerized membranes is already
a well explored subject (see [17] for a state of the art).
As revealed by early studies [18–22] the most important
physical effect taking place in these systems is the sta-
bilization of long-range orientational order through the
anharmonic coupling between stretching and bending de-
grees of freedom. Indeed the coupling between the cor-
responding in-plane, u, and out-of-plane, h, modes leads
to a drastic reduction of the fluctuations of the latter
that are otherwise, i.e. at the harmonic level, diver-
gent. Technically this can be understood through the
appearance of a momentum dependent effective bending
rigidity modulus κ(q) ∼ q−η [18], where η is a positive
exponent, whose increase at low momenta enforces the
rigidity and thus the stability of the membrane. The
exponent η has been computed by means of analytical
computations on the continuous effective theory of poly-
merized membranes and by means of Monte Carlo and
molecular dynamics simulations on discretized versions
of membranes or on models of graphene using empirical
potentials (see [16] for a review). Although a significant
dispersion of the results is observed the agreement be-
tween the analytical predictions – η ∈ [0.789 − 0.85] –
and numerical computations – η ∈ [0.72 − 0.85] – leaves
little doubt as for the adequacy of continuous models
of polymerized membranes to describe the long distance
physics of membranes as well as the elastic degrees of
freedom of graphene (see for instance [23]).
Being given the importance of the interplay between
anharmonicities and thermal fluctuations regarding the
question of stability and, more generally, the long dis-
tance behaviour, of membranes, a question that natu-
rally arises is that of the joint role of anharmonicities
and quantum fluctuations in these systems. This ques-
tion is not purely formal since simple estimate [24] as
well as computations by means of a self-consistent field
theoretical approach using a interatomic potential spe-
cific to graphene [25], have shown that, for this material,
the typical temperature up to which quantum effects are
significant should lie around T ∼ 1000 K. Several recent
ar
X
iv
:1
60
7.
03
33
5v
3 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
9 S
ep
 20
16
2works have been devoted to understanding the effects in-
duced by quantum fluctuations on membranes (see [16]
for a review). In [12–14] studies including both anhar-
monic elastic contributions and electron-phonon coupling
have been performed using the Self-Consistent Screening
Approximation (SCSA), extending the approaches per-
formed for classical membranes [22, 26, 27]. In these
works it has been shown that the presence of a strong
coupling between electronic and elastic degrees of free-
dom leads to a drastic decrease of the bending rigidity
inducing an instability in the flexural sector. From the
Renormalization Group (RG) point of view this insta-
bility is reflected in the appearance of a critical point
characterizing a rippling transition. In the opposite limit
of vanishing electron-phonon coupling, the RG equations
for the Young modulus [12, 13] and bending rigidity mod-
ulus [12] describe a (logarithmic) decrease of the former
and a (logarithmic) increase of the latter, leading to a
stable configuration for the membrane, as in the classical
case. In [28] a RG approach of quantum membranes has
been performed in a perturbative context, leading to the
opposite – and surprising – result that quantum fluctua-
tions induce the phenomenon of ultra-violet asymptotic
freedom, and thus a strong coupling behaviour in the
infra-red. According to [28] this would lead to a destabi-
lization of the flat phase at long distances. Finally in [24]
the thermodynamics of membranes at very low temper-
atures has been explored through a computation of the
self-energy of the flexural mode at one-loop and then in a
self-consistent way in the spirit of the early approach to
classical membranes of Nelson and Peliti [18]. The aim
of this approach, that we refer to as Self-Consistent Born
Approximation (SCBA) – to be distinguished from the
SCSA by the fact that only the flexural mode propagator,
and thus not the interaction, is treated self-consistently
– was to take into account both anharmonic and retarda-
tion interaction terms neglected in previous approaches
[13, 28]. The main and, again, surprising result of this
approach is the existence, at vanishing temperature, of
a power-law momentum scaling of the bending rigidity
modulus κ(q) ∼ q−η with a critical exponent η = 2, as
opposed to the logarithmic behaviour obtained in pre-
vious approaches [12–14, 28]. This result has been the
subject of a controversy as for the interpretation of the
corrections to the self-energy obtained in this work (see
[29, 30] for details).
In this article we develop an approach to quantum
polymerized membranes realized within a Nonperturba-
tive Renormalization Group (NPRG) framework, the ef-
fective average action method [31–39], extending previ-
ous works performed on classical membranes [40–44] to
their quantum counterpart. We first derive the general
RG equations for a model of membranes that describes
both the phonon and flexural modes and encompasses
both quantum and classical, i.e. thermal, fluctuations.
We then focus on the flat phase of membranes whose
RG equations are obtained from the latter via the phe-
nomenon of decoupling of phonon modes. At vanishing
temperature, the analysis of the equations shows that the
long distance behaviour of membranes is controlled by a
trivial – gaussian – fixed point in agreement with previous
work performed within the SCSA framework [12–14] but
in disagreement with the results found within a recent
perturbative approach in which an ultra-violet asymp-
totic freedom is predicted [28] and with those obtained
within a recent SCBA approach leading to a non-trivial
critical exponent η [24]. At any finite temperature the
RG flow drives the system toward an effective high tem-
perature regime which is well described by the classical
theory of membranes that predicts a long distance be-
haviour governed by a non-trivial infra-red fixed point.
This crossover between the short distance – quantum –
regime and long-distance – classical – regime as well as
the crossovers between weak and strong coupling regimes
are discussed within the context of free standing graphene
physics.
Our article is organized as follows. In Section II we
present the action used to investigate the long distance
behaviour of quantum polymerized membranes and dis-
cuss the fluctuations around the flat phase. In section
III we describe the effective average action method em-
ployed to derive the NPRG equations for quantum mem-
branes. In section IV we derive the RG flow for general
membranes and, then, derive and analyze that relevant
to study their flat phase, at finite, at vanishing and at
high temperatures, and compare our results with previ-
ous works. In section V we illustrate our findings in the
context of the physics of free standing graphene. Finally,
in section VI, we conclude.
II. THE ACTION AND FLUCTUATIONS
AROUND THE FLAT PHASE
A. The action for quantum membranes
We consider a D-dimensional quantum membrane em-
bedded in a d-dimensional Euclidean space. Each point
of the membrane is parametrized by D internal coordi-
nates x ≡ xγ , γ = 1 . . . D. Its location in the Euclidean
space is realized through the embedding: x → R(x, τ)
where R is a d-component vector field with components
Ri, i = 1 . . . d and τ an imaginary time (see, e.g., [45]).
The action of the model we consider is given by:
S [R] =
∫ β
0
dτ
∫
dDx
{
ρ
2
(∂τR)
2 +
κ
2
(∂γ∂γR)
2
+
µ˜
4
(∂γR.∂νR− ζ˜2δγ,ν)2 + λ˜
8
(∂γR.∂γR−Dζ˜2)2
}
(1)
where τ takes its values in [0, β] with β = 1/T (~ and kB
are taken equal to 1). In Eq.(1) the first term represents
the kinetic part of the action, the second one a bending
energy term while the other ones correspond to harmonic
and anharmonic elastic terms. The stability of the action
3implies that µ˜ and the bulk modulus 2µ˜/D + λ˜ must be
positive. The action (1) is the extension to the quantum
case of the action used to study classical polymerized
membranes. At mean-field level, varying the squared ex-
tension factor ζ˜2, it describes a phase transition between
a crumpled phase for ζ˜2 < 0, with a vanishing average
value of the tangent vectors 〈∂γR〉, and a flat phase for
ζ˜2 > 0 defined by:
〈R(x, τ)〉 = ζ˜
D∑
α=1
xα eα (2)
that implies 〈∂γR〉 = ζ˜eγ with γ = 1 . . . D, the eγ ’s
forming an orthonormal set of D vectors that generate
the flat configuration (2).
The form (1), in which the action is expanded around
the flat configuration (2), is particularly well-suited to
study the flat phase of membranes we are interested in. It
is, in particular, reminiscent of the action used to study
perturbatively this phase if one replaces, in Eq.(1), the
strain tensor uγν = ∂γR.∂νR − ζ˜2δγ,ν by its expansion
in terms of in-plane phonon modes uγ and out-of-plane
flexural modes h: uγν =
1
2 (∂γuν + ∂νuγ + ∂γh.∂νh +
∂γuσ∂νuσ). However we emphasize the fact that, within
our approach, we do not use this explicit decomposition
in terms of u and h fields. Indeed we keep a full rotation-
ally invariant formalism during the whole computation
where only the field R – and its derivatives – come into
play. This is possible since our approach being nonper-
turbative, we are not restricted to study weak coupling
constants, weak fluctuations regimes. One is able, in par-
ticular, to investigate both the crumpling-to-flat transi-
tion and the flat phase using the same action, as done
in [40–44], while the corresponding fixed points are non-
perturbatively connected to each other. Technically this
implies, for instance, that one can, and must, keep the
quadratic term in the phonon field u in the expression of
uγν above that is generally discarded.
B. Spectrum and fluctuations
One can compute, from Eq.(1), the propagator, and
thus the spectrum of excitations in the flat phase. The
propagator is given by the second derivative of S[R] with
respect to the field R, taken in the configuration Eq.(2).
In Fourier space the (imaginary) time direction is com-
pact and, choosing periodic boundary conditions in time
R(x, τ = 0) = R(x, τ = β), the field R(x, τ) can be
expanded according to:
R(x, τ) =
1
β
∑
ωn
∫
q
R(q, ωn) e
i(q.x−ωnτ) (3)
where
∫
q
stands for
∫
dDq/(2pi)D and the ωn are Mat-
subara frequencies: ωn = 2pin/β, n ∈ ZZ. The resulting
propagator splits into three parts:
G−1F (q, ωn) = κq
4 + ρω2n
G−1‖ (q, ωn) = κ(q
4 + m˜22 q
2) + ρω2n
G−1⊥ (q, ωn) = κ(q
4 + m˜21q
2) + ρω2n
(4a)
(4b)
(4c)
with m˜21 = µ˜ζ˜
2κ−1 and m˜22 = (2µ˜ + λ˜)ζ˜
2κ−1 and where
q = |q|. In Eqs.(4a)-(4c), G−1F (q, ωn) is associated with
d − D flexural modes; G−1⊥ (q, ωn) and G−1‖ (q, ωn) are
associated respectively with the D − 1 transverse (di-
rected orthogonally to q) and a single longitudinal (di-
rected along q) phonon modes. We have also introduced
two squared masses m˜21 and m˜
2
2 in the propagators of the
transverse and longitudinal phonon modes. This rather
unusual way to represent these latter modes as a kind
of ”massive” flexural modes will take its full meaning in
the context of the NPRG approach below where masses
acquire a dynamical, running, status.
The expressions (4a)-(4c) can be used to evaluate the
importance of fluctuations in the flat phase. Due to the
dispersion relation of flexural modes it appears that the
fluctuations associated with these modes are most im-
portant; hence we concentrate on them. At high tem-
peratures only the vanishing frequency mode contributes
and the propagator of the flexural – h – modes, at low
momenta, is given by the classical expression:
GF (q, ωn) ∼
q→0,T→∞
1
κq4
. (5)
This allows to compute the fluctuations of the normals
to the membrane that characterize the existence or ab-
sence of long-range orientational order. Standard compu-
tations show that they are essentially given by the spatial
average of the correlation function of the ∂γh field. One
finds, at the harmonic level:
〈〈(∂γh)2〉〉h ∼
∫
dDq q2
1
κq4
∼ L2−D (6)
where L is the typical size of the system and 〈〈. . . 〉〉 de-
notes both a thermodynamical and momentum average.
One recovers the classical result that the system displays
quasi-long range orientational order in two dimensions.
This behaviour is modified by anharmonic contributions
that induce a q-dependence of the bending rigidity mod-
ulus, κ(q) ∼ q−η [18], and make the integral
〈〈(∂γh)2〉〉anh ∼
∫
dDq q2
1
κ(q) q4
∼ L2−D−η (7)
convergent in D = 2 for any positive value of η.
At very low temperatures, all Matsubara frequencies
contribute and they can be considered as continuous.
One thus has:
GF (q, ωn) ∼
q→0,T→0
1
κq4 + ρω2
(8)
4so that :
〈〈(∂γh)2〉〉h ∼
∫
dDq dω
q2
κq4 + ρω2
∼ L−D (9)
which converges in particular in D = 2. This means that
quantum fluctuations are not strong enough to destabi-
lize the long-range orientational order unless interactions
change this behaviour.
III. THE EFFECTIVE AVERAGE ACTION
METHOD
We now present the effective average action method
that we use to compute the effects of interactions in quan-
tum membranes.
A. General principle
The effective average action method (see [31] and [32–
39] for reviews) achieves, at the level of the (Gibbs) free
energy, the Wilson-Kadanoff bloc-spin program. It in-
volves a central object, Γk, – k being a running scale –
that is essentially a running Gibbs free energy where only
fluctuations of momenta q ≥ k have been integrated out.
Note that we consider, for the time being, a classical situ-
ation and thus a classical free energy. At the microscopic
lattice scale Λ, no fluctuation has been integrated out
and Γk=Λ identifies with the microscopic action S while,
at long distances, i.e. at k = 0, it identifies with the
standard Gibbs free energy Γ:
Γk=Λ = S
Γk=0 = Γ
(10a)
(10b)
and, at any finite momentum scale 0 < k < Λ, Γk inter-
polates smoothly between these two limits. In practice
the integration over the high momenta – q > k – modes
is realized by adding to the microscopic action, Eq.(1), a
k-dependent ”mass” term :
∆Sk[R] =
1
2
∫
q
Rk,ab(q)Ra(q)Rb(−q) (11)
so that the partition function, in presence of a source
term, reads:
Zk[J] =
∫
DR exp
(
−S[R]−∆Sk[R]+
∫
q
J(q).R(−q)
)
.
(12)
Note that, in the rest of the article, the function Rk,ab(q),
discussed below, will be considered as diagonal in field
space, i.e. Rk,ab(q) = Rk(q)δa,b.
The role of the ∆Sk[R] term in Eq.(12) is to ”bal-
last” the low momenta modes and to make that only the
high momenta modes are effectively integrated out. To
realize this program, and to make sure that Γk meets
the conditions Eq.(10a)-(10b), the function Rk(q) must
obey several constraints: i) it behaves as kα – with suit-
able power α > 0 – at low momenta ii) it vanishes at
high momenta:
Rk(q) ∼ kα when q  k
Rk(q)→ 0 when q  k .
(13a)
(13b)
The relation (13a) implies that the low momenta
modes are affected by a ”mass” term Eq.(11) with mass
kα that prevents their propagation – they ”decouple” –
while the relation (13b) implies that the high momenta
modes are kept untouched. These two relations can be
translated in terms of the k-dependence of Rk(q):
Rk(q) ∼ Λα when k → Λ
Rk(q)→ 0 when k → 0 .
(14a)
(14b)
The relation (14a) means that, when k → Λ, ∆Sk[R]
acts as a large mass term for all modes, what implies that
almost no mode contributes to the functional integral in
Eq.(12); thus no fluctuation has been included. The re-
lation (14b) means that, when k → 0, ∆Sk[R] plays no
role, so that all modes contribute to the functional in-
tegration; thus all fluctuations have been included. A
typical cut-off function satisfying all the previous require-
ments is given by the ”Θ” cut-off [46]:
Rk(q) = Zkq
α
((k
q
)α
− 1
)
Θ
(
1− q
2
k2
)
(15)
where Θ is the step function and Zk is a field renormaliza-
tion – see below. Note that the extension to a quantum
system can lead to consider Rk as a function of both mo-
mentum q and frequency ω – see below. We now define
the running Gibbs free energy Γk as a modified Legendre
transform of the Helmholtz free energy Wk[J] = lnZk[J]
[32–39]:
Γk[r] = −Wk[J] +
∫
q
J(q). r(−q)−∆Sk[r] (16)
where r is the expectation value of the microscopic field
R in presence of an external source J:
ri(x) = 〈Ri(x)〉 = δWk[J]
δJi(x)
(17)
and ∆Sk[r] is the macroscopic counterpart of the micro-
scopic mass term Eq.(11).
From Eqs.(16) and (14b) one sees that, when k → 0,
Γk[r] coincides with the usual free energy Γ. The opposite
limit k → Λ is a little bit more tricky. From Eq.(16) one
has:
Ji(q) =
δΓk[r]
δri(−q) +Rk(q) ri(q) . (18)
5Using then Eqs.(12), (16) and (18) one gets:
e−Γk[r] =
∫
DR exp
(
− S[R]
+
∫
q
δΓk[r]
δri(q)
(
Ri(q)− ri(q)
)−∆Sk[R− r]) .
(19)
In the limit k → Λ, Rk(q) is, from Eq.(14a), very large
– infinite if we assume Λ → ∞ – so that the mass term
exp(−∆Sk[R − r]) acts essentially as a hard constraint,
δ(R − r), in the functional integral Eq.(19) [63]. In
this way Γk=Λ[r] identifies with the microscopic action
S[r], Eq.(1). We thus fully recover the constraints of
Eqs.(10a)-(10b).
B. The Wetterich equation
Once the limits of Γk have been given it remains to
precise its k-dependence. It is provided by the Wetterich
equation [47]:
∂tΓk[r] =
1
2
Tr
{
∂tRk (Γ
(2)
k [r] +Rk)
−1
}
(20)
where one defines a RG ”time” t = ln k/Λ and where the
trace has to be understood as a space (or momentum) D-
dimensional integral as well as a summation over internal
indices. An equivalent and useful expression is given by:
∂tΓk[r] =
1
2
∂̂tTr ln
(
Γ
(2)
k [r] +Rk
)
(21)
where ∂̂t means that the t-derivative only acts on Rk. In
Eqs.(20) and (21) Γ
(2)
k [r] is the inverse propagator, the
second derivative of Γk with respect to the field r:
Γ
(2)
k,ij [r; q,−q] =
δ2Γk[r]
δri(q)δrj(−q) (22)
taken in a generic field configuration. Physically Eq.(20)
describes the evolution of the effective action Γk when
k is lowered and when fluctuations at lower and lower
momentum scales are taken into account, its dynamics
being controlled by the k-dependence of Rk, ∂tRk. The
cut-off function Rk also enters Eq.(20) as an additive
term to the inverse propagator Γ
(2)
k and directly impacts
the propagation of the corresponding mode of momentum
q in the implicit integral in Eq.(20), what allows to realize
the bloc spin program described above.
Technically two properties of Rk should be empha-
sized. First, since Rk(q) ∼ kα at low momenta it acts
as an effective infra-red regulator for the corresponding
modes and prevents the occurrence of infra-red diver-
gences at any finite value of k. The exponent α is chosen
to realize this aim; it is generally taken equal to 2 in
usual, O(N)-like, theories, that involve a spatial kinetic
term of order ∂2. In the case of membranes it is taken
equal to 4 since, there, the spatial kinetic term is of or-
der ∂4. The regular behaviour that follows allows to in-
vestigate the critical physics by progressively lowering k
without having recourse to an -expansion or other sim-
ilar tools. Second, since ∂tRk(q) contributes essentially
for momenta q ≤ k, as it can be checked directly using
the expression Eq.(15), it makes the RG flow ultra-violet
finite.
C. Properties
We now discuss the main properties of Eq.(20), which
have been otherwise extensively described in several re-
views [32–39]. First Eq.(20) is an exact equation. It en-
compasses all perturbative (magnons, phonons, flexurons
modes, etc) and nonperturbative (bound states, topologi-
cal excitations, instantons, etc) features of the underlying
theory. Second Eq.(20) involves a single momentum inte-
gral and thus displays a one-loop structure. This makes
the momentum dependence of computations much sim-
pler than their perturbative counterparts. In practice
this one-loop structure allows a direct comparison with
the leading order of all perturbative computations: weak-
coupling, low-temperature, 1/N or 1/d expansions, etc.
As an illustration replacing in Eq.(20) Γ
(2)
k [r] by the sec-
ond derivative of the classical action, S(2), leads to the
usual one-loop effective action [32]:
Γk[r] = S[r] +
1
2
Tr ln(S(2)[r] +Rk) . (23)
Of course the complexity is hidden elsewhere, precisely
in the fact that Eq.(20) involves the full field-dependent
propagator Γ
(2)
k [r]. This situation fundamentally differs
from that met within the perturbative framework were
the propagator is generally considered in a vanishing
field configuration. This is, of course, a crucial point of
this framework that allows for nonperturbative investiga-
tions. Nevertheless this complexity forces us to perform
approximations that mainly consist in doing truncations
of the effective action Γk[r]. In this way the computa-
tions are doable and the nonperturbative character of
the method is kept intact as far as the right-hand side
of Eq.(20) is not expanded in powers of any usual small
parameter as a coupling constant, the temperature, 1/N ,
1/d etc. Improving the ansatz allows to check the stabil-
ity of the results and then the adequacy of the truncation
used.
An efficient truncation scheme (see [32–39] for discus-
sions concerning truncations) is the derivative expansion
where Γk is expanded in powers of the derivatives of the
order parameter. It is justified when one focuses on the
critical physics, or more generally, on the long distance
behaviour of a system and also when this behaviour is
controlled by the elementary excitations as opposed to
the case where bound states occur. In this last case, as
6in other situations involving for instance fermionic excita-
tions, one has to take into account the whole momentum
structure and other kinds of approximations should be
used (see for instance [35, 48–50]). The derivative expan-
sion can be – and is often – combined with an expansion
in powers of the order parameter itself around a given
field configuration, generally the minimum of the effec-
tive action. The great benefit of this combined deriva-
tive/field expansion is to convert the functional Eq.(20)
to a set of differential equations for the coupling constants
entering in the ansatz, as in the perturbative context.
Reaching accurate results can require to deal with high
orders, see for instance [51]. However we insist on the
fact that, even at the lowest orders, this expansion pro-
vides qualitatively – and also sometimes quantitatively –
correct results in numerous contexts (see [32–39]). This
relies on the very structure of Eq.(20) that, even approx-
imated by means of truncations of the action, remains
nonperturbative.
D. Effective average action for quantum
membranes
In the present work we consider a truncation directly
inspired by Eq.(1) that reads:
Γk [r] =
∫ β
0
dτ
∫
dDx
{
Zτk
2
(∂τr)
2 +
Zk
2
(∂γ∂γr)
2
+
µk
4
(∂γr.∂νr− ζ2kδγ,ν)2 +
λk
8
(∂γr.∂γr−Dζ2k)2
}
.
(24)
This expression is deduced from the action (1) by re-
placing the microscopic field R by the macroscopic one
r, followed by the usual rescaling of the field: r 7→
Z
1/2
k κ
−1/2r. We have introduced two field renormaliza-
tion ”constants”: Zk and Z
τ
k = Zkρκ
−1 and defined two
elastic running coupling constants λk = Z
2
k λ˜ κ
−2 and
µk = Z
2
k µ˜ κ
−2 as well as a running extension parame-
ter ζk = κ
1/2Z
−1/2
k ζ˜ that, together, parametrize the RG
flow. The ansatz (24) corresponds to the next-to-leading
order [64] of the derivative expansion of the effective ac-
tion whose next orders would enclose higher powers of
time and space derivatives of the field r. Our choice to
limit ourselves to the form (24) is justified by the fact that
we give here priority to the description of infra-red be-
haviour of the flat phase, where only low-order derivative
terms are expected to play a significant role, leaving the
investigation of the short distance behaviour to further
work [52]. The ability of our ansatz (24) to describe the
former regime has received justifications in recent works.
For instance Braghin and Hasselmann [41, 43] have stud-
ied the flat phase of classical membranes by means of
a NPRG approach taking into account the full momen-
tum dependence of the interaction vertices of Eq.(24) –
thus involving infinite order derivative terms. They have
shown that the values of physical quantities, as the criti-
cal exponent η characterizing the momentum dependence
of the bending rigidity in this phase, were not impacted
by derivative terms beyond the order considered here.
Note, moreover, that we have also performed an expan-
sion of the effective action in powers of the order pa-
rameter fields ∂γr and ∂τr at the lowest non-trivial or-
der. A complete treatment of the next-to-leading order
of the derivative expansion considered here would require
to use for the ”kinetic ” part of the action not just field
renormalization constants Zk and Z
τ
k but full functions
Zk(∂τr, ∂γr) and Z
τ
k (∂τr, ∂γr) and for the elastic – po-
tential – part of the action a full ”elasticity” function
Uk(∂γr). Beyond its simplicity, the justification of our
choice comes from the fact that, at least in the classical
case, the critical exponent η in the flat phase is strictly
independent of powers of the field higher than four [44];
one expects this result to remain true in the quantum
case. Being given the ansatz Eq.(24) its RG flow is given
by (see [32] and references therein):
∂tΓk[r] =
T
2
∑
ωn
∫
q
∂tRk(q˜)
(
Γ
(2)
k [r; q˜,−q˜] +Rk(q˜)
)−1
ii
(25)
where Eq.(20) has been adapted to the quantum case [65]
In this expression q˜ stands for q˜ = (q, ωn) and the trace
in Eq.(20) has been written explicitly as an integral over
momentum q, a sum over the frequencies ωn = 2pin/β as
well as an implicit sum over the field indices i.
E. The cut-off function Rk
It remains to specify the functional dependence of the
cut-off function Rk(q˜). We consider the following expres-
sion:
Rk(q˜) = Zk
(
q4 +
ω2n
∆2k
)
R
(
q4 + ω2n/∆
2
k
k4
)
(26)
where R(.) is a function such that Rk(q, ωn = 0) fulfills
the conditions Eq.(13a)-(13b). In Eq.(26) ∆2k = Zk/Z
τ
k
that equals ∆2Λ = κ/ρ at the lattice scale. The func-
tion Rk(q˜) acts now as a infra-red cut-off for both low-
momenta and low-frequencies. With this form its re-
spects the dispersion relation of the flexural modes that
dominate the flat phase. As a consequence modes with
momenta q2 < k2 and/or frequencies |ωn| < ∆kk2 are
eliminated while those with momenta q2 > k2 and/or
frequencies |ωn| > ∆kk2 are left untouched.
As for the question of the choice of the function R
entering in Eq.(26) it is generally a complex one. In-
deed due to the vanishing property of the cut-off func-
tion Rk(q) when k → 0, the physical quantities extracted
from Eq.(20) in this limit are a priori cut-off indepen-
dent. This statement is however only true when the ef-
fective action Γk is treated exactly. Yet, as said above,
in practice one has to resort to approximations of the
effective action that destroy the cut-off independence of
7Γk=0 = Γ as computed from Eq.(20), and thus that of
any physical quantity. This situation has lead to the
search for the best or optimal regulator that would pro-
vide the weakest cut-off dependence (see for instance [34]
for a review). This question of the optimization of the
cut-off is a delicate one since one should precise what
should be optimized: stability [46, 53–55], cut-off inde-
pendence of the RG flow [34], speed of convergence of the
field and field/derivative expansion, accuracy of physical
quantities [56], etc. At the lowest order of the derivative
expansion, called Local Potential Approximation, where
the field renormalizations are neglected, these different
criterions coincide and have lead to pick out the Θ cut-
off Eq.(15) as the optimal one. However beyond order
∂2 the Θ cut-off no longer regulates the RG flow and
no equivalent optimal cut-off has been proposed yet (see
however [57, 58] for optimized cut-offs that both regu-
late the flow and encompass several cut-offs previously
considered). In the present work, since previous compu-
tations performed on classical membranes have shown an
extremely weak dependence of the results with respect to
the field/field derivative content of the action [40, 41, 43]
we opt for the usual Θ cut-off that displays both formal
simplicity and easy computability.
Note finally, in Eq.(26), the presence of the field renor-
malization Zk in front of the cut-off function that en-
sures that Zk explicitly disappears from the RG equa-
tions where it only appears through its derivative ηk =
−(1/Zk)∂tZk – see below. At a fixed point ηk reaches a
fixed value η. This provides the scaling of Zk: Zk ∼ k−η.
In the same way Zτk scales at a fixed point as Z
τ
k ∼ k−η˜.
F. Power counting
Action (24) involves the terms that are supposed to
play the most important role at long distances; this al-
lows power counting considerations at a putative fixed
point. In terms of running momentum scale k one has
[∂γ ] = k and [∂τ ] = [∂γ ]
z = kz were we have intro-
duced the dynamical critical exponent z. Using the fixed
point relations Zk ∼ k−η and Zτk ∼ k−η˜ one gets the
field dimension [r] = D − 4 + η + z or indifferently
[r] = D + η˜ − z from which one deduces the relation:
η˜ = η + 2(z − 2). As for the elastic coupling constants
one has: [λ] = [µ] = −(D − 4 + z + 2η) and for the
(squared) extension factor [ζ2] = D − 2 + η + z. Simple
dimensional analysis – i.e. η = η˜ = 0 – leads to z = 2
and [λ] = [µ] = −(D − 2). This defines D = 2 as the
upper critical dimension of the theory (24) as it will be
confirmed by our RG analysis.
IV. THE RG FLOW
A. General principle
We now derive the RG equations for the different cou-
pling constants entering in Eq.(24). In order to do this
one has to define these coupling constants as functional
derivatives of Γk taken in a specific field configuration.
We choose a flat ground state configuration, given by
Eq.(2), since it corresponds to that with a vanishing ex-
ternal source, the situation that one wants to describe
precisely. In Fourier space it reads:
rfk,j(q, ωn) = −iζk δn,0 δγ,j
∂
∂qγ
δ(q) (27)
where we recall that γ = 1 . . . D and j = 1 . . . d. Note
that the configuration rfk also runs with k due to the
running of the extension parameter ζk.
With the action Eq.(24) a generic coupling constant
gk,ij can be defined as some coefficient in the expansion of
Γ
(2)
k,ij [r; p˜,−p˜], with p˜ = (p, ωm), in powers of p and ωm
(the explicit definition of each coupling constant are given
in Appendix(A 1), Eqs.(A1a)-(A1d)). Explicitly one has:
gk,ij = lim
p˜→0
1
a!b!
da
d(ω2m)
a
db
d(p2)b
{
Γ
(2)
k,ij [r; p˜,−p˜]
∣∣
rfk
}
.
(28)
The flow of the coupling constant gk,ij is then deduced
by taking a derivative with respect to t:
∂tgk,ij = lim
p˜→0
1
a!b!
da
d(ω2m)
a
db
d(p2)b
{
∂tΓ
(2)
k,ij [r; p˜,−p˜]
∣∣∣
rfk
+
∫
q˜
Γ
(3)
k,ijl[r; p˜,−p˜, q˜] ∂trlk(q˜)
∣∣∣
rfk
}
. (29)
It results from the previous equation that it is sufficient
to know the flow of Γ
(2)
k,ij [r; p˜,−p˜] which is easily obtained
by taking the second derivative of Eq.(25) with respect
to ri(p˜) and rj(p˜), what leads to:
∂tΓ
(2)
k,ij [r; p˜,−p˜] = −
1
2
∂̂t
{∫
q˜
Gk,ab[r, q˜] Γ
(4)
k,ijab[r; p˜,−p˜, q˜,−q˜]
−
∫
q˜
Gk,ab[r, q˜] Γ
(3)
k,iac[r; p˜,−q˜, q˜− p˜] Gk,cd[r, q˜− p˜] Γ(3)k,jbd[r;−p˜, q˜, p˜− q˜]
} (30)
where
Gk,ab[r, q˜] = [Γ
(2)
k,ab[r; q˜,−q˜] +Rk,ab(q˜)]−1 . (31)
In Eq.(29) and (30) the vertices Γ
(3)
k,bjd and Γ
(4)
k,abij are
8further functional derivatives of Γk. Their expressions in
the flat configuration rk,f , Eq.(27), are given in Appendix
A 3, Eqs.(A8a) and (A8b).
B. RG equations
For the search of fixed points it is convenient to write
the flow equations in terms of dimensionless coupling
constants. We thus define ζ2k = Z
−1
k k
D−2+zζ
2
k, λk =
Z2k k
−(D−4+z)λk and µk = Z2k k
−(D−4+z)µk. Their flows
are given by:
∂tζ
2
k = −(D − 2 + z + ηk) ζ
2
k +
4AD
D
×{
(D − 1) 4µk + λkD
2µk + λkD
l
D+2
010 +
6µk + (D + 2)λk
2µk + λkD
l
D+2
001 + (d−D)l
D+2
100
}
(32a)
∂tµk = (D − 4 + 2ηk + z)µk +
2AD
D(D + 2)
×{
4(3µk + λk)
2 l
D+4
002 + 4Dµk(2µk + λk) l
D+4
011 +
2µ2k(D
2 + 2D − 8) lD+4020 + 4µ2k(d−D) l
D+4
200
}
(32b)
∂tλk = (D − 4 + z + 2ηk)λk + 2AD
D(D + 2)
×{
− 8µk(2µk + λk) l
D+4
011 +
(d−D)
[
4µ2k + 4(D + 2)µkλk +D(D + 2)λ
2
k
]
l
D+4
200 +[
4(3D + 2)µ2k + (D
2 +D − 2)(8µkλk +Dλ
2
k)
]
l
D+4
020 +[
36µ2k + 12(D + 4)µkλk + (D
2 + 6D + 12)λ
2
k
]
l
D+4
002
}
(32c)
where A−1D = 2
D+1piD/2 Γ(D/2) and Γ(. . . ) is the
Euler’s gamma function. The equation for ηk is too
long to be given here while η˜k is discussed below. The
set of equations (32a)-(32c), together with ηk and η˜k,
generalize to the quantum case those derived in [40] in
the classical case.
C. Threshold functions
In Eqs.(32a)-(32c) l
D
abc stands for the dimensionless
counterpart of the so-called dimensionful ”threshold
functions” lDabc – see Appendix B:
lDabc = −
T
4AD
∂̂t
∑
ωn
∫
q
1
[P0(q˜)]
a
[P1(q˜)]
b
[P2(q˜)]
c (33)
where Pi(q˜) = P (q˜) + m
2
ik q
2, i = 0, 1, 2 and P (q˜) =
Zk q
4 +Zτkω
2
n +Rk(q˜). The squared masses m
2
ik, i = 1, 2
given by m21k = µkζ
2
k and m
2
2k = (2µk+λk)ζ
2
k are associ-
ated with the transverse and longitudinal phonon modes
while the squared mass m20k ≡ 0 is associated with the
flexural mode. The threshold functions are the funda-
mental ingredient of the effective average action formal-
ism. First, they control the integration over fluctuations
of lower and lower momenta when k is decreased. Second,
they encompass the nonperturbative content of the RG
flow since they include the propagators that are nonpoly-
nomial functions of the masses and thus of the coupling
constants. Third, they govern the phenomenon of de-
coupling of massive modes. This refers to a situation in
which coexist particles – or excitations – with well sep-
arated masses, e.g., a large one M and a smaller one m
the latter being possibly equal to zero. It states that
when the theory is probed at a momentum scale pM
the Green functions of the full theory are identical, up
to inverse powers of M2, to those computed from an ef-
fective theory where the heavy mass has been cancelled
out. Within the effective average action framework this
phenomenon occurs along the RG flow when the running
momentum scale k gets lower than the large running mass
Mk. Indeed in this case, the threshold functions decrease
typically as inverse powers of Mk, see below. Roughly
this relies on the fact that ∂kRk(q˜) acts as an ultra-
violet cut-off that restricts the values of q contributing
to the momenta integrals to the range [0, k]; in particu-
lar the high momentum lattice scale Λ disappears from
the flow. This elects the running scale k as the only ref-
erence scale to which Mk can be compared, what leads
to the announced result.
D. The temporal anomalous dimension η˜
We discuss here the RG flow of the field renormal-
ization Zτk and derive the expression of the running
”temporal” anomalous dimension η˜k defined by: η˜k =
−1/Zτk∂tZτk . The quantity Zτk is defined as the coeffi-
cient of ω2m in the expansion of Γ
(2)
k in powers of the
external momentum p and frequency ωm, at vanishing p˜:
Zτk = lim
p˜→0
d
dω2m
[
Γ
(2)
k,D+1,D+1[r, p˜,−p˜]
∣∣
rfk
]
. (34)
As a consequence of the discussion of subsection IV A
its flow is essentially given by the ω2m-derivative of
∂tΓ
(2)
k,ij [r; p˜,−p˜], see Eq.(30), taken in the configuration
rfk , Eq.(27). Since, at this order, the vertices are fre-
quency independent – see Appendix (A 3), Eqs.(A8a)-
(A8b) – the only contribution to the renormalization of
Zτk can come from the term GΓ
(3)GΓ(3) in the right-hand
size of Eq.(30), involving Gk,cd[r, q˜− p˜] that carries the
external frequency ωm. However the vertex functions
Γ
(3)
k,bjd carry at least one power of the external momentum
p so that the putative contribution to the renormaliza-
tion of Zτk vanishes in the limit p˜→ 0 and one has:
η˜k = 0. (35)
9E. The RG flow in the flat phase
We now derive the RG equations in the flat phase.
They can be obtained by following explicitly the RG flow
Eqs.(32a)-(32c) in the infra-red, i.e. k → 0, regime with
initial conditions taken in this phase. This shows that
the extension parameter ζk reaches a finite value while
its dimensionless counterpart ζk diverges. On the other
hand, the coupling constants λk and µk vanish while λk
and µk reach fixed point values. As a consequence the di-
mensionless masses m21k = µkζ
2
k and m
2
2k = (2µk+λk)ζ
2
k
get large in the infra-red. We thus meet the conditions
of the decoupling phenomenon where the phonon modes
get out the RG flow leaving the flexural mode to govern
it. This provides a direct way to get the RG equations
in the flat phase, i.e. by considering the limit: m1k,
m2k → ∞. As this can be explicitly checked in the case
of the Θ cut-off – see Eqs.(B9a) and (B9b) in Appendix
(B 2) – the ”massive” dimensionless threshold functions
l
D
0bc (and n
D
0bc – see below) decay as powers of m
2
1k and
m22k, what reflects, on the dimensionless threshold func-
tions, the decoupling phenomenon. In this limit one gets
simplified RG equations where only the part of the flow
associated with the flexural mode appears, what implies
the presence of threshold functions l
D
a00 (and n
D
a00, see
below) alone. The RG flow for ζ2k is given by:
∂tζ
2
k = −(D− 2 + z + ηk) ζ
2
k +
4AD
D
(d−D)lD+2100 . (36)
This equation controls the different phases, and phase
transitions, occurring in the phase diagram of mem-
branes. It admits a non-trivial unstable fixed point ζ
2
∗
that corresponds to the crumpling-to-flat transition by
which we are not interested in here. For ζ
2
k > ζ
2
∗ the
flow drives ζ
2
k toward its infinite value limit that defines
the flat phase. The other RG equations in this phase are
given by:
∂tµk = (D − 4 + 2ηk + z)µk +
8AD
D(D + 2)
µ2k(d−D) l
D+4
200
(37a)
∂tλk = (D − 4 + z + 2ηk)λk + 2AD
D(D + 2)
(d−D)×(
4µ2k + 4(D + 2)µkλk +D(D + 2)λ
2
k
)
l
D+4
200 . (37b)
As for the anomalous dimension ηk it is given by :
ηk =
2AD
D(D + 2)(2µk + λk)
{
2(D + 2)(2µk + λk)
2nD200+(
4(D2 − 2D − 2)µk(µk + λk)−D(D + 2)λ
2
k
)
l
D
100
}
.
(38)
In this last equation we have introduced the threshold
functions nDabc which are the dimensionless counterparts
of the dimensionful threshold functions nDabc – see Ap-
pendix B:
nDabc = −
T
4AD
∂̂t
∑
ωn
∫
q
q2 ∂q2P (q˜)
[P0(q˜)]
a
[P1(q˜)]
b
[P2(q˜)]
c
. (39)
F. Quantum to classical crossover
The RG equations Eqs.(37a)-(37b) and (38) account
for the effects of both classical and quantum fluctuations
when the running scale k varies. In order to quantify the
importance of quantum fluctuations, it is convenient to
define a dimensionless effective, running, ”temperature”
T k through:
T = ∆kk
2 T k (40)
such that βk = 1/T k appears as the dimensionless thick-
ness of the time integral in Eq.(24) which characterizes
the importance of quantum fluctuations. The definition
of T k leads to consider a typical momentum – the ther-
mal momentum scale – kT via the relation T kT ∼ 1 that,
using Eq.(40) and ∆kT ∼
√
κ/ρ yields:
kT ∼
√
kBT
~
√
ρ
κ
. (41)
For effective ”temperatures” T k  1 – or equivalently for
momenta k  kT – the dimensionless thickness βk of the
time integral extends from 0 to ∞ and quantum effects
are important. Conversely for temperatures T k  1 –
or equivalently for momenta k  kT – this thickness βk
vanishes and fluctuations are fully classical. More pre-
cisely, let’s consider the action S [R], Eq.(1), expressed
in terms of dimensionless quantities:
S
[
R
]
=
∫ βk
0
dτ¯
∫
dDx¯
{
ρ¯
2
(∂τ¯R)
2 +
κ¯
2
(∂γ¯∂γ¯R)
2
+
µ˜
4
(
∂γ¯R.∂ν¯R− ζ˜
2
δγ,ν
)2
+
λ˜
8
(
∂γ¯R.∂γ¯R−Dζ˜
2)2}
.
(42)
When T k  1 or, equivalently, when βk vanishes the
only configurations of R(x¯, τ¯) that contribute to the
functional integral Eq.(19) are those that minimize lo-
cally the kinetic term (∂τ¯R)
2, i.e. those that are time-
independent. As a consequence the effective average ac-
tion Γk [r¯] resulting from this functional integral is also
time-independent. The βk term then factors out and the
effective action takes the form:
Γk [r¯] =βk
∫
dDx
{
Zk
2
(∂γ¯∂γ¯ r¯)
2
+
µk
4
(
∂γ¯ r¯.∂ν¯ r¯− ζ 2k δγ,ν
)2
+
λk
8
(
∂γ¯ r¯.∂γ¯ r¯−Dζ 2k
)2}
.
(43)
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Redefining r¯ → β−1/2k r¯ and introducing the ”classi-
cal” coupling constants λ
cl
k = β
−1
k λk, µ
cl
k = β
−1
k µk and
ζ
cl
k = β
1/2
k ζk, one gets the effective action of classical
membranes:
Γk [r¯] =
∫
dDx
{
Zk
2
(∂γ¯∂γ¯ r¯)
2
+
µclk
4
(
∂γ¯ r¯.∂ν¯ r¯− ζclk
2
δγ,ν
)2
+
λ
cl
k
8
(
∂γ¯ r¯.∂γ¯ r¯−Dζclk
2)2}
.
(44)
This illustrates the well-know phenomenon of thermal di-
mensional reduction from a (D+ 1)-dimensional to a D-
dimensional model associated with the quantum to classi-
cal crossover that occurs when the temperature increases
[59].
It is instructive to interpret this phenomenon from the
RG point of view. As said in section (III E), we have
chosen a cut-off that acts both on momenta and frequen-
cies. Using the Θ cut-off consists in taking, in Eq.(26),
R(Y ) = (Y −1 − 1)Θ(1− Y ) which leads to:
Rk(q˜) = Zk
(
k4 −
(
q4 +
ω2n
∆2k
))
Θ
(
1−
( q4
k4
+
ω2n
∆2kk
4
))
.
(45)
With this form of cut-off it is easy to verify that
the term ∂tRk(q˜) entering in the threshold functions
lDabc and n
D
abc enforces strictly [66] that only the range
of momenta/frequencies 0 ≤ q4/k4 + ω2n/(∆2kk4) ≤ 1
contributes to the RG flow. Once the integral is per-
formed on momentum q the constraint on ωn reads:
ωn/(∆kk
2) ≤ 1. Using ωn = 2pinT and the relation
Eq.(40) this inequality implies that the frequency modes
that effectively contribute to the RG flow are those char-
acterized by integers n obeying: n ≤ nmax = b1/(2piT k)c
where b. . . c denotes the floor function. Finally the RG
flow of T k is easily obtained from Eq.(40) and the flow
of ∆k:
∂tT k = −z T k (46)
which means that T k is, as expected, a relevant variable
[67]. Thus, as k decreases, the high-frequency modes are
progressively integrated out and disappear from the RG
flow. This can be seen, again, as a kind of decoupling of
the non-vanishing (or ”massive”) Matsubara frequencies
at low momenta leading to a situation dominated by the
classical – ωn = 0 – mode.
G. The RG flow at vanishing temperature
We now discuss the RG equations in the flat phase.
We start by considering the limit of vanishing effective
temperatures T k  1 or large running momentum scale
k  kT . In this case all frequency modes contribute.
Technically the sums over frequencies in the dimension-
less threshold functions l
D
abc and n
D
abc, see Appendix B 1,
Eqs.(B9a) and (B9b), are replaced by integrals over con-
tinuous frequencies:
T k
∑
ωn
→
∫ ∞
−∞
dω
2pi
. (47)
Replacing, in the RG flow equations, Eqs.(37a)-(37b)
and (38), the threshold functions by their simplified ex-
pressions, Eqs.(B11a)-(B11b), and z by its value z =
2− ηk/2 one obtains the equations for any dimension D.
For simplicity we concentrate here on the physical D = 2
case in which one has:
∂tµk =
3
2
ηkµk +
1
32pi
(d− 2)µ2k
(
1− ηk
8
)
(48a)
∂tλk =
3
2
ηkλk
+
1
32pi
(d− 2)(2λ2k + 4λkµk + µ2k)
(
1− ηk
8
)
(48b)
ηk =
48µk(λk + µk)
9µk(λk + µk) + 128pi(λk + 2µk)
. (48c)
These equations are the nonperturbative generaliza-
tion of those found previously perturbatively [12, 13, 28].
1. Large d expansion
As argued in the general discussion of section (III C)
our equations should reproduce the leading order in a
1/d expansion. In this case one assumes that the cou-
pling constants behave as 1/d. At leading order in 1/d
Eqs.(48a)-(48c) then simplify into, after the rescaling
(µk, λk)→ (µk/d, λk/d):
∂tµk =
1
32pi
µ2k (49a)
∂tλk =
1
32pi
(2λ
2
k + 4λkµk + µ
2
k) (49b)
ηk =
3
8pid
µk(λk + µk)
(λk + 2µk)
. (49c)
It is convenient to write the RG equations (49a)-(49b) in
terms of the Young modulus Yk = 4µk(µk + λk)/(2µk +
λk). One obtains:
∂tYk = 3
128pi
Y2k (50)
which, restoring the coupling constants κ and ρ coincides
with the expression obtained by Guinea et al.[13] and –
up to a factor 2 already noted in [13] – with the equation
derived by San Jose et al.[12]. Note that ηk provides the
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flow of the bending rigidity modulus κ in the original
action Eq.(1) through the relation ηk = −κ−1∂tκ. One
gets [68]:
∂tκ = − 3
32pi
Yk κ (51)
which, restoring the coupling constants κ and ρ, coincides
again, up to a factor 2, with the equation obtained in [12].
2. Weak-coupling expansion
The equations Eqs.(48a)-(48c) can also be expanded in
powers of the coupling constants λk and µk. One finds,
at leading non-trivial order:
∂tµk =
3
2
ηkµk +
1
32pi
(d− 2)µ2k (52a)
∂tλk =
3
2
ηkλk +
1
32pi
(d− 2)(2λ2k + 4λkµk + µ2k) (52b)
ηk =
3
8pi
µk(µk + λk)
λk + 2µk
. (52c)
In the particular case where d = 3, and restoring the
coupling constants κ and ρ, these equations coincide with
those derived by Kats and Lebedev in [28]. There is,
however, a drastic difference that concerns the sign of
ηk that we find to be reversed with respect to theirs.
This leads to a major difference as for the behaviour of
membranes at long distances – see below.
3. RG flow in D = 2 and d = 3
We have studied the RG equations Eqs.(48a)-(48c), i.e.
searched for the fixed points and analyzed the structure
of the flow, in the physical D = 2 and d = 3 case. They
display one physical fixed point which corresponds to the
gaussian one with µ = λ = 0. This fixed point is attrac-
tive in the infra-red, see Fig.(1), in agreement with the
fact that D = 2 is, according to previous considerations,
supposed to be the upper critical dimension of the the-
ory. This contradicts the result obtained in [28] that the
gaussian fixed point is repulsive.
Now since, in the infra-red, the RG flow is essentially
controlled by the gaussian fixed point we can restrict
our study to the vicinity of this fixed point and consider
the perturbative limit Eqs.(52a)-(52c) of our equations.
0 5 · 10−2 0.1 0.15 0.2 0.25
−0.2
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FIG. 1: The RG flow in the (λ, µ) plane. The shaded area
corresponds to the forbidden region λ+ µ < 0; the bordeline
λ = −µ is repulsive as the line µ = 0. The dashed line
corresponds to the attractive line λ = −µ/2 along which all
trajectories converge.
They read in d = 3:
∂tµk =
µ2k(19λk + 20µk)
32pi(λk + 2µk)
(53a)
∂tλk =
2λ
3
k + 26λ
2
kµk + 27λkµ
2
k + 2µ
3
k
32pi(λk + 2µk)
(53b)
ηk =
3
8pi
µk(µk + λk)
λk + 2µk
. (53c)
It is instructive to compute the flow of the ratio µk/λk
which given by:
∂t
(µk
λk
)
= − µk
32piλ
2
k
(λk + µk)(2λk + µk) . (54)
It is then easy to shows that the RG flow admits one
attractive line, λ = −µ/2, see Fig.(1), and two repulsive
ones, λ = −µ and µ = 0. The behaviour of the flow in the
vicinity of the gaussian fixed point along the attractive
line is given by:
∂tµk =
7
32pi
µ2k (55a)
ηk =
µk
8pi
. (55b)
The effective coupling constant µk decreases at long
distances, again in agreement with the fact that D = 2
is expected to be the upper critical dimension of quan-
tum membranes and in disagreement with [28] where an
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increasing effective coupling constant is found at long
distances. Integrating then the flow equations Eqs.(55a)-
(55b) provides the expressions of the momentum depen-
dent bending rigidity κ(q) ∼ | ln q|4/7, in agreement with
[14], and the momentum dependent coupling µ(q) ∼
| ln q|−1. These logarithmic behaviours, together with the
considerations of section (II B) about the fluctuations in
the flat phase, imply that polymerized membranes are
not destabilized by quantum fluctuations at T = 0. Note
finally that, as for the momentum dependent anomalous
dimension η(q), we also predicts a vanishing – logarith-
mic – behaviour η(q) ∼ | ln q|−1 that contrasts with the
prediction of [24] that leads to a finite value – η = 2 – at
vanishing temperature.
Again one can rewrite Eqs.(53a) and (53b) in terms of
the Young modulus:
∂tYk = 21
128pi
Y2k (56)
that integrates into:
Yk = YΛ
1− 21 t
128pi
YΛ
. (57)
The Young modulus is generally used to define a quantum
Ginzburg momentum scale kqG that separates a strong
from a weak coupling regime. Defining this scale as the
one at which the Young modulus looses half its initial
value:
|δY|
YΛ
=
|Yk − YΛ|
YΛ
' 1
2
(58)
one obtains:
kqG ∼ Λ e
− 64pi
21YΛ . (59)
Our expression is close to that obtained in the large
d approach of [13] with a change of coefficient in the
argument of the exponential [69] due to the non-vanishing
anomalous dimension within our computation.
H. The RG flow at high temperatures
1. General equations
We now consider the limit of high effective tempera-
tures T k  1 – or low momentum scales k  kT . As said
previously, in this case, due to the thermal decoupling
of high frequency modes, only the vanishing frequency
mode contributes to the RG flow. Technically the sums
in the threshold functions l
D
abc and n
D
abc, see Eqs.(B10a)
and (B10b), reduce to the value ωn = 0. In this case
the threshold functions are given by Eqs.(B12a)-(B12b).
Using these quantities and the set of classical coupling
constants : λ
cl
k = β
−1
k λk, µ
cl
k = β
−1
k µk and Y
cl
k = β
−1
k Yk
one obtains from Eqs.(37a)-(37b) and (38):
∂tµ
cl
k = (D − 4 + 2ηk)µclk + 4 (d−D) µclk
2
A˜D (60a)
∂kλ
cl
k = (D − 4 + 2ηk)λ
cl
k + (d−D)×
(
4µclk
2
+ 4(D + 2)µclk λ
cl
k +D(D + 2)λ
cl
k
2)
A˜D (60b)
ηk =
16(D + 4)(D2 − 1)Yclk AD
D2(D2 + 6D + 8) + 16(D2 − 1)Yclk AD
(60c)
with A˜D = 16AD(8 +D− ηk)/D(D+ 2)(D+ 4)(D+ 8).
These equations coincide exactly – up to redefinitions
of the coupling constants – with those derived in [40] for
classical membranes. They have been shown to agree
with those obtained from a perturbative expansion per-
formed around D = 4 [19, 21] as well as with those ob-
tained within a large d approach [21, 22, 60]. Thus our
formalism smoothly interpolates between the full quan-
tum situation and the full classical one.
2. RG flow in D = 2 and d = 3
In physical dimensions the RG flow is given by:
∂tµ
cl
k = 2(ηk − 1)µclk +
µclk
2
60pi
(10− ηk) (61a)
∂kλ
cl
k = 2(ηk − 1)λ
cl
k +
1
60pi
(
2λ
cl
k
2
+ 4µclk λ
cl
k + µ
cl
k
2)
(10− ηk) (61b)
ηk =
6µclk (λ
cl
k + µ
cl
k )
µclk (λ
cl
k + µ
cl
k ) + 4pi(λ
cl
k + 2µ
cl
k )
. (61c)
These equations have been solved in [40]. They admit
a stable fixed point with coordinates µcl∗ ' 6.21, λ
cl
∗ '
−3.10 with the associated critical exponent η∗ ' 0.849.
The flow of the ratio µclk /λ
cl
k is given by:
∂t
(
µclk
λ
cl
k
)
=− µ
cl
k (λ
cl
k + µ
cl
k )(2λ
cl
k + µ
cl
k )
15piλ
cl
k
2 ×
µclk (λ
cl
k + µ
cl
k ) + 10pi(λ
cl
k + 2µ
cl
k )
µclk (λ
cl
k + µ
cl
k ) + 4pi(λ
cl
k + 2µ
cl
k )
(62)
One deduces that the RG flow admits, as in the vanishing
temperature case, one attractive line, λ = −µ/2, and two
repulsive ones λ = −µ and µ = 0 that are identical to
those found in this last case.
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Here, again, one can exhibit a characteristic – classical
– Ginzburg momentum scale separating a strong from
a weak coupling regime. We consider the flow of the
dimensionful Young modulus [70] at dominant order in
Yclk . It is given by:
∂tYclk =
7
8pi
Yclk
2
k2
(63)
that integrates into:
Yclk =
YclΛ
1− 7
8pi
YclΛ
( 1
2Λ2
− 1
2k2
) . (64)
From Eq.(58), and restoring the physical units, we get:
kclG =
√
7Y˜clΛ
8pi
kBT
κ2
. (65)
V. APPLICATION TO GRAPHENE
We now illustrate the different crossovers encountered
in previous sections in the context of the physics of free
standing graphene.
A. Initial conditions
We first specify the initial conditions of the RG flow.
We take as microscopical characteristics of graphene (see,
e.g., [16] and references therein) : κ ' 1 eV, ρ ' 7.6 ×
10−7 kg.m−2, µ ' 3λ ' 9 eV.A˚−2, the lattice parameter
a ' 1.4 A˚ and Y ' 20.6 eV.A˚−2. They are related to the
dimensionless bare quantum coupling constants at the
lattice scale Λ = a−1: λΛ = ~λ/(ρ1/2κ3/2) and µΛ =
~µ/(ρ1/2κ3/2). As the classical bare coupling constants
they are defined by λ
cl
Λ = TΛλΛ and µ
cl
Λ = TΛµΛ. The
bare dimensionless temperature TΛ is related to ∆Λ =√
κ/ρ by Eq.(40). This leads to:
TΛ =
√
ρ
κ
kBT
~
a2 . (66)
B. Crossover momenta
Once the temperature T has been chosen the crossover
scales are completely determined. One takes T = 10 K
since the temperature below which quantum fluctuations
are expected to be dominant is estimated to be around
70 - 90 K [16]. For an initial temperature of 10 K the
thermal momentum scale kT = a
−1e−tT is given by :
kT =
√
kBT
~
√
ρ
κ
∼ a−1e−1.44 ∼ 0.17A˚−1 (67)
that corresponds to a length of a few lattice spacing.
As for the quantum Ginzburg momentum scale it is
given by:
kqG = Λ e
−64piκ
3
2
√
ρ
21Y~ ∼ a−1e−15.4  1 (68)
which is very small with respect to kT , in agreement with
[13] but in contradiction with [24] that predicts kqG ∼
0.1 A˚
−1
. The origin of this contradiction lies on the fact
that D = 2 being, within our computation, the upper
critical dimension of quantum membranes, kqG takes the
usual – exponentially decreasing – form of a mass-gap in
such a dimension, see Eq.(59). This is not the case in
[24].
Since kqG  kT , i.e. the weak/strong coupling quan-
tum crossover occurs far in the region where thermal fluc-
tuations already dominate, it cannot be observed and has
no role in the physical behaviour of the graphene sheet.
In the classical regime the Ginzburg momentum scale
is given by:
kclG =
√
7Y˜clΛ
8pi
kBT
κ2
' a−1e−2.30 ∼ 0.07A˚−1 . (69)
which implies that kclG < kT .
C. Crossover behaviour of coupling constants
The behaviour of the system under the RG flow is
as follows: starting in a quantum regime governed by a
gaussian fixed point, it goes through the quantum to clas-
sical crossover. It then enters a classical weak-coupling
regime controlled by a gaussian fixed point and is finally
driven toward a strong coupling infra-red classical regime
governed by a non-trivial fixed point.
These behaviours are first illustrated on the RG flow
of the coupling constants λ and µ. In Fig.(2) we have
displayed the flow of the quantum coupling constants λk
and µk as functions of the RG ”time” −t = ln Λ/k. Start-
ing at finite values they first decrease slowly toward their
(vanishing) gaussian fixed point values, their behaviour
being essentially controlled by the (anomalous) dimen-
sional part of the vanishing temperature RG flow, see
Eqs.(48a)-(48c). This vanishing behaviour is then ampli-
fied when the quantum to classical RG time tT is reached
since, there, the flow starts to be controlled by the finite
temperature RG equations Eqs.(37a)-(37b) and (38) and,
in particular, by non-trivial part of the flow proportional
to the effective temperature T k carried by the threshold
functions, see Eqs.(B12a)-(B12b).
In Fig.(3) we have displayed the flow of the classical
dimensionless coupling constants µclk and λ
cl
k as functions
of the RG ”time” −t = ln Λ/k. These coupling constants
undergo – roughly – a symmetrical behaviour. From their
very definition including thermal factor β
−1
k , they start
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FIG. 2: Evolution of the dimensionless quantum coupling con-
stants µk and λk with RG time −t = ln Λ/k. The left ver-
tical line corresponds to the quantum to classical crossover
momentum scale kT that is located at −tT = 1.44; the right
vertical line corresponds to the classical Ginzburg momentum
scale kclG that is located at −tclG = 2.30. tT marks a crossover
between a regime controlled by the quantum gaussian fixed
point and a regime where the vanishing behaviour is enhanced
by the effective temperature T k.
from almost vanishing values and first increase slowly
with the effective temperature T k. Then, when the quan-
tum to classical RG time tT is reached, their behaviour
begins to be controlled by the classical RG Eqs.(61a)-
(61b) and (61c) which amplifies this tendency. At tclG,
the coupling constants enter a regime where the non-
linearities of the flow start to play a role. Finally the
coupling constants reach their asymptotic values λ
cl
∗ and
µcl∗ associated with the classical fixed point.
D. Crossover behaviour of physical quantities
The previous crossovers can also be observed for
different relevant physical quantities: the anomalous
0 5 10 15 20
0
2
4
6
−t
µclk
tT t
cl
G
0 5 10 15 20
−3
−2
−1
0
1
−t
λ
cl
k
tT t
cl
G
FIG. 3: Evolution of the dimensionless classical coupling con-
stants µclk and λ
cl
k with RG time −t = ln Λ/k. tclG marks
a clear crossover between a regime controlled by a classical
gaussian fixed point (µcl∗ = λ
cl
∗ = 0) and a regime controlled
by the infra-red non-trivial classical fixed point (µcl∗ ' 6.21,
λ
cl
∗ ' −3.10).
dimension ηk, Fig.(4), the dimensionless classical bulk
modulus K
cl
k = λ
cl
k + µ
cl
k , Fig.(5), and the dimensionless
classical Young modulus Yclk = 4µclk (µclk +λ
cl
k )/(2µ
cl
k +λ
cl
k ),
Fig.(6). They all share the same kind evolution: relax-
ation toward vanishing values in the quantum regime
(not apparent on K and Y due to the smallness of
the initial conditions), transition toward a classical
regime and stabilization in the infra-red, classical,
behaviour. Note the oscillations of ηk at early RG time
t on Fig.(4) due to the use of the discontinuous Θ cut-off.
Finally we have represented the Poisson ratio νk =
λk/(λk + 2µk), Fig.(7). Its evolution is different from
other quantities since, due to its expression and the ”uni-
versal” attractive line λ = −µ/2, it does converge toward
the value νk = −1/3 in all regimes of temperatures. The
main effect of the crossovers is to change its rate of con-
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FIG. 4: Evolution of the running anomalous dimension ηk
with the RG time −t = ln Λ/k. ηk evolves from a quasi-
gaussian (quantum) regime to a non-trivial (classical) regime
where it reaches the fixed point value η∗ = 0.849. The oscil-
lations at the beginning of the flow are an artifact related to
the use of the Θ cut-off.
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FIG. 5: Evolution of the dimensionless classical bulk modu-
lus K
cl
k the with the RG time −t = ln Λ/k that converges to
the value K
cl
∗ ' 3.11.
.
vergence: νk evolves slowly in the quantum regime and
more rapidly in the classical regime.
VI. CONCLUSION
In this article we have investigated quantum polymer-
ized membranes within a NPRG framework. We have
first derived, from the RG equations describing generic
fluctuating membranes, those relevant to study the flat
phase. We have then analyzed the corresponding RG
flow that smoothly interpolates between a quantum and
a classical regime. We have shown that, at vanishing tem-
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FIG. 6: Evolution of the dimensionless classical Young mod-
ulus Yclk with the RG time −t = ln Λ/k that converges to the
value Ycl∗ ' 8.30.
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FIG. 7: Evolution of the Poisson ratio νk with the RG time
−t = ln Λ/k that converges to the value ν∗ = −1/3.
peratures, the infra-red behaviour is governed by an at-
tractive gaussian fixed point. We have then described the
quantum to classical crossover leading to the usual non-
trivial infra-red behaviour associated with stable classical
membranes. In each, quantum or classical, regime, we
have exhibited the typical momentum scale associated
with the crossover between the weak and strong coupling
regimes. Finally we have illustrated these different prop-
erties in the case of free standing graphene.
We have shown, in the context of the physics of mem-
branes, the ability of the NPRG approach to continu-
ously interpolate between a quantum regime governed by
a gaussian fixed point and a classical regime governed by
a strongly interacting fixed point. This relies on the non-
perturbative character of the formalism used. As empha-
sized previously approximations are nevertheless neces-
sary and their nature must be carefully adjusted in accor-
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dance with the physical context. The present approach
has been performed at the next-to-leading order in the
derivative expansion together with a field-expansion. Al-
though somewhat preliminary it has allowed us to recover
(and in some cases to contest) previous perturbative –
weak-coupling or large d – results and to improve them
by inclusion of a nonvanishing anomalous dimension and
nonperturbative contributions.
Further and systematic improvements of the present
approach could be implemented. They would consist, for
instance, in gradually enriching the effective action Γk
used by increasing powers of fields and field-derivatives.
A more qualitative improvement would be to consider
the whole momentum dependence of the effective action,
an approach which has been partially performed in the
classical case [41, 43] but for which a full treatment, in
both the quantum and classical cases, remains a chal-
lenge. Such an approach would be particularly suitable
to the computation of thermodynamical quantities, like
the thermal expansion coefficient or the specific heat – as
done for instance in [24] – since they precisely involve the
full momentum content of the two-point correlation func-
tion. It would also allow to treat the effects of electron-
phonon interaction that involves a non-trivial momentum
structure (see, e.g., [13]).
From a methodological point of view this kind of
approach could also allow to clarify the relation between
the NPRG approach used in this article and the SCBA
approach performed in [24] that lead to contradicting re-
sults. We nevertheless think that this disagreement can
hardly – but not impossibly – be solved by considering
higher powers of field or field-derivatives as our result
relies on the rather strong evidence of the existence of
a stable gaussian fixed point at vanishing temperature.
In our opinion this disagreement suggests to reconsider
the arguments developed within the recent controversy
involving the authors of [24, 30] and those of [28, 29] that
precisely concerns the way the anomalous dimension is
computed in [24]. More generally and finally an accurate
control of the SCBA-SCSA and the NPRG approach
in the context of quantum membranes – that appear,
in several other contexts, notably that of disordered
systems (see for instance [61]) as very complementary –
is highly desirable.
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Appendix A: Coupling constants definitions and
vertex functions
1. Coupling constants definitions
The coupling constants are defined as functional
derivatives of the effective action, considered in the con-
figuration Eq.(27):
µk = lim
p˜→0
1
ζ2k
d
dp2
[
Γ
(2)
k,D−1,D−1[r, p˜,−p˜]
∣∣
rk,f
]
(A1a)
λk = lim
p˜→0
{
1
ζ2k
d
d(pD−1)2
[
Γ
(2)
k,D−1,D−1[r, p˜,−p˜]
∣∣
rk,f
]
− 1
ζ2k
d
dp2
[
Γ
(2)
k,D−1,D−1[r, p˜,−p˜]
∣∣
rk,f
]}
(A1b)
Zk = lim
p˜→0
1
2
d2
d(p2)2
[
Γ
(2)
k,D+1,D+1[r, p˜,−p˜]
∣∣
rk,f
]
(A1c)
Zτk = lim
p˜→0
d
dω2m
[
Γ
(2)
k,D+1,D+1[r, p˜,−p˜]
∣∣
rk,f
]
. (A1d)
The flow of ζk requires a specific treatment, see below.
2. RG flow of ζk
Whereas the other coupling constants are defined from
Γ
(2)
k , ζk is defined from the particular field configuration
Eq.(27). One of its characterization is that rk,f is a min-
imum of the effective action:
δΓk[r]
δ rj(q˜)
∣∣∣∣
rk,f
= 0 . (A2)
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However, because of translational invariance of the action
density, any flat configuration of the form:
rk,j(q˜) = −iσk δn,0 δγ,j ∂
∂qγ
δ(q) (A3)
where σk represents any real number not necessarily
equal to ζk satisfies the condition Eq.(A2). This last
equation, therefore, does not properly define ζk as the
extension parameter associated to the minimum of the
effective action and cannot be used to compute its flow
equation. To solve this problem, one has to remove the
ambiguity associated to translational invariance. This
can be done by replacing the condition Eq.(A2) by a
condition where one performs the derivative of Γk with
respect to the tangent vectors to the membrane:
δΓk[r]
δ ∂αrj(q˜)
∣∣∣∣
rk,f
= 0 . (A4)
The flow of ζk is then deduced by taking a t-derivative
of Eq.(A4), and a little algebra.
3. Vertex functions
The inverse propagator in the flat configuration
Eq.(27) is given by:
Γ
(2)
k,i1,i2
[rk,f ; q˜1, q˜2] = δ(q˜1 + q˜2)×
(
G−1F (q˜1)PFi1,i2(q˜1)
+G−1⊥ (q˜1)P⊥i1,i2(q˜1) +G−1‖ (q˜1)P
‖
i1,i2
(q˜1)
)
(A5)
where we have defined the flexural, transversal and lon-
gitudinal projectors with respect to momentum q1 by:

PFi1,i2(q˜1) = δi1,i2 − δα,i1δα,i2
P⊥i1,i2(q˜1) = δα,i1δα,i2 − δα,i1δβ,i2
q1,α q1,β
q21
P‖i1,i2(q˜1) = δα,i1δβ,i2
q1,α q1,β
q21
(A6a)
(A6b)
(A6c)
and where:
G−1F (q˜1) = Zk q
4
1 + Z
τ
kω
2
1n
G−1‖ (q˜1) = Zk q
4
1 + Z
τ
kω
2
1n +m
2
2k q
2
1
G−1⊥ (q˜1) = Zk q
4
1 + Z
τ
kω
2
1n +m
2
1k q
2
1
(A7a)
(A7b)
(A7c)
with m21k = µkζ
2
k and m
2
2k = (2µk + λk)ζ
2
k .
As for the higher vertex functions in the flat configu-
ration Eq.(27) there are given by:
Γ
(3)
k,i1,i2,i3
[rk,f ; q˜1, q˜2, q˜3] = i ζk δ(q˜1 + q˜2 + q˜3)×(
µ
(
(q1.q2) q3,α + (q1.q3) q2,α
)
δi2,i3δα,i1 + perm.(1,2,3)
+ λ (q1.q2) q3,α δi1,i2δα,i3 + perm.(1,2,3)
)
(A8a)
Γ
(4)
k,i1,i2,i3,i4
[rk,f ; q˜1, q˜2, q˜3, q˜4] = δ(q˜1 + q˜2 + q˜3 + q˜4)×(
µ (q1.q2) (q3.q4)(δi1,i4δi2,i3 + δi1,i3δi2,i4) + perm.(1,2,3,4)
+ λ(q1.q2) (q3.q4) δi1,i2δi3,i4 + perm.(1,2,3,4)
)
. (A8b)
Appendix B: Thresholds functions
The RG flow equations Eqs.(32a)-(32c),(37a)-(37b)
and (38) are expressed in terms of two families of thresh-
old functions lDabc and n
D
abc defined in Eq.(33) and (39)
that contain all the remnants of the loop integration of
Eq.(20). In this Appendix, we write their dimensionless
counterparts and compute them explicitly for the Θ cut-
off.
1. Dimensionless threshold functions
We express the integrals Eq.(33) and Eq.(39) in terms
of the dimensionless variables y = q2/k2 and ωn =
ωn/(∆kk
2). We also introduce the variable: Y = y2 +ω2n
so that the cut-off function Rk(q˜) entering in the ex-
pression (26) reads:
Rk(q˜) = Zk k
4 Y R(Y ) . (B1)
The two families of threshold functions l
D
abc and n
D
abc in-
volve ∂tRk(q˜). This last quantity can be made explicit
thanks to the following relations (that take account of
the fact that η˜k = 0):
∂t∆k = −1
2
ηk∆k
∂tY = −4Y + ω2nηk .
(B2)
This leads to, with the notations R = R(Y ), R′ =
R′(Y ):
∂tRk(q˜) = −Zk k4
(
4Y 2R′+ηk(y2R−ω2nY R′)
)
. (B3)
As seen in the expression (39) the threshold function fam-
ily nDabc requires to compute additionally the quantity
∂̂t∂q2P (q˜) where we recall that P (q˜) = Zk q
4 + Zτkω
2
n +
Rk(q˜). Since the operator ∂̂t only acts on Rk(q˜) one has
the identity: ∂̂t∂q2P (q˜) = ∂q2∂tR(q˜). This last quantity
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is easily computed from the expression Eq.(B3) and one
gets:
∂̂t∂q2P (q˜) = −2Zkk2y
(
4Y (2R′ + YR′′)
+ ηk
(R+ YR′ − 2ω2nR′ − Y ω2nR′′)) . (B4)
Finally, we get the expressions of the dimensionless
threshold functions l
D
abc and n
D
abc defined by:
lDabc = (Zkk
4)1−a−b−c kD+2∆k l
D
abc
nDabc = (Zkk
4)1−a−b−c kD+2∆k nDabc
(B5a)
(B5b)
l
D
abc = −
T k
2
∑
ωn
∫ ∞
0
dy y
D
2 −1 4Y
2R′ + ηk(y2R− ω2nY R′)
[P 0(Y )]
a
[P 1(Y )]
b
[P 2(Y )]
c
{ a
P 0(Y )
+
b
P 1(Y )
+
c
P 2(Y )
}
(B6a)
nDabc = T k
∑
ωn
∫ ∞
0
dy
y
D+2
2
[P 0(Y )]
a
[P 1(Y )]
b
[P 2(Y )]
c
{(
4Y (2R′ + YR′′) + ηk(R+ YR′ − 2ω2nR′ − Y ω2nR′′)
)
+
(
1 +R+ YR′)(4Y 2R′ + ηk(y2R− ω2nY R′)){ a
P 0(Y )
+
b
P 1(Y )
+
c
P 2(Y )
}}
(B6b)
with P i(Y ) = P (Y ) +m
2
ik y, i = 0, 1, 2.
2. Threshold functions with Θ cut-off
The Θ cut-off is particularly useful if one wants to get
simple analytical results. Using the expression Eq.(26),
one has:
R(Y ) = 1− Y
Y
Θ(1− Y ) (B7)
where Θ is the Heaviside step function. The derivatives
of R with respect to Y are needed:
R′(Y ) = − 1
Y 2
Θ(1− Y )− 1− Y
Y
δ(1− Y ) (B8a)
R′′(Y ) = 2
Y 3
Θ(1− Y ) + 2
Y 2
δ(1− Y )− 1− Y
Y
δ′(1− Y ) .
(B8b)
Thanks to the properties of Θ and δ functions sev-
eral terms simplify in the expressions of the threshold
functions Eqs.(B6a) and (B6b). Also, the Θ function
makes all remaining sums and integrals finite. We recall
that the sums are cut at a maximal frequency given by
nmax = b1/(2piT k)c:
l
D
abc =
T k
2
nmax∑
n=−nmax
∫ √1−ω2n
0
dy y
D
2 −1 4 + ηk(y
2 − 1)
[1 +m21ky]
b
[1 +m22ky]
c
×
{
a+
b
1 +m21ky
+
c
1 +m22ky
}
(B9a)
nDabc = −T k
nmax∑
n=−nmax
{∫ √1−ω2n
0
dy
ηk y
D+2
2
[1 +m21ky]
b
[1 +m22ky]
c
− (4− ηkω
2
n)(1− ω2n)
D
4
2
[
1 +m21k
√
1− ω2n
]b[
1 +m22k
√
1− ω2n
]c
}
.
(B9b)
3. Flat phase threshold functions
In the flat phase, only massless threshold functions l
D
a00
and nDa00 remain for which the y-integrals in Eq.(B9a) and
(B9b) can be computed explicitly and yield:
l
D
a00 = T k
nmax∑
n=−nmax
[
4
a
D
(1− ω2n)
D
4 − ηk a(4 +Dω
2
n)
D(D + 4)
(1− ω2n)
D
4
]
(B10a)
nDa00 = T k
nmax∑
n=−nmax
[
2(1− ω2n)
D
4 − ηk 4 +Dω
2
n
2(D + 4)
(1− ω2n)
D
4
]
.
(B10b)
As long as 2piT k < 1, nmax > 0 and the frequency sum
brings several contributions.
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a. Vanishing temperature limit
When T k → 0, one recognises a Riemann integral:
T k
nmax∑
n=−nmax
−→
Tk→0
∫ 1
−1
dω
2pi
.
The threshold functions now reads:
l
D
a00 =
a
2
√
pi
Γ
[
D
4
]
Γ
[
6+D
4
] − ηk 3a
16
√
pi
Γ
[
D
4
]
Γ
[
10+D
4
]
nDa00 =
1√
pi
Γ
[
4+D
4
]
Γ
[
6+D
4
] − ηk 3
8
√
pi
Γ
[
4+D
4
]
Γ
[
10+D
4
] .
(B11a)
(B11b)
These expressions are valid only at T k = 0 strictly
speaking. However they still provide a very good ap-
proximation to the value of the threshold functions in
the whole region T k  1.
b. High temperature limit
At high-temperatures, the only remaining term in the
frequency sum corresponds to ω0 = 0. The threshold
functions become:

l
D
a00 = T k
[
4a
D
− ηk 4a
D(D + 4)
]
nDa00 = T k
[
2− ηk 2
D + 4
]
.
(B12a)
(B12b)
The T k factor in the flow equations is combined with
the coupling constants to give back their value in the
classical theory.
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