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Ramiﬁcation invariants are necessary, but not in general suﬃcient,
to determine the Galois module structure of ideals in local number
ﬁeld extensions. This insuﬃciency is associated with elementary
abelian extensions, where one can deﬁne a reﬁned ramiﬁcation
ﬁltration—one with more ramiﬁcation breaks [Nigel P. Byott,
G. Griﬃth Elder, New ramiﬁcation breaks and additive Galois
structure, J. Théor. Nombres Bordeaux 17 (1) (2005) 87–107]. The
ﬁrst reﬁned break number comes from the usual ramiﬁcation
ﬁltration and is therefore necessary. Here we study the second
reﬁned break number.
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1. Introduction
Let p be a prime integer, and let K be a ﬁnite extension of the ﬁeld Qp of p-adic numbers,
with absolute ramiﬁcation index eK and inertia degree f . Let N be a ﬁnite, fully ramiﬁed, Galois
p-extension of K , let G = Gal(N/K ), and let PN be the maximal ideal of the valuation ring ON of N .
Also, let T be the maximal unramiﬁed subﬁeld of K . Thus the valuation ring OT of T is the ring of
Witt vectors of Fq , where q = p f . It is natural to ask about the structure of each ideal PrN under the
canonical action of the group ring OT [G]. This question has its roots in the Normal Basis Theorem,
see e.g. [Lan84, p. 344], and in the Normal Integral Basis Theorem of E. Noether [Noe32].
Complexity, however, threatens to overwhelm any complete, explicit description, even when one
restricts oneself to relatively simple Galois groups [Eld95,Eld02,Eld06]. So instead, we ask for those
invariants upon which the structure depends. Certainly these must include those associated with the
usual ramiﬁcation ﬁltration
Gi =
{
σ ∈ G: (σ − 1)PN ⊆Pi+1N
}
.
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Gb  Gb+1) are necessary to determine the Galois module structure of the ideals of ON . To see this,
simply consider the structure of the ideal ﬁxed by Gb+1, namely (PrN )Gb+1 , over the group ring OT [σ ]
for some σ ∈ Gb \ Gb+1. Since Gb/Gb+1 ∼= Csp is necessarily elementary abelian [Ser79, IV §2, Prop. 7,
Cor. 3], this is a module over the cyclic group ring OT [Cp], for which there are exactly three inde-
composable modules: the trivial module OT , the group ring or regular representation OT [Cp], and
the module OT [ζp] where σ acts via multiplication by the pth root of unity ζp [CR90, Thm. 34.31].
Now proceed as in [RCVSM90, Thm. 1] to see how the multiplicities of these three modules are
parametrized by b (along with the absolute ramiﬁcation degree).
The usual ramiﬁcation invariants are not however suﬃcient to determine the Galois module struc-
ture of ideals. This was observed in [BE02] where we considered biquadratic extensions (the case
p = 2) with one break. The work presented here, together with [BE05], stems from our ongoing ef-
fort to fully understand the implications of that paper, and to extend its results to arbitrary p. With
hindsight we can now say that the insuﬃciency of the usual ramiﬁcation ﬁltration is tied to the el-
ementary abelian quotients of consecutive ramiﬁcation groups Gb/Gb+1, but that there is a ‘repair.’
We can focus on the elementary abelian extension with Galois group Gb/Gb+1 and deﬁne a new
reﬁned ramiﬁcation ﬁltration, one with more information—more breaks [BE05]. In this paper, we
amend the deﬁnition from [BE05] slightly; study the necessity, for the Galois module structure of
ideals, of the ﬁrst piece of new information that this reﬁned ramiﬁcation ﬁltration provides—the
second reﬁned break; and explicitly describe the Galois module structure of ideals in bicyclic ex-
tensions under maximal reﬁned ramiﬁcation, when this second reﬁned break achieves a natural upper
bound.
1.1. Reﬁned ramiﬁcation ﬁltration
Let N/K be a fully ramiﬁed, elementary abelian p-extension with one break in its ramiﬁcation
ﬁltration, at b. So G = Gal(N/K ) ∼= Gb/Gb+1. Note that G is a vector space over Fp , the ﬁeld with p
elements. To enable the residue ﬁeld Fq to act on G as well, let Z(p) denote the integers localized
at p, and deﬁne truncated exponentiation by the polynomial
(1+ X)[Y ] :=
p−1∑
i=0
(
Y
i
)
Xi ∈ Z(p)[X, Y ],
a truncation of the usual binomial series. Now let A = (σ − 1: σ ∈ G) denote the augmentation ideal
of OT [G]. If L is any ﬁnite extension of T that is contained in K , then OLA is the augmentation
ideal of OL[G]. For any κ ∈OL and any x ∈ 1 +OLA, truncated exponentiation gives a well-deﬁned
element x[κ] of 1 +OLA. This does not make 1 +OLA into an OL-module since, for example, we
do not in general have (x[κ])[κ ′] = x[κκ ′] . To address this problem we could choose to work with the
quotient group (1+OLA)/(1+ pOLA).
This is the approach of [BE05] in the case L = T , where we proposed working with the quotient
group (1 + A)/(1 + pA) over the ﬁeld OT /pOT = Fq . As noted there, (1 + A)/(1 + pA) is a “near-
space” over Fq: it satisﬁes all the properties of a vector space over Fq except the distributive property,
(x1x2)[ω] = x[ω]1 x[ω]2 . In the case of biquadratic extensions, the reﬁned ramiﬁcation ﬁltration of this
near space contains extraneous information in the form of an “extra” third reﬁned break [BE05, §4].
This is undesirable.
So, in this paper, we propose working with the smaller group G = (1 + A)/(1 + Ap). Notice that
pA ⊆ Ap , because G is elementary abelian and so for σ ∈ G , p(σ −1) = (σ −1)pu−1 ∈ Ap where u =
−∑p−1i=1 p−1(pi )(σ − 1)i−1 is a unit in OT [G]. The advantage of this approach is that, using truncated
exponentiation, G is an Fq-vector space with
(ω, x) ∈ Fq × G −→ x[ω] ∈ G.
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in T x, assume a,b ∈OT , and truncate these power series at the pth power of x. For more discussion
see [BE05, §2]. If we deﬁne GF to be the span of the image of G in G , then clearly
GF ∼= Fq ⊗Fp G.
Now choose any α ∈ N with vN (α) = b. The main result of [BE] states that α generates a nor-
mal ﬁeld basis and is thus valuable for Galois module structure. Following the treatment of the
usual ramiﬁcation ﬁltration [Ser79, p. 62], deﬁne a function iα on x¯ ∈ GF by the formula iα(x¯) =
sup{vN ((x− 1)α): x ∈ 1+A, x · (1+Ap) = x¯}. The reﬁned ramiﬁcation ﬁltration of GF , which cannot
as yet be considered canonical as it apparently depends upon a choice of α, is deﬁned by
GF ,αj =
{
x¯ ∈ GF: iα(x¯) vN (α) + j
}
.
This leads to a deﬁnition of reﬁned breaks: integers j such that GF ,αj  G
F ,α
j+1 . The proof of [BE05,
Thm. 3.3] establishes that there are exactly logp|G| reﬁned breaks.
The value of the ﬁrst reﬁned break is b (the usual ramiﬁcation number) and so it is clearly neces-
sary for Galois module structure. The purpose of this paper is to examine the second reﬁned break:
(1) Show that the second reﬁned break, which we call b∗ , is canonical.
(2) Characterize those integers that appear as b∗ in some extension.
(3) Discuss the relevance of b∗ for Galois module structure.
Notice that we can repeat the procedure that was just described for each bicyclic subgroup H ∼= C2p
of G . In each case there will be two reﬁned breaks: b and a second reﬁned break bH . Since the second
reﬁned break associated with G is the minimum of these bH , there is a bicyclic subgroup H with the
reﬁned breaks b < b∗ . We can restrict our attention to this particular bicyclic extension and answer all
three questions. The implications for the general Galois extension should be clear. So we henceforth
restrict our attention to N/K , a bicyclic extension with G = Gal(N/K ) ∼= C2p and reﬁned breaks b < b∗ .
1.2. Outline
In Section 2 we determine the value of b∗ , ﬁnd that it is canonical and moreover, that it satisﬁes
b < b∗  pb with the additional condition that b∗ ≡ b mod p when b∗ < pb. The special case when
b∗ = pb will be called maximal reﬁned ramiﬁcation (MRR) and (p − 1+ 1/p)b < b∗ < pb, near maximal
reﬁned ramiﬁcation (NMRR). In Section 3, we prove two results in Galois module structure. We ﬁnd in
Theorem 12 of Section 3.1 that outside of NMRR, the Fq[G]-structure of PrN/pPrN depends upon b∗ ,
and therefore so too does the OT [G]-structure of PrN . This addresses the question raised in the title
of this paper by proving that the second reﬁned break is necessary for the Galois module structure
of ideals, as long as it is “not too big” relative to b. Then in Section 3.2 we show in Theorem 18
how MRR allows for an easy, rather transparent and explicit description of Galois module structure in
terms of OT [G]-ideals.
2. The reﬁned ramiﬁcation ﬁltration in bicyclic extensions
Let N/K be a fully ramiﬁed bicyclic extension with G = Gal(N/K ) ∼= C2p and one ramiﬁcation break
at b, which necessarily satisﬁes 0 < b < peK /(p − 1) and gcd(b, p) = 1. We begin a process now that
will deﬁne an integer, our candidate for the second reﬁned break.
Choose ρ0 ∈ N with vN (ρ0) = b, and choose a pair of generators γ , σ , so that G = 〈γ ,σ 〉. Since
vN ((γ − 1)ρ0) = vN ((σ − 1)ρ0) = 2b and N/T is fully ramiﬁed, there is a unique p f − 1 root of
unity ωγ ,σ such that (γ − 1)ρ0 ≡ ωγ ,σ (σ − 1)ρ0 mod P2b+1N . Since γ /∈ 〈σ 〉, ωp−1γ ,σ = 1. But how does
ωγ ,σ depend upon our choice of group generators? Observe (γ i − 1) = i(γ − 1) +∑ij=2 ( ij)(γ − 1) j
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(γ i − 1) + (σ j − 1) + (γ i − 1)(σ j − 1). As a result, (γ iσ j − 1)ρ0 ≡ i(γ − 1)ρ0 + j(σ − 1)ρ0 ≡
(iωγ ,σ + j)(σ − 1)ρ0 mod P2b+1N . Now consider the effect of a change of group generators corre-
sponding to
[
a b
c d
]
∈ GL2(Fp),
so that γ , σ are replaced by γ aσ b , γ cσ d respectively. The new basis gives us a root of unity
ωγ aσ b,γ cσ d , deﬁned by (γ
aσ b − 1)ρ0 ≡ ωγ aσ b,γ cσ d (γ cσ d − 1)ρ0 mod P2b+1N , and the above calcula-
tion shows that aωγ ,σ +b ≡ ωγ aσ b,γ cσ d (cωγ ,σ +d) mod PT . In other words, if we identify the p f −1
roots of unity with the nonzero elements of the ﬁnite ﬁeld Fq , we have
ωγ aσ b,γ cσ d =
aωγ ,σ + b
cωγ ,σ + d .
A uniﬁed approach requires that we identify these roots of unity with points on the projec-
tive line, (ωγ aσ b,γ cσ d ,1) = (aωγ ,σ + b, cωγ ,σ + d) ∈ P1(Fq). We conclude that while the particular
point (ωγ ,σ ,1) ∈ P1(Fq) \ P1(Fp) depends upon our choice of group generators, its orbit, OrbN/K ⊆
P1(Fq) \ P1(Fp), under PGL2(Fp) is independent of both our choice of group generators and ele-
ment ρ0, and should be considered a basic invariant of the extension.
Fix ρ0 ∈ N now with vN (ρ0) = b, and ﬁx our group generators, so G = 〈γ ,σ 〉. Rewrite the equation
(γ − 1)ρ0 ≡ ωγ ,σ (σ − 1)ρ0 mod P2b+1N as γρ0 ≡ (1 + ωγ ,σ (σ − 1))ρ0 mod P2b+1N . Motivated by the
appearance of the ﬁrst two terms in truncated exponentiation, we drop subscripts, write ω = −ωγ ,σ ,
and deﬁne Θ = γ σ [ω] ∈OT [G].
Observe that (Θ − 1)ρ0 ≡ 0 mod P2b+1N . Deﬁne our “candidate” second reﬁned break by
b∗ := vN
(
(Θ − 1)ρ0
)− vN (ρ0).
This is an integer > b, which may depend upon our choices: of group generators and of ρ0. Let
L = Nσ be the ﬁxed ﬁeld of 〈σ 〉.
The purpose of this paper, as stated in Section 1.1, is to address three goals. In Section 2.1, we
address the ﬁrst goal by proving that b∗ is the second reﬁned break and that it is also canonical
(independent of our choice of ρ0 and also of our choice of the generators for G). In Section 2.2,
we address the second goal by determining all realizable second reﬁned breaks. The third goal is
addressed in Section 3.
2.1. The second reﬁned break is canonical
We begin by establishing the upper bound b∗  pb. Recall the augmentation ideal A = (σ − 1,
γ − 1) ⊆OT [G] as deﬁned in Section 1.1.
Lemma 1. Given a ≡ −1 mod p, ρ ∈ N with vN (ρ) = (1 + ap)b, κ ∈ OL and μ ∈ Ap . Then b 
vN ((γ σ [κ](1+ μ) − 1)ρ) − vN (ρ) pb.
Proof. We need to prove two inequalities. The ﬁrst is obvious. So consider the second inequality and
the effect of the trace TrN/L = Φp(σ ) on ρ and on ρ∗ = (γ σ [κ](1+μ)− 1)ρ . Because of [Ser79, V §3,
Lem. 4], if vN (ρ∗) > vN (ρ) + pb, then vL(TrN/Lρ∗) > vL(TrN/Lρ) + b.
So we prove vL(TrN/Lρ∗) = vL(TrN/Lρ) + b. Since vN ((σ − 1)α) = vN (α) + b if gcd(vN (α), p) = 1,
we have vN ((σ −1)p−1ρ) = vN (ρ)+(p−1)b = (1+a)pb ≡ 0 mod p2. Since the cyclotomic polynomial
Φp(σ ) ≡ (σ − 1)p−1 mod p and (p − 1)b < vN (p), we therefore also have vN (TrN/Lρ) = (1 + a)pb.
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We next establish that b∗ is independent of our choice of group generators: that a change from
〈γ ,σ 〉 to 〈γ aσ b, γ cσ d〉 does not effect b∗ , and so we have the identity vN ((Θ ′ −1)ρ0)− vN (ρ0) = b∗
where Θ ′ = (γ aσ b)(γ cσ d)[−(ωγ aσb ,γ cσd )] . Let ω′ = (cωγ ,σ + d)/(ad − bc). Using the fact that GF
is a vector space over Fq , we have (Θ ′)[ω
′] = ((γ aσ b)[cωγ ,σ +d](γ cσ d)[−(aωγ ,σ +b)])[1/(ad−bc)] = Θ
in GF . And so (Θ ′)[ω′] ∈ Θ(1 + Ap). The following lemma allows us to ignore terms in Ap ,
so vN (((Θ ′)[ω
′] − 1)ρ0) − vN (ρ0) = b∗ . The desired identity then follows since ((Θ ′)[ω′] − 1)ρ0 ≡
ω′(Θ ′ − 1)ρ0 mod(Θ ′ − 1)ρ0PN .
Lemma 2. Given μ ∈ Ap or μ ∈ (σ − 1)p ⊆OL[σ ], then for all ρ ∈ N,
vN (μρ) > vN (ρ) + pb.
In particular, when vN (ρ) ≡ b mod p and κi ∈OL , we have
vN
((
σ [κ1+κ2] − σ [κ1]σ [κ2])ρ)> vN (ρ) + pb,
and so if vN ((γ σ [κ1+κ2] − 1)ρ) = vN (ρ) + pb, and min{vN ((γ σ [κ1] − 1)ρ), vN (κ2(σ − 1)ρ)} <
vN (ρ) + pb, then vN ((γ σ [κ1] − 1)ρ) = vN (κ2(σ − 1)ρ).
Proof. Since vN ((σ − 1)ρ)  vN (ρ) + b and vN ((γ − 1)ρ)  vN (ρ) + b with strict inequality
when vN (ρ) ≡ 0 mod p, we have vN (μρ) > vN (ρ) + pb for all ρ ∈ N . To prove the rest of
the lemma, we need σ [κ1] · σ [κ2] ≡ σ [κ1+κ2] mod(σ − 1)p in OL[G]. So observe that (1 + X)Y ·
(1 + X)Z = (1 + X)Y+Z in the polynomial ring Q[X, Y , Z ]/(X p). Therefore (1 + X)[Y ] · (1 + X)[Z ] =
(1 + X)[Y+Z ] in Z(p)[X, Y , Z ]/(Xp). Now set X = σ − 1 to obtain the second statement. As
a result, if vN ((γ σ [κ1+κ2] − 1)ρ) − vN (ρ) = pb, we have (γ σ [κ1]σ [κ2] − 1)ρ ≡ 0 mod ρPpbN and
(γ σ [κ1] −1)ρ ≡ −γ σ [κ1] · (σ [κ2] −1)ρ mod ρPpbN . Since γ σ [κ1] is a unit and (σ [κ2] −1) = κ2(σ −1)+∑p−1
i=2
(κ2
i
)
(σ − 1)i , the last statement follows. 
Our ﬁnal technical lemma establishes that the value of b∗ is independent of our choice of ρ0.
Lemma 3. Given ρ ∈ N with vN (ρ) ≡ b mod p2 and κ ∈OL , let B := vN ((γ σ [κ] − 1)ρ) − vN (ρ). Then for
all ρ ′ ∈ N, and μ ∈ Ap
vN
((
γ σ [κ](1+ μ) − 1)ρ ′)− vN (ρ ′) B.
Moreover, we have equality in the following cases:
(i) B = pb, vN (ρ ′) ≡ b mod p, but vN (ρ ′) ≡ (1− p)b mod p2 .
(ii) B < pb and vN (ρ ′) ≡ b mod p2 .
(iii) B ≡ b mod p and vN (ρ ′) ≡ 0 mod p.
Proof. Write (γ σ [κ](1+μ)−1)ρ ′ = A+ B where A = γ σ [κ]μρ ′ and B = (γ σ [κ] −1)ρ ′ . By Lemma 2,
vN (A) > vN (ρ ′) + pb. And so by Lemma 1, vN (A) > vN (ρ ′) + B. We are left to prove vN (B) 
vN (ρ ′) + B, with equality in cases (i)–(iii).
We express ρ ′ in terms of ρ . Notice that since {vN ((σ − 1)iρ): i = 0, . . . , p − 1} is a complete set
of residues modulo p and N/L is fully ramiﬁed, there are ai ∈ L such that ρ ′ =∑p−1i=0 ai(σ − 1)iρ .
Choose i0 such that vN (ρ ′) = vN (ai0 )+ i0b+ vN (ρ) ≡ (i0 +1)b mod p. So vN (ai0 (σ −1)i0ρ) = vN (ρ ′).
Note that for i = i0, vN (ai(σ − 1)iρ) > vN (ρ ′) and so vN (ai) + ib > vN (ai0) + i0b. For each i, let
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(γ σ [κ] − 1)ρ . This means that B =∑p−1i=0 (Ai + Bi). Our goal is to prove that vN (∑p−1i=0 (Ai + Bi)) 
vN (ρ ′) + B.
Begin with the Ai . Notice that since γ σ [κ] is a unit, vN (Ai) = vN ((γ − 1)ai) + vN ((σ − 1)iρ),
where vN ((γ − 1)ai) vN (ai) + pb. So for i = i0, we have strict inequality, vN (Ai) > vN (ρ ′) + pb 
vN (ρ ′) + B. For i = i0, we have vN (Ai0 )  vN (ρ ′) + pb  vN (ρ ′) + B with strict inequality when
B < pb.
Consider the Bi . Note that since vN (ρ ′) = vN (ai0 )+ i0b+ vN (ρ), we have vN (Bi0 ) vN (ai0 )+ i0b+
vN ((γ σ [κ] − 1)ρ) = vN (ρ ′) + B. For i = i0 we have vN (ai) + ib > vN (ai0) + i0b, and so we have strict
inequality vN (Bi) > vN (ρ ′) + B.
When do we have equality in the statement of our lemma? Case (i) is clear and follows imme-
diately from Lemma 1. In cases (ii) and (iii) we have B < pb, and so equality occurs precisely when
vN (Bi0) = vN (ρ ′) + B, which occurs if and only if vN ((σ − 1) j(γ σ [κ] − 1)ρ) ≡ 0 mod p for each
0 j  i0 − 1. There are two extreme cases where this condition is easy to check. When i0 = 0, the
condition is empty. This is case (ii). When B ≡ b mod p, we have vN ((γ σ [κ] − 1)ρ) ≡ 2b mod p and
so vN ((σ − 1) j(γ σ [κ] − 1)ρ) ≡ 0 mod p for 0  j  p − 3. The condition holds then if i0  p − 2,
which is equivalent to vN (ρ ′) ≡ 0 mod p. This is case (iii). 
Based upon these technical results, the integer b∗ satisﬁes b < b∗  pb and is canonical (indepen-
dent of our choice of group generators and element ρ ∈ N with vN (ρ) ≡ b mod p2). This is collected
in the following theorem where we prove that it is also the second reﬁned break, as deﬁned in Sec-
tion 1.1.
Theorem 4. Let K be a ﬁnite extension of the ﬁeld Qp of p-adic numbers with absolute ramiﬁcation index eK
and inertia degree f . Let N/K be a fully ramiﬁed, bicyclic extension with one ramiﬁcation break at b, and let
G = Gal(N/K ) = 〈γ ,σ 〉. Pick any ρ ∈ N with vN (ρ) = b. Deﬁne ω to be the unique p f −1 root of unity such
that vN ((γ − 1)ρ + ω(σ − 1)ρ) > 2b, and let Θ = γ σ [ω] ∈OT [G]. Then the reﬁned ramiﬁcation ﬁltration
has two breaks b and b∗ = vN ((Θ − 1)ρ) − vN (ρ), so that
GF = 〈Θ,σ 〉 = GF,ρb  GF,ρb+1 = 〈Θ〉 = GF,ρb∗  G
F,ρ
b∗+1 = {e}.
Moreover b∗ satisﬁes b < b∗  pb and is independent of our choices.
Proof. By Lemma 1, b < b∗  pb. Let Θ¯ denote the image of Θ in G as deﬁned in Section 1.1. By
Lemma 3 cases (i) and (ii) (with ρ ′ = ρ), we have iρ(Θ¯) = b + b∗ . 
2.2. The value of the second reﬁned break
The determination of all possible values of b∗ will require a detour through (and detailed analysis
of) Kummer bicyclic extensions with one break at b. We therefore begin by summarizing the results
of this detour in the following theorem, which is a consequence of Proposition 10 and Corollary 11.
Its proof appears in Section 2.2.4.
Theorem5. Let U := pb−max{(p2−1)b− p2eK ,0}. Assuming the conditions of Theorem 4, b < b∗  U , and
if b∗ < U then b∗ ≡ b mod p but b∗ ≡ (1+ p)b mod p2 . Moreover, any integer that satisﬁes these conditions
is the second reﬁned break of a bicyclic extension with one break at b.
Corollary 6.
pb∗ − b < p2eK .
Proof. From Theorem 5, b∗  pb−max{(p2−1)b− p2eK ,0}, which leads to two cases depending upon
whether or not max{(p2 −1)b− p2eK ,0} = 0. Suppose max{(p2 −1)b− p2eK ,0} = 0. Thus (p2 −1)b <
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p2eK ,0} = (p2 − 1)b − p2eK . Thus p2eK < (p2 − 1)b and b∗  p2eK − (p2 − p − 1)b. So pb∗ − b 
p3eK − (p2 − 1)(p − 1)b < p3eK − (p − 1)p2eK = p2eK . 
2.2.1. A brief history
The chronology of this research may be of interest. We began our investigations by looking at
Kummer extensions, as we tried to generalize the results of [BE02] from p = 2 to p > 2. In the
course of these investigations, truncated exponentiation appeared ﬁrst within the group ring OT [G],
as we worked to prove Lemma 9. It is this appearance of truncated exponentiation that led us to the
investigations in [BE05], and to Lemmas 1–3 and Theorem 4. Only later as we worked to determine
the precise value of b∗ , did truncated exponentiation emerge among the generators of the bicyclic
Kummer extension. This work is captured in Proposition 10 below. Our presentation here reverses
that chronology somewhat, as we start in Section 2.2.2 by assuming truncated exponentiation among
the generators of our extension.
2.2.2. Bicyclic Kummer extensions with one break
Let ζ denote a nontrivial pth root of unity, and assume that ζ ∈ K . Given any integer b such that
0 < b < peK /(p − 1) with gcd(b, p) = 1, choose β ∈ K such that vK (β) = peK /(p − 1) − b. Choose a
p f − 1 root of unity ω such that ωp−1 = 1, and set
xp = 1+ β, yp = (1+ β)[ωp ].
For either t = 0 or 0< t < b with gcd(t, p) = 1, choose τ ∈ K such that vK (τ ) = peK /(p − 1) − t . Set
zp = 1+ τ .
Then Nz := K (x, yz), a subﬁeld of K (x, y, z), is a fully ramiﬁed, bicyclic extension with one break
in its ramiﬁcation ﬁltration, at b. Moreover, any fully ramiﬁed, bicyclic extension with one break can
be represented in this way. In particular, there are τ with t = 0 such that 1 + τ is a pth power. In
this case, we have Nz = N1 := K (x, y).
Choose σ ,γ ∈ G = Gal(Nz/K ) with
σ x = x, σ yz = ζ yz,
γ x = ζ x, γ yz = yz.
And let L = K (x).
Why have we chosen to express the generators in this way? Our ﬁrst choice, to represent xp as
1 + β , is natural: p-adic defects of units are related to ramiﬁcation numbers [Wym69]. Our second
choice, to represent yz as a product, means that Nz can be seen as a ‘twist’ of N1 = K (x, y). See
Section 2.2.3. Our ﬁnal choice, to relate yp to xp by truncated exponentiation, is justiﬁed simply by
the fact that it makes the nice statement in Proposition 10 possible.
We are interested in the reﬁned ramiﬁcation ﬁltration, and so we require now an element ρ0
of Nz with valuation b. Observe that since Nz/L is a cyclic Kummer extension with break number b,
Nz = L(Yz) for some Yz with Y pz = 1 + βz ∈ L and vL(βz) = p2eK /(p − 1) − b. Clearly then ρ0 =
(ζ − 1)/(Yz − 1) will do. Observe furthermore L(Yz) = L(yz). To describe the Galois action (and in
particular the γ -action) on ρ0 and thus on Yz we ask that yz/Yz be an explicitly described element
in L. This is accomplished in the following two lemmas.
Lemma 7. There is a βL ∈ L with vL(βL) = p2eK /(p − 1) − b such that
(1+ β)[ωp ] = (x[ω])p · (1+ βL).
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vL(p(x− 1)) = p2eK /(p − 1) − b. Now (x[ω])p ≡∑p−1i=0 (ωi )p(x− 1)pi + ωp(x− 1) mod p(x− 1)2. Note
that
(ω
i
)p = (ωpi ) for i = 0,1, and (ωi )p(x−1)i ≡ (ωpi )(x−1)i mod p(x−1)2 for i  2. Furthermore since
1+ β = (1 + (x− 1))p , (x− 1)p = β −∑p−1i=1 (pi )(x− 1)i ≡ β − p(x− 1) mod p(x− 1)2. So (x− 1)pi ≡
β i mod p(x − 1)2 for i > 1. Therefore (x[ω])p ≡∑p−1i=0 (ωpi )β i · (1 + (ω − ωp)p(x − 1)) mod p(x − 1)2.
Since ω /∈ Zp , ω − ωp is a unit. The result follows. 
Lemma 8. There are elements δ′, τL ∈ L with vL(δ′) = peK /(p − 1)− t and vL(τL) = p2eK /(p − 1)− t such
that 1+ τ = (1+ δ′)p(1+ τL).
Proof. If t = 0 then K (z)/K is unramiﬁed. Thus L(z)/L is unramiﬁed and the result is clear. If t = 0
then K (z)/K is ramiﬁed with ramiﬁcation number t . Thus K (x, z) is a fully ramiﬁed C2p-extension
with two lower ramiﬁcation numbers, b1 = t , b2 = t + p(b − t). Since L(z)/L is a Kummer, ramiﬁed
Cp-extension with ramiﬁcation number t , we ﬁnd that L(z) = L(Z) where Z p = 1+τL for some τL ∈ L
with vL(τL) = p2eK /(p − 1) − t [Wym69]. Moreover, Z may be chosen so that z/Z ∈ L. In that case,
z/Z = 1+ δ′ for some δ′ ∈ L with vL(δ′) = peK /(p − 1) − t . 
Now using the δ′ of Lemma 8, deﬁne rz ∈ L by
rz = x[ω](1+ δ) where δ =
{
δ′ for t > b/p,
0 for t < b/p.
(1)
Choose Yz = yz/rz ∈ Nz , so rz is the ‘ratio’ yz/Yz ∈ L and σ Yz = ζYz . Using Lemma 7, Y pz = 1+ βz
where
1+ βz =
{
(1+ βL)(1+ τL) for t > b/p,
(1+ βL)(1+ τ ) for t < b/p.
As a result, vNz (Yz − 1) = vL(βz) = p2eK /(p − 1) − b and
ρ0 = ζ − 1
Yz − 1 (2)
satisﬁes vNz (ρ0) = b.
We now recall an earlier observation: Since vNz ((γ − 1)ρ0) = vNz ((σ − 1)ρ0) = 2b, there is an
element a ∈ OT such that (γ − 1)ρ0 ≡ a(σ − 1)ρ0 mod P2b+1Nz , which can be rewritten as γρ0 ≡
σ [a]ρ0 mod P2b+1Nz , and also as (γ σ
[−a] − 1)ρ0 mod P2b+1Nz . We are interested in determining a along
with the precise valuation, vNz ((γ σ
[−a] − 1)ρ0). Recall the generic bounds given in Lemma 1.
Lemma 9. Using the notation of this section, γ σ [−Ωz]ρ0 ≡ ρ0 mod ρ1+p0 where
Ωz := (γ − 1)Yz
(σ − 1)Yz ∈O
∗
L .
Proof. Using the fact that σ Yz = ζYz , we ﬁnd that
σρ0 = ρ0 ≡ ρ0 mod(ζ − 1)ρ0.
1+ Yzρ0 1+ ρ0
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(σ − 1)tρ0 ≡ (−1)tt!
t∏
i=0
ρ0
1+ iρ0 mod ρ0(ζ − 1) for 0 t  p − 1.
Now deﬁne [X]n = X(X − 1) · · · (X − (n− 1)) ∈ Z[X] so that
(X
n
) ·n! = [X]n and establish the following
power series identity for Ω ∈OL by induction
t∑
s=0
(−1)s[Ω]s
s∏
i=1
X
1+ i X =
1
1+ Ω X
(
1+ (−1)t [Ω]t+1
t∏
i=0
X
1+ i X
)
∈OLX.
As a result,
σ [Ω]ρ0 ≡ ρ0
1+ Ωρ0
(
1+ (Ω p − Ω) ρ p0
1− ρ p−10
)
mod(ζ − 1)ρ0
and thus
σ [Ω]ρ0 ≡ ρ0
1+ Ωρ0 mod ρ
1+p
0 .
Now observe that since vNz ((γ − 1)Yz) = vNz (ζ − 1) = vNz ((σ − 1)Yz),
γρ0 = ρ0
1+ (γ−1)Yz
ζ−1 ρ0
≡ ρ0
1+ Ωzρ0 mod(ζ − 1)ρ0
where Ωz is as above. Putting these together yields σ [Ωz]ρ0 ≡ γρ0 mod ρ1+p0 . By Lemma 2,
σ [−Ωz]σ [Ωz]ρ0 ≡ ρ0 mod ρ1+p0 . Thus the desired statement holds. 
Proposition 10. Ωz ≡ −ω mod PL . Thus b∗ = vNz ((Θ − 1)ρ0) − vNz (ρ0) where Θ = γ σ [ω] . Let ηz :=
Ωz + ω ∈PL . Then for b∗ < pb,
vL(ηz) = b∗ − b
p
.
In general, b∗ = pb −max{(p2 − 1)b − p2eK , pt − b,0}.
Proof. Recall the unit rz . Using its deﬁnition in (1), we ﬁnd that (γ − 1)rz = ((ζ x)[ω] − x[ω])(1+ δ) +
(ζ x)[ω]((γ −1)δ). Our ﬁrst observation is that since vL((γ −1)δ) peK /(p−1)−t+b > vL(ζ −1), we
have (γ −1)rz ≡ 0 mod(ζ −1). So using Yz = yz/rz , we can decompose Ωz as a product: Ωz = −A · B
with A := (γ rz)−1 ≡ r−1z mod(ζ − 1) and B := (γ − 1)rz/(ζ − 1) ∈OL .
To describe B further, we examine the term C := (ζ x)[ω] − x[ω] modulo (ζ − 1)2. For 1  i 
p − 1, (ζ x − 1)i = ((ζ − 1)x + (x − 1))i ≡ i(ζ − 1)x(x − 1)i−1 + (x − 1)i mod(ζ − 1)2. So C ≡
(ζ − 1)∑p−1i=1 (ωi )ix(x − 1)i−1 mod(ζ − 1)2. Observe that (ωi )i = ω(ω−1i−1 ). So C ≡ (ζ − 1) · ωx[x[ω−1] −(ω−1
p−1
)
(x− 1)p−1] mod(ζ − 1)2. Now replace A, B and C , in the expression for Ωz , and ﬁnd
Ωz ≡ −
ωx(x[ω−1] − (ω−1p−1)(x− 1)p−1)
x[ω]
− (γ − 1)δ
ζ − 1
1
1+ δ mod(ζ − 1)
≡ −ω + ω
(
ω − 1
p − 1
)
(x− 1)p−1 − (γ − 1)δ
ζ − 1 mod
(
ζ − 1, (x− 1)p, δ (γ − 1)δ
ζ − 1
)
,
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ω
(ω−1
p−1
)
(x − 1)p−1 and E := (γ − 1)δ/(ζ − 1). There are two cases to consider: t < b/p and
t > b/p. If t < b/p, δ = 0 and so E = 0. Since vL(D) < vL((x − 1)p , we ﬁnd vL(ηz) = vL(D) =
peK − (p − 1)b, when vL(ηz) < vL(ζ − 1). On the other hand, if t > b/p then we have gcd(t, p) = 1
and since vL(D) = peK − (p − 1)b ≡ b mod p while vL(E) = b − t , vL(D) ≡ vL(E) mod p. Thus
vL(D − E) = min{vL(D), vL(E)}. Since min{vL(D), vL(E)} < min{vL(D(x − 1)), vL(δE)}, we have
vL(ηz) = min{vL(D), vL(E)} = b −max{p(b − eK ), t}, whenever vL(ηz) < vL(ζ − 1).
From Lemma 1, b∗ := vNz ((γ σ [ω] − 1)ρ0) − vNz (ρ0)  pb. Using Lemma 2 with κ1 = ω and
κ2 = −ηz , we ﬁnd that when b∗ < pb, we have vNz ((γ σ [ω] − 1)ρ0) = vNz (ηz(σ − 1)ρ0). So b∗ =
pvL(ηz) + b. But then vL(ηz) < b − b/p < vL(ζ − 1). So substituting our formulas for vL(ηz) into
b∗ = pvL(ηz)+b, we ﬁnd that b∗ = pb− (p2 − 1)b+ p2eK for t < b/p and b∗ = pb−max{(p2 − 1)b−
p2eK , pt − b} for t > b/p. Since b∗  pb, these both agree with b∗ = pb − max{(p2 − 1)b − p2eK ,
pt − b,0}. 
Corollary 11. Let U := pb−max{(p2 −1)b− p2eK ,0}. Any integer n satisfying b < n U , and if n < U then
n ≡ b mod p but n ≡ (1+ p)b mod p2 , is the second reﬁned break for a bicyclic Kummer extension with one
break at b.
2.2.3. Strong twists alter ramiﬁcation breaks
Let G¯ = Gal(K¯/K ) denote the absolute Galois group. We will call the ﬁxed ﬁeld of the kernel of
a representation of G¯ , the ﬁxed ﬁeld of the representation. Let χx , χxy , χz be 1-dimensional characters
with ﬁxed ﬁelds K (x), K (xy) and K (z) respectively. Let V denote the 2-dimensional representation
of G¯ with character χy +χxy and ﬁxed ﬁeld N1 = K (x, y). Then Nz = K (x, yz) is the ﬁxed ﬁeld of the
twisted representation V ⊗χz . The ‘strength’ of the twist by χz is parametrized by t , the ramiﬁcation
break of K (z)/K .
Consider Diagram 1 with the formula for b∗ displayed as a function of (b, t) in each of three
relevant regions that lie below the diagonal line t = b. The boundaries of these regions are: the line
Diagram 1. b∗ as a function of (b, t).
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Now view Nz is a twist of N1 and observe that ‘strong’ twists change ramiﬁcation ﬁltrations,
while ‘weak’ twists preserve them: If the twist is ‘weak’ and thus t is relatively small (t < b/p
or t < p(b − eK )), the formula for b∗ in Nz is the same as in N1. Otherwise the formulas for b∗
are different (although if t < b, Nz/K still has only one ramiﬁcation break). If we strengthen our twist
further and choose t > b, then Nz/K will have two ramiﬁcation breaks.
Why is this so? Why are the values of the second reﬁned breaks in Nz and N1 equal when t < b/p
or t < p(b − eK )? Observe that the formula for b∗ results from the expression for vL(ηz) determined
in Proposition 10. Note furthermore that the proof of Proposition 10 describes ηz completely in terms
of rz . So our question becomes: Why do rz, r1 ∈ L “agree” under t < b/p or t < p(b − eK )? When
t < b/p, because they are equal. Recall (1). So where it matters, the twist has no effect! Now consider
t < p(b − eK ) with t > b/p. Motivated by our answer for t < b/p, observe that t < p(b − eK ) is
equivalent to vL(β) < vL(δ′), where δ′ was deﬁned in Lemma 8. Returning to (1), we conclude that
they “agree” because they are equivalent, rz ≡ r1 mod βPL .
2.2.4. Bicyclic non-Kummer extensions with one break
Proof of Theorem 5. Recall that N/K is a fully ramiﬁed, bicyclic extension with one ramiﬁcation
break at b. If ζ ∈ K and so the pth roots of unity are present, the result is contained in Propo-
sition 10 and Corollary 11. To apply these results when ζ /∈ K , we consider the related Kummer
extension N(ζ )/K (ζ ) with d = [K (ζ ) : K ]. By abuse of notation use σ , γ to represent automorphisms
in Gal(N(ζ )/K ), so that 〈σ ,γ 〉 = Gal(N(ζ )/K (ζ )) = Gal(N/K ). Pick any ρ0 ∈ N with vN (ρ0) = b. Then
vN(ζ )(ρ0) = db. Using the Herbrand function [Ser79, IV §3], the ramiﬁcation break of N(ζ )/K (ζ )
is db. Recall from the beginning of Section 2, that ω is deﬁned to be the unique p f − 1 root of
unity such that (γ − 1)ρ0 ≡ −ω(σ − 1)ρ0 mod P2b+1N . Since (γ σ [ω] − 1)ρ0 ≡ 0 mod ρ20πN in N ,
(γ σ [ω] − 1)ρ0 ≡ 0 mod ρ20πN(ζ ) in N(ζ ). Therefore the ω deﬁned here is the same as the ω de-
ﬁned in Section 2.2.2 for N(ζ )/K (ζ ). And vN(ζ )((Θ − 1)ρ0) = db + db∗ , where db∗ is determined by
Proposition 10 with b replaced by db and eK (ζ ) = deK . The result follows now after the integer d is
removed everywhere. 
3. Galois module structure in bicyclic extensions
We are interested in the relevance of the second reﬁned break b∗ for Galois module structure. Let
N/K be a fully ramiﬁed, bicyclic extension with one break b in its ramiﬁcation ﬁltration and assume
the notation of Section 2.
In Theorem 12 of Section 3.1, we determine just enough of the Fq[G]-structure of PrN/pPrN to
prove that, if b∗ < (p − 1+ 1/p)b, this structure depends upon b∗ . As a result, the OT [G]-structure of
ideals also depends upon b∗ .
Next, because it is easily done, we assume in Section 3.2 that we have maximal reﬁned ramiﬁ-
cation b∗ = pb, and in Theorem 18 explicitly describe, in a transparent way, the OT [G]-structure of
each ideal PrN .
Based upon [BE02], we conjecture that our result concerning the relevance of b∗ is sharp—namely,
that the OT [G]-structure of each ideal PrN under (p − 1 + 1/p)b < b∗ < pb, which we call near
maximal reﬁned ramiﬁcation, is independent of b∗ and in fact agrees with the structure given in Theo-
rem 18.
3.1. On modular Galois module structure
Identify Θ ∈OT [G], as deﬁned in Section 2, with its image in Fq[G], and observe that (Θ)p = 1
in Fq[G]. There are exactly p indecomposable modules over Fq[Θ], namely L(i) = Fq[x]/(x − 1)i for
1 i  p, where Θ acts via multiplication by x. This means that PrN/pPrN is uniquely expressible as
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r
N
∼=
p⊕
i=1
L(i)ai
for some integers ai  0. Here we determine ap , and in particular ﬁnd
Theorem 12.
ap = dimFq
(
(Θ − 1)p−1PrN/pPrN
)
= peK +
⌈
r
p
⌉
−
⌈
r − b
p
⌉
− b −
{ b∗−b
p for b∗ < (p − 1+ 1/p)b,
b +  r−pb
p2
 −  r+(p−1)b
p2
 otherwise.
This result for b∗ = pb follows from Theorem 18. In this section, we verify it for b∗ < pb, which
allows us to use the fact that c = (b∗ − b)/p is an integer.
We begin by establishing an OT -basis for PrN , a basis that will also serve as an Fq-basis for
M =PrN/pPrN .
Let ρm ∈ N be any element with vN (ρm) = b + pm and observe that since b∗ ≡ b mod p and
gcd(b, p) = 1, {vN ((Θ − 1)i pρm): i = 0, . . . , p − 1} is a complete set of residues modulo p. As m
varies over Z, the resulting elements (Θ − 1)i pρm will lie in one-to-one correspondence, via valua-
tion vN , with Z. Collect those with r  vN ((Θ −1)i pρm) r+ p2eK −1. We have an OT -basis for PrN .
So that we can follow the effect of Θ upon this basis, we will replace certain ρm with ρ∗m of equal
valuation. This is done in Lemma 14. But ﬁrst we require a technical lemma.
Lemma 13. For any ω ∈OT , we have the congruence inOT [σ ]
(
σ [ω]
)p − 1 ≡ (w − wp) p−1∑
i=1
(
p
i
)
(σ − 1)i mod p2OT [σ ].
Recall Θ = γ σ [ω] ∈OT [G]. Then there is a unit u(σ ) ∈OT [σ ]∗ deﬁned by
(Θ − 1)p +
p−1∑
i=1
(
p
i
)
(Θ − 1)i = p(σ − 1)u(σ ),
satisfying
u(σ ) ≡ (ω − ωp) p−1∑
i=1
[
1
p
(
p
i
)]
(σ − 1)i−1 ≡ (ω − ωp) p−1∑
i=1
(−1)i+1i−1(σ − 1)i−1
modulo pOT [σ ]. In particular, (Θ − 1)p = [u(σ )(σ − 1) − w(Θ)(Θ − 1)] · p where u(σ ) and w(Θ) =∑p−1
s=1 p−1
(p
s
)
(Θ − 1)s−1 are both units inOT [G].
Proof. We work initially in the truncated polynomial ring Q[W , F ]/(F 2p). In this ring we have the
(ﬁnite) binomial expansion (1 + F )W =∑2p−1i=0 (Wi )F i =∑p−1i=0 (Wi )F i +∑p−1i=0 ( Wp+i)F p+i . Now, as ob-
served in the proof of [BE05, Lem. 2.2], for 0  i  p − 1 we have p( Wp+i) ∈ Z(p)[W ], p( Wp+i) ≡
(W − W p)(Wi ) (mod pZ(p)[W ]). Hence there is a polynomial e(F ,W ) ∈ Z(p)[W , F ] such that
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p−1∑
i=0
(
W
i
)
F i + F
p
p
( p−1∑
i=0
(
W − W p)(W
i
)
F i + p · e(F ,W )
)
= (1+ F )[W ]
(
1+ (W − W p) F p
p
)
+ F pe(W , F ).
Raising both sides to the power p, using (F p)2 = 0, and observing that ((1+ F )W )p = ((1+ F )p)W by
properties of (inﬁnite) binomial series, we obtain the following identity in Z(p)[W , F ]/(F 2p):
(
(1+ F )p)W = ((1+ F )[W ])p(1+ (W − W p)F p)+ p((1+ F )[W ])p−1F pe(W , F ).
Consider its image under the homomorphism from Z(p)[W , F ]/(F 2p) to R = (OT /p2OT )[σ ] which
takes W to ω and F to f = σ − 1. This homomorphism is well-deﬁned because
f p = −∑p−1i=1 (pi ) f i ∈ pR , so that f 2p ∈ p2R . In R this identity becomes
1 = (σ [ω])p(1+ (ω − ωp) f p).
Note that (1 + (ω − ωp) f p)(1 − (ω − ωp) f p) = 1 in R , and so (σ [ω])p = 1 − (ω − ωp) f p in R .
Moreover expanding σ p = (1 + f )p using the binomial theorem yields f p = −∑p−1i=1 (pi ) f i , and thus
(σ [ω])p − 1 = (ω − ωp)∑p−1i=1 (pi ) f i in R .
Use the binomial expansion (σ [ω])p = Θ p = ((Θ − 1) + 1)p = (Θ − 1)p + 1 +∑p−1i=1 (pi )(Θ − 1)i ,
and we obtain the statements concerning u(σ ). 
Lemma 14. There are ρm,ρ∗m ∈ N with vN (ρm) = vN (ρ∗m) = b + pm satisfying
(Θ − 1)pρm − (Θ − 1)pρ∗m+c −
p−1∑
i=1
[
1
p
(
p
i
)]
(Θ − 1)i pρ∗m+c
=
{
pρm+b for m ≡ −b mod p,
pρm+peK−(p−2)b for m ≡ −b mod p.
Proof. For 0  k < eK choose αk ∈ L with vL(αk) = b + pk. Since uγ := ∑p−1i=1 [ 1p (pi )](γ − 1)i−1 ∈
Zp[γ ]∗ , vL(umγ αk) = b + pk for all m ∈ Z. Let αk+meK = (−puγ )mαk . So vL(αk) = b + pk for all k ∈ Z
and αk+eK = −
∑p−1
i=1
(p
i
)
(γ − 1)i−1αk . As a result, (γ − 1)αk+eK = (γ − 1)pαk , because (γ − 1)p =
−∑p−1i=1 (pi )(γ − 1)i .
Now vL((γ − 1)iαk) = (i + 1)b + pk for 0  i  p − 1. Use [Ser79, V §3, Lem. 4] to ﬁnd μi,k ∈ N
with vN (μi,k) = (1 + pi)b + p2k and Φp(σ )μi,k = (γ − 1)iαk . Since Φp(σ )(Θ − 1) = (γ − 1)Φp(σ ),
Φp(σ ) · ((Θ − 1)μi,k − μi+1,k) = 0 for 0 i  p − 2. Also Φp(σ ) · ((Θ − 1)μp−1,k − μ1,k+eK ) = 0.
By the Normal Basis Theorem, if Φp(σ )ν = 0 for ν ∈ N with vN (ν) ≡ b mod p, then there is a
θ ∈ N with vN (θ) = vN (ν)− b and (σ − 1)θ = ν . Recall u(σ ) ∈OT [σ ]∗ deﬁned in Lemma 13, and use
the Normal Basis Theorem to ﬁnd ρ∗s ∈ N with vN (ρ∗s ) = b + ps such that
(Θ − 1)μi,k = (σ − 1)u(σ )ρ∗ib+pk+c +
{
μi+1,k for 0 i < p − 1,
μ1,k+eK for i = p − 1.
Now deﬁne ρs ∈ N with vN (ρs) = b + ps by ρbi+pk = μi,k . And use Lemma 13 to replace
(σ − 1)u(σ )ρ∗s by (1/p) · ((Θ − 1)pρ∗s +
∑p−1
i=1
(p
i
)
(Θ − 1)iρ∗s ). 
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pρm, (Θ − 1)ρm, (Θ − 1)2pρm, . . . , (Θ − 1)p−1pρm
for
r − b
p
− peK m < r
p
+ c − b∗ (Range A)
and
(Θ − 1) jm+1ρ∗m, . . . , (Θ − 1)p−1ρ∗m, pρm, . . . , (Θ − 1) jm pρm
for
r
p
+ c − b∗ m < r − b
p
(Range B).
Here m is restricted to integer values, and jm ∈ {0, . . . , p − 2} is such that (Θ − 1) jm+1ρ∗m ∈PrN but
(Θ − 1) jmρ∗m /∈PrN .
Clearly M is spanned over Fq by (the images of) these OT -basis elements. So M is spanned
over Fq[Θ] by the pρm for m ∈ Range A, along with the (Θ −1) jm+1ρ∗m , and the pρm for m ∈ Range B.
We want to determine the Fq-dimension of (Θ − 1)p−1M. So apply (Θ − 1)p−1. Since the image of
(Θ − 1)p−1pρm in M is clearly zero for m ∈ Range B, we are left with an Fq-generating set for
(Θ − 1)p−1M consisting of
(Θ − 1)p−1pρm for m ∈ Range A, and (Θ − 1) jm+pρ∗m for m ∈ Range B. (3)
This set of eK elements is not a basis. Using the relationships in Lemma 14, we should be able to
replace certain (Θ − 1)p−1pρm with (Θ − 1) jm+pρ∗m′ for some m′ ∈ Range B, or eliminate it entirely.
Of course, since the relationships in Lemma 14 are the only “extra” relations, once we have made all
such replacements/eliminations, we will be left with an Fq-basis for (Θ − 1)p−1M.
Split Range B into a disjoint union of sets Range B0, . . . ,Range Bp−2 where Range B j consists of
those m with jm = j. In other words, Range B j = {m ∈ Z: r − ( j + 1)b∗ − b pm < r − jb∗ − b}.
Take the relationship in Lemma 14, replace m with m − c and multiply it by (Θ − 1)p−2. We are
interested in the situation where m− c ∈ Range A and m ∈ Range B. Since the “length” of Range Bp−2
is b∗/p > c, this actually occurs when m− c ∈ Range A and m ∈ Range Bp−2. Since (Θ −1)i+p−2pρ∗m ∈
pPrN for i  1 and m ∈ Range Bp−2, the relationship in Lemma 14 simpliﬁes to
(Θ − 1)2p−2ρ∗m = (Θ − 1)p−1pρm−c − (Θ − 1)p−2pρ f (m)−c, (4)
where
f (m) =m +
{
b if m ≡ c − b mod p,
peK − (p − 2)b if m ≡ c − b mod p.
It is helpful, since we are interested in other relationships similar to (4), to observe that in general,
vN
(
(Θ − 1) j+pρ∗m
)= vN((Θ − 1) j+1pρm−c)< vN((Θ − 1) j pρ f (m)−c).
So in regards to (4) where j = p − 2, (Θ − 1)p−2pρ f (m)−c should be regarded as “error.” We
can remove (Θ − 1)p−1pρm−c from the set of generators (3) for those m − c ∈ Range A such
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(Θ − 1)p−2pρ f (m)−c /∈ pPrN . Indeed we will ﬁnd that we do not need to treat these cases separately.
Notice that f (m) − m  b > b∗/p, which is the approximate “length” of each Range B j . So for
m ∈ Range Bp−2, it is certainly the case that f (m) ∈ Range Bk for some k  p − 3. Moreover if
we denote iteration in the usual way, f 2 = f ◦ f , f 3 = f ◦ f ◦ f , etc., it will be the case that
f 2(m) ∈ Range Bk for some k  p − 4 and so on. Think of Range B−1 as including those m such
that pρ∗m ∈ pPrN and so are zero in M.
Take the relationship in Lemma 14, replace m with m − c and multiply by (Θ − 1) j . For m ∈
Range Bk with k  j, we have (Θ − 1)i+ j pρ∗m ∈ pPrN for i  1. And so the relationship simpliﬁes to
(Θ − 1) j+pρ∗m = (Θ − 1) j+1pρm−c − (Θ − 1) j pρ f (m)−c . As a result, in addition to (4), we also have
(Θ − 1)2p−3ρ∗f (m) = (Θ − 1)p−2pρ f (m)−c − (Θ − 1)p−3pρ f 2(m)−c,
(Θ − 1)2p−4ρ∗f 2(m) = (Θ − 1)p−3pρ f 2(m)−c − (Θ − 1)p−4pρ f 3(m)−c,
.
.
.
(Θ − 1)pρ∗f p−2(m) = (Θ − 1)pρ f p−2(m)−c − pρ f p−1(m)−c .
For m − c ∈ Range A and m ∈ Range Bp−2 we have
p−2∑
j=0
(Θ − 1)p+ jρ∗f p− j−2(m) = (Θ − 1)p−1pρm−c − pρ f p−1(m)−c,
where for j < p − 2 either f p− j−2(m) ∈ Range B j and (Θ − 1)p+ jρ∗f p− j−2(m) is a nontrivial generator
listed in (3), or (Θ − 1)p+ jρ∗
f p− j−2(m) = 0 in M. In any case, (Θ − 1)p−1pρm−c is clearly expressed in
terms of other generators and can be removed if and only if pρ f p−1(m)−c ∈ pPrN . Notice that
f p−1(m) =m +
{
(p − 1)b if m ≡ c mod p,
peK if m ≡ c mod p.
We can remove those elements (Θ − 1)p−1pρm−c for m ∈ Range Bp−2, namely
r
p
+ c − b∗ m < r + b
p
+ 2c − b∗
such that pf p−1(m) r+b∗ −2b. Once we have done so, we will have an Fq-basis for (Θ −1)p−1M.
Since f p−1(m) =m + peK for m ≡ c mod p we can remove all m ≡ c mod p. We can also remove
all m ≡ c mod p if (p2 − p + 1)b  pb∗ . Doing so and keeping track of how many elements were
removed yields part of the statement of Theorem 12. To get the statement under near maximal re-
ﬁned ramiﬁcation, notice that we need to “put back” one element for each integer m ≡ c mod p, that
satisﬁes r/p + c − b∗ m and pf p−1(m) < r + b∗ − 2b. 
We now state two corollaries of Theorem 12.
Corollary 15. Let K be a ﬁnite extension of Qp and let N1,N2 be two fully ramiﬁed bicyclic extensions
with unique ramiﬁcation break number b. Assume that the two second reﬁned ramiﬁcation breaks satisfy
b(1)∗ ,b(2)∗ < (p − 1+ 1/p)b. If b(1)∗ = b(2)∗ , then for each r,PrN PrN asOT [G]-modules.1 2
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enough, the hypothesis on the second reﬁned ramiﬁcation numbers can be replaced with a hypothesis
on b.
Corollary 16. Let K be a ﬁnite extension of Qp and let N1,N2 be two fully ramiﬁed bicyclic extensions with
unique ramiﬁcation break number b satisfying
(
1− p
2 − 2p + 1
p3 − 2p + 1
)
· peK
p − 1 < b <
peK
p − 1 .
If the two second reﬁned ramiﬁcation breaks are different, b(1)∗ = b(2)∗ , then for each r,PrN1 PrN2 asOT [G]-
modules.
3.2. Maximal reﬁned ramiﬁcation and Galois module structure
In this section we assume b∗ = pb and establish an explicit integral basis for PrN over OT upon
which we can follow the Galois action in a particularly transparent way.
Recall the notation of Section 2, in particular Θ = γ σ [ω] . Using Lemma 3, b∗ = pb means that
vN ((Θ − 1)ρ = vN (ρ) + pb for ρ ∈ N if vN (ρ) ≡ b mod p but vN (ρ) ≡ (1 − p)b mod p2. As a result,
given any ρm ∈ N with vN (ρm) = b+ p2m, we have vN ((Θ −1)iρm) = (1+ ip)b+ p2m for 0 i  p−1
and thus
ρ
(i, j)
m := (Θ − 1)i(σ − 1) jρm satisﬁes vN
(
ρ
(i, j)
m
)= (1+ j + ip)b + p2m (5)
for 0  i, j  p − 1. Since {vN (ρ(i, j)m ): 0  i, j  p − 1} is a complete set of residues modulo p2,
{vN (ρ(i, j)m ): 0  i, j  p − 1, m ∈ Z} = Z and since N/T is fully ramiﬁed, we can use the ρ(i, j)m to
construct an OT -basis for PrN . For example, simply choose ρ
(i, j)
m with r  vN (ρ(i, j)m ) r + p2eK − 1.
So that the Galois action can be followed on this basis, we must modify this construction (but
only slightly). Consider the ‘exponent’ (i, j) to be a two digit p-ary integer ip + j. The larger the
integer (i, j) then, the larger the valuation vN (ρ
(i, j)
m ). Furthermore recall Diagram 1 in Section 2.2.3.
Since b∗ = pb we have b < p2eK /(p2 − 1). So there are values of m such that r  vN (pρ(0,0)m ) <
vN (pρ
(p−1,p−1)
m ) < r + p2eK . For these m set (i, j)m = (p − 1, p − 1). Otherwise r  vN (ρ(p−1,p−1)m ) <
vN (pρ
(0,0)
m ) < r + p2eK . For each of these other values of m, let (i, j)m be the p-ary integer such that
r  vN (ρ(i, j)m+(0,1)m )  vN (ρ(p−1,p−1)m ) < vN (pρ(0,0)m )  vN (pρ(i, j)mm ) < r + p2eK . For each integer m
such that (r − b)/p2 − eK m < (r − b)/p2 deﬁne
M(m) =OTρ(i, j)m+(0,1)m + · · · +OTρ(p−1,p−1)m +OT pρ(0,0)m + · · · +OT pρ(i, j)mm .
Note that when (i, j)m = (p − 1, p − 1) we consider the sum OTρ(i, j)m+(0,1)m + · · · +OTρ(p−1,p−1)m to
be empty. In other words, (p − 1, p − 1) + (0,1) should be considered larger than (p − 1, p − 1). We
ﬁnd
PrN =
Ar−1∑
m=Ar−eK
M(m) where Ar =
⌈
r − b
p2
⌉
and · denotes the least integer function (ceiling function).
The OT [G]-structure of PrN , namely Theorem 18, follows then from the following lemma and some
basic combinatorics.
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M(m) ∼= 〈p, (Θ − 1)im (σ − 1) jm+1, (Θ − 1)im+1〉.
Proof. Let φ(i, j) = (Θ − 1)i(σ − 1) j . So ρ(i, j)m = φ(i, j)ρm . Now list the OT -basis elements of M(m) in
an array, dropping the ρm from each element:
pφ(0,0), · · · pφ(im,0), φ(im+1,0), · · · φ(p−1,0),
. . .
. . .
pφ(0, jm), · · · pφ(im, jm), φ(im+1, jm), · · · φ(p−1, jm),
pφ(0, jm+1), · · · φ(im, jm+1), φ(im+1, jm+1), · · · φ(p−1, jm+1),
. . .
. . .
pφ(0,p−1), · · · φ(im,p−1), φ(im+1,p−1), · · · φ(p−1,p−1).
(6)
The boundary between elements in and out of pOT [G] is marked. We would like to show that the
OT -span of (6) is the OT [G]-ideal generated by pφ(0,0) , φ(im, jm+1) , φ(im+1,0) . But this is clear, once we
know that this OT -span is closed under σ and Θ , and this follows from the fact that (σ − 1)p and
(Θ − 1)p ∈ pOT [G]. 
Theorem 18. Let b∗ = pb. For 0 s p2 − 1 let (is, js) denote the p-ary expansion of s. So s = is p + js . For
0 s p2 − 1, let Is be theOT [G] ideal 〈p, (Θ − 1)is (σ − 1) js+1, (Θ − 1)is+1〉, with Ip2−1 = pOT [G] ∼=
OT [G]. Then
PrN
∼=
p2−2⊕
s=0
I
 r−(s+1)b
p2
− r−(s+2)b
p2

s ⊕ I
eK−b+ rp2 −
r−b
p2

p2−1
asOT [G]-modules. This structure is parametrized by r, ω, p, eK and b.
Proof of Theorem 12 when b∗ = pb . Each OT [G]-module Is has an OT -basis as in (6). To compute
dimFq ((Θ −1)p−1Is/pIs), simply apply (Θ −1)p−1 to each of these OT -basis elements. By Lemma 13,
for i  1 we have (Θ −1)p−1 · (Θ −1)i(σ −1) j ≡ u(σ ) · (Θ −1)i−1(σ −1) j+1p mod p(Θ −1)i(σ −1) j ,
where u(σ ) is a unit. As a result,
dimFq
(
(Θ − 1)p−1Is/pIs
)=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
p − 1 0 s p − 1,
p − 2 p  s p2 − p − 1, s ≡ −1 mod p,
p − 1 p  s p2 − p − 1, s ≡ −1 mod p,
p − 1 p2 − p  s p2 − 2,
p s = p2 − 1.
Let ms denote the multiplicity of Is in the statement of Theorem 18. So ms = (r − (s + 1)b)/p2 −
(r − (s + 2)b)/p2 for 0  s  p2 − 2. Therefore because p − 1 = (p − 2) + 1, we have dimFq ((Θ −
1)p−1PrN/pPrN ) = pmp2−1 + (p − 2)
∑p2−2
s=0 ms +
∑p−1
s=0 ms +
∑p2−2
s=p2−p ms +
∑p−1
k=2 mkp−1. These are for
the most part telescoping sums, and so the expression simpliﬁes to dimFq ((Θ − 1)p−1PrN/pPrN) =
pek −2b+r/p2−(r −b)/p2−(r − (p+1)b)/p2+(r + (p−1)b)/p2+∑p−1k=2 mkp−1. It remains
to recognize that
∑p−1
k=0 mkp−1 = r/p − (r − b)/p, which follows from the fact that both count the
number of integers i such that (r − b)/p  i  (r − 1)/p. Each term mkp−1 in the sum simply counts
those integers ≡ kb mod p. 
N.P. Byott, G.G. Elder / Journal of Number Theory 129 (2009) 84–101 1014. Conclusion
This paper grows out of the ongoing effort to generalize the biquadratic results of [BE02] to p > 2.
Thus far, several themes have emerged and a number of questions have been raised, all of which bear
repeating.
The central theme is the role of truncated exponentiation. Its appearance within the group
ring OT [G] for G elementary abelian has led to the reﬁned ramiﬁcation ﬁltration [BE05]. Notably,
the deﬁnition of reﬁned ramiﬁcation break numbers remains tied to a choice of element and so the
reﬁned breaks (beyond the ﬁrst two) cannot, as yet, be said to be canonical. In addition, it has been
observed in the context of quaternion extensions [EH07] that the reﬁned ramiﬁcation ﬁltration has
some inﬂuence on breaks in the usual ramiﬁcation ﬁltration. And so there is much remaining work
to determine if/how these two ﬁltrations ﬁt together.
The appearance of truncated exponentiation among the generators of the extension in Section 2.2.2
as well as the notion of maximal reﬁned ramiﬁcation and the ease and transparency in Section 3.2
are the motivation for [Eld]. This, along any connection with Artin–Hasse exponentiation and explicit
reciprocity [FV02], warrant further investigation.
In [BE02, §4] and then here in Section 2.2.3, a question is raised that asks how twists by characters
of Galois representations effect ramiﬁcation, reﬁned ramiﬁcation and Galois module structure. This
question and the bifurcation of this paper into a result for maximal ramiﬁcation and a modular result
outside of maximal ramiﬁcation suggest two directions for further work:
1. The determination of “nice” classes of extension, for which the Galois module structure can be
easily determined, e.g. Theorem 18 tells us that extensions of degree p2 with maximal ramiﬁca-
tion form such a class, and the 1-dimensional extensions of [Eld] provide another example.
2. The investigation of how structure changes when a “nice” extension is twisted to take it out of the
class of “nice” extensions. Theorem 12 can be viewed in this light: as we twist an extension with
maximal reﬁned ramiﬁcation (b∗ = pb), the multiplicity of the free Fq[Θ]-module in PrN/pPrN
remains unchanged until a threshold (b∗ < (p − 1 + 1/p)b) is achieved, then the multiplicity
decreases proportionally with b∗ .
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