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Abstract
In this paper, we examine the approximate controllability of a semilinear backward stochastic evolution
equations in Hilbert spaces with non-Lipschitz coefficient.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Backward stochastic evolution equations; Semigroups; Approximate controllability
1. Introduction
Backward stochastic differential equations (BSDEs for short) have important applications in
stochastic control and financial markets. Since the publication of the work of Pardoux and Peng
[18], many papers have been dedicated to the study of BSDEs, see for example [8–10,17,19,20,
22]. Several of these papers (see [8,10,20,22]) have been devoted to the case of BSDE in infinite
dimensional spaces. Hu and Peng [8,10] have considered existence and uniqueness of the semi-
linear backward stochastic evolution equations (BSEEs). Recently, Mahmudov and McKibben
[16] have shown a result concerning the existence and uniqueness of a mild solution for a class
of BSEEs with non-Lipschitz coefficients in Hilbert spaces that generalizes some of the results
in [10,22]. Results on existence and uniqueness under assumptions closely related to those used
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J.P. Dauer et al. / J. Math. Anal. Appl. 323 (2006) 42–56 43in our article may be found in Taniguchi [21], Barbu and Bocs¸an [3], Boukfaoui and Erraoui [5],
Govindan [7], Mahmudov and McKibben [16]. These kinds of equations appear, for example,
in the theory of control and controllability for stochastic differential equations (see [4]). Con-
trollability of stochastic differential equations in infinite spaces has been investigated by many
authors, see for example [1,2,6,11–15]. The main objective of this paper is to derive conditions
for the approximate controllability of a semilinear BSEEs with non-Lipschitz coefficient.
The paper is organized as follows. In Section 3, we prove existence and uniqueness of so-
lution to BSEE arising in the stochastic controllability theory under the Lipschitz condition.
Section 4 is devoted to the same problem with non-Lipschitz coefficient. In Section 5, we prove
the approximate controllability of BSEE assuming that the corresponding deterministic system
is approximately controllable. Finally, we give an example in Section 6.
2. Preliminaries
We are given a probability space (Ω,FT ,P) together with a normal filtration Ft , 0 t  T .
We consider the separable Hilbert spaces X, U, and E, and w is a Q-Wiener process on
(Ω,FT ,P) with the linear bounded covariance operator Q such that trQ < ∞. We assume that
there exists a complete orthonormal system {ek} in E, a bounded sequence of nonnegative real
numbers {λk} such that Qek = λkek , k = 1,2, . . . , and a sequence {βk} of independent Brownian
motions such that
〈
w(t), e
〉= ∞∑
k=1
√
λk〈ek, e〉βk(t), e ∈ E, t ∈ [0, T ],
and Ft = Fwt , where Fwt is the σ -algebra generated by {w(s): 0  s  t}. We assume that
F0 = {∅,Ω}. Let L02 = L2(Q1/2E;X) be the space of all Hilbert–Schmidt operators from
Q1/2E to X with the inner product 〈ψ,φ〉L02 = tr[ψQφ
]. L2(Ω,FT ,X) is a Hilbert space
of all FT -measurable square integrable random variables with values in the Hilbert space X.
L2F([0, T ],X) is the Hilbert space of all square integrable Ft -adapted processes with values
in X. We recall that h is said to be Ft -adapted if h(t, ·) :Ω → X is Ft -measurable for a.e.
t ∈ [0, T ]. L2F(Ω,C([0, T ],X)) is the Banach space of all X-valued Ft -adapted processes
x(t) : [0, T ] ×Ω → X which are continuous in t for a.e. fixed ω ∈ Ω and satisfy
‖x‖ =
{
E
(
sup
t∈[0,T ]
∥∥x(t,ω)∥∥2)}1/2 < ∞.
For any β ∈R and t ∈ [0, T ], define Mβ [t, T ] to be the Banach space
Mβ [t, T ] = L2F
(
Ω,C
([t, T ],X))×L2F([t, T ],L02)
equipped with the norm
∥∥(x, y)∥∥2
β,t
= E sup
tsT
e2βs
∥∥x(s)∥∥2 + E
T∫
t
e2βs
∥∥y(s)∥∥2 ds.
Since 0 < T < ∞, all the norms ‖ · ‖β,t with different β ∈ R are equivalent.
Consider the following semilinear BSEE:{
dx(t) = −[Ax(t)+Bu(t, x, y)+ f (t, x(t), y(t))]dt − y(t) dw(t), t ∈ [0, T ],
x(T ) = ξ ∈ L2(Ω,F ,X), (1)T
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ators {S(t), t ∈ [0, T ]}, B is a bounded linear operator from the Hilbert space U into X, w is a
Q-Wiener process, f : [0, T ] × X × L02 → X, the control u ∈ L2F([0, T ],U) and Γ t0 ∈ L(X) is
the controllability operator given by
Γ t0 =
t∫
0
S(s)BBS(s) ds, 0 < t  T ,
such that ‖α(αI + Γ t0 )−1‖ 1.
Definition 1. A pair of adapted processes (x, y) ∈ M0[0, T ] is said to be a mild solution of (1),
if for all t ∈ [0, T ], they satisfy
x(t) = S(T − t)ξ +
T∫
t
S(s − t)[Bu(s)+ f (s, x(s), y(s))]ds +
T∫
t
S(s − t)y(s) dw(s).
(2)
Definition 2. System (2) is said to be approximately controllable on the interval [0, T ] if
R0(ξ) = X, where Rt (ξ ) = {x(t; ξ,u): u ∈ L2F([0, T ];U)}.
The following are the main assumptions assumed in the manuscript.
(L1) There exists L> 0 such that∥∥f (t, x1, y1)− f (t, x2, y2)∥∥L(‖x1 − x2‖ + ‖y1 − y2‖),
for each t ∈ [0, T ], x1, x2 ∈ X and y1, y2 ∈ L02.
(L2) f (t,0,0) ∈ L2([0, T ],X).
(L3) The linear evolution equation given by{
x′(t) = Ax(t)+Bu(t), t ∈ [0, T ],
x(0) = x0 ∈ X (3)
is approximately controllable on every [0, s], 0 < s  T . In [12] it is shown that ap-
proximate controllability of (3) on [0, s] is equivalent to convergence of the operator
α(αI + Γ s0 )−1 to zero operator in the strong operator topology as α → 0+.
(L4) (a) γ is a concave nondecreasing continuous functions on R+ (the set of all nonnegative
real numbers) and that
γ (0) = 0, γ (x) > 0 for x > 0,
∫
0+
1
γ (x)
dx = +∞.
(b) For all x1, x2 ∈ X and y1, y2 ∈ L02 the following non-Lipschitz condition holds:∥∥f (s, x1, y1)− f (s, x2, y2)∥∥2  γ (‖x1 − x2‖2)+K1‖y1 − y2‖2.
(L5) The function f : [0, T ] ×X ×L02 → X is bounded.
J.P. Dauer et al. / J. Math. Anal. Appl. 323 (2006) 42–56 45Remark 3. The functions γ (x) = cx, c > 0, and
γ (x) =
{
x log(x−1), 0 < x  ε,
ε log(ε−1)+ γ ′(ε−)(x − ε)
satisfy the assumption (L4)(a).
Remark 4. If (L4) holds, then one can always find positive constants a and b such that 0 
γ (x) a + bx for any x  0. Hence, γ (x) max{a, b}(1 + x) and then, for any x ∈ X,
γ
(‖x‖2)K0(1 + ‖x‖2).
Therefore,∥∥f (s, x, y)∥∥2  2∥∥f (s,0,0)∥∥2 + 2γ (‖x‖2)+ 2K1‖y‖2
 2K0 + 2
∥∥f (s,0,0)∥∥2 + 2K0‖x‖2 + 2K1‖y‖2. (4)
3. Existence and uniqueness theorem: Lipschitz case
In this section, first we study the existence and uniqueness of the mild solution to the following
linear BSEE:{
x(t) = S(T − t)ξ + ∫ T
t
S(s − t){Bu(s)+ f (s)}ds
+ ∫ T
t
S(s − t)y(s) dw(s), (5){
u(s) = −BS(s)(αI + Γ T0 )−1(S(T )Eξ − h)
−BS(s) ∫ T
s
(αI + Γ r0 )−1S(r)E{f (r) | Fs}dr. (6)
To prove the existence and uniqueness result for (5)–(6), we need the following lemma, see
also [10].
Lemma 5. For any pair (f, g) ∈ L2F([0, T ],X) × L2F([0, T ],L02), Eq. (5) has a unique solution
in Mβ [0, T ]. Moreover,
E sup
tsT
e2βs
∥∥x(s)∥∥2 + E
T∫
t
e2βs
∥∥y(s)∥∥2 ds
 24M2S
(
1 + M
4
SM
4
B
βα2
(T − t)
)
e2βT E‖ξ‖2 + 24M
4
SM
4
B
βα2
(T − t)e2βT ‖h‖2
+12M
2
S
β
(
1 + M
4
SM
4
B
α2
(T − t)2
) T∫
t
e2βrE
∥∥f (r)∥∥2 dr. (7)
Proof. Equation (5) is linear BSEE. By [10, Lemma 2.1], it admits a unique solution (x, y) ∈
Mβ [0, T ] given by
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T∫
t
S(s − t)BE{u(s) | Ft}ds
+
T∫
t
S(s − t)E{f (s) | Ft}ds, (8)
y(t) = S(T − t)L(t)−
T∫
t
S(s − t)K(s, t) ds, (9)
where, by the martingale representation theorem [6], the processes
L ∈ L2F
([0, T ],L02) and K ∈ L2F([0, T ] × [0, T ],L02)
satisfy the following relations:
E
{
ξ | Ft
}= Eξ +
t∫
0
L(θ)dw(θ),
E
{
f (s) | Ft
}= Ef (s)+
t∫
0
K(s, θ) dw(θ).
Moreover, the following estimates hold:
E
s∫
t
∥∥K(s, r)∥∥2 dr  4E∥∥f (s)∥∥2, (10)
E
T∫
t
∥∥L(r)∥∥2 dr  4E‖ξ‖2. (11)
Now, we estimate the solution (x, y) given by (8) and (9) in Mβ [t, T ]. From (8) it follows that
E sup
tsT
e2βs
∥∥x(s)∥∥2  3M2SE sup
tsT
e2βs
∥∥E{ξ | Fs}∥∥2
+ 3M2SM2BE sup
tsT
e2βs
( T∫
s
E
{∥∥u(r)∥∥ ∣∣ Fs}dr
)2
+ 3M2SE sup
tsT
e2βs
( T∫
s
E
{∥∥f (r)∥∥ ∣∣ Fs}dr
)2
= I1 + I2 + I3. (12)
Firstly, we estimate I1, using the martingale inequality, as follows:
I1  3M2S e2βT E sup
tsT
∥∥E{ξ | Fs}∥∥2  12M2S e2βT E‖ξ‖2. (13)
Secondly for I2, we have
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tsT
(
E
{
eβs
T∫
s
∥∥u(r)∥∥dr ∣∣∣ Fs
})2
 3M2SM2BE sup
tsT
(
E sup
tτT
{
eβτ
T∫
τ
∥∥u(r)∥∥dr ∣∣∣ Fs
})2
.
By the martingale inequality, we have
I2  12M2SM2BE
(
sup
tτT
eβτ
T∫
τ
∥∥u(r)∥∥dr
)2
 12M2SM2BE sup
tτT
{
e2βτ
( T∫
τ
e−2βr dr
)( T∫
τ
e2βr
∥∥u(r)∥∥2 dr
)}
 12M2SM2BE sup
tτT
1
2β
[
1 − e−2β(T−τ)]
T∫
τ
e2βr
∥∥u(r)∥∥2 dr

6M2SM2B
β
E
T∫
t
e2βr
∥∥u(r)∥∥2 dr.
It is not hard to estimate the control u given by (6) as follows:
E
∥∥u(r)∥∥2  4M2SM2B
α2
(
M2SE‖ξ‖2 + E‖h‖2
)+ 2M4SM2B
α2
(T − r)
T∫
r
∥∥E{f (s) | Fr}∥∥2 ds.
Consequently,
I2 
24M4SM
4
B
βα2
(T − t)e2βT (M2SE‖ξ‖2 + E‖h‖2)
+ 12M
6
SM
4
B
βα2
E
T∫
t
(T − r)
T∫
r
e2βsE
∥∥f (s)∥∥2 ds dr

24M4SM
4
B
βα2
(T − t)e2βT (M2SE‖ξ‖2 + E‖h‖2)
+ 12M
6
SM
4
B
βα2
(T − t)2
T∫
t
e2βsE
∥∥f (s)∥∥2 ds. (14)
Finally, one can get the estimate for I3 as follows:
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tsT
(
E sup
tτT
{
eβτ
T∫
τ
∥∥f (r)∥∥dr
} ∣∣∣ Fs
)2
 12M2SE
(
sup
tτT
eβτ
T∫
τ
∥∥f (r)∥∥dr
)2
 12M2SE sup
tτT
1
2β
[
1 − e−2β(T−τ)]
T∫
τ
e2βr
∥∥f (r)∥∥2 dr

6M2S
β
T∫
t
e2βrE
∥∥f (r)∥∥2 dr. (15)
Consequently, combining (12)–(15), we have
E sup
tsT
e2βs
∥∥x(s)∥∥2  12M2S
(
1 + 2M
4
SM
4
B
βα2
(T − t)
)
e2βT E‖ξ‖2
+ 24M
4
SM
4
B
βα2
(T − t)e2βT ‖h‖2
+ 6M
2
S
β
(
1 + 2M
4
SM
4
B
α2
(T − t)2
) T∫
t
e2βrE
∥∥f (r)∥∥2 dr. (16)
Next we estimate y defined by (9), by using (10) and (11), as follows:
E
T∫
t
e2βs
∥∥y(s)∥∥2 ds  3E
T∫
t
e2βs
∥∥g(s)∥∥2 ds + 3M2SE
T∫
t
e2βs
∥∥L(s)∥∥2 ds
+ 3M
2
S
2β
E
T∫
t
T∫
s
e2βr
∥∥K(s, r)∥∥2 dr ds
 3E
T∫
t
e2βs
∥∥g(s)∥∥2 ds + 12M2S e2βT E‖ξ‖2
+ 3M
2
S
2β
E
T∫
t
r∫
t
e2βr
∥∥K(s, r)∥∥2 ds dr
 3E
T∫
t
e2βs
∥∥g(s)∥∥2 ds + 12M2S e2βT E‖ξ‖2
+ 6M
2
S
β
T∫
t
e2βrE
∥∥f (r)∥∥2 dr. (17)
The inequalities (16) and (17) imply (7). 
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following BSEE under the Lipschitz condition:
{
x(t) = S(T − t)ξ + ∫ T
t
S(s − t)[Bu(s, x, y)+ f (s, x(s), y(s))]ds
+ ∫ T
t
S(s − t)y(s) dw(s), (18){
u(s, x, y) = −BS(s)(αI + Γ T0 )−1(S(T )Eξ − h)
−BS(s) ∫ T
s
(αI + Γ r0 )−1S(r)E{f (r, x(r), y(r)) | Fs}dr. (19)
Theorem 6. Under the conditions (L1) and (L2), BSEE (18)–(19) admits a unique solution
(x, y) ∈ Mβ [0, T ].
Proof. For any fixed (x¯, y¯) ∈ Mβ [0, T ], it follows from (L1) and (L2) that f (·, y¯(·), z¯(·)) ∈
L2F([0, T ],X), u(·, x¯, y¯) ∈ L2F([0, T ],U). Then, by Lemma 5, the equation
x(t) = S(T − t)ξ +
T∫
t
S(s − t)[Bu(s, x¯, y¯)+ f (s, x¯(s), y¯(s))]ds
+
T∫
t
S(s − t)y(s) dw(s), (20)
has a unique solution in Mβ [0, T ]. Thus the operator Φ :Mβ [0, T ] → Mβ [0, T ] defined by
Φ(x¯, y) = (x, y),
where (x, y) is the solution of (20), is a well-defined operator. Moreover, the inequality (7)
implies that
∥∥Φ(x¯, y¯)−Φ(x˜, y˜)∥∥2
β,0

12M2S
β
(
1 + M
4
SM
4
BT
2
α2
) T∫
0
e2βsE
∥∥f (s, x¯(s), y¯(s))− f (s, x˜(s), y˜(s))∥∥2 ds

24M2SL
2
β
(
1 + M
4
SM
4
BT
2
α2
) T∫
0
e2βsE
(∥∥x¯(s)− x˜(s)∥∥2 + ∥∥y¯(s)− y˜(s)∥∥2)ds

24M2SL
2
β
(
1 + M
4
SM
4
BT
2
α2
)
max{1, T }∥∥(x¯, y¯)− (x˜, y˜)∥∥2
β,0.
Now we can choose β > 0 large enough to get the contractivity of the operator Φ on Mβ [0, T ],
which in turn implies the existence of a fixed point (x, y) of Φ . It is clear that this (x, y) is a
unique solution to BSEE (18)–(19). 
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In this section we investigate the existence and uniqueness of the solution to Eqs. (18)–(19)
in more general case by using a Picard-type iteration when the function f (s, x, y) satisfies the
non-Lipschitz condition.
Let (xk, yk) be a sequence in Mβ [0, T ] defined recursively by⎧⎨
⎩
(x0(t), y0(t)) = (S(T − t)x(T ),0) = (S(T − t)ξ,0),
xk(t) = S(T − t)ξ +
∫ T
t
S(s − t)[Bu(s, xk−1, yk)+ f (s, xk−1(s), yk(s))]ds
+ ∫ T
t
S(s − t)yk(s) dw(s), k  1.
(21)
Here {
u(s, xk−1, yk) = −BS(s)(αI + Γ T0 )−1(S(T )Eξ − h)
−BS(s) ∫ T
s
(αI + Γ r0 )−1S(r)E{f (r, xk−1(r), yk(r)) | Fs}dr.
By Theorem 6, Eq. (21) has a unique solution (xk, yk) ∈ Mβ [0, T ], in other words the iteration
process is well defined.
Let us prove the following basic lemma.
Lemma 7. Under assumptions (L2) and (L4), the sequences
{
E sup
tsT
e2βs
∥∥xk(s)∥∥2} and
{
E
T∫
t
e2βs
∥∥yk(s)∥∥2 ds
}
are uniformly bounded.
Proof. By the inequality (7), we have
E sup
tsT
e2βs
∥∥xk(s)∥∥2 + E
T∫
t
e2βs
∥∥yk(s)∥∥2 ds
 24M2S
(
1 + M
4
SM
4
B
βα2
(T − t)
)
e2βT E‖ξ‖2 + 24M
4
SM
4
B
βα2
(T − t)e2βT ‖h‖2
+ 12M
2
S
β
(
1 + M
4
SM
4
B
α2
(T − t)2
) T∫
t
e2βrE
∥∥f (r, xk−1(r), yk(r))∥∥2 dr. (22)
By Remark 4, one can show that∥∥f (r, xk−1(r), yk(r))∥∥2  2K0 + 2∥∥f (s,0,0)∥∥2 + 2K0∥∥xk−1(r)∥∥2 + 2K1∥∥yk(r)∥∥2.
Substituting this into (22) gives
E sup
tsT
e2βs
∥∥xk(s)∥∥2 + E
T∫
t
e2βs
∥∥yk(s)∥∥2 ds
 C1 + 2
β
C2
T∫
e2βr
(
K0E
∥∥xk−1(r)∥∥2 +K1E∥∥yk(r)∥∥2)dr,
t
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C1 = 24M2S
(
1 + M
4
SM
4
B
βα2
T
)
e2βT E‖ξ‖2 + 24M
4
SM
4
B
βα2
T e2βT ‖h‖2
+ C2
β
T∫
0
e2βr
[
2K0 + 2
∥∥f (r,0,0)∥∥2]dr,
C2 = 12M2S
(
1 + M
4
SM
4
B
α2
T 2
)
.
One can choose β > 0, large enough to get
E sup
tsT
e2βs
∥∥xk(s)∥∥2 +
(
1 − 2
β
C2K1
)
E
T∫
t
e2βs
∥∥yk(s)∥∥2 ds
C1 + 2
β
C2K0
T∫
t
e2βrE
∥∥xk−1(r)∥∥2 dr
C1 + 2
β
C2K0
T∫
t
sup
1jk
e2βrE
∥∥xj (r)∥∥2 dr. (23)
Now let m be any integer. If 1 k m, then (23) gives
E sup
tsT
e2βs
∥∥xk(s)∥∥2  C1 + 2
β
C2K0
T∫
t
sup
1jm
e2βrE
∥∥xj (r)∥∥2 dr.
Therefore
sup
1km
(
E sup
tsT
e2βs
∥∥xk(s)∥∥2)C1 +C3
T∫
t
sup
1jm
(
E sup
rlT
e2βr
∥∥xj (l)∥∥2)dr,
where
C3 = 2
β
C2K0.
Application of the Gronwall inequality implies
sup
1km
(
E sup
tsT
e2βs
∥∥xk(s)∥∥2)C1 exp(C3(T − t)) C1 exp(C3T ).
Since m is arbitrary, the sequence {E suptsT e2βs‖xk(s)‖2} is bounded. Finally it follows from
(23) that
(
1 − 2
β
C2K1
)
E
T∫
t
e2βs
∥∥yk(s)∥∥2 ds  C1 + 2
β
C2K0
T∫
t
sup
1jk
e2βrE
∥∥xj (r)∥∥2 dr.
Thus the sequence {E ∫ T e2βs‖yk(s)‖2 ds} is also bounded. t
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Theorem 8. Under the conditions (L2) and (L4), BSEE (18)–(19) has a unique solution in
Mβ [0, T ].
Proof. Consider the sequences (xk, yk) and (xl, yl) in Mβ [0, T ] which are defined as in (21) for
k, l  1. Then using (7) and Jensen’s inequality, we have
E sup
tsT
e2βs
∥∥xk(s)− xl(s)∥∥2 +
T∫
t
e2βsE
∥∥yk(s)− yl(s)∥∥2 ds

12M2S
β
(
1 + M
4
SM
4
B(T − t)2
α2
)
×
T∫
t
e2βrE
∥∥f (r, xk−1(r), yk(r))− f (r, xl−1(r), yl(r))∥∥2 dr

12M2S
β
(
1 + M
4
SM
4
B(T − t)2
α2
)
×
T∫
t
e2βr
(
Eγ
(∥∥xk−1(r)− xl−1(r)∥∥2)+K1E∥∥yk(r)− yl(r)∥∥2)dr

12M2S
β
(
1 + M
4
SM
4
B(T − t)2
α2
) T∫
t
γ
(
E sup
srT
e2βr
∥∥xk−1(r)− xl−1(r)∥∥2)ds
+ 12M
2
SK1
β
(
1 + M
4
SM
4
B(T − t)2
α2
) T∫
t
e2βsE
∥∥yk(s)− yl(s)∥∥2 ds.
Choosing β > 0 large enough such that[
12M2SK1
(
1 +M4SM4B(T − t)2α−2
)]
β−1 < 1
for any 0 t  T , we have
E sup
tsT
e2βs
∥∥xk(s)− xl(s)∥∥2

12M2SK1
β
(
1 + M
4
SM
4
B(T − t)2
α2
) T∫
t
γ
(
E sup
srT
e2βr
∥∥xk−1(r)− xl−1(r)∥∥2)ds.
Set
δ(t) = lim
k,l→∞ sup E suptsT
e2βs
∥∥xk(s)− xl(s)∥∥2.
Hence by Lemma 7 and the Fatou lemma it is easily seen that
δ(t)
12M2SK1
β
(
1 + M
4
SM
4
BT
2
α2
) T∫
γ
(
δ(s)
)
ds.t
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δ(t) = lim
k,l→∞ sup E suptsT
e2βs
∥∥xk(s)− xl(s)∥∥2 = 0,
for all t ∈ [0, T ], which implies that
lim
k,l→∞ E suptsT
e2βs
∥∥xk(s)− xl(s)∥∥2 = 0.
Therefore, (xk) is a Cauchy sequence in L2F([0, T ],X). Denote the limit by x. On the other hand,
E
T∫
t
e2βs
∥∥yk(s)− yl(s)∥∥2 ds

6M2S
β
T∫
t
e2βrE
∥∥f (r, xk−1(r), yk(r))− f (r, xl−1(r), yl(r))∥∥2 dr

12M2S
β
T∫
t
e2βrγ
(
E sup
srT
∥∥xk−1(r)− xl−1(r)∥∥2)ds
+ 12M
2
SK1
β
E
T∫
t
e2βs
∥∥yk(s)− yl(s)∥∥2 ds.
If β > 0 is chosen to be large enough, we have
E
T∫
t
e2βs
∥∥yk(s)− yl(s)∥∥2 ds

12M2S
β − 12M2K1
T∫
t
e2βrγ
(
E sup
srT
∥∥xk−1(r)− xl−1(r)∥∥2)ds;
this implies that (yk) ⊂ L2F([0, T ],L20) is also a Cauchy sequence. Denote the limit by y.
Therefore, one can construct a convergent sequence (xk, yk) of the form (21) that has a limit
(x, y) ∈ Mβ [0, T ]. Now letting k → ∞ in (21), we obtain a desired solution of (18)–(19).
Uniqueness of the solution easily follows from the inequality (7). The theorem is proved. 
5. Approximate controllability
In this section we prove the main result of the article. First we introduce a lemma that gives a
formula for x(0) in terms of h, ξ, f .
Lemma 9. For arbitrary h ∈ X the control (6) transfers h to the state
x(0) = h+ α(αI + Γ T0 )−1(S(T )Eξ − h)+ αE
T∫
0
(
αI + Γ s0
)−1
S(s)f (s) ds (24)
at time T .
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x(0) = S(T )Eξ + E
T∫
0
S(s)
{
Bu(s)+ f (s)}ds
= S(T )Eξ − E
T∫
0
S(s)BBS(s)
(
αI + Γ T0
)−1(
S(T )Eξ − h)ds
− E
T∫
0
S(s)BBS(s)
T∫
s
(
αI + Γ r0
)−1
S(r)E
{
f (r) | Fs
}
dr ds
+ E
T∫
0
S(s)f (s) ds
= S(T )Eξ − Γ T0
(
αI + Γ T0
)−1(
S(T )Eξ − h)
−
T∫
0
Γ r0
(
αI + Γ r0
)−1
S(r)Ef (r) dr + E
T∫
0
S(s)f (s) ds
= h+ α(αI + Γ T0 )−1(S(T )Eξ − h)+ αE
T∫
0
(
αI + Γ s0
)−1
S(s)f (s) ds. 
Next we state and prove the approximate controllability result.
Theorem 10. Assume that (L3)–(L5) hold. Then the system (2) is approximately controllable.
Proof. Let (x, y) ∈ Mβ [0, T ] be a solution of the system (2) associated to the control u ∈
L2F([0, T ],U) given by (19). Then, by using (24), we have∥∥x(0)− h∥∥2  4∥∥α(αI + Γ T0 )−1∥∥2(M2SE‖ξ‖2 + ‖h‖2)
+ 2M2SE
( T∫
0
∥∥α(αI + Γ s0 )−1∥∥∥∥f (s, x(s), y(s))∥∥ds
)2
 4
∥∥α(αI + Γ T0 )−1∥∥2(M2SE‖ξ‖2 + ‖h‖2)
+ 2M2S
( T∫
0
∥∥α(αI + Γ s0 )−1∥∥2 ds
)(
E
T∫
0
∥∥f (s, x(s), y(s))∥∥2ds
)
.
Letting α → 0+, in a light of assumptions (L3) and (L5), we have ‖x(0) − h‖2 → 0, which
implies the approximate controllability. 
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Consider the partial differential system{
dxt (t, θ) = −[xθθ (t, θ)+ b(θ)u(t)+ f (t, x(t, θ))]dt − y(t, θ) dw(t),
x(t,0) = x(t,π) = 0, t > 0,
x(T ) = h,
(25)
where h ∈ X = L2[0,π], b ∈ X, u ∈ L2[0, T ], f :R × R → R is continuous and uniformly
bounded. Let B ∈ L(R,X) be defined as
(Bu)(θ) = b(θ)u, 0 θ  π, u ∈R, b(θ) ∈ X,
and let A :X → X be the operator defined by Az = z′′, with domain
D(A) = {z ∈ X | z, z′ are absolutely continuous, z′′ ∈ X, z(0) = z(π) = 0}.
Then
Az =
∞∑
n=1
(−n2)〈z, en〉en, z ∈ D(A),
where en(θ) = √2/π sin(nθ), 0  θ  π , n = 1,2,3, . . . . A generates a compact semigroup
S(t), t > 0, in X, and it is given by
S(t)z =
∞∑
n=1
e−n2t 〈z, en〉en, z ∈ X.
It is known that the associated deterministic linear system is approximately controllable on every
[0, t], t > 0, provided that
π∫
0
b(θ)en(θ) dθ = 0, for n = 1,2,3, . . . .
By Theorem 10 the system (25) is approximately controllable on [0, T ], provided that f satisfies
the condition (L4).
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