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We demonstrate electrical control of the neutral exciton fine-structure splitting in a single InAs/GaAs self-
assembled quantum dot by significantly reducing the splitting to near zero through the application of a vertical
electric field in the fast electron tunneling regime. This is verified by performing high-resolution photocurrent
spectroscopy of the two fine-structure split exciton eigenstates as a function of reverse bias voltage. Using the
qubit initialization scheme for a quantum-dot hole spin based on rapid electric-field ionization of a spin-polarized
exciton, our results suggest a practical approach towards achieving qubit initialization with near-unity fidelity in
the absence of magnetic fields.
DOI: 10.1103/PhysRevB.93.045316
A promising candidate for a solid-state qubit is the spin of an
electron or hole confined in a semiconductor quantum dot (QD)
due to its long relaxation and decoherence times [1–3] and its
scalability into large arrays. For the practical implementation
of quantum computing based on such qubits, a necessary
requirement is the fast initialization of individual spins with
high fidelity and within a scalable device architecture [4]. With
the belief that hole spins [5–16] are at least as suitable as qubits
compared to electron spins [17–21] due to their weak hyperfine
interaction with the nuclear spin ensemble and vanishing
phonon-coupled spin relaxation in the limit of a zero magnetic
field and with the recent demonstration of optical coherent
spin manipulation and readout without magnetic fields [22],
there has been an increased interest recently [12,23–25] in
demonstrating fast high-fidelity hole spin initialization without
magnetic fields via rapid electric-field ionization of a spin-
polarized neutral exciton (X0). However, the achieved fidelities
using this initialization scheme have so far been limited by an
intrinsic X0 fine-structure splitting δFS [26], which causes X0
spin precession prior to the ionization via electron tunneling.
Here we demonstrate electrical control of the X0 fine-
structure splitting in a single InAs/GaAs self-assembled QD
by greatly decreasing δFS to values approaching zero through
the application of a vertical electric field in the fast electron
tunneling regime. This is confirmed by performing high-
resolution photocurrent (PC) spectroscopy of the two linearly
polarized fine-structure split X0 eigenstates as a function of
reverse bias voltage using resonant continuous-wave (cw) laser
excitation. Compared to other approaches [24,27–30], our
results may provide a practical approach towards achieving
near-unity fidelity initialization of individual hole spin qubits
without magnetic fields through the application of a vertical
electric field, which may be realized within a scalable device
architecture towards a future quantum computer.
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The device used in this paper was designed for single-QD
PC measurements and fabricated as an n−i-Schottky photodi-
ode structure based on a two-dimensional electron gas (2DEG).
A single layer of InAs/GaAs self-assembled QDs, which was
grown to yield a low surface density of QDs (∼109 cm−2), was
embedded in a 250-nm-thick layer of i-GaAs and positioned
50 nm above a Si δ-doped GaAs layer (Nd = 5 × 1012 cm−2)
from which the 2DEG is derived and confined in the resultant
V-shaped potential well [31,32]. In order to perform single-QD
PC measurements, submicrometer-sized apertures were etched
into an Al shadow mask via electron-beam lithography to
isolate single QDs. In addition, Cr/Au bond pads were formed
on both the Schottky contact and the ohmic contact (which
was made to the 2DEG) to allow for electrical connection
of the device to an external voltage source and current meter.
Further details of the device structure can be found in Ref. [12].
Prior to single-QD PC measurements, we first performed bias-
dependent microphotoluminescence spectroscopy in order to
promptly locate isolated single QDs, measure their particular
X0 transition energy, and determine the bias voltage range
within which a single-QD PC signal may be expected as a
result of e−h pair ionization and tunneling out from the QD
following resonant laser excitation of the X0 transition [33,34].
PC spectra of the two X0 fine-structure split eigenstates,
which are characterized by linear polarizations along the
[110] and [1¯10] crystallographic axes, are obtained by using
linearly polarized cw laser fields aligned with the [110] and
[1¯10] axes, respectively. This is achieved by using the method
of sweeping the X0 transition energy through a fixed laser
energy E0laser via the quantum-confined Stark effect (QCSE) by
tuning the bias voltage Vb (or vertical electric field F ) across
the device [12,34–36]. Such a PC measurement is shown in
Fig. 1 for a given QD using E0laser = 1364.38 meV where the
[110] and [1¯10] axes are parallel to the laboratory’s vertical
and horizontal axes, respectively, and the spectra are shifted
vertically in the figure with respect to each other for clarity.
The broad spectral linewidth of the PC peaks is the result
of the fast picosecond-time-scale electron tunneling out of
the QD under such high electric fields. By fitting Lorentzian
curves to the PC peaks (solid lines), corresponding values
of Vb and X0 transition energies, which are known from the
value of E0laser, can be obtained for each linearly polarized
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FIG. 1. PC spectra of the two X0 fine-structure split eigenstates,
which are characterized by linear polarizations along the [110] and
[1¯10] crystallographic axes for a given value of E0laser. The [110] and
[1¯10] axes are parallel to the laboratory’s vertical and horizontal axes,
respectively, and the spectra are shifted vertically in the figure with
respect to each other for clarity. By fitting Lorentzian curves to the
PC peaks (solid lines), corresponding values for Vb and X0 transition
energies can be obtained for each linearly polarized X0 eigenstate.
X0 eigenstate. By repeating the above measurements for a
series of distinct values of E0laser throughout the range within
which a measurable X0 PC peak can be obtained, a set of
corresponding values of Vb and X0 transition energies are
produced for each eigenstate. Figure 2 shows pairs of spectra
of the X0 eigenstates for three distinct values of E0laser, which
are indicated in the figure, whereas Fig. 3 is a plot of the set
of corresponding values of Vb and X0 transition energies for
each eigenstate throughout the Vb range within which a PC
peak can be obtained. Due to the QCSE, a quadratic curve
of X0 transition energy as a function of Vb, which is given by
E(Vb) = AVb2 + BVb + C, can be fit to the experimental data
in Fig. 3 (solid lines), yielding a precise relation between Vb
FIG. 3. Plot of the set of corresponding values of Vb and X0
transition energies for each linearly polarized eigenstate throughout
the Vb range within which a PC peak can be obtained. Due to the
QCSE, a quadratic curve E(Vb) = AVb2 + BVb + C can be fit to the
experimental data (solid lines), yielding a precise relation between
Vb and X0 transition energies for each eigenstate. The results of such
quadratic fits are shown in the table for each eigenstate.
and X0 transition energies for each of the linearly polarized
eigenstates. The results of such quadratic fits are shown in
the table in Fig. 3 for each eigenstate. Therefore, for the Vb
range within which a PC peak can be measured, δFS as a
function of Vb is obtained by taking the difference between the
quadratic fit curves of the two linearly polarized X0 eigenstates
as shown by the solid curve in Fig. 4 where a positive value of
δFS corresponds to a higher energy for the [1¯10] horizontally
polarized eigenstate. Each data point of δFS in Fig. 4 is obtained
by taking the difference between E0laser for a given spectrum
of the [110] eigenstate and the transition energy of the [1¯10]
eigenstate as derived from its quadratic fit curve at the Vb value
corresponding to the peak Vb of the spectrum of the [110]
eigenstate. These values of δFS are reflected in the various
FIG. 2. Pairs of spectra of the X0 eigenstates for three distinct values of E0laser throughout the range within which a measurable X0 PC peak
can be obtained. By fitting Lorentzian curves to the PC peaks (solid lines), pairs of corresponding values for Vb and X0 transition energies can
be obtained. In each plot of the figure, spectra are shifted vertically with respect to each other for clarity. Values for δFS are indicated in the
figure for each pair of spectra and are obtained as described in the text.
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FIG. 4. X0 fine-structure splitting energy δFS as a function of Vb
throughout the Vb range within which a PC peak can be measured. The
solid curve is obtained by taking the difference between the quadratic
fit curves of the two linearly polarized X0 eigenstates in Fig. 3. Each
data point of δFS is obtained as described in the text.
PC spectra in Fig. 2. As can be seen in Fig. 4, there is a
significant reduction of δFS towards near zero with increasing
F or reverse bias voltage. For example, δFS decreases from a
value of 18 ± 2 μeV at F = 36.0 kV/cm (Vb = −1.0 mV) to
a value of 2 ± 4 μeV at F = 48.1 kV/cm (Vb = −302.6 mV).
Furthermore, at F = 52.4 kV/cm (Vb = −410.6 mV), δFS is
reduced to a value of 0.76 μeV. Although the error for this data
point is relatively large, the clear trend in the experimental
data of δFS vs F in Fig. 4 suggests that such near-zero
values of δFS are indeed plausible. It should be noted that the
experimental data in Fig. 4 cover the entire Vb range within
which a measurable X0 PC peak can be obtained. It should
also be noted that the X0 eigenstates are constantly aligned
with the [110] crystallographic axes throughout this range,
thereby eliminating the possibility of coherent coupling of
the eigenstates that would be observed as a rotation of the
orientation of the eigenstates in the plane of the QD [37].
The observed decrease in δFS with increasing F in Fig. 4
may be the result of an in-plane symmetrizing of the electron
and hole wave functions in the QD [38], a vertical spatial
separation of the wave functions in the QD [38,39], an in-plane
expansion of the exciton being pushed into the barriers that
leads to a reduction in the e−h exchange energy [30,40,41],
and/or an unknown physical mechanism which requires further
investigation. Finally, we note that we have also observed
results similar to those of the QD reported here in several other
single QDs with similar transition energies in our sample.
We have demonstrated electrical control of the X0 fine-
structure splitting in a single QD by greatly reducing δFS to
near zero through the application of a vertical electric field
in the fast electron tunneling regime. This was confirmed
by performing high-resolution PC spectroscopy of the two
fine-structure split eigenstates as a function of reverse bias
voltage. Our results suggest a practical approach towards
realizing ultrafast initialization of individual hole spin qubits
with near-unity fidelity in the absence of magnetic fields.
For example, when F = 48.1 kV/cm (Vb = −302.6 mV) a
theoretical fidelity of >99.99 999% (or, equivalently, a loss in
fidelity of <10−7) is predicted [42] for the QD used here, while
the initialization time and hole lifetime are 0.6 and 474.5 ps,
respectively. Although the above hole lifetime is relatively
short for achieving efficient spin storage [12,25] (which is the
reason we refrained from presenting hole spin initialization
measurements here), this may be easily resolved by using
techniques, such as postgrowth thermal annealing [29], to
appropriately reduce the as-grown inhomogeneous δFS of the
QD ensemble. This would allow the electric field required to
achieve near-zero δFS to be lower where hole lifetimes may be
sufficiently long to allow for efficient spin storage while still
meeting the requirements for speed in hole spin initialization
[12]. Additionally, thermal annealing would cause the QD
carrier confinement in the growth direction to become more
shallow, further increasing the hole lifetime relative to a
constant electron lifetime, which would have shifted to a
lower electric field [12]. Thermal annealing, however, does
not diminish the necessity to be able to electrically tune
δFS to near zero since individual QDs would still have to
be independently fine-tuned within the ensemble. Therefore,
our results represent an important step towards the practical
implementation of ultrafast initialization of individual hole
spin qubits with near-unity fidelity within a scalable device
architecture.
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