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Résumé
Dans cet article, on s’intéresse à l’équation de Schrödinger cubique en dimension 3. Grâce à une
randomisation des données initiales, comme l’on fait N.Burq et N.Tzvetkov, on construit des
ensembles de solutions globales pour des données qui sont dans L2(R3), alors que le problème
est H1/2(R3) critique. Le point clef de la démonstration est l’existence d’une estimée bilinéaire
de type Bourgain pour l’oscillateur harmonique.
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Dans cet article, on explique comment construire des solutions globales pour certaines
équations de Schrodinger sur-critiques. On considère les équations de Schrödinger sui-
vantes :  i
∂u˜
∂t
+∆u˜ = K|u˜|p−1u˜
u˜(0, x) = u0(x),
(NLS)
où K ∈ {−1, 1} et p désigne un entier impair. Alors, on peut trouver dans [Ta1] les théo-
rèmes suivants : il existe un espace XsT continûment injecté dans C
0([−T, T ], Hs(Rd))
vérifiant les faits suivants :
- Si p < 1 + 4d−2s (cas sous-critique) alors pour tout R > 0, il existe TR > 0 tel que
si ||u0||Hs(Rd) ≤ R, alors il existe une unique solution locale u ∈ XsT à l’équation (NLS).
De plus, l’application u0 ∈ BHs(0, R) → u ∈ XsT est continue. Cela signifie que le pro-
blème est localement bien posé.
Si T peut être choisi égal à ∞, on dit que le problème est globalement bien posé. C’est
le cas par exemple si s = 0 ou si s = 1 et K = 1. De manière générale, si K = −1 ou si s
est très proche de 0, le problème de globalisation est délicat.
Dans le cas où le problème est globalement bien posé, il est naturel d’étudier le compor-
tement de la solution en +∞.
Par exemple, pour p = 3, d = 3 et s = 1, nous pouvons obtenir pour tout u0 ∈ H1(Rd),
l’existence de u+ ∈ H1(Rd) tel que lim
t→∞
||u(t) − eit∆u+||Hs(Rd) = 0. Lorsque cette pro-
priété est vérifiée, on parle de "scattering". Il existe des situations où le problème est
globalement bien posé mais où le scattering n’est pas vérifié.
- Si p = 1+ 4d−2s (cas critique), on peut démontrer l’existence locale d’une unique solution
pour chaque donnée initiale comme dans le cas sous-critique, mais le temps d’existence
de la solution ne dépend pas uniquement de ||u0||Hs(Rd) et le problème de globalisation
est un problème complexe.
- Si p > 1 + 4d−2s (cas sur-critique), il existe une suite de réels tn ∈ R et une suite
de fonctions un ∈ Hs(Rd) telles que lim
n→∞
||un||Hs(Rd) = 0 et lim
n→∞
||un(tn, .)||Hs(Rd) = 0
où un(t, .) désigne une solution de l’équation (NLS) avec donnée initiale correspondante.
Par conséquent, le flot de l’équation (NLS) n’est pas continue en 0, le problème n’est
pas bien posé et les méthodes usuelles ne permettent pas l’étude de l’équation dans cette
situation.
Dans la majeure partie de cet article, on s’intéresse au cas p = 3, d = 3 qui est donc
H1/2(R3) critique et nous allons construire un nombre infini non dénombrable de so-
lutions globales pour des données initiales qui sont moralement dans L2(R3). Dans la
section 9, on expliquera comment généraliser ce résultat (en dimension supérieure à 2)
pour toutes équations de moins d’une demi dérivée sur-critique.
Pour établir ce résultat, on utilise les idées de N.Burq, L.Thomann et N.Tzvetkov dé-
veloppées dans [BT2] et [BTT] en rendant la donnée initiale aléatoire dans l’espoir de
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gagner des dérivées dans un certain espace Lp pour p 6= 2.
Tout d’abord, en section 4, on vérifie que la donnée initiale rendue aléatoire ne per-
met pas de gagner de dérivées dans L2 et que le problème reste sur-critique avec le
même indice. On prouve également que notre donnée aléatoire est grande dans Hs pour
0 < s ≪ 1. Ainsi, comme le théorème 2 de [CGP], nos solutions construites seront éga-
lement valables pour des équations sur-critiques avec données initiales grandes.
La preuve du théorème repose essentiellement sur deux résultats intermédiaires :
-la transformation de lentille (utilisée en dimension 1 dans [BTT] et que nous pouvons
généraliser en toutes dimensions) qui nous permet de se ramener à prouver un théorème
d’existence locale sur ]− π4 ; π4 [ pour l’équation de Schrödinger avec potentiel harmonique
(voir section 2.3).
-l’existence d’une estimée bilinéaire pour l’oscillateur harmonique (voir section 3) qui
permet de gagner la demi dérivée sur les termes d’ordre 1 en u0. Cette estimée est l’ana-
logue de l’estimée bilinéaire pour le Laplacian prouvée par Bourgain (voir [S] pour avoir
une preuve).
En sections 5 et 6, par analogie au théorème 1 de [CG1] ou le théorème 2 de [CG2],
en utilisant les deux résultats intermédiaires précédents, on peut prouver que si la don-
née initiale est assez petite pour une certaine norme alors nous pouvons appliquer un
théorème de point fixe et obtenir une solution globale pour l’équation (NLS).
Pour conclure, il suffit de vérifier que la probabilité que la norme de la donnée initiale
soit petite n’est pas nulle. En utilisant les méthodes de N.Burq et N.Tzevtkov dévelop-
pées dans les paragraphes 3 et 4 de [BT2], en ayant choisi comme fonctions propres pour
l’oscillateur harmonique les fonctions tenseurs pour avoir la meilleure décroissance pos-
sible, on peut évaluer la régularité de la donnée initiale (section 7) et prouver le théorème
(section 8).
1. Introduction et notations
En dimension d’espace d quelconque, on pose H = −∆+ x2 l’oscillateur harmonique.
On note λ2n les valeurs propres et hn les fonctions propres de H que l’on indexe par n ∈ N.
On a donc
Hhn = λ
2
nhn, ∀n ∈ N.
On note W s,p(Rd) et Hs(Rd) les espaces de Sobolev usuels. Puis, on définit les espaces
de Sobolev harmoniques.
Définition 1 L’espace H
s
(Rd) est défini comme la fermeture de l’espace de Schwartz
pour la norme
||u||Hs(Rd) = ||Hs/2u||L2(Rd).
Définition 2 De manière similaire, l’espace W
s,p
(Rd) est défini comme la fermeture de
l’espace de Schwartz pour la norme
||u||W s,p(Rd) = ||Hs/2u||Lp(Rd).
Dans [DG], nous pouvons trouver la proposition suivante :
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Proposition 3 Pour tout 1 < p <∞, s ≥ 0, il existe une constante C > 0 telle que
1
C
||u||W s,p(Rd) ≤ ||∇su||Lp(Rd) + || < x >s u||Lp(Rd) ≤ C||u||W s,p(Rd).
Pour simplifier les calculs, on suppose p = 3 et d = 3 dans l’équation (NLS). Néanmoins,
les résultats peuvent être obtenus de manière similaire pour d ≥ 2 car la preuve est basée
sur l’estimée bilinéaire que nous démontrons pour d ≥ 2.
On suppose que les fonctions propres de l’oscillateur harmonique sont données par les
fonctions propres tenseurs, c’est à dire
hn(x, y, z) = hn1(x)hn2 (y)hn3(z) (1)
où (−∂2x + x2)hn1 = λ2n1hn1 , (−∂2y + y2)hn2 = λ2n2hn2 , (−∂2z + z2)hn3 = λ2n3hn3
et λ2n1 + λ
2
n2 + λ
2
n3 = λ
2
n.
Ensuite, supposons donnée (Ω, A, P ) un espace de probabilité et (gn(ω))n∈N une suite de
variables aléatoires indépendantes et identiquement distribuées telle que E(|gn|2) <∞.
Soit u0 ∈ Hσ(R3), c’est à dire
u0(x) =
∑
n∈N
cnhn(x) où
∑
n∈N
λ2σn |cn|2 <∞,
et considérons l’application ω −→ u0(ω, .) de (Ω, A) dans Hσ(R3) que l’on équipe de sa
tribu borélienne, définie par u0(ω, x) =
∑
n∈N
cngn(ω)hn(x).
On peut vérifier que l’application ω −→ u0(ω, .) est dans L2(Ω, Hσ(R3)) et on définit µ
comme la loi de cette variable aléatoire. Il est alors possible d’appliquer le théorème de
transfert suivant :
P (ω ∈ Ω/Ψ(u0(ω, .)) ∈ A) = µ(f ∈ Hσ(R3)/Ψ(u0) ∈ A), (2)
pour toute application Ψ : (H
σ
(R3),B(Hσ(R3))) → (R,B(R)) mesurable et ensemble
A ∈ B(R).
Premièrement, supposons que (gn(ω))n∈N est une suite de variables indépendantes gaus-
siennes complexes standards (c’est à dire que la densité de gn est donnée par 1π e
−|z|2dL
où dL désigne la mesure de Lebesgue sur C) alors nous avons les deux théorèmes suivants :
Theorem 4 Soient σ ∈]0, 12 [ avec u0 ∈ H
σ
(R3) et s ∈] 12 , 12 + σ[, alors il existe un
ensemble Ω′ ⊂ Ω vérifiant les conditions suivantes :
i) P (Ω′) > 0.
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l’équation (NLS)
dans l’espace eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ et L− ∈ Hs(R3) telles que
lim
t→∞
||u˜(t)− eit∆u0(ω, .)− eit∆L+||Hs(R3) = 0,
lim
t→−∞
||u˜(t)− eit∆u0(ω, .)− eit∆L−||Hs(R3) = 0.
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De plus, pour tous σ′ > σ et α ∈]0, 1], il existe deux constantes R et C > 0 telles que
- si u0 /∈ Hσ
′
(R3) alors P (ω ∈ Ω/u0(ω, .) ∈ Hσ′(R3)) = 0,
- si u0 ∈ Hσ
′
(R3) avec ||u0||
H
σ′
(R3)
≥ R alors
P (Ω′) ≥ (1 − α)× e−C||u0||
6
σ′−σ
Hσ
′
(R3)
log ||u0||
Hσ
′
(R3) .
Theorem 5 Si 12 > σ > 0 et u0 ∈ H
σ
(R3) alors
lim
η→0
µ
(
u0 ∈ Hσ(R3)/ on ait existence globale et scattering | ||u0||Hσ(R3) ≤ η
)
= 1.
(3)
De plus, si (u10, u
2
0) ∈ H
σ
(R3)×Hσ(R3) alors pour tout ǫ > 0,
lim
η→0
µ1 ⊗ µ2
(
(u10, u
2
0) ∈ H
σ
(R3)×Hσ(R3)/u˜1 et u˜2
sont globales avec ||u˜1 − u˜2||X0 ≤ ǫ | ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= 1,
(4)
où µi correspond à la loi de la variable aléatoire ω → ui0(ω, .).
Deuxièmement, on suppose que gn = ǫ∗ bn où (bn(ω))n∈N est une suite de variables aléa-
toires Bernoulli standards (l’espérance est nulle) et ǫ > 0 alors nous avons le théorème
suivant :
Theorem 6 Soient σ ∈]0, 12 [ avec u0 ∈ H
σ
(R3) et s ∈] 12 , 12 +σ[ alors pour tout α ∈]0, 1]
il existe une constante ǫ > 0 et un ensemble Ωǫ,α vérifiant les conditions suivantes :
i) P (Ωǫ,α) ≥ 1− α.
ii) Pour tout élément ω ∈ Ωǫ,α, il existe une unique solution globale u˜ à l’équation (NLS)
dans l’espace eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ωǫ,α, il existe L+ et L− ∈ Hs(R3) telles que
lim
t→∞
||u˜(t)− eit∆u0(ω, .)− eit∆L+||Hs(R3) = 0,
lim
t→−∞
||u˜(t)− eit∆u0(ω, .)− eit∆L−||Hs(R3) = 0.
De plus, on a la relation α = C1e
− C2
ǫ2||u0||
2
Hσ(R3) et si u0 /∈ Hs(R3) alors
P (ω ∈ Ω/u0(ω, .) ∈ Hs(R3)) = 0.
2. Résultats préliminaires
Dans cette section, excepté dans la quatrième partie, on suppose la dimension d’espace
d quelconque.
2.1. Les estimées de Strichartz pour l’oscillateur harmonique
Dans ce premier paragraphe, on établit les estimées de Strichartz pour l’oscillateur
harmonique.
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Définition 7 Soient (q, r) ∈ [2,∞]2 alors on dit que (q, r) est admissible si et seulement
si
(q, r, d) 6= (2,∞, 2) et 2
q
=
d
2
− d
r
.
Définition 8 Pour s ∈ R et T ≥ 0, on définit
X
s
T =
⋂
(q,r) admissible
Lq([−T, T ],W s,r(Rd)).
Proposition 9 Pour tout temps T ≥ 0, il existe une constante CT > 0 telle que pour
toute fonction u ∈ Hs(Rd),
||e−itHu||XsT ≤ CT ||u||Hs(Rd).
Preuve. Quitte à remplacer u par eiTHu, il suffit de prouver l’estimation pour un certain
T > 0, par exemple pour T = π4 . De même, quitte à remplacer u par H
s
2u, on peut
limiter la preuve au cas où s = 0.
On a
e−itHu(t, x) =
(
1
cos 2t
)d/2
× eit∆u
(
1
2
tan 2t,
x
cos 2t
)
× e− ix
2 tan 2t
2 .
Ainsi, si le couple (q, r) est admissible, on obtient
||e−itHu||Lq(]−π4 ,π4 [,Lr(Rd))
=
∣∣∣∣∣∣∣∣ ( 1cos 2t
)d/2
× eit∆u
(
1
2
tan 2t,
x
cos 2t
)
× e− ix
2 tan 2t
2
∣∣∣∣∣∣∣∣
Lq(]−π4 ,π4 [,Lr(Rd))
=||eit∆u||Lq(R,Lr(Rd)).
Puis, nous pouvons utiliser les estimées de Strichartz pour le laplacien pour conclure. ⊠
Proposition 10 Pour tout temps T ≥ 0, il existe une constante CT > 0 telle que pour
tout couple (q, r) admissible, réel s et fonction F ∈ Lq′([T, T ],W s,r
′
(Rd)),∣∣∣∣∣∣∣∣ ∫ t
0
e−i(t−s)HF (s)ds
∣∣∣∣∣∣∣∣
X
s
T
≤ C||F ||
Lq′ ([−T,T ],Ws,r′ (Rd)).
Preuve. Il s’agit de la même preuve que celle des estimées de Strichartz pour le laplacien
que l’on peut trouver dans [Ta1]. En utilisant la proposition 9, par dualité, on obtient∣∣∣∣∣∣∣∣ ∫ T−T eisHF (s)
∣∣∣∣∣∣∣∣
H
s
(Rd)
≤ C||F ||
Lq′ ([−T,T ],W s,r′ (Rd)).
Et finalement, on établit que∣∣∣∣∣∣∣∣ ∫ T−T e−i(t−s)HF (s)ds
∣∣∣∣∣∣∣∣
X
s
T
≤ C||F ||
Lq′ ([−T,T ],W s,r′(Rd)),
puis nous pouvons conclure en utilisant le lemme de Christ-Kiselev. ⊠
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2.2. Quelques propriétés des espaces de Bourgain
Dans ce second paragraphe, on définit les espaces de Bourgain puis on établit leurs
différentes propriétés.
Définition 11 On définit l’espace X
s,b
= X
s,b
(R∗Rd) comme le complété de C∞0 (R∗Rd)
pour la norme
||u||2
X
s,b =
∑
n∈N
|| < t+ λ2n >b λsnP̂nu(t)||2L2t (R,L2x(Rd))
=
∑
n∈N
||Hs/2eitHPnu(t, .)||2L2x(Rd,Hbt (R)),
où P̂nu(t) désigne la transformée de Fourier de Pnu :=< u, hn >L2(Rd)×L2(Rd) ∗ hn par
rapport à la variable temps.
Remarque : Au vu de cette définition, il est important de noter que
||Hs/2eitHu(t, .)||L2x(Rd,Hbt (R)) ≤ ||u||Xs,b .
Dans [Ta1], corollaire 2.10, nous pouvons trouver la proposition suivante :
Proposition 12 Pour tout temps T ≥ 0 et entier b > 12 , il existe une constante CT > 0
telle que pour tout entier s ∈ R et pour tout couple admissible (q, r), si u ∈ Xs,b alors
u ∈ Lq([−T, T ],W s,r(Rd)) et
||u||Lq([−T,T ],W s,r(Rd)) ≤ CT ||u||Xs,b .
Dans les propositions 13 et 14, quitte à remplacer u par Hs/2u, nous pouvons limiter la
preuve au cas s = 0.
Grâce au lemme 2.4 de [BGT2], nous pouvons établir la proposition suivante :
Proposition 13 Pour tout θ ∈ [0, 1], si b > 1−θ2 alors il existe une constante C > 0
telle que pour tout entier s et toute fonction u ∈ Xs,b,
||u||
L
2
θ (R,H
s
(Rd))
≤ C||u||
X
s,b .
Preuve. À l’aide de la transformée de Fourier inverse, on a
Pnu(t) =
1
2π
∫
R
< τ + λ2n >
b
< τ + λ2n >
b
× eitτ × P̂nu(τ) dτ.
Puis, pour b > 12 , on obtient par l’inégalité de Cauchy-Schwarz que
|Pnu(t)| ≤ C
(∫
R
< τ + λ2n >
2b |P̂nu(τ)|2 dτ
)1/2
.
Ainsi, en élevant au carré, en intégrant sur Rd puis en sommant pour n ∈ N, on obtient
pour tout réel b > 12 et fonction u ∈ X
0,b
,
||u||L∞(R,L2(Rd)) ≤ C||u||X0,b .
Mais, par définition,
||u||L2(R,L2(Rd)) = ||u||X0,0
donc le résultat suit par interpolation. ⊠
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Proposition 14 Pour toute constante 1 > δ > 0, il existe deux constantes b′ < 12 et
C > 0 telles que pour tout entier s ∈ R et toute fonction u ∈ L1+δ(R, Hs(Rd)),
||u||
X
s,−b′ ≤ C||u||L1+δ(R,Hs(Rd)).
Proof. D’après la proposition 13, on a par dualité que pour tout θ ∈ [0, 1] et b > 1−θ2 , il
existe C > 0 telle que pour toute fonction u ∈ L 22−θ (R, L2(Rd))
||u||
X
0,−b ≤ C||u||
L
2
2−θ (R,L2(Rd))
.
Puis on choisit θ = 2δ1+δ et b =
1−θ+δ
2 <
1
2 pour obtenir la proposition. ⊠
Dans [Ta1], lemme 2.11, nous pouvons trouver la proposition suivante :
Proposition 15 Soit ψ ∈ C∞0 (R) alors pour tout b ≥ 0, il existe une constante C > 0
telle que pour tout s ∈ R et toute fonction u ∈ Xs,b,
||ψ(t)u||
X
s,b ≤ C||u||
X
s,b
Enfin, on donne une dernière proposition dont la preuve peut être trouvée au lemme 3.2
de [G] (en prenant b′ = 1− b et T = 1).
Proposition 16 Soit ψ ∈ C∞0 (R) alors pour tout 1 ≥ b > 12 , il existe une constante
C > 0 telle que pour tout s ∈ R et toute fonction F ∈ Xs,b−1,∣∣∣∣∣∣∣∣ψ(t)∫ t
0
e−i(t−s)HF (s) ds
∣∣∣∣∣∣∣∣
X
s,b
≤ C||F ||
X
s,b−1 .
À partir de maintenant, on pose T = π4 , puis on définit le nouvel espace de Bourgain qui
va nous intéresser.
Définition 17 On définit l’espace X
s,b
T = X
s,b
([−T ;T ] ∗Rd) comme le sous ensemble de
X
s,b
pour lequel la norme suivante
||u||
X
s,b
T
= inf
w∈Xs,b
{
||w||
X
s,b avec w|[−T,T ] = u
}
est finie.
La proposition 13 nous permet d’obtenir le résultat suivant :
Proposition 18 Soient b > 12 et s ∈ R alors X
s,b
T →֒ C0([−T, T ], H
s
(Rd)).
2.3. La transformation de Lentille
Dans ce troisième paragraphe, on définit la transformation de lentille puis on établit
ses propriétés fondamentales.
Définition 19 Pour u(t, x) une fonction mesurable de ]− π4 ; π4 [×Rd, on définit pour t ∈ R
et x ∈ Rd, la fonction u˜(t, x) de la façon suivante :
u˜(t, x) =
(
1√
1 + 4t2
)d/2
× u
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2 .
Dans [Ta2], on peut trouver la proposition suivante :
Proposition 20 Soit K ∈ R alors,
8
u est solution de i∂u∂t −Hu = K cos(2t)
d
2 (p−1)−2|u|p−1u
si et seulement si u˜ est solution de i∂u˜∂t +∆u˜ = K|u˜|p−1u˜ .
Définition 21 Pour s ∈ R, on définit
Xs =
⋂
(q,r) admissible
Lq(R,W s,r(Rd)).
Proposition 22 Soit s ≥ 0 alors il existe une constante C > 0 telle que pour tous
p ∈ [1,+∞] et q ∈ [1,+∞] vérifiant 2p + dq − d2 ≤ 0, on a pour toute fonction u ∈
Lp([−T, T ],W s,q(Rd)),
||u˜||Lp(R,W s,q(Rd)) ≤ C||u||Lp([−T,T ],W s,q(Rd)).
Preuve. Par interpolation, il suffit de prouver le résultat pour s = n ∈ N. Soit α ∈ Nd
avec |α| ≤ n, alors grâce à la formule de Leibniz, on obtient
∂αx u˜(t, x)
= ∂αx
((
1√
1 + 4t2
)d/2
× u
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2
)
=
(
1√
1 + 4t2
)d/2
×
∑
0≤β≤α
(
α
β
)
∂βx
(
u
(
1
2
arctan(2t),
x√
1 + 4t2
))
× ∂α−βx
(
e
ix2t
1+4t2
)
.
Puis, comme
| ∂α−βx (e
ix2t
1+4t2 )| ≤ Cα,β
(
1 + | x√
1 + 4t2
||α−β|
)
,
on établit
| ∂αx u˜(t, x)| ≤
∑
0≤β≤α
Cα,β
(
1√
1 + 4t2
)d/2+|β|
× |∂βxu|
(
1
2
arctan(2t),
x√
1 + 4t2
)
×
(
1 + | x√
1 + 4t2
||α−β|
)
.
Par conséquent,
||∂αx u˜||Lp(R,Lq(Rd))
≤
∑
0≤β≤α
Cα,β ||
(
1√
1 + 4t2
)d/2+d/q+|β|
× ||u
(
1
2
arctan(2t), .
)
||
W
|α|,q
(Rd)
||Lp(R)
≤
∑
0≤β≤α
Cα,β ||
(
1√
1 + tan2 2t
)d/2+d/q−2/p+|β|
× u(t, x)||
Lp([−T,T ],W |α|,q(Rd)).
Pour conclure, il suffit de remarquer que d2 +
d
q − 2p + |β| ≥ 0 pour β ∈ Nd. ⊠
Finalement, on a établi la proposition suivante :
Proposition 23 Soient s ≥ 0 et u ∈ XsT alors u˜ ∈ Xs et il existe une constante C > 0
telle que pour tout u ∈ XsT ,
||u˜||Xs ≤ C||u||XsT .
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Et enfin, grâce à la proposition 12, on obtient la proposition suivante :
Proposition 24 Soient b > 12 , s ≥ 0 et u ∈ X
s,b
T alors u˜ ∈ Xs et il existe une constante
c > 0 telle que pour tout u ∈ Xs,bT ,
||u˜||Xs ≤ c||u||Xs,bT .
2.4. Propriétés basiques des fonctions propres de l’oscillateur harmonique
Dans ce quatrième paragraphe, on donne quelques estimations classiques des fonctions
propres tenseurs de l’oscillateur harmonique.
Proposition 25 Pour tout δ > 0, il existe une constante Cδ > 0 telle que pour tous
n,m, k ∈ N3,
||hn||L4(R3) ≤ Cλ−1/4n (logλn)3, (5)
||hn||L∞(R3) ≤ Cλ−1/6n , (6)
||hnhm||L2(R3) ≤ Cδ max(λn, λm)−1/2+δ, (7)
||hnhmhk||L2(R3) ≤ Cδmax(λn, λm, λk)−1/2+δ. (8)
Preuve. Les estimations (5) et (6) sont très connues en dimension 1 (voir [KT] pour une
démonstration).
Dans ce cadre en dimension 3, comme λ2n = λ
2
n1 + λ
2
n2 + λ
2
n3 alors il existe i ∈ (1, 2, 3)
tel que λ2ni ≥ λ
2
n
3 .
Ainsi, on obtient
||hn||L4(R3) = ||hn1 ||L4x(R)||hn2 ||L4y(R)||hn3 ||L4z(R)
≤ Cλ−1/4n1 λ−1/4n2 λ−1/4n3 log(λn1) log(λn2) log(λn3)
≤ Cλ−1/4n (log λn)3,
car λn1 ≤ λn, λn2 ≤ λn et λn3 ≤ λn.
Nous pouvons faire la même preuve pour l’estimation (6).
Ensuite, l’estimation (7) est démontrée en dimension 1 dans [BTT].
On peut supposer que max(λn, λm) = λn et max(λn1 , λn2 , λn3) = λn1 , alors
λ2n1 ≥ λ
2
n
3 ≥ λ
2
m
3 ≥
λ2m1
3 . Puis, grâce à (5), on obtient
||hnhm||L2(R3) = ||hn1hm1 ||L2x(R)||hm2hm2 ||L2y(R)||hn3hm3 ||L2z(R)
≤ ||hn1hm1 ||L2x(R)||hn2 ||L4y(R)||hm2 ||L4y(R)||hn3 ||L4z(R)||hm3 ||L4z(R)
≤ Cδλ−1/2+δn1
≤ Cδλ−1/2+δn .
Pour l’estimation (8), supposons que max(λn, λm, λk) = λn. Alors, en utilisant (6) et (7),
on trouve
||hnhmhk||L2(R3) ≤ ||hnhm||L2(R3)||hk||L∞(R3)
≤ Cδλ−1/2+δn
≤ Cδmax(λn, λm, λk)−1/2+δ.
Ce qui démontre la proposition. ⊠
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Lemma 26 Pour tout s ∈ R, il existe une constante C > 0 telle que pour toutes fonc-
tions f, g, h ∈ Hs(R),
||f(x)g(y)h(z)||Hs(R3) ≤ C × (||f ||Hs(R)||g||L2(R)||h||L2(R) + ||f ||L2(R)||g||Hs(R)||h||L2(R)
+ ||f ||L2(R)||g||L2(R)||h||Hs(R)).
Preuve. Il suffit d’établir le résultat dans le cas où f(x) = hn(x), g(y) = hm(y), h(z) =
hk(z).
Dans ce cas, on a
||f(x)g(y)h(z)||Hs(R3)
= || Hs/2[f(x)g(y)h(z)] ||L2(R3)
= || (λ2n + λ2m + λ2k)s/2[hn(x)hm(y)hk(z)] ||L2(R3)
≤ λsn||hn(x)hm(y)hk(z)||L2(R3) + λsm||hn(x)hm(y)hk(z)||L2(R3)
+ λsk||hn(x)hm(y)hk(z)||L2(R3)
≤ ||hn||Hs(R)||hm||L2(R)||hk||L2(R) + ||hn||L2(R)||hm||Hs(R)||hk||L2(R3)
+ ||hn||L2(R)||hm||L2(R)||hk||Hs(R). ⊠
Proposition 27 Pour tout δ > 0 et s ∈ [0, 1], il existe une constante C > 0 telle que
pour tous n,m, k ∈ N3,
|| hnhm||Hs(R3) ≤ C ×max(λn, λm)s−1/2+δ,
|| hnhmhk||Hs(R3) ≤ C ×max(λn, λm, λk)s−1/2+δ .
Preuve. Grâce à (7) et (8), par interpolation, il suffit d’établir les inégalités pour s = 1.
Pour la première inégalité, on peut supposer quemax(λn, λm) = λn etmax(λn1 , λn2 , λn3) =
λn1 .
En utilisant le lemme 26, (5) et le lemme A.8 de [BTT] avec θ = 1, on trouve
||hnhm||H1(R3) ≤ C × (||hn1hm1 ||H1(R) + ||hn2hm2 ||H1(R) + ||hn3hm3 ]||H1(R))
≤ C × (max(λn1 , λm1)1/2+δ +max(λn2 , λm2)1/2+δ +max(λn3 , λm3)1/2+δ)
≤ C ×max(λn, λm)1/2+δ.
Pour la seconde inégalité, on peut supposer que max(λn, λm, λk) = λn alors, grâce à
l’inégalité précédente,
||hnhmhk||H1(R3) ≤ ||hnhm||H1(R3)||hk||L∞(R3) + ||hnhm||L2(R3)||hk||W 1,∞(R3)
≤ C ×max(λn, λm)1/2+δλ−1/6k + C ×max(λn, λm)−1/2+δλ5/6k
≤ C ×max(λn, λm, λk)1/2+δ. ⊠
Proposition 28 Soient δ > 0, l ≥ 4 et N ≥ 1, alors il existe une constante CN > 0
telle que si on suppose
λn1 ≥ λ1+δn2 et λn2 ≥ λn3 ≥ ... ≥ λnl , cela implique que
∣∣∣∣ ∫
R3
l∏
i=1
hni(x)dx
∣∣∣∣ ≤ CNλ−Nn1 .
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Preuve. En utilisant (5) et (6), on obtient∣∣∣∣ ∫
R3
l∏
i=1
hni(x)dx
∣∣∣∣ ≤ λ−2kn1 × ||Hk( l∏
i=2
hni)hn1 ||L1(R3)
≤ λ−2kn1 × ||
l∏
i=2
hni ||H2k(R3)
≤ Ck × λ−2kn1 λ2kn2 ×
l∏
i=2
||hni ||L2(l−1)(R3)
≤ Ck ×
(
λn2
λn1
)2k
≤ Ck × λ
−kδ
1+δ
n1 , ∀k ∈ N∗. ⊠
Soit η ∈ C∞0 (R) telle que η(0) = η(1) = 1 et η(2) = 0, alors on définit pour N = 2k la
suite d’opérateurs suivante :
∆N (u) =
 (η(
H
N2
)− η(4H
N2
))u pour N ≥ 1,
0 sinon.
Remarquons que si λn /∈ [N2 , 2N ] alors ∆N (hn) = 0 et que
∑
N
∆N (u) = u.
Lemma 29 Il existe b′ < 12 tel que pour tous δ > 0 et K ≥ 1, on ait l’existence d’une
constante CK > 0 telle que si on suppose N1 ≥ N1+δ2 et N2 ≥ N3 ≥ N4 alors pour tous
u1, u2, u3, u4 ∈ X0,b
′
,∣∣∣∣ ∫
R∗R3
∆N1(u1)∆N2(u2)∆N3(u3)∆N4(u4)
∣∣∣∣ ≤ CKN−K1 4∏
i=1
||∆Ni(ui)||X0,b′ .
Preuve. On commence par étudier le cas où ui(t, x) = ci(t)hni(x). D’après les propositions
28 et 13, on trouve∣∣∣∣ ∫
R∗R3
∆N1(u1)∆N2(u2)∆N3(u3)∆N4(u4)
∣∣∣∣
=
∣∣∣∣ ∫
R∗R3
4∏
i=1
φ(
λ2ni
N2i
)ci(t)hni(x) dt dx
∣∣∣∣
≤
4∏
i=1
φ(
λ2ni
N2i
)×
∫
R
|c1(t)...c4(t)| dt×
∣∣∣∣ ∫
R3
hn1(x)...hn4 (x) dx
∣∣∣∣
≤CKN−K1 ×
4∏
i=1
φ(
λ2ni
N2i
)×
4∏
i=1
||ci(.)||L4t (R)
≤CKN−K1
4∏
i=1
||∆Ni(ui)||L4(R,L2(R3))
≤CKN−K1
4∏
i=1
||∆Ni(ui)||X0,b′ .
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Pour le cas général, on pose ui(t, x) =
∑
k∈N
ci,k(t)hk(x), alors∣∣∣∣ ∫
R∗R3
∆N1(u1)∆N2(u2)∆N3(u3)∆N4(u4)
∣∣∣∣
≤
∑
k1,k2,k3,k4
∣∣∣∣ ∫
R∗R3
∆N1(c1,k1hk1)∆N2(c2,k2hk2)∆N3(c3,k3hk3)∆N4(c4,k4hk4)
∣∣∣∣
≤ CKN−K1
∑
k1,k2,k3,k4
4∏
i=1
||∆Ni(ci,kihki)||X0,b′
≤ CKN−K+121
√√√√ ∑
k1,k2,k3,k4
4∏
i=1
||∆Ni(ci,kihki)||2
X
0,b′ .
Or ∑
ki
||∆Ni(ci,kihki)||2
X
0,b′ =
∑
ki
∑
n
|| < τ + λn >b′ ̂Pn(ci,kihki)||2L2t (R,L2x(Rd))
=
∑
n
|| < τ + λn >b′ ̂Pn(ci,nhn)||2L2τ (R,L2x(Rd))
= ||ui||
X
0,b′ . ⊠
Proposition 30 Pour tout s ≥ 0, il existe deux constantes C1 > 0 et C2 > 0 telles que
pour tout n ∈ N,
C1λ
s
n ≤ ||∇shn||L2(R3) ≤ C2λsn.
Preuve. En utilisant la proposition 3, on a
C′
(||∇shn||L2(R3) + || < x >s hn||L2(R3)) ≤ λsn = ||hn||Hs(R3)
≤ C (||∇shn||L2(R3) + || < x >s hn||L2(R3)) ,
puis
C′||∇shn||L2(R3) ≤ λsn ≤ C
(
||∇shn||L2(R3) + ||∇s(hˆn)||L2(R3) + ||hn||L2(R3)
)
.
Mais comme les fonctions propres sont les fonctions tenseurs alors |hn(x)| = |hˆn(x)|, car
cette égalité est vraie en dimension 1, et le résultat suit. ⊠
3. L’estimée bilinéaire pour l’oscillateur harmonique
L’objectif de cette section est d’établir une estimée bilinéaire de type Bourgain pour
l’oscillateur harmonique. On suppose la dimension d’espace d ≥ 2 et on propose de
prouver le théorème suivant :
Theorem 31 Pour tout δ ∈]0, 12 ], il existe une constante C > 0 telle que pour tous
N,M, u et v,
||eitH∆N (v) eitH∆M (u)||L2([−1;1],L2(Rd))
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||L2(Rd)||∆M (u)||L2(Rd).
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On remarque que pour prouver le théorème 31, il suffit de prouver le théorème suivant :
Theorem 32 Pour tout δ ∈]0, 12 ], il existe une constante C > 0 et un réel ǫ > 0 tels que
pour tous N,M, u et v,
||eitH∆N (v) eitH∆M (u)||L2([−ǫ;ǫ],L2(Rd))
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||L2(Rd)||∆M (u)||L2(Rd).
En effet, on peut remplacer u par eiǫHu et v par eiǫHv pour obtenir
||ei(t+ǫ)H∆N (v) ei(t+ǫ)H∆M (u)||L2([−ǫ;ǫ],L2(Rd))
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||L2(Rd)||∆M (u)||L2(Rd).
Puis, on utilise le changement de variable t ←→ t + ǫ et le théorème (32) pour trouver
que
||eitH∆N (v) eitH∆M (u)||L2([−ǫ;2ǫ],L2(Rd))
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||L2(Rd)||∆M (u)||L2(Rd).
On peut ainsi itérer le procédé 2E(1ǫ ) fois pour établir le théorème 31 et on cherche donc
à montrer le théorème 32.
Soit r≪ 1 et φ ∈ C∞0 (R) qui vérifie
φ(x) =
 1 pour x ∈ [1/2; 2],0 pour x ∈ [0, 1/2− r] ∪ [2 + r,∞[,
et posons ∆′N = φ(
H
N2 ). Alors en utilisant que φ(x) ∗ (η(x)− η(4x)) = η(x)− η(4x) pour
tout x ∈ R, on a la proposition suivante :
Proposition 33 Pour tout N, on a
∆′No∆N = ∆N .
Par conséquent, pour prouver le théorème 32, il suffit de montrer le théorème suivant :
Theorem 34 Pour tout δ ∈]0, 12 ], il existe une constante C > 0 et un réel ǫ > 0 tels que
pour tous N,M, u et v,
||eitH∆′N (v) eitH∆′M (u)||L2([−ǫ;ǫ],L2(Rd))
≤ Cmin(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||v||L2(Rd)||u||L2(Rd).
En effet, si le théorème 34 est vérifié, nous pouvons appliquer cette inégalité à v remplacé
par ∆N (v) et u remplacé par ∆M (u) puis nous pouvons utiliser la proposition 33 pour
obtenir le théorème 32.
Cas M ∼ N avec M ≥ N :
14
Pour d = 2, nous pouvons utiliser les inégalités de Strichartz (soit le théorème 9) pour
trouver que
||eitH∆′N (v) eitH∆′M (u)||L2([−ǫ;ǫ],L2(Rd))
≤ ||eitH∆′N (v)||L4([−ǫ;ǫ],L4(Rd)) × ||eitH∆′N (v)||L4([−ǫ;ǫ],L4(Rd))
≤ ||eitH∆′N (v)||L4(]−π;π[,L4(Rd)) × ||eitH∆′N (v)||L4(]−π;π[,L4(Rd))
≤ C||∆′N (v)||L2(Rd) × ||∆′N (v)||L2(Rd)
≤ C||v||L2(Rd) × ||u||L2(Rd).
Pour d ≥ 3, en utilisant encore le théorème 9 et les injections de Sobolev, on établit que
||eitH∆′N (v) eitH∆′M (u)||L2([−ǫ;ǫ],L2(Rd))
≤ ||eitH∆′N (v)||L∞([−ǫ;ǫ],Ld(Rd)) × ||eitH∆′N (v)||
L2([−ǫ;ǫ],L
2d
d−2 (Rd))
≤ ||eitH∆′N (v)||
L∞(]−π;π[,W
d−2
2
,2
(Rd))
||eitH∆′N (v)||
L2(]−π;π[,L
2d
d−2 (Rd))
≤ C||∆′N (v)||
H
d−2
2 (Rd)
× ||∆′N (v)||L2(Rd)
≤ CN d−22 ||v||L2(Rd) × ||u||L2(Rd).
Finalement, si nous posons uM = ∆′M (u) et vN = ∆
′
N (v), on se ramène à démontrer que
pour tout δ ∈]0, 12 ], il existe une constante C > 0 et un réel ǫ > 0 tels que pour tous
N,M, u et v, si M > 10N alors
||eitHvN eitHuM ||L2([−ǫ,ǫ],L2(Rd)) ≤ CN
d−2
2
(
N
M
)1/2−δ
||v||L2(Rd)||u||L2(Rd). (9)
Pour démontrer ce dernier résultat, on commence par donner quelques notions élémen-
taires sur les opérateurs pseudo-différentiels.
3.1. Outils sur les opérateurs pseudo-différentiels et applications aux fonctions propres
Définition 35 Pourm ∈ R, on définit Tm comme l’espace vectoriel des symboles q(x, ξ) ∈
C∞(Rd×Rd) qui vérifient pour tous α ∈ Nd et β ∈ Nd, l’existence d’une constante Cα,β
telle que pour tout (x, ξ) ∈ Rd ×Rd, on ait
|∂αx ∂βξ q(x, ξ)| ≤ Cα,β(1 + |x|+ |ξ|)m−β .
Définition 36 Pourm ∈ R, on définit Sm comme l’espace vectoriel des symboles q(x, ξ) ∈
C∞(Rd×Rd) qui vérifient pour tous α ∈ Nd et β ∈ Nd, l’existence d’une constante Cα,β
telle que pour tout (x, ξ) ∈ Rd ×Rd, on ait
|∂αx ∂βξ q(x, ξ)| ≤ Cα,β(1 + |ξ|)m−β .
Définition 37 Pour q ∈ Sm ∪ Tm et h > 0, on pose Oph(q) l’opérateur défini par
Oph(q)f(x) = (2πh)
−d
∫
Rd×Rd
ei(x−y)ξ/hq(x, ξ)f(y) dydξ
= (2π)−d
∫
Rd×Rd
eixξq(x, hξ)fˆ (ξ) dξ.
Dans [M], on peut alors trouver les deux théorèmes suivants :
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Theorem 38 Soient q1 ∈ Sm1 (respectivement Tm1) et q2 ∈ Sm2 (respectivement Tm2)
alors il existe un symbole q ∈ Sm1+m2 (respectivement Tm1+m2) tel que
Oph(q1) ◦Oph(q2) = Oph(q)
avec
q =
∑
|α|≤N
h|α|
i|α|
∂αξ q1∂
α
x q2+h
N+1rN où rN ∈ Sm1+m2−(N+1) (respectivement Tm1+m2−(N+1)).
Theorem 39 Si q(x, ξ) ∈ S0 alors pour tout s ∈ R, il existe une constante C > 0 telle
que pour tout h ∈]0, 1] et u ∈ Hs(Rd),
||Oph(q(x, ξ))u||Hs(Rd) ≤ C||u||Hs(Rd).
On énonce ensuite la propriété suivante qui va permettre d’inverser l’oscillateur harmo-
nique modulo un terme de reste très régularisant.
Proposition 40 Soit δ > 0 et définissons la fonction η ∈ C∞(Rd) telle que
η(x) =
 0 si |x| ≤ 1 + δ,1 si |x| ≥ 1 + 2δ.
Posons p(x, ξ) = ξ2+ x2− 1 et définissons Hh = Oph(p) ∈ Oph(T 2) alors pour tout N ∈
N
∗, il existe deux opérateurs pseudo-différentiels EN ∈ Oph(T−2) et RN ∈ Oph(T−(N+1))
tels que
EN ◦Hh = η + hN+1RN .
Preuve. On pose
e0 =
η
p
∈ T−2.
et pour n ≥ 1, on définit en par récurrence de la façon suivante :
en = −1
p
∑
|α|+j=n,j 6=n
1
i|α|
∂αξ ej∂
α
x p ∈ T−2−n.
Enfin, on pose
EN = Oph
 ∑
0≤j≤N
hjej
 .
Alors, par la proposition 38,
EN o Hh = Oph
 ∑
0≤j≤N
hjej
 o Oph(p)
= Oph
 ∑
|α|+j≤N
h|α|+j
i|α|
∂αξ ej∂
α
x p+ h
N+1rN

= Oph
 ∑
|α|+j≤N
h|α|+j
i|α|
∂αξ ej∂
α
x p
+ hN+1RN
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avec RN = Oph(rN ) ∈ Oph
(
T−(N+1)
)
.
Or ∑
|α|+j≤N
h|α|+j
i|α|
∂αξ ej∂
α
x p = e0p+
∑
1≤l≤N
∑
|α|+j=l
hl
i|α|
∂αξ ej∂
α
x p
= η +
∑
1≤l≤N
hl
 ∑
|α|+j=l,j 6=l
1
i|α|
∂αξ ej∂
α
x p+ el.p

= η.
⊠
On peut donc maintenant établir une propriété fondamentale que vérifie les fonctions
propres de l’oscillateur harmonique.
Proposition 41 Pour tous entiers K et N , pour c > 1 et 1 ≤ p ≤ ∞, il existe une
constante C > 0 telle que pour tout n ∈ N,
|| < x >K hn||Lp(|x|≥cλn) ≤ Cλ−Nn .
Preuve. Comme (−∆ + x2 − λ2n)hn = 0, en posant h = 1λ2n et Φ(x) = hn(λnx) alors
(−h2∆+ x2 − 1)Φ = 0.
Soient δ ≪ 1 et χ ∈ C∞(Rd) telle que
χ(x) =
 0 si |x| ≤ 1,1 si |x| ≥ 1 + δ,
et χ ∈ C∞(Rd) telle que
χ(x) =
 0 si |x| ≤ 1 + 2δ,1 si |x| ≥ 1 + 3δ.
Alors
Hh(χΦ) = −h2∆χΦ− 2h2 ∇χ.∇Φ.
Puis, grâce à la proposition 40, on trouve
ηχΦ = −EN (h2∆χΦ + 2h2∇χ.∇Φ)− hN+1RN (χΦ).
Et finalement,
< x >K χηχΦ = − < x >K χEN (h2∆χΦ + 2h2∇χ.∇Φ)− hN+1 < x >K χRN (χΦ).
Estimation de < x >K χEN (∆χΦ) :
On a
χ(x)(EN∆χΦ)(x) =
χ(x)
(2πh)d
∫
ξ,1≤|y|≤1+δ
ei(x−y)ξ/hEN (x, ξ)(∆χΦ)(y) dydξ.
Comme |x| > 1 + 2δ alors |x− y| > δ.
Puis comme
∫
|x−y|>δ ≤
∫
|x1−y1|>δ +
∫
|x2−y2|>δ +... +
∫
|xd−yd|>δ, on peut se ramener à
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traiter le terme où |x1 − y1| > δ.
De h
M
(i(x1−y1))M ∂
M
ξ1
ei(x−y)ξ/h = ei(x−y)ξ/h et d’une intégration par parties, on déduit
< x >K χ(x)(EN∆χΦ)(x)
=+−
χ(x)
(2πh)d
×
∫
ξ,1≤|y|≤1+δ
hM
iM (x1 − y1)M e
i(x−y)ξ/h < x >K ∂Mξ1 EN (x, ξ)(∆χΦ)(y) dydξ.
Par conséquent, comme EN ∈ T−2, on trouve
| < x >K χ(x)(EN∆χΦ)(x)| ≤ C×hM−d×|χ(x)|×
∫
ξ,1≤|y|≤1+δ
|(∆χΦ|)(y)
(1 + |x|+ |ξ|)2+M−K dξdy.
On peut ensuite supposer que 2 +M −K > 2d (ce qui est possible puisque dans le cas
où 2 +M −K ≤ 2d, on refait le même calcul avec M ′ > M vérifiant 2 +M ′ −K > 2d
puis il suffira de majorer hM
′
par hM ) pour obtenir
| < x >K χ(x)(EN∆χΦ)(x)× | ≤ C × hM−d × ||∆χΦ||L2(Rd) ×
|χ(x)|
(1 + |x|)2+M−K−d .
Et finalement, pour tous entiers M et K, il existe une constante C > 0 telle que pour
tout h ∈]0, 1],
|| < x >K χEN (∆χΦ)||Lp(Rd) ≤ C × hM−d||Φ||L2(Rd).
Estimation de < x >K χEN (∇χ.∇Φ) :
Comme Φ satisfait −h2∆Φ + x2Φ = Φ alors h||∇Φ||L2(Rd) ≤ ||Φ||L2(Rd) puis nous pou-
vons procéder comme pour le premier terme pour obtenir le même genre d’estimation.
Estimation de hN+1 < x >K χRN (χΦ) :
On a
hN+1 < x >K χ(x)RN (χΦ)(x)
= hN+1 × 1
(2π)d
×
∫
Rd
ei(x−y)ξ < x >K χ(x)rN (x, hξ)F(χΦ)(ξ) dξ
avec
< x >K χ(x)rN (x, ξ) ∈ T−N−1+K ⊂ T 0 ⊂ S0 pour N ≥ K − 1.
En utilisant le théorème 39 et les injections de Sobolev, on trouve donc
||hN+1 < x >K χ(x)RN (χΦ)(x)||Lp(Rd)
≤ ||hN+1 < x >K χ(x)RN (χΦ)(x)||Hd/2+1(Rd)
≤ C × hN+1 × ||χΦ||Hd/2+1(Rd)
≤ C × hN+1 × ||Φ||Hd/2+1(Rd).
Finalement, on obtient pour tous entiersK et N , pour tout p ∈ [1,∞[ et c > 1, l’existence
d’une constante C > 0 telle que pour tout 0 < h ≤ 1, on ait
|| < x >K Φ||Lp(|x|≥c) ≤ C × hN × ||Φ||Hd/2+1(Rd).
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Puis, en retournant à la variable initiale, on trouve que pour tous entiers K et N , pour
tout p ∈ [1,∞[ et c > 1, il existe une constante C > 0 telle que pour tout 0 < h ≤ 1 et
n ∈ N avec h = 1λ2n , on ait
|| <
√
hx >K hn||Lp(|x|≥cλn) ≤ C × hN−d/(2p)−d/4−1/2 × ||hn||Hd/2+1(Rd)
≤ C × hN−d/(2p)−d/4−1/2 × ||hn||Hd/2+1(Rd)
≤ C × hN−d/(2p)−d/2−1 × ||hn||L2(Rd).
Or
|| < x >K hn||Lp(|x|≥cλn) ≤ ||hn||Lp(|x|≥cλn) + h−K/2|| <
√
hx >K hn||Lp(|x|≥cλn)
≤ C × hN−d/(2p)−d/2−1−K/2 × ||hn||L2(Rd)
≤ C × λ−2N+d/p+d+K+2n × ||hn||L2(Rd).
Ce qui démontre la proposition. ⊠
On termine la section avec une propriété de calcul fonctionnel qui explique que certains
opérateurs peuvent être approximés par des opérateurs pseudo-différentiels.
Proposition 42 Soient Φ ∈ C∞0 (R) et χ2 ∈ C∞0 (Rd) avec χ2(x) = 1 pour x ∈ B(0, 1+).
Alors pour tout N ∈ N∗ et s ≥ 0, il existe une constante CN,s > 0 telle que pour tout
h ∈]0, 1] et u ∈ L2(Rd),
||Φ(x2 + (hD)2)u−
N−1∑
j=0
hjOph(Ψj(x, ξ))χ2u||Hs(Rd) ≤ CN,shN−s||u||L2(Rd),
où Ψ0(x, ξ) = Φ(x
2 + ξ2), Supp(Ψj) ⊂ ((x, ξ)/x2 + ξ2 ∈ Supp(Φ)) et Ψj ∈ T−j ⊂ S0.
Preuve. On se sert de la proposition 2.1 de [BGT2].
Si χ1χ2 = χ1 alors
||Φ(x2 + (hD)2)χ1u−
N−1∑
j=0
hjOph(Ψj(x, ξ))χ2u||Hs(Rd) ≤ CN,shN−s||u||L2(Rd),
avec Ψ0(x, ξ) = Φ(x2 + ξ2), Supp(Ψj) ⊂ ((x, ξ)/x2 + ξ2 ∈ Supp(Φ)) et Ψj ∈ T−j.
Puis, il suffit de choisir correctement χ1 pour avoir
||Φ(x2 + (hD)2)(1 − χ1)u||Hs(Rd) ≤ h∞||u||L2(Rd),
c’est à dire
||Φ
(
H
N2
)
(1− χ1)
( x
N
)
u||Hs(Rd) ≤ N−∞||u||L2(Rd),
où N2 = 1h . Comme Φ est bornée et à support compact, on trouve
||Φ
(
H
N2
)
v||Hs(Rd) ≤ Ns||v||L2(Rd), ∀v ∈ L2(Rd)
Il suffit de vérifier
||(1− χ1)
( x
N
)
u||L2(Rd) ≤ N−∞||u||L2(Rd),
pour u = hn, pour tout n ∈ N.
Il suffit alors d’utiliser la proposition 41 avec χ1 = 1 sur B(0, 1+). ⊠
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Revenons à la preuve de l’inégalité (9). On peut écrire
uM = χ
(
4x2
M2
)
uM + (1− χ)
(
4x2
M2
)
uM
avec χ ∈ C∞0 (Rd) vérifiant
χ(x) =
 1 si |x| ≤
15
16
,
0 si |x| ≥ 1.
Et, par l’inégalité triangulaire, nous devons estimer les deux termes suivants :
||eitHχ
(
4x2
M2
)
uM e
itHvN ||L2([−ǫ,ǫ],L2(Rd)) (10)
et
||eitH(1 − χ)
(
4x2
M2
)
uM e
itHvN ||L2([−ǫ,ǫ],L2(Rd)). (11)
3.2. Estimation du premier terme : (10)
Le théorème 2.4 de [S] nous donne le résultat suivant :
Proposition 43 Pour tout δ > 0, il existe une constante Cδ telle que pour tous u ∈
H−1/2+δ(Rd) et v ∈ H d−12 −δ(Rd),
||eit∆u eit∆v||L2(R,L2(Rd)) ≤ Cδ||u||H−1/2+δ(Rd)||v||
H
d−1
2
−δ(Rd)
.
Ainsi, à l’aide de la transformation de lentille, on en déduit la proposition suivante :
Proposition 44 Pour tout δ > 0, il existe une constante Cδ telle que pour tous u ∈
H−1/2+δ(Rd) et v ∈ H
d−1
2 −δ(Rd),
||eitHu eitHv||L2([−π8 ,π8 ],L2(Rd)) ≤ Cδ||u||H−1/2+δ(Rd)||v||H d−12 −δ(Rd).
Preuve. En utilisant les propositions 20 et 43, on obtient que
||eitHu eitHv||2L2([−π8 ;π8 ],L2(Rd))
= ||e−itHu e−itHv||2L2([−π8 ;π8 ],L2(Rd))
=
∫
]−π8 ;π8 [
∫
Rd
1
| cos(2t)|2d × |e
it∆u eit∆v|2
(
tan(2t)
2
,
x
cos(2t)
)
dtdx
=
∫
]−π8 ;π8 [
∫
Rd
1
| cos(2t)|d × |e
it∆u eit∆v|2
(
tan(2t)
2
, x
)
dtdx
=
∫ 1/2
−1/2
∫
Rd
(1 + (2t)2)d/2−1 × |eit∆ueit∆v|2(t, x) dtdx
≤ C ×
∫
R
∫
Rd
|eit∆u eit∆v|2(t, x) dtdx
≤ C × ||u||2H−1/2+δ(Rd) × ||v||2
H
d−1
2
−δ(Rd)
≤ C × ||u||2H−1/2+δ(Rd) × ||v||2
H
d−1
2
−δ
(Rd)
,
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où dans la dernière inégalité on utilise la proposition 3. ⊠
Nous allons montrer que pour tout δ ∈]0, 12 ], il existe une constante Cδ > 0 telle que
pour tous N,M, u et v, si M ≥ N alors
||eitHvNeitHχ
(
4x2
M2
)
uM ||L2([−π8 ,π8 ],L2(Rd)) ≤ CδN
d−2
2
(
N
M
)1/2−δ
||u||L2(Rd)||v||L2(Rd).
Pour cela, en utilisant la proposition 44, il suffit de prouver que pour tout δ ∈]0, 12 ], il
existe une constante Cδ > 0 telle que pour tous M et u
||χ
(
4x2
M2
)
uM ||H−1/2+δ(Rd) ≤ CM−1/2+δ||u||L2(Rd).
Trivialement, nous avons que
||χ
(
4x2
M2
)
uM ||L2(Rd) ≤ ||uM ||L2(Rd) ≤ C||u||L2(Rd).
Ainsi, par interpolation, il suffit de démontrer qu’il existe une constante C > 0 telle que
pour tout M et u,
||χ
(
4x2
M2
)
uM ||H−1(Rd) ≤ CM−1||u||L2(Rd). (12)
On utilise alors le calcul semi classique. Pour une fonction u, on définit u : x 7−→ u( x√
h
)
où h = 1M2 .
Remarquons que
χ
(
4x2
M2
)[
H
M2
]
(u)(x) = [χ(4x2)(−h2∆+ |x|2)](u)(
√
hx) (13)
et que
χ
(
4x2
M2
)[
φ
(
H
M2
)]
(u)(x) = [χ(4x2)φ(−h2∆+ |x|2)](u)(
√
hx). (14)
Ainsi, pour prouver (12), il suffit d’établir l’existence d’une constante C > 0 telle que
pour tout h ∈]0, 1] et u ∈ L2(Rd),
||χ (4x2)φ(x2 + (hD)2)u||H−1(Rd) ≤ Ch||u||L2(Rd). (15)
En effet,
||χ
(
4x2
M2
)
uM ||H−1(Rd) ≤ || [χ(4x2)φ(−h2∆+ |x|2)](u)(
√
h.)||H−1(Rd)
≤ h− 12− d4 ||[χ(4x2)φ(−h2∆+ x2)](u)||H−1(Rd)
≤ Ch 12− d4 ||u||L2(Rd)
≤ Ch1/2||u||L2(Rd)
≤ CM−1||u||L2(Rd).
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Démontrons ensuite (15). Grâce à la proposition 42, on a
||χ(4x2)φ(x2 + (hD)2)u||H−1(Rd)
= ||χ(4x2)[φ(x2 + (hD)2)u−Oph(φ(x2 + ξ2))χ2u+Oph(φ(x2 + ξ2))χ2u]||H−1(Rd)
≤ h||u||L2(Rd) + ||χ(4x2)Oph(φ(x2 + ξ2))χ2u||H−1(Rd).
Ainsi, il suffit d’évaluer ||χ(4x2)Oph(φ(x2 + ξ2))χ2u||H−1(Rd). On a
χ(4x2)Oph(φ(x
2 + ξ2))χ2u
=
χ(4x2)
(2π)d
×
∫
Rd
eixξφ(x2 + (hξ)2)F(χ2u)(ξ) dξ
=
1
(2π)d
×
∫
Rd
ihξ
ihξ
eixξχ(4x2)φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
=
h
(2π)d
×
∫
Rd
∇x(eixξ)χ(4x
2)
ihξ
φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
=
h
(2π)d
×
(
∇x
(∫
Rd
eixξ
χ(4x2)
ihξ
φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
)
−
∫
Rd
eixξ∇x
(
χ(4x2)
ihξ
φ(x2 + (hξ)2)
)
F(χ2u)(ξ) dξ
)
.
Puis, comme 4x2 ≤ 1 et 12
− ≤ x2 + ξ2 ≤ 2+ implique 14
− ≤ ξ2, on en déduit que
(x, ξ) −→ χ(4x
2)
iξ
φ(x2 + ξ2) ∈ S0 et (x, ξ) −→ ∇x
(
χ(4x2)
iξ
φ(x2 + ξ2)
)
∈ S0.
Ainsi, par le théorème 39, on a alors∣∣∣∣∣∣∣∣ h(2π)d ×
(
∇x
(∫
Rd
eixξ
χ(4x2)
ihξ
φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
)) ∣∣∣∣∣∣∣∣
H−1(Rd)
≤ h
(2π)d
×
∣∣∣∣∣∣∣∣ ∫
Rd
eixξ
χ(4x2)
ihξ
φ(x2 + (hξ)2)F(χ2u)(ξ) dξ
∣∣∣∣∣∣∣∣
L2(Rd)
≤ Ch||χ2u||L2(Rd)
≤ Ch||u||L2(Rd)
et ∣∣∣∣∣∣∣∣ h(2π)d ×
∫
Rd
eixξ∇x
(
χ(4x2)
ihξ
φ(x2 + (hξ)2)
)
F(χ2u)(ξ) dξ
∣∣∣∣∣∣∣∣
H−1(Rd)
≤
∣∣∣∣∣∣∣∣ h(2π)d ×
∫
Rd
eixξ∇x
(
χ(4x2)
ihξ
φ(x2 + (hξ)2)
)
F(χ2u)(ξ) dξ
∣∣∣∣∣∣∣∣
L2(Rd)
≤ Ch||χ2u||L2(Rd)
≤ Ch||u||L2(Rd).
Ce qui démontre (15).
3.3. Estimation du second terme : (11)
Proposition 45 Il existe un temps T ∈]0, π4 [ tel que pour tout N ≥ 0, il existe une
constante CN > 0 telle que pour tout M ≥ 1 et u ∈ L2(Rd),
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||χ
(
8x2
M2
)
eitH(1− χ)
(
4x2
M2
)
uM ||L2([−T,T ],L2(Rd)) ≤ CNM−N ||u||L2(Rd).
Montrons que la proposition 45 implique l’estimation du terme (11).
De
||u||L∞([a,b],L∞(Rd)) ≤ C||u||
L∞([a,b],H
d
2
+1
(Rd))
et la proposition 45, on déduit pour M ≥ 10N que
||χ
(
8x2
M2
)
eitH(1− χ)
(
4x2
M2
)
uM e
itHvN ||L2([−T,T ],L2(Rd))
≤ ||χ
(
8x2
M2
)
eitH(1− χ)
(
4x2
M2
)
uM ||L2([−T,T ],L2(Rd)) × ||eitHvN ||L∞([−T,T ],L∞(Rd))
≤ C × ||χ
(
8x2
M2
)
eitH(1− χ)
(
4x2
M2
)
uM ||L2([−T,T ],L2(Rd)) × ||vN ||
H
d
2
+1
(Rd)
≤ CKM−KN d2+1||u||L2(Rd)||v||L2(Rd)
≤ CKM−K+ d2+1||u||L2(Rd)||v||L2(Rd).
Et donc, il suffit d’estimer convenablement pour M ≥ 10N , le terme suivant :
||eitHvN (1− χ)
(
8x2
M2
)
eitH(1− χ)
(
4x2
M2
)
uM ||L2([−T,T ],L2(Rd)). (16)
Grâce au théorème 9, on trouve pour tout R ≥ 1 ,
||eitH vN (1 − χ)
(
8x2
M2
)
eitH(1− χ)
(
4x2
M2
)
uM ||L2([−T,T ],L2(Rd))
≤ || < x >R eitHvN < x >−R (1− χ)
(
8x2
M2
)
eitH(1− χ)
(
4x2
M2
)
uM ||L2([−T,T ],L2(Rd))
≤ M−R × || < x >R eitHvN (1 − χ)
(
8x2
M2
)
eitH(1 − χ)
(
4x2
M2
)
uM ||L2([−T,T ],L2(Rd))
≤ M−R × ||(1− χ)
(
8x2
M2
)
< x >R eitHvN ||L4([−T,T ],L4(Rd))
× ||eitH(1− χ)
(
4x2
M2
)
uM ||L4([−T,T ],L4(Rd))
≤ M−R × ||(1− χ)
(
8x2
M2
)
< x >R eitHvN ||L4([−T,T ],L4(Rd))
× ||eitH(1− χ)
(
4x2
M2
)
uM ||
L4([−T,T ],W
d−2
4
, 2d
d−1 (Rd))
≤ M−R × || < x >R (1− χ)
(
8x2
M2
)
eitHvN ||L∞([−T,T ],L4(Rd)) ×M
d−2
4 ||uM ||L2(Rd).
Puis, comme Supp
{
(1 − χ)
(
8x2
M2
)}
⊂
{
|x|2 ≥ M28 × 1516
}
⊂ {|x|2 ≥ 5N2} alors par la
proposition 41, on déduit
||(1− χ)
(
8x2
M2
)
< x >R eitHvN ||L4([−T,T ],L4(Rd)) ≤ C||v||L2(Rd).
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Preuve de la proposition 45. En utilisant l’analyse semi classique comme en (14), il suffit
de prouver l’existence d’un temps T ∈]0, π4 [ tel que pour tout N ≥ 1, il existe une
constante CN > 0 telle que pour tout u ∈ L2(Rd) et h ∈]0, 1],
||χ(8x2)eitHh/h(1− χ)(4x2)φ(x2 + (hD)2)u||L2([−T,T ],L2(Rd)) ≤ CNhN ||u||L2(Rd). (17)
En utilisant la proposition 42, il suffit d’établir le résultat suivant :
Pour toute fonction g(x, ξ) ∈ C∞0 (Rd ∗Rd) vérifiant Supp(g) ⊂ { 14 ≤ ξ2+x2 ≤ 4} et tout
entier N ≥ 1, il existe une constante CN > 0 telle que pour tout u ∈ L2(Rd) et h ∈]0, 1],
||χ(8x2)eihHh/h(1− χ)(4x2)Oph(g(x, ξ))u||L2([−T,T ],L2(Rd)) ≤ CNhN ||u||L2(Rd). (18)
En effet, par la proposition 42,
||χ(8x2)eitHh/h(1− χ)(4x2)φ(x2 + (hD)2)u||L2([−T,T ],L2(Rd))
≤ ||χ(8x2)eitHh/h(1− χ)(4x2)[φ(x2 + (hD)2)u−
N−1∑
j=0
hjOph(Ψj(x, ξ))u]||L2([−T,T ],L2(Rd))
+
N−1∑
j=0
hj ||χ(8x2)eitHh/h(1− χ)(4x2)Oph(Ψj(x, ξ))u||L2([−T,T ],L2(Rd))
≤ CNhN ||u||L2(Rd) +
N−1∑
j=0
hj ||χ(8x2)eitHh/h(1− χ)(4x2)Oph(Ψj(x, ξ))u||L2([−T,T ],L2(Rd))
≤ CNhN ||u||L2(Rd).
Lemma 46 Il existe un temps T ∈]0, π4 [ tel que si g est une fonction C∞0 (Rd ∗ Rd)
vérifiant Supp(g) ⊂ { 14 ≤ ξ2 + x2 ≤ 4} alors pour tout entier N ≥ 1, il existe une
constante CN > 0 telle que pour tout u ∈ L2(Rd) et h ∈]0, 1],
||χ(8x2)eitHh/h(1− χ)(4x2)Oph(g(x, ξ))u||L2([−T,T ],L2(Rd)) ≤ CNhN ||u||L2(Rd).
Preuve. On définit
w(s, x) =
∫
Rd
e
i
hΦ(s,x,ξ)a(s, x, ξ, h)uˆ(
ξ
h
)
dξ
(2πh)d
où
a(s, x, ξ, h) =
N∑
j=0
hjaj(s, x, ξ).
Supposons que Φ(0, x, ξ) = x.ξ,∂sΦ− |∇Φ|2 − x2 = 0, a0(0, x, ξ) = (1− χ)(4x2)g(x, ξ),∂sa0 − 2∇Φ.∇a0 −∆(Φ)a0 = 0,
et  aj(0, x, ξ) = 0,∂saj − 2∇Φ.∇aj −∆(Φ)aj = −i∆(aj−1),
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pour 1 ≤ j ≤ N.
Alors
ih∂sw − h2∆w + x2w = −hN+2
∫
Rd
e
i
hΦ(s,x,ξ)∆(aN (s, x, ξ))uˆ(
ξ
h
)
dξ
(2πh)d
: = hN+2f.
Par conséquent
χ(8x2)eitHh/h(1 − χ)(4x2)Op(g(x, hξ))u
= χ(8x2)w(t, x) − ihN+2χ(8x2)
∫ t
0
ei(t−s)Hh/hf(s)ds.
Remarquons que si Ψ est solution de l’équation ∂tΨ + |∇Ψ|2 = 0 avec donnée initiale
Ψ(0, x, ξ) = x.ξ alors Φ(t, x, ξ) = Ψ(− tan 2t2 ,
x
cos 2t , ξ) +
x2 tan 2t
2 est solution de l’équation
∂sΦ− |∇Φ|2 − x2 = 0 avec même donnée initiale.
Par la méthode des caractéristiques, on trouve
Ψ(t, x, ξ) = −t|ξ|2 + x.ξ,
puis on déduit que
Φ(t, x, ξ) =
tan(2t)
2
(ξ2 + x2) +
x.ξ
cos(2t)
.
Ainsi
∇Φ = ξ
cos(2t)
+ x tan(2t) et ∆Φ = d tan(2t).
En utilisant la méthode des caractéristiques, on trouve
a0
(
t, x− 2
∫ t
0
∇Φ, ξ
)
=
a0(0, x, ξ)
| cos 2t| d2 , (19)
et
aj
(
t, x− 2
∫ t
0
∇Φ, ξ
)
= −i
∫ t
0
∣∣∣∣cos(2s)cos(2t)
∣∣∣∣ d2 ∆aj−1 (s, x− 2 ∫ s
0
∇Φ, ξ
)
ds. (20)
Or, pour tout ξ ∈ Rd et |x| ≤ 12 ,
a0(0, x, ξ) = 0
Par conséquent, pour tout ξ ∈ Rd, t ∈]− π4 , π4 [, |x| ≤
√
15
8 et j ∈ N
aj
(
t, x− 2
∫ t
0
∇Φ, ξ
)
= 0.
Or
∫ t
0 ∇Φ = ξF (t) − x log cos(2t)2 avec F une fonction continue vérifiant F (0) = 0. Ainsi,
pour tout ǫ > 0, il existe un temps T ∈]0, π4 ] tel que si |t| ≤ T alors |F (t)| ≤ ǫ et| log cos 2t| ≤ ǫ.
Remarquons que
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y = x− 2
∫ t
0
∇Φ = x(1 + log cos 2t)− 2ξF (t)
⇔ x = y + 2ξF (t)
1 + log cos 2t
et que si |y| ≤ 1√
8
, ξ2 ≤ 4 et |t| ≤ T alors |x| ≤ 1/
√
8+4ǫ
1−ǫ ≤
√
15
8 , si ǫ choisi correctement.
Cela implique que pour tout j ∈ N et |t| ≤ T
Supp(aj(t)) ⊂ Bx
(
0,
1√
8
)c
×Bξ (0, 2) .
Par conséquent, si |t| ≤ T , comme Supp(χ(8x2)) ⊂ Bx(0, 1√8 ), on déduit que
χ(8x2)eitHh/h(1− χ)(4x2)Oph(g(x, ξ))u = −ihN+2χ(8x2)
∫ t
0
ei(t−s)Hh/hf(s) ds.
Puis, par le théorème 10, on trouve
||χ(8x2)eitHh/h(1 − χ)(4x2)Oph(g(x, ξ))u||L2([−T,T ],L2(Rd))
≤ hN+2
∣∣∣∣∣∣∣∣χ(8x2)∫ t
0
ei(t−s)Hh/hf(s) ds
∣∣∣∣∣∣∣∣
L2([−T,T ],L2(Rd))
≤ hN+2||f ||L1([−T,T ],L2(Rd))
≤ hN+2||∆aN ||L1t ([−T,T ],L2x(Rd,L2ξ(Rd))) × ||u||L2(Rd).
Le lemme est donc démontré si ∆aN ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))).
On démontre par récurrence sur N ∈ N, que pour tout α ∈ Nd,
∂αx aN ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))).
Pour N = 0, à l’aide de (19), on voit par changement de variables que
∂αx a0 ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))) si ∂αx a0(0) ∈ L2x(Rd, L2ξ(Rd)).
Or a0(0) ∈ C∞(Rd ×Rd) avec Supp(a0(0)) ⊂ {(x, ξ)/x2 ≤ 1, ξ2 ≤ 4} et le cas N = 0 est
évident.
Supposons le résultat établi au rang N−1 et montrons le au rang N . À l’aide de (20), on
note que ∂αx aN ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))) si ∂α+2x aN−1 ∈ L1t ([−T, T ], L2x(Rd, L2ξ(Rd))).
Cette dernière affirmation étant claire par hypothèse de récurrence. ⊠
3.4. Estimées bilinéaires et espaces de Bourgain
L’objectif de cette section consiste à écrire l’estimée bilinéaire du théorème 31 dans les
espaces de Bourgain. Plus précisément, on cherche à établir les deux théorèmes suivants :
Theorem 47 Il existe δ0 ∈]0, 12 ] tel que pour tout δ ∈]0, δ0], il existe b′ < 12 et une
constante C > 0 tels que pour tous u, v,M,N ,
||∆N (v)∆M (u)||L2(R,L2(Rd))
≤ C ×min(N,M) d−22 +δ ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||
X
0,b′ ||∆M (u)||
X
0,b′ .
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Theorem 48 Soit ψ ∈ C∞0 (R) alors il existe δ0 ∈]0, 12 ] tel que pour tout δ ∈]0, δ0], il
existe b′ < 12 et une constante C > 0 tels que pour tous u, u0,M,N ,
||∆N (ψ(t)e−itHu0)∆M (u)||L2(R,L2(Rd))
≤ C ×min(N,M) d−22 +δ ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (u0)||L2(Rd)||∆M (u)||X0,b′ .
Pour démontrer ces théorèmes, on adapte la preuve du lemme 4.4 de [BGT3]. Commen-
çons par remarquer qu’il suffit de démontrer les deux propositions suivantes :
Proposition 49 Pour tout b ∈] 12 , 1] et δ ∈]0, 12 ], il existe une constante C > 0 telle que
pour tous u, v,M,N ,
||∆N (v)∆M (u)||L2(R,L2(Rd))
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||X0,b ||∆M (u)||X0,b .
Proposition 50 Soit ψ ∈ C∞0 (R) alors pour tout b ∈] 12 , 1] et δ ∈]0, 12 ], il existe une
constante C > 0 telle que pour tous u0, v,M,N ,
||∆N (ψ(t)e−itHu0)∆M (u)||L2(R,L2(Rd))
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (u0)||L2(Rd)||∆M (u)||X0,b .
En effet, pour tout ǫ > 0, d’après la proposition 13 (avec θ = 12 ), on obtient
||∆N (v)∆M (u)||L2(R,L2(Rd))
≤ ||∆N (v)||L4(R,L2(Rd)) × ||∆M (u)||L4(R,L∞(Rd))
≤ C||∆N (v)||X0,1/4+ǫ × ||∆M (u)||Xd/2+ǫ,1/4+ǫ ,
||∆N (ψ(t)eitHu0)∆M (u)||L2(R,L2(Rd))
≤ ||∆N (ψ(t)eitHu0)||L4(R,L∞(Rd)) × ||∆M (u)||L4(R,L2(Rd))
≤ C||∆N (u0)||Hd/2−1/2+ǫ(Rd) × ||∆M (u)||X0,1/4+ǫ(R∗Rd)
≤ C||∆N (u0)||Hd/2+ǫ(Rd) × ||∆M (u)||X0,1/4+ǫ(R∗Rd),
et
||∆N (ψ(t)eitHu0)∆M (u)||L2(R,L2(Rd))
≤ ||∆N (ψ(t)eitHu0)||L4(R,L2(Rd)) × ||∆M (u)||L4(R,L∞(Rd))
≤ C||∆N (ψ(t)eitHu0)||L∞(R,L2(Rd)) × ||∆M (u)||Xd/2+ǫ,1/4+ǫ
≤ C||∆N (u0)||L2(Rd) × ||∆M (u)||Xd/2+ǫ,1/4+ǫ .
Par conséquent, par interpolation, pour tout θ ∈ [0, 1], on trouve
||∆N (v)∆M (u)||L2(R,L2(Rd)) ≤C ×min(M,N)
d−2
2 +θ(1+ǫ) ×
(
min(M,N)
max(M,N)
)(1/2−δ)(1−θ)
× ||∆N (v)||X0,b(1−θ)+θ(1/4+ǫ) ||∆M (u)||X0,b(1−θ)+θ(1/4+ǫ)
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et
||∆N (ψ(t)eitHu0)∆M (u)||L2(R,L2(Rd)) ≤ C ×min(M,N)
d−2
2 +θ(1+ǫ)
×
(
min(M,N)
max(M,N)
)(1/2−δ)(1−θ)
× ||∆N (u0)||L2(Rd) × ||∆M (u)||X0,b(1−θ)+θ(1/4+ǫ) .
Choisissons δ = ǫ2 et θ =
ǫ
4 alors
b(1− θ) + θ(1
4
+ ǫ) = b− bǫ
4
+
ǫ
4
(
1
4
+ ǫ)
≤ b− ǫ
8
+
ǫ
16
+
ǫ2
4
≤ b− ǫ
17
.
Il suffit alors de prendre b = 12 +
ǫ
34 et de poser b
′ = b(1− θ) + θ(14 + ǫ) < 12 pour obtenir
||∆N (v)∆M (u)||L2(R,L2(Rd))
≤ C ×min(N,M) d−22 +ǫ ×
(
min(M,N)
max(N,M)
)(1/2−δ)(1−θ)
× ||∆N (v)||
X
0,b′ ||∆M (u)||
X
0,b′
et
||∆N (ψ(t)e−itHu0)∆M (u)||L2(R,L2(Rd))
≤ C ×min(N,M) d−22 +ǫ ×
(
min(M,N)
max(M,N)
)(1/2−δ)(1−θ)
× ||∆N (u0)||L2(Rd)||∆M (u)||X0,b′ .
Pour terminer, il suffit de remarquer que(
1
2
− δ
)
(1− θ) = 1
2
− 5ǫ
8
+
ǫ2
8
≥ 1
2
− ǫ
et les théorèmes 47 et 48 suivent avec δ0 = ǫ.
Puis, comme pour le lemme 4.4 de [BGT3], pour prouver la proposition 49, il suffit
d’établir la proposition suivante :
Proposition 51 Pour tout b ∈] 12 , 1] et δ ∈]0, 12 ], il existe une constante C > 0 telle que
pour tous u, v,M,N ,
||∆N (v)∆M (u)||L2([0,1],L2(Rd))
≤ C ×min(N,M) d−22 ×
(
min(N,M)
max(N,M)
)1/2−δ
× ||∆N (v)||X0,b ||∆M (u)||X0,b .
Enfin, pour obtenir les propositions 50 et 51, il suffit d’utiliser le lemme 2.1 de [BGT2]
et le théorème 31.
4. Données initiales aléatoires et espaces de Sobolev
Le but de cette partie est de montrer que la donnée initiale rendue aléatoire ne permet
pas de gagner de dérivée dans L2(R3).
Theorem 52 Pour tout s ≥ 0, si
u0 /∈ Hs(R3)
alors
u0(ω, .) /∈ Hs(R3) ω presque surement.
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On désigne par X la loi commune des variables aléatoires (gn)n et pour prouver le théo-
rème, il suffit de considérer les cas où X ∼ NC(0, 1) ou X ∽ B(12 ).
Soit χ ∈ C∞0 (R3) telle que χ(x) = 1 si |x| ≤ 1, χ(x) = 0 si |x| ≥ 2 et 0 ≤ χ ≤ 1 et défi-
nissons σ2N =
∑
n∈N
χ2
(
λ2n
N2
)
|cn|2λ2sn . Comme σ2N ≥
∑
λn≤N
|cn|2λ2sn alors lim
N→∞
σ2N =∞.
Lemma 53 Soit X une variable aléatoire dans L2(Ω) alors pour tout λ ≥ 0,
P (X ≥ λE(X)) ≥ (1− λ)2E(X)
2
E(X2)
.
Preuve. Il suffit d’appliquer l’inégalité de Cauchy Schwarz, on pose A = {X ≥ λE(X)}
et on obtient
E(X) = E(X1A +X1Ac) ≤
√
E(X2)P (A) + λE(X).
Donc
(1− λ)E(X) ≤
√
E(X2)P (A),
et le résultat suit en élevant au carré. ⊠
Proposition 54 Pour tout s ≥ 0, on a
P
(
ω ∈ Ω/ sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) =∞
)
= 1 ou = 0.
Preuve. Rappelons que uω0 =
∑
i
Xi(ω) avec Xi indépendants et Xi(ω) ∈ Hs(R3) ω
presque surement. Par conséquent, pour tout K ∈ N, on a
sup
N∈N∗
∣∣∣∣∣∣∣∣χ( HN2
)
uω0
∣∣∣∣∣∣∣∣
Hs(R3)
=∞
si et seulement si sup
N∈N∗
∣∣∣∣∣∣∣∣χ( HN2
)∑
i≥K
Xi(ω)
∣∣∣∣∣∣∣∣
Hs(R3)
=∞,
donc si nous posons Fi = σ(Xi, Xi+1, ...) on a que{
ω ∈ Ω/ sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) =∞
}
∈
⋂
K∈N
FK .
Par conséquent
{
ω ∈ Ω/ sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs =∞
}
est dans la tribu asymptotique
et le lemme est prouvé par la loi du 0-1. ⊠
Proposition 55 Pour s ≥ 0, si ∑
n∈N
|cn|2λ2sn = +∞ alors
P
(
ω ∈ Ω/ sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) =∞
)
= 1.
Preuve.
On pose M = sup
N∈N∗
||χ
(
H
N2
)
u0||Hs(R3) et SN = ||χ
(
H
N2
)
u0||Hs(R3).
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En utilisant le lemme 53, on obtient
P
(
M2 ≥ 1
2
E(X2)× C21 σ2N
)
≥ P
(
S2N ≥
1
2
E(X2)× C21 σ2N
)
≥ P
(
S2N ≥
1
2
E
(
||χ
(
H
N2
)
u0||2Hs(R3)
))
≥ 1
4
E
(
||χ ( HN2 )u0||2Hs(R3))2
E
(
||χ ( HN2 )u0||4Hs(R3)) .
En effet, grâce à la proposition 30, nous avons
E
(
||χ
(
H
N2
)
u0||2Hs(R3)
)
≥ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncmgn(ω)gm(ω)
∫
R2
|∇|s(hn).|∇|s(hm) dx
)
≥ E(|X |2)×
∑
n
χ2
(
λ2n
N2
)
|cn|2||∇s(hn)||2L2(R3)
≥ E(|X |2)× C21σ2N .
De plus, grâce encore une fois à la proposition 30, on établit
E
(
||χ
(
H
N2
)
u0||4Hs(R3)
)
≤ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncm gn(ω)gm(ω)
∫
R3
∇s(hn)∇s(hm) dx
)2
+ E
(∑
n,m
χ
(
λ2n
N2
)
χ
(
λ2m
N2
)
cncm gn(ω)gm(ω)
)2
≤ E
( ∑
n1,n2,n3,n4
χ
(
λ2n1
N2
)
χ
(
λ2n2
N2
)
χ
(
λ2n3
N2
)
χ
(
λ2n4
N2
)
cn1cn2cn3cn4
× gn1(ω)gn2(ω)gn3(ω)gn4(ω)×
∫
R3
∇s(hn1)∇s(hn2)×
∫
R3
∇s(hn3)∇s(hn4)
)
+ E
( ∑
n1,n2,n3,n4
χ
(
λ2n1
N2
)
χ
(
λ2n2
N2
)
χ
(
λ2n3
N2
)
χ
(
λ2n4
N2
)
× cn1cn2cn3cn4 × gn1(ω)gn2(ω)gn3(ω)gn4(ω)
)
≤ 4E(|X |4)×
∑
n,m
χ
(
λ2n
N2
)2
χ
(
λ2m
N2
)2
|cn|2|cm|2||∇s(hn)||2L2(R3)||∇s(hm)||2L2(R3)
+ 4E(|X |4)×
∑
n,m
χ
(
λ2n
N2
)2
χ
(
λ2m
N2
)2
|cn|2|cm|2
≤ 4E(|X |4)× C42σ4N + 4E(|X |4)× σ4N .
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Et, par conséquent,
P
(
M2 ≥ 1
2
E(|X |2)× C1 σ2N
)
≥ E(|X |
2)2
E(|X |4) ×
(
C1
2
)4
×
(
1
C42 + 1
)
.
Puis en utilisant le théorème de convergence monotone, on trouve
P (M =∞) ≥ E(|X |
2)2
E(|X |4) ×
(
C1
2
)4
×
(
1
C42 + 1
)
.
Et finalement d’après la proposition 54, on a P (M =∞) = 1. ⊠
Theorem 56 Pour tout s ≥ 0, il existe une constante C > 0 telle que pour tout N ∈ N∗
et u ∈ Hs(R3),
||χ
(
H
N2
)
u||Hs(R3) ≤ C||u||Hs(R3).
Le théorème 56 et la proposition 55 impliquent le théorème 52.
En effet, si nous supposons que uω0 ∈ Hs(R3) ω presque surement alors par la proposition
55, on obtient
sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) ≤ C||uω0 ||Hs(R3),
puis
sup
N∈N∗
||χ
(
H
N2
)
uω0 ||Hs(R3) <∞ ω presque surement.
Ce résultat contredit la proposition 55 et finalement il suffit de prouver le théorème 56.
Preuve du théorème 56. En utilisant (13) et (14), il suffit de montrer que :
∀s ≥ 0, ∃ C > 0 et h0 tels que ∀ 0 < h ≤ h0, ∀u ∈ Hs(R3)
|| χ(x2 + (hD)2)u||Hs(R3) ≤ C||u||Hs(R3). (21)
En effet,
||χ
(
H
N2
)
u||Hs(R3)
≤ || [χ(x2 + (hD)2)]u(
√
h.)||Hs(R3)
≤ || [χ(x2 + (hD)2)]u(
√
h.)||L2(R3) + ||∇s [χ(x2 + (hD)2)]u(
√
h.)||L2(R3)
≤ h−3/4||u||L2(R3) + hs/2−3/4|| [χ(x2 + (hD)2)]u||Hs(R3)
≤ ||u||L2(R3) + hs/2−3/4||u||Hs(R3)
≤ ||u||Hs(R3).
Par interpolation, on peut limiter la preuve au cas où s est un entier. Grâce à la pro-
position 42 (avec N = s), il existe une constante C > 0 telle que pour tout h ∈]0, 1] et
u ∈ L2(R3), on a
||χ(x2 + (hD)2)u−
N∑
j=0
hjOph(Ψj(x, ξ))u||Hs(R3) ≤ C||u||L2(R3),
avec Supp(Ψj(x, ξ)) ⊂
(
(x, ξ)/x2 + ξ2 ∈ Supp(χ)).
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Ainsi, pour obtenir (21), il suffit d’obtenir que pour tout s ≥ 0, il existe deux constantes
C > 0 et h0 ≥ 1 telles que pour tout h ∈]0, h0] et u ∈ Hs(R3),
||Oph(Ψj(x, ξ))u||Hs(R3) ≤ C||u||Hs(R3). (22)
Enfin, pour établir (22), il suffit d’utiliser le théorème 39 et de remarquer que
(x, ξ) −→ χ(x2 + ξ2) ∈ S0 and (x, ξ) −→ Ψj(x, ξ) ∈ S0. ⊠
Pour terminer cette partie, on évalue la norme Sobolev de la donnée initiale. Cela permet-
tra d’établir que les théorèmes 4 et 6 seront valides pour pour des équations sur-critiques
avec des données initiales "grandes".
Proposition 57 Soit σ ≥ 0, u0 ∈ Hσ(R3) et s ≥ σ. Supposons que pour tout n ∈ N,
λ2sn |cn|2 ≤ 1
alors pour tout t ≥ 0,
µ
(
u0/||χ
(
H
N2
)
u0||Hs(R3) ≤ t
)
≤
 e
t2− 12 ||χ( HN2 )u0||
2
Hs(R3) dans le cas Gaussien,
e
t2−ǫ2||χ( H
N2
)u0||2Hs(R3) dans le cas Bernoulli.
Preuve. Effectuons la preuve dans le cas Gaussien. En utilisant que − ln(1 + u) ≤ −u2
pour tout u ∈ [0, 1] et l’inégalité de Markov, on obtient
µ
(
u0 ∈ Hσ(R3)/||χ
(
H
N2
)
u0||Hs(R3) ≤ t
)
= P
(
ω ∈ Ω/e−||χ( HN2 )uω0 ||2Hs(R3) ≥ e−t2
)
≤ et2E
(
e
−||χ( H
N2
)u0||2Hs(R3)
)
≤ et2
∏
n∈N
E
(
e
−χ2
(
λ2n
N2
)
λ2sn |cn|2|X|2
)
≤ et2
∏
n∈N
(
1
1 + χ2(
λ2n
N2 )λ
2s
n |cn|2
)
≤ et2
∏
n∈N
(
e
− 12χ2
(
λ2n
N2
)
λ2sn |cn|2
)
≤ et2− 12 ||χ( HN2 )u0||2Hs(R3) . ⊠
Remarques : 1- Par exemple, si u0 /∈ Hs(R3) et λ2sn |cn|2 ≤ 1, ∀n ∈ N, on obtient pour
tout t ≥ 0,
lim
N→∞
µ
(
u0 ∈ Hσ(R3)/||χ
(
H
N2
)
u0||Hs(Rd) ≤ t
)
= 0.
Encore une fois, cela signifie bien que la norme Sobolev de la donnée initiale n’est pas
"petite".
2- Par exemple, pour N fixé, on peut choisir cn = 1Ns−ǫ pour n vérifiant λn ∼ N et 0
sinon et obtenir pour t ≥ 0 ,
µ
(
u0 ∈ Hσ(R3)/||χ
(
H
N2
)
u0||Hs(Rd) ≤ t
)
≤ exp
(
t2 − N
ǫ
2
)
,
alors que ||u0||Hσ(R3) = Nσ−s+ǫ ≪ 1.
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5. L’argument de point fixe
Dans cette partie, on établit les estimées qui vont nous servir à appliquer un théorème
de point fixe. ψ désigne une fonction de C∞0 (R) égale à 1 sur [−π4 , π4 ] et supportée dans
[−2π, 2π].
Proposition 58 Il existe b′ < 12 tel que pour tous b >
1
2 et s >
1
2 , on ait l’existence de
deux constantes C > 0 et κ > 0 telles que pour tout v ∈ Xs,b et tous N1 ≥ N2 ≥ N3,
||∆N1(v)∆N2 (v)∆N3(v)||Xs,−b′ ≤ CN
−κ
1 ||v||3Xs,b . (23)
Preuve. Par dualité, il suffit de montrer qu’il existe une constante δ > 0 telle que∫
R∗R3
∆N1(v)∆N2(v)∆N3(v)∆M (w) ≤ CN−κ1 M−δ||v||3Xs,b ||w||X−s,b′ .
Grâce au le lemme 29, nous pouvons nous ramener au cas où M ≤ N1+δ1 .
Cas N3 ≤M ≤ N1+δ1 : En utilisant le théorème 47, on obtient∫
R∗R3
∆N1(v)∆N2(v)∆N3 (v)∆M (w)
≤ ||∆N1(v)∆N2 (v)||L2(R,L2(R3)) × ||∆M (w)∆N3(v)||L2(R,L2(R3))
≤ (N2N3)1/2+δ(N2
N1
)1/2−δ(
N3
M
)1/2−δ
× ||∆N1(v)||X0,b ||∆N2(v)||X0,b ||∆N3(v)||X0,b ||∆M (w)||X0,b′
≤ (N2
N1
)1/2−δ(
N3
M
)1/2−δ(N2N3)1/2+δ−s(
M
N1
)s × ||v||3
X
s,b ||w||
X
−s,b′
≤ (N2N3)1−sM−1/2+δN−1/2+(1+s)δ1 × ||v||3Xs,b ||w||X−s,b′
≤ M−δM1/2−s+(1+s)δN1/2−s+2δ1 × ||v||3Xs,b ||w||X−s,b′
≤ M−δN1−2s+(3+s)δ1 × ||v||3Xs,b ||w||X−s,b′ .
Cas M ≤ N3 : En utilisant le théorème 47, on établit∫
R∗R3
∆N1(v)∆N2(v)∆N3(v)∆M (w)
≤ ||∆N1(v)∆N2(v)||L2(R,L2(R3)) × ||∆M (w)∆N3(v)||L2(R,L2(R3))
≤ (N2M)1/2+δ(N2
N1
)1/2−δ(
M
N3
)1/2−δ
× ||∆N1(v)||X0,b ||∆N2(v)||X0,b ||∆N3(v)||X0,b ||∆M (w)||X0,b′
≤ N2M( 1
N3N1
)1/2−δ(
M
N1N2N3
)s × ||v||3
X
s,b ||w||
X
−s,b′
≤ M−δN1−s2 N1/2+2δ3 × (
1
N1
)1/2+s−δ × ||v||3
X
s,b ||w||
X
−s,b′
≤ M−δN1−2s+3δ1 × ||v||3Xs,b ||w||X−s,b′ . ⊠
Proposition 59 Il existe b′ < 12 tel que pour tous b >
1
2 et s >
1
2 , on ait l’existence de
deux constantes C, κ > 0 telles que si pour un certain λ > 0, on a pour tout N ,
||∆N (eitHu0)||L2([−2π,2π],L∞(R3)) ≤ λN−1/6
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alors pour tout v ∈ Xs,b et tous N1 ≥ N2 ≥ N3,
||∆N1(v)∆N2(v)∆N3(ψ(t)e−itHu0)||Xs,−b′ ≤ CN
−κ
1 × (||v||3Xs,b + λ
3), (24)
||∆N1(v)∆N2(ψ(t)e−itHu0)∆N3(v)||Xs,−b′ ≤ CN
−κ
1 × (||v||3Xs,b + λ
3). (25)
Preuve. On montre (24), la preuve de (25) étant similaire.
Par dualité, il suffit de montrer qu’il existe une constante δ > 0 telle que∫
R∗R3
∆N1(v)∆N2(v)∆N3(ψ(t)e
−itHu0)∆M (w) ≤ CN−κ1 M−δ×(||v||3Xs,b+λ
3)×||w||
X
−s,b′ .
Grâce au lemme 29, nous pouvons nous ramener au cas où M ≤ N1+δ1 .
Cas N2 ≤M ≤ N1+δ1 : En utilisant le théorème 47 et la proposition 12, on obtient∫
R∗R3
∆N1(v)∆N2(v)∆N3(ψ(t)e
−itHu0)∆M (w)
≤ ||∆N2(v)∆M (w)||L2(R,L2(R3)) × ||∆N3(ψ(t)e−itHu0)||L2([−2π,2π],L∞(R3))
× ||∆N1(v)||L∞([−2π,2π],L2(R3))
≤ N1/2+δ2 (
N2
M
)1/2−δ
× ||∆N1(v)||X0,b ||∆N2(v)||X0,b ||∆N3(eitHu0)||L2([−2π,2π],L∞(R3))||∆M (w)||X0,b′
≤ N1/2+δ2 (
N2
M
)1/2−δ(
M
N1N2
)sN
−1/6
3 × λ||v||2Xs,b ||w||X−s,b′
≤ N1−s2 M s−1/2+δN−s1 N−1/63 × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN1−s2 N−1/2+(3+s)δ1 N−1/63 × λ||v||2Xs,b ||w||X−s,b′
≤ N1/2−s+(3+s)δ1 × λ||v||2Xs,b ||w||X−s,b′ .
Cas M ≤ N2 : En utilisant le théorème 47 et la proposition 12, on établit∫
R∗R3
∆N1(v)∆N2(v)∆N3(ψ(t)e
−itHu0)∆M (w)
≤ ||∆N2(v)∆M (w)||L2(R,L2(R3)) × ||∆N3(ψ(t)e−itHu0)||L2([−2π,2π],L∞(R3))
× ||∆N1(v)||L∞([−2π,2π],L2(R3))
≤ M1/2+δ(M
N2
)1/2−δ
× ||∆N1(v)||X0,b ||∆N2(v)||X0,b ||∆N3(eitHu0)||L2([−2π,2π],L∞(R3))||∆M (w)||X0,b′
≤ M1/2+δ(M
N2
)1/2−δ(
M
N1N2
)sN
−1/6
3 × λ||v||2Xs,b ||w||X−s,b′
≤ N−1/2−s+δ2 M1+sN−s1 N−1/63 × λ||v||2Xs,b ||w||X−s,b′
≤ N1/2+δ2 N−s1 N−1/63 × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN1/2−s+2δ1 × λ||v||2Xs,b ||w||X−s,b′ . ⊠
Proposition 60 Il existe b′ < 12 tel que pour tous b >
1
2 et s >
1
2 , on ait l’existence
d’une constante C > 0 telle que si pour un certain λ > 0, on a pour tout N ,
||∆N (eitHu0)||L4([−2π,2π],L∞(R3)) ≤ λN−1/6 et || [eitHu0]2 ||L4([−2π,2π],Hs(R3)) ≤ λ2
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alors pour tout v ∈ Xs,b,
||v ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||
X
s,−b′ ≤ C(||v||3
X
s,b + λ
3). (26)
Preuve. En utilisant les propositions 14 et 12, on trouve
||v ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||
X
s,−b′
≤ ||v ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||L1+δ(R,Hs(R3))
≤ ||v ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||L1+δ([−2π,2π],Hs(R3))
≤ ||v||L∞([−2π,2π],Hs(R3)) × ||eitHu0||2L4([−2π,2π],L∞(R3))
+ ||v||L2([−2π,2π],L∞(R3)) × || [eitHu0]2 ||L4([−2π,2π],Hs(R3))
≤ λ2||v||
X
s,b + λ2||v||
L2(R,W
s,6
(R3))
≤ C(||v||3
X
s,b + λ
3). ⊠
Proposition 61 Il existe b′ < 12 tel que pour tous b >
1
2 et s >
1
2 , on ait l’existence
d’une constante C > 0 telle que si pour un certain λ > 0, on a
|| [eitHu0]3||L4([−2π,2π],Hs(R3)) ≤ λ3
alors pour tout v ∈ Xs,b,
||ψ(t)e−itHu0 ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||
X
s,−b′ ≤ Cλ3. (27)
Preuve. En utilisant la proposition 14, on établit
||ψ(t)e−itHu0 ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||
X
s,−b′
≤ ||ψ(t)e−itHu0 ∗ ψ(t)e−itHu0 ∗ ψ(t)e−itHu0||L1+δ(R,Hs(R3))
≤ C|| [eitHu0]3 ||L4([−2π,2π],Hs(R3))
≤ Cλ3. ⊠
Proposition 62 Il existe b′ < 12 tel que pour tous b >
1
2 et s ∈] 12 , 1[, on ait l’existence
de deux constantes C > 0, κ > 0 et d’un réel R ∈ [2,∞[ tels que si pour un certain
λ > 0, on a pour tout N,
||u0||L2(R3)) ≤ λ,
||∆N (eitHu0)||L4([−2π,2π],L∞(R3)) ≤ λN−1/6,
||∆N (eitHu0)||LR([−2π,2π],Ws,4(R3)) ≤ λNs−1/4,
alors pour tout v ∈ Xs,b et tous N1 ≥ N2 ≥ N3,
||∆N1(ψ(t)e−itHu0)∆N2(v)∆N3(v)||Xs,−b′ ≤ CN
−κ
1 × (λ3 + ||v||3Xs,b). (28)
Preuve. Soit δ > 0 assez petit, fixé par la suite.
Cas N1 ≥ (N2N3)
1−s
1−s−4δ : Par dualité, il suffit d’établir∫
R∗R3
∆N1(ψ(t)e
itHu0)∆N2(v)∆N3(v)∆M (w) ≤ CN−κ1 M−δ×||w||X−s,b′×(λ
3+||v||3
X
s,b).
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Grâce au lemme 29, on peut se ramener au cas où M ≤ N1+δ1 .
Si N3 ≤M alors en utilisant les théorèmes 47 et 48, on obtient∫
R∗R3
∆N1(ψ(t)e
−itHu0)∆N2(v)∆N3 (v)∆M (w)
≤ ||∆N1(ψ(t)e−itHu0)∆N2(v)||L2(R,L2(R3)) × ||∆N3(v)∆M (w)||L2(R,L2(R3))
≤ (N2N3)1/2+δ(N2
N1
)1/2−δ(
N3
M
)1/2−δ
× ||∆N1(u0)||L2 ||∆N2(v)||X0,b ||∆N3(v)||X0,b ||∆M (w)||X0,b′
≤ (N2N3)1/2+δ(N2
N1
)1/2−δ(
N3
M
)1/2−δ(
M
N2N3
)s
× λ||∆N2(v)||Xs,b ||∆N3(v)||Xs,b ||∆M (w)||X−s,b′
≤ M−δN−δ1 N−1+s+4δ1 (N2N3)1−s × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN−δ1 × λ||v||2Xs,b ||w||X−s,b′ .
Puis, si N3 ≥M , en utilisant les théorèmes 47 et 48, on trouve∫
R∗R3
∆N1(ψ(t)e
−itHu0)∆N2(v)∆N3 (v)∆M (w)
≤ ||∆N1(ψ(t)e−itHu0)∆N2(v)||L2(R,L2(R3)) × ||∆N3(v)∆M (w)||L2(R,L2(R3))
≤ (N2M)1/2+δ(N2
N1
)1/2−δ(
M
N3
)1/2−δ
× ||∆N1(u0)||L2 ||∆N2(v)||X0,b ||∆N3(v)||X0,b ||∆M (w)||X0,b′
≤ (N2M)1/2+δ(N2
N1
)1/2−δ(
M
N3
)1/2−δ(
M
N2N3
)s
× λ||∆N2(v)||Xs,b ||∆N3(v)||Xs,b ||∆M (w)||X−s,b′
≤ M−δN−δ1 N−1+s+4δ1 (N2N3)1−s × λ||v||2Xs,b ||w||X−s,b′
≤ M−δN−δ1 × λ||v||2Xs,b ||w||X−s,b′ .
Cas N1 ≤ (N2N3)
1−s
1−s−4δ : En utilisant les propositions 14 et 12, on établit
||∆N1(ψ(t)e−itHu0)∆N2(v)∆N3(v)||Xs,−b′
≤ ||∆N1(ψ(t)e−itHu0)∆N2(v)∆N3(v)||L1+δ(R,Hs(R3))
≤ ||∆N1(e−itHu0)∆N2(v)∆N3 (v)||L1+δ([−2π,2π],Hs(R3))
≤ ||∆N1(eitHu0)||
L
(1+δ)(1+2δ)
δ ([−2π,2π],Ws,4(R3))
×
2∏
i=1
||∆Ni(v)||L2(1+2δ)(R,L8(R3))
+||∆N1(eitHu0)||L4([−2π,2π],L∞(R3))||∆N2(v)||L∞([−2π,2π],Hs(R3))||∆N3(v)||L2([−2π,2π],Ws,6(R3))
+||∆N1(eitHu0)||L4([−2π,2π],L∞(R3))||∆N2(v)||L2([−2π,2π],Ws,6(R3))||∆N3(v)||L∞([−2π,2π],Hs(R3))
≤ Ns−1/41 (N2N3)
9
8− 11+2δ−sλ||v||2
X
s,b +N
−1/6
1 × λ||v||2Xs,b
≤ (N2N3)
(1−s)(s−1/4+δ)
1−s−4δ (N2N3)
9
8− 11+δ−sN−δ1 × λ||v||2Xs,b +N
−1/6
1 λ||v||2Xs,b ,
avec
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(1− s)(s− 1/4 + δ)
1− s− 4δ +
9
8
− 1
1 + 2δ
− s = s− 1
4
+ δ +
4δ(s− 14 + δ)
1− s− 4δ +
9
8
− 1
1 + 2δ
− s
=
7
8
+
4δ(s− 14 + δ)
1− s− 4δ −
1
1 + 2δ
= −1
8
+ ◦(δ) < 0.
Et finalement la proposition est démontrée avec R = (1+δ)(1+2δ)δ . ⊠
Définition 63 Soit λ > 0 et définissons E0(λ) comme l’ensemble des fonctions u0 ∈
L2(R3) qui vérifient
||u0||L2(R3) ≤ λ
|| [eitHu0]2 ||L4([−2π,2π],Hs(R3)) ≤ λ2
|| [eitHu0]3 ||L4([−2π,2π],Hs(R3)) ≤ λ3
||∆N (eitHu0)||L4([−2π,2π],L∞(R3)) ≤ λN−1/6 , ∀N
||∆N (eitHu0)||LR([−2π,2π],W s,4(R3)) ≤ λNs−1/4 , ∀N
où R est fixé par la proposition 62.
Theorem 64 Soient 12 < s < 1 et K ∈ {−1, 1} alors il existe une constante C > 0 et
un réel b > 1/2 tels que si u0 ∈ E0(λ) avec λ > 0 alors pour tout v ∈ Xs,b,∣∣∣∣∣∣∣∣ψ(t)∫ t
0
e−i(t−s)Hψ(s)K cos(2s)|ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v) ds
∣∣∣∣∣∣∣∣
X
s,b
≤ C × (λ3 + ||v||3
X
s,b).
Preuve. Pour tout b > 12 , en utilisant les propositions 15 et 16, on trouve
||ψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v) ds||Xs,b
≤ C|| K cos(2s)ψ(s)|ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v)||Xs,b−1
≤ C|| |ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v)||Xs,b−1 .
Puis en utilisant (23), (24), (25), (26), (27), (28), on établit l’existence d’un entier b′ < 12
tel que pour tout u0 ∈ E0(λ),
|| |ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v)||
X
s,−b′ ≤ C(λ3 + ||v||3
X
s,b).
Il suffit alors de choisir b = 1− b′ > 12 et la proposition est démontrée. ⊠
Theorem 65 Soient 12 < s < 1 et K ∈ {−1, 1} alors il existe une constante C > 0 et
un réel b > 1/2 tels que si u0 ∈ E0(λ) avec λ > 0, alors pour tout v ∈ Xs,bT ,∣∣∣∣∣∣∣∣ψ(t)∫ t
0
e−i(t−s)HK cos(2s)ψ(s) |ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v) ds
∣∣∣∣∣∣∣∣
X
s,b
T
≤ C(λ3 + ||v||3
X
s,b
T
).
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Preuve. Soit w ∈ Xs,b telle que w|[−T,T ] = v alors
||ψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v|2 × (ψ(s)e−isHu0 + v) ds||Xs,bT
≤ ||ψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + w|2 × (ψ(s)e−isHu0 + w) ds||Xs,b
≤ C(λ3 + ||w||3
X
s,b) pour tout w. ⊠
De manière similaire, on pourrait démontrer le théorème suivant :
Theorem 66 Soient 12 < s < 1 et K ∈ {−1, 1} alors il existe une constante C > 0 et
un réel b > 1/2 tels que si u0 ∈ E0(λ) avec λ > 0, alors pour tous v1, v2 ∈ Xs,bT ,∣∣∣∣∣∣∣∣ψ(t)∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v1|2 × (ψ(s)e−isHu0 + v1) ds
− ψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v2|2 × (ψ(s)e−isHu0 + v2) ds
∣∣∣∣∣∣∣∣
X
s,b
T
≤ C||v1 − v2||Xs,bT × (λ
2 + ||v1||2
X
s,b
T
+ ||v2||2
X
s,b
T
).
6. Solutions globales pour l’équation (NLS)
Dans cette partie, on applique un théorème de point fixe pour établir l’existence de
solutions globales pour l’équation (NLS). On démontre également l’unicité des solutions,
ainsi que quelques propriétés qu’elles vérifient comme le scattering.
Commençons par établir l’existence, pour cela considérons l’équation suivante : i
∂u
∂t
−Hu = K cos(2t)|u|2u,
u(0, x) = u0(x).
(NLSH)
Theorem 67 Soit 12 < s < 1 alors il existe une constante C > 0 et un réel b > 1/2 tels
que si u0 ∈ E0(λ) avec λ < 12√C alors il existe unique solution à l’équation (NLSH) avec
donnée initiale u0 dans l’espace e
−itHu0 +BXs,bT
(0, 12
√
1
C ).
Preuve. On définit
L : v → −iψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0+ v(s)|2(ψ(s)e−isHu0+ v(s)) ds,
u = e−itHu0 + v est l’unique solution de (NLSH) dans l’espace e−itHu0 +BXs,bT
(0, R) si
et seulement v est l’unique point fixe de L dans l’espace B
X
s,b
T
(0, R).
Selon les théorèmes 65 et 66, il existe une constante C > 0 telle que
||L(v)||
X
s,b
T
≤ C(λ3 + ||v||3
X
s,b
T
),
||L(v1)− L(v2)||Xs,bT ≤ C||v1 − v2||Xs,bT (λ
2 + ||v1||2
X
s,b
T
+ ||v2||2
X
s,b
T
).
Ainsi, si λ < 1
2
√
C
alors L est une application contractante de l’espace complet
B
X
s,b
T
(0, 12
√
1
C ) et admet donc un unique point fixe. ⊠
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Theorem 68 Soit 12 < s < 1 alors il existe deux constantes C, c > 0 telles que si
u0 ∈ E0(λ) avec λ < 12√C alors il existe une unique solution globale à l’équation (NLS)
avec donnée initiale u0 dans l’espace e
it∆u0 + BXs(0,
c
2
√
1
C ).
La constante C est donnée par les théorèmes 65 et 66 et la constante c par la proposition
24.
Preuve. Soit u donnée par le théorème 67 et définissons
u˜(t, x) =
(
1√
1 + 4t2
)3/2
× u
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2 .
D’après le théorème 20, comme u est solution de (NLSH) sur ]−T, T [ alors u˜ est solution
globale de (NLS).
Ainsi, pour obtenir le théorème, il suffit de remarquer que
(eit∆u0)(t, x) =
(
1√
1 + 4t2
)3/2
× (e−itHu0)
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2 ,
et d’utiliser la proposition 24. ⊠
L’existence de solutions étant prouvée, on démontre ensuite qu’elles sont uniques.
Theorem 69 Soient 12 < s < 1 et u0 ∈ E0(λ) avec λ > 0 alors si u˜1 et u˜2 sont deux
solutions de (NLS) de l’espace eit∆u0 +X
s, alors
u˜1 = u˜2 dans C
0(R, L2(R3))
Preuve. Il suffit de montrer que u˜1(t) = u˜2(t) pour t ≥ 0 (on remarque que xi(t) :=
u˜i(−t) vérifie i∂xi∂t −∆xi = −K|xi|2xi et on pourra faire la même preuve pour obtenir
que x1(t) = x2(t) pour t ≥ 0, c’est à dire u˜1(t) = u˜2(t) pour t ≤ 0).
Pour tout t ∈ R,
∂t||u˜1(t)− u˜2(t)||2L2(R3) = 2ℜ
(
< ∂t(u˜1(t)− u˜2(t)), u˜1(t)− u˜2(t) >L2(R3)×L2(R3)
)
≤ 2| < |u˜1(t)|2u˜1(t)− |u˜2(t)|2u˜2(t), u˜1(t)− u˜2(t) >L2(R3)×L2(R3) |
≤ 2||u˜1(t)− u˜2(t)||L2(R3) × || |u˜1(t)|2u˜1(t)− |u˜2(t)|2u˜2(t)||L2(R3)
≤ 4||u˜1(t)− u˜2(t)||2L2(R3) × (||u˜1(t)||2L∞(R3) + ||u˜2(t)||2L∞(R3)).
Par le lemme de Gronwall, le théorème est démontré si ||u˜1(t)||2L∞(R3)+ ||u˜2(t)||2L∞(R3) ∈
L1loc(R
+) car ||u˜1(0)− u˜2(0)||2L2(R3) = 0.
Le théorème est donc clair puisque grâce à la proposition 22,
||u˜i||L2(R,L∞(R3)) ≤ ||eit∆u0||L2(R,L∞(R3)) + ||v˜i||L2(R,L∞(R3))
≤ C(||eitHu0||L4([−2π,2π],L∞(R3)) + ||v˜i||Xs)
≤ C(λ+ ||v˜i||Xs). ⊠
On prouve ensuite que les solutions construites diffusent en ∞ et −∞. Pour prouver ce
résultat, commençons par établir un lemme préliminaire.
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Lemma 70 Pour tout t ∈ R et x ∈ R3, on a(
eit∆F (
1
2
arctan 2t, .)
)
(t, x)
=
(
1√
1 + 4t2
)3/2
× (e−itHF (t, .))
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2 .
Preuve. Rappelons la formule de Mehler, pour t ∈]− T, T [ et x ∈ R3, on a
(e−itHf)(t, x) =
(
1
2πi sin 2t
) 3
2
∫
R3
e
i
2 (
cos 2t
sin 2t x
2− xysin 2t+ cos 2tsin 2t y2)f(y) dy.
Par conséquent,(
1√
1 + 4t2
)3/2
× (e−itHF (t, .))
(
1
2
arctan(2t),
x√
1 + 4t2
)
× e ix
2t
1+4t2
=
(
1
4πit
) 3
2
×
∫
R3
e
i(x−y)2
4t F
(
1
2
arctan(2t), y
)
dy
=
(
eit∆F (
1
2
arctan2t, .)
)
(t, x). ⊠
Theorem 71 Soit u˜ l’unique solution de (NLS) construite dans le théorème 68, alors il
existe L+ ∈ Hs(R3) et L− ∈ Hs(R3) deux fonctions telles que
lim
t→∞
||u˜(t)− eit∆u0 − eit∆L+||Hs(R3) = 0,
lim
t→−∞
||u˜(t)− eit∆u0 − eit∆L−||Hs(R3) = 0.
Preuve. On a montré que
−iψ(t)
∫ t
0
e−i(t−s)HK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds
∈ Xs,bT .
Ainsi, par le lemme 18,
−ie−itH
∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds
∈ C0([−T, T ], Hs(R3)).
Et donc, il existe une fonction L ∈ Hs(R3) telle que
lim
t→T
∣∣∣∣∣∣∣∣L− ie−itH ∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s))ds
∣∣∣∣∣∣∣∣
H
s
= lim
t→T
∣∣∣∣∣∣∣∣eitHL− i ∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s))ds
∣∣∣∣∣∣∣∣
H
s
= lim
t→T
∣∣∣∣∣∣∣∣eiTHL− i ∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s))ds
∣∣∣∣∣∣∣∣
H
s
= 0.
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Or, pour t ∈ [−T, T ],
u(t) =e−itHu0
− ie−itH
∫ t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds.
Donc, par le lemme 70, on obtient
u˜(t) = eit∆u0
+eit∆
[
−i
∫ 1
2 arctan 2t
0
eisHK cos(2s)ψ(s)|ψ(s)e−isHu0 + v(s)|2(ψ(s)e−isHu0 + v(s)) ds
]
= eit∆u0 + e
it∆F (t),
avec
lim
t→∞ ||F (t)− e
iTHL||Hs(R3) = 0.
Et le théorème est démontré avec
L+ = eiTHL ∈ Hs(R3),
car
lim
t→∞
||eit∆F (t)− eit∆L+||Hs(R3) = lim
t→∞
||F (t)− L+||Hs(R3)
≤ C lim
t→∞
||F (t)− L+||Hs(R3) = 0. ⊠
Enfin, pour conclure cette partie, on démontre que le flot de l’équation est lipschitzien
en un certain sens.
Theorem 72 Soient u10, u
2
0 ∈ E0(λ) avec λ donné par le théorème 68 et soient u˜1, u˜2 les
solutions de (NLS), alors il existe une constante Cλ > 0 telle que
||u˜1 − u˜2||X0 ≤ Cλ||u10 − u20||L2(R3).
Preuve. Grâce à la proposition 23, il suffit d’établir que
||u1 − u2||X0T ≤ Cλ||u
1
0 − u20||L2(R3).
Rappelons que
u1(t)− u2(t) = e−itH(u10 − u20)− iψ(t)
∫ t
0
e−i(t−s)Hψ(s)K cos 2s× (|ψ(s)e−isHu10 + v1(s)|2
∗ (ψ(s)e−isHu10 + v1(s))− |ψ(s)e−isHu20 + v2(s)|2(ψ(s)e−isHu20 + v2(s)))ds.
Ainsi, en utilisant les estimées de Strichartz et par la proposition 12, le fait que
||vi||L2([T,T ],L∞(R3)) ≤ ||vi||L2([−T,T ],W s,6(R3)) ≤ C||vi||Xs,bT ≤ Cλ,
on obtient
||u1 − u2||X0T ≤ C(||u
1
0 − u20||L2(R3) + ||v1 − v2||L∞([−T,T ],L2(R3)))
×
1 + ∑
j=1,2
||eitHuj0||2L2([−2π,2π],L∞(R3)) + ||vj ||2L2([−T,T ],L∞(R3))

≤ Cλ2(||u10 − u20||L2(R3) + ||v1 − v2||L∞([−T,T ],L2(R3))).
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Ainsi, pour prouver le résultat, il suffit de montrer que
||v1 − v2||L∞([−T,T ],L2(R3)) ≤ C||u10 − u20||L2(R3).
Mais comme
i∂tvi −Hvi = K cos 2t|e−itHui0 + vi|2 ∗ (e−itHui0 + vi),
on en déduit
∂t||v1(t)− v2(t)||2L2(R3)
= 2ℜ
(∫
R3
∂t(v1(t)− v2(t)) . v1(t)− v2(t)
)
= 2ℜ(−iK cos 2t ∗
∫
R3
(|e−itHu10 + v1|2(e−itHu10 + v1)
− |e−itHu20 + v2|2(e−itHu20 + v2)) . v1(t)− v2(t) dx)
≤ ||v1(t)− v2(t)||L2(R3)
× || |e−itHu10 + v1(t)|2 ∗ (e−itHu10 + v1(t))− |e−itHu20 + v2(t)|2 ∗ (e−itHu20 + v2(t)) ||L2(R3)
≤ ||v1(t)− v2(t)||L2(R3) × (||v1(t)− v2(t)||L2(R3) + ||u10 − u20||L2(R3))
×
∑
j=1,2
||eitHuj0||2L∞(R3) + ||vj ||2L∞(R3)

Ainsi, on a établi
∂t||v1(t)− v2(t)||L2(R3) ≤ (||v1(t)− v2(t)||L2(R3) + ||u10 − u20||L2(R3))
×
∑
j=1,2
||eitHuj0||2L∞(R3) + ||vj ||2L∞(R3)
 .
Finalement, en utilisant le lemme de Gronwall, on obtient
||v1 − v2||L∞([0,T,]L2(R3)) ≤ C||u10 − u20||L2(R3)
× e
∑
j=1,2
||eitHuj0||2L2([−2π,2π],L∞(R3))+||vj ||
2
L2([−T,T ],L∞(R3))
≤ CeCλ2 × ||u10 − u20||L2(R3). ⊠
7. Estimation de la régularité de la donnée initiale aléatoire
Dans cette partie, on estime la régularité de la donnée aléatoire en démontrant des
estimée de types grandes déviations. En particulier, on établit que uω0 ∈
⋃
n∈N
E0(n) ω
presque surement. On supposera que gn ∼ NC(0, 1) ou gn ∼ B(12 ) car dans ce dernier
cas, il suffira de remplacer u0 par ǫ ∗ u0 pour revenir au cas où gnǫ ∼ B(12 ).
On définit pour t > 0,
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Ωt =
(
ω ∈ Ω/||uω0 ||Hσ(R3) ≤ t, || [eitHuω0 ]2 ||L4([−2π,2π],Hs(R3)) ≤ t2 ,
|| [eitHuω0 ]3 ||L4([−2π,2π],Hs(R3)) ≤ t3,∩N ||∆N (e
itHuω0 )||L4([−2π,2π],L∞(R3)) ≤ tN−1/6,
∩
N
||∆N (eitHuω0 )||LR([−2π,2π],Ws,4(R3)) ≤ tNs−1/4
)
et l’objectif de cette partie est de démontrer le théorème suivant :
Theorem 73 Il existe deux constantes C, c > 0 telles que pour tout t ≥ 0 et u0 ∈
H
σ
(R3),
P (Ωct) ≤ Ce
− ct2
||u0||
2
Hσ(R3) . (29)
On commence par établir des inégalités de type chaos de Wiener dans le cas où gn ∼
NC(0, 1) ou gn ∼ B(12 ). Pour cela, on introduit deux définitions et on démontre 3 lemmes
préliminaires.
Définition 74 Pour p ∈ N∗, on définit
A2p =
{
σ ∈ S2p / σ2 = Id et σ(i) 6= i, ∀i{1, .., 2p}
}
,
et pour p ∈ N∗ et σ ∈ A2p, on pose
I(σ, p) = {i ∈ {1, ..., p} / σ(2i) = 2i− 1} .
Lemma 75 Soit Xn, n ∈ N une suite de variables indépendantes telles que E(X2k+1i ) =
0 pour tout k ∈ N, alors pour tout 2p-upplet (n1, ...n2p) ∈ N2p,
si E(Xn1 × ...×Xn2p) 6= 0 alors il existe une permutation σ ∈ A2p telle que
nσ(i) = ni, ∀i ∈ {1, .., 2p}.
Preuve. Le lemme se démontre facilement par récurrence sur p. ⊠
Lemma 76 Il existe une constante C > 0 telle que pour tout p ∈ N∗,
Card(A2p) ≤ (Cp)p.
Preuve. Il suffit d’utiliser la formule de Sterling. En effet, on a
Card(A2p) = (2p− 1)× ....× 3× 1 = (2p)!2p.p! ≤ (Cp)p. ⊠
Définition 77 On définit
l2 =
c = (cn,m)n,m ∈ F(N×N) / ||c||l2 :=
√∑
m,n
|cm,n|2 <∞
 ,
et
l˜1 =
{
c = (cn,m)n,m ∈ F(N×N) / ||c||l˜1 :=
∑
n
|cn,n| <∞
}
.
Lemma 78 Pour tout p ∈ N∗, σ ∈ A2p et c1, c2, ...cp dans l˜1 ∩ l2,∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p∏
i=1,
i∈I(σ,p)
||ci||l˜1 ×
p∏
i=1,
i/∈I(σ,p)
||ci||l2
≤
p∏
i=1
(
||ci||l˜1 + ||ci||l2
)
.
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Preuve. La seconde inégalité est triviale à partir de la première. On démontre cette der-
nière par récurrence sur p. Les cas p=1, p=2 et p=3 sont clairs. Soit p ≥ 4 et supposons
le résultat établi pour q ∈ {1, ..., p− 1}.
-Cas I(σ, p) 6= ∅.
Si p ∈ I(σ, p) alors il existe une permutation σ′ = σ|{1,...,2(p−1)} ∈ A2(p−1) telle que
∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
 ∑
n1,...,n2(p−1),
n
σ′(i)
=ni
|c1n1,n2 | ... |cp−1n2p−3,n2p−2 |
× ||cp||l˜1 .
et le résultat est prouvé par récurrence en remarquant que I(σ′, p− 1) = I(σ, p) \ {p}.
Sinon p /∈ I(σ, p) et il existe un entier i ∈ {1, ..., p− 1} tel que i ∈ I(σ, p).
Dans cette situation, posons
γ : {1, ..., 2p} \ {2i− 1, 2i} → {1, ..., 2p− 2}
k 7→ k si k /∈ {2p− 1, 2p},
2p− 1 7→ 2i− 1,
2p 7→ 2i,
τ = σ|{1,...,2p}\{2i−1,2i} et σ′ = γ ◦ τ ◦ γ−1 pour obtenir que∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p |
=
( ∑
n1,...,n2(p−1),
n
σ′(i)
=ni
|c1n1,n2 | ...✟✟✟|cin,n|...|cp−1n2p−3,n2p−2 | |cpn2i−1,n2i |
)
× ||ci||l˜1 .
Remarquons que σ′ ∈ A2(p−1) et que I(σ′, p − 1) = I(σ, p) \ {i}. Ainsi, nous pouvons
appliquer l’hypothèse de récurrence à c1 = c1, ..., ci = cp, ..., cp−1 = cp−1 et le résultat
suit.
Cas I(σ, p) = ∅ :
Nous devons prouver que∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p∏
i=1
||ci||l2 .
Ainsi, on remarque que le rôle des ci est symétriques et qu’il est donc possible d’inter-
vertir leurs positions. Par conséquent, il est possible de supposer que σ(2p) = 2p− 2 et
σ(2p− 1) = 2p− 3 ou 2p− 4.
Sous-cas σ(2p) = 2p− 2 et σ(2p− 1) = 2p− 3 :
Il existe une permuation σ′ = σ|{1,...,2(p−2)} ∈ A2(p−2) telle que
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∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
 ∑
n1,...,n2(p−2),
n
σ′(i)
=ni
|c1n1,n2 | ... |cp−2n2p−3,n2p−2 |
×∑
n,k
cp−1n,k c
p
n,k.
Puis, il suffit d’utiliser l’inégalité de Cauchy-Schwarz et l’hypothèse de récurrence pour
prouver le résultat.
Sous-cas σ(2p) = 2p− 2 et σ(2p− 1) = 2p− 4 :
Posons τ = σ|{1,..,2p−5}∪{2p−3},
γ : {1, ..., 2(p− 2)} → {1, .., 2p− 5} ∪ {2p− 3}
k 7→ k si k ∈ {1, ..., 2p− 5},
2p− 4 7→ 2p− 3,
et σ′ = γ−1 ◦ τ ◦ γ ∈ A2(p−2).
Comme 2p− 4 = σ′(2p− 4) ⇔ 2p− 3 = σ(2p− 3) et σ′ = σ sur {1, ..., 2p− 5}, alors∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | =
∑
n1,...,n2(p−2),
n
σ′(i)
=ni
∑
n,m
|c1n1,n2 | ... |cp−2n2p−5,m| |cp−1n2p−4,n| |cpm,n|.
Puis, grâce à l’inégalité de Cauchy-Schwarz, on obtient∑
n,m
|cp−2n2p−5,m| |cp−1n2p−4,n| |cpm,n| ≤
√∑
m
|cp−2n2p−5,m|2.
∑
n
|cp−1n2p−4,n|2 × ||cp||l2 ,
pour ensuite appliquer l’hypothèse de récurrence à p−2, σ′ ∈ A2(p−2) et c1 = c1, ..., cp−3 =
cp−3 et
c˜p−2k,l =
√∑
m
|cp−2k,m |2 ×
∑
n
|cp−1l,n |2.
Il est important de remarquer qu’il n’est pas clair que I(σ′, p−2) = ∅ et qu’il est possible
que p− 2 ∈ I(σ′, p− 2). On obtient alors∑
n1,...,n2p,
nσ(i)=ni
|c1n1,n2 | ... |cpn2p−1,n2p | ≤
p−3∏
i=1
||ci||l2 × ||c˜p−2||l?
i
× ||cp||l2 ,
où l?i désigne la norme l
2 ou l˜1.
Finalement, pour conclure, on note que
||c˜p−2||l2 = ||
√∑
m
|cp−2k,m |2 ×
∑
n
|cp−1l,n |2||l2 = ||cp−2||l2 × ||cp−1||l2 ,
et par l’inégalité de Cauchy Schwarz que
||c˜p−2||l˜1 = ||
√∑
m
|cp−2k,m |2.
∑
n
|cp−1l,n |2||l˜1 ≤ ||cp−2||l2 × ||cp−1||l2 .
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Ce qui achève la récurrence. ⊠
Maintenant, grâce aux lemmes 75, 76 et 78, on peut démontrer les estimées de chaos
de Wiener qui nous serviront à estimer P (Ωct).
Proposition 79 Supposons que gn ∼ NC(0, 1) ou gn ∼ B(12 ) alors il existe une constante
C > 0 telle que pour tout q ≥ 2 et (cn)n ∈ l2(N), (cn,m)n,m ∈ l2(N×N) et (cn,m,k)n,m,k ∈
l2(N×N×N),∣∣∣∣∣∣∣∣ ∑
n∈N
cn × gn(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q 12 ×
√∑
n∈N
|cn|2, (30)
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q ×
√ ∑
n,m∈N
|cn,m|2 + L
∑
n∈N
|cn,n|
 ,
(31)∣∣∣∣∣∣∣∣ ∑
n,m,k∈N
cn,m,k × gn(ω)× gm(ω)× gk(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q 32 ×
√ ∑
n,m,k∈N
|cn,m,k|2+
(32)
+ L×
∑
n∈N
√∑
m∈N
|cn,n,m|2 +
∑
n∈N
√∑
m∈N
|cn,m,n|2 +
∑
n∈N
√∑
m∈N
|cm,n,n|2
 ,
où
L =
 0 dans le cas Gaussien complexe,1 dans le cas Bernoulli (ou Gaussien réel).
Preuve.
1- Dans [BT2], il est montré que si
∃δ > 0/∀α ∈ R et n ∈ N, E(eαgn) ≤ eδα2 , (33)
alors (30) est satisfait. Ainsi, (30) est vérifiée puisque (33) est satisfait si gn ∼ NR(0, 1)
ou gn ∼ B(12 ).
2- Pour le cas Gaussien, d’après [TT], proposition 2.4 (Wiener chaos estimates), il existe
une constante C > 0 telle que pour tout q ≥ 2,∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m×gn(ω)×gm(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C×q×
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m×gn(ω)×gm(ω)
∣∣∣∣∣∣∣∣
L2(Ω)
. (34)
Or ∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2
L2(Ω)
=
∑
n,n′,m,m′∈N
cn,m × cn′,m′ × E
(
gn(ω)× gm(ω)× gn′(ω)× gm′(ω)
)
≤
∑
n=n′=m=m′∈N
| |+
∑
n=n′,m=m′∈N
| |+
∑
n=m,n′=m′∈N
| |+
∑
n=m′,n′=m∈N
| |.
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Mais
∑
n=n′=m=m′∈N
∣∣∣∣cn,m × cn′,m′ × E (gn(ω)× gm(ω)× gn′(ω)× gm′(ω)) ∣∣∣∣
=
∑
n∈N
|cn,n|2E(|gn(ω)|4)
≤
∑
n,m∈N
|cn,m|2,
et en utilisant que E(gn(ω)2) = 0, on trouve
∑
n=m,n′=m′∈N
∣∣∣∣cn,m × cn′,m′ × E (gn(ω)× gm(ω)× gn′(ω)× gm′(ω)) ∣∣∣∣
=
∑
n,m∈N
|cn,n| × |cm,m| ×
∣∣∣∣E (gn(ω)2 × gm(ω)2) ∣∣∣∣
=
∑
n∈N
|cn,n|2 × E
(|gn(ω)|4)
≤
∑
n,m∈N
|cn,m|2.
Ainsi (31) est démontrée dans le cas gn ∼ NC(0, 1). Nous pouvons procéder de la même
manière pour obtenir (32) puisque l’inégalité (34) est vraie pour un produit quelconque
de variables aléatoires.
3- Dans le cas Bernoulli, démontrons (31). Nous pouvons limiter la preuve au cas où
q = 2p avec p ∈ N∗. Il suffit alors de montrer que
∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
≤ (Cp)2p ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p .
Nous pouvons utiliser successivement les lemmes 75, 78 et 76 pour obtenir
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∣∣∣∣∣∣∣∣ ∑
n,m∈N
cn,m × gn(ω)× gm(ω)
∣∣∣∣∣∣∣∣2p
L2p(Ω)
=
∑
n1,...,n4p
cn1,n2 ...cn2p−1,n2p .cn2p+1,n2p+2 ...cn4p−1,n4p × E
(
4p∏
i=1
gni
)
≤
∑
n1,...,n4p
|cn1,n2 |...|cn4p−1,n4p | ×
∣∣∣∣E
(
4p∏
i=1
gni
)∣∣∣∣
≤
∑
σ∈A4p
∑
n1,...,n4p,
nσ(i)=ni
|cn1,n2 |...|cn4p−1,n4p |
≤ Card(A4p)×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p
≤ (Cp)2p ×
√ ∑
n,m∈N
|cn,m|2 +
∑
n∈N
|cn,n|
2p .
Ce qui démontre (31). Pour obtenir (32), on peut remarquer que le lemme 78 reste vrai
pour un produit de 3 variables aléatoires (il suffit de faire la preuve avec des suites de 3
variables). ⊠
Preuve du théorème 73.
P (Ωct) ≤ P
(
ω ∈ Ω/||uω0 ||Hσ(R3) ≥ t
)
+ P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2π,2π],Hs(R3)) ≥ t2
)
+ P
(
ω ∈ Ω/|| [eitHuω0 ]3 ||L4([−2π,2π],Hs(R3)) ≥ t3
)
+ P
(⋃
N
{
ω ∈ Ω/||∆N (eitHuω0 )||L4([−2π,2π],L∞(R3)) ≥ tN−1/6
})
+ P
(⋃
N
{
ω ∈ Ω/||∆N (eitHuω0 )||LR([−2π,2π],Ws,4(R3)) ≥ tNs−1/4
})
ainsi il suffit d’établir la majoration (29) pour chacun des termes. Effectuons la démons-
tration pour le second et le quatrième terme (pour les autres termes, la démarche est
identique).
I/ Cas || [eitHuω0 ]2 ||L4([−2π,2π],Hs(R3)) ≥ t2 :
Comme s ∈] 12 , 12 + σ[, il suffit d’obtenir le lemme suivant :
Lemma 80 Pour tout ǫ > 0, il existe 2 constantes C, c > 0 telles que pour tout t > 0 et
u0 ∈ Hσ(R3),
P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2π,2π],Hσ+1/2−2ǫ(R3)) ≥ t
2
)
≤ Ce
− ct2
||u0||
2
Hσ(R3) .
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Preuve du lemme 80. Remarquons qu’il suffit d’obtenir l’estimation pour t ≥ C||u0||Hσ(R3).
Grâce aux inégalités de Markov et Minkowski, on obtient pour q ≥ 4,
P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2π,2π],Hσ+1/2−2ǫ(R3)) ≥ t2
)
≤ P
(
ω ∈ Ω/|| Hσ/2+1/4−ǫ [eitHuω0 ]2 ||qL4([−2π,2π],L2(R3)) ≥ t2q
)
≤ t−2q × Eω
(
|| Hσ/2+1/4−ǫ [eitHuω0 ]2 ||qL4([−2π,2π],L2(R3))
)
≤ t−2q × || Hσ/2+1/4−ǫ [eitHuω0 ]2 ||qLq(Ω,L4([−2π,2π],L2(R3)))
≤ t−2q × || Hσ/2+1/4−ǫ [eitHuω0 ]2 ||qL4([−2π,2π],L2(R3,Lq(Ω))).
Puis, par (31), on établit
|| Hσ/2+1/4−ǫ [eitHuω0 ]2 ||Lq(Ω)
≤
∣∣∣∣∣∣∣∣ Hσ/2+1/4−ǫ
 ∑
n,m∈N
eit(λ
2
n+λ
2
m)cncmhn(x)hm(x)gn(ω)gm(ω)
 ∣∣∣∣∣∣∣∣
Lq(Ω)
≤
∣∣∣∣∣∣∣∣ ∑
n,m∈N
eit(λ
2
n+λ
2
m)cncm ×Hσ/2+1/4−ǫ [hn(x)hm(x)] × gn(ω)gm(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C × q ×
(√ ∑
n,m∈N
|cn|2|cm|2| Hσ/2+1/4−ǫ [hn(x)hm(x)] |2
+ L
∑
n∈N
|cn|2|Hσ/2+1/4−ǫ [h2n(x)]|
)
.
Prenons L = 0 pour simplifier les calculs (le terme avec L=1 s’estime de la même façon).
Par l’inégalité triangulaire, on trouve
P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2π,2π],Hσ+1/2−2ǫ(R3)) ≥ t
2
)
≤
(
Cq
t2
)q
×
∣∣∣∣∣∣∣∣ ∑
n,m∈N
|cn|2 × |cm|2 × | Hσ/2+1/4−ǫ [hn(x)hm(x)] |2
∣∣∣∣∣∣∣∣q/2
L2([−2π,2π],L1(R3))
≤
(
Cq
t2
)q
×
 ∑
n,m∈N
|cn|2 × |cm|2 × || Hσ/2+1/4−ǫ [hn(x)hm(x)] ||2L4([−2π,2π],L2(R3))
q/2 .
Puis grâce à la proposition 27 avec δ = ǫ, on arrive à
|| Hσ/2+1/4−ǫ [hn(x)hm(x)] ||2L4([−2π,2π],L2(R3)) ≤ Cǫ ×max(λn, λm)2(σ−ǫ)
≤ C ×max(λn, λm)2σ.
Et finalement, on a
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P
(
ω ∈ Ω/|| [eitHuω0 ]2 ||L4([−2π,2π],Hσ+1/2−2ǫ(R3)) ≥ t2
)
≤
(
Cq
t2
)q
×
 ∑
n,m∈N
|cn|2 × |cm|2 ×max(λn, λm)2σ
q/2
≤
(
Cq||u0||2Hσ(R3)
t2
)q
.
Il suffit ensuite de choisir q = t
2
2C||u0||2
Hσ(R3)
≥ 4 puisque t≫ 1 pour conclure . ⊠
II/ Cas ||∆N [eitHuω0 ]||L4([−2π,2π],L∞(R3)) ≥ N−1/6t : Commençons par établir le lemme
suivant :
Lemma 81 Pour tout p1, p2 ∈ [2,∞[ et ǫ > 0, il existe deux constantes C, c > 0 telles
que pour tout t > 0, N ≥ 1 et u0 ∈ Hσ−ǫ(R3),
P
(
ω ∈ Ω/||∆N(eitHuω0 )||Lp1 ([−2π,2π],W ǫ,p2(R3)) ≥ tN−1/6−σ+2ǫ
)
≤ Ce
− ct2
||∆N (u0)||
2
Hσ−ǫ(R3) .
Preuve du lemme 81 Quitte à remplacer u0 par ∆N (u0), on se ramène à démontrer que
P
(
ω ∈ Ω/||∆′N (eitHuω0 )||Lp1([−2π,2π],W ǫ,p2(R3)) ≥ tN−1/6−σ+2ǫ
)
≤ Ce
− ct2
||u0||
2
Hσ−ǫ(R3) .
Comme pour le lemme 80, il suffit de prouver l’estimation pour t ≥ C||u0||Hσ−ǫ(R3).
Grâce aux inégalités de Markov et Minkowski, on obtient pour q ≥ p1, p2,
P
(
ω ∈ Ω/||∆′N (eitHuω0 )||Lp1([−2π,2π],W ǫ,p2(R3)) ≥ tN−1/6−σ+2ǫ
)
≤
(
N1/6+σ−2ǫ × Eω(||∆′N (eitHuω0 )||Lp1([−2π,2π],W ǫ,p2(R3)))
t
)q
≤
(
N1/6+σ−2ǫ
t
)q
× ||Hǫ/2∆′N (eitHuω0 )||qLq(Ω),Lp1([−2π,2π]),Lp2(R3)
≤
(
N1/6+σ−2ǫ
t
)q
× ||Hǫ/2∆′N (eitHuω0 )||qLp1([−2π,2π]),Lp2(R3),Lq(Ω).
Or, d’après (30),
||Hǫ/2∆′N (eitHuω0 )||Lq(Ω) ≤
∣∣∣∣∣∣∣∣ ∑
n∈N
φ
(
λ2n
N2
)
λǫne
itλ2ncnhn(x)gn(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤
∣∣∣∣∣∣∣∣ ∑
λn∼N
φ
(
λ2n
N2
)
λǫne
itλ2ncnhn(x)gn(ω)
∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C ×√q ×
√√√√ ∑
λn∼N
φ2
(
λ2n
N2
)
λ2ǫn × |cn|2 × |hn(x)|2.
Alors, par (5) et (6), on trouve
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||Hǫ/2∆′N (eitHuω0 )||Lp1([−2π,2π]),Lp2(R3),Lq(Ω)
≤ C ×√q ×
∣∣∣∣∣∣∣∣ ∑
λn∼N
φ2
(
λ2n
N2
)
× λ2ǫn × |cn|2 × |hn(x)|2
∣∣∣∣∣∣∣∣1/2
Lp1/2([−2π,2π]),Lp2/2(R3)
≤ C ×√q ×
√√√√ ∑
λn∼N
φ2
(
λ2n
N2
)
× λ2ǫn × |cn|2 × ||hn(x)||2Lp2 (R3)
≤ C ×√q ×
√√√√ ∑
λn∼N
φ2
(
λ2n
N2
)
× λ2ǫ−1/3n × |cn|2
≤ C ×√q ×N−σ−1/6+2ǫ ×
√√√√ ∑
λn∼N
φ2
(
λ2n
N2
)
× λ2(σ−ǫ)n × |cn|2
≤ C ×√q ×N−σ−1/6+2ǫ × ||∆′N (u0)||Hσ−ǫ(R3)
≤ C ×√q ×N−σ−1/6+2ǫ × ||u0||Hσ−ǫ(R3).
Finalement, on a pour tout q ≥ p1, p2,
P
(
ω ∈ Ω/||∆′N (eitHuω0 )||Lp1([−2π,2π],W ǫ,p2(R3)) ≥ tN−1/6−σ+2ǫ
)
≤
(
C ×√q × ||u0||Hσ−ǫ(R3)
t
)q
.
Il suffit alors de choisir q =
(
t
4C||u0||Hσ(R3)
)2
≥ p1, p2 pour prouver le lemme 81. ⊠
Ensuite, pour p2 = 3ǫ + ǫ , on a
W ǫ,p2(R3) →֒ L∞(R3).
Ainsi pour tout p1 ∈ [2,∞[ et ǫ > 0, il existe deux constantes C, c telles que pour tout
t > 0, N ≥ 1 et u0 ∈ Hσ−ǫ(R3)
P
(
ω ∈ Ω/||∆N(eitHuω0 )||Lp1 ([−2π,2π],L∞(R3)) ≥ tN−1/6−σ+2ǫ
)
≤ Ce
− ct2
||∆N (u0)||
2
Hσ−ǫ(R3)
Ensuite, nous pouvons choisir p1 = 4 et utiliser que ||∆N (u0)||2
H
σ−ǫ
(R3)
≤ N−2ǫ||u0||2Hσ(R3)
pour obtenir pour tout ǫ > 0 l’existence de deux constantes C, c > 0 telles que pour tout
t > 0, N ≥ 1 et u0 ∈ Hσ(R3),
P
(
ω ∈ Ω/||∆N (eitHuω0 )||L4([−2π,2π],L∞(R3)) ≥ tN−1/6
)
≤ Ce
− cN2(σ−ǫ)t2
||u0||
2
Hσ(R3) . (35)
Nous devons prouver qu’il existe deux constantes C, c > 0 telles que pour tout t > 0,
N ≥ 1 et u0 ∈ Hσ(R3),
P
(⋃
N
{
ω ∈ Ω/||∆N (eitHuω0 )||L4([−2π,2π],L∞(R3)) ≥ tN−1/6
})
≤ Ce
− ct2
||u0||
2
Hσ(R3) . (36)
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Depuis
P
(⋃
N
{
ω ∈ Ω/||∆N (eitHuω0 )||L4([−2π,2π],L∞(R3)) ≥ tN−1/6
})
≤ 1,
il suffit de montrer (36) pour t ≥ C||u0||Hσ(R3).
On pose α =
(
t
C||u0||Hσ(R3)
)2
et en choisissant ǫ < σ dans (35), il suffit de montrer
que
∀δ > 0, ∃ C, c > 0/ ∀α ≥ 1,
∑
N
e−αN
δ ≤ Ce−cα. (37)
Or ∑
N
e−αN
δ
=
∑
k≥1
e−α(2
k−1)δ ≤
∫ ∞
0
e−α(2
x−1)δdx ≤
∫ ∞
1/2
e−αy
δ
y
dy
≤
∫ ∞
(1/2)δ
e−αz
z
dz
δ
≤
∫ ∞
α(1/2)δ
e−t
t
dt
δ
≤ 2
δ
δα
e−
α
2δ ≤ Ce−cα,
et (36) est prouvé ainsi que l’estimation du terme dans le cas II.
8. Preuves des théorèmes
8.1. Preuve du théorème 4
Pour montrer le théorème 4, il suffit de montrer que pour tout t > 0, P (Ωt) > 0. Pour
cela, on commence par établir qu’il suffit de montrer le résultat pour un nombre fini de
termes dans la donnée initiale. On commence par introduire la définition suivante :
Définition 82 Pour u0 =
∑
n∈N
cnhn(x) une fonction de L
2(R3), on définit pour K ∈ N∗,
[u0]K =
∑
λn<K
cnhn(x),
[u0]
K =
∑
λn≥K
cnhn(x).
Pour ensuite énoncer le théorème.
Theorem 83 Pour tout t > 0 et α ∈]0, 1], il existe un entier K ∈ N∗ tel que
P (Ωt) ≥ (1− α)×
µ
(
u0 ∈ Hσ(R3)/|| [u0]K ||Hσ(R3) ≤
t
2
, || (eitH [u0]K)2 ||L4([−2π,2π],Hs(R3)) ≤
t2
2
,
|| (eitH [u0]K)3 ||L4([−2π,2π],Hs(R3)) ≤
t3
2
,⋂
N
{
||∆N (eitH [u0]K)||L4([−2π,2π],L∞(R3)) ≤ tN
−1/6
2
}
,
⋂
N
{
||∆N (eitH [u0]K)||LR([−2π,2π],Ws,4(R3)) ≤
tNs−1/4
2
})
.
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Preuve. Par indépendance, on trouve
P (Ωt) ≥µ
(
|| [u0]K ||Hσ(R3) ≤
t
2
, || (eitH [u0]K)2||L4([−2π,2π],Hs(R3)) ≤
t2
2
,
|| (eitH [u0]K)3 ||L4([−2π,2π],Hs(R3)) ≤
t3
2
,⋂
N
{
||∆N (eitH [u0]K)||L4([−2π,2π],L∞(R3)) ≤ tN
−1/6
2
}
,
⋂
N
{
||∆N (eitH [u0]K)||LR([−2π,2π],W s,4(R3)) ≤
tNs−1/4
2
})
×µ
(
|| [u0]K ||Hσ(R3) ≤
t
2
, || (eitH [u0]K)2 ||L4([−2π,2π],Hs(R3)) ≤
t2
2
,
|| (eitH [u0]K)3 ||L4([−2π,2π],Hs(R3)) ≤
t3
2
,⋂
N
{
||∆N (eitH [u0]K)||L4([−2π,2π],L∞(R3)) ≤ tN
−1/6
2
}
,
⋂
N
{
||∆N (eitH [u0]K)||LR([−2π,2π],W s,4(R3)) ≤
tNs−1/4
2
})
.
Notons par Pt,K le premier terme probabiliste de cette inégalité. Alors par le théorème
73, pour tout t ≥ 0 et K ∈ N∗,
Pt,K ≥ 1− Ce
− ct2
|| [u0]
K ||2
Hσ(R3) ,
avec
lim
K→∞
|| [u0]K ||2Hσ(R3) = 0.
Par conséquent, il existe bien un entier non nul K tel que Ce
− ct2
|| [u0]
K ||2
Hσ(R3) ≤ α. ⊠
Remarque : Dans ce théorème, s’il existe σ′ > σ avec u0 ∈ Hσ
′
(R3) alors nous pou-
vons choisir
M ≥ ||u0||
H
σ′
(R3)
×
√
log(Cα )
c pour avoir PMK−(σ′−σ),K ≥ 1− α.
Puis, nous pouvons choisir K ≥ (Mt ) 1σ′−σ pour obtenir
Pt,K ≥ PMK−(σ′−σ),K ≥ 1− α.
Et finalement K =
( ||u0||
Hσ
′
(R3)
t ×
√
log(Cα )
c
) 1
σ′−σ
satisfait le théorème 83.
Enfin, on démontre le résultat pour un nombre fini de termes dans la donnée initiale.
Proposition 84 Il existe une constante C > 0 telle que pour tout K ∈ N,ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gλ(ω)|2 ≤
t2
4
 ⊂
{
ω ∈ Ω/|| [uω0 ]K ||Hσ(R3) ≤
t
2
}
, (38)
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etω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6
 ⊂ A
où
A =
⋂ {
ω ∈ Ω/|| (eitH [uω0 ]K)2 ||L4([−2π,2π],Hs(R3)) ≤
t2
2
}
, (39)⋂ {
ω ∈ Ω/|| (eitH [uω0 ]K)3 ||L4([−2π,2π],Hs(R3)) ≤
t3
2
}
, (40)⋂ ⋂
N
{
ω ∈ Ω/||∆N(eitH [uω0 ]K)||L4([−2π,2π],L∞(R3)) ≤
t
2
N−1/6
}
, (41)
⋂ ⋂
N
{
ω ∈ Ω/||∆N(eitH [uω0 ]K)||LR([−2π,2π],Ws,4(R3)) ≤
t
2
Ns−1/4
}
. (42)
Preuve. On remarque qu’il existe deux constantes C1, C2 > 0 telles que C1n
1
3 ≤ λ2n ≤
C2n
1
3 puis que |{λn ≤ K}| ≤ CK6. Le résultat suit alors grâce à la proposition 25 et à
l’inégalité de Cauchy-Schwarz. ⊠
Preuve du théorème 4. Par le théorème 83 et la proposition 84, il suffit de montrer
que pour tout entier K ≥ 1 et réel t > 0,
P
ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6
 > 0.
Mais, par indépendance,
P
ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK6

≥ P
 ⋂
λn≤K
{
ω ∈ Ω/|gn(ω)|2 ≤ t
2
CK12||u0||2Hσ(R3)
}
≥
∏
λn≤K
P
(
ω ∈ Ω/|gn(ω)|2 ≤ t
2
CK12||u0||2Hσ(R3)
)
> 0,
car pour tout R > 0 et n ∈ N , P (ω ∈ Ω/|gn(ω)| ≤ R) > 0. ⊠
Remarque : Dans le cas Gaussien, comme
P
(
ω ∈ Ω/|gn(ω)|2 ≤ R
)
= 1− e−R,
on en déduit
P
ω ∈ Ω/ ∑
λn≤K
λ2σn |cn|2|gn(ω)|2 ≤
t2
CK2
 ≥ (1− e− t2CK12||u0||2Hσ(R3))K6 .
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Par conséquent, pour σ′ > σ, en utilisant la remarque du théorème 83, on obtient qu’il
existe deux constantes R > 0 et C > 0 telles que si ||u0||
H
σ′
(R3)
≥ R alors
P (Ω′) ≥ (1 − α)× e−C||u0||
6
σ′−σ
Hσ
′
(R3)
log ||u0||
Hσ
′
(R3) .
8.2. Preuve du théorème 5
En utilisant les théorèmes 68, 69 et 71, pour prouver (3), il suffit d’établir que pour
tout λ > 0,
lim
η→0
P
(
ω ∈ Ωλ| ||uω0 ||Hσ(R3) ≤ η
)
= 1. (43)
En adaptant la preuve de l’appendice A.2 de [BT4], on peut obtenir que
P
(
ω ∈ Ωcλ | ||uω0 ||Hσ(R3) ≤ η
)
≤ Ce−cλ
2
η2 ,
et (3) est prouvé.
Ensuite, pour obtenir (4), il suffit de montrer que pour tout λ > 0 et ǫ > 0,
lim
η→0
µ1 ⊗ µ2
(
u10 ∈ E0(λ), u20 ∈ E0(λ), ||u˜1 − u˜2||X0 ≤ ǫ| ||u10||Hσ(R3) ≤ η
, ||u20||Hσ(R3) ≤ η
)
= 1.
En utilisant le théorème 72, il suffit de démontrer que pour tout λ > 0 et ǫ > 0,
lim
η→0
µ1 ⊗ µ2
(
u10 ∈ E0(λ), u20 ∈ E0(λ)| ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= 1.
Ainsi, il suffit d’établir que pour tout λ > 0 et ǫ > 0,
lim
η→0
µ1 ⊗ µ2
(
u10 ∈ E0(λ)c| ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= 0.
Mais
lim
η→0
µ1 ⊗ µ2
(
u10 ∈ E0(λ)c| ||u10||Hσ(R3) ≤ η, ||u20||Hσ(R3) ≤ η
)
= lim
η→0
µ1
(
u10 ∈ E0(λ)c| ||u10||Hσ(R3) ≤ η
)
= 0,
et (4) est démontré.
8.3. Preuve du théorème 6
Pour prouver le théorème 6, il suffit de montrer que pour tout t > 0 et α ∈]0, 1], il
existe ǫ > 0 tel que P (Ωǫt) ≥ 1− α. Ce résultat est clair en vu du théorème 73 puisque
P (Ωǫt) ≥ 1− C1e
− C2
ǫ2||u0||
2
Hσ(R3) ≥ 1− α si ǫ≪ 1.
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9. Généralisation du résultat
Dans cette partie, on suppose la dimension d’espace d ≥ 2 et on donne une généra-
lisation du théorème 4. Si l’on suppose que la suite de variables aléatoires (gn)n∈N est
identiquement distribuée de mêmes lois gaussiennes complexes standards et que p est un
entier impair dans l’équation (NLS), on peut alors établir le théorème suivant :
Theorem 85 Soient σ ∈]d−12 − 2p−1 , d2 − 2p−1 [, u0 ∈ H
σ
(Rd) et s ∈]d2 − 2p−1 , σ+ 12 [ alors
il existe un ensemble Ω′ ⊂ Ω vérifiant les conditions suivantes :
i) P (Ω′) > 0,
ii) Pour tout élément ω ∈ Ω′, il existe une unique solution globale u˜ à l’équation (NLS)
dans l’espace eit∆u0(ω, .) +X
s avec donnée initiale u0(ω, .).
iii) Pour tout élément ω ∈ Ω′, il existe L+ et L− ∈ Hs(Rd) telles que
lim
t→∞
||u˜(t)− eit∆u0(ω, .)− eit∆L+||Hs(Rd) = 0,
lim
t→−∞
||u˜(t)− eit∆u0(ω, .)− eit∆L−||Hs(Rd) = 0.
Les points clefs de la démonstration du théorème 4 sont l’existence de l’estimée bilinéaire
de type Bourgain pour l’oscillateur harmonique et la transformation de lentille, propriétés
vraies en dimension quelconque plus grande que 2. Rappelons que les inégalités du chaos
de Wiener pour les variables aléatoires gaussiennes sont établies pour une n-linéarité
quelconque dans [TT]. Ainsi, dans la preuve du théorème 4, le fait que p = 3 intervient
surtout dans l’application du théorème de point fixe de Picard. Vu que les arguments de
bases restent vrais en dimension d ≥ 2, ce dernier reste applicable pour p quelconque
impair à condition de vérifier que u0(ω, .) ∈ L∞(R, L∞(Rd)) ω presque surement (si on
utilise deux fois l’estimée bilinéaire, les termes restants sont à évaluer dans L∞t , mais
pour p=3, il n’y a pas de termes restants), ce que nous expliquons ici. On peut montrer
que
eitHu0(ω, .) ∈ L∞([−2π, 2π],W
1
6+σ−,∞(Rd)) ω presque surement.
Grâce à l’inégalité de Minkowsky et les injections de Sobolev, on a pour tout ǫ > 0,
||eitHu0||L∞([−2π,2π],Lp(Rd)) ≤ ||eitHu0||Lp(Rd,L∞([−2π,2π]))
≤ C||eitHu0||Lp(Rd,W 1/p+ǫ,p([−2π,2π]))
≤ C||H1/p+ǫeitHu0||Lp(Rd,Lp([−2π,2π])).
Puis nous pouvons remplacer u0 par H
s
2u0 pour obtenir que
||eitHu0||L∞([−2π,2π],Ws,p(Rd)) ≤ C||H
s
2+1/p+ǫeitHu0||Lp(Rd,Lp([−2π,2π]))
≤ C||H s2+1/p+ǫeitHu0||Lp([−2π,2π],Lp(Rd))
≤ C||eitHu0||Lp([−2π,2π],W s+2/p+2ǫ,p(Rd)).
Ainsi, si ǫ > dp alors
||eitHu0||L∞([−2π,2π],Wσ+1/6−4ǫ,∞(Rd)) ≤ C||e
itHu0||L∞([−2π,2π],Wσ+1/6−3ǫ,p(Rd))
≤ C||eitHu0||Lp([−2π,2π],Wσ+1/6,p(Rd)).
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