It is known from the theorem of Shannon-McMillan-Breiman that the measure of cylinder sets decays in the limit exponentially with a rate which is given by the metric entropy. Here we prove that the measure of cylinders satisfies a Central Limit Theorem for a wide class of mixing measures which do not have necessarily the Gibbs property. We moreover provide the rate of convergence (which is algebraic). As a consequence we can then also prove that the distribution of the first return time in cylinder sets is log-normally distributed and give the speed of convergence. We also show that the weak invariance principle and the law of the iterated logarithm hold for the convergence to the entropy in the Shannon-McMillan-Breiman and for the distribution of the first return time.
Introduction
In [13] we studied a large class of invariant measures for dynamical systems that do not have necessarily the Gibbs property and which we called (φ, f )-mixing maps (see Section 2 for definition). There we investigated in particular the statistics of multiple return times. Let's recall one of those results which motivated the present work. If (Ω, µ, T ) is a measurable dynamical system, let x ∈ Ω be any point and A n (x) ∈ A n the cylinder around x belonging to the join partition A n = n−1 j=0 T −j A, where A is any measurable generating partition of (Ω, µ, T ). We call τ An(x) (y) = min k > 0 : T k y ∈ A n (x), y ∈ A n (x) . We next introduce the distribution µ An(x) y : τ An(x) (y) > t µ(A n (x)) where µ An(x) is the conditional measure on A n (x). In the limit of n → ∞ and for µ-almost every x this distribution can be shown to converge to e −t for the class of (φ, f )-mixing maps (for reasonable φ and f ). We next consider the first return of the 'center' x of the cylinder A n (x) (which we call the repeat function in Sect. 7); for an ergodic measure of finite entropy h(µ) Ornstein and Weiss [19] have shown that lim n→∞ 1 n log τ An(x) (x) = h(µ)
almost everywhere. It is a remarkable fact that in order to prove fluctuations in the convergence of the limit (1) one needs the e −t -statistics for return times. This leads us to look at the distribution µ x : log τ An(x) (x) − nh(µ) σ √ n > t (2) as n → ∞, where (the variance) σ 2 > 0 will be specified later on. It can be shown [24] and also Sections 4 and 5, that the e −t -statistics of the first return times combined with a Central Limit Theorem for the fluctuation to the entropy in the Shannon-McMillan-Breiman theorem (SMB), will allow to get the convergence in law of (2) to the normal distribution. This kind of result has been proved for Gibbsian sources [8] , for some maps of the interval with topological covering properties [20] and some non-uniformly hyperbolic maps on the interval [9, 4] . Kontoyannis [17] has some results in the setting of finite-valued stationary strongly mixing processes with some sort of finite-order Markov chain approximation (the assumption on the coefficient 'γ' introduced by Ibragimov [16] ). (If σ = 0 then there are some examples when the limiting distribution is not normal [8] .) All these contributions (except that of Kontoyannis) , used explicitly a Gibbs type characterization of the measure µ which allows to rephrase the CLT for the convergence to the entropy in Shannon-McMillan-Breiman theorem in terms of a standard CLT for the involved potential. For recent results on the CLT in various settings for potentials (and in particular for Gibbs states) see [12, 18, 5] . Instead, the contribution of Kontoyannis quoted above used a CLT directly for the processes log µ(A n (x)) (without requiring the Gibbs property) which was proven by Ibragimov in the early sixties. In [16] Ibragimov worked on 'strongly mixing systems' 1 whose decay functions satisfy a certain summability condition and whose conditional expectations for partition elements with respect to the entire (infinite) past are sufficiently well approximated by the conditional expectations on cylinder sets.
Here we take the same point of view, namely we prove a CLT for the convergence to the entropy in the SMB theorem for (φ, f )-mixing maps (Theorem 16). The most difficult part (Proposition 14) is to provide an explicit construction of the variance σ 2 . We will show that this variance can be expressed in terms of first and second moments of the information function I n (x) = − log µ(A n (x)). We provide rates of convergence in the CLT in a rather general setting that in particular does not require the invariant measure to be Gibbsian. A Broise [3] has proved error terms for the CLT for large class of expanding maps on the interval for which the Perron-Frobenius operator has a 'spectral gap'. Moreover, for Gibbsian sources of dispersing billiards Pène [21] has obtained similar estimates.
From section 4 to 7 we improve the CLT by showing some of its classical, although not trivial, consequences either for the processes log µ(A n (x)) and for log τ An(x) (x).
In the fourth section we prove the law of iterated logarithm and in the fifth the weak invariance principle for the function log µ(A n (x)). The latter follows easily from the CLT in the case of transitive Gibbs states and can also be proved for a large class of non-uniformly hyperbolic maps of the interval [9] and for the stationary strongly mixing processes studied in [17] .
In the section 6 we prove the exponential law for the first return time and provide error estimates which in section 7 are finally then used to derive a CLT and a Weak Invariance 2 Properties of (φ, f )-mixing measures Let T be a map on a space Ω and µ an invariant probability measure on Ω. Moreover let A be a measurable partition of Ω and denote by A n = n−1 j=0 T −j A its n-th join which also is a measurable partition of Ω for every n ≥ 1. The atoms of A n are called n-cylinders. Let us put A * = n A n for the collection of all cylinders in Ω and put |A| for the length of an n-cylinder A ∈ A * , i.e. |A| = n if A ∈ A n .
We shall assume that A is generating, i.e. that the atoms of A ∞ are single points in Ω.
We say that the dynamical system
for all m ≥ f (U ), measurable V (in the σ-algebra generated by A * ) and U which are unions cylinders of the same length n.
Oftentimes the function f depends only on the length of the cylinders, that is f (A) = f (|A|). The function φ determines the rate at which the mixing occurs and the separation function f specifies a lower bound for the size of the gap m that is necessary to get a good mixing property.
In the special case when f is constant 0 (or some other constant) then (T, µ) is traditionally called φ-mixing. There is a tradeoff between the decay function φ and the separation function f . Typically one can achieve to have φ decay faster at the expense of f which as a consequence will be increasing faster.
Examples
1. Classical φ-mixing systems (see, e.g. [8] ): f = 0.
2. Dispersing billiards [21] : f is linear.
3. Gibbs measures for rational maps with critical points: f is linear, φ is exponential.
4.
Multidimensional piecewise continuous maps [20] : f depends on the individual cylinders.
General properties
For r ≥ 1 and (large) N denote by G r (N 
is the intersection of a cone in Z r with a ball of radius N and centre at the origin.) Let t be a positive parameter, put N = [t/µ(W )] (the normalised time) and W ⊂ Ω. Then the entries v j of the vector v ∈ G r (N ) are the iterates at which all the points in 
The following exponential estimate has previously been shown for φ-mixing measures in [11] and for α-mixing measures in [1] .
Lemma 3 [13] There exists a 0 < γ 1 < 1 so that for all A ∈ A * :
This lemma implies in particular that µ has positive entropy [13] . In remainder of this section let us assume that µ is a (φ, f )-mixing probability measure on Ω for the map T : Ω → Ω where f (A) for all A ∈ A * depends only on the length |A| of the cylinder A. Hence we shall now write f (n) where n ∈ N is the length of the cylinders. For Lemmas 4 and 5 we assume that f grows no more than linearly, that is, there exists a constant C 0 so that f (n) ≤ C 0 n for all n.
We are interested in the cylinders that return within very short time to themselves. In particular let us put
Lemma 4 There exists a 0 < γ 2 < 1 so that for all large enough n:
Proof. If we put ∆ = f (κ( n 2 )), then f (j) + ∆ < n 2 for j = 1, . . . , κ( n 2 ) − 1. Let A ∈ A n and assume that A ∩ T j A = ∅ for some j < κ( n 2 ). For B ∈ A j so that A ⊂ B one has by Lemma 3
Lemma 5 There exists a 0 < γ 3 < 1 so that for all large enough n:
Proof. If for k < n put ρ k = µ x ∈ Ω : τ An(x) (x) = k , then ρ n ≤ A∈A n µ(A ∩ T −k A), where in view of Lemma 4 it is enough to consider κ(n) ≤ k < n. Put = κ(k) and we get by the mixing property
and therefore, by Lemma 4
The metric entropy h for an invariant measure µ is h = lim n→∞ 1 n H(A n ), where, as usual,
Lemma 6 Assume that f (m) ≤ C 1 m γ for some constant C 1 and 0 ≤ γ < 1.
Then for every γ ∈ (γ, 1) there exists a constant C 2 so that for all m:
Proof. We shall first show that
if ∆ ≥ f (min(n, m)). Let us assume that m ≤ n, f (m) < m and put ∆ = f (m), B = A m , C = T −m−∆ A n and D = T −m A ∆ we obtain (using the fact that T is (φ, f )-mixing in fourth line)
This proves the estimate (3).
Let γ < γ < 1 2 and assume that u is large enough (so that u γ ≥ f (u)). Since
and by iteration the following lower bound:
where the (small) terms φ([(2 j u) γ ]) have been absorbed by the constant c 2 .
To get a lower bound for arbitrary integers n let m arbitrary (large enough) and let n be some large number. We have n = km + r where 0 ≤ r < m and consider the binary expansion of k: k = i=0 i 2 i , where i = 0, 1 ( = 1, = [log 2 k]). We also put k j = −j i=0 i 2 i (k 0 = k). Obviously k j+1 < 2 −j . If we put a(u) = H(A u ) then a(u) ∼ u. We separate the 'first' block of length k j+1 m from the 'second' block of length −j 2 −j m by a gap of length (k j+1 m) γ which we cut away from the first block)
for j = 0, 1, . . . , − 1. Iterating this formula and summing over j yields (
where we used (4) in the first inequality and had the the φ-term absorbed by the constant c 4 . As above we estimate the contribution made by the remainder r as follows
Therefore, if we use the fact that 2 ≤ k, divide 
The variance of the information function
For a partition P let us define K(P) = Ω log 2 µ(P (x)) dµ(x) where P (x) is the atom of P that contains the point x (the function K will be needed to express the variance in Theorem 16). Note that
where ψ 2 (t) = t log 2 t. Similarly, for two partitions B and C, one has the conditional quantity
(ii) Minkowski's inequality on L 2 spaces yields
, where in the last estimate we used the inequality from part (i) of this lemma. 2
Let us note that for w ≥ 1 one can define the
for which one proves the following result in the same way as Lemma 7.
Lemma 8 For any two partitions
Let us note that Lemma 8(ii) implies that the sequence a m (w) = K w (A m ) 1/w is subadditive which implies that lim m→∞ 1 m K w (A m ) 1/w exists and equals the lim inf. In particular K w (A m ) ≤ c 1 m w for all m and some constant c 1 which depends on w (we shall use this fact at the end of the proof of Theorem 16).
For m = 1, 2, . . . denote by A m (x) the atom in A m which contains the point x ∈ Ω. If we put X m , m = 1, 2, . . ., for the function (random variable) given by
The variance of X m is
For a partition D let us write σ 2 (D) = K(D) − H 2 (D)) and similarly for conditional variance. The function I n (x) = − log A n (x) is often called the nth "information function" on Ω. With this notation we have H(A n ) = Ω I n dµ and σ 2 (A n ) is the variance of I n .
Lemma 9
Let B and C be two partitions. Then
Proof. By Minkowski's inequality
This completes the proof. 2
The remainder of this section will be devoted to prove that 1 n σ 2 (A n ) is bounded uniformly in n (Lemma 12) and then to show that it converges (Proposition 14). For this purpose we will need the following pair of arithmetic lemmas.
Lemma 10 Let γ ∈ (0, 1/2) and define for integer x ([.] denotes the integer part) :
Then there exists an
Proof. Put x = T (x) and y = x − 2x = S(x), then
for all x large enough and 0 ≤ ≤ 5. Hence x γ ≤ y ≤ 3x γ for all x larger than some x 0 . 2 Lemma 11 Let 0 < γ < 1 and c 2 ≥ 1 be given. For any integer n 0 ≥ 1 and any sequence of integers m 0 , m 1 , m 2 , . . ., for which 0 ≤ m j ≤ 3n γ j , where recursively n j+1 = 2n j + m j , one has
Proof. The lower bound is obvious. The upper bound is shown by induction. Since p j ≥ 1, we get
Lemma 12 Assume that φ is summable and that f (m) ≤ C 3 m γ , m ∈ N, for some C 3 and γ ∈ [0, 1 2 ). Then there exists a constant C 4 so that
Proof. The lower inequality follows from Schwarz's inequality:
Let γ ∈ (γ, 1 2 ). Let n be some (large) integer and n = 2n + m, where n γ < m < 3n γ (for n large enough so that n γ ≥ 3f (n) where the factor 3 is needed in the footnote). Put B = A n , C = T −m−n A n . Then
Here we used the mixing property µ(
We thus obtain
where the absolute value of ρ 3 = ρ 2 − ρ 1 is bounded by 2φ(m). By Minkowski's inequality :
We estimate the last term, 2F (B, C), as follows
By Schwarz's inequality
and since σ(B) = σ(C) = σ(A n ), we get
Next we fill the gap of length m for which we use Lemmas 9 and 7 2 :
for some positive c 5 and for all n larger than some N . By Lemma 11 we thus obtain
We apply this estimate in (6) as follows:
where α = min(γ , 1 2 − γ ). Let us assume that N ≤ x 0 , where x 0 is from Lemma 10. Then for j = 1, 2, 3, . . . we define
and by the (φ, f )-mixing property
This implies then that
Let n be an arbitrary (large enough) integer and construct a finite sequence of integerŝ n 0 ,n 1 ,n 2 , . . . ,n r , so thatn 0 = n andn j+1 = T (n j ), j = 0, 1, 2, . . . , r − 1, where T was defined in Lemma 10 and r is such that x 0 ≤n r ≤ 3x 0 <n r−1 . If we put n j =n r−j , m j = n j+1 − 2n j (j = 0, 1, . . . , r), then by Lemma 10 n γ j ≤ m j ≤ 3n γ j . We will now show that σ
√ 3p ∞ x 0 2 (k+1)/2 (induction step is trivial) and if σ(A n k +1 ) > 2 (k+1)/2 then we complete the induction step with (7) as follows:
Since n was arbitrary we thus have shown that σ(A n ) ≤ c 9 √ n for all n and some
Corollary 13
The limit k = lim n→∞ 1 n 2 K(A n ) exists and is equal to h 2 .
Proposition 14
The limit
exists and is finite. Moreover
where γ < γ < 1 2 and C 5 depends on γ .
Proof. By Lemma 12 we only know that 1 m σ 2 (A m ) is bounded uniformly in m. As in the proof of Lemma 12 let γ < γ < 1 2 and assume that u is large enough (so that u γ ≥ f (u). We have that
and by iteration we obtain the following upper bound:
where we used that φ([(2 j u) γ ]) ≤ const.2 −jγ φ(u γ ).
To get an upper bound for arbitrary integers n we proceed as in the proof of Lemma 6. We let n = km + r (0 ≤ r < m) and consider the binary expansion of k: k = i=0 i 2 i ( i = 0, 1, = 1, = [log 2 k]). Put k j = −j i=0 i 2 i (k 0 = k) and a(u) = σ(A u ), then a(u) ≤ C 4 √ u (by Lemma 12) and using the inequality (5) yields
Iterating this formula and summing over j yields
where we used (8) exists. We moreover have proven the upper bound
The lower bound is obtained in the same way. 2
Higher order moments of the information function
In the proof of Theorem 16 we will need and estimate on some higher order moment of the information function. In the following lemma we shall estimate the third order. Below it will become clear that indeed we can estimate all orders although we will not need any of the estimates here.
In the following lemma we shall in fact estimate the quantity
Lemma 15 Assume that φ is summable and that f (m) ≤ C 3 m γ , m ∈ N, for some C 3 and γ ∈ [0, 1 2 ). Then there exists a constant C 6 so that
Proof. Let γ ∈ (γ, 1 2 ), n be some (large) integer and n = 2n + m, where n γ < m < 3n γ (n γ ≥ f (n)). Put B = A n , C = T −m−n A n . With ρ i , i = 1, 2, 3, 4 as in the proof of Lemma 12, we obtain (as H(B ∨ C) = H(B) + H(C) + ρ 2 ) with Minkowsky's inequality (on L 3 spaces)
− H(C) We estimate the term F 12 (B, C) as follows
(in the last line we used Schwarz's inequality). Hence, by Lemma 12 To fill in the gap of length m we use Lemma 9 and the estimate on K 3 :
Hence
Let n be an arbitrary (large enough) integer and construct as in the proof of Lemma 12 numbers n j , m j (j = 0, 1, . . . , r) satisfying n j+1 = 2n j + m j and n γ j ≤ m j ≤ 3n γ j . By induction one then shows that
for some c 4 chosen so that N 3 (A n 0 ) ≤ c 4 rn 3 2 0 . As r ∼ log n r we get that N 3 (A n ) ≤ C 6 n 3 2 log n for a suitable constant C 6 and all n.
2
In fact, in general we get N w (A n ) ≤ C 6 (w)n w/2 log w−2 n.
where the constant C 6 (w) depends on the order w.
The Central Limit Theorem for Shannon-McMillan-Breiman
We are interested in the limiting behaviour of the function
for real valued t and a suitable σ, where h is the metric entropy of µ. The Central Limit Theorem states that this quantity converges to the normal distribution N (t) = 1
√ 2π
∞ t e −s 2 /2 ds as n goes to infinity if there exists a suitable σ which is positive. Indeed:
Theorem 16 Assume that φ is summable, |A| < ∞ and that there exists a γ ∈ [0, 1 2 ) so that f (n) ≤ C 1 n γ (for some C 1 ) for all n.
Then the limit which defines the variance σ converges: Proof. The proof proceeds in two stages. We first represent log µ(A n (x)) by a sum of 'random variable' that have some independence property. In its course we obtain a representation by a shorter sum of random variables and estimate the error we make in adjusting the cutoff value t.
In the second part we reduce to the case where we have independent random variables to which we can apply Berry-Esseen's estimate.
Then
For every j (note that µ is T -invariant):
Next, for α > 0 let us define
and F j = A (j+1)m+j∆ \ G j . Since the (disjoint) union over all possible sets C j covers the whole space Ω (and thus has measure 1) and there are no more than M ∆ (M = |A|) different ways to fill the 'gaps' we obtain (for large enough n)
Similarly, if for ϑ ∈ (0, 1) we define the disjoint 'slices' of F j :
for some constant c 1 , and therefore (where G j = Ω \ F j )
Since by (9) 
To get an estimate for small λ differentiation yields
and therefore by Lemma 12 3
and consequently |ψ 1j (λ)| ≤ c 7 φ(∆) min(|λ|, 1) ≤ c 7 φ(∆)|λ| since we shall assume that |λ| = |t|/s n ≤ 1, where s n is defined below (s n ∼ σ ∞ √ n). This gives us (h = max j h j )
Let us approximate the variable Z r by the sumŨ of r independent variablesZ 1 • T jm , j = 0, . . . , r − 1, each of which has the same distribution as Z 1 . Denote by φ Zr (λ) = e iλZr dµ the characteristic function of Z r and by ϕŨ the characteristic function ofŨ (i.e. φŨ (λ) = φ(λ) r ). Lemma 9.4.1 of [6] applied to the sumŨ yields (for δ = 1)
m ∼ rmσ 2 ∞ . By Lemma 15 Γ 3 ≤ c 10 rm 3/2 log m. By the triangle inequality (λ = t/s n and assuming t ≥ 0) A similar statement is true for the lim inf where the limit is then equal to −1 almost everywhere. This theorem follows from Theorem 16 and [22] where it is proven that the LIL is implied if the CLT converges at least at the rate 1 (log n) 1−ε for some ε > 0.
The Weak Invariance Principle for Shannon-McMillan-Breiman
The central limit theorem could be improved to get what is called the weak invariance principle (WIP). Such a principle has been obtained for a large class of observables and for a large class of dynamical systems by Chernov in [5] . We prove here the WIP for the function − log µ(A n (x)). Let us first recall what the WIP says.
For each x ∈ Ω we construct the random variable W n,x (t) for t ∈ [0, 1] by putting
is the metric entropy of µ) extending linearly on each of the subintervals k n , k+1 n . For each x, W n,x is therefore an element of the space C = C ∞ ([0, 1]) of the continuous function on [0, 1] topologised with the supremum norm. If we denote with D n the distribution of W n,x on C, namely D n (H) = µ ({x ∈ Ω : W n,x ∈ H})
where H is a Borel subset of C, then the WIP asserts that the distribution D n converges weakly to the Wiener measure. This means that log µ(A n (x)) − nh is for large n, and after a suitable normalization distributed approximately as the position at time t = 1 of a particle in Brownian motion [2] . Recently there has been a great interest in the WIP in relation to the mixing properties of dynamical systems (see also [10, 9, 23] ). In the following we assume that |A| < ∞.
Theorem 18
The information function − log µ(A n (x)) satisfies the Weak Invariance Principle provided the variance σ 2 is positive.
We have verify two conditions ([2] Theorem 8.1), namely (i) The tightness condition (11) : We have to show that there exists a λ > 0 so that for every ε > 0 there exists an N 0 so that
for all n ≥ N 0 .
(ii) That the finite-dimensional distributions ofS i converge to those of the Wiener measure.
(i) Proof of tightness: Let us put S i = − log µ(A i (x)) − H(A i ). By Lemma 6 S i −S i = O(i γ ).
In the usual way (cf. e.g. [2] ) we get
where E i is the set of points x so that |S i (x)| > 2λ √ n and |S k (x)| ≤ 2λ √ n for k = 0, . . . , i − 1. Note that E i lies in the σ-algebra generated by A i . Also the sets E i are pairwise disjoint.
is the length of the gap, and use the mixing property
Similar to the proof of Theorem 16 we say an n-cylinder A n is 'good' if µ(A n ) ≤ µ(C n,i (A n )) ≤ e n α µ(A n ), where α < 1 2 will be determined later. The set B n,i of cylinders that are not good has total measure µ(B n,i ) ≤ e −n α M ∆ , where M = |A| (cf. Thm 16). To estimate |S i − S n | let us first do the upper estimate:
Hence S i − S n ≤ S n−i−∆ + c 1 ∆. To get the lower bound we estimate as follows:
Since for the gap ∆ = f (i) ≤ c 2 i γ ≤ c 2 n γ and γ < 1 2 we get
where γ ≤ α < 1 2 . In particular we thus get µ(B n,i ) ≤ e −c 4 n α for some 0 < c 4 < 1 and all n large enough. Now, using the mixing property, we get by the Central Limit Theorem 16
, for all i < n − c 2 n γ and all n large enough (so that λ √ n − c 3 n α ≥ λ 2 √ n). For n−c 2 n γ ≤ i < n let us consider those cylinders A i for which µ(A n ) ≤ µ(A i ) ≤ e n α µ(A n ). The total measure of those cylinders that don't satisfy the inequality is bounded by e −n α M ∆ ≤ e −c 4 n α . This implies that
and on the other hand also (by Lemma 6)
For large i we thus obtain (for some positive c 8 )
except on a set of measure ≤ e −n α M ∆ . Since c 8 n α ≤ λ √ n for all large enough n we get
This proves the tightness condition (11) , since for every ε > 0 one can find a λ > 1 so that the quadratic estimate holds.
(ii) Proof of the finite-dimensional distribution convergence: Let us put
for t ∈ [0, 1]. X n is a random variable defined on Ω and with values in C.
We have to show that the distribution of (X n (t, x), X n (t, x)−X n (s, x)) converges to (N (0, t), N (0, t− s)) (0 ≤ s < t) as n → ∞, where N (0, t) is the normal distribution with zero mean and variance t 2 . To prove this as well as the convergence of higher finite dimensional distributions it is sufficient ([2], Theorem 3.2) to show that X n (t, x) − X n (s, x) converges to N (0, t − s). We obtain by Lemma 
as ∆ ≤ c 2 n γ and where the implied constants are uniformly in n (for all n large enough which measures the shortest return time within the set A (see [14, 15] ). By definition A∩T −k A = ∅ for k = 1, 2, . . . , τ (A) − 1.
In this section we deduce better error estimates for the distribution of the first return time, in particular, compared to the results of [13] we want to remove the factor e t in the error estimate for the distribution of the first return. We follow a very successful scheme developed by Galves and Schmitt [11] .
For an n-cylinder A let us define O S = {y ∈ Ω : τ A (y) ≥ S}.
Lemma 19
Let A be an n-cylinder so that τ (A) ≥ κ(n/2). Then there exists a constant C 8 and γ 4 ∈ (0, 1) so that
Proof. The upper bound is obvious. To prove the lower bound put B 0 = A and define for j = 1, . . . , S
since by assumption A ∩ T −k A = ∅ for k < κ(n/2). As the complement of O S is the disjoint union of B j , we get by invariance of the measure µ(B j ) ≥ µ(A) − j k=κ(n/2) µ(A ∩ T −k A). For k ≥ n, we get by the mixing property
(for some C 8 ), and since µ(B 0 ) = µ(A):
Then there exists a constant γ 5 < 1 so that for all r > 0, all n large enough and all n-cylinders A for which τ (A) ≥ κ(n/2):
Proof. We use the decomposition
where ∆ ≥ f (S) the length of the 'gap' (assuming that S < R and S − ∆ are large enough). Thus, by T -invariance of µ and the mixing property: for some c 2 . We put γ = γ 1 (1+C 0 ) 2 1 (i.e. γ n = γ κ(κ(n/2)) 1 ) and A (A) for the -cylinder that contains A.
If The CLT and WIP for Repeat times For x ∈ Ω and n = 1, 2, . . ., we denote by A n (x) the (unique) atom in A n which contains x. The 'repeat function' R n which is then given by R n (x) = τ An(x) (x).
Theorem 22
Assume that φ is summable and that there exists a γ ∈ [0, 1 2 ) so that f (n) ≤ C 1 n γ for all n.
Then, if σ > 0:
where σ = lim m→∞ σ(A m ) √ m and δ < min( 1 4 , 1 2 − γ).
By a general result of B Saussol [24] the CLT for log µ(A n (x)) and the exponential law for the first return time implies the Central Limit Theorem for the repeat time. Here however we are interested in the rate of the convergence, which in particular required us to obtain in the last section error estimates for the well-know exponential limiting statistics of the first return time.
Proof. For s n = e nh+t √ n then we get by Lemma 21 (with a = h/2) µ ({x ∈ A : R n (x) ≥ s n }) − µ(A)e −µ(A)sn ≤ C 9 µ(A)γ n 6 µ(A)e nh+t √ n + 1 .
Let ε = n −δ , where according to Theorem 16 δ < min( 1 4 , 1 2 − γ). If η is so that N (η) < ε (η < const.| log ε| ∼ log n) then Ω η = x ∈ Ω : log µ(An(x))+nh σ √ n > η (Ω η is a union of n-cylinders) has measure less than c 1 n −δ for all n large enough. Hence, if Y n is the random variable defined as Y n = 
