This paper presents a new analysis of power complementary filters using the state-space representation. Our analysis is based on the bounded-real Riccati equations that were developed in the field of control theory. Through this new state-space analysis of power complementary filters, we prove that the sum of the controllability/observability Gramians of a pair of power complementary filters is represented by a constant matrix, which is given as a solution to the bounded-real Riccati equations. This result shows that power complementary filters possess complementary properties with respect to the Gramians, as well as the magnitude responses of systems. Furthermore, we derive new theorems on a specific family of power complementary filters that are generated by a pair of invertible solutions to the bounded-real Riccati equations. These theorems show some interesting relationships of this family with respect to the Gramians, zeros, and coefficients of systems. Finally, we give a numerical example to demonstrate our results.
Introduction
In linear system theory, the state-space representation is considered a powerful theoretical tool for analysis of linear dynamical systems. A significant advantage of state-space analysis is that it emphasizes the internal structure of systems as well as their input-output behavior. This approach stands in contrast to transfer function based analysis that describes the input-output behavior alone. Since the internal structure of systems must be taken into account in many practically important issues, the state-space representation has been widely used for many applications such as the balanced model reduction of large-scale systems [1] , [2] and synthesis of analog filters of high dynamic range [3] , [4] . The key factors in these applications are the controllability/observability Gramians -these are the matrices which exhibit structural properties of systems, and thus known to be vital to the above-mentioned applications.
Although it seems that the linear system theory-from the viewpoint of the state-space representation-has been well established, there are still many practically important topics which have not been fully discussed by the statespace approach. One such topic is the theory of power complementary filters [5] - [7] , which are known to be very important in the field of signal processing. To the best of our knowledge, most of the theorems on power complementary filters are described in terms of transfer functions, whereas little research exists on the power complementary filters from the viewpoint of the state-space representation. Our contribution in this paper is to present a new algebraic analysis of power complementary filters from the state-space approach. The analysis to be presented here makes frequent use of the bounded-real Riccati equations [8] - [10] that were developed in the field of control theory. Through this state-space analysis of power complementary filters, we derive some interesting properties of power complementary filters. We first prove that the sum of the controllability/observability Gramians of a pair of power complementary filters is represented by a constant matrix, which is given as a solution to the bounded-real Riccati equations. This result shows that power complementary filters possess complementary properties with respect to the Gramians, as well as the magnitude responses of systems. Next, we discuss a specific family of power complementary filters that are obtained by a solution to the bounded-real Riccati equations and its inverse matrix. Here we reveal some interesting properties of this family from the viewpoint of the Gramians, zeros and coefficients. This paper is organized as follows. Section 2 gives preliminaries concerning the state-space representation of linear systems, power complementary filters, and the statespace formulation of power complementary filters using the bounded-real Riccati equations. Section 3 presents our main results and Sect. 4 gives a numerical example to demonstrate the theorems of Sect. 3. Section 5 gives conclusion and remarks.
Preliminaries

State-Space Systems and Gramians
Consider the following state-space equations for an asymptotically stable single-input/single-output continuous-time system of order N with the transfer function H(s):
where u(t), y(t) and x(t) are the scalar input, the scalar output 
where I N denotes the N × N identity matrix. In this paper, the system ( A, b, 
The 
Then, it is easy to check the following properties.
1) H(s) = H t (s) for all s.
2) Let K t and W t be the controllability and observability Gramians of the transposed system. Then, K t = W and W t = K hold.
Power Complementary Filters
Here we review the important theory on power complementary filters, which we will frequently use in the derivation of our results. Next we consider the state-space formulation of power complementary filters. To this end, we first introduce the bounded-real Riccati equations [8] - [10] , which are summarized in the following lemma.
Lemma 1: Let a state-space system H(s)
−1 b be bounded-real, and define
If w 2 > 0, there exist non-unique positive definite symmetric matrices P and Q such that 
Any solution P to (7) lies between two external solutions P min and P max , i.e. 0 < P min ≤ P ≤ P max . The matrix P min is the unique solution to (7) such that the eigenvalues of A + bw −2 (b t P+ cd) are all in the left-half plane. The matrix P max is the unique solution to (7) Equations (7) and (8) are called the bounded-real Riccati equations of the system H(s). Throughout this paper, it is assumed that
For justification of imposition of this restriction, see [11] .
For a given state-space filter, its power complementary filters can be represented in state-space form through the use of solutions to the bounded-real Riccati equations. The following lemma gives the state-space formulation of power complementary filters.
Lemma 2: Let H(s)
−1 b be boundedreal and let (P, Q) be solutions to the bounded-real Riccati equations (7) and (8) . Now, define
and consider the following filters H P (s) and H Q (s), which are respectively obtained through the matrices P and Q:
Then, both H P (s) and H Q (s) are power complementary to are also represented in state-space form through the use of P and Q. That is, the use of P and Q respectively yields the following transfer functions: 
Throughout this paper, it is assumed that (l, A) in H P (s) is observable and ( A, m) in H Q (s) is controllable.
Remark 3:
It is easily shown that the poles and zeros of H Pt (s) are identical to those of H P (s). The same holds for H Qt (s) and H Q (s).
From Lemma 1 and Corollary 1, it turns out that the external solutions of the bounded-real Riccati equations yield the power complementary filters of minimum phase and maximum phase, as stated in the following corollary. Before finishing this section, we introduce the following important lemma on the invertible solutions to the bounded-real Riccati equations [9] and their relationship to the zeros of power complementary filters.
Lemma 3:
If P = P t > 0 is a solution to (7), Q = γ 2 P −1 is a solution to (8) . Therefore, there exist some pairs of matrices (P, Q) satisfying PQ = γ 2 I N . Moreover, in this case the zeros of H Q (s) and H Qt (s) are obtained as the mirror image of the zeros of H P (s) and H Pt (s). Hence, for the external solutions to (7) and (8) 
State-Space Analysis of Power Complementary Filters
This section presents our main results, where we derive new theorems on the Gramians, zeros and coefficients of power complementary filters.
Gramians of Power Complementary Filters
We first derive the following important theorem, which relates the bounded-real Riccati equations to the Gramians of power complementary filters. (12) and (13). Now, let (K P , W P ) and (K Q , W Q ) be the controllability and observability Gramians of ( A, b, l, w) and ( A, m, c, w), respectively. Then, the following equations hold:
Proof: Equations (16) A, b, c, d ) is assumed to be asymptotically stable, a solution P = P t > 0 to (7) can be represented as
where X = X t > 0 and Y = Y t ≥ 0 are given as the solutions to the following Lyapunov equations:
From (5), (17) and (21), it is obvious that X = W = W Q . Moreover, from (9), (10) and (22) it follows that Y = W P . These relationships show (19). The proof of (18) is completely dual to the proof of (19) and thus omitted here for brevity. This theorem reveals that, not only the magnitude responses but also the Gramians possess complementary properties: the sum of the Gramians of a pair of power complementary filter is represented by a constant matrix. This theorem gives the explicit formulation of the Gramians of power complementary filters, which leads to our new theorems presented in the rest of this paper. 
Remark 4: Consider the transpose system H t (s)
= d + b t (sI N − A t ) −K Qt = W (23) W Pt = K (24) K Pt + K Qt = P (25) W Pt + W Qt = Q.(26)
Properties of a Specific Family of Power Complementary Filters
In this subsection we focus on a specific family of power complementary filters that are generated by a pair of invertible solutions to the bounded-real Riccati equations, i.e. a pair of (P, Q) satisfying PQ = γ 2 I N . We reveal some interesting relationships among the Gramians, zeros and coefficients of this family.
We first need to present the following lemma, which is necessary in achieving our goal. H(s) = d + c(sI N − A) −1 b be bounded-real, and let (P, Q) be solutions to (7) and (8), respectively. If the matrices (P, Q) satisfy PQ = γ 2 I N , these P and Q also satisfy the following Riccati equations:
Lemma 4: Let
where l and m are given as (10) and (11), respectively.
Proof:
We consider the proof of (27). Noting that
we can rewrite the left-hand side of (27) as
which is equal to the left-hand side of (7). This shows that P satisfies (27) and completes the proof. The proof of (28) is achieved in a similar way and omitted here.
We are now ready to present the main results of this subsection. We first present the following theorem which reveals the novel properties on the zeros and coefficients of power complementary filters.
−1 b be a statespace filter, and let (P, Q) be the solutions to (7) and (8) Proof: We first consider the proof of 1) together with 2). From Lemma 4 it is easy to see that (27) and (28) are the bounded-real Riccati equations for the state-space system H 2 (s). This means that the use of the matrices (P, Q) leads to the realization of power complementary filters of H 2 (s) as well as those of H 1 (s). Moreover, (27) and (29) show that the state-space system H 2 (s) can be obtained from the coefficients ( A, m, −l, d) in H 2 (s) and P. Similarly, (28) and
show that the state-space system H 1 (s) can be obtained from the coefficients ( A, m, −l, d) in H 2 (s) and Q. This proves 2), which simultaneously implies 1). The statement 3) is clear from the fact that H 1 (s), H 2 (s), H 1 (s) and H 2 (s) have the same A-matrix. The statement 4) follows from Lemma 3 and the fact that H 1 (s) and H 2 (s) are obtained from H 1 (s) (or H 2 (s)) through P and Q. The statement 5) immediately follows from Lemma 3.
The following corollary states the special case of the statements 4) and 5) of Theorem 2. if H 1 (s) is of minimum phase. In this case, (P, Q) = (P min , Q max ).
Next we turn our attention to the Gramians and present the following theorem.
Theorem 3:
Let H 1 (s), H 2 (s), H 1 (s) and H 2 (s) be the state-space filters as described in Theorem 2. Also, let (K 1 , W 1 ), (K 2 , W 2 ), (K 1 , W 1 ) and (K 2 , W 2 ) be the controllability and observability Gramians of ( A, b, c, d) , ( A, b, l, w) and (A, m, c, w) , respectively. Then, the following equations hold:
Proof: Equations (31) and (32) Figure 4 illustrates Theorems 2 and 3. We see that the family of power complementary filters shown in Figure 4 exhibit interesting properties with respect to the Gramians, zeros and coefficients. Also, it should be pointed out that the state-space descriptions of this family are simply related to one another by a pair of the invertible solutions, i.e. P and Q = γ 2 P −1 . This means that, given one state-space filter in this family, state-space descriptions of the other filters are easily obtainable by means of the invertible solutions.
Numerical Example
Consider the following transfer function H 1 (s): 
From (37) and (38), the coefficients w and l in (9) and (10) are respectively calculated as
which yield a power complementary transfer function of (36) as follows:
This system has a highpass magnitude response shown in Fig. 5 
Therefore Theorem 3 is confirmed.
Conclusion
This paper has presented a new theoretical analysis of power complementary filters in terms of the state-space representation. We have proved that the sum of the Gramians of a pair of power complementary filters is represented by a constant matrix, which is given as a solution to the bounded-real Riccati equations. This result has revealed complementary properties with respect to the Gramians of systems. Furthermore, we have shown that the specific family of power complementary filters generated by a pair of (P, Q) satisfying PQ = γ 2 I N have some interesting properties with respect to the zeros, coefficients, and Gramians of systems. Our results presented in this paper will bring alternative insights to the signal processing theory. In this paper, the systems that we discussed have been restricted to continuous-time systems. Therefore, the discussion in the discrete-time case is a subject of our future work.
Another important subject is the state-space investigation of other complementary properties such as delay complementarity, allpass complementarity, magnitude complementarity, and doubly complementarity [7] . Such statespace investigation will give us further theoretical significance in the study of signal processing.
