Abstract. The paper demonstrates the equivalence between the optimality criteria (OC) method, initially proposed by Bendsøe & Kikuchi for topology optimization problem, and the projected gradient method. The equivalence is shown using Hestenes definition of Lagrange multipliers. Based on this development, an alternative formulation of the Karush-Kuhn-Tucker (KKT) condition is suggested. Such reformulation has some advantages, which will be also discussed in the paper. For verification purposes the modified algorithm is applied to the design of tension-only structures.
OC method for minimization of strain energy
Topology optimization, beginning with the pioneering work of Bendsøe & Kikuchi , where it was formulated as an optimal material distribution problem, has won a broad acceptance in industry and scientific world. For a recent overview of the successful applications of this technology the paper of Soto can be consulted. Despite these dramatic developments, the original optimality criteria algorithm, which was used for numerical solution, remains without major changes. Even in the recent works in this field (Bendsøe & Sigmund , Maute ) it is still used as a "working horse" because of its simplicity and stability. [1] [2] [3] [4]
The interesting thing in this OC algorithm that in spite of the fact that it is derived from the Karush-Kuhn-Tucker optimality condition it uses the heuristic update rule, without any mathematical justification. This applies not only to the particular algorithm developed by Bendsøe & Kikuchi, but also to the generalized OC algorithm as presented by Venkayya (see also Haftka [6] for overview). [5] To the author's knowledge, until now there was no critical analysis of the question why the OC methods work. This paper tries to find an answer to this question.
At first, the optimality criteria for minimum compliance design will derived. For simplicity reasons the isotropic material model with penalization (SIMP) will be used. The derivation follows the one presented in the Ph.D. Thesis of Sigmund [7] .
For linear-elastic structures minimum of compliance means minimization of strain energy, which is taken as objective function. To ensure that the resulting structure has only uniaxial stress state and to simplify its engineering interpretation, some additional constraints are introduced: (i) the total amount of material (V) to be distributed in the design domain is fixed (ii) the density (ρ e ) can change only in certain range (bound constraints) and (iii) equilibrium constraint. After discretization with finite elements the optimization problem can be formulated as follows: The KKT optimality condition for this problem can be formally interpreted (see Luenberger ) as a stationary point of the following Lagrangian function with respect to densities, displacements and multipliers. A nonstrict character of such interpretation can be illustrated by the fact that the KKT theorem states the existence of the Lagrange multipliers only in the optimum, at the same time, in the Lagrangian, which is defined by (2), the multipliers do exist in each design point.
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where λ, µ, α, β are Lagrangian multipliers corresponding to constraints on fixed amount of material, equilibrium constraint and bound's constraints, respectively.
Using the standard procedure, which will be not repeated here (see Sigmund ) , the optimality condition with respect to the density in each element looks as follows: 
If bound constraints are not active, then the corresponding multipliers (α e , β e ) are equal to zero and the optimality condition simplifies to:
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Up to this point the derivations were mathematically well-founded. The heuristic begins by the formulating an update rule, which reads as: 
This update rule provokes some critical questions, which confirm its heuristic character: (i) if some design point is an optimal point of the problem (1), then the design variables will not be changed by the multiplication with identity , but if it is not the case then it is not clear why such multiplication will lead to the optimum -all derivations were carried out under assumption of stationarity of (2); (ii) the role of the Lagrange multipliers is also not clear and very contradictory: on the one hand, the multiplier λ, which corresponds to the fixed amount of material's constraint is calculated at the each optimization iteration during the inner iteration loop using Newton's method (Bendsøe & Sigmund , Sigmund ) , on the other hand, the multipliers α e , β e , corresponding to the bound constraints are simply ignored, if these constraints are activethe density is fixed at the bound value; [3] [7]
[9]
[8] [6] (iii) the role of the move limit parameter ζ is also not clear: it is known (from the practical experience) that it should be small, but why it is important is not explained in the classical works ( [1] , [3] , [7] )
The solution to these contradictions is the subject of the following sections.
Reformulation of OC method using projected gradient
The problem formulated in (1) belongs to the broad class of the optimization problems with state constraints in the form of partial differential equations (Gunzburger ) . The usual way to solve such problems is to use the primal methods (Luenberger , Haftka ) . The main feature of these methods is that the state constraint is enforced at the each optimization iteration. In contrast to them, the dual methods or "one-shot" methods (according to Gunzburger ) do not force the state constraints to be fulfilled at the each iteration; they try to solve the complete equation's system of KKT condition for primal variables, for state variables and for Lagrange multipliers simultaneously. This is done usually using the Newton's method. Which one is suitable for explaining the working properties of optimality criteria methods can be recognized from the concrete form of KKT equation's system. The Lagrange multipliers, corresponding to the equilibrium constraint are already excluded from . This indicates that the interpretation must be done using primal methods.
(3)
Enforcing the state constraint means that the displacement and densities are not more independent. An infinite small change of the former will cause an infinite small change of the later in such a way that the equilibrium constraint remains fulfilled. This allows us to calculate their sensitivities. 
The derivation of the objective function with respect to densities reads as:
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(7) Substitution of in leads to the following expression for the gradient of the objective function:
which is negative. If we want to minimize the function f we have to go in descent direction, which is the negative gradient of objective function. Taking into account the local character of dependence between global stiffness matrix and density of some finite element we find the following final expression for the descent direction of the objective function: On Equivalence between Optimality Criteria and Projected Gradient Methods...
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To solve this problem using the steepest descent method (without line-search) a projected gradient has to be built. The term "projected" means that an infinitely small step in this direction will not violate the active constraint. The term "gradient" means that the reduction of the objective function happens in quickest possible way. These requirements are fulfilled by the following vector:
where λ is a solution of the orthogonality equation:
It is clear that an infinitely small step along vector d will not violate the active constraint. In the special case, where constraint is linear, a step of any length (parameter γ) will not violate it:
The fact that vector d reduces the objective function in the quickest possible way (and in this sense can be understood as gradient) will be proved in the next section.
Recalling the original problem (1) The OC formula (5) does actually the same job, but in an implicit way (in the inner iteration loop, see Sigmund ). It iterates until the value of Lagrange multiplier will be equal to the "weighted" mean of the strain energy (in the general case of unstructured grid, see Bendsøe & Sigmund ) . Afterwards each density will be multiplied with the scaled derivation of objective function. If some element has a higher level of strain energy than the mean value, its density will increase (B e is higher than 1.0), if lower, then its density decreases (B e is lower than 1.0). It is really a matter of taste what to do: one can add a small positive number to the design variable or multiply it with a number higher than one. ment has a higher level of strain energy than the mean value, its density will increase (B e is higher than 1.0), if lower, then its density decreases (B e is lower than 1.0). It is really a matter of taste what to do: one can add a small positive number to the design variable or multiply it with a number higher than one. [7] [3]
If in some design point more than one constraint is active, the expression (10) generalizes to: If in some design point more than one constraint is active, the expression (10) generalizes to: The resulting vector has to be orthogonal to the each of the active constraint's gradient. This results in exactly S equations, which allow calculating the unique value of Hestenes multipliers. At this point it is interesting to note a full analogy to the Galerkin based Finite Element Method (Bathe ) . The coefficients of shape functions (node's displacements) are determined in this method also using orthogonality condition between residuum of the partial differential equation, which is being solved and each of the shape functions. The inner product in this case is defined as a volume integral over the finite element. The final form of equation's system, representing orthogonality condition reads: [12] ( ) ( )
where
H -SxN dimensional matrix of the active constraint's gradients (H=[h k,ρe ]) λ -S dimensional vector of Hestenes multipliers
For the case of simple bound constraints the orthogonality condition leads to the following result: the component of the projected gradient d, corresponding to an active constraint, must be zero. Only such a vector can be orthogonal to the gradient of the bound constraint. The following expressions illustrate this statement.
If we do a perturbation of design variables according to , than the density, where a bound constraint is active, will not change. And this is exactly what update rule (5) does. (12) The projected gradient method allows also to understand the importance of the move limit ζ in . The sensitivity analysis linearizes the objective function in an infinitely small area around the current design point. If we use this sensitivity for a finite perturbation of design variables, we have to keep it small, hoping at the same time that the linearized function is smooth enough.
(5)
3.
Comparison with the generalized OC method
In this section it will be shown that the generalized OC method developed by Venkayya is much closer to the projected gradient method than the fix-point update rule (5). Venkayya calculates Lagrangian multipliers in a way, which is almost equivalent to the orthogonality condition (14) . For simplicity reasons we will show this similarity assuming three dimensional design space and two active constraints in the current design point.
[5]
The optimality condition reads as:
A close look at expressions , (20) and (21) allows us to rewrite them using vector-matrix format, similar to (14) , which reads:
Hx H f λ Hx
The expression (22) does not allow a clear interpretation in the sense of orthogonality condition yet. To simplify the interpretation we can multiply the original form (16) with a weighting matrix (19). In this case we get the expression, which states the orthogonality condition between "scaled" projected gradient and the gradients of active constraints. 
As one can see from the last equation, multiplying by the design vector x is actually not necessary for the definition of Lagrangian multipliers. Without it, expression would be equivalent to the orthogonality condition (14) .
As already mentioned, after calculating the multipliers, the design variables can be changed in two equivalent ways (depending on one's taste):
− usually used in mathematical programming (with small positive γ):
− usually used in optimality criteria methods (with small positive γ):
The second basic element of the OC algorithm according to [5] is the scaling of new design vector in order to fulfill the violated constraints. Its necessity becomes clear if we remember that we do a finite step in tangential direction of the constraints. The only exception where scaling is not necessary would be linear constraints.
Least squares estimates or real multipliers?
The expression (14) is actually well known in the optimization theory (see Haftka ) , but it is understood in a different way -as least-square estimate of Lagrange multipliers. For example, [6] On Equivalence between Optimality Criteria and Projected Gradient Methods...
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Fletcher has proposed in [13] the following augmented Lagrangian to solve constrained optimization problems:
where the multipliers λ k minimize the square norm of the vector, which we call projected gradient. Indeed, the expression can be obtained as a solution of the following auxiliary problem: (14) ( ) 
Formally, it is not wrong to understand the Hestenes multipliers as least-square estimates of Lagrange multipliers. The classical KKT theorem introduces the multipliers only in the optimum, so any expression for their calculation in the non-optimal point can be only an "estimation". In contrast to that, the main idea of this paper is that the Hestenes multipliers from (14) are not estimates, but the real multipliers. And only in special case if resulting projected gradient is zero vector, they obtain the meaning of classical Lagrange multipliers. Such interpretation obviously requires reformulation of Karush-Kuhn-Tucker condition, which will be done in the following section.
5.
Alternative formulation of KKT condition
