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Critical behavior in statistical systems is controlled by fixed points of the renor-
malization group. These are points in coupling space where the divergence of
the correlation length allows for scale invariance to emerge. Fixed points are
naturally described within the field theoretical framework, which in particular
allows to see how their invariance properties actually extend, beyond scale trans-
formations, to conformal transformations (see e.g. [1]). The charm and, at the
same time, the difficulty of critical phenomena is that in general they correspond
to non-trivial fixed points of the renormalization group, i.e. to interacting field
theories that can only be studied within some approximation. An important ex-
ception is represented by the two-dimensional case, where conformal symmetry
becomes infinite dimensional and conformal field theory (CFT) has provided a
plethora of exact results extending to multi-point correlation functions at non-
trivial fixed points [1,2]. While this is a fantastic achievement, there are cases in
two dimensions in which the sophisticated tools of CFT (e.g. differential equa-
tions for correlation functions) are not available, or have been so far too difficult
to implement. In this respect, the idea of implementing the infinite dimensional
conformal symmetry in a basis of particles rather than fields [3, 4] has proved
quite useful. The resulting scale invariant scattering approach relies on few basic
ingredients, i.e. elasticity of scattering processes, crossing symmetry and unitar-
ity of the scattering matrix. This minimality of means makes the formalism very
general and yields exact equations that allow to explore the space of fixed points
with a given internal symmetry.
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Outlook
This is extremely fruitful already for the “pure” case (i.e. without disorder),
since it allows a global view of fixed points, which emerge from a single set of
equations, as well the study of problems that had been too difficult for other
analytical approaches. On the other hand, a further particularly remarkable
feature of the scale invariant scattering formalism in two dimensions is that it
extends to the problem of quenched disorder [5], i.e. to those “random” fixed
points that had seemed out of reach for exact methods.
This thesis is organized as follows. The first two chapters are devoted to a syn-
thetic review of main ideas and results to be used in the remaining chapters,
which are devoted to the application of scale invariant scattering to various two-
dimensional critical systems with and without disorder. More precisely, chapter
1 is a minimal review of the ideas and vocabulary of critical phenomena in pure
and disordered systems, while chapter 2 reviews the scale-invariant scattering for-
malism. Chapters 3, 4, 5, and 6 contain the application of the formalism to pure
systems characterized by O(N), permutational (Potts), O(N)× Z2 and RPN−1
symmetry, respectively. Finally, chapters 7 and 8 illustrate the application to
the case of quenched disorder, for the Potts and O(N) models, respectively.
viii
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Notions of critical phenomena
We provide basic notions of the theory of critical phenomena in pure and disor-
dered systems to be used in the following chapters.
1.1 Phase transitions and universality
The physics of a statistical system is governed by its Hamiltonian H = H(K, C),
which is a function of a list K = {Kj}sj=1 of coupling parameters and of the
configurations C = {wi}Ni=1 of the degrees of freedom wi. Expectation values
of observables, O = O(C), are computed over the Boltzmann weight at a given





O(C) e− 1T H(K,C) , (1.1.1)










F (T,K) , (1.1.2)
with the free energy defined as F = −T lnZ. In general, to compute meaningful
thermodynamic quantities, we expect this free energy to be extensive in the limit
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of large number of degrees of freedom. This enables us to define the bulk free






This encodes the thermodynamic properties of the system in its derivatives, in
particular,










where E and C are the energy density and specific heat capacity of the system,
respectively. We will be concerned with the thermodynamic limit, and will refer
to f . Phase transitions manifest as some singular behavior of f .
An important tool in understanding phase transitions is the idea of order pa-
rameter and the symmetry it reflects. The underlying Hamiltonian H(K, C) is
symmetric under a symmetry group G if there is a representation of the group, in
the form of transformations T operating on the configuration space {C}, which
leaves the Hamiltonian invariant,
H(C ′) = H(C) , C ′ = T C . (1.1.5)
The symmetry transformations can directly act on the microscopic variables (in-
ternal symmetries) or may also involve moving the microscopic variables around
in the physical space (spatial symmetries). The internal symmetry is global if it
acts on the entire system uniformly, otherwise it is local. A common mechanism
for phase transition is spontaneous symmetry breaking (SSB) of global internal
symmetries. This happens when the system chooses one of several degenerate
ground state configurations as T → 0. In a spontaneously broken phase, the
order parameter, which transforms under a representation of the symmetry, ac-
quires a non-vanishing value. This low temperature state called the ordered phase
can persist up to a critical temperature, Tc ≥ 0. Above Tc, the order parameter
vanishes and the system enters a symmetric disordered phase. The change in
2
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the order parameter at Tc can be discontinuous, and we call this a first order
transition. Instead, if the order parameter vanishes continuously as T → Tc from
the ordered phase, we have a second-order or continuous phase transition. In
this case, at T = Tc, the system achieves criticality and we call the associated
properties and observations as critical phenomena.
In some cases, the identification of the order parameter and the symmetry it
breaks during phase transitions may not be straightforward. For paramagnetic-
ferromagnetic transitions, the order parameter is usually the averaged site vari-
able – magnetization per site. For liquid-gas transitions, the order parameter
is usually chosen to be the density difference between the liquid and gas phase,
(ρl − ρg), but the underlying broken symmetry is not physically apparent. Nev-
ertheless, at the critical point, the liquid-gas system emerges with an effective
two-fold symmetry. In superfluid transitions, the order parameter takes on exotic
forms such as the complex phase of a macroscopic wavefunction. It is instruc-
tive to study simplified models with order parameter transforming under a given
symmetry to provide insight into corresponding physical systems at criticality.
It is convenient to consider model Hamiltonians where the order parameter is
the averaged localized variable, as in the case of magnetic systems. We consider
the system as discretized on a d-dimensional lattice with sites indexed by i =
1, 2, . . . , N , and assign to each site a classical “spin” variable σi transforming
according to a representation of a given symmetry G. The order parameter is
the average magnetization per site, m = 〈∑i σi〉/N in the thermodynamic limit.
In addition, we can couple the spins to an external magnetic field h by adding
a term h
∑
i σi in the Hamiltonian. Spin fluctuation can be computed using the
two-point connected correlation function,
Γ(ri,j) = 〈σiσj〉 − 〈σi〉〈σj〉 , (1.1.6)
where ri,j is the distance between the lattice sites i and j. Away from critical-




α C ∼ |T − Tc|−α, h = 0 heat capacity
β m ∼ (Tc − T )β, T < Tc, h = 0 order parameter
δ m ∼ h 1δ , T = Tc equation of state
γ χ = ∂m
∂h
∼ |T − Tc|−γ, h = 0 susceptibility
η Γ(r) ∼ r2−d−η, T = Tc, h = 0 two-point function
ν ξ ∼ |T − Tc|−ν , h = 0 correlation length
Table 1.1: Definition of critical exponents for magnetic systems.
However, at a second order critical point, the correlation length diverges and
the correlation function assumes a power law decay of the form Γ(r) ∼ r2−d−η.
This power law decay of the correlation function manifests, for example, in the
observed divergence of the susceptibility χ = 〈∑j σiσj〉/N for critical systems.
These power law singularities occur also in other physical quantities as a func-
tion of the external parameters like temperature and conjugate external fields.
The exponents appearing in these power law relations are called critical expo-
nents. Remarkably, critical exponents are insensitive to microscopic details and
depend only on a set of global properties of the system such as symmetries, order
parameter dimension, and space dimensionality – an observation referred to as
universality. Thus, systems with different microscopic details may produce the
same critical exponents near the critical point. Such systems belong to the same
universality class.
1.2 Field theory and renormalization group
The divergence of correlation length and the power law relations observed at
the critical point suggests the absence of characteristic length scale in a criti-
cal system. There is no separation of length scales mediated by the correlation
length. Fluctuations on smaller scales cascade into increasingly larger scales re-
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sulting in divergent behavior of susceptibilities at criticality. Addressing this
is the origin of the renormalization group idea. Instead of performing the par-
tition function sum for all the variable configurations, the system is described
in a successively coarse-grained manner by selectively summing configurations
at an increasing scale without affecting the large distance physics. This is im-
plemented via transformations generally referred to as renormalization group
transformations. This idea was initially formulated in real space [6] via block
spin transformations, σB =
∑
i∈B σi/ΛB where B is a block of neighboring sites














where K′ = RK is the induced renormalization transformation R acting on
the coupling parameters. Essentially, the quantities are measured at a scaled
metric without changing their value. For instance, the physical value of corre-
lation length is successively measured through some scale factor b > 1 of the
lattice spacing a such that ξphys = ξa = ξ
′(ba) so that ξ′ = Rξ = ξ/b. The
expression “renormalization group” refers to the semigroup features (absence of
inverse) under composition of two transformations. Successive application of
renormalization group transformations generates a flow in the parameter space
spanned by all possible coupling parameter values K. A main goal is to determine
renormalization group flow fixed points K∗ where application of renormalization
group transformations does not change the coupling parameters, i.e. K∗ = RK∗.
These parameters, K∗, correspond to an effective fixed point Hamiltonian, H∗.
Since renormalization group transformations involve a change of scale, a fixed
point Hamiltonian enjoys scale invariance and corresponds to infinite correlation
length.
At the vicinity of a fixed point, the divergence of correlation length suggests
that the lattice spacing a can be treated as a → 0, thereby motivating a con-
tinuum description. This corresponds to a homogeneous and isotropic field the-
5
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ory. The lattice site label i is replaced by x = (x1, x2, . . . , xd), coordinate in
a d-dimensional Euclidean space Rd, while the spin variables σi are effectively
replaced by the spin or order parameter field, σ(x). The reduced Hamiltonian
H/T is replaced by a Euclidean action A. The field theory contains an infinite
set of local scaling fields, {Φi(x)}. Expectation values are formally computed by
averaging over the field configurations, an operation that we formally write as










A fixed point field theory corresponds in the continuum to a fixed point Hamilto-
nianH∗. Scale invariance of such a field theory constrains (along with translation
and rotation invariance in Euclidean space) the two-point correlation function of
a scaling field Φ to decay as a power law of the distance,
〈Φ(x)Φ(0)〉 ∼ 1|x|2XΦ , (1.2.3)
where XΦ is the scaling dimension of the field. Scaling dimensions determine the
behavior of correlation functions under a scale transformation x→ x′ = x/b:
〈Φ1(x′1)Φ2(x′2) . . .Φk(x′k)〉 = b
∑k
i=1 Xi〈Φ1(x1)Φ2(x2) . . .Φk(xk)〉 , (1.2.4)
formally implying Φ′ = RΦ ∼ bXΦ. The existence of a set of infinite scaling
fields {Φi} postulates the possibility of expanding a product of fields Φi(x)Φj(0)
with x → 0 as a linear combination of fields at x = 0. For fixed point theories,
this can be represented by an operator product expansion (OPE) of the form




|x|Xi+Xj−Xk 〈Φk(0) . . .〉 , (1.2.5)




To explain universality at critical temperature Tc, the action A can be expanded
in the vicinity of a fixed point action A∗ incorporating perturbations consistent
with the symmetry group of interest G [7]. A generic expansion around the fixed
point action can be represented as
A = A∗ +Ki
∫
ddxΦi(x) . (1.2.6)
Since the action is dimensionless, a coupling parameter Ki scales as K
′
i ∼
bd−XiKi. The perturbation of the fixed point action by a scaling field Φi is
said to be:
1. Irrelevant if Xi > d, so that the conjugate coupling flows to zero giving
back the fixed point action.
2. Marginal if Xi = d, and further analysis is needed to see how it affects the
fixed point.
3. Relevant if Xi < d, so that the conjugate coupling grows and the theory
flows away from the fixed point.
A lattice model contains parameters K = {K1, K2, . . . , Ks}. For a given fixed
point theory, there will be infinitely many irrelevant fields whose corresponding
conjugate couplings span a hypersurface basin of attraction of renormalization
group flows towards the fixed point, K∗. A particular model intersects this crit-
ical hypersurface at the critical parameter values Kc, which will flow to K∗. All
points in this critical hypersurface must necessarily have ξc = ∞, so that they
can flow to the fixed point correlation length ξ∗ =∞. Thus, these points charac-
terize the critical points of various models intersecting the critical hypersurface.
This accounts for the observed universality at Kc of different models whose long
distance (infrared) behaviour is governed by the fixed point theory at K∗.
In the presence of a single relevant field ε(x) invariant under the symmetry group
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G, we consider the scaling action
A = A∗ + τ
∫
ddx ε(x) , (1.2.7)
where τ ∼ T − Tc measures the deviation from criticality. The regions τ > 0
and τ < 0 correspond to different phases across the phase transition at τ = 0.
The energy density field ε(x) is the most relevant G-invariant field in the fixed
point theory. Simplest theories only contain one G-invariant relevant field. More
generally, however, multiple G-invariant relevant fields can occur. In this case,
several parameters have to be tuned to achieve criticality, and the corresponding
fixed points are referred to as multicritical. The outflow directions generated by
the other relevant G-invariant fields can lead to another G symmetric fixed points
of lesser order. Another scenario that can occur is the presence of marginal G-
invariant fields in the theory. On closer inspection, these marginal fields are often
just marginally relevant or marginally irrelevant, generating flows much slower
than usual relevant and irrelevant fields. Adding marginally irrelevant fields to
the action contributes logarithmic corrections to scaling. On the other hand,
a truly marginal G-invariant field preserves scale-invariance, and the conjugate
coupling parametrizes a line of G-symmetric fixed points in coupling space.
Adding G-symmetry breaking fields in the action amounts to switching on an
external field h. The order parameter field σ(x) is the most relevant G-covariant
field. The scaling dimensions of the energy density and order parameter fields
determine the critical exponents. For instance, combining the scaling of tem-
perature parameter τ ′ ∼ bd−Xετ with the correlation length ξ′ ∼ b−1ξ yields





Similarly, the anomalous dimension follows from the power-law decay of the
critical two-point correlation function of the order parameter field 〈σ(x)σ(0)〉 ∼
8
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|x|2−d−η, and then is given by
η = 2− d+ 2Xσ . (1.2.9)
Similar relations for the other critical exponents can be derived. Scaling analysis
of σ, ε, h, τ , χ ∼
∫
ddx 〈σ(x)σ(0)〉, C ∼
∫














Hence, we see that the scaling dimensions Xε and Xσ specify the critical expo-
nents, and thus the universality class of the model.
1.3 Conformal field theory in d = 2
Field theory allows to show [1] that, besides global scale invariance, fixed point
theories are invariant under smooth point dependent scale transformations. In
place of (1.2.4) one considers the transformation of correlation functions with a
local scaling factor b(x) [1, 8],







〈Φ1(x1)Φ2(x2) . . .Φn(xn)〉 . (1.3.1)
Along with translations, rotations, and dilatations, the relation above is con-
sistent with the so called special conformal transformations – composition of
a translation in between two spatial inversions. Altogether, they generate the
group of conformal transformations [9]. For this reason the fixed point theory is
called a conformal field theory (CFT). For generic dimension d > 2, conformal
symmetry only provides a finite set of constraints to the possible form of n-point
correlation functions. In d = 2, conformal symmetry has instead infinitely many
generators. This sufficiently constraints the CFT to allow in many cases the
exact calculation of correlation functions [2].
In two dimensions, it is convenient to work in terms of complex coordinates
9
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z = x1 + ix2 and z̄ = x1 − ix2 transforming under spatial rotation as z → ze iα
and z̄ → z̄e−iα for some angle α. Scaling fields can, in general, transform under
rotation by gaining some complex phase Φ(z, z̄) → e−i sΦαΦ(z, z̄), where sΦ is
called the Euclidean spin of Φ. As a consequence, the two-point correlation
function of Φ can be generally written as









where the conformal dimensions (∆Φ, ∆̄Φ) are introduced such that XΦ = ∆Φ +
∆̄Φ and sΦ = ∆Φ− ∆̄Φ. Two fields Φi and Φj are said to be mutually local if the
expectation value 〈Φi(z1, z̄1)Φj(z2, z̄2) . . .〉 is single-valued. The OPE (1.2.5) can
now be generalized to (suppressing the expectation value in subsequent equations
for brevity)





Φk(0, 0) , (1.3.3)
and the mutual locality condition for the two fields can be written as
si + sj − sk ∈ Z (1.3.4)
for every k in the expansion. Mutual locality with the energy density field ε(x)
is generally expected.
A field theory has a conserved symmetric energy-momentum tensor Tµν(x). For
infinitessimal coordinate transformation xµ → x′µ = xµ + aµ(x), Tµν generates
the variation of the action as, δA ∼ −
∫
ddxTµν∂
µaν . In d = 2, in the basis
of complex coordinates, infinitesimal coordinate transformations associated with
conformal symmetry decouple into z → z + a(z) and z̄ → z̄ + ā(z̄), where a
and ā are analytic functions. The three independent components of the energy-
momentum tensor are T = Tzz, T̄ = Tz̄z̄ and −Θ = Tzz̄ = Tz̄z, with conformal
dimensions (∆, ∆̄) given by (2, 0), (0, 2), and (1, 1), respectively. The conserva-
10
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tion law can be written as
∂̄T = ∂Θ , ∂T̄ = ∂̄Θ , (1.3.5)
with ∂ = ∂z and ∂̄ = ∂z̄. Scale-invariance at criticality implies a traceless
energy-momentum tensor. In two dimensions, this decouples the remaining non-
vanishing components into analytic functions as T = T (z) and T̄ = T̄ (z̄). Phys-
ically relevant fields must be mutually local with the energy-momentum tensor.








where the fields LnΦ have conformal dimensions (∆Φ − n, ∆̄Φ), with n integers
as required by mutual locality. Similar relation holds for T̄ and L̄n with con-
formal dimensions (∆Φ, ∆̄Φ − n) for fields L̄nΦ. For instance, L0Φ = ∆ΦΦ and
L−1Φ = ∂Φ. The space of fields can be organized into several conformal fami-
lies. A conformal family, denoted by [φ], consists of a field with lowest conformal
dimension φ called primary with the property Lnφ = 0 for n > 0, along with its
descendants Lnφ with n < 0. The shift operators Ln and L̄n in the space of fields
graded by the conformal dimension (∆, ∆̄) satisfy the Virasoro algebra [1, 8]
[Ln, Lm] = (n−m)Ln+m +
c
12
(n3 − n)δn,−m , (1.3.7)
with the same relation for L̄n operators and the decoupling [Ln, L̄m] = 0. Primary







∂φ(0) + . . . (1.3.8)
The energy-momentum field T is not a primary but a descendant of the identity
field I, T = L−2I. The constant c, called the central charge, in the Virasoro
algebra is fundamental to the theory and manifests in the OPE of the energy-
11
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momentum tensor with itself,









∂T (0) + . . . (1.3.9)
The central charge provides a measure for the number of effective degrees of
freedom of a critical theory [10]. It is also additive, in the sense that a theory




The family of fields [φ] by construction provides a lowest weight representation
of the Virasoro algebra. The primary φ is the lowest weight vector with its
conformal dimension ∆φ, while the descendants form levels, indexed by inte-
ger l > 0, i.e, subspaces of fields with conformal dimension ∆φ + l spanned by
{L−j1 . . . L−jkφ} with 0 < j1 ≤ . . . ≤ jk and
∑k
i=1 ji = l. In some cases it is
possible to obtain irreducible representations starting from a reducible represen-
tation, i.e., a family [φ] containing an embedded family [φ0] whose primary φ0
is a descendant of φ at level l0. Then, one factors out the [φ0] representation
from [φ] to give an irreducible representation degenerate at level l0. The primary,
φ, of the irreducible representation is called degenerate primary. The process of
factoring out [φ0] corresponds to setting φ0 to zer o, leading to constraints in the
form of linear partial differential equation for the expectation values involving
the now degenerate primary φ [2].
Simplest universality classes in two dimensions are associated with CFT’s with
central charge c ≤ 1. This can be formulated in terms of the Gaussian action of





d2x (∇ϕ)2 . (1.3.10)
The components of the energy-momentum tensor can be written as
T (z) = −(∂ϕ)2 + iQ∂2ϕ , T̄ (z̄) = −(∂̄ϕ)2 + iQ∂̄2ϕ , (1.3.11)
12
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where the term proportional to Q does not affect the conservation laws ∂̄T =
∂T̄ = 0 due to the equation of motion ∂∂̄φ = 0. The equation of motion also
allows the decomposition of the scalar field ϕ into
ϕ(x) = φ(z) + φ̄(z̄) , (1.3.12)
and is consistent with the logarithmic correlation function
〈ϕ(x)ϕ(0)〉 = − ln |x| = −1
2
(ln z + ln z̄) . (1.3.13)
This motivates using the exponentials of φ and φ̄ as the primary fields Vq, q̄ =
VqV̄q̄, with
Vq(z) = e
2i qφ(z) , V̄q̄(z̄) = e
2i q̄φ̄(z̄) . (1.3.14)
The additional Q term in the energy-momentum tensor modifies the central
charge and conformal dimensions of the primary fields as
c = 1− 6Q2 , ∆q = q(q −Q) , ∆̄q̄ = q̄(q̄ −Q) . (1.3.15)
For Q = 0, we have the c = 1 free Gaussian critical theory whose primaries follow
the OPE
Vq, q̄Vq′, q̄′ = [Vq+q′, q̄+q̄′ ] , (1.3.16)
where the structure constants and z-dependence are suppressed and [. . .] denotes
the conformal family. Mutual locality of the two fields requires
2(qq′ − q̄q̄′) ∈ Z (1.3.17)
For general Q ∈ R, the following parametrization is convenient,





along with the following notation for the fields
Φµ,ν(z) = Vqµ,ν (z) , Φ̄µ,ν(z̄) = V̄qµ,ν (z̄) , (1.3.19)





(1− µ)β−1 + (1− ν)β
]
. (1.3.20)
This ultimately parametrizes the central charge and conformal dimensions fol-
lowing the Kac formula [1]
c = 1− 6
p(p+ 1)
, ∆µ,ν =
[(p+ 1)µ− pν]2 − 1
4p(p+ 1)
. (1.3.21)
For positive integer values µ = m and ν = n, the fields Φm,n are degenerate













[Φ|m−m′|+1+2k , |n−n′|+1−2l] , (1.3.23)
respectively.
1.4 Model theories of d = 2 criticality
The universality class of a given model at criticality depends on the identification
of energy density and order parameter fields. Here, two main statistical models,





A basic example of continuous symmetry is the orthogonal symmetry G = O(N).





Ji,j σi · σj (1.4.1)
with N -component unit vectors σi = (σ
1
i , . . . , σ
N
i ) and 〈i, j〉 denoting the sum
over nearest neighbors. The homogeneous case, to which we refer for the time
being, is given by Ji,j = J . Known models correspond to particular values of
N , i.e., N = 1 for Ising, N = 2 for XY, and N = 3 for Heisenberg model. An
important result comes from rewriting the partition function of a related model





with K ∼ J/T , the summation running over all possible configurations Cloops
obtained by drawing nl closed loops for a total of nb edges of the lattice [8].
A remarkable property of the expansion is the new role played by N as loop
fugacity which may be taken to vary continuously. The model is solvable on the
hexagonal lattice (non-intersecting loops) [12–14] and allows exact calculations as
N → 0 for self-avoiding walks [15] – a completely geometric problem not directly
involving temperature. The critical O(N) model was identified for −2 ≤ N ≤ 2
as [11] with the CFT with central charge (1.3.21), via the correspondence




At N = 2, the model displays critical behavior differing from the usual SSB
picture. It is known that for continuous symmetries in d = 2, ordering is un-
stable for T > 0, so that a spontaneously broken phase cannot occur [16–18],
and the order parameter remains zero for any temperature. However, the O(2)
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model undergoes a transition of the Berezinsky-Kosterlitz-Thouless (BKT) type
at a temperature TBKT > 0, signaling the onset of quasi-long range ordering
(QLRO) for T < TBKT [19, 20]. This low temperature phase is characterized
by an algebraic decay of correlations, in contrast with the exponential decay for
the high temperature phase. The critical behavior around TBKT is captured by
the c = 1 Gaussian action (1.3.10) perturbed as in (1.2.7) by an energy density
field ε = cos 2bϕ ∝ Vb, b + V−b,−b with conformal dimension ∆ε = ∆̄ε = b2. This
is known as the sine-Gordon model. It follows from (1.3.17) that a field Vq,q̄ is
mutually local with ε if the field parameters satisfy
q − q̄ = m
2b
, m ∈ Z . (1.4.4)
















with spin q2 − q̄2 = ±1
2
for ψ and ψ̄, respectively. This can be written in terms
of real Majorana fermions







This is at the origin of the result, known as bosonization, that the Gaussian












The fermionic counterpart for the energy density ε = cos 2bφ is given by ψ1ψ̄1 +




) = 0. Symmetry in the action corresponds to invariance under O(2) rotation
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of (ψ1, ψ2), or U(1) transformation of complex fermion ψ with m = 1 as the U(1)
charge. The order parameter field associated to this symmetry can be built from








Other O(2)-invariant fields must also be mutually local with both ε and σ±.
These can be constructed from Vq,q with q = kb (k ∈ Z) with conformal dimension
∆k = ∆̄k = k
2b2. Aside from the trivial field, k = 0, all these O(2)-invariant
fields including ε are irrelevant for b2 > 1. This accounts for the BKT phase of
O(2) models and b2 = 1 corresponds to the critical temperature TBKT.
O(N) symmetric theories can also be trivially built from N free bosonic (c = 1)












d2x (ψi∂̄ψi + ψ̄i∂ψ̄i) , (1.4.9)
with central charge N and N
2
, respectively. There is however, a non-trivial real-










ϕi = 1 , (1.4.10)
which differs from (1.4.8) for the constraint on the length of the vector (ϕ1, . . . ,
ϕN). This model provides a realization of asymptotic freedom in the short-
distance limit [8]. This corresponds to a fixed point at T = 0 with central
charge c = N−1, marginally relevant energy density and exponentially diverging
correlation length for T → 0.
1.4.2 Potts model
An important example of discrete symmetry is the permutation group of q objects
Sq. A realization of a statistical model with permutation symmetry is the Potts
17
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where the variables σi take q different values σ ∈ {1, . . . , q}, which can be con-
veniently referred to as “colors”. The homogeneous case, to which we refer for
the time being, corresponds to Ji,j = J . The order parameter can be built with
the q spin-like variables,
sσi,α = δσi,α −
1
q
, α = 1, . . . , q , (1.4.12)
whose expectation values vanish in the high temperature phase. The model
corresponds to Ising at q = 2, and to a particular case of Ashkin-Teller model for
q = 4. The lattice partition function also allows a geometric expansion in terms




qncpnb(1− p)n̄b , (1.4.13)
where one sums over all graph configurations with (n̄b) nb (un-) occupied bonds
and nc clusters (including isolated sites). The parameter p = 1 − e−J/T plays
the role of bond occupation probability. In particular, for q → 1, (1.4.13) cor-
responds to bond percolation [23]. The model has been shown, through exact
lattice calculations, to display a continuous phase transition for q ≤ 4 in the
ferromagnetic case (J ≥ 0) [25]. For q > 4 the continuous transition gives way
to a first-order transition [23,25]. These results point to a CFT with continuous
parameter q for 0 ≤ q ≤ 4. This corresponds to the central charge (1.3.21)
with [11,12]
√







Statistical systems may contain a fraction of degrees of freedom (let us call them
“impurities” or “disorder”) which take too long to reach thermal equilibrium
as compared to the other (let us call them “ordinary”) degrees of freedom. It
then makes sense to consider the impurities as random variables J = {Ji,j} (to
be definite, we refer to random bonds) distributed with probability P (J ). One
computes the equilibrium partition function Z(J ) summing over the ordinary de-
grees of freedom S = {σi} with an assigned configuration of the impurities. Then





P (J )F (J ) . (1.5.1)
This type of disorder, known as quenched disorder, plays a relevant role and is
able to change the critical properties of a system.
1.5.1 Replica method
If one is able to evaluate the quenched averaged free energy, the thermodynamic
properties can be computed from its derivatives. To start with, we have to
perform the quenched average of the logarithm of the partition function. For






This allows us to formally proceed with the quenched average of a simpler object
Zn, a procedure referred to as the replica trick. One considers n copies of the sys-
tem indexed by a = 1, 2, . . . , n. Each replica has identical disorder configuration
J = {Ji,j}, so that each Hamiltonian has the form H(J ,Sa). The replicated








a=1H(J ,Sa) . (1.5.3)
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The effective replicated system now corresponds to a homogenous and isotropic
Hamiltonian Hn. This comes at the cost of having the different replicas coupled
by the disorder J . Nevertheless, it allows to use methods known for pure systems
(i.e. without disorder), as we are going to illustrate.
1.5.2 Harris criterion
Let A∗ be the fixed point action of the pure system. Random bonds correspond
in the continuum to a variable χ(x) coupled to the energy density field, so that
we have
A = A∗ +
∫
d2xχ(x)ε(x) . (1.5.5)















where εa(x) is the energy density field in replica a. To proceed with formally

















′)f(x)f(x′) + . . .
(1.5.7)
with first and second cumulant C1 and C2(x, x
′), respectively. In the replica







It is usually sufficient to consider uncorrelated disorder, i.e., C2(x, x
′) ∝ δ(x−x′).
This means that the perturbation to the pure fixed point action comes from
the fields of the form εa, εaεa, and εaεb with a 6= b. εa and εaεa contribute
only to a shift of critical temperature, and are not particularly interesting. The
perturbation εaεb, on the other hand, couples different replicas and is nontrivial.
It is irrelevant in the pure fixed point action if Xεε = 2Xε > d = 2. Recalling that
the specific heat critical exponent of the pure systems is given by α = (d−2Xε)ν,
this leads to the Harris criterion [26]
α < 0 (1.5.9)
for the irrelevance of weak disorder. Higher order terms in the cumulant ex-
pansion are less relevant compared to the εaεb contribution. Thus, if the Harris
criterion is satisfied, the addition of quenched bond disorder is irrelevant and
disorder does not change the critical exponents. If it is not satisfied, the fixed
point of the pure model will be unstable under the addition of disorder. This
may lead to a new fixed point. One possible strategy is to impose the properties
of a CFT directly on the replica action corresponding to the scaling limit of the
replica Hamiltonian in (1.5.4). This will be of main interest in the thesis, as this





We briefly review the scale invariant scattering formalism [3] to be used in the
next chapters to obtain exact access to critical points of pure and disordered
two-dimensional systems.
2.1 Particles and fields
The scaling limit of a statistical lattice model yields an Euclidean field theory.
In a generic dimension d, an analytic continuation can be made by taking one
of the coordinate as imaginary time, i.e. x = (x1, . . . , xd) with xd = i t. This is
often referred to as Wick rotation. In d = 2, this results in a (1 + 1)-dimensional
quantum field theory (QFT). The spatial symmetries in the form of rotation
and translation invariance of Euclidean field theory translate into space-time
Poincare symmetries, i.e. invariance under space-time translations and Lorentz
boosts. The field content is the same in the two pictures and correlation functions
are related by the analytic continuation between real and imaginary time. On
the other hand, the QFT allows a description in terms of relativistic particles,




The particle description of a QFT can be expressed in terms of the S-matrix [27].
Far away from the interaction region, one has asymptotic states containing free
particles. In a scattering process, we distinguish the “in” state at t = −∞ from
the “out” state at t = +∞. The relativistic particles obey the dispersion relation
E =
√
p2 +m2 , (2.1.1)
relating the energy E, momentum p = (p1, . . . , pd−1), and mass m. The entries
of the S-matrix are the probability amplitudes of an in state evolving into an out
state. A generic amplitude has the form
Sν1,...,νnµ1,...,µm(p1, . . . , pn|q1, . . . , qm) = ν1,...,νn〈p1, . . . , pn|S |q1, . . . , qm〉µ1,...,µm (2.1.2)
where S is the scattering operator and µi, νi label particle species.
2.2 Elastic scattering in d = (1 + 1) QFT
The simplest realization of scattering involves preservation of particle masses
and particle number in addition to conservation of total energy and momentum.
This is referred to as elastic scattering. For the case of two-particle elastic
scattering with identical masses, the scattering amplitude is Sρ,σµ,ν . In d = 2,
the identical masses make the momenta of ingoing and outgoing particles to
be individually conserved as in figure 2.1. The scattering amplitude Sρ,σµ,ν is
relativistically invariant. There is a single relativistic invariant variable,
s = (E1 + E2)
2 − (p1 + p2)2 , (2.2.1)
which is the square of the center of mass energy. Various properties of a QFT
may be written as constraints on scattering amplitudes as analytic functions of
complex s [27]. The simplest requirements are the symmetries of spatial reflec-
tion and time reversal invariance of the QFT. These conditions only restrict the








Figure 2.1: A two-particle elastic scattering process of particles corresponding to
the scattering amplitude Sρ,σµ,ν . Time runs upwards.
i.e.




µ,ν (s) = S
µ,ν
ρ,σ (s) . (2.2.2)
The next requirement is probability conservation which manifests in the S-matrix
as unitarity. This imposes in general branch cuts originating from possible k-
particle production thresholds sk = (km)
2 ∈ R and extending to infinity along
the positive real axis. Below the lowest inelastic particle production threshold
s′, the unitarity condition can be written as
∑
λ,τ
Sλ,τµ,ν (s+ i ε)[S
ρ,σ




2 < s < s′ , (2.2.3)
as depicted in figure 2.2.
There is also crossing symmetry associated with the exchange of space and time
directions. In the elastic two-particle amplitude the crossing channel is obtained
by exchanging particles ν and σ along with their arrows in figure 2.1. This
corresponds to switching the sign of energy and momentum of the second particle,
i.e., (E2, p2)→ (−E2,−p2), which translates to s→ 4m2−s. For self-conjugated
particles, which is the case relevant for our future applications, the crossing
symmetry relation can be written as
Sρ,σµ,ν (s+ i ε) = [S
ρ,ν
µ,σ(4m








Figure 2.2: The product entering the l.h.s. of (2.2.3).
This induces branch cuts along the negative real axis from s = 0 to s = −∞,
which are the crossed image of those discussed above.
The space-time translation generators are the quantum Hamiltonian H and mo-
mentum operator P , such that H|p〉 = E|p〉 and P |p〉 = p|p〉, and a generic field
in QFT satisfies
Φ(x, t) = e−i (Px−Ht)Φ(0, 0)e i (Px−Ht) . (2.2.5)
The fields are characterized by their matrix elements on the asymptotic particle
states. In particular, we define the form factors
FΦn (p1, . . . , pn) = 〈0|Φ(0)|p1, . . . , pn〉 , (2.2.6)














∣∣FΦn (p1, . . . , pn)∣∣2 e−r∑ni=1 Ei , (2.2.7)
with r = |x|. For FΦ1 (p) 6= 0, the leading contribution for large r decays as




Figure 2.3: Pictorial representation of (2.3.2).
and means that the divergence of the correlation length at criticality corresponds
to massless particles.
2.3 Scale invariant scattering formalism
For a fixed point theory in d = 2, conformal invariance has infinitely many gen-
erators which induce infinitely many conservation laws on scattering processes,
forcing them to be completely elastic. The dispersion relation (2.1.1) with m = 0
allows for left (E = −p > 0) and right (E = p > 0) movers, created by fields η̄
and η, respectively. Their form factors for a single particle
〈0|η(x)|p〉 ∼ e iE(x1+ix2) = e iEz , 〈0|η̄(x)|p〉 ∼ e iE(x1−ix2) = e iEz̄ , (2.3.1)
illustrate that η = η(z) and η̄ = η̄(z̄) are chiral fields with conformal dimensions
∆η̄ = ∆̄η = 0 and ∆η = ∆̄η̄, and spin sη = −sη̄ = ∆η.
Since the relativistic invariant s is dimensionful, scale invariance forces the ampli-
tude S for the scattering of a right-mover with a left-mover to be s independent.
By unitarity, S is a phase without dynamical dependence [3].
The scattering process involves position exchange between the two particles in
one spatial dimension, and this produces a statistical phase. In the Euclidean
picture, this can also be achieved by a π rotation (figure 2.3), so that the scat-
tering phase can be written as
S = e−iπ(sη−sη̄) = e−i2π∆η . (2.3.2)
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The particles created by the chiral fields follow bosonic and fermionic exchange
statistics for integer and half-integer ∆η, respectively. In general however, ∆η
and thus sη can be any real number, and the particles have generalized statistics.
So far we referred to a single species of particles. More generally, the particles
carry a representation of the group of internal symmetry [3]. This may be imple-
mented in terms of a multiplet of chiral fields ηµ transforming under the group.
The particles may be conveniently labeled with index µ corresponding to the
multiplet components ηµ, and the amplitudes can conveniently be written as
Sρ,σµ,ν = 〈ρ σ|S |µ ν〉 ∈ C , (2.3.3)
taking into account their momentum independence.




ν,µ , (Spatial reflection) (2.3.4)
Sρ,σµ,ν = S
µ,ν











ν . (Unitarity) (2.3.7)
This is a system of at most quadratic equations for scattering amplitudes for
a given symmetry representation. The solutions of these equations are the al-
lowed renormalization group fixed points for the given symmetry. This will be




We consider O(N) symmetry within the exact framework of scale invariant scat-
tering theory. A global pattern emerges in which the different critical lines are
located within the same parameter space. In particular, we show how the crit-
ical lines for non-intersecting loops (−2 ≤ N ≤ 2) are connected to the zero
temperature critical line (N > 2) via the BKT line at N = 2.
3.1 Scattering formulation
The lattice definition of the O(N) model was given in (1.4.1). We now consider
the homogeneous case Ji,j = J and use the scale invariant scattering formal-
ism previously introduced in order to determine the renormalization group fixed
points in two dimensions [3,28]. The first step is the identification of the particle
basis, which is naturally identified with a vector multiplet of neutral excitations
labeled by an index a = 1, 2, . . . , N . The S-matrix takes the O(N)-covariant
form
Sc,da,b = S1δa,bδc,d + S2δa,cδb,d + S3δa,dδb,c , (3.1.1)
where Si, i = 1, 2, 3, are the scattering amplitudes corresponding to annihilation,












Figure 3.1: O(N)-symmetric S-matrix components corresponding to the three
terms in (3.1.1).
reversal symmetry of the S-matrix are already satisfied. Crossing symmetry gives
S1 = S
∗
3 ≡ ρ1e iφ , S2 = S∗2 ≡ ρ2 , (3.1.2)
where we introduced parametrizations of the amplitudes in terms of φ and ρ2
real, and ρ1 non-negative. The unitarity equations take the form
1 = ρ21 + ρ
2
2 (3.1.3)
0 = ρ1ρ2 cosφ (3.1.4)
0 = Nρ21 + 2ρ1ρ2 cosφ+ 2ρ
2
1 cos 2φ . (3.1.5)
Equation (3.1.3) imposes the restrictions 0 ≤ ρ1 ≤ 1 and −1 ≤ ρ2 ≤ 1. There
are three ways of satisfying equation (3.1.4). This leads to three classes of scale
invariant scattering solutions [3, 28], which are listed in table 3.1.
It follows from (3.1.1) that the superposition of two-particle states
∑
a |aa〉 scat-
ters into itself with the amplitude
S = NS1 + S2 + S3 (3.1.6)
which has to be a phase by unitarity. Similarly for a 6= b, the superpositions
|aa〉 − |bb〉 and |ab〉 + |ba〉 scatter with phase S2 + S3, while |ab〉 − |ba〉 scatters
with phase S2 − S3.
30
Section 3.2
Solution N ρ1 ρ2 cosφ
P1± (−∞,∞) 0 ±1 -
P2± [−2, 2] 1 0 ±12
√
2−N
P3± 2 [0, 1] ±
√
1− ρ21 0
Table 3.1: Solutions of equations (3.1.3)–(3.1.5). They give the renormalization
group fixed points with O(N) symmetry.
3.2 Critical lines of non-intersecting loops
The solutions P2± were identified in [3, 29]; here we summarize the main steps
of the derivation and the results. For N = 2 these solutions coincide with the
point S2 = 0 of the solution P3 that, as we will see below, corresponds to a CFT
with central charge c = 1. Since the central charge grows with N , the CFT’s
describing the solutions P2± will have c ≤ 1. As we saw, in this subspace of
CFT a main physical role is played by the “degenerate” primary fields Φm,n with
conformal dimensions given by the Kac formula (1.3.21).
The energy density field ε(x) is expected to be a degenerate field, and at N = 1
for one of the two solutions should have the conformal dimension ∆ε = 1/2 of the
Ising model (p = 3). This leads to the identification ε = Φ1,3, while, as we will
see later, the alternative choice Φ2,1 corresponds to the q-state Potts model. The
requirement that the chiral field η entering (2.3.2) is local with respect to ε then
leads to the identification η = Φ2,1, i.e. to the determination of ∆η as a function
of p. On the other hand, ∆η is given as function of N by the relation (2.3.2)
and (3.1.6), in which S = NS1 + S3 = −e3iφ for the solutions P2±. For N = 1
the solution we are discussing corresponds to Ising, i.e. to a free fermion theory
with S = −1, and this selects P2−. Comparing the two results for ∆η (one as
a function of p and one as a function of N) we obtain the relation N = 2 cos π
p
for the solution P2−. A slightly more general analysis involving nondegenerate
fields [3] yields also ∆s = ∆1/2,0 for the conformal dimension of the spin field.
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Figure 3.2: Solutions of fixed point equations in the pure O(N) model. Those
with S2 = 0 correspond to the critical lines for the dilute (continuous) and dense
(dotted) phases of non-intersecting loops. The piece P3+ of the line of fixed
points for N = 2 accounts for the BKT phase of the XY model. The solution
P1+ corresponds to the zero temperature critical point of the N > 2 ferromagnet.
The simplest way to identify the solution P2+ is to recall that the perturbation
by the field Φ1,3 of the CFT’s with central charge (1.3.21) yields (for one sign
of the coupling) flows to infrared fixed points with central charge corresponding
to p − 1 [30]. Since the Φ1,3 = ε perturbation preserves O(N) symmetry, the




with (2.3.2), this relation yields ∆η = ∆1,2, a result differing from that for P2−
for the interchange of the indices m,n. This interchange is preserved by the
mutual locality arguments (which exploit the operator product expansion), and
leads to ∆ε = ∆3,1 and ∆s = ∆0,1/2 for the critical line P2+. The results for the
solutions P2± are summarized in table 3.2.
It is natural to think of the particle trajectories as those of walks of N differ-
ent colors on the Euclidean plane. Then the solutions P2± are characterized by
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Table 3.2: Central charge and conformal dimensions for the pure O(N) fixed
point solutions. The conformal dimensions ∆µ,ν are specified by the Kac formula
(1.3.21). Other specifications are discussed in the text.
S2 = 0, i.e. by the absence of intersection of particle trajectories (see figure 3.2).
We saw that it is possible to map the partition function of an O(N) invariant
ferromagnet on the loop gas partition function (1.4.2), and that a noticeable fea-
ture of the loop formulation is that it implements on the lattice the continuation
to non-integer values of N ; in particular, for N → 0 it describes the statistics of
self-avoiding walks [15]. The loop model can be solved exactly on the honeycomb
lattice [12,13], on which the loops cannot intersect. The solution yields two crit-
ical lines that are defined in the interval N ∈ [−2, 2], coincide at N = 2, and
have critical exponents that were first identified in [11] as corresponding to the
conformal dimensions ∆s and ∆ε deduced above for the scattering solutions P2±.
The two critical lines are often referred to as “dilute” and “dense” with reference
to the loop properties they control1, and correspond to the solutions P2− and
P2+, respectively. The analogy between loop paths and particle trajectories was
originally observed in [32] for the off-critical case.




3.3 Critical line at N = 2 and the BKT phase
The solutions P3± can be rewritten as




The presence of a free parameter (α in the formulation (3.3.1)) leads to a line
of fixed points with N = 2. This is not surprising since we saw that the real-
ization of O(2) symmetry with smallest central charge in two-dimensional CFT
is provided by the free bosonic theory with action (1.3.10) which indeed de-
scribes a line of fixed points with central charge c = 1. The energy density field
ε(x) = cos 2bϕ(x), with conformal dimension ∆ε = b
2, contains the parameter b
providing the coordinate along the line of fixed points. It was shown in [3] that
∆η = 1/4b





which satisfies S = −1 at the point b2 = 1/2. This is necessary because we
saw that the theory (1.3.10) possesses also a fermionic (Thirring) formulation
with action (1.4.7) with b2 = 1/2 corresponding to free fermions (g(1/2) = 0).
The particles a = 1, 2 of the scattering theory correspond to the two neutral
fermions in (1.4.7). We saw that O(2) symmetry of the action (1.4.7) also yields
∆s = 1/16b
2 for the conformal dimension of the spin field.
The intervals α ∈ [0, π/2] and α ∈ [π/2, π] correspond to solutions P3+ and P3−,
respectively, and have in common the point α = π/2, which is also the merging
point of the solutions P2± (see figure 3.2). Since the field ε = cos 2bφ is irrelevant
in the renormalization group sense (∆ε = b
2 > 1) for α ∈ [0, π/2], P3+ accounts
for the BKT phase [19, 20] of the XY ferromagnet. The point α = π/2 is the
BKT transition point, where the field ε becomes marginal (∆ε = 1).
Since φ is fixed in (3.3.1), ρ1 does not need to be positive. The part of the c = 1
line with b2 < 1/2 (i.e. α > π) is then also mapped on (3.3.1), and corresponds
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to P3+ or P3− depending on the sign of ρ2.
3.4 Free solutions and zero temperature critical
point for N > 2
The solutions P1+ and P1− are purely transmissive and correspond to free bosons
and fermions, respectively. P1− can straightforwardly be identified as corre-
sponding to N free neutral fermions, for a total central charge c = N/2. For
N = 2 one recovers the c = 1 free fermion point described by (1.4.7) with g = 0;
this is the contact point between P1 and P3− in figure 3.2. For N = 1 one
recovers the Ising central charge 1/2. Notice, however, that this Ising point on
P3− does not coincide in the scattering space with that on P2−, which is realized
non-transmissively: indeed, for N = 1 there are no particle indices to distinguish
between S1, S2 and S3, and only S = S1 + S2 + S3 = −1 matters for a free
fermion. The value of the conformal dimension ∆s = 1/16 we report in table 3.2
for P1− is that of the multiplet (σ1, . . . , σN) containing the spin fields of the N
decoupled Ising copies. When comparing with the free fermion point b2 = 1/2
of P3− one has to consider that the spin vector field along the N = 2 line has
a specific representation [3], which at b2 = 1/2 corresponds to the conformal
dimension2 ∆s1s2 = 2∆s1 = 1/8.
The solution P1+ can certainly describe N free bosons, namely a theory charac-
terized by the action (1.4.8), with ∆ε = ∆ϕ2j = 0, and c = N . However, the fact
that the point N = 2 of P1+ can also be seen as the limit b
2 →∞ of P3+ (which
has c = 1) says that P1+ must also allow for a different interpretation. We recall
that scattering on the line involves position exchange, and mixes statistics with
interaction. This is why for N = 2 the interacting fermions of the theory (1.4.7)
can appear for b2 →∞ as two free bosons (S2 = 1). Interaction is known to play
a peculiar role also for the critical properties of the O(N) invariant ferromagnet
for N > 2 (see e.g. [8]). In this case there is a zero temperature critical point
2See also [33,34] on spin fields in the fermionic theory (1.4.7) with N = 2.
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and the scaling properties are described by the non-linear sigma model with
action (1.4.10). The theory turns out to be asymptotically free, meaning that
the short distance fixed point (which describes the T = 0 critical point of the
ferromagnet) is a theory of free bosons with marginally relevant energy density
field (∆ε = 1, implying exponentially diverging correlation length as T → 0)
and ∆s = ∆ϕj = 0. The constraint gives a central charge c = N − 1 instead
of N . The results for c and ∆s match those for N = 2, b
2 → ∞. Also ∆ε = 1
is recovered once we notice that for b2 > 1 the field cos 2bϕ becomes irrelevant,
so that the most relevant O(2) invariant field is the marginal one that generates
the line of fixed points at N = 2. It is this sigma model interpretation of the





We review the scale invariant scattering description of the q-state Potts model,
showing in particular how the critical lines for both ferromagnetic and antiferro-
magnetic interactions emerge from a single set of equations.
4.1 Scattering formulation
The q-state Potts model is defined on the lattice by the Hamiltonian (1.4.11) and
is characterized by the permutational symmetry Sq. We now consider the case
of homogeneous couplings Ji,j = J and implement the scale invariant scattering
description for the case of Sq symmetry in two dimensions, with the goal of
obtaining the Potts renormalization group fixed points [3,29]. As usual, the first
step is to introduce a particle basis carrying a representation of the symmetry.
For Sq this is achieved considering particles Aαβ with α, β = 1, 2, . . . , q, and α 6=
β. For the Potts ferromagnet (J > 0) below critical temperature these particles
correspond to the kinks that interpolate between pairs of the q degenerate ground
states [35]. It was argued in [3, 5] that this particle basis has to be identified as
the fundamental way of representing Sq symmetry also at criticality (where the




















Figure 4.1: Amplitudes S0, S1, S2 and S3 of the Sq-invariant theory. Different
letters correspond to different colors.
In general, we think of the trajectory of the particle Aαβ as a line separating a
region of the plane characterized by the color α from a region characterized by the
color β. Permutational invariance then yields the four inequivalent amplitudes




0 ≡ ρ0 , S1 = S∗2 ≡ ρeiϕ , S3 = S∗3 ≡ ρ3 , (4.1.1)
where we introduced
ρ ≥ 0 , ρ0, ρ3, ϕ ∈ R . (4.1.2)
With this parametrization the unitarity equations (2.3.7) translate (see also
Fig. 4.2) into
1 = (q − 3)ρ20 + ρ2 , (4.1.3)
0 = (q − 4)ρ20 + 2ρ0ρ cosϕ , (4.1.4)
1 = (q − 2)ρ2 + ρ23 , (4.1.5)
0 = (q − 3)ρ2 + 2ρρ3 cosϕ . (4.1.6)
Note that the equations contain q as a parameter which does not need to be
integer, so that the scattering formalism realizes in the continuum the analytic
continuation in q which we know from the cluster representation of the model.
For q integer, the amplitudes involving a number of colors larger than that integer















Figure 4.2: Pictorial representations associated to the unitarity equations (4.1.3),
(4.1.4), (4.1.5), (4.1.6), in that order. The amplitude for the lower crossing
multiplies the complex conjugate of the amplitude for the upper crossing, and
sum over ε is implied.
enter the continuation to non-integer values of q. Various mechanisms of this
continuation, in particular for the case q → 1 is relevant for percolation, are
illustrated in [36–40].
The solutions of the unitarity equations [3,29] are listed in Table 4.1 together with
the range of q in which they satisfy the conditions (4.1.2). The sign doublings
follow from the general fact that, given a solution of the unitarity and crossing
equations (2.3.7) and (2.3.6), another solution is obtained reversing the sign of
all amplitudes. In our notation, II+ (II−) corresponds to the solution with upper
(lower) signs, and similarly for III, IV and V.
Solution I, which has ϕ as a free parameter, is defined for q = 3 only. Although
S0 is unphysical at q = 3, we quote the values of ρ0 allowed by the equations for
the purpose of comparison with solutions II, III and IV, which allow continuation
away from q = 3.
We conclude this section observing that it follows in general from the amplitudes
of Fig. 4.1 that the state
∑
γ 6=αAαγAγα scatters into itself with the amplitude
S = S3 + (q − 2)S2 , (4.1.7)
which is the phase entering (2.3.2).
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Solution Range ρ0 ρ 2 cosϕ ρ3
I q = 3 0, 2 cosϕ 1 ∈ [−2, 2] 0
II± q ∈ [−1, 3] 0 1 ±
√
3− q ±√3− q
III± q ∈ [0, 4] ±1
√
4− q ±√4− q ±(3− q)
































Table 4.1: Solutions of Eqs. (4.1.3)-(4.1.6) with the conditions (4.1.2). They
correspond to renormalization group fixed points of Sq-invariant theories.
4.2 Ferromagnetic critical line
We saw that an important feature of the q-state Potts model is that the partition
function admits the random cluster expansion (1.4.13), which allows analytical
continuation to non-integer values of q. The cluster representation makes sense
of the Potts model with non-integer q also in the antiferromagnetic case, in spite
of the absence of a probabilistic interpretation1 (p < 0). We start our discussion
of the scattering solutions from the ferromagnetic case.
Since we know that the ferromagnetic phase transition in the two-dimensional q-
state Potts model is of the second order up to q = 4 [25], the critical ferromagnetic
line must correspond to one of the solutions in Table 4.1 having q = 4 as upper
endpoint. The fact that in two dimensions the Ising model is a theory of free
fermions implies ρ3 = −1, and uniquely selects the solution III− [3]. We now
recall how it is further characterized in the language of conformal field theory.
The four-state Potts model is a particular case of the Ashkin-Teller model (see
[34] for the scattering description), which corresponds to two Ising models cou-
pled by a four spin interaction and has c = 1. The critical line III− must then
1Notice, on the other hand, that for T → 0 the partition function of the Potts antiferro-
magnet counts the number of ways the sites of a lattice can be colored with q colors in such a
way that nearest neighbors always have different colors (q-coloring problem, see [23]).
40
Section 4.3
be able to account for a conformal field theory with central charge c(q) ≤ 1. We
saw that in this range of central charge a main physical role is played by the
degenerate primary fields Φm,n(z) with conformal dimension ∆m,n (∆̄m,n) given
by the Kac formula (1.3.21). The strategy for relating this “colorless” conformal
field theory to the Sq-invariant scattering solution III− is the following (details
are given in [3]). It can be argued that the energy density field ε(x) for the
ferromagnetic model is a degenerate field. Then, knowing that ∆ε = 1/2 at the
Ising point (c = 1/2, p = 3), that ε cannot produce more relevant fields i n
the OPE with itself, and that it is odd under the high-low temperature duality
characteristic of the model, one arrives at the identification ∆ε = ∆2,1. One then
looks for the particle-creating field η as the most relevant chiral field local with
respect to ε. It can be shown that also η needs to be degenerate, so that (1.3.23)
can be used to obtain ∆η = ∆1,3. This result for ∆η as a function of p can then
be compared with that provided by (2.3.2) as a function of q (Eq. (4.1.7) gives
S = ∓e−4iϕ for the solutions III±). This provides the relation
√







which determines the central charge as a function of q. This result coincides with
that obtained in [11] from the exact lattice determination of scaling dimensions
[12]; here it is derived in a self-contained way in the continuum limit. A slightly
more general analysis involving nondegenerate fields [3] allows to find ∆σ =
∆1/2,0.
4.3 Ferromagnetic tricritical line
If the Potts Hamiltonian is generalized allowing for the presence of vacant sites,
tricriticality can be realized. The tricritical line exists as long as the critical one
exists, and the two lines meet at the common endpoint q = 4 [41]. The presence
of vacancies preserves color permutational symmetry, so that the tricritical line
must also correspond to one of the scattering solutions of section 4.1. Since the
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solutions III± are the only ones terminating at q = 4, and since they do not
coincide at q = 4, we are again left with III− as the only possibility.
Hence, besides that of the previous subsection, there should be another relation
between solution III− and conformal field theory with c ≤ 1, a relation corre-
sponding to the tricritical line. This is indeed found as follows. The energy
density field on the tricritical line must have the same OPE and duality proper-
ties as on the critical line. We also know the value of ∆ε at q = 4 where the two
lines meet. This information then selects ∆ε = ∆1,2. Since this differs from the
result on the critical line by exchange of the two indices, the form of the OPE
(1.3.23) ensures that the search for η as a chiral field local with respect to ε has
a solution with the same exchange, i.e. ∆η = ∆3,1; one can check that this is
indeed the most relevant solution. We can now use this result in (2.3.2), with
S = e−4iϕ for solution III−, to obtain
√







comparison with (4.2.1) shows that the same q corresponds to p on the critical
line and to p + 1 on the tricritical one. For the order parameter one obtains
∆σ = ∆0,1/2. Again, these findings coincide with those of [11, 12].
4.4 Antiferromagnetic case
It is very interesting to consider also the antiferromagnetic case (J < 0). An
antiferromagnet tries to find at low temperature a ground state in which nearest
neighboring spins take different values. The number of such configurations can be
zero, finite or infinite depending on the lattice. It follows that, in contrast with
the universality exhibited by ferromagnets, antiferromagnetic critical behavior
essentially depends on the lattice structure and needs to be investigated case
by case (see e.g. the discussion in [42]). We saw that solution III− corresponds
to the ferromagnetic critical lines. As a matter of fact, however, it was shown
in [29] that solution III− is able to account also for the best known q-state Potts
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Sq (III−) Potts c ∆ε ∆η ∆σ√
q = 2 cos π
(p+1)
F critical 1− 6
p(p+1)




q = 2 cos π
p
F tricritical 1− 6
p(p+1)
∆1,2 ∆3,1 ∆0, 1
2
√










Table 4.2: Realizations of the Sq-invariant scattering solution III− as Potts fer-
romagnetic (F) and square lattice antiferromagnetic (AF square) critical lines.
The central charge and the conformal dimensions of the energy density, chiral,
and order parameter fields are given together with the critical lines obtained by
ε-η duality. The conformal dimensions ∆m,n are specified through Kac formula
(1.3.21).
antiferromagnet, that on the square lattice [25, 43–49] (see table 4.2).
The other solutions of table 4.1 should account for Potts antiferromagnetic crit-
icality on lattices other than the square one. Remarkably, a lattice realization
of solution I has recently been found [50]. A particularly interesting feature is
that solution V leaves room for criticality in a q = 5 Potts antiferromagnet,
while no previous theoretical results for criticality at q > 4 had been available.
Very interestingly, numerical indication of criticality at q = 5 was given in [51],
and infinite families of two-dimensional lattices that could allow for criticality at





We show that scale invariant scattering allows to exactly determine the critical
points of systems with coupled O(N) and Ising order parameters. In particular,
for N = 1 we exhibit three critical lines intersecting at the Berezinskii-Kosterlitz-
Thouless transition point of the Gaussian model and related to the Z4 symmetry
of the isotropic Ashkin-Teller model. For N = 2 we classify the critical points
that can arise in the XY-Ising model and provide exact answers about the critical
exponents of the fully frustrated XY model.
5.1 Physical context
When a statistical mechanical system possesses two order parameters, phase
transitions associated with each of them can take place at different points of the
phase diagram. It is possible, however, that the two types of ordering set in
at the same point, and that this gives rise to novel critical behavior with new
critical exponents. The example of a vector order parameter for O(N) symmetry
coupled to a scalar (Ising) order parameter for Z2 symmetry is paradigmatic of
the combination of continuous and discrete symmetries and was addressed since
the early days of the perturbative expansion in 4− ε dimensions [53]. The case
N = 2 (XY-Ising model) [54] has been highly debated in two dimensions also
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because it shares the ground state degeneracy of the fully frustrated (FF) XY
model [55] describing a Josephson-junction array in a magnetic field [56]. The
problem of whether this case can originate new critical behavior has been studied
numerically for decades, with open questions persisting to this day (see [57]
for a review). A consensus in favor of two transitions occurring at close but
distinct temperatures very slowly emerged for the FFXY model (see [58–60]),
but disagreement on critical exponents remained even in the most extensive
simulations (order 106 lattice sites) [60–62]. For the XY-Ising model, which has a
larger parameter space, two transition lines are observed to approach each other,
without that the numerical analysis could so far determine the nature of the
meeting point, although evidence for universal crossover effects in both models
[60] suggests the existence of a multicritical point with simultaneous criticality.
The recent realization [63] with cold atoms of a two-dimensional system with the
symmetries of the XY-Ising model opened the way to experimental investigations
of the critical behavior, but also here the required level of accuracy calls for
theoretical benchmarking. On the analytic side, however, the problem has been
considered as intractable, since the distance from the upper critical dimension
as well as the interplay with the Berezinskii-Kosterlitz-Thouless (BKT) physics
do not provide small expansion parameters, while an exactly solvable lattice
realization of the coupled symmetries has never been found (see [64]).
In this chapter we use scale invariant scattering to show that the critical points of
coupled O(N) and Ising order parameters in two dimensions can be determined
in a general and exact way, directly in the continuum limit [65]. We determine the
lines of renormalization group fixed points as a function of the variable N , which
can be taken continuous, within a space of universal parameters. In particular,
our results for N = 2 allow us to classify the multicritical points that can arise
in the XY-Ising model, and to draw conclusions about the critical exponents in
the FFXY model. For this purpose we consider the two-dimensional vector-Ising
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[(A+Bσiσj)si · sj + Cσiσj] , (5.1.1)
which is invariant under the rotations of the N -component unit vectors si and
the reversal of σi = ±1. We look for the points of simultaneous O(N) and Z2
criticality, where the correlators 〈si · sj〉 and 〈σiσj〉 behave as |i − j|−2Xs and
|i− j|−2Xσ , respectively, Xs and Xσ being the scaling dimensions.
5.2 Scattering formulation
Generalizing what we did for the O(N) case, we are led to consider the scattering
processes depicted in Fig. 5.1, where the vector degrees of freedom correspond to
a multiplet of particles a = 1, 2, . . . , N , while the scalar corresponds to a particle
whose trajectories we represent by dashed lines. The amplitudes S1, . . . , S7 are
those allowed by the requirement that the tensor, vector or scalar character of
the initial state is preserved in the final state.
Crossing symmetry takes the form
S1 = S
∗
3 ≡ ρ1 eiφ, (5.2.1)
S2 = S
∗
2 ≡ ρ2, (5.2.2)
S4 = S
∗
6 ≡ ρ4 ei θ, (5.2.3)
S5 = S
∗
5 ≡ ρ5, (5.2.4)
S7 = S
∗
7 ≡ ρ7, (5.2.5)
and allows the parametrization in terms of the variables ρ1 and ρ4 non-negative,




















Figure 5.1: Scattering processes for a vector particle multiplet (a = 1, 2, . . . , N)
and a scalar (dashed trajectories) at criticality. The amplitudes S1, . . . , S7 are
invariant under time (up-down) and space (right-left) reflections.
read
1 = ρ21 + ρ
2
2, (5.2.6)
0 = ρ1ρ2 cosφ, (5.2.7)




1 cos 2φ, (5.2.8)
1 = ρ24 + ρ
2
7, (5.2.9)
1 = Nρ24 + ρ
2
5, (5.2.10)










For example, (5.2.10) follows from 1 = 〈øø|SS†|øø〉 = 〈øø|S∑a |aa〉〈aa|S†|øø〉
+〈øø|S|øø〉〈øø|S†|øø〉 = N |S4|2+|S5|2, where we denoted by ø the scalar particle.
Once again N enters the equations as a parameter that can be given real values.
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Solution N ρ2 cosφ ρ4 cos θ ρ5
D1± R ±1 - 0 - (±)1
D2± [−2, 2] 0 ±12
√
2−N 0 - (±)1
D3± 2 ±
√
1− ρ21 0 0 - (±)1






1− 4 cos2 φ 0 2 cosφ
F2 1 [−1, 1] 0
√
1− ρ22 0 ρ2
F3 1 0 0 1 [−1, 1] 0



























T2± [−3,−2] 0 ±1
√
−2−N 0 ±(N + 1)
Table 5.1: Solutions of the Eqs. (5.2.6)-(5.2.12) classifying the renormalization
group fixed points of two-dimensional systems with coupled O(N) and Ising
order parameters. One also has ρ1 =
√
1− ρ22 and ρ7 = (±)
√
1− ρ24. Signs in
parenthesis are both allowed.
5.3 Scattering solutions and classification of
multicritical points
The solutions of the Eqs. (5.2.6)-(5.2.12) are given in Table 5.1 and provide the
general and exact classification of the renormalization group fixed points that
can arise in the theory (5.1.1). Their discussion conveniently begins with the
solutions of type D (Fig. 5.2). These are characterized by ρ4 = 0, amounting to
decoupling between the vector and the scalar. Indeed, this yields S4 = S6 = 0
and, recalling also (5.2.9) and (5.2.10), S5 = S7 = ±1. We know that scattering
in 1 + 1 dimensions involves position exchange, and mixes statistics with inter-
action. It follows that S5 = −1 corresponds for the decoupled scalar sector to
Ising criticality, which in two dimensions is described by a neutral free fermion;
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Figure 5.2: Solutions of type D in the parameter space of the vector sector. This
is decoupled from the scalar sector and describes, in particular, the critical lines
of the dilute (D2−) and dense (D2+) regimes of the gas of nonintersecting loops,
the BKT phase of the XY model (D3+), and the zero-temperature critical point
of the O(N > 2) ferromagnet (D1+).
on the other hand, S5 = 1 accounts for the trivial fixed point (free boson). D1±
corresponds to free bosons/fermions. In particular, the vector part (amplitudes
S1, S2, S3) of D1+ also describes the asymptotically free zero-temperature critical
point of the O(N > 2) ferromagnet, as we saw in previous chapters; hence, for
ρ5 = 1 the full solution D1+ describes the zero-temperature critical point of the
O(N+1) model. The vector part of the solution D2± corresponds to nonintersect-
ing trajectories (S2 = 0) and we have already shown how it describes the critical
lines of the gas of nonintersecting planar loops with fugacity N (self-avoiding
walks for N → 0) in its dilute (D2−) and dense (D2+) regimes.
The solution D3± is defined for N = 2 and contains ρ1 as a free parameter. Its
vector part then corresponds to the line of fixed points that accounts for the BKT
transition in the XY model. We recall that this line is described by the Gaussian
field theory with action (1.3.10) and energy density field ε(x) = cos 2bϕ(x) with
scaling dimension Xε = 2b
2; b2 provides the coordinate along the line, with the
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Figure 5.3: Critical lines at N = 1 due to the solutions of type F. They meet at
the BKT transition point.
BKT transition point corresponding to b2 = 1, where ε becomes marginal. In





(x) = e i
m
2b
(φ(z)−φ̄(z̄)) , m ∈ Z , (5.3.1)
with scaling dimension m2/8b2, satisfy the condition that 〈· · · ε(x)Um(0) · · · 〉 is
single valued in x (see e.g. [4]). (φ − φ̄)/2b is the O(2) angular variable, and
the vector field s = (s1, s2) corresponds to s1 ± is2 = U±1. The mapping on the
solution D3± is provided by ρ1 = sin
π
2b2
[3,4], so that the BKT phase corresponds
to D3+: it goes from the BKT transition point b
2 = 1 (contact point with D2±
in Fig. 5.2) to the zero-temperature point b2 =∞ (contact point with D1+).
With this understanding, we can continue the discussion of the results of Ta-
ble 5.1. The solutions of type F are all defined for N = 1 and correspond to fixed
points of two coupled Ising order parameters; the Hamiltonian (5.1.1) becomes
that of the Ashkin-Teller (AT) model [66]. The “isotropic” (A = C) AT model
is known to possess a line of fixed points that also maps on the theory (1.3.10),
with continuously varying Xε = 2b
2, fixed Xs = Xσ = 1/8, and b
2 nonuniversally
related to the four-spin coupling B [25, 33, 34, 67]. In fact, all solutions of type
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F possess a free parameter and describe three critical lines sharing a common
point (Fig. 5.3). The identification of this point with the BKT transition point
b2 = 1 follows from the observation that F2 has S1, S2, S3 equal to S4, S5, S6,
respectively, so that it reconstructs the vector part of D3; then we know that
S2 = 0 corr esponds to b
2 = 1. Further insight is obtained considering the theory
with action
A = A0 +
∫
d2x {λ ε(x) + λ̃ [U4(x) + U−4(x)]} . (5.3.2)
Since we saw that U±1 define the components of a O(2) vector, the terms U±4
in (5.3.2) break O(2) symmetry down to Z4. The scaling dimensions that we
specified above imply that at b2 = 1 all the fields in the integral in (5.3.2) are
marginal. The renormalization group equations around b2−1 = λ = λ̃ = 0 where
studied at leading order in [68] and give three lines of fixed points: λ = λ̃ = 0
and b2 = 1, λ = ±λ̃. It was then conjectured in [69] that these lines may persist
to all orders. Our exact result of Fig. 5.3 shows that this is indeed the case.
The isotropic AT model does possess Z4 symmetry: for A = C the Hamiltonian
(5.1.1), which contains the Ising variables s and σ, is invariant under rotations of
the vector (s, σ) by angles multiples of π/2. The maximal value of b2 realized in
the square lattice AT model is 3/4 [67], and only the line with varying b2 plays
a role.
The solutions of type L correspond to nonintersecting trajectories1 (S2 = S7 = 0)
and are defined for N ∈ [−3, 1] (Fig. 5.4). Hence, they reproduce the critical lines
of the nonintersecting loop gas (vector part of solution D2) through a mechanism
in which the scalar provides the second component of the vector. Finally, the
solutions of type T cannot be traced back to the decoupled O(N) case, and
necessarily correspond to new universality classes.
1Notice that S5 cannot distinguish between intersection and nonintersection.
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Figure 5.4: The solutions L1 and L2 (continuous and dotted curves, respectively).
As the vector part of D2 (dashed), they correspond to critical lines of the gas of
nonintersecting loops.
5.4 Implications for the fully frustrated
XY model
Let us now focus on the theory (5.1.1) with N = 2, i.e. on the XY-Ising model.
We see from Table 5.1 that the only allowed renormalization group fixed points
are those of type D. We have already seen how the vector sector of D3 is related
to the Gaussian theory (1.3.10) and its parameter b2; the scalar sector describes
a trivial or Ising fixed point depending on the sign of ρ5, with order parameter
scaling dimension Xσ equal to 0 or 1/8, respectively. The case b
2 = ∞, ρ5 = 1,
with Xs = Xσ = 0, describes the O(3) zero-temperature critical point. Fig. 5.2
shows that for N = 2 the solution D3 includes as particular cases D1± (b
2 =∞
and 1/2) and D2± (b
2 = 1).
Besides the points of simultaneous O(2) and Z2 criticality, which we can call
multicritical, the XY-Ising model possesses points where only one of the order
parameters is critical. Even considering those, it follows from our results that
the only possible values for Xσ at N = 2 are 0 and 1/8, while Xs can vary con-
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tinuously. However, since continuous symmetries do not break spontaneously in
two dimensions, a vector “ordering” transition can only occur at b2 = 1 through
the BKT mechanism; hence, only the usual value ηs = 2Xs = 1/4 can arise at a
vector transition point.
There will be in the parameter space of the XY-Ising model phase transition lines
bifurcating from a multicritical point and ending in an Ising critical point on one
side and a BKT transition point on the other side. The O(3) fixed point is a
natural candidate for a zero-temperature multicritical point. The FFXY model
can be defined on the square lattice through the Hamiltonian −∑〈i,j〉 Ji,jsi · sj
(Ji,j = ±J), with ferromagnetic horizontal rows and alternating ferromagnetic
and antiferromagnetic columns. The model has the same ground state degen-
eracy of the XY-Ising model [55], but possesses only the parameter J . On uni-
versality grounds, it then corresponds to a line within the parameter space of
the XY-Ising model. Our classification of allowed critical behaviors at N = 2
implies that the exponents 0.2 . ησ = 2Xσ . 0.4, 0.8 . νσ . 1 measured over
the years (see the survey in [60]) for the FFXY model are only consistent with
the Ising universality class (ησ = 1/4, νσ = 1). Slow nonmonotonic approach to
Ising exponents was observed in [60] for increasing system size. We have also
shown that at the vector transition only the BKT transition value ηs = 1/4 is al-
lowed. A check consistent with the BKT universality class was performed in [60],
although ηs was not measured. The value ηs ' 0.2 found in [62] is instead not
compatible with our results. Our conclusions on the FFXY exponents do not de-
pend on simultaneous or separate transitions. The now accepted two-transition
scenario suggests that the FFXY line intercepts the bifurcation originating from
a multicritical point in XY-Ising parameter space.
Summarizing, we have shown how scale invariant scattering theory yields the
exact solution to the longstanding problem of determining the renormalization
group fixed points for two-dimensional systems with coupled O(N) and Ising
order parameters. For N = 2 this enabled us to classify the multicritical points
allowed in the XY-Ising model and to provide exact answers about the FFXY
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exponents. At N = 1 we have exhibited three lines of fixed points intersecting at
the BKT transition point of the Gaussian theory and related to the Z4 symmetry
of the isotropic AT model. For N ≤ 1 new universality classes appear that can





The Lebwohl-Lasher model describes the isotropic-nematic transition in liquid
crystals. In two dimensions, where its continuous symmetry cannot break spon-
taneously, it is investigated numerically since decades to verify, in particular,
the conjecture of a topological transition leading to a nematic phase with quasi-
long-range order. We use scale invariant scattering to exactly determine the
renormalization group fixed points in the general case of N director components
(RPN−1 model), which yields the Lebwohl-Lasher model for N = 3. For N > 2
we show the absence of quasi-long-range order and the presence of a zero tem-
perature critical point in the universality class of the O(N(N + 1)/2− 1) model.
For N = 2 the fixed point equations yield the Berezinskii-Kosterlitz-Thouless
transition required by the correspondence RP 1 ∼ O(2).
6.1 Physical context
A liquid crystal cooled starting from its isotropic phase is generically expected to
undergo a transition to a nematic phase with orientational order [70]. The head-
tail symmetry of the elongated molecules distinguishes the isotropic-nematic (I-
N) transition from the O(3) ferromagnetic transition, and indeed in three di-
mensions the latter is second order while the former is observed to be first order,
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although weakly so [70]. In two dimensions, on the other hand, the effect of fluc-
tuations is stronger and the existence and nature of an I-N transition have been
the object of ongoing debate. The absence of spontaneous breaking of continuous
symmetries prevents a nematic phase with long range order, but leaves room for
a defect-mediated (topological) transition similar to the BKT one. In absence of
analytical approaches, the matter has been investigated experimentally [71–73]
and, more extensively, through numerical simulations within the Lebwohl-Lasher
(LL) lattice model [74], which encodes head-tail symmetry and successfully ac-
counts for the weak first order transition in three dimensions [75]. The possibility
in the two-dimensional model of a topological transition driven by “disclination”
defects [76] and leading to a nematic phase with quasi-long-range order (QLRO)
received support by some numerical studies [77–80], with others concluding for
the absence of a true transition [81–85]. It was also argued [86–88] that in two
dimensions the head-tail symmetry is not relevant for the critical behavior of the
LL model, which should then coincide with that of the O(3) model, with a zero-
temperature critical point and exponentially diverging correlation length [8,89].
On the other hand, the fact that the correlation length of the LL model was nu-
merically found to be several orders of magnitude smaller than that of the O(3)
model in the same low-temperature range [90,91] had been seen as an indication
that the two models belong to different universality classes [91,92].
We can use scale invariant scattering theory to study for the first time the prob-
lem of critical behavior in the two-dimensional LL model within an analytical
framework [93]. Here we implement this program for the case in which the in-
teraction symmetries are those of the LL model. Actually, we consider the more
general case of N director components (RPN−1 model), which yields the LL
model for N = 3. We show that for N > 2 there is no QLRO; there is instead a




The RPN−1 lattice model is defined by the reduced Hamiltonian




(si · sj)2 , (6.1.1)
where si is a N -component unit vector located at site i, and T is the temperature.
Head-tail symmetry is ensured by the invariance of the Hamiltonian under a local
replacement si → −si. As a consequence, si effectively takes values on the unit
hypersphere with opposite points identified, and this is the real projective space
that gives the name to the model. The symmetry is conveniently represented
through an order parameter variable which is quadratic in the vector components














i = 1 excludes the presence of an invariant linear in the order parameter
components, while TrQabi = 0 ensures that, upon diagonalization, the order
parameter 〈Qabi 〉 vanishes in the isotropic phase in generic dimension.
6.2 Scattering formulation
In the continuum limit, the order parameter field is the symmetric tensor Qab(x),
which creates particles labeled by µ = ab, with a and b running between 1 and N .
It follows that the scattering amplitudes are those shown in figure 6.1. Recalling
also the relations (2.3.4) and (2.3.5), the scattering matrix reads















(ab)(gh),(cd)(ef) + S5 δ
(4)










































S1 S2 S3 S4 S5 S6
S7 S8 S9 S10 S11




(ab),(cd) ≡ (δacδbd + δadδbc)/2 , (6.2.2)
δ
(3)
(ab),(cd),(ef) ≡ (δafδbdδce + δadδbfδce + δaeδbdδcf + δadδbeδcf
+ δafδbcδde + δacδbfδde + δaeδbcδdf + δacδbeδdf )/8 , (6.2.3)
δ
(4)
(ab)(cd),(ef)(gh) ≡ (δahδbfδcgδde + δafδbhδcgδde + δagδbfδchδde + δafδbgδchδde
+ δahδbeδc,gδdf + δa,eδbhδcgδdf + δagδbeδchδdf + δaeδbgδchδdf
+ δahδbfδceδdg + δafδbhδceδdg + δahδbeδcfδdg + δaeδbhδcfδdg
+ δagδbfδceδdh + δafδbgδceδdh + δagδbeδcfδdh + δaeδbgδcfδdh)/4
(6.2.4)
take into account that, for a given process in figure 6.1, there are several ways
of contracting the particle indices. The amplitudes Si≥7 take into account that
the indices of a particle aa can annihilate each other.
The amplitudes Si≤3 satisfy the crossing equation (3.1.2), and we keep for them
the same parameterization in terms of ρ1, ρ2 and φ. For the other amplitudes
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we have the crossing relations and parameterizations
S4 = S
∗
6 ≡ ρ4eiθ , (6.2.5)
S5 = S
∗
5 ≡ ρ5 , (6.2.6)
S7 = S
∗
7 ≡ ρ7 , (6.2.7)
S8 = S
∗
11 ≡ ρ8eiψ , (6.2.8)
S9 = S
∗
9 ≡ ρ9 , (6.2.9)
S10 = S
∗
10 ≡ ρ10 . (6.2.10)
The fact that the field Qab(x) that creates the particles is traceless is taken into
account defining T = ∑a aa and requiring
S|(ab)T 〉 = ±|(ab)T 〉 (6.2.11)
for any particle state |(ab)〉 = |ab〉+ |ba〉, namely requiring that the trace mode
T is a noninteracting (and then decoupled) particle that can be discarded, thus
restricting to the desired sector with TrQab = 0. Eq. (6.2.11) yields the relations
S2 + S9 +NS7 = ±1
S1 + S9 +NS11 = 0
S3 + S9 +NS8 = 0
4(S4 + S5 + S6) +NS9 = 0
S7 + S8 + S11 +NS10 = 0
which can be used to express the amplitudes Si≥7 in terms of Si≤6. In this way the
unitarity equations (2.3.7), where now µ = ab and Kronecker deltas are replaced
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by (6.2.2), take the form
























ρ1ρ4 cos(φ+ θ) +
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N(N + 1)− 1 . (6.2.18)
6.3 Scattering solutions and implications for
liquid crystals
The solutions of these equations give the fixed points allowed for the RPN−1
model. It is immediately clear that for ρ4 = ρ5 = 0 the equations (6.2.12)-
(6.2.17) reduce to the O(N) vector unitarity equations (3.1.3)-(3.1.5), with MN
“vector” components. This means that theRPN−1 model possesses, in particular,
the fixed points of the O(MN) model. Notice that, since M2 = 2, for N = 2 we
recover the BKT transition required by the topological correspondence RP 1 ∼
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O(2). More generally, the RPN−1 model possesses the zero temperature FP of
the O(MN) model. The equations (6.2.12)-(6.2.17) do not possess additional
solutions for integer N > 3. The only additional solution for N = 3 is
ρ1 = 2ρ4 =
2
3









and does not extend away from N = 3. Since a free parameter, namely a line of
fixed points for N fixed, is necessary for QLRO, we see that there is no QLRO
for integer N > 2.
Since the symmetry is continuous, the N = 3 solution (6.3.1) should not cor-
respond to spontaneous breaking. The fact that such a solution exists only at
N = 3 may suggest a topological origin. On the other hand, a topological transi-
tion is usually expected to lead to QLRO. The point is intriguing and will deserve
further investigation.
The identification of a zero temperature fixed point in the O(MN) universality
class provides a natural solution to the controversy about the suppression of the
correlation length at low temperatures observed in [90, 91]. Since MN > N for
N > 2, the RPN−1 and O(N) universality classes are different. The correlation
length in the O(M > 2) model can be computed for T → 0 from the non-linear
sigma model (1.4.10) and reads [8, 89]
ξM ∝ T 1/(M−2)eA/[(M−2)T ] , (6.3.2)
where A is a positive constant. The dominant effect comes from the exponential
factor, and we see that ξM diverges less rapidly as M increases. Hence, the iden-
tification of the RPN−1 zero temperature critical point with the O(MN > N)
critical point explains the numerical observations that the correlation length
of the RPN−1 model diverges less rapidly than that of the O(N) model. The
discrepancy increases exponentially as T decreases, and this explains that the
suppression observed numerically involves several order of magnitudes. In addi-
tion, our result implies that, for T fixed, the correlation length suppression with
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respect to the O(N) case decreases as N increases, and this also agrees with the
data of [91] for N = 3, 4. The correlation length in the RPN−1 model is deter-
mined by 〈Qab(x)Qab(y)〉, consistently with the fact that 〈s(x) · s(y)〉 vanishes
due to head-tail symmetry.
As we saw, zero temperature O(MN) criticality is associated with the vanishing
of the parameters ρ4 and ρ5. Away from criticality (T > 0) these parameters will
normally acquire nonzero values, and for T not too small will make apparent a
difference with the O(MN) behavior. This might produce some form of crossover
at intermediate temperatures.
Summarizing, we used scale invariant scattering theory to exactly determine the
renormalization group fixed points of the two-dimensional RPN−1 model. For
N > 2 we showed the absence of QLRO and the presence of a zero temperature
critical point belonging to theO(N(N+1)/2−1) universality class. ForN = 2 the
equations yield the BKT transition required by the correspondence RP 1 ∼ O(2).
These results answer questions debated in the literature over the last decades, in
particular about the presence of a nematic phase with QLRO in two-dimensional
liquid crystals with N = 3 and the ability of an extra local symmetry to change
the low temperature critical behavior.
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Bond disordered Potts model
We consider the random bond q-state Potts model and illustrate how the frame-
work of scale invariant scattering extends to systems with quenched disorder.
In particular, we exhibit the line of stable fixed points induced by disorder for
arbitrarily large values of q, and examine the renormalization group pattern for
q > 4, when the transition of the pure model is first order.
7.1 Scale invariant scattering and replicas
The random bond q-state Potts model corresponds to the case in which the
couplings Jij in the lattice Hamiltonian (1.4.11) are random variables drawn
from a probability distribution P (Jij). As we saw, the average over disorder can
be dealt with through the replica method [94]. The latter can be implemented
exactly for two-dimensional critical systems within the scale invariant scattering
approach [5], and we now show how this is done in the Potts case. With respect
to the scattering description of the pure model (i.e. without disorder), which
we saw is based on the particle basis Aαβ (α, β = 1, 2, . . . , q; α 6= β), we now
have to take into account that such an excitation can occur in any of the n
replicas. Hence we consider the particles Aαiβi , where i = 1, 2, . . . , n labels the































Figure 7.1: Scattering processes corresponding to the amplitudes S0, S1, S2, S3,
S4, S5, S6. Different latin indices correspond to different replicas, and different
greek letters for the same replica correspond to different colors.
by colors α1, . . . , αn for replicas 1, . . . , n, respectively, from a region where replica
i changed its color to βi, with the colors of the other replicas unchanged. Then the
requirement of invariance under permutations of the replicas and permutations
of the colors within each replica (Sq × Sn symmetry) leaves us with the seven
inequivalent amplitudes S0, S1, . . . , S6 depicted in figure 7.1, where we only keep
track of the replicas whose color changes in the scattering process. The four
amplitudes in the upper part of the figure have all particles in the same replica
and are the amplitudes entering the pure case; the three remaining amplitudes
introduce interaction among the replicas.
As usual, crossing symmetry establishes a relation between amplitudes which are






0 ≡ ρ0 , (7.1.1)
S1 = S
∗
2 ≡ ρ eiϕ , (7.1.2)
S3 = S
∗
3 ≡ ρ3 , (7.1.3)
S4 = S
∗
5 ≡ ρ4 eiθ , (7.1.4)
S6 = S
∗
6 ≡ ρ6 , (7.1.5)
where we introduced
ρ0, ρ3, ρ6, ϕ, θ ∈ R , ρ, ρ4 ≥ 0 . (7.1.6)
On the other hand, unitarity translates into the equations [5]
1 = ρ23 + (q − 2)ρ2 + (n− 1)(q − 1)ρ24 , (7.1.7)
0 = 2ρρ3 cosϕ+ (q − 3)ρ2 + (n− 1)(q − 1)ρ24 , (7.1.8)
0 = 2ρ3ρ4 cos θ + 2(q − 2)ρρ4 cos(ϕ+ θ) + (n− 2)(q − 1)ρ24 , (7.1.9)
1 = ρ2 + (q − 3)ρ20 , (7.1.10)
0 = 2ρ0ρ cosϕ+ (q − 4)ρ20 , (7.1.11)
1 = ρ24 + ρ
2
6 , (7.1.12)
0 = ρ4ρ6 cos θ , (7.1.13)
which correspond to the diagrams of figure 7.2. Equation (7.1.12) implies
ρ4 =
√
1− ρ26 ∈ [0, 1] . (7.1.14)
It is important to note that now not only q, but also n appears in the equations
as a parameter which can take real values, so that the limit n → 0 required by
the replica method can be taken without problems.
























Figure 7.2: Pictorial representations associated to the unitarity equations
(7.1.7)–(7.1.13), in the same order. The amplitude for the lower crossing mul-
tiplies the complex conjugate of the amplitude for the upper crossing, and sum
over colors in the internal (i.e. closed) region is implied. Replicas which are
not indicated keep the same color in the four external regions, and also in the
internal region for the last four diagrams (bottom row).
model when n is set to 1 and the equations which still involve ρ4 and/or ρ6
are ignored. Another important property is that ρ4 = 0 gives n non-interacting
replicas, since it corresponds to S4 = S5 = 0 and, as a consequence of (7.1.12),
to S6 = ±1. As in the pure case, it is possible to build superpositions of two-
particle states which diagonalize the scattering, i.e. scatter into themselves with
amplitudes which, by unitarity, must be phases. In particular, the superposition∑
i,γi
AαiγiAγiαi scatters into itself with the phase
S = S3 + (q − 2)S2 + (n− 1)(q − 1)S4 . (7.1.15)
We call “neutral” this scattering channel involving excitations beginning and





AαiγiAγiβi and AαiβiAαjβj +AαjβjAαiβi diagonalize the scattering with phases
Σ = S1 + (q − 3)S0 , (7.1.16)
Σ̃ = S5 + S6 , (7.1.17)
respectively. As we know, the neutral phase is related to the conformal dimension
∆η of the chiral field η which creates the massless particles as (2.3.2); bosonic and
fermionic particles are obtained when ∆η is integer and half-integer, respectively,
and particles with generalized statistics otherwise1.
7.2 Solutions of the unitarity equations
7.2.1 Generic number of replicas
The solutions of the unitarity equations (7.1.7)–(7.1.13) satisfying (7.1.6) and
(7.1.14) correspond to renormalization group fixed points possessing the symme-
try Sq × Sn. It is a general consequence of the form of the crossing and unitarity
equations that, given a solution, another solution is obtained reversing the sign
of all the amplitudes; correspondingly, all the solutions we write below admit a
choice between upper and lower signs. We already listed in table 4.1 the solutions
for the pure case [29] which, as we said, is obtained setting n = 1 and ignoring
the equations which still contain ρ4 and/or ρ6.
Coming to solutions with n generic [99], (7.1.13) shows that we can distinguish
two classes of solutions with coupled replicas (ρ4 6= 0), that with cos θ = 0 and
that with ρ6 = 0, which we now consider separately.
1In the off-critical case, generalized statistics does not affect low energy phenomena (see
e.g. [95]), but shows up in high energy asymptotics [96–98].
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A. cos θ = 0
Up to sign doubling, there are four solutions defined in intervals of n which
include n = 0. For all of them the maximal value of n is 2
q−1 for
2 q > 2.
The first solution is defined for q ≥ 3 and reads




n2(q − 1)(q − 3)
n− 1 + 4,
ρ = 1, ρ4 =
√
3− q
(n− 1)(q − 1) . (7.2.1a)
The second solution is defined for q >
√
2 and reads
ρ0 = 0, ρ3 = 2 cosϕ = ±
√
n2(q − 1)(q − 3) + 4(n− 1)
(n− q)(n− nq + q) ,
ρ = 1, ρ4 = |q − 2|
√
q + 1
(q − 1)(q − n)(n− nq + q) . (7.2.1b)










2The fact that solutions allowing the analytic continuation to n = 0 are defined for n < 2




ρ0 = ρ3 = ±
√
(q − 3)(q − 1)n2 + 4(n− 1)




(q − 4)[(q − 1)n2 + (q3 − 8q2 + 16q − 12) (n− 1)]
(q − 1)(q2 − 5q + 5)n2 + (q2 − 6q + 6)2 (n− 1)
,
2 cosϕ = ∓(q − 4)
√
(q − 3)(q − 1)n2 + 4(n− 1)





− (q − 4)(q − 1)(q
2 − 7q + 8)
(q2 − 5q + 5)n2 + (q2 − 6q + 6)2 (n− 1)
. (7.2.1c)
For positive values of q, the fourth solution is defined in the ranges q ∈ [q̃ =
1.488.., 3] and q ≥ 4, and reads
ρ0 = ±
√
(q − 3)(q − 1)n2 + 4(n− 1)
(q − 3)(q − 1)n2 + (q2 − 4q + 2)2(n− 1) ,
ρ3 = ∓(q − 3)
√
(q − 3)(q − 1)n2 + 4(n− 1)




(q − 4) [−(q − 3)(q − 1)n2 + (q3 − 4q2 + 4q − 4) (n− 1)]
(q − 3)(q − 1)n2 + (q2 − 4q + 2)2 (n− 1)
,
2 cosϕ = ∓(q − 4)
√
(q − 3)(q − 1)n2 + 4(n− 1)





− (q − 4)(q − 3)(q − 1)q
(q − 3)(q − 1)n2 + (q2 − 4q + 2)2 (n− 1)
. (7.2.1d)
The value q̃ is a root of the equation q4 − 8q3 + 20q2 − 14q − 2 = 0; below q̃ the
solution would not include the value n = 0.
For all solutions, it is understood that ρ6 follows from ρ4 through (7.1.14). Defin-
ing
sgn(sin θ sinϕ) = (−1)j , (7.2.2)
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all four solutions correspond to j = 0 below q = 2, and to j = 1 above.
B. ρ6 = 0
There are two solutions in this class which admit continuation to n = 0. Both
are defined for any q, have
ρ0 = 0, ρ = ρ4 = 1, ρ3 = 2 cosϕ = ±
√
n(1− q) + 2 , (7.2.3)
and differ in the value of cos θ. The first solution has
cos θ = cosϕ , (7.2.4a)
and j = 1 in (7.2.2), while the second
2 cos θ = ±
√
n(1− q) + 2 (n(q − 1)− q2 + 2)
(n(q − 1)2 − q2 + 2q − 2) , (7.2.4b)




2], and j = 1 outside this range.
7.2.2 The limit of zero replicas
Specializing to n = 0 the four solutions (7.2.1a)-(7.2.1d) with cos θ = 0 we obtain
that the first of them, defined for q ≥ 3, reads
ρ0 = ρ3 = 0, ρ = 1, 2 cosϕ = ±
2
q − 2 , ρ4 =
√
q − 3
q − 1 ; (7.2.5a)
the second, defined for q >
√
2, reads








q − 1 ; (7.2.5b)
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ρ0 = ρ3 = ±
2
|q2 − 6q + 6| ,
ρ =
√
(q − 4)(q3 − 8q2 + 16q − 12)
|q2 − 6q + 6| ,
2 cosϕ = ∓ 2(q − 4)√




(q − 4)(q − 1)(q2 − 7q + 8)
(q − 1)|q2 − 6q + 6| ; (7.2.5c)
finally the fourth solution, which for q positive is defined in the ranges q ∈ [q̃ =
1.488.., 3] and q ≥ 4, reads
ρ0 = ±
2
|q2 − 4q + 2| , ρ =
√
(q − 4)(q3 − 4q2 + 4q − 4)
|q2 − 4q + 2| ,
ρ3 = ∓
2(q − 3)
|q2 − 4q + 2| , 2 cosϕ = ∓
2(q − 4)√





(q − 4)(q − 3)(q − 1)q
(q − 1)|q2 − 4q + 2| , (7.2.5d)
with ρ6 = 0 at q̃.
For n = 0 the two solutions with ρ6 = 0, which are defined for any q, read




ρ0 = 0, ρ = ρ4 = 1, ρ3 = 2 cosϕ = ±
√
2, 2 cos θ = ±
√
2(q2 − 2)
(q2 − 2q + 2) , (7.2.6b)
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7.3 Properties of the solutions
We have noted above how the scattering solutions with ρ4 = 0 correspond to
decoupled replicas. Since the replicas are coupled by the average over disorder,
the parameter ρ4 ∈ [0, 1] gives a measure of the disorder strength within the
scattering formalism. It follows that the two classes of solutions obtained in
the previous section, that with cos θ = 0 and that with ρ6 = 0, are physically
distinguished by the dependence of the disorder strength on the parameter q.
While the four solutions in the first class all admit weak disorder limits, the two
solutions in the second class are strongly disordered for any q. We now separately
discuss these two classes of solutions.
7.3.1 Critical lines with weak disorder limit
An important difference between the scattering solutions for the pure case and
those for the random case is that, while in the first case there are no fixed
points for q > (7 +
√
17)/2, the second admits lines of fixed points extending
to q infinite. This result then appears as the explicit and exact manifestation
of the findings of [101, 102] that in two dimensions quenched bond randomness
can soften first order phase transitions into second order ones. We also know
that the pure and random ferromagnetic critical lines meet at q = 2, where
randomness is marginally irrelevant [103], so that the scattering solution for
the random ferromagnetic line should have ρ4 = 0 at q = 2. Since the proof
of [101] refers to integer values of q, these properties select two solutions3 among
those of section 7.2.2, namely (7.2.5b) and (7.2.5d); the choice of lower signs in
both cases ensures that S3, the only physical amplitude for the pure model at
q = 2, takes the required value −1 at this point. On the other hand, numerical
studies [104,105] indicate that the ferromagnetic random critical line extends to
real values of q, including the interval q ∈ [3, 4]. If this property is required,
solution (7.2.5b) remains as the only admissible.
3Solution (7.2.5c) has ρ4 = 0 at q = 2 but is not defined for q = 5.
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A main property common to all solutions with cos θ = 0 is that (7.1.15) and
(7.1.9) imply ImS = 0 at n = 0. This means that, while S is q-dependent for n
generic, it becomes constant for n = 0, i.e. precisely in the limit required for the
random case. This is visible in figure 7.3 for solution (7.2.1b), which has
S = 1
2
(qρ3 + in(q − 1)ρ4 sin θ)
= exp[−i sgn(n) sgn(sinϕ) Arccos(q cosϕ)] ,
(7.3.1)
where sgn(0) = 1.




q-independent in the random case. This symmetry sector contains the fields
which create the state
∑
i,γi
AαiγiAγiαi , namely the Sq-invariant fields like the
energy density ε. This makes possible that the scaling dimensions of these fields
remain constant along the random critical line. In particular, the correlation
length critical exponent ν = 1/(2 − Xε) can keep along the line the value 1 it
takes at q = 2 (superuniversality) [5]. This value saturates the rigorous bound
ν ≥ 2/d for disordered systems in d dimensions [106]. On the other hand, the spin
field carries a representation of Sq symmetry and does not belong to the sector
which becomes q-independent at n = 0. As a consequence, the magnetization
exponent β, which depends on the spin fi eld scaling dimension, depends on
q. This subtle analytical mechanism finally sheds light on puzzling numerical
observations [104,105,107–113] yielding q-dependent β and ν ≈ 1.
It must be noted that the q-independence of the scattering phase S emerges as a
property of the exact solution at n = 0, and may not appear in an approximate
calculation. Hence, the scenario of a constant exponent ν is not in contradiction
with the very weak q-dependence exhibited by leading order perturbative expan-
sion in powers of q − 2 for the random bond ferromagnet [114, 115]. The value
ν = 1 is also consistent with the exact conjecture of [116] for q →∞. Concerning
the numerical estimates of ν for the random bond ferromagnet, they appear to
have the value ν = 1 within their error bars. The fact that this circumstance
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Figure 7.3: Real part of the scattering phase (7.1.15) for the solution (7.2.1b). It
becomes q-independent in the limit n→ 0 corresponding to quenched disorder.
persists at large values of q [111–113], which are out of reach for the expan-
sion in powers of q − 2, requires a non-perturbative mechanism, whose presence
is confirmed by the appearance of the q-independent amplitude S in the exact
scattering solution.
7.3.2 Critical lines without weak disorder limit
Consider now the two solutions with ρ6 = 0. They are defined for all values of
q and are always strongly disordered (ρ4 = 1). Solution (7.2.6a) is characterized
by complete q-independence, a peculiarity which is not unexpected within the
space of solutions. Indeed, for a disorder probability distribution
P (Jij) = pδ(Jij − J) + (1− p)δ(Jij) , J > 0 , (7.3.2)
corresponding to a dilute ferromagnet, the energy receives contribution from clus-
ters of spins connected by ferromagnetic bonds Jij = J . At zero temperature,
all the spins in such a cluster have the same color, different clusters are indepen-
dently colored, and the total magnetization vanishes unless there is an infinite
cluster; the latter appears when p exceeds the random percolation threshold pc.
Hence, the dilute ferromagnet has a zero-temperature transition in the univer-
sality class of random percolation, no matter the value of q. It is then natural
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to associate this random percolation line to the q-independent solution (7.2.6a),
for a suitable sign choice.
In the dilute ferromagnet, temperature is known to provide a relevant perturba-
tion close to T = 0 (see e.g. [8]). For q > 2 this is consistent with a phase diagram
with three fixed points along the paramagnetic/ferromagnetic phase boundary in
the p-T plane (left panel of figure 7.4): two unstable fixed points at the endpoints
of the phase boundary (that of the pure model at p = 1 and the percolative one
at T = 0) and an intermediate, stable fixed point corresponding to the solution
with q-dependent disorder strength of the previous subsection. When q → 2, the
latter fixed point coalesces with the pure one and the renormalization group flow
directly goes from the zero temperature to the pure fixed point.
A different scenario occurs for a disorder probability distribution
P (Jij) = pδ(Jij − J) + (1− p)δ(Jij + J) , J > 0 , (7.3.3)
which allows for ferromagnetic and antiferromagnetic bonds. A phase boundary
separating ferromagnetic and paramagnetic regimes is observed in the low-(1−p)
region of the p-T plane (right panel of figure 7.4). A main difference with the
dilute ferromagnet is the presence of an additional fixed point located on the
phase boundary between a zero-temperature fixed point and the random (resp.
pure) ferromagnetic fixed point for q > 2 (resp. q = 2). For q = 2 a gauge
symmetry [117] allows one to infer the presence of the additional fixed point,
which is known as the Nishimori point. For q > 2 Nishimori gauge symmetry
does not hold but the Nishimori-like fixed point is still expected, and has been
exhibited numerically for q = 3 [118].
The Nishimori-like fixed point is strongly disordered and cannot correspond to
the scattering solutions with variable disorder strength. It should then cor-
respond to (7.2.6a) or (7.2.6b). While (7.2.6a) is completely q-independent,
(7.2.6b) leads to q-independence of the scattering amplitude Σ given by (7.1.16);














Figure 7.4: Qualitative phase diagrams and expected fixed points (dots) in the
q > 2 two-dimensional Potts model with quenched bond distributions (7.3.2)
(left) and (7.3.3) (right); N denotes the Nishimori-like fixed point. For q = 2 the
fixed point F is absent and N is the Nishimori point.
at the Nishimori(-like) fixed point are ν ≈ 1.5, η ≈ 0.18 for q = 2 [119–123],
and ν = 1.28 − 1.36, η = 0.17 − 0.22 for q = 3 [118]. These results appear to
exclude the q-independent solution (7.2.6a), but are compatible with (7.2.6b). A
model possessing Nishimori gauge property was introduced in [124] for the case
of Zq symmetry (cyclic permutations) and a specific realization of disorder. This
model was studied numerically4 for q = 3 in [126], where the value η = 0.20−0.21
was obtained at the Nishimori point.
Numerical study of the zero temperature fixed point for the distribution (7.3.3)
indicates that it is no longer in the percolation universality class [121] and that
it is stable under thermal perturbation [118], as required by the presence of
the additional fixed point. Also the zero temperature fixed point is strongly
disordered and should be described by (7.2.6a) or (7.2.6b), so that at least η
could be q-independent. The numerical results ν = 1.35 − 1.45, η = 0.18(1) for
q = 2 [118, 127, 128], and ν = 1.45 − 1.55, η = 0.18(1) for q = 3 [118] are con-
sistent with this scenario and point to q-dependent ν, namely to (7.2.6b). Note
that, even if the Nishimori-like and the zero temperature fixed points correspond
to the same scattering solution, this does not imply that they have the same
4See also [125] for a study of the phase diagram.
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critical exponents, since we already saw for the case of pure Potts that a single
scattering solution accounts for ferromagnetic and square lattice antiferromag-
netic criticality.
7.4 Softening of first order transition by
disorder
Let us now look more closely [129] into the problem of the softening that disorder
operates on the first order transition that the pure model possesses for q > 4.
Indeed, having found the line of stable fixed points that extends to arbitrarily
large values of q is not enough from the point of view of the renormalization
group. Within the space of parameters, this line will be the large distance limit of
a second order transition surface that has to originate somewhere else. For q ≤ 4
it originates from the line of fixed points of the pure model, which is unstable
under the action of disorder. Where does the surface originate from for q > 4?
Since the correlation length is infinite on the second order surface, the latter
cannot originate from the first order transition line of the pure model, along
which the correlation length is finite. Given its generality, the scale invariant
scattering framework should provide new elements also on this question. We will
see that thi s is the case.
We know that the critical line of the pure ferromagnet corresponds to solution
III− of table 4.1, which we rewrite for convenience:
ρ0 = −1 , ρ =
√
4− q , 2 cosϕ = −
√
4− q , ρ3 = q − 3 . (7.4.1)
The Harris criterion implies that weak disorder is relevant for q ∈ (2, 4], the upper
extreme of the interval being the endpoint of second order criticality, and leads
to a random fixed point that was studied perturbatively for q → 2+ [114, 115].
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Figure 7.5: Lines of renormalization group fixed points with Sq permutational
symmetry associated to solutions of the equations (7.1.7)-(7.1.13) with n = 0.
Absence of disorder corresponds to ρ4 = 0, and A is the critical line of the
pure Potts ferromagnet (7.4.1). The critical lines B and C correspond to the
solutions (7.4.2) and (7.4.3), respectively. D corresponds to Nishimori-like and
zero temperature fixed points, which are not distinguished in this parameter
subspace.
We saw that this fixed point corresponds to the solution








q − 1 , (7.4.2)
which extends until q =∞ (figure 7.5), in agreement with the result of [101,102]
on the softening of first order transitions by disorder. Hence, scale invariant
scattering provides the first analytic verification of this expectation. It also
provides the first exact verification that random critical points possess conformal
invariance; numerical evidence of this fact for the critical line corresponding to
our solution (7.4.2) had been given in [130].
The picture, however, cannot yet be considered as complete. Indeed, the Harris
criterion implies that for q ∈ (2, 4] there is a renormalization group flow from the
pure ferromagnet (7.4.1) to the line of random fixed points (7.4.2). The latter,
however, continues to be a line of infrared fixed points also for q > 4, where
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the transition of the pure model is first order. If usual renormalization group
mechanisms have to apply, the random model should possess for q > 4 a line of
unstable fixed points from which the flow towards solution (7.4.2) originates. In
this case, the equations (7.1.7)-(7.1.13) should admit a solution starting at q = 4
and extending until q =∞. As a matter of fact, such a solution exists and reads
ρ0 = −
2
|q2 − 4q + 2| , ρ =
√
(q − 4)(q3 − 4q2 + 4q − 4)
|q2 − 4q + 2| ,
ρ3 =
2(q − 3)
|q2 − 4q + 2| , 2 cosϕ =
2(q − 4)√





(q − 4)(q − 3)(q − 1)q
(q − 1)|q2 − 4q + 2| , cos θ = 0 . (7.4.3)
Notice that this solution coincides with that for the pure ferromagnet (7.4.1) at
q = 4 (see figure 7.5).
In the same way, Xε is expected to keep for q > 4 along the unstable line (7.4.3)
the value 1/2 that it has at q = 4 in the pure model.
Notice also that the expressions (7.4.2) and (7.4.3) formally coincide at q = ∞.
However, it is easy to check that the amplitude (7.1.15) calculated at n = 0 takes
for q ≥ 4 the value −1 for (7.4.2) and the value 1 for (7.4.3). This is possible
because, due to the term (q−2)S2, for both solutions this amplitude behaves for
large q as q cosϕ, with cosϕ vanishing as −1/q for (7.4.2) and as 1/q for (7.4.3).
Hence, due to the peculiarity of the limit, the stable and unstable critical lines
do not really merge as q →∞.
The solution (7.4.3) is also defined for q ∈ [2, 3], with ρ4 vanishing at the extrema
of this interval. At q = 2 it correponds to the Ising free fermion with Xε = 1; at
q = 3, however, it does not correspond to the Potts ferromagnet but to a theory
of two free neutral fermions, again with Xε = 1 [129]. This difference at q = 3
means that this branch enters a sector of the multidimensional parameter space
that is not related to the phase diagram we are considering, and for this reason
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it is not shown in figure 7.5.
Putting all together, the properties of solution (7.4.3) are consistent with the
scenario that it provides the starting point for the renormalization group flow
ending on the stable critical line (7.4.2) for q > 4. This scenario suggests that
for q > 4 the second order transition may set in above a q-dependent disorder
threshold. Below this threshold the transition would occur with finite correlation




Bond disordered O(N) model
We apply scale invariant scattering to the case of replicated O(N) symmetry
and determine the lines of renormalization group fixed points in the limit of zero
replicas corresponding to quenched disorder. We emphasize the role of one of
the two disorder parameters, which vanishes in the pure limit and is maximal for
the solutions corresponding to Nishimori-like and zero temperature critical lines.
Emergent superuniversality (i.e. N -independence) of some critical exponents
in the disordered case and disorder driven renormalization group flows are also
discussed.
8.1 Scattering formulation
We now consider the O(N) Hamiltonian (1.4.1) with bonds Jij drawn from a
probability distribution P (Jij). A particularly interesting distribution is that
mixing ferromagnetic and antiferromagnetic bonds in the form
P (Jij) = pδ(Jij − 1) + (1− p)δ(Jij + 1) ; (8.1.1)
the pure ferromagnet is recovered when the fraction 1 − p of antiferromagnetic








Figure 8.1: Qualitative phase diagram and expected fixed points for the two-
dimensional Ising model with the disorder distribution (8.1.1). 1 − p is the
amount of disorder with respect to the pure ferromagnet, and M indicates the
multicritical (Nishimori) point.
by numerical simulations (see e.g. [121,122]) for the two-dimensional Ising model
with the disorder distribution (8.1.1). A ferromagnetic and a paramagnetic phase
are separated by a phase boundary along which some fixed points of the renormal-
ization group are located. Besides the pure fixed point and a zero temperature
fixed point, the multicritical point known as Nishimori point is also present.
Similarly to what we did in the previous chapter for the disordered Potts model,
we want to use scale invariant scattering to exactly implement the replica method.
Generalizing our treatment of the pure O(N) model, the particle basis is now
given by excitations ai, where a = 1, 2, . . . N labels the components of the vector
multiplet, and i = 1, 2, . . . , n labels the replicas. The product of two vectorial
representations allows for the six scattering amplitudes shown in figure 8.2 [28,
132].
They amount to transmission and reflection of the particles in the same replica
(S2 and S3, respectively), or in different replicas (S5 and S6); it is also possible
that two identical particles annihilate and produce another pair in the same
replica (S1) or in a different replica (S4). The amplitudes are related under















































Figure 8.2: Scattering amplitudes of the replicated O(N) theory. Time runs




3 ≡ ρ1 eiφ, (8.1.2)
S2 = S
∗
2 ≡ ρ2, (8.1.3)
S4 = S
∗
6 ≡ ρ4 eiθ, (8.1.4)
S5 = S
∗
5 ≡ ρ5, (8.1.5)
and allows us to write the amplitudes in terms of the variables ρ1 and ρ4 non-
negative, and ρ2, ρ5, φ and θ real. Unitarity is pictorially expressed in figure 8.3
and produces the equations
1 = ρ21 + ρ
2
2 , (8.1.6)
0 = ρ1ρ2 cosφ , (8.1.7)
0 = Nρ21 +N(n− 1)ρ24 + 2ρ1ρ2 cosφ+ 2ρ21 cos 2φ , (8.1.8)
1 = ρ24 + ρ
2
5 , (8.1.9)
0 = ρ4ρ5 cos θ , (8.1.10)
0 = 2Nρ1ρ4 cos(φ− θ) +N(n− 2)ρ24 + 2ρ2ρ4 cos θ + 2ρ1ρ4 cos(φ+ θ) . (8.1.11)
Equations (8.1.6) and (8.1.9) yield the restrictions
0 ≤ ρ1 ≤ 1 , −1 ≤ ρ2 ≤ 1 , (8.1.12)
0 ≤ ρ4 ≤ 1 , −1 ≤ ρ5 ≤ 1 , (8.1.13)






























Figure 8.3: Pictorial representations associated to the unitarity equations
(8.1.6)–(8.1.11), in the same order. The dotted scattering nodes stay for any
of the amplitudes in figure 8.2. The lower amplitude multiplies the complex con-
jugate of the upper amplitude, and summation is performed over all intermediate
particle labels compatible with the assigned external labels.
be treated as taking real values, so that the disorder limit n → 0 can be taken
without difficulty.
It is not difficult to check that the superposition of two-particle states
∑
a,i aiai
scatters into itself with the amplitude
S = NS1 + S2 + S3 + (n− 1)NS4 , (8.1.14)
which has to be a phase by unitarity. Similarly, the superpositions aibi ± biai
and aibj ± bjai scatter into themselves with phases
Σ± = S2 ± S3 , (8.1.15)
Σ̄± = S5 ± S6 , (8.1.16)
respectively.
8.2 Solutions of the fixed point equations
The solutions of the equations (8.1.6)–(8.1.11) correspond to renormalization
group fixed points invariant under O(N) transformations and replica permuta-
tions. In this section we give the solutions to these equations. We start form
the case of n generic, which we then specialize to the disorder limit n = 0. The
analysis will lead to the results for the solutions summarized in table 8.1. In this
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table and in the whole discussion we take into account that equations (8.1.6) and
(8.1.9) allow us to write
ρ1 =
√
1− ρ22 , (8.2.1)
ρ5 = ±
√
1− ρ24 , (8.2.2)
so that the number of parameters characterizing the solutions is four. Two of
them (φ and ρ2) are sufficient to span the space of solutions for the pure case,
while the remaining two (ρ4 and θ) are disorder parameters. The quadratic
nature of the unitarity equations leads to solution doublings according to the
sign of some parameters. While these doublings are not expected to be always
physical, it was shown in section 3.2 that in some cases they are.
8.2.1 Generic number of replicas
In the pure case only the amplitudes S1, S2, and S3, which involve a single replica,
are physical, and we have only equations (8.1.6), (8.1.7), and (8.1.8), the latter
with n = 1. Equivalently, the pure case can be regarded as that of n decoupled
replicas (S4 = S6 = 0, S5 = ±1), and is obtained for ρ4 = 0. Since the replicas
are coupled by the disorder, it follows that ρ4, to which we refer as “disorder
modulus”, gives a measure of disorder strength1. The solutions for the pure case
were already given in table 3.1, and correspond to those of type P in table 8.1.
Interacting replicas require ρ4 6= 0, and (8.1.10) shows that we can distinguish
two classes of solutions – one with cos θ = 0 and one with ρ5 = 0. Below we
restrict our attention to solutions defined in intervals of n containing n = 0, which
are those of interest for the purpose of taking the disorder limit. In writing the
solutions we take into account that the equations fix the relative sign of sinφ




and sin θ, which we specify giving the value of
γ ≡ sgn(sinφ sin θ) . (8.2.3)
Up to sign doublings, there are two solutions in the class with cos θ = 0. The
first is defined for N ∈ [−
√
2− 1,−2] ∪ [
√
2− 1,∞) and reads
ρ2 = 0, ρ4 = |N − 1|
√
N + 2
N (Nn2 + (N + 1)2(1− n)) ,
2 cosφ = ±
√
4(1− n)−N(N − 2)n2
(N + 1)2(1− n) +Nn2 ,
−
√
2− 1 ≤ N ≤ −2, − 2|N | ≤ n ≤ N
2+2N−1
N
, γ = +1
√
2− 1 = N∗ ≤ N < 1, n ≥ N
2+2N−1
N
, γ = −1
1 < N ≤ 2, n ≤ 2
N
, γ = +1
N > 2, 2
2−N ≤ n ≤ 2N , γ = +1,
(8.2.4)
where, for different intervals of N , we specified the value of γ and the allowed
interval of n. The second solution with cos θ = 0 is defined only for N = 0 and
has
ρ2 = ±1, 0 ≤ ρ4 ≤ 1 ; (8.2.5)
it is n-independent and corresponds to a line of fixed points parametrized by ρ4.
Up to sign doublings, the class with ρ5 = 0 contains four solutions. The first is
defined for any N and reads
ρ1 = ρ4 = 1, 2 cosφ = ±
√
2−Nn ,
2 cos θ = ±
√
2−Nn(N2 − 1 +N(2− n))
N2(1− n) + 1 , −
2




with γ = ±1 when (n − n(N)) sgn(N) ≷ 0, where n(N) = 2 − N + 1
N
is the
boundary along which γ changes sign. The second solution is also defined for
any N , differs from the previous one only in θ, and reads
ρ1 = ρ4 = 1, 2 cosφ = 2 cos θ = ±
√
2−Nn, γ = +1, − 2|N | ≤ n ≤ 2|N | .
(8.2.7)
The third and fourth solutions with ρ5 = 0 are defined only for N ≤ 0 and again




2−N , ρ2 = ±
√
2−Nn









N(n− 1)(2 +Nn) +N(2− n)







N(n− 1)(2 +Nn)−N(2− n)
2(N2(1− n) + 1) ;
(8.2.8)
the upper solution for cos θ has γ = 1 and −2/|N | ≤ n ≤ 2/(2 − N), while
the lower solution has γ = − sgn (n− ñ(N)) and −2/|N | ≤ n ≤ min [2/|N |, 1],
where ñ(N) = 2[(N − 1)2 −
√
2N2 − 6N + 5]/(N2 − 2N).
8.2.2 Disorder limit
We now take the limit n→ 0 of the results of the previous subsection and obtain
the solutions of type V and S in table 8.1.
The solution V 1± is the limit of (8.2.4), and has γ = −1 for N∗ ≤ N < 1 and
γ = 1 otherwise. V 2± coincides with (8.2.5), which was n-independent. The
solutions S1± and S2± are obtained from (8.2.6) and (8.2.7), respectively; γ is
negative only for S1± in the interval 1−
√
2 < N < 1+
√
2. Finally, the solutions






2−N(N2 + 1) ; (8.2.9)
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Solution N ρ2 cosφ ρ4 cos θ
P1± R ±1 - - -



















V2± 0 ±1 - [0, 1] 0
S1± R 0 ± 1√2 1 ±
N2+2N−1√
2(N2+1)
S2± R 0 ± 1√2 1 ±
1√
2
S3± (−∞, 0] ±
√
2
2−N 0 1 ∓f+(N)
S4± (−∞, 0] ±
√
2
2−N 0 1 ±f−(N)
Table 8.1: Solutions corresponding to renormalization group fixed points with
O(N) symmetry in the pure (P type) and disordered (V and S types) cases. The
functions f±(N) are given by (8.2.9).
γ is negative only for S4± in the interval Ñ < N ≤ 0, where Ñ ' −0.839 is the
real root of the polynomial N3 − 2N2 + 2.
8.3 Properties of solutions for the disordered
case
8.3.1 Critical lines with varying disorder modulus
Random fixed points have disorder modulus ρ4 6= 0, and we first consider the
solutions V 1± of table 8.1. They possess the characteristic property that ρ4
spans, as N varies, the range going from 0 (pure case) to the maximal value 1.
More precisely, we focus on the solution V 1−, which for N = 1 coincides with
the pure Ising model (point N = 1 of the solution P2−). We know from the
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Harris criterion that the scaling dimension of weak disorder is twice that of the
energy density field of the pure model. Since the pure Ising model has ∆ε = 1/2,
weak disorder is marginal2 at N = 1. The fact that ∆ε = ∆1,3 along the solution
P2− implies that weak disorder is weakly relevant slightly below N = 1, and
that a random fixed point can be found perturbatively in this region; such a
perturbative analysis is similar to that for q → 2+ in the Potts model [114, 115]
and was performed in [134]. More generally, we conclude that the branch of the
solution V 1− extending from N = 1, where ρ4 = 0, down to
N∗ =
√
2− 1 = 0.414.. , (8.3.1)
where ρ4 = 1, is a line of stable (infrared) fixed points. The existence of a lower
endpoint N∗ for the infrared critical line was argued in [134], where the estimate
N∗ ≈ 0.26 was obtained in the two-loop approximation. The subsequent estimate
N∗ ≈ 0.5 obtained in [135] within a numerical transfer matrix study is not far
from our exact result.
ForN > 1 the solution V 1− becomes a line of unstable fixed points, weak disorder
becoming irrelevant. Indeed the pure model has ∆ε > 1/2 both for 1 < N < 2,
where it corresponds to P2− with ∆ε = ∆1,3, and for N > 2, where it corresponds
to P1+ with ∆ε = 1.
Figure 8.4 shows the real part of the scattering phase (8.1.14) for the solution
(8.2.4) of the fixed point equations, which in the limit n → 0 becomes V 1−.
We see (and it can be checked analytically) that S becomes N -independent at
n = 0, meaning that the symmetry sector of the superposition
∑
a,i aiai, which is
invariant under O(N) transformations and replica permutations, becomes supe-
runiversal along the line of fixed points V 1−. Since the energy density field ε(x)
belongs to this symmetry sector, the dimension ∆ε is expected to keep its N = 1
(pure Ising) value 1/2 along the line V 1−. This is analogous to the result we have
already seen for the correlation length critical exponent ν = [2(1−∆ε)]−1 in the
2It was shown in [103,133] to be marginally irrelevant.
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Figure 8.4: The scattering phase (8.1.14) exhibits superuniversality (N -
independence) in the limit n→ 0 corresponding to the solution V 1−.
random bond q-state Potts ferromagnet. On the other hand, the spin field does
not fall into the superuniversal sector and its dimension ∆s is expected to vary
along the critical line V 1−. This dimension was measured in [135] for N = 0.55
on the infrared fixed line and found to be consistent with the two-loop result
of [134].
8.3.2 Critical lines with maximal disorder modulus
The last class of solutions in table 8.1 is characterized by a maximal value ρ4 =
1 of the disorder modulus and corresponds to critical lines that stay strongly
disordered as N varies. We focus on the solutions S1 and S2, whose range
of definition includes N positive. Continuing the physical considerations of the
previous subsection, we see that the infrared branch of the solution V 1− coincides
at its endpoint N∗ with the solution S1− (see figure 8.5). This indicates that
for N > N∗ S1− is a line of unstable fixed points. There are renormalization
group trajectories that emanate from this line and end on the line V 1− for
N ∈ (N∗, 1), and on the pure model for N > 1 (figure 8.6). The point N = 1
on the line S1− then corresponds to the Nishimori multicritical point M in
the Ising phase diagram of figure 8.1. A line of strongly disordered fixed points
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Figure 8.5: Critical lines in the space of the two disorder parameters. The pure
case corresponds to S4 = 0, while lines that are strongly disordered for any N
lie on the cylinder |S4| = ρ4 = 1.
extending for N > N∗ was in deed observed numerically in [135], and its universal
properties at N = 1 were found to be quantitatively consistent with those of
the Nishimori point. We refer to the portion N > N∗ of the critical line S1−
as a line of Nishimori-like multicritical points, implying by this that, from the
renormalization group point of view, the points on this line play a role analogous
to that of the Nishimori point at N = 1, while the lattice gauge symmetry
characteristic of the ±J Ising model [117] is in general absent for N 6= 1. We also
notice that the symmetry sector corresponding to the scattering phases (8.1.15)
is N -independent along S1−.
When we say that for N > 1 there is a renormalization group flow from the
Nishimori-like critical line S1− to the pure model, we mean solution P2− for
N ∈ (1, 2), and solution P1+ for N > 2. At N = 2 the flow from the Nishimori-
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like point can end on any point of the line of fixed points P3+. This explains the
BKT phase observed in numerical studies (see e.g. [136, 137]) of the disordered
XY model3. These studies find a phase diagram analogous to that of figure 8.1,
with a BKT phase replacing the ferromagnetic phase.
It is a consequence of our analysis that, having ρ4 = 1, the Nishimori-like critical
line never approaches the pure case. It follows that the zero temperature fixed
point of figure 8.1 must have the same property, and must also belong to the
class of solutions with ρ4 = 1. Excluding S3 and S4, which are not defined
for N positive, the main candidate for a zero temperature critical line appears
to be S2−, which differs from S1− only for the θ-dependence. Notice that this
solution actually is completely N -independent, so that conformal dimensions and
critical exponents should not vary along it. Hence, S2− is expected to be a line
of infrared fixed points for any N . It follows that for −2 < N < N∗, where the
pure solution is unstable and the solution V 1− is not defined, the flow from the
pure model should end directly on the zero temperature line S2−.
The pattern of disorder driven flows discussed in this section is schematically
summarized in figure 8.6. For N∗ < N < 1 there is a sequence of three flows
between four fixed points (P2− → V 1− ← S1− → S2−) that accounts for the
pattern observed numerically at N = 0.6 in [135]. The flows observed in [135]
in the ranges 0 < N < N∗ and 1 < N < 2 also match those following from our
identifications. Our results also explain why the flow from the pure model to the
Nishimori-like point is not observed in [135] for N > 2. The reason is that for
N > 2 the hexagonal lattice loop model studied in that paper cannot see the
critical point of the pure O(N) model4. Indeed, we saw that this corresponds to
P1+, a purely transmissive (S1 = S3 = 0) solution that is not realized on the
hexagonal lattice.
3The model studied in [136, 137] is the random phase XY model, which has si =
(cosαi, sinαi), nearest neighbor interaction − cos(αi − αj + Aij), and random variables Aij
drawn from a distribution P (Aij) ∝ e−A
2
ij/σ; σ replaces 1−p in figure 8.1. Since our formalism
relies only on symmetry, it applies also to this type of disorder.







0 N∗ 1 2 3 N
Figure 8.6: Schematic illustration of lines of fixed points and renormalization
group flows between them. The critical pure model is at the bottom (P2−,
P1+), and is connected to the Nishimori-like multicritical line S1− by the line
of stable fixed points V 1−, which spans the interval N ∈ (N∗ =
√
2− 1, 1). S2−
is a line of zero temperature stable fixed points. For N = 1 the renormalization
group trajectories correspond to the phase boundary of figure 8.1.
The fact that for N > 2 both the pure fixed point and that corresponding to S2−
fall at zero temperature suggests that in this range also the Nishimori-like fixed
point should be at zero temperature. In this respect it is interesting to notice
that two zero temperature disordered fixed points were found in [135] for N = 8.
One implication of our results is that the large distance physics of self-avoiding
walks in a random medium (N = 0) is controlled by the fixed point on S2−.
Consistently, the amplitudes S2 and S5 corresponding to intersecting walks vanish
for this solution.
The scale invariant scattering approach to random criticality in two dimensions
initiated in [5] has shown, when such an outcome no longer seemed likely, that
exact results can be obtained for this problem. In particular, it shows that ran-
dom fixed points possess conformal invariance, which in the particle description
is responsible for the elasticity of scattering processes. It also emerges that the
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CFT’s of random fixed points allow for superuniversal (symmetry independent)
sectors, a circumstance that has no counterpart in the pure case. Probably
this peculiarity has contributed to the difficulty of identifying CFT’s of random
criticality but, having been recognized, could also serve as a guide towards the
remaining goal – completing for the random solutions a table of conformal data
similar to table 3.2 for the pure ones.
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